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1 Introduction

An essential ingredient for the proper formulation of systems consisting of strings and (D-) branes is the Born-Infeld (BI) action which originally had been introduced in string theory by Fradkin and Tseytlin [1,2]. Other pioneering works [3,4] re-derived it from the condition that the beta-function for the string vanishes when the string is embedded in an external gauge field $A_\mu(X)$, where $X^\mu$ is the target space coordinate. Previously the beta-function method was successfully applied to closed strings [5]. From the extensive literature on the application of this action in brane theory and its vast number of consequences we only refer to a review [6].

The bulk contribution of the sigma model from the usual string arguments also contains the two-form gauge field $B$ and two scalar fields $(\Phi, T)$ one of which $(\Phi)$ is coupled to the world volume Ricci scalar on the (compact) string manifold $M_2 = M$. In the presence of a boundary $\partial M$, there beside the one-form gauge field $A$ two similar scalar fields $(\Phi, T)$ may appear, of which $\Phi$ is coupled to extrinsic curvature. It has been suggested [7–11] (e.g. from arguments like duality) to introduce also another one-form field $V_\mu$ coupled to the normal derivative of $X^\mu$ on $\partial M$, however we are not aware of a systematic treatment of the problems including all consequences of that extension. It will be the main issue of our present work to show that renormalizability at the boundary strongly suggests the inclusion of $V$. As we explain below, this means an extension of the approach [4] to achieve full renormalization of the theory. At the same time we discover a natural mechanism for the emergence of $D$-branes.

We have found the heat kernel technique [12] especially convenient for a treatment of the one-loop quantum effects, because also for problems with nontrivial boundary many mathematical rigorous results are available which may be used in the present context. Our argument relies upon the fact that for the one-particle irreducible (1-p-i) loop integral the external lines refer to the “mean field” $\bar{X}$, which is arbitrary, and, in particular, does not fulfill the boundary conditions.

For this reason in Sect. 2 the relation of $\bar{X}$ to the background field, appearing in the path integral of the generating functional of Green functions is clarified. Instead of doing the Legendre transformation in the path integral – a procedure which may introduce certain difficulties in the presence of boundaries – we show how to construct directly the functional which generates the one-loop 1-p-i diagrams. At this order, this functional is equivalent to just one diagram with the propagator modified by all possible vertex insertions. The sketch of a more formal derivation of the same result where the Legendre transform is used, for a general action with boundary is presented in Appendix A.

In Sect. 3 we return to the determination of the divergent contribution of the one-loop corrections for the usual sigma-model with boundary (without second 1-form field $V$), using the powerful heat kernel technique. Some mathematic issues as, for example, strong ellipticity of the boundary value problem are clarified. We
rederive the divergent part of the one-loop effective action and, as a by-product, we generalize and extend the results existing in the literature [4, 7, 14]. On the basis of the analysis in the previous Section we suggest an extension of the method of Callan and coworkers [4] which amounts to the inclusion of the $V$-coupling at the boundary.

In Section 4 we investigate the consequences of introducing the vector field $V$, coupled to $\partial_N X^\mu$ in the action, right from the start. For simplicity we drop in that Section all dimensional couplings. We analyse the corresponding boundary value problem and define modified boundary conditions. An important point is to achieve hermiticity of the relevant operator. The $\bar{\psi}$-functions are explicitly calculated to the leading order of $V$. We show that the expansion in the $V$-field generates derivative corrections to the Born-Infeld action with respect to $B_{\mu\nu}$. If $V$ is no longer small we observe a mechanism for spontaneous $D$-brane creation, which seems to be the most remarkable property of the proposed model. Generically, a $D$-brane is separated by a non-perturbative region populated by tachyonic modes.

2 Effective action in the presence of boundaries

The basis of the computation of quantum corrections, including renormalization and beta-functions, are 1-p-i vertex functions. Generally these vertices are obtained by functional differentiation with respect to an (arbitrary) “mean field” $\bar{X}$ from the effective action $W(\bar{X})$. In order to see that this mean field in $W$ is different from a classical background field we consider as an illustration a theory described by the classical action in Euclidean in $d = 2$

$$S = \int_\mathcal{M} (-\partial X)^2 + w(X)) + \int_{\partial \mathcal{M}} (-V(X)\partial_N X + \hat{w}(X)), \quad (1)$$

where $w(X)$ and $\hat{w}(X)$ are some “potential” terms which may contain linear first derivatives (in the case of $\hat{w}$ these can be tangential derivatives to the boundary $\partial \mathcal{M}$ only). $\partial_N$ is the partial derivative with respect to the inward pointing unit vector on $\partial \mathcal{M}$. In anticipation of the situation for the string, to be discussed below, we also allow for a boundary term $V\partial_N X$ with normal derivative. Our strategy is to derive the effective action as the inverse of the full one-loop propagator in the presence of a boundary.

The action (1) is split into two parts:

$$S = S_{\text{prop}} + S_{\text{int}}, \quad S_{\text{prop}} = -\int_\mathcal{M} (\partial X)^2. \quad (2)$$

$S_{\text{prop}}$ will be used to define propagator, while $S_{\text{int}}$ determines the vertices. Usually the quadratic part of $w$ is included in $S_{\text{prop}}$. However, since we are going to sum
anyway all possible insertions we are allowed to include the quadratic terms in \( S_{\text{int}} \). The propagator following from \( S_{\text{prop}} \) above is

\[
G_0(x, y) = (-\partial^2)_{x,y}
\]

which is subject to boundary conditions defined by the boundary part of \( S_{\text{prop}} \). These can be either of Dirichlet

\[
G_0(x, y)|_{x \in \partial \mathcal{M}} = 0
\]

or of Neumann type

\[
\partial_N G_0(x, y)|_{x \in \partial \mathcal{M}} = 0.
\]

Theories described by these two types of the boundary conditions are different already at the classical level. Here we consider Neumann conditions (5) only, because their specific feature will be essential for our work below.

For our purposes it will be enough to treat 1-p-i Feynman diagrams with \( n \) external lines. In coordinate space any such diagram is given by an \( n \)-point function \( \mathcal{W}_n(x_1, \ldots, x_n) \). The renormalization problem refers to amputated diagrams. This means that the external lines just label arguments in the vertices. Thus to obtain the one-loop effective action the mean field \( \bar{X}(x_i) \) may be simply attached at the vertices. Summing all such diagrams

\[
W(\bar{X}) = \sum_{(n)} \int dx_1 \ldots \int dx_n \mathcal{W}_n(x_1, \ldots, x_n) \bar{X}(x_1) \ldots \bar{X}(x_n)
\]

the effective action \( W \) is obtained to one-loop. Clearly by functional differentiation with respect to the mean field \( \bar{X} \) the individual 1-p-i diagrams are recovered.

The correct combinatorial coefficients of the vertex insertions in the propagator can be obtained by taking, as a first step, \( S_{\text{int}}(\bar{X} + \xi) \), keeping only the second order terms in \( \xi \):

\[
S^{(2)}_{\text{int}} = \frac{1}{2} \int_{\mathcal{M}} \xi w''(\bar{X}) \xi + \int_{\partial \mathcal{M}} (-V'(\bar{X})\xi \partial_N \xi - \frac{1}{2} \xi V''(\bar{X}) \xi \partial_N \bar{X} + \frac{1}{2} \xi \bar{w}''(\bar{X}) \xi) \tag{7}
\]

Then the propagator \( G_1(x, y) \) generated by all insertions of boundary vertices in \( G_0(x, y) \) becomes

\[
G_1(x, y) = \sum_{k=0}^{\infty} \int_{\partial \mathcal{M}} \int_{\partial \mathcal{M}} dx_k (-1)^k G_0(x, x_1) U(x_1) G(x_1, x_2) \ldots U(x_k) G_0(x_k, y),
\]

\[
U(x) = -\bar{\partial}_N V'(\bar{X}) - V'(\bar{X}) \bar{\partial}_N - \frac{1}{2} V''(\bar{X}) (\partial_N \bar{X}) + \frac{1}{2} \bar{w}''(\bar{X}). \tag{8}
\]

It should be noted that the normal derivative appears twice in the boundary vertex operator \( U \). This happens because on the boundary \( \xi \) and \( \partial_N \xi \) should
be considered as independent. All correlation functions of the field \( \xi \) should follow by variation of the path integral containing \( \int_\mathcal{M} (j \xi) \) with respect to the source \( j \). If one needs correlators containing \( \xi(x) \), the source \( j \) should also include a term behaving like a \( \delta \)-function at the boundary. To obtain derivatives of \( \xi \) that part of the source should contain also a derivative of the \( \delta \)-function and an integration by parts should be performed. This does not work, however, if one needs normal derivatives of \( \xi \) on the boundary. Then that integration by parts of terms like \( \int_\mathcal{M} \xi \partial_N \delta(\partial \mathcal{M}) \) would lead to a meaningless expression containing a factor \((\delta(\partial \mathcal{M}))^2\) in the integral (with one delta function coming from the integrand, and the other describing the surface contribution). To overcome this difficulty we introduce an independent field \( \chi = \partial_N \xi \) on the boundary with the propagators \( G_0^{\chi}(x, y) = \partial_N G_0(x, y) \) and \( G_0^{\chi^2}(x, y) = \partial_N \partial_N G_0(x, y) \). Note, that one cannot put this propagator to zero if it appears under an integral over \( x \) because of the singularity in \( G_0 \) for coinciding arguments. This leads to the effective doubling of the normal derivative term in \( U \) in (8) because one should take into account both terms: \( \ldots G_0^{-\chi}(x_{n-1}, x_n)(-V')G_0^{\chi^2}(x_n, x_{n+1}) \ldots \) and \( \ldots G_0^{-\chi}(x_{n-1}, x_n)(-V')G_0^{\chi^2}(x_n, x_{n+1}) \ldots \).

For the next step we note that \( G_1(x, y) \) evidently satisfies the Dyson equation:

\[
G_1(x, y) = G_0(x, y) - \int_{\partial \mathcal{M}} dz G_0(x, z) U(z) G_1(z, y) \tag{9}
\]

In order to find out whether the correct boundary conditions are satisfied by \( G_1(x, y) \) we let \( \partial_N^x \) act on both sides of the equation (9) and put \( x \) onto the boundary:

\[
\partial_N^x G_1(x, y)|_{x \in \partial \mathcal{M}} = - \lim_{x \to \partial \mathcal{M}} \int_{\partial \mathcal{M}} dz \partial_N^x G_0(x, z) U(z) G_1(z, y) \tag{10}
\]

To calculate the right hand side of (10) we restrict ourselves to the case of the half-plane, \( \mathcal{M} = \mathbb{R} \times \mathbb{R}_+ \). As we will see below, only the leading short-distance singularity of the propagator \( G_0(x, z) \) contributes to (10). At short distances all two dimensional manifolds with boundary, as far as the leading singularity is concerned, can be treated as a half-plane. This restriction allows to take the 2d propagator \( G_0 \) simply as the one with a “mirror charge”

\[
G_0(x, z) = -\frac{1}{4\pi} (\ln |x - z|^2 + \ln |x - z^*|^2) \tag{11}
\]

where \( z^* = (z^1, -z^2) \). For symmetry reasons the contribution to (10) of the first term in \( U \) of (8) vanishes. For the rest of \( U \) we have

\[
\partial_N^x G_1(x, y)|_{x \in \partial \mathcal{M}} = \frac{1}{4\pi} \lim_{x^2 \to 0+} \int_{\partial \mathcal{M}} dz \frac{4x^2}{(x^2)^2 + (x^1 - z^1)^2} \times \left( -V''(\bar{X}) \overline{\partial_N^z} - \frac{1}{2} V''''(\bar{X})(\partial_N \bar{X}) + \frac{1}{2} \bar{w}'''(\bar{X}) \right) \tag{12}
\]

\[\times \left( -V''(\bar{X}) \overline{\partial_N^z} - \frac{1}{2} V''''(\bar{X})(\partial_N \bar{X}) + \frac{1}{2} \bar{w}'''(\bar{X}) \right) \tag{12}
\]

\[G(z, y) \]
where the identity
\[ \lim_{\epsilon \to 0} \frac{\epsilon}{\epsilon^2 + z^2} = \pi \delta(z) \] (13)
has been used. It is straightforward to check that also
\[ -\partial^2 G_1(x, y) = \delta(x - y), \quad x, y \notin \partial \mathcal{M} \] (14)

Thus \( G_1 \) is in agreement with the boundary term in (7) and it represents a proper solution of \(-\partial^2\). Finally we sum all the bulk insertions of (7) to the propagator \( G_1(x, y) \). Clearly, the full propagator satisfies
\[ G(x, y) = G_1(x, y) - \int_{\mathcal{M}} dz G_1(x, z) \frac{1}{2} w''(\bar{X}(z)) G(z, y). \] (15)
Since \( w''(\bar{X}(z)) \) is smooth on \( \partial \mathcal{M} \) the boundary conditions remain valid for \( G(x, y) \) as well as for \( G_1(x, y) \). The bulk equation (14) is modified by the term proportional to \( w'' \)
\[ \partial_x^2 G(x, y) = -\delta(x, y) - \int_{\mathcal{M}} dz \partial_x^2 G_1(x, z) \frac{1}{2} w''(\bar{X}(z)) G(z, y) \]
\[ = -\delta(x, y) + \frac{1}{2} w''(\bar{X}(x)) G(x, y) \] (16)
for \( x, y \notin \partial \mathcal{M} \) so that \( G \) contains the “mass” term in the proper way.

Thus we have proved that, after summing all insertions in the propagator \( G_0(x, y) \) which are relevant for calculation of the one-loop effective action, one arrives at a propagator
\[ G(x, y) = \left( -\partial^2 + \frac{1}{2} w''(\bar{X}) \right)^{-1} \] (17)
defined on the space of fields satisfying generalized Neumann boundary condition
\[ \left( -\partial_N - V'(\bar{X}) \partial_N - \frac{1}{2} V''(\bar{X}) (\partial_N \bar{X}) + \frac{1}{2} \bar{w}''(\bar{X}) \right) \xi |_{\partial \mathcal{M}} = 0. \] (18)

From this we can conclude that the effective action becomes
\[ W(\bar{X}) = \frac{1}{2} \ln \det \left( -\partial^2 + \frac{1}{2} w''(\bar{X}) \right), \] (19)
the “naive” result one would expect based upon experience for manifolds without boundaries.

Though our calculations were valid, strictly speaking, only for flat geometries, the generalization to curved manifolds with curved boundaries is straightforward, but technically involved. Another subtle point is the symmetry of the propagator.
$G(x, y)$ which is equivalent to the hermiticity of the operator in (16) when (18) holds. This problem will be discussed in sec. 4.2.

In a suitable regularization the divergent part $W_{\text{div}}$ of $W(X)$ defines the counterterms which should introduced in the theory for renormalization. Any local invariant (bulk or boundary) appearing in $W_{\text{div}}$ corresponds to certain divergent diagrams just by definition of the effective action. It is clear therefore that we are not allowed to impose any restrictions, as e.g. boundary conditions, on the mean field $\bar{X}$. If $W(X)$ as a function of some restricted $\bar{X}$ is made finite, we cannot guarantee that the full theory will become finite as well. Of course, if we contract the mean field with external lines of a diagram, the contributions proportional to the boundary operator will vanish. Therefore, to make the theory finite at one loop it is enough to remove divergences which are not annihilated by the boundary operator (as done in [4]). However, if the mean field represents internal lines of a diagram, there could appear problems with renormalizability due to interference of singularities. It is not clear, to which order of perturbation theory a renormalization scheme with boundary conditions on the mean field could be extended (in certain models such an extension has been achieved up to two loops [29]).

The necessity to introduce independent counterterms was recognized long ago by Symanzik [30]. Also related work [31] should be mentioned where $\beta$-functions with Dirichlet boundary conditions were considered. Although in that paper the boundary value of the mean field had been fixed at some intermediate steps, in the calculations of the $\beta$-functions it was a free parameter generating all counterterms.

In the analysis of the renormalization of the bosonic sigma model without boundaries in ref. [32] a “shift” symmetry $\delta \bar{X} = -\delta \xi = \eta$ was introduced. This symmetry has been proposed also in the case of boundaries [14] where boundary conditions on $\bar{X}$ were adapted by that symmetry. In our view, although this helps to select appropriate boundary conditions, it nevertheless is not relevant for the question whether boundary conditions for $\bar{X}$ should be imposed at all.

In Appendix A a more formal derivation of the main result of the present Section for a general action with boundary condition is sketched, because this may indicate a starting point for considerations valid beyond the one-loop argument given here.

3 Conventional sigma model

3.1 Background field formalism

The action for the sigma model is usually written as

$$S = \int_{\mathcal{M}} d^2 z \sqrt{h} \left( \frac{1}{2} G_{\mu \nu} h^{ab} \partial_a X^\mu \partial_b X^\nu + \frac{1}{2 \sqrt{h}} \epsilon^{ab} B_{\mu \nu} \partial_a X^\mu \partial_b X^\nu + \frac{1}{2} \Phi R + T \right)$$
On the world sheet we consider Euclidean signature space coordinates $x^a$ and the metric $h_{ab}$ ($R$ is the related Ricci-scalar on $\mathcal{M}$, $k$ the extrinsic curvature on the boundary), $X^\mu(x)$ are target space coordinates with metric $G_{\mu\nu}$. Further external fields are the two-form gauge field $B_{\mu\nu}$ and scalar fields $\Phi$ and $T$ on $\mathcal{M}$ and the usual gauge field $A_\mu$ together with the scalars $\Phi$ and $\tilde{T}$ at the boundary with tangential variable $\tau$. The string tension $\alpha'$ has been absorbed in the external fields.

It should be emphasized that in our convention during the transition to an imaginary time coordinate we have also rotated $A_\mu \rightarrow i A_\mu$ and $B_{\mu\nu} \rightarrow i B_{\mu\nu}$. This rule of continuation has the important advantage to provide a well-posed spectral problem in Euclidean space with the same conjugation properties of all fields. Of course, that rule is not mandatory. The action with imaginary coefficients can be employed as well at the expense of introducing a more complicated conjugation operation [14]. Since hermiticity properties will play an important role in our study, we prefer to have as simple conjugation rules as possible. Actually, the fact that parity odd fields may acquire an imaginary factor in Euclidean space has been observed long ago [16] in the context of chiral theories. It is easy to see that the field $A_\mu$ is of odd parity from the world volume point of view. Indeed, the $A$-term in (20) can be rewritten as $\int_{\mathcal{M}} \partial_a (\varepsilon^{ab} A_\mu \partial_b X^\nu)$. Here $A_\mu$ couples to the parity-odd quantity $\varepsilon^{ab}$. Whenever it is possible to compare our results to those of previous related papers [3, 4, 14], they are compatible after the replacement $A \rightarrow iA, B \rightarrow iB$.

As shown in the previous Section the expansion of (20) into a classical background solution and (geodesic) fluctuations $\xi$ allows that background field to be identified directly with the (arbitrary) mean field $\bar{X}$, when the one-loop contribution to the effective action is sought. Proceeding in the standard way [13] produces the quadratic action

$$S_2 = \frac{1}{2} \int_{\mathcal{M}} d^2z \sqrt{h} \left( G_{\mu\nu}(\bar{X}) h^{ab} \nabla_a \xi^\mu \nabla_b \xi^\nu - R_{\mu\nu\rho\sigma}(\partial_a \bar{X}^\mu)(\partial^a \bar{X}^\sigma)\xi^\rho \xi^\sigma \right)$$

$$- \frac{1}{2} (\partial_a \bar{X}^\mu)(\partial_b \bar{X}^\sigma) \varepsilon^{ab} \xi^\mu \xi^\nu D_\mu H_{\nu\rho\sigma} + \frac{1}{4} (\partial_a \bar{X}^\nu)(\partial^a \bar{X}^\rho) H_{\mu\nu\lambda} H^{\lambda\rho\sigma} \xi^\mu \xi^\sigma$$

$$+ \frac{1}{2} (D_\mu D_\nu \Phi(\bar{X}))(\xi^\mu \xi^\nu) R + (D_\mu D_\nu T(\bar{X}))(\xi^\mu \xi^\nu)$$

$$+ \frac{1}{2} \int_{\partial\mathcal{M}} d\tau \left( \xi^\mu (D_\tau B_{\mu\nu} - F_{\mu\nu}) + (\partial_\tau \bar{X}^\rho) D_\mu (F_{\nu\rho} - B_{\nu\rho}) \xi^\mu \xi^\nu \right.$$

$$\left. + (D_\mu D_\nu \Phi(\bar{X}))(\xi^\mu \xi^\nu) k + (D_\mu D_\nu \tilde{T}(\bar{X}))(\xi^\mu \xi^\nu) \right) \right).$$

All necessary techniques can be found in [13,14].
In (21) \( R \) denotes the target space Riemann tensor corresponding to the target space metric \( G_{\mu\nu}(X) \), \( D_\mu \) is the covariant derivative for that metric,

\[
D_\alpha \xi^\mu = \partial_\alpha \xi^\mu + \gamma^\mu_{\nu\rho} (\partial_\alpha \bar{X}^\nu) \xi^\nu
\]  

(22)

with the target space Christoffel connection \( \gamma \). The full covariant derivative

\[
\nabla_\alpha \xi^\mu = D_\alpha \xi^\mu + \frac{1}{2} \epsilon^b_a (\partial_b \bar{X}^\nu) H^\mu_{\nu\sigma} \xi^\sigma
\]  

(23)

also depends on \( H_{\mu\nu\rho} = D_\mu B_{\nu\rho} + D_\nu B_{\rho\mu} + D_\rho B_{\mu\nu} \). With our sign conventions \( \epsilon^{N\tau} = 1 \).

Requiring vanishing variation of \( \xi \) at \( \partial M \) one finds that the evaluation of the one-loop effective action should be subject to an appropriate boundary condition for \( \xi \). From the first term (21), therefore, also a contribution with normal derivative \( \partial_N = N^a \partial_a \) will emerge. Adding and subtracting a term, the appropriate boundary condition can be written as a symmetric operator

\[
B \xi \bigg|_{\partial M} = \left( \nabla_N + \frac{1}{2} (\nabla_\gamma \Gamma + \Gamma \nabla_\tau) + S \right) \xi \bigg|_{\partial M} = 0, \tag{24}
\]

where

\[
\Gamma_{\mu\nu} = (B - F)_{\mu\nu},
\]

\[
S_{\mu\nu} = \frac{1}{4} (\partial_N \bar{X}^\rho) [H^\sigma_{\rho\mu}(F - B)_{\sigma\nu} + H^\sigma_{\mu\nu}(F - B)_{\sigma\rho}] - \frac{1}{2} (\partial_\tau \bar{X}^\rho) [D_\mu(F - B)_{\nu\rho} + D_\nu(F - B)_{\mu\rho}] - (D_\mu D_\nu \hat{\Phi}) k - (D_\mu D_\nu \hat{T}) . \tag{25}
\]

It is essential that both the normal and tangential derivatives in (24) are fully covariant. The boundary conditions (24) have a similar structure as ordinary Robin (or Neumann) boundary conditions. There are, however, some important differences which require a detailed discussion.

3.2 Spectral geometry for boundary conditions with normal and tangential derivatives

Whereas normal derivative boundary terms have a long history, in the mathematical literature the study of the spectral geometry for differential operators with boundary conditions depending on tangential derivatives was initiated by Gilkey and Smith [15]. For that reason boundary conditions of that type are named after these authors [17]. In the string-related literature boundary conditions with both normal and tangential derivatives are usually called generalized Neumann boundary conditions. Several first heat kernel coefficients have been calculated
for such problems by McAvity and Osborn [18] and by Dowker and Kirsten [19]. Avramidi and Esposito [17, 20–22] lifted some commutativity assumptions and proved a simple criterion for strong ellipticity. Also [23] should be mentioned for a related calculation.

It is usually required that the operator $\mathcal{D}$ appearing in the quadratic form of the action should be elliptic. In the present case this means that both world volume metric and target space metric should be positive definite. On a compact manifold without boundary, ellipticity is enough to guarantee certain suitable properties of the spectrum of $\mathcal{D}$. For example, the number of non-positive modes can be at most finite. In order to ensure the same properties on manifolds with boundary one should also assume strong ellipticity of the boundary value problem [12]. Dirichlet and Neumann (Robin) boundary value problems are always strongly elliptic. For the more general boundary conditions (24) strong ellipticity is not fulfilled automatically. One should require that $|\Gamma| < 1$, i.e. that all eigenvalues of $\Gamma$ lie between $-i$ and $+i$ [17,22]. For mathematical details we refer to the original literature. A simple example is given in the Appendix B. It is clear from that example that if strong ellipticity is lost the operator $\mathcal{D}$ acquires an infinite number of negative modes.

In the present context the value of $\Gamma$ for which strong ellipticity does not hold any more corresponds to critical values of the gauge field as observed in [24]$.^1$ Beyond that point the semi-classical approximation breaks down. This does not necessarily mean that no quantum theory exists. Perhaps the path integration over the negative modes could be performed non-perturbatively, as it has been done with zero modes leading to collective coordinates for excitations around the background provided by an instanton [26,27].

As long as the boundary value problem is strongly elliptic ($|\Gamma| < 1$) the heat kernel expansion is well defined. There is an asymptotic series as $t \to +0$ of the form

$$\text{Tr}(\exp(-t\mathcal{D})) = \sum_{n \geq 0} t^{-m/2+n} a_n(\mathcal{D}),$$

where $n = 0, \frac{1}{2}, 1, \ldots$. Tr denotes the functional trace in the space of square integrable functions.

For a Laplace type operator

$$\mathcal{D} = -(\nabla_a \nabla^a + E)$$

and the boundary conditions (24) the heat kernel coefficient $a_1$ has been calculated in [18]:

$$a_1 = \frac{1}{(4\pi)^{m/2}} \left[ \int_{\mathcal{M}} \text{tr} \left( E + \frac{R}{6} \right) \right]$$

$^1$Some consequences of the existence of such a critical value for noncommutative geometry have been considered in [15].
\[
+ \int_{\partial \mathcal{M}} \text{tr} \left( b_0 k + b_2 S + \sigma_1 k \Gamma^2 \right),
\]
with
\[
b_2 = \frac{2}{1 + \Gamma^2},
\]
\[
b_0 + \sigma_1 \Gamma^2 = \frac{1}{3}.
\]

3.3 Divergences

In order to isolate the divergent terms we make use of the \( \zeta \)-function regularization [28]. The zeta function of an elliptic operator \( D \) is defined as
\[
\zeta_D(s) = \text{Tr}(D^{-s}).
\]
In term of the zeta function (30) the effective action reads
\[
W = \lim_{s \to 0} \left[ -\frac{1}{2s} \zeta_D(0) - \frac{1}{2} \zeta_D'(0) \right],
\]
where the prime denotes differentiation with respect to \( s \).

The divergent part of the effective action follows from the well-known relation between the zeta function and the heat kernel coefficients
\[
\zeta_D(0) = a_1(1, D, B).
\]
In our case \( a_1 \) is given by (28), (29). The endomorphism \( E \) can be read off from (21):
\[
E_{\mu} = \frac{1}{2} \partial_{\alpha} \bar{X}^{\alpha} \partial_{\beta} \bar{X}^{\beta} \epsilon^{\alpha \beta \gamma}  \epsilon^{\rho \sigma} h^{\gamma \sigma} H_{\rho \sigma} - \frac{1}{4} \partial_{\alpha} \bar{X}^{\alpha} \partial_{\beta} \bar{X}^{\beta} h^{\alpha \beta} H_{\rho \sigma} \Gamma_{\rho \sigma} + R_{\mu \nu \rho \sigma} \partial_{\alpha} \bar{X}^{\alpha} \partial_{\beta} \bar{X}^{\beta} (\partial^\mu \bar{X}^{\sigma}) - \frac{1}{2} R(D_{\rho} D_{\nu} \Phi) - D_{\rho} D_{\nu} T
\]

Thus the divergent part of the effective action becomes
\[
W_{\text{div}} = -\frac{1}{8 \pi s} \int_{\partial \mathcal{M}} d^2x \sqrt{h} \left[ \partial_{\alpha} \bar{X}^{\alpha} \partial_{\beta} \bar{X}^{\beta} h^{\alpha \beta} \left( -\frac{1}{4} H_{\nu \mu} \Gamma_{\nu \mu} + R_{\mu \rho} \right) + \frac{1}{2} \partial_{\alpha} \bar{X}^{\alpha} \partial_{\beta} \bar{X}^{\beta} (\partial^\mu \bar{X}^{\sigma}) - \frac{1}{2} R(D_{\rho} D_{\nu} \Phi) - D_{\rho} D_{\nu} T \right] - \frac{1}{8 \pi s} \int_{\partial \mathcal{M}} d\tau \left[ (D_{\nu} \bar{X}^{\nu}) H_{\sigma \rho} (F - B)^{\sigma \rho} (1 + (F - B)^2)^{-1}_{\mu \nu} + (D_{\nu} \bar{X}^{\nu})^2 2(F - B)^{\nu \rho} (1 + (F - B)^2)^{-1}_{\mu \nu} + k \left( \frac{d}{3} - 2(D_{\nu} D_{\nu} \Phi) (1 + (F - B)^2)^{-1}_{\mu \nu} \right) - 2(D_{\nu} D_{\nu} \Phi) (1 + (F - B)^2)^{-1}_{\mu \nu} \right].
\]
where \(d\) is dimension of the target space.

This is the most general expression ever derived, though essential parts of it have been already given in [4, 7, 14]. The most remarkable term is the one with \(\partial_N \bar{X}\):

\[
(\partial_N \bar{X}) H^{\sigma\nu} (F - B)^{\sigma\nu} (1 + (F - B)^2)^{-1}_{\mu\nu},
\]

(35)

which originates from \(b_2 S\) in (28). Such a term is absent in the bare action (20). This means that the model (20) as it stands is at least not multiplicatively renormalizable. Actually that term (35) had been noticed already before in the one-loop divergences, as calculated in [4, 7] and in the conformal anomaly [14].

Clearly one way to eliminate that disturbing term would be to assume that \(\partial_N \bar{X}\) can be removed using the boundary conditions for the background field [4]. This amounted to assuming \(\bar{X}\) to be “on-shell”. As argued in Sec. 2, our generalization consists in identifying \(\bar{X}\) with the mean field and therefore to be arbitrary. Actually in [7] it was suggested to introduce a new coupling to restore multiplicative renormalizability. To deal with boundary divergences it was proposed in [10] to give the background fields \(G_{\mu\nu}, B_{\mu\nu}\), etc. an explicit dependence on the world-volume coordinates. From the sigma model point of view this would correspond to the introduction of infinitely many new couplings which we want to avoid.

In quantum field theory any “new” term, appearing as a counter term in the action does not necessarily imply nonrenormalizability. E.g. a regularization scheme which breaks Lorentz invariance would introduce such counterterms automatically. Actually the situation is not so different here. In principle the appearance of many possible types of new counterterms at the boundary of a manifold should be possible, because the invariances of the theory are broken there. The final argument whether a new counter term indeed leads to a nonrenormalizable theory must come from its eventual effect on some physical observable (S-matrix element with on shell external lines\(^2\)), or, if that counterterm produces a “genuine” anomaly relative to some symmetry which is broken at the quantum level.

In our present paper we follow neither of these lines. Instead, we regard the appearance of (35) as an indication for the necessity to introduce a new coupling of \(\partial_N \bar{X}\) to another vector field \(V_\mu\) at the boundary. Such a field has been proposed before [7–11] though our treatment of that field is different. At the moment there is no indication that the new coupling does not affect the physical content of the theory. On the contrary, it just seems to be the missing link between different string/brane models. In order to investigate its consequences in detail we consider its main features in a simplified string model in the next Section.

\(^2\)Of course, if we put the mean field \(\bar{X}\) on shell, in the conventional sigma model (20) the dangerous term \(\partial_N \bar{X}\) in the one-loop effective action (34) can be traded for a term containing \(\partial_N \bar{X}\) [4]. However, the corresponding divergence can resurface at higher orders of the loop expansion.
4 Sigma model with $\partial_N X$ coupling

4.1 The model

To simplify the discussion we drop all dimensional couplings from (20) and consider the action with the $V$ field present from the start

$$S = \int \mathcal{M} d^2z \sqrt{\hbar} \left( \frac{1}{2} G_{\mu\nu} h^{ab} \partial_a X^\mu \partial_b X^\nu + \frac{1}{2 \sqrt{\hbar}} \epsilon^{ab} B_{\mu\nu} \partial_a X^\mu \partial_b X^\nu \right) + \int_{\partial \mathcal{M}} d\tau (A_\mu(X) \partial_\tau X^\mu - V_\mu(X) \partial_N X^\mu) .$$

(36)

Proceeding as before for the general model we arrive at

$$S_2 = -\frac{1}{2} \int \mathcal{M} d^2z \sqrt{\hbar} \xi^\mu (\nabla^a \nabla_\alpha + E)_{\mu\nu} \xi_\nu + \frac{1}{2} \int \partial \mathcal{M} d\tau (-\xi^\nu (G_{\nu\mu} + 2 D_\nu V_\mu) \nabla_N \xi^\mu \right)
-(D_\rho D_\sigma V_\mu) (\partial_N \dot{X}^\mu) \xi^\rho \xi^\sigma + 2 (\partial_\tau \dot{X}^\lambda) (D_\nu V_\mu) H^\mu_{\lambda \sigma} \xi^\rho \xi^\sigma
+\xi^\nu D_\tau \xi^\mu (B_{\mu\nu} - F_{\mu\nu}) + (\partial_\tau \dot{X}^\rho) D_\mu (F_{\nu\rho} - B_{\nu\rho}) \xi^\mu \xi^\nu$$

(37)

where $E$ coincides with (33) when $\Phi = T = 0$. The covariant derivative $\nabla$ is given in (23).

The natural inner product in the space of fluctuations reads:

$$<\xi(1), \xi(2)> = \int \mathcal{M} d^2z \sqrt{\hbar} G_{\mu\nu}(\tilde{X})_x^{(1)} \xi^\nu.$$  

(38)

4.2 Boundary conditions

To discuss the boundary conditions we now need a somewhat more general setting. The main features of (36) are reflected in the structure

$$S = \frac{1}{2} \int \mathcal{M} ((\nabla \xi)^2 - \xi E \xi) + \frac{1}{2} \int_{\partial \mathcal{M}} (-\xi \Lambda \nabla_N \xi + \xi L \xi) ,$$

(39)

of the action, where $E$ and $\Lambda$ are the appropriate matrix-valued functions on $\mathcal{M}$ and $\partial \mathcal{M}$, respectively, and $L$ is a differential operator on the boundary $\partial \mathcal{M}$. We split $L$ into a hermitian and an antihermitean piece:

$$L = L_+ + L_-, \quad L_\pm = \pm L_\pm \dagger .$$

(40)

Note, that $L_+$ is fixed by the action (37) while $L_-$ is arbitrary, since it drops out from (36) or (39). $E$ is supposed to be hermitian.

At first we consider $\Lambda = 0$. In this case there is a convenient way to derive the spectral problem corresponding to the action (37). Variation of the action (37) with respect to $\xi$ leads to

$$\delta S = -\int \mathcal{M} (\delta \xi) (\nabla^2 + E) \xi + \int_{\partial \mathcal{M}} (\delta \xi) (-\nabla_N \xi + L_+ \xi) .$$

(41)
The bulk integral in (41) contains the relevant elliptic operator $\mathcal{D} = -(\nabla^2 + E)$, while the surface part defines the boundary conditions which can be either of Dirichlet type

$$\xi|_{\partial M} = 0 \quad (42)$$

(following from $\delta \xi|_{\partial M} = 0$ after absorption of an inhomogeneous mode of $\xi$ into the background), or of modified Neumann type

$$(-\nabla_N \xi + L_+ \xi)|_{\partial M} = 0. \quad (43)$$

For both cases (42) and (43) two important properties are to be noted: (i) the operator $\mathcal{D}$ is formally self-adjoint with respect to (38):

$$<\xi_1,\mathcal{D}\xi_2> = <\mathcal{D}\xi_1,\xi_2>, \quad (44)$$

and (ii) after integration by parts in (37) or (39) the surface term vanishes. Due to (i) the operator $\mathcal{D}$ possesses a complete set of orthonormal eigenfunctions $\psi_n$ corresponding to the eigenvalues $\lambda_n$: $\psi(x) = \sum_n \psi_n(x)c_n$. Due to (ii) the action (37) takes the form $S = \frac{1}{2} \sum_n c_n^2 \lambda_n$, and the path integral for the effective action $W$ becomes

$$W = -\ln \left( \prod_n \lambda_n \right)^{-1/2} = -\ln (\det \mathcal{D})^{-1/2} \quad (45)$$

where we assume a suitable regularization of the infinite product.

If $\Lambda \neq 0$ the procedure described above is not as easy to apply. The reason is that on the boundary $\delta \xi$ and $\delta \nabla_N \xi$ are independent. However, we can still select two relevant sets of the boundary conditions by requiring (i) and (ii) to hold. It is clear that (ii) is true for Dirichlet boundary conditions (42) and for modified Neumann conditions

$$(-(1 + \Lambda)\nabla_N \xi + L_+ \xi)|_{\partial M} = 0. \quad (46)$$

To satisfy (i) we should require

$$((1 + \Lambda)^{-1}L)^\dagger = (1 + \Lambda)^{-1}L, \quad (47)$$

i.e. the operator $(1 + \Lambda)^{-1}L$ should be hermitian with respect to the restriction of (38) to the boundary. The equation (47) will be used to define $L_-$ in the decomposition (40).

From the mathematical point of view both conditions (42) and (46) are admissible and lead to a consistent quantum field theory. From the physical point of view the conditions (46) are much superior. The first reason is that it does not seem natural for the boundary conditions to be completely independent of the boundary couplings. The second and more important one is that the Dirichlet
conditions (42) are in fact contained as a special case in the generalized Neumann ones (46). This property of the boundary conditions (46) (which provides a mechanism of spontaneous creation of $D$-branes) will be discussed in sec. 4.4.

We conclude this section by comparing our boundary conditions with the ones in the existing literature. For duality reasons the coupling $V_{\mu} \partial_N X^\mu$ has been introduced in [8,9]. However, a different set of mixed boundary conditions has been proposed [9]

\[ f_{\mu A} G_{\mu \nu} \partial_N X^\nu + (B - F)_{AB} \partial_N \eta^B |_{\partial M} = 0 \]

\[ V_{\mu} |_{\partial M} = 0 \]  

(48)

instead of our conditions (46). Here $\eta^A$ are coordinates on the $D$-brane, $f_{\mu A}$ are projectors on the $D$-brane directions. The boundary conditions (48) are fully legitimate and lead to a self-consistent sigma model. Of course, to obtain (48) the $D$-brane need be introduced from outside. In our approach it appears spontaneously in the open string sigma model (see Sec. 4.4). Also, as it is clear from Sec. 2, if one starts with the conventional open string sigma model ($V = 0$) and then turns on the $V$-field by making insertions in the propagator, one would arrive at our boundary conditions (46) without any further assumptions.

### 4.3 Beta functions

To calculate the beta functions the operator $L_-$ in the decomposition (40), as defined by the condition (47), must be determined first. Let $(1 + \Lambda)^{-1} = 1 + l$. Then (47) yields

\[ L_- = \frac{1}{2} \left( L_+ l^\dagger - l L_+ - L_- l^\dagger - l L_- \right) , \]

(49)

which admits an iterative solution. Let $L_-(n)$ be a part of $L_-$ of order in $l$ so that $L_- = \sum_{n=0}^{\infty} L_-(n)$. With

\[ L_-(0) = 0 \]

\[ L_-(1) = \frac{1}{2} \left( L_+ l^\dagger - l L_+ \right) \]

(50)

(51)

one gets the $n$-th term

\[ L_-(n) = -\frac{1}{2} \left( L_-(n-1) l^\dagger + i L_-(n-1) \right) , \]

(52)

and thus all finite order contributions $L_-(n)$ are easily determined in powers of $l$ and $l^\dagger$, for example,

\[ L_-(2) = -L_+ \left( \frac{l^\dagger}{2} \right)^2 + \left( \frac{l}{2} \right)^2 L_+ , \]

(53)

\[ L_-(3) = L_+ \left( \frac{l^\dagger}{2} \right)^3 + \left( \frac{l}{2} \right) L_+ \left( \frac{l^\dagger}{2} \right)^2 - \left( \frac{l}{2} \right)^2 L_+ \left( \frac{l^\dagger}{2} \right) - \left( \frac{l}{2} \right)^3 L_+ . \]

(54)
It is easily verified that the integral
\[ L_- = \frac{1}{2} \int_0^\infty da \, e^{-a} \exp \left( -\frac{la}{2} \right) (L_+ l^l - l L_+) \exp \left( -\frac{ll a}{2} \right) \] (55)
summarizes \( L_- \) to all orders in \( l \) and \( l^l \).

The strategy for the calculation of the heat kernel coefficient \( a_1 \) is rather simple. Given \( L_- \) one should re-write the boundary condition as
\[ (-\nabla_N + (1 + \Lambda)^{-1} L)|_{\partial M} = 0 \] (56)
and then transform it to the form (24) thus defining the matrices \( \Gamma \) and \( S_\alpha \). \( a_1 \) then follows from (28).

When \( l = (1 + \Lambda)^{-1} - 1 \) is expanded in terms of \( \Lambda \), the first order contribution is \( l_{\mu\nu} = -2(D_\nu V_\sigma) \). Since \( V \) is physically a more relevant expansion parameter than \( l \), we re-expand all terms in \( a_1 \) (28) to first order of \( V \). After long but otherwise elementary calculations from (37), (39), (40), (51), (31), (32) and (28) the divergent part of the effective action at \( \partial M \) is obtained:
\[
W_{\text{div}}[\partial M] = -\frac{1}{4\pi s} \int_{\partial M} d\tau (1 + \Gamma^2_0)^{-1} \left[ (\partial_\tau \bar{X}^\rho) \left\{ S^{(\tau)}_{\rho,\mu\nu} - 2(D_\nu V_\sigma) H^\rho_{\mu\nu} \right. \right.

\left. \left. -2(\Gamma_{0,\nu\sigma} (D_\sigma V_\lambda)\Gamma_{0,\lambda\alpha} + (D_\nu V_\sigma)\Gamma_{0,\sigma\alpha}^2)(1 + \Gamma^2_0)\alpha\beta S_{\rho,\beta\mu} \right. \right.

\left. \left. + (D_\rho D_\nu V_\sigma)\Gamma_{0,\sigma\mu} - 2(D_\nu V_\sigma) S^{(\tau)}_{\rho,\mu\nu} \right\} \right] + (\partial N \bar{X}^\rho) \left\{ S^{(N)}_{\rho,\mu\nu} - 2(D_\nu V_\sigma) S^{(N)}_{\rho,\sigma\mu} + (D_\nu D_\mu V_\rho) \right.

\left. \left. -2(\Gamma_{0,\nu\sigma} (D_\sigma V_\lambda)\Gamma_{0,\lambda\alpha} + (D_\nu V_\sigma)\Gamma_{0,\sigma\alpha}^2)(1 + \Gamma^2_0)\alpha\beta S^{(N)}_{\rho,\beta\mu} \right\} . \] (57)

The bulk terms are the same as in (34). The abbreviations
\[ S^{(N)}_{\rho,\mu\nu} = \frac{1}{4} [H^\rho_{\mu\nu}(F - B)_{\sigma\nu} + \mu \leftrightarrow \nu] , \]
\[ S^{(\tau)}_{\rho,\mu\nu} = -\frac{1}{2} [D_\mu (F - B)_{\nu\rho} + \mu \leftrightarrow \nu] , \]
\[ \Gamma_{0,\mu\nu} = (B - F)_{\mu\nu} . \] (58)

have been introduced. The beta functions \( \beta^A_\rho \) and \( \beta^V_\rho \) to linear order in \( V \) can be easily extracted from (57). It should be recalled that from all background couplings we had retained \( A, B \) and \( V \) only. The target space geometry is assumed to be flat. Therefore no distinction between upper and lower indices in (57) need to be made and the covariant derivative \( D_\mu \) (22) coincides with the partial derivative \( \partial_\mu \).

There is one particular case which can be analysed without additional calculations. It corresponds to constant \( B \)-field or \( H_{\mu\nu\rho} = 0 \). It is clear that in this case the 0th order (in \( l \)) contribution to the beta functions are given by the
expressions with $V = 0$ derived in the previous section. To this order $\beta^V_\mu$ vanishes if $H_{\mu\nu\rho} = 0$. Therefore, the equation $\beta^V_\mu = 0$ has a solution $V = 0$. This can be checked with the help of equation (57). Then the beta function $\beta^A_\mu$ is given by its old expression and is proportional to variation of the Born-Infeld action with respect to $A$. Hence, for constant $B$ field we reproduce the Born-Infeld action as one of the possible solutions. There could be also non-perturbative ones when $V$ is not small. Also, at least for small $V$, the expansion in $V$ or $l$ corresponds to an expansion in derivatives of the $B$ field.

4.4 Spontaneous creation of $D$-branes

The boundary conditions (46)

$$[(\delta_{\mu\nu} - 2D_\mu V_\nu)\nabla_N + L_{\mu\nu}]\xi^\nu|_{\partial M} = 0$$

have intriguing qualitative features. Let us consider the simplest case when $D_\mu V_\nu = D_\nu V_\mu$, $[DV; 0] = 0$, where $0 = B - F$. If we rewrite (59) in the form (56) the operator $0$ becomes

$$0 = (1 - 2DV)^{-1}0. \tag{60}$$

When $(1 - 2DV)^{-1}$ is sufficiently large so that the absolute value of some of the eigenvalues of $0$ becomes larger than 1, strong ellipticity is lost, and, as discussed in sec. 3.2, we enter a non-perturbative strong coupling regime. There an infinite number of negative modes appears which correspond to tachyonic modes in the Minkowski signature theory.

On the other hand, when the matrix $(1 - 2DV)$ becomes degenerate, so that $(1 - 2DV)\xi^{[0]} = 0$ for some $\xi^{[0]} \neq 0$, (59) implies

$$L\xi^{[0]}|_{\partial M} = 0 \tag{61}$$

or, since for generic values of the other background couplings $A$, $B$, etc., $L$ is non-degenerate—this should be true at least on the zero-measure subset where $(1 - 2DV)$ is degenerate—

$$\xi^{[0]}|_{\partial M} = 0. \tag{62}$$

This clearly indicates the formation of a $D$-brane. The dimensionality of that $D$-brane is equal to number of zero eigenvalues of $(1 - 2DV)$. Note that at this point strong ellipticity is recovered again, but with a different type of boundary conditions. We conclude that the model with $V$-coupling describes both open strings and $D$-branes depending on the value of the derivatives of the field $V$.

Multiple roots of $(1 - 2DV)$ correspond to multiple $D$-branes sitting on top of each other. Such configurations should produce non-abelian Chan-Paton factors [33].
With some restrictions on the form of the background couplings it is possible to calculate the \( \beta \)-functions without expanding in power series of \( V \). In this way a clearer picture of \( D \)-brane formation can be obtained. We postpone this task for a future publication.

The present mechanism of \( D \)-brane formation should be compared with the one proposed and studied in the previous literature [34–40]. The mechanism proposed there in our framework corresponds to a dominating \( L \) in the boundary conditions (59) (with \( V = 0 \)), so that this condition (59) becomes approximately Dirichlet and an exact Dirichlet boundary condition could be achieved for infinite \( L \) only. In our case Dirichlet boundary conditions appear for finite background couplings due to the vanishing of the coefficient in front of the normal derivative. Of course, in the framework of our approach also a combination of the two mechanisms could be envisaged.

5 Conclusions

We have devoted much space (Sec. 2 and Appendix A) to the consideration of the effective action in the presence of boundaries. It seems that a completely satisfactory construction of such an object is still missing in the literature. We do not pretend to have obtained the ultimate solution as well. However, we were able to extract two important lessons from our considerations. First, we have seen that to be able to reproduce reliably all divergences of the 1-p-i diagrams one should not impose any restriction on the mean field. In particular, the latter should not satisfy any boundary conditions. Second, we have shown how the boundary conditions are changed due to “perturbative” insertions of boundary interactions in the propagator. In rederiving the divergent part of the effective action for conventional open string sigma model some mathematical issues like strong ellipticity of the boundary value problem have been clarified. Also, we were able to obtain exact results for slightly more general couplings than the ones exhibited in previous calculations. We also reconsidered the approach of [4] where the mean field \( \bar{X} \) was taken on-shell. While this worked perfectly for the renormalization of the one-loop physical amplitudes, to analyse multiplicative renormalizability of the full theory we suggest to to extend the method of [4] to an off-shell mean field \( \bar{X} \) and so that classical boundary conditions are no longer relevant for it. Our analysis strongly suggests the introduction of a new coupling \( V_\phi \partial_N X^\mu \) at the boundary. In fact, such a step has been proposed long ago [7].

Therefore, the sigma model with that new coupling has been studied. After formulating the boundary value problem, the \( \beta \)-functions to the leading order in \( V \) were calculated. For constant \( B \)-field we found that one of the beta functions, \( \beta^V \), vanishes for \( V = 0 \) while the other, \( \beta^A \), then reproduces the variation of the Born-Infeld action. The perturbative expansion in terms of small \( V \) generates derivative
corrections to that action\(^3\). It would be interesting to compare the derivative corrections obtained by the beta function method with the ones following from the Seiberg-Witten transformation [45]. Of course, this would require a considerable improvement of our understanding of non-commutative geometry in the presence of a non-constant \(B\)-field (see [46] for some recent results and further references).

To us the most exciting feature of the new coupling is that a natural mechanism of spontaneous \(D\)-brane creation is implied. As the matrix \((\delta_{\mu\nu} - 2D_\mu V_\nu)\) becomes degenerate the boundary conditions (59) are transformed to mixed Dirichlet-Neumann ones, thus describing a \(D\)-brane with dimensionality equal to the number of zero eigenvalues of that matrix.

In our view, the \(V\)-coupling deserves further investigation. In particular, one should clarify the duality properties of the modified sigma model. Even though our model (36) for the string with boundary terms looks very similar to the one proposed in [8, 9], the boundary conditions are different, so that \(T\)-duality transformations may require modification. Of course, another interesting generalization of our results would be the inclusion of supersymmetry.
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### Appendix A: One-loop effective action and classical background field (a formal argument)

1-p-i-vertices may be extracted from the effective action \(W(\bar{\phi}_i)\) where \(\bar{\phi}\) is the “mean field”,

\[
\bar{\phi}_i = \frac{\delta Z_c}{\delta j_i},
\]

related to the generating functional \(Z(j)\) of Green-functions \(Z = \exp ijZ_c\) by differentiation with respect to sources \(j_i\) in the latter. We use deWitt’s notation with the index \(i\) describing the space-time variable as well as (eventual) indices of internal symmetries and in this Appendix we work in Minkowski space. Actually the action \(S = S^{\mathcal{M}} + S^{\partial\mathcal{M}}\) in \(Z\) may also contain a source term at the boundary.

\(^3\)Derivative corrections to the Born-Infeld action for vanishing or constant \(B\)-field as power series in the \(F_{\mu\nu}\) generated by higher loops were calculated in [41,42]. Recently the emergence of such corrections in non-commutative geometry was also considered [43,44].
The relation of $\tilde{\phi}_i$ to a generic classical solution $\phi_i$, around which quantum fluctuations $\varphi_i$ may occur, is not immediate, especially when the quantum system — and hence $\phi_i$ — obeys certain boundary conditions

$$F_n(\phi) = 0$$

which must be imposed. A dependence on external fields is not indicated explicitly. For our present purposes it is sufficient to consider theories without gauge invariance, where $Z(j)$ may be simply generalized as

$$Z(j, k) = \int (d\phi)(d\lambda) C e^{iS + j_i \phi_i + k_\alpha \lambda_\alpha}$$

(65)

to include (64) by means of a Lagrange multiplier field $\lambda_\alpha$ (Greek indices indicate that their space-time variable and related integrals refer to the boundary $\partial M$). It is then convenient to introduce a source $k_\alpha$ for that field too (thus restricted to $\partial M$ as well)\(^4\). The factor $C$ should be determined by the requirement that the actual path integral should involve only the modes obeying the boundary conditions. Its derivation in the fully general case would imply the development of a Hamiltonian formalism, including boundary constraints, adapted to the present situation which does not seem to be available. Certain similarities to the Faddeev-Popov determinant can be expected. A formulation like (65) has the advantage that the boundary conditions are completely integrated into the formalism and not imposed “from the outside”.

The expansion $\phi_i = \phi_i + \varphi_i$ around a “background” solution $\phi_i$ in (3) requires the “saddle point” condition for the linear term in $\varphi_i$ and $\lambda_\alpha$

$$\frac{1}{\hbar} \frac{\delta S}{\delta \phi_i} + j_i = 0 ,$$

(66)

$$F_n(\phi) + k_\alpha = 0$$

(67)

which only for vanishing sources $j_i, k_\alpha$ implies that the solutions $\phi_i$ are the ones of the classical e.o.m.-s, subjected to the boundary conditions (64). Retaining in (65) only quadratic terms in $\varphi_A = (\varphi_i, \lambda_\alpha)$ after some simple formal manipulations yields for the mean field (63) and an analogous one related to $k_\alpha$

$$\tilde{\phi}_i = \phi_i (j, k) + \mathcal{O}(\hbar) ,$$

(68)

$$\tilde{\lambda}_\alpha = \mathcal{O}(\hbar) .$$

(69)

Thus to leading order, (one loop in the effective action) the mean field is identical to $\phi_i (j, k)$, but as arbitrary as the dependence of the latter on the

\(^4\)In order to be able to reproduce the Green functions for fields at $\partial M$, $j_i$ may contain $\delta$-function contributions.
sources $j$ and $k$. Therefore, if the evaluation of the path integral in $\varphi$ around $\dot{\varphi}$ is performed, the simple replacement (68) yields the contribution to the effective action.

In contrast to the argument of Section 2, the result (68) is found to hold for a generic action $S$. However, it should be noted that the presence of a finite boundary $\partial \mathcal{M}$ really forbids the application of the usual rules of functional derivation, e.g. in the expansion of (64). Naive application in the case of a normal derivative contained in the boundary would lead to a surface term which rides on top of the boundary again and thus produces $\delta(0)$. Therefore, such terms must be dropped explicitly. Whether this can be made into a general consistent prescription must be the subject of a more profound analysis.

**Appendix B: Strong ellipticity (an example)**

For the Laplace operator

$$\Delta = -\partial_1^2 - \partial_2^2$$  \hfill (70)

on a flat manifold $\mathcal{M} = [0, 1] \times S^1$ with the boundary conditions

$$\partial_1 \phi|_{x^1 = 0} = 0, \quad (\partial_1 + i\alpha \partial_2)\phi|_{x^1 = 1} = 0$$  \hfill (71)

there are two sets of eigenmodes. The first one is:

$$\phi_{k_1k_2} = \exp(ik_2x^2) \cos(k_1x^1)$$  \hfill (72)

These modes satisfy (71) at $x^1 = 0$. The condition at $x^1 = 1$ should be used to define discrete values of $k_1$. $k_2$ is quantized to assure periodicity in the $x^2$ coordinate. Obviously, the eigenvalues $k_1^2 + k_2^2$ of $\Delta$ are always non-negative. The second set of the eigenfunctions

$$\tilde{\phi}_{k_1k_2} = \exp(ik_2x^2) \cosh(k_1x^1)$$  \hfill (73)

again satisfies (71) at $x^1 = 0$. At $x^1 = 1$ that condition yields

$$k_1 \tanh(k_1) = \alpha k_2.$$  \hfill (74)

For positive $\alpha k_2$ (74) always has two solutions. For sufficiently large $|k_2|$ they are

$$k_1 \approx \pm \alpha k_2$$  \hfill (75)

and the corrections are exponentially small. From (75) the eigenvalues $-k_1^2 + k_2^2$ of $\Delta$ are now positive if $|\alpha| < 1$ and negative if $|\alpha| > 1$. We conclude that if strong ellipticity of the boundary value problem is lost ($|\alpha| > 1$) the operator $\Delta$ shows infinitely many negative modes.
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