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ABSTRACT. We introduce the notions of strongly harmonic and Gelfand module, as a generalization of the well-known ring theoretic case. We prove some properties of these modules and we characterize them via their lattice of submodules and their space of maximal submodules. It is also observed that, under some assumptions, the space of maximal submodules of a strongly harmonic module constitutes a compact Hausdorff space whose frame of open sets is isomorphic to the frame \( \Psi(M) \) defined in [MBMCSMZC18]. Finally, we mention some open questions that arose during this investigation.

1. INTRODUCTION

The present manuscript can be considered as a natural step of the investigation initiated in [MBMCSMZC18]. In that document, we associated to a module \( M \) (satisfying some conditions) two frames, the frame of semiprimitive submodules \( SPm(M) \) and the frame \( \Psi(M) \) given by

\[
N \in \Psi(M) \iff (\forall n \in N)[N + \text{Ann}_M(Rn) = M].
\]

It is observed that these two frames are spatial and they work as classification objects of the module \( M \) [MBMCSMZC18, Theorem 3.13, Theorem 5.6]. In fact, we have that \( SPm(M) \cong O(\text{Max}(M)) \) (the frame of open sets of the space of maximal submodules of \( M \)).

For the frame \( \Psi(M) \), it seems that its point space \( \text{pt}(\Psi(M)) \) is hard to describe, and there is not a direct connection with the frame of semiprimitive submodules.

In the ring-theoretic case, the point space of \( \Psi(R) \) can be described for certain classes of rings, the strongly harmonic and Gelfand rings. The general definition of strongly harmonic ring was introduced in [Koh72]. In that paper is observed that the space of maximal ideals \( \text{Max}(R) \) of a strongly harmonic ring \( R \) with the hull-kernel topology is a compact Hausdorff space. Later, in [Mul79] Gelfand rings were introduced, and it was proved that for these rings the space of maximal ideals is also compact Hausdorff (it results that any Gelfand ring is strongly harmonic). The importance of these kind of spaces reside in that strongly harmonic rings can be represented as the ring of global sections over compact Hausdorff
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spaces [Koh72, Theorem 3.7]. In that path, in [BvdB06] the authors (as an example of a more general theory) introduce a representation for rings based on the frame \( \Psi(R) \) defined as the set of pure ideals (i.e., ideals \( I \) such that \( R/I \) is a flat right module). In a more particular setting in [BSvdB84] (see [Sim85] for the strongly harmonic case) is observed that the frame \( \Psi(R) \) serves as a good space to unify the known representations and they show that, for Gelfand rings the point space of \( \Psi(R) \) is homeomorphic to \( Max(R) \) with the hull-kernel topology, equivalently \( \Psi(R) \cong O(Max(R)) \).

Later in [Sim], the author organizes the ring theoretic properties of strongly harmonic rings and Gelfand rings. Following that manuscript, we introduce the notions of strongly harmonic module and Gelfand module and we explore the properties of these modules. We study their space of maximal fully invariant submodules \( Max^{f}(M) \) for strongly harmonic modules (Theorem 4.22) and \( Max(M) \) for Gelfand modules and we relate those spaces with the point space of \( \Psi(M) \). We will make use of latticial and point-free techniques applied to the idiom of submodules of a given module \( M \). In fact, many of these results were obtained trying to prove Theorem 4.22 as a reminiscence of [Sim89, Theorem 3.5] and [Pas86, Corollary 4.7].

We now give a brief description of the contents in this paper. Section 2 is the background material needed to make this manuscript as self-contained as possible. In Section 3 we introduce the notion of normal idiom. Using the notion of quasi-quantale and of relative spectrum introduced in [MBZCSM15], given a quasi-quantal \( A \) and a subquasi-quantal \( B \) satisfying \((\ast)\) (Definition 2.12), the space \( Spec_{B}(A) \) (the spectrum of \( A \) relative to \( B \)) is normal if and only if the fixed point defined by the hull-kernel topology is normal (Proposition 3.7). This allows us to characterize the frames of semiprime and semiprimitive submodules (resp. ideals) of a module \( M \) (resp. of a ring \( R \)) in terms of the normality of the spaces \( Spec(M) \) and \( Max(M) \) (resp. \( Spec(R) \) and \( Max(R) \)) (Corollaries 3.9–3.12). Section 4 is the main section and is devoted to the study of strongly harmonic modules and their space of maximal submodules. We give some properties of those modules, we show that factoring out with a fully invariant submodule of a strongly harmonic module inherits the property (Proposition 4.5), also we prove that direct sums of copies of a strongly harmonic module is strongly harmonic (Proposition 4.9). It is proved when the condition of normality on the space \( Spec(M) \) or on \( \Lambda(M) \) characterizes a strongly harmonic module \( M \) (Proposition 4.16 and Theorem 4.18). We make use of the operator \( Ler \) introduced in [MBMCSM1C18, Section 5] to prove a characterization (Theorem 4.22) which will be the key to make a connection with the frame \( \Psi(M) \). We see that the frame \( \Psi(M) \) is a regular frame (Theorem 4.26) and we prove that \( pt(\Psi(M)) \) is homeomorphic to the space \( Max(M) \) and hence \( \Psi(M) \cong O(Max(M)) \) as frames (Theorem 4.24 and Corollary 4.27). In Section 5, we present Gelfand modules, we show that for a module \( M \) projective in \( \sigma[M] \), if \( M \) is a Gelfand module then \( M \) is strongly harmonic; and the converse follows provided that \( M \) is quasi-duo (Theorem 5.10). In Proposition 5.11, it is also observed that for a quasi-projective Gelfand module each factor module is Gelfand. In Theorem 5.15, it is shown that the operator \( Ler \) defines a
frame isomorphism between $\Psi(M)$ and $SPm(M)$ for a Gelfand module $M$ provided of additional hypothesis. We present a characterization of Gelfand modules (Theorem 5.23) in connection the well-known of Demarco-Orsati-Simmons Theorem [DMO71, Sim80]. This theorem characterizes commutative Gelfand rings as those rings $R$ such that $\text{Max}(R)$ is a retraction of $\text{Spec}(R)$. At the end, some open questions and possible lines to work in are exposed.

2. PRELIMINARIES

Throughout this paper $R$ will be an associative ring with identity, not necessarily commutative. The word ideal will mean two-sided ideal, unless explicitly stated the side (left or right ideal). All modules are unital and left $R$-modules. Given an $R$-module $M$, a submodule $N$ of $M$ is denoted by $N \leq M$, whereas we write $N < M$ when $N$ is a proper submodule of $M$. Recall that $N \leq M$ is said to be a fully invariant submodule, denoted by $N \leq_{fi} M$, if for every endomorphism $f \in \text{End}_R(M)$, it follows that $f(N) \subseteq N$. Set $\Lambda(M) = \{N \mid N \leq M\}$, and $\Lambda^{fi}(M) = \{N \mid N \leq_{fi} M\}$. Given a module $M$ and a set $X$, the direct sum of copies of $M$ is denoted by $M^{(X)}$, if the set is finite, say $|X| = n$ we write $M^{(n)}$. An $R$-module $N$ is said to be $M$-generated if there exists an epimorphism $\rho : M^{(X)} \to N$, and $N$ is $M$-subgenerated if $N$ can be embedded into an $M$-generated module. In order to generalize the ring properties to modules we will work in the category $\sigma[M]$ for a module $M$. The category $\sigma[M]$ is the full subcategory of $R$-Mod consisting of all $M$-subgenerated modules. It can be seen that if $R = M$ then $\sigma[M] = R$-Mod. As the ring $R$ is always projective in $R$-Mod, some projectivity conditions will be needed. Recall that given modules $M$ and $N$, it is said that $M$ is $N$-projective if for every epimorphism $\rho : N \to X$ and every homomorphism $\alpha : M \to X$ there exists $\beta : M \to N$ such that $\rho \beta = \alpha$. The module $M$ is quasi-projective if it is $M$-projective. To get deeper results and make a module more tractable some assumptions will be imposed along the paper. Principally, it will be asked for a module $M$ to be projective in $\sigma[M]$ and in some cases that every submodule of $M$ is $M$-generated (self-generator module). For undefined notions and general module theory we refer the reader to [Lam99] and [Wis91].

Definition 2.1. An idiom $(A, \leq, \lor, \land, 1, 0)$ is a complete, upper-continuous, modular lattice, that is, $A$ is a complete lattice that satisfies the following distributive laws:

$$a \land (\lor X) = \lor\{a \land x \mid x \in X\},$$

for all $a \in A$ and $X \subseteq A$ directed; and

$$a \leq b \Rightarrow (a \lor c) \land b = a \lor (c \land b)$$

for all $a, b, c \in A$.

Our basic examples of idioms are the complete lattices $\Lambda(M)$ and $\Lambda^{fi}(M)$ for a module $M$.

A distinguish class of idioms, are the distributive ones:

Definition 2.2. A complete lattice $(A, \leq, \lor, \land, 1, 0)$ is a frame, if $A$ satisfies

$$(\text{FDL}), \quad a \land (\lor X) = \lor\{a \land x \mid x \in X\}$$
for all \( a \in A \) and \( X \subseteq A \) any subset.

Of course the prototypical example of a frame comes from topology. Given a topological space \( S \) with topology \( \mathcal{O}(S) \), it is known that \( \mathcal{O}(S) \) is a frame.

The point-free techniques we are interested in are based on the concept of nucleus. We give a quick review of that.

**Proposition 2.3.** ([Sim14, Lemma 3.1]). Given any morphism of \( \bigvee \)-semilattices, \( f^*: A \to B \) there exists \( f_*: B \to A \) such that
\[
f^*(a) \leq b \iff a \leq f_*(b),
\]
for each \( a \in A \) and \( b \in B \). That is, \( f^* \) and \( f_* \) form an adjunction
\[
A \xrightarrow{f_*} B.
\]

In fact, \( f_*(b) = \bigvee \{ x \in A \mid f^*(x) \leq b \} \), for each \( b \in B \).

This is a particular case of the General Adjoint Functor Theorem. A proof of this can be found in any standard book of category theory, for instance, [Lei14, Theorem 6.3.10], and [Sim14, Lemma 3.1].

The reader can see [Sim14] and [Ros90] for more details of all these facts.

**Lemma 2.4.** ([Sim14, Lemma 3.3]). Let \( f^*: A \to B \) be an arbitrary morphism of \( \bigvee \)-semilattices, and \( f_*: B \to A \) the right adjoint of \( f^* \). Then, \( \mu := f_* \circ f^*: A \to A \) is a closure operation satisfying the following conditions:

(a) \( x \leq \mu(a) \) if and only if \( f^*(x) \leq f^*(a) \), for each \( x, a \in A \),

(b) \( f^*(\mu(a)) = f^*(a) \), for each \( a \in A \).

According to the terminology in [Sim14, Definition 3.2], the function \( \mu: A \to A \) it is referred to as the kernel of \( f^* \).

**Definition 2.5.** Let \( A \) be an idiom. A **nucleus** on \( A \) is a function \( j: A \to A \) such that:

(a) \( j \) is an inflator.

(b) \( j \) is idempotent.

(c) \( j \) is a prenucleus, that is, \( j(a \land b) = j(a) \land j(b) \).

Applying Proposition 2.3 and Lemma 2.4 it gets the following result for idiom morphisms:

**Lemma 2.6.** ([Sim14, Lemma 3.12]). Let \( f^*: A \to B \) be an arbitrary idiom morphism. Then, the kernel of \( f^* \), namely \( \mu: A \to A \) is a nucleus.

As we mentioned before, every topological space \( S \) determines a frame, its topology \( \mathcal{O}(S) \). This defines a functor from the category of topological spaces to the category of frames \( \mathcal{O}(\_): \text{Top} \to \text{Frm} \). There exists a functor in the other direction:

**Definition 2.7.** Let \( A \) be a frame. An element \( p \in A \) is a **point** or a \( \land \)-irreducible if \( p \neq 1 \) and \( a \land b \leq p \Rightarrow a \leq p \) or \( b \leq p \).
Denote by $\text{pt}(A)$ the set of all points of $A$. This set can be endowed with a topology as follows: for each $a \in A$ define

$$U_A(a) = \{ p \in \text{pt}(A) \mid a \not\leq p \}.$$  

The collection $\mathcal{O}_{\text{pt}}(A) = \{ U_A(a) \mid a \in A \}$ constitutes a topology for $\text{pt}(A)$. We have a frame morphism

$$U_A : A \to \mathcal{O}_{\text{pt}}(A)$$

that determines a nucleus on $A$ by Proposition 2.3. This nucleus or the adjoint situation is called the \textit{hull-kernel adjunction}. With this, the frame $A$ is \textit{spatial} if $U_A$ is an injective morphism (hence an isomorphism).

It can be proved that this defines a functor $\text{pt}(\_): \mathcal{Frm} \to \mathcal{Top}$ in such way that the pair

$$\begin{array}{ccc}
\text{Top} & \xrightarrow{\text{pt(\_)}} & \mathcal{Frm} \\
\mathcal{O}_{\text{pt}} & \downarrow & \\
\text{pt(\_)}
\end{array}$$

forms an adjunction. For more details, see [Joh86], [Sim06] and [PP11], and [Sim14].

We need some other point-free structures that generalize idioms and frames.

**Definition 2.8 ([MBZCSM15]).** A \textit{quasi-quantale} $A$ is a complete lattice with an associative product $A \times A \to A$ such that for all directed subsets $X, Y \subseteq A$ and $a \in A$:

$$\left( \bigvee X \right) a = \bigvee \{ xa \mid x \in X \}$$

and

$$a \left( \bigvee Y \right) = \bigvee \{ ay \mid y \in Y \}.$$  

**Definition 2.9.** A \textit{multiplicative idiom} is an idiom $(A, \leq, \vee, \wedge, \cdot)$ with an extra operation compatible with the order in such way $(A, \leq, \vee, \cdot)$ is a quasi-quantale.

**Example 2.10.** For any left $R$-module $M$, in [BJKN80, Lemma 2.1] was defined the product

$$N_M L := \sum \{ f(N) \mid f \in \text{Hom}(M, L) \},$$

for submodules $N, L \in \Lambda(M)$. In [CPRM12, Proposition 1.3] is proved that

$$\left( \sum_I N_i \right)_M L = \sum_I (N_i)_M L,$$

for each family of submodules $\{N_i\}_I$ of $M$ and each $L \leq M$. On the other hand, since $N_M -$ is a prerradical in $R$-Mod (i.e. a subfunctor of the identity functor),

$$N_M \left( \sum_I L_i \right) = \sum_I (N_M L_i)$$

holds for every directed family $\{L_i\}_I$ of submodules of $M$ and any $N \leq M$. In general this product is not associative, but if $M$ is projective in $\sigma[M]$ the product is associative [Bea02, Proposition 5.6]. Therefore, if $M$ is projective in $\sigma[M]$ then $\Lambda(M)$ is a multiplicative idiom.
Recently, in [CPRMTS18, Corollary 1.5] has been shown that for a class of modules called multiplication modules, the product $-M-$ is associative even if the module $M$ is not projective in $\sigma[M]$.

**Definition 2.11** ([MBZCSM15], Definition 3.15). A sub \(\vee\)-semilattice \(B\) of a quasi-quantale \(A\) is a subquasi-quantale if \(B\) is a quasi-quantale with the restriction of the product in \(A\).

**Definition 2.12.** Given a subquasi-quantale \(B\) of a quasi-quantale \(A\), we will say \(B\) satisfies the condition \((\ast)\) if \(0, 1 \in B\) and \(1b, b1 \leq b\) for all \(b \in B\).

The condition \((\ast)\) comes from our canonical example of quasi-quantale \(\Lambda(M)\) with \(M\) an \(R\)-module and the canonical subquasi-quantale \(\Lambda^f(M)\). Note that \(\Lambda^f(M)\) satisfies condition \((\ast)\). In general, \(\Lambda(M)\) does not satisfy \((\ast)\). For example, consider \(M = \mathbb{Z}_2 \oplus \mathbb{Z}_2\), then \((\mathbb{Z}_2 \oplus 0)\_M = M \not\subseteq \mathbb{Z}_2 \oplus 0\).

**Definition 2.13** ([MBZCSM15], Definition 3.16). Let \(B\) be a subquasi-quantale of a quasi-quantale \(A\). An element \(1 \neq p \in A\) is a prime element relative to \(B\) if whenever \(ab \leq p\) with \(a, b \in B\) then \(a \leq p\) or \(b \leq p\). We define the spectrum relative to \(B\) of \(A\) as

\[
\text{Spec}_B(A) = \{ p \in A \mid p \text{ is prime relative to } B \}.
\]

In the case \(A = B\) this is the usual definition of prime element. We denote the set of prime elements of \(A\) by \(\text{Spec}(A)\).

**Remark 2.14.** In the case \(A = \Lambda(M)\) and \(B = \Lambda^f(M)\), following [MBMCSMZC18] we write \(Lg\text{Spec}(M) = \text{Spec}_B(A)\) and we call it the large spectrum of \(M\) and for \(\text{Spec}_B(B)\) we just write \(\text{Spec}(M)\). Note that when \(R = M\), \(\text{Spec}(M)\) is the usual prime spectrum. As it was noticed in [MBZCSM15, Example 4.14], if \(M\) is quasi-projective then \(\text{Max}(M) \subseteq Lg\text{Spec}(M)\). Moreover, if \(M\) is projective in \(\sigma[M]\), \(\emptyset \neq \text{Max}(M) \subseteq Lg\text{Spec}(M)\) by [Wis91, 22.3].

**Proposition 2.15** ([MBZCSM15]). Let \(B\) be a subquasi-quantale satisfying \((\ast)\) of a quasi-quantale \(A\). Then \(\text{Spec}_B(A)\) is a topological space with closed subsets given by

\[
\mathcal{V}(b) = \{ p \in \text{Spec}_B(A) \mid b \leq p \}
\]

with \(b \in B\).

In dual form, the open subsets are of the form

\[
\mathcal{U}(b) = \{ p \in \text{Spec}_B(A) \mid b \not\leq p \}
\]

with \(b \in B\).

**Remark 2.16** ([MBZCSM15]). Let \(B\) be a subquasi-quantale satisfying \((\ast)\) of a quasi-quantale \(A\). Let \(\mathcal{O}(\text{Spec}_B(A))\) be the frame of open subsets of \(\text{Spec}_B(A)\). We have an adjunction of \(\vee\)-morphisms

\[
\begin{array}{ccc}
B & \xleftarrow{\mathcal{U}_*} & \mathcal{O}(\text{Spec}_B(A)) \\
& \mathcal{U} & \\
& \mathcal{U}_* & \\
\end{array}
\]

where \(\mathcal{U}_*\) is defined as \(\mathcal{U}_*(W) = \{ b \in B \mid \mathcal{U}(b) \subseteq W \}\). The composition \(\mu := \mathcal{U}_* \circ \mathcal{U}\) is a closure operator in \(B\). Note that \(\mathcal{U}(x) = \mathcal{U}(\mu(x))\) (equivalently, \(\mathcal{V}(x) = \mathcal{V}(\mu(x))\)) for all \(x \in B\).
Proposition 2.17. Let $B$ be a subquasi-quantale satisfying $(\star)$ of a quasi-quantale $A$ and $\mu = \mathcal{U}_* \circ \mathcal{U}: B \to B$ as above. Then, the following conditions hold.

(a) [MBZCSM15, Proposition 3.20] For each $b \in B$, $\mu(b)$ is the largest element of $B$ such that

$$\mu(b) \leq \bigwedge \{ p \in \text{Spec}_B(A) \mid p \in \mathcal{V}(b) \}. $$

(b) [MBZCSM15, Theorem 3.21] $\mu$ is a multiplicative nucleus.

(c) [MBZCSM15, Corollary 3.22] $B_\mu$ is a meet-continuous lattice.

(d) [MBZCSM15, Corollary 3.11] If $B$ satisfies that for any $X \subseteq B$ and $a \in B$

$$ (\bigwedge X) a = \bigvee \{ xa \mid x \in X \} $$

then, $B_\mu$ is a frame.

Definition 2.18. Let $B$ be a subquasi-quantale satisfying $(\star)$ of a quasi-quantale $A$. We say $A$ satisfies the $p$-condition relative to $B$ if for all $b \in B$ there exists $p \in \text{Spec}_B(A)$ such that $b \leq p$. If $A = B$ we just say that $A$ satisfies the $p$-condition.

Remark 2.19. Let $M$ be projective in $\sigma[M]$ and set $A = \Lambda(M)$ and $B = \Lambda^{\mathcal{U}}(M)$. Then $A$ satisfies the $p$-condition relative to $B$. For, let $N \in B$. Since $M$ is projective in $\sigma[M]$, $M/N$ is projective in $\sigma[M/N]$. It follows from [Wis91, 22.3] that $\text{Max}(M/N) \not= \emptyset$. This implies that there exists $M \in \text{Max}(M) \subseteq L \text{g Spec}(M)$ such that $N \leq M$.

Lemma 2.20. Let $B$ be a subquasi-quantale satisfying $(\star)$ of a quasi-quantale $A$ and $\mu$ the multiplicative nucleus given by the adjoint situation in Remark 2.16. Then, for $x, y \in B$, the following conditions hold.

(a) $x \leq y$ implies $\mathcal{V}(y) \subseteq \mathcal{V}(x)$.

(b) $\mathcal{V}(x) = \mathcal{V}(\mu(x))$.

(c) $xy \leq \mu(0)$ if and only if $\mathcal{U}(x) \cap \mathcal{U}(y) = \emptyset$.

(d) If $x \vee y = 1$ then $\mathcal{V}(x) \cap \mathcal{V}(y) = \emptyset$. If in addition, $A$ satisfies the $p$-condition relative to $B$, then the converse holds.

Proof: (a) Let $p \in \text{Spec}_B(A)$ such that $y \leq p$. Since $x \leq y$, it is clear that $x \leq p$.

(b) From the fact that $\mu$ is inflatory and by (a), it follows that $\mathcal{V}(\mu(x)) \subseteq \mathcal{V}(x)$.

On the other hand, for every $p \in \mathcal{V}(x)$, $\mu(x) \leq p$ by Proposition 2.17(a). Then, $\mathcal{V}(x) \subseteq \mathcal{V}(\mu(x))$.

(c) Suppose that $xy \leq \mu(0)$. Then, for every $p \in \text{Spec}_B(A)$, $xy \leq p$. Thus, $\text{Spec}_B(A) = \mathcal{V}(xy)$. Therefore, $\emptyset = \mathcal{U}(xy) = \mathcal{U}(x) \cap \mathcal{U}(y)$. Conversely, suppose that $\mathcal{U}(x) \cap \mathcal{U}(y) = \emptyset$. Then, $\text{Spec}_B(A) = \mathcal{V}(xy)$. So, for every $p \in \text{Spec}_B(A)$, $xy \leq p$ and hence, $xy \leq \mu(0)$.

(d) First, suppose that $x \vee y = 1$. Then, $\mathcal{V}(x \vee y) = \mathcal{V}(1) = \emptyset$. Thus, $\emptyset = \mathcal{V}(x \vee y) = \mathcal{V}(x) \cap \mathcal{V}(y)$.

On the other hand, suppose that $A$ satisfies the $p$-condition relative to $B$ and $\mathcal{V}(x) \cap \mathcal{V}(y) = 0$. Hence $\mathcal{V}(x \vee y) = 0$.

If $x \vee y \not= 1$, there exists $1 \not= p \in A$ such that $x \vee y \leq p \leq 1$ implying that $p \in \mathcal{V}(x \vee y) = \emptyset$ which is a contradiction. Thus, $x \vee y = 1$. □
Lemma 2.21. Let $B$ be a subquasi-quantale satisfying $(\ast)$ of a quasi-quantale $A$ and $\mu$ be the multiplicative nucleus given by the adjoint situation on Remark 2.16. Consider the following conditions for $x, y \in B$.

(a) $x \lor y = 1$.
(b) $\mu(x) \lor \mu(y) = 1$.
(c) $\mu(\mu(x) \lor \mu(y)) = 1$.
(d) $\mathcal{V}(\mu(x)) \cap \mathcal{V}(\mu(y)) = \emptyset$.
(e) $\mathcal{V}(x) \cap \mathcal{V}(y) = \emptyset$.

The implications $(a) \Rightarrow (b) \Rightarrow (c) \Rightarrow (d) \Rightarrow (e)$ hold. If in addition, $A$ satisfies the p-condition relative to $B$, all these conditions are equivalent.

Proof. (a)$\Rightarrow$(b)$\Rightarrow$(c) Follows from the fact that $\mu$ is inflatory.
(c)$\Rightarrow$(d) We have,

$$\emptyset = \mathcal{V}(1) = \mathcal{V}(\mu(\mu(x) \lor \mu(y))) = \mathcal{V}(\mu(x) \lor \mu(y)) = \mathcal{V}(\mu(x)) \cap \mathcal{V}(\mu(y)).$$

(d)$\Rightarrow$(e) It is clear.
Assume $A$ satisfies the p-condition relative to $B$.
(e)$\Rightarrow$(a) It follows from Lemma 2.20.(c).

Given a complete lattice $\mathcal{L}$, recall that an element $c \in \mathcal{L}$ is compact if for every $X \subseteq \mathcal{L}$ such that $c \leq \bigvee X$, there exists a finite subset $F \subseteq X$ satisfying $c \leq \bigvee F$. Also, recall that a lattice $\mathcal{L}$ is said to be a compact lattice if and only if $1_\mathcal{L}$ is compact in $\mathcal{L}$.

In [RMSHSMZN19], the authors have extensively studied the conditions of compactness in different lattices which have been of interest in the study of module theory. In particular, [RMSHSMZN19, Propositions 4.6, 4.7, and Lemma 4.12], give characterizations of compact elements in $\Lambda^{fi}(M)$.

Proposition 2.22. Let $B$ be a subquasi-quantale satisfying $(\ast)$ of a quasi-quantale $A$. Then, $B$ is compact and $A$ satisfies the p-condition relative to $B$ if and only if $Spec_B(A)$ is a compact space.

Proof. Let $\{U(b_i)\}_I$ be an open cover of $Spec_B(A)$, that is

$$Spec_B(A) = \bigcup_I U(b_i) = U(\bigvee_I b_i).$$

Hence $1 = \mu(\bigvee_I b_i)$. Since $\mu$ is inflatory, $1 = \mu(\bigvee_I \mu(b_i))$. By Lemma 2.21, $1 = \bigvee_I b_i$. Since $B$ is compact, there exists a finite subset $F \subseteq I$ such that $\bigvee_{i \in F} b_i = 1$. This implies that $Spec_B(A) = \bigcup_{F \subseteq I} U(b_i)$. Observe that all the instances are reversible.

Using Proposition 2.22 we want to determine when $LgSpec(M)$ and $Spec(M)$ are compact spaces for a given module $M$, for we need the following lemma.

Lemma 2.23. Let $M$ be projective in $\sigma[M]$. If $\Lambda^{fi}(M)$ is compact, then $\Lambda^{fi}(M)$ is coatomic.

Proof. Let $\Gamma = \{N \in \Lambda^{fi}(M) \mid N \neq M\}$ and $\mathcal{C} = \{N_i\}_I$ be a chain in $\Gamma$. If $M = \bigcup \mathcal{C} = \sum_{i \in F} N_i$, then $M = \sum_{i \in F} N_i$ for some $F \subseteq I$ finite because $\Lambda^{fi}(M)$ is compact. Since $\mathcal{C}$ is a chain, $M = N_j$ for some $j \in F$ but $N_j \neq$
$M$, a contradiction. Thus $\bigcup C$ is in $\Gamma$. By Zorn’s Lemma, $\Lambda^{fi}(M)$ has maximal elements.

Lemma 2.24. Let $M$ be projective in $\sigma[M]$. If $\mathcal{M}$ is a maximal element in $\Lambda^{fi}(M)$, then $\mathcal{M} \in \text{Spec}(M)$.

Proof. Let $\mathcal{M}$ be a maximal element in $B$. Consider $N, L \in B$ such that $N_M L \leq M$. If $L \not\subseteq M$ then $M = M + N$. Hence, using [CPMBRMZC18, Lemma 2.1]

$$N = N_M M = N_M (M + N) = (N_M M) + (N_M L) \leq M.$$  

Thus, $\mathcal{M} \in \text{Spec}(M)$.

Corollary 2.25. Let $M$ be projective in $\sigma[M]$. If $\Lambda^{fi}(M)$ is a compact lattice then $L_{\text{gSpec}}(M)$ and $\text{Spec}(M)$ are compact. In particular, this is satisfied when $M$ is finitely generated.

Proof. If we set $A = \Lambda(M)$ and $B = \Lambda^{fi}(M)$ then, $L_{\text{gSpec}}(M)$ is compact by Remark 2.19 and Proposition 2.22. On the other hand, if we set $A = B = \Lambda^{fi}(M)$, by Lemma 2.23 $\Lambda^{fi}(M)$ is coatomic and by Lemma 2.24 each coatom of $\Lambda^{fi}(M)$ is in $\text{Spec}(M)$. Hence $\Lambda^{fi}(M)$ satisfies the p-condition. It follos from Proposition 2.22 that $\text{Spec}(M)$ is compact.

The following example shows a module $M$ which is not finitely generated but $\Lambda^{fi}(M)$ is compact.

Example 2.26. Consider the abelian group $M = \mathbb{Z}_3 \oplus \mathbb{Z}_2^{(X)}$ with $X$ an infinite set. It is clear that $M$ is not finitely generated. Note that

$$\Lambda^{fi}(M) = \{0, \mathbb{Z}_3 \oplus 0, 0 \oplus \mathbb{Z}_2^{(X)}, M\}.$$  

Hence $\text{Spec}(M)$ and $L_{\text{gSpec}}(M)$ are compact.

Actually, as a consequence of [RMSHSMZN19, Proposition 4.6], it follows that $\Lambda^{fi}(M)$ is a compact idiom if and only if there exists $N \in \Lambda(M)$ finitely generated such that $\tilde{N} = M$, where $\tilde{N}$ denotes the least fully invariant submodule of $M$ containing $N$.

3. Normal Idioms

In this section, we study the interaction between the property of being normal in the setting of idioms and how certain topological spaces associated with them turn out to be normal in the topological sense. In particular, we highlight the results obtained in Proposition 3.7 and Corollary 3.8. Applying these results to modules, we get conditions to $\text{Spec}(M)$ and $\text{Max}(M)$ to be normal, in terms of the frames $SP(M)$ and $SP_{m}(M)$, respectively, see Corollaries 3.9 and 3.11.

Definition 3.1. Let $A$ be a multiplicative idiom. We say that $A$ is normal if for every $a, b \in A$ with $a \lor b = 1$, there exist $a', b' \in A$ such that $a \lor b' = 1 = a' \lor b$ and $a'b' = 0$.

Lemma 3.2. Let $A$ be a coatomic multiplicative idiom and $\mu: A \rightarrow A$ a multiplicative nucleus which fixes every coatom. If $x, y \in A$ satisfies that $\mu(x \lor y) = 1$ then $x \lor y = 1$. 
Proof. Let \( x, y \in A \) be such that \( \mu(x \lor y) = 1 \). If \( x \lor y \leq 1 \), then there exists a coatom \( \alpha \in A \) such that \( x \lor y \leq \alpha \leq 1 \). Since \( \mu \) is monotone, we obtain that \( \mu(x \lor y) \leq \mu(\alpha) \leq \mu(1) = 1 \). By hypothesis, \( \mu(\alpha) = \alpha \). Then, \( 1 = \mu(x \lor y) \leq \mu(\alpha) = \alpha \leq 1 \), which is a contradiction. \( \square \)

**Lemma 3.3.** Let \( A \) be a coatomic multiplicative idiom and \( \mu : A \to A \) a multiplicative nucleus which fixes every coatom. If \( A \) is normal, then \( A_\mu \) is normal.

**Proof.** Let \( a, b \in A_\mu \) such that \( \mu(a \lor b) = 1 \). By Lemma 3.2, \( a \lor b = 1 \). Since \( A \) is normal, it follows that there are \( a', b' \in A \) satisfying that \( a \lor b' = 1 = a' \lor b \) and \( a'b' = 0 \).

Thus, \( 1 = \mu(a \lor b') = \mu(\mu(a) \lor \mu(b')) = \mu(a \lor \mu(b')) \), and \( 1 = \mu(a' \lor b) = \mu(\mu(a') \lor \mu(b)) = \mu(\mu(a') \lor b) \).

Also, the fact that \( \mu \) is a multiplicative nucleus implies that \( \mu(a') \mu(b') \leq \mu(a') \land \mu(b') = \mu(a'b') = \mu(0) \). Furthermore, \( \mu(a') \mu(b') \leq \mu(0) \). \( \square \)

The next Lemma gives a partial converse of Lemma 3.3.

**Lemma 3.4.** Let \( A \) be a coatomic multiplicative idiom and \( \mu : A \to A \) a multiplicative nucleus which fixes every coatom. If \( A_\mu \) is normal and \( \mu(0) = 0 \) then \( A \) is normal.

**Proof.** Consider any \( a, b \in A \) such that \( a \lor b = 1 \), then \( \mu(a \lor b) = 1 \) and thus \( \mu(a) = 1 \) and \( \mu(b) = 1 \), that is, \( a \lor b \in A_\mu \) then by hypothesis there exists \( a', b' \in A_\mu \) with \( a'b' = \mu(0) = 0 \) and \( a \lor b' = 1 \). Therefore we only need to prove that this \( a', b' \) do the job in \( A \), to this end if \( a \lor b' \neq 1 \) there exists by hypothesis a coatom \( m \in A \) such that \( a \lor b' < m \) then under \( \mu \) we have \( 1 = \mu(a \lor b') \leq \mu(m) = m \) which is a contradiction. \( \square \)

**Remark 3.5.** Let \( M \) be projective in \( \sigma[M], A = A(M) \) and \( B = A^f(M) \). Consider the adjunction given in Remark 2.16. Then \( \mu \) fixes coatoms. For, let \( M \) be a maximal element in \( B \). Then \( M \in Spec(M) \subseteq LgSpec(M) \) by Lemma 2.24. By Proposition 2.17, \( \mu(M) = M \).

**Remark 3.6.** Let \( B \) be a subquasi-quantale satisfying \((\ast)\) of a quasi-quantale \( A \). We can consider a little more general situation than that of Remark 2.16. Given a subspace \( S \) of \( Spec_B(A) \), we have the hull-kernel adjunction

\[
\begin{array}{c}
B \\
\downarrow \quad m \quad \downarrow m_* \\
\Omega(S)
\end{array}
\]

with \( m(b) = U(b) \cap S \). Then \( \tau := m_* \circ m : B \to B \) is a multiplicative nucleus as in the case of \( \mu \).

Recall that a topological space \( S \) is normal if given two closed subsets \( K \) and \( L \) such that \( K \cap L = \emptyset \) then there exist open subsets \( U \) and \( V \) with the property \( K \subseteq U, L \subseteq V \) and \( U \cap V = \emptyset \).

**Proposition 3.7.** Let \( B \) be a subquasi-quantale satisfying \((\ast)\) of a quasi-quantale \( A \) and let \( S \) be a subspace of \( Spec_B(A) \). Let \( \tau \) be the multiplicative nucleus given by Remark 3.6. Then, the following conditions are equivalent.
Let $\text{Corollary 3.8.}$

Proof. (a) $\Rightarrow$(b) Let $n, l \in B_\tau$ such that $\tau(n \lor l) = 1$. Then $m(n) \cup m(l) = S$. Since $S$ is a normal space, there exist $m(k_1), m(k_2)$ open subsets such that $m(k_1) \cap m(k_2) = \emptyset$, $(S \setminus m(n)) \subseteq m(k_1)$ and $(S \setminus m(l)) \subseteq m(k_2)$ where $k_1, k_2 \in B$. Hence $\tau(k_1) \tau(k_2) = \tau(k_1 k_2) = \tau(0)$.

Note that $S = m(n) \cup m(k_1)$ and $S = m(l) \cup m(k_2)$. This implies that $\tau(n \lor k_1) = 1$ and $\tau(l \lor k_2) = 1$. Then,

$$1 = \tau(n \lor k_1) \leq \tau(n \lor \tau(k_1)).$$

Hence $1 = \tau(n \lor \tau(k_1))$. Similarly, $1 = \tau(l \lor \tau(k_2))$. Therefore, $B_\tau$ is normal.

(b) $\Rightarrow$ (a) Let $S \setminus m(n)$ and $S \setminus m(l)$ two closed sets such that $(S \setminus m(n)) \cap (S \setminus m(l)) = \emptyset$, with $n, l \in B$. Thus $m(n) \cup m(l) = S$, this implies that $\tau(n \lor \tau(k_1)) = 1$

Since $\tau(n), \tau(l) \in B_\tau$ and $B_\tau$ is a normal lattice, there exist $k_1, k_2 \in B_\tau$ such that $\tau(n \lor k_1) = 1$, $\tau(l \lor k_2) = 1$ and $k_1 k_2 = \tau(0)$.

Then,

$$(S \setminus m(n)) \cap (S \setminus m(k_1)) = (S \setminus m(\tau(n))) \cap (S \setminus m(k_1)) = \emptyset$$

and

$$(S \setminus m(l)) \cap (S \setminus m(k_2)) = (S \setminus m(\tau(l))) \cap (S \setminus m(k_2)) = \emptyset.$$ 

From these facts, $(S \setminus m(n)) \subseteq m(k_1)$ and $(S \setminus m(l)) \subseteq m(k_2)$. We have that $k_1 k_2 = \tau(0)$, so $U(k_1) \cap U(k_2) = \emptyset$. Therefore, $S$ is a normal space.

**Corollary 3.8.** Let $A$ be a quasi-quantale satisfying $(\star)$. Let $\mu$ be the multiplicative nucleus given by the adjoint situation on Remark 2.16. Then, the following conditions are equivalent

(a) $\text{Spec}(A)$ is a normal space.

(b) $A_\mu$ is a normal lattice

Proof. Take $B = A$ and $S = \text{Spec}(A)$ in Proposition 3.7.

Next we give some applications to modules and rings. Recall that a proper fully invariant submodule $N$ of a module $M$ is said to be *semiprime* if given $L \in \Lambda^Jf(M)$ such that $L_M L \leq N$ then $L \leq N$ [RRR+09]. In [CPMBRMZC16, Proposition 1.11] is proved that $N \in \Lambda^Jf(M)$ is semiprime if and only if $N$ is an intersection of prime submodules, that is, an intersection of elements of $\text{Spec}(M)$. Set

$$SP(M) = \{M\} \cup \{\text{semiprime submodules}\} \subseteq \Lambda^Jf(M).$$

In [MBZCSM15, Proposition 4.27] it is proved that $SP(M)$ is a spatial frame.

**Corollary 3.9.** Let $M$ be projective in $\sigma[M]$. The following conditions are equivalent:

(a) $\text{Spec}(M)$ is a normal space.

(b) The frame $SP(M)$ is normal.

Proof. By Proposition 2.17, $\Lambda^Jf(M)_\mu$ is the set of all submodules which are intersection of prime submodules of $M$.

**Corollary 3.10.** The following conditions are equivalent for a ring $R$:

(a) $\text{Spec}(R)$ is a normal space.
(b) The frame $SP(R)$ is normal.

Recall that a proper fully invariant submodule $N$ of a module $M$ is called primitive if $N = \text{Ann}_M(S)$ for some simple module $S$ in $\sigma[M]$. A submodule of $M$ is called semiprimitive if it is an intersection of primitive submodules [MBMCSMZC18]. Set

$$SPm(M) = \{M\} \cup \{\text{semiprimitive submodules}\} \subseteq \Lambda^{fi}(M).$$

As we said before, if $M$ is projective in $\sigma[M]$ then $\text{Max}(M) \subseteq LgSpec(M)$. By Remark 3.6, we have a multiplicative nucleus $\tau : \Lambda^{fi}(M) \rightarrow \Lambda^{fi}(M)$. By [MBMCSMZC18, Theorem 3.13], $\Lambda^{fi}(M)_{\tau} = SPm(M)$. Therefore, we have the following corollaries.

**Corollary 3.11.** Let $M$ be projective in $\sigma[M]$. The following conditions are equivalent:

(a) $\text{Max}(M)$ is a normal space.

(b) The frame $SPm(M)$ is normal.

**Corollary 3.12.** The following conditions are equivalent for a ring $R$:

(a) $\text{Max}(R)$ is a normal space.

(b) The frame $SPm(R)$ is normal.

4. STRONGLY HARMONIC MODULES

Throughout this section, we will be interested in to study the theory of strongly associative rings with unity.

Denote the set of all coatoms in $\Lambda^{fi}(M)$ by $\text{Max}^{fi}(M)$. Note that $\text{Max}^{fi}(M)$ is a subspace of $\text{Spec}(M)$.

**Definition 4.1.** A module $M$ is strongly harmonic if for every distinct elements $N, L \in \text{Max}^{fi}(M)$ there exist $N', L' \in \Lambda^{fi}(M)$ such that $L' \nless L$, $N' \nless N$ and $L'_MN' = 0$.

**Proposition 4.2.** Let $M$ be a module such that $-M$ is an associative product. Then, the following conditions are equivalent.

(a) $M$ is strongly harmonic.

(b) For every distinct elements $N, L \in \text{Max}^{fi}(M)$ there exist $N', L' \in \Lambda(M)$ such that $L' \nless L$, $N' \nless N$ and $L'_MN' = 0$.

(c) For every distinct elements $N, L \in \text{Max}^{fi}(M)$ there exist $a, b \in M$ such that $a \notin N$, $b \notin L$, $a \in \text{Ann}_M(Rb)$.

**Proof:** (a) $\Rightarrow$ (b) It is clear.

(b) $\Rightarrow$ (c) Let $N, L \in \text{Max}^{fi}(M)$. By (b), there exist $N', L' \in \Lambda(M)$ such that $L' \nless L$, $N' \nless N$ and $L'_MN' = 0$. In particular, there exist $a \in L' \setminus L$ and $b \in N' \setminus N$. Consequently, $Ra \leq L'$ and $Rb \leq N'$. Then $Ra_M^Rb \leq L'_MN' = 0$. Hence, $a \in Ra \subseteq \text{Ann}_M(Rb)$.

(c) $\Rightarrow$ (a) Let $N, L \in \text{Max}^{fi}(M)$. There exist $a, b \in M$ such that $a \notin N$, $b \notin L$, $a \in \text{Ann}_M(Rb)$ and $b \in \text{Ann}_M(Ra)$. Set $N' := Ra_M^Rb$ and $L' := Rb_M^M$. Note that $N', L' \in \Lambda^{fi}(M)$, $N' \nless N$ and $L' \nless L$. Now, using the
associativity of the product \(-M-\), we have that \(L'_M N' = (Ra_M M)(Rb_M M) = ((Ra_M M)_M(Rb)_M M).

Inasmuch as \(a \in \text{Ann}_M(Rb) \in \Lambda^{fi}(M)\), it follows that \(Ra \leq \text{Ann}_M(Rb)\) and so \(Ra_M M \leq \text{Ann}_M(Rb) M = \text{Ann}_M(Rb).\) Thus,
\[
L'_M N' = ((Ra_M M)_M(Rb)_M M \leq (\text{Ann}_M(Rb)_M Rb)_M M = 0.
\]

\[\square\]

**Lemma 4.3** (Lemma 17, [RRR⁺05]). Let \(M_1, M_2\) be modules and let \(f : M_1 \to M_2\) be an epimorphism with \(K_1 = \text{Ker} f\).

(a) If \(K_1\) is a fully invariant in \(M_1\) and \(N_2\) is a fully invariant submodule of \(M_2\), then \(f^{-1}(N_2)\) is a fully invariant submodule of \(M_1\).

(b) If \(M_1\) is quasi-projective and \(N_1\) is a fully invariant submodule of \(M_1\), then \(f(N_1)\) is a fully invariant submodule of \(M_2\).

Recall that a nonzero module \(M\) is called \(FI\)-simple if \(\Lambda^{fi}(M) = \{0, M\}\). The following lemma will be useful, and it is a direct consequence of Lemma 4.3.

**Lemma 4.4.** Let \(M\) be a quasi-projective module and \(N \in \Lambda^{fi}(M)\). Then, \(N \in \text{Max}^{fi}(M)\) if and only if \(M/N\) is \(FI\)-simple.

**Proposition 4.5.** Let \(M\) be a quasi-projective strongly harmonic module and let \(N\) be a fully invariant submodule of \(M\). Then \(M/N\) is a strongly harmonic module.

**Proof.** Let \(M/N, N/N \in \text{Max}^{fi}(M/N)\) be distinct. It follows from Lemma 4.3 and Lemma 4.4 that \(M, N \in \text{Max}^{fi}(M)\). Since \(M\) is strongly harmonic, there exist \(A, B \in \Lambda^{fi}(M)\) such that \(A \leq M, B \leq N\) and \(A_M B = 0\). Since \(A \leq M, (A+N)/N \leq M/N\). Analogously, \((B + N)/N \leq N/N\). We claim that the product \((\frac{A+N}{N})_M (\frac{B+N}{N}) = 0\). Let \(f : M/N \to (B + N)/N\) be any homomorphism. Since \(M\) is quasi-projective, there exists \(f : M \to B\) such that \(\pi|_B f = f \pi\) where \(\pi : M \to M/N\) is the canonical projection. Note that \(f(A) = 0\) because \(A_M B = 0\). Hence, \(f(\frac{A+N}{N}) = f\pi(A) = f(\pi|_B f(A) = 0\). This proves the claim. Thus, \(M/N\) is a strongly harmonic module. \[\square\]

**Corollary 4.6.** Let \(R\) be a strongly harmonic ring and let \(I\) be an ideal of \(R\). Then the ring \(R/I\) is strongly harmonic.

**Corollary 4.7.** Let \(R\) be a strongly harmonic ring and \(e \in R\) be a central idempotent. Then \(Re\) is a strongly harmonic module.

**Remark 4.8.** Given a module \(M\) and \(N \in \Lambda^{fi}(M)\), there exists a preradical \(\alpha\) in \(R\)-Mod such that \(N = \alpha(M)\), see [RRR⁺02]. Then, for every index set \(I\) there exists a lattice isomorphism \(\Theta : \Lambda^{fi}(M) \to \Lambda^{fi}(M^{(I)})\) given by \(\Theta(N) = N^{(I)}\). Note that this isomorphism restricts to a bijection \(\Theta : \text{Max}^{fi}(M) \to \text{Max}^{fi}(M^{(I)})\) provided \(M\) is quasi-projective by Lemma 4.4.

**Proposition 4.9.** Let \(M\) be a quasi-projective strongly harmonic module. Then \(M^{(I)}\) is a strongly harmonic module for every index set \(I\).
Example 4.12. Let \( R = \left( \begin{array}{ccc} \mathbb{Z}_2 & \mathbb{Z}_2 \\ \mathbb{Z}_2 & 0 \end{array} \right) \). Consider \( e_1 = \left( \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right) \) and \( e_2 = \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right) \). Then \( Re_1 = \left( \begin{array}{c} \mathbb{Z}_2 \\ 0 \\ 0 \end{array} \right) \) and \( Re_2 = \left( \begin{array}{c} 0 \\ \mathbb{Z}_2 \\ 0 \end{array} \right) \). Note that \( Re_1 \) is simple and \( Re_2 \) has three
submodules \(\{0, \frac{Z_2}{Z_2}, \frac{Z_2}{Z_2}\}\). Hence \(R = Re_1 \oplus Re_2\) is a direct sum of strongly harmonic modules. Also, \(R\) has two maximal fully invariant submodules: \(Re_2 = \left(\frac{Z_2}{Z_2}, \frac{Z_2}{Z_2}\right)\), and \(\mathcal{M} = \left(\frac{Z_2}{Z_2}\right)\). The unique nonzero proper ideal not contained in \(Re_2\) is \(\mathcal{M}\) and the unique nonzero proper ideal not contained in \(\mathcal{M}\) is \(Re_2\). Note that \(Re_2 \mathcal{M} \neq 0\). Thus, \(R\) is not strongly harmonic.

By Lemma 2.24, \(\text{Max}^{f_i}(M)\) is contained in \(\text{Spec}(M)\). Given \(K \in \Lambda^{f_i}(M)\), the open subset relative to \(\text{Max}^{f_i}(M)\) is denoted by \(m(K) = \mathcal{U}(K) \cap \text{Max}^{f_i}(M)\).

**Proposition 4.13.** Let \(M\) be projective in \(\sigma[M]\). If \(M\) is strongly harmonic, then \(\text{Max}^{f_i}(M)\) is a Hausdorff subspace of \(\text{Spec}(M)\). If in addition, \(0 = \bigcap \text{Max}^{f_i}(M)\) then converse holds.

**Proof.** Consider the topological subspace \(\text{Max}^{f_i}(M)\) and \(N_1, N_2 \in \text{Max}^{f_i}(M)\). Since \(M\) is strongly harmonic, there exist \(L_1, L_2 \in \Lambda^{f_i}(M)\) such that \(L_1 \not\subseteq N_1, L_2 \not\subseteq N_2\) and \(L_1M \cap L_2 = 0\). Then, \(N_1 \in m(L_1)\) and \(N_2 \in m(L_2)\). Also, \(m(L_1) \cap m(L_2) = m(L_1M \cap L_2)\). Inasmuch as \(L_1M \cap L_2 = 0\), we can conclude that \(m(L_1M \cap L_2) = \emptyset\). Therefore, \(\text{Max}^{f_i}(M)\) is Hausdorff.

Reciprocally, assume that \(0 = \bigcap \text{Max}^{f_i}(M)\). Let \(N \neq L \in \text{Max}^{f_i}(M)\). Since \(\text{Max}^{f_i}(M)\) is Hausdorff, there exist disjoint open sets \(m(K_1)\) and \(m(K_2)\) of \(\text{Max}^{f_i}(M)\) containing \(N\) and \(L\) respectively. This implies that \(K_1M \subseteq \bigcap \text{Max}^{f_i}(M) = 0\). Note that \(K_1 \not\subseteq N\) and \(K_2 \not\subseteq L\). Thus, \(M\) is strongly harmonic.

**Lemma 4.14.** Let \(M\) be projective in \(\sigma[M]\) and strongly harmonic. If \(F \subseteq \text{Max}^{f_i}(M)\) is a compact subset and \(N \in \text{Max}^{f_i}(M)\) is such that \(N \notin F\), then there exists \(L, K \in \Lambda^{f_i}(M)\) with \(N \in m(K)\) and \(F \subseteq m(L)\) such that \(L_1M K = 0\). Moreover, if \(\text{Max}^{f_i}(M)\) is compact, then \(\text{Max}^{f_i}(M)\) is a normal space.

**Proof.** Let \(F:=\{N_\alpha\}_{\alpha \in \Gamma}\) a compact subset of \(\text{Max}^{f_i}(M)\) and \(N \in \text{Max}^{f_i}(M)\) such that \(N \notin F\). Since \(M\) is strongly harmonic, for each \(\alpha \in \Gamma\) there exist \(L_\alpha, K_\alpha \in \Lambda^{f_i}(M)\) such that \(L_\alpha \not\subseteq N_\alpha, K_\alpha \not\subseteq N\), and \(L_\alpha M K_\alpha = 0\). Hence, \(\{m(L_\alpha)\}_{\alpha \in \Gamma}\) is an open cover for \(F\). Since \(F\) is compact, there exist \(\alpha_1, \ldots, \alpha_n \in \Gamma\) such that

\[
F \subseteq \bigcup_{i=1}^{n} \{m(L_{\alpha_i})\} = m\left(\bigcup_{i=1}^{n} L_{\alpha_i}\right).
\]

Also, we have that \(N \in \bigcap_{i=1}^{n} m(K_{\alpha_i}) = m(K_{\alpha_1} \cdots M K_{\alpha_n})\) and \(L_{\alpha_1} M K_{\alpha_1} = 0\), for each \(i = 1, \ldots, n\).

Now, using the facts that \(\cdot^{-1}\) is associative and \(M\) is a right multiplicative identity on \(\Lambda^{f_i}(M)\),

\[
L_{\alpha_2 M} (K_{\alpha_1} M K_{\alpha_2}) \leq L_{\alpha_2 M} (M M K_{\alpha_2}) = (L_{\alpha_2 M} M) K_{\alpha_2} = L_{\alpha_2 M} K_{\alpha_2} = 0.
\]

Thus, \(L_{\alpha_2 M} (K_{\alpha_1} M K_{\alpha_2}) = 0\). Similarly, it can be proved that

\[
L_{\alpha_3 M} (K_{\alpha_1} M K_{\alpha_2} M K_{\alpha_3}) \leq L_{\alpha_3 M} K_{\alpha_3} = 0.
\]
In fact, it is satisfied that $L_{\alpha_1 M}(K_{\alpha_1 M} K_{\alpha_2} \cdots K_{\alpha_n}) = 0$, for every $i \in \{1, \ldots, n\}$. Consequently, $(\sum_{i=1}^{n} L_{\alpha_i})_{\alpha_1 M}(K_{\alpha_1 M} \cdots K_{\alpha_n}) = 0$. Therefore, $L := \sum_{i=1}^{n} L_{\alpha_i}$ and $K := K_{\alpha_1 M} \cdots K_{\alpha_n}$ are the required modules.

Since $M$ is strongly harmonic, $\text{Max}^{fi}(M)$ is Hausdorff. If in addition, we have $\text{Max}^{fi}(M)$ is compact, then every closed set is compact. It gets that $\text{Max}^{fi}(M)$ is a compact Hausdorff regular space, by the above argument. It is well known, from general topology theory, that those conditions imply that the underlying space is normal.

**Lemma 4.15.** Let $M$ be projective in $\sigma[M]$. $\Lambda^{fi}(M)$ is compact if and only if $\text{Max}^{fi}(M)$ is compact and $\Lambda^{fi}(M)$ is coatomic.

**Proof.** $\Rightarrow$ By Lemma 2.23, $\Lambda^{fi}(M)$ is coatomic. Now, suppose that $\text{Max}^{fi}(M) = \bigcup_{I} \mathcal{U}(N_i) = \mathcal{U}(\bigcup_{I} N_i)$. This implies that $\sum_{I} N_i \notin \mathcal{M}$ for all $\mathcal{M} \in \text{Max}^{fi}(M)$. Since $\Lambda^{fi}(M)$ is coatomic, $\sum_{I} N_i = M$. Hence $M = \sum_{i \in F} N_i$ for some $F \subseteq I$ finite by hypothesis. Thus $\text{Max}^{fi}(M) = \bigcup_{F} \mathcal{U}(N_i)$, that is, $\text{Max}^{fi}(M)$ is compact.

$\Leftarrow$ Let $M = \sum_{I} N_i$ with $N_i \in \Lambda^{fi}(M)$. Then $\text{Max}^{fi}(M) = \bigcup_{I} \mathcal{U}(N_i)$. Since $\text{Max}^{fi}(M)$ is compact, $\text{Max}^{fi}(M) = \bigcup_{i \in F} \mathcal{U}(N_i)$ for some $F \subseteq I$ finite. This implies that $\sum_{F} N_i \notin \mathcal{M}$ for all $\mathcal{M} \in \text{Max}^{fi}(M)$. Since $\Lambda^{fi}(M)$ is coatomic, $M = \sum_{F} N_i$. That is, $\Lambda^{fi}(M)$ is compact. □

**Proposition 4.16.** Let $M$ be projective in $\sigma[M]$. Consider the following conditions.

(a) $\Lambda^{fi}(M)$ is normal.

(b) $M$ is strongly harmonic.

Then (a) $\Rightarrow$ (b) holds. If in addition, $\Lambda^{fi}(M)$ is compact, the two conditions are equivalent.

**Proof.** (a) $\Rightarrow$ (b) Let $N_1, N_2 \in \text{Max}^{fi}(M)$, with $N_1 \neq N_2$. Then $N_1 + N_2 = M$. By the normality on $\Lambda^{fi}(M)$, it follows that there exist $L_1, L_2 \in \Lambda^{fi}(M)$ such that $N_1 + L_1 = M$ and $N_2 + L_2 = M$, and $L_1 M L_2 = 0$. Hence, $M$ is strongly harmonic.

Now suppose that $\Lambda^{fi}(M)$ is a compact space.

(b) $\Rightarrow$ (a) Let $L_1, L_2 \in \Lambda^{fi}(M)$ such that $L_1 + L_2 = M$. Hence $\mathcal{V}(L_1) \cup \mathcal{V}(L_2) = \text{Spec}(M)$, it follows that $\mathcal{V}(L_1) \cap \mathcal{V}(L_2) = \emptyset$. So, $\mathcal{V}(L_1) \cap \text{Max}^{fi}(M)$ and $\mathcal{V}(L_2) \cap \text{Max}^{fi}(M)$ are disjoint closed sets in $\text{Max}^{fi}(M)$. It follows from Lemma 4.15 that $\text{Max}^{fi}(M)$ is compact. Then by Lemma 4.14 and Proposition 4.13, there exist $K_1, K_2 \in \Lambda^{fi}(M)$ such that $\mathcal{V}(L_1) \cap \text{Max}^{fi}(M) \subseteq m(K_1), \mathcal{V}(L_2) \cap \text{Max}^{fi}(M) \subseteq m(K_2)$ and $K_1 M K_2 = 0$.

Notice that if $L_1 + K_1 < M$, there exists $N \in \text{Max}^{fi}(M)$ such that $L_1 + K_1 \leq N$ by Lemma 4.15. But this implies that $N \in \mathcal{V}(L_1) \cap \mathcal{V}(K_1)$ which is a contradiction. Therefore $L_1 + K_1 = M$. Analogously, $L_2 + K_2 = M$. Thus $\Lambda^{fi}(M)$ is normal. □

**Corollary 4.17.** The following conditions are equivalent for a ring $R$:

(a) $\Lambda^{fi}(R)$ is normal.
(b) $R$ is a strongly harmonic ring.

Recall that, setting $A = B = \Lambda^{fi}(M)$ in Remark 2.16 we have a multiplicative nucleus $\mu : \Lambda^{fi}(M) \to \Lambda^{fi}(M)$. We can resume the applications of Section 3 to modules and rings and these section’s results in the following theorem and corollary.

**Theorem 4.18.** Let $M$ be projective in $\sigma[M]$ such that $\Lambda^{fi}(M)$ is compact. Consider the following conditions:

(a) $M$ is a strongly harmonic module.
(b) $\Lambda^{fi}(M)$ is normal.
(c) $\Lambda^{fi}(M)_\mu$ is a normal lattice.
(d) $\text{Spec}(M)$ is a normal space.

Then the implications (a)$\Rightarrow$(b)$\Rightarrow$(c)$\Leftrightarrow$(d) hold. If in addition $0 = \bigcap \text{Max}^{fi}(M)$, then the four conditions are equivalent.

**Proof.** (a)$\Leftrightarrow$(b) It follows from Proposition 4.16.
(b)$\Rightarrow$(c) It follows from Lemma 3.3.
(c)$\Leftrightarrow$(d) It follows from Corollary 3.8.

Now suppose that $0 = \bigcap \text{Max}^{fi}(M)$.
(d)$\Rightarrow$(a) Since $\text{Spec}(M)$ is normal, $\text{Max}^{fi}(M)$ is Hausdorff. Hence $M$ is strongly harmonic by Proposition 4.13.

**Corollary 4.19.** Let $R$ be a ring such that the intersection of all maximal ideals is zero. The following conditions are equivalent:

(a) $R$ is a strongly harmonic ring.
(b) $\text{Spec}(R)$ is a normal space.
(c) The lattice of ideals of $R$ is a normal lattice.
(d) The frame of semiprime ideals is a normal lattice.

Given an $R$-module $M$, in [MBMCSMZC18, Section 5] was defined the spatial frame $\Psi(M)$, as follows:

$$\Psi(M) = \{N \in \Lambda^{fi}(M) \mid \forall n \in N, [N + \text{Ann}_M(Rn)] = M\}.$$ 

If $M$ is self-progenerator in $\sigma[M]$, the frame $\Psi(M)$ is characterized as the fixed points of an operator called $\text{Ler} : \Lambda^{fi}(M) \to \Lambda^{fi}(M)$ [MBMCSMZC18, Proposition 5.11]. This operator is defined as

$$\text{Ler}(N) = \{m \in M \mid N + \text{Ann}_M(Rm) = M\},$$

for $N \in \Lambda^{fi}(M)$. Properties of this operator are given in [MBMCSMZC18, Propositions 5.8–5.10]. The operator $\text{Ler}$ will be crucial to give a connection between the frames $O(\text{Max}^{fi}(M))$ and $\Psi(M)$ for a strongly harmonic module $M$.

**Remark 4.20.** For a module $M$ projective in $\sigma[M]$, the operator $\text{Ler}$ can be described as

$$\text{Ler}(N) = \sum \{K \in \Lambda^{fi}(M) \mid N + \text{Ann}_M(K) = M\},$$

for any $N \in \Lambda^{fi}(M)$. 
Given a module $M$ projective in $\sigma[M]$ and $N \in \Lambda^{fi}(M)$, there exists the greatest (fully invariant) submodule $\text{Ann}^r_M(N)$ of $M$ such that $N_M \text{Ann}^r_M(N) = 0$, see [CPMBRM17, Definition 1.14].

**Lemma 4.21.** Let $M$ be projective in $\sigma[M]$, and suppose that $\Lambda^{fi}(M)$ is coatomic. Let $N \in \Lambda^{fi}(M)$ and $\mathcal{M} \in \text{Max}^{fi}(M)$. If $M$ is strongly harmonic then the following statements hold,

(a) If $\text{Ler}(\mathcal{M}) \leq N \neq M$ then $N \leq \mathcal{M}$.

(b) If $M = N + \text{Ann}^r_M(L)$ then $L \leq \text{Ler}(N)$.

**Proof.** (a) Suppose that $\text{Ler}(\mathcal{M}) \leq N$ and $N \neq M$. Then there exists $\mathcal{N} \in \text{Max}^{fi}(M)$ such that $N \leq \mathcal{N}$. If $\mathcal{M} \neq \mathcal{N}$ then there exist $N', L' \in \Lambda^{fi}(M)$ such that $N' \nsubseteq \mathcal{M}$ and $L' \nsubseteq \mathcal{N}$ such that $N'ML' = 0$. Since $N' \leq \text{Ann}_M(L')$ then $\text{Ann}_M(L') \nsubseteq M$. Hence $M = M + \text{Ann}_M(L')$. Therefore,

$L' \leq \text{Ler}(\mathcal{M}) \leq N \leq \mathcal{N}$,

and this is a contradiction. Thus $\mathcal{N} = \mathcal{M}$.

(b) Let $L \leq M$ such that $M = N + \text{Ann}^r_M(L)$. Suppose $N + \text{Ann}_M(L) \neq M$. Then, there exists $\mathcal{M} \in \text{Max}^{fi}(M)$ such that $N + \text{Ann}_M(L) \leq \mathcal{M}$. Note that $L \nsubseteq \text{Ler}(\mathcal{M})$. Set $K = \text{Ler}(\mathcal{M}) + \text{Ann}^r_M(L)$. By (a), $K = M$ or $K \leq \mathcal{M}$. Suppose $K = M$, then

$L \leq L_M = L_M \text{Ler}(\mathcal{M}) + L_M \text{Ann}_M(L) = L_M \text{Ler}(\mathcal{M}) \leq \text{Ler}(\mathcal{M})$,

getting a contradiction. Now, if $K \leq \mathcal{M}$ then $\text{Ann}_M(L) \leq \mathcal{M}$. Also, we have that $\mathcal{N} \leq \mathcal{M}$. Hence $M = N + \text{Ann}_M(L) \leq \mathcal{M}$, a contradiction. Thus $M = N + \text{Ann}_M(L)$, that is, $L \leq \text{Ler}(N)$.

**Theorem 4.22.** Let $M$ be a self-progenerator in $\sigma[M]$. Assume $\Lambda^{fi}(M)$ is compact. The following conditions are equivalent:

(a) $M$ is strongly harmonic.

(b) $\Lambda^{fi}(M)$ is a normal idiom.

(c) For each $N \in \Lambda^{fi}(M)$ and $\mathcal{M} \in \text{Max}^{fi}(M)$

$\text{Ler}(N) \leq \mathcal{M} \iff N \leq \mathcal{M}$.

(d) $\text{Ler}$ is $\sum$-preserving (equivalently $\text{Ler}$ has right adjoint)

(e) For each $N, L \in \Lambda^{fi}(M)$

$N + L = M \Rightarrow \text{Ler}(N) + \text{Ler}(L) = M$.

**Proof.** (a) $\iff$(b) It follows from Lemma 4.15 and Proposition 4.16.

(a) $\Rightarrow$(c) Suppose $N \nsubseteq \mathcal{M}$. Then, $M = N + \text{Ler}(\mathcal{M})$ by Lemma 4.21(a). So, $M = N + \sum \{K \in \Lambda^{fi}(M) \mid \mathcal{M} + \text{Ann}_M(K) = M\}$ by Remark 4.20. Since $\Lambda^{fi}(M)$ is compact, $M = N + \sum_{i=1}^{n} \{K_i \mid \mathcal{M} + \text{Ann}_M(K_i) = M\}$.

Therefore,

$M = M_M M_M \cdots M_M M_M$

$= (\mathcal{M} + \text{Ann}_M(K_1))_M (\mathcal{M} + \text{Ann}_M(K_2))_M \cdots (\mathcal{M} + \text{Ann}_M(K_n))$

$\leq \mathcal{M} + \bigcap_{i=1}^{n} \text{Ann}_M(K_i)$. 


On the other hand, each $K_i \leq \text{Ann}_M^*(\text{Ann}_M(K_i))$. Hence,

$$M = N + \sum_{i=1}^{n} \{K_i \mid \mathcal{M} + \text{Ann}_M(K_i) = M\}$$

$$\leq N + \sum_{i=1}^{n} \{\text{Ann}_M^*(\text{Ann}_M(K_i)) \mid \mathcal{M} + \text{Ann}_M(K_i) = M\}.$$  

Note that $\sum_{i=1}^{n} \text{Ann}_M^*(\text{Ann}_M(K_i)) \leq \text{Ann}_M^*(\text{Ann}_M(\sum_{i=1}^{n} K_i)).$ So,

$$M = N + \text{Ann}_M^*(\text{Ann}_M(\sum_{i=1}^{n} K_i)).$$

By Lemma 4.21(b), $\text{Ann}_M(\sum_{i=1}^{n} K_i) \leq \text{Ler}(N) \leq \mathcal{M}$. Since $\bigcap_{i=1}^{n} \text{Ann}_M(K_i) = \text{Ann}_M(\sum_{i=1}^{n} K_i)$,

$$M = \mathcal{M} + \bigcap_{i=1}^{n} \text{Ann}_M(K_i) = \mathcal{M} + \text{Ann}_M(\sum_{i=1}^{n} K_i) \leq \mathcal{M},$$

a clear contradiction. Thus $N \leq \mathcal{M}$. The converse is clear.

(c) $\Rightarrow$ (d) Let $\{N_i\}_I \subseteq \Lambda^{f_i}(\mathcal{M})$. It follows from [MBMCSMZ18, Lemma 5.9] that,

$$\sum_{I} \text{Ler}(N_i) \leq \text{Ler} \left( \sum_{I} N_i \right).$$

Let $a \in \text{Ler}(\sum_{I} N_i)$, then $M = \sum_{I} N_i + \text{Ann}_M(Ra)$. Suppose that $M \neq \sum_{I} \text{Ler}(N_i) + \text{Ann}_M(Ra)$. Then, there exists $\mathcal{M} \in \text{Max}_{f_i}(\mathcal{M})$ such that

$$\sum_{I} \text{Ler}(N_i) + \text{Ann}_M(Ra) \leq \mathcal{M}.$$  

In particular, $\text{Ler}(N_i) \leq \mathcal{M}$ for all $i \in I$. By hypothesis, $N_i \leq \mathcal{M}$ for all $i \in I$. Thus,

$$M = \sum_{I} \text{Ler}(N_i) + \text{Ann}_M(Ra) \leq \mathcal{M}$$

a contradiction. Thus $M = \sum_{I} \text{Ler}(N_i) + \text{Ann}_M(Ra)$, that is,

$$a \in \text{Ler} \left( \sum_{I} \text{Ler}(N_i) \right) \leq \sum_{I} \text{Ler}(N_i).$$

Therefore,

$$\sum_{I} \text{Ler}(N_i) = \text{Ler} \left( \sum_{I} N_i \right).$$

(d) $\Rightarrow$ (e) Suppose that $M = N + L$ with $N, L \in \Lambda^{f_i}(\mathcal{M})$. Then

$$M = \text{Ler}(M) = \text{Ler}(N + L) = \text{Ler}(N) + \text{Ler}(L).$$

(e) $\Rightarrow$ (a) Let $\mathcal{M}, \mathcal{N} \in \text{Max}_{f_i}(\mathcal{M})$ be distinct. Then $M = \mathcal{M} + \mathcal{N}$. If $\text{Ler}(\mathcal{M}) \leq \mathcal{N}$, then $M = \mathcal{M} + \mathcal{N} = \text{Ler}(\mathcal{M}) + \text{Ler}(\mathcal{N}) \leq \mathcal{N}$, a contradiction. Hence, there exists $a \in \text{Ler}(\mathcal{M})$ such that $a \notin \mathcal{N}$. We have that $M = \mathcal{M} + \text{Ann}_M(Ra)$, hence $\text{Ann}_M(Ra) \notin \mathcal{M}$. Therefore, $Ra \notin \mathcal{N}$, $\text{Ann}_M(Ra) \notin \mathcal{M}$ and $\text{Ann}_M(Ra)_M Ra = 0$. Consequently, $M$ is strongly harmonic. $\blacksquare$
Lemma 4.23. Let $M$ be a self-progenerator in $\sigma[M]$. Assume $M$ is strongly harmonic such that $N^{f_i}(M)$ is compact. Then $\text{Ler}$ is idempotent.

Proof. Let $m \in \text{Ler}(N)$, that is, $M = N + \text{Ann}_M(Rm)$. Suppose that $\text{Ler}(N) + \text{Ann}_M(Rm) \neq M$. Then, there exists $\mathcal{M} \in \text{Max}^{f_i}(M)$ such that $\text{Ler}(N) + \text{Ann}_M(Rm) \leq \mathcal{M}$. So, $\text{Ler}(N) \leq \mathcal{M}$. By Theorem 4.22(3) $N \leq \mathcal{M}$. Thus, $M = N + \text{Ann}_M(Rm) \leq \mathcal{M}$, a contradiction. Consequently, $\text{Ler}(N) + \text{Ann}_M(Rm) = M$, and $m \in \text{Ler}(\text{Ler}(N))$. \hfill \Box

Now we can give a connection for a strongly harmonic module $M$ between $\Psi(M)$ and $\mathcal{O}(\text{Max}^{f_i}(M))$. In the next Proposition we prove that the point space of $\Psi(M)$ is homeomorphic to the space $\text{Max}^{f_i}(M)$.

Proposition 4.24. Let $M$ be a self-progenerator in $\sigma[M]$. Assume that $N^{f_i}(M)$ is compact. Then $\text{pt}(\Psi(M))$ is homeomorphic to $\text{Max}^{f_i}(M)$.

Proof. Let $\mathcal{M} \in \text{Max}^{f_i}(M)$. We claim that $\text{Ler}(\mathcal{M}) \in \text{pt}(\Psi(M))$. Let $N, L \in \Psi(M)$ such that $N \cap L \leq \text{Ler}(\mathcal{M})$. Since $N, L \in N^{f_i}(M)$, $N_M L \leq N \cap L$. This implies $N_M L \leq \mathcal{M}$. Therefore, $N \leq \mathcal{M}$ or $L \leq \mathcal{M}$. By [MBMCSMZC18, Proposition 5.11], $N = \text{Ler}(N) \leq \text{Ler}(\mathcal{M})$ or $L = \text{Ler}(L) \leq \text{Ler}(\mathcal{M})$, proving the claim. Define $\Theta : \text{Max}^{f_i}(M) \rightarrow \text{pt}(\Psi(M))$ as $\Theta(\mathcal{M}) = \text{Ler}(\mathcal{M})$. Suppose $\text{Ler}(\mathcal{M}) = \text{Ler}(N)$ for $\mathcal{M}, N \in \text{Max}^{f_i}(M)$. Hence $\text{Ler}(\mathcal{M}) \leq N$. By Lemma 4.21 $N \leq \mathcal{M}$. Thus $\mathcal{M} = N$, that is, $\Theta$ is injective. Let $U(N)$ be an open set of $\text{pt}(\Psi(M))$. Then

$$\mathcal{M} \in \Theta^{-1}(U(N)) \iff \text{Ler}(\mathcal{M}) \in U(N) \iff N \nsubseteq \text{Ler}(\mathcal{M})$$

$$\iff N \nsubseteq \mathcal{M}$$

because $N$ is a fixed point of $\text{Ler}$.

Thus $\Theta^{-1}(U(N)) = m(N)$, that is, $\Theta$ is continuous.

Let $N \in \text{pt}(\Psi(M))$. We claim that $N$ is contained in a unique element of $\text{Max}^{f_i}(M)$. Suppose $N \leq \mathcal{M}$ and $N \leq N'$ with $\mathcal{M}, N' \in \text{Max}^{f_i}(M)$. If $\mathcal{M} \neq N'$ there exist $A, B \in N^{f_i}(M)$ such that $A \nsubseteq \mathcal{M}, B \nsubseteq N'$ and $A_M B = 0$. Hence $\text{Ler}(A)_M \text{Ler}(B) = 0$. Since $\text{Ler}$ is idempotent by Lemma 4.23, $\text{Ler}(A), \text{Ler}(B) \in \Psi(M)$. Then, by [MBMCSMZC18, Proposition 5.4],

$$\text{Ler}(A) \cap \text{Ler}(B) = \text{Ler}(A)_M \text{Ler}(B) \leq N.$$ 

Thus, $\text{Ler}(A) \leq N \leq \mathcal{M}$ or $\text{Ler}(B) \leq N \leq N'$. By Theorem 4.22(3), $A \leq \mathcal{M}$ or $B \leq N'$ which is a contradiction. Therefore, $\mathcal{M} = N'$ proving the claim.

Let $N \in \text{pt}(\Psi(M))$ and let $\mathcal{M} \in \text{Max}^{f_i}(M)$ such that $N \leq \mathcal{M}$. Suppose that $N$ is contained properly in $\text{Ler}(\mathcal{M})$. Then there is $a \in \text{Ler}(\mathcal{M})$ with $a \notin N$. Since $a \notin N = \text{Ler}(N), M \neq N + \text{Ann}_M(Ra)$. Hence, there exists $N' \in \text{Max}^{f_i}(M)$ such that $N + \text{Ann}_M(Ra) \leq N'$. By the claim proved above, $\mathcal{N} = \mathcal{M}$. Hence $\text{Ann}_M(Ra) \leq \mathcal{M}$. On the other hand, since $a \in \text{Ler}(\mathcal{M}), M = M + \text{Ann}_M(Ra)$. Thus $M = M + \text{Ann}_M(Ra) \leq \mathcal{M}$ which is a contradiction. Therefore, $N = \text{Ler}(\mathcal{M})$. This proves that the function $\Theta$ is surjective. Moreover, $\Theta$ is an open map. For, let $m(K)$ be an open set in $\text{Max}^{f_i}(M)$. Then

$$\Theta(m(K)) = \{\text{Ler}(\mathcal{M}) \mid \mathcal{M} \in m(K)\} = \{\text{Ler}(\mathcal{M}) \mid K \nsubseteq \mathcal{M}\}$$

$$= \{\text{Ler}(\mathcal{M}) \mid K \nsubseteq \text{Ler}(\mathcal{M})\} = \{N \in \text{pt}(\Psi(M)) \mid K \nsubseteq N\}.$$
Thus $\Theta: \operatorname{Max}^{\mathcal{F}_i}(M) \to \operatorname{pt}(\Psi(M))$ is a homeomorphism. \hfill \square

**Corollary 4.25.** If $R$ is a strongly harmonic ring, then $\operatorname{pt}(\Psi(R))$ is homeomorphic to $\operatorname{Max}^{\mathcal{F}_i}(R)$.

In [MBMCSMZC18, Theorem 5.20] was studied the regularity of the frame $\Psi(M)$ in the sense of [Joh86] and [Sim89]. Here, we can give other conditions to get the regularity of that frame. Note that by Lemma 4.23 $\Psi$ is idempotent. Hence, for $N \leq M$, $\operatorname{Ler}(N)$ is the largest submodule of $N$ in the frame $\Psi(M)$.

**Theorem 4.26.** Let $M$ be a self-progenerator in $\sigma[M]$. Assume $M$ is strongly harmonic such that $\Lambda^{\mathcal{F}_i}(M)$ is compact. Then $\Psi(M)$ is regular, that is, $\Psi(M) = (\Lambda^{\mathcal{F}_i}(M))^{\text{reg}}$.

**Proof.** Let $r : \Psi(M) \to \Psi(M)$ given by

$$r(N) = \sum \{ K \in \Psi(M) \mid N + K^r = M \},$$

where $K^r = \sum \{ L \in \Psi(M) \mid M_{\mathcal{L}}K = 0 \}$. Note that $K^r \leq \operatorname{Ann}_M(K)$. Note that $\operatorname{Ler}(\operatorname{Ann}_M(K)) \in \Psi(M)$ and $\operatorname{Ler}(\operatorname{Ann}_M(K)) \leq \operatorname{Ann}_M(K)$ then $\operatorname{Ler}(\operatorname{Ann}_M(K)) \leq K^r$. On the other hand, $\operatorname{Ler}(\operatorname{Ann}_M(K))$ is the largest submodule of $\operatorname{Ann}_M(K)$ in $\Psi(M)$, hence $K^r = \operatorname{Ler}(\operatorname{Ann}_M(K))$. This implies that

$$r(N) = \sum \{ K \in \Psi(M) \mid N + K^r = M \}
= \sum \{ K \in \Psi(M) \mid N + \operatorname{Ler}(\operatorname{Ann}_M(K)) = M \}
= \sum \{ K \in \Psi(M) \mid \operatorname{Ler}(N) + \operatorname{Ler}(\operatorname{Ann}_M(K)) = M \}
= \sum \{ K \in \Psi(M) \mid \operatorname{Ler}(N + \operatorname{Ann}_M(K)) = M \}
= \sum \{ K \in \Psi(M) \mid N + \operatorname{Ann}_M(K) = M \}
$$

We have that $\operatorname{Ann}_M(\_)$ is order-reversing and $\operatorname{Ler}$ commutes with sums (Theorem 4.22),

$$\operatorname{Ler}(N) = \operatorname{Ler}(\operatorname{Ler}(N))
= \operatorname{Ler} \left( \sum \{ B \in \Lambda^{\mathcal{F}_i}(M) \mid N + \operatorname{Ann}_M(B) = M \} \right)
= \sum \{ \operatorname{Ler}(B) \mid N + \operatorname{Ann}_M(B) = M \}
\leq \sum \{ \operatorname{Ler}(B) \mid N + \operatorname{Ann}_M(\operatorname{Ler}(B)) = M \}
\leq r(N)
$$

Since $\operatorname{Ler}(N) = N$, $N \leq r(N)$. Thus $\Psi(M) = (\Lambda^{\mathcal{F}_i}(M))^{\text{reg}}$. \hfill \square

Let $\mathcal{K}\mathcal{H}\mathcal{T}_{\text{op}}$ be the category of compact Hausdorff spaces and continuous functions. It is well known that this category is dually equivalent to the category $\mathcal{K}\mathcal{R}\mathcal{F}_{\text{frm}}$ of compact regular frames and frames morphisms (see [BM80] or [Joh86] and [PP11]).

**Corollary 4.27.** Let $M$ be a self-progenerator in $\sigma[M]$. Assume $M$ is strongly harmonic such that $\Lambda^{\mathcal{F}_i}(M)$ is compact. Then $\Psi(M) \cong \mathcal{O}(\operatorname{Max}^{\mathcal{F}_i}(M))$.
Proof. By Proposition 4.26 that $\Psi(M)$ is a compact regular frame with associated space $Max^f_i(M)$ (Proposition 4.24). It follows from Proposition 4.13 that this space is compact Hausdorff, and so

$$\Psi(M) \cong O(Max^f_i(M)).$$

\[\Box\]

**Corollary 4.28.** If $R$ is a strongly harmonic ring then $\Psi(R) \cong O(Max^f_i(R))$.

**Lemma 4.29.** Let $M$ be projective in $\sigma[M]$ and let $\rho : M \rightarrow N$ be any homomorphism. Then $\rho Ler(L) \leq \rho Ler(L)$ for any $L \in \Lambda^f_i(M)$.

**Proof.** Let $K \leq M$. If $H_M K = 0$ for some $H \leq M$, then $H_M \rho(K) = 0$ by [Bea02, Lemma 5.9]. Therefore, $g\rho(H) = 0$ for all $g : N \rightarrow \rho(K)$, and consequently, $\rho(H)_N \rho(K) = 0$. This implies that $\rho(H) \leq Ann_N(\rho(K))$. It follows $\rho(Ann_M(K)) \leq Ann_N(\rho(K))$. Hence, if $m \in Ler(L)$, that is, $M = L + Ann_M(Rm)$

$$N = \rho(M) = \rho(L) + \rho(Ann_M(Rm)) \leq \rho(L) + Ann_N(R\rho(m)).$$

Thus, $\rho(m) \in Ler(\rho(L))$. Therefore, $\rho Ler(L) \leq Ler\rho(L)$. \[\Box\]

**Lemma 4.30.** Let $M$ be quasi-projective and $\rho : M \rightarrow N$ be any epimorphism. If $N$ is a strongly harmonic module, self-progenerator in $\sigma[M]$ and $\Lambda^f_i(N)$ is compact, then $Ler\rho : \Lambda^f_i(M) \rightarrow \Psi(N)$ is an idiom morphism.

**Proof.** It follows from Theorem 4.22 that $Ler\rho$ commutes with sums. Now, let $L$ and $K$ in $\Lambda^f_i(M)$. By Lemma 4.3, $\rho(L), \rho(K) \in \Lambda^f_i(N)$ and it is clear that

$$Ler\rho(L \cap K) \leq Ler\rho(L) \cap Ler\rho(K).$$

Let $n \in Ler\rho(L) \cap Ler\rho(K)$. Then $N = \rho(L) + Ann_N(Rn)$ and $N = \rho(K) + Ann_N(Rn)$. We claim that $\rho(L)N \rho(K) \leq \rho(L_M K)$. Let $g : N \rightarrow f(K)$ be any homomorphism. Since $M$ is quasi-projective in $\sigma[M]$, there exists $h_g : M \rightarrow K$ such that $g\rho = \rho h_g$. Therefore,

$$\rho(L)N \rho(K) = \sum \{g\rho(L) \mid g : N \rightarrow \rho(K)\}$$

$$= \sum \{\rho h_g(L) \mid h_g : M \rightarrow K\}$$

$$= \rho \left( \sum \{h_g(L) \mid h_g : M \rightarrow K\} \right)$$

$$\leq \rho(L_M K).$$

That proves our claim. On the other hand,

$$N = N N N = (\rho(L) + Ann_N(Rn))_M (\rho(K) + Ann_N(Rn))$$

$$\leq \rho(L)N \rho(K) + Ann_N(Rn)$$

$$\leq \rho(L_M K) + Ann_N(Rn)$$

$$\leq \rho(L \cap K) + Ann_N(Rn).$$

Hence $n \in Ler(\rho(L \cap K))$. Thus, $Ler\rho$ commutes with finite intersections. \[\Box\]

**Proposition 4.31.** Let $M$ be self-progenerator in $\sigma[M]$ and $\rho : M \rightarrow N$ be any epimorphism. If $N$ is a strongly harmonic module, self-progenerator in $\sigma[N]$ and $\Lambda^f_i(N)$ is compact, then $\rho : \Psi(M) \rightarrow \Psi(N)$ is a frame morphism.
Proof. By Lemma 4.30 we just have to prove that $\rho = \text{Ler} \rho$. Let $L \in \Psi(M)$. Then $\text{Ler}(L) = L$ by [MBMCSMZC18, Proposition 5.11]. It follows using Lemma 4.29 that $\rho(L) = \rho(\text{Ler}(L)) \leq \text{Ler}(\rho(L)) \leq \rho(L)$. Thus, $\rho(L) = \text{Ler}(\rho(L))$. \[\square\]

Corollary 4.32. Let $M$ be a self-progenerator in $\sigma[M]$. Assume $M$ is strongly harmonic such that $\Lambda^{fi}(M)$ is compact. Then, there exists an frame morphism $\Psi(R) \to \Psi(M)$.

Proof. We know that there exists a free module $R^{(X)}$ and an epimorphism $\rho : R^{(X)} \to M$. Hence $\rho$ defines a frame morphism $\Psi(R^{(X)}) \to \Psi(M)$ by Proposition 4.31. Note that, by Remark 4.8 $\Psi(R) \cong \Psi(R^{(X)})$. \[\square\]

Remark 4.33. If $M$ is self-progenerator in $\sigma[M]$ and $N \in \Lambda^{fi}(M)$, then $M/N$ is a self-progenerator in $\sigma[M/N]$.

Proposition 4.34. Let $M$ be a self-progenerator in $\sigma[M]$. Assume $M$ is strongly harmonic such that $\Lambda^{fi}(M)$ is compact. Then, the assignment

$\Lambda^{fi}(M) \to \mathcal{KRF}_{\text{rm}}$

given by $N \mapsto \Psi(M/N)$ determines a functor.

Proof. By Remark 4.33, $M/N$ is a self-progenerator in $\sigma[M/N]$. Also, by Proposition 4.5, $M/N$ is a strongly harmonic module, and then satisfies the hypothesis of the Theorem 4.26. Given $N \leq L$, there is an epimorphism $M/N \to M/L$. Hence by Proposition 4.31, there is a frame morphism $\Psi(M/N) \to \Psi(M/L)$. \[\square\]

Proposition 4.35. Let $R$ be a ring, and let $\mathcal{SH}^{fi}$ denote the subcategory of $R$-Mod whose objects are all strongly harmonic modules $M$ satisfying that they are self-progenerator in their $\sigma[M]$ and $\Lambda^{fi}(M)$ is a compact idiom, and whose morphisms are epimorphism $\rho : M \to N$. Then, the $\Psi(\_)$ construction provides a covariant functor

$\Psi(\_: \mathcal{SH}^{fi} \to \mathcal{KRF}_{\text{rm}}$

Proof. The result follows immediately from 4.31. \[\square\]

5. GELFAND MODULES

On this section, we introduce the concept of Gelfand modules, in an attempt to give a modular version of the existing concept for rings, and we obtain some characterizations of these. As in the case of rings, we note that each Gelfand module turns out to be also strongly harmonic.

Remark 5.1. Let $N \leq M$. In [MBZCSM15] was considered the preradical $\eta^M_N(K) = \bigcap \{f^{-1}(N) | f \in \text{Hom}_R(K, M)\}$. It was proved that if $P \in LgSpec(M)$, then $\eta^M_P(M) \in \text{Spec}(M)$ [MBZCSM15, Proposition 4.9 and Proposition 4.10]. In particular, we have that $\eta^M_{\mathcal{M}}(M) \in \text{Spec}(M)$ for any maximal submodule $\mathcal{M}$ of $M$.

Proposition 5.2. Let $N$ be a submodule of a module $M$. Then, $\eta^M_N(M)$ is the greatest fully invariant submodule of $M$ which is contained in $N$. 

Proof. Let \( m \in \eta_N^M(M) \). Then \( m = \text{Id}(m) \in N \). Thus, \( \eta_N^M(M) \leq N \).

Now, let \( m \in \eta_N^M(M) \) and \( g \in \text{End}_R(M) \). Let \( f \in \text{End}_R(M) \), \( f(g(m)) = fg(m) \in N \). Then \( g(m) \in \eta_N^M(M) \). Therefore, \( \eta_N^M(M) \in \Lambda^M(M) \).

Finally, let \( K \) be a fully invariant submodule of \( M \) such that \( K \leq N \). Then, for any \( f \in \text{End}_R(M) \) we have that \( f(K) \leq K \leq N \). Thus, \( K \leq \eta_N^M(M) \). \( \square \)

**Lemma 5.3.** Let \( M \) be a module and \( M < M \) be a maximal submodule. Then \( f^{-1}(M) \) is a maximal submodule of \( M \) for all \( f \in \text{End}_R(M) \) such that \( f(M) \notin \mathcal{M} \).

**Proof.** Let \( f \in \text{End}_R(M) \) such that \( f(M) \notin \mathcal{M} \). Then there exists \( x \in M \) such that \( f(x) \notin \mathcal{M} \). Therefore, \( f \) defines an isomorphism

\[
M/f^{-1}(M) \to M/\mathcal{M} = R(f(x) + \mathcal{M}).
\]

Thus, \( f^{-1}(\mathcal{M}) \) is maximal. \( \square \)

**Definition 5.4.** A module \( M \) is Gelfand if for every distinct elements \( N, L \in \text{Max}(M) \) there exist \( N', L' \in \Lambda^M(M) \) such that \( L' \not\leq L \), \( N' \not\leq N \) and \( L'_M N' = 0 \).

**Proposition 5.5.** Let \( M \) be a module such that \( -M - \) is an associative product. Then, the following conditions are equivalent.

(a) \( M \) is a Gelfand module.

(b) For every distinct elements \( N, L \in \text{Max}(M) \) there exist \( N', L' \in \Lambda^M(M) \) such that \( L' \not\leq L \), \( N' \not\leq N \) and \( L'_M N' = 0 \).

(c) For every distinct elements \( N, L \in \text{Max}(M) \), there exist \( a \in L \) and \( b \in N \) such that for each \( f : M \to Rb \), \( f(a) = 0 \) holds, that is \( a \in \text{Ann}_M(Rb) \).

**Proof.** It is similar to the proof of Proposition 4.2. \( \square \)

**Lemma 5.6.** Let \( M \) be a Gelfand module and \( P \leq M \) be a prime submodule. If there exist \( L, N \in \text{Max}(M) \) such that \( P \leq L \) and \( P \leq L \) then \( N = L \).

**Proof.** Let \( P \) be a prime module of \( M \) and let \( L, N \in \text{Max}(M) \) satisfying that \( L \neq N \) and \( P \leq L \cap N \). Since \( M \) is Gelfand, there exist \( L', N' \) such that \( L' \neq L \), \( N' \neq N \) and \( L'_M N' = 0 \). Then, \( 0 = L'_M N' \leq P \). Because \( P \) is prime, it follows that \( L' \leq P \leq L \) or \( N' \leq P \leq N \), which is a contradiction. Thus, \( L = N \). \( \square \)

**Proposition 5.7.** Let \( M \) be a Gelfand module. Then \( M \) is a quasi-duo module (i.e \( \text{Max}(M) \subseteq \Lambda^M(M) \)).

**Proof.** Let \( \mathcal{M} \in \text{Max}(M) \). Then \( \eta_M^\mathcal{M}(M) \leq \mathcal{M} \) is a prime submodule of \( M \). We claim that \( \eta_M^\mathcal{M}(M) = \mathcal{M} \). Let \( f \in \text{End}_R(M) \). If \( f(M) \leq \mathcal{M} \), then \( f^{-1}(\mathcal{M}) = M \). This implies that

\[
\eta_M^\mathcal{M}(M) = \bigcap \{ f^{-1}(\mathcal{M}) \mid f \in \text{End}_R(M) \text{ and } f^{-1}(\mathcal{M}) \leq \mathcal{M} \}.
\]

Now, let \( f \in \text{End}_R(M) \) such that \( f(M) \notin \mathcal{M} \). By Lemma 5.3, \( f^{-1}(\mathcal{M}) \) is a maximal submodule of \( M \). Since \( \eta_M^\mathcal{M}(M) \leq \mathcal{M} \) and \( \eta_M^\mathcal{M}(M) \leq f^{-1}(\mathcal{M}) \), \( \mathcal{M} = f^{-1}(\mathcal{M}) \) by Lemma 5.6. Thus, \( \mathcal{M} = \eta_M^\mathcal{M}(M) \). Therefore, \( \mathcal{M} \) is fully invariant. \( \square \)
Corollary 5.8. Let $M$ be projective in $\sigma[M]$. If $M$ is a Gelfand module then $\Lambda^f_i(M)$ is coatomic.

Proof. Let $N \in \Lambda^f_i(M)$. Since $M$ is projective in $\sigma[M]$, there exists $\mathcal{M} \in \text{Max}(M)$ such that $N \leq \mathcal{M}$ by Remark 2.19. By Proposition 5.7, $M \in \Lambda^f_i(M)$. Thus $\Lambda^f_i(M)$ is coatomic. \hfill $\square$

Lemma 5.9. Let $M$ be a quasi-duo module projective in $\sigma[M]$. Then $\text{Max}^f_i(M) = \text{Max}(M)$.

Proof. Let $N \in \text{Max}(M)$. By hypothesis, $N \in \Lambda^f_i(M)$. We notice that $N \in \Lambda^f_i(M)$. Indeed, let $L \in \Lambda^f_i(M)$ such that $N \leq L$. Since $N \in \text{Max}(M)$, we get $N = L$. Hence, $\text{Max}(M) \subseteq \text{Max}^f_i(M)$.

On the other hand, let $K \in \text{Max}^f_i(M) \subseteq \Lambda^f_i(M)$. By Remark 2.19, there exists $\mathcal{M} \in \text{Max}(M)$ such that $K \leq \mathcal{M}$. By hypothesis, $\text{Max}(M) \subseteq \Lambda^f_i(M)$. So $\mathcal{M} \in \Lambda^f_i(M)$ and $K \in \text{Max}^f_i(M)$ implies that $K = \mathcal{M}$. \hfill $\square$

The following result allows us to note that in order to study the Gelfand modules, we can focus first on the study of strongly harmonic modules that satisfy the extra condition of being quasiduo.

Theorem 5.10. Let $M$ be projective in $\sigma[M]$. Then following conditions are equivalent:

(a) $M$ is Gelfand
(b) $M$ is strongly harmonic and quasi-duo.

Proof. (a) $\Rightarrow$ (b) Let $M$ be a Gelfand module. By Proposition 5.7, $M$ is quasi-duo. It follows by Lemma 5.9 that $\text{Max}(M) = \text{Max}^f_i(M)$. Thus, $M$ is strongly harmonic by Proposition 5.5.

(b) $\Rightarrow$ (a) We have that $\text{Max}(M) = \text{Max}^f_i(M)$ by Lemma 5.9. Hence $M$ is a Gelfand module by Proposition 4.2. \hfill $\square$

Proposition 5.11. Let $M$ be a quasi-projective Gelfand module and $N \leq M$. Then $M/N$ is a Gelfand module.

Proof. Let $\mathcal{M}/N, \mathcal{N}/N \in \text{Max}(M/N)$. It follows that $\mathcal{M}, \mathcal{N} \in \text{Max}(M)$. Since $M$ is a Gelfand module, there exist $A, B \in \Lambda^f_i(M)$ such that $A \not\subseteq \mathcal{M}, B \not\subseteq \mathcal{N}$ and $A_M B = 0$. Since $A \not\subseteq \mathcal{M}, (A + N)/N \not\subseteq \mathcal{M}/N$. Analogously, $(B + N)/N \not\subseteq \mathcal{N}/N$. We claim that the product $(A + N)/(B + N) = 0$. Let $f : M/N \to (B + N)/N$ be any homomorphism. Since $M$ is quasi-projective, there exists $\overline{f} : M \to B$ such that $\pi_B \overline{f} = f \pi$ where $\pi : M \to M/N$ is the canonical projection. Note that $\overline{f}(A) = 0$ because $A_M B = 0$. Hence,

$$f \left( \frac{A + N}{N} \right) = f \pi(A) = \pi_B \overline{f}(A) = 0.$$ 

This proves the claim. Thus, $M/N$ is a Gelfand module. \hfill $\square$

Corollary 5.12. The following conditions are equivalent for a ring $R$:

(a) $R$ is a Gelfand ring.
(b) Every cyclic $R$-module is Gelfand.
(c) $R_e$ is a Gelfand module for any idempotent $e \in R$.

**Remark 5.13.** In contrast to strongly harmonic modules (Proposition 4.9), an arbitrary coproduct of copies of a Gelfand module might not be a Gelfand. In fact, direct sums of copies of a quasi-duo module is not quasi-duo in general, as the following example shows: the semisimple $\mathbb{Z}$-module $M = \mathbb{Z}_2 \oplus \mathbb{Z}_2$ is Gelfand. Note that $\mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_3$ is a maximal submodule of $M \oplus M$ which is not fully invariant.

Recall that from Remark 3.6, setting $A = \Lambda(M)$, $B = \Lambda^{fi}(M)$ and $S = \text{Max}(M)$, we have a multiplicative nucleus $\tau : \Lambda^{fi}(M) \to \Lambda^{fi}(M)$. Notice that Proposition 4.24, in particular ensures that the frames $\Psi(M)$ and $O(\text{Max}(M)) \cong S P m(M)$ are isomorphic for the case of Gelfand modules. We have to notice that, for the case of Gelfand rings, this was proved in [BSvdB84, Theorem 4.1]. We can give a direct proof of that fact and see that $\tau$ and $\text{Ler}$ define an isomorphism between those two frames. For, we need the next Lemma.

**Lemma 5.14.** Let $M$ be a self-progenerator in $\sigma[M]$. Assume $M$ is a Gelfand module and $\text{Max}(M)$ is compact. Then $\text{Ler}(N) \leq L$ if and only if $N \leq \tau(L)$ for all $N, L \in \Lambda^{fi}(M)$.

**Proof.** Let $N, L \in \Lambda^{fi}(M)$. Assume $\text{Ler}(N) \leq L$. Let $\mathcal{M} \in \text{Max}(M)$ such that $L \leq \mathcal{M}$. Hence $\text{Ler}(N) \leq \mathcal{M}$. By Corollary 5.8 and Lemma 4.15, the lattice $\Lambda^{fi}(M)$ is compact. Therefore Theorem 4.22(3) implies that $N \leq \mathcal{M}$. Since $\mathcal{M}$ is any maximal submodule containing $L$, $N \leq \tau(L)$.

Conversely, suppose that $N \leq \tau(L)$. Let $m \in \text{Ler}(N)$. Then $M = N + \text{Ann}_M(Rm)$. If $m \notin \text{Ler}(L)$, then $L + \text{Ann}_M(Rm) \neq M$. By Corollary 5.8, there exists $\mathcal{M} \in \text{Max}(M)$ such that $L + \text{Ann}_M(Rm) \leq \mathcal{M}$. This implies that $\tau(L) \leq \mathcal{M}$ and by hypothesis $N \leq \mathcal{M}$. Thus, $M = N + \text{Ann}_M(Rm) \leq \mathcal{M}$. Contradiction. Hence $m \in \text{Ler}(L)$ and so $\text{Ler}(N) \leq L$.

**Theorem 5.15.** Let $M$ be a self-progenerator in $\sigma[M]$. Assume $M$ is a Gelfand module and $\text{Max}(M)$ is compact. Then $\Psi(M) \cong S P m(M)$ as frames.

**Proof.** We claim that $\tau \text{Ler}(L) = \tau(L)$ for all $L \in S P m(M)$. Since $\text{Ler}(L) \leq L$, $\bigcap\{\mathcal{M} \in \text{Max}(M) \mid L \leq \mathcal{M}\} \subseteq \bigcap\{\mathcal{M} \in \text{Max}(M) \mid \text{Ler}(L) \leq \mathcal{M}\}$. By Theorem 4.22(3), any maximal submodule containing $\text{Ler}(L)$ contains $L$, hence

$$\bigcap\{\mathcal{M} \in \text{Max}(M) \mid L \leq \mathcal{M}\} = \bigcap\{\mathcal{M} \in \text{Max}(M) \mid \text{Ler}(L) \leq \mathcal{M}\}.$$

This implies that $\tau \text{Ler}(L) = \tau(L)$.

Now we claim that $\text{Ler}\tau(N) = \text{Ler}(N)$ for all $N \in S P m(M)$. Since $N \leq \tau(N)$ then $\text{Ler}(N) \leq \text{Ler}\tau(N)$. On the other hand, let $m \in \text{Ler}\tau(N)$. Then $M = \tau(N) + \text{Ann}_M(Rm)$. If $m \notin \text{Ler}(N)$, then $M \neq N + \text{Ann}_M(Rm)$ and so there exists $\mathcal{M} \in \text{Max}(M)$ such that $N + \text{Ann}_M(Rm) \leq \mathcal{M}$. Since $\tau(N)$ is contained in every maximal submodule which contains $N$, $\tau(M) \leq \mathcal{M}$. Therefore $M = \tau(N) + \text{Ann}_M(Rm) \leq \mathcal{M}$. Contradiction, proving the claim.

The above two claims imply that $\text{Ler}\tau = \text{Id}_{\Psi(M)}$ and $\tau \text{Ler} = \text{Id}_{S P m(M)}$. Since $\tau$ is a nucleus and by [MBMSCZC18, Proposition 5.10], $\tau$ and $\text{Ler}$ commutes with finite intersections. It remains to prove that $\text{Ler}$ and $\tau$ are $\vee$-preserving. Recall that the supremum of a family $\{N_i\}_I$ in the frame $S P m(M)$ is given by $\tau(\sum_i N_i)$. Hence $\text{Ler}(\tau(\sum_i N_i)) = \text{Ler}(\sum_i N_i) = \sum_i (\text{Ler}(N_i))$ by Theorem
Thus $\text{Ler}$ is $\bigvee$-preserving. On the other hand, let $\{L_i\}_I$ be a family of elements in $\Psi(M)$. Using Theorem 4.22(4) we get

$$
\tau \left( \sum_i L_i \right) = \tau \left( \sum_i \text{Ler}(L_i) \right) = \tau \left( \sum_i \text{Ler}(L_i) \right) = \tau \text{Ler} \left( \sum_i \tau(L_i) \right) = \tau \left( \sum_i \tau(L_i) \right).
$$

Thus $\tau$ is $\bigvee$-preserving. Therefore, the frames $\Psi(M)$ and $SPm(M)$ are isomorphic. 

**Corollary 5.16.** Let $R$ be a Gelfand ring. Then $\Psi(R) \cong SPm(R)$ as frames.

Given $S$ a topological space and $A$ a subspace of $S$, recall that a continuous map $\gamma : S \rightarrow A$ is a retraction if $\gamma \circ \iota_A = 1_A$, where $\iota_A$ denotes the canonical inclusion map of $A$ into $S$.

**Proposition 5.17.** Let $M$ be satisfying that $\text{Max}(M)$ is compact. If $\text{Max}(M)$ is Hausdorff and it is a retract of $\text{Spec}(M)$, then $\text{Spec}(M)$ is normal.

**Proof.** Let $\gamma : \text{Spec}(M) \rightarrow \text{Max}(M)$ a continuous retraction. We claim $\text{Spec}(M)$ is normal. First, notice that if $F$ is closed in $\text{Spec}(M)$, then $\gamma(F) = F \cap \text{Max}(M)$. So, given $F_1$, $F_2$ closed sets in $\text{Spec}(M)$ then $F_1 \cap \text{Max}(M)$ and $F_2 \cap \text{Max}(M)$ are closed in $\text{Max}(M)$. Now, recall that a space which is Hausdorff and compact turns out to be normal. Thus, there are $U_1$, $U_2$ open disjoint sets in $\text{Max}(M)$ satisfying that $\gamma(F_1) \subseteq U_1$ and $\gamma(F_2) \subseteq U_2$. Thus, $F_1 \subseteq \gamma^{-1}(U_1)$ and $F_2 \subseteq \gamma^{-1}(U_2)$. 

**Remark 5.18.** The map $\eta : \text{LgSpec}(M) \rightarrow \text{Spec}(M)$ given by $\eta(Q) := \eta^M_Q(M)$ is a surjective, continuous, and closed function. Indeed, by [MBZCSM15, Proposition 4.9 and Proposition 4.10], it follows that $\eta$ is well defined. Now, take $V_{\text{Spec}(M)}(N)$ a basic closed subset in $\text{Spec}(M)$. Then,

$$
\eta(V_{\text{Spec}(M)}(N))^{-1} = \{Q \in \text{LgSpec}(M) \mid \eta^M_Q(M) \in V_{\text{Spec}(M)}(N)\}.
$$

By definition of $V_{\text{Spec}(M)}(N)$ and using the fact that $\eta^M_Q(M) \leq Q$, we conclude that $\eta(V_{\text{Spec}(M)}(N))^{-1} = V_{\text{LgSpec}(M)}(N)$. It is clear that $\eta$ is surjective. Finally, notice that $\eta$ is a closed function. Let $V_{\text{LgSpec}(M)}(N)$ is a basic closed set in $\text{LgSpec}(M)$. Since $N \in \Lambda^{\mu}(M)$ by Remark 5.1 it follows that $N \leq \eta^M_Q(M)$ for each $Q \in V_{\text{LgSpec}(M)}$. Thus, $\eta(V_{\text{LgSpec}(M)}(N)) = V_{\text{Spec}(M)}(N)$.

**Corollary 5.19.** If $\text{LgSpec}(M)$ is normal, then $\text{Spec}(M)$ is normal.

**Proof.** It is a consequence of Remark 5.18 and the fact that the continuous and closed image of a normal space is normal.

**Proposition 5.20.** Let $M$ be projective in $\sigma[M]$ such that $\text{Spec}(M)$ is normal, $\Lambda^{\mu}(M)$ compact, with $\mu(0) = 0$, then $\text{Max}^{f_i}(M)$ is Hausdorff and it is a retract of $\text{Spec}(M)$.

**Proof.** Define $\gamma : \text{Spec}(M) \rightarrow \text{Max}^{f_i}(M)$, give by

$$
\gamma(P) = \sum \{N \in \Lambda^{f_i}(M) \mid N + P < M\}. 
$$
Let us see that $\gamma$ is well defined. Let $P \in Spec(M)$ and suppose that $\gamma(P) = M$. Since $\Lambda^f_i(M)$ is compact, $M = \bigcup_{i=1}^n N_i$, where every $N_i \in \{N \in \Lambda^f_i(M) \mid N + P < M\}$. By induction on $n$, it can prove that due $P$ is prime and $\Lambda^f_i(M)$ is normal (by Lemma 3.3 and Lemma 3.4), there exists $N_i$ satisfying that $N_i + P = M$, which is a contradiction to the hypothesis on $N_i$. This contradiction comes from the assumption $\gamma(P) = M$. Thus, $\gamma(P) < M$. Now, note $\gamma(P) \in Max^f_i(M)$. For, suppose that $\gamma(P) < K$, since $K \notin \gamma(P)$, then, we get $K + P = M$. Also, due $P$ is prime, it follows that $P \in \{N \in \Lambda^f_i(M) \mid N + P < M\}$, and so $P \leq \gamma(P)$. Thus, $K + \gamma(P) = K + P + \gamma(P) = M$. And so, $K + \gamma(P) = M$. Thus, $\gamma(P) \in Max^f_i(M)$. If, in particular, $P$ is maximal, then $\gamma(P) = P$.

Finally, we will see $\gamma$ is continuous. Let $U(N)$ a basic open set of $Spec(M)$, and consider $m(N) := U(N) \cap Max^f_i(M)$ a basic open set in $Max^f_i(M)$. First, let $P \in \gamma^{-1}(m(N)) = \{L \in Spec(M) \mid \gamma(L) \in m(N)\} = \{L \in Spec(M) \mid \gamma(L) + N = M\}$. So, $P + N = M$. Since $\Lambda^f_i(M)$ is normal, there exists $K_1, K_2$ such that $N + K_1 = M = P + K_2$ and $K_1M \neq K_2$. Because of $P$ is a prime submodule, we also get $K_2 \not\subseteq P$, $K_1 \subseteq P$. Thus, $P \in U(K_2)$, where $U(K_2)$ denotes a basic open set of $Spec(M)$. Hence, $\gamma^{-1}(m(N)) \subseteq U(K_2)$. Now, let $Q \in U(K_2)$. So, $K_2 \not\subseteq Q$. Since $Q$ is prime and $K_1M \neq K_2$, we get $K_1 \subseteq Q$. Also, by a previous analysis on $\gamma$, we also know that $Q \not\subseteq \gamma(Q)$. Thus, $M = N + K_1$ implies $M = N + Q$, and so $M = N + \gamma(Q)$. Hence, $Q \in \{L \in Spec(M) \mid \gamma(L) + N = M\} = \gamma^{-1}(m(N))$. Then, $U(K_2) \subseteq \gamma^{-1}(m(N))$. Then, $\gamma^{-1}(m(N)) = U(K_2)$. Therefore, $\gamma$ is continuous.

To conclude this prove, we see that $Max^f_i(M)$ is Hausdorff. Let $M, N \in Max^f_i(M)$. Consider the following closet sets of $Spec(M)$, $\mathcal{V}(M) = \{M\}$ and $\mathcal{V}(N) = \{N\}$. Since $Spec(M)$ is normal, then there exist two disjoint open sets $U_1$ and $U_2$ of $Spec(M)$ satisfying $\{M\} \subseteq U_1$ and $\{N\} \subseteq U_2$. Thus, $M \in U_1 \cap Max^f_i(M)$ and $N \in U_2 \cap Max^f_i(M)$. Consequently, $Max^f_i(M)$ is Hausdorff.

Now, recall that a ring $R$ is said to be a $pm-$ring if every prime ideal is contained in a unique maximal ideal. In the study of $Spec(R)$ and $Max(R)$ for a commutative ring, $pm-$rings have taken an important role, for instance, we have the Demarco-Orsati-Simmons Theorem which states that,

**Theorem 5.21.** [DMO71, Sim80] Let $R$ be a commutative ring. Then: $R$ is a $pm$ ring if and only if $Max(R)$ is a retract of $Spec(R)$ if and only if $Spec(R)$ is normal if and only if $R$ is strongly harmonic if and only if $R$ is Gelfand.

In [Sun91] is extended the Demarco-Orsati-Simmons Theorem for symmetric rings (which includes the commutative rings). We could not find a good generalization of symmetric rings for modules which be suitable to give a version of the Demarco-Orsati-Simmons Theorem in the module-theoretic context. We finish this paper with a Theorem inspired in the Demarco-Orsati-Simmons Theorem as a compendium of our results.

As a generalization of pm-rings, in [MBMCSMZC18] it was introduced the following definition for modules.
Definition 5.22. [MBMCSMZC18, Definition 5.5] An $R$-module $M$ is said to be a \textit{pm-module} if every prime submodule is contained in a unique maximal submodule.

Theorem 5.23. Let $M$ be projective in $\sigma[M]$ such that $\Lambda^f(M)$ is compact and $\text{Max}(M)$ compact. Consider the following conditions

(a) $M$ is a Gelfand module.
(b) $M$ is a quasi-duo strongly harmonic module.
(c) $M$ is a quasi-duo pm-module with $\text{Max}(M)$ Hausdorff.
(d) $M$ is a quasi-duo with $\text{Max}(M)$ is Hausdorff and $\text{Max}(M)$ is a retract of $\text{Spec}(M)$.
(e) $M$ is a quasi-duo module such that $\text{Spec}(M)$ is normal.

Then the implications $(a) \iff (b) \implies (c) \implies (d) \implies (e)$ hold. If in addition $0 = \bigcap \text{Max}(M)$, all the conditions are equivalent.

Proof. (a)$\implies$(b) It follows from Theorem 5.10.

(a)$\implies$(c) From Corollary 5.8 and Lemma 5.9, every element of $\Lambda^f(M)$ is contained in a maximal submodule. It follows from Lemma 5.6 that $M$ is a pm-module.

(c)$\implies$(d) Since $M$ is a pm module, for every $P \subseteq \text{Spec}(M)$, there exists a unique $\mathfrak{M}_P$ maximal submodule containing $P$. Let $\gamma: \text{Spec}(M) \to \text{Max}(M)$ defined as $\gamma(P) := \mathfrak{M}_P$. It is clear that $\gamma(N) = N$ for each $N \in \text{Max}(M)$. Also, notice that $\gamma$ is continuous. Indeed, let $\mathcal{V}(K) \cap \text{Max}(M) = \{N \in \text{Max}(M) \mid K \leq N\}$ be a basic closed set of $\text{Max}(M)$. Then, $\gamma^{-1}(\mathcal{V}(K) \cap \text{Max}(M)) = \{P \subseteq \text{Spec}(M) \mid \gamma(P) \in \mathcal{V}(K) \cap \text{Max}(M)\} = \{P \subseteq \text{Spec}(M) \mid K \leq \mathfrak{M}_P\} \subseteq \mathcal{V}(K)$. Now, let $P \subseteq \mathcal{V}(K)$. Since $M$ is pm and by Lemma 4.15, there exists a unique maximal $\mathfrak{M}_P$ such that $P \subseteq \mathfrak{M}_P$. Thus, $K \leq \mathfrak{M}_P = \gamma(P)$, and so, $P \subseteq \gamma^{-1}(\mathcal{V}(K) \cap \text{Max}(M))$. Hence, $\gamma^{-1}(\mathcal{V}(K) \cap \text{Max}(M))$ is a basic open set in $\text{Spec}(M)$. Then, $\gamma$ is continuous function. Therefore, $\gamma$ is a retraction.

(d)$\implies$(e) It follows from Proposition 5.17.

Assume $0 = \bigcap \text{Max}(M)$. Hence (d)$\implies$(a) follows from Theorem 4.18. \qed

Corollary 5.24. Let $R$ be a ring. Consider the following conditions

(a) $R$ is a Gelfand ring.
(b) $R$ is a quasi-duo strongly harmonic module.
(c) $R$ is a quasi-duo pm-module with $\text{Max}(R)$ Hausdorff.
(d) $R$ is a quasi-duo with $\text{Max}(R)$ is Hausdorff and $\text{Max}(R)$ is a retract of $\text{Spec}(R)$.
(e) $R$ is a quasi-duo modulo such that $\text{Spec}(R)$ is normal.

Then the implications $(a) \iff (b) \implies (c) \implies (d) \implies (e)$ hold. If the Jacobson radical of $R$ is zero, all the conditions are equivalent.

5.1. Questions and possible lines to work out. Here we leave some questions which we were not able to answer in these paper:

In Proposition 4.11 it was proved that fully invariant direct summands of a strongly harmonic module inherit the property. So, we rise the question:
Q1: Is the condition of being strongly harmonic module closed under direct summands?

In [CPRMTS18] is proved that,

**Theorem 5.25.** [CPRMTS18, Theorem 5.10] Let $R$ be a commutative ring and $M$ be a faithful multiplication $R$-module and $QM \neq M$ for all maximal ideals $Q$ of $R$. Then the topological spaces $Spec(R)$ and $Spec(M)$ are homeomorphic.

Combining this result with Demarco-Orsati-Simmons Theorem and [Tug03, Proposition 1.6], the following result is gotten:

**Theorem 5.26.** Let $R$ be a commutative ring and $M$ a faithful multiplication module satisfying that $IM \neq M$ for every maximal ideal. Then, $M$ is finitely generated, and the following conditions are equivalent.

(a) $R$ is pm
(b) $Spec(R)$ is normal.
(c) $Max(R)$ is a retract of $Spec(M)$ and Hausdorff.
(d) $R$ is strongly harmonic.
(e) $M$ is strongly harmonic.
(f) $Spec(M)$ is normal.
(g) $Max(M)$ is a retract of $Spec(M)$ and Hausdorff.

In sight of Proposition 5.26.

Q2: Is $M$ a pm-module, if $M$ is a multiplication module and $Max(M)$ is a retract of $Spec(M)$?

In [Sun91], Shu-Hao gave an analogous to Demarco-Orsati-Simmons Theorem for non commutative symmetric rings:

**Theorem 5.27.** [Sun91, Theorem 2.3]. Let $R$ be a weakly symmetric ring. Then the following are equivalent:

(a) $R$ is pm.
(b) $Max(R)$ is a continuous retract of $Spec(R)$.
(c) $Spec(R)$ is normal (not necessary $T_1$), and these imply the Hausdorffness of $Max(R)$.

**Theorem 5.28.** [Sun91, Theorem 2.4.] Let $R$ be a symmetric ring; then $R$ is pm if and only if $R$ is strongly harmonic.

Q3: Is there an analogous concept of (weakly) symmetric ring for a module? Is there an analogous for modules of the Shu-Hao’s theorems?
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