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Abstract: Applying image sensors in automation of Industrial Internet of Things (IIoT) technology is on the rise, day by day. In such companies, a large number of high volume images are transmitted at any moment; therefore, a significant challenge is reducing the amount of transmitted information and consequently bandwidth without reducing the quality of images. Image compression in sensors, in this regard, will save bandwidth and speed up data transmitting. There are several pieces of research in image compression for sensor networks, but, according to the nature of image transfer in IIoT, there is no study in this particular field. In this paper, it is for the first time that a new reusable technique to improve productivity in image compression is introduced and applied. To do this, a new adaptive lossy compression technique to compact sensor-generated images in IIoT by using K-Means++ and Intelligent Embedded Coding (IEC) as our novel approach, is presented. The new method is based on the colour of pixels so that pixels with the same or nearly the same colours are clustered around a centroid and finally, the colour of the pixels will be encoded. The experiments are based on a reputable image dataset from a real smart greenhouse; i.e. KOMATSUNA. The evaluation results reveal that, with the same compression rate, our approach compresses images with higher quality in comparison with other methods such as K-means, fuzzy C-means and fuzzy C-means++ clustering.

1. Introduction

Industrial Internet of Things (IIoT) is one of the most important and widely used areas in the Internet of Things. Using IIoT in industrial units, all the objects can be connected at the same time and create an integrated network to carry out all information exchange, control and monitoring tasks. IIoT consists of many devices that are connected by communication softwares. These devices can collect, control, exchange and analyse information in order to intelligently modify their behaviour or environment, entirely without human intervention. IIoT has vast applications in large industries such as industrial automation and power stations. Industrial automation is one of the most notable and widespread application of IIoT. By automating machines, companies able to operate in such a way that, applying high-tech software platforms, monitoring and controlling to make evolution in the subsequent production process be more impressive. In manufacturing automation, the major part of sensor networks is image sensors. Image sensors can detect and send the information that forms an image and hence plays a crucial role in security and safety applications. The operation of image sensors embedded in industrial automation which is equipped with IIoT is depicted in Figure 1. Each image sensor, at any moment, sends multiple images to the central processing system. Often, industrial automation devices are equipped with advanced and high-quality cameras that capture images at the desired resolution. To reduce the transfer rate, images can be sent in low quality so that processing cannot be performed correctly on that image. A solution that reduces image size without sacrificing its quality is using a compression technique.

This technique works on the basis of the coding system in such a way that pixels with the same or nearly the same colours are clustered around a centroid and finally the colour of the pixels will be encoded. In fact, the code has a much lower volume than the original image. To address the mentioned issue, in this research, an image compression technique to compress sensor-generated images in IIoT by using K-Means++ and IEC (Intelligent Embedded Coding) approach is developed. In this method, the number of colours presented in an image will be reduced to K colors. These K colors are centres of clusters in our clustering algorithm and consist of the pixel colours that occur most in the image. The reason behind the use of fuzzy logic is the pixel colours property. For example, the orange colour is a combination of...
red and yellow colours, and if we consider red and yellow as clusters centres, the orange colour will have a degree of membership to the red cluster and a degree of membership to the yellow cluster.

The existing methods have not considered the particular feature in sensor-generated images in IIoT, and this feature is that the consecutive captured images have small changes compared to the previous submitted images, and this feature can be used to increase productivity. The purpose of this article is to explain this feature clearly and use it to promote efficiency.

In this research, a novel lossy compression technique to compress sensor-generated images in IIoT by applying K-Means++ and IEC approach is presented. The new approach is based on the colour of pixels, so those pixels with the same or nearly the same colours are clustered in a centroid and finally the colour of the pixels will be encoded. This study is based on an image dataset provided in a real smart greenhouse.

The main contributions of this paper are:

- **The first contribution** of this research is applying K-Means++ for image compression. As indicated in the related works section, this is for the first time that K-Means++ is used for compressing images. In addition, in this paper, the performance of fuzzy C-Means++ algorithm, in comparison with other methods, is delivered and discussed.
- **The second contribution** is related to the application of our approach in IIoT. So far, there has been no research on the compression of sensor images on IIoT. The dataset used in this research is quite relevant to industrial fields and provided in a real smart greenhouse.
- **The third contribution** is introducing an algorithm (e.g. IEC) to send images based on the volume of image changes. In this technique, the estimation time for transferring images depends on how much the new image has deviated from the base image. This is for the first time that this technique has been applied in IIoT.
- **The last contribution** but not the least one is that our method is designed and tested for both RGB and grayscale images. However, in the aforementioned literatures, only grayscale images have been analysed. Since some image cameras are RGB and need to be analysed in RGB code, we should use RGB images. Moreover, to compare the performance of K-Means++ algorithm to the other algorithms, grayscale images are also analysed.

The reminder of this article is structured as follows: In Section 2, some related works are reviewed. In Sections 3 the proposed approach is introduced. In Section 4, the experimental results and, consequently their evaluations are presented. We conclude our research in Section 5.

### 2. Related Works

Analysing the previous researches in image compression in wireless sensor networks can be categorised into two groups. In this part of the current section, a review of researches in image compression in wireless sensor networks, in general, is presented.

[1] is one of the first studies in the field of image compression in WSN. To make encoding and decoding faster, a method which its name is SPIHT (Set Partitioning In Hierarchical Trees) was introduced. SPIHT makes a tree structure based on the pixel data of the image and collects the most related pixels in a single set. After that, zero-valued trees are encoded in a single value. Applying this feature of wavelet transform and SPIHT leads to a high compression ratio in images.

Discrete Cosine Transform (DCT) is an image compression method that often is applied in WSN. DCT based image compression algorithms do compression in an effective way [2]. Sending image segments instead of the whole image is introduced in [3]. This method at first determines the object presence and then sends image segments. The receiver constructs the whole image based on the segments that he received. The researchers claimed that their approach is practical in real-time object tracking. However, they did not reveal any detail of their experiments such as the distance between the nodes, the environment area, number of hops, etc. Compression of video data in WSN has been analyzed in [4]. In this approach, redundant features between the frames are eliminated to reduce the bit rate of the video stream.

In the following part of the current section, a review of researches in image compression particularly based on the K-Means clustering algorithm is presented.

Using K-Means-based clustering algorithm for image compression has been used by Paek et al. [5] to compress images in wireless sensor networks. They focused on the similarity of pixel colours to aggregate pixels and compress the input image. Their real-world data set includes 100,000 images that were collected from their pilot deployment. They found that their proposed approach could reduce power usage by 49%, approximately, if the learning phase is done offload and just do the compression step.

In [6], they extended their prior work and proposed an approach called H-K compression, a simple, lightweight grayscale image compression algorithm which is the integration of Huffman coding and K-means clustering. Their proposed algorithm works in a way that reduces the computation cost, by applying k-means clustering for aggregating the pixel colours and Huffman coding technique for encoding the group colours. Their evaluation revealed that their proposed algorithm compresses the images by 57% and reduces the power consumption by 43%.

The same authors later in [7] introduced an energy-efficient method using image resizing and colour quantization, which reduce the amount of data transferred. They showed that if an image is highly compressed, it can be well-classified with a Convolutional Neural Network (CNN) model. In fact, they used deep learning tools to cluster images. They noted that high-resolution raw images captured with low-power and limited battery cameras can be clustered by a CNNs model. Their evaluation illustrated that if they can maintain the accuracy of classification to 98%, transmitted data will be reduced by 71%, which means that energy consumption will be reduced by 71% too.

Heng et al. [8] proposed a distributed image compression architecture over a wireless multimedia sensor network to improve the overall network lifetime. Their simulation results revealed that their method could extend the overall network lifetime and achieve high throughput.
Sheeja and Sutha [9] introduced a new wireless sensor network-based disaster rescue telemedicine strategy to maximize network lifetime and minimize energy consumption. They compounded three central concepts to achieve their goals which is expanding the lifetime of a WSN; node clustering, medical image compression, and node energy management. In addition, they introduced three novel algorithms, which are named ‘Network clustering using Non-border CH oriented Genetic algorithm, Fuzzy rules and Kernel FCM (NCNBGF)’, ‘High gain MDC algorithm (HGMDC)’ and ‘Critical node handling using job limiting and job shifting (CJLS)’. In their simulation results, their proposed method reaches to 43% energy saving while other methods achieve 20% energy saving in total.

Kaljahi et al. [10] introduced a novel image size reduction model for energy-efficient transmission in Visual Sensor Networks (VSNs) by finding overlapping regions using camera location, which gets rid of unfocussed regions from the input grayscale images. Our method is completely novel in its field and is based on a new lossy compression technique to compress sensor-generated images in IIoT, which uses K-Means++ and IEC approach presented in this article. Moreover, unlike existing techniques that consistently compress and send images, this technique works optimally and only compresses and transmits an image when it differs from the previous upload image.

3. The Proposed Approach

The proposed method contains two main subsections; Intelligent Embedded Coding and Image Compression by K-Means++ and fuzzy C-means Clustering.

3.1. Intelligent Embedded Coding (IEC)

The term “intelligent” is stand for this purpose that the process of encoding depends on some circumstances. In this case, encoding relies on the volume of image changes. In [5] some experiments are done to estimate the time to coding and sending the images. times, images do not have significant differences. distortion threshold and to gain higher performance, they considered one-week interval. other methods (i.e. predefined fixed intervals) is that IEC is not limited to a specific case but it is general and practical for any case. Other methods, by contrast, are completely depend on the situation of the cases. The structure of IEC algorithm is Nevertheless, our encoding interval is not. They tried to recognize a fixed appropriate periodic interval for making compressed images. Finally, according to the average specified but is flexible. The superiority of our technique shown in Figure 2. In our method, transfer rate is proportional to the amount of changes in images. The time an image, in comparison with the stored image in a sensor, does not have significant changes (significant change is determined through a threshold value), no images will be sent to the server. Our strategy has two major benefits. First, the transfer rate will be reduced, because it is not needed that every image being captured be sent to the server. Second, it helps the control unit to quickly discover that some changes to the status of under control items have been occurred, because an image is sent to the server and subsequently to the control unit when significant changes were made to the saved image. The flowchart of IEC approach is presented in Figure 3.

3.2. Image Compression by K-Means++ and fuzzy C-means Clustering

Before going through our new method, a brief introduction to the algorithms investigated in this article is presented. The term "K-means" was introduced for the first time by James MacQueen in 1967 [11]. It is the most significant flat clustering algorithm and its purpose is partitioning n members into k clusters in such a way that the average squared Euclidean distance of members from their cluster centers be minimized. In this case, cluster centres have the greatest distance to each other. The most appropriate number for clusters (K) is unknown at the beginning of the algorithm and should be specified according to the data. Fuzzy C-means (FCM) clustering was introduced by J.C. Dunn in 1973 [12] and J.C. Bezdek improved it in 1981 [13]. In non-fuzzy clustering, members are related to separate clusters, where each member can only belong to one cluster, however in fuzzy clustering, members can belong to multiple clusters. To each of members, a membership degree is assigned. These membership degrees represent the degree to which members belong to each cluster. K-Means++ Clustering was proposed by Arthur et.al. [14] as an algorithm for choosing the seeds for the K-means clustering algorithm. As a matter of fact, this algorithm tries to improve the initialization step of the K-means clustering algorithm by finding cluster centres that minimize the intra-class variance (i.e. the sum of squared distances from each data point to its cluster centre).

3.3. Why K-Means++ algorithm?

As many scholars have noted in their researches [15][16][17][18], K-Means clustering algorithm is one of the most successful clustering algorithms. Moreover, choosing appropriate initial values for centroids in K-Means clustering algorithm has always been a challenging issue and many researchers have been trying to improve this algorithm in terms of determining better initial centroids [19][20][21][22][23]. The reason for choosing K-Means++ algorithm in the current article is the remarkable superiority of this algorithm over the K-Means clustering algorithms. The creators of this algorithm have introduced a novel strategy to seed the K-Means algorithm.

---

![Figure 2: Intelligent Embedded Coding algorithm](image-url)

**Algorithm:** IEC

| Input ← new_image, stored_image, threshold_value |
| while stopping criterion has not been met |
| do new_image ← take a new image |
| Extract_similarity between new_image and stored_image |
| if similarity < threshold_value |
| Encode (new_image) |
| Send (new_image) |
| stored_image ← new_image |
| end if |
| end while |

---


The seeding method is fully applicable because it is very fast and simple. The results of experiments on real-world databases show that K-Means++ considerably outperformed standard K-Means in speed and accuracy.

4. Experimental Results

In this section, some experiments to evaluate the performance of our image compressor on a real-world dataset are represented. It is compared with 3 other algorithms; fuzzy C-means, K-means, and fuzzy C-means++ clustering algorithms. For this purpose, the investigated algorithms are implemented and executed on a real industrial dataset.

4.1. Metrics

There are prevalent metrics to compare two images and measuring the difference between lossy compressed and uncompressed images. The assessments are carried out based on the famous metrics which are broadly used to compare the quality of images. These metrics along with their definitions and formulas are listed in Table 2.

4.2. Compression Ratio

In our image processing method, the output image only includes the colours that are more common in that, hence the number of colours to present an image is decreased. Our image compression technique is demonstrated in Figure 4. In our datasets, images have different sizes, so our method is not limited to a specific size. Each image is represented by \( n \times n \) pixels and each pixel is indicated by an 8-bit unsigned integer which, depending on the image that is color or grayscale, determines the colour intensity. As the colour spectrum is expanded from 0 to 255, so by decreasing the 256 colours of the images to only \( K \) colors, the size of compressed images will be reduced too. The encoding technique is based on the similarity between pixel colours and the colours of \( K \) cluster centers. The number of elements in the middle image matrix are the same as input image but their elements values are the codes of \( K \) centroids. In a real situation (e.g. an industrial environment) image sensors compress the taken image and then send the middle image and a vector of \( K \) codes to a destination. After transmitting, the receiver decodes the images and reconstruct the original image by using middle image and the code word vector.

As mentioned above, any image has \( n \times n \) pixels and any pixel is an 8-bit unsigned integer. So, the size of an image is \( n \times n \times 8 \) bits. By applying our fuzzy image compression, each pixel can be presented by only \( \log_2 K \) bits. In this case, for an image consist of \( n \times n \) bits, there is needed to consider \( \log_2 K \) bits plus a vector size in length \( K \), that each element is 8 bits, to save pixel colors of centroids. The compression ratio [24] is shown in eq.(1).

\[
\text{Compression Ratio} = \frac{\text{Input (Uncompressed) Image Size}}{\text{Output (Compressed) Image Size}} = \frac{8n^2}{(\log_2 K)n^2 + 8K}
\]

For a large amount of \( n \), the eq.(1) approximates to \( \frac{8}{\log_2 K} \). To be more tangible, the compression ratio for a given number of \( K \) is calculated and listed in Table 1.

4.3. Dataset

The image dataset used in this research is KOMATSUNA dataset [25]. One of the purpose of preparing this dataset is measuring plant growth and environmental information in indoor ecology. It contains RGB images of Komatsuna (i.e. a Japanese leaf vegetable). The suppliers of this dataset constructed a platform to capture plants from the top view. They cultivated five Komatsuna plants with 24 hours lighting (to accelerate the growth of plants) and captured every 4 hours for 10 days. The Komatsuna dataset platform and its RGB cameras are shown in Figure 5 (a) and (b), respectively. In Figure 6, a plant growth sample in a two-day period, in RGB and grayscale images, is depicted.
Figure 4: An overview of our compression process

Table 2: The metrics and their definitions and formulas

| Metric          | Definition                                                                 | Formula                                           |
|-----------------|---------------------------------------------------------------------------|---------------------------------------------------|
| MSE (Mean Square Error) | It measures the average of the squares of the errors between each original pixels and compressed pixels. | $MSE = \frac{1}{m \times n} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i,j) - K(i,j)]^2$ |
| PSNR (Peak Signal-to-Noise Ratio) | It is the ratio between the maximum possible power of a signal and the power of corrupting noise. PSNR is defined via the MSE. | $PSNR = 10 \times \log_{10} \left( \frac{MAX^2_I}{MSE} \right)$ |
| SSIM (Structural SIMilarity) | It is a method for measuring the similarity between two images. This measurement or prediction of image quality is based on an initial uncompressed or distortion-free image as reference. SSIM is designed to improve on traditional methods such as PSNR and MSE. | $SSIM(x,y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{(\mu_x^2 + \mu_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)}$ |

(a) The Komatsuna dataset platform  
(b) The RGB cameras for capturing from a short distance.

Figure 5: KOMATSUNA greenhouse
This dataset is an extremely appropriate example of a smart greenhouse based on IIoT. A smart greenhouse can control the environmental variables which affect the growth of crop. The most common of these controls include temperature, humidity, lighting and nutrient control which each of them has special sensors to sense them. In smart greenhouse based on IIoT, the information obtained by sensors is aggregated in an IIoT gateway and then send to a server. The unit controller by using this information can issue commands to meet the current needs of plants. This process for a special sensor (i.e. image sensor) is illustrated in Figure 7.

4.4. The impact of centroid updates

In this subsection the impact of centroid updates on the quality of output images is analysed. In Figure 8 the MSE amount for each compressed plant image in two states is measured; the first state, when an arbitrary selected plant image (in this case img_5) is applied for learning and determining the centroids for compressing other plants images, and the second state, when each plant image is compressed based on the centroid determined per image. According to Figure 8, when an image is capture from similar to img_5, they have some similar content, so the amount of distortion is decreased. However, images that have more difference with img_5, have higher degree of distortion. This issue implies that plant images can be entirely distinct, therefore, using a single plant image to extract centroids for compressing other plant images is not reasonable. For this reason, to achieve the best compression rate, every centroid set should be obtained per image.

4.5. The impact of $K$ values

To achieve a high performance in $K$-means clustering and its extended algorithms, selecting an appropriate value for $K$ is a crucial issue. According to compression ratio section and eq.(1), for more compression ratio, the $K$ value has to be lower, because, in this case, the bits needed to store an image is decreased. But this matter sacrifices the quality of images. On the other hand, a large value for $K$ causes more color codes be available which leads to images with higher quality but lower compression ratio. Hence, for selecting a $K$ value, there is a tradeoff between compression ratio and quality of images. Due to the fact that the majority of previous researches applied an special range of $K$ values (i.e. 4,8, and 16), consequently, in this article, the popular range plus additional $K$ value (i.e. 32) is considered. Another reason for selecting these values for $K$ is that $K$ values less than 4 causes a very low quality image and $K$ values greater than 32 leads to compression ratio lower than 2 which is not effective.

In Table 3, six sample images, 3 RGB and 3 grayscale, compressed by K-Means ++ with four K values along with their RMSE, PSNR and SSIM values are presented. According to Table 3, clustering with $k=32$ and $k=16$ indicates very slight degradation in image quality. The images compressed with $k=32$ have a very little visual differences in comparison with the input images.
**Figure 8:** Distortion (RMSE) from compression using the same centroids or centroids per image

**Table 3:** Sample images compressed by K-Means ++ with four K values

| Input Image | K=32          | K=16          | K=8           | K=4           |
|-------------|---------------|---------------|---------------|---------------|
| ![Image](img_1.png) | RMSE=1.3076  | RMSE=1.8253   | RMSE=3.0418   | RMSE=5.9419   |
|             | PSNR=45.8015 | PSNR=42.9039  | PSNR=38.4683  | PSNR=32.6523  |
|             | SSIM=0.9927  | SSIM=0.9890   | SSIM=0.9732   | SSIM=0.9641   |
| ![Image](img_2.png) | RMSE=1.4477  | RMSE=2.7669   | RMSE=5.1068   | RMSE=7.1166   |
|             | PSNR=44.9196 | PSNR=39.2910  | PSNR=33.9678  | PSNR=31.0854  |
|             | SSIM=0.9912  | SSIM=0.9746   | SSIM=0.9516   | SSIM=0.9418   |
| ![Image](img_3.png) | RMSE=1.8296  | RMSE=3.4642   | RMSE=6.2181   | RMSE=11.3032  |
|             | PSNR=42.8836 | PSNR=37.3388  | PSNR=32.2576  | PSNR=27.0668  |
|             | SSIM=0.9893  | SSIM=0.9702   | SSIM=0.9310   | SSIM=0.8944   |
The amount of distortion (i.e. RMSE) for the mentioned compressed images based on different k values are plotted in Figure 9.

In this research, four algorithms (i.e. K-Means, K-Means ++, fuzzy C-means, and fuzzy C-means++) that each of them is implemented for both RGB and grayscale images are taken into consideration.

To find out whether there is a significant difference between the aforementioned algorithms, three box plots, based on the metrics, for any of the algorithms are prepared. To achieve the box plots, 30 independent runs for any algorithm are done. In Figure 10, the algorithms are compared according to their RMSE values.

The lower RMSE shows the better performance, so K-Means ++ surpasses the other algorithms at this stage of the competition. Fuzzy C-means algorithm has nevertheless won the last place.

From SSIM point of view, higher values are more appropriate. According to Figure 11, K-Means ++ achieved the best SSIM and ,on the contrary, Fuzzy C-means algorithm gained the worst SSIM.

Like SSIM, higher value for PSNR is more desirable.

According to Figure 12, K-Means ++ also defeats the other participants and fuzzy C-means algorithm is still in the last row.

![Figure 9: The amount of distortion (RMSE) for different k values](image)
Figure 10: The box plot of RMSE values for the aforementioned algorithms

Figure 11: The box plot of SSIM values for the aforementioned algorithms

Figure 12: The box plot of PSNR values for the aforementioned algorithms
4.6. The impact of tonal distribution

To analyse the effect of tonal distribution on the performance of fuzzy algorithms, an experiment is done on three images with different tonal distribution and their histograms (a graphical representation of tonal distribution in a digital image [26]) are plotted.

In two images, the tonal distribution for each colour is the same, however in another image, there are different colours with different tonal distribution. These three images along with their image histograms are illustrated in Table 4. As is clear in Table 4, the image histogram of green and colour leaves are the same, however, plants in the greenhouse shows different image histogram. The reason for this is that the colors in the image are not uniformly distributed. This hypothesis can be put forward that fuzzy algorithms for these images may work better than other algorithms. We designed an experiment based on the “plants in the greenhouse” image for two algorithms, K-Means and fuzzy C-means, and run 30 times. The box plot of RMSE values is presented in Figure 13. Regarding the Figure 13, the hypothesis that the fuzzy algorithms work better for images with uniformly distributed colors is rejected.

Table 4: The image histograms for three different images

(a) Green leaves
(b) Image histogram of Green leaves
(c) Color leaves
(d) Image histogram of Color leaves
(e) Plants in the greenhouse
(f) Image histogram of Plants in the greenhouse
4.7. Assessing the results by Statistical Tests

In this research, Wilcoxon signed-rank test [27] is used to assess the aforementioned algorithms. It is a non-parametric statistical hypothesis test applied to compare hypervolume of two equivalent samples from different algorithms in order to determine whether two dependent samples have similar distribution. The p-value of Wilcoxon signed rank test at the 5% significance level for RMSE, PSNR and SSIM metrics of compressed images by three algorithms (i.e. K-Means, fuzzy C-Means, and fuzzy C-means++ ) based on K-Means++ algorithm is prepared in Table 5. The p-value below the significance level shows that two desired algorithms are not from the same distribution and completely different. As indicated in Table 5, the p-value in all cases (i.e. grayscale and RGB) for all three metrics is less than the significance level, so, null hypothesis is rejected and shows that K-Means++ results are significantly different from aforementioned algorithms results and overcomes them. The reason why Fuzzy C-means algorithm showed poor results is that fuzzy logic is more applicable for rule based problems. However, image compression problem is not in that category.

5. Conclusion

IoT is growing, day by day. One of the main applications of this technology is sending sensor images. These images typically have a high volume. So there is a need for a technique that reduces the volume without sacrificing quality. In this research, a new compression method to compact sensor-generated images in IoT by using K-Means++ and Intelligent Embedded Coding (IEC), as our novel approach, was presented. This new technique was based on the colour pixels in a way that pixels with similar colours were clustered around a centroid, and in the next step, the colour of the pixels would be encoded. Compared with existing techniques that consistently compress and send images, the proposed method operated optimally and compressed and transmitted an image only if it differed from the prior sent image. The experiments were done based on an image dataset from a real smart greenhouse. The evaluation results showed that the new method could compress images with higher quality in comparison with other methods such as fuzzy C-means and K-means and fuzzy C-means++ clustering.
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