A LICHERNOWICZ VANISHING THEOREM FOR THE MAXIMAL ROE ALGEBRA
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Abstract. We show that if a countable discrete group acts properly and isometrically on a spin manifold of bounded Riemannian geometry and uniformly positive scalar curvature, then, under a suitable condition on the group action, the maximal higher index of the Dirac operator vanishes in $K$-theory of the maximal equivariant Roe algebra. The group action is not assumed to be cocompact. A key step in the proof is to establish a functional calculus for the Dirac operator in the maximal equivariant uniform Roe algebra. This allows us to prove vanishing of the index of the Dirac operator in $K$-theory of this algebra, which in turn yields the result for the maximal higher index.
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1. Introduction

The connection between index theory and the existence question for metrics of positive scalar curvature on spin manifolds goes back to the classical version of the Lichnerowicz vanishing theorem \cite{7}, which states that if a closed spin manifold admits a metric of positive scalar curvature, then the Fredholm index of the Dirac operator vanishes. By taking into account the fundamental group, one can define a more refined invariant called the \textit{higher index}. For cocompact group actions, this index takes values in the $K$-theory of the (reduced or maximal) group $C^*$-algebra. By a pioneering result of Rosenberg \cite{12}, if a closed spin manifold admits a positive scalar curvature metric, then the higher index of the Dirac operator lifted to the universal cover vanishes.

For group actions that are not necessarily cocompact, the higher index of the Dirac operator takes values in the $K$-theory of the equivariant Roe algebra \cite{11}, which for cocompact manifolds is isomorphic to the $K$-theory of the \textit{reduced} group $C^*$-algebra. In \cite{4}, Gong, Wang, and Yu introduced a version of this index that takes values in the $K$-theory of the \textit{maximal} equivariant Roe algebra, in analogy to the situation for group $C^*$-algebras. The maximal equivariant Roe algebra is well-defined when the manifold and group action satisfy certain geometric conditions that we shall make precise. One of the advantages of working with the maximal version of the higher index is that it enjoys better functoriality properties than its reduced counterpart, making its $K$-groups more computable in some cases \cite{3, 8}. The maximal higher index is used in an essential way in the recent work \cite{1} of Chang, Weinberger, and Yu, who establish a new index theory for non-compact manifolds and use it to provide examples of manifolds with exotic scalar curvature behavior.

A basic notion on which the results of \cite{1} rest is that the maximal higher index of the spin-Dirac operator vanishes in the presence of uniformly positive scalar curvature. However, it was pointed out in \cite{13} that, compared to the reduced setting, a Lichnerowicz-type argument for such a vanishing result needs to be carried out with
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more care, due to analytical difficulties that arise in connection with the maximal equivariant Roe algebra.

Our intention in this paper is to prove that, under a natural geometric assumption on the group action, which in particular in satisfied in the setting considered in [4], this index does indeed vanish in the presence of uniformly positive scalar curvature. More precisely, we prove:

**Theorem 1.1.** Let \((M^n, g)\) be a Riemannian manifold with bounded Riemannian geometry and \(\Gamma\) a countable discrete group acting properly and isometrically on \(M\), satisfying Assumption 2.6. Suppose that \(M\) has a \(\Gamma\)-equivariant spin structure, with \(S\) and \(D\) the spinor bundle and Dirac operator respectively. If \(M\) has uniformly positive scalar curvature, then

\[
\text{index}_{\text{max}}(D) = 0 \in K_n(C^*_{\text{max}}(M)^\Gamma),
\]

where \(C^*_{\text{max}}(M)^\Gamma\) is the maximal equivariant Roe algebra of \(M\).

We remark that this result is new even when \(\Gamma\) is the trivial group.

Let us give a brief overview of the paper. In section 2, we recall some standard notions from higher index theory, as well as describe the two geometric conditions alluded to above. We show that, under these geometric conditions, it is possible to define various related versions of the maximal equivariant Roe algebra of \(M\), in particular the maximal equivariant uniform Roe algebra. In section 3, we show that this algebra can be viewed as a Hilbert module on which the operator \(D\) acts. A key point is that this operator is regular and essentially self-adjoint and hence admits a functional calculus. This allows us to define, in section 4, the maximal equivariant uniform index of \(D\), which we show vanishes under the positive scalar curvature assumption. This, together with the fact that the equivariant uniform Roe algebra is a subalgebra of the maximal equivariant Roe algebra, implies Theorem 1.1.

2. Maximal equivariant Roe algebras

2.1. **Notation.** Throughout this paper, \(\Gamma\) is a countable discrete group acting properly and isometrically on a Riemannian manifold \(M\) of positive dimension and which is \(\Gamma\)-equivariantly spin. Let \(S \to M\) be the spinor bundle.

We will write \(B(M), C_b(M),\) and \(C_0(M)\) respectively for the \(C^*\)-algebras of complex-valued functions on \(M\) that are: bounded Borel, bounded continuous, and continuous and vanishing at infinity. A superscript ‘\(\infty\)’ may be added to the latter two algebras to indicate the additional requirement that its elements be smooth.
We will use $d$ to denote the Riemannian distance on $M$, and $B_r(S)$ to denote the open ball in $M$ of radius $r$ around a subset $S \subseteq M$. For any two sets $A$ and $B$, we will write $\text{pr}_1$ and $\text{pr}_2$ for the projections of the cartesian product $A \times B$, or subsets thereof, onto $A$ and $B$ respectively. For any set $S$, let $\#S$ denote its cardinality.

The $\Gamma$-action on $M$ naturally determines a $\Gamma$-action on spaces of functions over $M$: for a function $f$ and $g \in \Gamma$, let $g \cdot f$ be the function given by $g \cdot f(x) = f(g^{-1}x)$. More generally, for a section $s$ of a $\Gamma$-vector bundle over $M$, define $g \cdot s(x) = g(s(g^{-1}x))$. The action of $\Gamma$ on $l^2(\Gamma)$ will always be given by the left-regular representation.

2.2. Geometric conditions.

We now make precise the two geometric conditions alluded to above. The first is that the manifold $M$ has bounded Riemannian geometry. Under this assumption, it was established in [4] that, when the acting group $\Gamma$ is trivial, the maximal Roe algebra (see Definition 2.13) is well-defined. However, to prove the analogous result for general $\Gamma$, we will need a second hypothesis (even if the action is free). This is given by Assumption 2.6.

2.2.1. Bounded geometry.

**Definition 2.1.** A Riemannian manifold $M$ is said to have bounded Riemannian geometry if it has positive injectivity radius, and the curvature tensor and each of its covariant derivatives is uniformly bounded across $M$.

There is also a notion of bounded geometry for discrete metric spaces:

**Definition 2.2.** A discrete metric space $(X, d)$ is said to have bounded geometry if for any $r > 0$ there exists $N_r > 0$ such that for any $x \in X$,

$$\#B_r(x) = \{ x' \in X \mid d(x, x') \leq r \} \leq N_r,$$

Suppose $M$ has bounded Riemannian geometry, and let $d$ be the Riemannian distance. Then the metric space $(M, d)$ contains a countable discrete subspace $X_M$ with bounded geometry such that, for some constants $c > r_0 > 0$, we have:

- $B_c(X_M) = M$, or that $X_M$ is $c$-dense;
- for all $x, y \in X_M$,

$$B_{r_0}(x) \cap B_{r_0}(y) \neq \emptyset \implies x = y. \quad (1)$$

For any $r \geq 0$, let us define the following two quantities:

$$U_r := \inf_{x \in M} \{ \text{vol } B_r(x) \}, \quad V_r := \sup_{x \in M} \{ \text{vol } B_r(x) \}. \quad (2)$$
Note that bounded Riemannian geometry implies that for each \( r > 0 \),
\[
0 < U_r \leq V_r < \infty.
\]

The fact that the Ricci curvature of \( M \) is bounded from below means that it satisfies the following volume estimate [9, Lemma 7.1.3]:

**Lemma 2.3.** There exist constants \( C_1, C_2 > 0 \) such that for any \( r \geq 0 \),
\[
V_r \leq C_1 e^{C_2 r}.
\]

It follows from this, and the definition of \( X_M \), that:

**Lemma 2.4.** There exists a constant \( C_0 \) such that for each \( x \in M \) and \( R > 0 \),
\[
\#(B_R(x) \cap X_M) \leq C_0 V_R/U_{r_0}.
\]

2.2.2. A condition on the \( \Gamma \)-action.

To state the second geometric condition, we use the notion of a *basic domain*. Observe that, since \( \Gamma \) acts properly on \( M \), each \( x \in M \) is contained in a \( \Gamma \)-invariant neighborhood of the form \( \Gamma V \cong \Gamma \times_{\Gamma_x} V \). Here \( V \) is an open \( \Gamma_x \)-invariant neighborhood of \( x \) with compact closure, \( \Gamma_x \) is the stabilizer of \( x \), and \( \Gamma \times_{\Gamma_x} V \) denotes the quotient of \( \Gamma \times V \) by the relation \((g, y) \sim (gh^{-1}, hy)\), for \( h \in \Gamma_x \), \( g \in \Gamma \), and \( y \in V \); the isomorphism is given by sending \( gy \) to the class \([g, y]\). From this it follows that \( M \) can be written as a disjoint union \( M \cong \bigsqcup_i \Gamma N_i \), where each \( N_i \) is a Borel subset of \( M \) that is preserved by the action of an isotropy subgroup \( F_i \), and for each \( i \) we have a \( \Gamma \)-equivariant homeomorphism \( \Gamma N_i \cong \Gamma \times F_i \overline{N_i} \).

**Definition 2.5.** We call \( N := \bigsqcup_i N_i \subseteq M \) the *basic domain* for the decomposition \( M \cong \bigsqcup_i \Gamma N_i \) given above.

For the rest of this paper, we will make the following standing assumption:

**Assumption 2.6.** There exists a basic domain \( N \) for the \( \Gamma \)-action on \( M \) such that
\[
l(g) \to \infty \implies d(N, gN) \to \infty,
\]
where \( l \) is a fixed proper length function on \( \Gamma \), and \( d \) is the Riemannian distance.

We remark that Assumption 2.6 is satisfied when the \( \Gamma \)-action on \( M \) is cocompact, or when \( M \) is a cocompact manifold to which an infinite cylinder is attached. In particular, it is satisfied in the situation studied in [1]. It is also satisfied by any action of a finite group on a manifold of bounded Riemannian geometry.

Suppose the \( \Gamma \)-action on \( M \) satisfies Assumption 2.6. Then we have the following two easy consequences.
Corollary 2.7. \( M \) decomposes into finitely many orbit types.

Corollary 2.8. For each \( x \in M \) and \( R > 0 \), there exists \( C_R > 0 \) such that
\[
\#(B_R(x) \cap G \cdot x) \leq C_R.
\]

Proof. Observe that Assumption 2.6 implies that this relation holds for \( x \in N \). The general statement follows by observing that for any \( g \in \Gamma \),
\[
\#(B_R(x) \cap G \cdot x) = \#(B_R(g \cdot x) \cap G \cdot x).
\]
\( \square \)

2.3. Operator algebras.
We now recall the definitions of geometric modules and Roe algebras, with the goal of proving that, under the previously stated geometric assumptions, the maximal equivariant Roe algebra is well-defined. We also provide an estimate of the maximal norm that will be important in section 3 (see Lemma 2.19).

Definition 2.9. An \( M-\Gamma \)-module is a separable Hilbert space \( H \) equipped with a non-degenerate \( \ast \)-representation \( \rho: C_0(M) \to B(H) \) and a unitary representation \( U: \Gamma \to \mathcal{U}(H) \) such that for all \( f \in C_0(M) \) and \( g \in \Gamma \),
\[
U_g \rho(f) U_g^* = \rho(g \cdot f).
\]
For brevity, we will omit \( \rho \) from the notation when it is clear from context.

Definition 2.10. Let \( H \) be an \( M-\Gamma \)-module and \( T \in B(H) \).
- The support of \( T \), denoted \( \text{supp}(T) \), is the complement in \( M \times M \) of the set of \( (x, y) \) for which there exist \( f_1, f_2 \in C_0(M) \) with \( f_1(x) \neq 0, f_2(y) \neq 0 \), and \( f_1 T f_2 = 0 \);
- The propagation of \( T \) is the extended real number
\[
\text{prop}(T) = \sup \{ d(x, y) \mid (x, y) \in \text{supp}(T) \};
\]
- \( T \) is locally compact if \( fT \) and \( Tf \in \mathcal{K}(H) \) for all \( f \in C_0(M) \);
- \( T \) is \( \Gamma \)-invariant if \( U_g T U_g^* = T \) for all \( g \in \Gamma \).

Let \( \mathbb{C}[M; \mathcal{H}]^\Gamma \subseteq B(H) \) be the \( \ast \)-subalgebra of \( \Gamma \)-invariant, locally compact operators with finite propagation.

We will work with certain maximal completions of \( \mathbb{C}[M; \mathcal{H}]^\Gamma \). In order show that such completions are well-defined, we restrict ourselves to those modules \( H \) that satisfy an additional admissibility condition. To state this, we need the following fact: if \( H \) is a Hilbert space and \( \rho: C_0(M) \to B(H) \) a non-degenerate \( \ast \)-representation, then \( \rho \) extends uniquely to a \( \ast \)-representation \( \tilde{\rho}: B(M) \to B(H) \) subject to the property that, for a uniformly bounded sequence in \( B(M) \) converging pointwise, the corresponding sequence in \( B(H) \) converges in the strong topology.
Definition 2.11 ([15]). An $M$-$\Gamma$-module $\mathcal{H}$ is \textit{admissible} if:

(i) For any non-zero $f \in C_0(M)$, $\pi(f) \notin \mathcal{K}(\mathcal{H})$;

(ii) For any finite subgroup $F$ of $\Gamma$ and any $F$-invariant Borel subset $E$ of $M$, there is a Hilbert space $\mathcal{H}'$ equipped with the trivial $F$-representation such that $\tilde{\pi}(1_E)\mathcal{H}' \cong l^2(F) \otimes \mathcal{H}'$ as $F$-representations, where $\tilde{\pi}$ is defined by extending $\pi$ as above.

If an $M$-$\Gamma$-module $\mathcal{H}$ is admissible, we will write $\mathbb{C}[M]^\Gamma := \mathbb{C}[M; \mathcal{H}]^\Gamma$, noting that $\mathbb{C}[M]^\Gamma$ is independent of the choice of admissible module.

In this paper we will use two $M$-$\Gamma$-modules. The first is $L^2(S)$, equipped with the natural $\Gamma$-action and $C_0(M)$-representation. In general, $L^2(S)$ is not admissible (see also Remark 2.12). The second is the space $\mathcal{H}_M := L^2(S) \otimes l^2(\Gamma)$, equipped with the multiplicative action of $C_0(M)$ on the first factor and the diagonal $\Gamma$-action. Since we are assuming $M$ to have positive dimension, one verifies that $L^2(S) \otimes l^2(\Gamma)$ is an admissible $M$-$\Gamma$-module.

We can view $L^2(S)$ as a submodule of $\mathcal{H}_M$ in the following way. Let $\chi \in C^\infty(M)$ be a cut-off function, meaning that $\text{supp}(\chi)$ has compact intersection with every $\Gamma$-orbit and that for all $x \in M$, we have $\sum_{g \in \Gamma} \chi(gx)^2 = 1$. Note that this sum is finite by properness of the action. Then the map

$$j: L^2(S) \to \mathcal{H}_M, \quad j(s)(x, g) = \chi(g^{-1}x)s(x)$$

is a $\Gamma$-equivariant isometric embedding. Let $p: \mathcal{H}_M \to j(L^2(S))$ be the orthogonal projection associated to $j$. On operators, $j$ induces a map taking $T \mapsto jTj^{-1}p$, and we will denote this by

$$\oplus 0: B(L^2(S)) \to B(\mathcal{H}_M).$$

It is an injective $\ast$-homomorphism that preserves $\Gamma$-equivariance, local compactness, as well as finiteness of propagation, and hence restricts to an injective $\ast$-homomorphism $\mathbb{C}[M, L^2(S)]^\Gamma \hookrightarrow \mathbb{C}[M]^\Gamma$.

Remark 2.12. When the $\Gamma$-action $M$ is both proper and free, $L^2(S)$ is itself an admissible $M$-$\Gamma$-module, and the discussion above simplifies.

Definition 2.13. For an operator $T \in \mathbb{C}[M]^\Gamma$, its \textit{maximal norm} is

$$||T||_{\text{max}} := \sup_{\phi,H'} \left\{ ||\phi(T)||_{B(H')} \mid \phi: \mathbb{C}[M]^\Gamma \to B(H') \text{ is a } \ast\text{-representation} \right\}.$$ 

The \textit{maximal equivariant Roe algebra of $M$}, denoted $C_{\text{max}}^*(M)^\Gamma$, is the completion of $\mathbb{C}[M]^\Gamma$ with respect to $|| \cdot ||_{\text{max}}$. 
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2.4. Estimating the maximal norm.

To make sense of Definition 2.13, one needs to show that for any $T \in \mathbb{C}[M]^\Gamma$, there exists a constant $C$ bounding the norm of $T$ in any $*$-representation. We now show that this is the case under the geometric conditions in subsection 2.2, namely:

**Proposition 2.14.** Suppose that $M$ has bounded geometry and that Assumption 2.6 holds. Then for any $T \in \mathbb{C}[M]^\Gamma$ and any $*$-homomorphism $\phi: \mathbb{C}[M]^\Gamma \to \mathcal{B}(H')$, for $H'$ a Hilbert space, we have

$$\|\phi(T)\|_{\mathcal{B}(H')} < \infty.$$  

In order to perform the estimates required to prove this, we will work with the module $\mathcal{H}_M$ in a discretized form that we now describe.

2.4.1. Discretizing $\mathcal{H}_M$.

Let us consider the case when $S$ is the trivial line bundle over $M$, with the general case being analogous. Let $X_M$, $c$, and $r_0$ be as in 2.2.1. The fact that $X_M$ is $c$-dense, together with (1), implies that there exists a Borel cover $\mathcal{U}$ of $M$ such that, for each $U \in \mathcal{U}$, there exists $x \in X_M$ with $B_{r_0}(x) \subseteq U \subseteq B_c(x)$.

Let $\pi: M \to M/\Gamma$ denote the projection onto orbits. Using the cover $\mathcal{U}$, we can construct a subset $X_0$ of $X_M$ with the following properties:

- $B_c(\Gamma \cdot X_0) = M$;
- There exists a constant $C > 0$ such that for any $x \in X_0$ and $R > 0$,

$$\#\pi(B_R(\Gamma \cdot x) \cap (\Gamma \cdot X_0)) \leq CV_R/U_{r_0},$$

where $V_R$ and $U_{r_0}$ are as in (2). Define

$$Z := \Gamma \cdot X_0. \quad (4)$$

We can use the set $Z$ to rewrite the module $\mathcal{H}_M \cong L^2(M \times \Gamma)$ as follows. Since the (diagonal) action of $\Gamma$ on $M \times \Gamma$ is proper and free, it admits a fundamental domain $D_0 \subseteq M \times \Gamma$. We may choose $D_0$ so that $\text{pr}_1(D_0) \subseteq N$, where $N$ is the basic domain in Assumption 2.6. Then the set $D_1 := D_0 \cap (Z \times \Gamma)$ is a fundamental domain for the $\Gamma$-subspace $Z \times \Gamma \subseteq M \times \Gamma$. We may choose $D_0$ in such a way that it contains $D_1$ as a $c$-dense subset. This defines for us a a unitary isomorphism

$$L^2(D_0) \cong l^2(D_1) \otimes H.$$
for a separable Hilbert space $H$. In turn we have $\Gamma$-equivariant unitary isomorphisms

$$
\mathcal{H}_M \cong L^2(M \times \Gamma) \\
\cong L^2(D_0) \otimes l^2(\Gamma) \\
\cong l^2(D_1) \otimes l^2(\Gamma) \otimes H \\
\cong l^2(\mathbb{Z} \times \Gamma) \otimes H,
$$

(5)

where $H$ is equipped with the trivial $\Gamma$-representation.

Now given a point $y \in \mathbb{Z}$, let $O_y \subseteq \mathbb{Z}$ and $F_y < \Gamma$ denote its orbit and stabilizer respectively. For each such $y$, identify (set-theoretically) $O_y$ with $\Gamma/F_y$ to obtain a bijective map

$$
\varphi_y : O_y \times F_y \xrightarrow{\cong} \Gamma/F_y \times F_y.
$$

Choose a section $\phi_y : \Gamma/F_y \to \Gamma$. Then we have a bijection

$$
\tilde{\phi}_y : \Gamma \to \Gamma/F_y \times F_y, \\
g \mapsto (gF_y, g^{-1}\phi_y(gF_y)).
$$

Let $\Gamma$ act on $\Gamma/F_y \times F_y$ by the pushforward of the $\Gamma$-action on itself along $\tilde{\phi}_y$. Now consider the collection of orbits $W := \pi(Z) \subseteq M/\Gamma$. For each $O \in W$, choose a representative in the basic domain $N$, and let $Y$ be the collection of representatives so obtained as $O$ ranges over $W$. Define the sets

$$
\tilde{Z} := \bigsqcup_{y \in Y}(O_y \times F_y), \\
E := \bigsqcup_{y \in Y}(\Gamma/F_y \times F_y),
$$

(6)

and equip them with piecewise $\Gamma$-actions. Upon taking a disjoint union of the maps $\varphi_y$, we obtain a $\Gamma$-equivariant bijection

$$
\varphi : \tilde{Z} \xrightarrow{\cong} E.
$$

This in turn gives equivalent $\Gamma$-representations on the Hilbert spaces

$$
\bigoplus_{y \in Y} l^2(O_y \times F_y) \cong \bigoplus_{y \in Y} l^2(\Gamma/F_y \times F_y).
$$

We have the following:

**Proposition 2.15.** There is a $\Gamma$-equivariant unitary isomorphism

$$
\mathcal{H}_M \cong l^2(\tilde{Z}) \otimes H,
$$

where $H$ is a Hilbert space equipped with the trivial $\Gamma$-representation.
Proof. By (5), we have
\[ \mathcal{H}_M \cong \bigoplus_{y \in Y} l^2(O_y \times \Gamma) \otimes H \cong \bigoplus_{y \in Y} l^2(\Gamma/F_y \times \Gamma) \otimes H. \quad (7) \]

For each \( y \in Y \), let \( \nu_y : F_y \backslash \Gamma \rightarrow \Gamma \) be a section. Let \( \phi_y \) and \( \tilde{\phi}_y \) be given as above. One verifies that the following map is a \( \Gamma \)-equivariant bijection:
\[ \vartheta_y : \Gamma/F_y \times \Gamma \rightarrow \Gamma/F_y \times F_y \times F_y \backslash \Gamma, \]
\[ (g_1F_y, g_2) \mapsto (g_1F_y, \nu_y(F_yg_1^{-1}g_2)g_2^{-1}\phi_y(g_2\nu_y(F_yg_1^{-1}g_2)^{-1}F_y), F_yg_1^{-1}g_2), \]
where \( \Gamma \) acts on the left diagonally, while on the right it acts on \( \Gamma/F_y \times F_y \) by pushing forward the left-action of \( \Gamma \) on itself along \( \tilde{\phi}_y \), and trivially on \( F_y \backslash \Gamma \). Indeed, \( \vartheta_y \) can be written as a composition of maps as follows. Define the bijection
\[ \tilde{\nu}_y : \Gamma \rightarrow F_y \times F_y \backslash \Gamma, \quad g \mapsto (g\nu_y(F_yg)^{-1}, F_yg). \]
Then \( \vartheta_y \) is the following composition of bijections:
\[ \Gamma/F_y \times \Gamma \rightarrow \Gamma \times F_y \Gamma \rightarrow (\Gamma \times F_y) F_y \Gamma \rightarrow \Gamma \times F_y \Gamma \rightarrow \Gamma/F_y \times F_y \times F_y \backslash \Gamma, \]
\[ (g_1F_y, g_2) \mapsto [(g_1, g_1^{-1}g_2)] \]
\[ \mapsto ([g_1, \text{pr}_1(\tilde{\nu}_y(g_1^{-1}g_2))], \text{pr}_2(\tilde{\phi}_y(g_1^{-1}g_2))) \]
\[ \mapsto (g_2\nu_y(F_yg_1^{-1}g_2)^{-1}, F_yg_1^{-1}g_2) \]
\[ \mapsto (\tilde{\phi}_y(g_2\nu_y(F_yg_1^{-1}g_2)^{-1}), F_yg_1^{-1}g_2), \]
where \( \Gamma \times F_y \Gamma \) and \( \Gamma \times F_y \) are, respectively, the quotients of \( \Gamma \times \Gamma \) and \( \Gamma \times F_y \) by the equivalence relation \( (g_1, g_2) \sim (g_1k^{-1}, kg_2) \), for \( g_1 \in \Gamma, k \in F_y \), and \( g_2 \) in either \( \Gamma \) or \( F_y \). For each \( y \in Y \), \( \vartheta_y \) induces a \( \Gamma \)-equivariant isomorphism
\[ l^2(\Gamma/F_y \times \Gamma) \cong l^2(\Gamma/F_y \times F_y) \otimes l^2(F_y \backslash \Gamma), \]
where \( \Gamma \) acts trivially on \( l^2(F_y \backslash \Gamma) \). Combining this with (7) gives
\[ \mathcal{H}_M \cong \bigoplus_{y \in Y} l^2(\Gamma/F_y \times F_y) \otimes l^2(F_y \backslash \Gamma) \otimes H \]
\[ \cong \bigoplus_{y \in Y} l^2(O_y \times F_y) \otimes l^2(F_y \backslash \Gamma) \otimes H. \]

Now, for each \( y \), pick an identification of \( l^2(F_y \backslash \Gamma) \otimes H \) with \( H \) to give
\[ \mathcal{H}_M \cong \bigoplus_{y \in Y} l^2(O_y \times F_y) \otimes H \cong l^2(Z) \otimes H. \]
The isomorphism $\mathcal{H}_M \cong l^2(\tilde{Z}) \otimes H$ constructed in the above proof gives a $\Gamma$-equivariant identification between operators in $\mathcal{B}(\mathcal{H}_M)$ and $\tilde{Z} \times \tilde{Z}$-matrices with entries in $\mathcal{B}(H)$. Furthermore, it imposes a strong relationship between the propagation of an operator in $\mathcal{B}(\mathcal{H}_M)$ and the off-diagonal support of the corresponding matrix. To make this precise, we introduce the following notion.

**Definition 2.16.** The *matricial support* of $T \in \mathcal{B}(\mathcal{H}_M)$ is the set

$$\text{matsupp}(T) = \{(w, z) \in \tilde{Z} \times \tilde{Z} \mid T_{wz} \neq 0\}.$$ 

Define the composition

$$\text{pr}: \tilde{Z} \xrightarrow{\text{pr}_1} \bigsqcup_{y \in Y} O_y \hookrightarrow M.$$ 

For subsets $S, S'$ of $\tilde{Z}$, let us write

$$d^{\tilde{Z}}(S, S') := d(\text{pr}(S), \text{pr}(S')).$$ 

(If $S$ or $S' = \{z\}$, we will write $z$ in place of $S$ or $S$.) Using the fact that $Z$ is $c$-dense in $M$, we see that for any $w, z \in \text{matsupp}(T)$,

$$d^{\tilde{Z}}(w, z) \leq \text{prop}(T) + c.$$ 

Finally, observe that the subset

$$\mathcal{F} := \{(x, e) \in \tilde{Z} \mid x \in Y\}$$

is a fundamental domain for the $\Gamma$-action on $\tilde{Z}$, where $e$ is the identity in $\Gamma$. Thus if $T \in \mathcal{B}(\mathcal{H}_M)$ is a $\Gamma$-invariant operator, it is determined entirely by its entries in $\tilde{Z} \times \mathcal{F}$. If, in addition, $T$ has finite propagation, then one only needs to know the entries in the subset $B^{\tilde{Z}}_{\text{prop}(T)+c}(\mathcal{F}) \times \mathcal{F}$, where

$$B^{\tilde{Z}}_R(S) := \{z \in \tilde{Z} \mid d^{\tilde{Z}}(z, S) < R\},$$

for a subset $S \subseteq \tilde{Z}$ and $R > 0$.

### 2.4.2. Norm estimation.

We now proceed with the proof of Proposition 2.14. The first observation is:

**Lemma 2.17.** There exists a constant $C$ such that for any $z \in \mathcal{F}$ and $R > 0$,

$$\# B^{\tilde{Z}}_R(z) \leq CV^2_R.$$
Proof. By Corollary 2.7, the cardinality of the stabilizer $F_x$ of any point $x \in M$ is uniformly bounded. Thus it suffices to show that there exists $C$ such that

$$\#\text{pr}(B^2_R(z)) \leq CV^2_R$$

for any $z \in F$ and $R > 0$. In other words, it suffices to show that for any $x \in N$, $\#(B(x) \cap Z) \leq CV^2_R$, where $Z$ is as in (4). To this end, let $U$ be the Borel cover from 2.4.1. Lemma 2.4 implies that there exists $C_1$ such that

$$\#\{U \in U : U \cap B(x) \neq \emptyset\} \leq C_1V_R/U_{r_0}.$$  

Corollary 2.8 implies that each element of $U$ contains at most $C_2c$ points from any single $\Gamma$-orbit $O \subseteq M$ (here $C_2c$ is the constant $C_R$ from Corollary 2.8 with $R = 2c$). Thus

$$\#(B(x) \cap O) \leq V_{R+c}C_2c/U_{r_0}.$$  

By construction, the number of orbits in the set $Z$ that intersect $B(x)$ is bounded above by $C_2V_R/U_{r_0}$ for some constant $C_2$. It follows from Lemma 2.3 that

$$\#(B(x) \cap Z) \leq CV^2_R,$$

where $C$ is independent of $R$. □

Lemma 2.18. There exists a constant $C$ such that for any $z \in F$ and $R > 0$,

$$\#(B_R(z)) \leq CV_R,$$

where $\tilde{Z}$ is as in (6).

Proof. This follows from the proof of Lemma 2.17, but without the need to consider the orbit direction. □

We are led to the following lemma, which in particular implies Proposition 2.14:

Lemma 2.19. For any $T \in \mathbb{C}[M]^\Gamma$ and any $*$-homomorphism $\phi: \mathbb{C}[M]^\Gamma \to \mathcal{B}(H')$, where $H'$ is a Hilbert space,

$$\|\phi(T)\|_{\mathcal{B}(H')} \leq C_T V_{\text{prop}(T)}^4,$$

where $C_T := \sup_{w,z \in \tilde{Z}} \|T_{wz}\|$ and $C$ is a constant independent of $T$.

Proof. Let $T$ denote the operator whose $\tilde{Z} \times \tilde{Z}$-matrix entries are equal to those of $T$ on $B^2_{\text{prop}(T)+c}(\mathcal{F}) \times \mathcal{F}$, with all others being zero. It follows from the proof of [4, Lemma 3.4] that we can write $\mathcal{F}$ as a disjoint union of subsets $\mathcal{F}_1, \mathcal{F}_2, \ldots, \mathcal{F}_{L_1+1}$ with the property that if $w, z \in \mathcal{F}_i$ for some $i$, then $d_{\text{prop}}(w, z) > 2 \text{prop}(T) + 3c$. Let

$$Q = \{(z', z) \in \tilde{Z} \times \mathcal{F} : d_{\text{prop}}(z', z) \leq \text{prop}(T) + c\}.$$
Write $Q_i = Q \cap (\tilde{Z} \times F_i)$. By Lemmas 2.17, 2.18, and 2.3, there exist $C_1, C_2 > 0$ such that for any $z \in F_i$,

$$\#(B^2_{2 \text{prop}(T) + 3c}(z) \cap F) \leq C_1 V_{\text{prop}(T)},$$

$$\#B^2_{c}(z) \leq C_2 V^2_{\text{prop}(T)}.$$  

Note that $C_1$ and $C_2$ are independent of $T$. Setting

$$L_1 := \lfloor C_1 V_{\text{prop}(T)} \rfloor, \quad L_2 := \lfloor C_2 V^2_{\text{prop}(T)} \rfloor,$$

one sees that for any $z \in F_i$, there are at most $L_2$ elements $z' \in \tilde{Z}$ such that $(z', z) \in Q_i$. Thus there exists a disjoint union decomposition

$$Q = \bigsqcup_{i=1}^{(L_1+1)L_2} P_i,$$

where the sets $P_i$ have the property that, for any two distinct elements $(w, z)$ and $(w', z') \in P_i$, we have $d(\tilde{Z}, z, z') > 2 \text{prop}(T) + 3c$, and hence $w \neq w'$. This gives a decomposition

$$T = \sum_{i=1}^{(L_1+1)L_2} \mathcal{T}_i, \quad \text{matsupp}(\mathcal{T}_i) \subseteq P_i.$$  

Observe that, for each $i$, the operator $\mathcal{T}_i^{*} \mathcal{T}_i$ is $\Gamma$-invariant and has matricial support confined to the diagonal of $\mathcal{F} \times \mathcal{F}$ and so has norm at most $C_T^2$.

Let $l^\infty(\tilde{Z}, \mathcal{K}(H))^\Gamma \subseteq \mathbb{C}[M]^\Gamma$ denote the $*$-subalgebra of $\Gamma$-invariant operators whose matrix entries belong to the diagonal of $\tilde{Z} \times \tilde{Z}$. Since it is a $C^*$-algebra, the norm of any operator $T' \in l^\infty(\tilde{Z}, \mathcal{K}(H))^\Gamma$ contracts under any $*$-representation of $\mathbb{C}[M]^\Gamma$. Applying this to $T' = \mathcal{T}_i^{*} \mathcal{T}_i$, and using Lemma 2.3, we get:

$$\|\phi(T)\|_{\mathcal{B}(H')} \leq \sum_{i=1}^{(L_1+1)L_2} \|\phi(\mathcal{T}_i)\|_{\mathcal{B}(H')} \leq (L_1 + 1)L_2 C_T \leq CC_T V^4_{\text{prop}(T)},$$

for some $C$ independent of $T$. \hfill $\square$

2.5. Maximal Roe algebras.

It follows from Lemma 2.19 that the norm of an operator $T \in \mathbb{C}[M]^\Gamma$ in any $*$-representation has a finite bound independent of the $*$-representation. This allows us to define several versions of the maximal equivariant Roe algebra, as follows.

The first is the algebra $C^*_\text{max}(M)^\Gamma$ defined on the admissible module $\mathcal{H}_M$ as the completion of $\mathbb{C}[M]^\Gamma$ in the norm $\|\cdot\|_{\text{max}}$ (see Definition 2.13).

We also have:

- ...
Definition 2.20. The maximal equivariant Roe algebra on the $M$-$\Gamma$-module $L^2(S)$, denoted by $C^*_{\text{max}}(M; L^2(S))^\Gamma$, is the completion of $\mathbb{C}[M; L^2(S)]^\Gamma$ under the norm pulled back under the injective $*$-homomorphism given by the composition

$$\mathbb{C}[M; L^2(S)]^\Gamma \oplus_0 \mathbb{C}[M; L^2(S)] \oplus 0 \hookrightarrow C^*_{\text{max}}(M)^\Gamma.$$ 

Finally, we define a uniform version of the maximal Roe algebra on the module $L^2(S)$ as the completion in $C^*_{\text{max}}(M; L^2(S))^\Gamma$ of a certain space Schwartz kernels. This algebra will play a key role in the results of the next section. Recall:

Definition 2.21. A section $k$ of $\text{End}(S) \cong S \boxtimes S^*$ has finite propagation if there exists an $R > 0$ such that for all $x, y \in M$,

$$d(x, y) > R \implies k(x, y) = 0.$$ 

The infimum of such $R$ is called the propagation of $k$, denoted by $\text{prop}(k)$.

Definition 2.22. Let $\mathcal{S}_u^\Gamma$ denote the $*$-subalgebra of $\mathcal{B}(L^2(S))$ whose elements are given by Schwartz kernels $k \in C^\infty_b(S \boxtimes S^*)$ that satisfy:

(i) $k$ has finite propagation;
(ii) $k(x, y) = k(gx, gy)$ for all $g \in \Gamma$;
(iii) Each covariant derivative of $k(x, y)$ is uniformly bounded over $M \times M$.

Note that properties (i) and (ii) imply that $\mathcal{S}_u^\Gamma$ is a $*$-subalgebra of $\mathbb{C}[M; L^2(S)]^\Gamma$.

Definition 2.23. The maximal equivariant uniform Roe algebra of $M$ on $L^2(S)$, denoted by $C^*_{\text{max},u}(M; L^2(S))^\Gamma$, is the completion of $\mathcal{S}_u^\Gamma$ in $C^*_{\text{max}}(M; L^2(S))^\Gamma$.

Remark 2.24. Elements of $\mathcal{S}_u^\Gamma$ are approximable on each local piece of the manifold by finite-rank operators in a way that is uniform across the manifold. The completion of $\mathcal{S}_u^\Gamma$ in the operator norm on $\mathcal{B}(L^2(S))$ is referred to as the reduced equivariant uniform Roe algebra on the module $L^2(S)$.

3. Functional calculus

We now use the estimates established in the previous section to complete a key step in the proof of Theorem 1.1, namely to establish a functional calculus for the unbounded operator $D$ on the maximal equivariant uniform Roe algebra. The main result of this section is Theorem 3.1. A basic reference for the material on Hilbert $C^*$-modules used in this section is [6].
3.1. A Hilbert module operator.

We view the $C^\ast$-algebra $C^\ast_{\text{max},u}(M;L^2(S))^\Gamma$ as a right Hilbert module over itself. The inner product and right action on $C^\ast_{\text{max},u}(M;L^2(S))^\Gamma$ are defined naturally through multiplication: for $a, b \in C^\ast_{\text{max},u}(M;L^2(S))^\Gamma$,

$$\langle a, b \rangle = a^\ast b, \quad a \cdot b = ab,$$

where the adjoint is defined on the kernel algebra $S^\Gamma_u$ in the usual way. The algebra of compact operators on this Hilbert module can be identified with $C^\ast_{\text{max},u}(M;L^2(S))^\Gamma$ via left multiplication. Similarly, the algebra of bounded adjointable operators can be identified with the multiplier algebra $\mathcal{M}$ of $C^\ast_{\text{max},u}(M;L^2(S))^\Gamma$.

We first show that $D$ can be viewed as an unbounded operator on this Hilbert module. The Dirac operator $D$ acts naturally on smooth sections of $M \times M$ as follows: for each $s \in S^\Gamma_u$, define $Ds$ to be the section $(x,y) \mapsto D_x s(x,y)$, where $D_x$ means the operator $D$ acting on the $x$-coordinate. One verifies easily that $D$ is symmetric with respect to the inner product structure defined above.

In keeping with the usual notion of an unbounded operator on a Hilbert module, we need to ensure that the domain of $D$ is a right $C^\ast_{\text{max},u}(M;L^2(S))^\Gamma$-module. To do this, let $(C^\ast_{\text{max},u}(M;L^2(S))^\Gamma)^+$ be the unitization of $C^\ast_{\text{max},u}(M;L^2(S))^\Gamma$. Then the right ideal $S^\Gamma_u \cdot (C^\ast_{\text{max},u}(M;L^2(S))^\Gamma)^+$ contains $S^\Gamma_u$ and admits a right action by $C^\ast_{\text{max},u}(M;L^2(S))^\Gamma$. We can extend the action of $D$ in a natural way to $S^\Gamma_u \cdot (C^\ast_{\text{max},u}(M;L^2(S))^\Gamma)^+$ by setting, for each $a \in S^\Gamma_u$ and $b \in C^\ast_{\text{max},u}(M;L^2(S))^\Gamma$,

$$D(ab) := (Da)b.$$

Note that this is well-defined, since if $ab = \tilde{a}\tilde{b}$, then for any $v \in S^\Gamma_u$, symmetry of $D$, together with continuity of the inner product, shows that

$$\langle (Da)b, v \rangle = \lim_{n \to \infty} \langle (Da)b_n, v \rangle = \langle ab, Dv \rangle = \langle \tilde{a}\tilde{b}, Dv \rangle = \langle (D\tilde{a})\tilde{b}, v \rangle,$$

where $b_n$ is a sequence in $S^\Gamma_u$ converging to $b$. Density of $S^\Gamma_u$ in $C^\ast_{\text{max},u}(M;L^2(S))^\Gamma$ then implies that $(Da)b = (D\tilde{a})\tilde{b}$.
After taking the closure, we obtain a densely defined, closed $C^*_{\text{max},u}(M; L^2(S))^\Gamma$-linear operator

$$\overline{D}: C^*_{\text{max},u}(M; L^2(S))^\Gamma \to C^*_{\text{max},u}(M; L^2(S))^\Gamma.$$  \hfill (8)

Further, for each $l \in \mathbb{N}$, the operator $\overline{D}^l$ is a densely defined, closed $C^*_{\text{max},u}(M; L^2(S))^\Gamma$-linear operator on $C^*_{\text{max},u}(M; L^2(S))^\Gamma$.

We make two remarks. First, since the action of $D$ on $S_{\Gamma}^u \cdot (C^*_{\text{max},u}(M; L^2(S))^\Gamma)$ is determined by its action on $S_{\Gamma}^u$, in practice we may just work with the latter. Second, for the sake of brevity, we will simply write $D$ to mean its closure $\overline{D}$ where confusion is unlikely to arise.

3.2. Regularity and essential self-adjointness.

Let us state main result of this section:

**Theorem 3.1.** There exists a real number $\mu \neq 0$ such that the unbounded operators

$$D \pm \mu i: C^*_{\text{max},u}(M; L^2(S))^\Gamma \to C^*_{\text{max},u}(M; L^2(S))^\Gamma$$

have dense range.

We will proceed to the proof of this theorem shortly. First observe the following consequence ([6, Lemmas 9.7 and 9.8]):

**Corollary 3.2.** For each $l \in \mathbb{N}$, the unbounded operator $\overline{D}^l$ on the Hilbert module $C^*_{\text{max},u}(M; L^2(S))^\Gamma$ is regular and self-adjoint.

Regular and essentially self-adjoint operators on a Hilbert $C^*$-module admit a functional calculus that satisfy the following set of properties [6, Theorem 10.9], [5, Proposition 16]:

**Theorem 3.3.** Let $B$ be a $C^*$-algebra and $\mathcal{N}$ a Hilbert $B$-module. Let $C(\mathbb{R})$ be the $*$-algebra of complex-valued continuous functions on $\mathbb{R}$. For any regular, essentially self-adjoint operator $T$ on $\mathcal{N}$, there is a $*$-preserving linear map

$$\pi_T: C(\mathbb{R}) \to \mathcal{R}_B(\mathcal{N}),$$

$$f \mapsto f(T) := \pi_T(f),$$

where $\mathcal{R}_B(\mathcal{N})$ denotes the regular operators on $\mathcal{N}$, such that:

(i) $\pi_T$ restricts to a $*$-homomorphism $C_b(\mathbb{R}) \to \mathcal{L}_B(\mathcal{N})$;

(ii) If $|f(t)| \leq |g(t)|$ for all $t \in \mathbb{R}$, then $\text{dom}(g(T)) \subseteq \text{dom}(f(T))$;
(iii) If \((f_n)_{n \in \mathbb{N}}\) is a sequence in \(C(\mathbb{R})\) for which there exists \(F \in C(\mathbb{R})\) such that 
\[ |f_n(t)| \leq F(t) \]
for all \(t \in \mathbb{R}\), and if \(f_n\) converge to a limit function \(f \in C(\mathbb{R})\) uniformly on compact subsets of \(\mathbb{R}\), then \(f_n(T)x \rightarrow f(T)x\) for each \(x \in \text{dom}(f(T))\);
(iv) \(\text{Id}(T) = T\), where \(\text{Id}\) is the function \(t \mapsto t\).

In the rest of this section, we will finish the proof of Theorem 3.1.

Let \(f_\mu : \mathbb{R} \rightarrow \mathbb{C}\) be the function \(x \mapsto (x + \mu i)^{-1}\). Let \(K_{f_\mu}\) denote the Schwartz kernel of the bounded operator \(f_\mu(D)\). Since \(K_{f_\mu}\) is pseudodifferential, it is smooth on the complement of the diagonal. Furthermore, it satisfies the following estimate:

**Proposition 3.4.** There exists \(C_\mu > 0\) such that for all \(x, y \in M\) with \(d(x, y) \geq 1\),
\[
\|K_{f_\mu}(x, y)\| \leq C_\mu e^{-\frac{\mu}{2}d(x, y)},
\]
where \(\|\cdot\|\) denotes the fiberwise norm on \(S \otimes S^*\).

To prove this, we will use the following lemma, which is an adaptation of [2, Lemma 3.5] to the bounded geometry setting.

**Lemma 3.5.** Let \(T\) be a bounded linear operator on \(L^2(S)\) such that
\[
\sup_{k+j \leq \frac{3}{2} \dim M + 3} \|D^k T D^j\|_{B(L^2(S))} < \infty.
\]

Then \(T\) is an integral operator with a continuous Schwartz kernel \(K_T(x, y)\), and there exists \(C > 0\), independent of \(T\), such that
\[
\inf_{x, y \in M} \|K_T(x, y)\| \leq C \sup_{k+j \leq \frac{3}{2} \dim M + 3} \|D^k T D^j\|_{B(L^2(S))},
\]
where \(\|\cdot\|\) denotes the fiberwise norm on \(S \otimes S^*\).

**Proof.** Since \(M\) has bounded Riemanian geometry, it admits an open cover \(\{U_l\}_{l \in \mathbb{N}}\) and a subordinate smooth partition of unity \(\{\varphi_l\}_{l \in \mathbb{N}}\) such that
(i) \(0 \leq \varphi_l \leq 1\) for each \(l\);
(ii) Each \(U_l\) has compact closure;
(iii) The maximum number of overlapping elements of \(\{U_l\}_{l \in \mathbb{N}}\) is finite;
(iv) There exists \(C > 0\) such that \(\|[D, \varphi_l]\|_{B(L^2(S))}\) is bounded above by \(C\) for all \(l\).

See [14, Lemmas 1.2, 1.3]. By repeated applications of (iv), and using the fact that \(D^{2k}[D, \varphi_l](1 + D^2)^{-k}\) and \(D^{2k}[D, \varphi_m](1 + D^2)^{-k}\) are bounded operators, we see that for every \(l, m \in \mathbb{N}\) we have
\[
\sup_{k+j \leq \frac{3}{2} \dim M + 3} \|D^k \varphi_l T \varphi_m D^j\|_{B(L^2(S))} < \infty.
\]
It follows from [2, Lemma 3.5] in the compact setting that \( \varphi_l T \varphi_m \) is an integral operator on \( M \) with continuous Schwartz kernel \( K_{\varphi_l T \varphi_m} \), whence \( T \) is an integral operator with continuous Schwartz kernel \( K_T = \sum_{l,m} K_{\varphi_l T \varphi_m} \), which is a pointwise finite sum by (iii).

For each \( x \in M \), let \( I_x := \{ l \in \mathbb{N} : x \in U_l \} \), and define the function

\[
\varphi_x := \sum_{l \in I_x} \varphi_l.
\]

Then there is a neighbourhood of \( x \) on which \( \varphi_x \) takes the constant value 1. Together with [2, Lemma 3.5], this implies that for every \( (x, y) \in M \times M \), there exists a positive constant \( C_{x,y} \) such that

\[
\| K_T(x, y) \| = \| \varphi_x K_T \varphi_y (x, y) \| \leq C_{x,y} \cdot \sup_{k + j \leq \frac{3}{2} \dim M + 3} \left\| D^k \varphi_x T \varphi_y D^j \right\|_{B(L^2(S))}.
\]

Again by repeated applications of (iv), and the fact that \( D^{2k} [D, \varphi_x] (1 + D^2)^{-k} \) and \( D^{2k} [D, \varphi_y] (1 + D^2)^{-k} \) are bounded operators, there exists \( C'_{x,y} \) such that this is bounded above by

\[
C'_{x,y} \cdot \sup_{k + j \leq \frac{3}{2} \dim M + 3} \left\| D^k T D^j \right\|_{B(L^2(S))}.
\]

Furthermore, the conditions above imply that the constants \( C'_{x,y} \) are uniformly bounded above by a constant \( C \), independent of \( x \) and \( y \), hence

\[
\sup_{x,y} \| K_T(x, y) \| \leq C \cdot \sup_{k + j \leq \frac{3}{2} \dim M + 3} \left\| D^k T D^j \right\|_{B(L^2(S))}.
\]

**Proof of Proposition 3.4.** Let \( x, y \in M \) with \( \lambda := \text{dist}(x, y) \geq 1 \). Choose a smooth function \( \phi : \mathbb{R} \to \mathbb{R} \) such that \( \phi(\xi) = 1 \) for \( |\xi| \geq 1 \) and \( \phi(\xi) = 0 \) if \( |\xi| \leq \frac{1}{2} \). Let \( \phi_\lambda(\xi) := \phi \left( \frac{\xi}{\lambda} \right) \). Let \( g_\mu \) be the function on \( \mathbb{R} \) with Fourier transform

\[
\hat{g}_\mu(\xi) = \phi_\lambda(\xi) \hat{f}_\mu(\xi).
\]

Let \( K_{g_\mu} \) denote the Schwartz kernel of \( g_\mu(D) \). By Lemma 3.5, there exists \( C > 0 \) such that for all \( x, y \in M \),

\[
\| K_{g_\mu}(x, y) \| \leq C \cdot \sup_{l \leq \frac{3}{2} \dim M + 3} \| D^l g_\mu(D) \|_{B(L^2(S))}.
\]

For a given \( l \leq \frac{3}{2} \dim M + 3 \), we can estimate the right-hand side as follows. Let \( \psi_l \) be the function given by \( \psi_l(s) = s^l g_\mu(s) \). We have

\[
\hat{\psi}_l(\xi) = \left( \frac{1}{i} \frac{d}{d\xi} \right)^n (\phi_\lambda \hat{f})(\xi).
\]
By the Fourier inversion formula

\[ g_\mu(D) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{g}_\mu(\xi)e^{i\xi D} d\xi, \]

and the fact that \( \phi_\lambda \) is supported on \( |\xi| \geq \frac{1}{2} \), we have:

\[
\|D^l g_\mu(D)\|_{B(L^2(S))} = \|\psi_l(D)\|_{B(L^2(S))} \\
\leq \frac{1}{2\pi} \int_{|\xi| \geq \frac{1}{2}} \left| \hat{\psi}_l(\xi) \right| d\xi \\
\leq C_1 \sum_{j=0}^{l} \int_{|\xi| \geq \frac{1}{2}} \left| \hat{f}_\mu^{(l-j)}(\xi) \right| d\xi \\
\leq C_2 \int_{|\xi| \geq \frac{1}{2}} e^{-\mu \xi} \mathbb{1}_{(0, \infty)} d\xi \\
\leq C_3 e^{-\frac{\mu^2}{2}},
\]

for some \( C_1, C_2, C_3 > 0 \), and where we have used that \( \hat{f}_\mu(\xi) = \frac{2\pi \mu}{i} e^{-\mu \xi} \mathbb{1}_{(0, \infty)} \), with \( \mathbb{1} \) being the indicator function. It follows that for all \( x, y \) with \( d(x, y) \geq 1 \), there exists \( C_\mu > 0 \) such that \( \|K_{g_\mu}(x, y)\| \leq C_\mu e^{-\frac{\mu^2}{8}d(x, y)} \) for a constant \( C_\mu \). Now a standard finite-propagation argument for the wave operator shows that \( K_{f_\mu}(x, y) = K_{g_\mu}(x, y) \) whenever \( d(x, y) \geq 1 \), and we conclude. \( \square \)

**Corollary 3.6.** For any \( k \in S^*_u \), we have

\[
\| (D + \mu i)^{-1} k(x, y) \| \leq C_\mu e^{-\frac{\mu^2}{8}d(x, y)},
\]

where \( C_\mu \) is a constant depending on \( \mu \) and \( \| \cdot \| \) is the fiberwise norm on \( S \boxtimes S^* \).

**Proof.** For any \( y \in M \), set

\[ L_y = \{ z \in M | k(z, y) \neq 0 \}. \]

Observe that \( \sup_{y \in M} \{ \text{diam}(L_y) \} \leq \text{prop}(k) \). By bounded Riemannian geometry, we have \( \sup_{y \in M} \{ \text{vol}(L_y) \} \leq C'_k \) for some constant \( C'_k \). Let \( B_1 \) be the set of \( (x, y) \in M \times M \) with \( d(x, y) < 1 \), and let \( B'_1 \) denote its complement. Let \( K_{<1} := K_{f_\mu} \mathbb{1}_{B_1} \) and
\[ K_{\geq 1} := K_{f_{\mu}} \mathbb{1}_{B_1^\mu}. \] Thus \( K_{f_{\mu}} = K_{< 1} + K_{\geq 1} \). We have, for all \( x, y \in M \),

\[
\left\| \int_M K_{\geq 1}(x, z)k(z, y) \, dz \right\| \leq \int_{L_y} \left\| K_{\geq 1}(x, z)k(z, y) \right\| \, dz \\
\leq C_{\mu} \int_{L_y} e^{-\frac{\mu}{2}(d(x, y) - d(z, y))} \left\| k(z, y) \right\| \, dz \\
\leq C_{\mu} e^{-\frac{\mu}{2}d(x, y)} \int_{L_y} e^{\frac{\mu}{2}d(z, y)} \left\| k(z, y) \right\| \, dz \\
\leq C_{\mu} e^{-\frac{\mu}{2}d(x, y)}, \quad C_{\mu} e^{\frac{\mu}{2} \text{prop}(k)} \|k\|_{L^\infty}
\]

for a new constant \( C_k'' \). Now, we have

\[
\left\| \int_M K_{< 1}(x, z)k(z, y) \, dz \right\| \leq \| (D + \mu i)^{-1}k(x, y) \| + \left\| \int_M K_{\geq 1}(x, z)k(z, y) \, dz \right\| \\
\leq C + C_k''
\]

for a constant \( C > 0 \) given by the Sobolev embedding theorem and uniform boundedness of \( M \). Also note that the function

\[
(x, y) \mapsto \int_M K_{< 1}(x, z)k(z, y) \, dz
\]

is supported on some ball \( B \) of finite radius around the diagonal, so there exists \( C_k > 0 \) such that

\[
\| (D + \mu i)^{-1}k(x, y) \| \leq \left\| \int_M K_{\geq 1}(x, z)k(z, y) \, dz \right\| + (C + C_k'') \mathbb{1}_B(x, y) \\
\leq C_k e^{-\frac{\mu}{2}d(x, y)}.
\]

We now prove the key technical result of this section, Theorem 3.1.

**Proof of Theorem 3.1.** We will argue in the case of the operator \( D + \mu i \), with the case of \( D - \mu i \) being entirely analogous. Let \( k \in \mathcal{S}_u^\infty \). Fix a countable open cover \( M \) whose elements have uniformly bounded diameter. Let \( \{\rho_j\}_{j \in \mathbb{N}} \) be a smooth partition of unity subordinate to this cover. We can write

\[
k(x, y) = \sum_j \rho_j(x)k(x, y).
\]
Note that the Schwartz kernel $k_j := (D + \mu i)^{-1}(\rho j k)$ is smooth but may not be compactly supported in $M \times M$. However, since it is compactly supported in the second coordinate, the sum

$$\tilde{k}(x, y) := \sum_j k_j(x, y) = (D + \mu i)^{-1}k(x, y)$$

still makes sense at each point $(x, y) \in M \times M$ and moreover is $\Gamma$-invariant.

Since $M \times M$ is complete, there exists a family $\{f_\varepsilon\}_{\varepsilon \in (0, 1]}$ of smooth functions on $M \times M$, invariant under the diagonal action of $\Gamma$, such that for all $\varepsilon \in (0, 1]$, we have

(i) $f_\varepsilon = 1$ on $B_1(\text{supp}(k))$;
(ii) $f_\varepsilon = 0$ outside $B_3(\text{supp}(k))$;
(iii) $\|df_\varepsilon\|_{\infty} \leq \varepsilon$.

Write $d_1f_\varepsilon \in C^\infty(M \times M, T^*M \times M)$ for the derivative of $f_\varepsilon$ in the first factor. Clifford multiplication then defines a map $c(d_1f_\varepsilon): M \times M \to \text{End}(S)$. Note that by property (ii) above, $f_\varepsilon \tilde{k}$ and $c(d_1f_\varepsilon)\tilde{k}$ belong to $\mathcal{S}_u^\Gamma$ for each $\varepsilon \in (0, 1]$. We have:

$$(D + \mu i)(f_\varepsilon \tilde{k}) = f_\varepsilon(D + i\mu)\tilde{k} + c(d_1f_\varepsilon)\tilde{k} = k + c(d_1f_\varepsilon)\tilde{k}. \quad (9)$$

Here the composition $c(d_1f_\varepsilon)\tilde{k}$ is given by

$$(c(d_1f_\varepsilon)\tilde{k})(x, y) = c(d_1f_\varepsilon)(x, y)_x \circ \tilde{k}(x, y), \quad (10)$$

where $c(d_1f_\varepsilon)(x, y)_x$ denotes the value of $c(d_1f_\varepsilon)(x, y) \in \text{End}(S)$ at the fiber over $x$.

Let $\phi: \mathbb{C}[M]^\Gamma \to \mathcal{B}(H')$ be a $*$-representation. By (9), we have

$$\|\phi(((D + \mu i)(f_\varepsilon \tilde{k}) - k) \oplus 0)\|_{\mathcal{B}(H')} = \|\phi(c(d_1f_\varepsilon)\tilde{k} \oplus 0)\|_{\mathcal{B}(H')} . \quad (11)$$

We now show that for $\mu$ sufficiently large, for any $k \in \mathcal{S}_u^\Gamma$ the quantity (11) approaches 0 in the limit $\varepsilon \to 0$, at a rate independent of the representation $\phi$.

To do this, let $\Delta_{M \times M}$ denote the diagonal in $M \times M$, and consider the open cover $\mathcal{V} := \{V_l\}_{l \in \mathbb{Z}_{\geq 0}}$ of $M \times M$ by the sets

$$V_l := \begin{cases} 
B_{2^l}(\Delta_{M \times M}) & \text{if } l = 0, \\
B_{l+\frac{1}{4}}(\Delta_{M \times M}) \setminus B_{l-\frac{1}{4}}(\Delta_{M \times M}) & \text{otherwise.}
\end{cases}$$

Note that each $V_l$ is preserved by the diagonal action of $\Gamma$ on $M \times M$. Let $\{\psi_l\}_{l \in \mathbb{Z}_{\geq 1}}$ be a smooth $\Gamma$-invariant partition of unity subordinate to $\mathcal{V}$. For each $l$, the kernel

$$\tilde{k}_l(x, y) := \psi_l \tilde{k}(x, y)$$
is an element of $S_u^\Gamma$ with propagation at most $\sqrt{2}(l + \frac{1}{2})$. For each $\varepsilon \in (0, 1]$, there exists a finite $N_\varepsilon$ such that

$$c(d_1 f_\varepsilon) \tilde{k} = \sum_{l=1}^{N_\varepsilon} c(d_1 f_\varepsilon) \tilde{k}_l.$$ 

By Lemmas 2.19 and 2.3, there exist constants $C_1$, $C_2$, and $C_3$, independent of $\phi$, $k$, and $\varepsilon$, such that

$$\left\| \phi(c(d_1 f_\varepsilon) \tilde{k}_l \oplus 0) \right\|_{B(H')} \leq C_1 V^4 \frac{1}{\sqrt{2(l + \frac{1}{2})}} \| df_\varepsilon \|_\infty \cdot \sup_{w, z \in \tilde{Z}} \| (\tilde{k}_l)_{wz} \|_{B(H_M)}$$

$$\leq C_2 e^{C_3 l} \| df_\varepsilon \|_\infty \cdot \sup_{w, z \in \tilde{Z}} \| (\tilde{k}_l)_{wz} \|_{B(H_M)}.$$ 

Here $(\tilde{k}_l)_{wz}$ denotes the $(w, z)$-entry of $\tilde{k}_l$ considered as a $\tilde{Z} \times \tilde{Z}$-matrix, as in subsection 2.4.1, and we have used that the map $\oplus 0$ from (3) preserves propagation and $L^2$-norm. The entrywise norm $\| (\tilde{k}_l)_{wz} \|_{B(H_M)}$ is bounded above by $\| k_l \|_\infty$ times a constant that is independent of $w, z \in \tilde{Z}$, and hence

$$\left\| \phi(c(d_1 f_\varepsilon) \tilde{k}_l \oplus 0) \right\|_{B(H')} \leq C_4 e^{C_3 l} \| df_\varepsilon \|_\infty \| \tilde{k}_l \|_\infty,$$

where $C_4$ is again independent of $k$. Since $\tilde{k}_l$ is supported away from $B_{l-\frac{1}{2}}(\Delta_M \times M)$, Proposition 3.4 implies that there exist constants $C_\mu$ (depending only on $\mu$) and $C_k$ (depending only on the initial kernel $k$) such that

$$\| \tilde{k}_l \|_\infty \leq C_\mu C_k e^{-\frac{\mu l}{2}}.$$ 

This implies that

$$\left\| \phi(c(d_1 f_\varepsilon) \tilde{k} \oplus 0) \right\|_{B(H')} = \left\| \phi\left(\sum_{l=0}^{N_\varepsilon} c(d_1 f_\varepsilon) \tilde{k}_l \oplus 0\right) \right\|_{B(H')}$$

$$\leq \sum_{l=0}^{N_\varepsilon} \left\| \phi(c(d_1 f_\varepsilon) \tilde{k}_l \oplus 0) \right\|_{B(H')}$$

$$\leq C_4 C_\mu C_k \sum_{l=0}^{N_\varepsilon} \| df_\varepsilon \|_\infty \cdot e^{C_3 l} e^{-\frac{\mu l}{2}}.$$ 

For $\mu$ sufficiently large, the last sum converges and is bounded above by

$$C' C_k \| df_\varepsilon \| \leq C' C_k \varepsilon,$$
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for some constant $C'$ independent of $\varepsilon$ and $k$. Thus for $\mu$ large enough, (11) approaches 0 in the limit $\varepsilon \to 0$, independent of the initial choice of $k$.

This shows that any $k \in S_u^\Gamma$ can be approximated arbitrarily closely in the norm of $C_{\max,u}^*(M; L^2(S))^\Gamma$ by elements in the image of $D + \mu i$. It follows that, since $S_u^\Gamma$ is dense in $C_{\max,u}^*(M; L^2(S))^\Gamma$, the Hilbert module operator $D + \mu i$ has dense range. \(\square\)

4. PROOF OF THE MAIN THEOREM

In this section, we first define the maximal uniform index of $D$ and show that under the positive scalar curvature assumption, this index vanishes. We then use this to prove our main result, Theorem 1.1.

4.1. The maximal uniform index.

Let $\mathcal{M} := \mathcal{M}(\mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma)$ denote the multiplier algebra of $\mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma$. The short-exact sequence of $C^*$-algebras

$$0 \to \mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma \to \mathcal{M} \to \mathcal{M}/\mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma \to 0$$

induces a six-term exact sequence in $K$-theory:

$$K_0(\mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma) \longrightarrow K_0(\mathcal{M}) \longrightarrow K_0(\mathcal{M}/\mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma)$$

\[ \partial \]

$$K_1(\mathcal{M}/\mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma) \longrightarrow K_1(\mathcal{M}) \longrightarrow K_1(\mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma).$$

Let $\chi: \mathbb{R} \to \mathbb{R}$ be a continuous odd function with limit 1 at $\infty$ (called a normalizing function). We now apply the functional calculus of Theorem 3.3 with $\mathcal{N} = \mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma$ and $T = D$ to form the bounded adjointable operator

$$\chi(D): \mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma \to \mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma.$$

In the remainder of this section we prove:

**Proposition 4.1.** The operator $\chi(D)$ is invertible modulo $\mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma$ and so defines a class

$$[\chi(D)] \in K_{n+1}(\mathcal{M}/\mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma)$$

that is independent of the choice of normalizing function $\chi$.

**Definition 4.2.** The maximal uniform index of $D$, denoted $\text{index}_{\max,u}(D)$, is the image of $[\chi(D)]$ under the boundary map

$$\partial: K_{n+1}(\mathcal{M}/\mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma) \to K_n(\mathcal{C}_{\max,u}^*(M; L^2(S))^\Gamma).$$
Proof of Proposition 4.1. Without loss of generality, let us work in the case when \( n \) is even. By Theorem 3.1, we have \( \chi(D) \in \mathcal{M}(C_{\text{max, } u}^*(M; L^2(S))^\Gamma) \). To see that \( \chi(D) \) defines a class in \( K_1(\mathcal{M}/C_{\text{max, } u}^*(M; L^2(S))^\Gamma) \), it suffices to show that for any \( f \in C_0(\mathbb{R}) \), we have \( f(D) \in C_{\text{max, } u}^*(M; L^2(S))^\Gamma \), since \( \chi^2 - 1 \in C_0(\mathbb{R}) \). Since \( M \) has bounded Riemannian geometry, [10, Proposition 2.10] implies that for any \( f \in \mathcal{S}(\mathbb{R}) \) with compactly supported Fourier transform, the operator \( f(D) \) is given by a smooth Schwarz kernel that is uniformly bounded along with all of its derivatives. The fact that \( \mathcal{S}(\mathbb{R}) \) is dense in \( C_0(\mathbb{R}) \), together continuity of the functional calculus homomorphism (part (i) of Theorem 3.3) shows this is true for general \( f \in C_0(\mathbb{R}) \). Finally, since the difference of any two normalizing functions lies in \( C_0(\mathbb{R}) \), the class \( [\chi(D)] \) is independent of the choice of \( \chi \).  

4.2. Vanishing of the maximal uniform index.

Suppose that the scalar curvature function \( \kappa \) of \( (M^n, g) \) is uniformly positive; that is, there exists \( c > 0 \) such that \( \kappa \geq c \). Recall that the Lichnerowicz formula states that

\[
D^2 v = \nabla^* \nabla v + \kappa/4 v \tag{13}
\]

for all elements \( v \in \mathcal{S}_{\text{u}}^\Gamma \), where \( \nabla \) is the lift of the Levi-Civita connection to \( S \).

Proposition 4.3. The spectrum of the Hilbert \( C_{\text{max, } u}^*(M; L^2(S))^\Gamma \)-module operator \( D \) has a gap \( (-\sqrt{c^2/4}, \sqrt{c^2/4}) \).

Proof. To be more precise, let us write \( \overline{D} \) for the closure of the operator \( D \) on \( \mathcal{S}_{\text{u}}^\Gamma \), as in subsection 3.1. By Corollary 3.2, the operator \( \overline{D} \) is self-adjoint. We wish to show that

\[
\langle \overline{D} v, \overline{D} v \rangle \geq c/4 \langle v, v \rangle \tag{14}
\]

for all \( v \) in the domain of \( \overline{D} \), where \( \langle \cdot, \cdot \rangle \) denotes the \( C_{\text{max, } u}^*(M; L^2(S))^\Gamma \)-valued inner product. In fact, it suffices to show that

\[
\langle \overline{D} w, \overline{D} w \rangle \geq c/4 \langle w, w \rangle
\]

for all \( w \in \mathcal{S}_{\text{u}}^\Gamma \). Indeed, for any \( v \) in the domain of \( \overline{D} \), there is a sequence of elements \( (w_n)_{n \in \mathbb{N}} \) in \( \mathcal{S}_{\text{u}}^\Gamma \) such that \( v = \lim_{n \to \infty} w_n \) and \( \overline{D} v = \lim_{n \to \infty} \overline{D} w_n \). Therefore, if we have shown

\[
\langle \overline{D} w_n, \overline{D} w_n \rangle \geq c/4 \langle w_n, w_n \rangle \text{ for all } n \in \mathbb{N},
\]

it would then follow that

\[
\langle \overline{D} v, \overline{D} v \rangle \geq c/4 \langle v, v \rangle.
\]
Now for any $w \in S^\Gamma_u$, we have
\[
\langle \nabla^* \nabla w, w \rangle = (\nabla^* \nabla w)^*w = (\nabla w)^*(\nabla w) \geq 0 \text{ in } C^*_{\max,u}(M; L^2(S))^\Gamma.
\]
It then follows from (13) that
\[
\langle D w, D w \rangle = \langle D^2 w, w \rangle \geq \frac{c}{4} \langle w, w \rangle
\]
in $C^*_{\max,u}(M; L^2(S))^\Gamma$. This finishes the proof. \hfill \Box

To see that this implies vanishing of $\text{index}_{\max,u}(D)$, consider the function $\chi$ on $\mathbb{R}\setminus\{0\}$ given by
\[
\chi(x) = \frac{x}{|x|}.
\]
Since $D$ has a spectral gap at 0, we may use the functional calculus for regular operators on Hilbert modules to form the class $[\chi(D)]$ in (12). This class lifts directly to $K_{n+1}(M)$, and hence its image under the boundary map vanishes in $K_n(C^*_{\max,u}(M; L^2(S))^\Gamma)$.

This yields a version of Theorem 1.1 for the uniform maximal Roe algebra:

**Theorem 4.4.** Let $(M^n, g)$ be a complete $\Gamma$-spin Riemannian manifold with bounded Riemannian geometry. Let $\Gamma$ be a countable discrete group acting and properly and isometrically on $M$, satisfying Assumption 2.6. If $M$ has uniformly positive scalar curvature, then
\[
\text{index}_{\max,u}(D) = 0 \in K_n(C^*_{\max,u}(M; L^2(S))^\Gamma).
\]

### 4.3. Vanishing of the maximal index.

We can now complete the proof of our main result, Theorem 1.1. Let us first recall the definition of the maximal higher index of $D$ [4, 4.14]. We will work in the case when the dimension $n$ is even, with the odd case being analogous.

Given a normalizing function $\chi$, we can form the operator $\chi(D)$ using the functional calculus for self-adjoint operators on $L^2(S)$. Pick a locally finite $\Gamma$-invariant open cover $\{U_i\}_{i \in \mathbb{N}}$ of $M$ with the property that
\[
\sup_{i \in \mathbb{N}} \{\text{diam}(U_i/\Gamma)\} < C
\]
for some $C > 0$. Let $\{\phi_i\}_{i \in \mathbb{N}}$ be a continuous partition of unity subordinate to $\{U_i\}_{i \in \mathbb{N}}$. Then the sum
\[
F_D := \sum_i \phi_i^\frac{1}{2} \chi(D) \phi_i^\frac{1}{2}
\]
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defines a bounded, $\Gamma$-invariant, locally compact operator on $L^2(S)$ with finite propagation. Consider the matrix of bounded operators

$$W_D = \begin{pmatrix} 1 & F_D \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -F_D^* & 1 \end{pmatrix} \begin{pmatrix} 1 & F_D \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}. $$

Each entry of $W_D$ has finite propagation, and one verifies that

$$P_D := W_D \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} W_D^{-1} - \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$$

is a projection in $M_2(\mathbb{C}[M; L^2(S)]^\Gamma)$. We define the maximal higher index of $D$ on $L^2(S)$ to be the $K$-theoretic class of $P_D$:

$$\text{index}^{L^2(S)}_{\max}(D) := [P_D] \in K_0(C^*_\max(M; L^2(S))^\Gamma).$$

Now the map $\oplus 0: \mathbb{C}[M; L^2(S)]^\Gamma \to \mathbb{C}[M]^\Gamma$ extends to an injective $*$-homomorphism between the maximal completions of both sides that we will still denote by

$$\oplus 0 : C^*_\max(M; L^2(S))^\Gamma \to C^*_\max(M)^\Gamma.$$

This induces a homomorphism on $K$-theory:

$$\oplus 0_* : K_0(C^*_\max(M; L^2(S))^\Gamma) \to K_0(C^*_\max(M)^\Gamma).$$

The maximal higher index of $D$ is the image of $\text{index}^{L^2(S)}_{\max}(D)$ under this map:

$$\text{index}_{\max}(D) := \oplus 0_*(\text{index}^{L^2(S)}_{\max}(D)) \in K_0(C^*_\max(M)^\Gamma).$$

Equivalently, the elements $\text{index}^{L^2(S)}_{\max}(D)$ and $\text{index}_{\max}(D)$ can be obtained in the following way. Let $\chi'$ be a normalizing function with compactly supported Fourier transform. Then $\chi'(D)$ has finite propagation, and the matrix

$$W'_D = \begin{pmatrix} 1 & \chi'(D) \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -\chi'(D)^* & 1 \end{pmatrix} \begin{pmatrix} 1 & \chi'(D) \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$$

defines a projection

$$P'_D = W'_D \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} (W'_D)^{-1} - \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$$

in $M_2(\mathbb{C}[M; L^2(S)])^\Gamma$. One then verifies that

$$\text{index}^{L^2(S)}_{\max}(D) = [P_D] = [P'_D],$$

whence they give rise to the same element $\text{index}_{\max}(D) \in K_0(C^*_\max(M)^\Gamma)$. 
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Proof of Theorem 1.1. Assume, without loss of generality, that $n$ is even. By definition of the maximal equivariant uniform Roe algebra on $L^2(S)$, there is a natural inclusion $\iota: C^*_{\text{max},u}(M; L^2(S)) \Gamma \rightarrow C^*_{\text{max}}(M; L^2(S)) \Gamma$. The composition

$$C^*_{\text{max},u}(M; L^2(S)) \Gamma \rightarrow C^*_{\text{max}}(M; L^2(S)) \Gamma \oplus_0 C^*_{\text{max}}(M) \Gamma$$

induces a composition of group homomorphisms

$$K_0(C^*_{\text{max},u}(M; L^2(S)) \Gamma) \hookrightarrow K_0(C^*_{\text{max}}(M; L^2(S)) \Gamma) \oplus_0 K_0(C^*_{\text{max}}(M) \Gamma).$$

Choose a normalizing function $\chi'$ with compactly supported Fourier transform. Then $\chi'(D)$ has finite propagation, and its associated projection $P'_D$ represents $\text{index}_{\text{max},u}(D)$. By Theorem 4.4, uniform positive scalar curvature implies that $\text{index}_{\text{max},u}(D) = 0$.

Consequently, we have

$$\text{index}_{\text{max}}(D) = \oplus_0 \phi \circ \iota_*(\text{index}_{\text{max},u}(D)) = 0. \quad \square$$
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