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Abstract—We study the parametric online changepoint detection problem, where the underlying distribution of the streaming data changes from a known distribution to an alternative that is of a known parametric form but with unknown parameters. We propose a joint detection/estimation scheme, which we call Window-Limited CUSUM, that combines the cumulative sum (CUSUM) test with a sliding window-based consistent estimate of the post-change parameters. We characterize the optimal choice of the window size and show that the Window-Limited CUSUM enjoys first-order asymptotic optimality as average run length approaches infinity under the optimal choice of window length. Compared to existing schemes with similar asymptotic optimality properties, our test can be much faster computed because it can recursively update the CUSUM statistic by employing the estimate of the post-change parameters. A parallel variant is also proposed that facilitates the practical implementation of the test. Numerical simulations corroborate our theoretical findings.

Index Terms—Cumulative sum (CUSUM) test, sequential change detection, average run length, asymptotic optimality.

I. INTRODUCTION

ONLINE changepoint detection is a fundamental problem in statistics and signal processing [1], [2], [3], [4] which finds applications in a plethora of practical problems in diverse fields. The most common version of the problem consists of a sequence of observations sampled independently. There is also a changepoint such that the underlying distribution changes from one distribution to an alternative. This problem is of major importance in many applications, such as seismic signal processing [5], industrial quality control [6], dynamical systems monitoring [7], structural health control [8], event detection [9], anomaly detection [10], detection of attacks [11], etc. The goal of online changepoint detection is to detect the occurrence of the change in statistical behavior with a minimal delay while controlling the false alarm rate. The suitable tradeoff between detection delay and false alarm rate, as in all detection problems, is of essential importance for the proper mathematical formulation of the problem.

Classical formulations assume complete knowledge of the pre- and post-change underlying distributions with the cumulative sum (CUSUM) test being the most popular means for the corresponding detection [12]. The CUSUM scheme properly updates the log-likelihood ratio between the post- and pre-change densities of the available data to form the corresponding test statistic. CUSUM is known to be theoretically optimum in the sense that it enjoys minimum detection delay under a fixed false alarm rate constraint [13]. Also, it is computationally simple because an updating formula exists for the computation of the CUSUM statistics, which requires only the current data sample (and the previous value of the CUSUM statistic).

In many real world applications, the post-change distribution is typically not precisely known since it represents a switching to an anomalous state. In this case, a Generalized Likelihood Ratio (GLR) test version of CUSUM has been developed, which applies the GLR method to select the unknown post-change distributions [14] and form the corresponding test statistic. Unfortunately, this original GLR version turns out to be computationally demanding because it requires computations per sample, which increase linearly in time without limit. The main reason for this disadvantage is that the test statistic must be recomputed using GLR for each possible changepoint location with every new observation. A remedy also proposed in [14] is the window-limited GLR test where the recomputation of the test statistic is limited to changepoint locations within a window of fixed length starting from the current time instant. The resulting scheme has been shown to enjoy asymptotic optimality with proper selection of the window size. Even though computations are now limited since they are of the order of the selected window length, they still tend to be considerable because for each time instant we need to recompute the GLR statistic for each position within the window.

In this article, we develop an alternative approach for solving the problem of interest which we call Window-Limited CUSUM (WLCUSUM). It consists in adopting a window-based estimate of the unknown post-change parameters and, unlike the existing window-limited GLR, we use the estimate in the updating formula of the classical
CUSUM statistic. This updating mechanism is far more efficient than its window-limited GLR counterpart and by proper selection of the window size we can also guarantee asymptotic optimality. In detail, we only require the sample size $w \rightarrow \infty$ as $\gamma \rightarrow \infty$ with $w = o(\log \gamma)$ while the window-limited GLR require $w = \Theta(\log \gamma)$ where $\gamma$ is the average run length requirement (see Remark 8 for details). We would like to emphasize that the problem we consider is not joint detection and estimation as in [15] and [16], where the two tasks are regarded as equally important. Here, we are primarily interested in detection, with estimation being an auxiliary action that contributes towards our detection goal. For this reason we only require the estimator to be consistent without insisting on any explicit form.

Compared with existing CUSUM-like procedures employing estimates of post-change parameters, the proposed WLCUSUM method applies to a far wider range of parametric distributions and not only the exponential family which is mostly the case with the available approaches. Our main contributions in this work include: (i) Proof of asymptotic optimality of the proposed WLCUSUM procedure under Lørden’s worst-case detection delay [17]. To achieve this goal, we had to develop new upper bounds for overshoots over a constant threshold for sums of data that are $w$-dependent. (ii) Characterization of the optimal choice of the window size to guide practical implementations and offer the best possible performance for the proposed scheme. (iii) Development of an alternative parallel version of WLCUSUM capable of matching the performance of the optimal window without the need to explicitly specify it.

We must also mention that one of the main characteristics of WLCUSUM is its computational efficiency. The benchmark window-limited GLR [14] requires a window size that is at least as large as the detection delay, while in our detector the optimal window has a size that is significantly smaller. This difference in window size translates into an overall computational complexity which, in our scheme is at least an order of magnitude smaller than the corresponding complexity of the window-limited GLR.

The remainder of this paper is organized as follows. Section II reviews related work. Section III introduces the adopted formulation and presents details of the proposed detection procedure. Section V contains the theoretical analysis establishing the asymptotic optimality of the proposed procedure and the form of the optimal window size. Section VI presents a parallel implementation of the proposed WLCUSUM with varying window sizes which is particularly suited for practical implementation. Finally, Section VII presents examples that demonstrate the performance of the WLCUSUM procedure with comparisons to the corresponding GLR scheme. For better readability of the main results, most of our technical part is moved to the Appendix.

II. RELATED WORK

The study of online changepoint detection can be traced back to the early work of Page [12] and has been studied for several decades. Most articles consider the problem under independent observations but there are also extensions to more complicated data models; see [1], [2], [3], [18], [19], [20] for thorough reviews in this field.

We distinguish two main tracks in sequential change detection: The first is the Bayesian approach, where a prior for the time of change is assumed to be available. The second is the minimax (non-Bayesian) formulation, where the changepoint is considered to be deterministic but unknown. Interestingly, both approaches can be put under the same mathematical framework [21], [22] and, depending on the data model, we can decide which formulation is most suitable to be adopted.

The first exact optimality result in sequential change detection can be found in [23] where the focus is on detecting a change in the drift of a Brownian motion. Following a Bayesian approach, the change time is modeled as an independent random variable that is exponentially distributed. For non-Bayesian approaches, the CUSUM test is perhaps the most popular change detection algorithm for the classical setup of detecting a change from a known nominal to a known alternative density. CUSUM, also known as the Page test [12], was first shown to be asymptotically optimum in [17] when observations are i.i.d. before and after the change. The exact optimality of the CUSUM test under the same data model was established in [13]. An alternative detection procedure introduced in [24], even though it was developed by adopting a minimax approach, presents very strong similarities to the optimum Bayesian test developed in [23]. This sequential detector, known as the Shiryaev-Roberts-Pollak (SRP) test, enjoys a very strong asymptotic optimality property which, unfortunately, was proven not to be exact [25]. We must also mention that in the classical version of the problem, which we discussed so far, the computation of the corresponding test statistic of the CUSUM and the SRP test is straightforward and can be implemented very efficiently.

When we consider parametric density families where the parameters are unknown, CUSUM and SRP are used as prototypes to develop variants which, at best, can enjoy asymptotic optimality. In particular, when the pre-change density is known while the post-change contains unknown parameters, there are two classes of tests in the literature that address this problem: (i) The generalized likelihood ratio (GLR) approach [14], where the detection statistic, at each time, is computed by substituting the unknown parameter with its maximum likelihood estimate using all potential post-change data until the current time; (ii) The mixture likelihood ratio procedure [3, Pages 418–423], where the detection statistic is a weighted average of the corresponding log-likelihood ratio by assuming a weight (prior distribution) on the post-change parameters. Although the corresponding tests, as mentioned, enjoy asymptotic optimality properties, a major drawback is that their computational complexity can be high because their detection statistic cannot be computed efficiently. In addition, the score statistics were also used to avoid estimation of the unknown parameters [26].

For the popular CUSUM test, many variants of the traditional version were proposed to improve the computational efficiency when the post-change density contains unknown parameters. To detect the change over a wide range of mean
shifts in quality control, the combined usage of CUSUM and Shewhart charts was employed in [27] and [28], and the simultaneous use of multiple CUSUM procedures with different drift values was suggested in [29], [30], [31], and [32]. Moreover, the case with finitely many post-change distributions was considered and the joint detection/isolation algorithm was proposed based on multiple hypotheses sequential probability ratio test [33], [34]. A different method known as Adaptive CUSUM was first proposed in [29] and studied further in [35], [36], [37], [38], [39], and [40]. The Adaptive CUSUM continuously adjusts its statistic in order to efficiently signal a one-step-ahead forecast in deviation from its target value. For example, such a procedure has been considered in [41], where the estimate is based on online algorithms such as stochastic gradient descent, and the performance metrics are related to the regret bounds of the online estimators. The simple exponentially weighted moving average (EWMA) estimate is the most common selection for the one-step-ahead forecast. Optimality properties of the Adaptive CUSUM were considered in [42] where the first-order asymptotic optimality was established for the univariate exponential family while extensions appear in [43]. Finally, a multi-stream Adaptive CUSUM test was proposed in [44] establishing asymptotic optimality for the case of Gaussian distributions.

III. PRELIMINARIES

A. Problem Setup

Suppose we have access to the multivariate data sequence \( \{\xi_t\} \) with \( \xi_t \in \mathbb{R}^k \), which is sampled sequentially. We assume that there are two probability density functions (pdf) \( f_\infty(\cdot) \) and \( f_0(\cdot) \) and a deterministic time \( \tau \in \{0, 1, 2, \ldots\} \) such that

\[
\xi_t \overset{i.i.d.}{\sim} \begin{cases} f_\infty(\xi), & t = 1, 2, \ldots, \tau, \\ f_0(\xi, \theta), & t = \tau + 1, \tau + 2, \ldots \end{cases}
\]

In other words \( \tau \) is a changepoint, where the observations are i.i.d. before and including \( \tau \) following the pdf \( f_\infty(\cdot) \), while for times after \( \tau \) they are again i.i.d. following \( f_0(\cdot, \theta) \), which is characterized by an unknown parameter vector \( \theta \in \Theta \subseteq \mathbb{R}^K \) where \( \Theta \) is a known subset of \( \mathbb{R}^K \). If there is no constraint on \( \theta \) then we simply set \( \Theta = \mathbb{R}^K \). Throughout this paper we assume that the pre-change distribution \( f_\infty(\cdot) \) does not belong to the post-change distributions with parameter set \( \Theta \).

We denote with \( P_\infty, E_\infty \) the probability measure and the corresponding expectation when all samples follow the pre-change distribution (i.e., the change happens at \( \infty \)), \( P_0, E_0 \) when all data are under the post-change density with parameter \( \theta \) (the change happens at 0) and finally with \( P^\theta, E^\theta \) the measure and expectation induced when the change happens at time \( \tau \). We also denote with \( \xi^t_{\tau_1} (t_2 \geq t_1) \) the collection of data \( \{\xi_{t_1}, \ldots, \xi_{t_2}\} \).

We assume that \( f_\infty(\cdot) \) is known since usually it can be estimated from historical data by density estimation [45] methods. We can also assume that \( f_\infty(\cdot) \) is partially known by extending our results to incorporate the estimation error for \( f_\infty(\cdot) \). However, we note that this estimation error can be negligible as long as the volume of historical data is sufficiently large. For the post-change density, we assume that \( f_0(\cdot, \theta) \) has a known form, but the parameter vector \( \theta \) is unknown, without any prior distribution that can capture its statistical behavior. Our goal is to detect the changepoint \( \tau \) as quickly as possible from streaming data when it occurs, under the constraint that the false alarm rate is properly controlled.

A sequential change detection test simply consists of a stopping time \( T \) which denotes the time we stop and declare that a change took place before time \( T \). The stopping time is adapted to the filtration \( \{\mathcal{F}_t\} \), \( \mathcal{F}_t = \sigma(\xi_1, \ldots, \xi_t) \) with \( \mathcal{F}_0 \) denoting the trivial sigma-algebra. This assumes that only available data are employed when we decide whether to stop or not at each time \( t \). Our intention is to use the classical CUSUM test for the change detection problem. Since CUSUM requires exact knowledge of the pre- and post-change densities, we will replace the unknown parameter vector \( \theta \) with a proper estimate over available data. This estimate will be renewed with every new data sample. Before presenting the details of our scheme, let us first recall the CUSUM test and its corresponding optimality properties.

B. The CUSUM Test

Fix the post-change parameter vector \( \theta \) and suppose it is known. This suggests that we are under the classical formulation, where we would like to detect a change from a known density \( f_\infty(\cdot) \) to an alternative known density \( f_0(\cdot, \theta) \). This problem can be solved optimally with the CUSUM test. The CUSUM statistic \( S_t \) is defined as

\[
S_t = \max_{0 \leq k \leq t} \sum_{j=k+1}^t \log \frac{f_0(\xi_j, \theta)}{f_\infty(\xi_j)} ,
\]

which is essentially the (maximum) likelihood ratio statistics as detailed in [3, Section 8.2.3]. The above CUSUM statistic satisfies and is usually implemented through the following update

\[
S_t = S_{t-1} + \log \frac{f_0(\xi_t, \theta)}{f_\infty(\xi_t)} , \quad S_0 = 0, \tag{2}
\]

where \( x^+ = \max\{x, 0\} \). The update in (2) is applied every time a new sample becomes available. The corresponding CUSUM stopping time that signals the change is then defined as

\[
T = \inf\{t > 0 : S_t \geq \nu\}, \tag{3}
\]

where \( \nu > 0 \) is a constant threshold, the choice of which needs to balance the false alarm rate and the detection delay. The first time \( S_t \) hits or exceeds the threshold \( \nu \), we stop and declare that a change took place before \( t \). CUSUM is known to solve exactly [13] the following challenging constrained optimization problem

\[
\inf_{T} \sup_{T-\tau \geq 0} \mathbb{E}_{\tau}[T] \mid \mathcal{F}_\tau, T > \tau] ,
\]

subject to: \( \mathbb{E}_\infty[\tau] \geq \gamma > 1 \), \tag{4}

where the threshold \( \nu \) is selected to satisfy the false alarm constraint with equality, namely \( \mathbb{E}_\infty[\tau] = \gamma \). In other words, among all stopping times that have an average false alarm
for the Window-Limited CUSUM (WLCUSUM) test statistic. Specifically, we select a window of length $w$ to replace the unknown form of (2), (3). For this reason, as in the literature, we propose a consistent updating formula similar to (2) and requires a number of operations per sample that increases linearly with time.

Unfortunately, the above statistic does not possess any convenient updating formula similar to (2) and requires a number of operations per sample that increases linearly with time. To remedy this serious computational handicap, a window-limited version is commonly adopted where the search for the maximum over $\tau$ is performed within a window of fixed length $w$. Specifically, the following maximization replaces the previous one:

$$\tilde{S}_t = \max_{-w \leq \tau \leq t} \sum_{s=\tau+1}^{t} \log \frac{f_0(\xi_s, \theta)}{f_\infty(\xi_s)},$$  

(9)

This clearly reduces the complexity to a fixed number of operations per time update but, as we discuss in Remark 8, it can still be quite demanding. In the following, we refer to (9) as the window-limited GLR approach.

Unlike the window-limited GLR, we propose to employ, as in [48], the classical CUSUM update in (2) where we simply replace the unknown parameter $\theta$ with a consistent estimate, thus preserving the computational efficiency of the original CUSUM. The reason we expect this idea to be successful is that when the data are under the pre-change regime, $\hat{\theta}_{t-1}$ will be close to the true $\theta$ if $w$ is sufficiently large, and the WLCUSUM statistic will exhibit a positive drift not differing significantly from the exact CUSUM drift. On the other hand, when the data follow the pre-change regime, we will show that the estimate will impose a negative drift on the WLCUSUM
statistic forcing the test to perform repeated restarts exactly similarly to the case of the exact CUSUM. These claims will be demonstrated through a rigorous analysis. Additionally, we will obtain asymptotic formulas for the average false alarm period and the worst-case average detection delay, which will allow us to establish the asymptotic optimality of our proposed detection scheme. Before starting our mathematical derivations, let us make some remarks and present our assumptions.

Remark 1: As can be seen from (6), we do not compute any test statistic during the first \( w \) samples since we accumulate these samples in order to obtain the first estimate \( \hat{\theta}_w \). The test statistic is first computed at time \( w+1 \) where we also employ the first estimate \( \hat{\theta}_w \). Since we necessarily wait for \( w \) time instances, it is understood that whatever average delay we compute, it cannot be smaller than \( w \). Asymptotically, this fact is not disturbing because we will assure in Section V that this initial waiting time \( w \) is negligible compared to the actual detection delay required to detect the change. Of course, not applying the test during the first \( w \) time instances is only for analytical purposes, as this corresponds to the worst-case average detection delay (as we prove in Lemma 4). In a practical implementation, we can start testing earlier, and our estimator at every time \( t \) can rely on the existing data without necessarily waiting until \( w \) samples become available. We discuss this point in more detail in Section VI when we introduce a computationally convenient variant of our scheme.

Remark 2: The estimate \( \hat{\theta}_t \) that we employ in our test, as mentioned, is obtained by processing the samples \( \{\xi_t, \ldots, \xi_{t-w+1}\} \). This assures that \( \xi_t \) and \( \hat{\theta}_{t-1} \) are independent and the same is true between \( \hat{\theta}_t \) and \( \mathcal{F}_{t-w} \) (w-dependency). As we are going to see, these facts play an important role in our proofs.

Remark 3: We note that the name “window-limited CUSUM” has been used in the literature, e.g., [49] and [14]. But they are all very different from our proposed scheme. In detail, Lai’s definition of window-limited CUSUM statistics is \( S_1 = \max_{-w < k < t} \sum_{i=k+1}^{t} \log \frac{f_{0}(\xi_i, \theta)}{f_{\infty}(\xi_i)} \), thus it also assumed full knowledge of the pre- and post-change distributions. Therefore, we must differentiate our algorithm from those in the literature that usually refers to the above statistics and may coincides with window-limited GLR in some senses, and is non-recursive, while our proposed WL-CUSUM enjoys recursive update and the estimator \( \hat{\theta} \) is also differently constructed.

A. Assumptions and Useful Observations

Regarding the estimates \( \{\hat{\theta}_t\} \) since it is not our intention to promote any specific estimation method, we will impose general characteristics that are enjoyed by most reasonable estimators (such as MLE). In particular, we make the following key assumptions for the estimator.

A1: Under the post-change regime \( P_{\infty} \), we assume that \( E_{\theta}[\hat{\theta}_t] = \theta \) (unbiased estimator\(^1\)). If we write \( \hat{\theta}_t = \theta + \varepsilon_t \), the zero mean estimation error has a covariance matrix of the form \( E_{\theta}^{\varepsilon_t}[\varepsilon_t] = \frac{1}{w} \Sigma_0 (1 + o(1)) \). Matrix \( \Sigma_0 \) is of the order of a constant when considered as a function of \( w \).

A2: Under the pre-change regime \( P_{\infty} \), we assume that \( E_{\infty}[\hat{\theta}_t] = \theta_{\infty} \). If we write \( \hat{\theta}_t = \theta_{\infty} + \varepsilon_t \), the zero mean estimation error has a covariance matrix of the form \( E_{\infty}[\varepsilon_t] = \frac{1}{w} \Sigma_\infty (1 + o(1)) \). Matrix \( \Sigma_\infty \) is of the order of a constant as a function of \( w \).

With A1, we require our estimator, when applied to post-change data to provide reliable estimates of the correct parameter vector \( \theta \). We expect the quality of our estimate to improve with increasing window size \( w \), since the error covariance matrix is inversely proportional to \( w \). When applied to pre-change data, the estimator behavior is described by A2.

We assume that it provides estimates close to some value \( \theta_{\infty} \), where \( \theta_{\infty} \) is estimator dependent. For example, in the case of the MLE, we have that

\[ \theta_{\infty} = \arg \max_{\theta} E_{\infty}[\log f_{0}(\xi_1, \theta)] \],

which is the limiting form of (7) after we normalize with the window size \( w \) and invoke the Law-of-Large Numbers. We note that the MLE satisfies A1 and A2 since MLE is asymptotically unbiased (satisfying the footnote 1) under mild conditions [50]. Let us now continue with our assumptions.

The next assumption refers to the Kullback-Leibler (KL) information numbers and the second moment of the log-likelihood ratio.

A3: Consider the two KL information numbers and the second moment of the log-likelihood ratio under the \( P_0^w \) measure

\[ I_0 = E_{\theta} \left[ \log \frac{f_{0}(\xi_1, \theta)}{f_{\infty}(\xi_1)} \right] \],

\[ I_{\infty} = -E_{\infty} \left[ \log \frac{f_{0}(\xi_1, \theta_{\infty})}{f_{\infty}(\xi_1)} \right] \],

\[ J_0 = E_{\theta} \left[ \log \frac{f_{0}(\xi_1, \theta)}{f_{\infty}(\xi_1)} \right]^2 \].

We assume that all three quantities are strictly positive and bounded for every \( \theta \in \Theta \) of interest.

We see that \( I_{\infty} \) involves the parameter value \( \theta_{\infty} \), which is estimated when the data are under the pre-change regime. This information number can be strictly positive if, for example, the pre-change density \( f_{\infty}(\cdot) \) cannot be expressed as the post-change density \( f_{0}(\cdot, \theta_{\infty}) \) for some particular value \( \theta_{\infty} \in \Theta \) that belongs to the allowable set of post-change parameter values. Unfortunately, the analysis that follows does not cover the case where \( f_{\infty}(\cdot) = f_{0}(\cdot, \theta_{\infty}) \) and it requires significant technical modifications to address this particular possibility. On the other hand, we can avoid the occurrence of this case by defining a suitable set \( \Theta \) that does not contain \( \theta_{\infty} \).

In our derivations, we will encounter quantities that resemble the KL information numbers and the second moment of the log-likelihood ratio introduced in Assumption A3, but with the parameter \( \theta \) replaced by an estimate. In particular, we will be interested in the following alternatives:

\[ I_0 = E_{\theta} \left[ \log \frac{f_{0}(\xi_1, \hat{\theta}_{t-1})}{f_{\infty}(\xi_t)} \right] \].

\(^1\)In fact our analysis can also accommodate asymptotically unbiased estimators provided that the norm square of the bias is \( o(1/w) \). It is for simplicity that we limit ourselves to the unbiased case.
Consequently, our last assumption expresses how a number of novel results due to the \( \expansion \) on \( \log X \), and retaining the first three terms. Additionally, we could make suitable assumptions on the smoothness of \( f_\theta \) to guarantee the effectiveness of these approximations. In order to avoid these common technicalities, we propose to simply assume that such an expansion is valid without more details. This will allow us to focus on the more interesting question of the WLCUSUM asymptotic optimality, which will require a number of novel results due to the \( w \)-dependency of the approximate log-likelihood ratios \( \log (f_\theta (\xi_1, \hat{\theta}_{t-1}) / f_\infty (\xi_1)) \). Consequently, our last assumption expresses how \( l_0, l_\infty, J_0 \) are related to \( l_0, l_\infty, J_0 \).

**A4 (Taylor Expansion Based Approximations):** The quantities \( l_0, l_\infty, \) and \( J_0 \) can be written as

\[
\begin{align*}
\hat{l}_0 &= l_0 - \frac{1}{2w} \text{trace}(\Sigma F_0) (1 + o(1)), \\
\hat{l}_\infty &= l_\infty + \frac{1}{2w} \text{trace}(\Sigma F_\infty) (1 + o(1)), \\
\hat{J}_0 &= J_0 + \frac{1}{w} \text{trace}(\Sigma Q_0) (1 + o(1)),
\end{align*}
\]

where \( F_0, F_\infty, Q_0 \) are matrices of the order of a constant with respect to the window size \( w \).

By applying Taylor expansion on the approximate log-likelihood function, it is possible to identify the exact form of \( F_0, F_\infty, Q_0 \) in (10) for unbiased estimators satisfying Assumptions A1 and A2. We present this in the following lemma.

**Lemma 2:** The matrices entering in (10) in Assumption A4 have the following form

\[
\begin{align*}
F_0 &= E_0 \left[ \begin{bmatrix} \nabla \log f_0(\xi_1, \theta) \\ \nabla_\theta f_0(\xi_1, \theta) \end{bmatrix} \begin{bmatrix} \nabla \log f_0(\xi_1, \theta) \\ \nabla_\theta f_0(\xi_1, \theta) \end{bmatrix}^\top \right], \\
F_\infty &= E_\infty \left[ \begin{bmatrix} \nabla \log f_0(\xi_1, \theta) \\ \nabla_\theta f_0(\xi_1, \theta) \end{bmatrix} \begin{bmatrix} \nabla \log f_0(\xi_1, \theta) \\ \nabla_\theta f_0(\xi_1, \theta) \end{bmatrix}^\top \right], \\
Q_0 &= F_0 + E_0 \left[ \begin{bmatrix} \log f_0(\xi_1, \theta) \\ \nabla \log f_0(\xi_1, \theta) \end{bmatrix} \begin{bmatrix} \nabla_\theta f_0(\xi_1, \theta) \\ \nabla_\theta^2 f_0(\xi_1, \theta) \end{bmatrix}^\top \right],
\end{align*}
\]

where \( \nabla \theta f_0(\xi_1, \theta) \) denotes the Hessian of \( f_0(\xi_1, \theta) \) with respect to \( \theta \).

**Proof:** Demonstrating the validity of these formulas presents no particular difficulty. We apply Taylor expansion on \( \log (f_\theta (\xi_1, \hat{\theta}_{t-1}) / f_\infty (\xi_1)) \) with respect to \( \hat{\theta}_{t-1} \) around its mean \( \hat{\theta} \) and retain the first three terms. Then we make use of the independence between \( \xi_1 \) and \( \hat{\theta}_{t-1} \) and therefore between \( \xi_1 \) and \( \hat{\xi}_{t-1} \) (the estimation error of \( \hat{\theta}_{t-1} \)). The first order term in the expansion has average 0 because \( E_{t-1} \) is zero mean. Consequently, we end up with the expectation of the second order term with respect to \( E_{t-1} \) while, as we assumed, higher order terms are regarded as negligible and captured by the \( o(1) \) components in (10). In order to obtain the desired results we must also note that \( E_0[\nabla_\theta f_0(\xi_1, \theta) / f_0(\xi_1, \theta)] = 0 \) and that for a deterministic matrix \( Q \), we can write \( E[\Sigma_{t-1} Q E_{t-1}] = E[\Sigma_{t-1} Q E_{t-1}] = E[\Sigma_{t-1} Q E_{t-1}] = E[\nabla \log f_0(\xi_1, \theta) / f_0(\xi_1, \theta)] = 0 \).

**Remark 4:** We provide a concrete example of the quantities above under Gaussian distributions. Assume one-dimensional Gaussian mean shift from \( N(0, 1) \) to \( N(\theta, 1) \) with post-change mean equal to 1, and assume the set \( \Theta = \{ \theta : \theta \geq 0 \} \) as the possible post-change mean values. When using the maximum likelihood estimator, we have \( \hat{\theta}_t = \frac{1}{w} \sum_{i=0}^{w-1} \xi_{t-i} \) if \( \frac{1}{w} \sum_{i=0}^{w-1} \xi_{t-i} \geq 0 \) and \( \hat{\theta}_t = 0.5 \) otherwise. Under the post-change regime, the asymptotic distribution of \( \hat{\theta}_t \) is \( N(\theta, 1/w) \), while under the pre-change regime, \( \hat{\theta}_t \) converges in probability to 0.5. In this case we have \( \theta = 1, \theta_\infty = 0.5, l_0 = \theta^2/2, l_\infty = 0.5^2/2, J_0 = \theta^4/4 + \theta^2, \) and Fisher information \( F_0 = 1, F_\infty = 1, Q_0 = F_0 - \theta^2/2 = 1/2, \) and \( l_0 \approx l_0 - 1/(2w), l_\infty \approx 1/8 + o(1/w), J_0 \approx J_0 + 1/(2w). \) It is worthwhile commenting that when the pre-change distribution is non-normal, the parameter set \( \Theta \) will equal \( \mathbb{R} \) and the MLE \( \hat{\theta}_t \) is asymptotically normal under mild conditions for both the pre- and post-change regimes.

Let us now make some useful observations regarding the quantities we introduced above. From Equation (10) we deduce that the window size \( w \) must be larger than \( \text{trace}(\Sigma F_0) / l_0 \) so that \( l_0 > 0 \), a property which is necessary for successful detection. Indeed, only when \( l_0 > 0 \), the WLCUSUM statistic will exhibit a positive drift after change, forcing the corresponding statistic to increase and finally exceed the positive threshold. Meanwhile, we require the pre-change drift \( -l_\infty \) to be negative; this holds in general for any \( w \) and any estimate as we discuss in detail in Section V.

We note from its definition that \( F_0 \) is the Fisher Information matrix. Since for any unbiased estimator we have validity of the Cramer-Rao Lower Bound, namely \( \Sigma_0 \preceq (F_0)^{-1} \), we conclude that

\[
\text{trace}(\Sigma_0 F_0) = \text{trace}(F_0 \Sigma_0 F_0^{-1}) \geq \text{trace}(F_0 F_0^{-1} F_0^4) = K;
\]

where, we recall that \( K \) is the dimension of the parameter vector \( \theta \). Therefore, the maximum likelihood estimate asymptotically maximizes the approximate KL information number \( l_0 \), thus resulting in the smallest detection delay among all consistent estimators.

Consider now the mismatched version of the KL information number \( E_0[\log (f_0(\xi_1, \theta) / f_\infty (\xi_1))] \) with \( \theta \neq \hat{\theta} \), then

\[
E_0[\log (f_0(\xi_1, \theta) / f_\infty (\xi_1))] = E_0[\log (f_0(\xi_1, \theta) / f_\infty (\xi_1))] + E_0[\log (f_0(\xi_1, \theta) / f_\infty (\xi_1))]
\]

\[
\leq E_0[\log (f_0(\xi_1, \theta) / f_\infty (\xi_1))].
\]
This observation and the fact that \( l_0 \) is constant allows us to deduce that
\[
E^\theta_0 \left[ \log \frac{f_0(\xi_t, \hat{\theta}_{t-1})}{f_\infty(\xi_t)} \mid \mathcal{F}_{t-1} \right] \leq l_0,
\]
\[
\Rightarrow \hat{l}_0 = E^\theta_0 \left[ \log \frac{f_0(\xi_t, \hat{\theta}_{t-1})}{f_\infty(\xi_t)} \right] \leq l_0,
\]
which will be used in the derivations that follow.

V. Theoretical Analysis

We are now ready to analyze the proposed WLCUSUM test. We begin by considering next the average false alarm.

**Lemma 3 (ARL of WLCUSUM):** The WLCUSUM defined in (6),(8) satisfies
\[
E_\infty[\mathcal{C}] \geq e^\nu.
\]
Additionally, for the drift under the pre-change regime, we have \(-\hat{l}_\infty = E_\infty[\log f_0(\xi_t, \hat{\theta}_{t-1})] < 0\).

**Proof:** We compute the average false alarm period using similar ideas as in [3, Lemma 8.2.1]. For \( t > w \) let us define a Shiryaev-Roberts like statistic \( \{L_t\} \) through the recursion
\[
L_t = (L_{t-1} + 1) \frac{f_0(\xi_t, \hat{\theta}_{t-1})}{f_\infty(\xi_t)}, \quad L_0 = 0.
\]
Interestingly, \( \{L_t\} \) preserves the characteristic martingale property with respect to the \( P_\infty \) measure enjoyed by the classical Shiryaev-Roberts (SR) test statistic
\[
L_t = (L_{t-1} + 1) \frac{f_0(\xi_t, \theta)}{f_\infty(\xi_t)}, \quad L_0 = 0,
\]
even when we replace \( \theta \) with the estimates \( \{\hat{\theta}_t\} \). Indeed we observe that
\[
E_\infty[L_{t} \mid \mathcal{F}_{t-1}] = E_\infty[(L_{t-1} + 1) \frac{f_0(\xi_t, \hat{\theta}_{t-1})}{f_\infty(\xi_t)} - L_{t-1} \mid \mathcal{F}_{t-1}] = L_{t-1} - (t - 1).
\]
The last equality is true because given \( \mathcal{F}_{t-1} \) we have \( \hat{\theta}_{t-1} \) fixed, therefore \( f_0(\xi_t, \hat{\theta}_{t-1}) \) is a legitimate probability density for \( \xi_t \). The martingale property of \( \{L_t - t\} \) and usage of Optional Sampling allows us to write for any stopping time \( T \) with finite expectation that
\[
E_\infty[L_{T} - T] = E_\infty[L_w - w] = -w \Rightarrow E_\infty[T] = w = E_\infty[L_T].
\]
Let us now recall the WLCUSUM update in (6) which after exponentiation can be equivalently written as
\[
e^{S_t} = \max\{e^{S_{t-1}}, 1\} \frac{f_0(\xi_t, \hat{\theta}_{t-1})}{f_\infty(\xi_t)}, \quad e^{S_w} = 1.
\]
Using induction, the fact that \( e^{S_{w+1}} = L_{w+1} \) and that for \( x \geq 0, x + 1 \geq \max\{x, 1\} \), it is straightforward to prove that for \( t > w \) we have \( L_t \geq e^{S_t} \). This suggests that the SR-statistic is larger than the exponential of the WLCUSUM statistic. With this observation and using (13) we can now write
\[
e^\nu \leq E_\infty[e^{S_T}] \leq E_\infty[L_T] = E_\infty[\mathcal{C}] - w \leq E_\infty[\mathcal{C}],
\]
which proves the desired inequality. We also observe that for any \( \theta \), we have \( E_\infty[\log f_0(\xi_t, \theta)] < 0 \), therefore \( E_\infty[\log f_0(\xi_t, \hat{\theta}_{t-1}) \mid \mathcal{F}_{t-1}] < 0 \), which in turn implies \( E_\infty[\log f_0(\xi_t, \hat{\theta}_{t-1})] = -\hat{l}_\infty < 0 \).

Equating the lower bound \( e^\nu \) provided by Lemma 3 to the desired average false alarm period \( \nu \), assures that the false alarm constraint \( E_\infty[\mathcal{C}] \geq \gamma \) is satisfied. Consequently, the threshold we select to use is equal to
\[
\nu = \log \gamma.
\]
Consider now the negative drift \( -\hat{l}_\infty \) mentioned in the lemma that appears under the pre-change regime. The drift under the \( P_\infty \) measure must be negative, because this assures restarts of the process also and that the average false alarm period will be an exponential function of the threshold. Since the drift is equal to \( -\hat{l}_\infty \), we have that \( \hat{l}_\infty \) must be positive. As we argued in the proof of Lemma 3 the approximate KL information number \( \hat{l}_\infty \) is indeed positive, and using (10) we can study how the estimator affects this positive value. From (10) we can see that the first term of \( \hat{l}_\infty \) on the right-hand side is positive. One may wonder whether the second term due to the estimation error may also contribute to the positivity of \( \hat{l}_\infty \). Of course, the sign of this term is estimator-dependent. However, in the case of the MLE, it is easy to see that \( -F_\infty \) is the Hessian of \( E_\infty[\log f_0(\xi_t, \theta)] \) evaluated at the point \( \theta_\infty \) where this function is maximized. Consequently, \( -F_\infty \) is negative definite and therefore \( F_\infty \) positive definite. This means that the sign of \( \text{trace}(F_\infty\Sigma_\infty) \) will be positive as well, contributing to the positivity of \( \hat{l}_\infty \) and therefore the negativity of the drift. We must, however, emphasize that other estimators do not necessarily share this desirable property and positivity is assured for sufficiently large window \( w \).

The next step in our analysis consists in computing the worst-case average detection delay of WLCUSUM. In the following lemma, we present an important property for our detection strategy, which is also shared by the classical CUSUM and considerably facilitates the performance computation.

**Lemma 4 (Worst-Case Average Detection Delay):** For any changepoint \( \tau \geq 0 \) we have that
\[
\text{ess sup } E_\Omega^\theta[\mathcal{C} - T] = \text{ess sup } E_\Omega^\theta[\mathcal{C} - T] - w = E_\Omega^\theta[\mathcal{C} - T] - w \leq E_\Omega^\theta[\mathcal{C}].
\]
**Proof:** Consider first a change at \( \tau = 0 \). Since we start testing at \( w + 1 \) we can write
\[
E_\Omega^\theta[\mathcal{C} - T] = w + E_\Omega^\theta \left[ E_\Omega^\theta[\mathcal{C} - T] \mathbb{1}_{\{\tau > w\}} \right].
\]
Suppose now that the change happens at \( \tau \) then for \( t > \tau + w \) it is clear that the test statistic \( S_t \) is larger than the test statistic \( S_{t+\tau} \) generated by starting the WLCUSUM at time \( \tau + w \) and using the samples \( \{\xi_{\tau+w}, \ldots, \xi_{\tau+w}\} \) to form the first estimate \( \hat{\theta}_{\tau+w} \). This suggests that if we use \( S_{t+\tau} \) instead of \( S_t \) in (8) then we will stop at a time \( \tau \) that satisfies \( \tau \geq T \). Clearly we also have that \( T \geq 0 \) is independent from \( \tau \), because

\[
\text{Provided of course that this value is not on the border of the allowable parameter set } \Theta \text{ and corresponds to an unconstrained optimizer.}
\]
in $S_{t,\tau}$ the data $\mathcal{F}_{\tau}$ are not being used. With these observations in mind we can write
\[ E^\theta_0[\tau - \tau | \mathcal{F}_{\tau}] = w + E^\theta_0[(\tau - \tau - w) 1_{\{\tau > \tau + w\}} | \mathcal{F}_{\tau}] = w + E^\theta_0[(\tau - \tau - w) 1_{\{\tau > \tau + w\}} | \mathcal{F}_{\tau + w + 1}], \]
\[ \leq w + E^\theta_0[(\tau - \tau - w) 1_{\{\tau > \tau + w\}} | \mathcal{F}_{\tau + w}], \]
\[ \leq w + E^\theta_0[(\tau - \tau - w) 1_{\{\tau > \tau + w\}} | \mathcal{F}_{\tau + w} + 1], \]\n\[ = w + E^\theta_0[(\tau - \tau - w) 1_{\{\tau > \tau + w\}} | \mathcal{F}_{\tau + w + 1}], \]
\[ \leq E^\theta_0[\mathcal{F}]. \]

The last equality is true because starting the procedure at $\tau + w + 1$ when the change occurs at $\tau$ does not employ any information from $\mathcal{F}_{\tau}$, consequently it is independent from $\mathcal{F}_{\tau}$. Therefore, statistically this is the same as starting at $\tau + w + 1$ with the change occurring at 0.

The analysis of $E^\theta_0[\mathcal{F}]$ is not simple due to the particular updating rule of $S_t$. Since we are only interested in finding a suitable upper bound, we are going to introduce an alternative stopping time $\mathcal{T}'$, which is easier to analyze. Its definition and connection to $\mathcal{T}$ are presented in the following lemma.

**Lemma 5:** Assume that the observations follow the post-change regime and that $l_0 > 0$. For $t > w$ define the process $\{U_t\}$ using the recursion
\[ U_t = U_{t-1} + f_0(\xi_t, \theta_{t-1}) \frac{1}{T_{\tau}^{\xi_t}}, \quad U_w = 0, \] (15)
and the stopping time
\[ \mathcal{T}' = \inf\{t > w : U_t \geq 0\}, \]
then $\mathcal{T}'$ stops a.s. and we have $\mathcal{T}' \geq \mathcal{T}$.

**Proof:** Because $S_{w+1} = U_{w+1} = \log \frac{f_0(\xi_{w+1}, \theta_{w})}{f_0(\xi_{w+1}, \theta_{w})}$ and $x^+ = \max(x, 0) \geq x$, using induction it is simple to prove that $S_t \geq U_t$ for $t > w$. This of course implies that $U_t$ will require more time than $S_t$ to reach the same threshold $\nu$, which means that $\mathcal{T}' \geq \mathcal{T}$. Consequently, $E^\theta_0[\mathcal{T}'] \geq E^\theta_0[\mathcal{T}]$. The fact that $\mathcal{T}'$ will stop a.s. is guaranteed by the positivity of $l_0 = E^\theta_0[\log f_0(\xi_t, \theta_{t-1})]$.

Finding a bound for $E^\theta_0[\mathcal{T}']$ is simpler because as we see from its definition in (15) we have that $U_t$ is a sum of stationary (but $w$-dependent) terms. The estimate we are looking for is provided in the next theorem which identifies, with the help of Lemma 5, an upper bound for the performance of the WLCUSUM test.

**Theorem 1 (WADD of WLCUSUM):** Assume $l_0 > 0$. We have the following upper bound for the worst-case performance of WLCUSUM
\[ E^\theta_0[\mathcal{T}'] \leq E^\theta_0[\mathcal{T}] \leq \frac{\log \gamma + \log \gamma}{l_0} + \left( \frac{l_0}{l_0} \log \gamma \right)^2 + w_0 + \left( \frac{l_0}{l_0} \right)^2, \] (16)

where $l_0$ and $J_0$ were defined in Assumption A4.

**Proof:** The complete proof of our claim involves several steps. We provide a proof sketch in three steps. First, from Lemma 4 we have that the worst-case average detection delay equals to $E^\theta_0[\mathcal{T}']$, thus we only need to bound $E^\theta_0[\mathcal{T}]$. Second, we apply the Wald’s identity for $w$-dependent samples to bound the expected stopping time $E^\theta_0[\mathcal{T}']$ for process $\{U_t\}$ in (15), this is an upper bound for the detection delay $E^\theta_0[\mathcal{T}]$ based on Lemma 5. Finally, we substitute the threshold $\nu = \log \gamma$ according to Lemma 3 to ensure the ARL satisfies $E^\theta_0[\mathcal{T}'] \geq \gamma$. Details can be found in the Appendix.

**Remark 5:** If we fix the window size $w$ then from Theorem 1 we have that the upper bound of the worst-case average detection delay of WLCUSUM can be written as
\[ E^\theta_0[\mathcal{T}] \leq \frac{\log \gamma}{l_0} (1 + o(1)). \]

Because from (12) we have $l_0 < l_0$ this means that we cannot assure first-order asymptotic optimality with fixed $w$. From (10) we see that the difference between the optimum denominator $l_0$ (enjoyed by the exact CUSUM) and $l_0$ obtained by our proposed stopping time is (asymptotically) equal to $(1/w)\text{trace}(\Sigma_0 F_0)$. As we argued in (11) the factor $\text{trace}(\Sigma_0 F_0)$ due to the Cramer-Rao Lower Bound cannot become smaller than the length $K$ of the parameter vector, which corresponds to the best possible performance since it maximizes the denominator $l_0$. We recall that this optimal value is attained asymptotically by the MLE.

In order for WLCUSUM to be first-order asymptotically optimum, it is necessary to increase $w$ with the average run length constraint $\gamma$ in a manner that guarantees that $w$ remains negligible compared to the optimum CUSUM performance but grows sufficiently fast so that it provides efficient estimates of $\theta$. Since the CUSUM detection delay increases as $\log \gamma$ (see Lemma 1) this means that we must select $w = o(\log \gamma)$. At the same time, to obtain improved estimates, we must let $w \to \infty$ as $\gamma \to \infty$. These observations will be taken into account to decide the appropriate growth rate of $w$.

From Lemma 1 we deduce that the classical CUSUM stopping time $T$ satisfies
\[ E^\theta_0[T] = \frac{\log \gamma}{l_0} = 1 + \Theta \left( \frac{1}{\log \gamma} \right). \]

Since CUSUM is (strictly) optimum [13], we have
\[ E^\theta_0[T] \leq \frac{\log \gamma}{l_0} \leq E^\theta_0[\mathcal{T}] \leq \frac{\log \gamma}{l_0}. \]

Using the results of Theorem 1 and properly selecting the increase rate of $w$, in the next theorem, we demonstrate that WLCUSUM enjoys the desired first-order asymptotic optimality.

**Theorem 2 (Asymptotic Optimality of WLCUSUM):** If the window size $w$ satisfies $w \to \infty$ as $\gamma \to \infty$ with $w = o(\log \gamma)$, then
\[ E^\theta_0[\mathcal{T}] \leq \frac{\log \gamma}{l_0} \leq 1 + \Theta \left( \frac{1}{\sqrt{\log \gamma}} \right) + \Theta \left( \frac{1}{w} \right) + \Theta \left( \frac{w}{\log \gamma} \right). \]

The maximal convergence speed to unity is $1 + \Theta \left( \frac{1}{\sqrt{\log \gamma}} \right)$ and is achieved when $w = \Theta \left( \frac{1}{\sqrt{\log \gamma}} \right)$.

**Proof:** Using (10) we note that the ratio $\frac{\log \gamma}{l_0}$ in the numerator of (16) is a function of $w$, which for sufficiently large $w$ can be bounded by a constant that does not depend on $w$. If we select $w = o(\log \gamma)$ but $w \to \infty$ as $\gamma \to \infty$,
replace it in the upper bound in (16) and also use (10) for the denominator then we can write
\[
E_{0}[\Theta] \leq 1 + \Theta(\frac{1}{\log \gamma}) + \Theta(\frac{1}{\sqrt{\log \gamma}}) + \Theta(\frac{w}{\log \gamma}) + \Theta(\frac{w^{1/2}}{\log \gamma}).
\]

All \(\Theta(\cdot)\) terms in the right-hand side converge to 0 and the overall convergence rate is dominated by the slowest term among: \(\{\Theta(\frac{1}{\log \gamma}), \Theta(\frac{1}{\sqrt{\log \gamma}}), \Theta(\frac{w}{\log \gamma})\}\). Note that the best possible convergence rate towards 1 is obtained when we select \(w = \Theta(\sqrt{\log \gamma})\). Therefore \(w \sim \sqrt{\log \gamma}\) is the optimal choice but any window size \(w\) satisfying \(w \to \infty\) as \(\gamma \to \infty\) with \(w = o(\log \gamma)\) is sufficient to guarantee the first-order optimality.

The immediate consequence of Theorem 2 is the asymptotic optimality of WLCUSUM since
\[
1 = \lim_{\gamma \to \infty} \frac{E_{0}[\Theta]}{\log \gamma} \leq \lim_{\gamma \to \infty} \frac{E_{0}[\Theta]}{\log \gamma} = \lim_{\gamma \to \infty} \left\{ 1 + \Theta\left(\frac{1}{\log \gamma}\right) + \Theta\left(\frac{1}{\sqrt{\log \gamma}}\right) + \Theta\left(\frac{w}{\log \gamma}\right) \right\} = 1,
\]
when selecting \(w = o(\log \gamma)\) with \(w \to \infty\) as \(\gamma \to \infty\), which proves that \(E_{0}[\Theta]/\log \gamma\) attains the same nonzero limit as the optimum \(E_{0}[\Theta]/\log \gamma\) and is therefore asymptotically optimum as well. As we have indicated, the optimal convergence rate towards 1 is of the form \(\Theta((\log \gamma)^{-\frac{1}{2}})\) using the optimum window size \(w = \Theta(\sqrt{\log \gamma})\). Although there is a definite loss in performance as compared to the rate of the exact CUSUM which is \(\Theta((\log \gamma)^{-1})\) (Lemma 1), our scheme still enjoys asymptotic optimality.

Remark 6: One may claim that the specific rate we obtained is a consequence of the crude upper bound \(O(\sqrt{\gamma})\) we established for the average overshoot (see Appendix, proof of Theorem 1), and we could have obtained better results if this bound were a constant as in the i.i.d. case [51]. In fact a constant would have resulted in a term of the form \(\Theta(1/\log \gamma)\) in place of the \(\Theta(1/\sqrt{\log \gamma})\) we have now in the numerator of (17). For the computation of the convergence rate, this would have led to the smallest power satisfying \(\beta = \min\{\alpha, 1 - \alpha\}\) instead of \(\beta = \min\{\alpha, 1 - \alpha, \frac{1}{2}\}\). However, if we maximize \(\min\{\alpha, 1 - \alpha\}\) we still obtain that the best power rate is equal to \(\frac{1}{2}\) which is achieved when \(\alpha = \frac{1}{2}\) or equivalently \(w = \Theta(\sqrt{\log \gamma})\).

Remark 7 (Comparison With Window-Limited GLR): In order for the window-limited GLR procedure in (9) to enjoy first-order asymptotic optimality, the window size \(w\) must also grow with \(\gamma\) in a certain rate. In particular \(w\) must satisfy \(\lim_{\gamma \to \infty} w/\log \gamma > l_0^{-1}\) and \(\log w = o(\log \gamma)\) to ensure effective detection [14], namely window at least as large as the CUSUM average detection delay. In the proposed WLCUSUM procedure, we only require a window size \(w = o(\log \gamma)\) with \(w \to \infty\) as \(\gamma \to \infty\), which can be much smaller, even negligible, than the requirement in the window-limited GLR.

In addition to the optimal order \(w = \Theta(\sqrt{\log \gamma})\) obtained in Theorem 2, we also provide a detailed characterization of the constant terms, which will be helpful for choosing the appropriate window size in practice. It should be mentioned that when the post-change quantities are unknown in practice, we can use the parallel variant in Section VI instead.

Lemma 6 (Optimal Window Size): The optimal window size that minimizes the upper bound of the WADD of WLCUSUM given in (16) is
\[
w = \sqrt{\frac{\text{trace}\{\Sigma F_0\}}{l_0 \sqrt{2}}} \sqrt{\log \gamma} \left\{ 1 + \Theta\left(\frac{1}{(\log \gamma)^{\frac{1}{2}}}\right) \right\}.
\]

Proof: Substitute (10) for \(l_0\) and \(J_0\) in (16) and note that the upper bound in (16) can be written as
\[
\frac{\log \gamma}{l_0} \left\{ 1 + \frac{J_0}{l_0} \frac{1}{(\log \gamma)^{\frac{1}{2}}} + \frac{l_0 w}{\log \gamma} + \text{trace}\{\Sigma F_0\} \frac{1}{2w} + \Theta\left(\frac{w^{\frac{3}{2}}}{\log \gamma}\right) + \Theta\left(\frac{1}{w^2}\right) \right\}.
\]

Given from Theorem 2 that the optimum \(w\) we are seeking satisfies \(w = \Theta(\sqrt{\log \gamma})\), the previous expression can be further simplified as follows
\[
\frac{\log \gamma}{l_0} \left\{ 1 + \frac{J_0}{l_0} \frac{1}{(\log \gamma)^{\frac{1}{2}}} + \frac{l_0 w}{\log \gamma} + \text{trace}\{\Sigma F_0\} \frac{1}{2w} + \frac{w^{\frac{3}{2}}}{2w \log \gamma} \Theta\left(\frac{1}{\log \gamma}\right) \right\}.
\]

for some constant \(D\) coming from the definition of \(\Theta(\cdot)\). Minimizing the last expression over \(w\) yields the following equation for the derivative
\[
\frac{l_0}{\log \gamma} - \frac{\text{trace}\{\Sigma F_0\}}{l_0} \frac{1}{2w^2} + \frac{1}{2w^2} \frac{D}{\log \gamma} = 0.
\]
Finding a more precise form for the optimum \(w\) since we know its order of magnitude, amounts to selecting \(w = C \sqrt{\log \gamma} (1 + \Theta((\log \gamma)^{-\rho}))\), \(\rho > 0\) and specifying \(C\) and \(\rho\). Substituting into the previous equation we obtain
\[
\frac{l_0}{\log \gamma} - \frac{\text{trace}\{\Sigma F_0\}}{l_0} \frac{1}{2C^2 \log \gamma} \left(1 - \Theta\left(\frac{1}{(\log \gamma)^{\rho}}\right)\right) + \Theta\left(\frac{1}{(\log \gamma)^{\frac{5}{2}}}\right) = 0,
\]
where for \(|\epsilon| \ll 1\) we used the approximation \(1/(1 + \epsilon)^2 \approx 1 - 2\epsilon\). As we can see there are two terms which are of different order of magnitude therefore we need to make them 0 separately. This means
\[
\frac{l_0}{\log \gamma} - \frac{\text{trace}\{\Sigma F_0\}}{l_0} \frac{1}{2C^2 \log \gamma} = 0,
\]
\[
\Theta\left(\frac{1}{(\log \gamma)^{\frac{5}{2}}}\right) = 0.
\]

The first results in \(C = \sqrt{\frac{\text{trace}\{\Sigma F_0\}}{l_0 \sqrt{2}}}\) and the second in \(\rho = \frac{1}{4}\). This completes the proof of the lemma.
VI. PARALLEL WLCUSUM

Although the proposed WLCUSUM procedure in (6) and (8) enjoys first-order optimality, there are some practical concerns: (i) for any fixed \( w \), the WLCUSUM procedure will start after observing \( w \) samples, which leads to a delay at least \( w \); (ii) the optimal window size derived in Lemma 6 might be unknown; when the post-change signal strength \( I_0 \) is unknown; of course we can impose a pre-set lower bound on \( I_0 \) and design the window size according to this lower bound, but this may lead to larger than necessary detection delays. In this section, we provide a variant to WLCUSUM that can resolve the above issue being also suitable for practical implementation.

In case the optimal window size is difficult to estimate beforehand, we propose to perform parallel WLCUSUMs with different window sizes. More specifically, we run in parallel multiple WLCUSUMs with window sizes ranging from 1 up to some maximal value \( W \). For each window size \( w \), we denote the corresponding test statistic with \( S_t(w) \). At each time instant \( t \), all statistics are compared to a common threshold \( \nu \) and the first time \( \mathcal{T}_p \) any of the statistics hits or exceeds \( \nu \) is the time the parallel WLCUSUM will stop. If to each statistic we associate the corresponding stopping time \( \mathcal{T}(w) \), then it is also true that the parallel WLCUSUM satisfies

\[
\mathcal{T}_p = \min_{1 \leq w \leq W} \{ \mathcal{T}(w) \}. \tag{18}
\]

In adopting this approach, we do not wait for \( W \) samples in order to start the detection procedure. Indeed the first WLCUSUM with \( w = 1 \) has to wait for only one sample and then perform tests continuously. Furthermore, we do not need to specify an exact window size beforehand. In a sense by running in parallel multiple windows, it is mostly the best window that tends to be the first to stop.

The maximal window \( W \) does not have to be different from what we estimated in our previous analysis. Also, the average detection delay at \( \tau = 0 \) is still the worst case compared with any other change time \( \tau > 0 \), i.e., the analysis in Lemma 4 can be modified to cover \( \mathcal{T}_p \) as well and we can easily demonstrate that the parallel WLCUSUM, with a suitable maximal window size \( W \), is also first-order asymptotically optimal matching the performance of WLCUSUM with the optimal window. We provide the necessary proof of this claim in the next lemma and the discussion that follows.

Lemma 7: The average run length of the Parallel WLCUSUM with maximum window size \( W \) satisfies

\[
E_\infty[\mathcal{T}_p] \geq \frac{1}{W} e^{\nu}.
\]

Proof: Recall that \( S_t(w) \) denotes the statistic of the WLCUSUM with window size \( w \). Similarly to Lemma 3, let us define a Shiryaev-Roberts like statistic \( \{ \mathcal{L}_t(w) \} \), under a window size \( w \), through the recursion

\[
\mathcal{L}_t(w) = \left( \mathcal{L}_{t-1}(w) + 1 \right) f_0(\xi_t, \tilde{\theta}_{t-1}) - f_\infty(\xi_t), \quad \mathcal{L}_w(w) = 0, \ t \geq w + 1.
\]

Following the arguments in Lemma 3, we have \( \mathcal{L}_t(w) \geq e^{S_t(w)} \) for \( t > w \) and \( \{ \mathcal{L}_t(w) \} \) preserves the characteristic martingale property with respect to the \( P_\infty \) measure. Applying Optional Sampling, we have \( E_\infty[\mathcal{L}_{T(w)} - T] = -w \) for any stopping time \( T \) with finite expectation. The parallel WLCUSUM statistic can be written as \( \max_{1 \leq w \leq W} \{ S_t(w) \} \) with the corresponding stopping time satisfying \( \mathcal{T}_p = \inf\{ t > 0 : \max_{1 \leq w \leq W} \{ S_t(w) \} \geq \nu \} \). For the stopping time we have

\[
e^{\nu} \leq e^{\max_{1 \leq w \leq W} \{ S_t(w) \}} \leq \max_{1 \leq w \leq W} \{ \mathcal{L}_{T(w)} \} \leq \sum_{w=1}^{W} \mathcal{L}_{T(w)}.
\]

Taking expectations under \( P_\infty \) on both sides yields

\[
e^{\nu} \leq \sum_{w=1}^{W} \left( E_\infty[\mathcal{T}_p] - w \right) < W E_\infty[\mathcal{T}_p],
\]

which proves the desired inequality.

Equating the lower bound provided by Lemma 7 to the desired average false alarm period \( \gamma > 1 \) assures that the false alarm constraint \( E_\infty[\mathcal{T}_p] \geq \gamma \) is satisfied. Consequently, the threshold we select to use is equal to

\[
\nu = \log(W \gamma)
\]

as opposed to \( \log \gamma \) we use for a single window.

For the average detection delay, note that the delay of the parallel WLCUSUM will certainly be no larger than the delay of each individual WLCUSUM procedure. Therefore, using (18) and Theorem 1 we can write

\[
E_\infty[\mathcal{T}_p] \leq \min_{1 \leq w \leq W} \{ E_\infty[\mathcal{L}_t(w)] \}
\]

\[
\leq \min_{1 \leq w \leq W} \log(W \gamma) + \frac{1}{l_0} + \left( \frac{1}{l_0} \log(W \gamma) \right)^{\frac{1}{2}} + w l_0 + \left( \frac{1}{l_0} l_0 w \right)^{\frac{1}{2}},
\]

where \( l_0, \hat{I}_0 \) are the estimated information numbers under window size \( w \). Comparing the previous upper bound to the one obtained in (16) we can see that if \( \log W = o(\sqrt{\log \gamma}) \) the two upper bounds are asymptotically equivalent for each \( w \). This implies that the parallel WLCUSUM performs the optimization with respect to \( w \) automatically without the need of prior manual selection. Of course this is true as long as \( W \) exceeds the value of the optimum window and at the same time conforms with the requirement \( \log W = o(\sqrt{\log \gamma}) \).

Regarding the last constraint it is trivially satisfied by the window sizes we employ namely \( W = \theta((\log \gamma)^\alpha) \). Indeed if we consider \( W = \Theta((\log \gamma)^\alpha) \) with \( 1 > \alpha > \frac{1}{2} \) then \( \log W = \Theta((\log \gamma)^\alpha) \) but also \( W \) exceeds the optimum window size since the latter satisfies \( \Theta((\sqrt{\log \gamma}) \).

Remark 8: The computational complexities of WLCUSUM, parallel WLCUSUM, and window-limited GLR can be ordered as follows:

WLCUSUM < parallel WLCUSUM < window-limited GLR.

Although all three procedures with the appropriate choice of window size are first-order asymptotically optimal, they differ in the number of operations needed per update. To form a more precise idea about the requirements in computation, let us assume that the estimation process needs constant complexity per estimate when considering estimates of windows of consecutive sizes. This is because it can compute each estimate by updating the estimate of the previous size. This is for example the case when computing arithmetic averages.
of samples of increasing windows since these estimates can be performed recursively. For the same estimation problem if we are interested only in a single window then the complexity of the estimator is proportional to the window size. Of course complexity can be significantly higher when estimates need to be obtained through iterative solutions.

Let us start with WLCUSUM with window size $w$. Its complexity is $\Theta(w)$ since we compute the estimate with complexity $\Theta(w)$ and then update the corresponding statistic with a constant number of operations. The parallel WLCUSUM with maximal window $W$ will require $\Theta(W)$ operations to compute all the estimates of consecutive window sizes and $\Theta(W)$ operations to update the corresponding statistics (constant number of operations per statistic), therefore the total complexity is still $\Theta(W)$. In the case of the window-limited GLR if $w$ is the size of the adopted window then we need $\Theta(w)$ to compute the estimates of the consecutive smaller window sizes. Then, each such estimate is applied to all the samples in the smaller window to form an approximation of the corresponding log-likelihood ratio. The total complexity required by these updates is $\Theta(1) + \ldots + \Theta(w) = \Theta(w^2)$. The overall complexity for estimation and updates is $\Theta(w) + \Theta(w^2) = \Theta(w^2)$.

For WLCUSUM if we consider the optimal window size $w = \Theta(\sqrt{\log \gamma})$, this results in complexity $\Theta(\sqrt{\log \gamma})$ per time update. For the parallel WLCUSUM with a maximal window size $W = \Theta((\log \gamma)^{\alpha})$ and $1 > \alpha > \frac{1}{2}$ to cover the optimal window size, we need complexity $\Theta((\log \gamma)^{\alpha})$. In the case of the window-limited GLR we know that $w$ must be at least of the same order as the detection delay therefore $w = \Theta(\log \gamma)$, suggesting that the corresponding computational complexity is $\Theta((\log \gamma)^2)$. As we can see the difference in number of operations between the two versions of WLCUSUM and the window-limited GLR is significant.

VII. EXPERIMENTS

Simulation studies are performed to compare WLCUSUM and parallel WLCUSUM to the exact CUSUM and the window-limited GLR. In the exact CUSUM all parameters are considered known and the corresponding detection delay is optimum [13]. In all experiments, the average detection delay and average false alarm period are obtained using direct estimation and averaging over 1000 independent trials.
A. Univariate Normal Mean-Shift

We consider a normal mean-shift example. Let the density $f_\infty(\cdot)$ be a canonical Gaussian pdf $N(0, I_K)$ and $f_0(\cdot, \theta)$ a Gaussian $N(\theta, I_K)$. Since $f_0(\cdot, \theta)$ with $\theta = 0$ is equal to $f_\infty(\cdot)$, we impose a constraint on $\theta$ in order to avoid the two densities becoming equal. For the mean $\theta$ we assume that $\theta \in \Theta = \{\theta : \|\theta\| \geq \vartheta > 0\}$, where the barrier value $\vartheta$ is considered known and can be interpreted as the smallest signal strength that we are interested in detecting. For our estimate of the mean we employ the MLE with the solution projected onto the allowable parameter set $\Theta$. Specifically

$$\hat{\theta}_t = \frac{\bar{\theta}_t}{\|\bar{\theta}_t\|} \max\{|\bar{\theta}_t|, \vartheta\}, \quad \text{where} \quad \bar{\theta}_t = \frac{1}{\sum\limits_{s=0}^{w-1} \xi_{t-s}}.$$

We first present a suite of numerical results for the one-dimensional ($K = 1$) case with varying signal strengths. In the first setting, we set $\theta = 1$ and $\vartheta = 0.5$. Figure 1(a) depicts the worst-case expected detection delay versus the average false alarm period (ARL), where the black line corresponds to the exact CUSUM procedure which lies below all the other curves. The red line corresponds to WLCUSUM with optimal window size with Figure 1(b) depicting how the optimal window must change as a function of ARL (theoretical and simulations). In Figure 1(a) with blue we can also see the parallel WLCUSUM procedure with maximal window size $W = 15$. For comparison we also present in green the window-limited GLR defined in (9) with a window size of 30 (chosen to be larger than $\log ARL/I_0$ as explained in Remark 7) and in yellow with an insufficient window size 10. In the latter we notice the remarkable performance degradation if we do not use the appropriate window. Regarding our proposed methods we observe that the parallel WLCUSUM has nearly similar performance as the WLCUSUM with optimal window size, without requiring any prior specification of the optimal window. The window-limited GLR (with sufficient window size), in this scenario exhibits a smaller detection delay than both versions of WLCUSUM but at the expense of a higher computational cost as explained in Remark 8. Finally, we compare all procedures with the CUSUM test under minimal signal strength in black dashed line, i.e., we calculate the CUSUM test using densities of $N(0.5, 1)$ and $N(0, 1)$. For the optimal window size depicted in Figure 1(b) we simulated sizes varying from 1 to 15 and for each ARL value...
we selected the size with the smallest detection delay. This is depicted by the blue curve. With red we have plotted the theoretical optimal value obtained in Lemma 6. We observe a relatively good agreement between the two possibilities for large ARL values which is to be expected since our theoretical results are asymptotic.

In Figure 2(a) and (b) we performed similar experiments but under more difficult detection scenarios. In particular in (a) we consider the change in the mean from 0 to \( \theta = 0.5 \) with a barrier value of \( \vartheta = 0.25 \) while in (b) from 0 to \( \theta = 0.3 \) with barrier \( \vartheta = 0.1 \). Again both versions of WLCUSUM have comparable performance however now the window-limited GLR, despite its high complexity as a result of the corresponding large windows, does not enjoy better performance than WLCUSUM. In fact in the second more challenging detection example it is clearly worse than WLCUSUM. In addition, we see that the CUSUM under minimum signal strength also becomes much worse as ARL becomes large and is worse than WLCUSUM in the second more challenging detection example.

B. Varying Dimensions

To illustrate the performance on multivariate distributions, we performed simulations with varying parameter dimensions. As shown in (11), the dimension of \( \theta \) will affect the appropriate choice of window size as well as the quantities \( l_0, l_\infty \), and \( J_0 \). We consider two dimensions: \( K = 5 \) and \( K = 10 \). In both cases we simulate two different mean changes (i) from 0 to \( \theta \) with \( ||\theta|| = 1 \) and barrier \( \vartheta = 0.5 \), and (ii) from 0 to \( \theta \) with \( ||\theta|| = 0.3 \) and \( \vartheta = 0.1 \). The appropriate range of window sizes is chosen based on Lemma 6.

Figure 3(a) and (b) depicts the detection delay of the competing schemes under a large change namely from 0 to \( \theta \) with \( ||\theta|| = 1 \) and barrier \( \vartheta = 0.5 \) for the two lengths \( K = 5, 10 \). We can see in Figure 3(a) and (b) that in both cases the window-limited GLR exhibits a smaller detection delay compared to WLCUSUM but, as we explained, at the expense of a significantly higher computational complexity. However this advantage tends to disappear when the detection problem becomes more challenging as in the case of the small change in the mean from 0 to \( ||\theta|| = 0.3 \) with barrier \( \vartheta = 0.1 \). This is clearly depicted in Figure 3(c) and (d) where WLCUSUM is antagonistic to GLR for both lengths \( K = 5, 10 \). Of course we must not forget that this performance of WLCUSUM is enjoyed at a significantly lower computational complexity level as compared to the window-limited GLR.

C. Different Parametric Families

We also consider the case with non-Gaussian pre-change distribution and Gaussian post-change distributions, i.e., the pre- and post-change does not belong to the same parametric family. In this case, the post-change parameter set \( \Theta \) can be set as large as the entire space \( \mathbb{R}^K \). We assume the pre-change distribution is a Laplace distribution with mean zero and variance 1, i.e., the density function \( f_\infty = \frac{1}{\sqrt{2}} \exp\{-\sqrt{2}|x|\} \); and the post-change distribution is a normal distribution \( N(\mu, \sigma^2) \). Therefore, the pre-change distribution does not belong to the post-change distribution family for any \( \mu \) and \( \sigma \), and we can safely choose the parameter set \( \Theta \) as the entire parameter space.

In Figure 4(a) and (b) we performed experiments under two different detection scenarios. In particular in (a) we consider the post-change distribution being \( N(0, 1) \), i.e., although the distribution shifts from Laplace to Normal, their mean and variance remain the same. We assume the post-change variance \( \sigma^2 \) is known and only estimate the mean parameter during the detection procedure. Furthermore, in (b) we consider the post-change distribution being \( N(0, 4) \) and assume \( \sigma^2 \) is unknown, so we have to estimate the post-change mean and variance jointly through maximum likelihood estimate. In such case, we have the parameter space \( \Theta = \{-\infty < \mu < \infty, \sigma^2 > 0\} \). Again both versions of WLCUSUM have comparable performance. The window-limited GLR, despite its high complexity as a result of the corresponding large windows (especially for (a) where the change is challenging to detect), does not enjoy better performance than WLCUSUM.

VIII. CONCLUSION

In this work we consider the sequential change detection problem with known pre-change distribution and unknown
post-change distribution but in certain parametric forms. We propose a window limited CUSUM procedure that uses a sliding window to perform online estimate for the unknown post-change parameter. A careful analysis on the average run length and detection delay shows the asymptotic optimality of the proposed method, with a window size much smaller than that required by window-limited GLR approach. The proposed framework also opens opportunities for several future research directions. For example, we may consider more efficient (such as “one-sample update” via stochastic gradient descent) estimate of the post-change parameter. Moreover, we may also try to relax the current constraint that the pre-change distribution must be a known distance away from the post-change distribution sets. The extension to joint detection and estimation is also worthwhile investigating in the future.

APPENDIX

Proof of Theorem 1: Recall the definition of the process \( \{U_t\} \) is \( U_t = U_{t-1} + \log f_\theta(z_t; \hat{\theta}_{t-1}) \) with \( U_0 = 0 \), and the corresponding stopping time \( T^\nu = \inf \{ t > w : U_t \geq \nu \} \). For the expectation \( E_0^\theta[U_{T^\nu}] \) we cannot apply the usual form of Wald’s identity because the terms under the sum are \( t \)-dependent. Indeed, while \( \log f_\theta(z_t; \hat{\theta}_{t-1}) \) is independent from \( \mathcal{F}_{t-1} \), when we replace the unknown \( \theta \) with the estimate \( \hat{\theta}_{t-1} \) then \( \log f_\theta(z_t; \hat{\theta}_{t-1}) \) depends on \( \mathcal{F}_{t-1} \) and is independent only from \( \mathcal{F}_{t-w-1} \) due to the \( t \)-dependency of the estimates \( \{\hat{\theta}_t\} \). There exists version of Wald’s identity for dependent samples [52] and for our analysis we are going to borrow ideas from this work but we intend to present all the details for our particular case.

For simplicity let us denote with \( \ell_t = \log f_\theta(z_t; \hat{\theta}_{t-1}) \), then we observe that for \( t > w \) we can write

\[
E_0^\theta[U_{T^\nu}] = E_0^\theta \left[ \sum_{t=w+1}^{T^\nu} \ell_t \right] = E_0^\theta \left[ \sum_{t=w+1}^{\infty} \ell_t \mathbb{1}_{\{T^\nu \geq t-w\}} \right].
\]

Consider the two terms in (20) separately. For the first we have

\[
E_0^\theta \left[ \sum_{t=w+1}^{\infty} \ell_t \right] = E_0^\theta \left[ \sum_{t=w+1}^{\infty} \ell_t \mathbb{1}_{\{T^\nu \geq t-w\}} \right] = E_0^\theta \left[ \sum_{t=w+1}^{\infty} E_0^\theta [\ell_t | \mathcal{F}_{t-w-1}] \mathbb{1}_{\{T^\nu \geq t-w\}} \right] = E_0^\theta [\ell_{w+1}] E_0^\theta [\hat{T}^\nu] = \hat{I}_0 E_0^\theta [\hat{T}^\nu],
\]

with the second equality being true since \( \mathbb{1}_{\{T^\nu \geq t-w\}} \) is \( \mathcal{F}_{t-w-1} \)-measurable and the third equality being valid because \( \ell_t = \log f_\theta(z_t; \hat{\theta}_{t-1}) \) is independent from \( \mathcal{F}_{t-w-1} \).

Consider now the second term in (20), we observe that

\[
E_0^\theta \left[ \sum_{t=w+1}^{\infty} \ell_t \right] = E_0^\theta \left[ \ell_{T^\nu} \mathbb{1}_{\{T^\nu \geq t-w\}} \right] = E_0^\theta \left[ \sum_{t=w+1}^{\infty} E_0^\theta [\ell_{T^\nu} | \mathcal{F}_{t-w-1}] \mathbb{1}_{\{T^\nu \geq t-w\}} \right] \leq E_0^\theta \left[ \sum_{t=w+1}^{\infty} I_0 \mathbb{1}_{\{T^\nu \geq t-w\}} \right] = wI_0,
\]

where for the inequality we used (12). Combining the two expressions we conclude that

\[
\hat{I}_0 E_0^\theta [\hat{T}^\nu] - wI_0 \leq E_0^\theta [\hat{U}_{T^\nu}] \Rightarrow E_0^\theta [\hat{T}^\nu] \leq \frac{E_0^\theta [\hat{U}^\nu] + wI_0 - \frac{E_0^\theta [\hat{U}^\nu - \nu + \nu + wI_0]}{I_0}}{I_0}.
\]

The next step involves the control of the expectation of the overshoot \( \mathcal{R}_x = \hat{U}_{T^\nu} - \nu \). In the case where \( \hat{U}_t \) is a sum of i.i.d. terms, we have from [51] an elegant result that bounds the average overshoot uniformly over all \( \nu \) by a constant. Unfortunately, we were not able to produce a similar conclusion for the \( t \)-dependent case. Instead we developed an upper bound that increases as \( \sqrt{\nu} \). The good news is that even with this cruder bound, the asymptotic characteristics of our scheme will turn out to be of the same order as the ones we would have enjoyed with a constant upper bound applied on the average overshoot.

We borrow ideas from [51] and modify them to accommodate the \( t \)-dependency. For any threshold \( x > 0 \) define \( T'_x \) to be the corresponding stopping time

\[
T'_x = \inf \{ t > w : U_t \geq x \},
\]

and denote the overshoot function as \( \mathcal{R}_x = \hat{U}_{T'_x} - x \). Define a sequence of stopping times \( \{\tau_j\} \) with \( \tau_0 = w \) and

\[
\tau_j = \inf \{ t > \tau_{j-1} : \sum_{s=\tau_{j-1}+1}^{t} \ell_s > 0 \}, \quad j \geq 1,
\]

and the corresponding ladder variables \( z_j = \sum_{s=\tau_{j-1}+1}^{\tau_j} \ell_s > 0 \). Due to the positivity of \( I_0 = E_0^\theta [\ell_1] \) we have that under the \( P_0^\theta \) measure the stopping times are all a.s. finite. We can now see that \( \hat{U}_{T'_x} = \sum_{j=1}^{\nu} z_j \), in fact \( \hat{U}_t \) increases only at the stopping times \( \{\tau_j\} \). For any given threshold \( \nu \), in order to stop at \( T'_x \) the statistic \( \hat{U}_t \) needs an increase at \( T'_x \), which means that there exists a random index \( j_{\nu} \) such that \( \tau_{j_{\nu}} = T'_x \). Due to the same steps as in [51], we observe that \( \mathcal{R}_x \) is a piecewise linear function and all pieces having slope \( -1 \), thus we have

\[
\int_0^\nu \mathcal{R}_x \, dx = \int_0^{\tau_{j_{\nu}}} \mathcal{R}_x \, dx - \int_{\tau_{j_{\nu}}}^{T'_x} \mathcal{R}_x \, dx = \frac{1}{2} \left( \sum_{j=1}^{j_{\nu}} z_j^2 - \mathcal{R}_x^2 \right).
\]
By definition $0 < z_j$ and $z_j = \sum_{\tau_j = \tau_j - 1 + 1}^{\tau_j - 1} \ell_t + \ell_{\tau_j}$ with $\sum_{\tau_j = \tau_j - 1 + 1}^{\tau_j - 1} \ell_t \leq 0$, then we have $0 < \ell_{\tau_j}$ and $0 < z_j \leq \ell_{\tau_j}$, which implies $z_j^2 \leq \ell_{\tau_j}^2 \leq \sum_{\tau_j = \tau_j - 1 + 1}^{\tau_j - 1} \ell_t^2$. Substituting in (23) yields
\[
2 \int_0^\nu R_x \, dx \leq \sum_{j=1}^{J_0} \sum_{\tau_j = \tau_j - 1 + 1}^{\tau_j - 1} \ell_t^2 - R_{\nu}^2 = \sum_{\tau = \nu + 1}^{\tau + \nu} \ell_t^2 - R_{\nu}^2 \leq \sum_{t=\nu + 1}^{\tau + \nu} \ell_t^2 - R_{\nu}^2.
\]
If we take the expectation of the previous expression and use Jensen’s inequality on the last term we obtain
\[
0 \leq \frac{1}{2} \int_0^\nu E_\nu[R_x] \, dx \leq \frac{1}{2} \sum_{t=\nu + 1}^{\tau + \nu} \ell_t^2 - \left( E_\nu[R_{\nu}] \right)^2 = \frac{1}{l_0} \sum_{t=\nu + 1}^{\tau + \nu} \ell_t - \left( E_\nu[R_{\nu}] \right)^2.
\]
The first equality is true because $E_\nu[\sum_{t=\nu + 1}^{\tau + \nu} \ell_t] = \frac{1}{l_0} E_\nu[\nu]$ and $E_\nu[\sum_{t=\nu + 1}^{\tau + \nu} \ell_t] = \frac{1}{l_0} E_\nu[\nu]$. Also for the last inequality we used (21). From the nonnegativity of the integral we have $E_\nu[R_{\nu}] \leq \frac{1}{l_0} \left( E_\nu[R_{\nu}] + \nu + l_0 \right)$, from which we conclude that $E_\nu[R_{\nu}] \leq \frac{1}{l_0} \left( E_\nu[R_{\nu}] + \nu + l_0 \right)^2$. Given also from (14) that $\nu = \log \gamma$, substituting in (22) produces the desired upper bound.
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