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Abstract
The background method is a widely used technique to bound mean properties of turbulent flows rigorously. This work reviews recent advances in the theoretical formulation and numerical implementation of the method. First, we describe how the background method can be formulated systematically within a broader “auxiliary function” framework for bounding mean quantities, and explain how symmetries of the flow and constraints such as maximum principles can be exploited. All ideas are presented in a general setting and are illustrated on Rayleigh–Bénard convection between stress-free isothermal plates. Second, we review a semidefinite programming approach and a timestepping approach to optimizing bounds computationally, revealing that they are related to each other through convex duality and low-rank matrix factorization. Open questions and promising directions for further numerical analysis of the background method are also outlined.
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1 Introduction
Making quantitative predictions for key properties of incompressible turbulent flows, such as the mean energy dissipation in a pipe or the average amount of heat transported by natural convection, is a fundamental problem in fluid mechanics. A particular challenge is to determine the functional dependence of these mean quantities on relevant nondimensional parameters, such as the Reynolds number, directly from the equations governing the flow and without introducing physically reasonable, but unproven, assumptions.

One way to study mean quantities rigorously, pioneered by Malkus, Howard and Busse [1–6], is to bound their values using variational techniques. The idea is simple: rather than optimizing the mean quantity of interest over solutions to the flow’s governing equations, one optimizes it over a larger set of incompressible flow fields that satisfy only integral constraints in the form of energy and flux balances, which are weaker but more tractable. The latter optimum is often still hard to evaluate, but conservative one-sided estimates (lower bounds for minima and upper bounds for maxima) can be obtained with the background method of Doering & Constantin [7–10].
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To illustrate the method, suppose we seek bounds on the mean energy dissipation for the flow of an incompressible fluid in a domain $\Omega$ with no-slip boundaries driven by an externally applied force. The velocity $u$ of the fluid is governed by the nondimensional Navier–Stokes equations

\begin{align}
\frac{\partial}{\partial t} u &= Re^{-1} \Delta u - u \cdot \nabla u - \nabla p + f, \\
\nabla \cdot u &= 0,
\end{align}

where $Re$ is the Reynolds number, $p$ is the pressure, and $f$ is the nondimensional external forcing. The mean energy dissipation is

$$\Phi = \overline{\int_\Omega |\nabla u|^2 \, dx},$$

where we use overbars to indicate averaging over infinite time. The background method begins by considering the energy $\frac{1}{2} \int_\Omega |u - U|^2 \, dx$ of perturbations from a background field $U$, which is incompressible and satisfies no-slip boundary conditions, but can otherwise be chosen arbitrarily. Assuming that this perturbation energy remains uniformly bounded in time, as is reasonable to expect for a broad class of force vectors $f$, its time derivative has zero infinite-time average:

$$0 = \frac{d}{dt} \frac{1}{2} \int_\Omega |u - U|^2 \, dx = \int_\Omega (u - U) \cdot (Re^{-1} \Delta u - u \cdot \nabla u - \nabla p + f) \, dx = \int_\Omega \left( -Re^{-1} |\nabla u|^2 + Re^{-1} \nabla U \cdot \nabla u - \lambda u \cdot \nabla U \cdot u + \lambda f \cdot u - \lambda f \cdot U \right) \, dx. \quad (1.3)$$

Here, the second line follows from differentiation in time using the momentum equation (1.1a), while the last line is obtained after integration by parts using the no-slip boundary conditions and the incompressibility of $u$ and $U$. This identity enables us to express the mean energy dissipation as

$$\Phi = \overline{\int_\Omega \left( (1 - \lambda Re) |\nabla u|^2 + \frac{1}{Re} \nabla U \cdot \nabla u - \lambda u \cdot \nabla U \cdot u + \lambda f \cdot u - \lambda f \cdot U \right) \, dx}, \quad (1.4)$$

where $\lambda$ is an arbitrary scalar often called the balance parameter. Suppose now that, for a given value of $Re$, the background field $U$ and the balance parameter $\lambda$ can be chosen such that

$$\int_\Omega \left( (1 - \frac{1}{Re}) |\nabla u|^2 + \frac{1}{Re} \nabla U \cdot \nabla u - \lambda u \cdot \nabla U \cdot u + \lambda f \cdot u - \lambda f \cdot U \right) \leq \gamma \quad (1.5)$$

for some constant $\gamma$ and all incompressible vector fields $u$ satisfying the no-slip boundary conditions. Then, the inequality holds also for all possible solutions of the Navier–Stokes equations (1.1a,b) and identity (1.4) implies the upper bound $\Phi \leq \gamma$ at the given Reynolds number. To obtain a lower bound $\Phi \geq \gamma$, it suffices to reverse inequality (1.5). One is of course especially interested in obtaining bounds $\gamma = \gamma(Re)$ for all or a range of Reynolds numbers, so as to understand how the mean energy dissipation (the mean quantity of interest) scales with $Re$ (the control parameter).
Table 1: A nonexhaustive summary of flows to which the background method has been applied.

| Flow                        | Analysis | Computations |
|-----------------------------|----------|--------------|
| Rayleigh–Bénard convection  | [10, 13–32] | [20, 21, 30, 31, 33–38], [39]† |
| Bénard–Marangoni convection | [40, 41]  | [42]         |
| Porous-media convection     | [43]     | [44–47]      |
| Internally heated convection| [26, 48–53]| [51, 52]   |
| Double-diffusive convection  | [54]     | none          |
| Horizontal convection       | [55]     | none          |
| Parallel shear flows        | [7, 8, 11, 15, 56–61] | [39, 62–66] |
| Taylor–Couette flow         | [67–69]  | [69]         |
| Pressure-driven channel flow| [9, 70]  | none          |
| Precessing flow             | [71]     | none          |
| Flows in unbounded domains  | [72, 73] | none          |

†Computations for Couette flow in [39] imply optimal bounds for Rayleigh–Bénard convection [13, §4].

As demonstrated in §3, these ideas can be extended to a very broad class of flows by considering generalized perturbation energies and generalized background fields.

In the above example and in general, optimizing the background field and the balance parameter to produce the best possible bound is a dual problem (in the sense of convex duality) to the Malkus–Howard–Busse approach described above [11–13] and is generally difficult. Suboptimal background fields, however, can usually be constructed using only elementary calculus and functional inequalities, and often yield useful bounds. For these reasons, the background method has enjoyed tremendous success since its introduction in the 1990s (see Table 1 for a nonexhaustive list of flows to which it has been applied) and, to this day, it remains one of the key tools for rigorous flow analysis.

This work reviews recent advances in the theoretical formulation and computational implementation of the background method. The latter are of particular interest because, even though no algorithm can produce rigorous bounds for all possible values of a flow’s governing parameters, numerical approximations of the best bound available to the background method can reveal whether suboptimal bounds proven analytically exhibit optimal parameter dependence. If they do not, moreover, computations can guide improved analysis. This was recently demonstrated for Bénard–Marangoni convection at infinite Prandtl number [41, 42] and for internally heated convection [51, 53].

On the theoretical side, we show how to formulate the background method systematically within a more general framework for bounding infinite-time averages, which is based on auxiliary functions [74–76] and is known to be sharp for well-posed ordinary and partial differential equations [77, 78]. This interpretation of the background method, discussed in [30, 51, 52, 74, 76, 79] and already used in the example given above, will be described in a general setting in §3. Its main advantages compared to the original formulation of the method by Doering & Constantin [7–10] are that (i) it allows for the consideration of generalized perturbation energies and generalized background fields, (ii) it can be used easily to bound mean quantities not equivalent to the dissipation rate, and (iii) it always reduces the search for a bound to a convex variational principle. Indeed, observe that inequality (1.5) is jointly convex in the balance parameter $\lambda$, the scaled background field $\lambda U$, and the bound $\gamma$. We also
explain how this convex variational principle can be simplified using symmetries and, sometimes, improved by incorporating constraints such as maximum principles.

On the computational side (§4), we first review two recent approaches to optimizing background fields—one based on semidefinite programming [36, 42, 65, 80] and one based on timestepping [35, 46]—that stand out from other strategies employed in the literature (cf. Table 1) for their generality, robustness, and simplicity. We then reveal a previously unrecognised connection between these two approaches, which opens new avenues for the numerical analysis of the background method and may enable the efficient optimization of bounds for complex flows.

To highlight the broad applicability of the background method (including its numerical implementation strategies) and separate its key ingredients from specific aspects pertaining to particular examples, we work in an abstract setting similar to that in [81], which generalizes the basic Navier–Stokes equations in (1.1) but preserves their key properties (see §2). To minimize the technicalities, however, we omit a rigorous functional-analytic setup. The abstract ideas are illustrated in the context of Rayleigh–Bénard convection between stress-free isothermal plates.

2 Governing equations in abstract form

We consider an incompressible fluid in a domain \( \Omega \subset \mathbb{R}^d \) (usually, \( d = 2 \) or \( 3 \)), whose state at time \( t \) is described by a pressure field \( p(t) : \Omega \to \mathbb{R} \) and a vector field \( u(t) : \Omega \to \mathbb{R}^n \). The components of \( u \) represent \( n \) physical variables of interest, such as velocity, temperature, and vorticity. At each time \( t \), the state \( u(t) \) and pressure \( p(t) \) are functions of the spatial coordinate \( x \in \Omega \), and we assume that:

(A1) \( u(t) \) belongs to a linear subspace \( U \) of a Hilbert space \( V \) with norm \( \| \cdot \|_V \),

\[ \text{dual space } V' \],

and which is continuously embedded into the Lebesgue space \( L^2(\Omega; \mathbb{R}^n) \);

(A2) \( p(t) \) belongs to a Hilbert space \( P \) continuously embedded into \( L^2(\Omega) \).

For typical flows, \( V \) encodes regularity and boundary conditions, while \( U \) includes further constraints such as incompressibility. In the body-forced flow considered in the introduction, for instance, \( u \) is simply the velocity field, \( V = H^1_0(\Omega; \mathbb{R}^n) \) is the Sobolev space of (weakly) differentiable square-integrable vector fields that vanish on the domain boundary and have square-integrable derivatives, \( U \) is its divergence-free subspace, and \( P = L^2(\Omega) \). In the Rayleigh–Bénard problem discussed in Example 1 below, instead, \( u \) represents both the fluid’s velocity and its temperature. Note that assumption (A1) requires all boundary conditions defining \( V \) and all other constraints defining \( U \) to be homogeneous; this is usually achieved by letting \( u(t) \) and \( p(t) \) be perturbations from a reference flow state (say, a laminar flow).

The state of the fluid evolves according to a differential equation in the form

\[
\frac{\text{d}u}{\text{d}t} = \mathcal{A}u + \mathcal{B}(u, u) + \mathcal{C}p + f, \quad u(0) = u_0, \tag{2.1}
\]

where \( \mathcal{A} : V \to V' \) is a linear differential operator that typically represents the effects of diffusion, advection by a mean flow, and buoyancy forces proportional to the temperature of the fluid; \( \mathcal{B} : V \times V \to V' \) is a bilinear differential operator representing nonlinear advection; \( \mathcal{C} : P \to V' \) is linear differential operator representing pressure
forces; \( f \in L^2(\Omega; \mathbb{R}^n) \) is an externally applied steady force\(^1\); and \( u_0 \in U \) is the initial state of the fluid. Equation (2.1) is essentially an abstract version of the usual momentum equation (1.1a), where \( \mathcal{A} u = \text{Re}^{-1} \Delta u, \mathcal{B}(u, u) = -u \cdot \nabla u \) and \( \mathcal{C} p = -\nabla p \). Such an abstraction enables us to consider flows that require evolution equations for quantities beyond the fluid’s velocity, such as its temperature or vorticity, whilst using a compact notation.

The operators \( \mathcal{A}, \mathcal{B} \) and \( \mathcal{C} \) are associated to a bounded\(^2\) bilinear form \( a : \mathbb{V} \times \mathbb{V} \to \mathbb{R} \) (not necessarily symmetric), a bounded trilinear form \( b : \mathbb{V} \times \mathbb{V} \times \mathbb{V} \to \mathbb{R} \), and a bounded bilinear form \( c : \mathbb{V} \times \mathbb{P} \to \mathbb{R} \) such that

\[
\begin{align*}
\langle u_2, \mathcal{A} u_1 \rangle &= a(u_2, u_1) & \forall u_1, u_2 \in \mathbb{V}, & (2.2a) \\
\langle u_2, \mathcal{B}(u_1, u_1) \rangle &= b(u_2, u_1, u_1) & \forall u_1 \in U, u_2 \in \mathbb{V}, & (2.2b) \\
\langle u, \mathcal{C} p \rangle &= c(u, p) & \forall u \in \mathbb{V}, p \in \mathbb{P}, & (2.2c)
\end{align*}
\]

where angled brackets denote the inner product in \( L^2(\Omega; \mathbb{R}^n) \):

\[
\langle u_1, u_2 \rangle := \int_{\Omega} u_1 \cdot u_2 \, dx \quad \forall u_1, u_2 \in L^2(\Omega; \mathbb{R}^n).
\]  

(2.3)

For the body-forced flow considered in the introduction, for example, \( a(u_2, u_1) = \text{Re}^{-1} \int_{\Omega} \nabla u_1 \cdot \nabla u_2 \, dx, b(u_2, u_1, u_1) = \int_{\Omega} u_1 \cdot \nabla u_2 \cdot u_1 \, dx \) and \( c(u, p) = \int_{\Omega} (\nabla \cdot u) p \, dx \).

Recalling that for this example \( \mathbb{V} = H_0^1(\Omega; \mathbb{R}^n) \), \( \mathbb{U} \) is the divergence-free subspace of \( \mathbb{V} \), and \( \mathbb{P} = L^2(\Omega) \), the identities (2.2a–c) can be verified using integration by parts, the no-slip boundary conditions of functions in \( \mathbb{V} \) and, for (2.2b), the incompressibility of \( u_1 \in \mathbb{U} \).

It is also useful to consider an alternative representation for the trilinear form \( b \). For this, we define a linear operator \( \mathcal{H} \) mapping a vector field \( u_1 \in \mathbb{V} \) into a linear operator \( \mathcal{H}(u_1) : \mathbb{V} \to \mathbb{V}' \) via the identity

\[
\langle u_2, \mathcal{H}(u_1) u_3 \rangle = b(u_1, u_2, u_3) \quad \forall u_2, u_3 \in \mathbb{V}.
\]  

(2.4)

For the body-forced flow we may take \( \mathcal{H} \) to satisfy \( \mathcal{H}(u_1) u_3 = \nabla u_1 \cdot u_3 \), and Example 1 provides the relevant definition for Rayleigh–Bénard convection.

Finally, to model the energy conservation properties of the nonlinear advection and pressure terms in Navier–Stokes equations, we make two technical assumptions that are usually satisfied by incompressible flows subject to no-slip, periodic, or stress-free boundary conditions:

(A3) There exists a linear space \( \mathcal{M} \) of symmetric \( n \times n \) matrices such that \( b(\Lambda u, u, u) = 0 \) for all \( \Lambda \in \mathcal{M} \) and all \( u \in U \).

(A4) There exists a linear subspace \( \mathcal{M}_0 \subseteq \mathcal{M} \) such that \( c(\Lambda u, p) = 0 \) for all \( \Lambda \in \mathcal{M}_0 \), \( u \in \mathbb{U} \) and \( p \in \mathbb{P} \).

In the case of body-forced flows governed by (1.1), for example, \( \mathcal{M} \equiv \mathcal{M}_0 \) contains all multiples of the identity matrix, since \( b(\lambda u, u, u) = \lambda \int_{\Omega} u \cdot \nabla u \cdot u \, dx = 0 \) and

---

\(^1\)The methods discussed in this work can be extended to the case of time-dependent external forces if an explicit bound on the spatial \( L^2 \) norm \( \| F(t) \|_2 \) is available pointwise in time, but we do not consider this for brevity.

\(^2\)A \( k \)-linear form \( f : \mathbb{V} \times \cdots \times \mathbb{V} \to \mathbb{R} \) is bounded if \( |f(u_1, \ldots, u_k)| \leq C \| u_1 \|_\mathbb{V} \cdots \| u_k \|_\mathbb{V} \) for some constant \( C > 0 \) and all \( u_1, \ldots, u_k \in \mathbb{V} \).
\( c(\lambda u, p) = \lambda \int_\Omega (\nabla \cdot u) p \, dx = 0 \) by virtue of incompressibility and the no-slip boundary conditions. For the Rayleigh–Bénard problem discussed in Example 1 below, instead, the spaces \( M \) and \( M_0 \) are more general and do not coincide.

Within this abstract framework, we seek a priori upper and lower bounds on the infinite-time average of a quantity that can be represented by a bounded bilinear form \( \Phi : V \times V \to \mathbb{R} \) (not necessarily symmetric) and is associated to a linear operator \( \mathcal{P} : V \to V' \) via

\[
\Phi(u, u) := (u, \mathcal{P} u). \tag{2.5}
\]

One example is the energy dissipation for the body-forced flow considered in the introduction, which is given by \( \Phi(u, u) = \int_\Omega |\nabla u|^2 \, dx \) and can be expressed in the inner-product form (2.5) with \( \mathcal{P} u = -\Delta u \) upon integration by parts. Since the infinite-time average of \( \Phi(u(t), u(t)) \) may depend on the initial state \( u(0) \), we focus on bounding from above the maximal average

\[
\overline{\Phi} := \sup_{u(0) \in U} \Phi(u(t), u(t)), \tag{2.6}
\]

where overbars denote averaging over infinite time:

\[
\overline{\Phi(u(t), u(t))} := \limsup_{T \to \infty} \frac{1}{T} \int_0^T \Phi(u(t), u(t)) \, dt. \tag{2.7}
\]

Lower bounds on the minimal average are of equal interest, but can be deduced from upper bounds on the maximal average of \(-\Phi\) and will therefore not be discussed.

**Example 1.** Consider the problem of bounding the mean vertical heat flux in Rayleigh–Bénard (RB) convection between stress-free plates. Using standard nondimensional variables (see, e.g., [82]) and writing \( x = (x, y, z) \) for the position vector, the fluid occupies the domain \( \Omega = [-L_x, L_x] \times [-L_y, L_y] \times [0, 1] \), which we assume to be periodic in the horizontal directions \((x \text{ and } y)\). The bottom plate \((z = 0)\) is held at a constant temperature \( T = 1 \), while the top one \((z = 1)\) is held at \( T = 0 \).

To lift the inhomogeneous boundary conditions on the temperature, we consider the state vector \( u(t) = (w(t), \vartheta(t)) \) that describes incompressible velocity perturbations \( w = (w_1, w_2, w_3) \) and temperature perturbations \( \vartheta \) from a purely conductive state, with no fluid motion and temperature distribution \( 1 - z \). The flow is then described by the nondimensional Boussinesq equations in perturbation form,

\[
\frac{d}{dt} \begin{pmatrix} w \\ \vartheta \end{pmatrix} = \begin{pmatrix} \text{Pr} \Delta w + \text{Pr} Ra \, \vartheta \, e_3 \\ \Delta \vartheta + w \cdot e_3 \end{pmatrix} + \begin{pmatrix} -w \cdot \nabla w \\ -w \cdot \nabla \vartheta \end{pmatrix} + \begin{pmatrix} -\nabla p \\ 0 \end{pmatrix}, \tag{2.8}
\]

where the Prandtl number \( \text{Pr} \) is the ratio of kinematic viscosity and thermal diffusivity, the Rayleigh number \( \text{Ra} \) describes the strength of the thermal forcing, \( e_3 \) is the unit vector in the vertical direction, and there is no external forcing \((f = 0)\). The instantaneous vertical heat flux is

\[
\Phi(u(t), u(t)) = \int_\Omega \vartheta(t, x) \, w_3(t, x) \, dx = \int_\Omega u(t, x) \cdot \begin{pmatrix} 0 \\ e_3 \end{pmatrix} \cdot \begin{pmatrix} u(t, x) \end{pmatrix} \, dx. \tag{2.9}
\]
Suitable pressure and velocity spaces are $\mathbb{P} = L^2(\Omega)$, $\mathbb{V} = \mathbb{W} \times H^1_0(\Omega)$ with $\mathbb{W} = H^1_p(\Omega) \times H^1_p(\Omega) \times H^1_0(\Omega)$, and $\mathbb{U} = \{(w, \vartheta) \in \mathbb{V} : \nabla \cdot w = 0\}$, where $H^1_p(\Omega)$ is the space of horizontally-periodic square-integrable functions with square-integrable weak derivatives and $H^1_0$ is its subspace of functions that vanish at $z = 0$ and $z = 1$. Writing $v = (\varphi, \tau)$ with $\varphi = (\varphi_1, \varphi_2, \varphi_3)$, the forms $a, b$ and $c$ in (2.2) are

$$a(v, u) = \int_{\Omega} (-\operatorname{Pr} \nabla \varphi \cdot \nabla w + \operatorname{Pr} \operatorname{Ra} \vartheta \varphi_3 + \tau w_3 - \nabla \vartheta \cdot \nabla \tau) \, dx,$$

$$b(v, u) = \int_{\Omega} (w \cdot \nabla \varphi \cdot w + \nabla \tau \cdot w \vartheta) \, dx,$$

$$c(v, p) = \int_{\Omega} (\nabla \cdot \varphi) \, p \, dx.$$  

These expression are obtained by taking the inner product of $v \in \mathbb{V}$ with the right-hand side of (2.8), integrating some terms by parts using the divergence-free and boundary conditions under the assumption that $(w, \vartheta) \in \mathbb{U}$, and recognizing that the result is well defined for all $(w, \vartheta) \in \mathbb{V}$. From (2.10b), one sees that the action of the operator $\mathcal{M}$ defined via (2.4) is $\mathcal{M}(v)u = (\nabla \varphi \cdot w, \nabla \tau \cdot w)$. Finally, assumptions (A3) and (A4) hold with

$$\mathcal{M} = \left\{ \Lambda = \begin{pmatrix} \lambda_1 & \frac{1}{\operatorname{Pr} \operatorname{Ra}} & \lambda_2 \\ \frac{1}{\lambda_3} & e_3 \\ \lambda_3 \end{pmatrix} : \lambda_i \in \mathbb{R} \right\} \quad \text{and} \quad \mathcal{M}_0 = \{ \Lambda \in \mathcal{M} : \lambda_3 = 0 \},$$  

where we divide $\lambda_1$ by $\operatorname{Pr} \operatorname{Ra}$ to ease the notation in subsequent examples. Indeed, by the divergence-free and the boundary conditions imply that

$$\int_{\Omega} w \cdot \nabla w \cdot w \, dx = 0, \quad \int \nabla \vartheta \cdot w \vartheta \, dx = 0, \quad \text{and} \quad \int \nabla w_3 \cdot w \vartheta \, dx = - \int \nabla \vartheta \cdot (\vartheta e_3) \cdot w \, dx.$$  

Thus, for any $\Lambda$ in the space $\mathcal{M}$ specified above and any $(w, \vartheta) \in \mathcal{U}$, the quantity

$$b(\Lambda u, u, u) = \int_{\Omega} (w \cdot \nabla (\frac{\lambda w}{\operatorname{Pr} \operatorname{Ra}} + \lambda_3 \vartheta e_3) \cdot w + \nabla (\lambda_3 w_3 + \lambda_2 \vartheta) \cdot w \vartheta) \, dx$$

vanishes identically as required. Similarly, since $w$ is divergence-free, the quantity

$$c(\Lambda u, p) = \int_{\Omega} \nabla \cdot (\frac{\lambda w}{\operatorname{Pr} \operatorname{Ra}} + \lambda_3 \vartheta e_3) \, p \, dx = \lambda_3 \int_{\Omega} p \vartheta \, dx$$

vanishes identically for all $(w, \vartheta) \in \mathcal{U}$ and all $p \in \mathbb{P}$ only if $\lambda_3 = 0$, so $\Lambda \in \mathcal{M}_0$.

### 3 The background method via auxiliary functions

Upper bounds on the maximal infinite-time average $\Phi^+$ can be derived using a general strategy based on the following simple observation: the time derivative of any bounded and differentiable function $V : \mathbb{U} \to \mathbb{R}$, which we refer to as an **auxiliary function**, has zero infinite-time average. Specifically, let $\mathcal{L} V : \mathbb{U} \times \mathbb{P} \to \mathbb{R}$ be the Lie derivative of $V$ along solutions of (2.1), meaning that $\mathcal{L} V(u(t), p(t)) = \frac{d}{dt} V(u(t))$. By the fundamental theorem of calculus, the infinite-time average of $\mathcal{L} V(u(t), p(t))$ vanishes if $V(u(t))$ is bounded uniformly in time, so

$$\Phi(u(t), u(t)) = \Phi(u(t), u(t)) + \mathcal{L} V(u(t), p(t))$$

(3.1)
irrespective of the initial state \( \mathbf{u}(0) \). If \( V \) can be chosen such that
\[ \Phi(\mathbf{u}, \mathbf{u}) + \mathcal{L}V(\mathbf{u}, p) \leq \gamma \quad \forall (\mathbf{u}, p) \in \mathbb{U} \times \mathbb{P} \tag{3.2} \]
for some constant \( \gamma \), then the right-hand side of (3.1) is also bounded above by \( \gamma \) irrespective of the initial state, and we conclude that \( \Phi^* \leq \gamma \).

The background method amounts to searching for the smallest possible bound \( \gamma \) over quadratic auxiliary functions \( V \) constructed to ensure that inequality (3.2) is quadratic in \( \mathbf{u} \) and \( p \) [74, 79]. The body-forced flow example given in the Introduction, for instance, uses the auxiliary function \( V(\mathbf{u}) = \frac{1}{2} \int_{\Omega} |\mathbf{u} - \mathbf{U}| \, d\mathbf{x} \), which represents the energy of perturbations from an incompressible background field \( \mathbf{U} \), scaled by the balance parameter \( \lambda \). In this case, the general inequality (3.2) reduces exactly to (1.5) and the pressure drops out by virtue of the incompressibility of \( \mathbf{U} \). Section 3.1 extends this example, showing how generalized background fields and generalized perturbation energies can be used to derive bounds for any flow whose governing equations fit within the abstract setting introduced in §2. Section 3.2, instead, discusses how symmetries in the governing equations and in \( \Phi \) can be exploited when optimizing \( \gamma \). Finally, §3.3 outlines how additional constraints on the asymptotic behaviour of the flow can be taken into account to try and improve the optimal bound.

3.1 General formulation

The background method considers quadratic auxiliary functions of the form
\[ V(\mathbf{u}) = \frac{1}{2} \langle \Lambda \mathbf{u}, \mathbf{u} \rangle - \langle \mathbf{v}, \mathbf{u} \rangle, \tag{3.3} \]
where \( \mathbf{v} \in \mathbb{V} \) is a time-independent vector field and \( \Lambda \in \mathbb{M} \) is a symmetric matrix satisfying assumption (A3). Traditional formulations of the method [8, 10, 81], including that given in the Introduction for body-forced flows, additionally take \( \mathbf{v} = \Lambda \mathbf{U} \) for some \( \mathbf{U} \in \mathbb{U} \). In this case, one may rewrite the \( V \) in (3.3) as
\[ V(\mathbf{u}) = \frac{1}{2} \langle \Lambda(\mathbf{u} - \mathbf{U}), \mathbf{u} - \mathbf{U} \rangle + \frac{1}{2} \langle \Lambda \mathbf{U}, \mathbf{U} \rangle \tag{3.4} \]
and interpret this as the “energy” of perturbations from the background field \( \mathbf{U} \), weighted by the balance parameter \( \Lambda \), plus a constant term that could be dropped if desired because it gives no contribution to the Lie derivative \( \mathcal{L}V \) appearing in (3.2).

Here, however, we remove the restriction that \( \mathbf{v} = \Lambda \mathbf{U} \) and consider arbitrary \( \mathbf{v} \in \mathbb{V} \), which will be called the generalized background field. This generalization is convenient for two reasons. First, it may improve the best upper bound on \( \Phi^* \) that can be proven, because the vectors \( \mathbf{v} = \Lambda \mathbf{U} \) generated by classical background fields usually span only a strict subspace of \( \mathbb{V} \). Second, as shown below, minimizing the upper bound \( \gamma \) on \( \Phi^* \) over \( \Lambda \in \mathbb{M} \) and \( \mathbf{v} \in \mathbb{V} \) is a convex problem, while doing so over \( \Lambda \in \mathbb{M} \) and \( \mathbf{U} \in \mathbb{U} \) is not. This convexity allows for the efficient computational optimization of \( \gamma \) using the approaches described in §4.

Differentiating (3.3) along solutions of (2.1), using the identities (2.2a–c), and invoking assumption (A3) yields
\[ \Phi(\mathbf{u}, \mathbf{u}) + \mathcal{L}V(\mathbf{u}, p) = \Phi(\mathbf{u}, \mathbf{u}) + \langle \Lambda \mathbf{u} - \mathbf{v}, \mathcal{A} \mathbf{u} + \mathcal{B}(\mathbf{u}, \mathbf{u}) + \mathcal{C}p + \mathbf{f} \rangle \\
= c(\Lambda \mathbf{u} - \mathbf{v}, p) - \langle \mathbf{v}, \mathbf{f} \rangle - 2\ell(\mathbf{u}) - q(\mathbf{u}, \mathbf{u}), \tag{3.5} \]
where \( q \) and \( \ell \) are quadratic and linear forms, respectively, defined as
\[
q(\mathbf{u}, \mathbf{u}) := b(\mathbf{v}, \mathbf{u}, \mathbf{u}) - a(\Lambda \mathbf{u}, \mathbf{u}) - \Phi(\mathbf{u}, \mathbf{u}),
\]
\[
\ell(\mathbf{u}) := \frac{1}{2} a(\mathbf{v}, \mathbf{u}) - \frac{1}{2} \langle f, \Lambda \mathbf{u} \rangle.
\]
Inequality (3.2) then reduces to
\[
c(\Lambda \mathbf{u} - \mathbf{v}, p) - \langle \mathbf{v}, \mathbf{f} \rangle - 2\ell(\mathbf{u}) - q(\mathbf{u}, \mathbf{u}) \leq \gamma \quad \forall (\mathbf{u}, p) \in \mathbb{U} \times \mathbb{P},
\]
and the smallest value of \( \gamma \) for which this condition holds is the best upper bound on \( \Phi^* \) that can be proven with the background method as formulated in this section. As anticipated above, minimizing \( \gamma \) over the generalized background field \( \mathbf{v} \) and balance parameter \( \Lambda \) is a convex problem because (3.7) is linear in the optimization variables.

For fixed \( \Lambda \) and \( \mathbf{v} \), the best choice of \( \gamma \) clearly coincides with the supremum of the left-hand side of (3.7) over \( \mathbb{U} \times \mathbb{P} \). Since the dependence on \( p \) is linear, this supremum is finite only if \( c(\Lambda \mathbf{u} - \mathbf{v}, p) \) vanishes for all \( \mathbf{u} \in \mathbb{U} \) and \( p \in \mathbb{P} \). In particular, we must have \( c(\mathbf{v}, p) = \langle \mathbf{v}, \mathcal{E}^* p \rangle = \langle \mathcal{E}^* \mathbf{v}, p \rangle = 0 \) for all \( p \in \mathbb{P} \), where \( \mathcal{E}^* \) is the adjoint of \( \mathcal{E} \), and \( c(\Lambda \mathbf{u}, p) = 0 \) for all \( p \in \mathbb{P} \) and all \( \mathbf{u} \in \mathbb{U} \). The former condition requires \( \mathcal{E}^* \mathbf{v} = 0 \), which in typical applications constrains the velocity component of \( \mathbf{v} \) to be incompressible (see Example 2 below for details in the context of RB convection). The latter, instead, can be ensured by taking \( \Lambda \in \mathbb{M}_0 \) according to assumption (A4). These observations can be summarized as follows.

**Theorem 1** (General background method). The best upper bound \( \gamma^* \) on \( \Phi^* \) provable with the background method is
\[
\gamma^* = \inf_{(\Lambda, \mathbf{v}) \in \mathbb{M}_0 \times \mathbb{V}} \{ \gamma : -\langle \mathbf{v}, \mathbf{f} \rangle - 2\ell(\mathbf{u}) - q(\mathbf{u}, \mathbf{u}) \leq \gamma \quad \forall \mathbf{u} \in \mathbb{U} \} \tag{3.8a}
\]
\[
= \inf_{(\Lambda, \mathbf{v}) \in \mathbb{M}_0 \times \mathbb{V}} \sup_{\mathbf{u} \in \mathbb{U}} \{ -\langle \mathbf{v}, \mathbf{f} \rangle - 2\ell(\mathbf{u}) - q(\mathbf{u}, \mathbf{u}) \}. \tag{3.8b}
\]

Next, we state necessary and sufficient condition for this upper bound to be finite.

**Proposition 1** (Spectral constraint). The upper bound on \( \Phi^* \) in Theorem 1 is finite if and only if there exist \( \Lambda \in \mathbb{M}_0 \) and \( \mathbf{v} \in \mathbb{V} \) satisfying \( \mathcal{E}^* \mathbf{v} = 0 \) and such that:
(i) \( \ell(\mathbf{u}) = 0 \) whenever \( q(\mathbf{u}, \mathbf{u}) = 0 \);
(ii) \( q(\mathbf{u}, \mathbf{u}) \) satisfies
\[
\inf_{\mathbf{u} \in \mathbb{U} : \|\mathbf{u}\|_2 = 1} q(\mathbf{u}, \mathbf{u}) \geq 0. \tag{3.9}
\]

**Remark 1.** Condition (ii) in Proposition 1 is a spectral constraint, so called because it requires the nonnegativity of all (real) eigenvalues \( \mu \) of the self-adjoint linear eigenvalue problem
\[
(\mathcal{H}(\mathbf{v}) + \mathcal{H}(\mathbf{v})^* - \Lambda \mathcal{A} - \mathcal{A}^* \Lambda - \mathcal{P} - \mathcal{P}^*) \mathbf{u} = \mu \mathbf{u}, \tag{3.10}
\]
where the linear operators appearing on the left-hand side are defined in §2 and stars indicate adjoints (see, e.g., [8, 10, 81]). The corresponding eigenfunctions are subject to all constraints embedded in the definition of the space \( \mathbb{U} \), plus any additional “natural” boundary conditions that arise when deriving (3.10) as a necessary
optimality condition for \( \mathbf{u} \) in (3.9). Condition (i) in Proposition 1, instead, is a solvability condition for the Euler–Lagrange equation characterizing the optimal \( \mathbf{u} \) for problem (3.8b),

\[
(\mathcal{H}(\mathbf{v}) + \mathcal{H}(\mathbf{v})^*) - \Lambda \mathcal{A} - \mathcal{A}^* \Lambda - \mathcal{P} - \mathcal{P}^*) \mathbf{u} = \Lambda f - \mathcal{A}^* \mathbf{v}.
\]

(3.11)

**Proof of Proposition 1.** To see that conditions (i) and (ii) suffice to obtain a finite bound on \( \Phi^* \), observe that either all \( \mathbf{u} \)-dependent terms in (3.8b) vanish, or the nonnegative quadratic term dominates as \( \| \mathbf{u} \|_2 \) increases. For the necessity of (ii), note that the optimal bound on \( \Phi^* \) stated in Theorem 1 cannot be finite unless \( q(\mathbf{u}_0, \mathbf{u}_0) = 0 \) but \( \ell(\mathbf{u}_0) \neq 0 \), then one may set \( \mathbf{u} = k \mathbf{u}_0 \) and select the constant \( k \) to make \( \langle \mathbf{v}, \mathbf{f} \rangle - 2\ell(\mathbf{u}) - q(\mathbf{u}, \mathbf{u}) = \langle \mathbf{v}, \mathbf{f} \rangle - 2k\ell(\mathbf{u}_0) \) arbitrarily large in (3.8b). \( \square \)

**Example 2.** Let us apply the approach described above to bound the mean vertical heat transport in the RB convection problem introduced in Example 1. With a balance parameter \( \Lambda \) in the admissible set \( \mathbb{M} \) in (2.11) and a generalized background field \( \mathbf{v} = (\varphi, \tau) \in \mathbb{V} \), the quadratic auxiliary function in (3.3) becomes

\[
V(\mathbf{u}) = \frac{1}{2} \int_\Omega \left( \frac{\lambda_1}{\text{Pr} \, \text{Ra}} |\mathbf{w}|^2 + \lambda_2 |\vartheta|^2 + 2\lambda_3 \vartheta w_3 \right) \, d\mathbf{x} - \int_\Omega \langle \varphi \cdot \mathbf{w} + \tau \vartheta \rangle \, d\mathbf{x}.
\]

(3.12)

This can be rewritten as

\[
V(\mathbf{u}) = \frac{\lambda_1}{2 \text{Pr} \, \text{Ra}} \int_\Omega |\mathbf{w} - \frac{\text{Pr} \, \text{Ra}}{\lambda_1} \varphi|^2 \, d\mathbf{x} + \frac{\lambda_2}{2} \int_\Omega |\vartheta - \frac{1}{\lambda_2} \tau|^2 \, d\mathbf{x}
\]

\[
+ \lambda_3 \int_\Omega w_3 \vartheta \, d\mathbf{x} - \frac{(\text{Pr} \, \text{Ra})^2}{2 \lambda_1} \int_\Omega |\varphi|^2 \, d\mathbf{x} - \frac{1}{2 \lambda_2} \int_\Omega \tau^2 \, d\mathbf{x},
\]

(3.13)

where the first three terms represent the energy of deviations from the background velocity \( \langle \text{Pr} \, \text{Ra} / \lambda_1 \rangle \mathbf{w} \), the energy of perturbations from the background temperature \( \tau / \lambda_2 \), and the vertical convective heat flux. Using the definition of the instantaneous vertical heat transport \( \Phi \) in (2.9) and the forms \( a, b \) and \( c \) in (2.10a)–(2.10c), inequality (3.7) becomes

\[
\int_\Omega \left( \lambda_3 |w_3|^2 + \lambda_3 \text{Pr} \, \text{Ra} |\vartheta|^2 - \frac{\lambda_1}{\text{Pr} \, \text{Ra}} |\nabla \mathbf{w}|^2 - \lambda_2 |\nabla \vartheta|^2 - \mathbf{w} \cdot \nabla \varphi \cdot \mathbf{w} \right) \, d\mathbf{x}
\]

\[
+ \int_\Omega \left( (1 + \lambda_1 + \lambda_2) \varepsilon_3 - \nabla \tau \right) \cdot \mathbf{w} \vartheta - \lambda_3 (\text{Pr} + 1) \nabla \vartheta \cdot \nabla w_3 \, d\mathbf{x}
\]

\[
+ \int_\Omega \left( \text{Pr} \, \nabla \varphi \cdot \nabla \mathbf{w} - \text{Pr} \, \text{Ra} \psi_3 - \tau w_3 + \nabla \tau \cdot \nabla \vartheta \right) \, d\mathbf{x}
\]

\[
+ \int_\Omega \left( \lambda_3 \partial_z \vartheta - \nabla \cdot \varphi \right) p \, d\mathbf{x} \leq \gamma.
\]

(3.14)

This must hold, by a suitable choice of \( \gamma, \lambda_1, \lambda_2, \lambda_3, \tau \) and \( \varphi \), for all velocity and temperature perturbations \( \langle \mathbf{w}, \vartheta \rangle \in \mathbb{U} \) and all pressure fields \( p \in \mathbb{P} \).

Forcing the pressure terms to vanish yields \( \mathcal{P}^* \mathbf{v} := \nabla \cdot \varphi = 0 \), meaning that the velocity component of the generalized background field must be incompressible, and
\( \lambda_3 = 0 \), so the balance parameter \( \Lambda \) belongs to the space \( M_0 \) in (2.11). With these simplifications, the spectral constraint (3.9) requires

\[
\int_{\Omega} \left( \frac{\lambda_1}{Ra} |\nabla w|^2 + \lambda_2 |\nabla \vartheta|^2 + [\nabla \tau - (1 + \lambda_1 + \lambda_2)e_3] \cdot w \vartheta + w \cdot \nabla \varphi \cdot w \right) \, dx \geq 0 \tag{3.15}
\]

for all \((w, \vartheta) \in U\) with unit \( L^2 \) norm, i.e., \( \int_{\Omega} (|w|^2 + |\vartheta|^2) \, dx = 1 \). This is true if and only if the eigenvalue problem

\[
\begin{align*}
-2\lambda_2 \Delta \vartheta + [\nabla \tau - (1 + \lambda_1 + \lambda_2)e_3] \cdot w &= \mu \vartheta \\
- \frac{2\lambda_1}{Ra} \Delta w + (\nabla \varphi + \nabla \varphi^\top)w + [\nabla \tau - (1 + \lambda_1 + \lambda_2)e_3] \vartheta + \nabla p &= \mu w \\
\nabla \cdot w &= 0
\end{align*}
\tag{3.16a-3.16c}
\]

has only nonnegative eigenvalues \( \mu \), where the “pressure” \( p \) is a Lagrange multiplier that enforces the incompressibility of \( w \).

**Remark 2.** Requiring \( \lambda_3 = 0 \) in Example 2 means that including the flux \( \int_{\Omega} w_3 \vartheta \, dx \) in (3.13) does not help when trying to bound the mean vertical convective heat flux in RB convection with the approach described in this section. Similar flux terms, however, are necessary in double-diffusive convection [54]. Moreover, they can be exploited even in RB convection by enforcing additional constraints on the admissible flow states [37]. This is discussed in §3.3.

### 3.2 Symmetry reduction

Analysis and numerical treatment of the optimization problem (3.8a) for the best bound available to the background method can be considerably simplified in the presence of symmetries. Such symmetries may include, but are not limited to, reflection of the flow variables about a symmetry plane and translation invariance for flows on periodic domains. Abstractly, a symmetry can be described using a group \( G \) of orthogonal linear transformations \((u, p) \mapsto u^G = (u_1, u_2p)\) acting on \( L^2(\Omega; \mathbb{R}^n) \times \mathbb{R} \).

We assume that the subspaces \( U \) and \( V \) are closed under \( G \), meaning that \( u \in U \) (resp. \( V \)) implies \( u^G \in U \) (resp. \( V \)). If the governing equation (2.1) and the quantity of interest \( \Phi(u, u) \) are invariant under \( G \) in a sense made precise by Proposition 2 below, then a symmetrization argument similar to that in [76, Appendix A] shows that auxiliary functions used to bound \( \Phi^* \) may be taken to be invariant without loss of generality.

**Proposition 2.** Let \( G \) be a group of orthogonal linear transformations \((u, p) \mapsto u^G = (u_1, u_2p)\). Suppose that:

1) \( \Phi \) is invariant under \( G \), meaning that \( \Phi(u^G, u^G) = \Phi(u, u) \) for all \( G \in G \).

2) The operators \( \mathcal{A} \), \( B \) and \( \mathcal{C} \) in (2.1) are equivariant under \( G \), meaning that \( \mathcal{A}(u^G) = G\mathcal{A}(u) \), \( B(u^G, u^G) = G\mathcal{B}(u, u) \), \( \mathcal{C}(u^G, p^G) = G\mathcal{C}(u, p) \) for all \( G \in G \).

3) The forcing \( f \) is invariant under \( G \), meaning that \( Gf = f \) for all \( G \in G \).

Then, any upper bound \( \Phi^* \leq \gamma \) provable using an auxiliary function satisfying (3.2) can also be proven using an auxiliary function that is invariant under \( G \).
This result is true for general auxiliary functions, not just the quadratic one in (3.3) used in the background method. When applied to the latter, it imposes structure to the generalized background field \( \mathbf{v} \) that reduces the number of optimization variables in (3.8a) and, more importantly, reveals which dynamical information the background method extracts from the governing equation (2.1). The next example, for instance, proves that the generalized background velocity field \( \phi \) for the RB convection problem in Example 2 may be set to zero without worsening the bound on the heat transport.\(^3\) This confirms rigorously the recent observation [38] that the background method as described above cannot exploit the flow’s momentum equation beyond the “energy” balances encoded by the quadratic term in the auxiliary function (3.3).

**Example 3.** The Boussinesq equations (2.8) and the associated spaces \( U, V \) and \( P \) defined in Example 1 are invariant under horizontal translations and under the “flow reversal” operation

\[
\begin{pmatrix}
  w(x,t) \\
  \vartheta(x,t) \\
  p(x,t)
\end{pmatrix} \mapsto
\begin{pmatrix}
  Gw(Gx,t) \\
  \vartheta(Gx,t) \\
  p(Gx,t)
\end{pmatrix},
\]

\( G = \begin{pmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \). \hspace{1cm} (3.17)

Requiring the quadratic auxiliary function in (3.13) to be invariant under horizontal translation forces the generalized background velocity and temperature fields \( \phi \) and \( \tau \) to depend only on the vertical coordinate \( z \). Since \( \phi \) must be incompressible (cf. Example 2) and vanish at the top and bottom boundaries, we must therefore have \( \phi = (\phi_1(z), \phi_2(z), 0) \). Invariance under the transformation in (3.17) requires \( \phi(x) = G\phi(Gx) \), i.e., \( \phi_1(z) = -\phi_1(z) \) and \( \phi_2(z) = -\phi_2(z) \). This can be true only if \( \phi = 0 \), proving that the generalized background velocity field may be taken to vanish identically.

### 3.3 Imposing additional constraints

The bound on \( \Phi^* \) obtained in Theorem 1 can sometimes be improved by considering further information about the asymptotic behaviour of the flow state \( u \) and pressure \( p \). Indeed, suppose there exists an absorbing subset \( A \subseteq U \times P \) in which all solutions \( u(t), p(t) \) of (2.1) remain after an initial transient, or which is at least approached exponentially quickly. Then, \( \Phi^* \) is determined by trajectories that start and remain in \( A \) for all times, and to derive an upper bound \( \gamma \) it suffices to replace constraint (3.7)

\[
c(\Lambda u - v, p) - \langle v, f \rangle - 2\ell(u) - q(u, u) \leq \gamma \quad \forall (u, p) \in A.
\]

\hspace{1cm} (3.18)

Clearly, imposing the inequality on \( A \) rather than on the full space \( U \times P \) cannot worsen the optimal bound \( \Phi^* \leq \gamma \) available to the background method.

To ensure that the bound remains rigorous, the set \( A \) must be defined using constraints that are derived from the governing equations (2.1). When studying convective flows, for example, one can often invoke extremum principles to enforce uniform pointwise bounds for the fluid’s temperature, and one can sometimes consider integral estimates involving the pressure; see [37, 51] and Example 4 below for more

---

\(^3\)This fact was known to Charlie Doering, who described it to one of the authors as due to a “convexity argument”. Unfortunately, we could not find a published reference to this argument.
details. If no rigorous constraints are available, one may also consider sets $\mathcal{A}$ defined by reasonable but unproven conditions, such as bounds on the energy spectrum of the flow variables [14]. In this case, one obtains conditional bounds that apply only to solutions of (2.1) satisfying the imposed conditions, which may or may not exist.

Irrespective of whether the absorbing set $\mathcal{A}$ is defined rigorously or not, we now assume for concreteness that it can be described using one pointwise linear inequality (modelling, say, an extremum principle) and one inequality involving quadratic forms (modelling, say, an integral estimate). Specifically, we let

$$
\mathcal{A} := \{(u,p) \in U \times P: \quad h + \mathcal{K}u + \mathcal{L}p \geq 0 \text{ a.e. on } \Omega,
\quad d_0 + d_1(u,u) + d_2(u,p) + d_3(p,p) \geq 0\},
$$

(3.19)

where the function $h \in L^2(\Omega)$, the linear operators $\mathcal{K} : U \to L^2(\Omega)$ and $\mathcal{L} : P \to L^2(\Omega)$, the constant $d_0 \in \mathbb{R}$, and the bilinear forms $d_1 : U \times U \to \mathbb{R}$, $d_2 : U \times P \to \mathbb{R}$ and $d_3 : P \times P \to \mathbb{R}$ are given. Our discussion can be easily generalized to include pointwise quadratic inequalities, equality constraints, and multiple conditions of each type.

The constraints that define the absorbing set $\mathcal{A}$ can be enforced in (3.18) using Lagrange multipliers. Indeed, suppose that if $s \in L^2(\Omega)$ and $\alpha \in \mathbb{R}$ satisfy $\alpha \geq 0$ and $s(x) \geq 0$ almost everywhere on the fluid’s domain $\Omega$. Then, inequality (3.18) holds if

$$
\gamma \geq c(\Lambda u - v, p) - (v, f) - 2\ell(u) - q(u,u)
\quad + \alpha[d_0 + d_1(u,u) + d_1(u,u) + d_3(p,p)]
\quad + (s, h + \mathcal{K}u + \mathcal{L}p) \quad \forall (u,p) \in U \times P.
$$

(3.20)

We therefore arrive at the following result.

**Theorem 2** (Background method with extra constraints). The best upper bound $\gamma^*$ on $\mathcal{F}^*$ provable by restricting the background method to the absorbing set $\mathcal{A}$ in (3.19) is

$$
\gamma^* = \inf_{\alpha \in \mathbb{R}, \lambda \in \mathcal{M}} \{\gamma: (3.20), \quad \alpha \geq 0, \quad s(x) \geq 0 \text{ a.e. on } \Omega\}.
$$

(3.21)

**Remark 3.** Since (3.21) reduces to (3.8a) when $s(x) = 0$ and $\alpha = 0$, the upper bound on $\mathcal{F}^*$ in Theorem 2 is always at least as good as that in Theorem 1. However, it can be strictly better; this happens, for instance, in convection driven by uniform internal heating [51] and in RB convection between stress-free boundaries [37].

**Remark 4.** Proposition 2 on symmetry reduction extends to the case in which the full space $U \times P$ is replaced by the absorbing set $\mathcal{A}$ if the latter is closed under the symmetry group $\mathbb{G}$, i.e., $(u,p) \in \mathcal{A}$ implies that $\mathcal{F}(u,p) \in \mathcal{A}$ for all $\mathcal{F} \in \mathbb{G}$. A sufficient condition for this is that the operators $\mathcal{K}$, $\mathcal{L}$ and the bilinear forms $d_1, d_2, d_3$ in (3.19) be invariant under $\mathbb{G}$.

**Example 4.** Let us reconsider the problem of RB convection between stress-free boundaries discussed in Examples 2 and 3. By the maximum principle, the temperature perturbation $\vartheta$ satisfies $z - \vartheta \geq 0$ and $1 - z + \vartheta \geq 0$ at all times if the initial condition also does so, and it approaches such a state exponentially quickly otherwise [83]. Moreover, analysis in [37] shows that

$$
\int_{\Omega} \left( \frac{1}{2} |\nabla w|^2 \pm |w_z|^2 \pm Pr Ra |\partial_z \nabla \Delta^{-1} \vartheta|^2 \right) dx \pm \int_{\Omega} p \partial_z \vartheta dx \geq 0
$$

(3.22)
Figure 1: Left: Optimal bounds $\gamma^*$ for a two-dimensional version of the RB convection problem in Example 4 with horizontal half-period $L_x = \sqrt{2}$. These bounds were obtained for fixed combinations of Rayleigh numbers $Ra$ and Prandtl numbers $Pr$ by minimizing the value of $\gamma$ for which inequality (3.23) holds using the methods described in §4.1. The results are shifted by 1 to ease the visualization and are independent of $Pr$, as demonstrated in the inset for $Ra = 10^5$. Right: Optimal generalized background temperature fields at $Ra = 10^3$ (orange), $10^4$ (red), $10^5$ (brown) and $10^6$ (black). Only half of the domain is shown because all profiles are antisymmetric about $z = \frac{1}{2}$.

pointwise in time. The absorbing set $A$ defined by these constraints, which are specific to stress-free boundaries and have the form considered in (3.19), is invariant under horizontal translation and the “flow reversal” operation (3.17). Thus, an extension of Proposition 2 guarantees that there is no loss of generality in taking a zero generalized background velocity field ($\phi = 0$) and a generalized background temperature field $\tau = \tau(z)$ depending only on the vertical coordinate. With nonnegative Lagrange multipliers $s_1, s_2 \in L^2(\Omega)$ for the two inequalities on $\vartheta$ and nonnegative scalar Lagrange multipliers $\alpha_1, \alpha_2$ for the two inequalities in (3.22), condition (3.20) for the RB problem then reads

$$
\gamma \geq \int_\Omega \left( \frac{\alpha_1}{4} + \frac{\alpha_2}{4} - \frac{\lambda_3}{Ra} \right) |\nabla w|^2 + (\alpha_1 - \alpha_2 + \lambda_3) |w_3|^2 - \lambda_2 |\nabla \vartheta|^2 \right) \, dx \\
+ \int_\Omega ((1 + \lambda_1 + \lambda_2 - \tau')w_3\vartheta - \lambda_3(Pr + 1)\nabla \vartheta \cdot \nabla w_3) \, dx \\
+ \int_\Omega (2\alpha_1 - \alpha_2) Pr Ra |\partial_z \Delta^{-1} \vartheta|^2 + \lambda_3 Pr Ra |\vartheta|^2 \ dx \\
+ \int_\Omega (\tau'\partial_z \vartheta - \tau w_3 + (z - \vartheta)s_1 + (1 - z + \vartheta)s_2) \, dx \\
+ \int_\Omega (\alpha_1 - \alpha_2 + \lambda_3) p \partial_z \vartheta \ dx,
$$

(3.23)

where primes denote total derivatives in the $z$ coordinate. Since this inequality depends linearly on the pressure $p$ and must hold for all $p$ in the linear space $P$, one is forced to choose $\lambda_3 = \alpha_2 - \alpha_1$ so the pressure drops out of the problem. In contrast to the basic formulation in Example 2, however, one is not forced to set $\lambda_3 = 0$, which in principle could result in better $Pr$-dependent bounds on the mean vertical heat flux. Unfortunately, this appears not to be the case in practice: computations using the methods described in §4.1 for a two-dimensional version of the problem, obtained by dropping the $y$ direction, yield the bounds and generalized background temperature fields shown in Figure 1 at all values of $Pr$ we tested. However, the same approach yields $Pr$-dependent bounds on the mean poloidal kinetic energy [37].
4 Computational implementation

Calculating the best upper bound on $\Phi^*$ that the background method has to offer requires solving the minimization problem (3.8a) or its improved version (3.21). Usually, these problems are analytically intractable and must be tackled numerically.

The computational implementation of the background method is complicated by the fact that the Euler–Lagrange equations for the optimal $\Lambda$ and $v$ in (3.8a) and for the optimal $u$ in (3.8b) are nonlinear and, often, admit multiple solutions. Only solutions satisfying the spectral constraint (3.9) correspond to the saddle point of problem (3.8b) and give the optimal bound on $\Phi^*$; the others are “spurious” stationary points for which the eigenvalue problem (3.10) has negative eigenvalues (see [35, Figure 2] for a schematic illustration), and which therefore do not produce valid bounds.

This issue has historically been addressed using delicate numerical schemes based on continuation and bifurcation analysis [20, 33, 34, 39, 44, 62–64]. Recently, two simpler alternatives have emerged that do not require continuation and have been applied successfully to a variety of flows. One approach [36, 37, 42, 51, 65, 80, 84, 85] discretizes the minimization problem (3.8a) into a semidefinite program (SDP)—a convex optimization problem where matrices with affine dependence on the optimization variables are constrained to be positive semidefinite. This SDP can then be solved using algorithms with polynomial-time complexity [86–90]. The other approach [35, 46, 47, 66, 69, 91] applies the steepest gradient method to the saddle-point formulation (3.8b) to derive time-dependent versions of the Euler–Lagrange equations, which can be timestepped until convergence to a stationary solution. The next subsections review these two approaches and reveal a new connection between them.

4.1 Optimal bounds with semidefinite programming

To discretize problem (3.8a) into an SDP, suppose that all balance parameters in the linear space $M_0$ can be represented as

$$\Lambda = \sum_{i=1}^{s} \lambda_i \Lambda_i$$  \hspace{1cm} (4.1)

for fixed symmetric matrices $\Lambda_1, \ldots, \Lambda_s$ and some vector of coefficients $\lambda = (\lambda_1, \ldots, \lambda_s)$. Further, replace the spaces $V$, $U$ and $P$ with finite-dimensional subspaces

$$V_h := \text{span}(\xi_1, \ldots, \xi_{m_v}),$$  \hspace{1cm} (4.2a)

$$U_h := \text{span}(\eta_1, \ldots, \eta_{m_u}),$$  \hspace{1cm} (4.2b)

$$P_h := \text{span}(\zeta_1, \ldots, \zeta_{m_p}),$$  \hspace{1cm} (4.2c)

where $\xi_i$, $\eta_i$, and $\zeta_i$ are prescribed basis functions and $h$ is a discretization parameter inversely proportional to the dimension of the discrete spaces (e.g., $h$ represents the size of a mesh for the fluid’s domain). We assume for simplicity that $\xi_i$ and $\eta_i$ satisfy all constraints used to define $V$ and $U$, such as boundary conditions and incompressibility; other choices may be more convenient in practice, but require enforcing these conditions using projection operators or Lagrange multipliers that complicate the exposition.
Expanding
\[ v(x) = \sum_{i=1}^{m_u} \hat{v}_i \xi_i(x), \quad u(x) = \sum_{i=1}^{m_u} \hat{u}_i \eta_i(x), \quad p(x) = \sum_{i=1}^{m_p} \hat{p}_i \zeta_i(x), \]
and writing \( \hat{v} = (\hat{v}_1, \ldots, \hat{v}_{m_u}) \) and \( \hat{u} = (\hat{u}_1, \ldots, \hat{u}_{m_u}) \) for the vectors of expansion coefficients, the inequality constraint in (3.8a) discretizes into
\[
\begin{pmatrix}
1 \\
\gamma + f^h \cdot \hat{v}
\end{pmatrix}^\top \begin{pmatrix}
\mathbf{l}(\lambda, \hat{v})^\top \\
\frac{1}{2} \mathbf{Q}(\lambda, \hat{v}) + \frac{1}{2} \mathbf{Q}(\lambda, \hat{v})^\top
\end{pmatrix} \begin{pmatrix}
1 \\
\hat{u}
\end{pmatrix} \geq 0 \quad \forall \hat{u} \in \mathbb{R}^{m_u},
\]
where the (column) vectors \( f^h \) and \( \mathbf{l} \) and the matrix \( \mathbf{Q} \) have entries
\[
\begin{align*}
\sigma_i^h & := \langle f, \xi_i \rangle, \quad i = 1, \ldots, m_u, \\
\sigma_i & := \frac{1}{2} \sum_{j=1}^{m_u} a(\xi_i, \eta_j) \hat{v}_j - \frac{1}{2} \sum_{j=1}^{s} \langle f, \Lambda_j \eta_j \rangle \lambda_j, \quad i = 1, \ldots, m_u, \\
Q_{ij} & := \sum_{k=1}^{m_u} b(\xi_k, \eta_i, \eta_j) \hat{v}_k - \sum_{k=1}^{s} a(\Lambda_k \eta_i, \eta_j) \lambda_k - \Phi(\eta_i, \eta_j), \quad i, j = 1, \ldots, m_u.
\end{align*}
\]
It is well known that (4.4) holds if and only if the matrix \( S(\gamma, \lambda, \hat{v}) \) is positive semidefinite, a linear matrix inequality (LMI) constraint which we denoted by \( S(\gamma, \lambda, \hat{v}) \succeq 0 \). The constraint \( \mathcal{C}_\delta^* \mathbf{v} = 0 \), instead, can be imposed in a weak sense by requiring \( c(\mathbf{v}, \mathbf{p}) = 0 \) for all \( \mathbf{p} \in \mathbb{P}_h \), leading to the linear constraints \( C^\top \mathbf{v} = 0 \) with matrix coefficients \( C_{ij} := c(\xi_i, \xi_j) \) for \( i = 1, \ldots, m_v \) and \( j = 1, \ldots, m_p \). Thus, one obtains the SDP
\[
\gamma^*_h = \inf_{\lambda \in \mathbb{R}^s} \{ \gamma : S(\gamma, \lambda, \hat{v}) \succeq 0 \text{ and } C^\top \hat{v} = 0 \}.
\]
If the discrete spaces \( \mathbb{V}_h, \mathbb{U}_h \) and \( \mathbb{P}_h \) enjoy suitable approximation properties in \( \mathbb{V}, \mathbb{U} \) and \( \mathbb{P} \), it is reasonable to expect that the optimal solution \( \gamma^*_h \) of this SDP converges to the optimal bound \( \gamma^* \) in Theorem 1 as the discretization is refined \( (h \to 0) \). To the best of our knowledge, however, rigorous convergence results are yet to be proven.

The SDP (4.6) can be solved using a variety of general-purpose algorithms [86–90], which can be divided into the two categories of interior-point methods and first-order methods. The former are versions of Newton’s method in which positive semidefinite constraints are imposed via so-called barrier functions, and converge to \( \varepsilon \)-suboptimal solutions in \( O(\log \varepsilon) \) iterations [92, §4.3.3] (often, no more than 10–50). However, for an SDP with an \( n \times n \) LMI and \( m \) optimization variables, each iteration of a standard interior-point method requires \( O(n^2 + m^2) \) memory and \( O(m^3 + n^2 m^2 + n^3 m) \) floating-point operations [92, §4.3.3], both of which increase quickly as \( n \) or \( m \) are raised. First-order methods, instead, have a lower complexity because they use only gradient information, but also converge more slowly. For example, the algorithm in [90] finds \( \varepsilon \)-suboptimal solutions in \( O(\frac{1}{\varepsilon}) \) iterations that require \( O(m^2 + n^3) \) floating-point operations each.

It must be observed that the solution \( \gamma^*_h \) of (4.6) is not a rigorous upper bound on \( \Phi^* \), because replacing the spaces \( \mathbb{U} \) and \( \mathbb{P} \) with their subspaces \( \mathbb{U}_h \) and \( \mathbb{P}_h \) relaxes the constraint in the original problem (3.8a). On the other hand, one can always optimize
\( k = 0 \) or \( k \neq 0 \)

**Figure 2:** Top: Structure of the LMI (4.4) for a two-dimensional version of the RB convection problem in Example 2 with \( \lambda_3 = 0 \) and after symmetry reduction. The basis functions are products of sinusoidal functions with wavenumber \( k \) in the horizontal direction, and either Legendre polynomials or piecewise (PW) cubic basis functions with compact support in the vertical direction. Bottom: Chordal decomposition of a block with nonzero wavenumber \( k \) for the PW cubic case.

\( \mathbf{v} \) over the finite-dimensional subspace \( \mathcal{V}_h \) of \( \mathbb{V} \) at the expense of worsening the bound on \( \mathbf{F}^* \). Consequently, \( \gamma_h^* \) estimates from below the best (suboptimal) upper bound on \( \mathbf{F}^* \) that can be proven with \( \mathbf{v} \in \mathcal{V}_h \). To obtain an estimate from above, one must modify the constraints of (4.6) to account for the difference between \( \mathcal{U} \) and \( \mathbb{P} \) and their discrete counterparts. This is achieved in [65, 84, 85] for discretizations based on Legendre expansions in one coordinate and Fourier expansions in the remaining ones: using estimates that rely on the special properties of the Fourier and Legendre bases, such as orthogonality and differentiation rules, the infinite-dimensional constraint in (3.8a) can be strengthened into sufficient finite-dimensional LMIs, which depend on a finite set of expansion coefficients and on the \( L^2 \) norm of the expansion ‘tail’. Generalizing these results to other expansion bases remains an open problem.

Another crucial observation is that the choice of basis functions for \( \mathcal{V}_h, \mathcal{U}_h \) and \( \mathbb{P}_h \) strongly influences the structure of the LMI constraint in (4.6) and, therefore, its computational complexity. For instance, Figure 2 illustrates different LMI structures obtained when a two-dimensional version of the RB problem considered in Example 2, simplified as described in Example 3, is discretized using sinusoidal functions with wavenumber \( k \) in the horizontal direction and either Legendre polynomials or compactly-supported piecewise-cubic functions in the vertical direction. The block-diagonal structure corresponds to the decoupling of different wavenumbers, and the positive semidefiniteness of each block can be imposed separately to obtain an SDP with multiple smaller LMIs. This is convenient because SDPs of this type can currently be solved more efficiently than SDPs with a single large LMI; for instance, standard interior point methods require \( O(m^3 + ks^2m^2 + ks^3m) \) floating-point operations per iteration to handle a \( ks \times ks \) block-diagonal LMI with \( m \) optimization variable and \( k \) diagonal blocks of size \( s \times s \), which is usually much smaller than the \( O(m^3 + k^2s^2m^2 + k^3s^3m) \) operations required when the block-diagonal structure is not exploited.
The structure of each block can be exploited in a similar way using chordal decomposition techniques for SDPs [93–97], which decompose sparse LMIs into smaller ones by considering their dense principal submatrices (see the bottom panel in Figure 2 for an illustration). This requires introducing additional optimization variables to account for the overlap between dense submatrices, but, if these are small and do not overlap significantly, then the added cost is negligible compared to the savings associated by the reduction in LMI dimension. As illustrated in Figure 3, these savings can be significant for general LMIs with the structure shown in the bottom panel of Figure 2 (s is the number of partially overlapping \(8 \times 8\) blocks, equal to 4 in Figure 2, while \(m\) is the number of optimization variables). One can therefore optimize generalized background fields with very sharp and possibly nonsmooth boundary layers [42, 51]. However, it must be kept in mind that a decomposition into dense submatrices does not strengthen the LMI in (4.6) only when its structure satisfies the following technical condition, which holds for the piecewise-cubic case in Figure 2 but not for the case of Legendre polynomials: for every integer \(\alpha \geq 3\), if the entries of \(S(\gamma, \lambda, \hat{v})\) in position \((i_1, i_2), (i_2, i_3), \ldots, (i_{\alpha-1}, i_\alpha)\) and \((i_\alpha, i_1)\) are nonzero, then there exist \(\beta, \gamma \in \{1, \ldots, \alpha\}\) with \(\gamma > \beta + 1\) such that the entry in position \((i_\beta, i_\gamma)\) is also nonzero. Employing matrix decomposition when this condition does not hold is restrictive and, in general, leads to conservative bounds on \(\Phi^*\). It remains to be determined whether the restriction is or is not mild enough for these conservative bounds to be useful.

Finally, the improved background method formulation outlined in §3.3 can be implemented using semidefinite programming following a very similar discretization strategy. However, care must be taken to enforce the nonnegativity of any space-dependent Lagrange multipliers exactly. The task can be simplified considerably by a careful choice of the basis functions used to discretize these Lagrange multipliers; piecewise-linear basis functions on a finite-element mesh, for instance, lead to simple linear inequalities on the values of the Lagrange multipliers on the nodes of the mesh [42, 51].

4.2 Optimal bounds with timestepping

An alternative approach, used to optimize bounds for the Kuramoto–Sivashinsky equation in [91] and extended to fluid flows in [35, 46], is to view the optimization
variables in the saddle-point problem (3.8b) as time-dependent and derive evolution equations ensuring the steepest ascent in $u$ and the steepest descent in $v$ and $\Lambda$. Well-known and efficient numerical schemes for differential equations can then be employed to solve such equations until convergence to a steady solution, which is a critical point for (3.8b) and, very often, is the correct saddle point. This approach has been shown to work robustly for Rayleigh–Bénard convection [35], porous media convection [47], plane Couette flow with injection and suction [66], and Taylor–Couette flow [69].

A subtle but essential observation (see, e.g., [98, Ch. 3] and [38]) is that tracking the time evolution of a single field $u \in U$ may not be sufficient to solve (3.8b) correctly. This is because, when the balance parameter $\Lambda$ and the generalized background field $v$ are optimal, the quadratic form $q$ may vanish for a number $\rho$ of fields $u_1, \ldots, u_\rho \in U$, which are often called critical modes [35, 39, 46] and are eigenfunctions with zero eigenvalue for the eigenvalue problem (3.10) associated to the spectral constraint. For reasons that will become clear in §4.3 these critical fields must be tracked explicitly to impose the spectral constraint, even though they give no contribution to the optimal value of (3.8b) by Proposition 1(i). One must also track a generic field, denoted by $u_0$, for which $q$ need not vanish and which plays the role of $u$ in (3.8b). In other words, rather than considering the objective functional in (3.8b), one must look for a saddle point of the modified Lagrangian

$$L(u_0, \ldots, u_\rho, p, v, \Lambda) := -c(v, p) - \langle v, f \rangle - 2\ell(u_0) - \sum_{r=0}^\rho q(u_r, u_r),$$

(4.7)

where $p$ is a Lagrange multiplier enforcing the constraint $\mathcal{C}^*v = 0$.

Writing $\Lambda = \sum_{j=1}^s \lambda_j \Lambda_j$ as in §4.1, the time derivative of this Lagrangian is

$$\frac{dL}{dt} = \left( \frac{\delta L}{\delta v} \cdot \frac{dv}{dt} \right) + \sum_{j=1}^s \left( \frac{\partial L}{\partial \lambda_j} \frac{d\lambda_j}{dt} \right) + \sum_{r=0}^\rho \left( \frac{\delta L}{\delta u_r} \frac{du_r}{dt} \right) - \left( \mathcal{C}^*v \cdot \frac{dp}{dt} \right),$$

(4.8)

where $\frac{\delta L}{\delta \psi}$ denotes the variation (Fréchet derivative) of $L$ with respect to a field $\psi$. Insisting that $\mathcal{C}^*v = 0$ pointwise in time, so the last term vanishes, the evolution equations ensuring the fastest growth in $L$ with respect to each $u_r$ and the fastest reduction with respect to $v$ and each $\lambda_j$ are

$$\frac{dv}{dt} = -\frac{\delta L}{\delta v} \equiv \mathcal{A}u_0 + \sum_{r=0}^\rho \mathcal{B}(u_r, u_r) + \mathcal{C}p + f,$$

(4.9a)

$$\frac{d\lambda_j}{dt} = -\frac{\partial L}{\partial \lambda_j} \equiv -\langle f, \Lambda_j u_0 \rangle - \sum_{r=0}^\rho a(\Lambda_j u_r, u_r) \quad \text{for } j = 1, \ldots, s,$$

(4.9b)

$$\frac{du_r}{dt} = \frac{\delta L}{\delta u_r} \equiv \left( \sum_{j=1}^s \lambda_j \Lambda_j f - \mathcal{A}^*v \right) \delta_{0r} - \mathcal{F}(v) u_r \quad \text{for } r = 0, \ldots, \rho,$$

(4.9c)

where $\delta_{0r}$ is the usual Kronecker delta and we have introduced the linear operator $\mathcal{F}(v) := \mathcal{H}(v) + \mathcal{H}^*(v)^* - \Lambda \mathcal{A} - \mathcal{A}^* \Lambda - \mathcal{P} - \mathcal{P}^*$ for notational convenience. Stationary solutions to these equations are stationary points of the Lagrangian $L$, and those satisfying the spectral constraint (3.9) provide optimal solutions to (3.8b).
Projecting (4.9a), (4.9b) and (4.9c) onto the finite-dimensional spaces $U_h$, $V_h$ and $P_h$ defined in (4.2) yields the set of ODEs

$$\frac{d(V\hat{v})}{dt} = A\hat{u}_0 + \sum_{r=0}^{\rho} b(\hat{u}_r, \hat{u}_r) + C\hat{p} + f^h, \quad (4.10a)$$

$$\frac{d\lambda_j}{dt} = -m u \sum_{i=1}^{m_u} \langle f, \Lambda_j \eta_i \rangle \hat{u}_0 i - \rho \sum_{r=0}^{\rho} m u \sum_{i,k=1}^{m_u} a(\Lambda_j \eta_i, \eta_k) \hat{u}_r i \hat{u}_r k \quad \text{for } j = 1, \ldots, s, \quad (4.10b)$$

$$\frac{d(U\hat{u}_r)}{dt} = -2 l(\lambda, \hat{v}) \delta_{0r} - [Q(\lambda, \hat{v}) + Q(\lambda, \hat{v})^T] \hat{u}_r, \quad \text{for } r = 0, \ldots, \rho. \quad (4.10c)$$

Here, $\hat{u}_r = (\hat{u}_{r1}, \ldots, \hat{u}_{r_{m_u}})$ is the vector of expansion coefficients of $u_r$ in the chosen basis for $U_h$, the vector $b(\hat{u}_r, \hat{u}_r)$ has entries

$$b_i(\hat{u}_r, \hat{u}_r) := \sum_{j,k=1}^{m_u} b(\xi_i, \eta_j, \eta_k) \hat{u}_r j \hat{u}_r k, \quad i = 1, \ldots, m_v, \quad (4.11)$$

the matrices $V$, $A$ and $U$ have entries

$$V_{ij} = \langle \xi_i, \xi_j \rangle, \quad i, j = 1, \ldots, m_v, \quad (4.12a)$$

$$A_{ij} = a(\xi_i, \eta_j), \quad i = 1, \ldots, m_v, \quad j = 1, \ldots, m_u, \quad (4.12b)$$

$$U_{ij} = \langle \eta_i, \eta_j \rangle, \quad i, j = 1, \ldots, m_u, \quad (4.12c)$$

and all other quantities are defined in §4.1. The ODEs in (4.10), complemented by the algebraic condition $C^T \hat{v} = 0$ obtained upon discretizing the constraint $\mathcal{E}^* \mathbf{v} = 0$ as explained in §4.1, can be integrated in time until convergence to a stationary solution using standard numerical schemes, starting from any randomly generated nonzero initial condition.

**Remark 5.** The value of $\rho$ in (4.7) must be chosen a priori and must be large enough to ensure that the saddle point of $L$ is the only stationary attractor for (4.9), so the timestepping process cannot converge to a “spurious” solution. The discussion in §4.3 below and the numerical results in [35, 46, 47, 66, 69] and [98, Ch. 3] lead us to conjecture that $\rho$ should be equal to the largest possible multiplicity of the principal eigenvalue of the eigenvalue problem (3.10) associated to the spectral constraint (3.9). Analysis in [35] establishes this conjecture when the background method is applied with fixed balance parameter $\Lambda$ (i.e., fixed $\lambda_1, \ldots, \lambda_s$) to RB convection with stress-free isothermal boundaries, plane Couette flow, and porous media convection. It remains an open theoretical problem to extend these specialized arguments to the general setting considered in the present work.

**Remark 6.** In highly turbulent regimes (e.g., convection at very high Rayleigh number), the numerical solution of the ODE system (4.10) typically requires small timesteps to ensure numerical stability. In such regimes, therefore, convergence to a stationary solution can be slow. One way to mitigate this issue is to employ a two-step approach [35] in which the timestepping is stopped as soon as the magnitude of the time derivatives drops below a moderate tolerance, and the resulting approximately stationary solution is used to initialize Newton–Kantorovich iterations for the Euler–Lagrange equations of the saddle-point problem (4.7). As discussed in [35, 46],
efficiency can be further improved by adaptively dropping from the computation any vectors \( \hat{u}_r \) with \( r \geq 1 \) that appear to converge to zero, because they have no effect on the long-time behaviour of solutions to (4.10).

### 4.3 Connecting the two approaches

The timestepping strategy of §4.2 is closely related to the semidefinite programming approach of §4.1, in the sense that it provides a particular numerical scheme for solving the SDP (4.6). Precisely, the ODEs in (4.10) can be viewed as a steepest-gradient algorithm applied to the SDP (4.6) when the matrix Lagrange multiplier for its LMI constraint is represented using a low-rank factorization.

To make this interpretation evident, let us assume that the SDP (4.6) is strictly feasible, meaning that there exist \( \lambda \) and \( \hat{v} \) such that \( C^T \hat{v} = 0 \) and that the matrix \( S(\gamma, \lambda, \hat{v}) \) is strictly positive definite. With this additional (mild) assumption, standard duality theory for SDPs [99, §5.9.1] guarantees that

\[
\gamma_h^* = \inf_{\gamma \in \mathbb{R}, \hat{v} \in \mathbb{R}^m} \sup_{\lambda \in \mathbb{R}^n} \left\{ \gamma - \hat{v} \cdot C \hat{p} - Z \cdot S(\gamma, \lambda, \hat{v}) \right\},
\]

where \( \hat{p} \) and \( Z \) are Lagrange multipliers for the constraints of (4.6). Moreover, by a condition known as complementary slackness, the ranks of the optimal \( Z \) and of the optimal \( S(\gamma, \lambda, \hat{v}) \) must sum to the matrix size \( m_u + 1 \). Therefore, if one can anticipate that the optimal solution of the SDP (4.6) satisfies \( \text{rank}(S(\gamma, \lambda, \hat{v})) \geq m_u - \rho \) for some integer \( \rho \leq m_u \), then the corresponding optimal multiplier must have \( \text{rank}(Z) \leq \rho + 1 \).

Now, any positive semidefinite matrix \( Z \) of dimension \( m_u + 1 \) and rank no larger than \( \rho + 1 \) can be expressed as the sum of at most \( \rho + 1 \) rank-1 matrices. In particular, we can write

\[
Z = \begin{pmatrix} t^2 & t \hat{u}_0^\top \\ t \hat{u}_0 & \hat{u}_0 \hat{u}_0^\top \end{pmatrix} + \sum_{r=1}^{\rho} \begin{pmatrix} 0 & 0^\top \\ 0 & \hat{u}_r \hat{u}_r^\top \end{pmatrix}
\]

for some vectors \( \hat{u}_0, \ldots, \hat{u}_\rho \in \mathbb{R}^{m_u} \) and some nonnegative scalar \( t \). Substituting this decomposition and the definition of \( S(\gamma, \lambda, \hat{v}) \) from (4.4) into (4.13), and unfolding matrix inner products involving rank-1 matrices into standard matrix-vector products, leads to

\[
\gamma_h^* = \inf_{\gamma \in \mathbb{R}, \hat{v} \in \mathbb{R}^m} \sup_{\lambda \in \mathbb{R}^n} \left\{ (1 - t^2) \gamma - \hat{v} \cdot C \hat{p} - t^2 f_h \cdot \hat{v} \right. \\
\left. \quad - 2t I(\lambda, \hat{v}) \cdot \hat{u}_0 - \sum_{r=0}^{\rho} \hat{u}_r \cdot Q(\lambda, \hat{v}) \hat{u}_r \right\}.
\]

Optimizing over \( \gamma \) yields \( t = 1 \), in which case the argument of this inf-sup problem reduces exactly to the discrete version of the Lagrangian \( L \) in (4.7). Further optimizing over \( \hat{p} \) returns the constraint \( C^T \hat{v} = 0 \), while the ODEs in (4.10) are recovered upon fixing \( t = 1 \) and applying steepest ascent in each \( \hat{u}_r \) and steepest descent in \( \hat{v} \) and \( \lambda \) with respect to the discrete norms \( \| \hat{u}_r \|_{U_h} = (\hat{u}_r \cdot U \hat{u}_r)^{1/2} \), \( \| \hat{v} \|_{V_h} = (\hat{v} \cdot V \hat{v})^{1/2} \) and \( \| \lambda \|_2 = \sqrt{\lambda^\top \lambda} \). At the discrete level, therefore, the timestepping approach of §4.2 is a particular example of general low-rank factorization strategies for SDPs that have been studied extensively [100–105].

This realization enables us to make interesting observations regarding the theoretical convergence properties of the timestepping approach—specifically, about whether
one can guarantee the avoidance of spurious solutions in general, as suggested by the numerical evidence in [35, 46, 47, 66, 69]. On the one hand, the timestepping approach should not be expected to work correctly unless $\rho + 1$ is at least as large as the rank of the optimal matrix $Z$ in (4.13). This is why it is usually necessary to include the fields $u_1, \ldots, u_\rho$ in (4.7). By complementary slackness, the rank of the optimal $Z$ coincides with the number of zero eigenvalues of the optimal $S(\gamma, \lambda, \hat{v})$. Since the bottom-right block of this matrix is the discrete counterpart of the self-adjoint operator on the left-hand side of the eigenvalue problem (3.10), we conclude that $\rho$ should be no smaller than the maximum possible multiplicity of the principal eigenvalue of that problem as $v$ and $\Lambda = \sum_{j=1}^{s} \lambda_j \Lambda_j$ are varied.

On the other hand, if we assume that the SDP (4.6) and its dual have smooth constraint sets in the sense of [104], then general results for low-rank factorization methods for SDPs [104] guarantee that the timestepping approach avoids spurious solutions when $\rho + 1$ is larger than an upper bound on the rank of the optimal $Z$ derived in [106], which depends only on the size of the optimization variables in (4.13). This bound, however, is usually much larger than the maximum eigenvalue multiplicity mentioned above, so its use results in significantly more expensive computations. Unfortunately, it is also sharp [105]: there exist SDPs (not necessarily arising from applications of the background method) for which setting $\rho + 1$ to be larger than the rank of the optimal $Z$ but smaller than the upper bound from [106] can result in convergence to locally stable spurious solutions. This difficulty, moreover, cannot be resolved by replacing gradient-based timestepping with another algorithm for saddle-point problems because the results in [105] are independent of the numerical scheme used to solve (4.15). It would be interesting to investigate whether locally stable spurious solutions can arise for SDPs coming from the background method, and one possible way forward is to try and combine the general analysis in [104, 105] with the convergence proofs for specific flows in [35]. Based on the available numerical evidence in [35, 46, 47, 66, 69] and in [98, Ch. 3], we make the following conjecture.

**Conjecture.** Taking $\rho$ equal to the maximum possible multiplicity of the eigenvalue problem (3.10) suffices to optimize background fields correctly.

While proving or disproving this statement remains an open theoretical problem, we stress that the timestepping approach works robustly in practice and we are not aware of any examples where locally stable spurious solutions arise once $\rho$ is chosen according to our conjecture. (An example that smaller values can result in convergence to spurious solutions, instead, is given in [98, Ch. 3]). Furthermore, in particular implementations one can simply choose $\rho$ as conjectured, check if timestepping returns a spurious solution by solving the eigenvalue problem (3.10) and, in that case, repeat the calculation with a larger $\rho$.

5 Conclusions

Despite being established over 30 years ago, the background method remains one of the main tools to place rigorous bounds on time-averaged properties of turbulent flows. Here, we have reviewed a recent interpretation of the method as an application of the auxiliary function framework [74, 75, 79] with quadratic auxiliary functions in the form (3.3), which are parametrized by generalized background fields and balance parameters. This interpretation allows one to systematically formulate convex
Table 2: Comparison between the two approaches to numerically optimize background fields reviewed in this work. For each property, checkmarks indicate which approach should currently be preferred.

| Property                              | SDP (interior-point solvers) | Timestepping |
|---------------------------------------|------------------------------|--------------|
| Core algorithms known in fluid mechanics | ✓                            | ✓            |
| Scalability to highly turbulent regimes | ✓                            | ✓            |
| Good practical convergence            | ✓                            | ✓            |
| Good theoretical convergence          | ✓                            | ✓            |
| Easy inclusion of additional constraints | ✓                            | ✓            |

variational principles to search for bounds on mean quantities that, contrary to the traditional scope of the background method [81], need not be equivalent to the mean dissipation in the flow. We have also shown that symmetries can be used to simplify the choice of (generalized) background fields—proving, in particular, that nonzero background velocity fields cannot improve existing bounds on the heat transport in Rayleigh–Bénard convection—and that additional constraints, such as maximum principles, can be enforced using Lagrange multipliers. We hope that our general presentation using the abstract flow description of §2 can provide a “recipe” for future applications of the background method to a wider variety of flows, and offer a basis for future refinements and extensions.

We have also provided a general description of two approaches for the computational implementation of the background method, which have been applied successfully to a variety of shear and convective flows in horizontally periodic domains (see Table 1 for references). The first approach, based on semidefinite programming, is extremely flexible, has general convergence guarantees, and can be implemented using general-purpose interior-point SDP solvers that are available open-source. To use such solvers in turbulent regimes that require accurate discretization of thin boundary layers, however, one must employ advanced decomposition techniques that have only recently been developed by the optimization community (see [97] for a review). The second approach to optimizing background fields we have reviewed, instead, relies on timestepping. This is generally more familiar to the fluid mechanics community and can more easily reach highly turbulent regimes, but can converge slowly and presently lacks general theoretical convergence guarantees beyond the particular ones in [35]. Table 2 summarizes the main advantages and drawbacks of the two methods, in the hope of helping readers choose which one to use in particular applications.

Given the poor scalability of current interior-point SDP solvers and the possibly slow convergence of the timestepping approach in dynamically complicated flow regimes (see remark 6), further progress is needed before complex flows of industrial relevance can be tackled robustly and at a reasonable computational cost. We expect that significant efficiency gains may be achieved by exploiting sparsity in SDPs via matrix decomposition, as outlined in §4.1, as well as the newly established connection between the timestepping approach of §4.2 and low-rank factorization strategies for SDPs. Particular open questions that warrant deeper investigation include whether the (restrictive) technical assumptions required by chordal matrix decomposition can be weakened, and whether sophisticated analysis techniques and optimization algorithms for SDPs with low-rank solutions can guarantee fast convergence to the optimal bounds whilst provably avoiding spurious solutions.
Despite the many recent advances, therefore, the numerical analysis of the background method remains in our opinion far from complete and offers numerous opportunities for interesting research. Pursuing these opportunities promises to extend the range of flows for which bounds on mean quantities can be computed efficiently. Moreover, and perhaps more excitingly, any lessons learnt in the process may reveal practical ways to optimize auxiliary functions more general than the quadratic ones underpinning the background method. These can in principle produce arbitrarily sharp bounds on the properties of turbulent flows [78], but currently remain beyond reach.
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