Probing non-Gaussianities with the high frequency tail of induced gravitational waves
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Abstract. We investigate in detail the spectrum of gravitational waves induced by a peaked primordial curvature power spectrum generated in single-field inflationary models. We argue that the $f_{\text{NL}}$ parameter can be inferred by measuring the high frequency spectral tilt of the induced gravitational waves. We also show that the intrinsically non-Gaussian impact of $f_{\text{NL}}$ in $\Omega_{\text{GW}}$ is to broaden its peak, although at a negligible level in order not to overproduce primordial black holes. We discuss possible degeneracies in the high frequency spectral tilt between $f_{\text{NL}}$ and a general equation of state of the universe $w$. Finally, we discuss the constraints on the amplitude, peak and slope (or equivalently, $f_{\text{NL}}$) of the primordial power spectrum by combining current and future gravitational wave experiments with limits on $\mu$ distortions from the cosmic microwave background.
Gravitational waves (GW) are a very interesting probe to gain knowledge of the history and content of the Universe. The large number of present and future experiments in the search of GW signals, such as LISA [1], Taiji [2], Tianqin [3], DECIGO [4, 5], AION/MAGIS [6], ET [7] and PTA [8], ensures a large improvement in our understanding of the different periods of the cosmological history. One of the most exciting possibilities is obtaining new information about the early period of cosmological inflation [9–12]. There is at present little constraints on the energy scale of inflation. Furthermore, the constraints to the inflationary potential are limited to a small range of scales. In particular, while the study of the Cosmic Microwave Background (CMB) by the Planck team provided an extremely accurate measurement of the primordial spectrum on the largest scales [13, 14], which corresponds to the first few observable e-folds of inflation, the nature of the power spectrum for smaller scales is
poorly constrained. While an extrapolation of the physics of the simplest models of inflation beyond CMB scales would render a GW detection very difficult, it might be possible that perturbations at small scales are actually enhanced with respect to CMB scales.

This possibility is of great interest since an enhancement of the power spectrum could result in copious productions of Primordial Black Holes (PBHs), which could play a role explaining dark matter [15–18]. See Ref. [19] for a recent review. Even if PBH do not constitute all of the dark matter, binaries of PBH might account for some of the LIGO/VIRGO gravitational waves (GW) events [20–24] and the microlensing events by planet-mass objects found by OGLE [25, 26]. PBH might also be the seeds of supermassive black holes [27, 28].

Now, if the power spectrum of scalar perturbations is enhanced with respect to CMB scales, the resulting secondary GW background signal could be observed by ongoing or future experiments [29–36]. The so-called induced GWs have received a lot of attention recently [37–71]. They are a crucial counterpart of PBHs as a fraction, if not all, of dark matter [43, 45, 46, 50] and their absence severely constrains the PBH reheating scenario [72, 73]. Induced GWs also constitute a powerful probe of the primordial curvature power spectrum [47, 74] and of the thermal history of the universe [54, 75–77]. Furthermore, they are a candidate to the recent observation by NANOGrav [78, 79] of a possible stochastic GW background [80–86]. It should also be noted that the issue of the seeming gauge dependence of the induced GW spectrum [87–90] has been settled to a great extent [91–93].

In this work we give a precise estimation of the spectral features of the induced GW background, $\Omega_{GW}$, as coming from single-field inflation, taking into account the shape of the power spectrum of scalar perturbations and the non-Gaussian nature of the perturbations. In particular we show that:

i) The spectral index of the induced GWs after the peak is directly related to the parameter $f_{NL}$ that determines the size of the primordial non-Gaussianities. We show this relation in general for different dominant component of the equation of state of the Universe at the moment that the perturbations re-enter the horizon.

ii) The spectral features of the induced GWs are robust against the non-Gaussian corrections to the 4-point function of the scalar perturbations sourcing them. While these have the effect of broadening the peak of $\Omega_{GW}$, the effect is negligible for all the relevant range of parameters. From these observations we perform an analysis on how current and future observations constraint the parameters of the power spectrum as coming from single-field inflationary models.

In single-field inflation models, the spectrum of fluctuations featuring a peak corresponds to a broken power-law [94]. The induced GWs coming from such power spectra has been considered in Refs. [49, 62, 65, 71]. Here we go beyond these works showing estimates for both the amplitude and spectral tilt of the induced GWs, by generalizing them to arbitrary cosmological backgrounds, by computing their exact non-Gaussian corrections, and by showing the largest possible impact of the latter by virtue of the relations existing between $f_{NL}$, the threshold for critical collapse and the abundance of PBHs.

This work is organized as follows. In Sec. 2 we review the enhancement of primordial fluctuations in single-field inflationary models. We emphasize the relation between the ultraviolet spectral tilt and the magnitude of non-Gaussianities. We also provide accurate analytical formulas for the GW spectrum induced by a broken power-law primordial spectrum. In Sec. 3 we investigate in detail the impact of non-Gaussianities, inevitably generated during the enhancement of the primordial fluctuations. Later in Sec. 4 we consider how current
and future observations might constrain the model. We conclude our work with discussions in Sec. 5. Details of the calculations and useful formulas can be found in the appendices. In particular, in App. A we derive general compact formulas of the induced GWs including non-Gaussianities. In App. C we give analytical approximations for the non-Gaussian contribution to the GWs induced by a broken power-law primordial spectrum, including the contribution from the connected 4 point function.

2 The induced Gravitational Waves in Single-Field Inflation

In this section we provide analytical formulas for the GW spectrum induced by a peak in the curvature power spectrum arising in general single-field models of inflation. We first review the most relevant aspects of the resulting shape of the primordial curvature power spectrum which are key in determining \( \Omega_{GW} \). Namely, we focus on the UV spectral tilt and the amplitude and shape of the non-Gaussianities, and how these are related to the local potential. We then turn to the calculations of the induced GW background.

2.1 The shape of the primordial power spectrum and its relation to \( f_{NL} \)

In single-field inflation, it is possible to generate a large enhancement of the scalar perturbations with respect to CMB scales if the inflaton traverses a local maximum of the potential. We may model the resulting power spectrum as a broken power-law, namely

\[
\mathcal{P}_R (k) = A_R \begin{cases} 
\left( \frac{k}{k_p} \right)^{n_{IR}} & k \leq k_p \\
\left( \frac{k}{k_p} \right)^{-n_{UV}} & k \geq k_p 
\end{cases},
\]

where \( A_R \) is the amplitude of the power spectrum at the peak, \( k_p \) is the position of the peak and \( n_{IR} \) and \( n_{UV} \) are positive constants respectively referred to as the spectral tilt in the infrared (IR) limit (\( k \ll k_p \)) and in the ultraviolet (UV) limit (\( k \gg k_p \)). The IR limit corresponds to scales that exit the horizon during the period in which the inflaton field is climbing the local maximum of the potential. In this stage there is a phase of ultra-slow roll and the scalar perturbations grow after crossing the horizon. Determining the spectral index is rather complicated but can be done analytically. It has been found that at the IR scales \[95, 96\]

\[ n_{IR} \lesssim 4. \]

(2.2)

While steeper spectra can be reached for some specific backgrounds in single-field \[97, 98\], or in multi-field scenarios \[69, 99, 100\], Eq. (2.2) describes well the IR slope in the most minimalistic models resulting in a peak in single-field. Thus, in this work we take \( n_{IR} \sim 4 \), although our formulas can be easily applied to steeper slopes.

After reaching the maximum of the potential, the field rolls down a possibly very steep potential. After few efoldings, there is no superhorizon growth of the perturbations. Since the velocity of the field is exponentially suppressed, the spectral index is dominated by the second slow-roll parameter, and so

\[ n_{UV} = \epsilon_2. \]

(2.3)

The amplitude and shape of non-Gaussianities around the peak can be retrieved from the structure of the potential around the local maximum. That is, we can consider the potential
as
\[ V = \frac{\eta_V}{2} (\phi - \phi_0)^2, \] (2.4)
where \( \eta_V < 0 \). Considering this potential, curvature perturbations follow a local non-Gaussian distribution described by [101]
\[ \mathcal{R} = -\frac{2}{\epsilon_{ge}^2} \ln \left( 1 - \frac{\epsilon_{ge}^2 \mathcal{R}_G}{2} \right), \] (2.5)
where \( \epsilon_{ge}^2 = -3 + \sqrt{9 - \eta_V} \) is the second slow roll parameter after crossing the local maxima (corresponding to the graceful exit from USR). For small \( \mathcal{R}_G \), Eq. (2.5) can be expanded and we retrieve the known quadratic formulation of local non-Gaussianity.
\[ \mathcal{R} = \mathcal{R}_G + \frac{3}{5} f_{\text{NL}} \mathcal{R}_G^2, \] (2.6)
where \( f_{\text{NL}} \) is given by
\[ f_{\text{NL}} = \frac{5}{12} \epsilon_{ge}^2. \] (2.7)
From here we deduce the following simple relation, already noticed in [102] (see also [103])
\[ n_{\text{UV}} = \frac{12}{5} f_{\text{NL}}. \] (2.8)
Let us note that \( f_{\text{NL}} = \frac{5}{12} n_{\text{UV}} \) for all scales that exit the horizon during the time in which the potential is given by (2.4). This means that \( f_{\text{NL}} \) is constant and possibly large for a range of scales comprising not only the peak of the power spectrum, but also an important part of the rising and decaying tails around it [94].

A perturbative estimation of non-Gaussianities can also be found for other shapes of the potential [106, 107], although the simple quadratic potential presented here is sufficient for accurately estimating \( f_{\text{NL}} \) for most of the models present in the literature [94]. The only regime in which it does not accurately predict the amplitude of \( f_{\text{NL}} \) (for realistic smooth potential) is when the potential is exactly flat in the USR phase. Non-Gaussianities are still perturbatively local, as determined by Eqs. (2.6)-(2.7), but \( \epsilon_{ge}^2 \) will now depend differently on the potential (since \( \eta_V = 0 \)). In this case however \( f_{\text{NL}} \ll 1 \). Thus, in the most interesting regime for non-Gaussianities, \( f_{\text{NL}} \gtrsim 0.1 \), our model describes all smooth single-field models.

In the following we proceed to estimate the induced GWs from a broken power-law power spectrum (2.1).

### 2.2 Gravitational waves induced by a broken power-law

In this section we provide analytical estimates for the infrared (IR) and ultraviolet (UV) tails of the induced GW spectrum assuming that the primordial scalar spectrum is given by the broken power-law in Eq. (2.1). We use such estimates to constraint the magnitude of the local non-Gaussianity associated to peaked scalar spectrum generated in single-field inflationary models. The basic formula for the induced GW spectral density for a given wavenumber \( k \) can be found, e.g., in Refs. [44, 54] and it is given by
\[ \Omega_{\text{GW}}(k, \tau) = \frac{k^2}{12\mathcal{H}^2} \mathcal{P}_h(k, \tau), \] (2.9)
\footnote{For recent discussions on the observability of \( f_{\text{NL}} \) in the squeezed limit, see Refs. [104–106].}
where $\tau$ is the conformal time, $\mathcal{H}$ is the conformal Hubble parameter and $P_h(k, \tau)$ is the induced tensor mode (dimensionless) power spectrum summed over the two polarizations, which explicitly reads

$$P_h(k, \tau) = 8 \int_0^\infty dv \int_{1-v|}^{1+v|} du \left( \frac{4v^2 - (1-u^2+v^2)^2}{4uv} \right)^2 T^2(\tau, k, v, u) P_R(ku) P_R(kv). \quad (2.10)$$

In Eq. (2.10), $P_R(k)$ is a general (dimensionless) primordial curvature power spectrum, $I(\tau, k, v, u)$ is the kernel and an overline denotes oscillation average. Details of the derivation and formulas can be found in App. A. Despite the compact form of the tensor mode power spectrum (2.10), it is technically difficult to obtain general analytical formulas due to the non-trivial form of the kernel. In particular, the averaged kernel squared in a radiation dominated universe is given by

$$I^2_{RD}(u, v, x \gg 1) = \frac{1}{2} \left( \frac{3y}{2uvx} \right)^2 \left( \pi^2 y^2 \Theta(u + v - \sqrt{3}) + \left( 2 - y \ln \left| \frac{1+y}{1-y} \right| \right)^2 \right). \quad (2.11)$$

where we introduced

$$y \equiv \frac{u^2 + v^2 - 3}{2uv}, \quad (2.12)$$

for an easier later comparison with other cosmological backgrounds. See App. D for the analytical expressions for an arbitrary equation of state and sound speed of scalar fluctuations.

As argued in Sec. 2.1, the enhanced primordial curvature spectrum generated during single-field inflation has an approximate broken power-law shape given by Eq. (2.1). By glancing at Eq. (2.10) one is tempted to say that the $k$ dependence of the tensor spectrum is roughly $P_h(k) \sim P_R^2(k)$. However, this is not true in general. For instance, it is known that for localized sources the IR tail of the GW spectrum in general goes as $k^3$ [75]. As an illustrative example, let us take a single power-law $P_R(k) \sim k^\sigma$ for all wavenumbers and analyze the convergence of Eq. (2.10). First of all, by inspecting the kernel (2.11) we see that $T^2$ decays at the boundaries of the $u, v$ plane. We note that there is a divergence at $u + v = \sqrt{3}$, where $y = -1$ and the logarithm blows up. Nevertheless, such divergence has zero measure and it is irrelevant under the integral. Thus, whether the integral converges depends on the asymptotic behavior of $P_R(k)$ at either $k \to \infty$ or $k \to 0$. We find that the integral (2.10) converges if $-4 < \sigma < 3/2$. The details of the calculations can be inferred from the discussion below.

For the case at hand, the power spectrum (2.1) is well behaved in both limits. However, we may treat Eq. (2.1) as two independent power-laws with cut-offs at $k = k_p$ and calculate their contribution to the GW spectrum separately. This is clear from Fig. 1. Thus, in practice, the integral in each region of Fig. 1 effectively sees a single power-law and the previous discussion on the convergence becomes useful. Since the peak in the power spectrum inside the integrand occurs at $v_p = k_p/k$ (the green lines of Fig. 1), we have that in the IR limit ($v_p \gg 1$) the IR region of integration dominates. In the UV limit ($v_p \ll 1$), we have that the UV region of integration dominates. We checked that the contribution from the other regions is often subleading, unless the UV spectral tilt is small. It is also interesting to notice that the regions of integration and the integrand are symmetric with respect to the $u = v$ line, which simplifies some calculations.
Figure 1. Integration plane of Eq. (2.10) in terms of the \( v, u \) variables. The blue and red lines respectively correspond to the limits \( u = 1 + v \) and \( u = |1 - v| \). We treat the broken power-law spectrum strictly as two power-laws: the IR power-law with a UV cut-off at \( k = k_p \) and the UV power-law with an IR cut-off at \( k = k_p \). The green line depicts a given cut-off for \( u \) and \( v \) at \( k_p = 2k \), that is at \( u_p = k_p/k = 2 \) and \( v_p = k_p/k = 2 \). Due to the presence of the cut-offs we can distinguish 4 zones in the integration plane. When in the integrand we have the two IR (UV) power-laws we call it the IR (UV) region highlighted in red (purple). Otherwise, when we have one IR and one UV power-law, we call it the mixed region. The IR limit of the GW spectrum corresponds to sending the green lines to infinity as \( k \ll k_p \), or \( v_p \gg 1 \). The opposite case, \( v_p \ll 1 \), corresponds to the UV limit of the GW spectrum.

We first consider the IR limit of the GW spectrum. In terms of the UV cut-off this corresponds to \( v_p \gg 1 \) and the power spectrum is to a good approximation \( \mathcal{P}_R(k) \approx A_R(k/k_p)^{n_{IR}}. \)

Since the power-spectrum grows with \( k \), the dominant contribution is at large momenta. In terms of the variables in Eq. (2.10), this corresponds to the limit \( u \sim v \gg 1 \) and \( y \sim 1 \). In this limit, the kernel decays as \( I^2 \sim v^{-4} \), where we neglected the logarithm term for simplicity. Thus, the integrand in Eq. (2.10) goes as \( v^{2n_{IR} - 3} \). Now, the integral over \( u \) can be approximated\(^2\) by the integrand evaluated at \( u = v \), since the range of \( u \) is infinitely small for \( v \to \infty \). For \( n_{IR} > 3/2 \), which is the current case of study, the dominant contribution lies at the cut-off \( v_p \). Taking into account the numerical factors, expanding the integrand of (2.10) for \( u \sim v \gg 1 \), we find that Eq. (2.9) in the IR limit is given by

\[
\Omega_{GW}^{IR}(k \ll k_p) \approx 3 \left( \frac{1}{2n_{IR} - 3} + \frac{1}{2n_{UV} + 3} \right) A_R^2 \left( \frac{k}{k_p} \right)^3 \ln^2 \left( \frac{k}{k_p} \right),
\]

where we have included the contribution from the UV region for better accuracy when \( n_{UV} \) is small. This is the well-known result that the GW spectrum for localized sources in a radiation dominated universe in the IR limit goes as \( k^3 \) \([75]\). The logarithmic running is characteristic of the induced GWs in a radiation dominated universe \([57]\). See Ref. \([77]\) for the values of

\(^2\)A more accurate calculation involves introducing two new variables, \( t = u + v \) and \( s = u - v \), and expand for large \( t \). To a good approximation the integral over \( s \) may be evaluated at \( s = 0 \), with an error of less than \( O(1) \).
the equation of state parameter $w$ for which the logarithmic running is present/absent. Since we are mainly interested in $n_{IR} \sim 4$, Eq. (2.13) gives a good order of magnitude estimate.

Let us turn our attention to the UV limit of the GW spectrum. This time we have that the cut-off is an IR cut-off at $v_p \ll 1$ with $P_R(k) \approx A_R (k/k_p)^{-n_{UV}}$. In terms of $u$ and $v$ the UV limit corresponds to $(u \rightarrow 1, v \rightarrow 0)$ and $(u \rightarrow 0, v \rightarrow 1)$. The latter regime is a copy of the former due to the symmetry of the integrand along the $u = v$ line. Focusing only in the former we see that the integral over $u$ for $v \ll 1$ is well approximated by twice the integrand evaluated at $u = 1$ times $v$. The kernel in this limit goes as $I^2 \sim \text{constant as } v \sim -1/v$ and so the integrand is proportional to $v^{3-n_{UV}}$. Note that the integral converges if $n_{UV} < 4$ in the strict limit when $v_p \rightarrow 0$. Thus, in the analytical estimates of the UV tail of the induced GW spectrum we have to treat the cases $n_{UV} < 4$ and $n_{UV} > 4$ separately.

On one hand, when $n_{UV} < 4$ the integral converges everywhere in the plane $u,v$ even when $v_p \rightarrow 0$. This implies that most of the contribution comes from the divergent part of the kernel. We could use similar approximations as in Ref. [52] and restrict ourselves to the close neighborhood of the divergence. However, it is more practical to write the spectrum as

$$\Omega_{GW}^{UV}(k \gg k_p, n_{UV} < 4) \approx \frac{1}{12} A_R^2 F(n_{UV}) \left( \frac{k}{k_p} \right)^{-2n_{UV}} , \quad (2.14)$$

where $F(n_{UV})$ is given by

$$F(n_{UV}) = 8 \int_0^\infty dv \int_{1-v}^{1+v} du \left( \frac{4v^2 - (1-u^2 + v^2)^2}{4uv} \right)^2 (uv)^{n_{UV}} T^2(n_{UV},k,v,u), \quad (2.15)$$

and has to be computed numerically. In order to have an idea of the magnitude of $F(n_{UV})$ we provide a rough numerical fit for $n_{UV} > 0$, which reads

$$F(n_{UV}) \approx 11.5 + 3.25 \frac{n_{UV}^2}{\sqrt{16 - n_{UV}^2}}. \quad (2.16)$$

On the other hand, when $n_{UV} > 4$ the integral diverges for $v_p \rightarrow 0$. Thus, the relevant contribution comes from the lower cut-off at $v_p \ll 1$. In this case, we find that

$$\Omega_{GW}^{UV}(k \gg k_p, n_{UV} > 4) \approx \frac{4}{3} \left( \frac{1}{n_{UV} - 4} + \frac{1}{n_{IR} + 4} \right) A_R^2 \left( \frac{k}{k_p} \right)^{-4-n_{UV}} , \quad (2.17)$$

where we included the contribution from the mixed regions for better accuracy. The amplitude in the above approximations Eqs. (2.14) and (2.17) should be taken as order of magnitude estimates, specially when $n_{UV} \sim 4$. For $n_{UV} = 4$ there is a logarithmic divergence that goes as $\ln(k/k_p)$. Most importantly though, they provide an accurate estimation of the power-law index of $k$. Let us note that while the spectral index of Eqs. (2.14) and (2.17) is already discussed in Ref. [62], here we derive analytical formulas for the amplitude as well.

We find that the induced GW spectrum for the broken power-law curvature perturbation (2.1) follows another broken power-law given by

$$\Omega_{GWs}(k) \propto A_R^2 \begin{cases} \left( \frac{k}{k_p} \right)^3 & k \ll k_p \\ \left( \frac{k}{k_p} \right)^{-\Delta} & k \gg k_p \end{cases}, \quad \text{with} \quad \Delta = \begin{cases} 2n_{UV} & 0 < n_{UV} < 4 \\ 4 + n_{UV} & n_{UV} > 4 \end{cases}. \quad (2.18)$$
Figure 2. Induced GW spectrum from a broken power-law primordial spectrum (2.1) in terms of the wavenumber normalized to the peak position. In both figures we used $n_{\text{IR}} = 4$. The black line is the result of a numerical integration while the dashed lines correspond to the analytical approximations for the IR (2.13) (in red) and the UV (2.14) and (2.17) (in blue). On the left we consider the case $n_{\text{UV}} = 1$. On the right we plot the case $n_{\text{UV}} = 5$. See how the analytical approximations give a good estimate of the spectrum far from the peak. In both figures, the peak near $k \sim \sqrt{3} k_p/2$ is due to the divergence at $u + v = \sqrt{3}$ in the kernel (2.11) in radiation domination. The physical origin of the divergence is a resonance that occurs the wavenumber $k$ of the tensor mode equals to two wavenumber $c_s k$ of the scalar modes.

With the template (2.18) we may infer the value of $f_{\text{NL}}$ by looking at the high frequency tail of the induced GW spectrum from Eq. (2.8). Note that such estimate includes the underlying assumption that the curvature power spectrum is generated in single-field inflationary models and that the GWs are induced during radiation domination. Nevertheless, the analytical formulas (2.14) and (2.17) are valid for any broken power-law primordial curvature power spectrum in a radiation dominated universe. We derive the corrections to the spectral tilt for general cosmological backgrounds in the next subsection.

2.3 Induced GWs in general cosmological backgrounds

We shall generalize the previous template (2.18) for the GW spectrum induced by a broken power-law to the case of general cosmological backgrounds. We assume that at the time of generation of the induced GWs, the universe was dominated by a perfect fluid with a constant equation of state parameter $w > -1/3$. In this case, the analytical approximations of the induced GW spectrum on the IR and UV limits is essentially analogous to the one explained in Sec. 2.2. The main differences are twofold. The first one lies in the $w$ dependence of the asymptotic behaviour of the kernel given in App. D. The second one is the presence of an additional scale $k_{\text{rh}}$ which corresponds to the scale that last crossed the horizon at reheating. Taking into account the $w$ dependence and assuming an instantaneous reheating, we find
that the induced GW spectrum is now two broken power-laws, concretely

\[ \Omega_{GW}(k) \propto A_R^2 \left\{ \begin{array}{ll}
\left( \frac{k}{k_p} \right)^3 & k \ll k_{rh} \\
\left( \frac{k}{k_p} \right)^{3-2|b|} & k_{rh} \ll k \ll k_p \\
\left( \frac{k}{k_p} \right)^{-\Delta - 2|b|} & k \gg k_p
\end{array} \right. \]  

(2.19)

where we introduced for convenience

\[ b = \frac{1 - 3w}{1 + 3w}. \]  

(2.20)

When the universe is dominated by radiation, the equation of state is \( w = 1/3 \) (\( b = 0 \)) and we recover Eq. (2.18). It should be noted that the instantaneous reheating approximation only affects the transition around \( k \sim k_{rh} \). The conclusions on the spectral tilt for \( k \gg k_{rh} \) are unchanged by the instantaneous reheating. It is also important to note that the convergence conditions have changed due to the \( w \) dependence. In particular, we now have that

\[ \Delta = \left\{ \begin{array}{ll}
2n_{UV} & 0 < n_{UV} < 4 \\
4 + n_{UV} & n_{UV} > 4
\end{array} \right. \]  

(2.21)

The difference in the \( w \) dependence of the IR and UV spectral tilts for \( k \gg k_{rh} \) in Eq. (2.19) can be explained as follows. Modes with \( k \gg k_p \) enter the horizon before the peak in the scalar spectrum. Then they evolve as usual and experience the redshift of the corresponding background [108]. This yields the factor \(-2b\) in the exponent of the UV tail of Eq. (2.19). However, modes which enter after the peak, i.e. \( k \ll k_p \), experienced a second superhorizon growth for \( b < 0 \) (\( w > 1/3 \)) due to the fact that the source term of induced GWs decays slower than the background expansion [77]. This explains the factor \(-2|b|\) in the exponent of the middle IR tail of Eq. (2.19).

The \( w \) dependence of the UV tail of the GWs spectrum (2.19) may be a hindrance in disentangling the contribution coming from \( f_{NL} \). The degeneracy between \( f_{NL} \) and \( b \) may be broken by the simultaneous observation of the IR tail of the induced GW spectrum. Despite the degeneracy of the IR spectral tilt for \( |b| < 1 \) (\( 0 < w < \infty \)), by observing the IR tilt we may infer a value (or two) for the corresponding equation of state \( w \). Using such estimation for \( w \), we may extract a value (or two) of \( f_{NL} \) from the UV tail.

3 Non-Gaussian corrections to the induced GWs spectrum

In Sec. 2 we computed the GWs induced by a broken-power-law primordial curvature power spectrum given by Eq. (2.1). We used the fact that the spectral tilt of the UV tail of the primordial spectrum is related to the magnitude of the non-Gaussianity parameter \( f_{NL} \) by Eq. (2.8) to argue that \( f_{NL} \) may be inferred from observations of the UV tail of the induced GW spectrum. The simple identification between \( f_{NL} \) and the tilt of \( \Omega_{GW} \) that we have described is simply due to the fact that the main features of the inflationary potential can be described by a single parameter. This means that with one measurement (in this case, of the linear perturbations) we can retrieve the important parts of the non-linear potential. There
are however some purely non-Gaussian contributions to the induced GWs that we have not yet taken into account. These are due to the fact that the GWs are sourced by a 4-point correlation function, which can be grouped into a single or a set of contributions depending on the statistical nature of the perturbations. The impact of such non-Gaussianities has been previously estimated in Refs. [45, 48, 63, 109]. These works did not consider in generality an analytical relation between the amplitude of non-Gaussianities, the shape of the power spectrum and the abundance of PBHs, steps that we pursue in this section.

The intrinsically non-Gaussian effects on $\Omega_{\text{GW}}$ are twofold. The first one stands for a redefinition of the power spectrum [45, 63], and corresponds at leading order in $f_{\text{NL}}$ to the so-called hybrid diagram in Ref. [48]. The contribution to the induced GWs is analogous to the Gaussian calculation of Sec. 2 but with a modified primordial spectrum given by

$$P_R(k) = P_{R,G}(k) + F_{\text{NL}}^2 \int_0^\infty dv \int_{1-v}^{1+v} \frac{du}{v^2 u^2} P_{R,G}(kv) P_{R,G}(ku) \equiv P_{R,G}(k) + P_{R,G}^{NG}(k). \quad (3.1)$$

where we have also defined

$$F_{\text{NL}} = \frac{3}{5} f_{\text{NL}} \quad (3.2)$$

in order to avoid carrying $(5/3)$ factors. This contribution stands for only one of the contractions of the 4-point function. Indeed, the calculation of Sec. 2 assumes that the connected 4-point correlation function is vanishing and that one can evolve two pairs of scalar modes, each pair inducing GWs, independently. In this way the contribution that we have considered stands as a modification of the primordial curvature power spectrum. However, in general the connected 4-point function is non-vanishing. At leading order in $f_{\text{NL}}$, the connected contribution can be represented by a walnut diagram as in Ref. [48]. A non-vanishing connected 4-point correlation function essentially takes into account the correlation of two pairs of scalar modes during their evolution.

As we proceed to show, the inclusion of the hybrid and walnut diagrams has little impact in the IR and UV tails of the GW spectrum induced by the broken power-law curvature spectrum (2.1). In App. A we present the general formulas for the Gaussian, the hybrid and the walnut contributions to the induced GW spectrum. To simplify the discussion we shall focus solely on the modification of the primordial curvature power spectrum or the hybrid diagram. We present the analytical formulas for the walnut contribution in the IR and UV limits for a broken power-law primordial spectrum in App. C. We find that the walnut contribution is negligible in the IR limit but may dominate over the hybrid in the UV limit. Nevertheless, this does not affect the spectral tilt of the UV limit. We also note that the walnut diagram is exactly vanishing after integration due to symmetries in the case of $P_{R,G}(k) \propto k^3$ and $P_{R,G}(k) \propto k^5$.

Let us show that the modification of the primordial spectrum due to non-Gaussianities is negligible for practical purposes in the broken power-law case. We analytically integrate Eq. (3.1) in the IR and UV limits using the same procedure as explained in Sec. 2.2. On one hand, we find that in the IR limit (with $n_{\text{IR}} > 3/2$) the non-Gaussian contribution in Eq. (3.1) is given by

$$P_{R,G}^{NG}(k \ll k_p) \approx 2 \left( \frac{1}{2n_{\text{IR}} - 3} + \frac{1}{2n_{\text{UV}} + 3} \right) F_{\text{NL}}^2 A_R^2 \left( \frac{k}{k_p} \right)^3. \quad (3.3)$$

It is interesting to note that at some point the amplitude of the IR tail of the initial spectrum is dominated by the non-Gaussian contribution (3.3) as it decays slower than the Gaussian
Figure 3. Non-Gaussian corrections to the power spectrum generated in single-field inflation for different steepness of the decay: respectively for \( n_{\text{UV}} = 1 \) and \( n_{\text{UV}} = 5 \) in the left and right panel. In both figures we used \( n_{\text{IR}} = 4 \) and \( A_R F_{\text{NL}}^2 = 0.1 \). In solid black and green we show the Gaussian and the non-Gaussian contribution to the spectrum (2.1) and (3.1). The solid orange line is the sum of the two contributions. Dashed lines correspond to the analytical approximations (3.3) and (3.5) respectively for the IR (in red) and the UV (in blue). See how the analytical approximations capture the main essence of the IR and UV tails.

contribution. This occurs roughly at

\[
\frac{k_{\text{NG}}}{k_p} \approx 2 A_R F_{\text{NL}}^2 \left( \frac{1}{2n_{\text{IR}} - 3} + \frac{1}{2n_{\text{UV}} + 3} \right) \frac{1}{n_{\text{IR}}} \ll 1, \tag{3.4}
\]

where in the last step we used that \( A_R F_{\text{NL}}^2 \ll 1 \). Nevertheless, even though the non-Gaussian contribution eventually dominates, it does not change the IR spectral tilt of the GW spectrum as it can be seen from Eq. (2.13) replacing \( n_{\text{IR}} \) by 3. On the other hand, we find that the UV tail is well approximated by

\[
P_{\text{NG}}(k > k_p) \approx 4 \left( \frac{1}{n_{\text{UV}}} + \frac{1}{n_{\text{IR}}} \right) F_{\text{NL}}^2 A_R^2 \left( \frac{k}{k_p} \right)^{-n_{\text{UV}}}, \tag{3.5}
\]

where for an exact flat spectrum, that is \( n_{\text{UV}} = 0 \), one has a logarithmic dependence in \( k/k_p \).

We conclude that in the UV regime non-Gaussianity slightly increases the amplitude of the resulting spectrum.

We show the non-Gaussian correction to the power spectrum in Fig. 3. Note that the expansion parameter is \( A_R F_{\text{NL}}^2 \), and thus we require \( A_R F_{\text{NL}}^2 \ll 1 \). In Fig. 3 we fixed \( A_R F_{\text{NL}}^2 = 0.1 \) so that the effects of the non-Gaussian contribution are more evident. As is clear from Fig. 3 the UV tail of the primordial spectrum is barely affected by the non-Gaussian contribution. Moreover, as we argue in the next section, \( A_R F_{\text{NL}}^2 \ll 1 \) is always satisfied provided that there is no overproduction of PBHs, even when \( F_{\text{NL}} \gg 1 \). Thus, the fact that \( A_R F_{\text{NL}}^2 \ll 1 \) together with Eqs. (3.3) and (3.5) showing that the spectral features in the IR and UV are maintained, justify why the non-Gaussian contributions can be neglected (as we did in Sec. 2).

3.1 Can there be PBHs in the non-perturbative regime?

We might ask whether the perturbative constraint \( A_R F_{\text{NL}}^2 \ll 1 \) holds in the regime of a large number of PBHs (large \( A_R \)) and/or large \( F_{\text{NL}} \). As we will see, perturbativity is always
satisfied provided that PBHs are not overproduced. If the statistics of peaks are Gaussian, then the number of PBHs at formation is roughly
\[ \beta_G \simeq e^{-\mathcal{R}_c^2/(2\sigma^2)} , \] (3.6)
where \( \mathcal{R}_c \) is the critical value for an overdensity to collapse into a BH and \( \sigma \) is the variance of the perturbation. PBHs are not overproduced if \( \nu \equiv \mathcal{R}_c/\sigma \gtrsim 6 \). Since \( \mathcal{R}_c \sim 0.5 \), we need \( \sigma^2 \sim \mathcal{A}_R \lesssim \mathcal{O}(0.01) \). In turn, this implies that there is a potential problem for \( F_{\text{NL}} \gtrsim 10 \) if \( \mathcal{A}_R \sim 0.01 \), since then \( \mathcal{A}_R F_{\text{NL}}^2 \sim 1 \), and the expansion that we have used might not longer be valid.

This is however never the case, if we take into account how the threshold for collapse varies with \( F_{\text{NL}} \). In non-Gaussian theories described by a local function of a Gaussian variable, \( \mathcal{R} = F(\mathcal{R}_G) \), the abundance of PBHs can also be written in terms of the Gaussian underlying field. If we denote \( \mu_* \) the amplitude of the Gaussian field such that the non-Gaussian overdensity is at the threshold of collapse, i.e, \( \mathcal{R}_c = F(\mu_*) \), then the abundance of PBHs at formation is given by
\[ \beta_{\text{NG}} \simeq e^{-\mu_*^2/(2\sigma^2)} . \] (3.7)
For the case of single-field models of inflation, it has been found that, for \( F_{\text{NL}} > 2 \), \( \mu_* \simeq 1/(2F_{\text{NL}}) \) [102]. This means that, for a given constant abundance \( \beta_{\text{NG}} \sim e^{-\nu^2} \), we have that
\[ \mathcal{A}_R F_{\text{NL}}^2 \sim \frac{1}{4\nu^4} \ll 1 . \] (3.8)
This implies that the effect of loops induced by non-Gaussianities are hardly directly measurable, and that large regions of the parameter space studied in Refs. [45, 48, 63] would not be consistent with an inflationary origin of the perturbations.

Note that in this justification for using the perturbative template of non-Gaussianities for the computation of the induced GWs we have used the non-perturbative information that \( \mu_* \simeq 1/(2F_{\text{NL}}) \) for large \( F_{\text{NL}} \). Had we used the perturbative quadratic template for calculating \( \mathcal{R}_c \) at large \( F_{\text{NL}} \) we would had find a different scaling [102]. We also note that for Eq. (3.7) to hold, we need to require that maxima of the Gaussian field are identified with maxima of the non-Gaussian field. This is indeed the case for the logarithmic template of Eq. (2.5), but not for its quadratic truncation Eq. (2.6), as used e.g. in [71]. In general, quantities depending on extreme realizations of the perturbations, as the shape of rare peaks and their abundance, are more sensitive to the non-perturbative completion of the non-Gaussianities, while for quantities depending on the bulk of the perturbations, as the induced GWs, a perturbative description might suffice.

4 Observational Considerations

We now discuss the prospects for detecting \( \Omega_{\text{GW}} \) in this setup. In the following we constrain the amplitude and position of the peak of the power spectrum as a function of the decay of the power spectrum (or equivalently \( f_{\text{NL}} \)).

---

3This identification also holds for maxima of the curvature and density perturbations if the power spectrum is peaked [110].
4.1 NANOGrav as the UV tail of $\Omega_{\text{GW}}$

The NANOGrav collaboration recently reported the presence of signal consistent with a stochastic background of gravitational waves [79]. This signal can correspond to the peak of induced GWs, as shown by several authors [78, 80–82, 84–86, 111]. Another possibility is that the signal comes from the UV tail of induced GWs. If this is the case, then the observational bounds on the spectral index bounds the spectral index of the power spectrum and thus also the amplitude of $f_{\text{NL}}$. Indeed, if the signal is modelled as a power-law, i.e.

$$\Omega_{\text{GW}}(k) = A_p \left( \frac{k}{k_p} \right)^{-\xi},$$

then

$$\xi \in (-0.5, 1.5)$$

at 1-$\sigma$ confidence level. Then using Eq. (2.8) this implies that

$$f_{\text{NL}} < 0.3.$$ (4.3)

This is a very strong constraint of $f_{\text{NL}}$, and shows that the non-Gaussianities in this case are negligible. Note, however, that this bound is sensitive to the value of the equation of state of the universe $w$. For $w \neq 1/3$ we have instead

$$-0.1 < f_{\text{NL}} + \frac{5}{12} \frac{1-3w}{1+3w} < 0.3.$$ (4.4)

This implies that at most we could have $f_{\text{NL}} \lesssim 0.7$, if we consider the unrealistic limit $w \to \infty$. Thus, we conclude that even taking into account the possible degeneracy with the equation of state parameter $w$, that is assuming we cannot see the IR tail to break the degeneracy, NANOGrav results imply a low value for $f_{\text{NL}}$.

In passing, let us comment the differences with Ref. [84] which also considers GWs induced by a sharply peaked primordial spectrum and a general equation of state as an explanation for the NANOGrav results. Contrary to this work, Ref. [84] uses the middle IR tilt of Eq. (2.19) to fit the NANOGrav results. This yields two main differences. First, the dependence on the equation of state is different by the absolute value of $\beta$. However, in the exact limit $f_{\text{NL}} = 0$ we recover the bound on $w < 1/3$ from Ref. [84]. Second, for $w < 0$, the absolute peak of the induced GW spectrum is at the reheating scale $k_{\text{rh}}$, although for a perfect fluid there is another peak at around $k \sim 2c_s k_p$ where $c_s$ is the speed of scalar fluctuations. In other words, if we fix the absolute peak of the GW spectrum at $k \sim k_{\text{rh}}$ to fit the NANOGrav results at $f \sim 10^{-9}$ Hz, then the peak in the primordial spectrum is actually at much smaller scales than the peak of the induced GW spectrum since $k_p \gg k_{\text{rh}}$. This implies that the corresponding PBHs formed from the collapse of primordial fluctuations have a mass much smaller than solar mass. Instead in this work, to fit the NANOGrav results with the UV tail of the GW spectrum, we fix the peak of the primordial spectrum to be at or below to the scale corresponding to a frequency of $10^{-9}$ Hz. Thus, the resulting PBHs have a mass of tenth of solar masses or larger.

\[\text{The signal could also correspond to the background resulting from the past mergers of large or 'stupendously' large black holes [79, 112, 113].}\]
Figure 4. Constraints for $A_p$ and $k_p$, for models having a slope of the UV tail consistent with NANOgrav. In grey we show the region ruled out by $\mu$ distortion constraints and in green the region where sizeable amount of PBHs are produced (that holds whenever $f_{\text{NL}}$ is not extremely large, as in the present case).

Since the peak of the power spectrum is at lower frequencies than those probed by NANOGrav, there are further constraints coming from $\mu$ distortions and from overproduction of PBHs. The $\mu$-distortions are also sensitive to the shape of the power spectrum. They take the form \[ \mu \simeq 2.3 \int_{k_0}^{\infty} d \log k \mathcal{P}_R(k) W(k), \] where $k$ is units of $\text{Mpc}^{-1}$, and the window function $W(k)$ is given by \[ W(k) = \exp\left(-\frac{k}{1 + \left[\frac{k}{1360}\right]^{0.3} + \frac{k}{340}}\right) - \exp\left(-\left[\frac{k}{32}\right]^2\right). \] In Figure 4 we show the constraints for $A_p$ and $k_p$, for models having a slope of the UV tail consistent with (4.2). We show also the region that is ruled out by $\mu$ distortions constraints \[115\] and the region resulting, for small non-Gaussianities, in possibly large fraction of PBHs ($A_p > 0.01$). This interplay between gravitational wave and spectral distortions has been considered in \[116\].

4.2 Present and future constraints

It is more likely to detect a flat GW spectrum than a spiky one, since the amplitude of the tail for a flat spectrum is larger for a larger number of decades in k-space. Then, in single-field inflation, it is more likely to detect models with low $f_{\text{NL}}$. In Figure 5 we show how the constraints on GW coming from PTA and LIGO 02 run put bounds on the amplitude of power spectrum as a function of its decay of the power spectrum $n_{\text{UV}}$, or, equivalently, $f_{\text{NL}}$. We also show how these constraints will improve with future experiments such as SKA \[117\] and LISA \[1\], as well as with the design sensitivity of LIGO.
Figure 5. Constraints for $A_p$ and $k_p$ coming from present (left panel) and future (right panel) experiments, as well as $\mu$ distortions constraints. For small decay of the power spectrum ($n_{\text{UV}}$) or equivalently small $f_{\text{NL}}$, observations have a larger constraining power.

If the power spectrum is flat enough after the peak, then the constraining power of these experiments is enhanced. Actually, for sufficiently flat power spectra, $n_{\text{UV}} < 5$ or $f_{\text{NL}} < 2$, a given power spectra can be detected by the two experiments. This coincident regime corresponds to the region above the dotted lines in Figure 5.

Let us point out that these constraints should be taken with caution since we might expect changes in the curvature of the potential some decades after the peak. If these contributions make the potential flatter (as might be the case if the bump is sufficiently localized), then these constraints are a lower bound. However, if the potential is steeper as we go away from the peak (as might happen if the peak is rather flat), then these are upper bounds.

Finally, let us note that for $n_{\text{UV}} > 5$ or equivalently $f_{\text{NL}} > 2$, we recover the constraints coming from a power spectrum with a hard cut-off after the peak, as has been considered e.g. in Refs. [47, 95].

5 Conclusions and Discussion

In this work, we have showed how the induced GW spectrum probes the level of non-Gaussianity of primordial curvature fluctuations, if these are generated during single-field inflation. To have a detectable induced GW signal, the primordial curvature power spectrum on small scales must be enhanced with respect to the one measured in CMB scales. If such enhancement occurs by a bump in the single-field potential, the primordial power spectrum takes the shape of a broken power-law. Rather generally, the spectral index of the UV power-law is directly related to the non-Gaussianity parameter $f_{\text{NL}}$. Such broken power-law in the primordial power spectrum, translates into a broken power-law for the induced GW spectrum. While the spectral tilt of the induced GWs is universal at IR scales, that is for $k \ll k_p$ where $k_p$ corresponds to the scale of the peak in the primordial spectrum, the spectral tilt at UV scales ($k \gg k_p$) is directly linked to $f_{\text{NL}}$ by

$$\Omega_{\text{GWs}}(k \gg k_p) \propto A^2_p \left( \frac{k}{k_p} \right)^{-\Delta}, \quad \text{with} \quad \Delta = \begin{cases} 2n_{\text{UV}} & 0 < n_{\text{UV}} < 4 \\ 4 + n_{\text{UV}} & n_{\text{UV}} > 4 \end{cases},$$

(5.1)
where

$$n_{\text{UV}} = \frac{12}{5} f_{\text{NL}},$$

(5.2)
is the spectral tilt of the UV power-law of the primordial power spectrum. In this way, by measuring the UV tail of the induced GW spectrum, we can directly measure $f_{\text{NL}}$. The proportionality constant of Eq. (5.1) can be found in Eqs. (2.16)-(2.17). We also studied the generalization of Eq. (5.1) to general cosmological backgrounds, given in Eq. (2.19). We found that if GW are induced during an epoch where the universe is not dominated by radiation, the IR and UV spectral tilts of the induced GW spectrum are modified. However, the degeneracy between $f_{\text{NL}}$ and the equation of state parameter $w$ is broken by the simultaneous observation of the IR and UV slopes of the GW spectrum.

Such link between the UV spectral tilt and the level of non-Gaussianity around the scale of the peak or smaller, led us to study the impact of such non-Gaussianity in the induced GW spectrum. We found that in general the presence of primordial non-Gaussianities does not alter the spectral tilt of the induced GW spectrum. The main effects of the non-Gaussianity are twofold: (i) a modification of the primordial spectrum given by Eq. (3.1) as studied in Ref. [45] and (ii) a correlation between two pairs of scalar modes during their evolution. The latter corresponds to the connected 4-point function and was pointed out in Ref. [48]. We showed in Sec. 3 and in App. C that, in the case of a broken power-law, the only effect of non-Gaussianities is a small broadening of the peak of the induced GW spectrum. Nevertheless, the broadening of the peak is negligible provided there is no overproduction of PBHs. Thus, our results show that the spectral features, including the tilt of the UV slope, is robust to non-linearities in the inflationary sector. Although we only focused on the local type non-Gaussianity of the bispectrum, justified in this setup by the perturbativity conditions holding from non-overproduction of PBHs, we expect that a local type non-Gaussianity of the trispectrum, often referred to as $g_{\text{NL}}$, would not change our results. We leave this issue for future work.

It is of course important to determine whether the spectral features of single-field inflation are unique or not. Large amplifications of the power spectrum leading to observable induced GWs can also be obtained in multifield scenarios [68–70, 99, 100, 118]. A measurement of the UV tail of the GW spectrum would definitively need a more detailed analysis in order to discriminate between these models. However it is conceivable that by having access to the detailed shape around the peak one may be able to distinguish them. The simplest scenario to discriminate with is if the amplification in the multifield case results from a rapidly varying turning rate in the inflaton trajectory. In this case there are several oscillations in the peak, as shown in Refs. [69, 70], which are clearly distinguishable from the single-field case discussed here. On the other hand, if the turn rate is smooth enough, then the GWs has a wide and smooth peak, as in Ref. [68]. In contrast, for a power-law primordial spectrum the peak in the induced GW spectrum has two hills, as is clear from Fig. 2, unless $n_{\text{UV}} < 1$. It is also interesting to consider the differences with the induced GWs from possible resonances during and after inflation. If the curvature power spectrum is enhanced due to a narrow resonance [119], that leads to a very sharp, then the IR tail of the induced GW spectrum decays as $k^2$. If more very sharp peaks are present in the primordial curvature power spectrum then the induced GW spectrum also present a series of spikes near the peak [59]. This characteristic signatures distinguish these models from the one studied in this work. Nevertheless, a close degeneracy might occur for a resonance during inflation as in
Ref. [120], since the resulting induced GW spectrum also resembles a broken power-law. However, in the case of Ref. [120] the generation occurs during inflation and therefore lacks the characteristic peak of radiation domination at $k/k_p \sim 2/\sqrt{3}$. This fact and the possible impact of non-gaussianities probably breaks the degeneracy. Also note that we have not considered any possible resonances after inflation due to a time dependent speed of GWs [121]. We leave further investigation of these issues for future work.

Another interesting aspect is the partial degeneracy existing between the UV slopes of the induced GWs in single-field inflation and the UV slope of GW backgrounds from other sources (see Ref. [122] for a compendium). The largest UV tilt reported in Ref. [122] corresponds to GWs created by sound waves in the primordial plasma [123], for which $\Delta = 4$, corresponding in the single-field case to $f_{NL} = 0.8$. Models featuring a power-law in the UV are thus degenerate with rather mild non-Gaussianities, $f_{NL} \lesssim 0.8$, corresponding to $e_2^{ge} < 2$ or $|\eta_V| < 16$. Flat spectra can also be realised, as in scenarios with cosmic (super)strings. A small tilt $\Delta \in (0,0.2)$ could be obtained at intermediate regions, as in the examples considered in Ref. [125], which are thus degenerate with $f_{NL} \in (0,0.04)$ in the single-field inflationary case. Note that a modified thermal history of the Universe also modifies the UV spectral index in these cases [126–128]. In fact, the additional exponent $-2b$ that we encounter in Eq. (2.19) would also be present in these scenarios, as this stands for changes in the expansion history that affects the propagation of GWs irrespective of their origin.

While a single measurement of $\Delta$ in these coincident regions would not allow to disentangle between these cases, if, for a given thermal history, $\Delta$ lies outside of it then this would be a strong case for the inflationary origin, as suggested in Ref. [65]. Such degeneracies are broken by the additional observation of the IR tail and/or the peak of the GW spectrum and, of course, by the detection of the possibly sizable PBH counterpart to the induced GWs.

In the last section, by virtue of the relation between the tilt and $f_{NL}$, we have made a few considerations on present and future experiments. For example, if NANOGrav corresponds the UV tail of induced GWs, then $f_{NL} < 0.3$ for a radiation dominated Universe. Interestingly, we found that independent of the equation of state parameter $w$, the upper bound on $f_{NL}$ is rather small with $f_{NL} < 0.7$. We have also commented on future SKA and LISA measurements and show how the detectability of single-field inflationary models largely increments if $f_{NL}$ is small.
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$^5$On the other hand, a very sharp cut-off in the UV can also be realised, as in the UV tail of GW from black hole binaries [124].
A Details on the calculations

In this appendix we provide the basic formulas for the calculations of induced GWs including the corrections due to primordial non-Gaussianity. The calculation starts with the equations of motion for tensor modes at second order in cosmological perturbation theory, which in conformal time and in Fourier modes reads

\[ h''_{k,\lambda} + 2\mathcal{H} h_{k,\lambda} + k^2 h_{k,\lambda} = S_\lambda(k). \]  

(A.1)

If we focus solely on the scalar squared terms of the source, we find that

\[ S_\lambda(k) = 8 \int \frac{d^3q}{(2\pi)^3} \varepsilon^{ij}_\lambda(k) q_i q_j \Phi_q \Phi_{|k-q|} f(k\tau, q, |k-q|), \]

(A.2)

where \( \Phi_q \) refers to the primordial value of \( \Phi \) by

\[ \Phi(q, \tau) = \Phi_q T(q\tau), \]

(A.3)

where \( T(q\tau) \) is the transfer function given by the first order equations of motion for \( \Phi \) and \( f(\tau, q, |k-q|) \)

\[ \equiv T(q\tau)T(|k-q|\tau) + \frac{2}{3(1 + w)} \left[ T(q\tau) + \frac{T'(q\tau)}{\mathcal{H}} \right] \left[ T(|k-q|\tau) + \frac{T'(|k-q|\tau)}{\mathcal{H}} \right]. \]

(A.4)

Using the Green’s function method one may find formal solutions to Eq. (A.1). With such solution, the two point function of the tensor modes is readily given by

\[ \langle h_\lambda(k, \tau)h_\lambda(k', \tau) \rangle = \int_0^\tau d\tau_1 \int_0^\tau d\tau_2 \frac{1}{kk'} G(k\tau, k\tau_1)G(k'\tau, k'\tau_2) (S_\lambda(k, \tau_1)S_\lambda(k', \tau_2)). \]  

(A.5)

Note that here we have the expectation value of the source term squared which is related to the four point function of \( \Phi \), namely

\[ \langle S_\lambda(k, \tau_1)S_\lambda(k', \tau_2) \rangle = 8^2 \int \frac{d^3q}{(2\pi)^3} \int \frac{d^3q'}{(2\pi)^3} \varepsilon^{ij}_\lambda(k) q_i q_j \varepsilon^{ij}_\lambda(k') q_i q_j f(\tau_1, q, |k-q|)f(\tau_2, q', |k'-q'|) \times \langle \Phi_q \Phi_{|k-q|} \Phi_q \Phi_{|k'-q'|} \rangle. \]  

(A.6)

Let us now consider that \( \Phi \) has a small primordial non-Gaussianity component of the local form, which is usually parametrized by

\[ \Phi_q = \Phi^g_q + f_{NL} \int \frac{d^3l}{(2\pi)^3} \Phi^q_l \Phi^g_{|q-l|}. \]  

(A.7)

Using such expansion, we find that up to leading order in \( f_{NL} \) the two point function of the source term is given by

\[ \langle S_\lambda(k, \tau_1)S_\lambda(k', \tau_2) \rangle = 8^2 \int \frac{d^3q}{(2\pi)^3} \int \frac{d^3q'}{(2\pi)^3} \varepsilon^{ij}_\lambda(k) q_i q_j \varepsilon^{ij}_\lambda(k') q_i q_j f(\tau_1, q, |k-q|)f(\tau_2, q', |k'-q'|) \times \left\{ \langle \Phi^g_q \Phi^g_{|k-q|} \Phi^q_{|k'-q'|} \rangle + f_{NL}^2 \left( \int \frac{d^3l}{(2\pi)^3} \int \frac{d^3l'}{(2\pi)^3} \langle \Phi^q_l \Phi^q_{l''} \Phi^g_{|k-q|} \Phi^g_{|l''-l'|} \rangle \right) \right\} + \langle |k-q| \leftrightarrow q \rangle + \langle |k-q'| \leftrightarrow q' \rangle + \langle q \leftrightarrow q'; |k-q| \leftrightarrow |k'-q'| \rangle \right\}. \]  

(A.8)
We shall split Eq. (A.6) into three contributions following the notation of Ref. [48]: the Gaussian, the hybrid and the walnut. The walnut diagram corresponds to the leading order of the connected 4-point function of \( \Phi_q \). After Wick contractions and some algebra we arrive at

\[
\langle S_\lambda(k, \tau_1)S_\lambda(k', \tau_2) \rangle = (2\pi)^3 \delta(k + k') \\
\times \left\{ \langle S_\lambda(k, \tau_1)S_\lambda(k', \tau_2) \rangle'_g + \langle S_\lambda(k, \tau_1)S_\lambda(k', \tau_2) \rangle'_{NG,h} + \langle S_\lambda(k, \tau_1)S_\lambda(k', \tau_2) \rangle'_{NG,w} \right\}, \tag{A.9}
\]

where

\[
\langle S_\lambda(k, \tau_1)S_\lambda(k', \tau_2) \rangle'_{g} = 8^2 (2\pi^2) \int \frac{d^3q}{2\pi} \left( \frac{e^{ij}(k)q_iq_j}{q^3} \right)^2 f(\tau_1, q, |k - q|)f(\tau_2, q, |k - q|), \tag{A.10}
\]

\[
\langle S_\lambda(k, \tau_1)S_\lambda(k', \tau_2) \rangle'_{NG,h} = 8^2 (2\pi^2)f_{NL}^2 \int \frac{d^3q}{2\pi} \left( \frac{e^{ij}(k)q_iq_j}{q^3} \right)^2 f(\tau_1, q, |k - q|)f(\tau_2, q, |k - q|) \times \int \frac{d^3l}{2\pi} \left( \frac{P_\Phi(|k - q|)P_\Phi(l)P_\Phi(|q - l|)}{|l|^3 |q - l|^3} + \frac{P_\Phi(q)P_\Phi(l)P_\Phi(|k - q - l|)}{|l|^3 |k - q - l|^3} \right), \tag{A.11}
\]

and

\[
\langle S_\lambda(k, \tau_1)S_\lambda(k', \tau_2) \rangle'_{NG,w} = 8^2 (2\pi^2)f_{NL}^2 \int \frac{d^3q}{2\pi} e^{ij}(k)q_iq_j f(\tau_1, q, |k - q|) \times \int \frac{d^3l}{2\pi} e^{ij}(l)l_i f(\tau_2, l, |k - l|) \left( \frac{P_\Phi(|k - q|)P_\Phi(l)P_\Phi(|q - l|)}{|k - q|^3 |q - l|^3} + \frac{P_\Phi(q)P_\Phi(l)P_\Phi(|k - q - l|)}{|k - q - l|^3 |q - l|^3} \right) \tag{A.12}
\]

To compute the power spectrum of induced GWs we sum over polarizations, explicitly

\[
P_h = \frac{k^3}{2\pi^2} \int_0^{k\tau} d(k\tau_1)G(k\tau, k\tau_1)G(k\tau, k\tau_2) \times \langle (S_\lambda(k, \tau_1)S_\lambda(k, \tau_2)) + (S_\lambda(k, \tau_1)S_\lambda(k, \tau_2)) \rangle. \tag{A.13}
\]

As in Eq. (A.6), we divide \( P_h \) into three parts coming from different contributions, that is

\[
P_h(k) = P_{h}^g(k) + P_{h}^{NG,h}(k) + P_{h}^{NG,w}(k). \tag{A.14}
\]

The different contributions are explicitly given by

\[
P_{h}^g = 8 \int_0^\infty dv \int_{1-v}^{1+v} du \left( \frac{4u^2 - (1 - u^2 + v^2)^2}{4uv} \right)^2 \frac{T^2(\tau, k, v, u)P_R(ku)P_R(kv)}{4\pi}, \tag{A.15}
\]
\[ P_{h}^{NG,h}(k) = 16F_{NL}^2 \int_{0}^{\infty} dv \int_{[1-v]}^{1+v} du \left( \frac{4v^2 - (1 - u^2 + v^2)^2}{4uv} \right)^2 I^2(\tau, k, v, u)P_R(ke) \]
\[
\times q^3 \int \frac{d^3l}{2\pi l^3} \frac{P_R(l)}{|l - k|^3}, \tag{A.16}
\]
and
\[ P_{h}^{NG,w}(k) = 32F_{NL}^2 \int_{0}^{\infty} dv \int_{[1-v]}^{1+v} du \left( \frac{4v^2 - (1 - u^2 + v^2)^2}{4uv} \right) \frac{v^2}{u} P_R(ke) \]
\[
\times \int_{0}^{\infty} \tilde{d}v \int_{[1-\tilde{v}]}^{1+\tilde{v}} \tilde{d}u \tilde{u} \left( 1 - \frac{(1 - \tilde{u}^2 + \tilde{v}^2)^2}{4\tilde{v}^2} \right) I(\tau, k, v, u)I(\tau, k, \tilde{v}, \tilde{u})P_R(k\tilde{v}) \]
\[
\times \frac{1}{\pi} \int_{-1}^{1} dx \frac{2x^2 - 1}{\sqrt{1 - x^2}} P_R(kZ) \]. \tag{A.17}

In the hybrid and walnut contributions we used the symmetries between \( l \) and \( q \) to simplify the expression to a single term. We also used the projections of the polarization tensors and the momenta that are given in App. B in which we choose \( k \) in the \( z \)-axis. We also introduced several definitions. We defined new variables as
\[
v \equiv \frac{q}{k}, \quad u \equiv \frac{|k - q|}{k}, \quad \tilde{v} \equiv \frac{l}{k}, \quad \tilde{u} \equiv \frac{|k - l|}{k}. \tag{A.18}
\]
We defined the kernel \( I(\tau, k, x, y) \) by
\[
I(\tau, k, x, y) \equiv 2 \left( \frac{2 + b}{3 + 2b} \right)^2 \int_{0}^{k\tau} d(k\tau_1)G(k\tau, k\tau_1)f(\tau_1, k, x, y), \tag{A.19}
\]
and redefined the non-Gaussian parameter to
\[
F_{NL} = \frac{2 + b}{3 + 2b} \tilde{F}_{NL}, \tag{A.20}
\]
since we related the Newtonian potential \( \Phi_q \) with the primordial curvature perturbation \( R \), namely
\[
\Phi_p(k) = \frac{2 + b}{3 + 2b} R(k). \tag{A.21}
\]
In Eq. (A.17) we introduced the compact notation of \( Z \) that is given by
\[
Z = \frac{|q - l|}{k}, \tag{A.22}
\]
and that includes the azimuthal dependence of the walnut diagram, encoded in the variable \( x \) by
\[
x = \cos(\varphi_q - \varphi_l). \tag{A.23}
\]
In terms of the new variables, \( Z \) explicitly reads
\[
2Z^2 = -1 + u^2 + v^2 + u^2 + v^2 - (u^2 - v^2)(u^2 - v^2)
- x\sqrt{(4v^2 - (1 - u^2 + v^2)^2)(4\tilde{v}^2 - (1 - \tilde{u}^2 + \tilde{v}^2)^2)}. \tag{A.24}
\]
It should be noted that in Eq. (A.16) we do not expand the integral over $l$ since it can be reabsorbed into a redefinition of the primordial power spectrum including non-Gaussianities by

$$
\mathcal{P}_R^{NL}(q) = \mathcal{P}_R(q) + F_{NL}^2 q^3 \int \frac{d^3l}{2\pi^3} \frac{\mathcal{P}_R(l)}{|q - l|^3} |q - l|^3 \mathcal{P}_R(|q - l|),
$$

which follows from the computation of $\langle \Phi(k) \Phi(k') \rangle$ using Eq. (A.7).

## B Tensor polarizations

In this appendix we present the details of the tensor polarizations used in the main text and their projections. We start from the definition of the polarization tensor from the polarization vectors

$$
e^{+}_{ij}(k) = \frac{1}{\sqrt{2}} [e_i(k)e_j(k) - \bar{e}_i(k)\bar{e}_j(k)],$$

$$
e^{\times}_{ij}(k) = \frac{1}{\sqrt{2}} [e_i(k)\bar{e}_j(k) + \bar{e}_i(k)e_j(k)].$$

Using that $e_i(k)k^i = \bar{e}_i(k)k^i = 0$ and $e_i(k)e^i(k) = \bar{e}_i(k)\bar{e}^i(k) = 1$, we arrive at the usual properties of the polarization tensors, namely

$$
e^{+}_{ij}(k)e^{+ij}(-k) = 1, \quad e^{\times}_{ij}(k)e^{\times ij}(-k) = 1, \quad e^{+}_{ij}(k)e^{\times ij}(-k) = 0, \quad \delta_{ij}e^{\times ij}(k) = k_ie^{+ij}(k) = k_ie^{\times ij}(k) = 0.
$$

Let us start with the general case where the wave-vector of the tensor modes is given in spherical coordinates with respect to some fixed coordinate system by

$$
k = k(\sin \theta_k \cos \varphi_k, \sin \theta_k \sin \varphi_k, \cos \theta_k),
$$

where $\theta_k$ and $\varphi_k$ respectively are the polar and azimuthal angles. In this case, we have that an orthonormal set of polarization vectors is given by

$$
e(k) = (\cos \theta_k \cos \varphi_k, \cos \theta_k \sin \varphi_k, -\sin \theta_k)
$$

$$
\bar{e}(k) = (-\sin \varphi_k, \cos \varphi_k, 0).
$$

Let us introduce a pair of wave-vectors of the scalar modes, say $q$ and $l$ which in spherical coordinates are given by

$$
q = q(\sin \theta_q \cos \varphi_q, \sin \theta_q \sin \varphi_q, \cos \theta_q),
$$

and

$$
l = l(\sin \theta_l \cos \varphi_l, \sin \theta_l \sin \varphi_l, \cos \theta_l).
$$

Note that since in the integral concerning the walnut diagram (A.17) there is a dependence on $|q - l|, |k - l|$ and $|k - q|$ there is no possibility of choosing a reference system where the azimuthal angle dependence between all vectors disappears. Since the three vectors play a
role in the integral, we have to take into account 3 angles. This is clear by looking at the explicit expressions of the modulus of the differences, which are given by

\[ |k - q|^2 = k^2 + q^2 - 2kq \cos \theta_k \cos \theta_q + \cos(\varphi_k - \varphi_q) \sin \theta_k \sin \theta_q, \]  
\[ |k - l|^2 = k^2 + l^2 - 2kl \cos \theta_k \cos \theta_l + \cos(\varphi_k - \varphi_l) \sin \theta_k \sin \theta_l, \]  
\[ |q - l|^2 = q^2 + l^2 - 2ql \cos \theta_q \cos \theta_l + \cos(\varphi_q - \varphi_l) \sin \theta_q \sin \theta_l. \]  

We also have that

\[ |k - q|^2 + |k - l|^2 - |q - l|^2 - |k - q - l|^2 - k^2 + q^2 + l^2 = 0 \]  

so we can write $|k - q - l|^2$ in terms of the others.

Due to the symmetry between $l$ and $q$, we find most convenient to choose $k$ in the $z$-axis, namely we set

\[ \theta_k = 0 \quad \varphi_k = 0. \]  

Then we have that

\[ |k - q|^2 = k^2 + q^2 - 2kq \cos \theta_k, \]  
\[ |k - l|^2 = k^2 + l^2 - 2kl \cos \theta_l, \]  
\[ |q - l|^2 = q^2 + l^2 - 2ql \cos \theta_q \cos \theta_l + \cos(\varphi_q - \varphi_l) \sin \theta_q \sin \theta_l, \]  

where the azimuthal dependence is only in $|q - l|$. In such coordinate system the different projections yield

\[ e_{ij}^+(k)q^i q^j = \frac{1}{\sqrt{2}} q^2 \sin^2 \theta_k \cos(2\varphi_q), \quad e_{ij}^\times(k)q^i q^j = \frac{1}{\sqrt{2}} q^2 \sin^2 \theta_k \sin(2\varphi_q) \]  
\[ e_{ij}^+(k)l^i l^j = \frac{1}{\sqrt{2}} l^2 \sin^2 \theta_l \cos(2\varphi_l), \quad e_{ij}^\times(k)l^i l^j = \frac{1}{\sqrt{2}} l^2 \sin^2 \theta_l \sin(2\varphi_l). \]  

Regarding the combinations that enter the integrals in the power spectrum of induced GWs we obtain

\[ \left( e_{ij}^+(k)q^i q^j \right)^2 + \left( e_{ij}^\times(k)q^i q^j \right)^2 = \frac{q^4}{2} \sin^4 \theta_k, \]  

and

\[ e_{ij}^+(k)q^i q^j e_{ij}^+(k)l^i l^j + e_{ij}^\times(k)q^i q^j e_{ij}^\times(k)l^i l^j = \frac{q^4l^2}{2} \sin^2 \theta_k \sin \theta_l \cos(2(\varphi_q - \varphi_l)). \]  

It should be noted that for the computations of the hybrid diagram it is most convenient to choose $q$ in the $z$-axis, that is $\theta_q = \varphi_q = 0$. This is because in the hybrid diagram integral only the angle between $l$ and $q$ matters for the integral over $d^3l$. Thus, referring all quantities with respect to $q$ is the most suitable choice for calculations.
C Induced GWs from the connected 4-point function

In this appendix we estimate the contribution from the walnut diagram which is the leading order term in $f_{\text{NL}}$ from the connected 4-point function. Thus, we focus our attention on how to estimate the general integral (A.17). We shall focus for simplicity in a power-law curvature power-spectrum. The main problematic term is the integral over the azimuthal angle, which is denoted by $x = \cos(\varphi_q - \varphi_l)$ in (A.17). Once we find an approximate expression for the integral over $x$ we shall proceed equivalently as the case for the other diagrams.

C.1 The hybrid diagram integral

We start by noting that in the hybrid non-Gaussian case, we have a similar integral which is given by

$$I_h(q) = q^3 \int \frac{d^3 l}{2\pi} \frac{P_R(l) P_R(|q-l|)}{|q-l|^3}. \quad (C.1)$$

The smart way to do this integral is to choose $q$ as the $z$-axis and then use $|q-l|$ as angular variable. In this case, we have

$$I_h(q) = \int_0^\infty d\hat{v} \int_{|1-\hat{v}|}^{1+\hat{v}} du \frac{1}{\hat{v}^2 \hat{u}^2} P_R(q\hat{v}) P_R(q\hat{u}). \quad (C.2)$$

where

$$\hat{v} \equiv \frac{l}{q}, \quad \hat{u} \equiv \frac{|q-l|}{q}. \quad (C.3)$$

Now, let us do the integral by brute force. Let us choose a vector $k$ as reference, e.g. as $z$-axis. Then the integral in spherical coordinates becomes

$$I_h(q) = v^3 \int_0^\infty d\tilde{v} \int_{|1-\tilde{v}|}^{1+\tilde{v}} \frac{d\tilde{u}}{\tilde{v}^2 \tilde{u}^2} P_R(k\tilde{v}) \int_1^{1+\tilde{v}} dx \frac{1}{\sqrt{1-x^2}} \frac{P_R(kZ)}{Z^2}, \quad (C.4)$$

where we defined

$$v \equiv \frac{q}{k}, \quad u \equiv \frac{|k-q|}{k}, \quad \tilde{v} \equiv \frac{l}{k}, \quad \tilde{u} \equiv \frac{|q-l|}{k}, \quad (C.5)$$

and

$$2Z^2 = -1 + u^2 + v^2 + \tilde{u}^2 + \tilde{v}^2 - (u^2 - v^2)(\tilde{u}^2 - \tilde{v}^2)$$

$$- x \sqrt{4v^2 - (1 - u^2 + v^2)^2} \sqrt{4\tilde{v}^2 - (1 - \tilde{u}^2 + \tilde{v}^2)^2}. \quad (C.6)$$

We may find the value of the integral over $x$ by comparing with the two approaches. Let us consider that

$$P_R(k) = \left( k \over k_p \right)^{3+2\alpha}, \quad (C.7)$$

with an appropriate UV or IR cut-off at $k_p$ depending on the value of $\alpha$. The $x$ integral then can be written as

$$I_{h,x} = \frac{1}{\pi} \int_{-1}^{1} dx \frac{1}{\sqrt{1-x^2}} \frac{P_R(kZ)}{Z^2} = \left( k \over k_p \right)^{3+2\alpha} \frac{1}{\pi} \int_{-1}^{1} dx \frac{(A - Bx)^\alpha}{\sqrt{1-x^2}}, \quad (C.8)$$
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where
\begin{align}
2A &= -1 + u^2 + v^2 + \bar{u}^2 + \bar{v}^2 - (u^2 - v^2)(\bar{u}^2 - \bar{v}^2) \quad \text{(C.9)} \\
2B &= \sqrt{(4v^2 - (1 - u^2 + v^2)^2)(4\bar{v}^2 - (1 - \bar{u}^2 + \bar{v}^2)^2)}. \quad \text{(C.10)}
\end{align}

We did not consider the effects of the cut-off on $Z$ at this stage by analogy with previous calculation where only the cut-off on $\bar{v}$ and $v$ played a role. There is an analytical expression for such integral which reads
\begin{equation}
I_{h, x} = A^\alpha \left( \frac{k}{k_p} \right)^{3+2\alpha} \binom{1 - \alpha}{2, -\frac{\alpha}{2}; 1; \frac{B^2}{A^2}}. \quad \text{(C.11)}
\end{equation}

We shall study the two limiting cases of the IR and UV parts of the spectrum taking into account that we doing the integrals over $\bar{v}$ and $\bar{u}$ before $v$ and $u$. Although in the end we may have that due to the cut-off $v \sim \bar{v} \sim v_p$ we shall assume, for the sake of an analytical approximation, that there is always a hierarchy between $\bar{v}$ and $v$ to be specified later.

**C.1.1 IR limit**

Here we look at the $\bar{u} \sim \bar{v} \gg 1$ limit. First, using $q$ as $z$-axis, we find using Eq. (C.2) that
\begin{equation}
I_h(q) \approx \int_0^{\hat{v}_p} dv \frac{1}{\sqrt{1 - x^2}} P_R(k \hat{v}) \cdot \quad \text{(C.12)}
\end{equation}

On the other hand, by brute force in Eq. (C.4) we arrive at
\begin{equation}
I_h(q) = \frac{v^3}{\pi} \int_0^\infty \frac{d\hat{v}}{\sqrt{1 - (\hat{v}/v)^2}} P_R(k \hat{v}) \int_{1-\hat{v}/v}^{1+\hat{v}/v} \frac{dx}{1 - x^2} \frac{1}{Z^3} P_R(kZ), \quad \text{(C.13)}
\end{equation}

where we introduced a UV cut-off at $\hat{v}_p = k_p/q$ and $v_p = k_p/k$. By comparing the two and noting the relation between $\hat{v}$ and $\bar{v}$, that is $\hat{v} = \bar{v}/v$ we conclude that
\begin{equation}
I_{h, x} \approx \frac{1}{v^3} P_R(k \bar{v}). \quad \text{(C.14)}
\end{equation}

We can recover the same expression from the analytical formula (C.11) by using that, in the IR limit,
\begin{equation}
A \approx \bar{v}^2, \quad B \approx 2v\bar{v}, \quad \text{(C.15)}
\end{equation}
where in the last step we also used $u \sim v \gg 1$. Then we find that
\begin{equation}
\frac{B}{A} \approx \frac{2v}{\bar{v}}. \quad \text{(C.16)}
\end{equation}

In the current order of integration we have that $\bar{v} > v$ and so $B/A \ll 1$. Using this limit in Eq. (C.11) we recover Eq. (C.14).
C.1.2 UV limit

Let us turn to the $\tilde{u} \sim 1$, $\tilde{v} \ll 1$ limit. Again, using $q$ as $z$-axis, we find using Eq. (C.2) that

$$I_h(q) \approx 2P_R(q) \int_{\tilde{v}_p}^{\infty} d\tilde{v} \frac{1}{\tilde{v}} P_R(q \tilde{v}).$$  \hspace{1cm} (C.17)

Now, from Eq. (C.4) we have

$$I_h(q) = 2v^3 \int_0^{\infty} d\tilde{v} \frac{1}{\tilde{v}} P_R(k \tilde{v}) \int_{-1}^{1} dx \frac{1}{\sqrt{1-x^2}} \frac{P_R(kZ)}{Z^3},$$  \hspace{1cm} (C.18)

where we introduced a IR cut-off at $\tilde{v}_p = k_v/q$ and $v_p = k_p/k$. By comparing the two and noting the relation between $\tilde{v}$ and $\tilde{v}$, that is $\tilde{v} = \tilde{v}/v$ we conclude that

$$I_{h,x} \approx \frac{1}{v^3} P_R(kv).$$  \hspace{1cm} (C.19)

We can recover the same expression from the analytical formula (C.11) by using that, in the UV limit,

$$A \approx v^2, \quad B \approx 2v \tilde{v},$$  \hspace{1cm} (C.20)

where we used $u \sim 1$ and $v \ll 1$. This time, we find that

$$\frac{B}{A} \approx \frac{2\tilde{v}}{v}. \hspace{1cm} (C.21)$$

In the current order of integration we have that $\tilde{v} < v$ and so $B/A \ll 1$. Using this limit in Eq. (C.11) we recover Eq. (C.19). Since we developed a consistent way to treat the $x$ integral in the hybrid diagram integral, we shall apply the same mechanism to the walnut diagram integral.

C.2 The walnut diagram integral

In the walnut case we instead have an integral of the type

$$I_{w,x} = \int_{-1}^{1} dx \frac{2x^2 - 1}{\sqrt{1-x^2}} \frac{P_R(kZ)}{Z^3} = \left( \frac{k}{k_p} \right)^{3+2\alpha} \frac{1}{\pi} \int_{-1}^{1} dx \frac{2x^2 - 1}{\sqrt{1-x^2}} (A - Bx)^\alpha.$$  \hspace{1cm} (C.22)

We see that the main difference from the hybrid case is the $x$ dependence in the numerator. This may introduce numerical differences of the coefficients but it should not alter the dependence in $k$, $v$ and $\tilde{v}$ derived in Eqs. (C.14) and (C.19). From this we conclude that the walnut diagram does not change the IR or UV behaviors of the induced GW spectrum. However, the weight of the diagram depends on the form of $P_R(k)$. For example, if $P_R(k) \propto k^3$ the walnut diagram does not contribute at all as

$$\int_{-1}^{1} dx \frac{2x^2 - 1}{\sqrt{1-x^2}} = \int_0^{2\pi} d\varphi \cos \varphi = 0.$$  \hspace{1cm} (C.23)

Nevertheless, regarding the $k$ dependence of the induced GW spectrum IR and UV tails and the relation to the $f_{NL}$ in single-field inflationary models is independent of the weight of the walnut diagram. We shall proceed to check these intuitive statements.
We again neglect the UV or IR cut-off on $Z$ and use the following analytic expression:

$$I_{w,x} = A^\alpha \left( \frac{k}{k_p} \right)^{3+2\alpha} \left( \begin{array}{c} 3F_2 \left( \frac{3}{2}; \frac{1-\alpha}{2}, -\frac{\alpha}{2}; \frac{1}{2} \right; \frac{B^2}{A^2} \right) - 2F_1 \left( \frac{1-\alpha}{2}; -\frac{\alpha}{2}; \frac{B^2}{A^2} \right) \right).$$

(C.24)

In the limit where $B \ll A$ we have that

$$I_{w,x} \approx \frac{\alpha(\alpha - 1)}{8} \frac{B^2}{A^2} A^\alpha \left( \frac{k}{k_p} \right)^{3+2\alpha}.$$  

(C.25)

We see that the integral over $x$ in the walnut diagram is zero at leading order in $B/A \ll 1$. Thus, we took into account the next to leading order. We also find that for $\alpha = \{0, 1\}$ the walnut contribution is zero. The former corresponds to $P \propto k^4$ while the latter to $P \propto k^5$. Also, the overall $k$ dependence is the same as in the hybrid case, since at the end we have to consider first that $\tilde v \sim v_p$ and later $v \sim v_p$.

### C.3 The walnut contribution to the induced GWs

Once we know the behavior of the $x$ integral in the IR and UV limits, we are ready to estimate the amplitude and $k$ dependence of the induced GWs from the walnut diagram contribution. As before, we shall divide the analysis into the IR and the UV limits. We also compare the contribution of the walnut with respect to the hybrid.

#### C.3.1 IR limit

Proceeding as in the previous section, we focus in the regime where $u \sim v \gg 1$. Expanding the integrand in Eq. (A.17) we arrive at

$$\Omega^{GW}_{W}(k \ll k_p) \approx A^3 \frac{F_{NL}}{5 + 2\alpha} \frac{6\alpha(\alpha - 1)}{(1 + 4\alpha)^2} \left( \frac{k}{k_p} \right)^3 \ln^2 \left( \frac{k}{k_p} \right),$$

(C.26)

A similar calculation for the hybrid contribution (A.16) yields

$$\Omega^{GW}_{H}(k \ll k_p) \approx A^3 \frac{F_{NL}}{3 + 2\alpha} \frac{24}{(3 + 4\alpha)^2} \left( \frac{k}{k_p} \right)^3 \ln^2 \left( \frac{k}{k_p} \right).$$

(C.27)

In the main text we considered that in the IR $P \propto k^4$, that is $\alpha = 1/2$. In this case, we find

$$\frac{\Omega^{GW}_{W}(k \ll k_p)}{\Omega^{GW}_{H}(k \ll k_p)} \sim -15.$$  

(C.28)

Thus we can safely neglect the walnut contribution in the IR limit. It is interesting to note that the walnut diagram yields a negative contribution for $0 < \alpha < 1$, although it is negligible compared to the hybrid one.

#### C.3.2 UV limit

Now we study the opposite limit, that is $u \sim 1$ and $v \ll 1$. As in Sec. 2.2 we distinguish the cases where $3 + 2\alpha < -4$ and $3 + 2\alpha > -4$. In the former, the integral does not converge and the dominant contribution arises at the cut-off. In the latter, the integral converges and the estimation of the amplitude becomes a numerical issue.
First, for the case that $3 + 2\alpha < -4$ we find that Eq. (A.17) in the UV limit yields

$$\Omega_{GW}^w(k \gg k_p) \approx A_R^3 \frac{F_{NL}^2}{3(3 + 2\alpha)(7 + 2\alpha)} \frac{2^{32(\alpha - 1)}(k / k_p)^{1 - 2\alpha}}{3^{3(3 + 2\alpha)(7 + 2\alpha)} k^{1 - 2\alpha}}. \quad (C.29)$$

The hybrid contribution (A.16) is now given by

$$\Omega_{GW}^h(k \gg k_p) \approx A_R^3 \frac{F_{NL}^2}{3(3 + 2\alpha)(7 + 2\alpha)} \frac{16}{3^{3(3 + 2\alpha)(7 + 2\alpha)} k^{1 - 2\alpha}}. \quad (C.30)$$

For $\alpha = -4$, i.e. $\mathcal{P}_R \propto k^{-5}$, we obtain

$$\frac{\Omega_{GW}^h(k \gg k_p)}{\Omega_{GW}^w(k \gg k_p)} \sim \frac{1}{40}. \quad (C.31)$$

Thus, in the UV limit the walnut diagram is dominant over the hybrid one. However, this only changes the amplitude of the GW spectrum and not the UV slope.

Second, the case when $0 > 3 + 2\alpha > -4$ is more complicated as the integral converges everywhere. Then, the dominant contribution comes from the divergence in the kernel. However, estimating the amplitude analytically is a subtle task. In this case, numerical methods are more suitable. Due to the involved numerical computations in the case of the walnut we postpone this issue for future work. Nevertheless, assuming that the ratio between the hybrid and walnut diagrams is a monotonic function of $\alpha$ times $\alpha(1 - \alpha)$, it is reasonable to expect that for $0 > 3 + 2\alpha > -4$ both diagrams would have similar amplitude.

**D The kernel in general backgrounds**

In this appendix we present the general formulas derived in Refs.[54, 77] for the kernel (A.19) when the induced GWs are generated in a universe dominated by a perfect fluid with equation of state $w = p/\rho$ and sound speed $c_s$. The expressions of Refs.[54, 77] are derived for the cases where $c_s^2 = w > 0$ and $c_s^2 = 1$ with $w > -1/3$. Therefore, we shall only consider such situations.

We have that in the subhorizon limit, i.e. for scales that entered the horizon before the universe is reheated, the kernel reads

$$I(u, v, b, x \gg 1) = x^{-(b+1/2)} \left( C_{1,b} J_{b+1/2}(x) + C_{2,b} Y_{b+1/2}(x) \right), \quad (D.1)$$

where $J_{b+1/2}(x)$ and $Y_{b+1/2}(x)$ are Bessel functions, we have introduced for convenience

$$b = \frac{1 - 3w}{1 + 3w}, \quad (D.2)$$

and the time independent coefficients are given by

$$C_{1,b} = -2^{1+2b} \pi \frac{2 + b}{3 + 2b} \Gamma^2[b + 3/2](c_s^2 w)^{-b-1/2} \mathcal{I}_Y(u, v, b, x \gg 1) \quad (D.3)$$

and

$$C_{2,b} = 2^{1+2b} \pi \frac{2 + b}{3 + 2b} \Gamma^2[b + 3/2](c_s^2 w)^{-b-1/2} \mathcal{I}_J(u, v, b, x \gg 1), \quad (D.4)$$
where

\[ I_\ell(u, v, b, x \gg 1) = (c_s^2 uv)^{b-1/2} \left( \frac{1 - y^2}{\sqrt{2\pi}} \right)^{b/2} \left( P_b^{-b}(y) + \frac{2 + b}{1 + b} P_{b+2}^{-b}(y) \right) \Theta(u + v - c_s^{-2}) , \tag{D.5} \]

and

\[ I_\gamma(u, v, b, x \gg 1) = -4(c_s^2 uv)^{b-1/2} \left( \frac{1 - y^2}{2\pi} \right)^{b/2} \left( Q_b^{-b}(y) + \frac{2 + b}{1 + b} Q_{b+2}^{-b}(y) \right) \Theta(u + v - c_s^{-2}) - 4(c_s^2 uv)^{b-1/2} \frac{(y^2 - 1)^{b/2}}{(2\pi)^{b/2}} \left( \frac{2 + b}{1 + b} Q_{b+2}^{-b}(-y) \right) \Theta(c_s^{-2} - u - v). \tag{D.6} \]

We also introduced a new variable for the sake of simplicity which is given by

\[ y \equiv 1 - \frac{c_s^{-2} - (u - v)^2}{2uv} . \tag{D.7} \]

In Eqs. (D.5) and (D.6), \( P_b^{\ell}(y) \) and \( Q_b^{\ell}(y) \) are Legendre functions on the cut (or Ferrer’s functions) which are valid for \( |y| < 1 \). Also, \( Q_b^{\ell}(y) \) is the associated Legendre function of the second kind and is valid for \( |y| > 1 \). Their explicit expression in terms of hypergeometric functions is given in the next subsection.

The averaged kernel squared is given by

\[
T^2(u, v, b, x \gg 1) = x^{-2(1+b)} \left( \frac{2 + b}{3 + 2b} \right)^2 \Gamma^4[b + 3/2](c_s^2 uv)^{-2} \left| 1 - y^2 \right|^b \times \left\{ \left[ \left( P_b^{-b}(y) + \frac{2 + b}{1 + b} P_{b+2}^{-b}(y) \right) \right]^2 + \frac{4}{\pi^2} \left( Q_b^{-b}(y) + \frac{2 + b}{1 + b} Q_{b+2}^{-b}(y) \right)^2 \right\} \Theta(u + v - c_s^{-2}) + \frac{4}{\pi^2} \left( Q_b^{-b}(-y) + \frac{2 + b}{1 + b} Q_{b+2}^{-b}(-y) \right)^2 \Theta(c_s^{-2} - u - v) . \tag{D.8} \]

In the walnut diagram integral (A.17) we have

\[
\overline{T}(u, v, b, x \gg 1) = x^{-2(1+b)} \left( \frac{2 + b}{3 + 2b} \right)^2 \Gamma^4[b + 3/2](c_s^2 uv\bar{u}\bar{v})^{-1} \left| 1 - y^2 \right|^{b/2} \left| 1 - \bar{y}^2 \right|^{b/2} \times \left\{ \left[ P_b^{-b}(\bar{y}) + \frac{2 + b}{1 + b} P_{b+2}^{-b}(\bar{y}) \right] \left[ P_b^{-b}(\bar{\bar{y}}) + \frac{2 + b}{1 + b} P_{b+2}^{-b}(\bar{\bar{y}}) \right] \Theta(u + v - c_s^{-2}) \Theta(\bar{u} + \bar{v} - c_s^{-2}) + \frac{4}{\pi^2} \left[ \left( Q_b^{-b}(\bar{y}) + \frac{2 + b}{1 + b} Q_{b+2}^{-b}(\bar{y}) \right) \Theta(u + v - c_s^{-2}) + \frac{2 + b}{1 + b} Q_{b+2}^{-b}(-\bar{y}) \right] \Theta(c_s^{-2} - u - v) \right\} \times \left[ \left( Q_b^{-b}(\bar{\bar{y}}) + \frac{2 + b}{1 + b} Q_{b+2}^{-b}(\bar{\bar{y}}) \right) \Theta(\bar{u} + \bar{v} - c_s^{-2}) + \left( Q_b^{-b}(-\bar{y}) + \frac{2 + b}{1 + b} Q_{b+2}^{-b}(-\bar{y}) \right) \Theta(c_s^{-2} - \bar{u} - \bar{v}) \right] \right\} . \tag{D.9} \]

where

\[ \bar{y} \equiv 1 - \frac{c_s^{-2} - (\bar{u} - \bar{v})^2}{2\bar{u}\bar{v}} . \tag{D.10} \]
D.1 Definition and asymptotics of Legendre functions

Here we write down the useful expressions for the Legendre function which can be found in Ref. [129]. The definitions of the Legendre functions of the first and second kind in terms of hypergeometric functions are given by

\[ P_{\mu}^{\nu}(x) = \left( \frac{1+x}{1-x} \right)^{\mu/2} F \left( \nu + 1, -\nu; 1 - \mu; \frac{1}{2} - \frac{1}{2}x \right), \quad (D.11) \]

\[ Q_{\mu}^{\nu}(x) = \frac{\pi}{2 \sin(\mu\pi)} \left( \cos(\mu\pi) \left( \frac{1+x}{1-x} \right)^{\mu/2} F \left( \nu + 1, -\nu; 1 - \mu; \frac{1}{2} - \frac{1}{2}x \right) \right. \]
\[ \left. - \frac{\Gamma(\nu + \mu + 1)}{\Gamma(\nu - \mu + 1)} \left( \frac{1-x}{1+x} \right)^{\mu/2} F \left( \nu + 1, -\nu; 1 + \mu; \frac{1}{2} - \frac{1}{2}x \right) \right), \quad (D.12) \]

\[ Q_{\nu}^{\mu}(x) = \frac{\pi}{2 \sin(\mu\pi) \Gamma(\nu + \mu + 1)} \left( \frac{1}{x-1} \right)^{\mu/2} F \left( \nu + 1, -\nu; 1 - \mu; \frac{1}{2} - \frac{1}{2}x \right), \quad (D.13) \]

Note that \( P_{\mu}^{\nu}(x) \) and \( Q_{\mu}^{\nu}(x) \) are also referred to as Ferrer’s functions and they are valid for \(|x| < 1\). \( Q_{\nu}^{\mu}(x) \) known as Olver’s function which is real valued for \(|x| > 1\).

In a radiation dominated universe we have that \( b = 0 \) (\( w = 1/3 \)) and the Legendre functions are given by

\[ P_{0}^{0}(x) = 1, \quad P_{0}^{2}(x) = \frac{1}{2} (3x^2 - 1) \quad (D.14) \]

\[ Q_{0}^{0}(x) = \frac{1}{2} \ln \left( \frac{1+x}{1-x} \right), \quad Q_{2}^{0}(x) = \frac{1}{4} (3x^2 - 1) \ln \left( \frac{1+x}{1-x} \right) - \frac{3}{2} x, \quad (D.15) \]

and

\[ Q_{0}^{2}(x) = \frac{1}{2} \ln \left( \frac{x+1}{x-1} \right), \quad Q_{2}^{2}(x) = \frac{1}{2} \ln \left( \frac{x+1}{x-1} \right) - \frac{3}{4} x. \quad (D.16) \]

We now present useful asymptotic behavior of the Legendre functions near the singular points.

For \( x \to 1^- \): For the Ferrer’s function of the first kind we have that

\[ P_{\nu}^{\mu}(x) \sim \frac{1}{\Gamma(1-\mu)} \left( \frac{2}{1-x} \right)^{\mu/2}. \quad (D.17) \]

For the Ferrer’s function of the second kind, assuming \( \mu > 0 \), we find

\[ Q_{\nu}^{-\mu}(x) \sim \frac{\Gamma(\mu) \Gamma(\nu - \mu + 1)}{2\Gamma(\nu + \mu + 1)} \left( \frac{2}{1-x} \right)^{\mu/2}, \quad (D.18) \]

and

\[ Q_{\nu}^{\mu}(x) \sim \frac{1}{2} \cos(\mu\pi) \Gamma(\mu) \left( \frac{2}{1-x} \right)^{\mu/2}. \quad (D.19) \]
For $x \to 1^+$: This case belongs to the Olver’s function of the second kind. We find that
\[
Q^\mu_\nu (x) \sim \frac{\Gamma (\mu)}{2 \Gamma (\nu + \mu + 1)} \left( \frac{2}{x - 1} \right)^{\mu/2}.
\] (D.20)

For $x \to \infty$: This case also concerns the Olver’s function of the second kind. We obtain
\[
Q^\mu_\nu (x) \sim \frac{\pi^{1/2}}{\Gamma (\nu + \frac{3}{2}) (2x)^{\nu+1}}.
\] (D.21)
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