Resolved $1/m_b$ contributions to $b \to s\ell\ell$ and $b \to s\gamma$

Michael Benzke$^a$ and Tobias Hurth$^b$

$^a$II. Institute for Theoretical Physics, University Hamburg
Luruper Chaussee 149, D-26761 Hamburg, Germany

$^b$PRISMA+ Cluster of Excellence & Institute for Physics (THEP),
Johannes Gutenberg University, 55099 Mainz, Germany

E-mail: michael.benzke@desy.de, hurth@uni-mainz.de

Abstract: In view of new data on moments of the subleading shape functions and on other input parameters we revisit our analysis of the resolved contributions to the inclusive decays $\bar{B} \to X_{s,d}\ell^+\ell^-$ and also comment on recent work on the resolved contributions to the inclusive decay $\bar{B} \to X_{s}\gamma$. Within a systematic approach we find some significant reduction of the nonperturbative uncertainties in the inclusive decay $\bar{B} \to X_{s,d}\ell^+\ell^-$, but not in the inclusive decay $\bar{B} \to X_{s}\gamma$. 
1 Introduction and new inputs

The so-called resolved contributions to rare $B$-decays are non-local power corrections and can be systematically calculated using soft-collinear effective theory (SCET). In case of the inclusive $\bar{B} \to X_s \gamma$ decays all resolved contributions to $O(1/m_b)$ have been analysed some time ago [1–3]. Also the analogous contributions to the inclusive $\bar{B} \to X_{s,d} \ell^+ \ell^-$ decays have been calculated to $O(1/m_b)$ [4, 5]. In both cases these analyses lead to an additional uncertainty of 4–5% which represents the largest uncertainty in the prediction of the decay rate of $\bar{B} \to X_{s,d} \gamma$ [6] and of the low-$q^2$ observables of $\bar{B} \to X_{s,d} \ell^+ \ell^-$ [7, 8]. The resolved contributions contain subprocesses in which the photon couples to light partons instead of connecting directly to the effective weak-interaction vertex. In both cases there are four contributions at $O(1/m_b)$, namely from the interference terms $O_7^\gamma - O_8^g$, $O_8^g - O_8^g$, and $O_7^c - O_7^\gamma$, but also from $O_7^u - O_7^\gamma$. The latter is CKM suppressed in the $b \to s$ case, but was shown to vanish [1]. It turns out that the $O_7^c - O_7^\gamma$ piece has the largest impact. The resolved contributions are given by convolution integrals of a so-called jet-function, characterizing the hadronic final state $X_{s(d)}$ at the intermediate hard-collinear scale $\sqrt{m_b \Lambda_{QCD}}$, and of a soft (shape) function at scale $\Lambda_{QCD}$ which is defined by an explicit non-local heavy-quark effective theory (HQET) matrix element. The hard contribution at the scale $m_b$ is factorized into Wilson coefficients. The resolved contributions in the $\bar{B} \to X_{s,d} \ell^+ \ell^-$ were calculated in the presence of a cut in the hadronic mass $M_X$; such a cut might be necessary also at the Belle-II experiment in order to suppress huge background from double semi-leptonic decays. However, it was explicitly shown [4, 5] that the resolved contributions stay nonlocal when the hadronic cut is released and, thus, represent an irreducible uncertainty. The support properties of the shape function imply that the resolved contributions (besides the $O_8^g - O_8^g$ one) are almost cut-independent.

The resolved contributions can be estimated in a conservative way by considering the explicit form of the HQET matrix element which represents the shape function. One can derive general properties of that matrix element and then use functions fulfilling all these properties in the convolution with the perturbatively calculated jet function to estimate the impact of the resolved contributions. In a recent paper [9], new data on the moments
of the subleading shape function in the interference term $\mathcal{O}_1^c - \mathcal{O}_7^c$ – based on the results in Refs. [10, 14] – were derived and used to significantly reduce the uncertainty due to this resolved contribution in the decay $\bar{B} \to X_s \gamma$. In the present paper we revise our analysis of this resolved contribution to $\bar{B} \to X_{s,d} \ell \ell$ in view of this new input. In our revised analysis we analyse all parametric uncertainties of input parameters and also the scale dependence of our results in order to get a reasonable estimate of this contribution in both inclusive decay modes. In the original analysis of the $\bar{B} \to X_s \gamma$ case [1, 2] often just central values of input parameters were used and scale dependences were not considered.

In the present analysis we follow the original choice in Ref. [1] for the bottom quark and use the low-scale subtracted heavy quark mass defined in the shape function scheme [15]. As in the new analysis in Ref. [9] we choose the latest HFLAV determination of that mass [16], namely $m_b = (4.58 \pm 0.03) \text{ GeV}$. In comparison the original analysis of Ref. [1] was using a central value of $m_b = 4.65$.

The charm mass dependence originates from the charm penguin diagram with a soft gluon emission in the $\mathcal{O}_1^c - \mathcal{O}_7^c$ interference term which is naturally calculated at the hard-collinear scale. Thus, it is appropriate to consider the running charm mass at the hard-collinear scale $m_c^{\text{MS}}(\mu_{hc})$. In order to make the ambiguity of the charm mass manifest, we change the hard-collinear scale $\mu_{hc} \sim \sqrt{m_b \Lambda_{\text{QCD}}}$ from 1.3 GeV to 1.7 GeV. With the present PDG value of the charm mass being $m_c^{\text{MS}}(m_c) = 1.27 \pm 0.02 \text{ GeV}$ we find using three-loop running with $\alpha_s(m_c) = 0.395$ and $\alpha_s(m_Z) = 0.1185$ down to the hard-collinear scale $m_c^{\text{MS}}(1.5 \text{ GeV}) = 1.19 \text{ GeV}$. The change of the hard-collinear scale then leads to $1.14 \text{ GeV} \leq m_c \leq 1.26 \text{ GeV}$. The parametric errors of $m_c^{\text{MS}}(m_c)$ and $\alpha_s$ are neglected in view of the larger uncertainty due to the change of $\mu_{hc}$. We note here that two-loop running and taking into account parametric errors leads to a central value $m_c^{\text{MS}}(1.5 \text{ GeV}) = 1.20 \text{ GeV}$ and to a variation of the charm mass, $1.17 \text{ GeV} \leq m_c \leq 1.23 \text{ GeV}$, which was used in the analysis of Ref. [9]. In the original analysis of Ref. [1] just $m_c(1.5 \text{ GeV}) = 1.131 \text{ GeV}$ was used and uncertainties were neglected. (This value corresponds to a central value of $m_c^{\text{MS}}(m_c) = 1.225 \text{ GeV}$.) As already emphasized by the authors of Ref. [9], controlling the scale dependence by calculating $\alpha_s$ corrections to the decay rate would also help to better control the uncertainty due to the charm quark mass.

For the operator basis we refer the reader to the original analysis in Ref. [5]. We calculate the uncertainty due to the resolved contributions relative to the decay rate in the OPE region. Therefore, the Wilson coefficients of the OPE result are calculated at the hard scale.

The Wilson coefficients in the resolved contribution are taken at the hard scale but at leading accuracy because we do not consider any $\alpha_s$ corrections or any RG improvements in the calculation of the resolved power corrections. We then vary the scale in the Wilson coefficients between the hard and the hard-collinear scale to make the scale dependence of the results manifest.

\footnote{For the $\bar{B} \to X_s \ell \ell$ case this means that there is no cut in the hadronic mass and for the $\bar{B} \to X_s \gamma$ case the cut on the photon region is taken at a value around $E_\gamma^\text{cut} = 1.6 \text{ GeV}$. We use the NLO OPE result of the $\bar{B} \to X_s \ell \ell$ decay rate as in the original analysis in Ref. [5] and the LO one of the $\bar{B} \to X_s \gamma$ rate as in the original analysis in Ref. [1].}
In this work we mainly consider the resolved contribution due to the interference $O_1^c - O_7^c$, which is the numerically most relevant for the case $\bar{B} \to X_{s,d} \ell \ell$, but also for the case $\bar{B} \to X_{s,d} \gamma$. The explicit form of the subleading shape function for that contribution was derived in Ref. [1]:

$$h_{17}(\omega_1, \mu) = \int \frac{d\omega_1}{2\pi} e^{-i\omega_1 r} \frac{\bar{h}(0) \pi i \gamma_\mu \pi \beta G^{\alpha\beta}(\tau \pi) h(0)}{2M_B},$$

where $n$ and $\pi$ are the light-cone vectors and $h$ and $G$ are the heavy quark and gluon field, respectively. Soft Wilson lines connect the fields to ensure gauge invariance but are suppressed in the notation. The variable $\omega_1$ corresponds to the soft gluon momentum. (The integration over $\omega$ which is related to the heavy quark momentum is already taken here.)

With the help of standard HQET techniques one can derive from PT invariance that the function $h_{17}$ is real and even in $\omega_1$. The new data on the moments of this subleading shape function in the interference term $O_1^c - O_7^c$ as derived in Ref. [9] leads to the additional constraints

$$\int_{-\infty}^{\infty} d\omega_1 \omega_1^0 h_{17}(\omega_1, \mu) = 0.237 \pm 0.040 \text{ GeV}^2,$n$$

$$\int_{-\infty}^{\infty} d\omega_1 \omega_1^2 h_{17}(\omega_1, \mu) = 0.15 \pm 0.12 \text{ GeV}^4.$$

The normalisation was already known before. The second moment has been used for the first time in the case of $\bar{B} \to X_{s} \gamma$ in Ref. [9]. All odd moments of $h_{17}$ in $\omega_1$ vanish because the function is even. It is worth noting that more moments can be expressed in terms of HQET parameters as was shown in Refs. [9, 10], thus more accurate determinations of the moments might be possible in the future. However, we note that the determination of the parameters related to the second and also higher moments are based on the so-called Lowest-Lying State Approximation (LLSA) (see Refs. [11–13]). Moreover, the natural scale of the parameters related to the second moment is of order $O(\Lambda_{QCD}^4)$ or even higher powers of $\Lambda_{QCD}$ in case of higher moments. In Ref. [14] the error due to this approximation was estimated very conservatively. This large uncertainty enters the second equation in Eq. 1.2.

Finally, one assumes that the subleading shape function as a soft function should not have any significant structures like maxima outside the hadronic range $(-1 \text{ GeV} < \omega_1 < 1 \text{ GeV})$ and the values of it should be within the hadronic range $(-1 \text{ GeV} < h_{17}(\omega_1) < 1 \text{ GeV})$. In the following we will take all those properties into account when we consider model functions in the convolution with the jet function.

The authors of Ref. [9] have additionally analyzed the potential impact of the fourth and the sixth moment by assuming that their values are between $-0.3 \text{ GeV}^6$ and $0.3 \text{ GeV}^6$ and between $-0.3 \text{ GeV}^8$ and $0.3 \text{ GeV}^8$, respectively. We will also check the consequences of such future determinations in a separate analysis. However, it is not obvious that an accurate determination will be possible in view of the large uncertainties related to the higher moments discussed above.
We start by revisiting the analysis of the uncertainty in the decay $\bar{B} \to X_s \gamma$ in Section 2 and will then extend our findings to $\bar{B} \to X_{s,d} \ell \bar{\ell}$ in Section 3. Section 4 is reserved for our summary and our conclusions.

## 2 Resolved contributions to the decay $\bar{B} \to X_s \gamma$

The relative uncertainty of the decay rate of $\bar{B} \to X_s \gamma$ due to the non-local resolved contribution within the interference of $O_1 - O_7 \gamma$ is given by

$$F_{b \to s \gamma}^{17} = \frac{C_1(\mu) C_{7\gamma}(\mu)}{(C_{7\gamma}(\mu_{\text{OPE}}))^2} \frac{\Lambda_{17}(m_c^2/m_b, \mu)}{m_b},$$

where at order $1/m_b$ one finds [1]:

$$\Lambda_{17}(m_c^2/m_b, \mu) = e_c \operatorname{Re} \int_{-\infty}^{\infty} \frac{d\omega_1}{\omega_1} \left[ 1 - F\left( \frac{m_{c}^2 - i\varepsilon}{m_b \omega_1} \right) + \frac{m_b \omega_1}{12m_c^2} \right] h_{17}(\omega_1, \mu),$$

with the penguin function $F(x) = 4x \arctan^2(1/\sqrt{4x} - 1)$.

We start with the model function used in the original analyses in Refs. [1, 5], namely a polynomial of second grade combined with a Gaussian function:

$$h_{17}(\omega_1) = \frac{2\lambda_2}{\sqrt{2\pi\sigma}} \frac{\omega_1^3 - \Lambda^2}{\sigma^2 - \Lambda^2} e^{-\frac{\omega_1^2}{2\sigma^2}},$$

in which the two hadronic parameters, $\Lambda$ and $\sigma$, are chosen to be of order $\Lambda_{QCD}$. Combining this function with all constraints mentioned in the last section, one finds that the reduction of the uncertainty due to the resolved contributions in the decay $\bar{B} \to X_s \gamma$ is two-fold:

- First, the central value of the charm mass at the hard-collinear scale moved from $m_c(1.5 \text{ GeV}) = 1.131 \text{ GeV}$ used in the original analysis of Ref. [1] to $m_c(1.5 \text{ GeV}) = 1.19 \text{ GeV}$ in the recent analysis in Ref. [9], and the central value of the bottom mass in the shape function scheme moved from $m_b = 4.65 \text{ GeV}$ to the new value $m_b = 4.58 \text{ GeV}$. As shown in the upper plot of Fig.1, these changes in the input parameters have the effect that the jet function moves slightly outside the hadronic range and the overlap and therefore the convolution integral with the model function becomes smaller. The dependence on the charm mass is pronounced. Varying the charm mass will therefore have a noticeable impact on the uncertainty, leading to larger values than in the recent analysis in Ref. [9].

- Second, the new bound on the second moment of the shape function, given in Eq. 1.2, significantly restricts the shape of the soft function and consequently leads to a reduction of the extreme values of the convolution integral as shown in the bottom plot of Fig.1.
**Figure 1.** The top figure shows the jet (weight) function in the case $\bar{B} \to X_s\gamma$ for $m_c = 1.131$ GeV and $m_b = 4.65$ GeV (dashed dotted, green) and for $m_c = 1.19$ GeV and $m_b = 4.58$ GeV (dotted blue) with the shape function in Eq. 2.3 (solid, red). The bottom figure shows in addition the shape function with a second moment which satisfies the new constraint (dotted, blue).
In the recent analysis [9] the authors modeled the shape function \( h_{17} \) by using a complete set of basis functions, namely the Hermite polynomials multiplied by a Gaussian\(^2\) in order to make a systematic analysis of all possible model functions. Because the shape function \( h_{17} \) is even, one needs only even polynomials in the systematic expansion:

\[
h_{17}(\omega_1) = \sum_n a_{2n} \frac{\omega_1}{\sqrt{2} \sigma} e^{-\frac{\omega_1^2}{2\sigma^2}}. \tag{2.4}
\]

The Hermite polynomials are very suitable for this purpose because they are orthogonal and, thus, the \( 2k \)-th moment of \( h_{17} \) only depends on the coefficients \( a_{2n} \) with \( n \leq k \). Therefore, the zeroth moment only depends on \( a_0 \) and the second moment depends on \( a_0 \) and \( a_2 \). This also means that the first \( 2k \) moments determine \( a_{2n} \) with \( n \leq k \) [9].

Our present analysis follows the strategy of Ref. [9], but we will not only use Hermite polynomials with a Gaussian but also try model functions with \( \exp(-x^4) \) or \( \exp(-x^6) \) suppression. Of course, these functions can also be expressed in the basis above. However, this would require an infinite sum and is therefore not considered in an approach that only takes into account a limited number of terms. The recent analysis [9] does not consider polynomials with a degree higher than 10. We find that the extreme values for the uncertainty are realized with polynomials of degree 4 or 6 and with model functions with a \( \exp(-x^4) \) suppression. Polynomials of degree 8 and higher suppression factors like \( \exp(-x^6) \) do not lead to larger values.

Our grid of input parameters of the model function is the following: We scan through the one-sigma ranges of the input parameters \( 1.14 \text{ GeV} \leq m_c \leq 1.23 \text{ GeV} \) with 10 steps, \( 4.55 \text{ GeV} \leq m_b \leq 4.61 \text{ GeV} \) with 3 steps, the first moment \( m_0 \) from 0.197 GeV\(^2\) to 0.277 GeV\(^2\) with 8 steps and the second moment \( m_2 \) from 0.03 GeV\(^4\) to 0.27 GeV\(^4\) with 12 steps. Moreover, we vary the hadronic parameter \( \sigma \) from \( -1 \text{ GeV} \) to \( +1 \text{ GeV} \) in 40 steps. We do not make any assumptions on the higher moments, in contrast to the recent analysis in Ref. [9]. However, as stated above, the coefficients \( a_{2n} \) of the Hermite polynomials with grade \( 2n \) are determined by all the \( 2k \)-th moments with \( 2k \leq 2n \). Varying \( a_{2n} \) in case of a polynomial of grade \( 2n \) is equivalent to varying all these moments. Therefore we scan the unknown \( 2k \)-th moments with \( 2 < 2k \leq 2n \) between \( -0.7 \text{ GeV}^{2n+2} \) and \( +0.7 \text{ GeV}^{2n+2} \) in 70 steps.\(^3\)

We already expect that – except for the upper bound in case of the sum of Hermite polynomial of degree 0 and 2 – the extreme values of \( \Lambda_{17} \) for all the different model functions can be found using the mass parameters \( m_c = 1.14 \text{ GeV} \) and \( m_b = 4.61 \text{ GeV} \). This is expected, since for any larger value of \( m_c \) and any smaller value of \( m_b \) the jet function moves further out of the hadronic range (see Fig. 1).

\(^2\)The Hermite polynomials are orthogonal with respect to a weight function \( e^{-x^2} \), so that we have

\[
\int_{-\infty}^{\infty} H_m(x)H_n(x)e^{-x^2} \, dx = \pi^{1/2} 2^n n! \delta_{mn}.
\]

The Hermite polynomials form an orthogonal basis of the Hilbert space of functions which satisfy \( \int_{-\infty}^{\infty} |f(x)|^2 e^{-x^2} \, dx < \infty \). The inner product is defined as \( \langle f, g \rangle = \int_{-\infty}^{\infty} f(x)g(x)e^{-x^2} \, dx \).

\(^3\)We have also extended the range to the interval \([-1.0 \text{ GeV}^{2n+2}, +1.0 \text{ GeV}^{2n+2}] \) and have not found significantly different results.
In the case of the model function with the sum of \( n = 0 \) and \( n = 2 \) polynomials (see Eq. 2.4) we find in our multi-parameter scan

\[-24 \text{ MeV} \leq \Lambda_{17} \leq -1 \text{ MeV} \quad (n \leq 2, \exp(-x^2)). \tag{2.5}\]

The lower bound is found with \( \sigma = 420 \text{ MeV} \), with the zeroth moment \( m_0 = 0.200 \text{ GeV}^2 \) and with the second moment \( m_2 = 270 \text{ GeV}^4 \). This implies for the higher moments \( m_4 = 0.266 \text{ GeV}^6 \) and \( m_6 = 0.343 \text{ GeV}^8 \). The upper bound corresponds to the parameter set, \( \sigma = 140 \text{ MeV} \), \( m_0 = 0.280 \text{ GeV}^2 \), and \( m_2 = 0.0030 \text{ GeV}^4 \). The sum of \( n = 0 \), \( n = 2 \), and \( n = 4 \) polynomials leads to

\[-32 \text{ MeV} \leq \Lambda_{17} \leq +4 \text{ MeV} \quad (n \leq 4, \exp(-x^2)). \tag{2.6}\]

The lower bound corresponds to the parameter set \( \sigma = 360 \text{ MeV} \), \( m_0 = 0.200 \text{ GeV}^2 \), \( m_2 = 0.270 \text{ GeV}^4 \), and \( m_4 = 0.420 \text{ GeV}^6 \), the upper bound to \( \sigma = 340 \text{ MeV} \), \( m_0 = 0.230 \text{ GeV}^2 \), \( m_2 = 0.030 \text{ GeV}^4 \), and \( m_4 = -0.100 \text{ GeV}^6 \). An even larger interval is found with a sum of Hermite polynomials up to order 6, namely

\[-38, \text{ MeV} \leq \Lambda_{17} \leq +6 \text{ MeV} \quad (n \leq 6, \exp(-x^2)). \tag{2.7}\]

with the lower bound corresponding to the parameters \( \sigma = 300 \text{ MeV} \), \( m_0 = 0.270 \text{ GeV}^2 \), \( m_2 = 0.270 \text{ GeV}^4 \), \( m_4 = 0.420 \text{ GeV}^6 \), and \( m_6 = 0.580 \text{ GeV}^8 \) and the upper bound with \( \sigma = 300 \text{ MeV} \), \( m_0 = 0.210 \text{ GeV}^2 \), \( m_2 = 0.030 \text{ GeV}^4 \), \( m_4 = -0.120 \text{ GeV}^6 \), and \( m_6 = -0.220 \text{ GeV}^8 \). With an additional polynomial of degree 8 one does not find larger values:

\[-35 \text{ MeV} \leq \Lambda_{17} \leq +6 \text{ MeV} \quad (n \leq 8, \exp(-x^2)). \tag{2.8}\]

The lower bound is obtained for \( \sigma = 260 \text{ MeV} \), \( m_0 = 0.240 \text{ GeV}^2 \), \( m_2 = 0.270 \text{ GeV}^4 \), \( m_4 = 0.340 \text{ GeV}^6 \), \( m_6 = 0.420 \text{ GeV}^8 \), and \( m_8 = 0.540 \text{ GeV}^{10} \), the upper bound for \( \sigma = 260 \text{ MeV} \), \( m_0 = 0.240 \text{ GeV}^2 \), \( m_2 = 0.030 \text{ GeV}^4 \), \( m_4 = -0.100 \text{ GeV}^6 \), \( m_6 = -0.180 \text{ GeV}^8 \), and \( m_8 = -0.260 \text{ GeV}^{10} \).

However, if one uses model functions with \( \exp(-x^4) \) or \( \exp(-x^6) \) suppression instead of a Gaussian (\( \exp(-x^2) \)) one still finds larger intervals for \( \Lambda_{17} \). In case of the Hermite polynomials up to degree 4 with a weight function \( e^{-x^4} \) one gets

\[-45 \text{ MeV} \leq \Lambda_{17} \leq +9 \text{ MeV} \quad (n \leq 4, \exp(-x^4)). \tag{2.9}\]

The lower bound corresponds to the parameter set \( \sigma = 840 \text{ MeV} \), \( m_0 = 0.200 \text{ GeV}^2 \), \( m_2 = 0.270 \text{ GeV}^4 \), \( m_4 = 0.460 \text{ GeV}^6 \) and the upper bound to \( \sigma = 800 \text{ MeV} \), \( m_0 = 0.200 \text{ GeV}^2 \), and \( m_2 = 0.030 \text{ GeV}^4 \) and \( m_4 = -0.120 \text{ GeV}^6 \). With the Hermite polynomials up to degree 6 with an \( \exp(-x^4) \) suppression, one obtains almost the same result:

\[-46 \text{ MeV} \leq \Lambda_{17} \leq +9 \text{ MeV} \quad (n \leq 6, \exp(-x^4)). \tag{2.10}\]

The corresponding parameter sets are \( \sigma = 780 \text{ MeV} \), \( m_0 = 0.200 \text{ GeV}^2 \), \( m_2 = 0.270 \text{ GeV}^4 \), \( m_4 = 0.440 \text{ GeV}^6 \), and \( m_6 = 0.580 \text{ GeV}^8 \) for the lower bound and \( \sigma = 760 \text{ MeV} \), \( m_0 =
0.280 GeV\(^2\), \(m_2 = 0.030\) GeV\(^4\), \(m_4 = -0.120\) GeV\(^6\), and \(m_6 = -0.200\) GeV\(^8\) for the upper bound. If one uses a higher suppression, namely \(\exp(-x^6)\) for example with a Hermite polynomial up to degree 4, one gets a significantly smaller interval, namely
\[-32\text{ MeV} \leq \Lambda_{17} \leq +5\text{ MeV} \quad (n \leq 4, \exp(-x^6)), \quad (2.11)\]
with \(\sigma = 900\) MeV, \(m_0 = 0.200\) GeV\(^2\), \(m_2 = 0.270\) GeV\(^4\), \(m_4 = 0.700\) GeV\(^6\) for the lower bound and to \(\sigma = 900\) MeV, \(m_0 = 0.280\) GeV\(^2\), and \(m_2 = 0.030\) GeV\(^4\) and \(m_4 = -0.700\) GeV\(^6\) for the upper bound. Figure 2 clearly shows the difference of the convolution between polynomials of different order and different suppression functions.

**Figure 2.** The figure shows the jet (weight) function in the case \(\bar{B} \rightarrow X_s\gamma\) for \(m_c = 1.14\) GeV and \(m_b = 4.61\) GeV (dashed-dotted, green) with two shape functions which lead to extreme values for the convolution: second-order polynomial (dotted blue) and fourth-order polynomial with \(\exp(-x^4)\) (solid, red).

Summing up, the largest interval we find is \(-46\) MeV \(\leq \Lambda_{17} \leq +9\) MeV. Our new result has an approximately 20\% smaller range than the original one in Ref. [1], \(-42\) MeV \(\leq \Lambda_{17} \leq +27\) MeV where the model given in Eq. 2.3 was used and no constraint on the second moment was assumed. This is in contrast to the recent analysis in Ref. [9], which found a strong reduction by approximately 60\% compared to the result in Ref. [1], namely \(-24\) MeV \(\leq \Lambda_{17} \leq +5\) MeV due to the second moment constraint.\(^4\) The reasons for this discrepancy between our and the recent analysis in Ref. [9] are fourfold:

- The first difference is the fact that we take into account the charm mass dependence via a realistic change of the hard-collinear scale.

\(^4\)We note here that we have fully reproduced these results using their input and their assumption with our numerics.
• We used the fact that also polynomials with suppression factors $\exp(-x^4)$ or $\exp(-x^6)$ can be expressed in terms of the original basis given in Eq. 2.4, and, thus, have also to be considered within a systematic analysis.

• We made no assumptions on undetermined higher moments of the shape function $h_{17}$. We note again that the determination of such order $O(\Lambda_{QCD}^n)$ with $n \geq 6$ is not an easy task.

• We use a denser grid of parameters to find the extrema of the resolved contributions. But this difference is not important in view of the reduction of the uncertainty.

A further subtlety arises from kinematic corrections. The original analysis of the $\bar{B} \to X_s\gamma$ case included an additional large $1/m_b^2$ correction due to kinematic factors [1]. In order to make this manifest, Eq. 2.2 should be replaced by

$$\Lambda_{17}(\frac{m_c^2}{m_b}, \mu) = e_c \Re \int \frac{\lambda^\dagger}{-\infty} d\omega \int \frac{d\omega_1}{-\infty} \frac{d\omega_1}{\omega_1} \times \left\{ \left( \frac{m_b + \omega}{m_b} \right)^3 \left[ 1 - F\left( \frac{m_c^2 - i\varepsilon}{(m_b + \omega)\omega_1} \right) \right] + \frac{m_b \omega_1}{12 m_c^2} \right\} g_{17}(\omega, \omega_1, \mu),$$

(2.12) where $h_{17}(\omega_1, \mu) = \int d\omega g_{17}(\omega, \omega_1, \mu)$.

Obviously, the factor $(m_b + \omega)$ was approximated by $m_b$ within the prefactor and within the function $F$ in Eq. 2.2 at order $1/m_b$. If we include this $1/m_b^2$ effect, we find the extreme range for $\Lambda_{17}$ for almost the same parameters as in the cases without the $1/m_b^2$ correction. If one chooses a Gaussian suppression, it is again the sum of Hermitian polynomials up to degree 6 which leads to the largest interval:

$$-63 \text{ MeV} \leq \Lambda_{17} \leq +1 \text{ MeV}.$$  

(2.13)

And if one chooses a $\exp(x^{-4})$ suppression, the polynomials up to degree 4 and 6 lead again to the maximal results:

$$-72 \text{ MeV} \leq \Lambda_{17} \leq +4 \text{ MeV},$$

(2.14)

$$-76 \text{ MeV} \leq \Lambda_{17} \leq +5 \text{ MeV}.$$  

(2.15)

This should be compared to $-60 \text{ MeV} \leq \Lambda_{17} \leq +25.0 \text{ MeV}$ found in the original analysis [1]. Again our result represents only a modest reduction of the uncertainty – in spite of the fact that we have used the bound on the second moment.

We emphasize that this $1/m_b^2$ piece directly originates from the $O_1 - O_{7\gamma}$ contribution as shown above. It has a large numerical impact increasing this resolved contribution by almost 50%. In contrast, resolved contributions like the ones due to the operator pairs $O_1 - O_{89}$ or $O_1 - O_1$ which also occur at the order $1/m_b^2$ were shown to be numerically negligible in the original analysis [1]. The recent analysis in Ref. [9] did not take this $1/m_b^2$ correction into account. Thus, dropping this numerically large term represents another piece of reduction of the uncertainty in that analysis compared to the original analysis in Ref. [1].

\footnote{For the precise limits of integration we refer the reader to the discussion in Section 6 of Ref. [1].}
Finally, we analyze the potential impact of the fourth and the sixth moment by assuming that their values are between $-0.3\text{ GeV}^6$ and $0.3\text{ GeV}^6$ and between $-0.3\text{ GeV}^8$ and $0.3\text{ GeV}^8$ respectively, similar to the recent analysis [9]. However, we make these assumptions for all model functions in the same way. Again we find the largest intervals for the Hermite polynomials up to degree 4 or 6 with a suppression factor $\exp(-x^4)$, namely $-31\text{ MeV} \leq \Lambda_{17} \leq +9\text{ MeV}$ in both cases. But also with polynomials up to degree 6 and a Gaussian suppression we already get a similar result: $-29\text{ MeV} \leq \Lambda_{17} \leq +6\text{ MeV}$.

The direct comparison of these results with the extreme one we have found without any of the assumptions above, namely $-46\text{ MeV} \leq \Lambda_{17} \leq +9\text{ MeV}$, given in Eq. 2.10, shows the potential impact of such future determinations of higher moments.

**Summary:** Our result for $\Lambda_{17}$ at order $1/m_b$, $-46\text{ MeV} \leq \Lambda_{17} \leq +9\text{ MeV}$, as given in Eq. 2.10, translates into the following relative uncertainty of the decay rate of $\bar{B} \to X_s\gamma$ via Eq. 2.1:

$$\mathcal{F}_{17}^{1/\alpha_s} |_{m_b} \in [-0.7\%, 3.6\%],$$  
(2.16)

which is around a factor 2 larger than the result of the recent analysis in Ref. [9], but also smaller than the corresponding result in the original analysis in Ref. [1]. Several reasons for this difference to the result in Ref. [9] were indicated in detail in our analysis.

If we make assumptions about the higher moments, namely that the values of the fourth and sixth moment are between $-0.3\text{ GeV}^6$ and $0.3\text{ GeV}^6$, and between $-0.3\text{ GeV}^8$ and $0.3\text{ GeV}^8$, respectively, we find a smaller uncertainty, $\mathcal{F}_{17}^{1/\alpha_s\gamma} |_{m_b} \in [-0.7\%, 2.4\%]$, which indicates the future impact of a determination of such moments.

Moreover, if we include the large additional $1/m_b^2$ piece - as done in the original analysis in Ref. [1], but as not done in the recent analysis in Ref. [9] - our result, $-76\text{ MeV} \leq \Lambda_{17} \leq +5\text{ MeV}$, as given in Eq. 2.15, leads to our final result:

$$\mathcal{F}_{17}^{1/\alpha_s\gamma} \in [-0.4\%, 5.9\%],$$  
(2.17)

which represent a small reduction of the uncertainty compared to the result of the original analysis in Ref. [1], $\mathcal{F}_{17}^{1/\alpha_s\gamma} \in [-1.9\%, 4.7\%]$. These numbers are translated to our scale fixing. The numbers do not agree with the quoted ones in the original analysis Ref. [1] because the authors use the hard-collinear scale in the Wilson coefficients of the resolved contribution and also in the Wilson coefficients of the OPE rate. The same scale fixing was used in the recent analysis Ref. [9]. In contrast, we have chosen the hard scale as our default value within the resolved contribution as mentioned in the introduction and the OPE rate is naturally fixed at the hard scale.  

---

6We note that in contrast to the authors of the recent paper [9] we also find solutions with polynomials up to degree 8 due to our more dense grid; we find in this case $-29\text{ MeV} \leq \Lambda_{17} \leq +7\text{ MeV}$.

7The numbers do not agree with the quoted ones in the original analysis Ref. [1] because the authors use the hard-collinear scale in the Wilson coefficients of the resolved contribution and also in the Wilson coefficients of the OPE rate. The same scale fixing was used in the recent analysis Ref. [9]. In contrast, we have chosen the hard scale as our default value within the resolved contribution as mentioned in the introduction and the OPE rate is naturally fixed at the hard scale.
compared to our default value. There is no strict argument here that this specific scale variation in our result can be connected to an estimate of the unknown NLO corrections. However, this observation calls for a calculation of the $\alpha_s$ corrections and RG resummations.

We also emphasize that the local Voloshin term is subtracted from the resolved contribution $F^{17}_{b\rightarrow s\gamma}$. This has been traditionally done in all analyses of this specific resolved contribution to the $\bar{B} \rightarrow X_s\gamma$ decay rate. Therefore this local Voloshin term still has to be added to the decay rate. It corresponds to $\Lambda^{\text{Voloshin}}_{17} = (-1)(m_b\lambda_2)/(9m_c^2)$ which translates in

$$F^{\text{Voloshin}}_{b\rightarrow s\gamma} = -\frac{C_1 C_7 \lambda_2}{(C_7)^2 9m_c^2} = +3.3\% , \quad (2.18)$$

There are two more resolved contributions at order $1/m_b$ as discussed in the introduction. In the original analysis in Ref. [1] the resolved contributions due to the interference $O_{7\gamma} - O_{8g}$ and $O_{8g} - O_{8g}$ were estimated to $F^{78,\text{VIA}}_{b\rightarrow s\gamma} = [-3.0\%, -0.3\%]$ and $F^{88}_{b\rightarrow s\gamma} = [-0.3\%, 2.1\%]$, using our scale fixing. The superscript VIA indicates that the resolved contribution $F^{78}$ was determined by using the vacuum insertion approximation. We add up the three contributions using the scanning method and arrive at the final result for all resolved contributions:

$$F^{\text{total}}_{b\rightarrow s\gamma} \in [-3.7\%, 7.7\%] \quad (VIA). \quad (2.19)$$

This has to be compared to the final result in the original analysis, which reads when translated to our default scales: $F^{\text{total}}_{b\rightarrow s\gamma} \in [-5.2\%, 6.5\%]$.

We finally note, that there is an alternative estimation of $F^{78}$ offered in Ref. [1] based on experimental data on $\Delta_0^-$, the isospin asymmetry of inclusive neutral and charged $B \rightarrow X_s\gamma$ decay using Babar measurements [17, 18]. In the recent analysis [9], the authors derived new bounds based on the inclusion of a new Belle measurement of $\Delta_0^-$, which leads to the experimental determination of $F^{78}$ being the same order of magnitude as the determination using VIA.

3 Resolved contributions to the decay $\bar{B} \rightarrow X_{s,d}\ell^+\ell^-$

We now update our analysis of [5] using the new data on the second moment of the shape function $h_{17}$. In the case of the decay $\bar{B} \rightarrow X_{s,d}\ell\ell$ the relative contribution due to the interference of $O_1$ with $O_{7\gamma}$ is given at order $1/m_b$ by

$$F^{17}_{b\rightarrow s\ell\ell} = \frac{1}{m_b} \frac{C_1(\mu) C_{7\gamma}(\mu)}{C_{\text{OPE}}} c_c \int_{-\infty}^{+\infty} d\omega_1 J_{17}(q_{\text{min}}^2, q_{\text{max}}^2, \omega_1) h_{17}(\omega_1, \mu), \quad (3.1)$$

---

8This local term can be derived from the resolved contribution $O_c^\prime - O_{7\gamma}$, by neglecting the shape function effects and under the assumption that the charm quark mass is treated as heavy (see section 3.2 of Ref. [5]). It was shown that this local term derived in Refs.[22-25] does not fully account for the corresponding resolved contribution.
where the shape function \( h_{17} \) is the same one as in the decay \( \bar{B} \to X_s \gamma \) and the jet function is given by

\[
J_{17}(q^2_{\text{min}}, q^2_{\text{max}}, \omega_1) = \text{Re} \left( \frac{1}{\omega_1 + i \epsilon} \int_{q^2_{\text{min}}}^{q^2_{\text{max}}} \frac{d\pi \cdot q}{\pi \cdot q} \right) \omega_1
\]

\[
\left[ (\pi \cdot q + \omega_1) \left( 1 - F \left( \frac{m_c^2}{m_b(\pi \cdot q + \omega_1)} \right) \right) - \pi \cdot q \left( 1 - F \left( \frac{m_b^2}{m_b(\pi \cdot q + \omega_1)} \right) \right) \right].
\]

(3.2)

\( C_{\text{OPE}} \) is defined via the OPE result of the decay rate \( \Gamma_{\text{OPE}} \). \( F(x) \) is the penguin function defined in the previous section. The second penguin function is given by \( G(x) = 2\sqrt{4x - 1} \text{arctan}(1/\sqrt{4x - 1}) - 2 \).

For the analysis of the resolved contribution from the interference of \( O_1 \) and \( O_7 \) in the case of \( \bar{B} \to X_{s,d} \ell \ell \) we follow the same strategy as in the case of \( \bar{B} \to X_s \gamma \) and use the same base of functions. We also take the Wilson coefficients in the resolved contributions at the hard scale as our default value and explore the scale dependence by running down to the hard-collinear scale. The hard scale is the natural choice for the OPE results. We also use the same grid of input parameters and make a multi-parameter scan to find the extreme values of the convolution integral.

There are two features which are crucial to understand our results which we present below.

- First, due to the rather symmetric structure of the jet functions, in contrast to the \( \bar{B} \to X_s \gamma \) case, the various model functions lead to very similar extreme values of the convolution integral as we will see below. This feature is already manifest in the bottom of Figure 3, where some model functions are shown. Thus, using higher-order polynomials does not increase the uncertainties compared to the second-order polynomial used in the original analyses.

- Second, in the upper plot of Figure 3, two input values of the jet function, namely the charm and the bottom masses, \( m_c \) and \( m_b \), are varied within their 1\( \sigma \) uncertainties. As in the case of \( \bar{B} \to X_s \gamma \) one finds that larger \( m_c \) and smaller \( m_b \) values move the jet function to the right, outside the hadronic range. Thus, as in the case of \( \bar{B} \to X_s \gamma \) the convolution with the shape functions leads to larger values, if \( m_c = 1.14 \) and \( m_b = 4.61 \) GeV. However, in contrast to the \( \bar{B} \to X_s \gamma \) case, the jet function has a

---

9The OPE result of the decay rate is given by (see for more details Ref. [5])

\[
\Gamma_{\text{OPE}} = \frac{G_F^2 m_b^2}{32 \pi^3} |V_{tb} V_{ts}|^2 \frac{1}{3} \frac{\alpha}{\pi} \int \frac{d\bar{n} \cdot q}{\bar{n} \cdot q} \left( 1 - \frac{\bar{n} \cdot q}{m_b} \right)^2
\]

\[
\left[ C_{7, 7}^2 \left( 1 + \frac{1}{2} \frac{\bar{n} \cdot q}{m_b} \right) + (C_{7, 7}^2 + C_{10}^2) \left( \frac{\bar{n} \cdot q}{8 m_b} + \frac{1}{4} \left( \frac{\bar{n} \cdot q}{m_b} \right)^2 \right) + C_{7, 7} C_{9} \frac{3}{2} \frac{\bar{n} \cdot q}{m_b} \right]
\]

\[
\equiv \frac{G_F^2 m_b^2}{32 \pi^3} |V_{tb} V_{ts}|^2 \frac{1}{3} \frac{\alpha}{\pi} C_{\text{OPE}}.
\]
comparatively broad peak. Therefore the variation of the charm mass has a lower impact on the magnitude of the convolution integral in the $\bar{B} \rightarrow X_s \ell\ell$ case.

Figure 3. The top figure shows the jet (weight) function in the case $\bar{B} \rightarrow X_s \ell\ell$ for $m_c = 1.14 \text{GeV}$ and $m_b = 4.61 \text{GeV}$ (dashed-dotted, green) and for $m_c = 1.23 \text{GeV}$ and $m_b = 4.55 \text{GeV}$ (dotted blue) with a second order polynomial as shape function (solid, red). The bottom figure shows two shape functions which lead to the extreme values for the convolution. The polynomials are of order two (solid, red) and of order 4 (dotted, blue).
In order to systematically compare our results we define the parameter $\Sigma_{17}$ in view of Eq. (3.1)) via

$$F_{b-sl\ell}^{17} = \frac{1}{m_6} \frac{C_1(\mu)C_{7\gamma}(\mu)}{C_{\text{OPE}}} \Sigma_{17},$$

(3.3)

analogously to Eq. (2.1). Starting with the sum of Hermite polynomials of $n = 0$ and $n = 2$ (see Eq. 2.4) as model function for $h_{17}$ we find in our multi-parameter scan

$$-195 \text{ MeV} \leq \Sigma_{17} \leq -48 \text{ MeV} \quad (n \leq 2, \exp(-x^2)).$$

(3.4)

The lower bound is found with $\sigma = 320 \text{ MeV}$, with the zeroth moment $m_0 = 0.200 \text{ GeV}^2$ and with the second moment $m_2 = 0.030 \text{ GeV}^4$. This implies for the higher moments $m_4 = 0.009 \text{ GeV}^6$ and $m_6 = 0.005 \text{ GeV}^8$. The upper bound corresponds to the parameter set, $\sigma = 360 \text{ MeV}$, $m_0 = 0.200 \text{ GeV}^2$, and $m_2 = 0.270 \text{ GeV}^4$. The sum of Hermite polynomials up to order $n = 4$ leads to

$$-209 \text{ MeV} \leq \Sigma_{17} \leq -46 \text{ MeV} \quad (n \leq 4, \exp(-x^2)).$$

(3.5)

The lower bound corresponds to the parameter set, $\sigma = 300 \text{ MeV}$, $m_0 = 0.280 \text{ GeV}^2$, $m_2 = 0.030 \text{ GeV}^4$, and $m_4 = 0.040 \text{ GeV}^6$, the upper bound to $\sigma = 320 \text{ MeV}$, $m_0 = 0.200 \text{ GeV}^2$, $m_2 = 0.270 \text{ GeV}^4$ and $m_4 = 0.180 \text{ GeV}^6$. The sum of Hermite polynomials up to order 6 leads to a slightly larger interval for $\Sigma_{17}$:

$$-209 \text{ MeV} \leq \Sigma_{17} \leq -41 \text{ MeV} \quad (n \leq 6, \exp(-x^2)).$$

(3.6)

with the lower bound corresponding to the parameters $\sigma = 280 \text{ MeV}$, $m_0 = 0.280 \text{ GeV}^2$, $m_2 = 0.030 \text{ GeV}^4$, $m_4 = -0.060 \text{ GeV}^6$, and $m_6 = -0.120 \text{ GeV}^8$ and the upper bound to $\sigma = 360 \text{ MeV}$, $m_0 = 0.200 \text{ GeV}^2$, $m_2 = 0.270 \text{ GeV}^4$, $m_4 = 0.280 \text{ GeV}^6$, and $m_6 = 0.420 \text{ GeV}^8$. With an additional polynomial of degree 8 one finds a slightly smaller interval:

$$-201 \text{ MeV} \leq \Sigma_{17} \leq -43 \text{ MeV} \quad (n \leq 8, \exp(-x^2)).$$

(3.7)

The lower bound is obtained for $\sigma = 400 \text{ MeV}$, $m_0 = 0.280 \text{ GeV}^2$, $m_2 = 0.050 \text{ GeV}^4$, $m_4 = 0.100 \text{ GeV}^6$, $m_6 = 0.200 \text{ GeV}^8$, and $m_8 = 0.500 \text{ GeV}^{10}$, the upper bound for $\sigma = 300 \text{ MeV}$, $m_0 = 0.200 \text{ GeV}^2$, $m_2 = 0.270 \text{ GeV}^4$, $m_4 = 0.300 \text{ GeV}^6$, $m_6 = 0.400 \text{ GeV}^8$, and $m_8 = 0.600 \text{ GeV}^{10}$.

As in the case of $\bar{B} \to X_s\gamma$, we also use model functions with $\exp(-x^4)$ and $\exp(-x^6)$ suppression instead of a Gaussian ($\exp(-x^2)$). In that case we find slightly larger intervals for $\Sigma_{17}$. However, if we use the Hermite polynomials up to degree 4 with an $\exp(-x^4)$ we do not find a larger interval

$$-211 \text{ MeV} \leq \Lambda_{17} \leq -48 \text{ MeV} \quad (n \leq 4, \exp(-x^4)).$$

(3.8)

The lower bound corresponds to the parameter set, $\sigma = 660 \text{ MeV}$, $m_0 = 0.280 \text{ GeV}^2$, $m_2 = 0.030 \text{ GeV}^4$, $m_4 = 0.040 \text{ GeV}^6$, the upper bound to $\sigma = 800 \text{ MeV}$, $m_0 = 0.200 \text{ GeV}^2$, $m_2 = 0.270 \text{ GeV}^4$ and $m_4 = 0.140 \text{ GeV}^6$. With the Hermite polynomials up to degree 6 with an $\exp(-x^4)$ suppression, one obtains the largest interval:

$$-215 \text{ MeV} \leq \Sigma_{17} \leq -29 \text{ MeV} \quad (n \leq 6, \exp(-x^4)).$$

(3.9)
The corresponding parameter sets are $\sigma = 620 \text{ MeV}$, $m_0 = 0.280 \text{ GeV}^2$, $m_2 = 0.030 \text{ GeV}^4$, $m_4 = 0.060 \text{ GeV}^6$, and $m_6 = 0.060 \text{ GeV}^8$ for the lower bound and $\sigma = 740 \text{ MeV}$, $m_0 = 0.200 \text{ GeV}^2$, $m_2 = 0.270 \text{ GeV}^4$, $m_4 = 0.340 \text{ GeV}^6$, and $m_6 = 0.420 \text{ GeV}^8$ for the upper bound. If one uses a higher suppression, namely $\exp(-x^6)$ for example with a Hermite polynomial up to degree 4, one gets a slightly smaller interval again, namely

$$-215 \text{ MeV} \leq \Sigma_{17} \leq -52 \text{ MeV} \quad (n \leq 4, \exp(-x^6)),$$  \hspace{1cm} (3.10)

with $\sigma = 720 \text{ MeV}$, $m_0 = 0.280 \text{ GeV}^2$, $m_2 = 0.030 \text{ GeV}^4$, $m_4 = -0.300 \text{ GeV}^6$ for the lower bound and $\sigma = 740 \text{ MeV}$, $m_0 = 0.200 \text{ GeV}^2$, and $m_2 = 0.270 \text{ GeV}^4$, $m_4 = 0.200 \text{ GeV}^6$ for the upper bound.

Therefore the largest interval for $\Sigma_{17}$ is again found for a sum of Hermite polynomials with an $\exp(-x^4)$ suppression, which leads to a range $-215 \text{ MeV} \leq \Sigma_{17} \leq -29 \text{ MeV}$. However, all the other model functions used above lead to very similar results. Thus, adding higher-grade polynomials and using higher suppression factors has almost no effect in the $\bar{B} \to X_s\ell\ell$ case in contrast to the $\bar{B} \to X_s\gamma$ case. This effect can be regarded as a consequence of the rather symmetric jet function as anticipated at the beginning of this section. This also means that the effect of the second moment does not get partially compensated by the choice of more complicated model functions as it happens in the case of $\bar{B} \to X_s\gamma$. Therefore we get a sizable reduction of the interval by the second moment constraint: The interval found in the original analysis of $\bar{B} \to X_s\ell\ell$ in Ref. [5] was $-355 \text{ MeV} \leq \Sigma_{17} \leq +50 \text{ MeV}$.

Therefore the size of the interval found in our new analysis is by a factor two smaller. The impact of the constraint of the second moment is very large.

Furthermore, as in the case of $\bar{B} \to X_s\gamma$ there exists an additional $1/m_b^2$ correction in our formula which was neglected in Eq. 3.1 at order $1/m_b$. In order to take it into account we have to replace Eq. 3.1 by the following original one:

$$F_{17} = \frac{1}{m_b} C_1(\mu) C_{7\gamma}(\mu) \frac{C_{\text{OPE}}}{e_c} \text{Re} \int_{-\infty}^{+\infty} d\omega_1 \frac{d\vec{\rho} \cdot q}{\omega_1 + i\epsilon} \int d\vec{\rho} \cdot q \int d\omega \frac{(m_b + \omega)^3}{m_b^3} \left[ \begin{array}{c} \frac{1}{\omega_1} \left( \frac{\vec{\rho} \cdot q + \omega_1}{\vec{\rho} \cdot q + \omega_1} \right) \\ \frac{m_c^2}{(m_b + \omega)(\vec{\rho} \cdot q + \omega)} \\ \frac{m_c^2}{(m_b + \omega)(\vec{\rho} \cdot q + \omega)} \end{array} \right] g_{17}^o(\omega, \omega_1, \mu) \right].$$  \hspace{1cm} (3.11)

If we include the $1/m_b^2$ term we again find the extrema for $\Sigma_{17}$ for almost the same parameters as in the corresponding cases without the $1/m_b^2$ correction. Using a Gaussian suppression in the model function the largest interval is found for the sum of Hermitian polynomials up to degree 6 which leads to the largest interval:

$$-259 \text{ MeV} \leq \Sigma_{17} \leq -28 \text{ MeV}.$$  \hspace{1cm} (3.12)

\footnote{We note that the factor $e_c$ was not included in $\Sigma_{17}$ in Ref. [5], so in section 6.1 of that reference one finds the interval $-532 \text{ MeV} \leq \Sigma_{17} \leq +75 \text{ MeV}$.}

\footnote{For the precise limits of integration we refer the reader to the discussion in Section 6.1 of Ref. [5].}
If one chooses an $\exp(x^{-4})$ suppression, the polynomial of degree 6 leads to the maximal result

$$-268 \text{ MeV} \leq \Sigma_{17} \leq -6 \text{ MeV}. \quad (3.13)$$

We note that this $1/m_2^2$ effect which belongs to the $O_1 - O_7$ contribution was not included in the original analysis of Ref. [5].

Finally, the shape functions which lead to extreme convolutions with the jet functions do all have relatively small higher moments because large higher moments correspond to shape functions with maxima close to the hadronic limits. Therefore the additional assumption on the higher moments used in the case of $\bar{B} \to X_s \gamma$ in the recent analysis [9], namely that the values of the fourth and the sixth moment are between $-0.3 \text{ GeV}^4$ and $0.3 \text{ GeV}^6$ and between $-0.3 \text{ GeV}^8$ and $0.3 \text{ GeV}^8$, respectively, are fulfilled automatically in almost all cases. Just the model function with $n \leq 6$ and $\exp(-x^4)$ which leads to the largest interval has slightly larger $m_4$ and $m_6$ momenta for the upper bound – as mentioned below Eq. 3.9. Thus, if these constraints will actually be established in future analyses, the upper bound will slightly move down from $-29 \text{ MeV}$ to $-36 \text{ MeV}$ (if the $1/m_2^2$ correction are not included). This means these additional assumptions have almost no impact on our final result in the case of the decay $\bar{B} \to X_s \ell \ell$. In contrast, the jet function in the $\bar{B} \to X_s \gamma$ case is peaked and asymmetric; thus, maxima of the shape function at the border of the hadronic range lead to larger convolutions with this jet function and this leads to larger higher moments of the shape functions. This explains the large impact of the additional assumptions found in the $\bar{B} \to X_s \gamma$ case.

Summary: We found the new conservative estimate for $\Sigma_{17}$ at order $1/m_b$ given in Eq. 3.9, namely $-220 \text{ MeV} \leq \Sigma_{17} \leq -30 \text{ MeV}$. This result translates into the following relative uncertainty of the decay rate of $\bar{B} \to X_s \ell^+ \ell^-$ via Eq. 3.3:

$$\mathcal{F}_{b \to s \ell \ell}^{17} \equiv \mathcal{F}_{b \to s \ell \ell}^{17} \in [+0.3\%, +2.1\%], \quad (3.14)$$

which is more than a factor two smaller than the uncertainty of our original analysis in Ref. [5], namely $\mathcal{F}_{b \to s \ell \ell}^{17} \equiv \mathcal{F}_{b \to s \ell \ell}^{17} \in [-0.5\%, +3.4\%]$. Including the large additional $1/m_2^2$ contribution, given in Eq. 3.13, $-270 \text{ MeV} \leq \Sigma_{17} \leq -10 \text{ MeV}$, we arrive at our final result:

$$\mathcal{F}_{b \to s \ell \ell}^{17} \equiv \mathcal{F}_{b \to s \ell \ell}^{17} \in [+0.1\%, +2.6\%]. \quad (3.15)$$

Our results are rather independent from the specific choice of the degree of the polynomial and of the suppression function used. Moreover, the assumptions on higher moments used in the case of $b \to s \gamma$ in the recent analysis of Ref. [9] have almost no impact on our result. We showed that both features are consequences of the specific form of the jet function.

Regarding scale variations in our final result, all remarks made in the $\bar{B} \to X_s \gamma$ case also apply in this case.

The two other resolved contributions at order $1/m_b$ due to the interference $O_{7\gamma} - O_{8g}$ and $O_{8g} - O_{8g}$ were estimated in our original analysis in ref. [5] to $\mathcal{F}_{b \to s \ell \ell}^{78} = [0\%, 0.1\%]$ and $\mathcal{F}_{b \to s \ell \ell}^{88} = [0\%, 0.5\%]$, respectively. Adding the three contributions by using the scanning
method, we arrive at the final result for all resolved contributions at order \(1/m_b\) (including the additional \(1/m_b^2\) piece within \(\mathcal{F}^{17}\)):

\[
\mathcal{F}^{1/m_b}_{b\to s\ell\ell} \in [0.1\%, 3.2\%].
\]  

As was already emphasized in our original analysis, there are subleading contributions due to the interference of \(\mathcal{O}_{9,10}\) and \(\mathcal{O}_1\) at order \(1/m_b^2\) which are numerically relevant due to the large ratio \(C_{7,7}/C_{9,10}\) and which will be presented in Ref. [21].

The necessary modifications for the \(\bar{B} \to X_d\ell\ell\) decay can be found in Refs. [8, 20].

4 Final summary and conclusions

The nonlocal power corrections to the decays \(\bar{B} \to X_s\gamma\) and \(\bar{B} \to X_s,d\ell\ell\) represent the largest uncertainties (around \(\pm 5\%\)) of the theoretically clean inclusive penguin modes [6–8]. These resolved contributions had been estimated using soft-collinear effective theory (SCET) for the \(\bar{B} \to X_s\gamma\) in Ref. [1] and for the \(\bar{B} \to X_s\ell\ell\) case in Ref. [5]. The largest resolved contribution in both cases is due to the interference of the effective operators \(\mathcal{O}_1\) and \(\mathcal{O}_{7,7}\).

The resolved contributions are given by convolution integrals of a so-called jet function, characterizing the hadronic final state \(X_s\) at the intermediate hard-collinear scale \(\sqrt{m_b\Lambda_{\overline{MS}}}\), and of a soft (shape) function at scale \(\Lambda_{\overline{MS}}\) which is defined by an explicit non-local heavy-quark effective theory (HQET) matrix element while the hard contribution at the scale \(m_b\) is factorized into the Wilson coefficients. Knowing the explicit form of the HQET matrix element one derives general properties of this shape function and uses model functions with all these properties to estimate the convolution integral with the perturbatively calculable jet function.

In the two original analyses of the most important resolved contribution of \(\mathcal{O}_1 - \mathcal{O}_{7,7}\) [1, 5] only polynomials of second order with a Gaussian suppression were used as model functions for the shape functions. Their parameters were scanned in order to find the most conservative estimate for the convolution integral with the corresponding jet functions.

In a recent analysis in Ref. [9] the authors offered a reevaluation of this resolved contribution in the case of \(b \to s\gamma\). They derived a new constraint on the second moment of the corresponding shape function and then made a systematic analysis of model functions based on a complete basis of functions using the Hermite polynomials. Using additional assumptions on higher moments, they found the uncertainty due to this resolved contribution of \(\mathcal{O}_1 - \mathcal{O}_{7,7}\) reduced by a factor three.

In our present analysis of this resolved contribution to the \(\bar{B} \to X_s\gamma\) and also to the \(\bar{B} \to X_s\ell\ell\) decay, we followed the same strategy of a systematic analysis and also used the additional constraint on the second moment. We found only a modest reduction in the case \(\bar{B} \to X_s\gamma\) and a reduction by a factor two in the case \(\bar{B} \to X_s\ell\ell\). We explicitly worked out the difference of our result compared to the recent analysis of the \(\bar{B} \to X_s\gamma\) case in Ref. [9]. First, the authors of the recent analysis in Ref. [9] used assumptions on
higher moments which may be determined in the future only. We only relied on established constraints. Second, we included the large $1/m_b^2$ contribution which directly originates from the resolved contribution $\mathcal{O}_1 - \mathcal{O}_{7\gamma}$ and which was also included in the original analysis in Ref. [1]. However, this term was dropped in the recent analysis in Ref. [9]. Third, we take into account the charm mass dependence via a change of the hard-collinear scale. Fourth, we explore the full space of functions given by the Hermite polynomials and also used polynomials with suppression factors $\exp(-x^4)$ or $\exp(-x^6)$. Such functions can be expressed in terms of the original basis given in Eq. 2.4 which was suggested for a systematic analysis in Ref. [9].

In contrast to the $\bar{B} \to X_s \gamma$ case we found that the additional constraint on the second moment – established in the recent analysis in Ref. [9] – has a noticeable impact in the $\bar{B} \to X_s \ell\ell$ decay. It leads to a reduction of the uncertainty due to $\mathcal{O}_1 - \mathcal{O}_{7\gamma}$ by a factor of two compared to the result in our original analysis [5]. We also identified the reasons which lead to these different results in the two penguin modes. First, the jet function in the $\bar{B} \to X_s \ell\ell$ case is symmetric and has a broader peak. Therefore, the choice of higher-order polynomials has no impact on the convolution integral, while in the $\bar{B} \to X_S \gamma$ case the reduction due to the second moment constraint gets partially compensated by the choice of higher-order polynomials. The special features of the jet function in the $B \to X_s \ell\ell$ case also implies that the charm dependence is less pronounced. The assumptions on the higher moments on the shape function have no impact either, since they are automatically fulfilled. Finally, we mention that we also estimated the large $1/m_b^2$ term in the $\mathcal{O}_1 - \mathcal{O}_{7\gamma}$ contribution to the $\bar{B} \to X_s \ell\ell$ decay which we now included in the final result.

We found a large scale ambiguity in the final results. The only scale in our resolved contribution is within the hard function, represented by the Wilson coefficients. Therefore we have chosen the hard scale for the Wilson coefficients as our default value. If we run down the LO Wilson coefficients, i.e. $C_1(\mu)$, $C_{7\gamma}(\mu)$ in the $\mathcal{O}_1 - \mathcal{O}_{7\gamma}$ term, to the hard-collinear scale, the result increases by more than 40%. There is no strict argument here that this specific scale variation in our result can be connected to an estimate of the unknown NLO corrections. However, this observation calls for a calculation of the $\alpha_s$ corrections and RG resummation. We found that the charm dependence of our result in the $\bar{B} \to X_s \gamma$ case is very pronounced. A calculation of the $\alpha_s$ corrections would also allow to control the charm mass dependence of our result.

We conclude that the nonperturbative nonlocal corrections to the $\bar{B} \to X_s \gamma$ decay still represents the largest uncertainty in this decay mode. In the case of the $\bar{B} \to X_s \ell\ell$ decay we found a reduction by factor two of the uncertainty due to the new second moment constraint at order $1/m_b$. However, the calculation of the relevant resolved contributions to the $\bar{B} \to X_s \ell\ell$ is not complete yet. There are subleading contributions due to the interference of $\mathcal{O}_{9,10}$ and $\mathcal{O}_1$ at order $1/m_b^2$ which are numerically relevant due to the large ratio $C_{7\gamma}/C_{9,10}$ and which will be presented in Ref.[21].

As already discussed by the authors of Ref. [9], further improvements might be possible in the near future. More accurate and new determinations of HQET parameters using future data of the Belle-II experiment and lattice QCD will allow to determine the moments of the subleading shape function $h_{17}$ more accurately and will allow to reduce the error.
due the resolved contributions within the two inclusive penguin decays. However, this is a difficult task because determinations of higher moments rely on the so-called Lowest-Lying State Approximation (LLSA) and the natural scale of higher moments are given by powers of $\Lambda_{\text{QCD}}$. But new determinations at the level of the assumption made in Ref. [9] will have no impact on the uncertainty due to the $O_1 - O_7$ piece in the $\bar{B} \to X_s \ell\ell$ – as shown in the present analysis.
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