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Abstract

We analyze a family of fourth-order non-linear diffusion models corresponding to local approximations of four-wave kinetic equations of weak wave turbulence. We focus on a class of parameters for which a dual cascade behavior is expected with an infrared finite-time singularity associated to inverse transfer of waveaction. This case is relevant for wave turbulence arising in the nonlinear Schrödinger model and for the gravitational waves in the Einstein’s vacuum field model. We show that inverse transfer is not described by a scaling of the constant-flux solution but has an anomalous scaling. We compute the anomalous exponents and analyze their origin using the theory of dynamical systems.

Keywords: wave turbulence, inverse cascade, differential models, anomalous scaling, kinetic theory

\textsuperscript{\ddagger}Supplementary material for this article is available online

(Some figures may appear in colour only in the online journal)

1. From kinetic equations to non-linear diffusions

Single cascade and second-order diffusions. The differential approximation model (DAM) introduced by Cecil Leith in the context of two-point spectral closures for fully-developed

\textsuperscript{\dagger}Author to whom any correspondence should be addressed.
homogeneous isotropic turbulence [1] provides a class of tractable models with two desirable features: (i) compatibility with thermodynamics, that allows both for the Lee equilibrium states [2] and the Kolmogorov cascade solutions to emerge and (ii) connection to kinetic equations, e.g. spectral closures featuring integro-differential approximations under a Markovian approximation are known to reduce to non-linear diffusions when interactions are restricted onto well-chosen subclasses of local triads [1, 3, 4]. Leith’s approximation can be thought of as a type of non-linear Fourier law, where the energy flux is written as a non-linear function of the energy spectrum and of its spectral derivative. As such, the approximation is of second-order and it provides a flexible framework to address fluid systems whose physics can be reduced to single conservation laws. While Leith’s original model is too crude to produce quantitatively precise results for strong turbulence [5], it describes robust qualitative features of turbulence beyond the properties that are hardwired into it, e.g. the Kolmogorov and the thermodynamic steady states. In particular, the model has a stationary solution in the form of a mixed Kolmogorov-thermodynamic state—the so-called ‘warm cascade’ [6]. Further, its generalization has proven fruitful to get qualitative insights in various turbulent settings. For atmospheric turbulence, it was used to substantiate the origin of the Nastrom–Gage spectrum of atmospheric turbulence in terms of a dual cascade state, involving energy and enstrophy flowing through a common inertial range of scales [7, 8]. Another salient generalization of Leith model coupling superfluid and normal-fluid components via a mutual friction has allowed to unveil interesting new scaling states relevant for superfluid turbulence [9, 10]. Besides, Leith type models also found relevance in the context of passive transport and wave turbulence [11], where they have proven useful to address non-stationary dynamics.

Among salient features, second-order models with finite capacity are now known to feature self-similar finite-time blow-up with anomalous scaling; this observation holds true for a wide class of systems [11] including the original Leith model [6], but also systems featuring inverse cascade behavior [12]. What makes the diffusion approximation particularly valuable is the fact that unlike other classes of closures [13, 14], the diffusion structure allows for the mathematical analysis of the anomalous transients. In particular, it was recently found that those can be analyzed in terms of self-similar solutions of the second-kind [15], where a self-similar profile develops in finite time over an infinite range of scales, featuring a sharp front on one side and an anomalous algebraic decay on the other side of the spectral range.

Dual cascades and fourth-order diffusions. Generalized DAM describing single-conservation laws can be heuristically derived from dimensional analysis [16] to gain insights on the behavior of the relevant kinetic equations. An obvious shortcoming of such second-order DAM is their inability to address dual cascade scenario—a building block of wave-turbulence. To model systems with two conservation laws within a diffusion approximation, one has to rely on another class of DAM, later referred to as fourth-order models. Beyond the case of two-dimensional (2D) turbulence [17], fourth-order DAM find applications in wave systems relevant for classical fluids, e.g. gravity waves on waver surface [18]. Non-classical examples include Kelvin waves on quantized vortex lines [19], gravitational waves (GW) [20], waves in fuzzy dark matter [21] or Bose–Einstein condensates (Bose–Einstein condensates (BEC)) [22].

Recently, it was suggested that self-similar solutions of the second kind could also prove relevant to describe blow-up condensation scenarios in a class of fourth-order diffusion [22], which include as physical examples both the GW and wave turbulence in BEC described by the nonlinear Schrödinger (NLS) equation. In the case of GW, the relevance of self-similar solutions and anomalous scaling was suggested [12] from the analysis of a companion second-order DAM following the general approach described in references [11, 23]. Construction of
relevant second-order DAM is however not necessarily unambiguous: in particular, the reduction strategy from fourth to second order is likely to produce nonphysical results, a feature previously observed in the context of 2D turbulence [17, 24]. Beyond numerical observations and analogies, it remains therefore unclear whether a proper dynamical system analysis can be extended to fourth-order systems, to provide precise characterization of finite-time blow-ups. In the present paper, we study such a finite-time blow-up using numerical simulations of the fourth-order DAM, and characterize its properties in terms of a self-similar ansatz; this allows to reduce the problem to the analysis of a four-dimensional (4D) dynamical system.

The organisation of the paper is as follows. In section 2, we present a one-parameter family of DAM, which provide fourth-order approximations of the wave kinetic equation for four-wave (2 → 2) interactions, and prove in particular relevant for GW and waves in the NLS model.

Section 3 focuses on the three-dimensional (3D) GW and the 3D NLS cases; We describe numerical simulations of the evolution problem with compact supported initial spectra, revealing finite time blow-ups at the infrared front, characterized by anomalous spectral exponents.

In section 4, we discuss the anomalous scaling in terms of simplified second-order DAM and self-similar solutions of the second-kind. In section 5, we extend the approach to the fourth-order case. We characterize the anomalous exponent in terms of a nonlinear eigenvalue problem, and formulate the problem in terms of bifurcation analysis within an autonomous 4D dynamical system. In section 6, we employ numerical continuation algorithms to explicitly determine the anomalous exponent, in particular for, but not limited to, the 3D GW and the 3D NLS models. Section 7 exposes concluding remarks.

2. The fourth-order model

2.1. The model and notations

In the present paper, we will study the fourth-order DAM that describes the conservation of the waveaction density (spectrum) $N(\omega, t)$ in frequency space as

$$\partial_t N + \partial_\omega Q = 0, \quad \text{with} \quad Q(\omega, t) := -\partial_\omega K, \quad \text{and} \quad K(\omega, t) := \omega^{5-r} N^{4/3} (\omega N^{-1})^2. \quad (1)$$

The coefficient $r = d/\alpha - 1$ is a physical parameter involving the spatial dimension $d$ and the exponent $\alpha$ associated to the dispersion relation of the interacting waves (see next paragraph for examples). The system (1) is a fourth-order approximation, as the flux is written as a nonlinear Fourier law involving up to the third-derivative of the waveaction spectral density $N$. The resulting dynamics involves terms up to the fourth derivative of $N$, hence the name. In previous works, the same equation is sometimes found written in terms of the $d$-dimensional $k$-space waveaction spectrum $n(k, t)$. The $\omega$-space density is used when the spectrum is isotropic, i.e. independent of the direction of $k$; it relates to the $d$-dimensional spectrum through integration over the angular directions in $k$-space and multiplying by the Jacobian $|\partial k/\partial \omega|$, where the function $\omega(k, \alpha) \propto k^\alpha$ (with $k = |k|$) specifies the dispersion relation for the wave frequency in terms of the wave vector length and coefficient $\alpha$. This gives

$$n(k, t) \propto \omega^{4-d/\alpha} N(\omega). \quad (2)$$
2.2. Interpretation: local approximation to kinetic equations

System (1) describes a one-parameter family of DAM depending upon the coefficient $r := d/\alpha - 1$. The model connects to the four-wave kinetic equation

$$
\partial_t n(k, t) = \int_{\mathbb{R}^d} dk' dk'' dk''' |T_{k k k'}|^2 n_n n_n' \left( \frac{1}{n} + \frac{1}{n} - \frac{1}{n} \right)
$$

(3)

$$
\delta(\omega + \omega_k - \omega_k') \delta(k + k - k' - k')
$$

with frequency $\omega = k^\alpha$ and interaction coefficient $T_{k k k'} = T(k, k, k', k')$ is a homogeneous function of degree $\gamma$: $T(\lambda k, \lambda k, \lambda k', \lambda k') = \lambda^{\gamma} T(k, k, k', k')$ for any $\lambda > 0$. Assuming statistical isotropy, $n(k) \equiv n(k)$, as well as a strong localisation of $T_{k k k'}$ on neighboring wavenumbers with $k \approx k \approx k' \approx k'$, the kinetic equation (3) becomes the slightly generalized two-parameter version of equation (1) [16],

$$
\partial_t N + \partial_x Q = 0, \quad \text{with} \quad Q(\omega, t) := - \partial_x K, \quad \text{and} \quad K(\omega, t) := e^{\alpha \cdot 2 \gamma N^4 \delta(\omega) (\omega N^{-1})},
$$

(4)

where $g = \gamma/\alpha$. Then, equation (1) is obtained by restricting to the case $g = \gamma = 0$: it is in particular relevant for the GW turbulence in the Einstein vacuum model, as well as the NLS wave turbulence, with application both in nonlinear optics and BEC. Below, we will focus on the systems with $\gamma = g = 0$, but for completeness we present a list of examples including finite $g$ cases in table 1.

2.2.1. KL vs KZ solutions. System (4), which includes system (1) as a special case, is explicitly written in the form of a conservation law for the waveaction $N$, but it also implies conservation of the energy $E := \omega N$. Indeed, straightforward algebraic manipulations lead to

$$
\partial_t E + \partial_x P = 0 \quad \text{with} \quad P := K + \omega Q.
$$

(5)

This formulation is naturally equivalent to the formulation of equation (4). Yet, one interesting feature of the fourth-order DAM (4) and (5) is the fact that they truly mimic the physics of dual-cascade systems. At an elementary level, this can be seen from the observation that they feature four different types of pure scaling steady solutions $N \propto \omega^{-\gamma}$. The first type are the equilibrium states with $P = Q = 0$ leading to

$$
x = x_N = -r \quad \text{(Equipartition of $N$)}, \quad \text{or} \quad x = x_E = 1 - r \quad \text{(Equipartition of $E$)},
$$

(6)

respectively. These solutions are asymptotics of a more general Kraichnan–Lee (KL) equilibrium solution $N = \omega^\gamma/(A\omega + B)$ with $A, B = \text{const}$, also known as Rayleigh–Jeans in the wave

Table 1. List of relevant parameters in examples of four-wave turbulent systems.

| System | $d$ | $\alpha$ | $\gamma$ | $r$ | $g$ |
|--------|-----|---------|---------|-----|-----|
| Deep water surface gravity waves [16] | 2 | $\frac{1}{4}$ | 0 | 3 | 6 |
| Self-gravitating dark matter [21]  | 2 or 3 | 2 | $-\frac{1}{2}$ | 0 or $\frac{1}{4}$ | -1 |
| Bose–Einstein condensates (NLS) [16] | 2 or 3 | 2 | 0 | 0 or $\frac{1}{4}$ | 0 |
| Gravitational waves in vacuum [12, 20] | 2 or 3 | 1 | 0 | 1 or 2 | 0 |
turbulence literature \cite{16, 25}. The other types are the Kolmogorov–Zakharov (KZ) stationary solutions corresponding to the constant fluxes of energy and waveaction respectively:

\[ N = C_P \omega^{-x_P} \quad \text{and} \quad N = C_Q(-Q)^{1/3} \omega^{-x_Q} \]  

(7)

with exponents

\[ x = x_P = 1 + 2g/3 \ (Q = 0, P \neq 0) \quad \text{and} \quad x = x_Q = 2/3(1 + g) \ (Q \neq 0, P = 0) \]  

(8)

and dimensionless (KZ) constants \( C_P \) and \( C_Q \).

The pure direct cascade and the pure inverse cascade power law spectra can in principle be realized only if they correspond to the flux directions \( Q < 0 \) and \( P > 0 \) compatible with the standard arguments of the Fjortoft type \cite{16}. This condition is satisfied if and only if \( 2 - 3d/2 \alpha < g \) which is true for the GW, the 3D NLS and the deep water gravity waves, but fails for the waves in self-gravitating dark matter and 2D NLS. When this condition fails, the pure cascade states cannot be realized and mixed cascade-thermodynamic (‘warm cascade’) states are expected.

Even though the KZ scalings were ‘built into’ the fourth order DAM, the latter have predictive power beyond these scalings and, for instance, give predictions for the constant pre-factors of the KZ spectra \cite{17}. Indeed, substituting the two spectra (7) into the expressions of the respective fluxes and taking the ratio of the resulting equations, we get

\[ \frac{C_P^3}{C_Q^3} = \frac{(r + 2/3 + 2g/3)(r - 1/3 + 2g/3)}{(r + 1 + 2g/3)(r + 2g/3)} \]  

(9)

Note that, to be fully predictive, the right-hand side of the model (4) should contain an order-one pre-factor which depends on a specific wave system. Such a pre-factor however drops out from the ratio \( C_P/C_Q \), and in particular, we get \( C_P/C_Q = 0.638 \) for the 3D NLS, \( C_P/C_Q = 0.905 \) for the 3D GW and \( C_P/C_Q = 0.970 \) for the deep water gravity wave turbulence.

3. Numerical simulations of the fourth-order DAM

In the present work, we restrict our attention to freely evolving wave turbulence (without forcing or/and dissipation). Here, we use the numerical simulations of the fourth-order DAM (1) to characterize the free evolution of an initial condition that features initial compact support around a frequency \( \omega_i \) in frequency space. Such initial condition has finite energy and waveaction, \( \int \omega N d\omega, \int N d\omega < \infty \), and as such, the system could, in principle, propagate the waveaction toward \( \omega \to 0 \) through a constant-flux solution, as the corresponding scaling \( N \sim \omega^{-2/3} \) entails finite-capacity on the infra-red end, that is \( \int_0^\infty N < \infty \). The compact initial condition cannot, however, sustain a direct cascade toward \( \omega \to \infty \): the latter indeed entails the scaling \( N \sim \omega^{-1} \) on the ultra-violet side \( \omega \to \infty \), and this scaling requires an infinite physical space density of waveaction for the spectrum to extend up to \( \omega \to \infty \).

To perform numerics of DAM, it is important to take extra care of the tendency to form sharp propagating fronts with discontinuous derivatives which typically lead to numerical blow-up when a simple differentiation scheme is used. To tackle this obstacle, we rely on smooth noise-robust differentiators, and use a log-discretization in the frequency space to allow for extended computational range. Further technicalities related to our numerical methods are described in appendix C.1. The numerical results shown in figure 1 reveal that the waveaction apparently
Figure 1. Numerical simulations for the fourth-order DAM: spectra and fluxes. Spectra (left) and fluxes (right) obtained from direct numerical simulations of (a) the 3D GW, and (b) the 3D NLS, starting from the narrow Gaussian profile about $\omega = 10^{12}$ displayed in red. The insets in the left panels show the position of the left front against time, revealing finite-time blow-up. See also videos online at http://stacks.iop.org/JPA/55/015702/mmedia.

cascades toward the infra-red end and exhibits scaling close to 2/3. This corresponds to constant flux solutions, and the direction of the cascade is indeed compatible with the heuristics of section 2. One also observe that the waveaction reaches $\omega \to 0$ in finite time $t_\star$. For the same initial condition, the blow-up time $t_\star$ is ten times smaller in the 3D GW case than in the 3D NLS case, as shown in the insets within the left panels of figure 1.

Closer inspection however reveals that those finite-time transients are anomalous: the fluxes converge toward a profile which is not a constant but rather an increasing function of $\omega$, as shown in the right panels of figure 1. The compensated spectra shown in figure 2 reveal small deviations from pure scaling solutions. Instead of the $2/3$ KZ scaling, the numerics feature the behavior $N \sim \omega^{-x_\star}$, with $x_\star \simeq 0.656$ for the GW and $x_\star \simeq 0.659$ for the 3D NLS. In both cases, the deviations to pure KZ scaling is small (1.6% and 1.2% respectively), but measurable. Besides, the infra-red blow-up is algebraic. The front reaches $\omega = 0$ following the apparent power-laws $\propto (t_\star - t)^b$ with $b \simeq 3.145$ in the 3D GW case and $b \simeq 3.214$ in the 3D NLS case. The remainder of the paper aims at characterizing such anomalous scalings.

Out of the four-wave systems listed in the table, we choose to study only the GW, the 3D NLS and the systems with $g = 0, d = 3$ and $1/2 < \alpha < 9/4$, in particular including the gradual transition from the GW ($\alpha = 1$) to the 3D NLS ($\alpha = 2$) systems. We do not here study the deep water GW as this system does not have finite capacity at the infra-red end, and therefore does
Figure 2. Numerical simulations for the fourth-order DAM: compensated spectra and fluxes. Same as figure 1, but this time the spectra and the fluxes are suitably compensated with carefully chosen exponents $x^* \approx 0.656$ for GW and $x^* \approx 0.659$ for NLS, and shown in log-lin coordinates. The insets in the left panels show the position of the left front against time $t_e - t$ in log–log coordinates. See also videos online.

not exhibit an anomalous inverse cascade scaling. Also, we do not study the waves in the self-gravitating dark matter because, as we argued earlier, it has an ordering of the exponents of the stationary power-law solutions inconsistent with the Fjortoft dual cascade argument, meaning that they correspond to a different class in which ‘warm cascades’ are expected.

4. Deficiency of the reduction to second-order DAM

The anomalous scalings observed in figure 2 are reminiscent of behaviors previously observed in second-order DAM [6, 11]. In particular, existence of anomalous transients for the 4th-order DAM for the GW turbulence combined with algebraic finite-time blow-up was suggested from the theoretical and numerical analysis of a companion second-order DAM [11, 26]. Such reduction to second-order DAM can be derived heuristically by engineering the waveaction flux to (i) feature one derivative only, (ii) feature homogeneity $\propto N^3$ as the fourth-order DAM, (iii) yield constant-flux scaling $\propto \omega^{-2/3}$ and (iv) yield equilibrium scaling matching either equipartition of $E$ or $N$ or energy flux.

This scheme prescribes the one-parameter family of second-order DAM

$$\partial_t N + \partial_\omega Q = 0 \quad \text{with} \quad Q := -\omega^{3+\rho} N^2 \partial_\omega N \omega^{-\rho}.$$  

(10)
By construction, the model has constant flux solution $N \sim \omega^{-2/3}$, and equilibrium solutions $N \sim \omega^\rho$. Constant $\rho$ represents an effective dimension, whose value determines the complementary equilibrium scaling. The three relevant choices for $\rho$ are $\rho = r$ (waveaction equipartition), $\rho = r - 1$ (energy equipartition) or $\rho = -1$ (constant energy flux). The crucial observation is that among those three choices, only the third choice $\rho = -1$ is compatible with inverse cascade of waveaction $N = C\omega^{-2/3}$ with $C > 0$. This comes from the fact that the associated flux is $Q = C^3(\rho + 2/3)$—negative only provided $\rho < -2/3$. For both the GW and the 3D NLS, the solutions $\rho = r$ and $\rho = r - 1$ do not fulfill this condition. This means that both the GW and the 3D NLS reduce to the same second-order DAM:

$$\partial_t N + \partial_\omega Q = 0, \quad \text{with} \quad Q := -\omega^2 N^2 \partial_\omega (N \omega). \quad (11)$$

As such, the reduction from fourth to second-order model simplifies the system but cannot explain the weak but measurable difference between the anomalous scalings observed in the GW and the 3D NLS systems. Indeed, the investigation of equation (11) reveals existence of anomalous transients $N \sim \omega^{-x^*}$; the anomalous scaling is $N \sim \omega^{-0.65169}$, only about 2% shallower than KZ, but clearly distinguishable from it in numerics [12]. While the anomalous scaling qualitatively matches the observations for the fourth-order DAM, it does not quantitatively correspond to either of the scalings observed in figure 2. We note that the anomalous scaling in the second-order DAM was previously elucidated [12], and we recall its origin in appendix A.

Another obvious deficiency of the second-order model is seen at the level of the stationary KZ solutions: one can easily check that the second-order DAM predicts equal values of the KZ constants, e.g. $C_P = C_Q$. This is unlike the more realistic fourth-order DAM, which predicts different values of the KZ constants ($C_P = 0.638C_Q$ for the 3D NLS and $C_P = 0.905C_Q$ for the 3D GW), as seen from equation (9). Those undesired deficiencies of the second-order model motivate the detailed investigation of the fourth-order DAM.

5. Anomalous transients as a self-similarity of the second-kind

5.1. The nonlinear eigenvalue problem

We now look for self-similar solutions of the second-kind, which feature a self-similar profile $F$ invading the full infra-red range in finite time $t < t^*$: introducing the propagating front $\omega_*$ and the self-similar variable $\eta := \omega/\omega_*$, those solutions take the form

$$N(\omega, t) = \omega_*^b F(\eta) \quad \text{with} \quad \omega_* \propto (t_*^* - t)^b, \quad b > 0$$

and the boundary conditions $F(\eta) \to 0$ ‘sufficiently smoothly’ and $F(\eta) \sim \eta^{-x^*}$. \(12\)

Here, ‘sufficiently smoothly’ means that we select a physically relevant solution such that at the front, where the spectrum vanishes, the fluxes of the waveaction and the energy also vanish (see more about this condition below). The power law asymptotics at the ultra-violet side is an expected feature of self-similar solutions of the second type: finding the power index $x = x_*$ such that the solution satisfies the boundary conditions at both ends constitutes the ‘nonlinear eigenvalue problem’ [6, 11, 15, 27, 28].

We recall that the coefficient $r$ depends on the physical parameters as $r := \alpha - 1$. The condition that $F \sim \eta^{-x}$ must be a valid asymptotic solution for large $\eta$ requires $a = -x$. The finite-time convergence of the front toward $\omega \to 0$ requires non-negativity of the coefficient
$b > 0$. The specific expression of $b$ is obtained by inserting the Ansatz (12) into the fourth-order system (1) and requiring that the time variable drops out of the resulting equation; this gives
\[ b = \frac{1}{2x - 1} > 0. \] (13)

and implies in particular $x > 1/2$. The procedure then also yields the fourth-order ordinary differential equation for $F$
\[ b(xF + \eta \partial_\eta F) = \partial_{\eta\eta} \left( \eta^{x - r} F^4 (\eta^r F^{-1}) \right). \] (14)

We define the anomalous value $x_*$ as the exponent allowing to solve (14) with suitable two-end boundary conditions mentioned above. To specify those in more detail, let us slightly abuse notations to introduce the self-similar fluxes
\[ Q(\eta) := - \partial_\eta K, \quad P(\eta) := K + \eta Q \quad \text{where} \quad K(\eta) := \eta^{x - r} F^4 (\eta^r F^{-1}) . \] (15)

Further, let us denote $G = F'$. On the ultraviolet end, algebraic decay $F \sim \eta^{-x}$ prescribes
\[ F, G, P, Q \to 0 \quad \text{as} \quad \eta \to \infty. \] (16)

Note also that for $x > 1/2$, scaling solutions $F \sim \eta^{-x}$ the ratio of the rhs of (14) to each of the terms on the lhs asymptotically vanishes as $\eta \to \infty$, so they are indeed valid asymptotic solutions (see appendix D.2).

On the infrared end $\eta \to 1$, we seek solution in form $F \to C(\eta - 1)^\mu$ for some positive constants $C$ and $\mu$. This expression provides an asymptotic solution of equation (14) with vanishing fluxes $P$ and $Q$ if $\mu = 3/2$ and $C = \sqrt{3b}/75$. This can be seen by the direct substitution of such a form into equation (14), applying the conditions $P = Q = 0$ at $\eta = 1$, and retaining the leading order in the expansion in small $(\eta - 1)$ (see appendix D.1). Thus we have
\[ F \to C(\eta - 1)^{3/2}, \quad G \to \frac{3}{2} C(\eta - 1)^{1/2}, \quad P, Q \to -\frac{75}{8} C^3 (\eta - 1)^{3/2} \quad \text{as} \quad \eta \to 1. \] (17)

hence implying the sharp front behavior
\[ F, G, P, Q \to 0 \quad \text{as} \quad \eta \to 1. \] (18)

5.2. Reduction to four-dimensional autonomous system

To analyze solutions of equation (14), we now introduce the rescaled variables $f, g, p, q$, defined through
\[ F = f \eta^{-1/2}, \quad F' = g \eta^{-3/2}, \quad P = p \eta^{3/2}, \quad Q = q \eta^{1/2}, \] (19)
which are now considered as functions of the time-like variable $\tau := \log \eta$ ranging from 0 to $\infty$. 


In terms of the $f, g, p, q$ variables, equation (14) becomes the 4D autonomous dynamical system

\[
\begin{align*}
  f'(\tau) &= g + \frac{1}{2}f \\
  f^2g'(\tau) &= q - p + 2fg^2 + \left(\frac{3}{2} - 2r\right)gf^2 + r(r-1)f^3 \\
  p'(\tau) &= -\frac{3}{2}p - b(xf + g) \\
  q'(\tau) &= -\frac{1}{2}q - b(xf + g)
\end{align*}
\]  

(20)

with the primes describing derivatives with respect to the time-like variable $\tau$. The boundary conditions (16)–(18) now become

\[
f = g = p = q = 0 \quad \text{at} \quad \tau = 0, \quad \text{and} \quad f, g, p, q \to 0 \quad \text{as} \quad \tau \to \infty.
\]  

(21)

It is easy to see that the origin $f = g = p = q = 0$ is a fixed point of our dynamical system (see the detailed analysis of the fixed points in appendix B). In other words, solving equation (14) with the specified boundary conditions reduces to searching for a limit cycle passing through the fixed point at the origin, namely a homoclinic cycle. Our conjecture is that such a cycle exists only for a single value of the exponent $x = x_*$: this value leads to a global homoclinic bifurcation, and finding it is the essence of the nonlinear eigenvalue problem at hand. For $x \neq x_*$ no homoclinic trajectory passing through the origin exist: the orbits originating at the origin never return to the origin. Since the homoclinic cycles have infinite time periods and since they are realised for $x = x_*$, we will later refer to such cycles as $\infty_*$-cycles.

6. Chasing the $\infty_*$-cycles

6.1. The $\infty_*$-cycles in the second-order models

The idea of solving the nonlinear eigenvalue problem by connecting its solution to the presence of a global bifurcation in a suitable associated autonomous dynamical system was previously done for the second-order DAM [11, 15], including but not limited to Leith’s original model. The following scenario was then discovered: when changing the parameter $x$, one first observes change of stability of an isolated fixed point resulting in the creation of a limit cycle through a Hopf bifurcation. As $x$ is further varied, such a cycle grows until it simultaneously collides at with two isolated fixed points, one for each boundary conditions. In technical words, this scenario is that of a global bifurcation giving birth to a heteroclinic cycle, namely an $\infty_*$ cycle composed of two heteroclinic orbits. One of the orbits is the solution of the nonlinear eigenvalue problem, and this determines $x_*$. Solving the nonlinear eigenvalue problem for the second-order DAM therefore also boils down to chasing an $\infty_*$-cycle: The property that the global bifurcation creates a heteroclinic cycle rather than a homoclinic one is not universal, and merely depends on the choice of reduced variables [29]. The bifurcation theory for 2D dynamical systems guarantees the existence and the uniqueness of the global bifurcation. While $x_*$ cannot be determined analytically, the theory provides bounds for its value, which has to be smaller than the Hopf value $x_H$ and greater than the KZ exponent [15, 30].
6.2. The $\infty^*$-cycles in the fourth-order models

6.2.1. Methods. Our aim is to identify the $\infty^*$-cycles for the one-parametric family of fourth-order DAM and associated 4D dynamical system (20), obtained by varying the coefficient $\alpha \in [0.5, 2.25]$, with the other parameters $g = 0, d = 3$ prescribed as in the 3D NLS and the 3D GW systems; see table 1. Bifurcation theory being less exhaustive for dynamical systems in 4D than in 2D, we therefore rely on several additional tools to identify the $\infty^*$-cycles arising in the 4D system (20): in addition to the local analysis described in appendix B, our description uses the classification of co-dimension 1 bifurcations of limit cycles, as well as numerical continuation algorithms and the Simpson strategy described in appendix C.2.

Unlike 2D, where limit cycles are found to possess stable direction in reverse time, the limit cycles in 4D have unstable directions in both forward and reverse time. As such, only a set of initial conditions with zero-measure results in trajectories attracted to the cycles. This motivates the use of numerical continuation algorithms rather than shooting methods, in order to identify and track the cycles. We specifically rely on the PyCont software from the PyDSTool library [31].

6.2.2. Generic vs non-generic cases. The main outcome of our analysis is the conjecture that similar to the 2D case, there exists a unique global bifurcation for each member of our $\alpha$-parametric family of 4D models, each time leading to the creation of an $\infty^*$-cycle at some prescribed value of $x^*$. Due do our specific choice of variables $f, g, p, q$, the $\infty^*$-cycle stems from a homoclinic bifurcation. The specific scenarios leading to such global bifurcation however depend on the 4D system being or not generic.

(a) Generic systems are obtained for $\alpha < 2$, or alternatively $r > 1/2$, in which case the reduced system (20) possesses two isolated fixed points, namely the origin and a point $P_+$, which undergoes a Hopf bifurcation for some value $x = x_H$. This includes the GW system. Cycles are found to exist only in between the Hopf value and the KZ value $x_Q = 2/3$, hereby bounding the value of $x^*$ as in the 2D case.

(b) Non-generic systems are obtained for $\alpha \geq 2$, or alternatively $r \leq 1/2$: no isolated fixed point exist except for the origin. Cycles then exist only for values of $x$ in between the energy equipartition exponent $1 - r$ and the KZ exponent $2/3$, thereby altering the bounds for $x^*$ compared to the 2D case. The NLS system is the critical case $\alpha = 2$, for which the Hopf value collides with the equipartition exponent $x_E = 1 - r$; see figure 5. When approaching the NLS system from below, e.g. $\alpha \to 2^-$, the isolated fixed point $P_+$ moves to $\infty$; see the green lines in panels (a) of figures 5 and 7.

6.2.3. Basic classification of co-dimension 1 bifurcations. In both the generic and the non-generic cases previously described, we expect the $\infty^*$-cycle to emerge out of a series of co-dimension 1 bifurcations of limit cycles, which can be tracked down all the way either from infinity or from the Hopf point, provided the latter exists. Following the general classification of co-dimension 1 bifurcations [32], those can either correspond to flip, fold or torus bifurcations [32]. As a very brief reminder, we here simply recall that a flip bifurcation of limit cycles generically indicates a period doubling (PD), i.e. a cycle emerges with twice the period of the original cycle, while the original cycle changes its stability. A fold bifurcation of limit cycles generically corresponds to a turning point of a curve of limit cycles, known as a limit point of cycle (LPC), and characterized by either the birth or the mutual annihilation of two cycles with different stability. The curve of limit cycles may be defined from any relevant feature of the cycles. Here, we track either the minimal or the maximal value of the variable $f$ on the cycles with respect to $x$ [32], as seen in panels (a) of figures 3 and 4. Finally, the
Figure 3. Periodic solutions in the 3D GW case. Panel (a) tracks the cycles by showing the minima and maxima of the profiles $f(\tau)$. Panel (b) shows the corresponding periods. Panels (c)–(e) show 3D projections of the cycles found at different $x$, indicated by the white and red dots in the previous panels (white dots–blue cycles, red dots–red cycles). The $\infty^\star$-cycle (in red) is found at $x^\star \approx 0.656$.

6.3.1. Bifurcations toward the GW $\infty^\star$-cycle. The curves presented in figure 3 show the bifurcations of limit cycles leading to the $\infty^\star$-cycle relevant in the GW case $\alpha = 1$. It is obtained by performing the numerical continuation initialized at $x = x_H \approx 0.600$, where a (small) limit cycle emerges. Panel (a) tracks the maximal and the minimal values of $f(\tau)$ encountered on the cycles when varying the parameter $x$. The corresponding periods are shown in panel (b). The leftmost (green) point in panel (a) corresponds to the Hopf bifurcation, while the pair of red dots closest at $x \approx 0.605$ features the birth of a small cycle; its 3D projection onto the space $(f, p, q)$ is shown in panel (c). Increasing $x$, a fold bifurcation occurs at $x \approx 0.636$ giving birth to two more cycles; This event is signaled by the second pair of red dots on the vertical dashed line at $x \approx 0.636$ in panel (a); as $x$ is increased, the two new cycles separate from each torus (Neimark–Sacker) bifurcation of limit cycles generically corresponds to a bifurcation of a cycle to an invariant torus, on which the flow contains periodic or quasi-periodic motions.

6.3. Generic and non-generic routes toward the $\infty^\star$-cycle

We now describe in more details the two bifurcation scenarios leading to the global bifurcation for the GW (generic) and the NLS (degenerate) cases. Unlike in 2D, where there is one and only one limit cycle present for the values of $x$ in between of $x_H$ and $x^\star$ (see figure 6 in appendix A), a wider variety of scenarios occurs in 4D, with limiting cycles emerging or disappearing for values in between $x_H$ and $x^\star$, or cycles existing for for $x > x^\star$.
Figure 4. Periodic solutions in the 3D NLS case. Panel (a) tracks the cycles by showing the minima of $f(\tau)$. Panel (b) shows the corresponding periods. Panels (c)–(e) show 3D projections of the cycles found at different values of $x$, indicated by the white and red dots in the previous panels. The $\infty*$-cycle shown in red in panel (e) is found at $x^* \approx 0.659$.

other, emerging out of the red cycle featured in panel (d). Note that the cycle directly branching from the Hopf bifurcation continues to exist: it is represented both by the pair of white dots in panel (a) at $x \approx 0.636$, and the blue curve in panel (d). Further increasing $x$, four further fold bifurcations occur, leading to creation or annihilation of pairs of cycles. In particular, the cycles branching from the Hopf point eventually vanishes by colliding with another remaining cycle at some $x \approx 0.66 > x^*$, and no cycles exist in the system for greater values of $x$. In this scenario, a unique $\infty*$-cycle appears at $x = x^* = 0.656$, and is the red one in Panel (e). It is the outcome of a homoclinic bifurcation, with one of the cycle originating from the ultimate fold bifurcation colliding with the origin.

6.3.2. Bifurcations toward the NLS $\infty*$-cycle. The 3D NLS system with $\alpha = 2$ is a degenerate system for which the isolated fixed point $P_+$ has escaped to infinity. The continuation algorithm then cannot be properly initiated from the Hopf point; to construct the bifurcation diagram at fixed $\alpha = 2$, we rely on the Simpson strategy described in appendix C.2. In brief, the strategy consists in generating various co-dimension 2 continuation curves branching from randomly selected points on the continuation curve $\alpha = 1, x = x_1$ to $\alpha = 2, x = x_2$. This initializes the continuation algorithms on various random branches on the plane $\alpha = 2$, rather than on the degenerate Hopf point. The outcome of the process is represented in figure 4. The bifurcation diagram is plotted in Panel (a) and the respective periods in panel (b) of figure 4. Panels (c), (d) and (e) show the 3D projections of the cycles for the values of $x$ marked by the red and white dots in the previous panels. The Hopf cycle emanating from infinity corresponds
to a periodic orbit of infinite amplitude in the limit $x \to 0.5^+$. From the Hopf point, the diagram features a sequence of fold bifurcations, occurring at various values of $x$. While more intricate, this scenario remains qualitatively similar to the generic example represented by the 3D GW case. However, the NLS bifurcation scenario has also a series of distinctive features. First, as seen in Panel (d), the cycles emerging from the first three fold bifurcations have rather intricate structure featuring up to seven loops; Panel (d) shows the already complicated pattern at $x \approx 0.551$ where three cycles exist together. Second, in addition to the folds we observe a flip bifurcation, represented by the green dots in Panels (a) and (b) at $x \approx 0.595$: the cycle branching from the Hopf bifurcation then changes its stability. Besides, Panel (b) shows clearly that the new cycle emerging at $x \approx 0.595$ has a period twice the original cycle marked by the green dot. Third, in addition to $x_*$, there are four more values of $x$ at which the cycle periods turn very large (possibly infinite). These cycles are not $\infty_*$-cycles because they remain at finite distance from the origin, e.g. $f_{\text{max}}$ remains finite, as explicit in panel (a). Still, such cycles are very large in the 4D phase space, with in particular $f_{\text{max}} \to \infty$; see also panel (a) of figure 7.

A closer inspection (not shown here) reveals that pieces of those spurious giant cycles follow the line $(f, -f/2, -f/3, -f)$; On this line, the 4D system satisfies $\dot{f} = \dot{p} = \dot{q} = 0$ and $\dot{g} = -2/(3f) \to 0$ as $f \to \infty$, meaning that the giant cycles indicate degenerate homoclinic bifurcations, featuring the collision of a cycle with a fixed point $P_+$ at infinity. Fourth, unlike the GW case, there exists a great, possibly infinite, number of folds occurring in the small vicinity of the value $x = x_*, \approx 0.659$ for which the $\infty_*$-cycle emerges; This is signaled in panel (e) by the numerous cycles in blues, apparently arbitrarily close to the $\infty_*$-cycle (red). As an aside, we note that for the cases $\alpha > 2$ or equivalently $r < 1/2$, the point $P_+$ does not exist, but the bifurcation diagram is qualitatively similar to the one of the singular 3D NLS case with $\alpha = 2$. In particular, the giant cycles containing straight line segments continue to exist, as well as the very large number of folds arbitrarily close to $x_*$.

6.4. The $\infty_*$-cycle in the general case: observations and conjectures

To reveal general properties of the self-similar solutions of the second kind for both generic and non-generic fourth-order systems, we now compute the continuation curve varying parameter $\alpha$ from 0.50 to 2.25 and $x$ from 0.5 to 2.25, hereby directly tracking the $\infty_*$-cycles. In practice, this co-dimension 2 continuation is initialized from the $\infty_*$-cycles at $\alpha = 1$. Our findings are summarised in figure 5. Panel (a) shows the behavior of the exponents $x_H$ and $x_*$ as a function of $\alpha$, comparing it to the energy equipartition exponent $x_E(\alpha) = 2 - d/\alpha$, as well as the KZ of exponent $x_Q = 2/3$ for the stationary inverse cascade KZ spectrum. Note that the Hopf point and the energy equipartition coincide at $\alpha = 2$, e.g. $x_H = x_E$; at $\alpha = 2.25$, three exponents coincide, namely $x_E = x_Q = x_*$, Panels (b) and (c) show 2D projections on which the $\infty_*$-cycles are overlaid with the orbits obtained by numerical simulations of the respective fourth-order differential equation showing the evolving spectra arising for finite-support initial data. Agreement between the profiles is excellent, and this confirms that the value of $x_*$ determined by numerical continuation is indeed the one relevant for the second-kind self-similarity.

Based on the information presented in figure 5, we propose the following conjectures:

(a) $x_*$ exists and is unique for all $r > 1/3$;
(b) $x_*$ is bounded: $\min(x_H, x_E = 1 - r) < x_* < x_Q = 2/3$;
(c) $x_* \to x_Q = 2/3$ as $r \to 1/3$. In this limit, the energy equipartition exponent $x_E$ coincides with the one of inverse cascade KZ, $x_Q$. This should correspond to the finite-time blow-up becoming infinite, i.e. $t_* \to \infty$;

(figure continues)
Figure 5. Full phase portrait. Panel (a) shows the various scaling exponents as a function of $\alpha$ and fixed $d = 3$. The line of anomalous exponent $x_\ast$ is the practical outcome of our analysis. Panels (b) and (c) compare the $\infty_\ast$-cycles with the DNS profiles reported in figure 2. The fine blue lines are transients before the simulation adjusts to self-similar profile of the second-kind. See also videos online.

(d) The $\infty_\ast$-cycles represent stable self-similar solutions of the second kind which are attractors for the spectra evolving out of finite-support initial data of arbitrary shape.

7. Concluding remarks

Using numerical simulations and a self-similarity ansatz, we have shown the existence of anomalous transients in the inverse cascade of fourth-order DAM (1) relevant for a class of wave-turbulence systems. We focused on a continuous one-parametric class of systems which includes the 3D GW and the 3D NLS as special cases. Such anomalous transients are mischaracterized in second-order DAM, which fail to distinguish between the 3D GW and the 3D NLS cases. By taking into account the correct interplay between KL and KZ solutions, the fourth-order DAM are found to feature weak but non-trivial systematic deviations between the anomalous transients and the KZ solutions. From careful numerical simulations, we have identified the presence of anomalous scaling, and observed that the deviations to KZ scaling are very small, less than 1% for both the 3D GW and the 3D NLS cases. Those transients can be precisely related to convergence of the solutions to self-similar solution of the second-kind featuring finite-time blow-up of the propagating front, and this is our main result. This characterization allows for a very precise determination of the exponent and of the self-similar profile using the theory of dynamical systems. We provided a systematic way of determining the anomalous transients. To that end, we extended and reformulated a previous analysis of self-similarity of the second kind in second-order DAM, to relate $x_\ast$ to the existence of an $\infty_\ast$-cycle. Rather than direct computations of trajectories of the associated dynamical system, e.g. using shooting methods which in the present case prove highly inefficient, we relied on numerical continuation software, to chase and identify the cycle in the 4D phase space. This
is, to our knowledge, the only efficient way of determining the exponent $x_*$. Agreement with the numerical simulations is found to be excellent, proving that the found self-similar solutions are stable: they represent the large-time asymptotics for spectra evolving out of finite-support initial data of arbitrary shape. Our findings about the self-similar transients are summarised as a set of four conjectures in the end of the previous section.

Among natural perspectives for this work is the full classification of the self-similar transients in a wider class of fourth-order DAM given by equation (4), as well as extending the description by including the finite-capacity direct cascades [33]. In particular, it would be useful to include the important example of the gravity wave turbulence on the deep water surface. Even more challenging but important task would be to extend our approach to the integro-differential wave-kinetic equations which are more realistic in describing wave turbulence than the differential models considered in the present article. In the same spirit, it would also be interesting to study other integro-differential closures, possibly including turbulent systems with spectra varying in both the wave number and the physical space, e.g. non-Markovian Liouville equation suggested in references [34, 35] for the plasma drift waves.
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Appendix A. Dynamical system analysis for the second order DAM: digest

A.1. Self-similar solution of the second kind

The second-order DAM introduced in section 4 is the conservation law

$$\partial_t N + \partial_\omega Q = 0, \quad \text{with} \quad Q := -\omega^{3+p} N^2 \partial_\omega (\omega^{-p} N).$$

(A1)

Pure scaling stationary solutions are either the equilibrium solutions $N \sim \omega^p$ or the cascade KZ solution $N = (3Q/(3\rho - 2))^{1/3} \omega^{-2/3}$. Inverse cascade solutions require $Q < 0$ and, therefore, $\rho < 2/3$.

For $\rho = -1$, equation (A1) has an equilibrium solution with the scaling $N \sim \omega^{-1}$; this scaling coincides with that of the direct cascade solution of the fourth-order DAM, for both the 3D GW and the 3D NLS (and in fact all the admissible models with $\gamma = 0$).
We look for a self-similar solution of the second-kind describing finite-time infrared blow-up. Writing

\[ N(t, \omega) = \omega_*^{-b} F(\eta), \quad \text{with} \quad \eta = \omega/\omega_*, \quad \omega_* \sim (t_* - t)^b, \quad \text{and} \quad b := \frac{1}{2x - 1} \]

(A2)
yields the second-order ODE, in terms of the self-similar profile \( F \) and the self-similar flux \( Q \)

\[
\begin{cases}
\partial_\eta F = -Q \eta^{-3} F^{-2} + \rho \eta^{-1} F \\
\partial_\eta Q = b ((x - \rho) F + Q \eta^{-2} F^2)
\end{cases}
\]

(A3)

A.2. Reduction to an autonomous system

The system can be reduced to a second-order autonomous system, in terms of the parametrization \( \tau = \log \eta \) and the rescaled variables \( f = \eta^{1/2} F \) and \( q = \eta^{-1/2} Q \), as

\[
\begin{cases}
f'(\tau) = \left( \rho + \frac{1}{2} \right) f - q f^{-2}, \\
q'(\tau) = -\frac{1}{2} q + b (q f^{-2} - (\rho + x) f)
\end{cases}
\]

(A4)

with boundary conditions \( f = q = 0 \) at \( \tau = 0 \) and \( \tau \to \infty \). To remove singularity at the origin, one can rely on the parametrization \( \theta := \int_{\tau} f^{-2} d\tau' \), and obtain the system

\[
\begin{cases}
f'(\theta) = \left( \rho + \frac{1}{2} \right) f^3 - q, \\
q'(\theta) = -\frac{1}{2} q f^2 + b (q - (\rho + x) f^3)
\end{cases}
\]

(A5)

A.3. The \( \infty^\star \)-cycle

A unique solution to system (A4) exists for a unique value of the exponent \( x < 2/3 \), as proven in a more general case [23]. In previous works [11, 12], the specific value of \( x \) was found using the shooting methods and a different set of rescaled variables instead of the variables \( f, q \). Here, we rely on the numerical continuation algorithms provided by the Python library PyDSTool [31] to retrieve those results. We observe that for \( \rho < -1/2 \), the system has three fixed points, namely the marginally stable node \( (f, q) = (0, 0) \) and the foci \( (f_\pm, q_\pm) = \pm((-1/2 - \rho)^{-1/2}, (-1/2 - \rho)^{-3/2}) \).

The positive focus \((f_+, q_+)<0 \) undergoes Hopf bifurcation at \( x_H \simeq 0.6250 \), and gives rise to a branch of stable periodic orbits. Figure 6 shows the outcome of the continuation algorithm; the left panel shows that the branch of periodic solutions stops at \( x = x_* \simeq 0.6517 \), at which point the cycle collides with the marginal node \( (0, 0) \). Besides, the right panel shows that the final cycle has infinite period: \( x_* \simeq 0.6517 \) is therefore the looked-after exponent, as indeed previously found from the shooting methods [12].
Figure 6. Numerical continuation for the second-order DAM. Panel (a): the periodic orbits of system (A4) growing from the Hopf point at \( x = x_H \) to the point \( x^* \) where it collides with the marginal node \((0,0)\). The final homoclinic orbit is shown in red. Panel (b) shows the period of the cycles as a function of \( x \).

Appendix B. Fixed point analysis and Hopf bifurcation

The system (20) is singular at the origin \( f = g = p = q = 0 \). To apply the standard fixed-point analysis, we remove the singularity by changing the time variable \( \tau \rightarrow \theta = \int_{\tau_0}^{\tau} f^{-2}(r')dr' \) (with arbitrary \( \tau_0 > 0 \)) thereby obtaining the following system,

\[
\begin{align*}
    f'(\theta) &= f^2 \left( g + \frac{1}{2} f \right), \\
    g'(\theta) &= q - p + 2fg^2 + \left( \frac{3}{2} - 2r \right) g^2 f + rf - 1)^f^3, \\
    p'(\theta) &= -f^2 \left( \frac{3}{2} p + b(xf + g) \right), \\
    q'(\theta) &= -f^2 \left( \frac{1}{2} q + b(xf + g) \right).
\end{align*}
\]  

System (B1) admits a 2D stationary manifold \( S = \{(f, g, p, q) \in \mathbb{R}^4 : f = 0, p = q \} \) on which the points have marginal stability. Indeed, consider small deviations from a point on the stationary manifold \( S \), i.e. \( f = \tilde{f}, \ g = \tilde{g}, \ p = \tilde{p}, \ q = \tilde{q} \).
In terms of the variable $y = 2g_0^2f + \tilde{p} - \tilde{q}$, system (B1) becomes
\[
\begin{align*}
    f'(\theta) &= f^2 \left(g_0 + \tilde{g}\right) + \frac{1}{2} f, \\
    \tilde{g}'(\theta) &= y + 2f(\tilde{g}^2 + 2g_0\tilde{g}) + \left(\frac{3}{2} - 2r\right) (g_0 + \tilde{g})f^2 + r(r - 1)f^3, \\
    y'(\theta) &= f^2 \left(g_0 + \tilde{q}\right) + 4g_0^2f + 2g_0(g_0 + \tilde{g}) - \frac{3}{2} \tilde{y}, \\
    \tilde{q}'(\theta) &= -f^2 \left(\frac{1}{2}(g_0 + \tilde{q}) + b(xf + g_0 + \tilde{g})\right).
\end{align*}
\]  
(B2)

Its linearization leads to
\[
\frac{d}{d\theta} \tilde{Y} = L\tilde{Y} \quad \text{with} \quad \tilde{Y} = [\tilde{f}, \tilde{g}, \tilde{y}, \tilde{q}]^T \quad \text{and} \quad L := \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad \text{(B3)}
\]

implying that all the eigenvalues of the linearized system are zero. Therefore, in order to study the dynamics near the stationary manifold $S$, we have to take into account the nonlinear corrections. Only one fixed point on $S$ is relevant to our study, namely the origin $(f, g, p, q) = (0, 0, 0, 0)$. There are two orbits that enter/leave this point: they correspond to asymptotic behavior of our system at the front $\eta \to 1$ and at the tail $\eta \to \infty$. The nonlinear solutions for $\eta \to 1$ and for $\eta \to \infty$ are considered in appendices D.1 and D.2 respectively. In terms of $\theta$, these solutions read
\[
(f, g, p, q) \to \begin{cases}
C^{-1/2}(-2\theta)^{-3/4}, & \frac{3}{2} C^{1/2}(-2\theta)^{-1/4}, \frac{75}{8} C^{3/2}(-2\theta)^{-3/4}, \frac{75}{8} C^{3/2}(-2\theta)^{-3/4} \\
& \quad \text{as} \quad \theta \to -\infty \quad (\eta \to 1).
\end{cases}
\]  
(B4)

and
\[
(f, g, p, q) \to \begin{cases}
[xb^{1/2}\theta^{-1/2}, -xb^{1/2}\theta^{-1/2}], & A(3x - 2)b^{1/2}\theta^{-3/2}, A(3 - 3x)b^{1/2}\theta^{-3/2} \\
& \quad \text{as} \quad \theta \to +\infty \quad (\eta \to \infty),
\end{cases}
\]  
(B5)

where $A = (r + x)(r + x - 1)$.

When $|r| > 1/2$, there exist two other isolated fixed points,
\[
P_{\pm} = \left(1, -\frac{1}{2}, \frac{1}{3}, -1\right) f_{\pm} \quad \text{with} \quad f_{\pm} := \pm \left(\frac{3}{2} \left(r^2 - \frac{1}{4}\right)^{-1/2}, \right.
\]  
(B6)

with only point $P_+$ associated to positive spectrum being physical. The point $P_+$ is important for our scenario, because it is the change of stability properties of this point that marks the Hopf bifurcation of the limit cycle creation. It is interesting that the position of $P_+$ is independent of the parameter $x$.

The isolated points (B6) exist in the 3D GW case ($d = 3, \alpha = 1$) for which $r = 2 > 1/2$ but not in the 3D NLS case ($d = 3, \alpha = 2$) for which $r = 1/2$. This means that the fourth-order model for the 3D NLS is degenerate; one could say that point $P_+$ then formally lies at infinity.
Linearizing the system (B1) around the stationary point $P_+$, we obtain the following system

$$\ddot{X}(\theta) = A\dot{X},$$  \hspace{1cm} (B7)

where $\dot{X} = [\ddot{f}, \ddot{g}, \ddot{p}, \ddot{q}]^T$ denotes the vector of small perturbations. The matrix $A$ has the following form

$$A = f_+^2 \begin{bmatrix} \frac{1}{2} & 1 & 0 & 0 \\ 3r^2 - r - 1 & -2r - \frac{1}{2} & -f_+^{-2} & f_+^{-2} \\ x & 1 & -\frac{3}{2} & 0 \\ 1 - 2x & \frac{1}{2} & 1 - 2x & 0 \\ 1 - 2x & 1 - 2x & 0 & -1/2 \end{bmatrix},$$  \hspace{1cm} (B8)

Hence, its characteristic polynomial $h(\zeta)$ reads

$$h(\zeta) = \det(A - \zeta E) = h_0\zeta^4 + h_1\zeta^3 + h_2\zeta^2 + h_3\zeta + h_4,$$  \hspace{1cm} (B9)

where

$$h_0 = 1, \quad h_1 = 2(r + 1)f_+^2, \quad h_2 = -2f_+^2 + \left(4r + \frac{3}{4}\right)f_+^4,$$  \hspace{1cm} (B10)

$$h_3 = (b - 4)f_+^4 + \frac{3}{2}f_+^6, \quad h_4 = -f_+^6.$$  \hspace{1cm} (B11)

We apply the Routh–Hurwitz stability criterion [36]: all roots of the polynomial $h(\zeta)$ have negative real parts if and only if

$$\Delta_1 = h_1 > 0, \quad \Delta_2 = \begin{vmatrix} h_1 & h_3 \\ 1 & h_2 \end{vmatrix} > 0, \quad \Delta_3 = \begin{vmatrix} h_1 & h_3 & 0 \\ 1 & h_2 & h_4 \\ 0 & h_1 & h_3 \end{vmatrix} > 0, \quad \Delta_4 = h_4\Delta_3 > 0.$$  \hspace{1cm} (B12)

First, we consider the case $\Delta_3$ and $\Delta_4 \neq 0$. Since $h_4 < 0$, then either $\Delta_3$ or $\Delta_4$ is less than zero. Therefore, the above criterion is not satisfied and all roots of the characteristic polynomial cannot be with negative real parts. Note that changing the direction of the time-like variable $\theta$ does not change the sign of $h_4 = \det(A) = \det(-A)$ and, therefore, does not change the fact of instability. Therefore, we conclude that the neighborhood of $P_+$ must always include stable and unstable orbits simultaneously.

Now consider the case $\Delta_3 = 0$ (hence $\Delta_4 = 0$ too). This is, in fact, the case of the Hopf bifurcation $x = x_H$ because it gives the condition which guarantees existence of two purely imaginary roots $\zeta_1 = i\omega$ and $\zeta_2 = -i\omega$ of the characteristic polynomial $h(\zeta)$. Indeed, it follows from Orlando’s formula [36] for the polynomial $h(\zeta)$ that $\Delta_3 = 0$ if and only if the sum at least one pair of roots of $h(\zeta)$ is zero. Also since the determinant $h_4 = \det(A)$ of the matrix $A$ is nonzero, and recalling that this determinant is equal to the product of all the eigenvalues, we have $\omega \neq 0$. But then, because $h_4 = \det(A) < 0$, and remembering that the roots of the real polynomial $h(\zeta)$ are either real or come in purely imaginary mutually conjugated pairs, the other two roots $\zeta_3$ and $\zeta_4$ are real numbers of different signs, $\zeta_3\zeta_4 < 0$. 
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To find $x_H$, we explicitly compute $\Delta_3$ as

$$f_+^6 \Delta_3 = -f_+^4 b^2 - 2 f_+^2 r (3 r^2 - 7 r - 4) b + 36 r^5 - 51 r^4 - 42 r^3 + \frac{87}{4} r^2 + \frac{27}{2} r + \frac{3}{4} = 0,$$

where we recall $b = \frac{1}{2x}$. For example, for the case of the 3D GW system ($r = 2$) we get $x_H \approx 0.60014$, as identified by the numerical continuation software.

In addition to a pair of purely imaginary eigenvalues, the matrix $A(x_H)$ has an eigenvalue, $\zeta_3$ or $\zeta_4$, with a positive real part. The resulting periodic orbit is unstable, as the eigenvalue with positive real part produces a Floquet exponent which in turn has a positive real part (see remark 3 on p 20 in book [37]). Changing the direction of time results in the changing the signs of both $\zeta_3$ and $\zeta_4$. This does not alter the fact that one of these eigenvalues is positive. Thus, the emerging limit cycle is unstable in the case of the reversed time too. This fact makes it practically impossible to find the limit cycle numerically by directly computing the trajectories in the 4D phase space, because only measure-zero set of initial points would lead to orbits attracted to the cycle. This is another difference with the 2D case [11]. Therefore, in order to find the cycles, we employ numerical continuation software, and specifically the PyCont library within the PyDSTool Python environment [31] which is specially designed for finding unstable limit cycles; see appendix C.2.

Appendix C. Numerics

C.1. Numerical simulations and regularization

To simulate the transients of the fourth-order DAM, we use a log-discretization of the frequency spaces, and the grid points $\omega_i = 2^i/\kappa$, $i \in [-1200, 1200]$ where the parameter $\kappa = 20$ controls the frequency binning. To regularize the system, we do not employ any viscosity but rather rely on smooth noise-robust differentiators [38] that compute derivatives in frequency space as

$$D[f, i] = \frac{42 \delta_1 + 48 \delta_3 + 23 \delta_4 + 8 \delta_5 + \delta_6}{512 h \omega_i}$$

with $\delta_k := f_{i+k} - f_{i-k}$ and $h = \kappa^{-1} \log 2$.

(C1)

We use the ADAM-Bashforth scheme of second-order to advance in time. Time steps are determined through the CFL condition:

$$\Delta t = \mu \times \min_{\omega} \frac{N + \epsilon}{|D_N N + \epsilon|}$$

with $\epsilon = 10^{-40}$ and $\mu = 2^{-8}$(GW) or $2^{-14}$(NLS).

(C2)

In all the cases reported here, the initial condition for the waveaction density $N(\omega)$ is a Gaussian centered at $\omega = 10^{13}$, with amplitude $10^{-5}$ and variance 0.1. Integration is made with the Python programming language [39] and sped-up using the f2py package [40].
C.2. Numerical continuation and the Simpson strategy

To ‘chase’ the $\infty$-cycle, determine the anomalous exponent and generate the series of figures 3–6, we relied on the numerical continuation library PyCont package from the PyDSTool environment [31], as described in appendix A. Rather than computing its non-singular counterpart, it proved more efficient to deal with the original singular system (20).

Computing the branches of periodic solutions is straightforward in the generic case $\alpha \leq 1$, which includes the 3D GW case. In that case, the $\infty$-cycle is grown directly from the Hopf point at fixed $\alpha$. After a series of bifurcations identified by the software as either PD or LPC points, the system converges toward $x_*$, and the convergence is increased upon decreasing the step-sizes and the numerical tolerance of the software. In our interpretation, the PD points flagged by the software appear to be spurious and the LPC points are genuine and represent the fold bifurcations discusses in the main text in relation to figure 3.

Computing the branches of periodic solutions is less straightforward when $\alpha > 1$ which, in particular, includes the 3D NLS case. Note that this range includes the non-generic cases $\alpha \geq 2$ but also the generic cases $1 < \alpha < 2$ for which the Hopf point is well-defined. Numerical continuations starting from the Hopf point then either fail to converge toward the $\infty$-cycle or simply cannot be initiated due to the Hopf points lying at $\infty$. To generate the rather intricate patterns of figure 4, the Simpson strategy [41], however, proves very fruitful. The Simpson strategy consists of the three following steps illustrated in panel (b) of figure 7: (i) grow the cycles at fixed $\alpha = 1$ until the $\infty$-cycle is converged (up to some thresholds prescribed by the tolerance parameters), (ii) bridge the 3D GW $\infty$-cycle to the desired $\alpha > 1$ by performing continuation with both $\alpha$ and $x$ as free parameters, (iii) at desired $\alpha$, freeze $\alpha$ and either grow or shrink the resulting cycle to check convergence toward $\infty$-cycle and generate associated branch of non-infinite periodic solutions. The outcome of the Simpson strategy is represented by the red lines in panel (a) of figure 7 which determine the behavior of $x_*$ in the final phase portrait of figure 5.

To generate the full patterns of periodic branches at fixed $\alpha > 1$ as shown e.g. in figure 4 and in panel (a) of figure 7, the same strategy is performed by modifying the step (i) of the Simpson strategy to stop the growth of the 3D GW cycle to some determined finite sizes rather than to the $\infty$ cycle. All the numerics were done using a standard Dell XPS 13 laptop computer.

Appendix D. Asymptotics near the origin, $(f,g,p,q) \to 0$

Two relevant asymptotics near the fixed point $(f, g, p, q) \to 0$ correspond to the sharp front at $\eta \to 1$ and the power-law asymptotics and the power-law asymptotic at large $\eta$. Below, it will be easier for us to work with the original profiles $F, G = F', P, Q$ and the similarity variable $\eta$.

D.1. Solution near the sharp front, $\eta \to 1$.

Equation (14) can be represented as a system of four first-order differential equations for the variables $F, G = F', P$ and $Q$:

$$
F' = G, \quad Q' = -b(xF + \eta G), \quad P' = -b(xF + \eta G),
$$

$$
\eta^5 F^2 G' = r(r - 1) \eta^3 F^3 + 2 \eta^3 F G(\eta G - r F) + \eta Q - P.
$$

We seek a solution near the frontal point, $\eta \to 1$ in the following asymptotic form

$$
F(\eta) = C(\eta - 1)^\mu
$$
Figure 7. Numerical continuation of the $\infty^*$-cycle. Panel (a) shows the extrema of $f$ along the $\infty^*$-cycle (in red), obtained from the continuation of the GW $\infty^*$-cycle by continuous alteration of $\alpha$ and $x_*$. The black lines are continuation at fixed value of $\alpha$, as in figures 3 and 4. Panel (b) illustrates the Simpson strategy described in appendix C.2 to find the branches of periodic solutions for $\alpha > 1$. Panel (c) shows the $\infty^*$-cycles for various values of $\alpha$.

with the positive constants $C$ and $\mu$ to be found. Substituting this representation into the first equation in (D1), we have

$$G(\eta) = C\mu(\eta - 1)^{\mu + 1}. \quad \text{(D4)}$$

Substituting (D3) and (D4) into the two equations for $P$ and $Q$, and integrating them, we get

$$P = C_P - Cb(\eta - 1)^\mu - \frac{2(\mu + x)}{\mu + 1} Cb(\eta - 1)^{\mu + 1} - \frac{\mu + x}{\mu + 2} Cb(\eta - 1)^{\mu + 2}, \quad \text{(D5)}$$

$$Q = C_Q - Cb(\eta - 1)^\mu - Cb \frac{\mu + x}{\mu + 1}(\eta - 1)^{\mu + 1}, \quad \text{(D6)}$$

where $C_P$ and $C_Q$ are constants. We are looking for a solution with zero fluxes $P$ and $Q$ at $\eta = 1$, so we put $C_P = C_Q = 0$. Substituting the expressions for $F$, $G$, $P$ and $Q$ in (D2), we get
in the leading order in \((\eta - 1)\):
\[
\frac{C b}{\mu + 1}(\eta - 1)^{\mu + 1} = C^3 \mu(\mu + 1)(\eta - 1)^3 \nu^{-2}.
\] (D7)

To satisfy this equation, we must choose
\[
\mu = \frac{3}{2}, \quad C = \sqrt{\frac{8 b}{75}}.
\] (D8)

**D.2. Power-law asymptotics for \(\eta \to \infty\)**

Consider the solution for large \(\eta\) in a power law form,
\[
F = C\eta^{-\nu}, \quad C > 0, \quad \nu > 0.
\] (D9)

We proceed in the same way as for the frontal point. We substitute \(F(\eta)\) into the first equation in (D1) and find the function \(G(\eta)\). Then we substitute the functions \(F(\eta)\) and \(G(\eta)\) into the second and third equations in (D1) and, integrating them, find \(Q\) and \(P\). Substituting the calculated functions in (D2), we get
\[
C^3 (\nu + r)(\nu + r - 1)\eta^{3 - 3\nu} + C b \frac{\nu - x}{(\nu - 1)(\nu - 2)} \eta^{2 - \nu} + C Q \eta - C P = 0,
\] (D10)

where \(C_Q\) and \(C_P\) are the constants.

The first term has the leading order for \(\nu \in (0, 1/2)\). But the prefactor for this term can be zero only for \(\nu = -r\) or \(\nu = 1 - r\). The second term is the leading one for \(\nu \in (1/2, 1)\). To nullify this term, we must have \(\nu = x\). The third term is of the leading order for \(\nu > 1\). To cancel this term we must set \(C_Q = 0\).

The two boundary values \(\nu = 1/2\) and \(\nu = 1\) require separate consideration. We have \(C = 4/\sqrt{24r^2 - 6}\) for \(\nu = 1/2\). For \(\nu = 1\), the leading term vanishes only for \(x = 1\). Thus, our choice of the large \(\eta\) asymptotics of \(F(\eta)\) as a power law with the exponent \(\nu = x\) is consistent with the values of \(x\) in the interval \((1/2, 1)\).
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