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Abstract

Positioning technique for indoor positioning based on 5G system has attracted attention. Kalman filter (KF) is used as preprocessing of raw data to reduce the disturbance of Received Signal Strength (RSS) values. After preprocessing, Universal Kriging (UK) algorithm is adopted to reduce the efforts of establishing a fingerprinting database by Spatial Interpolation. A machine learning algorithm named K-Nearest Neighbour (KNN) is used to calculate user equipment’s position. Real experiments are setup with 5G signals over the air. Two indoor scenarios are considered depending whether the base station is located in the same room with user equipment or not. In test room A, the proposed KF and UK algorithms achieve 53% positioning accuracy improvement. In test room B, 43% performance improvement is obtained by the proposed algorithm. 1.44-meter positioning error is observed as the best case for 80% test samples.

1. Introduction

Global Navigation Satellite System (GNSS) has provided enough accuracy for outdoor positioning but not good indoor. 5G Internet of Things (IoT) is a popular research topic including various application scenarios such as indoor positioning, smart transportation, smart manufacturing, and smart security [1–4]. A variety of indoor positioning systems have emerged, including Ultra-Wide Band (UWB), Wi-Fi, Bluetooth, and Long-Term Evolution (LTE) [5–7]. The Base Stations (BSs) of LTE are widely distributed, which has shown advantages for IoT, Machine Learning (ML), and edge intelligence. 5G New Radio (NR) continues to evolve to further enhance LTE performance [8–12]. The number of connected devices in 5G is increasing rapidly and continues to grow exponentially.

Reference Signal Receiving Power (RSRP), Received Signal Strength (RSS), Sounding Reference Signal (SRS) and other signals are used for positioning [13–15]. RSS-based positioning system includes a radio propagation distance loss model and fingerprinting method [16, 17]. The radio propagation distance loss model requires multiple BSs to perform trilateral positioning and applies in simple environments, while it is not easy to observe multiple NR BSs in a room in the early deployment phase. Hence, we choose the fingerprinting technique in this paper. Fingerprinting technique includes offline and online stages. In the offline stage, the RSS of the test point is measured in real time and compared with the offline fingerprints to calculate positions. In the online stage, the RSS of the test point is measured in real time and compared with the offline fingerprints to calculate positions. It is important to build a reliable fingerprinting database.

Varying multipath, Non-Line-of-Sight (NLOS) always makes RSS biased and reduces the reliability of fingerprints. To solve the problem, preprocessing methods are introduced...
to mitigate multipath effects. Reference [18] proposes a method that reduces the effect of signal multipath fading in RSS-distance estimation using Kalman filter. Zhang et al. proposed an indoor positioning method combining MEMS sensors and wireless fingerprints. They used Kalman filter to constrain WIFI fingerprints, which can improve positioning accuracy and computational efficiency [19]. Besides, constructing offline fingerprints requires a lot of manpower and resources. Spatial interpolation methods are considered to improve the spatial resolution of fingerprints with less manual efforts. In [20], Zuo et al. proposed a time-variant multiphase fingerprint map indoor localization method based on Kriging interpolation. Reference [21] introduces a variant of inverse distance weight (IDW) interpolation which is a Modified Shepard method. Son et al. proposed Universal Kriging interpolation based on drift function [22]. This method showed a better performance than linear interpolation, inverse distance weighing, and Ordinary Kriging. Intelligent fingerprinting techniques widely use machine learning as the algorithm to calculate the positions of things [23]. A novel multimodal complete tracking system based on statistic and DL techniques is presented by reference [24]. The authors used a multiphase statistical fingerprint and deep learning to estimate target indoor position. In [25], KNN method was used to achieve the position based on RSS data received by the module to be located. And the authors used KF to optimize the positioning information.

In this paper, Kalman filter (KF) is used as preprocessing optimization method. Specifically, it consists of two stages. In the offline stage, the raw RSS is filtered to obtain reliable data. In the online stage, the RSS collected in real time can be filtered to eliminate the influence of varying multipath. We use spatial interpolation to interpolate the fingerprinting database and compare a variety of interpolation methods including Universal Kriging (UK) to improve the resolution of fingerprints. K-Nearest Neighbour (KNN) algorithm is taken as the positioning algorithm.

2. System Model

In the positioning system, we collect RSS signal and use the signal to calculate location of the mobile phone. As shown in Figure 1, our positioning system consists of two stages, offline and online. In the offline stage, we collect the RSS signal of the reference point and build the raw fingerprint database. After RSS preprocessing, we can build a RSS preprocessed fingerprinting database. By performing spatial interpolation on the database, we can build a database that is reliable and accurate. In the online stage, we capture the RSS signal of the test point and preprocess the signal. And we use the positioning algorithm to determine the location of the test point.

3. RSS Preprocessing

Kalman Filter is a linear minimum variance estimation algorithm. As shown in Figure 2, KF algorithm consists of a gain calculation loop and a filter calculation loop. The gain calculation loop includes filter gain, estimation error, and prediction error. The filter calculation loop includes state prediction and state estimation.

The covariance of the observation noise $R$ is represented by averaging the variance of the RSS at each reference point. The phone remains stationary during the observation at a point. Set the system process noise $Q$ equals to 0.001, the state transition vector $Φ$ equals to 1, and observation vector $H$ equals to 1. During RSS filtering of the reference points, the first estimated error covariance of the point is obtained as

$$P_1 = \frac{1}{N} \sum_{l=1}^{N} \left(Z_l^t - E[Z_l^t]\right)^2,$$

(1)

where $Z_l^t$ is the first sample RSS of point $l$. $E[Z_l^t]$ denotes mathematical expectation of RSS data of the point $l$. $N$ is denoted by the number of reference points. The following is calculated for point $l$. The prediction error covariance of the $rth$ sample RSS is expressed as

$$P_{t,r-1}^l = P_{t-1}^l + Q,$$

(2)

where $P_{t-1}^l$ represents the $(t-1)th$ sample estimated error covariance. Filter gain of the $rth$ sample RSS, denoted by $J_t^l$, is

$$J_t^l = P_{t,r-1}^l \left[P_{t,r-1}^l + R\right]^{-1}.$$

(3)

The estimated error covariance of the $t th$ sample RSS is expressed as

$$P_{t,r-1}^l = \left[I - J_t^l \right] P_{t,r-1}^l \left[I - J_t^l \right]^T + JRJ_t^l,$$

(4)

where $I$ denote unit vector. The predicted value of the $rth$ RSS is expressed as

$$X_{t,r-1}^l = ΦX_{t-1}^l.$$

(5)

We put the filter gain into the filter calculation loop to get the estimated value of the $rth$ sample of RSS

$$X_t^l = X_{t,r-1}^l + J_t^l \left[Z_l^t - X_{t,r-1}^l \right],$$

(6)

where $Z_l^t$ is the $tth$ sample of RSS.

Through the KF, the error generated by the RSS can be reduced in the measurement process so that we can obtain more accurate RSS. For the fingerprinting database, a more accurate offline fingerprinting database is established. At the same time, we ensure RSS real-time accuracy for the points to be located.

4. Spatial Interpolation

When we build the offline fingerprinting database in the fingerprinting positioning system, within a certain resolution range, the positioning accuracy is proportional to the resolution of the offline fingerprinting database. The increase of
resolution will lead to a substantial increase in workload. To reduce the time cost while ensuring the positioning accuracy, the spatial interpolation method is used to effectively and correctly improve the resolution of offline fingerprints and reduce the workload. The spatial interpolation method obtains RSS values of interpolation points from those of reference points in the area. As shown in Figure 3, the solid one is an interpolation point, and the hollow ones are the reference points.

In the actual scene, the neighbours of linear interpolation and IDW have a great influence on the result. To solve this problem, we consider Kriging interpolation algorithm. The Ordinary Kriging requires RSS value of point \( l \) to meet the second-order stability which is \( E[X^l] = C \), where \( C \) is constant. However, NR RSS signal cannot satisfy this assumption in indoor room, which means \( E[X^l] = m(x_l, y_l) \) is a non-stationary function of the spatial position. Universal Kriging uses a deterministic drift function and residual function to express the RSS value, and the RSS value at any point \( t \), denoted by, \( X^t \), is:

\[
X^t = m(x_l, y_l) + r(x_l, y_l),
\]

where \( m(x_l, y_l) \) represents the drift function of NR RSS related to the position coordinate \((x_l, y_l)\), \( r(x_l, y_l) \) is the residual function of NR RSS expected to be zero. \( m(x_l, y_l) \) is used to describe the trend of RSS. And we use a deterministic function to simulate it. According to the distribution characteristics of RSS in two-dimensional space, \( m(x_l, y_l) \) is expressed by a quadratic function [26]:

\[
m(x_l, y_l) = \sum_{i=0}^{L} \alpha_i f_i(x_l, y_l) = \alpha_0 + \alpha_1 x_l + \alpha_2 y_l + \alpha_3 x_l^2 + \alpha_4 x_l y_l + \alpha_5 y_l^2,  
\]

where \( \alpha_i \) is the coefficient of the deterministic function \( f_i(x_l, y_l) \) and \( L \) equals 5. The weight coefficient of UK not only depends on the distance between the interpolation point and reference points but also is related to NR RSS of distribution characteristics in the space. The semivariogram \( \gamma(d) \) is related to the distance \( d \) between each

\[
\gamma(d) = \begin{cases} 
0, & |d| = 0, \\
c_0 + c \left( \frac{3d}{2a} - d^2 \right), & 0 < |d| < a, \\
c_0 + c, & |d| \geq a,
\end{cases}
\]

where \( c_0 \), \( c \), and \( a \) are the coefficient of the semivariogram \( \gamma(d) \).

UK algorithm is unbiased and optimal estimation. Unbiasedness means that the expected value of the estimator is equal to the true value. The optimal estimator means that the estimator has the smallest variance among all such linear
unbiased estimators. We need to obtain the weight coefficient \( \lambda \) of each reference point, which is defined as

\[
\sum_{u=1}^{g} \lambda_u = 1, \tag{10}
\]

\( \lambda_u \) is the weight coefficient of the point \( u \). Using Lagrange multiplier method to solve the weight coefficient matrix \( U \):

\[
\begin{bmatrix}
U \\
F
\end{bmatrix} = \begin{bmatrix}
W & S \\
S^T & O
\end{bmatrix}^{-1} \begin{bmatrix}
V \\
G
\end{bmatrix}, \tag{11}
\]

where \( S \) represents the coordinate function matrix of the reference point as

\[
\begin{bmatrix}
f_0(x_1,y_1) & \cdots & f_L(x_1,y_1) \\
\vdots & \ddots & \vdots \\
f_0(x_g,y_g) & \cdots & f_L(x_g,y_g)
\end{bmatrix}, \tag{12}
\]

\( U \) is the weight coefficient matrix of reference points as \([\lambda_1 \cdots \lambda_g]^T\). \( G \) denotes the coordinate function matrix of the interpolation point \( h \) which is \( G = [f_1(x_h,y_h) \cdots f_L(x_h,y_h)]^T \). \( W \) represents the variation function matrix between reference points as

\[
\begin{bmatrix}
\gamma_{1,1} & \cdots & \gamma_{1,n} \\
\vdots & \ddots & \vdots \\
\gamma_{n,1} & \cdots & \gamma_{n,n}
\end{bmatrix}. \tag{13}
\]

\( V \) denotes the variation function matrix between the reference point and interpolation point which is \( V = [\gamma_{1,h} \cdots \gamma_{n,h}]^T \). \( F \) is denoted by the Lagrange coefficient matrix \([\eta_0 \cdots \eta_L]^T\), where \( \eta \) is Lagrange coefficient. \( O \) is the \((L+1) \times (L+1)\) matrix of zeros.

Then, we get

\[
X^*(h) = \sum_{u=1}^{g} \lambda_u X(u), \tag{14}
\]

where \( X^*(h) \) is the RSS estimated value at the \( h \)th interpolation point, \( X(u) \) is NR RSS value of the reference point \( u \), \( g \) is the number of reference points of the interpolation point \( h \).

5. Experimental Results and Discussion

Indoor positioning is an indispensable part of human life in the future. Due to the different locations of base stations and the diversity of indoor rooms, indoor positioning in different rooms is considered.
we do not measure more time to keep our time. We randomly select 8 test points in the positioning area and statically collect RSS data at 34 reference points and 8 test points for 2 minutes, and the fetch rate of RSS is 100 ms/sample. The inherited value from the last moment is used when raw data is lost. We perform spatial interpolation in room A with a resolution of $0.5 \text{ m} \times 0.5 \text{ m}$.

The BS is set up 3.62 meters high above the floor in the corridor adjacent to the room as in room B as shown in Figure 5(b). The doors between them are closed. Mobile phone is placed on a one-meter tall tripod. The distribution of reference points and interpolation points is the same as that of room A. The test points are put in the centre of each grid.

Figure 5: (a) Positioning room A. (b) Positioning room B.

KNN regression algorithm is used as the positioning algorithm in the experiments. In KNN, samples with higher similarity are mapped to close distances. The estimated position is the average of the coordinates of the nearest neighbours.

Positioning error is defined as

$$e = \frac{1}{M_k} \sum_{k=1}^{M_k} \frac{1}{M_b} \sum_{b=1}^{M_b} \| q_k - \hat{q}_k(b) \|^2, \quad (15)$$

where $q_k$ denotes ground-truth of test point $k$. $\hat{q}_k(b)$ is the estimated position based on the $b$th sample of test point $k$.
Figure 6: (a) RSS comparison chart before and after Kalman filter of reference point A1 in room A. (b) RSS comparison chart before and after Kalman filter of reference point B1 in room B.
Figure 7: (a) Comparison of the Cumulative Distribution Function (CDF) of positioning error before and after Kalman filter in positioning room A. (b) Comparison of the CDF of positioning error before and after Kalman filter in positioning room B.

| Location | Average error (m) | CDF80% (m) | CDF90% (m) |
|----------|-------------------|------------|------------|
| Raw data | 2.24              | 3.36       | 4.11       |
| KF data  | 1.58              | 2.30       | 2.64       |

Table 1: Positioning accuracy of room A.

| Location | Average error (m) | CDF80% (m) | CDF90% (m) |
|----------|-------------------|------------|------------|
| Raw data | 1.95              | 2.54       | 3.08       |
| KF data  | 1.77              | 2.41       | 2.85       |

Table 2: Positioning accuracy of room B.
\(M_k\) and \(M_b\) represent number of test points and samples over each point, respectively. All test samples equal to \(M_k \times M_b\).

5.2. RSS Preprocessing. To reduce the influence of varying multipath on RSS, Kalman filter is used to preprocess the NR RSS of the offline fingerprinting database and test points. The preprocessed RSS is more stable, and using KF effectively reduces the disturbance to NR RSS caused by varying multipaths. The RSS value changes slightly around the mean after preprocessing, the variance is smaller, and the data is more stable. Using KF to preprocess RSS is shown in Figure 6. The RSS comparison before and after preprocessing of reference point A1 in room A and B1 in room B is shown in Figures 6(a) and 6(b), respectively. The distribution range of RSS values narrowed from -58.4 dBm to -50.3 dBm to -54.7 dBm to -52.6 dBm, stabilizing around -54 dBm. The distribution characteristics of RSS are more obvious.

Figure 8: (a) CDF of the positioning error using different spatial interpolation algorithms in room A. (b) CDF of the positioning error using different spatial interpolation algorithms in room B.
distribution of each point is more concentrated, so that the RSS cross-term between each point is reduced. The distribution characteristics of RSS between points are more obvious. We use the KNN positioning algorithm to locate the test points. As shown in Figure 7(a), the positioning accuracy is greatly affected by the multipath changes. Kalman filter on the raw RSS data significantly improves the positioning accuracy of the fingerprints. The positioning accuracy improvement effect is shown in Table 1. After using KF, the positioning accuracy has been improved by 31%; we can achieve 2.30-meter positioning error for 80% test samples. The positioning error is the Euclidean distance of test points between the true position and the positioning position.

In room B, NR RSS value between each point varies greatly, and the distribution of the mean value is obvious. Varying multipath has little effect on the positioning accuracy. As shown in Figure 7(b), Kalman filter algorithm can improve the positioning accuracy. The positioning accuracy improvement effect is shown in Table 2. Using KF, the positioning accuracy has improved by 6%. We achieve 2.41-meter positioning error for 80% test samples.

5.3. Spatial Interpolation. When we build the offline fingerprinting database in the fingerprinting positioning system, within a certain resolution range, the resolution of the offline fingerprinting database is proportional to the positioning accuracy. The higher the resolution of the fingerprints, the higher the positioning accuracy. Higher resolution will result in greater workload. In this experiment, a variety of commonly used spatial interpolation methods are used to assign values to each interpolation point separately. To avoid destroying the characteristics of the RSS of the interpolation points, we sort the RSS values of all points in descending order; the interpolation points are interpolated according to the weight of the reference points.

These experiments test different positioning environments in rooms A and B and compare several interpolation methods. We interpolate the preprocessed RSS offline fingerprinting database. The positioning error of various interpolation methods for rooms A and B is shown in Figure 8. In rooms A and B, we use UK that has the best positioning accuracy. The interpolation accuracy in room A is shown in Table 3, and the interpolation accuracy in room B is shown in Table 4. In room A, the positioning error of linear, IDW, and UK has improved by 20%, 20%, and 31%, respectively. Using UK can achieve 1.58-meter positioning error for 80% test samples. In room B, the positioning error of linear, IDW, and UK has been improved by 24%, 11%, and 40%, respectively. Using UK can achieve 1.44-meter positioning error for 80% test samples. After using KF and UK, we can effectively improve the positioning accuracy in both rooms.

### Table 3: Positioning accuracy of room A after different interpolation algorithms.

| Location      | Average error (m) | CDF80% (m) | CDF90% (m) |
|---------------|-------------------|------------|------------|
| No interpolation | 1.58              | 2.30       | 2.64       |
| Linear        | 1.32              | 1.84       | 2.14       |
| IDW           | 1.30              | 1.84       | 2.03       |
| UK            | 1.17              | 1.58       | 1.94       |

### Table 4: Positioning accuracy of room B after different interpolation algorithms.

| Location      | Average error (m) | CDF80% (m) | CDF90% (m) |
|---------------|-------------------|------------|------------|
| No interpolation | 1.77              | 2.41       | 2.84       |
| Linear        | 1.42              | 1.88       | 2.64       |
| IDW           | 1.31              | 2.14       | 2.38       |
| UK            | 1.16              | 1.44       | 1.76       |

6. Conclusions

We use the existing 5G as the positioning base station, which need not rebuild specific positioning equipment. Our intelligent fingerprinting technology optimization adopts KF as preprocessing step to reduce the disturbance of the RSS values caused by multipath. Spatial interpolation method is used to keep fingerprint sampling effort low but still get good resolution. A variety of spatial interpolation methods are compared. UK has the best performance. In room A, compared with that of raw data, KF showed 31% performance improvement. UK provided an additional 26% increase of positioning accuracy. In room B, compared with that of raw data, KF has 6% performance improvement. UK can further reduce the positioning error by 36%. We have achieved a positioning error of more than 80% test samples below 1.6 meters. In the next step, we may research universal fingerprinting, database preprocessing, and spatial interpolation methods in different indoor scenarios. Multiple-base station case in the future is possible. Research on maintaining the fingerprinting database over time is also good to touch.
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