Design of PID Controller for SISO and TITO Systems – A Study with Heuristic Algorithms
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Abstract— This paper proposes a study on heuristic algorithms based PID controller design for a class of Single Input Single Output (SISO) and Two Input and Two Output (TITO) systems. In this work, well known heuristic methods such as Particle Swarm Optimization (PSO), Improved PSO (IPSO), Bacterial Foraging Optimization (BFO), hybrid algorithm (PSO+BFO) and Firefly Algorithm (FA) are chosen to find the optimal $K_p$, $K_i$, $K_d$ values based on the chosen SISO and TITO process models. For the SISO systems, the well known PID and set-point filter based PID controllers are implemented and for the TITO process models, a decentralised PID controller design is proposed. In this work, the optimization process is focused to search the best possible controller parameters ($K_p$, $K_i$, $K_d$) by minimizing the multi objective performance index chosen to guide the heuristic search. The effectiveness of the proposed scheme has been confirmed through a comparative study with heuristic procedures and the classical controller tuning methods proposed in the literature. The results show that, heuristic algorithm assisted approach provides enhanced performance in effective reference tracking with minimal ISE and IAE values. Finally the robustness of the SISO system is validated by operating the unstable systems in the presence of a measurement noise. The results testify that the PSO-BFO tuned set-point filter based PID performs well in tracking the change in reference signal even in the noisy environment. The FA based procedure on the TITO system also offered better result on the TITO process compared with others approaches existing in the literature.
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I. INTRODUCTION

In chemical industry, most of the important processing units are highly non-linear in nature and for economical and/or safety reasons, these process loops to be operated in safe regions with the help of a PID controller [1-3]. Based on its operating region and its non-linearity, these loops can be modelled as SISO and MIMO systems. During the closed loop operation, optimized controller parameters for such systems are essential to minimize the waste and to maximize the production rate. Fine tuning the controller parameters for non-linear systems are highly complex than open loop stable systems. Hence, in recent years, heuristic algorithm assisted approaches are widely adopted by the researchers.

In recent years, many efforts have been attempted to design optimal and robust controllers for chemical systems [4 - 6]. Normally, most of these classical controller tuning approaches require an approximated transfer-function and state space model of the system around the operating point. In real time applications, the approximated model parameter may be changing or subject to uncertainty. Also the tuning method proposed for a particular model does not provide a satisfactory result on the other models. Hence, to overcome these issues, it is necessary to employ intelligent controller tuning procedures to identify the best possible controller parameters for the non-linear chemical systems.

In recent years, heuristic algorithm based optimization is emerged as a powerful tool for finding the solutions for a variety of control engineering problems. Recent work utilises the heuristic procedures, such as Particle Swarm Optimization [6, 7], Improved PSO [8], Bacterial Foraging Optimization [9, 10], Hybrid algorithm [11, 12], Bat Algorithm [13], Firefly Algorithm [14], Teaching Learning Based Optimization [15], etc.
The work by Rajinikanth and Latha [6] reported that heuristic algorithm based PID controller tuning can be implemented for the unstable SISO system when the ‘Delay/Time constant’ ratio is below 0.2. PID based tuning results large overshoot which tends to increase the error and overshoot value, when this ratio is greater than 0.2. This phenomenon disrupts the convergence of soft computing based search. In this work, the PID controller parameter tuning is proposed for a class of SISO and TITO chemical systems existing in the literature. A comparative study also carried out with the proposed heuristic approaches and the classical controller tuning methods proposed in the literature.

The remaining part of the paper is organized as follows: principle of various evolutionary algorithms and implementation of these algorithms to obtain optimized controller value is discussed in Section 2 and 3 respectively. In Section 4, results and discussions on a class of chemical system models are presented. Finally, the conclusion of the present research work is given in Section 5.

II. HEURISTIC ALGORITHMS ADOPTED IN THIS PAPER

This section presents the overview of the heuristic algorithms chosen for the study.

A. Particle Swarm Optimization

PSO is a population based stochastic optimization technique inspired by social behaviour of bird flocking or fish schooling, and it is widely used in engineering applications due to its high computational efficiency [16]. PSO algorithm is easy to implement and there are few parameters to adjust compared to other heuristic methods. It is a population based evolutionary computation technique, attempts to mimic the natural process of group communication of individual knowledge, to achieve some optimum property. More details regarding the PSO can be found in [2,3].

The basic mathematical expression of the PSO is depicted below;

\[
V_{i}^{t+1} = W . V_{i}^{t} + C_{1} . R_{1} . (P_{i} - S_{i}^{t}) + C_{2} . R_{2} . (G^{t} - S_{i}^{t}) \tag{1}
\]

\[
S_{i}^{t+1} = S_{i}^{t} + V_{i}^{t+1} \tag{2}
\]

\[
W^{t} = (W_{\text{max}} - \text{Iter}) \times \frac{(W_{\text{max}} - W_{\text{min}})}{\text{Iter}_{\text{max}}} \tag{3}
\]

Where, \(C_{1}\), \(C_{2}\) are positive constants. \(C_{1}\) is the cognitive learning rate and \(C_{2}\) is the global learning rate. \(R_{1}\), \(R_{2}\) are random numbers in the range 0-1. The parameter ‘\(W\)’ is inertia weight that increases the overall performance of PSO. The larger value of ‘\(W\)’ can favour the global wide-range search and lower value of ‘\(W\)’ implies a higher ability for local nearby search.

B. Improved PSO Algorithm

Chang and Shih [8] have developed an IPSO algorithm to tune the PID controller for a non linear inverted pendulum system. In this, an improved velocity updating equation is proposed to improve the algorithm convergence and it is given in Eqn 4.

\[
V_{i}^{t+1} = W^{t} . V_{i}^{t} + C_{1} . R_{1} . (p_{\text{best}} - S_{i}^{t}) + C_{2} . R_{2} . (g_{\text{best}} - S_{i}^{t}) + C_{3} . R_{3} . (i_{\text{best}} - S_{i}^{t}) \tag{4}
\]

Where, ‘\(i_{\text{best}}\)’ represents the best particle’s position among all particles in the sub-population that the \(i^{th}\) particle belongs to. \(C_{3}\) and \(R_{3}\) are positive constant and random number respectively.

C. Bacterial Foraging Optimization

BFO algorithm is a biologically inspired stochastic search technique based on mimicking the foraging behavior of E.coli bacteria [17]. During foraging, a bacterium can exhibit two different actions: Tumbling or swimming. The tumble action modifies the orientation of the bacterium. During swimming (chemotactic step) the bacterium will move in its current direction. Chemotactic movement is continued until a bacterium goes in the direction of positive nutrient gradient. After a certain number of complete swims, the best half of the population undergoes reproduction, eliminating the rest of the population. In order to escape local optima, an elimination-dispersion event is carried out where, some bacteria are liquidated at random with a very small probability and the new replacements are initialized at random locations of the search space.
In this work, enhanced BFO discussed in [1,4] is adopted; Number of E.Coli bacteria = \( N \)

\[
N_c = \frac{N}{2}; N_d = \frac{N}{3}; N_{ed} = \frac{N}{4}; N_r = \frac{N}{2}; P_{ed} = \left( \frac{N_{ed}}{N + N_r} \right); d_{an} = W_{an} = \frac{N}{N}; \text{ and } h_{rep} = W_{rep} = \frac{N_c}{N}
\]

D. Hybrid Optimization Algorithm

This algorithm was proposed by Korani et al. [11] to improve the performance of BFO. In this method, the cost function (ISE) is applied for both the PSO and BFO algorithm. The PSO algorithm monitors the BFO to achieve a minimum convergence time with optimized parameters. In hybrid algorithm, after undergoing a chemotactic step, each bacterium gets mutated by a PSO operator. The PSO operator considers only the ‘social’ component and eliminates the ‘cognitive’ component. In this algorithm, due to the information sharing between the PSO and BFO, the hybrid algorithm can provide the optimized solutions with minimal convergence time compared to a conventional BFO algorithm.

E. Firefly algorithm

The classical Firefly Algorithm (FA) was initially proposed by Yang [18]. FA is a nature inspired meta-heuristic algorithm, in which flashing illumination patterns generated by fireflies are modelled using a suitable mathematical expression. In this work, the recent version of the FA discussed in [19, 20] is considered.

The association of an attracted firefly towards a mate can be expressed as:

\[
X_{i+1}^{t+1} = X_{i}^{t} + \beta_0 e^{-\gamma d_{ij}^{2}} (X_{j}^{t} - X_{i}^{t}) + \alpha^{t} (\text{rand} - \frac{1}{2})
\]

where \( X_{i}^{t} \) is early location; \( X_{i+1}^{t+1} \) is updated location; \( \beta_0 e^{-\gamma d_{ij}^{2}} (X_{j}^{t} - X_{i}^{t}) \) is attraction among fireflies; \( \beta_0 \) is preliminary attractiveness; \( \gamma \) is absorption coefficient; \( \alpha^{t} \) is randomization operator and \( \text{rand} \) is random number \([0,1]\). In this paper, the following values are chosen for FA parameters: \( \alpha^{t} = 0.15; \beta_0 = 0.1 \) and \( \gamma = 1 \).

III. IMPLEMENTATION

The chosen problem is to design the PID controller for the process models. A generalized close loop control system is depicted in Fig.1. The controller ‘\( G_c(s) \)’ has to provide closed loop stability, smooth reference tracking and load disturbance rejection [21, 22].

Closed loop response of the above system with set-point ‘\( R(s) \)’ and disturbance ‘\( D(s) \)’ can be expressed as;

\[
Y(s) = \left[ \frac{G_p(s)G_c(s)}{1 + G_p(s)G_c(s)} \right]R(s) + \left[ \frac{1}{1 + G_p(s)G_c(s)} \right]D(s)
\]

The final steady state response of the system for the reference tracking and the disturbance rejection is presented in Eqn.3 and Eqn.4 correspondingly.

\[
Y_{r}(\infty) = \lim_{s \to \infty} Y_{r}(s) = \lim_{s \to \infty} \left[ \frac{G_p(s)G_c(s)}{1 + G_p(s)G_c(s)} \right] = A
\]

\[
Y_{d}(\infty) = \lim_{s \to \infty} \left[ \frac{1}{1 + G_p(s)G_c(s)} \right] = 0
\]

Where: \( A = \text{amplitude of reference signal} \); \( D = \text{disturbance} \)

To achieve a satisfactory \( Y_r(\infty) \) and \( Y_d(\infty) \), it is necessary to have optimally tuned values for \( K_p, K_i \) and \( K_d \). In this study, a non-interacting form of parallel PID controller is considered to achieve the preferred response.
The parallel PID structure is given below:

\[
G_C(s) = K_p e(t) + K_1 \int_0^T e(t) \, dt + K_d \frac{de(t)}{dt}
\]  

(10)

\[
G_{PID}(s) = K_p \left[1 + \frac{1}{T_1 s} + T_d s \right]
\]

(11)

Where: \( K_p / T_i = K_i; K_p T_d = K_d \).

For the filtered PID, the filter time constant is chosen as the \( T_i \) [23].

The multiple objective function for controller optimization was chosen. In this work performance criterion with four functions, such as CF, \( M_p \), \( t_s \) and \( E_{ss} \) as presented below was chosen to guide the heuristic search

\[
J_{min}(K_p, K_i, K_d) = (w_1 E_{ss} + (w_2 t_s) + (w_3 M_p)
\]

(12)

Where:

\( w_1, w_2, w_3 \) -weighting parameters (range is from 0 - 1),

\( E_{ss} \) - the steady state error,

\( t_s \) - settling time and

\( M_p \) - overshoot.

The PID tuning process is employed to find the best possible values for \( K_p, K_i \) and \( K_d \) and the set-point filter parameter ‘\( T_f \)’ form the three dimensional search space by minimizing the objective function. During this search, the performance criterion ‘\( J_{min}(K_p, K_i, K_d) \)’ guides the heuristic algorithm to get appropriate values for the controller parameters.

IV. RESULTS AND DISCUSSIONS

This section presents the results obtained with the proposed approach. All the simulations are implemented using the MATLAB software. In this work, the proposed controller design procedure is implemented on the well known SISO and TITO process loops. During the simulation work, the following values are assigned for the algorithm parameters: number of agents (N) = 30, dimension of the search (D) = 3, stopping criteria = \( J_{min} \) and the number of iterations =1000.

a. SISO systems

Process 1: The first order plus delayed time unstable process with the following transfer function model is considered [24-27];

\[
G_p(s) = \frac{4e^{-2s}}{4s - 1}
\]

(13)

The process has a gain (K) = 4, process time constant (\( \tau \)) = 4 and time delay (d) = 2. For this process \( d/\tau \) is 0.5. Many studies have proposed different PID settings for the above model and the values are clearly presented in the literature. The classical PID settings are presented in Table 1.

The evolutionary algorithm based controller tuning is proposed for the system as in Fig. 2.

The final convergence of the controller parameters for the hybrid algorithm is shown in Fig.3 and the optimised \( K_p, K_i, K_d \) values are tabulated in Table 1. Fig. 4 shows the convergence of the CF for the various evolutionary search algorithms. Fig.5 depicts the servo response of the process with classical PID settings proposed in the literature. In this The HC [24] method shows a satisfactory result compared to other methods. Fig.6 shows the reference tracking performance of the evolutionary methods. The observation is that, the hybrid method provides a good result for reference tracking performance.
From Table 1, it is observed that, the hybrid algorithm based tuning has less number of iteration (67) and it also shows a good performance measure in reference tracking (such as: ISE, IAE, $M_p$ and $T_s$) compared to PSO, IPSO and BFO algorithms.

Process 2: The second order delayed unstable process with the following transfer function is considered. It has one unstable pole and a stable pole [24, 28].

$$G_p(s) = \frac{\exp^{-s}}{(2s-1)(0.5s+1)} \quad (14)$$

Previous studies have proposed different PID settings for the above model (Huang and Chen, 1999; Lee, Lee, and Park, 2000). Fig.7. shows the servo response of the previous work reported in literature. In this diagram, the method proposed by LLP provides the smooth reference tracking performance compared to PC and HC. Fig.8. shows the reference tracking performance of the present study. The response produced by the PSO and IPSO algorithm is more oscillatory compared to BFO and PSO-BFO methods.

From Fig.5 and Table 1, it is inferred that, the proposed hybrid method can be used to get an optimal controller parameter with lesser convergence time to provide a smooth reference tracking performance than other optimisation algorithms.

### Table I.

| Process | Method | Iteration | $K_p$ | $K_i$ | $K_d$ | $T_f$ | ISE | IAE | $M_p$ | $T_s$ |
|---------|--------|-----------|-------|-------|-------|-------|-----|-----|-------|------|
| Process 1 | HC [24] | - | 0.5650 | 0.0460 | 0.3453 | 12.276 | 29.27 | 5.410 | 0.000 | 21.4 |
| | SSC [25] | - | 0.5480 | 0.0493 | 0.5611 | 11.117 | 25.60 | 5.060 | 0.033 | 20.7 |
| | Visioli [26] | - | 0.6240 | 0.0540 | 0.7245 | 11.551 | 21.30 | 4.615 | 0.000 | 23.7 |
| | JSH [27] | - | 0.3840 | 0.0127 | 0.0000 | 30.301 | 293.9 | 17.14 | 0.000 | 35.3 |
| | PSO | 76 | 0.4403 | 0.0217 | 0.3133 | 20.290 | 122.0 | 11.04 | 0.016 | 28.4 |
| | IPSO | 68 | 0.5110 | 0.0230 | 0.5887 | 22.217 | 103.6 | 10.18 | 0.000 | 27.1 |
| | BFO | 82 | 0.5190 | 0.0302 | 0.5017 | 17.185 | 65.30 | 8.081 | 0.000 | 35.4 |
Process 2

| Process | Activation factor (Ea) | Frequency factor (k_o) | Heat of reaction (-ΔH) | U | ρ C_p | R | Residence time (V/F) | C_f | T_f | ρ C_p |
|---------|------------------------|-----------------------|-----------------------|---|-------|---|---------------------|----|----|-------|
| HC [24] | 1.7920                 | 0.1442                | 1.2000                | 75 Btu/hr ft² °F    | 53.25 Btu/ ft³ °F | 1.987 Btu/lbmol °F | 15 min=0.25 hr  | 0.132 lbmol/ ft³ | 60 °F =519.67R |
| PC [21] | 1.5860                 | 0.1322                | 1.0643                | 74.91 Btu/hr ft² °F | 55.6 Btu/ ft³ °F | 0.221 °F | 0.25               | 0.25          |
| LLP [28] | 1.9490                 | 0.1616                | 1.6099                | 21.39 Btu/hr ft² °F | 8.655 Btu/hr ft³ °F | 0.345 °F | 29.4                |
| PSO 61 | 1.6502                 | 0.2161                | 1.0061                | 4.625 Btu/hr ft² °F | 24.8             | 0.000 °F | 24.6                |
| IPSO 53 | 1.4462                 | 0.1142                | 1.0644                | 74.91 Btu/hr ft² °F | 55.6 Btu/ ft³ °F | 0.221 °F | 28.3                |
| BFO 78 | 2.0772                 | 0.1865                | 1.2290                | 28.25 Btu/hr ft² °F | 8.655 Btu/hr ft³ °F | 0.221 °F | 23.9                |
| Hybrid 49 | 1.9518                 | 0.2103                | 1.0643                | 22.49 Btu/hr ft² °F | 8.655 Btu/hr ft³ °F | 0.221 °F | 21.1                |

Process 3: Jacketed Continuous Stirred Tank Reactor (CSTR) studied by Bequette [29] can be represented by the following equations;

\[
\frac{dC_A}{dt} = f_1(C_A, T, T_j) = \frac{F}{V}(C_{Af} - C_A) - k_o \exp\left(\frac{-\Delta E}{RT}\right)C_A
\]  
(15)

\[
\frac{dT}{dt} = f_2(C_A, T, T_j) = \frac{F}{V}(T_r - T) + \frac{(-\Delta H)}{\rho C_p} \exp\left(\frac{-\Delta E}{RT}\right)C_A - \frac{UA}{V\rho C_p}(T - T_j)
\]  
(16)

\[
\frac{dJ}{dt} = f_3(C_A, T, T_j) = \frac{F}{V}(T_j - T_j) + \frac{UA}{V_j \rho C_p}(T - T_j)
\]  
(17)

Eqn. 15 – 17 represents the modeling equations of the case study which discuss the production of propylene glycol by the hydrolysis of propylene oxide with sulphuric acid as a catalyst.

The process transfer function model relating the jacket flow rate to the reactor temperature is

\[
G_p(s) = \frac{-4.4747s - 37.94}{s^4 + 9.332s^3 + 16.89s - 34.45} \times e^{-0.5s}
\]  
(18)

The robust stability of the CSTR model is analysed using the Kharitonov’s theorem [30]. This method provides a necessary and sufficient analysis test for the robust stability of polynomials with perturbed coefficients.

Let the closed loop system with the above characteristic equation are defined by in the interval \( p_i \leq p_i \leq p_i^U \) with a lower and higher bond of parameters of \( p_i \) with \( i = 0,1,2,\ldots6 \). According to Kharitonov’s theorem, every characteristic equation in the interval family will be stable if the following four Kharitonov polynomials are Hurwitz:

\[
K_{11}(s) = p_0^L + p_1^Ls + p_2^Us^2 + p_3^Us^3 + p_4^Us^4 + p_5^Us^5 + \ldots
\]  
(19)

\[
K_{12}(s) = p_0^L + p_1^Us + p_2^Us^2 + p_3^Us^3 + p_4^Us^4 + p_5^Us^5 + \ldots
\]  
(20)

\[
K_{21}(s) = p_0^U + p_1^Us + p_2^Us^2 + p_3^Us^3 + p_4^Us^4 + p_5^Us^5 + \ldots
\]  
(21)

\[
K_{22}(s) = p_0^U + p_1^Us + p_2^Us^2 + p_3^Us^3 + p_4^Us^4 + p_5^Us^5 + \ldots
\]  
(22)
As the process parameters (gain, time constant and time delay) are perturbed, closed-loop stability changes. The CSTR model for the perturbed process parameters around their nominal values with the polynomials \((K_{11}, K_{12}, K_{21}, K_{22})\) in \(s=j\omega\) plane were checked for Hurwitz condition.

Fig 6. Shows the Kharitonov’s rectangles for the CSTR model in S –plane, from this plot, it is observed that the open loop system with the perturbed process parameters shows that it is in unstable operating region.

An optimal controller tuning for this process is then proposed with the evolutionary methods and the corresponding controller and the filter parameters are presented in Table 1. Fig 7 shows the servo response of the CSTR temperature profile. The hybrid algorithm based controller performs better compared to PSO, IPSO and BFO tuned controller. The performance measure values are clearly presented in Table 1.

The hybrid algorithm tuned set-point filter with the PID structure is then tested for the robustness by applying a 10% increase in the delay, 25% increase in the gain and a measurement noise (band limited white noise) with a noise power of 0.001. From Fig 8. it is observed that, the controller provides a smooth response for the CSTR model with the perturbed process parameters.

b. TITO system

Process 4: The proposed controller design procedure is then tested on the WB model [14].

\[
\begin{bmatrix}
    y_1(s) \\
    y_2(s)
\end{bmatrix} = \begin{bmatrix}
    12.8e^{-s} & -18.9e^{-3s} \\
    16.7s + 1 & 21s + 1 \\
    6.6e^{-7s} & -19.4e^{-3s} \\
    10.9s + 1 & 14.4s + 1
\end{bmatrix}
\begin{bmatrix}
    u_1(s) \\
    u_2(s)
\end{bmatrix}
\]  

(23)

Eqn. 23 shows the model of WB bench mark system. Initially, the IPSO based search is attempted to identify the optimal controller values, later BFO, hybrid algorithm and FA based search are considered. During the controller design process, the simulation time ‘\(T\)’ is assigned as 500 sec. A unit step signal is applied as the reference signal during \(PID_1\) design and the input signal is considered as ‘0’ for \(PID_2\) tuning.
Table 3 presents the optimised controller parameters and Table 4 presents the performance measure values obtained with heuristic algorithm tuned controllers. In order to confirm the smooth reference tracking performance, a unity step signal is assigned as the reference for the bottom product at $T=250$ and the process response values are recorded as shown in Fig. 9 and 10. From this result, it is confirmed that, proposed approach is efficient in offering the better PID parameters for the TITO system.

### V. CONCLUSION

In this work, heuristic approach based controlling tuning problem is addressed for a class of SISO and a TITO system. A detailed comparative study between the PSO, IPSO, BFO, hybrid algorithm and FA are presented. In this work, a well known unstable SISO process models are considered and the PID controller values are designed. The performances of the heuristic algorithms are assessed based on the time domain performance measures. The proposed approach is also validated on the classical tuning procedures existing in the literature. Finally, the robustness of the designed controller is confirmed using the Kharitonov’s approach. The simulation result confirms that, the proposed approach offers better result on the SISO process models. Finally, the
advantage of the heuristic approach is then confirmed using the WB distillation process existing in the literature. From this paper, it is confirmed that, heuristic algorithm based approaches are very efficient in designing the PID controller for the SISO and TITO process models.
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