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Abstract

In this paper, we present an evaluation of anaphors generated by a Chinese natural language generation system. In the evaluation work, the anaphors in five test texts generated by three test systems employing generation rules with different complexities were compared with the ones in the same texts created by twelve native speakers of Chinese. We took the average number of anaphors matching between the machine and human texts as a measure of the quality of anaphors generated by the test systems. The results suggest that the one we have chosen and which has the most complex rule is better than the other two. There are, however, real difficulties in establishing the significance of the results because of the degree of disagreement among the native speakers.

1 Introduction

We have established several rules for the generation of anaphors in Chinese, including rules to make the decision between zero, pronominal and nominal anaphors. Zero anaphors are omissions of noun phrases in surface sentences, pronominal anaphors, ta (s/he, it) are like s/he and it in English, and nominal anaphors are like definite NPs in English (Che87). These types of anaphors are exemplified in (1) by φi, 1 ta (he)

1)

\[ \text{φi zhuangdao yige ren j,} \]

(He) bump-to a person

(He) bumped into a person.

In addition, we have established a rule for the choice of a description if a nominal anaphor is decided upon which, for instance, would choose between fang zuozi (square table), and simply zuozi (table) if a nominal form is decided upon to refer to a square table. These rules were implemented in our Chinese natural language generation system and a number of texts for describing entities in a national park were generated (Yeh95). As shown in our previous studies (YM94; YM95; Yeh95), these rules were obtained from empirical studies. The experimental results show that the anaphors generated by using these rules largely match the ones in the test texts we used, assuming the same semantic structures and contextual information. This shows the performance of the rules. However, in this previous work the same data served as both training and test data. Furthermore, the assumed contextual information, for example, discourse structures, may be difficult to implement in a real system. Thus,
the performance of a real anaphor generation algorithm based on the previous rules may be different to the experimental results. In this paper, we attempt a post-evaluation by asking some native speakers of Chinese to judge the result of the anaphors generated by our system.

2 Previous Work and Our Approach

Though the field of natural language generation has progressed towards composing complex texts, the evaluation of natural language generation systems has remained at the discussion stage (May90; MM91). Two broad methods have been identified for evaluating natural language generation systems: glass box and black box evaluation (MM91). The glass box method is concerned with examining the internal working of individual components in a system, while the latter looks at the behaviour of the input and output to the generation systems. The difficulty of the glass box method is the lack of a clear division between components in generation systems. Even if the black box method is adopted, however, it is difficult to determine what is the appropriate input for generation and to be objective in evaluating the output text.

In this paper, we aim to investigate the quality of anaphors generated by the referring expression component in our Chinese natural language generation system. The referring expression component lies between the text planner and the linguistic realisation component in the system, as shown in Fig. 1. On accepting an input goal from the user, the system invokes the text planner which uses the operators in the plan library to build up a plan which is a hierarchical discourse structure to satisfy the input goal. After the text planning is finished, the decision of anaphoric forms and descriptions is then made by traversing the plan tree. As is discussed in (YM95; Yeh95), the algorithm of the referring expression component first determines an appropriate form for an anaphor to be generated.

Suppose that the referring expression components we wish to compare all adopt the above basic algorithm. Then the essential character-
cannot be presented here for reasons of space), except that the anaphor generation rules used in the referring expression components are different to each other. In the existing literature, we cannot find other work on the generation of Chinese referring expressions (or indeed on the full evaluation of anaphor generation for any other language), which means that we have no real working systems to compare with. In practice, we employ our Chinese natural language generation system described in (Yeh95) as the backbone of the evaluation work because it is easy for us to control and maintain. What we have to do for each generation system is simply to insert the corresponding generation rule.

3 Systems to Compare and the Test Task

Having described the framework of the evaluation, in this section, we give details about the object systems to be compared in the evaluation work and the tasks to be performed in the evaluation work.

3.1 Systems to compare

The anaphor generation rule we obtained in our previous studies (YM94; YM95; Yeh95) is shown in Fig. 2, where the internal nodes represent constraints and the terminal nodes are the decisions of using a zero (Z), pronominal (P), or nominal (N) form. The locality constraint checks whether the anaphor in question occurs either in the immediately previous utterance or at a long distance. The second constraint determines whether an anaphor occurs in a position violating syntactic constraints on zero anaphors. We adopted the concept of discourse segment structure in (GS86) to build up the constraint at segment beginning. It checks whether an anaphor is at the beginning of a discourse segment. The salience constraint says that both the positions of an anaphor and its antecedent are the topics of their respective utterances. The animacy constraint checks whether the anaphor in question is animate. Then the following rule is used if a nominal form is decided on.

If a nominal anaphor, n, is at the beginning of a “sentence” 2, or is the first mention of the referent in a “sentence,” then a full description is preferred; otherwise, if n is within a “sentence” or has been mentioned previously in the same “sentence” without distracting elements, then a reduced description is preferred; otherwise a full description is preferred.

The constraints in the anaphor generation rule were established by consulting relevant linguistic studies (YM94; YM95; Yeh95). Consequently, subsets of constraints in the above rule can be thought of as possible rules, if not complete, for the generation of anaphors in Chinese. As described previously, the systems to compare in this evaluation work are assumed to share the same individual components, except the anaphor generation rules. In this paper, we equipped each system with such a possible anaphor generation rule.

We chose three rules, termed TR₁ TR₂ and TR₃, with different complexities among the possible candidates as the targets of the test 3. The

---

4A “sentence” is in general a meaning-complete unit (Liu84). A sentential mark is used to indicate the full stop of a “sentence”; a comma within a “sentence” indicates a temporary stop.

5The use of these rules enables us to investigate the effectiveness of individual constraints.
Figure 3: Rules used in the comparison systems.

The rules are shown in Fig. 3. The first one uses locality, syntactic constraints and animacy. The second and the third rules have one additional constraint, namely, discourse segment boundaries and salience, respectively, added to their predecessors. In the following, we use the above rule names to represent the systems.

3.2 The test task

The task can be divided into an annotation and a comparison stage. Each of twelve native speakers of Chinese was given a number of test sheets to finish. On each sheet is a text generated by our generation system. Each anaphor position in a generated text was left empty and all candidate forms of the anaphor, including zero, pronominal, and full, or reduced descriptions were put under the empty space. The task for a speaker to perform was to annotate which form he or she preferred for each anaphor position on the sheets.

We selected five texts generated by our system for the test. The numbers of clauses in the texts are 5, 12, 12, 21 and 34; the numbers of anaphors in the texts are 4, 11, 11, 20 and 34. See the Appendix for the first three test texts.

For convenience, we summarise the occurrence of anaphors in the test texts in a graphical form in Fig. 4. In the figure, each box represents a clause and at the right end is the accompanying punctuation mark. Each box is divided into three parts which represent the topic, the subject and the direct object positions of the clause. The numbers in a box, except for the first occurrences in the text, are the indices of anaphors in the corresponding clauses. Initial references are indicated by bold italics. For example, in Text 2, the numbers 1, 2, 3 and 4 occurring in the first, 5th, 8th and 10th clauses, respectively, are initial references; others are anaphors.

After the annotations were collected, we carried out comparisons between the speakers' results and the generated texts to investigate the performance of the test rules. In each comparison, we noted down the number of matches between the computer generated text and the human result. In the following, we use \( C_{ij} \) to denote the text indexed \( j \) generated by the system equipped with Rule \( TR_i \), where \( i \) is 1 to 3 and \( j \) is 1 to 5; and \( H_{kl} \) to denote the resulting text indexed \( l \) of speaker \( k \), where \( k \) is 1 to 12 and \( l \) is 1 to 5. The comparison work is summarised procedurally as below.

\[
\text{for each rule } TR_i \\
\text{for each speaker } j \\
\text{for each text } k \\
\text{compare } C_{ik} \text{ with } H_{jk} \text{ and} \\
\text{note down the number of matches of anaphors between them}
\]

4 Results

In this section, we investigate the result of the comparisons made in the last section. The comparison result is shown in Table 1. The average matching rates for all test texts are 72, 74 and 76%.

This average matching rate, however, is lower than the matching rates, about 92%, we obtained in the empirical studies described pre-
| Text 1 | Text 2 | Text 3 | Text 4 | Text 5 |
|--------|--------|--------|--------|--------|
| 1      | 1      | 1      | 1      | 1      |
| 2      | 1      | 1      | 1      | 1      |
| 3      | 1      | 1      | 1      | 1      |
| 4      | 1      | 1      | 1      | 1      |
| 5      | 1      | 1      | 1      | 1      |
| 6      | 1      | 1      | 1      | 1      |
| 7      | 1      | 1      | 1      | 1      |
| 8      | 1      | 1      | 1      | 1      |
| 9      | 1      | 1      | 1      | 1      |
| 10     | 1      | 1      | 1      | 1      |
| 11     | 1      | 1      | 1      | 1      |
| 12     | 1      | 1      | 1      | 1      |

Figure 4: Occurrence of anaphors in the test texts.
Table 1: Match between the results of test systems and native speakers.

| System | Speaker | Text 1 | Text 2 | Text 3 | Text 4 | Text 5 |
|--------|---------|--------|--------|--------|--------|--------|
| TR1    | 1       | 4      | 10     | 9      | 16     | 27     |
|        | 2       | 4      | 8      | 6      | 16     | 24     |
|        | 3       | 4      | 7      | 5      | 15     | 24     |
|        | 4       | 4      | 8      | 5      | 13     | 23     |
|        | 5       | 3      | 7      | 8      | 14     | 23     |
|        | 6       | 4      | 8      | 7      | 15     | 28     |
|        | 7       | 4      | 7      | 6      | 16     | 25     |
|        | 8       | 4      | 10     | 9      | 17     | 32     |
|        | 9       | 2      | 6      | 7      | 9      | 14     |
|        | 10      | 4      | 8      | 9      | 14     | 23     |
|        | 11      | 2      | 5      | 6      | 10     | 20     |
|        | 12      | 4      | 9      | 5      | 13     | 23     |
|        | Average | 3.6    | 7.8    | 6.8    | 14     | 23.8   |
| Total anaphors | 4 | 11 | 11 | 21 | 34 |
| Matching rate | 90% | 70% | 62% | 70% | 70% |
| TR2    | 1       | 4      | 10     | 8      | 17     | 26     |
|        | 2       | 4      | 8      | 6      | 17     | 25     |
|        | 3       | 4      | 7      | 5      | 16     | 23     |
|        | 4       | 4      | 8      | 5      | 14     | 24     |
|        | 5       | 3      | 7      | 9      | 15     | 24     |
|        | 6       | 4      | 8      | 7      | 16     | 29     |
|        | 7       | 4      | 7      | 7      | 17     | 26     |
|        | 8       | 4      | 10     | 9      | 18     | 33     |
|        | 9       | 2      | 6      | 8      | 9      | 14     |
|        | 10      | 4      | 8      | 10     | 15     | 24     |
|        | 11      | 2      | 5      | 7      | 11     | 19     |
|        | 12      | 4      | 9      | 6      | 14     | 24     |
|        | Average | 3.6    | 7.8    | 7.3    | 14.9   | 24.3   |
| Total anaphors | 4 | 11 | 11 | 21 | 34 |
| Matching rate | 90% | 70% | 66% | 75% | 71% |
| TR3    | 1       | 4      | 7      | 5      | 13     | 18     |
|        | 2       | 4      | 11     | 9      | 16     | 25     |
|        | 3       | 4      | 10     | 8      | 19     | 29     |
|        | 4       | 4      | 9      | 4      | 14     | 24     |
|        | 5       | 3      | 9      | 9      | 16     | 26     |
|        | 6       | 4      | 11     | 6      | 14     | 24     |
|        | 7       | 4      | 8      | 10     | 13     | 23     |
|        | 8       | 4      | 7      | 6      | 14     | 25     |
|        | 9       | 2      | 7      | 7      | 12     | 20     |
|        | 10      | 4      | 9      | 7      | 16     | 23     |
|        | 11      | 2      | 6      | 6      | 12     | 21     |
|        | 12      | 4      | 10     | 9      | 16     | 30     |
|        | Average | 3.6    | 8.7    | 7.1    | 14.6   | 24     |
| Total anaphors | 4 | 11 | 11 | 21 | 34 |
| Matching rate | 90% | 79% | 65% | 72% | 71% |
viously (YM94; Yeh95). The problem is partly because the test texts used in the former comparison are human-created, while the test texts used here are machine-generated. The grammatical structures of the machine-created texts are simplified; they are not as sophisticated as human texts. In the evaluation work, when the speakers were asked to decide their preferences for anaphors in the machine-generated texts, they may find less complete information shown in the test texts than what they are used to in creating their own texts and hence it may be difficult for them to make their own decisions. In the empirical study, the human-created texts perhaps provided more sufficient information for the hypothetical machine to decide on an appropriate anaphoric form.

A more important reason why the matching rates are lower than before could be that in some circumstances there may be more than one acceptable solution and the speakers may not always choose the same one as the machine. This hypothesis can be investigated by looking at the extent to which the speakers agree among themselves. To see how the speakers agree among themselves, we further made a comparison between the speakers' annotations, which is summarised as below.

for each speaker $i$
for each text $j$
  compare $i$'s with the rest of speakers' annotations and note down the average number of the matches

The comparison result is shown in Table 2. For each speaker, the number for each test text is the average number of matches with the other eleven speakers. For example, Speaker 1 receives, on average, 8 matches for Text 2. At the end of the table are the average numbers for the speakers' agreement among themselves. The figures in the table show that the speakers do not achieve an agreement among themselves for the use of anaphors in this test. These figures are further supported by the kappa statistic, a standard measure of agreement between a set of judges (SC88). The overall kappa value for all speakers is about 0.41, whereas a value of 0.8 or over would normally be required for good evidence of agreement. The measure of agreement gets worse if only the zero/ pronoun/ nominal distinction is considered or if zero and non-zero pronouns are lumped together. Only two speakers agree with one another with a kappa value of more than 0.7 (none with a value of greater

### Table 2: Agreement of annotations among speakers.

| Speaker | Text 1 | Text 2 | Text 3 | Text 4 | Text 5 |
|---------|--------|--------|--------|--------|--------|
| 1       | 3.9    | 8      | 7.5    | 14.3   | 24     |
| 2       | 3.9    | 9.5    | 7.8    | 16.1   | 26.5   |
| 3       | 3.9    | 9.1    | 7.8    | 15.8   | 26.3   |
| 4       | 3.9    | 8.9    | 6.6    | 15.4   | 23.9   |
| 5       | 3.3    | 8.5    | 8.3    | 15.2   | 25.4   |
| 6       | 3.9    | 9.5    | 8.3    | 14.1   | 26.5   |
| 7       | 3.9    | 8.3    | 7.1    | 15     | 26.2   |
| 8       | 3.9    | 8.1    | 7.9    | 15.8   | 26.4   |
| 9       | 2.4    | 6.8    | 7      | 12.1   | 20.5   |
| 10      | 3.9    | 8.6    | 8.1    | 14.5   | 25     |
| 11      | 2.3    | 5.7    | 7      | 12.7   | 21.2   |
| 12      | 3.9    | 9.4    | 7.8    | 15.3   | 26.3   |
| Average | 3.6    | 8.4    | 7.6    | 14.7   | 24.9   |
| Total anaphors | 4 | 11 | 11 | 21 | 34 |
| 90% | 76% | 69% | 73% | 73% |
than 0.8). The speakers as a whole agreed with kappa greater than 0.7 on 30 out of the 80 anaphors, with complete agreement only 14 times. To get an overall agreement of greater than 0.8 would require reducing the set of speakers from 12 to a carefully selected 3.

As shown in Fig. 4, the anaphors in Text 1 form a "topic chain" within a single "sentence". These anaphors are all zeroed according to the conditions of locality and syntactic constraints in the three test rules. All three systems produce the same result for Text 1 and, hence, unsurprisingly all three systems have the same matching rate, 90%, as shown in Table 1.

Text 2 similarly contains a single "sentence" but has three topic shifts in addition to "topic chains" within the "sentence" as shown in Fig. 4. Since no discourse segment boundaries occur within the "sentence", the discourse segment boundary constraint in TR2 has no effect on this test text, which means that both TR1 and TR2 produce the same output. However, there are three topic shifts within the "sentence", namely, clauses 5 and 6, 8 and 9, and 10 and 11, as shown in Fig. 4. The shifts would make the rule containing the salience constraint, TR3, obtain different output from those without this constraint, TR1 and TR2 obtain the same matching rate, 70%. TR3 obtains higher matching rates than the other two, 79%, which shows the effectiveness of the salience constraint in it.

We then examine another middle-sized test text, Text 3, which is broken into three "sentences," as shown in Fig. 4. The beginning of a "sentence" is the beginning of a discourse segment in our implementation (Yeh95). Furthermore, there are three topic shifts occurring in Text 3, i.e., clauses 8 and 9, 10 and 11, and 11 and 12. The constraint of discourse segment beginnings in TR2 and TR3 and the salience constraint in TR3 would therefore have some effects on the output texts. The matching rates, as shown in Table 1, increase from 62 to 66% for TR2, which shows that the constraint on discourse segment beginnings in TR2 is effective. TR3 obtains 65% matching rate, on average, which is 1% lower than its predecessor TR2. However, this decrease of average matching rate does not deny the effectiveness of the salience constraint in TR3. TR2's text differs from TR3's in the three topic shifts: TR2 generates zero anaphors for these shifts, while TR3 generates full descriptions. The speakers varied greatly in choosing anaphoric forms for these topic shifts: among twelve speakers, four chose all full descriptions, three used all zero anaphors, and the other five chose zero, pronominal and nominal anaphors. Thus, four among the twelve speakers completely agree with TR3, while three agree with TR2. This shows that the salience constraint in TR3 is still effective.

Then we examine the more complicated texts, Texts 4 and 5. As shown in Table 1, the increases of matching rates show the effectiveness of the constraint of discourse segment beginning in TR2. Again, the average matching rates of TR3 are slightly lower than TR2 for these two texts. However, similar to the situation in Text 3, the speakers have varied agreement on the choice of anaphors for the topic shiftings in these two texts. For Text 4, three and one speaker completely agree with TR2 and TR3, respectively. As for Text 5, two speakers completely agree with TR2, while the others partly agree with TR2 and TR3.

The above discussions show that the salience constraint in TR3 is sometimes effective in getting small improvements in the output texts. This shows the difference of concepts of salience used between the speakers and TR3. In brief, the more sophisticated constraints a rule contains, the better it performs. Both TR2 and TR3 perform better than TR1. TR3 performs better than TR2 for texts with simple discourse segment structure. For the texts having complicated discourse segment structures, TR2 is slightly better than TR3 on average matching rates. Adding the results of the rules to those of the speakers leads to a slight decrease in kappa for TR1 but progressively better (though only from 0.41 to 0.43) values for kappa for TR2 and TR3. This indicates that the better rules
seem to disagree with the speakers no more than the speakers disagree among themselves. There are 9 anaphors where the kappa score including TR3 is less than that for the speakers alone (in many other cases, the results being better). These seem to involve places where the speakers were more willing to use a zero pronoun (where the system used a reduced nominal anaphor) and where the speakers reduced nominal anaphors less than the system did.

5 Conclusion

In this paper, we evaluated the quality of anaphors in the texts generated by using various rules. As shown in the results of comparisons between the anaphors created by computers and native speakers of Chinese, the individual constraints we collected in our previous studies (YM94; YM95; Yeh95), seem to be effective to a large extent in the generation of anaphors in Chinese. Also they can be implemented successfully. The comparison results suggest that a Chinese natural language generation system employing the combination of these constraints might produce more effective anaphors than one using individual constraints. Although the average matching rates between the different rules and the speakers are lower than those from our previous experiments based on human-generated texts, this at least in part reflects considerable disagreement among the speakers themselves.

Appendix

Three test texts, Texts 1, 2 and 3, are shown in Fig. 5.
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文件編號：Text 1

面天山 屬於 鐵狀火山，高度 977公尺，山形 深園整齊，
（Z.它.面天山） （Z.它.面天山）

頂部 有 矢竹草坡，頂部西側 有 火水池。
（Z.它.面天山） （Z.它.面天山）

文件編號：Text 2

面天山 屬於 鐵狀火山，高度 977公尺，山形 深園整齊，
（Z.它.面天山） （Z.它.面天山）

頂部 有 矢竹草坡，頂部西側 有 火水池，深 約 45公尺，
（Z.它.面天山） （Z.它.面天山） （Z.它.面天山）

直徑 約 150公尺，長 沼澤植物，有 四角闊和 燈心草，
（Z.它.火水池） （Z.它.火水池） （Z.它.沼澤植物）

北側 有 天山，山形 圓鈍，海拔 880公尺，
（Z.它.向天池） （Z.它.向天池） （Z.它.向天池）

文件編號：Text 3

幻湖 屬於 火口湖，面積 約 2800平方公尺，深 約 2公尺，
（Z.它.夢幻湖）

位於 七星山東麓，海拔 約 860公尺，是 溼地形社會，
（Z.它.夢幻湖） （Z.它.夢幻湖）

是 保護區。有 沼澤，長有 沉水植物 和 挺水植物，
（Z.它.夢幻湖） （Z.它.夢幻湖） （Z.它.淹沒區）

有 淹沒區，長有 生植物，有 五節芒 和 類地毯草。
（Z.它.夢幻湖） （Z.它.淹沒區） （Z.它.淹沒區）

Figure 5: Example of test text for evaluation.