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Abstract. With the wide application of sparse ToF sensors in mobile devices, RGB image-guided sparse depth completion has attracted extensive attention recently, but still faces some problems. First, the fusion of multimodal information requires more network modules to process different modalities. But the application scenarios of sparse ToF measurements usually demand lightweight structure and low computational cost. Second, fusing sparse and noisy depth data with dense pixel-wise RGB data may introduce artifacts. In this paper, a light but efficient depth completion network is proposed, which consists of a two-branch global and local depth prediction module and a funnel convolutional spatial propagation network. The two-branch structure extracts and fuses cross-modal features with lightweight backbones. The improved spatial propagation module can refine the completed depth map gradually. Furthermore, corrected gradient loss is presented for the depth completion problem. Experimental results demonstrate the proposed method can outperform some state-of-the-art methods with a lightweight architecture. The proposed method also wins the championship in the MIPI2022 RGB+ToF depth completion challenge.
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1 Introduction

Depth information plays an important role in various vision applications, such as autonomous driving, robotics, augmented reality, and 3D mapping. In past decades, many depth sensors have been developed and applied to obtain depth information, such as time-of-flight (ToF) and light detection and ranging (LiDAR) sensors. With the rapid development of smart mobile devices, sparse ToF depth measurements have attracted extensive attention recently due to their unique advantages. For example, sparse ToF sensors can effectively avoid multi-path interference problem that usually appears in full-field ToF depth measurements.
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In addition, the power consumption of sparse ToF depth measurement is much lower than that of full-field ToF sensors, which is very suitable for mobile devices and edge devices to reduce battery consumption and heating. However, there is a proverb that says you can’t have your cake and eat it too. The sparse ToF depth measurement also has significant disadvantages. First, sparse ToF cannot provide a dense pixel-wise depth map due to hardware limitations such as the small amount of laser pulse. Second, sparse ToF depth data easily suffers from noise. To overcome these limitations, depth completion (DC), which converts a sparse depth measurement to a dense pixel-wise depth map, becomes very useful due to industrial demands.

Single modal sparse depth completion is a quite difficult and ill-posed problem because dense pixel-wise depth values are severely missing. Fortunately, aligned RGB images usually can be obtained in these practical scenarios. Therefore, recent depth completion methods often utilize RGB guidance to boost depth completion and show significantly better performance than the unguided way. The straightforward reason is that natural images provide plentiful semantic cues and pixel-wise details, which are critical for filling missing values in sparse depth modality.

For traditional full-field ToF depth maps, many RGB image guided depth super-resolution or enhancement methods have been proposed, e.g., traditional learning-based joint enhancement models \cite{41,17}, and recent deep neural network (DNN)-based joint depth image restoration methods \cite{25,12,24,28}. For the sparse ToF depth measurements, Ma et al. \cite{25} proposed a single depth regression network to estimate dense scene depth by means of RGB guidance. Tang et al. \cite{34} presented a learnable guided convolution module and applied it to fuse cross-modality information between sparse depth and corresponding image contents.

These RGB-guided depth completion methods can produce better depth maps by comparing them with single modal depth completion. However, current depth completion methods with RGB guidance still face the following two challenges. First, multi-modality usually leads to more computational cost, because different network modules are required for these modalities with different distributions. Note that sparse depth sensors are usually applied in mobile devices or other edge devices with finite computing power and real-time requirement. As a result, the depth completion models not only need to extract, map and fuse multimodal information effectively but also need to meet lightweight architecture and real-time demand. Second, different to full-field depth maps with pixel-wise details, the sparse depth data may introduce extra artifacts during the fusion process. Moreover, the noise contained in sparse depth data may further intensify the negative effects.

In this paper, we proposed a light but efficient multimodal depth completion network based on the following three aspects: fusing multi-modality data more effectively; reducing the negative effects of missing values regions in sparse modality; recovering finer geometric structures for both objective metrics and subjective quality. Overall, the contributions are summarized as follows: 1) We
Efficient Multimodal Depth Completion present a lightweight baseline, which can achieve state-of-the-art results while being computationally efficient. More specifically, the two-branch framework is first used to estimate global and local predictions. Features are exchanged between these two branches to fully make use of cross-modal information. A fusion module with relative confidence maps is presented after two branches, which can further optimize the fused results and accelerate convergence.

2) we propose a funnel convolutional spatial propagation network, which can gradually improve the depth features with reweighting strategy. 3) In addition, corrected gradient loss is designed for depth completion problems correspondingly. Experimental results show that the proposed method can achieve superior performance, but also run very fast in the inference stage.

The remainder of this paper is organized as follows. Related works are briefly reviewed in Section 2. Section 3 introduces the proposed method in detail. Experimental results are analyzed in Section 4, and Section 5 concludes the paper.

2 Related Work

2.1 Unguided Depth Completion

Unguided DC methods tend to estimate dense depth map from a sparse depth map directly. Uhrig et al. \cite{35} first applied a sparsity invariant convolutional neural network (CNN) for DC task. Thereafter, many DC networks have been proposed by using the strong learning capability of CNNs \cite{8,7}. Moreover, some unguided DC methods \cite{23,24} use RGB images for auxiliary training, but still perform unguided DC in the inference stage. Unguided methods don’t rely on corresponding RGB images, but their performance is naturally worse than RGB-guided DC methods \cite{13}. Because RGB guidance can provide more semantic information and pixel-wise local details. This paper focuses on sparser ToF depth data in real-world applications, and thus mainly discusses the related RGB-guided DC methods.

2.2 RGB-guided Depth Completion

Currently, different types of guided DC methods have been proposed to employ corresponding RGB images to improve completed depth maps. These RGB-guided DC methods can be roughly divided into four categories, i.e., early fusion model, late fusion model, explicit 3D representation model, and spatial propagation model.

Early fusion methods \cite{25,32,6,12,15,38} directly concatenate depth map and RGB image or their shallow features before feeding them into the main body of networks. These methods usually adopt encoder-decoder structure \cite{26,32} or two-stage coarse to refinement prediction \cite{6,12}. Note that the coarse-to-refinement structure is also frequently used in subsequent residual depth map prediction models \cite{19,11}. Compared to early fusion, late fusion model uses two sub-network to extract features from RGB image and input depth data, and then fuses cross-modal information in the immediate or late stage. Since two modalities are
used, this type of method usually adopts dual-branch architecture, such as dual-encoder with one decoder [16, 94, 44], dual-encoder-decoder [53, 51, 40], and global and local depth prediction [36, 18]. In addition, there are some 3D representation models learn 3D representations to guide depth completion, such as 3D-aware convolution [24] and surface normal representation method [29].

Spatial propagation network (SPN) [21] is also a typical model widely used in DC tasks by treating DC as a depth regression problem. Cheng et al. [5] first applied SPN to the DC task by proposing a convolutional SPN (CSPN). Then, they presented CSPN++ [3] by means of context-aware and resource-aware CSPN. To take advantage of both SPN and late fusion models, Hu et al. [14] further proposed a precise and efficient DC network (PENet). Subsequently, deformable SPN (DSPN) [39] and attention-based dynamic SPN (DySPN) [20] were also applied for RGB-guided DC problem, and achieved impressive performance on KITTI depth completion benchmark [35].

3 Methods

In this paper, we thoroughly study the key components of depth completion methods to derive an Efficient Multimodal Depth Completion network (EMDC), shown in Fig. 1 which tends to solve the above mentioned problems. In the following, we introduce each module of EMDC in detail.

3.1 Global and Local Depth Prediction with Fusion

Motivated by [13, 36, 18], a global and local depth prediction (GLDP) framework is adopted to fuse the information from two modalities efficiently. As illustrated
in Fig. 1, different architectures are designed for the global and local depth estimation sub-networks, respectively. For the global branch, which needs to estimate depth data with the help of RGB image, a typical U-Net structure with large respective fields is used. In addition, pretrained MobileNetV2 [30] is adopted as the encoder in the global branch to obtain strong learning capability with lightweight structures. For the local branch that processes simple depth prediction and homogeneous sparse depth, we merely design a lightweight CNN module to reproduce depth map. Finally, the output depth maps of these two branches are fused via a relative fusion module. For the confidence maps used by the fusion module, we think they should reflect the relative certainty of global and local depth predictions, the so-called relative confidence maps. As shown in Fig. 2, we adjust the pathways of the features to involve this idea directly. Furthermore, we improve the relative fusion module by zero-initializing the relative confidence maps of local depth prediction with the zero-initialization method [1], which can achieve faster convergence and better test performance in our experiments. Related experimental results can be found from the ablation results in Table 2.

To reduce the negative effects introduced by the distribution characteristics of sparse modality, we use pixel-shuffle (PS) [33] to replace the traditional upsampling layer in the global branch. Compared to normal upsampling, PS operation doesn’t magnify the non-ideal missing information. In addition, the batch normalization layers in the local branch are all removed, as they are fragile to features with anisotropic spatial distribution and slightly degrade the results.

![Fig. 2. Left: fusion module proposed in [36], Right: our proposed fusion module.](image)

3.2 Funnel Convolutional Spatial Propagation Network

The most important target of the DC task is to recover better scene structures for both objective metrics and subjective quality. Therefore, to alleviate the problem of recovering scene structures, we propose a Funnel Convolutional Spatial Propagation Network (FCSPN) for depth refinement. As shown in Fig. 1, the FCSPN inherits the basic structure of the spatial propagation network (SPN) [43][28][20][14], which is a popular refinement technique in the DC
field. FCSPN can fuse the point-wise results from large to small dilated convolutions in each stage. The maximum dilation of the convolution at each stage is reduced gradually, thus forming a funnel-like structure stage by stage. Compared with CSPN++ [3], the FCSPN generates a new set of kernels, termed reweighting, at each stage to increase the representation capability of SPNs. The FCSPN embraces dynamic filters with kernel reweighting which has a more substantial adaptive capability than adjusting them via attention mechanism [20]. Moreover, the kernel reweighting mechanism merely relies on the kernels in the previous stage and the current depth map in the refinement process, thus reducing the computation complexity considerably. Experimental results show that FCSPN not only has superior performance, but also runs fast in inference, as shown in Table 3.

3.3 Loss Functions

![Fig. 3. Gradient maps obtained by filtering a depth map. And for simplicity, we only show normalized y-gradient from Sobel-Feldman operator in the vertical direction. And (b) is a naive gradient map and (c) is produced by our method.](image)

Sophisticated depth completion algorithms often focused on minimizing pixel-wise errors which typically leads to over-smoothed results [37]. Degradation of structural information would impede their practical applications, such as safety issues in autonomous driving. To handle this problem, we proposed a corrected
Gradient loss for the depth completion task. Gradient loss was originally proposed to preserve the structure of natural images. Intuitively, applying it for depth map regression problems may also help to refine the blurry predictions obtained from MAE or MSE losses. However, it is difficult to obtain a complete precisely annotated depth dataset. One of the problems brought about by this is that the gradients, such as those extracted with the Sobel filtering, between depth points that are unreachable by depth measurement and other depth points are inaccurate. We elaborate on this phenomenon in Fig. 3. The dark red regions in the distance in Fig. 3 are actually unreachable by depth measurement. It can be clearly seen that the “annotated” depth of these regions is all set to zero, so the gradient between other areas and them is also unreliable, and even reversed. To handle this problem, we propose the corrected gradient loss. We formulate it as follows:

$$L_{cgdl}(\hat{Y}, Y) = F(\hat{Y}) - F(Y) p * E(sgn(Y \in \nu)),$$

where $F(\cdot)$ denotes a specific gradient operator or set of gradient operators. $\nu$ denotes the valid value range for depth measurement. $sgn(\cdot)$ denotes signum function that extracts the sign of its inputs. $E(\cdot)$ denotes the erosion operation, which is a morphology-based image processing method. $E(sgn(Y \in \nu))$ can also be understood as playing the role of online data cleaning. The loss $L_{cgdl}$ can be easily introduced to the existing DC models and the final loss function in our work is:

$$L(\hat{Y}, Y) = L_{l1}(\hat{Y}, Y) + \lambda_1 * L_{l1}(\hat{Y}_{global}, Y) + \lambda_2 * L_{l1}(\hat{Y}_{local}, Y) + \lambda_3 * L_{cgdl}(\hat{Y}, Y),$$

where

$$\lambda_1 = L_{l1}(\hat{Y}, Y)/L_{l1}(\hat{Y}_{global}, Y),$$

$$\lambda_2 = L_{l1}(\hat{Y}, Y)/L_{l1}(\hat{Y}_{local}, Y),$$

$$\lambda_3 = 0.7 * L_{l1}(\hat{Y}, Y)/L_{cgdl}(\hat{Y}, Y)$$

We also utilize an adaptive loss weight adjustment strategy to search for optimum fusion in the training process. Its implementation can be seen from equations 4 and equations 5. The losses calculated on the results of the two-branch network are strictly constructed to be the same value. Because these losses should be optimized synchronously rather than alternately to match the fusion strategy in the GLDP framework and avoid mode collapse caused by model mismatch.

4 Experiments

4.1 Datasets and Metrics

Before Mobile Intelligent Photography and Imaging (MIPI) challenge, there lacks a high-quality sparse depth completion dataset, which hindered related research
for both industry and academia. To this end, the RGBD Challenge of MIPI provided a high-quality synthetic DC dataset (MIPI dataset), which contains 20,000 pairs of pre-aligned RGB and ground truth depth images of 7 indoor scenes. For each scene, the RGB and the ground-truth depth are rendered along a smooth trajectory in a created 3D virtual environment.

For testing, the testing data in MIPI dataset comes from mixed sources, including synthetic data, spot-iToF, and some samples subsampled from dToF in iPhone. These mixed testing data can verify the robustness and generalization ability of different DC methods in real-world scenarios.

Four metrics are employed to evaluate the performance of depth completion algorithms, i.e., Relative Mean Absolute Error (RMAE), Edge Weighted Mean Absolute Error (EWMAE), Relative Depth Shift (RDS), and Relative Temporal Standard Deviation (RTSD). Details of these metrics can be found in the technical reports of the MIPI RGBD challenge. The final score combines these four metrics as follows:

\[
\text{score} = 1 - 1.8 \times \text{RMAE} - 0.6 \times \text{EWMAE} - 3 \times \text{RDS} - 4.6 \times \text{RTSD}
\]

4.2 Implementational Details

In training stage, we use the AdamW optimizer \cite{22} with $\beta_1=0.9$, $\beta_2=0.999$. We set the initial learning rate as 0.001, and use a learning scheduler of cosine annealing with a warm start. After a linear increase in the first 10 epochs, the learning rate gradually decreases along the cosine annealing curve after each mini-batch within one period. The proposed EMDC is trained with a mini-batch size of 10 in a total of 150 epochs. The training samples are further augmented via random flip and color jitter. In addition, we use the exponential moving average (EMA) technique to obtain a more stable model. Our algorithm is implemented in PyTorch. A full training of our network takes about 12 hours on an NVIDIA Tesla A6000 GPU. The source codes are available along with the pretrained models to facilitate reproduction.\footnote{https://github.com/dwHou/EMDC-PyTorch}

4.3 Experimental Results

Table 1 lists the experimental results of different DC methods, i.e., CSPN \cite{5}, PENet \cite{14}, FusionNet \cite{36}, and the proposed EMDC. From Table 1, we can find that the proposed EMDC can achieve better performance than efficient CSPN, PENet and FusionNet. In addition, Table 1 also lists the performance of SOTA methods of other top teams. Owing to the well-designed architectures, the proposed EMDC can produce better results on EWMAE, RTSD and overall scores.

Fig. 4 and Fig. 5 illustrate some subjective results of different DC methods. Overall, the proposed EMDC can reproduce shaper edges, smoother flat surfaces, and clearer details. As shown in Fig. 4, the EMDC can reproduce a more
Fig. 4. Depth completion results of different methods.

| Method     | Overall Score† | RMAE↓ | EWMAE↓ | RDS↓ | RTSD↓ |
|------------|----------------|-------|--------|------|-------|
| FusionNet  | 0.795          | 0.019 | 0.094  | 0.009| 0.019 |
| CSPN       | 0.811          | 0.015 | 0.090  | 0.007| 0.019 |
| PENet      | 0.840          | 0.014 | 0.087  | 0.003| 0.016 |
| 2rd in MIPI| 0.846          | 0.009 | 0.085  | 0.002| 0.017 |
| 3rd in MIPI| 0.842          | 0.012 | 0.087  | 0.000| 0.018 |
| EMDC (ours)| 0.855          | 0.012 | 0.084  | 0.002| 0.015 |

Table 1. Objective results of different DC methods on MIPI dataset. Red/Blue text: best/second-best.
complete flat surface, but other methods cannot well handle different colors on the same surface. By comparing the tiny lines in Fig. 5, the proposed method can reproduce better details than other methods.

**Ablation Studies.** For ablation testing, we gradually change various settings of the proposed EMDC. All ablation tests are conducted under the same experiment setup, and results are reported in Table 2. Ablation results in Table 2 demonstrate the effectiveness of these modules or settings. The relative certainty fusion module and corrected gradient loss can significantly improve the performance. Using Pixel-Shuffle layer, removing BN layers, and applying re-zero initialization are also helpful to sparse DC tasks. In addition, FCSPN with 9 stages outperforms that with 6 stages, but more iterations also lead to more time-cost.

**Inference Time.** As sparse ToF sensors are mainly applied in power-limited mobile devices nowadays, the power consumption and processing time are important factors in DC tasks. Hence, we compared the running time of CSPN and
Table 2. Ablation study on the proposed methods. The results are evaluated by the scoring method mentioned in section 4.4.

| Method               | (a) | (b) | (c) | (d) | (e) | (f) | (g) | (h) |
|----------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| FCSPN$_{s=6}$        | ✓   |     |     |     |     |     |     |     |
| FCSPN$_{s=9}$        | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |     |     |
| Pixel-Shuffle global network | ✓   | ✓   | ✓   | ✓   | ✓   |     |     |     |
| Remove BN local network | ✓   | ✓   | ✓   | ✓   |     |     |     |     |
| Relative Certainty   | ✓   | ✓   |     |     |     |     |     |     |
| ReZero Init          |     |     |     |     |     |     | ✓   | ✓   |
| Corrected GDL        | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |     |     |
| MIPI overall score $\uparrow$ | 0.798 | 0.819 | 0.826 | 0.834 | 0.838 | 0.849 | 0.847 | 0.855 |

Table 3. Runtime of CSPN and the proposed EMDC on 256×192 resolution.

| Method      | SPN Part | Iterations | Propagation Time |
|-------------|----------|------------|------------------|
| UNet+CSPN   | CSPN     | 21         | 25.3ms           |
| EMDC        | FCSPN$_{s=6}$ | 15         | 15.7ms           |
| EMDC        | FCSPN$_{s=9}$ | 21         | 18.2ms           |

FCSPN on the same NVIDIA Tesla V100 GPU. In Table 3, EMDC(FCSPN$_{s=6}$) consists of 6 stages with a total of 15 iterations, and EMDC(FCSPN$_{s=9}$) consists of 9 stages with 21 iterations. The improved FCSPN structure can run faster than efficient CSPN. Note that, by comparing the overall scores, although the number of propagation of EMDC(FCSPN$_{s=6}$) is less than CSPN, it can perform better than CSPN on the MIPI Dataset.

5 Conclusions

This paper proposed a lightweight and efficient multimodal depth completion (EMDC) model for sparse depth completion tasks with RGB image guidance. The EMDC consists of a two-branch global and local depth prediction (GLDP) module and a funnel convolutional spatial propagation network (FCSPN). The global branch and local branch in GLDP extract depth features from pixel-wise RGB image and sparse depth data according to the characteristics of different modalities. An improved fusion module with relative confidence maps is then applied to fuse multimodal information. The FCSPN module can refine both the objective and subjective quality of depth maps gradually. A corrected gradient loss is also presented for the depth completion problem. Experimental results show the effectiveness of the proposed method. In addition, the proposed method wins the first place in the RGB+ToF Depth Completion track in Mobile Intelligent Photography and Imaging (MIPI) challenge.
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