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ABSTRACT

Network embedding represents network nodes by a low-dimensional informative vector. While it is generally effective for various downstream tasks, it may leak some private information of networks, such as hidden private links. In this work, we address a novel problem of privacy-preserving network embedding against private link inference attacks. Basically, we propose to perturb the original network by adding or removing links, and expect the embedding generated on the perturbed network can leak little information about private links but hol high utility for various downstream tasks. Towards this goal, we first propose general measurements to quantify privacy gain and utility loss incurred by candidate network perturbations; we then design a PPNE framework to identify the optimal perturbation solution with the best privacy-utility trade-off in an iterative way. Furthermore, we propose many techniques to accelerate PPNE and ensure its scalability. For instance, as the skip-gram embedding methods including DeepWalk and LINE can be seen as matrix factorization with closed form embedding results, we devise efficient privacy gain and utility loss approximation methods to avoid the repetitive time-consuming embedding training for every candidate network perturbation in each iteration. Experiments on real-life network datasets (with up to millions of nodes) verify that PPNE outperforms baselines by sacrificing less utility and obtaining higher privacy protection.
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1 INTRODUCTION

Data publishing has become imperative for comprehensive data exploration and utilization [9, 16, 39]. Network data such as citation networks, social networks, and communication networks, is ubiquitous in human life and useful for many applications [3, 6, 40]. While network structure is directly published in tradition, network embedding has become a good substitution for publishing along the prosperity of the network embedding techniques. In particular, network embedding techniques [11, 13] typically represent each node by a low-dimensional dense vector which can be effectively used for a variety of downstream tasks like node classification [12, 24, 25, 32, 34], and clustering [35].

However, releasing network embedding gives malicious attackers opportunities to infer the private information in the network, which may lead to severe privacy leakage problems [8]. For example, many methods (e.g., DeepWalk [25], LINE [32], and node2vec [12]) learn network embedding based on the publicly available links between nodes; nevertheless, such embedding may be used by attackers to correctly infer the hidden private links in the network [12]. Due to the data regulation and privacy law (e.g., GDPR1), private information should be protected from being accessed during data publishing. Hence, a privacy-preserving network embedding publishing method is urgently needed to protect the private link of a network while publishing its embedding.

Recently, some pioneering studies begin to explore the problem of privacy-preserving network embedding for publishing with different privacy protection goals. Specifically, a differentially private network embedding method is proposed with an optimization objective that the perturbed network embedding cannot be differentiated from the original [37]; whereas, differential privacy protection methods cannot ideally defend against private link inference attacks [15]. Some other studies learn privacy-preserving embedding by graph neural networks via adversarial training [20, 21, 33]; they expect that the learned embedding is useful for one target task but ineffective to other tasks. In brief, there is still lack of privacy-preserving network embedding publishing methods that can simultaneously (i) prevent inference attacks on private links, and (ii) benefit various downstream tasks such as node classification and clustering.

We intentionally tackle the privacy-preserving network embedding publishing problem to defend against private link inference attacks. Basically, we propose to perturb the network structure (i.e., add or delete links) and publish the embedding of perturbed network; we expect that the private link inference attacks become ineffective with the embedding of a proper perturbed network. However, the network perturbation generally result in data utility degradation on downstream tasks as well. Hence, the key is how to use the minimal utility loss to trade off the maximal privacy protection effect. More specifically, to find the best network perturbation
solution that can maximize privacy protection and minimize utility loss, there are the following challenges:

Privacy and utility quantification. Given a certain network perturbation solution, it is non-trivial to quantify its impacts on the network data utility for downstream tasks and privacy protection against private link inference attacks. In particular, as the embedding generation is a complicated process, how a network perturbation would impact embedding and further decrease the correctness of private link inference is hard to quantify. Furthermore, as the learned embedding needs to serve for various downstream tasks, it would be favorable to have a task-independent utility metric that can effectively assess the general value of embedding in various (unknown) downstream tasks.

Scalability for large-scale networks. In principle, there are $O(2^{|V|^2})$ possible network perturbation solutions, where $|V|$ is the number of network nodes. For a large-scale network, it is practically intractable to select the best solution considering the privacy-utility tradeoff by enumerating all the candidate perturbations. Therefore, an efficient method is required to help find the best network perturbation solution quickly for large-scale networks.

We address the challenges and make the following contributions:

1. To the best of our knowledge, this is the first work to study the problem of privacy-preserving network embedding publishing against private link inference attacks.
2. To solve the problem, we design a framework called PPNE which presents three key technical merits: (i) a privacy measurement to quantify the protection effect against private link inference attacks given a perturbed network, (ii) a utility measurement to quantify the performance of various downstream tasks given a perturbed network, and (iii) an iterative network perturbation process achieving the optimal privacy-utility tradeoff. Moreover, for popular skip-gram embedding methods such as DeepWalk [25] and LINE [32], we propose several techniques to efficiently approximate the privacy and utility measurements, which significantly improve the scalability of PPNE.

3. We evaluate PPNE with four real-life datasets (with up to millions of nodes) and two downstream tasks (node classification and clustering), considering the embedding methods of DeepWalk and LINE. The results show that PPNE significantly outperforms baseline methods in achieving better privacy-utility tradeoff. Specifically, PPNE can work for a million-node network in 3 hours with a normal server.

2 PROBLEM FORMULATION AND PRELIMINARIES

The structure of network (e.g., social networks) is one of the most important data sources for various downstream network analysis tasks, such as node classification and clustering. Instead of directly releasing the original network structure, data holders nowadays are more and more willing to publish network embedding for worldwide data exploration and exploitation\(^\text{2}\), because of the favorable properties of network embedding such as low-dimensional, informative, and task-independent. This work particularly focuses on a privacy-preserving network embedding publishing problem for an undirected network that includes both public and private links.

Definition 2.1 (An observed undirected network). Let $V = \{v_i\}$ denote all nodes of a network. An observed undirected network can be denoted by $G = (V, E)$, where $E$ includes the publicly available undirected links between nodes. The adjacency matrix of the observed network $G$ is denoted by $A = \{a_{ij}\} \in \{0, 1\}^{|V| \times |V|}; a_{ij} = 1$ when there is an observed link between $v_i$ and $v_j$, and 0 otherwise.

Definition 2.2 (Private link). A private link $e_p(v_i, v_j) \in E_p$ refers to the actually existing but publicly unobservable links between nodes $v_i, v_j \in V$ of the observed network $G$. In practice, a complete network may include some private links besides of the observed network. For instance, Facebook allows users to hide their private relationships from the public.

Definition 2.3 (Network embedding). A network embedding method $M$ maps a network to a low-dimensional representation, denoted as $X \in \mathbb{R}^{|V| \times d}$, $d \ll |V|$. The $i$-th row of $X$ is the $d$-dimensional representation of node $v_i$, which can be taken as an input of machine learning models for various downstream tasks.

While node embedding is generally learned on the observed network $G$, it contains rich structural information among nodes and thus may be used by attackers to infer the private links $E_p$ among nodes $V$. In other words, the private links may be leaked due to the embedding-based private link inference attacks.

Definition 2.4 (Embedding-based private link inference attack). Let $\mathcal{P} \subset V \times V$ denotes the set of unconnected node pairs in the observed network, which consists of the pairs ($\mathcal{P}_{pos}$) with unobservable private links $E_p$ and the pairs ($\mathcal{P}_{neg}$) without links. An embedding-based private link inference attack aims to differentiate $\mathcal{P}_{pos}$ and $\mathcal{P}_{neg}$ from $\mathcal{P}$ given the network embedding $X$.

Definition 2.5 (Network perturbation). A network perturbation is a typical solution against private link inference attack by perturbing (i.e., adding or deleting) certain links given a network. The perturbed adjacency matrix $A'$ is the adjacency matrix of a perturbed network and can represent a specific network perturbation method.

This work aims to produce network embedding for publishing and meanwhile defend against embedding-based private link inference attack by network perturbation methods. Based on the above definition, we formulate our research problem.

Definition 2.6 (Privacy-preserving network embedding publishing problem). Given an observed undirected network $G = (V, E)$ with the adjacency matrix $A$, and an embedding method $M$, we aim to find the optimal perturbed adjacency matrix $A'$ (adding or removing links from $A$), so that the released embedding $X' = M(A')$ can concurrently achieve the following two objectives:

(i) The objective of privacy: the attacker cannot infer $\mathcal{P}_{pos}$ and $\mathcal{P}_{neg}$ from $\mathcal{P}$ precisely;

$$\max \text{error}_{\text{inf}}(\mathcal{P}_{pos}, \mathcal{P}_{neg}|X', \mathcal{P})$$

(ii) The objective of utility: the embedding $X' = M(A')$ is as good as the original embedding $X = M(A)$ for various downstream tasks such as node classification and clustering.

$$\min \text{utility}(X) - \text{utility}(X')$$

\(^2\)Some embeddings are published at http://snap.stanford.edu/data/web-RedditEmbeddings.html and https://projector.tensorflow.org/
Remark. Although there is increasing interest in preserving privacy of a graph while exploring its public information for downstream tasks, our privacy-preserving network embedding publishing problem presents some novelties. Our network embedding publishing problem is more challenging than the traditional privacy-preserving original network publishing issues [4, 36, 40], as it needs to deal with the complicated transformation from a graph to embedding when defending against private link inference attacks. Besides, our work is different from the recent privacy-preserving graph representation learning studies [20, 21, 33]. Specifically, the literature aims at learning representations for one task and preventing the learned representations from being effectively used for other tasks; comparatively, our goal is to produce task-independent network embedding that can be used for various downstream tasks, and meanwhile protect the private links from being inferred by the published network embedding. In the subsequent section, we will propose methods to address the novel and challenging privacy-preserving network embedding publishing problem.

3 METHODOLOGY

Analytically, we have $O(2^{|V|})$ possible network perturbation methods given a network with $|V|$ nodes, since we could either keep or flip the link status of any node pairs (i.e., delete the existing link between two nodes or add one if there isn’t). Enumerating the perturbations to find the optimum would be intractable for a practical large-scale network. In this vein, we propose an iterative solution (namely PPNE) to discover a proper perturbed network for privacy-preserving network embedding. In each iteration, PPNE estimates the privacy gain and utility loss once the link status of any node pair is flipped, and then selectively flips the best node pairs that can lead to the maximum privacy gain and minimum utility loss. Fig. 1 overviews PPNE which includes three main components: (1) the privacy gain computation, (2) the utility loss quantification, and (3) the optimal network perturbation. Next, we elaborate on each of the components in Sec. 3.1; we then analyze the potential scalability issue, and enhances PPNE to be able to work for very large networks including millions of nodes in Sec. 3.2.

3.1 Core Design of PPNE

3.1.1 Privacy Gain Computation. Generally speaking, if network embedding $X'$ is published, attackers may perform embedding based inference attacks to correctly infer private links between nodes, which will incur privacy leakage. To compute the privacy leakage, we first assume that the attackers only obtain the published network embedding $X'$ and will discuss the cases where they acquire some auxiliary knowledge at the end of this section. In such a context, the released embedding $x'_i \in X'$ of node $v_i$ can be seen as its feature vector, and the similarity-based link inference is the de-facto attack method [22, 40, 41]. More specifically, the attackers compute the similarity score (i.e., $sim(v_i, v_j)$) of node pairs $(v_i, v_j) \in P$ by the inner product of nodes’ embedding$^\dagger$, and accordingly decide whether a link exists or not between $v_i$ and $v_j$. The larger the similarity score $sim(v_i, v_j)$ is, the higher probability the link exists. In this light, we can model the embedding-based private link inference attack as:

$$Attack(v_i, v_j) = sim(x'_i, x'_j) = x'_i x'_j^T, \ \forall (v_i, v_j) \in P$$ (3)

In principle, the privacy leakage is associated with the correctness of attackers’ inference. If the embedding similarities of node pairs with a private link (i.e., $(v_i, v_j) \in P_{pos}$) are high and the value of node pairs without a private link (i.e., $(v_i, v_j) \in P_{neg}$) are low, the attackers can easily attain a high inference correctness by using the similarity-based attack method and thus the privacy leakage would be severe; vice-versus. In this vein, we measure the privacy leakage due to the released embedding $X'$ by the embedding similarities of all node pairs in $P_{pos}$ and $P_{neg}$ as,

$$PL(X') = \sum_{(v_i, v_j) \in P_{pos}} x'_i x'_j^T - \sum_{(v_i, v_j) \in P_{neg}} x'_i x'_j^T$$ (4)

where $\sum_{(v_i, v_j) \in P_{pos}} x'_i x'_j^T$ is the sum of embedding similarities between nodes in $P_{pos}$, $\sum_{(v_i, v_j) \in P_{neg}} x'_i x'_j^T$ aggregates the embedding similarities between nodes in $P_{neg}$, and the privacy leakage $PL(X')$ is lower if the similarities of node pairs in $P_{pos}$ are lower and the similarities of node pairs in $P_{neg}$ are higher.

To defend against private link inference attacks, we perturb the original network $A$ and obtain the embedding $X'$ of the perturbed network $A'$ to publish. The privacy leakage is expected to be reduced by publishing $X'$ instead of releasing the embedding $X$ of original network $A$. We compute the privacy gain of publishing $X'$ over $X$ by the reduced privacy leakage as,

$$PG(X'|X) = PL(X) - PL(X')$$ (5)

---

$^\dagger$The inner product of nodes’ normalized embedding equals their cosine similarity, which is one of the most widely used similarity metric [19].
Remark. Most of the prior related works only consider the attacks with no auxiliary knowledge [40]. Although attacks with auxiliary knowledge are also common in practice, it is hard to foreknow the auxiliary knowledge of an attacker, and unfeasible to defend against exhaustive attackers with various auxiliary knowledge. In this work, we note that the attacks with no auxiliary knowledge can be seen as a special case of attacks with certain auxiliary knowledge, and show that the proposed method for the attacks with no auxiliary knowledge is also effective for general attacks with auxiliary knowledge to some extent. Some detailed theoretical proofs and empirical results are presented in Appendix.

3.1.2 Utility Loss Quantification. As the published network embedding may be used for various downstream tasks, a task-independent utility loss metric would be favorable. In general, the task-independent data utility loss caused by data alterations is measured by the expected difference between the altered data and original data. In our context, the original data is the network A and the altered publishing data is the perturbed embedding X'. There is a data utility loss when releasing the perturbed embedding X' instead of releasing A. We accordingly quantify the utility loss by the data difference between X' and A, denoted as UL(X'|A). However, it is very difficult to directly compute UL(X'|A) by a general distance function, as X' and A are not in the same dimensional space. Thus, we further decompose the utility loss quantification according to the chain-rule as:

\[
UL(X'|A) = UL(X'|X) + UL(X|A) \tag{6}
\]

where UL(X'|X) and UL(X|A) represent the data differences of X to X' and A respectively. Fortunately, UL(X|A) is a constant for a given network embedding method M. Then, the goal of minimizing the data utility loss UL(X'|A) is equivalent to minimizing UL(X'|X), which can be quantified by:

\[
UL(X'|X) = d(X', X) \tag{7}
\]

where d can be any widely used distance function such as root mean squared error.

3.1.3 Iterative Network Perturbation. With the utility loss and privacy gain quantification methods, we describe how we iteratively identify proper link status of node pairs in the original network A to perturb and finally derive the perturbed A'. Ideally, the embedding X' generated from the perturbed network A' can lead to the maximum privacy gain and minimum utility loss. Therefore, we integrate these two objectives to select the best link for perturbation and obtain the best perturbed network A' in the n-th iteration as,

\[
\hat{A}_n^* = \arg \max_{\hat{A} \in \mathbb{A}_n} \frac{PG(\hat{X}|X)}{[UL(\hat{X}|X)]^k} = \arg \max_{\hat{A} \in \mathbb{A}_n} \frac{PG(M(\hat{A}))|M(A)|}{[UL(M(\hat{A}))|M(A)|]^k} \tag{8}
\]

where \(\hat{A}_0^* = A\), and k is a parameter to tune the relative importance of utility over privacy in the selection criteria. To generate the candidate perturbed networks \(\mathbb{A}_n\) for the n-th iteration, we only flip one link status of any unperturbed pair nodes given the best perturbed network of the previous iteration \(\hat{A}_{n-1}^*\) for the computational simplicity and efficiency. That is saying || \(\hat{A} - \hat{A}_{n-1}^*\) || = 1, \(\forall \hat{A} \in \mathbb{A}_n\).

Algorithm 1 illustrates the iterative network perturbation process of PPNE. It stops and outputs the final perturbed matrix A' when it achieves a sufficient number of iterations or an expected privacy gain (i.e., \(PG(M(A^n_A))|M(A)|\)). The embedding X' of A' is published as the privacy-preserving network embedding.

3.2 Toward A Million-Node Network

So far, we have highlighted the core components in PPNE. However, the scalability of Algorithm 1 is limited. Specifically, for each iteration, we need to train the embedding \(\hat{X}\) for every perturbation \(\hat{A}\) ∈ \(\mathbb{A}_n\) (line 6 in Algorithm 1). Since training embedding for one large network is often time-consuming, it is intractable to train \(\hat{X}\) for all possible \(\hat{A}\). For example, with a network including 10,000 nodes, each iteration needs to train embedding for around 100,000,000 times to enumerate all possible \(\hat{A}\); this is practically impossible. Here, with the core design considerations in mind, we propose several techniques to enhance the scalability of PPNE, so that it can work for a large-scale network with millions of nodes.

3.2.1 Training-free Privacy Gain Computation. Recall that the privacy gain in each iteration is modeled as,

\[
PG(\hat{X}|X) = PL(X) - PL(\hat{X}) \tag{9}
\]

Concerning that \(PL(\hat{X})\) is a fixed value given a certain network, thus only \(PL(\hat{X}) = PL(M(\hat{A}))\) is necessarily computed to determine \(PG(\hat{X}|X)\). As aforementioned, it would be quite time-consuming to train the embedding \(M(\hat{A})\) for each \(\hat{A} \in \mathbb{A}_n\); therefore the computational efficiency of \(PL(M(\hat{A}))\) is severely limited. What’s worse, PPNE needs to compute \(PL(M(\hat{A}))\) for a huge number of candidate perturbation matrices in each iteration. Therefore, we intend to accelerate the efficiency of \(PL(M(\hat{A}))\) computation.

Note that, for each \(\hat{A} \in \mathbb{A}_n\), there is a subtle change (i.e., only one element difference) from \(\hat{A}_{n-1}^*\). Inspired by Sun et al. [31], if we could remove the embedding training process for every \(\hat{A} \in \mathbb{A}_n\), and directly estimate \(PL(M(\hat{A}))\) from \(PL(M(\hat{A}_{n-1}^*))\) based on the subtle change between \(\hat{A}\) and \(\hat{A}_{n-1}^*\), the computational time would be dramatically reduced. Based on this idea, we design a privacy-oriented gradient (POG) method to deduce \(PL(M(\hat{A}))\) for every \(\hat{A} \in \mathbb{A}_n\) given \(\hat{A}_{n-1}^*\) and \(PL(M(\hat{A}_{n-1}^*))\).
Specifically, we use $\nabla_{a_{ij}} PL(M(\hat{A}^s_{n-1}))$ to denote the difference of $PL(M(\hat{A}))$ to $PL(M(\hat{A}^s_{n-1}))$, where $a_{ij}$ is the only different element between $\hat{A}$ and $\hat{A}^s_{n-1}$. Then, we have

$$PL(M(\hat{A})) = PL(M(\hat{A}^s_{n-1})) + \nabla_{a_{ij}} PL(M(\hat{A}^s_{n-1})) \cdot \delta_{ij} \tag{10}$$

where $\delta_{ij} = \pm 1$, representing that $\hat{A}$ adds/removes the link $(v_i, v_j)$ given $\hat{A}^s_{n-1}$. Then, calculating $\nabla_{a_{ij}} PL(M(\hat{A}^s_{n-1})), \forall a_{ij} \in \hat{A}^s_{n-1}$, denoted as $\nabla_{\hat{A}^s_{n-1}} PL(M(\hat{A}^s_{n-1}))$, is the key issue of the POG method. With the chain rule, we infer that,

$$\nabla_{\hat{A}^s_{n-1}} PL(M(\hat{A}^s_{n-1})) = \nabla_{\hat{A}^s_{n-1}} \hat{X}^s_{n-1} \cdot \nabla_{\hat{X}^s_{n-1}} PL(\hat{X}^s_{n-1}) \tag{11}$$

where $\hat{X}^s_{n-1} = M(\hat{A}^s_{n-1})$. While $\hat{A}^s_{n-1}$ and $\hat{X}^s_{n-1}$ are known in the $n$-th iteration, $\nabla_{\hat{X}^s_{n-1}} PL(\hat{X}^s_{n-1})$ can be easily computed by back-propagation. However, it is still non-trivial to efficiently compute $\nabla_{\hat{A}^s_{n-1}} \hat{X}^s_{n-1} = \nabla_{\hat{A}^s_{n-1}} M(\hat{A}^s_{n-1})$ as the embedding $M$ is often a complicated computation process.

While designing an efficient and general computation method for an arbitrary embedding method is almost impossible, we notice that a stream of popular skip-gram embedding methods, such as DeepWalk [25] and LINE [32], present very promising theoretical properties with embedding in closed forms [26]. This gives the opportunities to efficiently compute $\nabla_{\hat{A}^s_{n-1}} M(\hat{A}^s_{n-1})$. Specifically, these methods are equivalent to the factorization of a certain matrix,

$$Z = XY^T \tag{12}$$

where $X$ is equivalent to $M(A)$, and the matrix $Z$ is derived from the network adjacency matrix $A$. For DeepWalk,

$$Z = \log(\text{vol}(A))(\frac{1}{T} \sum_{r=1}^{T} (D^{-1}A^r)^D)^{-1} - \log b, \tag{13}$$

For LINE,

$$Z = \log(\text{vol}(A)(D^{-1}AD^{-1}))^{-1} - \log b, \tag{14}$$

For more details of $Z$, readers can refer to Qiu et al. [26]. In this vein, supposing that we have the matrix $\hat{X}^s_{n-1}$ of $\hat{A}^s_{n-1}$, we can infer,

$$\nabla_{\hat{A}^s_{n-1}} \hat{X}^s_{n-1} = \nabla_{\hat{A}^s_{n-1}} \hat{X}^s_{n-1} \cdot \nabla_{\hat{A}^s_{n-1}} \hat{X}^s_{n-1} \tag{15}$$

The two components in the right side of the equation can both be efficiently computed with the first order KKT (Karuch-Kuhn-Tucker) condition [31], and thus $\nabla_{\hat{A}^s_{n-1}} \hat{X}^s_{n-1}$ is computed.

In a word, we develop a fast training-free method to estimate $PG(M(\hat{A})|M(A)), \forall \hat{A} \in \mathcal{A}_n$ by $\nabla_{\hat{A}^s_{n-1}} PL(M(\hat{A}^s_{n-1}))$. Specifically, the estimated privacy gain of $\hat{A} \in \mathcal{A}_n$ over $\hat{A}^s_{n-1}$ is,

$$\tilde{PG}(M(\hat{A})|M(\hat{A}^s_{n-1})) = -\nabla_{a_{ij}} PL(M(\hat{A}^s_{n-1})) \cdot \delta_{ij}, \forall \hat{A} \in \mathcal{A}_n \tag{16}$$

where $\tilde{PG}$ is different from $\hat{PG}$ only at $a_{ij}$.

### 3.2.2 Training-free Utility Loss Computation

Clearly, it is also extremely inefficient to compute utility loss by training the embedding for every $\hat{A} \in \mathcal{A}_n$ in each iteration of PPNE. Here, we further design an efficient training-free utility loss computation method for the skip-gram embedding methods including DeepWalk and LINE.

Specifically, for $n$-th iteration’s $\hat{A} \in \mathcal{A}_n$, we decompose the utility loss as the sum of the embedding loss $L(M(\hat{A}); \hat{A})$ and the perturbation loss $||\hat{A} - \hat{A}^s_{n-1}||$, 

$$UL(M(\hat{A})|M(\hat{A}^s_{n-1})) = L(M(\hat{A}); \hat{A}) + ||\hat{A} - \hat{A}^s_{n-1}|| \tag{17}$$

For any $\hat{A} \in \mathcal{A}_n, ||\hat{A} - \hat{A}^s_{n-1}||$ is the same (different by one link). Directly computing the embedding loss $L(M(\hat{A}); \hat{A})$ for all $\hat{A} \in \mathcal{A}_n$ still needs a lot of time.

Fortunately, given a network $A$, the previous work [1] deduces an analytic equation that can efficiently approximate the DeepWalk embedding loss of another network $\hat{A}$, if $\hat{A}$ is different from $A$ in only one link,

$$\tilde{L}(M(\hat{A}); \hat{A}) = \frac{\text{vol}(A) + 2\Delta w_{ij}}{b} \left( \sum_{p=K+1}^{V} \tilde{\sigma}_p^2 \right)^{1/2} \tag{18}$$

where $\Delta w_{ij} = \pm 1$ represents that $\hat{A}$ adds or removes the link $(v_i, v_j)$ from $A$; $\tilde{\sigma}_p = \frac{1}{d_{\min}} \sum_{r=1}^{T} (\hat{X}^s_{r}(p)^T)^r, \tilde{\lambda}$ is the approximation of the generalized eigenvalue of $\hat{A}$ by solving $Au = \tilde{\lambda}Du$; $r$ is a permutation ensuring that the $\tilde{\sigma}_p$ are sorted decreasingly, and $d_{\min}$ is the smallest degree in $\hat{A}$. For details, readers can refer to the work [1].

We note again that $\hat{A}$ differs from $\hat{A}^s_{n-1}$ with only one element. Therefore, for DeepWalk embedding, we propose to leverage the above idea from [1] to quickly approximate $\tilde{L}(M(\hat{A}); \hat{A})$ without explicitly training $M(\hat{A})$.

It is worth noting that the basic technique used in [1] is again converting the DeepWalk embedding training to the matrix factorization [26]. Meanwhile, from Eq. 13 and 14, we can know that LINE is a special case of DeepWalk by setting $T = 1$ from the matrix factorization’s perspective. Hence, we can obtain the approximate embedding loss of LINE by setting $T = 1$ in Eq. 18,

$$\tilde{L}(M(\hat{A}); \hat{A}) = \frac{\text{vol}(A) + 2\Delta w_{ij}}{b} \left( \sum_{p=K+1}^{V} \tilde{\sigma}_p^2 \right)^{1/2} \tag{19}$$

By setting $A$ to $\hat{A}^s_{n-1}$ in Eq. 18/19, we can efficiently approximate the DeepWalk/LINE embedding loss for all $\hat{A} \in \mathcal{A}_n$ without explicitly training $M(\hat{A})$. Then, the estimated utility loss of $\hat{A}$ over $\hat{A}^s_{n-1}$ is,

$$\tilde{UL}(M(\hat{A})|M(\hat{A}^s_{n-1})) = \tilde{L}(M(\hat{A}); \hat{A}), \forall \hat{A} \in \mathcal{A}_n \tag{20}$$

#### 3.2.3 Fast Optimal Perturbation Selection

By combining the efficient estimation of the privacy gain (Eq. 16) and utility loss (Eq. 20), we can select the optimal $\hat{A} \in \mathcal{A}_n$ in the n-th iteration by,

$$\hat{A}^n = \arg \max_{\hat{A} \in \mathcal{A}_n} \frac{\tilde{PG}(M(\hat{A})|M(\hat{A}^s_{n-1}))}{\left(\tilde{UL}(M(\hat{A})|M(\hat{A}^s_{n-1}))\right)^k} \tag{21}$$

With Eq. 21, we do not need to train embedding $M(\hat{A})$ for each candidate perturbation $\hat{A} \in \mathcal{A}_n$. Instead, only the embedding of $M(\hat{A}^s_{n-1})$ is needed for computing Eq. 21, which significantly boosts the scalability of PPNE.

### 3.2.4 Perturbation Sampling and Batching

The aforementioned fast approximations on privacy gain and utility loss have eliminated a large number of embedding trainings. However, if the network is huge, e.g., up to millions of nodes, the computation complexity is still high as the number of candidate network perturbations in each iteration is $O(|V|^2)$. We propose to further reduce the computation overhead by the perturbation sampling and batching strategy.
Table 1: Dataset statistics and default settings of parameters

| Dataset | Nodes | Links | Labels | \(|P_{pos}|/|P_{neg}| | k | s | f |
|---------|-------|-------|--------|------------------|---|---|---|
| Cora    | 2,708 | 5,429 | 6      | 10% 1 10,000 1   |
| Citeseer| 3,327 | 4,732 | 7      | 10% 1 10,000 1   |
| PubMed  | 19,717| 44,338| 3      | 2% 1 50,000 100  |
| Flickr  | 1,715,255| 15,555,042| 5| 3% 1 500,000 20,000|

\(k\): the relative utility importance over privacy in Eq. 21
\(s\): the perturbation sampling size regarding PPNE acceleration.
\(f\): the perturbation batch size regarding PPNE acceleration.

**Perturbation Sampling.** In each iteration, we randomly sample a set of perturbations from all the possible ones, and the utility loss and privacy gain computation processes are carried out only on the sampled perturbations. In brief, PPNE with a larger sampling size would achieve better privacy-utility tradeoff, but with higher computation overhead.

**Perturbation Batching.** In each iteration, instead of selecting the best (top-1) perturbation, we select a batch of advantageous (the top-\(f\)) perturbations based on the privacy gain and utility loss to further accelerate PPNE. A larger \(f\) could significantly reduce the number of iterations to achieve a expected privacy gain.

Finally, we note that the computation of PPNE is easy to be parallelized as the computations of the privacy gain and utility loss for different network perturbations are independent of each other.

4 EVALUATION

4.1 Experimental Setups

4.1.1 Datasets. We use four well-known datasets to evaluate PPNE, including Cora [29], Citeseer [29], PubMed [7], and Flickr [32]. In each dataset, we construct a set of target node pairs (i.e., \(P\)) by randomly sampling a portion of links as private links for positive node pairs (i.e., \(P_{pos}\)) and the same number of unlinked node pairs as the negative node pairs (i.e., \(P_{neg}\)). We respectively use DeepWalk [25] and LINE [32] to generate network embedding. The dataset characteristics and the experimental parameters are summarized in Table 1. All experiments are run on a server with 24-core Intel CPU, 256 GB RAM and Tesla V100s GPU. The operation system is Ubuntu 18.04.5 LTS. We implement PPNE with Python 3.7.

4.1.2 Link inference attacks. We specify two attack scenarios with respect to attackers’ auxiliary knowledge, i.e., attackers with/without auxiliary knowledge. While we leave the experiments regarding the attackers with some auxiliary knowledge in Appendix due to the page limitation, we assume attackers only acquire the published network embedding but no extra information in the main text. In particular, the attackers compute a private link probability for each target node pair based on the cosine similarities of their embedding by a sigmoid function. The performance of link inference attacks is often measured by Average Precision Score (AP score), which calculates the weighted mean of precisions at different thresholds of the precision-recall curve. As we intend to protect private links from being correctly inferred, we use \(1 - AP\) score to quantify the privacy protection effect. Larger \(1 - AP\) score indicates better privacy protection and less privacy leakage.

4.1.3 Data utility applications. The released network embedding should retain utility as much as possible for downstream tasks. In this work, we consider two popular applications for network embedding utility evaluation.

**Node classification.** It aims to correctly classify nodes based on a proportion of labeled nodes by a supervised learning paradigm. Specifically, we randomly choose 70% of nodes as the training set and take the remaining 30% nodes’ labels for testing. Following the most prior studies [12, 25, 32], we use logistic regression as the classification model and \(F1\) score to assess the performance of node classification. Concerning the \(F1\) score of a perfect node classification could equal 1, we take \(1 - F1\) score to measure the utility loss of the perturbed embedding.

**Node clustering.** We also run an unsupervised learning to cluster nodes based on their embedding similarity. It is often hard to evaluate the performance of node clustering directly due to the lack of its ground truth. Fortunately, our goal is to verify that the clustering performance would not decrease much when the perturbed network embedding substitutes the original one. Therefore, we assess the difference of clustering result based on the perturbed network embedding to that using the original one by Normalized Mutual Information (NMI) between the clustering results. NMI equals 1 if the clustering results based on the perturbed embedding is equivalent to those of the original embedding. Thus, we use \(1 - NMI\) to assess the utility loss caused by the network perturbations.

4.1.4 Baselines. We compare PPNE to extensive baselines as:

- **Random** [1]. This method generates a perturbed network \(A'\) by randomly adding or deleting links given network \(A\).
- **Degree** [2]. This method adds or removes a link between two nodes based on the sum of their degree. The link between two nodes is more likely deleted if their degree sum is lower, and a link is more likely added between two nodes without a public link if their degree sum is larger.
- **Betweenness** [23]. This approach ranks the overall links in a network by their betweenness centrality and delete links in order.
- **DICE** [42]. This approach only deletes links that connect to the nodes with some private links, and adds links between the nodes with no private links.
- **DP** [27]. It first adds noise to the degrees of the original network and then generates a differentially private network based on the perturbed node degrees. We use the differentially private network as the perturbed network to generate embedding for publishing.
- **DPNE** [37] Instead of perturbing the original network, DPNE takes network embedding as a matrix factorization problem, and adds random noise to the objective function to generate differentially private network embedding.

Note that **Random, Degree, Betweenness, DICE and DP** are network perturbation methods as PPNE. We use these methods to perturb the original network and then take the same procedure to produce the perturbed embedding accordingly for comparisons. The embedding generated by **DPNE** is directly used to compare with.

4.2 Experimental Results

4.2.1 Comparison with baselines. Fig. 2 compares the baselines with PPNE on Cora, in which the increase of value on y-axis represents the better privacy protection while a larger value on x-axis indicates a higher utility loss. From the experimental results, we find that PPNE and the baselines show the same trend that privacy protection effect is improved with the decline in utility level, which verifies that there is a tradeoff between the privacy protection and
data utility. More importantly, we observe that PPNE always outperforms the baselines under various experimental settings (i.e., different applications and embedding methods). In other words, PPNE can offer stronger privacy protection by sacrificing the same amount of utility and thus achieves the best privacy-utility tradeoff. In particular, in Fig. 2a, when the utility level on node classification task decreases to around 0.24, the privacy protection performance brought by PPNE can be improved by 0.2 compared to initial point, while the privacy protection of other baselines are only increased by around 0.02. In Fig. 2b, we observe that when the (1-NMI) value is 0.4 on clustering task, the privacy protection provided by PPNE is higher than other baselines by more than 100%.

Fig. 3 illustrates the results on other datasets with the node classification task and LINE embedding. PPNE consistently outperforms baselines significantly. Note that some baselines (e.g., DPNE) are not shown in the large networks (e.g., Flickr), as their running efficiency is too low to obtain results in these large networks. This also validates the superior scalability of PPNE over state-of-the-art privacy-preserving embedding methods like DPNE [37].

4.2.2 Comparison with PPNE variants. In addition to the baselines, we implement two variants of PPNE:

- **UtilModify**: We rank the candidate perturbations by utility loss, and conduct the perturbation with the smallest utility loss.
- **PrivModify**: This method only consider privacy gain for candidate perturbations selection.

Fig. 4 shows that PPNE achieves better privacy-utility tradeoff than two variants. UtilModify performs really bad, indicating that only considering utility cannot ensure the improvement of privacy protection. In a word, by simultaneously considering privacy and utility, PPNE can trade more privacy with less utility loss.

4.2.3 Parameter sensitivity. We examine the impacts of key three parameters of PPNE. In particular, we vary the parameter of relative utility importance over privacy \( k \) in Eq. 21 on Cora; besides, we run experiments on PubMed with different perturbation sampling size and perturbation batch size \( f \), as PubMed is a larger dataset. We only display the results based on DeepWalk.

**Relative utility importance over privacy \( k \)**. We set different values for \( k \) to investigate how it will impact PPNE. From the results in Fig. 5a, we observe that PPNE with \( k = 10 \) obtains slightly better privacy-utility tradeoff performance compared to the other settings on node classification task. Meanwhile, the results in Fig. 5b show that \( k \) does not show noticeable effects on the clustering task. Integrating the results with those of two PPNE variants, we conclude that the performance of PPNE may be improved by adjusting \( k \) meticulously.
Perturbation sampling size ($s$). We vary the perturbation sampling size to investigate how the number of candidate perturbations involved in optimization at each iteration would impact PPNE. Specifically, we evaluate three values of sampling size (10k, 50k, and 100k) on PubMed. As expected, the effectiveness of PPNE increases by enlarging the sampling size, since the larger sampling size means more candidate perturbations considered during optimization.

Perturbation batch size ($f$). The parameter $f$ is varied to investigate how the number of perturbations conducted in each iteration would impact the performance of PPNE. Fig. 7 shows that a smaller $f$ leads to a better privacy protection performance. The reason is that a smaller $f$ indicates more accurate utility loss and privacy gain computation for candidate perturbations. However, it takes more iterations to reach a target privacy level for a smaller $f$.

4.2.4 Scalability. Our work has put much effort in enhancing the scalability of PPNE, and have shown that PPNE can work well for a large network including 1.7 millions of nodes (Flickr). In this section, we further investigate the scalability of PPNE, and show the time of one iteration of PPNE with the simulated networks of different size in Fig. 8. In particular, we simulate a number of Erdos-Renyi networks with different node size from 100 to 1,000,000 nodes and constant average degree of 10. The default perturbation sampling size is set to 10,000. In general, we observe that the running time of PPNE increases linearly with the number of network nodes. Specifically, for the network with up to 1,000,000 nodes, we can finish one iteration in 3 hours.

4.2.5 Convergence. In this part, we verify the convergence of PPNE empirically. As the number of iterations increases, more perturbations are carried out on the network, which is supposed to decrease the privacy leakage and utility of PPNE. We perform PPNE on Cora with default parameter values and plot the changes of the privacy and utility metrics by increasing the number of iterations in Fig. 9. Just as expected, we observe that both of the privacy leakage and utility of PPNE decrease quickly in an iteration when the number of iterations is small; and the decrease get slower and slower as the number of iterations increases; the privacy leakage and utility of PPNE finally become converged at approximately the 3000th iteration (here we do one perturbation per iteration).

5 RELATED WORK

Publishing data directly without anonymization may lead to severe privacy leakage [10, 17]. Traditional privacy-preserving network data publishing mainly focuses on tabular data and network structure data. When publishing tabular data, generalization techniques [38], obfuscation techniques [28] and adding noise [16] are commonly used methods. As for sharing network graph data, differential privacy is the most popular approach which generates synthetic DP-networks with either edge differential privacy [14] or node differential privacy [18]. Other works protect user privacy by adding or deleting the links on network [3, 40].

Recently, network embedding has become one of the most important and ubiquitous network data representation methods [13]. However, people often overlook the privacy threats when publishing network embeddings, which may result in leakage of users’ private information including attributes, membership and links [8]. This work focuses on privacy-preserving network embedding publishing techniques against private link inference attacks.

Although the privacy leakage problem when publishing network embedding does exist, there are few researches working on it. Recently, a differential privacy framework named DPNE [37] has been proposed to generate network embedding with theoretical privacy guarantees, which ensures the embeddings generated by two arbitrary adjacency networks (differ on a single link) indistinguishable in probability via adding random noises. As DPNE is not designed to defend against private link inference attacks, the attackers with differentially private network embedding still can accurately private links of the network [16, 30]. GNNs with adversarial training are also used to generate privacy-preserving network representations [20, 33]. Specifically, these methods aim to produce
the network embedding that is only useful for a specific task but effective for another task. In comparison, our work proposes a practical privacy-preserving mechanism for large-scale network embedding publishing, which can efficiently prevent private link inference attacks and benefit various downstream tasks.

6 CONCLUSION AND DISCUSSION

This work addresses a new problem of privacy-preserving network embedding against private link inference attacks. We first perturb the original network by adding/removing links, and then learn the embedding on the perturbed network. In order to find the optimal perturbed network, we proposed PPNE, which incorporates novel utility loss and privacy gain computation methods to quantify perturbations, and then perturbs the original network iteratively to reach satisfactory privacy-utility tradeoff.

We discuss our limitations and future work. (i) PPNE is suitable for undirected networks and how to extend it to directed networks remains a question. (ii) The scalability improvement of PPNE is currently designed for skip-gram network embedding methods (DeepWalk and LINE); how to improve its scalability on other network embedding methods would be another future direction. (iii) While PPNE aims to protect private links on the network, other private information (e.g., private attributes) may also be taken into consideration in the future work.
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APPENDIX

In this supplemental document, we provide the content related to the attackers with auxiliary knowledge, privacy-utility tradeoff results on Citeseer and PubMed dataset, and the experimental details.

Attackers with Auxiliary Knowledge

For the sake of brevity, we simply call the attackers with no auxiliary knowledge Type-I attackers, and the attackers with auxiliary knowledge Type-II attackers. Type-II attackers hold auxiliary knowledge in addition to $X'$. In this work, we mainly consider that Type-II attackers foreknow the true relation status (1 or 0) of partial private node pairs $\mathcal{P}_{\text{know}} \subset \mathcal{P}$. We also denote the rest relation-unknown sensitive node pairs for attacking as $\mathcal{P}_{\text{unknown}} = (\mathcal{P} = \mathcal{P}_{\text{know}} \cup \mathcal{P}_{\text{unknown}})$. Type-II attackers can adopt any supervised learning technique to construct a link prediction attack model $\mathcal{A}$ while $X'$ is the model input features.

$$\text{Attack}(v_i, v_j) = \mathcal{A}(X'_i, X'_j|\mathcal{P}_{\text{know}}), \quad \forall (v_i, v_j) \in \mathcal{P}_{\text{unknown}} \quad (22)$$

Directly defending Type-II attackers is infeasible, as there are too many indeterministic factors such as the feature engineering, model training techniques, and the known sensitive node pairs $\mathcal{P}_{\text{know}}$. In fact, cosine similarity based Type-I attack (Eq. 3) can actually be seen as a special case of a strong embedding-based Type-II link prediction attack model [12]. We believe that the defense on Type-I attacks can also help defend Type-II attacks to a certain extent.

Theorem 6.1. The cosine similarity based Type-I attack is a special case of the Hadamard-product embedding-based logistic regression Type-II attack model (which performs the best among all the embedding-based link prediction models in literature [12]).

Proof. Denote $v_i$’s embedding vector as $X'_i = (x'_{i,1}, x'_{i,2}, ..., x'_{i,m})$ and $X'_j$ is normalized. Then the cosine similarity of $X'_i$ and $X'_j$ can be written as:

$$\text{sim}(X'_i, X'_j) = x'_{i,1}x'_{j,1} + x'_{i,2}x'_{j,2} + ... + x'_{i,m}x'_{j,m} \quad (23)$$

The prior research [12] has verified that the logistic regression on the Hadamard product of the embedding vectors of $v_i$ and $v_j$:

$$\mathcal{A}(X'_i, X'_j) = b_0 + b_1x'_{i,1}x'_{j,1} + b_2x'_{i,2}x'_{j,2} + ... + b_mx'_{i,m}x'_{j,m} \quad (24)$$

Eq. 23 is thus a special case of Eq. 24 when node embeddings are normalized, $b_0 = 0$, and $\forall_k b_k = 1$. \square

Private link inference attacks with certain auxiliary knowledge. In this scenario, the private link inference attack problem can be regarded as a binary classification problem, where attackers concatenate two private nodes’ embedding vectors as the input features, and whether a link exists between them or not (1 or 0) as the label. Attackers can train a classifier based on $\mathcal{P}_{\text{know}}$ and use the classifier to predict unknown sensitive links. The performance of such link inference attack methods can be measured by $F1$ score. We assess the privacy protection performance by $1 - F1$ score. Higher $1 - F1$ score means better privacy protection. We use XGBoost [5] as the attack classifier model as it performs consistently well in our datasets.

Results on Citeseer and PubMed

In this section, we compare the privacy-utility tradeoff performance of PPNE with baselines on on Citeseer and PubMed dataset. Results on Citeseer based on DeepWalk and LINE are shown in Fig. 10 and Fig. 11, while results on PubMed based on DeepWalk and LINE are illustrated in Fig. 12 and Fig. 13, respectively.

From Fig. 10 to Fig. 13, we can observe the same trend that the privacy protection performances of all methods are becoming better with the decline in utility level, which indicates that we can improve privacy protection by sacrificing part of the data utility purposely. What’s more, PPNE shows the best privacy-utility tradeoff performance compared to the baselines under all experimental settings by providing strong privacy protection with less utility loss.

In particular, as the results on Citeseer dataset illustrated in Fig. 10a and Fig. 10b, DICE achieves the best performance among the baselines, while PPNE improves the privacy protection by around 81.8% and 7.1% compared to it when the utility (1-f1 score) on node classification is around 0.52, respectively. On PubMed dataset, from the results shown in Fig. 12a, we note that when the utility on node classification task decreases around 5.2% compared to the initial point, the privacy protection metric (1-ap score) brought by PPNE can be improved to around 0.24, while that of baselines only increased by around 0.01. These results on Citeseer and PubMed dataset are consistent with the results on Cora dataset that PPNE achieves the best privacy-utility tradeoff among the methods both based on DeepWalk and LINE. And the results also prove that PPNE is applicable to multiple downstream utility applications including but not limited to node classification and clustering.
Figure 10: Tradeoff on Citeseer: privacy protection on private links and node classification/clustering performance (DeepWalk)
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Figure 11: Tradeoff on Citeseer: privacy protection on private links and node classification/clustering performance (LINE)
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Figure 12: Tradeoff on PubMed: privacy protection on private links and node classification/clustering performance (DeepWalk)
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Figure 13: Tradeoff on PubMed: privacy protection on private links and node classification/clustering performance (LINE)