ASYMPTOTIC STABILITY OF SHOCK PROFILES AND RAREFACTION WAVES UNDER PERIODIC PERTURBATIONS FOR 1-D CONVEX SCALAR VISCOUS CONSERVATION LAWS
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Abstract. We study the asymptotic stability of shock profiles and rarefaction waves under periodic perturbations for 1-D convex scalar viscous conservation laws. For the shock profile, the solution converges to the background shock profile with a constant shift in $L^p$ norm as $t \to +\infty$, with an exponential decay rate. And the shift is essentially due to the viscosity and the periodic perturbation, which may not be zero in general. However, the shift will disappear as viscosity vanishes. The idea is to construct an approximate solution which tends to two periodic solutions as $x \to \pm \infty$ respectively, and then use the anti-derivative variable method and the maximum principle. Moreover, for the rarefaction wave, the solution converges to the background rarefaction wave in $L^p$ norm as $t \to +\infty$.

1. Introduction

The 1-D convex scalar viscous conservation law reads:

$$
\partial_t u + \partial_x f(u) = \partial_x^2 u, \quad \forall x \in \mathbb{R}, \quad t > 0,
$$

here the flux $f(u)$ is smooth and strictly convex. A shock profile $\phi(x-st)$ is a classical traveling wave solution to the equation (1.1), satisfying the ODE:

$$
\begin{align*}
\phi'' &= f'(\phi)\phi' - s\phi', \\
\lim_{x \to -\infty} \phi(x) &= \overline{u}_l, \quad \lim_{x \to +\infty} \phi(x) = \overline{u}_r,
\end{align*}
$$

where $\overline{u}_l > \overline{u}_r$ are two given constants and $s$ is the shock speed defined by the Rankine-Hugoniot condition:

$$
s = \frac{f(\overline{u}_l) - f(\overline{u}_r)}{\overline{u}_l - \overline{u}_r}.
$$

The existence of the shock profile $\phi$ can follow from the center-manifold theorem in Kopell-Howard [14]. And it was also shown that $\phi$ tends to the end states $\overline{u}_l$ and $\overline{u}_r$ exponentially fast as $x \to -\infty$ and $+\infty$ respectively. A rarefaction wave $u^R(x,t)$ centered at the origin is

$$
u^R(x,t) = \begin{cases} 
\overline{u}_l, & \text{if } \frac{x}{t} < f'(\overline{u}_l); \\
(f')^{-1}(\frac{x}{t}), & \text{if } f'(\overline{u}_l) \leq \frac{x}{t} \leq f'(\overline{u}_r); \\
\overline{u}_r, & \text{if } \frac{x}{t} > f'(\overline{u}_r),
\end{cases}
$$

This research is partially supported by Zheng Ge Ru Foundation, Hong Kong RGC Earmarked Research Grants, CUHK-14300917, CUHK-14305315, and CUHK4048/13P, and NSFC/RGC Joint Research Grant N-CUHK 443-14.

The research of Yuan Yuan is supported by the Start-up Research Grant of South China Normal University (8S0328).
where \( \overline{u}_I < \overline{u}_r \) are two given constants. Recall that \( u^R \) is an entropy weak solution to the inviscid conservation law \( \partial_t u + \partial_x f(u) = 0 \).

In this paper we are concerned with the asymptotic stability of shock profiles and rarefaction waves under arbitrary periodic perturbation \( w_0(x) \in L^\infty(\mathbb{R}) \), which makes the initial data \( \phi(x) + w_0(x) \) or \( u^R(x,0) + w_0(x) \) keep oscillating as \( |x| \to \infty \). In order to assume without loss of generality in the case of shock profile that \( w_0(x) \) has zero average:

\[
(1.4) \quad \frac{1}{p} \int_0^p w_0(x)dx = 0,
\]

we will consider the following more general initial data.

- For the shock profile \( \phi \), we consider the initial data

\[
(1.5) \quad u(x,0) = u_0(x) = \phi(x) + w_0(x) + v_0(x), \quad \forall x \in \mathbb{R},
\]

where \( w_0 \in L^\infty \) is periodic, \( v_0(x) \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \) decays exponentially as \( |x| \to \infty \), say, there exist constants \( A_0, \beta_0 > 0 \), such that

\[
(1.6) \quad |v_0(x)| \leq A_0 e^{-\beta_0 |x|}, \quad \text{a.e. } x \in \mathbb{R}.
\]

Then one can assume without loss of generality in (1.5) that the perturbation \( w_0 \) satisfies (1.4) and \( v_0 \) has zero mass:

\[
(1.7) \quad \int_{-\infty}^{+\infty} v_0(x)dx = 0.
\]

In fact, for \( \overline{w} = \frac{1}{p} \int_0^p w_0(x)dx \) and \( \delta = \int_{-\infty}^{+\infty} v_0(x)dx \), one can let \( \tilde{\phi}(x) \) be the shock profile solving (1.1) connecting the states \( \overline{u}_I + \overline{w} \) as \( x \to -\infty \) and \( \overline{u}_r + \overline{w} \) as \( x \to +\infty \). Then one has that \( u_0 = \tilde{\phi} + (w_0 - \overline{w}) + v_0 + (\phi + \overline{w} - \tilde{\phi}) \), where \( \phi + \overline{w} - \tilde{\phi} \) decays exponentially as \( |x| \to \infty \). Then one can choose a shift \( x_0 \) to make the integral

\[
\int_{-\infty}^{+\infty} \left( \phi(x) + \overline{w} - \tilde{\phi}(x + x_0) \right)dx + \int_{-\infty}^{+\infty} v_0(x)dx = 0.
\]

Thus, it holds that \( u_0(x) = \tilde{\phi}(x + x_0) + \tilde{w}_0(x) + \tilde{v}_0(x) \), where \( \tilde{w}_0(x) = w_0(x) - \overline{w} \) satisfies (1.4), and \( \tilde{v}_0(x) = \phi(x) + \overline{w} - \tilde{\phi}(x + x_0) + v_0(x) \) decays exponentially as \( |x| \to \infty \) and satisfies (1.7).

- For the rarefaction wave \( u^R \), we also consider the kind of initial data

\[
(1.8) \quad u(x,0) = u_0(x) = u^R(x,0) + w_0(x) + v_0(x), \quad \forall x \in \mathbb{R}.
\]

Similarly, by adding a constant on \( \overline{u}_I \) and \( \overline{u}_r \), one can assume without loss of generality that \( w_0 \) satisfies (1.4). And there is no need here to assume that \( v_0 \) satisfies (1.7), since rarefaction waves with different centers are asymptotic equivalent in \( L^\infty(dx) \).

The asymptotic stability of the shock profiles and rarefaction waves in viscous conservation laws have been widely studied so far. Far-reaching results have been obtained not only for the 1-D scalar case, see Hopf [10], Il’in-Oleinik [12], Nishihara [22], Harabetian [7], Freistühler-Serre [2] and Howard [11] for details, but also for the Multi-D scalar case, such as Goodman [5], Xin [26], Hoff-Zumbrun [8, 9] and Kenig-Merle [13]. Besides, there are also many results for the 1-D system case, such as Matsumura-Nishihara [21], Goodman [4], Liu [18, 19], Xin [25], Liu-Xin [20] and Szepessy-Xin [24].
However, in the literatures above, the perturbations are all in $L^1$, and Il’in-Oleńik [12] even constructed a counter example to show that the initial perturbation around the shock profile being not summable may result in instability. The perturbations which keep oscillating as $|x| \to \infty$ have never been studied before. For periodic perturbations, the authors in [27] used the generalized characteristic method to achieve the asymptotic stability of shock waves and rarefaction waves in the inviscid case. And in this paper, we can also prove the corresponding asymptotic stability for the viscous case.

For the shock profile under periodic perturbations, the solution is proved to converge to the background shock profile with a constant shift $\phi(x-st+X_\infty)$ as $t \to +\infty$, where $X_\infty$ is the limit of $X(t) - st$ (see the definition in (2.14)). Although $X(t)$ depends on the background shock profile $\phi$, its limit $X_\infty$ only depends on $\varpi_t, \varpi_r, f, w_0(x)$, and may not be zero in general (see Theorem 2.6). And if we consider the vanishing viscosity limit $\nu \to 0+$ in the equation $\partial_t u + \partial_x f(u) = \nu \partial_x^2 u$, the corresponding constant shift $X_\nu^\infty$ converges to zero, which is compatible with the result in [27], namely, for the inviscid conservation laws, the shock wave under a periodic perturbation satisfying (1.4) converges to itself with no shift as $t \to +\infty$. For the rarefaction wave under a periodic perturbation, it is proved that the solution tends to the background one in $L^\infty$ norm as $t \to +\infty$ in both inviscid and viscous cases.

In this paper, we use the method of maximum principle and construct auxiliary functions, which follows the idea of [12]. The main difficulty is that the solution subtracted by the shock profile is not integrable anymore, leading to the non-existence of its anti-derivative variable, which plays a crucial role in the study of the long time behavior of the shock profile under $L^1$ perturbations. In fact, if one considers the equation of $u - \phi$, there is a zero-order term with its coefficient $f''(\phi)\phi' < 0$, which breaks the maximum principle and voids the energy method.

The novelty of our proof is that we find an approximate solution $\psi_{X(t)}(x,t)$, where $X(t)$ is a shift function (see (2.14)), such that the difference $u - \psi_X$ is integrable and has zero mass at any $t \geq 0$. Therefore, it is possible to study the equation of the anti-derivative of the difference $u - \psi_X$. Although $\psi_X$ is not a solution to (1.1), its source term (see (2.10)) decays exponentially both in space and in time, which makes it possible to construct an auxiliary function and use the maximum principle to achieve our main result.

2. MAIN RESULTS

It is well-known from [23, 16] that the equation (1.1) generates a semi-group \{ $S_t : L^\infty(\mathbb{R}) \to L^\infty(\mathbb{R})$; $t \geq 0$ \} to give that, for any initial data $u_0 \in L^\infty(\mathbb{R})$, the function $u(x,t) := S_t u_0$ is the unique bounded solution to (1.1), which is smooth for $t > 0$, and satisfies the initial condition in the weak sense: for any continuous functions $\varphi(x,t)$ compactly supported in $\mathbb{R} \times [0, +\infty)$, there holds

\[(2.1) \quad \int_{\mathbb{R}} [\varphi(x,t) u(x,t) - \varphi(x,0) u_0(x)] \, dx \to 0, \quad \text{as } t \to 0.\]

Here the semi-group $S_t$ satisfies the following classical Co-properties:

- (Comparison) If $u_0, v_0 \in L^\infty(\mathbb{R})$ and $u_0 \leq v_0$ almost everywhere, then $S_t u_0 \leq S_t v_0$ for any $x \in \mathbb{R}$, $t > 0$.
- (Contraction) If $u_0, v_0 \in L^\infty(\mathbb{R})$ and $u_0 - v_0 \in L^1(\mathbb{R})$, then $S_t u_0 - S_t v_0 \in L^1(\mathbb{R})$ and $\|S_t u_0 - S_t v_0\|_{L^1(\mathbb{R})}$ is non-increasing with respect to $t$. 

Here the constants which is finite and may not be zero in general. More precisely,
\begin{equation}
(2.2) \quad \partial_x u(x,t) \leq \frac{E}{t}, \quad \forall x \in \mathbb{R}, \ t > 0.
\end{equation}

Moreover, there exists a constant $E > 0$ depending on $f, \|u_0\|_{L^\infty}$, such that
\begin{equation}
(2.3) \quad u_l := S_t(\overline{u}_l + w_0), \quad u_r := S_t(\overline{u}_r + w_0),
\end{equation}

then by the comparison property, it holds that if $\overline{u}_l > \overline{u}_r$,
\begin{equation}
(2.4) \quad u_l(x,t) \geq u_r(x,t), \quad \forall x \in \mathbb{R}, \ t > 0.
\end{equation}

Now we give the main theorems of this paper as follows:

**Theorem 2.1.** When $\overline{u}_l > \overline{u}_r$, for the initial data (1.5), if the periodic perturbation $w_0(x) \in L^\infty(\mathbb{R})$ with period $p > 0$ satisfies (1.4) and the perturbation $v_0(x) \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ satisfies (1.6) and (1.7), then there exist constants $C > 0, \mu > 0$ such that the unique bounded solution $u$ to (1.1), (1.5) satisfies
\begin{equation}
(2.5) \quad \sup_{x \in \mathbb{R}} \|u(x,t) - \phi(x - st - X_\infty)\| \leq Ce^{-\mu t}, \quad \forall t \geq 0,
\end{equation}

with the constant shift $X_\infty$ defined by
\begin{equation}
(2.6) \quad X_\infty := \frac{1}{p(\overline{u}_l - \overline{u}_r)} \left\{ \int_0^{+\infty} \int_0^p [f(u_l) - f(\overline{u}_l)] \, dx dt - \int_0^{+\infty} \int_0^p [f(u_r) - f(\overline{u}_r)] \, dx dt \right\},
\end{equation}

which is finite and may not be zero in general. More precisely,

1. for the viscous Burgers’ equation, i.e. $f(u) = u^2/2$, it holds that $X_\infty = 0$;
2. for any periodic perturbation $w_0$ satisfying (1.4), if
\begin{equation}
0 < \|w_0\|_{L^\infty(\mathbb{R})} < (\overline{u}_l - \overline{u}_r)/2,
\end{equation}

then there exists a smooth and strictly convex flux $f$, such that $X_\infty \neq 0$.

Here the constants $C$ and $\mu$ depend on $p, f, \overline{u}_l, \overline{u}_r, A_0, \beta_0, \|w_0\|_{L^\infty}$.

**Remark 2.2.** By (2.6), the constant shift $X_\infty$ only depends on $f, \overline{u}_l, \overline{u}_r, w_0$. Meanwhile, when considering the vanishing viscosity limit $\nu \to 0+$ in the equation $\partial_t u^\nu + \partial_x f(u^\nu) = \nu \partial_x^2 u^\nu$, although Theorem 2.1 shows that the corresponding constant shift $X_\infty^\nu$ may not be 0 in general, it can be proved that $X_\infty^\nu$ converges to 0 as $\nu \to 0+$, which is compatible with the result obtained in [27]. See the detailed explanations in Section 7.

**Theorem 2.3.** When $\overline{u}_l < \overline{u}_r$, for the initial data (1.8), if the periodic perturbation $w_0(x) \in L^\infty(\mathbb{R})$ with period $p > 0$ satisfies (1.4), and the perturbation $v_0(x) \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ satisfies (1.6), then the unique bounded solution $u$ to (1.1), (1.8) satisfies
\begin{equation}
\sup_{x \in \mathbb{R}} |u(x,t) - u^R(x,t)| \to 0 \quad \text{as} \ t \to \infty.
\end{equation}
Before giving the proof, we firstly introduce some notations.

**Notations:** For the shock profile φ, we define the function:

\[(2.7)\]
\[g(x) := \frac{\phi(x) - \overline{u}_r}{\overline{u}_l - \overline{u}_r}.\]

Then it is easy to check that \( g \in C^\infty(\mathbb{R}) \) is decreasing with \( 0 < g < 1 \), and \( g(x) \to 1 \) as \( x \to -\infty \), \( g(x) \to 0 \) as \( x \to +\infty \).

For any \( C^1 \) curve \( \xi(t) : [0, +\infty) \to \mathbb{R} \), denote the shifted function:

\[g_\xi(x) := g(x - \xi(t)),\]

with the derivatives:

\[g_\xi^{(k)}(x) := g^{(k)}(x - \xi(t)), \quad k \geq 1.\]

Motivated by the formula of the shifted viscous shock profile:

\[\phi_\xi(x) := \phi(x - \xi(t)) = \overline{u}_l \, g_\xi(x) + \overline{u}_r (1 - g_\xi(x)),\]

in this paper we construct the approximate solution as

\[(2.8)\]
\[\psi_\xi(x, t) := u_l(x, t) \, g_\xi(x) + u_r(x, t) (1 - g_\xi(x)).\]

Note that for \( \psi_\xi \), the shift function \( \xi(t) \) only appears in \( g \). Then \( \psi_\xi \) satisfies the equation:

\[(2.9)\]
\[\partial_t \psi_\xi + \partial_x f(\psi_\xi) - \partial_x q^2 \psi_\xi = h_\xi,\]

where the source term \( h_\xi \) can be calculated directly by the equations of \( u_l \) and \( u_r \), which is given by

\[(2.10)\]
\[h_\xi = \partial_x [f(\psi_\xi) - f(u_l) \, g_\xi + f(\psi_\xi) - f(u_r) \, (1 - g_\xi) - 2 \partial_x (u_l - u_r) g_\xi' - (u_l - u_r) (g_\xi' \, \xi' + g_\xi'')].\]

By easy calculations on (2.10), one can have that

\[(2.11)\]
\[h_\xi = \partial_x \left[ \left( f(\psi_\xi) - f(u_l) \right) \, g_\xi + \left( f(\psi_\xi) - f(u_r) \right) (1 - g_\xi) + 2 \partial_x (u_l - u_r) g_\xi' - (u_l - u_r) \left( f'(\psi_\xi) \, g_\xi' - g_\xi' \, \xi' - g_\xi'' \right) \right].\]

And

\[h_\xi = \left( f'(\psi_\xi) - f'(u_l) \right) \partial_x u_l \, g_\xi + \left( f'(\psi_\xi) - f'(u_r) \right) \partial_x u_r (1 - g_\xi)
- 2 \partial_x (u_l - u_r) g_\xi' + (u_l - u_r) \left( f'(\psi_\xi) \, g_\xi' - g_\xi' \, \xi' - g_\xi'' \right),\]

then by \( g_\xi'' = f'(\phi_\xi) g_\xi' - s g_\xi' \) (see (3.1)), it holds that

\[(2.12)\]
\[h_\xi = \left( f'(\psi_\xi) - f'(u_l) \right) \partial_x u_l \, g_\xi + \left( f'(\psi_\xi) - f'(u_r) \right) \partial_x u_r (1 - g_\xi)
- 2 \partial_x (u_l - u_r) g_\xi' + (u_l - u_r) \left( f'(\psi_\xi) \, g_\xi' - f'(\psi_\xi) \right) \partial_x u_r (1 - g_\xi)
- 2 \partial_x (u_l - u_r) g_\xi' + (u_l - u_r) \left( f'(\psi_\xi) \, g_\xi' - f'(\psi_\xi) \right) g_\xi'.\]

The formulas (2.11) and (2.12) will be used later.

The terms appearing in the square brackets of (2.11) vanish as \(|x| \to \infty\). Then regarding the equation

\[(2.13)\]
\[\partial_t (u - \psi_X) + \partial_x \left( f(u) - f(\psi_X) \right) = \partial_x^2 (u - \psi_X) - h_X,\]
we can formally choose a curve $X(t)$ to make $\int_{\mathbb{R}} h_X(x,t) dx = 0$. By integrating (2.11) in $x$, the curve $X(t)$ is determined by the ODE:

$$
\begin{aligned}
X'(t) &= \int_{-\infty}^{+\infty} \left[ (u_l - u_r) g'_X + (f(u_l) - f(u_r)) g'_X \right] dx, \quad t > 0, \\
X(0) &= 0,
\end{aligned}
$$

where the initial data $X(0) = 0$ is chosen to make $\int_{\mathbb{R}} (u - \psi_X(0))(x,0) dx = 0$. Then by Cauchy-Lipschitz theorem, (2.14) has a unique $C^1$ solution $X(t) : [0, +\infty) \to \mathbb{R}$, see Lemma 4.5 for details. Then formally, by integrating (2.13) with respect to $x$, one can have that the perturbation $u - \psi_X$ always has zero mass at any time $t \geq 0$, which can make its anti-derivative variable decays exponentially as $|x| \to +\infty$. Besides, the choice of $X(t)$ can make the source term $h_X(x,t)$ and its anti-derivative variable $\int_{-\infty}^{x} h_X(y,t) dy$ decay exponentially fast both in space and in time (see Proposition 4.6 for details), which plays an important role in our proof of Theorem 2.1.

Under the notations above, there hold the following results.

**Proposition 2.4.** Under the assumptions of Theorem 2.1, there exist constants $C > 0$ and $\alpha > 0$ such that the unique $C^1$ solution $X(t)$ to (2.14) satisfies

$$
|X(t) - st - X_{\infty}| \leq Ce^{-\alpha t}, \quad \forall \ t \geq 0,
$$

where $X_{\infty}$ is defined in (2.6). Moreover, if $f(u) = u^2/2$, then at each time $t_k = kp/(\overline{u}_l - \overline{u}_r)$, $k = 0, 1, 2, \cdots$, it holds that

$$
X(t_k) = st_k.
$$

Here $\alpha$ only depends on $p$, and $C$ depends on $p, \overline{u}_l, \overline{u}_r, \|w_0\|_{L^\infty}$.

**Remark 2.5.** Although (2.14) implies that $X(t)$ depends on the viscous shock $\phi$ (since for any number $\delta \in \mathbb{R}$, $\phi(x + \delta)$ is a viscous shock connecting $\overline{u}_l$ as $x \to -\infty$ and $\overline{u}_r$ as $x \to +\infty$, and thus the curve $X(t)$ may depend on $\delta$), the limit of $X(t) - st$, which is $X_{\infty}$ given in (2.6), does not depend on $\phi$, and it only depends on $p, \overline{u}_l, \overline{u}_r, f$ and the periodic perturbation $w_0$.

**Theorem 2.6.** Under the assumptions of Theorem 2.1, there exist constants $C > 0$ and $\mu > 0$ such that the unique bounded solution $u$ of (1.1), (1.5) satisfies

$$
\sup_{x \in \mathbb{R}} |u(x,t) - \psi_X(t)(x,t)| \leq Ce^{-\mu t}, \quad \forall \ t \geq 0.
$$

Moreover, if $f(u) = u^2/2$ and the $L^1$ perturbation $v_0(x) \equiv 0$ in (1.5), then at each time $t_k = kp/(\overline{u}_l - \overline{u}_r)$, $k = 0, 1, 2, \cdots$, it holds that

$$
u(x, t_k) = \psi_{st_k}(x, t_k), \quad \forall x \in \mathbb{R}.
$$

Here the constants $C$ and $\mu$ depend on $p, \overline{u}_l, \overline{u}_r, A_0, \beta_0, \|w_0\|_{L^\infty}$.

**Remark 2.7.** By (2.16) and (2.18), one has that for the Burgers’ equation, if $v_0(x) \equiv 0$, then $u(x, t_k) = \psi_X(u_k)(x, t_k)$, $\forall k \geq 0$. So the result (2.17) is compatible with (2.18), and it implies that the approximate solution $\psi_X$ is a good choice to approach the real solution.

This paper proceeds as follows: In Section 3, we state some properties on $g(x)$ and the stability of periodic solutions with exponential decay rates in time. In Section 4, Theorem 2.6 is proved by 4 steps, and we place each step in one subsection. Moreover,
the existence and uniqueness of \( X(t) \) can be found in Lemma 4.5. In Section 5 we prove Proposition 2.4. In Section 6, Theorem 2.1 can be verified from Proposition 2.4, Theorem 2.6, and a strictly convex flux \( f \) is constructed to make \( X_\infty \neq 0 \). In Section 7, we give the vanishing viscosity limit for the shift function, which is related to the results obtained in [27]. At last, the proof of Theorem 2.3 is presented in Section 8.

3. Preliminaries

In this section, we give the preliminaries on the decay rates of \( g, g' \) as \( |x| \to \infty \), and the exponential decay rates of periodic solutions to the viscous conservation laws as \( t \to \infty \).

By integrating the equation (1.2), the shock profile \( \phi \) satisfies that
\[
\phi' = f(\phi) - f(\overline u_t) - s(\phi - \overline u_t),
\]
which implies that
\[
\phi' = (\phi - \overline u_t) \left( \frac{f(\phi) - f(\overline u_t)}{\phi - \overline u_t} - s \right) = (\phi - \overline u_r) \left( \frac{f(\phi) - f(\overline u_r)}{\phi - \overline u_r} - s \right).
\]
thus one has that the function \( g(x) \) defined in (2.7) satisfies the equation:
\[
g' = \frac{1}{\overline u_t - \overline u_r} \left[ f((\overline u_t - \overline u_r)g + \overline u_r) - f(\overline u_r) \right] - sg
\]
\[
= \frac{1}{\overline u_t - \overline u_r} \left[ f(\overline u_t g + \overline u_r (1 - g)) - f(\overline u_t g - f(\overline u_r) (1 - g)) \right].
\]

Proposition 3.1. The function \( g \) satisfies
(i) There exist positive constants \( \beta_1, \beta_2 \) depending on \( f, \overline u_t, \overline u_r \) such that
\[
\beta_1 \leq \frac{-g'(x)}{(\overline u_t - \overline u_r)g(x)(1 - g(x))} \leq \beta_2, \quad \forall x \in \mathbb{R}.
\]
(ii) With the inequality (3.2), there exist a constant \( C > 0 \) depending on \( f, \overline u_t, \overline u_r \) such that
\[
\frac{1}{C} e^{-\beta_2 x} \leq g(x) \leq C e^{-\beta_1 x}, \quad \forall x > 0,
\]
\[
\frac{1}{C} e^{\beta_2 x} \leq 1 - g(x) \leq C e^{\beta_1 x}, \quad \forall x < 0,
\]
\[
\frac{1}{C} e^{\beta_2 |x|} \leq -g'(x) \leq C e^{-\beta_1 |x|}, \quad \forall x \in \mathbb{R}.
\]

The proof can be found in [6]. And we give a simplified proof for the scalar viscous conservation law, which is placed in the Appendix A.

Proposition 3.2. For any periodic initial data \( u_0(x) \in L^\infty(\mathbb{R}) \) with its average \( \overline u = \frac{1}{p} \int_0^p u_0(x) \, dx \), there exists a constant \( \alpha > 0 \), such that for any integers \( k, l \geq 0 \), the periodic solution \( u(x,t) \) to (1.1) satisfies that
\[
\| \partial_x^k \partial_t^l (u - \overline u) \|_{L^\infty(\mathbb{R})} \leq C e^{-\alpha t}, \quad \forall t \geq 1,
\]
here \( \alpha \) depends only on \( p \), and \( C \) depends on \( k, l, p, f, \| u_0 - \overline u \|_{L^\infty} \).

The proof of Proposition 3.2 can be obtained by standard energy estimates and the Poincaré inequality on \([0, p]\). We place it in the Appendix B. By Proposition 3.2, one has the following corollary
Corollary 3.3. The periodic solutions \( u_l \) and \( u_r \) defined in (2.3) satisfy that for any integers \( k, l \geq 0 \),
\[
\|e^{t\xi}(u_l - \bar{u}_l)\|_{L^\infty(\mathbb{R})}, \|e^{t\xi}(u_r - \bar{u}_r)\|_{L^\infty(\mathbb{R})} \leq Ce^{-\alpha t}, \quad \forall t \geq 1,
\]
here the constant \( C > 0 \) depends on \( k, l, p, f, \bar{u}_l, \bar{u}_r, \|w_0\|_{L^\infty} \). Moreover, by (3.5), there exists a large time \( T_0 \geq 1 \), such that
\[
\frac{1}{2}(\bar{u}_l - \bar{u}_r) \leq u_l(x, t) - u_r(x, t) \leq \frac{3}{2}(\bar{u}_l - \bar{u}_r), \quad \forall t \geq T_0, \ x \in \mathbb{R},
\]
here the constant \( T_0 \) depends on \( p, f, \bar{u}_l, \bar{u}_r, \|w_0\|_{L^\infty} \).

In the following part of this paper, for convenience, one can choose a small constant \( 0 < \beta \leq \min\{\beta_0, \beta_1\} \), such that
\[
|v_0(x)| \leq A_0e^{-\beta|x|}, \quad a.e. \ x \in \mathbb{R},
\]
and without special description, we will use \( C \) as the generic positive constant only depending on \( p, f, \bar{u}_l, \bar{u}_r, A_0, \beta_0 \) and \( \|w_0\|_{L^\infty(\mathbb{R})} \).

4. Proof of Theorem 2.6

The proof of Theorem 2.6 consists of 4 steps. Firstly, at any \( t > 0 \), the behaviors of the solution \( u(x, t) \) as \( |x| \to \infty \) is studied (Corollary 4.2). We further extend the estimates in Corollary 4.2 to time-independent ones (Proposition 4.4). In the third step, motivated by [12], the equation of the anti-derivative variable of \( u - \psi_x \) is studied and the comparison principle is applied to prove (2.17). Finally, we will prove (2.18) by using the Hopf formula introduced in [10].

4.1. Behaviors of \( u(x, t) \) as \( |x| \to \infty \).

Denote \( K^t(x) := \frac{1}{\sqrt{2\pi t}}e^{-\frac{x^2}{2t}} \) to be the heat kernel.

Lemma 4.1. If \( u_0, \tilde{u}_0 \in L^\infty(\mathbb{R}) \) and there exist constants \( A > 0, \ \delta \in \mathbb{R} \), such that
\[
|u_0(x) - \tilde{u}_0(x)| \leq Ae^\delta x, \quad a.e. \ x \in \mathbb{R},
\]
then there exists a constant \( t_0 > 0 \) such that
\[
|S_t u_0 - S_t \tilde{u}_0| \leq 2\lceil \frac{\delta}{2} \rceil Ae^\delta x, \quad \forall x \in \mathbb{R}, \ t > 0,
\]
here \( t_0 \) depends on \( |\delta|, f, \|u_0, \tilde{u}_0\|_{L^\infty} \), and \( \lceil \cdot \rceil \) represents the ceiling function (mapping \( x \) to the smallest integer greater than or equal to \( x \)).

Proof. As quoted by [2], the solution \( S_t u_0 \) can be obtained by constructing the following approximating sequence
\[
\begin{align*}
u^{(1)} &= K^t * u_0, \\
u^{(n+1)} &= K^t * u_0 - \int_0^t \partial_x K^r(\cdot) * f(u^{(n)}(\cdot, t - \tau)) d\tau, \quad n = 1, 2, 3, \ldots
\end{align*}
\]
where “*” represents the convolution operation with respect to the space variable.

Suppose that \( \{\tilde{u}^{(n)}\}_{n=1}^\infty \) is the approximating sequence induced by \( \tilde{u}_0 \), which is constructed in the same way with \( u^{(n)} \). Therefore, one has that
\[
|u^{(1)} - \tilde{u}^{(1)}| = |K^t * (u_0 - \tilde{u}_0)| \leq \int_{\mathbb{R}} \frac{1}{\sqrt{2\pi t}} e^{-\frac{x^2}{2t}} Ae^{\delta(x-y)}dy
\]
\[
\begin{align*}
|u^{(2)}(t) - \tilde{u}^{(2)}(t)| & \leq |K(t) * (u_0 - \tilde{u}_0)| + \left| \int_0^t \partial_x K(\cdot) \cdot \left[ f\left(u^{(1)}(\cdot, t - \tau)\right) - f\left(\tilde{u}^{(1)}(\cdot, t - \tau)\right) \right] d\tau \right| \\
& \leq A e^{\delta x + \delta t} + \frac{1}{\sqrt{2\pi t}} \int_0^t \frac{|y|}{2\pi} e^{-\frac{x^2}{4\tau}} C_0 A e^{\delta (x - y) + \delta (t - \tau)} dy d\tau \\
& \leq A e^{\delta x + \delta t} + C_0 A e^{\delta x + \delta t} \int_0^t \frac{1}{\sqrt{2\pi \tau}} \frac{|y|}{2\pi} e^{-\frac{(x + 2\tau)^2}{4\tau}} dy d\tau \\
& \leq A e^{\delta x + \delta t} + C_0 A e^{\delta x + \delta t} \int_0^t \left( \sqrt{\frac{2}{\pi \tau}} + |\delta| \right) e^{-\frac{x^2}{\pi \tau}} dy d\tau \\
& = A e^{\delta x + \delta t} + C_0 A e^{\delta x + \delta t} \int_0^t \left( \sqrt{\frac{2}{\pi \tau}} + |\delta| \right) d\tau \\
& \leq A e^{\delta x + \delta t} \left(1 + \frac{2\sqrt{2}}{\sqrt{\pi}} C_0 \sqrt{t} + C_0 |\delta| t\right),
\end{align*}
\]

here \(C_0 := \max\{|f'(u)| : |u| \leq \|u_0, \tilde{u}_0\|_{L^\infty(\mathbb{R})}\}.\) By induction, one has that for \(t > 0\) small,

\[
|u^{(n)}(t) - \tilde{u}^{(n)}(t)| \leq A e^{\delta x + \delta t} \left[ 1 + \left( \frac{2\sqrt{2}}{\sqrt{\pi}} C_0 \sqrt{t} + C_0 |\delta| t \right) + \cdots + \left( \frac{2\sqrt{2}}{\sqrt{\pi}} C_0 \sqrt{t} + C_0 |\delta| t \right)^{n-1} \right] \\
\leq A e^{\delta x + \delta t} \frac{1}{1 - \left( \frac{2\sqrt{2}}{\sqrt{\pi}} C_0 \sqrt{t} + C_0 |\delta| t \right)}.
\]

Therefore, letting \(n \to +\infty\), there exist a small enough \(t_0 = t_0(|\delta|, C_0)\) with

\[
\frac{e^{\delta x t_0}}{1 - \left( \frac{2\sqrt{2}}{\sqrt{\pi}} C_0 \sqrt{t_0} + C_0 |\delta| t_0 \right)} < 2,
\]

such that \(|S_t u_0 - S_t \tilde{u}_0| \leq 2 A e^{\delta x}\) for any \(x \in \mathbb{R}, t \in (0, t_0)\). At time \(t = kt_0, k = 1, 2, 3, \ldots\), one can take \(S_{kt_0} u_0, S_{kt_0} \tilde{u}_0\) instead of \(u_0, \tilde{u}_0\) as the initial data and then repeat the same estimates as above in the interval \([kt_0, (k + 1)t_0]\). It concludes that for any \(x \in \mathbb{R}, t > 0, |S_t u_0 - S_t \tilde{u}_0| \leq 2 \left( \frac{1}{t_0} \right) A e^{\delta x}.
\]

**Corollary 4.2.** There exists a function \(A(t) > 0\) which is bounded in any compact subset of \([0, +\infty),\) such that

\[
|u(x, t) - u_l(x, t)| \leq A(t) e^{\beta x}, \quad |u(x, t) - u_r(x, t)| \leq A(t) e^{-\beta x}, \quad \forall x \in \mathbb{R}, \ t > 0,
\]

\[
|u(x, t) - \psi_\xi(x, t)| \leq A(t) e^{\beta \xi} e^{-\beta |x - \xi|}, \quad \forall \xi, x \in \mathbb{R}, \ t > 0,
\]

where \(A(t)\) depends on \(p, f, \bar{u}_l, \bar{u}_r, A_0, \beta_0, \|w_0\|_{L^\infty}\).

**Proof.** By substituting \(u_0 = \phi + w_0 + v_0, \tilde{u}_0 = \bar{u}_l + w_0\) with \(\delta = \beta\) or \(\delta = -\beta\) in Lemma 4.1, one has that

\[
|u(x, t) - u_l(x, t)| \leq A(t) e^{\beta x} \quad \text{and} \quad |u(x, t) - u_r(x, t)| \leq A(t) e^{-\beta x}.
\]

Then by the definition of \(\psi_\xi\) in (2.8), one has

\[
u(x, t) - \psi_\xi(x, t) = (u - u_l)(x, t) (g(x - \xi) + (u - u_r)(x, t) (1 - g(x - \xi)) \]
then by Proposition 3.1 and that \( u_t \) and \( u_r \) are bounded, it holds that
\[
|u(x, t) - \psi_q(x, t)| \leq A(t) \left\{ e^{\beta t}e^{-\beta|\xi|} + e^{-\beta t}e^{-\beta|x-\xi|} \right\} \leq A(t)e^{\beta|\xi|}e^{-\beta|x-\xi|}.
\]

\[
\square
\]

4.2. Time-independent estimates.

By Corollary 4.2, for any \( x \in \mathbb{R}, t \geq 0 \), one can define the functions:
\[
U_t(x, t) := \int_{-\infty}^{x} (u - u_t)(y, t)dy,
\]
(4.1)
\[
U_r(x, t) := \int_{x}^{\infty} (u - u_r)(y, t)dy,
\]
(4.2)
and for any \( C^\infty \) curve \( \xi(t) : [0, +\infty) \to \mathbb{R} \), one can define:
\[
\check{U}_\xi(x, t) := \int_{-\infty}^{x} (u - \psi_\xi)(y, t)dy,
\]
(4.3)
\[
\check{U}_\xi(x, t) := \int_{x}^{+\infty} (u - \psi_\xi)(y, t)dy.
\]
(4.4)

Lemma 4.3. The functions \( U_t, U_r, \check{U}_\xi \) and \( \check{U}_\xi \) defined above satisfy the following equations:
\[
\partial_t U_t - \partial_x^2 U_t = f(u_t) - f(u), \quad \forall x \in \mathbb{R}, \; t > 1,
\]
(4.5)
\[
\partial_t U_r - \partial_x^2 U_r = f(u) - f(u_r), \quad \forall x \in \mathbb{R}, \; t > 1,
\]
(4.6)
\[
\partial_t \check{U}_\xi - \partial_x^2 \check{U}_\xi = f(\psi_\xi) - f(u) - \int_{-\infty}^{x} h_\xi(y, t)dy, \quad \forall x \in \mathbb{R}, \; t > 1,
\]
(4.7)
\[
\partial_t \check{U}_\xi - \partial_x^2 \check{U}_\xi = f(u) - f(\psi_\xi) - \int_{x}^{+\infty} h_\xi(y, t)dy, \quad \forall x \in \mathbb{R}, \; t > 1,
\]
(4.8)
where the derivatives appearing in these equations are all continuous in \( \mathbb{R} \times [1, +\infty) \).

Proof. Here we only prove (4.5) and (4.7), since the proof of the other two is similar.

(1). To prove (4.5), for any \( T > 1 \), one considers the following linear heat equation:
\[
\begin{cases}
\partial_t V - \partial_x^2 V = f(u_t) - f(u), & \forall x \in \mathbb{R}, \; 1 < t \leq T, \\
V(x, 1) = U_t(x, 1).
\end{cases}
\]
(4.9)

By Corollary 4.2, it holds that
\[
|f(u_t) - f(u)| \leq C(T)e^{\beta x}, \quad \forall x \in \mathbb{R}, \; 1 < t \leq T,
\]
(4.10)
\[
|U_t(x, 1)| \leq Ce^{\beta x}, \quad \forall x \in \mathbb{R},
\]
Note that
\[
e^{\beta|x|} \leq C(T)e^{\frac{1}{T}|x|^2}, \quad \forall x \in \mathbb{R},
\]
and the initial data \( U_t(x, 1) \) and the source term \( f(u_t) - f(u) \) are smooth in \( \mathbb{R} \), and in \( \mathbb{R} \times [1, T] \) respectively. Therefore, by the standard parabolic theory (see [3, Chapter 1, Theorem 12]), the function
\[
V(x, t) = \int_{0}^{t-1} K^\tau(\cdot) * (f(u_t) - f(u))(\cdot, t - \tau)d\tau + K^{t-1}(\cdot) * U_t(\cdot, 1)
\]
(4.11)
solves (4.9) and all the derivatives of \( V \) appearing in the equation exist and are all continuous in \( \mathbb{R} \times [1, T] \). By (4.10) and (4.11), it is easy to verify that \( V(x, t) \) vanishes as \( x \to -\infty \). And by (4.11) and the equations of \( u \) and \( u_i \), it holds that

\[
\partial_x V(x, t) = \int_0^{t-1} \partial_x K^\tau(\cdot) \ast (f(u_i) - f(u))(\cdot, t - \tau) d\tau + K^{t-1}(\cdot) \ast (u - u_i)(\cdot, 1)
\]

\[
= (u - u_i)(x, t), \quad \forall x \in \mathbb{R}, \ 1 \leq t \leq T,
\]

which implies that \( V(x, t) = U_i(x, t), \forall x \in \mathbb{R}, \ 1 \leq t \leq T \). And since \( T > 1 \) is arbitrary chosen, (4.5) holds.

(2). To prove (4.7), by (2.11), since \( g' \) and \( g'' \) are integrable, it holds that

\[
\int_{-\infty}^{x} h_{\xi} \ dy = (f(\psi_{\xi}) - f(u_i))g_{\xi} + (f(\psi_{\xi}) - f(u_r))(1 - g_{\xi}) - 2(u_i - u_r)g'_{\xi}
\]

\[
+ \int_{-\infty}^{x} (f(u_i) - f(u_r))g'_{\xi} \ dy - \int_{-\infty}^{x} (u_i - u_r)g'_{\xi} \ dy + \int_{-\infty}^{x} (u_i - u_r)g''_{\xi} \ dy.
\]

Then by Proposition 3.2, \( \int_{-\infty}^{x} h_{\xi} \ dy \) is smooth. And for any \( T > 1 \), by Proposition 3.1 and Corollary 4.2, and note that \( \psi_{\xi} - u_i = -(u_i - u_r)(1 - g_{\xi}) \), it holds that

\[
\left| \int_{-\infty}^{x} h_{\xi} \ dy \right| \leq C(T)\left[ 1 - g_{\xi}(x) + |g'_{\xi}(x)| + \int_{-\infty}^{x} |g'_{\xi}| dy + \int_{-\infty}^{x} |g''_{\xi}| dy \right].
\]

By \( g' < 0 \), one has \( \int_{-\infty}^{x} |g'_{\xi}| dy = 1 - g_{\xi} \). And since there exists \( x_0 \in \mathbb{R} \), such that \( g'' < 0 \) for \( x < x_0 \), thus \( \int_{-\infty}^{x} |g''_{\xi}| dy = -g''_{\xi} \) if \( x < x_0 \). Hence, by Proposition 3.1, it holds that

\[
|\bar{U}_{\xi(1)}(x, 1)| \leq Ce^{\beta x}, \quad \forall x \in \mathbb{R}.
\]

And by Corollary 4.2, one can easily verify that

\[
|\bar{U}_{\xi(1)}(x, 1)| \leq Ce^{\beta x}, \quad \forall x \in \mathbb{R}.
\]

Then consider the problem:

\[
\begin{align*}
\bar{\partial}_t \bar{V} - \bar{\partial}_x^2 \bar{V} &= \bar{H} := f(\psi_{\xi}) - f(u) - \int_{-\infty}^{x} h_{\xi}(y, t) dy, \quad \forall x \in \mathbb{R}, \ 1 < t \leq T, \\
\bar{V}(x, 1) &= \bar{U}_{\xi(1)}(x, 1).
\end{align*}
\]

By Corollary 4.2 and (4.12), \( \bar{H} \) satisfies that

\[
|\bar{H}(x, t)| \leq C(T)e^{\beta x}, \quad \forall x \in \mathbb{R}, \ 1 < t \leq T.
\]

Thus, since the initial data \( \bar{U}_{\xi(1)}(x, 1) \) is smooth in \( \mathbb{R} \), satisfying (4.13), and the source term \( \bar{H} \) is smooth in \( \mathbb{R} \times (1, T] \), satisfying (4.15), then similar to the proof in (1), one can verify that the function

\[
\bar{V}(x, t) = \int_0^{t-1} K^\tau(\cdot) \ast \bar{H}(\cdot, t - \tau) d\tau + K^{t-1}(\cdot) \ast \bar{U}_{\xi(1)}(\cdot, 1)
\]

solves (4.14) and all the derivatives of \( \bar{V} \) appearing in the equation exist and are all continuous in \( \mathbb{R} \times [1, T] \). By (4.15) and (4.16), it is easy to verify that \( \bar{V}(x, t) \) vanishes as \( x \to -\infty \). And by (4.16) and the equation of \( \psi_{\xi} \), one has that

\[
\partial_t (u - \psi_{\xi}) - \partial_x^2 (u - \psi_{\xi}) = \partial_x [f(\psi_{\xi}) - f(u) - \int_{-\infty}^{x} h_{\xi}(y, t) dy] = \partial_x \bar{H}.
\]
Hence,
\[
\partial_x \tilde{V}(x, t) = \int_0^{t-1} \partial_x K^\tau(\cdot) \ast \tilde{H}(\cdot, t - \tau) d\tau + K^{t-1}(\cdot) \ast (u - \psi_\xi)(\cdot, 1)
= (u - \psi_\xi)(x, t), \quad \forall x \in \mathbb{R}, \quad 1 < t \leq T,
\]
which implies that \( \tilde{V} = \tilde{U}_\xi. \) \( \square \)

For \( \varepsilon_0 > 0 \) small enough, one can have that
\[
(4.17) \quad f'(\overline{u}_l - 2\varepsilon_0) - s > 0 \quad \text{and} \quad f'(\overline{u}_r + 2\varepsilon_0) - s < 0,
\]
then for this \( \varepsilon_0, \) by Proposition 3.2, there exists \( T_1 > T_0 \) large enough, such that
\[
(4.18) \quad u_l(x, t) > \overline{u}_l - \varepsilon_0 \quad \text{and} \quad u_r(x, t) < \overline{u}_r + \varepsilon_0, \quad \forall x \in \mathbb{R}, \quad t > T_1,
\]
here \( T_1 \) depends on \( p, f, \overline{u}_l, \overline{u}_r, \|w_0\|_{L^\infty} \).

And for the later use, we denote
\[
(4.19) \quad a(v, w) := \int_0^1 f'(w + \rho(v - w)) \ d\rho,
(4.20) \quad b(v, w) := \int_0^1 f''(w + \rho(v - w)) \ d\rho.
\]

Proposition 4.4. There exists \( T_2 > T_1, \) such that for any \( \varepsilon > 0, \) there exists \( N_\varepsilon > 0 \) such that
\[
(4.21) \quad |u(x, t) - u_l(x, t)| \leq \varepsilon, \quad \forall t > T_2, \quad x < st - N_\varepsilon,
(4.22) \quad |u(x, t) - u_r(x, t)| \leq \varepsilon, \quad \forall t > T_2, \quad x > st + N_\varepsilon,
\]
here \( T_2 \) and \( N_\varepsilon \) depend on \( p, f, \overline{u}_l, \overline{u}_r, A_0, \beta_0, \|w_0\|_{L^\infty}. \)

Proof. For convenience, we only give the proof of (4.21), since the proof of (4.22) is similar. And the proof will be stated in four steps.

**Step 1.** In the first step, we will prove that there exist \( T_2 > T_1 \) and \( N_\varepsilon > 0, \) such that
\[
(4.23) \quad U_l(x, t) < \varepsilon, \quad \forall t > T_2, \quad x < st - N_\varepsilon,
\]
where \( U_l \) is defined in (4.1).

By (4.17), one can denote the constant:
\[
(4.24) \quad \tilde{\beta} := f'(\overline{u}_l - 2\varepsilon_0) - s > 0.
\]
For a constant \( M > 1 \) which will be determined later, define the function:
\[
(4.25) \quad \tilde{u}(x, t) := Me^{\beta(x-st)} + u_l(x, t), \quad \forall x \in \mathbb{R}, \quad t > 0.
\]
Then by the equation of \( u_l, \) one has
\[
(4.26) \quad \partial_t \tilde{u} - \partial_x^2 \tilde{u} + \partial_x f(\tilde{u}) = \tilde{h} := -\tilde{\beta} s M e^{\beta(x-st)} - \tilde{\beta}^2 M e^{\beta(x-st)} + \partial_x [f(\tilde{u}) - f(u_l)].
\]
Since \( f \) is strictly convex, then by (4.18), one can obtain
\[
f'(\tilde{u}) \geq f'(u_l) \geq f'(\overline{u}_l - \varepsilon_0), \quad \forall x \in \mathbb{R}, \quad t \geq T_1.
\]
So for the given constants \( M, \ t \geq T_1, \)
(1). if \( x \) satisfies \( Me^{\beta(x-st)} \gg 1 \), it holds that
\[
\partial_x [f(\tilde{u}) - f(u_t)] = f'(\tilde{u}) \tilde{M} e^{\beta(x-st)} + [f'(\tilde{u}) - f'(u_t)] \partial_x u_t \\
\geq [f'(\tilde{u}) - f'(u_t)] (\tilde{\beta} - |\partial_x u_t|) + f'(\bar{u}_t - \varepsilon_0) \tilde{M} e^{\beta(x-st)}.
\]
then by (4.26) and (3.5), one has
\[
\tilde{h} \geq [f'(\tilde{u}) - f'(u_t)](\tilde{\beta} - |\partial_x u_t|) + \tilde{\beta} Me^{\beta(x-st)}[f'(\bar{u}_t - \varepsilon_0) - (s + \tilde{\beta})] \\
\geq [f'(\tilde{u}) - f'(u_t)](\tilde{\beta} - Ce^{-\alpha t}) + \tilde{\beta} Me^{\beta(x-st)}[f'(\bar{u}_t - \varepsilon_0) - f'(\bar{u}_t - 2\varepsilon_0)] \\
\geq [f'(\tilde{u}) - f'(u_t)](\tilde{\beta} - Ce^{-\alpha t}).
\]
(2). if \( x \) satisfies \( Me^{\beta(x-st)} < 1 \), one has \( 0 < \tilde{u} - u_t \leq 1 \), then it holds that
\[
\partial_x [f(\tilde{u}) - f(u_t)] = f'(\tilde{u}) \tilde{M} e^{\beta(x-st)} + [f'(\tilde{u}) - f'(u_t)] \partial_x u_t \\
= f'(\tilde{u}) \tilde{M} e^{\beta(x-st)} + f''(\cdot)(\tilde{u} - u_t) \partial_x u_t \\
\geq f'(\bar{u}_t - \varepsilon_0) \tilde{M} e^{\beta(x-st)} - CM e^{\beta(x-st)}|\partial_x u_t|.
\]
then one has
\[
\tilde{h} \geq \tilde{\beta} Me^{\beta(x-st)}[f'(\bar{u}_t - \varepsilon_0) - (s + \tilde{\beta})] - CM e^{\beta(x-st)}|\partial_x u_t| \\
\geq Me^{\beta(x-st)} \{ \tilde{\beta} [f'(\bar{u}_t - \varepsilon_0) - (s + \tilde{\beta})] - Ce^{-\alpha t} \} \\
\geq Me^{\beta(x-st)} \{ \tilde{\beta} [f'(\bar{u}_t - \varepsilon_0) - f'(\bar{u}_t - 2\varepsilon_0)] - Ce^{-\alpha t} \} \\
\geq Me^{\beta(x-st)} \{ \tilde{\beta} \varepsilon_0 - Ce^{-\alpha t} \},
\]
where \( c_0 := \min f'' > 0 \).

As a result of (1) and (2), there exists a constant \( T_2 > T_1 \), depending on \( p, f, \bar{u}_t, \bar{u}_r, \|w_0\|_{L^\infty} \), which is independent of \( M \), such that
\[
\tilde{h} = \partial_t \tilde{u} - \partial_x^2 \tilde{u} + \partial_x f(\tilde{u}) > 0, \quad \forall \ x \in \mathbb{R}, \ t \geq T_2.
\]
Denote \( \tilde{U}(x, t) := \int_{-\infty}^x (u - \tilde{u})(y, t) dy \), then similar to the proof of Lemma 4.3, one can prove that
\[
\partial_t \tilde{U} - \partial_x^2 \tilde{U} + [f(u) - f(\tilde{u})] = -\int_{-\infty}^x \tilde{h}(y, t) dy, \quad \forall \ x \in \mathbb{R}, \ t > T_2,
\]
which implies that
\[
\partial_t \tilde{U} - \partial_x^2 \tilde{U} + a(u, \tilde{u}) \partial_x \tilde{U} < 0, \quad \forall \ x \in \mathbb{R}, \ t > T_2,
\]
here \( a(u, v) \) is defined by (4.19).

By Corollary 4.2, there exists \( N > 0 \), which depends on \( \varepsilon, T_2, p, f, \bar{u}_t, \bar{u}_r, A_0, \beta_0, \|w_0\|_{L^\infty} \), such that
\[
|U_t(x, T_2)| = \left| \int_{-\infty}^x (u - u_t)(y, T_2) dy \right| \leq \varepsilon, \quad \forall \ x \leq -N, \tag{4.28}
\]
and by Corollary 4.2 again, one can denote the constant \( B \) as
\[
B := \sup_{x \geq N} \left| \int_{-N}^x (u - u_r)(y, T_2) dy \right| < +\infty. \tag{4.29}
\]
Thus, for the given constants $\tilde{\beta}, T_2, N$ and $B$, one can choose $M > 0$ large enough, such that
\[
\int_{-\infty}^{-N} (u_t - \tilde{u})(y, T_2)dy = -\frac{M}{\beta} e^{-\tilde{\beta}(N + st_2)} < -B.
\]
Then we claim that
\[
\textbf{Claim 1:} \quad \tilde{U}(x, T_2) = \int_{-\infty}^{x} (u - \tilde{u})(y, T_2)dy \leq \varepsilon, \quad \forall x \in \mathbb{R}.
\]
In fact, if $x \leq -N$, then by (4.28),
\[
\int_{-\infty}^{x} (u - \tilde{u})(y, T_2)dy \leq \int_{-\infty}^{x} (u - u_t)(y, T_2)dy \leq \varepsilon.
\]
And if $x > -N$, then by (4.28) and (4.29),
\[
\int_{-\infty}^{x} (u - \tilde{u})(y, T_2)dy = \int_{-\infty}^{-N} (u - u_t) + \int_{-N}^{x} (u - \tilde{u}) + \int_{-N}^{x} (u_r - \tilde{u}) \leq \varepsilon - B + B + 0 = \varepsilon,
\]
which completes the proof of Claim 1.

Combing (4.27) and Claim 1, and using the maximum principle ([12, Lemma 1]), one can obtain that
\[
\tilde{U}(x, t) \leq \varepsilon, \quad \forall x \in \mathbb{R}, \ t \geq T_2,
\]
which implies that
\[
U_t(x, t) = \int_{-\infty}^{x} (u_t - u)(y, t)dy = \tilde{U}(x, t) + \frac{M}{\beta} e^{\tilde{\beta}(x - st)} \leq 2\varepsilon,
\]
if $t \geq T_2$ and $x - st < -N\varepsilon$ with $N\varepsilon > 0$ large enough.

**Step 2.** In this step, it is aimed to construct a $C^\infty$ curve
\[
\xi(t) : [T_2, +\infty) \to \mathbb{R},
\]
such that the approximate solution $\psi_\xi$ defined by (2.8) satisfy that
\[
h_\xi = \partial_t \psi_\xi + \partial_x f(\psi_\xi) - \partial_x^2 \psi_\xi < 0, \quad \forall x \in \mathbb{R}, \ t > T_2.
\]

For two given constants $M > 0$ and $d > 0$, where $M$ will be determined in this step, and $d$ will be determined in the next step, define a $C^\infty$ curves $\xi(t) : [T_2, +\infty) \to \mathbb{R}$, which solves the following ODE:
\[
\left\{ \begin{array}{l}
\xi'(t) = s - Me^{-at}, \quad \forall t > T_2, \\
\xi(T_2) = -d.
\end{array} \right.
\]
Then by (4.31), there exists a constant $D > d$, which depends on $\alpha, T_2, d, M$, such that
\[
\xi(t) \in [st - D, st + D], \quad \forall t \geq T_2.
\]
Then we calculate the source term $h_\xi$. By (2.12) and (3.6), it holds that for $t \geq T_2$,
\[
h_\xi = (u_t - u_r) \left( \xi'(t) - s + f'(\phi_\xi) - f'(\psi_\xi) + 2\frac{\partial_x u_t - \partial_x u_r}{u_t - u_r} \right) |g'| \\
- (u_t - u_r) \left( b(\psi_\xi, u_l) \partial_x u_t - b(\psi_\xi, u_r) \partial_x u_r \right) g_\xi (1 - g_\xi),
\]
where $b$ is defined in (4.20). Then by Corollary 3.3 and (3.2), one has that for $t \geq T_2$,

\[
\begin{aligned}
    h_\xi &\leq (u_l - u_r) \left( \xi'(t) - s + f'(\phi_\xi) - f'(\psi_\xi) + 2 \frac{\partial_x u_l - \partial_x u_r}{u_l - u_r} \right) |g_\xi^t| \\
    &\quad + C(u_l - u_r) \left( |\partial_x u_l| + |\partial_x u_r| \right) |g_\xi^t| \\
    &\leq (u_l - u_r) |g_\xi^t| \left[ -M e^{-\alpha t} + C|\phi_\xi - \psi_\xi| + C(|\partial_x u_l| + |\partial_x u_r|) \right],
\end{aligned}
\]

where $C > 0$ depends on $f, \bar{u}_l, \bar{u}_r, p, \|w_0\|_{L^\infty(\mathbb{R})}$.

Note that

\[
|\phi_\xi - \psi_\xi| \leq |\bar{u}_l - u_l| g_\xi + |\bar{u}_r - u_r|(1 - g_\xi) \leq C e^{-\alpha t},
\]

then if $M > 0$ is large enough,

\[
h_\xi \leq (u_l - u_r) |g_\xi^t| (-M + C)e^{-\alpha t} < 0, \quad \forall x \in \mathbb{R}, \; t > T_2.
\]

Therefore, by choosing $M$ large enough, which depends on $f, \bar{u}_l, \bar{u}_r, p, \|w_0\|_{L^\infty(\mathbb{R})}$, (4.30) is fulfilled with the $\xi$ constructed in (4.31).

**Step 3.** In this step, we will prove that there exists $N_\varepsilon > 0$, such that

\[
U_l(x, t) > -\varepsilon, \quad \forall t > T_2, \; x < st - N_\varepsilon.
\]

For the constants $N$ and $B$ defined in (4.28) and (4.29), one can choose the constant $d = \xi(T_2) > 0$ (which is in (4.31)) large enough, such that

\[
\begin{aligned}
    &\int_{-\infty}^{-N} (u_l - \psi_{-d})(x, T_2)dx + \int_{-N}^{+\infty} (u_r - \psi_{-d})(x, T_2)dx \\
    &= \int_{-\infty}^{-N} (u_l - u_r)(x, T_2)(1 - g(x + d))dx - \int_{-N}^{+\infty} (u_l - u_r)(x, T_2) g(x + d)dx \\
    &> B.
\end{aligned}
\]

Then we claim that

**Claim 2:** There holds that

\[
\bar{U}_{\xi(T_2)}(x, T_2) = \int_{-\infty}^{x} (u - \psi_{-d})(y, T_2)dy \geq -\varepsilon, \quad \forall x \in \mathbb{R}.
\]

Here $\bar{U}_\xi$ is defined in (4.3).

In fact, if $x \leq -N$, then by (4.28), it holds that

\[
\int_{-\infty}^{x} (u - \psi_{-d})(y, T_2)dy \geq \int_{-\infty}^{x} (u - u_l)(y, T_2)dy \geq -\varepsilon.
\]

And if $x > -N$, then by (4.28), (4.29) and (4.34), it holds that

\[
\begin{aligned}
    \int_{-\infty}^{x} (u - \psi_{-d}) &= \int_{-\infty}^{-N} (u - u_l) + \int_{-N}^{x} (u - \psi_{-d}) + \int_{-N}^{x} (u - u_r) + \int_{-N}^{x} (u_r - \psi_{-d}) \\
    &\geq -\varepsilon + \int_{-\infty}^{-N} (u_l - \psi_{-d}) - B + \int_{-N}^{+\infty} (u_r - \psi_{-d}) \\
    &\geq -\varepsilon,
\end{aligned}
\]

which completes the proof of Claim 2.
By Lemma 4.3, one has that
\[ \partial_t \bar{U}_\xi - \partial_x^2 \bar{U}_\xi = f(\psi_\xi) - f(u) - \int_{-\infty}^{x} h_\xi(y, t)dy, \quad \forall x \in \mathbb{R}, \ t \geq T_2, \]
then by (4.30), it holds that
\[ (4.36) \quad \partial_t \bar{U}_\xi - \partial_x^2 \bar{U}_\xi + a(u, \psi_\xi)\partial_x \bar{U}_\xi > 0, \quad \forall x \in \mathbb{R}, \ t \geq T_2, \]
here \( a \) is defined by (4.19). Then by (4.35), (4.36) and using the maximum principle, one can obtain
\[ \bar{U}_\xi(x, t) \geq -\epsilon, \quad \forall x \in \mathbb{R}, \ t \geq T_2. \]
Then by (3.6) and (4.32), it holds that
\[ (4.37) \quad \left| \int_{x_1}^{x_2} (u - u_l)(y, t)dy \right| \leq 2\epsilon. \]
And by (2.2) and (3.5), there exists a positive number \( M_1 > 0 \), depending on \( p, f, \bar{u}_l, \bar{u}_r, A_0, \beta_0, \| w_0 \|_{L^p} \), such that
\[ (4.38) \quad \partial_x (u - u_l) \leq M_1, \quad \forall \ t > T_2, \ x \in \mathbb{R}. \]
Then (4.21) holds if the following Claim is true.

**Claim 3:** For any \( t > T_2, \ x < st - N_\epsilon - \frac{3\sqrt{\epsilon}}{\sqrt{M_1}} \), it holds that
\[ (4.39) \quad |u(x, t) - u_l(x, t)| \leq 3\sqrt{M_1}\epsilon. \]
In fact, if there exist \( t_0 > T_2 \) and \( x_0 < st_0 - N_\epsilon - \frac{3\sqrt{\epsilon}}{\sqrt{M_1}} \), such that
\[ u(x_0, t_0) - u_l(x_0, t_0) < -3\sqrt{M_1}\epsilon. \]
Then for any \( x \in (x_0, x_0 + \frac{3\sqrt{\epsilon}}{\sqrt{M_1}}) \), it holds that
\[ (u - u_l)(x, t_0) - (u - u_l)(x_0, t_0) = \partial_x (u - u_l)(\cdot, t_0)(x - x_0). \]
Then by (4.38), one has
\[ (u - u_l)(x, t_0) < -3\sqrt{M_1}\epsilon + M_1(x - x_0). \]
The problem \( \text{Lemma 4.5.} \)

If \( \frac{\partial B}{\partial x} \) is Lipschitz with respect to \( \frac{\partial B}{\partial x} \), which is smooth in \( \frac{\partial B}{\partial x} \) constructed below, then by considering the interval \( (x_0 - \frac{3\sqrt{\varepsilon}}{M_1}, x_0) \) instead. So Claim 3 is true.

4.3. The anti-derivative of \( u - \psi_X \).

In this part, we follow the idea of Il’in and Oleı̈nik [12] to prove (2.17). The idea is to consider the equation of the anti-derivative of \( u - \psi_X \), to construct an auxiliary function (\( \Theta(x) \) constructed below) and to use the maximal principle.

Firstly, we prove the existence and uniqueness of \( X(t) \) solving the ODE (2.14).

**Lemma 4.5.** The problem (2.14) has a unique \( C^1 \) solution \( X(t) : [0, +\infty) \rightarrow \mathbb{R} \), which is smooth in \( \{ t \geq 1 \} \), and satisfies

\[
|X'(t) - s| \leq Ce^{-\alpha t}, \quad \forall \ t \geq 0,
\]

here \( C > 0 \) depends on \( p, f, \bar{u}_t, \bar{m}_r, \| u_0 \|_{L^p} \).

**Proof.** Denote \( F(\xi, t) \) to be the right hand side of equation (2.14) with \( X \) replaced by \( \xi \). By Proposition 3.1, it holds that

\[
\int_{-\infty}^{+\infty} (u_l - u_r)(x, t)g'_{\psi_X}(x) \, dx \leq -C \int_{-\infty}^{+\infty} (u_l - u_r)(x, t)e^{-\beta_2|x-X|} \, dx
\]

\[
= -C \int_{-\infty}^{+\infty} (u_l - u_r)(x, t) \sum_{m \in \mathbb{Z}} e^{-\beta_2|x+mp-X|} \, dx
\]

\[
\leq -C \int_{0}^{p} (u_l - u_r)(x, t)e^{-\beta_2p} \, dx
\]

\[
= -C(\bar{u}_t - \bar{m}_r)e^{-\beta_2p} < 0.
\]

So the denominator of \( F(\xi, t) \) has a negative upper bound uniformly for all \( \xi \in \mathbb{R}, t \geq 0 \). Since for any \( k \geq 1 \), \( g^{(k)} \) is integrable and \( u_l, u_r \) are bounded, then the numerator of \( F \) is also bounded, and it’s similar to obtain the uniform bound of \( \partial_\xi F \). Thus \( F \) is Lipschitz with respect to \( \xi \), so the Cauchy-Lipschitz theorem verifies that the solution \( X(t) \in C^1 \) exists and is unique. And by (3.5), one can obtain the smoothness of \( F(\xi, t) \) on \( \{ t \geq 1 \} \). Thus the curve \( X(t) \) is also smooth on \( \{ t \geq 1 \} \).

By (3.3) and (3.5), there hold that

\[
\int_{-\infty}^{+\infty} (u_l - u_r)g''_{\psi_X}(x) \, dx = \int_{-\infty}^{+\infty} (u_l - u_r + \bar{u}_t) \, dx = O(e^{-\alpha t}),
\]

\[
\int_{-\infty}^{+\infty} (f(u_l) - f(u_r))g'_{\psi_X}(x) \, dx = -f(\bar{u}_t) + f(\bar{m}_r)
\]

\[
+ \int_{-\infty}^{+\infty} \left( f(u_l) - f(\bar{u}_t) - f(u_r) + f(\bar{m}_r) \right) g'_{\psi_X}(x) \, dx
\]

\[
= -f(\bar{u}_t) + f(\bar{m}_r) + O(e^{-\alpha t}),
\]
and similarly,
\[
\int_{-\infty}^{+\infty} (u_l - u_r) g_{X(t)}' dx = -\overline{u}_l + \overline{u}_r + O(e^{-\alpha t}).
\]
Therefore, (4.40) holds.

Since \( g' \) and \( g(1 - g) \) are integrable, one can define the anti-derivative variable of \(-h_X\) in (2.10):

\[
(4.41) \quad H(x, t) := - \int_{-\infty}^{x} h_X(y, t) \, dy, \quad \forall t \geq 0, \ x \in \mathbb{R}..
\]

Then by (2.11), one has that for any \( x \in \mathbb{R}, \ t > 0, \)
\[
H(x, t) = - (f(\psi_X) - f(u_l)) g_X - (f(\psi_X) - f(u_r)) (1 - g_X)
\]
\[
+ 2(u_l - u_r) g'_X - \int_{-\infty}^{x} (f(u_l) - f(u_r))(y, t) \, g'_X(y) dy
\]
\[
+ X'(t) \int_{-\infty}^{x} (u_l - u_r)(y, t) \, g'_X(y) dy - \int_{-\infty}^{x} (u_l - u_r)(y, t) \, g''_X(y) dy.
\]

And by Corollary 4.2, one can define the anti-derivative variable of \( u - \psi_X \):
\[
(4.43) \quad U(x, t) := \tilde{U}_X(x, t) = \int_{-\infty}^{x} (u - \psi_X)(y, t) dy, \quad \forall t \geq 0, \ x \in \mathbb{R}.
\]

Proposition 4.6. The functions \( H(x, t) \) and \( a(u, \psi_X) \) are smooth in \( \mathbb{R} \times [1, +\infty) \), and \( U(x, t) \) solves the equation
\[
(4.44) \quad \partial_t U - \partial_x^2 U + a(u, \psi_X) \partial_x U = H, \quad \forall x \in \mathbb{R}, \ t \geq 1,
\]
where \( a(u, v) \) is defined by (4.19), and the derivatives of \( U \) appearing in (4.44) are all continuous in \( \mathbb{R} \times [1, +\infty) \). Moreover, \( H(x, t) \) satisfies
\[
(4.45) \quad |H(x, t)| \leq C_1 e^{-\alpha t} e^{-\beta|x-X(t)|}, \quad \forall x \in \mathbb{R}, \ t \geq 0,
\]
and \( U(x, t) \) satisfies
\[
(4.46) \quad |U(x, t)| \leq A_1(t) e^{-\beta|x-X(t)|}, \quad \forall x \in \mathbb{R}, \ t \geq 0,
\]
here \( C_1 > 0 \) is a constant, and \( A_1(t) > 0 \) is bounded in any compact subset of \([0, +\infty)\), both of which depend on \( p, f, \overline{u}_l, \overline{u}_r, A_0, \beta_0, \|w_0\|_{L^2} \).

Proof. The smoothness of \( H(x, t) \) and \( a(u, \psi_X) \) can be derived easily from (3.5) and the smoothness of \( u, u_l, u_r \) and \( \psi_X \). And by Lemma 4.3, \( U = \tilde{U}_X \) solves (4.44) and all the derivatives of \( U \) appearing in (4.44) are all continuous in \( \mathbb{R} \times [1, +\infty) \).

Then we will prove (4.45). Note that there exists \( x_0 \in \mathbb{R} \), such that if \( x < x_0, \) \( g''(x) < 0 \), and if \( x > x_0, \) \( g''(x) > 0 \). Then for \( x < X(t) + x_0 \), by (4.42) and Proposition 3.1, one has
\[
H(x, t) = - (f(\psi_X) - f(u_l)) - \left( f(\overline{u}_l) - f(\overline{u}_r) + O(e^{-\alpha t}) \right) (1 - g_X) +
\]
\[
+ 2(\overline{u}_l - \overline{u}_r + O(e^{-\alpha t})) g'_X - \int_{-\infty}^{x} \left( f(\overline{u}_l) - f(\overline{u}_r) + O(e^{-\alpha t}) \right) g'_X(y) dy
\]
\[
+ (s + O(e^{-\alpha t})) \int_{-\infty}^{x} (\overline{u}_l - \overline{u}_r + O(e^{-\alpha t})) g''_X(y) dy
\]
\[ -\int_{-\infty}^{x} (\overline{u}_t - \overline{u}_r + O(e^{-\alpha t})) \, g''_X(y) dy. \]

Since \( x < X(t) + x_0 \), \( \int_{-\infty}^{x} |g''_X| = -\int_{-\infty}^{x} g''_X = -g''_X \), and \( 1 - g_X(x) + |g'_X(x)| = O(e^{\beta(x-X(t))}) \). Then

\[
H(x, t) = - (f(\psi_X) - f(u_t)) - \left( f(\overline{u}_t) - f(\overline{u}_r) \right) (1 - g_X) + 2(\overline{u}_t - \overline{u}_r) \, g'_X \\
+ \left( f(\overline{u}_t) - f(\overline{u}_r) \right) (1 - g_X) - s(\overline{u}_t - \overline{u}_r)(1 - g_X) \\
= - (f(\psi_X) - f(u_t)) + (f(\phi_X) - f(\overline{u}_l)) \\
= a(\psi_X, u_t)(\psi_X - u_t) + a(\phi_X, \overline{u}_l)(\phi_X - \overline{u}_l) \\
= (\overline{u}_t - \overline{u}_r)(1 - g_X) \left( a(\psi_X, u_t) - a(\phi_X, \overline{u}_l) \right) + O(e^{-\alpha t}e^{\beta(x-X(t))}),
\]

here \( a \) is defined in (4.19), and it is easy to verify that

\[ a(\psi_X, \overline{u}_l) - a(\phi_X, u_t) = O(e^{-\alpha t}), \]

which implies that if \( x < X(t) + x_0 \), then \( H(x, t) = O(e^{-\alpha t}e^{\beta(x-X(t))}) \). And for \( x > X(t) + x_0 \), \( \int_{-\infty}^{x} |g''_X| = \int_{x}^{\infty} g''_X = -g''_X \), and \( g_X(x) + |g'_X(x)| = O(e^{-\beta(x-X(t))}) \). And by the ODE (2.14) satisfied by \( X(t) \), it is easy to verify that for any \( t > 0, x \in \mathbb{R}, \)

\[
H(x, t) = - (f(\psi_X) - f(u_t)) \, g_X - (f(\psi_X) - f(u_r)) (1 - g_X) \\
+ 2(u_t - u_r) \, g'_X + \int_{x}^{\infty} (f(u_t) - f(u_r))(y, t) \, g'_X(y) dy \\
- X'(t) \int_{x}^{\infty} (u_t - u_r)(y, t) \, g'_X(y) dy + \int_{x}^{\infty} (u_t - u_r)(y, t) \, g''_X(y) dy.
\]

Then by similar arguments as above, one can prove that if \( x < X(t) + x_0 \), \( H(x, t) = O(e^{-\alpha t}e^{-\beta(x-X(t))}) \). Hence, one can get (4.45).

To prove (4.46), we firstly claim that

**Claim:** \( \int_{-\infty}^{+\infty} [u(x, t) - \psi_X(x, t)] dx = 0, \quad \forall t \geq 0. \)

Indeed, for any \( N > 0 \), one can choose a cut-off function \( \varphi_N(x) \in C_0^\infty(\mathbb{R}) \) satisfying \( \varphi_N(x) = 1, \) if \( |x| < N, \) and \( \varphi_N(x) = 0, \) if \( |x| > N + 1. \) Then by multiplying \( \varphi_N(x) \) on each side of (2.13) and doing the integration by parts, one can have that for any \( t > 0, \)

\[
\int_{-\infty}^{+\infty} (u - \psi_X)(x, t) \varphi_N(x) dx = \int_{-\infty}^{+\infty} (u - \psi_X)(x, 0) \varphi_N(x) dx + \int_{0}^{t} \int_{-\infty}^{+\infty} (u - \psi_X) \varphi''_N dx d\tau \\
+ \int_{0}^{t} \int_{-\infty}^{+\infty} [f(u) - f(\psi_X)] \varphi'_N dx d\tau - \int_{0}^{t} \int_{-\infty}^{+\infty} h_X \varphi_N dx d\tau \\
= \int_{-\infty}^{+\infty} \varphi_N(x) dx + \int_{0}^{t} \int_{-\infty}^{+\infty} (u - \psi_X) \varphi''_N dx d\tau \\
+ \int_{0}^{t} \int_{-\infty}^{+\infty} [f(u) - f(\psi_X)] \varphi'_N dx d\tau + \int_{0}^{t} \int_{-\infty}^{+\infty} \partial_x H \varphi_N dx d\tau.
\]
(4.48) \[ \int_{-\infty}^{+\infty} v_0(x) \varphi_N(x) dx + \int_0^{+\infty} (u - \psi_X) \varphi_N'' dx \]
\[ + \int_0^{+\infty} \int_{-\infty}^{+\infty} [f(u) - f(\psi_X)] \varphi_N' dx \, d\tau - \int_0^{+\infty} H \varphi_N' dx \, d\tau. \]

Thus, by applying Corollary 4.2, (3.7) and (4.45) in (4.48), one can let \( N \to +\infty \) and use the dominated convergence theorem to get that
\[ \int_{-\infty}^{+\infty} (u - \psi_X)(x, t) dx = \int_{-\infty}^{+\infty} v_0(x) dx = 0, \quad \forall t > 0, \]
which proves the claim.

Hence, for any \( x \in \mathbb{R}, t > 0, \)
\[ (4.49) \quad U(x, t) = \int_{-\infty}^{x} (u - \psi_X)(y, t) dy = - \int_{x}^{+\infty} (u - \psi_X)(y, t) dy. \]

By Lemma 4.5, one has \( |X(t)| \leq C + |s|t, \) then by Corollary 4.2, one has that
\[ |u(x, t) - \psi_X(x, t)| \leq A(t)e^{\beta |X(t)|}e^{-\beta x - X(t)} \leq A_1(t)e^{-\beta |x - X(t)|}, \]
so combined with (4.49), one can obtain (4.46).

Denote the positive constant \( \varepsilon_1 := \min\{\frac{f'(\nu_l) - s}{2}, \frac{f'(\nu_r) - s}{2}\} > 0. \)

**Lemma 4.7.** There exist positive constants \( N_0 \) and \( T_3 > T_2, \) such that
\[ (4.50) \quad a(u, \psi_X)(x, t) - X'(t) > \varepsilon_1 > 0, \quad \forall x - X(t) < -N_0, \ t > T_3, \]
\[ (4.51) \quad a(u, \psi_X)(x, t) - X'(t) < -\varepsilon_1 < 0, \quad \forall x - X(t) > N_0, \ t > T_3, \]
where \( N_0, T_3 \) depend on \( p, f, \nu_l, \nu_r, A_0, \beta_0, \|w_0\|_{L^\infty}. \)

**Proof.** Here we only give the proof of (4.50), since (4.51) is similar to prove.
By (4.19), \( a(u, \psi_X) = \int_0^t \int_{-\infty}^{+\infty} f'(\psi_X + \rho(u - \psi_X)) \, d\rho, \) and then one has that
\[ \left| \psi_X + \rho(u - \psi_X) - \nu_l \right| \]
\[ = \left| u_l g_X + u_r (1 - g_X) + \rho(u - u_l) + \rho(u_l - u_r)(1 - g_X) - \nu_l \right| \]
\[ = \left| (u_l - \nu_l) - (1 - \rho)(u_l - u_r)(1 - g_X) + \rho(u - u_l) \right| \]
\[ \leq |u_l - \nu_l| + \frac{3}{2} |\nu_l - \nu_r| (1 - g_X) + |u_l - u_r|. \]

By Lemma 4.5, one has \( |X(t) - st| \leq C, \) and thus, combining Proposition 3.1, Proposition 3.2 with Proposition 4.4, for any \( \varepsilon > 0, \) there exist \( T_\varepsilon > T_2 \) and \( N_\varepsilon > 0 \) such that
\[ |\psi_X + \rho(u - \psi_X) - \nu_l| < \varepsilon, \quad \forall t > T_\varepsilon, \ x - X(t) < -N_\varepsilon. \]
Therefore, since \( f \) is smooth, it holds that
\[ \left| f'(\psi_X + \rho(u - \psi_X)) - f'(\nu_l) \right| \leq C \varepsilon, \quad \forall t > T_\varepsilon, \ x - X(t) < -N_\varepsilon. \]
Then it follows from Lemma 4.5 that
\[ a(u, \psi_X) - X' > f'(\nu_l) - C \varepsilon - s + [s - X'(t)] \]
\[ \geq f'(\nu_l) - C \varepsilon - s - Ce^{-at} \]
\[ \geq \frac{f'(\nu_l) - s}{2}, \quad \forall t > T_3, \ x - X(t) < -N_0, \]
if \( \varepsilon \) is small enough, and \( N_0 > N_\varepsilon, \ T_3 > T_\varepsilon \) are large enough.

Denote the linear operator \( L \) as
\[
L := \partial_t - \partial_x^2 + a(u, \psi_X)\partial_x.
\]

Therefore, by Proposition 4.6, it holds that \( LU = H \) on \( \{ t \geq 1 \} \). Given the constant \( N_0 \) given in Lemma 4.7, we can define a convex \( C^2 \) function \( \theta \) on \( \mathbb{R} \) and the auxiliary function \( \Theta \) as \([12]\):
\[
(4.53) \quad \begin{aligned}
\theta(x) := \begin{cases}
\cosh(\gamma x), & |x| \leq N_0, \\
\theta \in C^2, \ 0 \leq \theta'' \leq \gamma^2 \cosh(\gamma x), & N_0 < |x| \leq N_0 + 1, \\
\text{linear function}, & |x| > N_0 + 1,
\end{cases}
\end{aligned}
\]
\[
\Theta(x) := e^{-\delta \theta(x)},
\]
where \( \gamma, \delta > 0 \) are two constants to be determined.

**Lemma 4.8.** There exist positive constants \( \gamma, \delta \) and \( \mu \), such that the auxiliary function \( \Theta \) defined above satisfies that
\[
L(\Theta(x - X(t))) \geq 2\mu \ \Theta(x - X(t)), \quad \forall x \in \mathbb{R}, \ t > T_3.
\]

Here \( \gamma, \delta \mu \) depend on \( p, f, \bar{\tau}, \bar{\pi}, A_0, \beta_0, \| w_0 \|_{L^\infty} \).

**Proof.** In the following we denote \( \zeta := x - X(t) \) for simplicity.

By (4.52), it holds that
\[
L(\Theta(\zeta)) = e^{-\delta \theta(\zeta)} \left[ \delta X'(t)\theta'(\zeta) - \delta^2 (\theta'(\zeta))^2 + \delta \theta''(\zeta) - \delta a(u, \psi_X)\theta'(\zeta) \right]
\]
\[
= \delta \Theta(\zeta) \left[ \theta''(\zeta) - (a(u, \psi_X) - X'(t))\theta'(\zeta) - \delta (\theta'(\zeta))^2 \right]
\]
\begin{enumerate}
\item If \( |\zeta| < N_0 \), then \( \theta(\zeta) = \cosh(\gamma \zeta) \). Therefore,
\[
\theta''(\zeta) - (a(u, \psi_X) - X'(t))\theta'(\zeta) - \delta (\theta'(\zeta))^2
\]
\[
= \gamma^2 \cosh(\gamma \zeta) - (a(u, \psi_X) - X'(t))\gamma \sinh(\gamma \zeta) - \delta \gamma^2 \left( \sinh(\gamma \zeta) \right)^2
\]
\[
= \gamma \cosh(\gamma \zeta) \left[ \gamma \left( 1 - \sinh(\gamma \zeta) \tanh(\gamma \zeta) \right) - (a(u, \psi_X) - X'(t)) \tanh(\gamma \zeta) \right].
\]
\end{enumerate}

Since \( a(u, \psi_X) - X' \) is bounded, one can choose \( \gamma > 0 \) large enough firstly, such that
\[
|a(u, \psi_X) - X'| < \frac{\gamma}{4}, \quad \forall x \in \mathbb{R}, \ t > 0,
\]

here \( \gamma \) depends on \( p, f, \bar{\tau}, \bar{\pi}, A_0, \beta_0, \| w_0 \|_{L^\infty} \). For \( |\zeta| < N_0, |\sinh(\gamma \zeta)| < e^{\gamma N_0} \), then one can choose \( \delta = \delta(\gamma, N_0) > 0 \) small enough, such that
\[
1 - \delta e^{\gamma N_0} \geq \frac{1}{2}.
\]

Hence, since \( |\tanh(\gamma \zeta)| \leq 1 \) and \( \cosh(\gamma \zeta) \geq 1 \), one has that for \( |\zeta| < N_0, \ t > T_3 \),
\[
L(\Theta(\zeta)) \geq \delta \Theta(\zeta) \cdot \gamma \cosh(\gamma \zeta) \cdot \frac{\gamma}{4} \geq \frac{\delta \gamma^2}{4} \Theta(\zeta).
\]
(2) If $\zeta > N_0$, then $0 < k_1 \leq \theta'(\zeta) \leq k_2$, where $k_1 = \gamma \sinh(\gamma N_0)$ and $k_2 = \gamma \sinh(\gamma (N_0 + 1))$, since $0 \leq \theta''(\zeta) \leq \gamma^2 \cosh(\gamma \zeta)$ for $\zeta > N_0$. It follows from the fact $\theta'' \geq 0$, and Lemma 4.7 that
\[
\theta''(\zeta) - \left(a(u, \psi_X) - X'(t)\right)\theta'(\zeta) - \delta(\theta'(\zeta))^2 \geq - \left(a(u, \psi_X) - X'(t)\right)\theta'(\zeta) - \delta(\theta'(\zeta))^2 \\
\geq \theta'(\zeta)\left(\varepsilon_1 - \delta(\theta'(\zeta))\right)
\]
One can choose $\delta = \delta(\gamma, N_0, \varepsilon_1) > 0$ small enough such that for $\zeta > N_0$,
\[
\delta \theta'(\zeta) \leq \delta k_2 \leq \frac{\varepsilon_1}{2},
\]
then one has
\[
L(\Theta(\zeta)) \geq \delta \Theta(\zeta) \cdot k_1 \cdot \frac{\varepsilon_1}{2} \geq \frac{\delta \varepsilon_1 k_1}{2} \Theta(\zeta).
\]
(3) For the case $\zeta < -N_0$, one can also obtain (4.54) by the similar proof in (2).

Combining (1), (2) and (3), the proof of this lemma is completed by choosing $\gamma$ sufficiently large, $\delta$ sufficiently small and $\mu = \min\{\frac{\delta \varepsilon_1^2}{8}, \frac{\delta \varepsilon_1 k_1}{4}\}$.

**Proof of (2.17).** Set
\[
Z(x, t) := M_2 e^{-\mu t} \Theta(x - X(t)) \pm U(x, t),
\]
where $\mu$ is the constant in Lemma 4.8, which can be actually chosen small enough, so that $0 < \mu \leq \min\{1, \alpha\}$. And $M_2 > 0$ is a constant to be determined. Then by (4.45) and Lemma 4.8, it holds that
\[
LZ = M_2 e^{-\mu t}(-\mu)\Theta(x - X(t)) + M_2 e^{-\mu t} L\Theta(x - X(t)) \pm H \\
\geq M_2 e^{-\mu t}(-\mu + 2\mu)\Theta(x - X(t)) \pm H \\
\geq \mu M_2 e^{-\mu t} e^{-\delta \theta(x - X(t))} - C_0 e^{-\mu t} e^{-\beta |x - X(t)|} \\
\geq e^{-\mu t}\left(\mu M_2 e^{-\delta \theta(x - X(t))} - C_0 e^{-\beta |x - X(t)|}\right).
\]
By (4.46), one has
\[
Z(x, T_3) \geq M_2 e^{-\mu T_3} e^{-\delta \theta(x - X(T_3))} - C(T_3) e^{-\beta |x - X(T_3)|}.
\]
(1) If $|x - X(t)| \leq N_0 + 1$, then
\[
\mu M_2 e^{-\delta \theta(x - X(t))} - C_0 e^{-\beta |x - X(t)|} \geq \mu M_2 e^{-\delta \theta(N_0 + 1)} - C_0, \\
M_2 e^{-\mu T_3} e^{-\delta \theta(x - X(T_3))} - C(T_3) e^{-\beta |x - X(T_3)|} \geq M_2 e^{-\mu T_3} e^{-\delta \theta(N_0 + 1)} - C(T_3)
\]
Therefore, by letting $M_2 > \max\{\frac{C_0}{\mu} e^{\delta \theta(N_0 + 1)}, C(T_3) e^{\mu T_3} e^{\delta \theta(N_0 + 1)}\}$, it holds that $LZ > 0$ and $Z(x, T_3) > 0$.
(2) If $|x - X(t)| > N_0 + 1$, then $\theta$ is linear and
\[
|\theta'(x - X(t))| < k_2 = \gamma \sinh(\gamma (N_0 + 1)).
\]
Therefore, by $\theta(x) \leq \cosh(x)$ for $|x| > N_0 + 1$, it holds that
\[
\theta(x - X(t)) < k_2 |x - X(t)| + \cosh(\gamma (N_0 + 1)).
\]
Then one has that
\[\mu M_2 e^{-\theta(x-X(t))} - C_0 e^{-\beta|x-x(t)|}\]
\[\geq \mu M_2 e^{-\delta \cosh(\gamma (N_0 + 1))} e^{-\delta k_2|x-x(t)|} - C_0 e^{-\beta|x-x(t)|},\]
\[M_2 e^{-\mu T_3 e^{-\theta(x-X(T_3))}} - C(T_3) e^{-\beta|x-x(T_3)|}\]
\[\geq M_2 e^{-\mu T_3 e^{-\delta \cosh(\gamma (N_0 + 1))} e^{-\delta k_2|x-x(T_3)|}} - C(T_3) e^{-\beta|x-x(T_3)|}\]

Then by choosing \(\delta\) small enough with \(\delta k_2 \leq \beta\), and \(M_2\) large enough with
\[M_2 > \max\left\{ \frac{C_0}{\mu} e^{\delta \cosh(\gamma (N_0 + 1))}, C(T_3) e^{\mu T_3 e^{\delta \cosh(\gamma (N_0 + 1))}} \right\},\]
one can obtain that \(LZ > 0\) and \(Z(x, T_3) > 0\).

By combining (1) and (2), if \(\delta\) is small and \(M_2\) is large, then \(LZ > 0\) and \(Z(x, T_3) > 0\) for any \(x \in \mathbb{R}, t \geq T_3\).

Therefore, the maximum principle implies that \(Z(x, t) > 0\) for any \(x \in \mathbb{R}, t \geq T_3\), that is,
\[|U(x, t)| = M_2 e^{-\mu t} \Theta(x - X(t)) < M_2 e^{-\mu t} \quad \forall x \in \mathbb{R}, t \geq T_3.\]

Hence, by the definition (4.43) of \(U\), one has that for any \(x_1 < x_2, t \geq T_3\),
\[\int_{x_1}^{x_2} \left( u(y, t) - \psi_X(y, t) \right) dy = |U(x_2, t) - U(x_1, t)| \leq 2M_2 e^{-\mu t}.\]

By (2.2), (3.3) and (3.5), there exists a constant \(M_3 > 0\), such that for any \(x \in \mathbb{R}, t \geq T_3\),
\[\partial_x(u - \psi_X) = \partial_x(u - u_i) g_X + \partial_x(u - u_r)(1 - g_X) - (u_l - u_r) g_X' \leq M_3,\]
here \(M_3\) depends on \(p, f, \bar{u}_i, \bar{u}_r, A_0, \beta_0, \|w_0\|_{L^\infty}\).

With (4.55) and (4.56), we claim that
\[\text{Claim: } |u(x, t) - \psi_X(x, t)| < 3\sqrt{M_2 M_3} e^{-\frac{\alpha t}{2}}, \quad \forall x \in \mathbb{R}, t \geq T_3.\]

Indeed, if there exists \((x_0, t_0)\) with \(x_0 \in \mathbb{R}, t_0 \geq T_3\) such that
\[u(x_0, t_0) - \psi_X(x_0, t_0) < -3\sqrt{M_2 M_3} e^{-\frac{\alpha t_0}{2}}.\]

Then for any \(x \in (x_0, x_1)\), where \(x_1 := x_0 + 3\sqrt{M_2 M_3} e^{-\frac{\alpha t_0}{2}}\), by (4.56), one can obtain that
\[|u(x, t_0) - \psi_X(x, t_0)| < |u(x_0, t_0) - \psi_X(x_0, t_0)| \leq M_3(x - x_0),\]
Then
\[\int_{x_0}^{x_1} [u(x, t_0) - \psi_X(x, t_0)] dx\]
\[\leq \int_{x_0}^{x_1} \left( u(x, t_0) - \psi_X(x_0, t_0) \right)(x_1 - x_0) + M_3 \frac{(x_1 - x_0)^2}{2}\]
\[\leq -3\sqrt{M_2 M_3} e^{-\frac{\alpha t_0}{2}} \cdot 3\sqrt{\frac{M_2}{M_3}} e^{-\frac{\alpha t_0}{2} + M_3 \frac{9M_2}{2} e^{-\mu t_0}}\]
\[= -\frac{9}{2} M_2 e^{-\mu t_0} < -2M_2 e^{-\mu t_0},\]
which contradicts with (4.55). If we assume \(u(x, t_0) - \psi_X(x, t_0) > 3\sqrt{M_2 M_3} e^{-\frac{\alpha t_0}{2}}\) for some point \((x_0, t_0)\), the contradiction arguments are similar by considering the interval \((x_0 - 3\sqrt{M_2 M_3} e^{-\frac{\alpha t_0}{2}}, x_0)\) instead.
Therefore, the claim above is proved, and by combining the fact that \( u \) and \( \psi_x \) are both bounded, one can finish the proof of (2.17). \( \square \)

4.4. **Proof of** (2.18).

To finish the proof of Theorem 2.6, it remains to prove (2.18). When \( f(u) = u^2/2 \), (1.1) is the Burgers’ equation. In [10], Hopf introduced the well-known Hopf transformation to compute the explicit formula of the solution to (1.1) with the initial data \( u_0 \), which is given by:

\[
(4.57) \quad u(x, t) = \frac{\int_{-\infty}^{+\infty} \frac{x-y}{t} \exp\left\{ -\frac{(x-y)^2}{4t} - \frac{1}{2} \int_0^y u_0(\eta) d\eta \right\} d\eta}{\int_{-\infty}^{+\infty} \exp\left\{ -\frac{(x-y)^2}{4t} - \frac{1}{2} \int_0^y u_0(\eta) d\eta \right\} d\eta}, \quad \forall x \in \mathbb{R}, \ t > 0.
\]

Since \( u_0 \) is bounded, then by integration by part on the numerator of (4.57), it holds that

\[
(4.58) \quad u(x, t) = \frac{\int_{-\infty}^{+\infty} u_0(y) \exp\left\{ -\frac{(x-y)^2}{4t} - \frac{1}{2} \int_0^y u_0(\eta) d\eta \right\} d\eta}{\int_{-\infty}^{+\infty} \exp\left\{ -\frac{(x-y)^2}{4t} - \frac{1}{2} \int_0^y u_0(\eta) d\eta \right\} d\eta}, \quad \forall x \in \mathbb{R}, \ t > 0.
\]

The viscous shock \( \phi \) with the end states \( \overline{u}_l, \overline{u}_r \) of the Burgers’ equation has the explicit formula

\[
\phi(x) = \frac{\overline{u}_l + \overline{u}_r}{2} - \frac{\overline{u}_l - \overline{u}_r}{2} \tanh\left( \frac{\overline{u}_l - \overline{u}_r}{4} x \right).
\]

Denote

\[
\lambda := \frac{\overline{u}_l - \overline{u}_r}{4},
\]

thus the corresponding \( g \) defined in (2.7) is given by

\[
(4.59) \quad g(x) = \frac{1 - \tanh(\lambda x)}{2} = \frac{e^{-\lambda x}}{e^{\lambda x} + e^{-\lambda x}},
\]

where

\[
(4.60) \quad \phi(x) = \overline{u}_l g(x) + \overline{u}_r (1 - g(x)).
\]

And one also has

\[
(4.61) \quad \int_0^x g(y) \, dy = \frac{1}{2} \int_0^x [1 - \tanh(\lambda y)] \, dy = \frac{1}{2\lambda} \log \frac{e^{\lambda x} + e^{-\lambda x}}{2} + \frac{1}{2\lambda} \log 2
\]

\[
= \frac{1}{2\lambda} \log(1 - g(x)) + \frac{1}{2\lambda} \log 2,
\]

and similarly,

\[
(4.62) \quad \int_0^x [1 - g(y)] \, dy = -\frac{1}{2\lambda} \log g(x) - \frac{1}{2\lambda} \log 2.
\]

If the initial data \( u_0(x) = \phi(x) + w_0(x) \) with \( \int_0^\infty w_0(x) \, dx = 0 \), by taking (4.60) into (4.58), it holds that

\[
(4.63) \quad u(x, t) = \frac{P_l(x, t) + P_r(x, t)}{Q_l(x, t) + Q_r(x, t)},
\]

where the two terms in the numerator are

\[
P_l(x, t) = 2 \int_{-\infty}^{+\infty} \left[ \overline{u}_l + w_0(y) \right] g(y) \exp\left\{ -\frac{(x-y)^2}{4t} - \frac{1}{2} \int_0^y u_0(\eta) d\eta \right\} \, dy,
\]

\[
P_r(x, t) = 2 \int_{-\infty}^{+\infty} \left[ \overline{u}_r + w_0(y) \right] [1 - g(y)] \exp\left\{ -\frac{(x-y)^2}{4t} - \frac{1}{2} \int_0^y u_0(\eta) d\eta \right\} \, dy,
\]

\[
P_r(x, t) = 2 \int_{-\infty}^{+\infty} \left[ \overline{u}_r + w_0(y) \right] [1 - g(y)] \exp\left\{ -\frac{(x-y)^2}{4t} - \frac{1}{2} \int_0^y u_0(\eta) d\eta \right\} \, dy,
\]
and the two terms in the denominator are

\[
Q_l(x, t) := 2 \int_{-\infty}^{+\infty} g(y) \exp \left\{ -\frac{(x - y)^2}{4t} - \frac{1}{2} \int_{0}^{y} u_0(\eta) \, d\eta \right\} \, dy,
\]

\[
Q_r(x, t) := 2 \int_{-\infty}^{+\infty} [1 - g(y)] \exp \left\{ -\frac{(x - y)^2}{4t} - \frac{1}{2} \int_{0}^{y} u_0(\eta) \, d\eta \right\} \, dy.
\]

By (4.62), \( \lambda = \frac{\overline{r} - \overline{p}}{4} \), and \( u_0 = \overline{u}_l g + \overline{u}_r (1 - g) + w_0 = \overline{u}_l + w_0 - (\overline{u}_l - \overline{u}_r) (1 - g) \), one has that

\[
g(y) \exp \left\{ -\frac{1}{2} \int_{0}^{y} u_0(\eta) \, d\eta \right\} = g(y) \exp \left\{ 2\lambda \int_{0}^{y} [1 - g(\eta)] \, d\eta \right\} \exp \left\{ -\frac{1}{2} \int_{0}^{y} [\overline{u}_l + w_0(\eta)] \, d\eta \right\} = \frac{1}{2} \exp \left\{ -\frac{1}{2} \int_{0}^{y} [\overline{u}_l + w_0(\eta)] \, d\eta \right\}.
\]

And by (4.61), it’s similar to prove that

\[
[1 - g(y)] \exp \left\{ -\frac{1}{2} \int_{0}^{y} u_0(\eta) \, d\eta \right\} = \frac{1}{2} \exp \left\{ -\frac{1}{2} \int_{0}^{y} [\overline{u}_r + w_0(\eta)] \, d\eta \right\}.
\]

Hence, one has that

\[
P_l(x, t) = \int_{-\infty}^{+\infty} [\overline{u}_l + w_0(y)] \exp \left\{ -\frac{(x - y)^2}{4t} - \frac{1}{2} \int_{0}^{y} [\overline{u}_l + w_0(\eta)] \, d\eta \right\} \, dy,
\]

\[
P_r(x, t) = \int_{-\infty}^{+\infty} [\overline{u}_r + w_0(y)] \exp \left\{ -\frac{(x - y)^2}{4t} - \frac{1}{2} \int_{0}^{y} [\overline{u}_r + w_0(\eta)] \, d\eta \right\} \, dy,
\]

\[
Q_l(x, t) = \int_{-\infty}^{+\infty} \exp \left\{ -\frac{(x - y)^2}{4t} - \frac{1}{2} \int_{0}^{y} [\overline{u}_l + w_0(\eta)] \, d\eta \right\} \, dy,
\]

\[
Q_r(x, t) = \int_{-\infty}^{+\infty} \exp \left\{ -\frac{(x - y)^2}{4t} - \frac{1}{2} \int_{0}^{y} [\overline{u}_r + w_0(\eta)] \, d\eta \right\} \, dy.
\]

Moreover, by using the Hopf formula (4.58) on \( u_l(x, t) \) and \( u_r(x, t) \), one can have that

\[
(4.64) \quad u_l(x, t) = \frac{P_l(x, t)}{Q_l(x, t)}, \quad u_r(x, t) = \frac{P_r(x, t)}{Q_r(x, t)}.
\]

And if \( t = t_k = \frac{kp}{\overline{u}_l - \overline{u}_r} = \frac{kp}{4\lambda} \), then it holds that

\[
Q_r(x, t_k) = e^{2\lambda x + 4\lambda^2 t_k} \int_{-\infty}^{+\infty} \exp \left\{ -\frac{(y - x)^2}{4t_k} - \frac{1}{2} \int_{0}^{y} [\overline{u}_l + w_0(\eta)] \, d\eta \right\} \, dy
\]

\[
= e^{2\lambda x + 4\lambda^2 t_k} \int_{-\infty}^{+\infty} \exp \left\{ -\frac{(y - x - 4\lambda t_k)^2}{4t_k} - \frac{1}{2} \int_{0}^{y} [\overline{u}_l + w_0(\eta)] \, d\eta \right\} \, dy
\]

\[
= e^{2\lambda x + 4\lambda^2 t_k} \int_{-\infty}^{+\infty} \exp \left\{ -\frac{(y - x)^2}{4t_k} - \frac{1}{2} \int_{0}^{y+4\lambda t_k} [\overline{u}_l + w_0(\eta)] \, d\eta \right\} \, dy
\]

\[
\times \exp \left\{ -\frac{1}{2} \int_{y}^{y+4\lambda t_k} w_0(\eta) \, d\eta \right\} \, dy.
\]
Since the average \( \int_0^x w_0(x) dx = 0 \) and \( 4\lambda t_k = kp \), thus it holds that
\[
Q_r(x, t_k) = e^{2\lambda(x-st_k)}Q_l(x, t_k), \quad \forall x \in \mathbb{R}.
\]
And it’s similar to prove that
\[
P_r(x, t_k) = e^{2\lambda(x-st_k)}P_l(x, t_k) - 4\lambda e^{2\lambda(x-st_k)}Q_l(x, t_k), \quad \forall x \in \mathbb{R}.
\]
Hence, by (4.63), one has that
\[
u(x, t_k) = \frac{P_l(x, t_k) + e^{2\lambda(x-st_k)}P_l(x, t_k) - 4\lambda e^{2\lambda(x-st_k)}Q_l(x, t_k)}{Q_l(x, t_k) + e^{2\lambda(x-st_k)}Q_l(x, t_k)}
\]
(4.65)
\[
= \frac{P_l(x, t_k)}{Q_l(x, t_k)} - 4\lambda \left( 1 - g(x-st_k) \right),
\]
where \( g \) is defined in (4.59). Meanwhile, by (4.64), there holds that
\[
u_l(x, t_k) = \frac{P_l(x, t_k)}{Q_l(x, t_k)}, \quad \nu_r(x, t_k) = \frac{P_l(x, t_k) - 4\lambda Q_l(x, t_k)}{Q_l(x, t_k)} = \frac{P_l(x, t_k)}{Q_l(x, t_k)} - 4\lambda,
\]
then combined with (4.65), one can prove (2.18).

5. Proof of Proposition 2.4

By Lemma 4.5, it remains to prove (2.15) and (2.16) to finish the proof of Proposition 2.4.

5.1. Proof of (2.15).

For \( y \in [0, p] \), \( N \in \mathbb{N}^* \), define the domain
\[
\Omega_y^N := \{ (x, \tau) : X(t) - Np + y \leq x \leq X(t) + Np + y, \; 0 \leq \tau \leq t \},
\]
and denote \( \Gamma^N \) to be its boundary. We fix \( y \) and \( t \) firstly, and denote the four parts of \( \Gamma^N \) to be \( \Gamma_0^N, \Gamma_r^N, \Gamma_l^N, \Gamma_i^N \), respectively. See Figure 1.
By integration by parts,  

\[ \int_{\Omega_N^y} (\text{equation of } u_l) g_X + (\text{equation of } u_r)(1 - g_X) \, dx \, d\tau \Rightarrow 
\]

\[ -X'(t) (u_l - u_r) g'_X + \left\{ \left[ f(u_l) - \partial_x u_l \right] - \left[ f(u_r) - \partial_x u_r \right] \right\} g'_X \, dx \, d\tau 
\]

(5.1)

\[ = A_N^y(y, t) - A_N^y(0, y) - B_N^y(y, t), \]

where

\[ A_N^y(y, t) := \int_{X(t) - Np + y}^{X(t) + Np + y} \left[ u_l(x, t) g_X(x) + u_r(x, t)(1 - g_X(x)) \right] \, dx, \]

\[ A_N^y(0, y) := \int_{-Np + y}^{-Np + y} \left[ u_l(x, 0) g(x) + u_r(x, 0)(1 - g(x)) \right] \, dx, \]

\[ B_N^y(y, t) := \int_{0}^{t} \left\{ \left[ f(u_l) - \partial_x u_l \right] g_X + \left[ f(u_r) - \partial_x u_r \right] (1 - g_X) \right\} (X(\tau) - Np + y, \tau) \, d\tau 
\]

\[ - \int_{0}^{t} X'(\tau) \left\{ u_l g_X + u_r \left[ 1 - g_X \right] \right\} (X(\tau) - Np + y, \tau) \, d\tau, \]

\[ B_N^y(0, y) := \int_{0}^{t} \left\{ \left[ f(u_l) - \partial_x u_l \right] g_X + \left[ f(u_r) - \partial_x u_r \right] (1 - g_X) \right\} (X(\tau) + Np + y, \tau) \, d\tau 
\]

\[ - \int_{0}^{t} X'(\tau) \left\{ u_l g_X + u_r \left[ 1 - g_X \right] \right\} (X(\tau) + Np + y, \tau) \, d\tau. \]

The equation (2.14) of \( X'(t) \) implies that the left hand side of (5.1) converges to 0 as \( N \to \infty \). Then it remains to evaluate the right hand side as \( N \to \infty \).

(i) The integrals on \( \Gamma_0^N, \Gamma_t^N \).

Denote \( w_l(x, t) := u_l(x, t) - \bar{u}_l \), and \( w_r(x, t) := u_r(x, t) - \bar{u}_r \), then since \( w_0 \) is of average zero on each period, one has that

\[ A_N^y(y, t) - A_N^y(0, y) \]

\[ = \int_{X(t) - Np + y}^{X(t) + Np + y} \left[ u_l(x, t) g_X(x) + u_r(x, t)(1 - g_X(x)) \right] \, dx 
\]

\[ - \int_{-Np + y}^{-Np + y} \left[ (\bar{u}_l + w_0(x)) g(x) + (\bar{u}_r + w_0(x))(1 - g(x)) \right] \, dx 
\]

\[ = \int_{-Np + y}^{-Np + y} \left[ w_l(x + X, t) g(x) + \bar{u}_l g(x) + w_r(x + X, t)(1 - g(x)) + \bar{u}_r(1 - g(x)) \right] \, dx 
\]

\[ - \int_{-Np + y}^{-Np + y} \left[ \bar{u}_l g(x) + \bar{u}_r(1 - g(x)) \right] \, dx 
\]

\[ = \int_{-Np + y}^{-Np + y} \left[ w_l(x + X, t) g(x) + w_r(x + X, t)(1 - g(x)) \right] \, dx =: J_N^y(y, t). \]

Since both of \( w_l \) and \( w_r \) have zero average, it holds that

\[ J_N^y = \int_{-Np + y}^{y} (w_r - w_l)(x + X, t) \, dx + \int_{y}^{Np + y} (w_l - w_r)(x + X, t) \, dx, \]

then by (3.3) and (3.5), one has that for \( t > 0, \ y \in [0, p] \),

\[ J(y, t) = \lim_{N \to \infty} J_N^y(y, t) \]
Thus one has that
\[ (5.2) \quad \int_{-\infty}^{y} (w_r - w_l)(x + X, t) \left[ 1 - g(x) \right] \, dx + \int_{y}^{\infty} (w_l - w_r)(x + X, t) \, g(x) \, dx = O(e^{-\alpha t}), \]
where the bound in \( O(e^{-\alpha t}) \) depends on \( f, \overline{u}_l, \overline{u}_r, p, \|w_0\|_{L^\infty}. \)

**ii) The integrals on \( \Gamma_N^l, \Gamma_N^p.**

Since \( u_l \) and \( u_r \) are periodic, it holds that
\[
B_N^l = \int_0^t \left\{ [f(u_l) - \partial_x u_l](X(\tau) + y, \tau) \, g(-Np + y) + [f(u_r) - \partial_x u_r](X(\tau) + y, \tau) \, [1 - g(-Np + y)] \right\} \, d\tau
- \int_0^t X'(\tau) \left\{ u_l(X(\tau) + y, \tau)g(-Np + y) + u_r(X(\tau) + y, \tau)[1 - g(-Np + y)] \right\} \, d\tau.
\]
Then by (3.3), as \( N \to \infty, \)
\[
B_N^l(y, t) \to \int_0^t \left\{ [f(u_l) - \partial_x u_l](X(\tau) + y, \tau) \, d\tau \right\} X'(\tau) u_l(X(\tau) + y, \tau) \, d\tau,
\]
thus one has that
\[
\lim_{N \to \infty} \int_0^y B_N^l(y, t) \, dy = \int_0^t \int_0^p f(u_l)(X(\tau) + y, \tau) \, d\tau \right\} X'(\tau) u_l(X(\tau) + y, \tau) \, d\tau,
\]
\[
= \int_0^t \int_0^p f(u_l(y, \tau)) \, dyd\tau - p\overline{u}_l X(t).
\]
And it’s similar to prove that
\[
\lim_{N \to \infty} \int_0^y B_N^p(y, t) \, dy = \int_0^t \int_0^p f(u_r)(y, \tau) \, dyd\tau - p\overline{u}_r X(t).
\]

With the calculations in (i) and (ii), one can integrate the equation (5.1) with respect to \( y \) over \( [0, p] \), and then let \( N \to \infty \), which yields that
\[
\int_0^p J(y, t) \, dy + p(\overline{u}_l - \overline{u}_r)X(t) - \int_0^t \int_0^p \left[ f(u_l) - f(u_r) \right] \, dyd\tau = 0, \quad t \geq 0.
\]
And note that
\[
\int_0^t \int_0^p \left[ f(u_l) - f(u_r) \right] \, dyd\tau = \int_0^t \int_0^p \left[ f(u_l) - f(\overline{u}_l) \right] \, dyd\tau
- \int_0^t \int_0^p \left[ f(u_r) - f(\overline{u}_r) \right] \, dyd\tau + p \left[ f(\overline{u}_l) - f(\overline{u}_r) \right] t,
\]
thus, it holds that
\[
X(t) - st = \frac{1}{p(\overline{u}_l - \overline{u}_r)} \left\{ \int_0^t \int_0^p \left[ f(u_l) - f(\overline{u}_l) \right] \, dyd\tau
- \int_0^t \int_0^p \left[ f(u_r) - f(\overline{u}_r) \right] \, dyd\tau - \int_0^p J(y, t) \, dy \right\},
\]
(5.3)
thus, by (3.5) and (5.2), one can obtain that \( X(t) - st = O(e^{-at}) \), which proves (2.15).

5.2. \( X(t) \) for Burgers’ equation.

For the Burgers’ equation (1.1) with \( f(u) = u^2/2 \), one can use the Galilean transform to verify that

\[
(5.4) \quad w_l(x, t) = w_r(x - (\bar{u}_l - \bar{u}_r)t, t), \quad \forall x \in \mathbb{R}, t \geq 0,
\]

where \( w_l = u_l - \bar{u}_l, w_r = u_r - \bar{u}_r \). Therefore, for any \( t > 0 \), it holds that

\[
\int_0^t \int_0^1 \left\{ [f(u_l) - f(\bar{u}_l)] - [f(u_r) - f(\bar{u}_r)] \right\} \, dx \, d\tau
= \int_0^t \int_0^1 \left\{ \left[ 2\bar{u}_l + w_l(x, \tau) \right] w_l(x, \tau) - \left[ 2\bar{u}_r + w_r(x, \tau) \right] w_r(x, \tau) \right\} \, dx \, d\tau
\]

\[
= \int_0^t \int_0^1 \frac{1}{2} w_l^2(x, \tau) \, dx \, d\tau
= \int_0^t \int_0^1 \frac{1}{2} w_r^2(x, \tau) \, dx \, d\tau
\]

\[
= \int_0^t \int_{-(\bar{u}_l - \bar{u}_r)t}^{-(\bar{u}_r - \bar{u}_r)t} \frac{1}{2} w_r^2(x, \tau) \, dx \, d\tau
= \int_0^t \int (\bar{u}_l - \bar{u}_r)^2 \, dx \, d\tau = 0,
\]

here the second equality holds since the averages of \( w_l \) and \( w_r \) are zero.

Then if \( (\bar{u}_l - \bar{u}_r)t_k = kp \) for any \( k \geq 0 \), by (5.4), one has \( w_l(x, t_k) \equiv w_r(x, t_k) \). So the term \( J \) in (5.2) satisfies that

\[
(5.6) \quad J(y, t_k) \equiv 0.
\]

Then by applying (5.5) and (5.6) in (5.3), one has \( X(t_k) = st_k \). The proof of Proposition 2.4 is finished.

6. PROOF OF THEOREM 2.1

Proof. Since there holds that

\[
|\phi(x - X(t)) - \psi(x - X(t))| \leq |u_l(x, t) - \bar{u}_l| + |u_r(x, t) - \bar{u}_r|,
\]

thus by Corollary 3.3 and Theorem 2.6, one can obtain that

\[
|u(x, t) - \phi(x - X)| \leq |u(x, t) - \psi(x - X)| + |\phi(x - X) - \psi(x - X)|
\leq Ce^{-\mu t}, \quad \forall x \in \mathbb{R}, t \geq 0.
\]

Then by (2.15), one can easily prove (2.5). Hence, it remains to prove the properties (1) and (2) of \( X_x \) stated in Theorem 2.1.

1. If \( f(u) = u^2/2 \), then by applying (5.5) into (5.3), and by (5.2), one can obtain that \( X_x = 0 \) easily.

2. Given any periodic perturbation \( w_0 \) with zero average and \( 0 < \| w_0 \|_{L^\infty(\mathbb{R})} < (\bar{u}_l - \bar{u}_r)/2 \), it holds that \( \bar{u}_l + \| w_0 \|_{L^\infty(\mathbb{R})} < \bar{u}_l - \| w_0 \|_{L^\infty(\mathbb{R})} \), then one can construct a smooth and strictly convex function \( f \) such that \( f(u) = \frac{1}{2n} u^2 \) when \( u \leq \bar{u}_l + \| w_0 \|_{L^\infty(\mathbb{R})} \) and \( f(u) = \frac{1}{2} u^2 \) when \( u \geq \bar{u}_l - \| w_0 \|_{L^\infty(\mathbb{R})} \), where \( n \) is a positive number to be determined later, see Figure 2.
Since for any \( x \in \mathbb{R}, t > 0 \), it holds that
\[
 u_l(x,t) \geq \inf_x u_l(x,0) \geq \overline{u}_l - \|w_0\|_{L^\infty(\mathbb{R})}
\]
\[
 u_r(x,t) \leq \sup_x u_r(x,0) \leq \overline{u}_r + \|w_0\|_{L^\infty(\mathbb{R})}.
\]

Then by the fact that \( w_l = u_l - \overline{u}_l, w_r = u_r - \overline{u}_r \) have zero average, one has
\[
 \int_0^\infty \int_0^p [f(u_l) - f(\overline{u}_l)] \, dx \, d\tau = \frac{1}{2} \int_0^\infty \int_0^p (u_l^2 - \overline{u}_l^2) \, dx \, d\tau
\]
\[
 = \frac{1}{2} \int_0^\infty \int_0^p (\overline{u}_l + w_l)^2 - \overline{u}_l^2 \, dx \, d\tau
\]
\[
 = \frac{1}{2} \int_0^\infty \int_0^p w_l^2 \, dx \, d\tau,
\]
and similarly,
\[
 \int_0^\infty \int_0^p [f(u_r) - f(\overline{u}_r)] \, dx \, d\tau = \frac{1}{2n} \int_0^\infty \int_0^p (u_r^2 - \overline{u}_r^2) \, dx \, d\tau = \frac{1}{2n} \int_0^\infty \int_0^p w_r^2 \, dx \, d\tau.
\]

Since \( w_0 \) is not zero function, the solution \( u_l(x,t) \) with the initial data \( \overline{u}_l + w_0(x) \) cannot be a constant in \( \mathbb{R} \times [0, +\infty) \), which means the integral of (6.1) is positive. And more importantly, this integral is independent of \( n \), since no matter what \( n \) is, the range of \( u_l(x,t) \) is always in the interval where \( f(u) = u^2/2 \), which means that \( u_l(x,t) \) is actually the solution to the viscous Burgers’ equation.

On the other side, for the solution \( u_r(x,t) \), by (B.2), it holds that
\[
 \int_0^{+\infty} \int_0^p w_r^2 \, dx \, d\tau \leq C,
\]
here \( C \) is independent of \( f \), which only depends on \( p, \|w_0\|_{L^\infty} \). Hence, by (6.2), it holds that
\[
 \int_0^\infty \int_0^p [f(u_r) - f(\overline{u}_r)] \, dx \, d\tau \leq \frac{C}{2n}.
\]

By (6.1) and (6.3), one can choose \( n \) sufficiently large, such that
\[
 \int_0^\infty \int_0^p [f(u_l) - f(\overline{u}_l)] \, dx \, d\tau > \int_0^\infty \int_0^p [f(u_r) - f(\overline{u}_r)] \, dx \, d\tau,
\]
which implies that \( X_\infty \neq 0 \).
The proof of Theorem 2.1 is finished.

7. Vanishing viscosity limit for the shift function

If we add the viscosity coefficient $0 < \nu \leq 1$ in the equation (1.1):

\begin{equation}
\partial_t u^\nu + \partial_x f(u^\nu) = \nu \partial_x^2 u^\nu, \quad \forall x \in \mathbb{R}, \ t > 0,
\end{equation}

then it is well known that for any initial data $u_0 \in L^\infty$, the viscous solution $u^\nu$ converges almost everywhere to the inviscid entropy solution $u^0 \in Lip([0, +\infty); L^1_{loc}(\mathbb{R}))$, which solves (7.1) with $\nu = 0$:

\begin{equation}
\partial_t u^0 + \partial_x f(u^0) = 0, \quad a.e. x \in \mathbb{R}, \ t > 0.
\end{equation}

Then for any $0 \leq \nu \leq 1$, one can denote $u^\nu_l$ and $u^\nu_r$ to be the periodic solutions to (7.1) with the corresponding periodic initial data:

\[ u^\nu_l(x, 0) = \overline{u}_l + w_0(x), \quad u^\nu_r(x, 0) = \overline{u}_r + w_0(x). \]

**Claim:** There exists a constant $C > 0$ independent of $\nu$, which only depends on $f, \overline{u}_l, \overline{u}_r, \|w_0\|_{L^\infty}$, such that

\begin{equation}
\sup_x |u^\nu_l - \overline{u}_l|, \ \sup_x |u^\nu_r - \overline{u}_r| \leq \frac{C}{1 + t}, \quad \forall \ t > 0, \ 0 \leq \nu \leq 1.
\end{equation}

In fact, (7.3) can be verified from the entropy condition proved by Oleinik [23], which gives that there exists a constant $E > 0$ independent of $\nu$, such that for $0 < \nu \leq 1$, the solution $u^\nu$ of (7.1) with $L^\infty$ initial data satisfies

\[ \partial_x u^\nu(x, t) \leq \frac{E}{t}, \quad \forall t > 0, \ x \in \mathbb{R}. \]

Then, since $\int_0^p \partial_x u^\nu_l(x, t) dx = 0$, then by (2.2), it holds that for any $t > 0$,

\[ \int_{x \in (0, p), \partial_x u^\nu_l < 0} |\partial_x u^\nu_l(x, t)| dx = \int_{x \in (0, p), \partial_x u^\nu_l > 0} \partial_x u^\nu_l(x, t) dx \leq \frac{pE}{t}, \]

which implies that for $0 < \nu \leq 1$,

\[ \sup_x |u^\nu_l - \overline{u}_l| \leq \int_0^p |\partial_x u^\nu_l(x, t)| dx \leq \frac{2pE}{t}. \]

For $u^\nu_r$, the proof is similar. And since $u^\nu_l, u^\nu_r$ converge to $u^0_l, u^0_r$ almost everywhere respectively, (7.3) is proved.

For $\nu > 0$, the viscous shock profile for (7.1) is $\phi^\nu(x - st) = \phi((x - st)/\nu)$, and the shifted function $g^\nu_\xi$ defined in (2.7) becomes

\begin{equation}
\phi^\nu(x) = \phi(x - \xi) := \frac{\phi^\nu(x - \xi - \overline{u}_r)}{\overline{u}_l - \overline{u}_r} = \phi \left( \frac{x - \xi}{\nu} \right),
\end{equation}

and the approximate solution defined in (2.8) is

\[ \psi^\nu_\xi := u^\nu_l g^\nu_\xi + u^\nu_r (1 - g^\nu_\xi), \]

with the corresponding source term:

\[ h^\nu_\xi := \partial_t \psi^\nu_\xi + \partial_x f(\psi^\nu_\xi) - \nu \partial_x^2 \psi^\nu_\xi .\]
satisfying
\[
\begin{align*}
    h_r^\xi = \partial_x \left( f(u_r^\nu) - f(u_l^\nu) g \left( \frac{x - \xi}{\nu} \right) - f(u_l^\nu) (1 - g \left( \frac{x - \xi}{\nu} \right)) - 2 \frac{\nu}{\nu} g' \left( \frac{x - \xi}{\nu} \right) \right) \\
    + \left( f(u_r^\nu) - f(u_l^\nu) \right) \frac{\nu}{\nu} g' \left( \frac{x - \xi}{\nu} \right) - (u_r^\nu - u_l^\nu) \frac{\nu}{\nu} g' \left( \frac{x - \xi}{\nu} \right) \xi' + (u_r^\nu - u_l^\nu) \frac{\nu}{\nu} g'' \left( \frac{x - \xi}{\nu} \right).
\end{align*}
\]

Thus, by integrating the equality above in \(x\), one can choose the curve \(X^\nu\) to make \(\int_R h_r^\nu dx = 0\), which is determined by

\[
\begin{align*}
    (X^\nu)' &= F^\nu(X^\nu, t), \\
    X^\nu(0) &= 0,
\end{align*}
\]

where
\[
F^\nu(\xi, t) := \frac{\int_{-\infty}^{\xi} [(u_r^\nu - u_l^\nu) \frac{\nu}{\nu} g' \left( \frac{x - \xi}{\nu} \right) + (f(u_r^\nu) - f(u_l^\nu)) \frac{\nu}{\nu} g' \left( \frac{x - \xi}{\nu} \right)] dx}{\int_{-\infty}^{\xi} (u_r^\nu - u_l^\nu) \frac{\nu}{\nu} g' \left( \frac{x - \xi}{\nu} \right) dx}.
\]

Similar to the proof in Section 5.1, one can calculate that

\[
\begin{align*}
    X^\nu(t) - st &= \frac{1}{p(\overline{u}_l - \overline{u}_r)} \left\{ \int_0^t \int_0^p \left[ f(u_r^\nu) - f(\overline{u}_l) \right] dx d\tau \right. \\
    &\quad - \int_0^t \int_0^p \left[ f(u_l^\nu) - f(\overline{u}_r) \right] dx d\tau \left. \right\} - \frac{1}{p(\overline{u}_l - \overline{u}_r)} \int_0^p J^\nu(y, t) dy,
\end{align*}
\]

where

\[
J^\nu(y, t) = \int_{-\infty}^y (u_r^\nu - u_l^\nu)(x + X^\nu(t), t) \left[ 1 - g \left( \frac{x}{\nu} \right) \right] dx
\]

\[
+ \int_{y}^{\infty} (u_r^\nu - u_l^\nu)(x + X^\nu(t), t) g \left( \frac{x}{\nu} \right) dx.
\]

with \(u_r^\nu := u_r^\nu - \overline{u}_l \) and \(u_l^\nu := u_l^\nu - \overline{u}_r\).

For the viscous case \(\nu > 0\), Theorem 2.1 shows that as \(t \to +\infty\), the viscous shock profile under a periodic perturbation is itself with a constant shift \(X^\nu_\infty\), which is the limit of \(X^\nu(t) - st\) as \(t \to +\infty\). However, as the viscosity vanishes, we will show that \(X^\nu_\infty\) converges to zero, which is compatible with the result obtained in [27], namely, in the inviscid case \(\nu = 0\), for any strictly convex flux \(f\), if the initial periodic perturbation is bounded and has zero average, then the solution tends to the background shock wave with no shift. The vanishing viscosity limit about \(X^\nu\) is given in the following theorem:

**Theorem 7.1.** For any smooth and strictly convex flux \(f\), if the periodic perturbation \(w_0 \in L^\infty\) satisfies (1.4), the corresponding shift curve \(X^\nu(t)\) defined in (7.5) satisfies that

\[
X^\nu(t) = st + o(1) + O \left( \frac{1}{1 + t} \right), \quad \forall t \geq 0,
\]

where \(o(1)\) tends to zero as \(\nu \to 0^+\), with the bound in \(o(1)\) independent of \(t\), and the bound in \(O \left( \frac{1}{1 + t} \right)\) is independent of \(\nu\). Moreover, if additionally \(w_0\) is assumed to have bounded total variation on each period, then the term \(o(1) = O(\nu^{1/5})\), where the bound in \(O(\nu^{1/5})\) is still independent of \(t\).
Proof. Regarding (7.6), we firstly estimate the term \( J^\nu \) defined in (7.7). By (7.3), for any \( y \in (0, p) \) and \( t \geq 0 \), it holds that

\[
|J^\nu(y, t)| \leq \int_{-\infty}^{0} |w^\nu(x) - w^\nu_0|(x + X^\nu, t)[1 - g(x)] \, dx + \int_{y}^{0} |w^\nu(x) - w^\nu_0|(x + X^\nu, t)[1 - g(x)] \, dx + \int_{y}^{+\infty} |w^\nu_0 - w^\nu|g(x) \, dx
\]

which implies that

\[
\int_{0}^{p} J^\nu(y, t) \, dy = O\left(\frac{1}{1+t}\right), \quad \forall t \geq 0,
\]

where the bound in \( O\left(\frac{1}{1+t}\right) \) is independent of \( \nu \).

Secondly, using Taylor’s expansion, there holds that

\[
\int_{0}^{p} [f(u^\nu_\nu) - f(\overline{u}_i)] \, dx = \int_{0}^{p} \left(f'(\overline{u}_i)(u^\nu_\nu - \overline{u}_i) + \frac{1}{2} f''(\cdot)(u^\nu_\nu - \overline{u}_i)^2\right) \, dx
\]

then by (7.3) and the strict convexity of \( f \), one can obtain

\[
0 < \int_{0}^{p} [f(u^\nu_\nu) - f(\overline{u}_i)] \, dx \leq \frac{C}{(1+t)^2}.
\]

And it’s similar to prove

\[
0 < \int_{0}^{p} [f(u^\nu_\nu) - f(\overline{u}_\nu)] \, dx \leq \frac{C}{(1+t)^2}.
\]

Thus, by applying (7.8) – (7.10) into (7.6), one has that

\[
X^\nu(t) - st = X^\nu_{\infty} + O\left(\frac{1}{1+t}\right), \quad \forall t \geq 0,
\]

where

\[
X^\nu_{\infty} := \frac{1}{p(\overline{u}_i - \overline{u}_\nu)} \left\{ \int_{0}^{+\infty} \int_{0}^{p} [f(u^\nu_\nu) - f(\overline{u}_i)] \, dx \, d\tau - \int_{0}^{+\infty} \int_{0}^{p} [f(u^\nu_\nu) - f(\overline{u}_\nu)] \, dx \, d\tau \right\}
\]

with the bound in \( O\left(\frac{1}{1+t}\right) \) independent of \( \nu \). And by (7.9) and (7.10), one can use the dominated convergence theorem to obtain that, as \( \nu \to 0+ \),

\[
X^\nu_{\infty} \longrightarrow X^0_{\infty} := \frac{1}{p(\overline{u}_i - \overline{u}_\nu)} \left\{ \int_{0}^{+\infty} \int_{0}^{p} [f(u^0_\nu) - f(\overline{u}_i)] \, dx \, dt - \int_{0}^{+\infty} \int_{0}^{p} [f(u^0_\nu) - f(\overline{u}_\nu)] \, dx \, dt \right\},
\]

then \( X^\nu_{\infty} = X^0_{\infty} + o(1) \). If the initial data \( w_0 \) has bounded total variation on each period: \( TV_{[0, p]} w_0 < +\infty \), then it can be derived from Kruzhkov’s theory (see [17],...
that, the viscous solutions $u_i^\nu$, $i = l, r$, tends to the inviscid entropy solutions $u_i^0$ in $L^1$ norm with the following rate:

$$\int_0^p |u_i^\nu(x, t) - u_i^0(x, t)| dx \leq C(t/\nu)^{1/2} TV_{[0, p]}w_0, \quad \forall t > 0, \ 0 \leq \nu \leq 1,$$

where $C > 0$ is independent of $\nu$ and $t$. And since for $i = l, r$, and given any $T_\nu > 0$, one has that

$$\int_0^{+\infty} \int_0^p [f(u_i^\nu) - f(\overline{u}_i)] dx dt - \int_0^{+\infty} \int_0^p [f(u_i^0) - f(\overline{u}_i)] dx dt = \int_0^{T_\nu} \int_0^p [f(u_i^\nu) - f(u_i^0)] dx dt + \int_0^{T_\nu} \int_0^p [f(u_i^\nu) - f(\overline{u}_i)] dx dt - \int_0^{+\infty} \int_0^p [f(u_i^0) - f(\overline{u}_i)] dx dt,$$

then by combining (7.9), (7.10) and (7.14), one can obtain that

$$\left| \int_0^{+\infty} \int_0^p [f(u_i^\nu) - f(\overline{u}_i)] dx dt - \int_0^{+\infty} \int_0^p [f(u_i^0) - f(\overline{u}_i)] dx dt \right| \leq C \left\{ \nu^{1/2} \int_0^{T_\nu} t^{1/2} dt + \int_0^{+\infty} \frac{1}{(1 + t)^2} dt \right\} \leq C \left( \nu^{1/2} T_\nu^{3/2} + T_\nu^{-1} \right),$$

thus by choosing $T_\nu = \nu^{-1/5}$, one can obtain

$$\left| \int_0^{+\infty} \int_0^p [f(u_i^\nu) - f(\overline{u}_i)] dx dt - \int_0^{+\infty} \int_0^p [f(u_i^0) - f(\overline{u}_i)] dx dt \right| \leq C \nu^{1/5}.$$ 

So by (7.12) and (7.13), one can have that if $TV_{[0, p]}w_0 < +\infty$, then

$$X_\nu^\nu = X_\nu^0 + O(\nu^{1/5}),$$

where the bound depends on $f, \overline{u}, \overline{\nu}$, and $TV_{[0, p]}w_0$.

Then it only remains to show $X_\nu^0 = 0$ to finish the proof of Theorem 7.1.

For any constant $\overline{u}$, let $u(x, t)$ denote the periodic entropy solution to the inviscid conservation law (7.2) with $\nu = 0$, satisfying the initial data $u(x, 0) = \overline{u} + w_0(x)$.

For the periodic perturbation $w_0$, since it satisfies (1.4), the anti-derivative variable $\int_0^x w_0(y) dy$ is continuous and periodic with the period $p$. Then one can choose a constant $x_0 \in [0, p)$ such that

$$\int_0^{x_0} w_0(y) dy = \min_{x \in [0, p]} \int_0^x w_0(y) dy,$$

which is equivalent to

$$\int_{x_0}^x w_0(y) dy \geq 0, \quad \forall x \in \mathbb{R}.$$ 

By the formula of $X_\nu^0$ in (7.13), if one can show that

$$\int_0^{+\infty} \int_0^p [f(u) - f(\overline{u})] dx dt = \int_0^{x_0} \int_0^x w_0(y) dy dx,$$

then $X_\nu^0 = 0$ holds. To prove (7.15), by Theorem 14.1.1 in [1], the periodic solution $u$ takes the constant value $\overline{u}$ along the straight line $x = x_0 + f'(\overline{u})t$. Then given any
y ∈ (x₀, x₀ + p) and t > 0, denote the domain:
\[ \Omega_{(y,t)} := \{(x, \tau) : x₀ + f'(\overline{u}) \tau < x < y + f'(\overline{u}) \tau, \ 0 < \tau < t\}. \]
Then by integrating the equation \( \partial_t u + \partial_x f(u) = 0 \) in \( \Omega_{(y,t)} \), one can obtain by the divergence theorem that
\[
0 = -\int_{x₀}^{y} (\overline{u} + w₀(x)) \ dx + \int_{0}^{t} \left[ f(u) - f'(\overline{u})u \right] (y + f'(\overline{u}) \tau, \tau) \ d\tau \\
- \int_{0}^{t} \left[ f(\overline{u}) - f'(\overline{u})\overline{u} \right] \ d\tau + \int_{x₀ + f'(\overline{u})t}^{y + f'(\overline{u})t} (u(x, t) \ dx)
\]
(7.17) \[
= -\int_{y}^{x₀ + p} w₀(x) \ dx + \int_{x₀}^{t} \left[ f(u) - f'(\overline{u})u \right] (y + f'(\overline{u}) \tau, \tau) \ d\tau \\
- f'(\overline{u}) \int_{0}^{t} (u - \overline{u})(y + f'(\overline{u}) \tau) \ d\tau + \int_{x₀ + f'(\overline{u})t}^{y + f'(\overline{u})t} (u(x, t) - \overline{u}) \ dx.
\]
Since for any \( y \in \mathbb{R}, t \geq 0, \int_{y}^{y+p}(u - \overline{u})(x, t) \ dx = 0 \), then by integrating (7.17) with respect to \( y \) in the interval \((x₀, x₀ + p)\), one can have that
\[
0 = -\int_{x₀}^{x₀+p} \int_{y}^{x₀ + p} w₀(x) \ dxdy + \int_{x₀}^{t} \int_{y}^{x₀ + p} \left[ f(u) - f'(\overline{u})u \right] (y + f'(\overline{u}) \tau, \tau) \ d\tau d\tau \\
+ \int_{x₀}^{x₀+p} \int_{x₀ + f'(\overline{u})t}^{y + f'(\overline{u})t} (u(x, t) - \overline{u}) \ dxdy
\]
Since \( \int_{x₀}^{y} w₀(x)dx \) is periodic with respect to \( y \), and
\[
\int_{x₀}^{x₀+p} \int_{x₀ + f'(\overline{u})t}^{y + f'(\overline{u})t} (u(x, t) - \overline{u}) \ dxdy = O\left(\frac{1}{1+t}\right),
\]
then it holds that
(7.18) \[
\int_{0}^{t} \int_{0}^{p} \left[ f(u(x, \tau)) - f(\overline{u}) \right] \ dxd\tau = \int_{0}^{p} \int_{y}^{x₀} w₀(x) \ dxdy + O\left(\frac{1}{1+t}\right).
\]
Similar to the proof of (7.9), one has that
\[
\int_{0}^{p} \left[ f(u(x, \tau)) - f(\overline{u}) \right] \ dx = O\left(\frac{1}{(1+\tau)^2}\right).
\]
Then by letting \( t \rightarrow +\infty \) in (7.18) and using the dominated convergence theorem, one can finish the proof. \( \square \)

8. Proof of Theorem 2.3

The proof of Theorem 2.3 follows directly from the one in [12]. To make this paper complete, we still place it here. The proof consists of two steps. The first step is to prove a time-independent estimate of the solution \( u \), when converging to the two periodic solutions \( u_\ell \) or \( u_r \) as \( x \rightarrow \pm \infty \), just like Proposition 4.4. Step 2 is to construct an auxiliary function and use the maximal principle to finish the proof.

Proposition 8.1. For any \( \varepsilon > 0 \), there exist \( N_\varepsilon > 0 \) and \( T_\varepsilon > 0 \) such that
(8.1) \[
|u(x, t) - \overline{u}_\ell| \leq \varepsilon, \quad \forall t > T_\varepsilon, \ x - f'(\overline{u}_\ell) t < -N_\varepsilon,
\]
(8.2) \[
|u(x, t) - \overline{u}_r| \leq \varepsilon, \quad \forall t > T_\varepsilon, \ x - f'(\overline{u}_r) t > N_\varepsilon.
\]
Proof. It suffices to prove (8.1), since the proof of (8.2) is similar. For any \( \varepsilon > 0 \), there exists \( T > 0 \) such that \( |u - \bar{u}| < \varepsilon / 2 \), for any \( x \in \mathbb{R}, t \geq T \). And since \( f \) is strictly convex, there exists \( B > 0 \) such that, for any \( 0 < \sigma < 2 \| u_0 \|_{L^\infty} \),
\[
f'(\bar{u} + \sigma) - f'(\bar{u}_l) > B\sigma.
\]
For the constant \( B > 0 \) and \( \beta > 0 \) in Corollary 4.2, one can choose \( 0 < \delta < \varepsilon \) small enough such that \( B\delta / 2 < \beta \).

(1) By Corollary 4.2 and that \( \| u \|_{L^\infty(dx, dt)} \leq \| u_0 \|_{L^\infty} \), one can choose \( M > 0 \) such that
\[
M e^{\frac{B\delta}{2}|x-f'(\bar{u})|} + \frac{\varepsilon}{2} + \bar{u}_l > u(x, T), \quad x \in \mathbb{R}.
\]
Define
\[
v(x, t) := M e^{\frac{B\delta}{2}|x-f'(\bar{u})|} + \frac{\varepsilon}{2} + \bar{u}_l - u(x, t),
\]
then one has that \( v(x, T) > 0 \), and
\[
(8.3) \quad \partial_x^2 v - \partial_t v - f'(u)\partial_x v = M e^{\frac{B\delta}{2}|x-f'(\bar{u})|} \left[ \frac{B\delta}{2} + f'(\bar{u}_l) - f'(u) \right].
\]
Note that if \( v < 0 \), then by the definition of \( v \), one has \( \bar{u}_l - u < -\frac{\varepsilon}{2} \), which implies that
\[
f'(\bar{u}_l) - f'(u) < A(\bar{u}_l - u) \leq -\frac{B\varepsilon}{2},
\]
then by (8.3) and \( 0 < \delta < \varepsilon \),
\[
\partial_x^2 v - \partial_t v - f'(u)\partial_x v < 0.
\]
Therefore, it follows from the maximum principle ([12, Lemma 1]) that \( v(x, t) \geq 0 \), for any \( x \in \mathbb{R}, t \geq T \). Then by choosing \( N := \frac{2}{B\delta} \ln \frac{\varepsilon}{2M} \), one has that for any \( t > T \) and \( x - f'(\bar{u}_l) t < -N \),
\[
u(x, t) \leq \bar{u}_l + \frac{\varepsilon}{2} + M e^{\frac{B\delta}{2}|x-f'(\bar{u})|} < \bar{u}_l + \varepsilon.
\]

(2) On the other hand, for the initial data (1.8) and any \( \varepsilon > 0 \), one can assume \( u^\varepsilon(x, t) \) to be the solution to (1.1) satisfying the initial data,
\[
(8.4) \quad u^\varepsilon(x, 0) = \phi^\varepsilon(x) + w_0(x) + v_0(x),
\]
where \( \phi^\varepsilon \) is the shock profile connecting \( \bar{u}_l \) as \( x \to -\infty \) and \( \bar{u}_l - \varepsilon / 2 \) as \( x \to +\infty \). Then by \( u^\varepsilon(x, 0) \leq u_0(x) \) and the comparison principle, one has
\[
(8.5) \quad u^\varepsilon(x, t) \leq u(x, t), \quad \forall x \in \mathbb{R}, t \geq 0.
\]
And by Theorem 2.1, there exists \( T > 0 \), such that for any \( x \in \mathbb{R}, t > T \),
\[
(8.6) \quad u^\varepsilon(x, t) \geq -\varepsilon / 2 + (\bar{u}_l - \varepsilon / 2) \geq \bar{u}_l - \varepsilon.
\]
Then by (8.5) and (8.6), the proof of (8.1) is finished. \( \square \)

Proof of Theorem 2.3. It is equivalent to prove that for any \( \varepsilon > 0 \), there exists \( T > 0 \), such that
\[
(8.7) \quad \sup_{x \in \mathbb{R}} |u(x, t) - u^R(x, t)| < \varepsilon, \quad \forall t > T.
\]
For the constants \( N_\varepsilon \) and \( T_\varepsilon \) in Proposition 8.1, one can define two constants
\[
x_0 := N_\varepsilon \frac{f'(\bar{u}_l) + f'(\bar{u}_r)}{f'(\bar{u}_l) - f'(\bar{u}_r)}; \quad t_0 := \frac{-2N_\varepsilon}{f'(\bar{u}_l) - f'(\bar{u}_r)} > 0,
\]
and the region
\( \Omega_\epsilon := \{(x, t) : f'(\overline{u}_t)t - N_\epsilon < x < f'(\overline{u}_r)t + N_\epsilon, \ t > T_\epsilon \} \).

Then the shifted rarefaction wave \( \tilde{u}^R(x, t) := u^R(x - x_0, t + t_0) \) satisfies that
\[
\tilde{u}^R(x, t) = \begin{cases} 
\overline{u}_t, & \text{for } x - f'(\overline{u}_t)t \leq -N_\epsilon, \\
(f')^{-1}(\frac{x - x_0}{t + t_0}), & \text{in } \Omega_\epsilon, \\
\overline{u}_r, & \text{for } x - f'(\overline{u}_r)t \geq N_\epsilon.
\end{cases}
\]  
(8.8)

Therefore, Proposition 8.1 implies that for any \( x < f'(\overline{u}_t)t - N_\epsilon \) or \( x > f'(\overline{u}_r)t + N_\epsilon, \ t \geq T_\epsilon \), it holds that
\[
|u(x, t) - \tilde{u}^R(x, t)| < \epsilon.
\]  
(8.9)

Define
\[
Z(x, t) := (t + t_0)^{\kappa} \left[ u(x, t) - \tilde{u}^R(x, t) \right],
\]
where \( 0 < \kappa < 1 \) is a constant to be determined. Then one has
\[
\partial_x^2 Z - f'(u)\partial_x Z - \partial_t Z = \left[ f''(v)\partial_x \tilde{u}^R - \frac{\kappa}{t + t_0} \right] Z - (t + t_0)^{\kappa} \partial_x^2 \tilde{u}^R, \quad \text{in } \Omega_\epsilon,
\]
where \( v \) is the function satisfying
\[
f'(u) - f'(\tilde{u}^R) = f''(v)(u - \tilde{u}^R).
\]
For \( (x, t) \in \Omega_\epsilon \), it holds that \( f''(v)\partial_x \tilde{u}^R = f''(v)\frac{1}{\partial_x \left[ \frac{1}{f'(u)} \right]} > \frac{\omega}{t + t_0} \) for some \( \omega > 0 \).

Then \( 0 < \kappa < 1 \) can be chosen small enough such that
\[
f''(v)\partial_x \tilde{u}^R - \frac{\kappa}{t + t_0} > \frac{\omega}{t + t_0} > 0.
\]  
(8.12)

Note that for any \( x \in \mathbb{R} \),
\[
|Z(x, T_\epsilon)| \leq M_4(T_\epsilon + t_0)^{\kappa},
\]
where \( M_4 = \|u_0\|_{L^\infty} + \|u^R\|_{L^\infty} \). And by (8.9), one has that for any \( t \geq T_\epsilon \),
\[
|Z(x, t)| \leq \epsilon(t + t_0)^{\kappa},
\]
if \( x = f'(\overline{u}_t)t - N_\epsilon \) or \( f'(\overline{u}_r)t + N_\epsilon \). Now if for some point \( (x, t) \in \Omega_\epsilon \),
\[
Z(x, t) = \sup_{\Omega_\epsilon} Z,
\]
and it satisfies that
\[
Z(x, t) \geq \max \left\{ M_4(T_\epsilon + t_0)^{\kappa}, \epsilon(t + t_0)^{\kappa}, \frac{M_4}{\omega} (T_\epsilon + t_0)^{\kappa - 1} \right\} > 0,
\]  
(8.13)

then by (8.11)–(8.13), one has that at \( (x, t) \),
\[
\partial_x^2 Z - f'(u)\partial_x Z - \partial_t Z \geq \frac{\omega}{t + t_0} M_4 (T_\epsilon + t_0)^{\kappa - 1} - (t + t_0)^{\kappa} \frac{M_5}{(t + t_0)^2} > 0,
\]
where \( M_5 = \max_{\xi \in [\overline{u}_t, \overline{u}_r]} \|(f')^{-1}(\xi)\|^\prime \). Therefore, the maximal principle implies that for any \( (x, t) \in \Omega_\epsilon \),
\[
Z(x, t) \leq \max \left\{ M_4(T_\epsilon + t_0)^{\kappa}, \epsilon(t + t_0)^{\kappa}, \frac{M_4}{\omega} (T_\epsilon + t_0)^{\kappa - 1} \right\}.
\]
And it is similar to prove that for any \( (x, t) \in \Omega_\epsilon \),
\[
Z(x, t) \geq \min \left\{ -M_4(T_\epsilon + t_0)^{\kappa}, -\epsilon(t + t_0)^{\kappa}, -\frac{M_4}{\omega} (T_\epsilon + t_0)^{\kappa - 1} \right\}.
\]
As a result, by choosing a large $T > T_0$, one has that

\begin{equation}
|u(x, t) - u^R(x - x_0, t + t_0)| \leq \max \left\{ \frac{M_4(T_0 + t_0)^\kappa}{(t + t_0)^\kappa}, \frac{M_4}{(T_0 + t_0)^{1-\kappa}(t + t_0)} \right\} \leq \varepsilon,
\end{equation}

for any $f'(\bar{u})t - N_\varepsilon < x < f'(\bar{u})t + N_\varepsilon$ and $t > T$. Moreover, since $u^R$ is Lipschitz continuous and $\frac{x - x_0}{t + t_0} \to 0$ as $t \to \infty$, then combining Proposition 8.1 and (8.14), (8.7) can be proved easily.

\appendix
\section*{Appendix A. Proof of Proposition 3.1}

\begin{proof}(i). Since $f$ is smooth, for any $x > y, 0 \leq \rho \leq 1, z = \rho x + (1 - \rho)y$, one has

\begin{align*}
f(z) - \left[ \rho f(x) + (1 - \rho)f(y) \right]
&= \rho(z - x) \int_0^1 f'(\tau z + (1 - \tau)x) \, d\tau \\
&\quad + (1 - \rho)(z - y) \int_0^1 f'(\tau z + (1 - \tau)y) \, d\tau \\
&= \rho(1 - \rho)(x - y) \int_0^1 \int_0^1 (y - x)(1 - \tau)f''(\tilde{\tau})[\tau z + (1 - \tau)y] \\
&\quad + (1 - \tilde{\tau})[\tau z + (1 - \tau)x] \, d\tilde{\tau} d\tau.
\end{align*}

Therefore,
\begin{align*}
\frac{1}{2} \min_{u \in [y, x]} f''(u) &\leq -\frac{f(z) - \left[ \rho f(x) + (1 - \rho)f(y) \right]}{\rho(1 - \rho)(x - y)^2} \\
&\leq \frac{1}{2} \max_{u \in [y, x]} f''(u).
\end{align*}

Then (3.2) follows by substituting $x = \bar{u}_l, y = \bar{u}_r, \rho = g$ and $z = \bar{u}_l g + \bar{u}_r (1 - g)$, and applying the definition (3.1).

(ii). Integrating the equation (3.2) yields

\begin{align*}
\beta_1 x &\leq \ln \frac{1 - g(x)}{g(x)} - \beta_3 \leq \beta_2 x, \quad x > 0,
\\
\beta_2 x &\leq \ln \frac{1 - g(x)}{g(x)} - \beta_3 \leq \beta_1 x, \quad x < 0,
\end{align*}

where $\beta_3 = \ln \frac{1 - g(0)}{g(0)}$. And then
\begin{align*}
\frac{1}{1 + e^{\beta_2 x + \beta_3}} &\leq g(x) \leq \frac{1}{1 + e^{\beta_1 x + \beta_3}}, \quad x > 0,
\\
\frac{e^{\beta_2 x + \beta_3}}{1 + e^{\beta_2 x + \beta_3}} &\leq 1 - g(x) \leq \frac{e^{\beta_1 x + \beta_3}}{1 + e^{\beta_1 x + \beta_3}}, \quad x < 0.
\end{align*}

Therefore, (3.3) follows, and $C$ depends on $\beta_1, \beta_2, \beta_3$. \qed
Appendix B. Proof of Proposition 3.2

Proof. By multiplying \( u - \overline{u} \) on each side of (1.1) and integrating on \([0, p]\), it holds that

\[
\frac{d}{dt} \int_0^p (u - \overline{u})^2(x, t) \, dx + 2 \int_0^p (\partial_x u)^2(x, t) \, dx = 0, \, \forall t > 0. \tag{B.1}
\]

By Poincaré inequality on \([0, p]\), there exists a constant \( \alpha > 0 \), which depends only on \( p \), such that

\[
\int_0^p (\partial_x u)^2(x, t) \, dx \geq \frac{\alpha}{2} \int_0^p (u - \overline{u})^2(x, t) \, dx,
\]

then by (B.1), one has

\[
\int_0^p (u - \overline{u})^2(x, t) \, dx \leq C_0 e^{-\alpha t}, \, \forall \, t \geq 0. \tag{B.2}
\]

Here \( C_0 = \int_0^p (u_0 - \overline{u})^2 \, dx \) depends on \( p, \|u_0\|_{L^\infty} \).

Claim 1: For any integer \( k \geq 1 \),

\[
\int_0^p (\partial_x^k u)^2(x, t) \, dx \leq C, \, \forall \, t \geq 1,
\]

where \( C \) depends on \( k, p, f, \|u_0\|_{L^\infty} \).

To prove Claim 1, for each \( k \geq 0 \), let \( t_k := \frac{1}{2} - \frac{1}{k+3} \), then we define the smooth functions \( \zeta_k(t) : [0, +\infty) \to [0, 1] \), are increasing and satisfy

\[
\zeta_k(t) = \begin{cases} 0, & t \in [0, t_k] \\ 1, & t \in [1, +\infty) \end{cases}, \quad \text{and} \quad \zeta_k'(t) + \zeta_k(t) \leq B_k \zeta_{k-1}(t), \, \forall t \geq 0,
\]

here \( B_k > 0 \) is a constant depending only on \( k \). See Figure 3.
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Then we prove the Claim 1 by the induction method. We will prove that for each \( k \geq 1 \), there exists a constant \( C > 0 \) depending on \( k, p, f, \|u_0\|_{L^\infty} \), such that

\[
\int_0^p (\partial_x^{k-1}(u - \overline{u}))^2 \, dx + \int_0^t \zeta_{k-1}(\tau) \int_0^p (\partial_x^k u)^2 \, dx \, d\tau \leq C, \, \forall t > t_k. \tag{B.3}
\]

In fact, when \( k = 1 \), (B.3) holds by (B.1). And we assume that (B.3) holds for \( k = 1, 2, \cdots, m \) with \( m \geq 1 \), then we will prove that (B.3) also holds for \( k = m + 1 \).

By taking the derivative \( \partial_x^m \) in (1.1) and multiplying \( \zeta_m \partial_x^m u \) on each side, one can obtain

\[
\partial_t (\zeta_m (\partial_x^m u)^2) - \zeta_m (\partial_x^m u)^2 + \partial_x \left( \zeta_m \partial_x^m u \partial_x^m f(u) \right) - \zeta_m \partial_x^{m+1} u \partial_x^m f(u)
\]
and then by integrating in $x$, and by Cauchy-Schwartz inequality, it holds that

\[
\frac{d}{dt} \int_0^p \zeta_m(t)(\partial_x^mu_0)^2 \, dx + \zeta_m(t) \int_0^p (\partial_x^{m+1}u_0)^2 \, dx \\
\leq C(\zeta_m + \zeta_{m-1}) \sum_{k=1}^m \int_0^p (\partial_x^k u_0)^2 \, dx \\
\leq CB_m \zeta_{m-1}(t) \int_0^p (\partial_x^k u_0)^2 \, dx, \quad \forall t > 0,
\]

thus one can have that

\[
\int_0^p \zeta_m(t)(\partial_x^mu_0)^2 \, dx + \int_0^t \zeta_m(\tau) \int_0^\tau (\partial_x^{m+1}u_0)^2 \, dx d\tau \\
\leq C_m \sum_{k=1}^m \int_0^t \zeta_{k-1}(\tau) \int_0^\tau (\partial_x^k u_0)^2 \, dx d\tau, \quad \forall t > 0,
\]

here $C_m > 0$ depends on $f, p, \|u_0\|_{L^p}$. Then for any $t > t_m$, by (B.3) for $k = 1, 2, \ldots, m$, the right hand side of (B.5) is bounded by a constant if $t > t_m$, so one can prove (B.3) holds for $k = m + 1$. Thus, by the induction method, (B.3) holds for any $k \geq 1$ and any $t \geq 1$, which completes the proof of Claim 1.

Then by Sobolev inequality and Claim 1, and combined with the equation (1.1), one can have that for any integers $k, l \geq 0$,

\[
\|\partial_t^l \partial_x^k (u - \overline{u})\|_{L^p(\mathbb{R})} \leq C_{k,l}, \quad \forall t \geq 1.
\]

Since for each $k \geq 0$, $\zeta_k(t) = 1$ and $\zeta_k'(t) = 0$ for all $t \geq 1$, then by (B.3) and (B.4), it holds that

\[
\frac{d}{dt} \int_0^p \left(\partial_x^k(u - \overline{u})\right)^2 \, dx + \int_0^p (\partial_x^{k+1}u_0)^2 \, dx \leq C \sum_{l=1}^k \int_0^p (\partial_x^l u_0)^2 \, dx, \quad \forall t \geq 1.
\]

here $C > 0$ depends on $k, p, f, \|u_0\|_{L^p}$.

**Claim 2:** For each $k \geq 0$, there holds that

\[
\int_0^p \left(\partial_x^k(u - \overline{u})\right)^2 (x, t) \, dx \leq Ce^{-\alpha t}, \quad \forall t \geq 1,
\]

where $C > 0$ depends on $k, p, f, \|u_0\|_{L^p}$.

To prove Claim 2, we also use the induction method. For $k = 0$, (B.7) can proved by (B.2). Thus, one can assume that for $k = 0, 1, \ldots, m - 1$ with $m \geq 1$, Claim 2 is true. Then for $k = m$, by (B.6) with $k = m$, one has that

\[
\frac{d}{dt} \int_0^p (\partial_x^m u_0)^2 \, dx \leq C_m \sum_{k=1}^m \int_0^p (\partial_x^k u_0)^2 \, dx \\
\leq Ce^{-\alpha t} + C_m \int_0^p (\partial_x^m u)^2 \, dx, \quad \forall t \geq 1,
\]
here $C, C_m > 0$ depends on $m, p, f, \|u_0\|_{L^x}$, and one can choose $C_m$ to satisfy $C_m > \alpha$. And by \eqref{B.6} with $k = m - 1$, one can have that
\begin{equation}
\frac{d}{dt} \int_0^p \left( \partial_x^{m-1}(u - \overline{u}) \right)^2 dx + \int_0^p (\partial_x^m u)^2 dx \leq Ce^{-\alpha t}, \quad \forall t \geq 1.
\end{equation}
Then by multiplying $2C_m$ on \eqref{B.9} and then adding it to \eqref{B.8}, one can obtain
\begin{equation}
\frac{d}{dt} \left[ 2C_m \int_0^p \left( \partial_x^{m-1}(u - \overline{u}) \right)^2 dx + \int_0^p (\partial_x^m u)^2 dx \right] + C_m \int_0^p (\partial_x^m u)^2 dx \leq Ce^{-\alpha t}, \quad \forall t \geq 1.
\end{equation}
Thus, by denoting
$$E_m(t) := 2C_m \int_0^p \left( \partial_x^{m-1}(u - \overline{u}) \right)^2 dx + \int_0^p (\partial_x^m u)^2 dx,$$
and by multiplying $2C_m^2$ on \eqref{B.7} with $k = m - 1$, it holds that
\begin{equation}
E_m'(t) + C_mE_m(t) \leq C_m' e^{-\alpha t}, \quad \forall t \geq 1.
\end{equation}
Since $C_m > \alpha$, one can easily obtain that $E_m(t) \leq Ce^{-\alpha t}$, where $C > 0$ depends on $m, p, f, \|u_0\|_{L^x}$. The proof of Claim 2 is finished.

Then by Sobolev inequality and Claim 2, and combined with the equation \eqref{1.1}, one can have that for any integers $k, l \geq 0$,
$$\|\partial_t^k \partial_x^l (u - \overline{u})\|_{L^x(\mathbb{R})} \leq Ce^{-\alpha t}, \quad \forall t \geq 1,$$
which finishes the proof of Proposition 3.2. \qed
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