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Abstract

Machine Learning (ML) is increasingly used to construct surrogate models for physical simulations. We take advantage of the ability to generate data using numerical simulations programs to train ML models better and achieve accuracy gain with no performance cost. We elaborate a new data sampling scheme based on Taylor approximation to reduce the error of a Deep Neural Network (DNN) when learning the solution of an ordinary differential equations (ODE) system.

1 Introduction

Computational physics allow simulating various physical phenomena when real measures and experiments are very difficult to perform and even sometimes not affordable. These simulations can themselves come with a prohibitive computational cost so that very often they are replaced by surrogate models [15, 10]. Recently, Machine Learning (ML) has proven its efficiency in several domains, and share similarities with classical surrogate models. The question of replacing some costly parts of simulations code by ML models thus becomes relevant. To reach this long term objective, this paper tackles a first step by investigating new ways to increase ML models accuracy for a fixed performance cost.

To this end we leverage the ability to control the sampling of the training data. Several previous works have hinted towards the importance of the training set, in the context of Deep Learning [2], Active Learning [13] and Reinforcement Learning [8]. Our methodology relies on adapting the data generation procedure to gain accuracy with a same ML model exploiting the information coming from the derivatives of the quantity of interest w.r.t the inputs of the model. This approach is similar to Active learning, in the sense that we adapt our training strategy to the problem, but still differs because it is prior to the training of the model. Therefore, it is complementary with active learning methods (see [13] for a review and [6, 16] for more recent applications). The efficiency of this original methodology is tested on the approximation by a Deep Neural Network (DNN) of a stiff Bateman Ordinary Differential Equation (ODE) system. Solving this system at a moderate cost is essential in many physical simulations (neutronic [3, 5], combustion [4], detonics [11], etc.).

2 Methodology

To introduce the general methodology, we consider the problem of approximating a function $f : S \subset \mathbb{R}^{n_i} \rightarrow \mathbb{R}^{n_o}$ where $S$ is a subspace defined by the physics of interest. Let a model $f_\theta$, whose parameters $\theta$ have to be found in order to minimize a loss function $L(\theta) = ||f - f_\theta||$. In supervised learning, we are usually given a training data set of $N$ points, $\{X_1, ..., X_N\}$, and their pointwise values $\{f(X_1), ..., f(X_N)\}$. These points allow to statistically estimate $L(\theta)$ and then to use optimization algorithms to find a minimum of $L(\theta)$ w.r.t. $\theta$.

Amongst ML techniques, we choose $f_\theta$ to be a DNN for two reasons. First, DNNs outperform most of other ML models in high dimensions i.e. $n_i, n_o \gg 1$ which is often true in computational physics.
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We apply our method to the resolution of the Bateman equations, which is an ODE system:

\[ f(X + \epsilon) = \sum_{0 \leq |k| \leq n} e^k \frac{\partial^k f(X)}{k!} + O(\epsilon^n). \]  

Quantity \( f(X + \epsilon) - f(X) \) derived using (1) gives an indication of how much \( f \) changes around \( X \). By neglecting the orders above \( \epsilon^n \), it is then possible to find the regions of interest by focusing on \( D^n_\epsilon \), given by (2). Notice that \( D^n_\epsilon \) is evaluated using \( \|\partial^k f(X)\| \) instead of \( \partial^k f(X) \) for derivatives not to cancel each other. The next steps are to evaluate and sample from \( D^n_\epsilon \).

**Evaluating \( D^n_\epsilon(x) \)** - (2) involves the computation of derivatives of \( f \). Usually in supervised learning, only \( \{f(X_1),...,f(X_N)\} \) are provided and the derivatives of \( f \) are unknown. However, here the dataset is drawn from a numerical simulation software. It is therefore possible either to use finite difference to approximate the derivatives, or to compute them exactly using automatic differentiation if we have access to the implementation. In any case, \( \{\partial^k f(X_1),...,\partial^k f(X_N)\} \), and then \( \{D^n_\epsilon(X_1),...,D^n_\epsilon(X_N)\} \) can be computed along with \( \{f(X_1),...,f(X_N)\} \).

**Sampling procedure** - According to the previous assumption, we want to sample more where \( D^n_\epsilon \) is higher. To this end, we can build a probability density function (pdf) from \( D^n_\epsilon \), which is possible since \( D^n_\epsilon \geq 0 \). It remains to normalize it but in practice it is enough considering a distribution \( d \propto D^n_\epsilon \). Here, to approximate \( d \) we use a Gaussian Mixture Model (GMM) with pdf \( d_{\text{GMM}} \) that fits to \( \{D^n_\epsilon(X_1),...,D^n_\epsilon(X_N)\} \) using the Expectation-Maximization (EM) algorithm. \( N' \) new data points \( \{X'_1,\ldots,X'_{N'}\} \), can be sampled, with \( X \sim d_{\text{GMM}} \). Finally, using the simulation software, we obtain \( \{f(X'_1),\ldots,f(X'_{N'})\} \), add it to \( \{f(X_1),\ldots,f(X_N)\} \) and train our DNN on the whole dataset.

**Methodology recapitulation** - Our methodology, which we call Taylor Based Sampling (TBS) is recapitulated in Algorithm 1. **Line 1:** The choices of \( \epsilon \), the number of Gaussian distribution \( n_{\text{GMM}} \) and \( N' \) are not mandatory at this stage. Indeed, they are not a prerequisite to the computation of \( \partial^k f(x) \), which is the computationally costly part of evaluating \( D^n_\epsilon \). It allows to choose parameters \( \epsilon \) and \( n_{\text{GMM}} \) a posteriori. In this work, our choice criterion is to avoid sparsity of \( \{X_1,\ldots,X_{N'}\} \) over \( S \). We use the Python package scikit-learn [12], and more specifically the GaussianMixture class. **Line 2:** Usually in physical simulations, the input subspace \( S \) is bounded. Without a priori informations on \( f \), we sample the first points uniformly in a subspace \( S \). **Line 3-4:** To compute the derivatives of \( f \) and because we have access to its implementation, we use the python package jax [9], which allows automatic differentiation of numpys code. **Line 13:** Because the support of a GMM is not bounded, some points can be sampled outside \( S \). We recommend to discard these points and sample until all points are inside \( S \). This rejection method is equivalent to sampling points from a truncated GMM.

### 3 Application to an ODE system

We apply our method to the resolution of the Bateman equations, which is an ODE system:

\[
\begin{align*}
\partial_t u(t) &= v\sigma_a \cdot \eta(t)u(t), \\
\partial_t \eta(t) &= v\Sigma_r \cdot \eta(t)u(t),
\end{align*}
\]

with \( u \in \mathbb{R}^+, \eta \in (\mathbb{R}^+)^M, \sigma^T_a \in \mathbb{R}^M, \Sigma_r \in \mathbb{R}^{M \times M} \). Here, \( f : (u_0, \eta_0, t) \rightarrow (u(t), \eta(t)) \).

For physical applications, \( M \) ranges from tens to thousands. We consider the particular case \( M = 1 \) so that \( f : \mathbb{R}^+ \rightarrow \mathbb{R}^2 \), with \( f(u_0, \eta_0, t) = (u(t), \eta(t)) \). The advantage of \( M = 1 \) is that we have access to an analytic, cheap to compute solution for \( f \). It allows to conduct extensive analyses for the design of our methodology. Of course, this particular case can also be solved using a classical ODE solver, which allows us to test it end to end. It can thus be generalized to higher dimensions (\( M > 1 \)).

All DNN trainings have been performed in Python, with TensorFlow [1]. We used a fully connected DNN with hyperparameters chosen using a simple grid search. The final values are: 2 hidden layers,
Algorithm: Taylor Based Sampling (TBS)

1. **Require:** $\epsilon, N, N', n_{GMM}, n$
2. Sample \{X_1, ..., X_N\}, with $X \sim U(S)$
3. for $0 \leq k \leq n$ do  
   \hspace{1cm} Note that order $k = 0$ builds \{f(X_1), ..., f(X_N)\}
4. Compute $\{\partial^k f(X_1), ..., \partial^k f(X_N)\}$ using the simulation software.
5. Compute $\{D^k(X_1), ..., D^k(X_N)\}$ using (2)
6. Approximate $d \sim D_\epsilon$ with a GMM using EM algorithm to obtain a density $d_{GMM}$
7. $i \leftarrow 1$
8. while $i \leq N'$ do  
   \hspace{1cm} Rejection method to prevent EM to sample outside $S$
9. Sample $\bar{X}_i \sim d_{GMM}$
10. if $\bar{X}_i \notin S$ then  
    \hspace{1cm} discard $\bar{X}_i$
11. else  
    \hspace{1.5cm} $i \leftarrow i + 1$
12. Compute $\{f(\bar{X}_1), ..., f(\bar{X}_{N'})\}$
13. Add $\{f(\bar{X}_1), ..., f(\bar{X}_{N'})\}$ to $\{f(X_1), ..., f(X_N)\}$

"ReLU" activation function, and 32 units for each layer, trained with the Mean Squared Error (MSE) loss function using Adam optimization algorithm with a batch size of 50000, for 40000 epochs and on $N + N' = 50000$ points, with $N = N'$. We first trained the model for $(u(t), \eta(t)) \in \mathbb{R}$, with an uniform sampling, that we call basic sampling (BS) ($N' = 0$), and then with TBS for several values of $n, n_{GMM}$ and $\epsilon = \epsilon(1, 1, 1)$, to be able to find good values. We finally select $\epsilon = 5 \times 10^{-4}, n = 2$ and $n_{GMM} = 10$. The data points used in this case have been sampled with an explicit Euler scheme. This experiment has been repeated 50 times to ensure statistical significance of the results.

### 4 Results and discussion

Table 1 summarizes the MSE, i.e. the $L_2$ norm of the error of $f_\theta$ and $L_\infty$ norm, with $L_\infty(\theta) = \max_{X \in S} |f(X) - f_\theta(X)|$ obtained at the end of the training phase. This last metric is important because the goal in computational physics is not only to be averagely accurate, which is measured with MSE, but to be accurate over the whole input space $S$. Those norms are estimated using a same test data set of $N_{test} = 50000$ points. The values are the means of the 50 independent experiments displayed with a 95% confidence interval. These results reflect an error reduction of 6.6% for $L_2$ and of 45.3% for $L_\infty$, which means that TBS mostly improves the $L_\infty$ error of $f_\theta$. Moreover, the $L_\infty$ error confidence intervals do not intersect so the gain is statistically significant for this norm.

| Sampling | $L_2$ error ($\times 10^{-4}$) | $L_\infty$ ($\times 10^{-1}$) | AEG($\times 10^{-2}$) | AEL($\times 10^{-2}$) |
|----------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| BS       | 1.22 ± 0.13                 | 5.28 ± 0.47                 | -                           | -                           |
| TBS      | **1.14 ± 0.15**             | **2.96 ± 0.37**             | **2.51 ± 0.07**             | **0.42 ± 0.008**             |

**Figure 1a** shows how the DNN can perform for an average prediction. **Figure 1b** illustrates the benefits of TBS relative to BS on the $L_\infty$ error (Figure 2b). These 2 figures confirm the previous observation about the gain in $L_\infty$ error. Finally, **Figure 2a** displays $u_0, \eta_0 \rightarrow \max_{0 \leq t \leq 10} D^u_\theta(u_0, \eta_0, t)$ w.r.t. $(u_0, \eta_0)$ and shows that $D^u_\theta$ increases when $U_0 \rightarrow 0$. TBS hence focuses on this region. Note that for the readability of these plots, the values are capped to 0.10. Otherwise only few points with high $D^u_\theta$ are visible. **Figure 2b** displays $u_0, \eta_0 \rightarrow \max_{0 \leq t \leq 10} \|f(u_0, \eta_0, t) - f_\theta(u_0, \eta_0, t)\|^2$ where $\theta_{BS}$ and $\theta_{TBS}$ denote the parameters obtained after a training with BS and TBS, respectively. It can be interpreted as the error reduction achieved with TBS. The highest error reduction occurs in the expected region. Indeed more points are sampled where $D^u_\theta$ is higher. The error is slightly increased in the rest of $S$, which could be explained by a sparser sampling on this region. However, as summarized in Table 1, the average error loss (AEL) of TBS is around six times lower than the the average error gain (AEG), with $AEG = \mathbb{E}_{u_0, \eta_0} (Z_k Z > 0)$
and \( AEL = \mathbb{E}_{u_0, \eta_0} (Z < 0) \) where \( Z(u_0, \eta_0) = g_{BS}(u_0, \eta_0) - g_{TBS}(u_0, \eta_0) \). In practice, AEG and AEL are estimated using uniform grid integration, and averaged on the 50 experiments.

\[ 1a: \ t \to f_\theta(u_0, \eta_0, t) \text{ for randomly chosen } (u_0, \eta_0), \text{ for } f_\theta \text{ obtained with the two samplings.} \]

\[ 1b: \ t \to f_\theta(u_0, \eta_0, t) \text{ for } (u_0, \eta_0) \text{ resulting in the highest point-wise error with the two samplings.} \]

\[ 2a: \ u_0, \eta_0 \to \max_{0 \leq t \leq 10} D^2_\epsilon(u_0, \eta_0, t) \text{ w.r.t. } (u_0, \eta_0). \]

\[ 2b: \ u_0, \eta_0 \to g_{BS}(u_0, \eta_0) - g_{TBS}(u_0, \eta_0), \]

Results are promising for this case of the Bateman equations (\( M = 1 \)). We selected a simple numerical simulation to efficiently test the initial assumption and elaborate our methodology. Its application to more expensive physical simulations is the next step of this work. By then, several problems have to be tackled. First, TBS does not scale well to higher dimensions, because it involves the computations of \( |\partial^k f(x)| \), i.e. \( n_o \times n_{o+1} \) derivatives for each \( D^2_\epsilon \). This issue is less important when using automatic differentiation than finite difference, and we can compute the derivatives for only few points (i.e. chose \( N < N' \)) to ease it, but we will investigate on how to traduce the initial assumption for high dimensions. Moreover, the exploration of the input space is more difficult in this case, because the initial sampling is more sparse for a same \( N \) when \( n_i \) increases. In this work, \( \epsilon, N', n \) have only been empirically chosen, and we arbitrarily selected a GMM to approximate \( d \). These choices have to be questioned in order to improve the methodology. Finally, this paper focused on accuracy rather than performance, whereas performance is the goal of using a surrogate in place of a simulation code. Extending TBS to higher dimensions will allow to investigate this aspect. Beside, DNN may not be the best ML model in every situation, in terms of performances, but the advantage of TBS is that it can be applied to any ML model.

## 5 Conclusion

We described a new approach to sample training data based on a Taylor approximation in the context of ML for approximation of physical simulation codes. Though non specific to Deep Learning, we applied this method to the approximation of the solution of a physical ODE system by a Deep Neural Network and increased its accuracy for a same model architecture.

In addition to the leads mentioned above, the idea to use the derivatives of numerical simulations to better train ML models should be explored. This idea has already been investigated in other fields such as gradient-enhanced kriging [7] or Hermite interpolation [14] and could lead to ML approaches based on higher orders. An example of application could be to include the derivatives as new training points and making a DNN learn these derivatives.
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