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Abstract—Recovering 3D geometry of underwater scenes is challenging because of the non-linear refraction of light at the water-air interface, which is caused by the camera housing. We present a light field-based approach that leverages properties of angular samples for high-quality underwater 3D reconstruction from a single viewpoint. Specifically, we re-sample the light field image to angular patches. As underwater scenes exhibit weak view-dependent specularity, an angular patch tends to have uniform intensity when sampled at the correct depth. We thus impose this angular uniformity as a constraint for depth estimation. For efficient angular re-sampling, we design a fast approximation algorithm based on multivariate polynomial regression to approximate nonlinear refraction paths. We further develop a light field calibration algorithm that estimates the water-air interface geometry along with the camera parameters. Comprehensive experiments on synthetic and real data show our method produces state-of-the-art reconstruction of static and dynamic underwater scenes.

Index Terms—Light field imaging, underwater 3D reconstruction, underwater camera calibration.

I. INTRODUCTION

3D RECONSTRUCTION of underwater scenes is of great interest and importance to many underwater exploration tasks, for example, robotic navigation [1], [2], seafloor mapping [3], [4], and archaeological site preservation [5], [6], [7]. Affected by water as a participating medium, underwater 3D reconstruction faces challenges posed by scattering, absorption, and refraction. Nevertheless, the underwater environment also results in unique surface reflectance property that is beneficial to 3D reconstruction.

In this article, we present a light field-based approach for high-quality underwater 3D reconstruction from a single viewpoint (see Fig. 1). We use a refractive ray model to tackle the challenge posed by refraction. We consider the imaging setting that the camera is completely submerged in water by placing inside a watertight housing. The refraction thus happens on water-air interface at the lens port. We model non-linear light paths with one-time refraction for accurate depth estimation. Although there exist many solutions that adapt multi-view stereo or structure-from-motion with refractive geometry [8], [9], [10], [11], our method differs in exploiting the property of angular ray samples. Besides, by using a light field camera, our method has the advantage of being a single-view solution for 3D reconstruction.

Light field camera captures both spatial and angular information of light rays in one shot. This capacity is achieved by inserting a microlens array in between the imaging sensor and the main lens [12].
that come from a scene point. Given scene point depths, we can re-sample light field images to angular patches, which are groups of rays that come from the same scene point. Note that the angular patches that we use here are not microlens images, which in contrast collect angular samples from the same microlens. The similar angular sampling scheme is first proposed by Yu and McMillan [13] as surface light field. Because of refraction, it is non-trivial to re-sample these angular patches for underwater scenes. Even with closed-form ray tracing solutions, the computational cost is still very high because non-linear rays need to be traced for all sensor pixels at every depth candidate. We therefore design a fast approximation algorithm for efficient angular re-sampling. Specifically, we use a multivariate polynomial function to approximate the closed-form solution, which eliminates the need for per-pixel non-linear ray tracing.

The angular patches provide useful constraint for depth estimation. The key observation is that most objects exhibit much weaker view-dependent specular reflection in water than in air (see Fig. 5). Therefore, the angular patches should have uniform intensity when sampled at the correct depth. We call this property angular uniformity. With this constraint, we can estimate depth by minimizing the variance of angular patches. Although this weak-specular phenomenon of underwater reflectance is also described in several other literatures [14], [15], [16], its physical cause has not been rigorously examined. Here we provide an explanation for this phenomenon from the perspective of medium’s refractive index, by applying Fresnel equations.

As we assume known camera parameters for angular patch re-sampling, we also develop a light field camera calibration algorithm that jointly estimates the camera intrinsics, extrinsics, and parameters relevant to the water-air interface (i.e., the interface geometry and the refractive index of water). For validation, we perform extensive synthetic and real experiments. We also compare our method against off-the-self 3D scanners as well as state-of-the-art light field-based depth estimation algorithms. Results on static and dynamic scenes demonstrate that our method is highly accurate and robust for a variety of scenes. Our major contributions are summarized as follows:

- We develop a light field camera calibration algorithm that jointly estimates the camera parameters and the interface parameters.
- We propose the angular uniformity constraint for light field depth estimation based on the “non-specular” property of underwater scenes.
- We develop a fast approximation algorithm for efficient angular patch retrieval.

II. RELATED WORK

A. Underwater 3D Reconstruction

The problem of underwater 3D reconstruction has attracted much attention in the past decades. Many classical 3D reconstruction algorithms, including multi-view stereo [8], [10], [17], [18], structure-from-motion (SfM) [9], [11], [19], [20], structured light scanning [21], [22], [23], and photometric stereo [24], [25], [26] are adapted to the underwater setting either by considering the refractive geometry, or by compensating the absorption and scattering effect in the water. Notably, Chari and Sturm [18] derive the multi-view geometry in refractive medium based on curved epipolar lines. Chadbeq et al. [9], [10] use multiple refractive planes to model relative camera motions, and solve SfM with refraction. Narasimhan et al. [22] take the scattering effect into account, and refine the structured light and photometric stereo methods for underwater scenes. Tsionsios et al. [24] compensate the backscattering of point light sources in order to perform photometric stereo in murky water. Asano et al. [27], [28] leverage different absorption rate of near-infrared light for underwater depth estimation. The method is further extended as a one-shot solution for recovering dynamic scenes [29] and non-rigid scenes [30]. Several methods jointly recover the 3D of the water surface and the underwater scene with defocus cue [31], multi-view cue [32], and differentiable re-sampling [33].

As camera calibration is essential to 3D reconstruction, we also briefly review calibration methods developed for underwater settings. Lavest et al. [34] derive compensated lens models when using a camera underwater, and find that the magnifying effect of water refraction is equivalent to scaling the in-air focal length with the fluid’s refractive index. Treibitz et al. [35], [36] solve a simplified underwater calibration problem with a frontal-parallel refraction plane and known refractive index. Agrawal et al. [37] consider the problem of multiple refraction planes, and model underwater cameras with axial camera models. Haner et al. [38] study the extrinsic calibration in the presence of a single refraction. Chen and Yang [39] calibrate a stereo system in the presence of a thick flat refraction plane.

B. Light Field-Based Methods

Light field images record 4D spatial and angular samples of a scene. To capture a light field, one can either use a camera array [40], [41], or a compact light field camera with microlenses array [12], [42]. Due to the multi-view nature, light field images are widely used for image synthesis and 3D reconstruction applications, including post-defocusing [43], [44], [45], novel view synthesis [46], [47], [48], and depth reconstruction [49], [50], [51]. A comprehensive evaluation of light field-based depth estimation methods can be found in [52]. Many algorithms are developed for light field camera calibration by using different types of image features [53], [54], [55], [56].

Light field-based methods have been developed for underwater applications. Some tackle the problems of low visibility and color distortions caused by scattering and absorption via jointly recovering clear underwater image and scene depth [57], [58], [59]. Skinner and Johnson-Roberson [60] develop a fast underwater 3D reconstruction solution using a light field camera. However, this method only accounts for the absorption of light in water without compensating for refraction. Ichimaru and Kawasaki [61] synthesize refraction-free images from light field and use them for stereo-based 3D reconstruction.

Our method uses a compact light field camera as imaging device and adopts refractive ray model for underwater 3D reconstruction. Different from existing methods, we exploit the angular uniformity of underwater scenes for depth estimation.
III. PROPOSED METHOD

Here we present our light field-based method for underwater 3D reconstruction. We consider the one-time refraction on the water-air interface. We first introduce our calibration method under this setting (Section III-A). We then describe our re-sampling scheme for forming the angular patches (Section III-B). Lastly, we present our depth estimation algorithm (Section III-C).

A. Light Field Camera Calibration

Our calibration algorithm aims at jointly estimating the interface parameters, which include the interface geometry and the refractive index of water, along with the camera parameters (including both intrinsics and extrinsics).

We consider the setting as shown in Fig. 2. The intrinsic parameters are used to map a pixel on the image plane to a ray that exits the light field camera. We represent a ray with a point on the ray and its direction. Assuming the main lens plane as \( z = 0 \), a ray exiting the camera can be represented by its main lens intersection point \( P_a = (u, v, 0)^\top \), and direction \( d_a = (\sigma, \tau, 1)^\top \). A sub-aperture image pixel can be represented as a 4D coordinate \((s, t, i, j)^\top\), where \((s, t)\) is the sub-aperture image index, and \((i, j)\) is the pixel index within a sub-aperture image. Dansereau et al. [53] derive that the mapping between an image pixel and its exiting ray under the homogeneous coordinate can be expressed as a \(5 \times 5\) matrix \( H\) with 12 non-zero elements:

\[
\begin{bmatrix}
u \\ s \\ t \\ i \\ j \\ w \end{bmatrix} = 
\begin{bmatrix}
H_1 & 0 & H_2 & 0 & H_3 \\
0 & H_4 & 0 & H_5 & H_6 \\
H_7 & 0 & H_8 & 0 & H_9 \\
0 & H_{10} & 0 & H_{11} & H_{12} \\
1 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
u \\ s \\ t \\ i \\ j \end{bmatrix}.
\]

We further use the sixth-order polynomial distortion model [62] to compensate for lens distortions. We refer the non-zero elements in \(H\): \(\{H_1, \ldots, H_{12}\}\) and the distortion parameters \(\{k_1, k_2, k_3, b_1, b_2\}\) as the intrinsic parameters of a light field camera.

The in-air camera ray \(r_a : P_a + \lambda d_a\) (where \(\lambda\) is the ray propagation factor) is refracted at the water-air interface. We then derive the origin and direction of the refracted ray. Assuming planar water-air interface, we have: \(Ax + By + Cz + D = 0\), where \(A, B, C, D\) are coefficients of the plane equation. The point \(P_w\) where the camera ray enters the water is determined by \(\lambda_w\):

\[
\lambda_w = -\frac{Au + Bv + D}{As + Br + C}.
\]

We use \(P_w = P_a + \lambda_w d_a\) as the origin of the refracted ray. By applying the Snell’s law, the direction of the refracted ray can be calculated as:

\[
d_w = \frac{1}{n}(d_a - (\alpha + \sqrt{n^2 - (1 - \alpha^2)\alpha})n),
\]

where \(d_a\) is the camera ray’s direction; \(n = (A, B, C)^\top/\sqrt{A^2 + B^2 + C^2}\) is the normal of water-air interface; \(\alpha = n \cdot d_a\); and \(n\) is the refractive index of water (we assume the refractive index of air is 1). The refracted ray (or underwater ray) is then written as \(r_w = P_w + \lambda d_w\).

We define the plane parameters \(\{A, B, C, D\}\) and the refractive index of water \(n\) as the interface parameters as they determine the refractive medium.

We perform calibration with in-water checkerboard patterns. We use the extrinsic parameters: \(\{R | T\}\) (where \(R \in \mathbb{R}^{3 \times 3}\) is rotation matrix and \(T \in \mathbb{R}^{3 \times 1}\) is translation vector) to transform a point \(P_m\) on the checkerboard to the camera coordinate: \(P = RP_m + T\). As \(P\) should lie on the underwater ray \(r_w\), we minimize the point-to-ray distance between \(P\) and \(r_w\) to solve the calibration parameters altogether (i.e., intrinsics, interface, and extrinsics).

We consider the point-to-ray distance in two cases that are shown in Fig. 3. We first determine \(P\) at which side of the interface plane. We compare the vector \(l = P - P_w\) with the plane normal \(n\). If \(l\) and \(n\) have opposite directions, \(P\) is on the water side; if they have the same direction, \(P\) is on the air side. Then, if \(P\) is on the water side (as it should be), we directly use its perpendicular distance from \(P\) to \(r_w\). If \(P\) is on the air side (which must be caused by incorrect parameter estimation), we use the length of \(l\) as its distance to \(r_w\). In this way, we penalize the estimations that cause \(P\) to be on the wrong side of the interface plane. The point-to-ray distance \(\varepsilon(P, r_w)\) is therefore...
computed as:

$$
\varepsilon(P, r_w) = \begin{cases} 
|1 - (1 \cdot d_w) d_w|, & 1 \cdot n \leq 0, \\
|1|, & 1 \cdot n > 0.
\end{cases}
$$

(4)

Suppose there are $M$ feature points on the checkerboard, and we use $N$ different pattern poses. We minimize the following objective function to solve for the calibration parameters:

$$
\arg\min_{I, F, \mathcal{E}} \sum_{i=1}^{N} \sum_{j=1}^{M} \varepsilon(RP_m + T, r_w),
$$

(5)

where $I = \{H_{1,\ldots,12}|k_{1,2,3}, b_{1,2}\}$ are intrinsic parameters; $F = \{A, B, C, D|a\}$ are interface parameters; and $E = \{R_{1,\ldots,N}|T_{1,\ldots,N}\}$ are extrinsic parameters. We use Levenberg-Marquardt algorithm to solve this optimization.

B. Angular Patch Re-Sampling

With the calibration parameters, we can re-sample the sub-aperture images to a bunch of angular patches, where each patch is a collection of rays that come from the same scene point. Fig. 4(a) shows an example of angular patch. We formulate angular patches with respect to the center view image. The patch is formed by tracing rays back to each sub-aperture image given a scene depth $d$. Let $\mathcal{A}(d)$ be an angular patch re-sampled at center view pixel $p$ from a scene point $P$ at depth $d$, and $\mathcal{H}^p: (s, t, d) \mapsto (i, j)$ be the mapping from a scene point at depth $d$ to its projected pixel location $(i, j)$ in sub-aperture image $(s, t)$. We can use $\mathcal{H}^p$ to locate pixels in sub-aperture images that form $\mathcal{A}(d)$.

Due to refraction, the calculation of $\mathcal{H}$ is non-trivial. We first show that a closed-form solution can be derived by applying Snell’s law. However, the closed-form solution is a complex equation that needs to be solved at all pixels for all depth labels, which is computationally expensive. We then design an approximation method based on multivariate polynomial regression.

We first derive the closed-form solution to this ray tracing problem. As shown in Fig. 4(b), given a pixel $p$ in the center view, we can trace out an underwater ray from its center of projection (CoP) $P_c$. Given depth $d$, we can sample a scene point $P$ along this ray. Let $P_a$ be the CoP of another sub-aperture image. $P_r$ and $P_a$ are the projected points of $P$ on the water-air interface. $r_a$ and $r_w$ are the refracted ray segments that project $P$ to the sub-aperture image at $P_a$. $P_a$ is the intersection point where refraction happens. To obtain the projected pixel $(i, j)$ of $P$, we need to solve for $P_a$.

To simplify notations, we denote $\gamma = ||P_a - P_w||$ and $\kappa = ||P' - P'_a||$. By applying the Snell’s law, we have

$$
\gamma^2((\kappa - \gamma)^2 + ||P' - P||^2) - n^2(\kappa - \gamma)^2(\gamma^2 + ||P'_a - P_a||^2) = 0.
$$

(6)

Given $P$ and $P_a$, (6) is a univariate fourth-order equation of $\gamma$ and has up to four real solutions. The solutions can be computed via closed-form formulas [63]. As shown in [64], only one solution is valid. With $\gamma$, we have $P_w = P'_a + \gamma(P' - P'_a)$. With $r_a = P_w - P_a$, we can locate the projected pixel $(i, j)$ with intrinsic parameters.

1) Complexity Analysis: In our approximation method, we establish a mapping between $(s, t, d)$ and $\gamma$ without solving (6) for all sub-aperture views and depth candidates. Given a pixel $p$ in the center view, we denote such mapping as $\mathcal{G}^p: (s, t, d) \mapsto \gamma$. As a microrels-based light field camera has a small baseline, $\mathcal{G}^p$ is smooth at most combinations of $(s, t, d)$ under our setup and hence we use a multivariate cubic polynomial function to approximate $\mathcal{G}^p$.

At each center view pixel $p$, we compute 64 uniform samples of $\gamma$ with respect to $(s, t, d)$ in a $4 \times 4 \times 4$ grid. With these pairs of $(s, t, d)$ and $a$, we solve the polynomial coefficients of $\mathcal{G}^p$ via least squares regression. The resulting $\mathcal{G}^p$ is then used to calculate $\gamma$ at each $(s, t)$ and depth candidate $d$. Compared with the closed-form solution, our approximation method is able to achieve $10 \times$ speedup.

We test on a light field with spatial resolution $625 \times 434$ and angular resolution $11 \times 11$, and 100 depth candidates per pixel. When implemented with Matlab without GPU acceleration, the closed-form solution takes over 20mins to compute all angular patches, as fourth-order equation needs to be solved for $625 \times 434 \times 11 \times 11 \times 100$ times. In contrast, our approximation method only takes 2mins to re-sample all the patches. The average error of $\gamma$ computed with our approximation method is 0.01 mm.

2) Uniformity of Angular Patch: We find that the angular patches tend to have uniform intensity for underwater scenes. This is because underwater surface reflectance has weak view-dependent specular reflection. We show a comparison between the underwater and in-air reflectance of the same object in Fig. 5. By applying the Fresnel equations, we show that this phenomenon is due to the low gradient of refractive index between water and common materials in real-world objects (e.g., plastic, ceramic, etc.).

The Fresnel equations give us the reflection rate of light when incident on the interface between two media:

$$
\eta = \frac{1}{2} \left( \frac{\left| n_1 k_1 - n_2 k_2 \right|^2}{n_1 k_1 + n_2 k_2} + \frac{\left| n_1 k_2 - n_2 k_1 \right|^2}{n_1 k_2 + n_2 k_1} \right),
$$

(7)

where $n_1$ and $n_2$ are the media’s refractive indices (light travels from $n_1$ to $n_2$); $\theta_i$ is the incident angle; $k_1 = \cos \theta_i$; and $k_2 = \cos \sqrt{1 - (n_2 - n_2 \sin \theta_i)/n_2}$. 
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This equation shows that when the two media have similar refractive indices (i.e., \( n_1 \approx n_2 \)), the \( \eta \) value is likely to be small, which indicates that light will be mostly transmitted (which causes diffuse reflection), instead of being directly reflected (which causes specular reflection). As water is a dense medium, its refractive index (i.e., 1.33) is closer to common materials (e.g., plastics \( 1.3 \sim 1.7 \), porcelain \( \sim 1.5 \)) than air. These objects thus exhibit much weaker specular reflection in water than in air. This phenomenon has exception for metal surfaces, whose refractive indices are complex numbers. Direct reflection therefore still largely exists on metal surfaces.

This weak specular phenomenon results in the uniformity of angular patches that is useful for depth estimation.

C. Depth Estimation

The scene depth is estimated by solving an optimization with two constraints: 1) uniformity of angular patches, and 2) color and gradient consistency along curved epipolar lines. Note that the two constraints appear to be the same when the true depths are known, but the costs are computed in different ways. Given an angular patch, color consistency computes the summed absolute difference between the sub-aperture view pixels and the center view pixel, whereas angular uniformity computes the variance within the angular patch. The two constraints are thus complementary.

1) Angular Uniformity Constraint: In Section III-B, we show that the angular patches have uniform intensity when sampled at the correct depth because of the weak specular phenomenon. Angular ray samples traced from the wrong depth might have different colors as they in fact come from different scene points. Therefore, we use the color variance of angular patches, which is computed by summing up all pixel’s intensity difference from the mean, as a constraint for depth estimation. We plot the variances of an angular patch with respect to the depth in Fig. 6. We can see that the variance is lowest when sampled at the true depth. Wrong depth values result in the non-uniform angular patch and thus large variance. We also compare the curve computed with our approximation algorithm against the closed-form solution. We can see the two curves are close, which indicates that our approximation algorithm is valid. The cost function of the angular uniformity constraint is written as:

\[
E_{\text{angular}}(p, d) = \frac{1}{ST - 1} \sum_{s=1}^{T} \sum_{t=1}^{S} |\mu_{s,t} - \mu|^2,
\]  

where \( \mu(d) \) is the angular patch for a pixel \( p \) in the center view, sampled at depth \( d \); \( s, t \) is sub-aperture image index; \( (S, T) \) is the angular resolution; and \( \mu \) is the mean of \( \mu(d) \).

2) Color and Gradient Consistency: We also adopt the color and gradient consistency along epipolar lines as constraints for depth estimation. These two constraints measure the photo-consistency of a scene point among sub-aperture views—the same scene point should have a similar color in all sub-aperture views. They are commonly used in multi-view depth estimation. For underwater scenes, the epipolar lines are curved due to refraction [18]. The epipolar curves in sub-aperture images can be formed with the angular rays. We compare the color and color gradient of pixels along the epipolar curves with the corresponding center view pixel. Let \( f_{s,t}^p \) be the epipolar curve for center view pixel \( p \) in sub-aperture image \( (s,t) \). Our cost functions are written as:

\[
E_{\text{color}}(p, d) = \sum_{t=1}^{T} \sum_{s=1}^{S} |I(p) - I_{s,t}(f_{s,t}^p(d))|,
\]

\[
E_{\text{grad}}(p, d) = \sum_{t=1}^{T} \sum_{s=1}^{S} |G(p) - G_{s,t}(f_{s,t}^p(d))|,
\]

where \( I \) is intensity image (\( I_x \) refers to the center view); \( G \) is the combined gradient of intensity image \( I \) (i.e., \( G = \partial I/\partial x + \partial I/\partial y \)).

3) Optimization: Our final objective function combines (8), (9), and (10) and an additional smoothness term:

\[
\arg\min_d \sum_p \left( \beta_1 E_{\text{color}} + \beta_2 E_{\text{grad}} + \beta_3 E_{\text{angular}} + \beta_4 E_{\text{smooth}} \right)
\]

where \( \beta_1, \ldots, \beta_4 \) are weights for balancing the four terms (values of these parameters are given in the experiment section); \( E_{\text{smooth}} = \sum_{p_c} ||d(p) - d(p_c)|| \) is the smoothness term that enforces depth smoothness, where \( p_c \) is the set of neighboring pixels around \( p \). The optimization is solved with multi-label
We place an $\beta \times \{0, \ldots, 312.5\}$ checkerboard (in-
verse camera, we set the intrinsic parameters as follows: focal length $f = 719.92$ mm and principal point $c = 312.5$ pixel. We set the center of projection of the center view camera.

During calibration, we initialize the intrinsics and extrinsics using the air-based calibration method [53] and initialize the interface parameters as $F = \{0, 0, -1, 0.1|1.6\}$. For depth estimation, we set the hyperparameters as $\beta_1 = 0.3$, $\beta_2 = 0.3$, $\beta_3 = 0.4$ and $\beta_4 = 0.001$ in our experiments. The neighborhood size of the smoothness term is set as 3.

### A. Synthetic Experiments

We simulate light field images of underwater scenes through ray tracing. Our light field images have $11 \times 11$ sub-aperture images with resolution $625 \times 434$. The equivalent baseline is $b = 0.4$ mm. We set the center of projection of the center view image as the original of the camera coordinate. For each perspective camera, we set the intrinsic parameters as follows: focal length $f = 550$ pixel and principal point $c_x = 312.5$ pixel, $c_y = 217$ pixel. The original point $O$ is the CoP(Center of Projection) of the center view camera.

We set the refractive index of air to 1. We use three sets of interface parameters with different plane orientations and refractive indices of water: $F_1 = \{0, 0, -1, 0.1|1.33\}$, $F_2 = \{0, 0, -1, 0.1|1.45\}$, and $F_3 = \{0.1476, 0.0984, 1.33\}$. $F_1$ and $F_2$ use frontal-parallel interface planes, but different refractive indices of water. $F_3$ uses an oblique interface plane.

1) Underwater Calibration: We place a $6 \times 7$ checkerboard at the waterside. We randomly pick rotation and translation matrices to generate different pattern poses. The running time of our calibration algorithm is around 15 mins with 20 pattern poses.

We compare our intrinsic calibration with three state-of-the-art methods: 1) SV [66]: a classical calibration method for conventional camera at a single viewpoint; 2) TB [53]: the calibration algorithm from the Light Field Toolbox for Matlab; and 3) MPC [56]: a recent light field camera calibration method that uses a multi-projection-center model to reduce the parameter space. All these methods are designed for in-air calibration without considering the refraction of light. We use the center view image as input to the single view method (SV).

Table I shows the intrinsic calibration results in comparison with the ground truth under the interface settings. We can see that the estimated baselines are less affected by the refraction. The estimated focal lengths from all air-based methods are closer to the ground truth values multiplied by the refractive index (1.333). In contrast, our method separates the refraction and is able to estimate more accurate intrinsic parameters.

As our method also calibrates the interface parameters $F$ (including the interface plane parameters and the refractive index of water), we show our calibration results under the three interface settings in comparison with the ground truths in Table II. We can see that our estimations are accurate. Our method is robust under various interface orientations and refractive indices.

Finally, we evaluate our extrinsic parameter calibration. Here we also compare with two other methods that assume known intrinsics: 1) SVA: the classical calibration method [66] that uses the ground truth intrinsic parameters in air; and 2) MR [37]: the multi-refractive layer underwater calibration method that uses the ground truth intrinsic and interface parameters. For each method, we evaluate the estimated rotation and translation with respect to different numbers of pattern poses. The extrinsic parameter estimation errors under the interface settings are in Fig. 7.

In addition, we show visualization of our extrinsic calibration results in comparison the state-of-the-arts (SV [66], TB [53],...
Fig. 7. Errors of estimated extrinsic parameters under three interface settings. Each column shows results under one interface.

Fig. 8. Visualization of extrinsic parameters under different interface parameters.

Fig. 9. Analysis on the influence of interface thickness on refractive light paths. (a) An illustration of the light path when interface thickness is considered. (b) Euclidean reprojection error for not taking interface thickness into account under various incident angles, object distance and interface thickness.

MPC [56], SVA [66], and MR [37]), and the ground truth under all three interface settings ($F_1$, $F_2$, and $F_3$). Specifically, we plot all checkerboard poses (the green ones are the ground truth poses, and the red ones are the poses estimated by each method), and the water-air interface (shown in blue). Results for $F_1$, $F_2$, and $F_3$ are shown in Fig. 8. We can see that our estimated poses are highly close to ground truth ones.

2) Interface Thickness: We analyze the influence of interface thickness on refractive light paths. Specifically, we evaluate the Euclidean reprojection difference of 3D points between considering interface thickness vs. without considering. Fig. 9(a) illustrates the case when interface thickness is considered, in which there are two refraction along the light path. Fig. 9(b) shows the reprojection error for not taking interface thickness into account.
under various incident angles, object distance and interface thickness. Here we use $f_3 = \{0.1476, 0.0984, -0.9841, 0.1\}$ as interface parameters and set the refractive indices of air, water and interface as 1.0, 1.333 and 1.52 (a typical value for glass) respectively. For camera intrinsics, we use $f_x = f_y = 550$ pixel, $c_x = 312.5$ pixel and $c_y = 217$ pixel. It can be seen that the reprojection error is higher for larger incident angle/interface thickness and lower distance. However, for 2 mm and 5 mm thickness, the reprojection error is consistently smaller than 1 pixel, and the average value is even smaller (0.127 and 0.318 pixel respectively). For 10 mm thickness, although the maximum reprojection error exceeds 1 pixel, the average value is only 0.636 pixel, revealing that the reprojection error is still generally small. As a reference of interface thickness, it is usually $2 \sim 8$ mm for underwater camera housing. Based on the above analysis, interface thickness has a very small influence on calibration and reconstruction, and is therefore not explicitly modeled in our approach.

3) Depth Estimation: Given the calibration parameters, we evaluate our depth estimation algorithm. In this experiment, we use the interface parameter $F_1 = \{0, 0, -1, 0.1\}$, and test on a planar target. We compare with a state-of-the-art light field-based depth estimation method [51]. For fair comparison, we first use their algorithm to estimate a disparity map, and then use the ground truth intrinsics and interface parameters to convert disparities into depth values. Fig. 10 compares the reconstruction results. Our result is very close to the ground truth plane. In contrast, the result of [51] appears to be curved because it uses straight epipolar lines that don’t account for refraction.

B. Real Experiments

We perform real experiments to validate our algorithms. We use the Lytro Illum to capture underwater scenes submerged in a water tank of size 60cm × 30cm × 36 cm. Our experimental setup is shown in Fig. 1. The captured light field image has a resolution of 7728 × 5368. We decode it to $15 \times 15$ sub-aperture images, each with resolution 625 × 434.

1) Calibration Results: Here we show the camera calibration results of our real experiments. We use two settings in the experiments: one-camera setting and two-camera setting. We show our calibrated camera intrinsics and water-air interface parameters under the two settings in Tables III and IV, respectively. For the two-camera setting, we also show the transformation $(R_s, T_s)$ from camera 2 to camera 1. The rotation $R_s$ is represented in the form of axis-angle.

2) Ablation Study: As shown in Fig. 11, we quantitatively evaluate our method using underwater planar boards at three different depths (9 cm, 15 cm, 20 cm). The ground truth depths are measured with a ruler. Table V shows the depth estimation errors (in mm) for the three planar boards, as well as the

Fig. 10. 3D reconstruction of an underwater plane.

Fig. 11. Quantitative evaluation on three depth layers. From left to right: scene setting, center view of the captured light field, and our estimated depth map.
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ablation study on the terms in our objective function (11). We can see that our proposed angular uniformity constraint \( E_{\text{angular}} \) effectively improves the reconstruction accuracy.

3) Static Scene Reconstruction: We first use one light field camera to capture the various static underwater scenes. We compare our method with structured light (SL), time-of-flight (ToF), and a light field-based depth estimation method from [51]. Note that SL and ToF are active 3D reconstruction methods. For SL, we build a projector-camera system for 3D scanning. In the system, we use a 1280 × 720 laser projector and a 2448 × 2048 monochrome camera. Both projector and camera are calibrated with underwater patterns [67]. We use the Gray code patterns, and recover the point cloud by ray triangulation without considering refraction. For ToF, we use the Azure Kinect to scan the underwater scenes and recover its point cloud using the default SDK. We also implement a ToF variant that compensates the reconstruction results with the refractive index of water, which is denoted as ToF*. For [51], we combine it with the calibration result from our method so that the conversion from disparity to depth correctly accounts for refraction.

To obtain ground truth, we use the structured light method to scan the objects in air. The setup is the same as SL. Table VI compares the Root Mean Squared Error (RMSE) of reconstructed point clouds using different methods for five scenes. The qualitative results for different scenes are shown in Fig. 12. For underwater SL, the recovered point clouds are noisy and
distorted because the rays cannot be properly triangulated when refraction is not considered. ToF results suffer from large errors because the velocity of light is smaller in water than in air. Although ToF* greatly improves over ToF, its accuracy is still lower than our method. [51] assumes linear epipolar lines. Thus its disparity computation does not take refraction into account. As a result, its results are less accurate than our method.

We also perform experiments with two light field cameras. The two cameras are placed side by side in order to have a large overlap in the field of view. We perform 3D reconstruction on each light field and show that the point clouds reconstructed by our method can be naturally aligned without using any fitting algorithms (e.g., ICP [68]). For comparison, we combine two light field camera calibration algorithms (TB [53] and MPC [56]) with the light field depth estimation method [51]. We perform TB with in-air calibration targets, while MPC with underwater

![Fig. 12. 3D reconstruction results with one light field camera in comparison with state-of-the-arts.](image-url)
Fig. 13. Point cloud fusion results with two light field cameras. We directly fuse the point clouds without applying fitting algorithms. The second row shows zoom-in views that display the two point clouds in different colors.
ones. We also combine [51] with our calibration results. Note that TB and MPC cannot calibrate interface parameters, so TB + [51] and MPC + [51] do not take refraction into account. The point cloud fusion results are shown in Fig. 13. We can see that all the comparison methods exhibit clear misalignments in their fusion results. In contrast, our point clouds are well aligned without explicit fitting.

4) Dynamic Scene Reconstruction: Finally, we perform experiments to recover a dynamic underwater scene. Our dynamic scene consists of a goldfish swimming in front of an aquarium castle (see Fig. 14). Here we choose to use a small aquarium of size $30 \text{cm} \times 30 \text{cm} \times 30 \text{cm}$, because the field of view and focus range of the camera are small. We use one Lytro camera to capture a video at 10 frames per second. As Lytro doesn’t have the video mode, we implement a continuous triggering function with an external control board. We first calibrate the camera, and then perform 3D reconstruction on each frame of the recorded video. We show five consecutive frames of the reconstruction results in Fig. 14. Our method can well recover the fine structures of the goldfish, such as the fin and the tail. But notice that the colors of the fin and tail are dark in some frames, as they are semi-transparent and blend in the black background color. Although our frame rate is low (10 fps), the reconstruction results still illustrate the fish’s motion trajectory well. This shows that our method can be used for 3D video acquisition.

V. CONCLUSION & DISCUSSIONS

In this article, we present a light field-based method for underwater 3D reconstruction from a single viewpoint. We demonstrated using the angular uniformity for depth estimation. We designed an approximation method to address the efficiency of angular patch calculation. We also developed a calibration algorithm that jointly estimates the camera parameters with the interface attributes. Our method is validated with extensive experiments.

One limitation of our method is that the scattering and attenuation effects are not being considered. To alleviate the problem, we can preprocess underwater images with visibility enhancement algorithms (e.g., [69]) for better quality. Due to the small baseline of light field camera, our method works well for close-range, small-scale scenes. The camera array needs to be used for large-scale scenes. In the future, we plan to build more versatile imaging systems to overcome the challenges of underwater imaging.
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