Development of a Simplified Foam Hydraulic Model for Vertical Well Drilling
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Abstract

The objective of this work is to propose a simplified foam hydraulic model to be used to predict and simulate foam static and dynamic properties in spite of its simplicity, as well as adequate hole cleaning in vertical wells. Despite its simplicity, the model takes into account the real and actual conditions of the annular constituents. Thus, the analysis of the effects of the annular cuttings (drilled solids) and fluid influx are taken into account in the development of the model. If the foam flow inside the string is considered two-phase (injected liquid and gas), the annular stream is considered a three-phase fluid containing liquids (injected water, liberated water and oil from the drilled cuttings and water and oil influx from the formations), gases (injected gas, liberated gas from the drilled cuttings and gas influx from the formations) and drilled solids. Cuttings slip velocity and hindered cuttings terminal velocities are also taken into account for the adequate and accurate hole cleaning and for the analysis of the cuttings distribution profile along the vertical well. Results obtained from the proposed model revealed that foam hydraulics and rheological properties were affected by the injection pressure. The model was evaluated by running it on two foam-underbalanced wells in the Middle East with absolute average errors (on the downhole pressure at a given depth) less than 2.6 and 10.9% for the first and second wells, respectively. The model accuracy was also compared with those of other models: Valco and Economides’ model and Sporker’s model. The model accuracy nearly equaled that of Valco and Economides’ one whereas it was less than that of Sporker.
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Introduction

Foam is commonly used for underbalanced drilling (UBD) because of its low variable density; which makes its adjustment possible to maintain the control of the circulating bottomhole pressures. Foam is also a good UBD drilling medium because of its high effective viscosity; which gives it a superior cuttings lifting and transport ability. It is also used, as a drilling fluid, to transport formation fluids that enter the borehole during
UBD operations. This paper is intended to propose an improved computer program using Visual Basic programming language that can be used to better simulate and predict the foam hydraulics for vertical wells.

The objectives of the paper are to develop a simplified hydraulic model that can be used to better understand the hydrodynamics of drilling foam in vertical wells. The model is capable of simultaneously studying and analyzing the effects of the injection parameters (injection pressure and fluid rates) on the circulating pressure and other foam properties such as foam mean velocity, quality, density, viscosity, power and consistency indices, Reynolds number, friction factor as well as the annular cuttings concentration. The values of these parameters can be simultaneously calculated at any required point along the entire sections of the string and the annulus so that the entire well is monitored and controlled during the foam drilling operation. The model simplicity resides in fact that only the differential equation for the principle of the linear momentum conservation coupled with some other published closure expressions is used to build the model. The model starts calculating the hydrodynamics parameters downward inside the drill string, around the bit, and upward in the annulus, thus, the optimum values of the required injection pressure and fluid flow rates can be estimated once the conditions of adequate cuttings removal are satisfied.

Several proposed models of the foam rheology have been published in the literature with different contradictory conclusions Baris O, Ramadan, Osunde O [1-3]. In fact, the disagreement between the researchers over the adoption of a unique exact flow type of the foam results in the necessity to extensively conduct more detailed studies on foam to determine the ranges of occurrence of each flow type (conditions at which it is considered Bingham-plastic fluid, power-law fluid, yield-power-law fluid, etc.). In correspondence with these challenges, this paper is intended to propose an improved hydraulic model to address the hydraulics, rheological characterizations, and cuttings transport with foam fluids for vertical wells.

Conclusions of Sanghani and Ikoku’s works [1,4] revealed that at a given foam quality (foam quality is defined as the ratio between the gaseous phase volume at a given temperature and pressure and the total mixture volume at the same condition of temperature and pressure), the foam effective viscosity decreased with increasing shear rates up to the shear rate value of 1000 1/s.

Several Authors reported the works of Okpobiri and Ikoku [1,2,5,6] that predicted the minimum volumetric requirements for foam drilling operations. They assumed that all foam drilling operations were performed in the laminar region, and that foam qualities varied with varying pressures between 0.55 and 0.96.

Ozbayoglu, et al. [7] compared six different rheological models with the data obtained from their experiments. They observed that foam behaved as a power-law fluid at lower qualities and as a Bingham plastic fluid for qualities above 90%.

Ibizugbe [8] concluded that, in spite of previously reported limitations of oil-based drilling foam stability, his study showed that, with the selection of appropriate surfactants and oil, stable oil-based foam could be produced for drilling applications.

Development of the Hydraulic Model

To build a realistic hydraulic model that could be practically applicable in foam drilling operations, the following assumptions are adopted in this paper:

1. Foam is considered a homogeneous Non-Newtonian fluid with a rheology that can be dominantly represented as a power-law fluid [4]. It has also been concluded in the literature that the Bingham plastic approach should be adopted at higher qualities [7].
2. Foam flow in the drill string is considered a steady state flow of two-phase, in which the gaseous phase is compressible and the liquid phase is considered incompressible, whereas in the annulus, it is considered a steady state flow of three-phase in which the gaseous phase is compressible, and liquids and solids are considered incompressible.
3. Well inclination, θ is always less than or equals to the first critical inclination θc1 which is considered to be around 10 degrees [9].
4. The temperature in the annulus can be assumed based on the geothermal gradient of the region and, consequently, the temperature inside the drillstring is also calculated neglecting the thermal effects of the steel pipe separating the inside of the drillstring from the annulus.
5. In the annular upward flow, foam, formation influx and cuttings are assumed to mix into a uniform homogeneous suspension.
6. For the developed model, the downward and upward flow path of each section is divided into equal grid cells, \( \Delta Z \), and starting from the first grid cell inside the string, all required calculations are performed down to the drill bit and up the annulus till the surface, and the total pressure drop is the summation of all grid cells.

The linear momentum \( (T) \) of a particle with a mass \( (m) \) moving with a velocity \( (U) \) is defined to be the product of the mass and the velocity \([10]\):

\[
M = m \cdot U. \tag{1}
\]

Using Newton’s second law of motion, it will be easier to relate the linear momentum of a particle \( (M) \) to the resultant force \( (F) \) that is acting on the particle with acceleration \( (a) \) as follows:

\[
F = m \cdot a. \tag{2}
\]

The external forces acting on a foam system are: 1- fluid weight; 2- shear forces; and: 3- pressure forces. Applying the Newton’s second law on a unit fluid volume results in:

\[
(\text{Fluid weight force} + \text{Shear force} + \text{Pressure force}) = \frac{dM}{dt} + \text{Total acceleration} \tag{3}
\]

\[
\left[-\rho_f \frac{g}{g_c} \cos(\theta) - \frac{4 \tau_w}{D} - \frac{dp}{dz}\right] = \frac{d(mU)}{dt} \frac{1}{g_c} + \frac{d(mU^2)}{dz} \frac{1}{g_c} \tag{4}
\]

Where: \( g_c \) is the Newton’s law conversion factor \( (\text{ft-lb}/\text{lb} \cdot \text{sec}^2) \); \( \theta \) is the hole inclination in degrees. The ratios of the wetted perimeter \( (S) \) to the cross sectional areas of the string and annulus are, respectively:

\[
\frac{S}{A_{\text{pipe}}} = \frac{4 \pi D_{\text{pipe}}}{\pi D_{\text{pipe}}^2} = \frac{4}{D_{\text{pipe}}} \tag{5}
\]

\[
\frac{S}{A_{\text{ann}}} = \frac{4 (\pi D_{\text{hole}} + \pi D_{\text{pipe}})}{(\pi (D_{\text{hole}} + D_{\text{pipe}}) - D_{\text{hole}} - D_{\text{pipe}})} = \frac{4 \pi (D_{\text{hole}} + D_{\text{pipe}})}{(D_{\text{hole}} - D_{\text{pipe}})} \tag{6}
\]

Then, substituting these ratio values and taking into account the negative sign for the annular flow direction:

\[
\frac{dp}{dz} = -\rho_f \frac{g}{g_c} \cos(\theta) - \frac{5 \tau_w}{A_{\text{ann}}} - \frac{d(mU^2)}{dz} \tag{7}
\]

As in the steady state condition of the foam underbalanced drilling, the difference in foam velocity is so marginal that the force due to the total acceleration are neglected; the final form of the equations for the string and annular flows, respectively, become:

\[
\frac{dp}{dz} = \frac{\rho_l}{g_c} \cos(\theta) + \frac{5 \tau_w}{A_{\text{pipe}}} \tag{8}
\]

\[
\frac{dp}{dz} = -\rho_l \frac{g}{g_c} \cos(\theta) - \frac{5 \tau_w}{A_{\text{ann}}} \tag{9}
\]

7. The iterative procedures are used to calculate the pressure drop of each grid cell in the drill string using the developed equations. The first and second terms of the right hand side of Equations 8 and 9 denote for the gravitational and frictional components of the pressure drops, respectively. In power law model, the shear stress \( (\tau) \) is related to shear rate \( (\gamma) \) by the following expression \([11]\):

\[
\tau = k \gamma^n \tag{10}
\]

where \( k \) and \( n \) are power index and consistency index, respectively.

**Inside the drill string**: Foam quality \( \Gamma \) at a given pressure \( P \) and temperature \( T \) is calculated as:

\[
\Gamma = \frac{U_{g(P \& T)}}{U_{g(P \& T) + U_{L}}} = \frac{Q_{g(P \& T)}}{Q_{g(P \& T) + Q_{L}}} \tag{11}
\]

Foam density \( \rho_l \) at a given pressure and temperature is calculated using Baris O, Osunde O, Cheng R \([1,3,9]\):

\[
\rho_l = \Gamma \rho_g(P \& T) + (1-\Gamma) \rho_l \tag{12}
\]

Foam power index \( (n) \) and consistency index \( (k) \) at a given pressure and temperature can be calculated using Li’s correlations \([13,12]\).

Specific volume expansion ratio \( (\varepsilon) \), slip velocity \( (U_{\text{slip}}) \), slip coefficient \( (\beta_c) \), and wall shear stress \( (\tau_w) \), respectively, at a given point can be calculated:

\[
\varepsilon_c = \frac{\rho_l}{\rho_g} \tag{13a}
\]

\[
U_{\text{slip}} = \frac{\beta_c \tau_w}{1 + \beta_c \tau_w} \tag{13b}
\]

\[
\beta_c = \frac{0.552 \tau_w^{0.847}}{\varepsilon_c^{0.56}} \text{ (for stiffer foam)} = \frac{0.247 \tau_w^{0.559}}{\varepsilon_c^{0.173}} \text{ (for non-stiffer foam)} \tag{13c}
\]
The corrected foam flow rate \( Q_f = Q_L + Q_g \) is calculated, and the corresponding foam velocity is also calculated using:

\[
(U_f = \frac{Q_f}{A_{string}} - U_{slip}) \quad (13e)
\]

Foam effective viscosity \( \mu_f \) \([1,3,4]\) is calculated using the following equation:

\[
\mu_f = k\left(\frac{3n+1}{4n}\right)\left(\frac{8U_f}{ID}\right)^n \quad (14)
\]

The Reynolds Number \( Re_f \) \([3]\) is calculated using the following equation:

\[
Re_f = \frac{8U_f^2 - n \rho_f U_f}{k_f} \left(\frac{3n+1}{4n}\right)^n \quad (15)
\]

The bit pressure drop \( \Delta P_{bit} \) is calculated using the iterative procedures and equation proposed by Okpobiri and Ikoku \([1,5]\).

In the annulus: The pressure drop in the annular grid cell is calculated using the developed equation:

\[
\frac{dP}{dZ} = -\rho_f \frac{g}{g_c} \cos(\theta) - \frac{s_{fw}}{A_{ann}} \quad (9)
\]

To effectively use Equation 9 for pressure calculations in the annulus, the following steps are followed:

Calculate the reservoir fluid volumetric rates, \( Q_i \), entering the annular stream due to the disintegration of the reservoir rocks \([13]\):

\[
Q_i = A_{hole} \cdot \text{ROP} \cdot f \cdot \text{Sat}_i \quad i = \text{water, oil and gas} \quad \text{........................................... (16)}
\]

Where, ROP, \( A_{hole} \), \( \phi \) and Sat are rate of penetration (ft/hr), hole cross sectional area (ft\(^2\)), formation porosity (fraction) and fluid pore saturation (fraction), respectively.

Calculate, respectively, the solids and annular flow rates due to the rock disintegration using:

\[
Q_{solids} = A_{hole} \cdot \text{ROP} \cdot (1 - f) \quad (17a)
\]

\[
Q_{ann} = A_{hole} \cdot \text{ROP} \quad (17b)
\]

Calculate the foam flow rate at the annular conditions of temperature and pressure:

\[
Q_f(\text{ann}) = Q_{(g. \text{ ann P, T})} + Q_{L(\text{ann})} \quad (18)
\]

Calculate the approximated cuttings concentration in the annulus using:

\[
CC_{(approx)} = \frac{Q_{solids}}{Q_{anns} + Q_{f(\text{ann})}} \quad (19)
\]

Calculate the assumed annular mixture density:

\[
\rho_{\text{ann ass}} = \rho_f \times (1 - CC_{(approx)}) + \rho_{\text{solids}} \times CC_{(approx)} \quad (20)
\]

Calculate the following parameters:

\[
\Delta T = GG \times \Delta Z \quad (21)
\]

\[
\Delta P_{\text{guessed}} = \text{Constant} \times \Delta Z_{\text{ann guessed}} \quad (22)
\]

Calculate the influx rates of reservoir fluids, \( Q_{\text{influx}(i)} \), using the modified Vogel’s method \([14]\) in case of depleted-drive reservoirs in which the average reservoir pressure, \( P_{\text{res}} \), is less than the bubble-point pressure.

Calculate the mass flow rates of the reservoir water, oil and solids:

\[
m_1 = \left[ Q_{(i)} + Q_{\text{influx}(i)} \right] \times \rho_{(i)} \quad (24)
\]

\[
m_{\text{solids}} = Q_{\text{solids}} \times \rho_{\text{solids}} \quad (25)
\]
Calculate the corrected gas flow rates, i.e.: the injected gas \( Q_{g(inj)} \), \( Q_{g(ann)} \) entering the annular stream due to the disintegration of the reservoir rocks and \( Q_{influx(g)} \). These corrections are due to the changes of the gas volume due to the pressure and temperature changes [3].

Calculate the molecular weight of the annular foam gases:

\[
\begin{align*}
M_{wt(ann)} &= M_{wt(inj)} \times \frac{Q_{g(inj,corr)}}{Q_{g(inj,corr)}/Q_{g(inj)}+Q_{influx(g,corr)}/Q_{influx(g)}} + \\
M_{wt(influx)} &= \frac{Q_{g(influx,corr)}}{Q_{g(influx,corr)}/Q_{g(influx)}+Q_{influx(g,corr)/Q_{influx(g)}}} 
\end{align*}
\]

(26)

Where: \( M_{wt(inj)} \), \( M_{wt(influx)} \) and \( M_{wt(ann)} \) are the injected gas molecular weight, reservoir gases molecular weight and average annular gases molecular weight, respectively.

Calculate the critical temperature (\( T_r \)), critical pressure (\( P_r \)), pseudo-reduced pressure (\( P_r \)) and pseudo-reduced temperature (\( T_r \)) of the annular mixture gases.

Calculate the compressibility factor (\( Z \)) of the gaseous phase in foam using the methods described by Kingdom KD [15].

Calculate the annular corrected foam density, \( \rho_{f(ann)} \), using Osnunde O [3]:

Calculate the total annular corrected flow rate \( Q_{tot(ann)} \):

\[
Q_{tot(ann)} = Q_{g(inj,corr)} + Q_{g(influx,corr)} + Q_{influx(g,corr)} + Q_{solids}
\]

(27)

Calculate the corrected annular cuttings concentration, \( CC \):

\[
CC = \frac{Q_{solids}}{Q_{tot(ann)}}
\]

(28)

Calculate the annular foam quality (\( \Gamma_{ann} \)):

\[
\Gamma_{ann} = \frac{Q_{g(inj,corr)} + Q_{g(cor)} + Q_{influx(g,corr)}}{Q_{tot(ann)} - Q_{solids}}
\]

(29)

Calculate the density of the mixture of the reservoir gas within the foam by the use of the real gas equation of state as follows:

\[
\rho_{g(ann)} = \frac{M_{wt(influx)}}{RT}
\]

(30)

Calculate the total mass flow rate of the reservoir gases \( \dot{m}_g \):

\[
\dot{m}_g = (Q_{g(cor)} + Q_{influx(g, corr)})x\rho_{g(ann)}
\]

(31)

Calculate the cuttings mass flow rate \( \dot{m}_{cuttings} \):

\[
\dot{m}_{cuttings} = \dot{m}_{solids} + \sum m_i
\]

(32)

Calculate the average cuttings density \( \rho_{cuttings} \):

\[
\rho_{cuttings} = \frac{\dot{m}_{cuttings}}{Q_{g(cor)}}
\]

(33)

Calculate the annular mixture density \( \rho_{mixture} \):

\[
\rho_{mixture} = \frac{\rho_{cuttings} \dot{m}_{cuttings} + \rho_{f(ann)} \dot{m}_f}{\dot{m}_{cuttings} + \dot{m}_f}
\]

(34)

Calculate flow consistency (\( K \)) and the flow behavior (\( n \)) indices using Li’s correlations [12].

Calculate the annular gross velocity:

\[
U_{ann(gross)} = \frac{Q_{tot(ann)}}{A_{ann}}
\]

(35)

Calculate the annular foam effective viscosity, \( \mu_{f(ann)} \) using Baris O, Sanghani V [1,4]:

\[
\mu_{f(ann)} = K\left(\frac{2n+1}{3n}\right)\left(\frac{12U_{ann(gross)}}{D_{hole} - OD_{string}}\right)^n
\]

(36)

Where: \( D_{hole} \) denotes for the diameter of the wellbore (ft) and \( OD \) denotes for the string outside diameter inside the wellbore (ft).

Calculate the uncorrected particle settling velocity, \( U_{sett} \), using the equation developed by Moore [16].

Calculate the particle Reynolds Number (\( Re_{P(sett)} \)) using the uncorrected particle settling velocity and the corresponding drag coefficient \( C_d \) [17-19].

Calculate the corrected settling (terminal) velocity \( U_{term} \): [3,20,21]:

\[
U_{term} = \sqrt{\frac{4 \dot{m}_{solids} D_{solids}}{3C_d}} \left(\frac{\rho_{solids} - \rho_{f(ann)}}{\rho_{f(ann)}}\right)
\]

(37)

Calculate the hindered terminal velocity, \( U_h \) using the iterative procedures. If the settling is carried out with high concentrations of solids in the fluid so that the particles are so close together that collision between the particles is practically continuous and the relative fall of
particles involves repeated pushing apart of the lighter by the heavier particles it is called “Hindered Settling or Hindered Velocity” [3,21].

Calculate the annular mixture velocity \( U_{\text{ann}} \) [9]:

\[
U_{\text{ann}} = U_{\text{ann(gross)}} - \frac{U_{h \rho_{\text{solids}} C C}}{\rho_{\text{mixture}}} \quad (38)
\]

Calculate the annular mixture Reynolds Number, \( Re_{\text{ann}} \) [1]:

Calculate Darcy friction factor \( f_f \) [22]:

\[
f_f = \frac{64}{Re_f} \quad \text{for } Re_f \leq 2100 \quad \text{(Laminar flow for both string and annulus)} \quad (39a)
\]

For \( Re_f > 2100 \) (Turbulent flow), a modified Colebrook’s correlation proposed by Chen [1,23] is used to calculate the friction factor as:

\[
\sqrt{f_f} = -4 \log \left( \frac{\text{roughness}}{3.7065d_h} - \frac{5.0452}{Re_f} \log \left( \frac{\text{roughness}}{2.8257} \right) + \frac{5.8506}{Re_f^{0.8948}} \right) \quad (39b)
\]

Calculate the shear stress \( \tau \) [9].

Equations (8 and 9) represent first-order ordinary differential equations that describe the hydrodynamics of foam flow. Pressure is the principal unknown of the equation. This paper implements the method proposed by Cash-Karp Embedded Runge-Kutta procedure [1,24]. To solve Equations (8 and 9) for the pressure \( P \), vector version of Cash-Karp \( (K_1 \text{ through } K_6) \) are calculated and used for the solution of the pressure.

Finally, check for the hole cleaning condition [9]:

\[ F_B + F_D \cos (\theta) + F_{\text{Lif}} \sin (\theta) > F_G \quad (40) \]

Where: \( F_B, F_D, F_{\text{Lif}} \) and \( F_G \) are the buoyant, drag, lift and gravitation forces, respectively.

Results and Discussions

Simulated Effects of the Injection Pressure on the Pressure Drops

Figure 1 shows that the pressure drop inside the drillstring increases with the increase of the injection pressures. At 1,000 lbf/in\(^2\) (psia) of the injection pressure, the pressure increases slightly to 1,500 lbf/in\(^2\) at the bottom of the well before the bit, whereas, it increases to 4,287 lbf/in\(^2\) at an injection pressure of 3,000 lbf/in\(^2\) (Figure1). The annular pressure decreases from 1,280 lbf/in\(^2\) at the annular bottom to 630 lbf/in\(^2\) at the surface for an injection pressure of 1,000 lbf/in\(^2\), whereas it decreases from 2,784 lbf/in\(^2\) at its bottom to 1,610 lbf/in\(^2\) at the surface for the injection pressure of 2,000 lbf/in\(^2\), and decreases from 4,173 lbf/in\(^2\) at the annular bottom to 2,602 lbf/in\(^2\) at the surface for the injection pressure of 3,000 lbf/in\(^2\) (Figure1). It is worthy to observe that the pressure profiles for the given conditions in Table 1 are not significantly affected by the drillstring and annular geometries as each pressure curve/line has a nearly constant slope from the surface to the bottom. This means that the dominant component of the pressure drop is the hydrostatic component, and that the frictional component has minor effects on the pressure profile. Figure1 shows the effect on the injection pressure on both string and annulus on the same plot. The differences between the values of the string bottom pressures and those of the annulus bottom represent the bit pressure drops for the respective three injection pressure.

Figure1: Simulated effects of injection pressure on foam pressure drops in the string and annulus.
|                          |                                        |              |              |
|--------------------------|----------------------------------------|--------------|--------------|
| **Surface Conditions**   | **Surface pressure (psia)**             | 14.7         |              |
|                          | **Surface temperature (°F)**            | 60           |              |
| **Injection Conditions** | **Injection pressure (psia)**           | variable     |              |
|                          | **Injection temperature (°F)**          | 65           |              |
|                          | **Injection liquid rate (gal/min)**     | 5            |              |
|                          | **Injection gas rate (scf/min)**        | 2,000        |              |
| **Well Data**            | **Total depth (measured) (ft)**         | 10,000       |              |
|                          | **Last casing size (in.)**              | 9.25 x 8.68  |              |
|                          | **Last casing depth (measured) (ft)**   | 7,000        |              |
|                          | **Temperature gradient (°F/ft)**        | 0.015        |              |
|                          | **ROP (ft/hr)**                         | 30           |              |
| **Formation Data**       | **Porosity, %**                         | 25           |              |
|                          | **Rock density (lbm/gal)**              | 20           |              |
|                          | **Formation water density (lbm/gal)**   | 8.5          |              |
|                          | **Formation oil density (lbm/gal)**     | 6            |              |
|                          | **Formation gas molecular weight (lbm/lb mole)** | 22          |              |
|                          | **Formation water saturation (%)**      | 40           |              |
|                          | **Formation oil saturation (%)**        | 30           |              |
|                          | **Formation gas saturation (%)**        | 30           |              |
| **Drillstring Geometry** | **Drillpipe ID (in.)**                  | 4.27         |              |
|                          | **Drillpipe OD (in.)**                  | 5            |              |
|                          | **Drillpipe length (ft)**               | 9,000        |              |
|                          | **HWDP ID (in.)**                       | 3            |              |
|                          | **HWDP OD (in.)**                       | 5            |              |
|                          | **HWDP length (ft)**                    | 500          |              |
|                          | **Drill collar ID (in.)**               | 2.25         |              |
|                          | **Drill collar OD (in.)**               | 6            |              |
| **Drill bit**            | **Nozzle diameters (in.)**              | 3 x 13/32    |              |
| **Foam**                 | **Water + Nitrogen**                    |              |              |

**Table 1:** Input data for the foam drilling program.

**Simulated Effects of the Injection Pressure on the Foam Velocity**

The increase of the injection pressure decreases the foam velocity in the string (Figure 2) as well as in the annulus. In the drillstring for example, the effects of the injection pressures higher than 3,000 lbf/in² are not significant on the velocity profile as foam velocity decreases very slightly.

![Figure 2: Simulated effects of injection pressure on foam velocity in the string and annulus.](image)
The velocity decreases from 4.99 ft/s to 1.83 ft/s when the injection pressure is increased from 1,000 to 3,000 lbf/in\(^2\). For the annular mixture velocity (Figure 2), the same conclusion is also noticed. The reason for the minor change of the velocity at higher injection pressures is that, the pressures cause compressibility of the gaseous phase within the foam. Therefore, further increase of the injection pressures above a limit (3000 lbf/in\(^2\) in this particular case) cannot significantly compress the gaseous phase due to the deviation from the ideality, thus, little change is observed in the mixture velocity.

**Simulated Effects of the Injection Pressure on the Foam Quality**

Foam quality decreases with the increase of the injection pressure in the string and in the annulus (Figure 3).

The increase of the injection pressure causes the compressibility and the shrinkage of the gaseous phase within the foam fluid, resulting in the decrease of the foam quality. The effects of the injection pressures are more significant at pressures up to 3,000 lbf/in\(^2\). At higher values of the injection pressure, the effects of the injection pressures become less pronounced. This might be interpreted also by the act that at higher pressure values, gas deviation from ideal to real gases becomes more pronounced.

**Simulated Effects of the Injection Pressure on the Foam Density**

Figure 4 shows the effects of the injection pressures on the foam density in the string as well as in the annulus. Thus, a foam density in the string is doubled from 1 to 2 lbm/gal if the injection pressure is also doubled from 1,000 to 2,000 lbf/in\(^2\), whereas it is increased from 2 lbm/gal at the injection pressure of 2,000 lbf/in\(^2\) to a value of 2.7 lbm/gal at the injection pressure of 3,000 lbf/in\(^2\), Figure 4. For the annular flow, the annular mixture density is approximately doubled from 1.1 lbm/gal at an injection pressure of 1,000 lbf/in\(^2\) to 2 lbm/gal at the injection pressure of 2,000 lbf/in\(^2\). The annular mixture density is also increased from 2 lbm/gal at an injection pressure of 2,000 lbf/in\(^2\) to only 2.67 lbm/gal at the injection pressure of 3,000 lbf/in\(^2\). It is also worthy to note that, in Figure 4, each value of the annular mixture density remains more or less constant along the entire annular section. This is due to the effects of the presence of the formation solids that play the dominant role among both of liquid and gas. As the specific gravity, and hence, density of the drilled solids are much higher than those of the gases and liquids, the annular mixture density becomes dominantly a function of the drilled solids with negligible effects of the other mixture constituents.

![Figure 3: Simulated effects of injection pressure on foam quality in the string and annulus.](image)
Simulated Effects of the Injection Pressure on the Foam Effective Viscosity ($\mu_{\text{eff}}$)

Figure 5 shows that the foam effective viscosity is affected by the injection pressure as its value in the string is increased from 0.005 lbm/ft-s (7 cp) at an injection pressure of 1,000 lbf/in$^2$ to 0.01 lbm/ft-s (15 cp) at the injection pressure of 2,000 lbf/in$^2$. It increases also to 0.017 lbm/ft-s (25 cp) at the injection pressure of 3,000 lbf/in$^2$ (Figure 5). Foam effective viscosity in the annulus increases from 0.008 lbm/ft-s (12 cp) at an injection pressure of 1,000 lbf/in$^2$ to 0.0175 lbm/ft-s (20 cp) at the injection pressure of 2,000 lbf/in$^2$. It increases also 0.0275 lbm/ft-s (41 cp) at the injection pressure of 3,000 lbf/in$^2$. From Figure 5, it is also noted that the effective viscosity is affected by the variation of the drillstring and annular geometries as is the case of the annuli: between 8.5 inches-open hole and 6 inches drill collar; and the annular section between the 8.5 inches-open hole or 8.68 inches- cased hole and 5 inches drillpipe. This is due to the fact that the effective viscosity is a function of the foam velocity and the flow power and consistency indices which have nonlinear relationship with the foam quality.
Simulated Effects of the Injection Pressure on the Cuttings Concentration (CC)

Cuttings concentration increases with the increase of the injection pressures (Figure 6). Cuttings concentration can be reduced from 0.0205 (2.05%) at an injection pressure of 3,000 lbf/in² to 0.008 (0.8%) at the injection pressure of 1,000 lbf/in² as shown in Figure 6. But the choice of varying and diversifying the values of the injection pressure depends on the required pressure window to be established on the open annulus for the hole control and stability. Lower injection pressures are profitable in point of view of cuttings removal and hole cleaning, but this decision of lowering the injection pressure must be taken after having taken into consideration all factors affecting on the hole stability in order to successfully and optimally carry out the operations of foam underbalanced drilling.

![Figure 6: Simulated effects of injection pressure on cuttings concentration (CC).](image)

Model Evaluation, Validation and History Matching

The developed model evaluation and validation are carried out by comparing the results obtained from the developed model with those of two field cases in the Middle East. Valco-Economides’ model [7,25] and Sporker’s model [7,26] were also used to evaluate the developed model validity. The first case is an actual field case history with only three bottomhole pressure points; and the second case is also an actual field case history with five bottomhole pressure points.

Model Evaluation and Validation with the First Field Case Study

The program has been run using the input data from Table 2.

| Depth (ft) | $P_{\text{inj}}$ (psia) | $P_{\text{actual}}$ (psia) | $P_{\text{model}}$ (psia) | $P_{\text{Valco-Eco}}$ (psia) | $P_{\text{Sporker}}$ (psia) | $\text{Error}_{\text{model}}$ (%) | $\text{Error}_{\text{Valco-Eco}}$ (%) | $\text{Error}_{\text{Sporker}}$ (%) |
|-----------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 2,494     | 750            | 989.5          | 983.7          | 956.6          | 986.6          | 0.59           | 3.32           | 0.29           |
| 2,622     | 780            | 998.5          | 1,040.1        | 958.4          | 995.8          | 4.17           | 4.02           | 0.27           |
| 3,019     | 880            | 1,252.3        | 1,215.6        | 1,207.9        | 1,249          | 2.92           | 3.55           | 0.26           |

Table 2: Comparison of the bottomhole pressures among the field data, the developed model, Valco-Economides' model and Sporker's model at 1,600 scf/min gas rate and 40 gal/min liquid rate for the model evaluation and validation with the first well.
The results of the comparison between the actual bottomhole pressures obtained from the downhole LWD tools at three different depth points, those of the developed model in this work, those of Valco-Economides’ model and those of Sporker et al.’s model are also shown in Table 2 and graphically represented in Figure 7a & 7b.

The available field data in term of bottomhole pressures have been evaluated and it has been found that the proposed model matches very well the actual result points with an average absolute error percent of 2.56% compared to 3.63% and 0.27% for Valco-Economides and Sporker et al.’ models, respectively.

**Figure 7a:** Comparison of the bottomhole pressure among the actual field data, developed model, Valco-Economides’ model and Sporker’s model for the developed model evaluation and validation with the first well.

**Figure 7b:** Comparison of the bottomhole pressure among the actual field data, developed model, Valco-Economides’ model and Sporker’s model for the developed model evaluation and validation with the first well.
Model Evaluation and Validation with the Second Field Case Study:

The program was also run with the input data of Table 3. The actual field results, those from the developed model, those from Valco-Econolides’ model and those from Sporker et al.’s model are also presented in Table 3, and graphically shown in Figure 8a & 8b. From Table 3, it is clear that the convergence between the recorded bottomhole pressures and those of the developed model is less than the convergence between them in case of the first case study. The error percentages of the different depth points are also shown in Table 3; and the overall average absolute error of the developed model is 10.85 % compared to 1.16% and 0.2% for Valco-Econolides and Sporker et al.’s models, respectively. So, from these two field cases, it can be concluded that the developed model simulates and predicts well in case of moderate to high gas contents within the foam as was the case for the first well with an average error percentage of 2.56% where the foam quality varied from 81 to 85%. The developed model accuracy might suffer and decrease at low gas contents within the foam as was the case for the second well with an average error percentage of 10.85% where the foam quality varied from 61 to 77%.

| Depth (ft) | QL (gal/min) | Pactual (psia) | Pmodel (psia) | PValco-Econolides (psia) | PSporker (psia) | Errormodel (%) | ErrorValco-Econolides (%) | ErrorSporker (%) |
|-----------|--------------|----------------|---------------|--------------------------|----------------|----------------|--------------------------|----------------|
| 8,202     | 19           | 2,775          | 2,497.1       | 2,732.5                  | 2,773          | 10.01          | 1.53                     | 0.10           |
| 8,243     | 14           | 2,650          | 2,249         | 2,622.5                  | 2,646          | 15.13          | 1.04                     | 0.15           |
| 8,324     | 14           | 2,500          | 2,245         | 2,473.5                  | 2,505          | 10.2           | 1.06                     | 0.20           |
| 8,474     | 14           | 2,500          | 2,267.6       | 2,472.5                  | 2,507          | 9.3            | 1.10                     | 0.28           |
| 8,818     | 14           | 2,600          | 2,349.8       | 2,572.5                  | 2,593          | 9.62           | 1.06                     | 0.27           |

Table 3: Comparison of the bottomhole pressures among the field data, the developed model, Valco Economides’ model and Sporker’s model at 650 scf/min gas rate and 1,000 psia injection pressure for the model evaluation and validation with the second well.

Figure 8a: Comparison of the bottomhole pressure among the actual field data, developed model, Valco Economides’ model and Sporker’s model for the developed model evaluation and validation with the second well.
Conclusions

1. Hydraulic model was developed to study and analyze the foam hydrodynamics in vertical wells [27].
2. The developed model was used to analyze the effects of the injection pressure on a number of foam rheological properties under the downhole conditions so that the foam drilling operation and its hydraulics are entirely monitored and controlled while drilling with foam [28].
3. The developed model simulated well at moderate to high gas contents within the foam fluids, whereas its accuracy might be reduced at low gas contents within the foam fluids.
4. Based on two field cases, the developed model accuracy approximately equaled that of the Valco-Economides' model, but was less than that of Sporker et al. (the best one for both wells).
5. The increase of the injection pressure increased the bottomhole pressure, foam density, foam effective viscosity and cuttings concentration; whereas it decreased foam velocity and foam quality.
6. The developed model can be used to estimate the optimum injection pressure upon satisfying the hole cleaning conditions [29-30].
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Nomenclature

\[
\begin{align*}
  a & = \text{acceleration, } L/t^2, \text{ft/s}^2 [m/s^2] \\
  A & = \text{Cross sectional area, } L^2, \text{ft}^2 [m^2] \\
  b_1 \text{ through } b_6 & = \text{constant values proposed by Cash-Karp} \\
  C & = \text{Coefficient, dimensionless} \\
  CC & = \text{Cuttings concentration, fraction [dimensionless]} \\
  CF & = \text{Correction factor, dimensionless} \\
  D & = \text{Diameter, L, in. or ft [m]} \\
  DA & = \text{Annular diameter, L, in. or ft [m]} \\
  DC & = \text{Drill collar, L, in. or ft [m]} \\
  DP & = \text{Drillpipe, L, in. or ft [m]} \\
  DS & = \text{String depth, L, in. or ft [m]} \\
  DSG & = \text{Drillstring, dimensionless} \\
  F & = \text{Force, m-L/t^2, lb [N]} \\
  f_0 & = \text{Friction factor, dimensionless} \\
  g & = \text{Gravitational acceleration, L/t^2, ft/s}^2 [m/s^2] \\
  g_c & = \text{Unit conversion factor, dimensionless (32.174 lbm-} \\
  & \text{ft/lb-s^2) [kg-m/Ns^2]} \\
  GC & = \text{Geometry Counter, dimensionless} \\
  GG & = \text{Geothermal gradient, °F/ft or °R/ft [°C/m or K/m]} \\
  H & = \text{Thickness, L, ft [m]} \\
  HWDP & = \text{Heavyweight drillpipe, L, in. or ft [m]} \\
  ID & = \text{Inside diameter, L, in. or ft [m]} \\
  k & = \text{flow consistency index, m-t^n/2/L, lb_r-s^n/ft^2 [N-s^n/m^2]} \\
\end{align*}
\]
K₁ through K₆ = vector versions of Cash-Karp

m = mass, m, lbm [kg]

ṁ = mass flow rate, m/t, lbm/s [kg/s]

M = linear momentum or quantity of motion, m-L²/t², lb·ft [N·m]

MD = measured depth, L, ft [m]

MW = molecular weight of the fluid, (lbm/lbmol)

n = flow power index, dimensionless

OD = Outside diameter, L, in. or ft [m]

P = pressure, m/L-t², lbf/in² or lbf/ft² [Pa]

P̅ = average pressure, m/L-t², lbf/in² or lbf/ft² [Pa]

Q = volumetric flow rate, L³/t, ft³/s [m³/s]

R = universal gas constant, (10.7315 psia·ft³/lbmol·°R)

Re = Reynolds number, dimensionless

ROP = rate of penetration, L/t, ft/hr [m/s]

S = wetted perimeter, L, in. or ft [m]

Sat = fluid saturation, fraction

T = temperature, ºF, R [ºC, K]

TD = Total depth, L, in. or ft [m]

U = Velocity, L/t, ft/s [m/s]

V = volume, ft³ [m³]

Z = Compressibility factor, dimensionless

Greek Letters

eₛ = Volume expansion ratio, dimensionless

βₖ = slip coefficient

Γ = foam quality, fraction

ΔP = pressure drop, m/L-t², lbf/in² or lbf/ft² [Pa]

ΔZ = Grid cell length, L, ft [m]

θ = well inclination from the vertical, degrees [rad]

µ = viscosity, m/L-t, lbm/ft-s, cp [kg/m·s]

π = pi, 22/7

ρ = density, m/L³, lbm/ft³ [kg/m³]

τ = shear stress, m/L-t², lbf/in² or lbf/ft² [Pa]

ϕ = average formation porosity, fraction

Subscripts

ann = annular

approx = approximated

ass = assumed

B = buoyant

c = constant (g, unit conversion factor), critical

D = drag

eff = effective (viscosity)

f = foam

g = gas

G = gravitational

h = hindered

i = fluid (gas, oil, or water)

inj = injection

L = liquid

lift = lifting

max = maximum (maximal)
n = nozzle

o = oil

p = particle

pen = penetrated

pen = penetrated

r = pseudo-reduced

res = reservoir

sett = settling

tot = total

term = terminal

w = at the wall of pipe or annulus

wat = water

SI Metric Conversion Factors

bbl x 1.589 873 E-01 = m³

bbl/day-psia x 2.307 E-05 = m³/day-Pa

cp x 1 E-03 = Pa·s

ft x 3.048 E-01 = m

ft² x 9.3 E-02 = m²

ft³ x 2.8317 E-02 = m³

ft³/s x 2.8317 E-02 = m³/s

ft/sec² x 3.048 E-01 = m/sec²

(ºF–32)/1.8 = ºC

(ºF + 459.67)/1.8 = K

gal/min x 6.31 E-05 = m³/sec

in. x 2.54 E-02 = m

in.² x 6.452 E-04 = m²

lbf x 4.45 E 00 = N

lbf/ft² x 47.9041 E 00 = Pa

lbm x 4.54 E-01 = kg

lbm/ft-sec x 1.4914 E 00 = kg/m·sec

lbm/ft³ x 16.052 E 00 = kg/m³

lbm/gal x 1 20.869 E 00 = kg/m³

lbf/in² x 6890 E 00 = Pa

(lbf/in²)⁻¹ x 1.45 E-04 = Pa⁻¹

scf/min x 4.72 E-04 = m³/sec
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