Matlab program method of computing Carleman estimates and applications

Xiaoyu Fu,† Yuan Gao‡ and Qingmei Zhao§

Abstract

In this paper, we introduce a Matlab program method to compute Carleman estimate for the fourth order partial differential operator $\gamma \partial_t + \partial_x^4$ ($\gamma \in \mathbb{R}$). We obtain two kinds of Carleman estimates with different weight functions, i.e. singular weight function and regular weight function, respectively. Based on Carleman estimate with singular weight function, one can obtain the known controllability and observability results for the 1-d fourth order parabolic-type equation, while based on Carleman estimate with regular weight function, one can deduce not only the known result on conditional stability in the inverse problem of half-order fractional diffusion equation, but also a new result on conditional stability in the inverse problem of half-order fractional Schrödinger equation.
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1 Introduction and main results

In 1939, Carleman [4] established the strong unique continuation property for second order elliptic operators in dimensional two. The powerful technique he used, the so called “Carleman weighted inequality” has become one of the major tools in the study of unique continuation property, control problems and inverse problems for partial differential equations (see [8, 9, 14, 15, 16, 17, 24] and the rich references therein).

Roughly speaking, Carleman estimate can be regarded as weighted energy inequality. We give an example to explain this. Let $\Omega$ be a connected open set in $\mathbb{R}^n$, and let $P = P(x, D)$ be a differential operator of order $m$ in $\Omega$. Assume that there is a suitable function $\phi(\cdot) \in C^\infty(\overline{\Omega}; \mathbb{R})$ satisfying $\nabla \phi(x) \neq 0$, $x \in \Omega$, we say that the Carleman type estimate holds for $P$ if there exists a constant $C > 0$ such that

$$\sum_{|\alpha| \leq m} \lambda^{2(m-|\alpha|)-1} \int_{\Omega} |D^\alpha u|^2 e^{2\lambda \phi} dx \leq C \int_{\Omega} |P(x, D) u|^2 e^{2\lambda \phi} dx,$$

*This work is partially supported by the NSF of China under grant 11971333, 11931011, and by the Science Development Project of Sichuan University under grant 2020SCUNL201.

†School of Mathematics, Sichuan University, Chengdu 610064, China. xiaoyufu@scu.edu.cn
‡School of Mathematics, Sichuan University, Chengdu 610064, China. mathgaoyuan@stu.scu.edu.cn
§Corresponding author. School of Mathematics, Sichuan University, Chengdu 610064, China. E-mail address: zhaoqm@stu.scu.edu.cn
where \( u \in C_0^\infty(\Omega) \), \( \lambda \) is a parameter which can be chosen large enough.

Up to now, there are numerous results on Carleman estimates for the second order partial differential operators, the corresponding applications are well understood (for example, see [8] and the references cited therein). In the case of Carleman estimates for the higher order partial differential operators, in this respect, we refer to [5, 23, 27] for the fourth order parabolic-type operators in \( 1 - d \) case, [10] for the operator \( -\partial_t + \Delta^2 \) (in \( n - d \) case), [12] for the operator \( \partial_t - A^2 \) with \( A = \nabla \cdot (a(x)\nabla) \) (in \( n - d \) case), and [26] for the fourth order Schrödinger operator \( i\partial_t + \partial_x^4 \). Compared to Carleman estimate for second order partial differential operator, the computation of Carleman estimate for higher order partial differential operator is not an easy task, especially for the higher order partial differential operator in multi-dimensional case.

To simplify complex computations, we introduce a Matlab program method for the proof of Carleman estimate, via which one can obtain the desired result quickly and accurately. To see the idea of this method clearly, in this paper we consider Carleman estimates of operators \( \gamma\partial_t + \partial_x^4 \) (\( \gamma \in \mathbb{R} \)). More precisely, we will establish two kinds of Carleman estimates with different weight functions, i.e. singular weight function and regular weight function, respectively. Based on Carleman estimate with singular weight function, one can obtain the known controllability and observability results for the 1-d fourth order parabolic-type equation, while based on Carleman estimate with regular weight function, one can deduce not only the known result on conditional stability in the inverse problem of half-order parabolic equation, but also a new result on Hölder type conditional stability in the inverse problem of half-order Schrödinger equation. We firmly believe that the Matlab program method developed in this paper can also be used to deal with other kind of Carleman estimate for the higher order partial differential operators.

Before explaining the key idea of Matlab program method, we first recall the key idea of Carleman estimate (see [8] for example). Generally speaking, the main idea of Carleman estimate is to multiply the principal part of partial differential operator by an appropriate weighted multiplier. Then, the product is transformed into a sum of “divergence” terms, “energy” terms, and some low order terms. Finally, by integrating this identity and choosing parameters large enough to absorb the undesired terms, which is the key idea of Carleman estimate.

For convenience, we give a simple example to introduce the key idea of Carleman estimate. Meanwhile, we give our Matlab program method to see how to compute it.

**Example:** Let \( \Omega = (0, 1) \), for any fixed \( p \in L^\infty(\Omega) \), consider the following second order operator:

\[
P(x, D) = \frac{d}{dx^2} + p(x), \quad x \in \Omega.
\]

For any \( x_0 \in \mathbb{R}^n \setminus \overline{\Omega} \), set

\[
\Phi(x) = |x - x_0|^2.
\]

**Proposition 1.1** There exist two constants \( \lambda^* > 0 \) and \( C > 0 \) such that

\[
\lambda^3 \int_{\Omega} u^2 e^{2\lambda \Phi} dx + \lambda \int_{\Omega} u_x^2 e^{2\lambda \Phi} dx \leq C \int_{\Omega} |e^{\lambda \Phi} P(x, D) u|^2 dx, \quad \forall \lambda \geq \lambda^*, \quad u \in H_0^2(\Omega). \tag{1.2}
\]
Proof. For $\lambda > 0$, we set

$$\ell(x) = \lambda \Phi(x), \quad \theta = \theta(x) = e^{\ell(x)}, \quad v = \theta u,$$

where $\Phi$ is given by (1.1). It is easy to see that

$$\theta \mathcal{P}(x, D)u = \theta [(\theta^{-1}v)_{xx} + p\theta^{-1}v] = v_{xx} - 2\ell_x v_x + (\ell_x^2 - \ell_{xx})v + pv.$$

Put

$$I_1 = -2\ell_x v_x, \quad I_2 = v_{xx} + \ell_x^2 v - \ell_{xx}v, \quad I_3 = pv.$$

Then,

$$\theta \mathcal{P}(x, D)u \cdot I_1 = I_1^2 + I_1 I_2 + I_1 I_3. \quad (1.4)$$

Next, by (1.1) and (1.3), we have

$$\ell_x = \lambda \mu, \quad \mu = 2(x - x_0), \quad \ell_{xx} = 2\lambda.$$

A short calculation gives

$$I_1 I_2 = -2\lambda \mu v_x v_{xx} - 2\lambda^3 \mu^3 v v_x + 4\lambda^2 \mu vv_x$$

$$= -(\lambda \mu v_x^2)_x + 2\lambda v_x^2 - (\lambda^3 \mu^3 v^2)_x + 2\lambda v_x^2 + 6\lambda^3 \mu^2 v^2 + (2\lambda^2 \mu v^2)_x - 4\lambda^2 v^2. \quad (1.5)$$

Now, combining (1.4) and (1.5), we have

$$\theta \mathcal{P}(x, D)u \cdot I_1 = I_1^2 + \left( -\lambda \mu v_x^2 - \lambda^3 \mu^3 v^2 + 2\lambda^2 \mu v^2 \right)_x + 2\lambda v_x^2 + 6\lambda^3 \mu^2 v^2 - 4\lambda^2 v^2 - 2\lambda \mu vv_x. \quad (1.6)$$

By (1.6), we find that, for $c_0 = 4|p|_{L^\infty(\Omega)} \max\{(1 - x_0)^2, x_0^2\} + 4$, \n
$$|\theta \mathcal{P}(x, D)u|^2 \geq \left( -\lambda \mu v_x^2 - \lambda^3 \mu^3 v^2 + 2\lambda^2 \mu v^2 \right)_x + 2\lambda v_x^2 + 6\lambda^3 \mu^2 v^2 - c_0 \lambda^2 v^2 - v_x^2.$$

Finally, integrating the above inequality in $\Omega$, noting that $u \in H_0^2(\Omega)$ and $v = \theta u$, choosing $\lambda^* > 0$ large enough, then for all $\lambda \geq \lambda^*$, there exists a constant $C > 0$, such that inequality (1.2) holds.

Note that the key point in the proof of Proposition 1.1 based on the pointwise identity (1.6). To this aim, estimation of $I_1 I_2$ is the key step. In what follows, we introduce the basic idea of using Matlab program method to calculate $I_1 I_2$.

The key point of our method is to set a bijection to change all variable parameters into a vector (matrix). For example, we define a bijection from $f(x) = a_0 + a_1 x + a_2 x^2$ to a vector $\alpha = [a_0, a_1, a_2]$. Every element in vector $\alpha$ means the coefficient of $x^j$ ($j = 0, 1, 2$).

Similarly, we define a bijection:

$$a_1 \lambda^{a_2} [\mu^{a_3} v_x(a_4) v_x(a_5)] x(a_6) \Leftrightarrow A = [a_1, a_2, a_3, a_4, a_5, a_6], \quad (1.7)$$

where $\mu = 2(x - x_0)$, $a_1$ is the constant coefficient, $a_2, a_3$ are the powers of $\lambda, \mu$, respectively, and $a_4, a_5, a_6$ are the derivative orders of $x$. We observe that each term of $I_1 I_2$ is of the form in (1.7), and $a_6$ is always equal to 0.
Without loss of generality, we assume \( a_4 < a_5 \). Then, the computation of integration by parts can be replaced by number operation in matrix \( A \).

If \( a_4 = a_5 - 1 \), then, by \( \mu_x = 2 \), it is easy to see that

\[
a_1 \lambda^{a_2} \mu^{a_3} v_x(a_4) v_x(a_5) = \frac{a_1}{2} \lambda^{a_2} [\mu^{a_3} v_x(a_4) v_x(a_5 - 1)]_x - a_1 a_3 \lambda^{a_2} \mu^{a_3 - 1} v_x(a_4) v_x(a_5 - 1). \tag{1.8}
\]

The corresponding matrix operation is

\[
[a_1, a_2, a_3, a_4, a_5, 0] \rightarrow \begin{bmatrix}
a_1 & a_2 & a_3 & a_4 & a_5 - 1 & 1 \\
-a_1 a_3 & a_2 & a_3 - 1 & a_4 & a_5 - 1 & 0
\end{bmatrix}. \tag{1.9}
\]

In this way, we can use matrix operations (1.9) to replace (1.8). First, write \( I_1 I_2 \) in the form of a matrix

\[
I_1 I_2 = -2 \lambda \mu v_x v_{xx} - 2 \lambda^3 \mu^3 v v_x + 4 \lambda^2 \mu v v_x \Leftrightarrow A = \begin{bmatrix}
-2 & 1 & 1 & 1 & 2 & 0 \\
-2 & 3 & 3 & 0 & 1 & 0 \\
4 & 2 & 1 & 0 & 1 & 0
\end{bmatrix}.
\]

By matrix operation in (1.9), the corresponding matrix becomes

\[
A = \begin{bmatrix}
-1 & 1 & 1 & 1 & 1 & 1 \\
2 & 1 & 0 & 1 & 1 & 0 \\
-1 & 3 & 3 & 0 & 0 & 1 \\
-6 & 3 & 2 & 0 & 0 & 0 \\
2 & 2 & 1 & 0 & 0 & 1 \\
-4 & 2 & 0 & 0 & 0 & 0
\end{bmatrix}. \tag{1.10}
\]

By (1.7) we know that the translation result of (1.10) is exactly the same as that of (1.5).

This example is mainly to illustrate our ideas. In fact, we usually can’t obtain the final result in just one loop. For second-order operators, we may not see the benefit of using matrix operations. However, for higher-order operators, there may be multiple matrix operations for each term, which can be seen in Section 2. Therefore, as long as we define the matrix operations, the computer will automatically output the final result that meet our requirements.

Now, let us introduce our main results. At the first beginning, we introduce some notations we used in this paper. Given \( T > 0 \) and \( L > 0 \), put \( \Omega = (0, L), Q = (0, T) \times \Omega \). Throughout of this paper, we use \( v_t \) or \( \partial_t v \) to represent the derivative of \( v \) in time, and the derivative of space also uses a similar notation. In what follows, we will use \( C \) to denote a generic positive constant which may vary from line to line. The first Carleman estimate we obtained has the following form:

**Theorem 1.1** Let \( \gamma \in \mathbb{R} \), and put

\[
\psi(t, x) = (x - x_0)^2 - \beta(t - t_0)^2, \quad \beta > 0,
\]

where \( x_0 > L \) such that \( x_0 - L > 0 \) is sufficiently small so that \( (x_0 - L)^2 < \frac{1}{3} x_0^2 \) and \( t_0 \in (0, T) \) be arbitrarily fixed. For any \( \varepsilon > 0 \) satisfying \( (x_0 - L)^2 < \varepsilon < x_0^2 \), denote

\[
Q_\varepsilon = \{(t, x) \in Q; \psi(t, x) > \varepsilon\}. \tag{1.12}
\]
Then for any $c \in (0, \varepsilon)$ and $v \in H^{(1,4)}(Q_c)$ with supp $v \subset Q_c$, there exists a $\lambda_0 > 0$, such that for any $\lambda > \lambda_0$, the following inequality holds:

$$
\int_{Q_c} e^{2\lambda \psi} \left( \lambda^7 |v|^2 + \lambda^5 |\partial_x v|^2 + \lambda^3 |\partial^2_x v|^2 + \lambda |\partial^3_x v|^2 \right) dx dt
\leq C \int_{Q_c} e^{2\lambda \psi} |\gamma \partial_t v + \partial^4_x v|^2 dx dt.
$$

(1.13)

As application of Theorem 1.1, we will discuss the conditional stability in inverse problem of a half-order fractional Schrödinger equation (see Section 4 in detail).

**Remark 1.1** In the case of $\gamma = -1$, inequality (1.13) is given by [25, Lemma 2]. Based on this inequality, one can obtain the known result on conditional stability in determining a zeroth-order coefficient in a half-order fractional diffusion equation.

To obtain Carleman estimate with singular weight function for parabolic-type operator, we first recall give the choice of weight functions. Let $\omega_0$ and $\omega$ are two any given nonempty open subsets of $\Omega$ such that $\overline{\omega_0} \subseteq \omega$, by [9] we know that there exists a real-valued function $\phi \in C^4(\Omega)$ such that

$$
\phi > 0 \quad \text{in} \quad \Omega, \quad \phi = 0 \quad \text{on} \quad \partial \Omega, \quad |\phi_x| > 0 \quad \forall x \in \Omega \setminus \overline{\omega_0}.
$$

(1.14)

For any $s > 0$, put

$$
\rho(t, x) = \frac{e^{s \phi(x)} - e^{2s |\phi|_{C(\Omega)}}}{t(T-t)}, \quad \varphi(t, x) = \frac{e^{s \phi(x)}}{t(T-t)}.
$$

(1.15)

We have the following result.

**Theorem 1.2** Let $\rho, \varphi$ be given in (1.15) and $\gamma \in \mathbb{R}$. Then there exists a positive constant $s_0$, such that for any $s \geq s_0$, one can find two positive constants $\lambda_0 = \lambda_0(\mu)$ and $C = C(s)$, such that for all $v \in H^4(Q)$ satisfying $(\gamma \partial_t + \partial^4_x)v(t, x) = f$ with $f \in L^2(Q)$ and $v = v_x = 0$ on the boundary or $v = v_{xx} = 0$ on the boundary, for all $\lambda \geq \lambda_0$, it holds that

$$
\int_Q \lambda s^2 \varphi e^{2\lambda \rho} \left( |\partial^3_x v|^2 + \lambda^2 s^2 \varphi^2 |\partial^2_x v|^2 + \lambda^4 s^4 \varphi^4 |\partial_x v|^2 + \lambda^6 s^6 \varphi^6 |v|^2 \right) dx dt
\leq C \int_Q e^{2\lambda \rho} f^2 dx dt + C \int_0^T \int_\omega \lambda^7 s^7 \varphi^7 e^{2\lambda \rho} |v|^2 dx dt.
$$

(1.16)

**Remark 1.2** Based on this Carleman estimate, we can obtain the null controllability result of the fourth order parabolic-type equation (see [27] for example).

The rest of this paper is organized as follows. In Section 2, we will give the proof of Theorem 1.1. In Section 3, we will give the proof of Theorem 1.2. In Section 4, we will prove a conditional stability result in inverse source problem for a half-order time fractional Schrödinger equation.
\section{Proof of Theorem 1.1}

In this Section, we will give the proof of Theorem 1.1.

**Proof of Theorem 1.1.** We divide the proof into several steps.

**Step 1.** To begin with, we set

\begin{equation}
\mu(x) = 2(x - x_0), \quad \mathcal{P} \triangleq \gamma \partial_t + \partial_x^4, \quad (2.1)
\end{equation}

and

\begin{equation}
\theta = e^\ell, \quad \ell = \lambda \psi, \quad w = \theta v,
\end{equation}

where \( \psi \) is given by (1.11). Then it is easy to show that

\begin{equation}
\ell = \lambda \mu(x) \Rightarrow \ell = \lambda \mu, \quad \ell_{xx} = 2\lambda, \quad \ell_{tx} = \ell_{xxx} = \ell_{xxxx} = 0,
\end{equation}

and

\begin{equation}
\begin{cases}
\theta v_t = w_t - \ell_t w, & \theta v_x = w_x - \lambda \mu w, \\
\theta v_{xx} = w_{xx} - 2\lambda \mu w_x + (\lambda^2 \mu^2 - 2\lambda) w.
\end{cases} \quad (2.2)
\end{equation}

By (2.2), we have

\begin{equation}
\begin{split}
\theta v_{xxxx} &= \left[w_{xx} - 2\lambda \mu w_x + (\lambda^2 \mu^2 - 2\lambda) w\right]_{xx} - 2\lambda \mu \left[w_{xx} - 2\lambda \mu w_x + (\lambda^2 \mu^2 - 2\lambda) w\right]_x \\
&\quad + (\lambda^2 \mu^2 - 2\lambda) \left[w_{xx} - 2\lambda \mu w_x + (\lambda^2 \mu^2 - 2\lambda) w\right] \\
&= w_{xxxx} - 4\lambda \mu w_{xxx} + (6\lambda^2 \mu^2 - 12\lambda) w_{xx} + (-4\lambda^3 \mu^3 + 24\lambda^2 \mu) w_x \\
&\quad + (\lambda^4 \mu^4 - 12\lambda^3 \mu^2 + 12\lambda^2) w.
\end{split} \quad (2.3)
\end{equation}

Combining (2.2) and (2.3), we get

\begin{equation}
\theta(\gamma \partial_t v + \partial_x^4 v) = \theta \mathcal{P} v = I_1 + I_2 + I_3 + I_4, \quad (2.4)
\end{equation}

where

\begin{equation}
\begin{cases}
I_1 \triangleq \gamma w_t - 4\lambda \mu w_{xxx} - 4\lambda^3 \mu^3 w_x - 12\lambda^3 \mu^2 w, \\
I_2 \triangleq w_{xxxx} + 6\lambda^2 \mu^2 w_{xx} + \lambda^4 \mu^4 w + 12\lambda^2 w, \\
I_3 \triangleq -12\lambda w_{xx} + 24\lambda^2 \mu w_x, \\
I_4 \triangleq -\gamma \ell_t w.
\end{cases} \quad (2.5)
\end{equation}

In the case of \( v \) is complex-valued function, by (2.4), we will compute

\begin{equation}
\text{Re} \int_{Q_c} \theta \mathcal{P} v I_1 dx dt = \text{Re} \int_{Q_c} \left(|I_1|^2 + T_1 I_2 + T_1 I_3 + T_1 I_4\right) dx dt. \quad (2.6)
\end{equation}

Noting that there is no \( i = \sqrt{-1} \) in our principle operator \( \mathcal{P} \) and \( I_j(j = 1, 2, 3, 4) \), for simplicity, we assume that \( v \) is real-valued function, hence \( w \) is real-valued function. In this situation, (2.6) can be rewritten as

\begin{equation}
\int_{Q_c} \theta \mathcal{P} v I_1 dx dt = \int_{Q_c} \left(|I_1|^2 + I_1 I_2 + I_1 I_3 + I_1 I_4\right) dx dt. \quad (2.7)
\end{equation}
Step 2. Since $I_1 I_4$ is a low order term, the rest work is to calculate $I_1 I_2 + I_1 I_3$. We note that each term of $I_1 I_2 + I_1 I_3$ will be of the following form:

$$a_1 \lambda^{a_2} \mu^{a_3} w_{t(a_4)x(a_5)} x_{a_6} \Leftrightarrow A = [a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8],$$

(2.8)

where $\mu$ is given by (2.1), $a_1$ is the constant coefficient, $a_2, a_3$ are the powers of $\lambda, \mu$, respectively, $a_4, a_7$ are the derivative orders of $t$, and $a_5, a_6, a_8$ are the derivative orders of $x$.

Without loss of generality, we assume $a_5 \leq a_6$. In fact, if $a_6 < a_5$, since $w$ is a real-valued function and $a_4$ must equal to 0, we can just swap the positions of $a_5$ and $a_6$. Then, the computation of $I_1 I_2 + I_1 I_3$ can be replaced by number operation in matrix $A$. First, we will explain how to convert the computation of integration by parts into operation in matrix $A$. Noting that $a_4$ can only be equal to 1 or 0 in each term of $I_1 I_2 + I_1 I_3$ and our purpose is to decompose $a_1 \lambda^{a_2} \mu^{a_3} w_{t(a_4)x(a_5)} x_{a_6}$ into the sum of the divergence terms and the energy terms. To this aim, we divide our discussion into the following four cases.

If $a_7 = 1$ or $a_8 = 1$ or $a_4 + a_5 = a_6$, we skip this term. In other word, they are termination conditions.

If $a_5 = a_6$ and $a_4 = 1$, then, by

$$a_1 \lambda^{a_2} \mu^{a_3} w_{t(a_4)x(a_5)} x_{a_6} = \frac{a_1}{2} \lambda^{a_2} \mu^{a_3} w_{t(a_4-1)x(a_5)} x_{a_6},$$

(2.9)

we can get the corresponding matrix operation as follows:

$$[a_1 \ a_2 \ a_3 \ a_4 \ a_5 \ a_6 \ 0 \ 0] \rightarrow \left[ \frac{a_1}{2} \ a_2 \ a_3 \ a_4 - 1 \ a_5 \ a_6 \ 1 \ 0 \right].$$

(2.10)

If $a_5 = a_6 - 1$ and $a_4 = 0$, noting $\mu_x = 2$, it’s easy to see that

$$a_1 \lambda^{a_2} \mu^{a_3} w_{t(a_4)x(a_5)} x_{a_6} = \frac{a_1}{2} \lambda^{a_2} \mu^{a_3} w_{t(a_4+1)x(a_5)} x_{a_6} - a_1 a_3 \lambda^{a_2} \mu^{a_3-1} w_{t(a_4)x(a_5)} x_{a_6}.$$

(2.11)

The corresponding matrix operation is

$$[a_1, a_2, a_3, a_4, a_5, a_6, 0, 0] \rightarrow \left[ \frac{a_1}{2} \ a_2 \ a_3 \ a_4 \ a_5 \ a_6 - 1 \ 0 \ 0 \right].$$

(2.12)

If $a_5 < a_6 - 1$, by

$$a_1 \lambda^{a_2} \mu^{a_3} w_{t(a_4)x(a_5)} x_{a_6} = a_1 \lambda^{a_2} \mu^{a_3} w_{t(a_4)x(a_5)} x_{a_6} - a_1 \lambda^{a_2} \mu^{a_3} w_{t(a_4)x(a_5+1)} x_{a_6} - 2a_1 a_3 \lambda^{a_2} \mu^{a_3-1} w_{t(a_4)x(a_5)} x_{a_6}.$$

(2.13)

the corresponding matrix operation can be obtained as

$$[a_1, a_2, a_3, a_4, a_5, a_6, 0, 0] \rightarrow \left[ \ a_1 \ a_2 \ a_3 \ a_4 \ a_5 \ a_6 - 1 \ 0 \ 0 \right].$$

(2.14)

In this way, we can use matrix operations (2.10), (2.12) and (2.14) to replace (2.9), (2.11) and (2.13), respectively.
Next, we use one term in $I_1I_2 + I_1I_3$ as an example to explain how this method works. First, just like (2.8), we set a matrix

$$-4\lambda^5 \mu^5 w_{xxx} \Leftrightarrow A = [-4, 5, 5, 0, 0, 3, 0, 0].$$

(2.15)

This is equivalent to we first input the following parameters:

$$a_1 = -4, \quad a_2 = 5, \quad a_3 = 5, \quad a_4 = 0, \quad a_5 = 0, \quad a_6 = 3, \quad a_7 = 0, \quad a_8 = 0.$$  

In the program, we always default $a_7$ and $a_8$ to 0 and we need not input it.

Because matrix $A$ does not satisfy the termination conditions, we begin the 1st loop. Since $a_5 < a_6 - 1$ in (2.15), by (2.14), the corresponding matrix becomes

$$A = \begin{bmatrix} -4 & 5 & 5 & 0 & 0 & 2 & 0 & 1 \\ 4 & 5 & 5 & 0 & 1 & 2 & 0 & 0 \\ 40 & 5 & 4 & 0 & 0 & 2 & 0 & 0 \end{bmatrix}. \quad (2.16)$$

In the 2nd loop, we check each row of matrix $A$ in (2.16) whether it satisfies the termination condition. The 1st row of matrix $A$ meets the termination condition $a_8 = 1$, so we do nothing. The 2nd row $[4, 5, 5, 0, 1, 2, 0, 0]$ of matrix $A$ in (2.16) does not meet the termination conditions, so we apply integration by parts to this row. Notice that here $a_5 = a_6 - 1$ and $a_4 = 0$. Then by (2.12), we have

$$[4, 5, 5, 0, 1, 2, 0, 0] \rightarrow \begin{bmatrix} 2 & 5 & 5 & 0 & 1 & 1 & 0 & 1 \\ -20 & 5 & 4 & 0 & 1 & 1 & 0 & 0 \end{bmatrix}.$$  

We noticed that the 3rd row $[40, 5, 4, 0, 0, 2, 0, 0]$ of matrix $A$ in (2.16) also does not meet the termination conditions. By (2.14), we can get that

$$[40, 5, 4, 0, 0, 2, 0, 0] \rightarrow \begin{bmatrix} 40 & 5 & 4 & 0 & 0 & 1 & 0 & 1 \\ -40 & 5 & 4 & 0 & 1 & 1 & 0 & 0 \\ -320 & 5 & 3 & 0 & 0 & 1 & 0 & 0 \end{bmatrix}.$$  

Then the matrix $A$ will become

$$A = \begin{bmatrix} -4 & 5 & 5 & 0 & 0 & 2 & 0 & 1 \\ 2 & 5 & 5 & 0 & 1 & 1 & 0 & 1 \\ 40 & 5 & 4 & 0 & 0 & 1 & 0 & 1 \\ -20 & 5 & 4 & 0 & 1 & 1 & 0 & 0 \\ -40 & 5 & 4 & 0 & 1 & 1 & 0 & 0 \\ -320 & 5 & 3 & 0 & 0 & 1 & 0 & 0 \end{bmatrix}. \quad (2.17)$$

In loop 3rd, we check all 6 rows of $A$ in (2.17), and only the 6th row should be processed:

$$[-320, 5, 3, 0, 0, 1, 0, 0] \rightarrow \begin{bmatrix} -160 & 5 & 3 & 0 & 0 & 0 & 0 & 1 \\ 960 & 5 & 2 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}.$$  
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Then $A$ renew to

$$
A = \begin{bmatrix}
-4 & 5 & 5 & 0 & 0 & 2 & 0 & 1 \\
2 & 5 & 5 & 0 & 1 & 1 & 0 & 1 \\
40 & 5 & 4 & 0 & 0 & 1 & 0 & 1 \\
-20 & 5 & 4 & 0 & 1 & 1 & 0 & 0 \\
-40 & 5 & 4 & 0 & 1 & 1 & 0 & 0 \\
-160 & 5 & 3 & 0 & 0 & 0 & 0 & 1 \\
960 & 5 & 2 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
$$

(2.18)

In loop 4th, every row of $A$ meets the termination conditions, so we output the matrix $A$. On the other hand, by elementary calculations, it is easy to see that

$$
-4\lambda^5\mu^5w_{xxx} = -4(\lambda^5\mu^5w_{xx})_x + 2(\lambda^5\mu^5w^2_x)_x + 40(\lambda^5\mu^4ww_x)_x - 60\lambda^5\mu^4w^2_x - 160(\lambda^5\mu^3w^2)_x + 960\lambda^5\mu^2w^2.
$$

(2.19)

Therefore, by (2.8), we can see that (2.19) is exactly the same as (2.18).

According to the above analysis, now we give the rule for calculating each term in $I_1^1I_2^2 + I_1^1I_3^2$. It should be pointed out that in our code, our input data’s format is $a_1\lambda a_2\mu a_3w_{t(a_4)x(t(a_5))}$ from (2.5). Meanwhile, noting that $\gamma w_{I_2^2} + \gamma w_{I_3^2}$ is a low-order term, so we set $\gamma = 1$ in the program, which will not affect the final result.

**Algorithm 2.1.**

(1). Input matrix $A$ with 8 columns. Loop (2) until all rows are skipped, then output $A$.

(2). Check every row $a \triangleq [a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8]$ in $A$. If $a_1 = 0$ or $a_7 = 1$ or $a_8 = 1$ or $a_4 + a_5 = a_6$, then skip this row, else do (3).

(3). If $a_5 = a_6$, then $a \rightarrow [a_1/2, a_2, a_3, a_4, a_5 - 1, a_6, 0, 1]$, else do (4).

(4). If $a_5 > a_6$, then do (4.1), else do (4.2).

(4.1). If $a_4 = 0$ and $a_5 - 1 = a_6$, then

$$
a \rightarrow \begin{bmatrix}
a_1/2 & a_2 & a_3 & a_4 & a_5 - 1 & a_6 & 0 & 1
\end{bmatrix};
$$

else

$$
a \rightarrow \begin{bmatrix}
a_1 & a_2 & a_3 & a_4 & a_5 - 1 & a_6 & 0 & 1 \\
-a_1 & a_2 & a_3 & a_4 & a_5 - 1 & a_6 & 0 & 0 \\
-2a_1a_3 & a_2 & a_3 & a_4 & a_5 - 1 & a_6 & 0 & 0
\end{bmatrix}.
$$

(4.2). If $a_4 = 0$ and $a_6 - 1 = a_5$, then

$$
a \rightarrow \begin{bmatrix}
a_1/2 & a_2 & a_3 & a_4 & a_5 & a_6 - 1 & 0 & 1
\end{bmatrix};
$$

else

$$
a \rightarrow \begin{bmatrix}
a_1 & a_2 & a_3 & a_4 & a_5 & a_6 - 1 & 0 & 1 \\
-a_1 & a_2 & a_3 & a_4 & a_5 & a_6 - 1 & 0 & 0 \\
-2a_1a_3 & a_2 & a_3 & a_4 & a_5 & a_6 - 1 & 0 & 0
\end{bmatrix}.
$$
Step 3. Noting that \( c \in (0, \varepsilon) \) and \( \text{supp} \, v \subset Q_\varepsilon \), then \( v \) equals to zero on both the space boundary and the time boundary of \( Q_\varepsilon \). Therefore, we delete the boundary term \( a_7 = 1 \) or \( a_8 = 1 \) in matrix \( A \), and extract the highest order energy terms at the same time. If the highest order energy terms is positive, we delete the lower order terms, otherwise we keep the lower order terms. Use the above method to estimate \( I_1 I_2 + I_1 I_3 \), we have the following output result:

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---|---|---|---|---|---|---|---|---|
| 1 | 4 | 1 | 0 | 0 | 3 | 3 | 0 | 0 |
| 2 | 120| 3 | 2 | 0 | 2 | 2 | 0 | 0 |
| 3 | 36 | 5 | 4 | 0 | 1 | 1 | 0 | 0 |
| 4 | 16 | 7 | 6 | 0 | 0 | 0 | 0 | 0 |

Figure 1: the highest order energy terms of \( I_1 I_2 + I_1 I_3 \)

From Figure 1, we can get, for sufficiently large \( \lambda \),

\[
\int_{Q_\varepsilon} \left( I_1 I_2 + I_1 I_3 \right) dxdt 
\geq \int_{Q_\varepsilon} \left( 4\lambda w_{xxx}^2 + 120\lambda^3 \mu^2 w_{xx}^2 + 36\lambda^5 \mu^4 w_x^2 + 16\lambda^7 \mu^6 w^2 \right) dxdt.
\]  

(2.20)

Combining (2.5), (2.7) and (2.20), we conclude that there exists a positive constant \( c_0 \in (0, 1) \), for sufficiently large \( \lambda \), it holds that

\[
\int_{Q_\varepsilon} \theta \mathcal{P} v I_1 dxdt = \int_{Q_{\varepsilon_0}} \left( |I_1|^2 + I_1 I_2 + I_1 I_3 + I_1 I_4 \right) dxdt 
\geq \int_{Q_\varepsilon} \left( c_0 |I_1|^2 + 4\lambda w_{xxx}^2 + 120\lambda^3 \mu^2 w_{xx}^2 + 36\lambda^5 \mu^4 w_x^2 + 16\lambda^7 \mu^6 w^2 \right) dxdt.
\]

(3.2)

Notice that \( w = \theta v \), we can easily obtain (1.13).

\[
\square
\]

3 Proof of Theorem 1.2

In this Section, we will give the proof of Theorem 1.2.

Proof of Theorem 1.2. We divide the proof into several steps.

Step 1. To begin with, we set

\[
\theta = e^\ell, \quad \ell = \lambda \rho, \quad u = \theta v,
\]

(3.1)

where \( \rho \) is given by (1.15). By (3.1), it is easy to check that

\[
\begin{cases}
\theta v_t = u_t - \ell_t u, & \theta v_x = u_x - \ell_x u, \\
\theta v_{xx} = u_{xx} - 2\ell_x u_x + (\ell_x^2 - \ell_{xx}) u.
\end{cases}
\]  

(3.2)
Therefore, combining (3.1)–(3.3), we get
\[ \theta v_{xxxx} = u_{xxxx} - 4\ell_x u_{xxx} + 6(\ell_x^2 - \ell_{xx})u_{xx} + (-4\ell_x^3 + 12\ell_x\ell_{xx} - 4\ell_{xxx})u_x + (\ell_x^4 - 6\ell_x^2\ell_{xx} + 3\ell_x^2 + 4\ell_x\ell_{xxx} - \ell_{xxxx})u. \] (3.3)

Therefore, combining (3.1)–(3.3), we get
\[ \theta (\gamma \partial_t v + \partial_t^4 v) = \theta P v = J_1 + J_2 + J_3 + J_4, \] (3.4)
where
\[
\begin{align*}
J_1 &\triangleq \gamma u_t - 4\lambda \rho_x u_{xxx} - 4\gamma \rho_x^3 u_x - 6\lambda^3 \rho_x^2 \rho_{xx} u, \\
J_2 &\triangleq u_{xxxx} + 6\lambda^2 \rho_x^2 u_{xx} + \lambda^4 \rho_x u + (3\lambda^2 \rho_x^2 + 4\lambda^2 \rho_x \rho_{xxx}) u, \\
J_3 &\triangleq -6\lambda \rho_x u_{xx} + (12\lambda^2 \rho_x \rho_{xx} - 4\lambda \rho_{xxx}) u_x, \\
J_4 &\triangleq (-\lambda \rho_{xxxx} - \gamma \ell_t) u.
\end{align*}
\]

For simplicity, we assume that \( v \) is real-valued function, hence, by (3.4), we have
\[ \theta P v J_1 = |J_1|^2 + J_1 J_2 + J_1 J_3 + J_1 J_4. \] (3.6)

**Step 2.** Since \( J_1 J_4 \) is a low order term, the rest work is to estimate \( J_1 J_2 + J_1 J_3 \). By the definitions of \( \rho \) in (1.15), we have that
\[
\begin{align*}
\rho_x &= s \phi_x \varphi, \\
\rho_{xx} &= s^2 \phi_x^2 \varphi + s \phi_{xx} \varphi, \\
\rho_{xxx} &= s^3 \phi_x^3 \varphi + 3s^2 \phi_x \phi_{xx} \varphi + s \phi_{xxx} \varphi.
\end{align*}
\] (3.7)

Then we can see that each term of \( J_1 J_2 + J_1 J_3 \) can be written as follows:
\[ a_1 \lambda^{a_2} s^{a_3} \left[ \phi_x^{a_4} \phi_{xx}^{a_5} \phi_{xxx}^{a_6} \rho_x^{a_7} \varphi^{a_8} \varphi_t^{a_9} u_{x^{(a_{10})}u_{x^{(a_{11})}}u_{x^{(a_{12})}}} \right]_{x^{(a_{13})}} \] 
\[ \leftrightarrow A [a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8, a_9, a_{10}, a_{11}, a_{12}, a_{13}, a_{14}]. \] (3.8)

where \( a_1 \) is the constant coefficient, \( a_2, a_3, a_4, a_5, a_6, a_7, a_8, a_9 \) are the powers of \( \lambda, s, \phi_x, \phi_{xx}, \phi_{xxx}, \varphi, \varphi_t \), respectively, \( a_{10}, a_{13} \) are the derivative orders of \( t \), and \( a_{11}, a_{12}, a_{14} \) are the derivative orders of \( x \).

The method for calculating \( J_1 J_2 + J_1 J_3 \) is similar to the idea in the previous subsection, except that it requires a larger matrix to store the corresponding positions of \( s, \phi_x, \phi_{xx}, \phi_{xxx}, \varphi, \varphi_t \). Next, we use one term in \( J_1 J_2 + J_1 J_3 \) as an example to explain how our method works.

First, just like (3.8), we set a matrix
\[ -36\lambda^5 s^5 \phi_x \varphi^4 u_{xx} \leftrightarrow A = [-36 \ 5 \ 5 \ 0 \ 0 \ 0 \ 4 \ 0 \ 0 \ 0 \ 2 \ 0 \ 0]. \] (3.9)

Similarly, we define termination conditions as follows: \( a_{13} = 1 \) or \( a_{14} = 1 \) or \( a_{10} + a_{11} = a_{12} \). Note that matrix \( A \) in (3.9) does not satisfy the termination condition, we begin the 1st loop.
using integration by parts. Decompose matrix $A$ for the 1st loop, and the corresponding matrix becomes:

$$
A = \begin{bmatrix}
-36 & 5 & 5 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 1 & 0 & 1 \\
36 & 5 & 5 & 0 & 0 & 0 & 4 & 0 & 0 & 1 & 1 & 0 & 0 \\
180 & 5 & 5 & 4 & 1 & 0 & 0 & 4 & 0 & 0 & 0 & 1 & 0 & 0 \\
144 & 5 & 6 & 6 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 1 & 0 & 0 \\
\end{bmatrix}.
\tag{3.10}
$$

In the 2nd loop, we check each row of matrix $A$. The 1st and 2nd row of matrix $A$ meets the termination conditions, so we do nothing. The 3rd row of matrix $A$ in (3.10) does not meet the termination conditions. Doing integration by parts, we get

$$
\begin{bmatrix}
180 & 5 & 5 & 4 & 1 & 0 & 0 & 4 & 0 & 0 & 0 & 1 & 0 & 0 \\
90 & 5 & 5 & 4 & 1 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 1 \\
-360 & 5 & 5 & 3 & 2 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 \\
-90 & 5 & 5 & 4 & 0 & 1 & 0 & 4 & 0 & 0 & 0 & 0 & 0 \\
-360 & 5 & 6 & 5 & 1 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\rightarrow
\begin{bmatrix}
90 & 5 & 5 & 4 & 1 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 1 \\
-360 & 5 & 5 & 3 & 2 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 \\
-90 & 5 & 5 & 4 & 0 & 1 & 0 & 4 & 0 & 0 & 0 & 0 & 0 \\
-360 & 5 & 6 & 5 & 1 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
$$

The 4th row of matrix $A$ in (3.10) also does not meet the termination conditions. By

$$
\begin{bmatrix}
144 & 5 & 6 & 6 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 1 & 0 & 0 \\
72 & 5 & 6 & 6 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 1 \\
-432 & 5 & 6 & 5 & 1 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 \\
-288 & 5 & 7 & 7 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\rightarrow
\begin{bmatrix}
72 & 5 & 6 & 6 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 1 \\
-432 & 5 & 6 & 5 & 1 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 \\
-288 & 5 & 7 & 7 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
$$

then $A$ renew to

$$
A = \begin{bmatrix}
-36 & 5 & 5 & 5 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 1 & 0 & 1 \\
36 & 5 & 5 & 5 & 0 & 0 & 0 & 4 & 0 & 0 & 1 & 1 & 0 & 0 \\
90 & 5 & 5 & 4 & 1 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 1 \\
72 & 5 & 6 & 6 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 1 \\
-360 & 5 & 5 & 3 & 2 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 \\
-90 & 5 & 5 & 4 & 0 & 1 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 \\
-360 & 5 & 6 & 5 & 1 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 \\
-432 & 5 & 6 & 5 & 1 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 \\
-288 & 5 & 7 & 7 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
\tag{3.11}
$$

In loop 3rd, since every row of $A$ meets the termination conditions, we output the matrix $A$. The translation from (3.11) means

\[-36\lambda^5 s^5 \phi_x^5 \phi_x^4 u u_{xx} = -36\lambda^5 s^5 (\phi_x^5 \phi_x^4 u u_x)_x + 36\lambda^5 s^5 \phi_x^5 \phi_x^4 u_x^2 + 90\lambda^5 s^5 (\phi_x^4 \phi_{xx} \phi_x^4 u_x^2)_x + 72\lambda^5 s^6 (\phi_x^6 \phi_x^4 u_x^2)_x \]

\[-360\lambda^5 s^5 \phi_x^3 \phi_{xxx}^2 \phi_x^4 u_x^2 - 90\lambda^5 s^5 \phi_x^4 \phi_{xxx} \phi_x^4 u_x^2 - 792\lambda^5 s^6 \phi_x^5 \phi_{xxx} \phi_x^4 u_x^2 - 288\lambda^5 s^7 \phi_x^7 \phi_x^4 u_x^2.\]

According to the above analysis, we first write $J_1 J_2 + J_1 J_3$ in the form of a matrix, and then obtain a matrix similar to (3.11) through matrix operation. Finally, we extract the boundary terms, cross terms and energy terms, respectively.
For the energy terms, we keep the highest and subhigher order terms of $\lambda$ and $s$, while deleting other lower order terms which can be absorbed by the subhigher order terms. The results of the highest order energy terms and cross terms are shown in Figure 2, the results of the subhigher order terms are shown in Figure 3. In the following, for any $k \in \mathbb{N}$, we denote by $\mathcal{O}(s^k)$ a function of order $s^k$ for large $s$.

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|---|---|---|---|---|---|---|---|---|----|----|----|----|----|
| 1 | 2 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 3 | 3 | 0 |
| 2 | 60 | 3 | 3 | 2 | 1 | 0 | 0 | 3 | 0 | 0 | 2 | 2 | 0 |
| 3 | 18 | 5 | 5 | 4 | 1 | 0 | 0 | 5 | 0 | 0 | 1 | 1 | 0 |
| 4 | 8 | 7 | 7 | 6 | 1 | 0 | 0 | 7 | 0 | 0 | 0 | 0 | 0 |
| 5 | -40 | 2 | 4 | 4 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 0 |
| 6 | -68 | 4 | 6 | 6 | 0 | 0 | 0 | 4 | 0 | 0 | 1 | 1 | 0 |
| 7 | 18 | 5 | 8 | 8 | 0 | 0 | 0 | 6 | 0 | 0 | 0 | 0 | 0 |

Figure 2: the highest order energy terms and cross terms of $J_1 J_2 + J_1 J_3$

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|---|---|---|---|---|---|---|---|---|----|----|----|----|----|
| 1 | 2 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 3 | 3 | 0 |
| 2 | 60 | 3 | 3 | 2 | 1 | 0 | 0 | 3 | 0 | 0 | 2 | 2 | 0 |
| 3 | 18 | 5 | 5 | 4 | 1 | 0 | 0 | 5 | 0 | 0 | 1 | 1 | 0 |
| 4 | 8 | 7 | 7 | 6 | 1 | 0 | 0 | 7 | 0 | 0 | 0 | 0 | 0 |
| 5 | -40 | 2 | 4 | 4 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 0 |
| 6 | -68 | 4 | 6 | 6 | 0 | 0 | 0 | 4 | 0 | 0 | 1 | 1 | 0 |
| 7 | 18 | 5 | 8 | 8 | 0 | 0 | 0 | 6 | 0 | 0 | 0 | 0 | 0 |

Figure 3: subhigher order terms of $J_1 J_2 + J_1 J_3$

For the time boundary, $\theta$ is singular with respect to time variable, we directly remove the rows satisfying $a_{13} = 1$ in matrix $A$. For the space boundary, i.e. the row $a_{14} = 1$ in matrix $A$, if $v = v_x = 0$ on the boundary, we delete the boundary terms with $u$ or $u_x$ or $u_t$ or $u_{tx}$ on the boundary terms, and the results of the boundary terms are shown in Figure 4.

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|---|---|---|---|---|---|---|---|---|----|----|----|----|----|
| 1 | -2 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 3 | 3 | 0 |
| 2 | 12 | 2 | 3 | 3 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 0 |
| 3 | 12 | 2 | 2 | 1 | 1 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 0 |
| 4 | -10 | 3 | 3 | 3 | 0 | 0 | 0 | 3 | 0 | 0 | 2 | 2 | 0 |

Figure 4: the boundary terms of $J_1 J_2 + J_1 J_3$

**Remark 3.1** The reason why the algorithm is not proposed here is that except for the different matrix operations, the calculation rules here are similar to Algorithm 2.1.
Step 3. From Figure 1, 2, 3, we can get
\[
\begin{align*}
\int Q \left( J_1 J_2 + J_1 J_3 \right) dx dt \\
= \int Q \left( 2\lambda s^2 \varphi_x^2 u_{xxx}^2 + 6\lambda^3 s^4 \varphi^3 \phi_x^4 u_{xxx}^2 + 18\lambda^5 s^6 \varphi^5 \phi_x^6 u_{xxx}^2 + 8\lambda^7 s^8 \varphi^7 \phi_x^8 u_{xxx}^2 + Bu_t u_x \right) dx dt \\
+ \int V_x dx dt + \int Q \left\{ O(s) \lambda \varphi_{xxxx}^3 + \left[ O(\lambda^3) s^3 \varphi^3 + O(s^4) \lambda^2 \varphi^2 \right] u_{xxx}^3 \right\} dx dt \\
+ \int Q \left\{ \left[ O(\lambda^5) s^5 \varphi^5 + O(s^4) \lambda^4 \varphi^4 \right] u_x^3 + \left[ O(\lambda^7) s^7 \varphi^7 + O(s^8) \lambda^5 \varphi^6 \right] u_x^2 \right\} dx dt,
\end{align*}
\]
where
\[
V = -2\lambda s \varphi \phi_x u_{xxx} - 10\lambda^3 s^3 \varphi^3 \phi_x^3 u_{xxx} + O(s^3) \lambda^2 \varphi^2 u_{xxx}.
\]
and
\[
B = 2\lambda s \varphi \phi_x + 6\lambda s^2 \varphi_x \phi_{xx} + 2\lambda s^3 \varphi \phi_{xx}.
\]

In the case of \( v = v_{xx} = 0 \) on the boundary, we can similarly deal with it. Extract the terms \( a_{14} = 1 \) from the matrix \( A \) and delete the terms with \( u \) or \( u_t \) or \( u_{xx} \), leaving only the highest order terms, the subhigher order terms and the cross terms at the end. Other low-order terms can be absorbed by the subhigher order terms. The results of the boundary terms in this case are shown in Figure 5.

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|---|---|---|---|---|---|---|---|---|----|----|----|----|----|
| 1 | -1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 3 | 3 | 0 |
| 2 | -2 | 4 | 3 | 3 | 3 | 0 | 0 | 0 | 3 | 0 | 1 | 3 | 0 |
| 3 | 12 | 4 | 5 | 5 | 5 | 0 | 0 | 4 | 0 | 1 | 0 | 1 | 0 |
| 4 | -10 | 5 | 5 | 5 | 0 | 0 | 5 | 0 | 0 | 1 | 1 | 0 | 1 |

Figure 5: the boundary terms

Figure 5 shows that the boundary term in this case is
\[
V = -2\lambda s \varphi \phi_x u_{xxx} - 4\lambda^3 s^3 \varphi^3 \phi_x^3 u_{xxx} - 10\lambda^5 s^5 \varphi^5 \phi_x^5 u_{xxx} + O(s^5) \lambda^4 \varphi^4 u_{xxx}.
\]

Step 4. By the definition of \( J_1 \) in (3.5) and \( B \) in (3.14), noting that (3.7), we have, for some \( \varepsilon > 0 \),
\[
Bu_t u_x = Bu_x \left( J_1 + 4\lambda s \varphi \phi_x u_{xxx} + 4\lambda^3 s^3 \varphi^3 \phi_x^3 u_x + 6\lambda^3 s^4 \varphi^4 \phi_x^4 u + 6\lambda^3 s^3 \varphi^3 \phi_x^3 \phi_{xx} u \right)
\geq Bu_x \left( 4\lambda s \varphi \phi_x u_{xxx} + 4\lambda^3 s^3 \varphi^3 \phi_x^3 u_x + 6\lambda^3 s^4 \varphi^4 \phi_x^4 u + 6\lambda^3 s^3 \varphi^3 \phi_x^3 \phi_{xx} u \right)
- \varepsilon J_1^2 - C \lambda^2 s^6 \varphi^2 u_{xx}^2.
\]
Notice that the right-hand side of inequality (3.16) can be rewritten as matrix with the same form as (3.8). Therefore, we can apply the method again. For energy terms and boundary terms, only the highest order terms are left. The result is shown in Figure 6.
Figure 6: the energy terms and boundary terms of $Bu_tu_x$

Then, we have

$$\int_Q Bu_tu_x dxdt \geq \int_Q \left( -\varepsilon J_1^2 - C\lambda^2 s^4 \varphi^2 u_x^2 - C\lambda^4 s^6 \varphi^4 u_x^2 - C\lambda^4 s^8 \varphi^4 u^2 \right) dxdt + \int_Q \tilde{V} dxdt. \quad (3.17)$$

where

$$\tilde{V} = O(s^4)\lambda^2 \varphi^2 u_x u_x + O(s^4)\lambda^7 \varphi^4 u_x^2 + O(s^5)\lambda^2 \varphi^2 u_x^2$$

Therefore, combining (3.12) and (3.17), we have

$$\int_Q \left( 2\lambda s^2 \varphi \phi_x^2 u_{xxx} + 60\lambda^3 s^4 \varphi^3 \phi_x^4 u_{xx} + 18\lambda^5 s^6 \varphi^5 \phi_x^6 u_x^2 + 8\lambda^7 s^8 \varphi^7 \phi_x^8 u^2 \right) dxdt + \int_Q V dxdt$$

$$\leq \int_Q \left( J_1 J_2 + J_1 J_3 + \varepsilon J_1^2 \right) dxdt + C \int_Q \left[ s\lambda \varphi u_{xxx}^2 + (\lambda^3 s^3 \varphi^3 + \lambda^2 s^4 \varphi^2) u_{xx}^2 \right] dxdt$$

$$+ C \int_Q \left[ (\lambda^5 s^5 \varphi^5 + \lambda^4 s^6 \varphi^4) u_x^2 + (\lambda^7 s^7 \varphi^7 + \lambda^5 s^8 \varphi^6) u^2 \right] dxdt. \quad (3.18)$$

where, for $v = v_x = 0$ and $v = v_{xx} = 0$ on the boundary, $V$ is given by (3.13) and (3.15), respectively. By (1.14), we know that $\phi_x(L) < 0$ and $\phi_x(0) > 0$, then for sufficiently large $s$, we have

$$V(L,t) \geq 0, \ V(0,t) \leq 0.$$

Hence,

$$\int_Q \left( 2\lambda s^2 \varphi \phi_x^2 u_{xxx} + 60\lambda^3 s^4 \varphi^3 \phi_x^4 u_{xx} + 18\lambda^5 s^6 \varphi^5 \phi_x^6 u_x^2 + 8\lambda^7 s^8 \varphi^7 \phi_x^8 u^2 \right) dxdt$$

$$\leq \int_Q \left( J_1 J_2 + J_1 J_3 + \varepsilon J_1^2 \right) dxdt + C \int_Q \left[ s\lambda \varphi u_{xxx}^2 + (\lambda^3 s^3 \varphi^3 + \lambda^2 s^4 \varphi^2) u_{xx}^2 \right] dxdt$$

$$+ C \int_Q \left[ (\lambda^5 s^5 \varphi^5 + \lambda^4 s^6 \varphi^4) u_x^2 + (\lambda^7 s^7 \varphi^7 + \lambda^5 s^8 \varphi^6) u^2 \right] dxdt. \quad (3.18)$$
Then, it follows from (3.6) and (3.18) that, for sufficiently small \( \varepsilon > 0 \),

\[
\int_Q \left( \lambda s^2 \varphi \varphi_x^2 u_{xxx} + \lambda^3 s^4 \varphi^3 \phi_x^4 u_{xx} + \lambda^5 s^6 \varphi^5 \varphi_x^6 u_x + \lambda^7 s^8 \varphi^7 \varphi_x^8 u \right) dx dt
\leq C \int_Q \theta^2 |Pv|^2 dx dt + C \int_Q \left[ s \lambda \varphi u_{xxx} + (\lambda^3 s^3 \varphi^3 + \lambda^2 s^4 \varphi^2) u_{xx} \right] dx dt
\leq C \int_Q \left[ (\lambda^5 s^5 \varphi^5 + \lambda^4 s^6 \varphi^4) u_x^2 + (\lambda^7 s^7 \varphi^7 + \lambda^5 s^8 \varphi^6) u^2 \right] dx dt.  \tag{3.19}
\]

Further, noting that \(|\phi_x| > 0 \) in \( \Omega \setminus \omega_0 \), it follows that

\[
\int_Q \left( \lambda s^2 \varphi \varphi_x^2 u_{xxx} + \lambda^3 s^4 \varphi^3 \phi_x^4 u_{xx} + \lambda^5 s^6 \varphi^5 \varphi_x^6 u_x + \lambda^7 s^8 \varphi^7 \varphi_x^8 u \right) dx dt
\geq C \int_0^T \int_{\Omega \setminus \omega_0} \left( \lambda s^2 \varphi u_{xxx} + \lambda^3 s^4 \varphi^3 u_{xx} + \lambda^5 s^6 \varphi^5 u_x + \lambda^7 s^8 \varphi^7 u \right) dx dt
\geq C \int_0^T \int_{\omega_0} \left( \lambda s^2 \varphi u_{xxx} + \lambda^3 s^4 \varphi^3 u_{xx} + \lambda^5 s^6 \varphi^5 u_x + \lambda^7 s^8 \varphi^7 u \right) dx dt. \tag{3.20}
\]

Consequently, it follows from (3.20) that

\[
\int_Q \left( \lambda s^2 \varphi u_{xxx} + \lambda^3 s^4 \varphi^3 u_{xx} + \lambda^5 s^6 \varphi^5 u_x + \lambda^7 s^8 \varphi^7 u \right) dx dt
\leq C \int_Q \left( \lambda s^2 \varphi \varphi_x^2 u_{xxx} + \lambda^3 s^4 \varphi^3 \phi_x^4 u_{xx} + \lambda^5 s^6 \varphi^5 \varphi_x^6 u_x + \lambda^7 s^8 \varphi^7 \varphi_x^8 u \right) dx dt \tag{3.21}
\leq C \int_0^T \int_{\omega_0} \left( \lambda s^2 \varphi u_{xxx} + \lambda^3 s^4 \varphi^3 u_{xx} + \lambda^5 s^6 \varphi^5 u_x + \lambda^7 s^8 \varphi^7 u \right) dx dt.
\]

Combining (3.19) and (3.21), and noting \( u = \theta v \), we conclude that there exists a \( s_0 > 0 \) such that for all \( s \geq s_0 \), one can find a positive constant \( \lambda = \lambda_0(s) \) so that for any \( \lambda \geq \lambda_0 \), it holds that

\[
\int_Q \theta^2 \lambda s^2 \varphi \left( v_{xxx} + \lambda^2 s^2 \varphi^2 v_{xx} + \lambda^4 s^4 \varphi^4 v_x + \lambda^6 s^6 \varphi^6 v \right) dx dt
\leq C \int_0^T \int_{\omega_0} \theta^2 \lambda s^2 \varphi \left( v_{xxx} + \lambda^2 s^2 \varphi^2 v_{xx} + \lambda^4 s^4 \varphi^4 v_x + \lambda^6 s^6 \varphi^6 v \right) dx dt \tag{3.22}
\leq C \int_Q \theta^2 |Pv|^2 dx dt.
\]

**Step 5.** We shall eliminate the terms \( \int_0^T \int_{\omega_0} \theta^2 \lambda s^2 \varphi \left( v_{xxx} + \lambda^2 s^2 \varphi^2 v_{xx} + \lambda^4 s^4 \varphi^4 v_x \right) dx dt. \)

Take \( \zeta \in C_0^\infty(\omega; [0, 1]) \) such that \( \zeta = 1 \) in \( \omega_0 \). Multiplying \( \gamma v_t + v_{xxxx} \) by \( \zeta^6 \theta^2 \varphi v_{xx} \) and
integrating it over \(Q\), we get

\[
\int_Q \left[ (\gamma v_t + v_{xxxx})\zeta^8 \theta^2 \varphi v_{xx} \right] dx dt
\]

\[
= \int_Q \left[ -\gamma(\zeta^8 \theta^2 \varphi)_x v_t v_x + \frac{1}{2} \gamma \zeta^8 (\theta^2 \varphi)_t v_x^2 - (\zeta^8 \theta^2 \varphi)_x v_{xxx} v_{xx} - \zeta^8 \theta^2 \varphi v_{xxx} \right] dx dt
\]

\[
= \int_Q \left[ -\gamma(\zeta^8 \theta^2 \varphi)_x v_x (P v - v_{xxxx}) + \frac{1}{2} \gamma \zeta^8 (\theta^2 \varphi)_x v_x^2 - (\zeta^8 \theta^2 \varphi)_x v_{xxx} v_{xx} - \zeta^8 \theta^2 \varphi v_{xxx} \right] dx dt
\]

\[
= \int_Q \left[ -\gamma(\zeta^8 \theta^2 \varphi)_x v_x P v - (\zeta^8 \theta^2 \varphi)_x v_{xxx} v_{xx} - 2(\zeta^8 \theta^2 \varphi)_x v_{xxx} v_{xx}
\]

\[
+ \frac{1}{2} \gamma \zeta^8 (\theta^2 \varphi)_t v_x^2 - \zeta^8 \theta^2 \varphi v_{xxx} \right] dx dt.
\]

Then, noting that \(\zeta \leq 1\), we have

\[
\int_Q \zeta^8 \lambda s^2 \theta^2 \varphi v_{xxx} dx dt
\]

\[
\leq C \int_Q \theta^2 |P v|^2 dx dt + C \int_Q \theta^2 \zeta^4 \left( \zeta^4 \lambda^2 s^4 \varphi^3 v_{xx}^2 + \lambda^5 s^6 \varphi^5 v_x^2 \right) dx dt. \tag{3.23}
\]

Multiplying \(\gamma v_t + v_{xxxx}\) by \(\zeta^6 \theta^2 \varphi^3 v\) and integrating it over \(Q\), we get

\[
\int_Q (\gamma v_t + v_{xxxx}) \zeta^6 \theta^2 \varphi^3 v dx dt
\]

\[
= \int_Q \left[ -\frac{1}{2} \gamma(\zeta^6 \theta^2 \varphi^3)_t v^2 - (\zeta^6 \theta^2 \varphi^3)_x v v_{xxx} + \zeta^6 \theta^2 \varphi^3 v_{xxx} \right] dx dt
\]

\[
= \int_Q \left[ -\frac{1}{2} \gamma(\zeta^6 \theta^2 \varphi^3)_t v^2 - (\zeta^6 \theta^2 \varphi^3)_x v v_{xxx} + (\zeta^6 \theta^2 \varphi^3)_x v_{xx} + \zeta^6 \theta^2 \varphi^3 v_{xxx} \right] dx dt.
\]

Then, for any \(\varepsilon_1 > 0\), it holds that

\[
\int_Q \zeta^6 \lambda^3 s^4 \theta^2 \varphi^3 v_{xx}^2 dx dt
\]

\[
\leq C \int_Q \theta^2 |P v|^2 dx dt + C \int_Q \theta^2 \zeta^2 \left( \lambda^7 s^8 \varphi^7 v^2 + \zeta^2 \lambda^5 s^6 \varphi^5 v_x^2 \right) dx dt
\]

\[
+ \varepsilon_1 \int_Q \zeta^8 \lambda s^2 \theta^2 \varphi v_{xxx}^2 dx dt.
\]

Hence, for sufficiently small \(\varepsilon_1\), by (3.23), we have

\[
\int_Q \zeta^6 \lambda^3 s^4 \theta^2 \varphi^3 v_{xx}^2 dx dt
\]

\[
\leq C \int_Q \theta^2 |P v|^2 dx dt + C \int_Q \theta^2 \zeta^2 \left( \lambda^7 s^8 \varphi^7 v^2 + \zeta^2 \lambda^5 s^6 \varphi^5 v_x^2 \right) dx dt. \tag{3.24}
\]
Further, by (3.23), it is easy to see that for any $\varepsilon_2 > 0$

$$\int_Q \zeta^4 \lambda^5 s^6 \theta^2 \phi^5 v_x^2 dx \, dt = \lambda^5 s^6 \int_Q - (\zeta^4 \theta^2 \phi^5) v_x v_x - \zeta^4 \theta^2 \phi^5 vv_x dx \, dt$$

$$= \lambda^5 s^6 \int_Q \left[ \frac{1}{2} (\zeta^4 \theta^2 \phi^5) v_x^2 - \zeta^4 \theta^2 \phi^5 vv_x \right] dx \, dt$$

$$\leq C \int_Q \zeta^2 \lambda^7 s^8 \theta^2 \phi^7 v^2 dx \, dt + \varepsilon_2 \int_Q \zeta^6 \lambda^3 s^4 \theta^2 \phi^3 v_{xx}^2 dx \, dt.$$

Therefore, taking $\varepsilon_2$ small enough and combining (3.24), we end up with

$$\int_Q \zeta^4 \lambda^5 s^6 \theta^2 \phi^5 v_x^2 dx \, dt$$

$$\leq C \int_Q \theta^2 |Pv|^2 dx \, dt + C \int_Q \zeta^2 \lambda^7 s^8 \theta^2 \phi^7 v^2 dx \, dt. \tag{3.25}$$

Combining (3.23), (3.24) and (3.25), we have

$$\int_0^T \int_{\Omega} \theta^2 \lambda s^2 \phi \left( v_{xxx}^2 + \lambda^2 s^2 \phi^2 v_{xx}^2 + \lambda^4 s^4 \phi^4 v_x^2 + \lambda^6 s^6 \phi^6 v^2 \right) dx \, dt$$

$$\leq C \int_Q \theta^2 |Pv|^2 dx \, dt + C \int_0^T \int_{\Omega} \lambda^7 s^8 \theta^2 \phi^7 v^2 dx \, dt. \tag{3.26}$$

Then, combining (3.22) and (3.26), we can easily get (1.16).

\[ \square \]

4 Conditional stability in the inverse problem for the half-order time fractional Schrödinger equation

As application of Theorem 1.1, in this section, we will discuss an inverse source problem of a time fractional Schrödinger equation with half-order in time variable. We consider the following time fractional Schrödinger equation:

$$\left\{ \begin{array}{l}
(i \partial_t^\frac{\alpha}{2} + \partial_x^2) z(t, x) = q(x) z + r(x) R(t, x), \quad \text{in } Q, \\
z(0, x) = 0, \quad \text{in } \Omega, \\
z(t, 0) = 0, \quad \partial_x z(t, 0) = 0, \quad \text{on } (0, T).
\end{array} \right. \tag{4.1}$$

In (4.1), $q, R$ are given, $r$ is unknown and $\partial_t^\frac{\alpha}{2}$ is the fractional order derivative in the Caputo sense which is defined by

$$\partial_t^\alpha z(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{\partial_s z(s)}{(t-s)^\alpha} ds, \quad 0 < \alpha < 1.$$
In the literature, there are numerous papers dealing with the inverse problems for the Schrödinger equation with integer order time derivative, see [1, 2, 3, 7, 13, 18, 19] and the references therein. Recently, inverse problems for the fractional order heat equations draw more attention, there are few interesting papers addressing this topic, not only in theoretical interests but also in applications (see [6, 22] for example). In [23, 25], the authors investigate two kinds of conditional stability problems for one dimensional heat equations with 1/2-order time derivative. As far as we know, there is no references addressing inverse problem of the time fractional Schrödinger equation. The time fractional Schrödinger equation can be derived from the Lévy-style quantum mechanics path (e.g. [21]). We refer to [11, pp 20–23], and [20] for the physical background of this equation.

4.1 Main Result

Before giving the statement of our main result, we first introduce some notations and assumptions. We choose \( \beta \) in (1.11) satisfying

\[
x_0^2 < \beta \min\{t_0^2, (T-t_0)^2\}.
\]

(4.2)

By (4.2) and the definition of \( \psi \) in (1.11), we know that if \( \psi(t,x) > 0 \) for \( 0 < x < L \), then \( 0 < t < T \).

We set

\[
\Omega_{\varepsilon} = Q_{\varepsilon} \cap \{ t = t_0 \},
\]

(4.3)

where \( Q_{\varepsilon} \) is given in (1.12). Then, it is easy to see that

\[
\begin{align*}
\Omega_{\varepsilon} &= (0, x_0 - \sqrt{\varepsilon}), & \text{for} \ (x_0 - L)^2 < \varepsilon < x_0^2, \\
\Omega_{3\varepsilon} &= (0, x_0 - \sqrt{3\varepsilon}), & \text{for} \ (x_0 - L)^2 < \varepsilon < \frac{1}{3}x_0^2.
\end{align*}
\]

Next, by (4.2), we know that for any \( 0 < c < \varepsilon \), there exists a sufficiently small \( \tau_0 > 0 \) such that

\[
\{ t \mid 0 \leq x \leq L, \ \psi(t,x) > c \} \subset (\tau_0, T - \tau_0).
\]

Therefore, \( Q_{\varepsilon} \cap \bar{\Omega} \subset (\tau_0, T - \tau_0) \times \bar{\Omega} \).

**Theorem 4.1** Let \( z \in C([0,T]; L^2(\Omega)) \cap C^2((0,T); W^{2,\infty}(\Omega)) \cap \mathcal{H}^4(\Omega) \cap C^3((0,T); L^2(\Omega)) \) satisfy (4.1) and \( q, r \in W^{2,\infty}(\Omega) \) satisfies \( r(0) = \partial_x r(0) = 0 \). Suppose that

\[
\begin{align*}
R &\in C^2((0,T); W^{2,\infty}(\Omega)) \cap C([0,T]; L^\infty(\Omega)), \\
\partial_t^{1/2} R &\in C^2((0,T); L^\infty(\Omega)), \quad R(t_0, x) \neq 0, \quad x \in \bar{\Omega}.
\end{align*}
\]

Then, for any \( \varepsilon \in ((x_0 - L)^2, \frac{1}{3}x_0^2) \), there exist constant \( C > 0 \) and \( \kappa \in (0,1) \) such that

\[
\| r \|_{\mathcal{H}^2(\Omega_{3\varepsilon})} \leq C \| z(t_0, \cdot) \|_{\mathcal{H}^4(\Omega_{\varepsilon})}^\kappa.
\]

**Remark 4.1** Though a suitable transformation can change the fractional operator \( i\partial_t + \partial_x^2 \) to \( \partial_t + \partial_x^4 \), a new term arising with singularity about the time, (see (4.4)), thus differ from inverse coefficient problems of equations with integer order time derivative, we need additional data \( z(t_0, \cdot) \) to deal with inverse problem of fractional order equation.
4.2 Proof of Theorem 4.1

In this subsection, we will give the proof of Theorem 4.1. To this aim, we first recall the following known results.

**Lemma 4.1** Let \( a(x) \in C^1(\bar{\Omega}) \). Set \( \Theta = e^{\lambda \psi(t_0, x)} \) with \( \psi \) satisfying (1.11) and \( t_0 \in (0, T) \). Then for any \( u \in H_0^2(\Omega) \), there is a \( \lambda_1 > 0 \) such that for any \( \lambda > \lambda_1 \), the following inequality holds:

\[
\int_\Omega \Theta^2 \left( \lambda^3 |u|^2 + \lambda |\partial_x u|^2 + \lambda^{-1} |\partial_x (a(x) \partial_x u)|^2 \right) dx \leq C \int_\Omega \Theta^2 |\partial_x (a(x) \partial_x u)|^2 dx.
\]

**Proof.** In [8, Lemma 2.1], by choosing \( m = 1 \), \( \Psi = \Phi = 0 \), \( \ell = \lambda |x - x_0|^2 \), and \( a^{11} = a(x) \), a short calculation shows yields the desired result. \( \square \)

**Lemma 4.2** ([23]) Let \( z \in C[0, T] \cap W^{1,1}(0, T) \) and

\[
z(0) = \partial_t^\alpha z(0) = 0.
\]

Then

\[
\partial_t^\alpha \partial_t^\beta z = \partial_t^{\alpha + \beta} z, \quad 0 < \alpha + \beta \leq 1.
\]

**Proof of Theorem 4.1** We divide the proof into several steps.

**Step 1: A transformation.** Set

\[
\widehat{z}(t, x) = z(t, x) + \frac{2ir(x)R(0, x)t^{1/2}}{\Gamma(1/2)}.
\]

(4.4)

Then we can easily check that

\[
\widehat{z}(0, x) = 0
\]

and

\[
\partial_t^{1/2} \widehat{z}(0, x) = \partial_t^{1/2} z(0, x) + \frac{2ir(x)R(0, x)}{\Gamma(1/2)} \cdot \frac{\Gamma(1/2)}{2}
\]

\[
= \partial_t^{1/2} z(0, x) + i(i\partial_t^{1/2} + \partial_x^2 - q(x))z(0, x)
\]

\[
= \partial_t^{1/2} z(0, x) - \partial_t^{1/2} z(0, x) + i\partial_x^2 z(0, x) - iq(x)z(0, x)
\]

\[
= 0.
\]

Thus we obtain

\[
\partial_t \widehat{z} = -i\partial_t^{1/2} (i\partial_t^{1/2}) \widehat{z}
\]

\[
= -i\partial_t^{1/2} \left[ i\partial_t^{1/2} z + i\partial_t^{1/2} \left( \frac{2irR(0, x)t^{1/2}}{\Gamma(1/2)} \right) \right]
\]

\[
= -i\partial_t^{1/2} \left[ -\partial_x^2 z + qz + rR - rR(0, x) \right]
\]

\[
= (\partial_x^2 - q)(i\partial_t^{1/2} z) - i\partial_t^{1/2} (rR)
\]

\[
(\partial_x^2 - q)(-\partial_x^2 z + qz + rR) - i\partial_t^{1/2} (rR)
\]

\[
= \partial_t^{1/2} z + (1 + q)\partial_x^2 z + 2\partial_x q\partial_x z + (\partial_x^2 q - q^2)z
\]

\[
+ (-i\partial_t^{1/2} + \partial_x^2 - q)(rR).
\]
According to (4.4), we have
\[ \partial_t \tilde{z} = \partial_t z + \frac{iR(0, x)}{\Gamma(1/2)t^{1/2}} r. \] (4.6)

Combining (4.5) and (4.6), we obtain
\[ (\partial_t + \partial_x^4)z = (1 + q)\partial_x^2 z + 2\partial_x q \partial_x z + (\partial_x^2 q - q^2)z + \partial_x(R\partial_x r) + \partial_x R\partial_x r + (-i\partial_t^{1/2}R + \partial_x^2 R - qR - \frac{iR(0, x)}{\Gamma(1/2)t^{1/2}} r. \]

Thus,
\[ \mathcal{P}z = \partial_t z + \partial_x^4 z = \tilde{\mathcal{P}}z + \mathcal{L}r, \] (4.7)
where
\[ \begin{aligned}
\tilde{\mathcal{P}}z \triangleq (1 + q)\partial_x^2 z + 2\partial_x q \partial_x z + (\partial_x^2 q - q^2)z, \\
\mathcal{L}r \triangleq \partial_x(R\partial_x r) + \partial_x R\partial_x r + (-i\partial_t^{1/2}R + \partial_x^2 R - qR - \frac{iR(0, x)}{\Gamma(1/2)t^{1/2}} r.
\end{aligned} \] (4.8)

For simplicity, we set
\[ \begin{aligned}
(\mathcal{P}_0z)(x) \triangleq (\mathcal{P}z)(t_0, x), \\
(\tilde{\mathcal{P}}_0z)(x) \triangleq (\tilde{\mathcal{P}}z)(t_0, x), \\
(L_0r)(x) \triangleq (Lr)(t_0, x).
\end{aligned} \] (4.9)

Taking \( t = t_0 \) in equation (4.7) we have
\[ \mathcal{P}_0z = \tilde{\mathcal{P}}_0z + L_0r. \]

**Step 2: Estimation of \( r \) in \( H^2 \)-norm localized in \( \Omega_2 \).**

Let \( \tilde{\chi} \in C^\infty(\overline{\Omega}; [0, 1]) \) satisfying
\[ \tilde{\chi} = \begin{cases} 
1 & \text{in } \Omega_2 \\
0 & \text{in } \Omega \setminus \Omega_2,
\end{cases} \]

where \( \Omega_\varepsilon \triangleq Q_\varepsilon \cap \{ t = t_0 \} \).

Next we define \( \tilde{r} = r\tilde{\chi} \), by (4.7), (4.8) and (4.9), we have that
\[ (L_0\tilde{r})(x) = \tilde{\chi}L_0r(x) + \tilde{g}, \]

where
\[ \tilde{g} = 2R(t_0, x)(\partial_x \tilde{\chi})\partial_x r(x) + R(t_0, x)(\partial_x^2 \tilde{\chi})r(x) + 2\partial_x R(t_0, x)(\partial_x \tilde{\chi})r(x). \]

In Lemma 4.1, we choose \( a(x) = R(t_0, x), \ u = \tilde{r}, \) then there is a \( \lambda_1 > 0 \) and \( C > 0, \) for any \( \lambda > \lambda_1, \) we have that
\[
\int_\Omega (\lambda |\partial_x \tilde{r}|^2 + \lambda^3 |\tilde{r}|^2 + \lambda^{-1} |\partial_x \chi \tilde{r}|^2)e^{2\lambda \psi(t_0, x)} dx \\
\leq C \int_\Omega \left| \partial_x(R(t_0, x)\partial_x \tilde{r}) \right|^2 e^{2\lambda \psi(t_0, x)} dx \\
\leq C \int_\Omega \left( |\tilde{\chi}L_0r(x)|^2 + |\partial_x \tilde{r}|^2 + |\tilde{r}|^2 + |\tilde{g}|^2 \right)e^{2\lambda \psi(t_0, x)} dx.
\]
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Therefore, there exists a \( \lambda_2 > \lambda_1 \), for any \( \lambda > \lambda_2 \), the following inequality holds:

\[
\int_{\Omega} \left( \lambda |\partial_z \tilde{r}|^2 + \lambda^3 |\tilde{r}|^2 + \lambda^{-1} |\partial_{xx} \tilde{r}|^2 \right) e^{2\lambda \psi(t_0,x)} dx \leq C \int_{\Omega} \left( |\tilde{\chi} L_0 r(x)|^2 + |\tilde{g}|^2 \right) e^{2\lambda \psi(t_0,x)} dx.
\]

(4.10)

Remember that \( \tilde{r} = r \tilde{\chi} \) and \( L_0 r = \mathcal{P}_0 z - \tilde{\mathcal{P}}_0 z \), and noting \( |\tilde{g}| \neq 0 \) only if \( \psi \leq 2\varepsilon \), by (4.10), we have

\[
\int_{\Omega_{\varepsilon}} \left( \lambda |\partial_z \tilde{r}|^2 + \lambda^3 |\tilde{r}|^2 + \lambda^{-1} |\partial_{xx} \tilde{r}|^2 \right) e^{2\lambda \psi(t_0,x)} dx \\
\leq C \int_{\Omega_{\varepsilon}} |\tilde{\chi} \mathcal{P}_0 z - \tilde{\mathcal{P}}_0 z|^2 e^{2\lambda \psi(t_0,x)} dx + C \int_{\Omega_{\varepsilon} \setminus \Omega_{2\varepsilon}} |\tilde{g}|^2 e^{2\lambda \psi(t_0,x)} dx \\
\leq C \int_{\Omega_{\varepsilon}} (|\partial_z \zeta(t_0,x)|^2 + \sum_{j=0}^{4} |\partial^j \zeta(t_0,x)|^2) e^{2\lambda \psi(t_0,x)} dx + C e^{4\lambda \varepsilon}.
\]

(4.11)

**Step 3: Estimation of** \( \int_{\Omega_{\varepsilon}} |\partial_z \zeta(t_0,x)|^2 e^{2\lambda \psi(t_0,x)} dx \).

Note that \( Q_{\varepsilon} \cap \{t = 0\} \) is empty by assumption (4.2). Let \( \bar{\chi}(t,x) \in C^\infty(\overline{Q};[0,1]) \) satisfying

\[
\bar{\chi} = \begin{cases} 
1 & \text{in } Q_{\varepsilon}, \\
0 & \text{in } Q \setminus Q_{\frac{\varepsilon}{2}}.
\end{cases}
\]

(4.12)

where \( Q_{\frac{\varepsilon}{2}} \triangleq \{ (t,x) \in Q; \psi(t,x) > \frac{\varepsilon}{2} \} \).

By (4.12), we have \( \bar{\chi}(t_0,x) = 1 \) for \( x \in \Omega_{\varepsilon} \) and \( \bar{\chi} = 0 \) on \( \partial Q_{\frac{\varepsilon}{2}} \cap \{x > 0\} \). Therefore

\[
\int_{\Omega_{\varepsilon}} |\partial_z \zeta(t_0,x)|^2 e^{2\lambda \psi(t_0,x)} dx \\
\leq \int_{\Omega_{\frac{\varepsilon}{2}}} (|\bar{\chi} \partial_z \chi||\partial_z \zeta|^2 + |\bar{\chi}^2 |\partial_z \zeta| + \lambda |\bar{\chi}|^2 |\partial_z \zeta|^2) e^{2\lambda \psi(t,x)} dx dt \\
\leq C \int_{Q_{\frac{\varepsilon}{2}}} \lambda (|\partial_z \zeta|^2 + |\partial_t^2 \zeta|^2) e^{2\lambda \psi(t,x)} dx dt.
\]

Let \( \chi(t,x) \in C^\infty(\overline{Q};[0,1]) \) satisfying

\[
\chi = \begin{cases} 
1 & \text{in } Q_{\frac{\varepsilon}{2}}, \\
0 & \text{in } Q \setminus Q_{\frac{\varepsilon}{2}}.
\end{cases}
\]

(4.13)

By (4.7) and (4.8), we know that

\[
\mathcal{P}(\chi \partial_t z) = \chi \partial_t (L r) + \tilde{\mathcal{P}}(\chi \partial_t z) + \tilde{g}_1, \quad \mathcal{P}(\chi \partial_t^2 z) = \chi \partial_t^2 (L r) + \tilde{\mathcal{P}}(\chi \partial_t^2 z) + \tilde{g}_2,
\]
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where \( \tilde{g}_j \) are linear combinations of \( \partial_x^i \partial_t^j z, i = 0, 1, 2, 3, j = 1, 2 \) whose coefficients contain \( \partial_t \chi, \partial_x^i \chi, i = 0, 1, 2, 3, 4 \) as multiplicative factors. By the regularity of \( z \) and the definition of \( \chi \), we note that \( \tilde{g}_j \in L^2(Q_\tau) \).

In Theorem 1.1, we choose \( v = \chi \partial_t z \). Then there is a \( \lambda_0 > 0 \), for any \( \lambda > \lambda_0 \), we have that

\[
\int_{Q_\tau} \left( \lambda^7 |\chi \partial_t z|^2 + \lambda^5 |\partial_x (\chi \partial_t z)|^2 + \lambda^3 |\partial_x^2 (\chi \partial_t z)|^2 + \lambda |\partial_x^3 (\chi \partial_t z)|^2 \right) e^{2\lambda \psi} dx dt 
\leq C \int_{Q_\tau} |\mathcal{P}(\chi \partial_t z)|^2 e^{2\lambda \psi} dx dt 
\leq C \int_{Q_\tau} \left( |\chi \partial_t (Lr) + \sum_{j=0}^{2} |\partial_x^j (\chi \partial_t z)|^2 \right) e^{2\lambda \psi} dx dt + C \int_{Q_\tau \setminus Q_\tau^5} |\tilde{g}_1|^2 e^{2\lambda \psi} dx dt. \tag{4.14}
\]

Therefore, there exists a \( \lambda_3 > \lambda_0 \), for any \( \lambda > \lambda_3 \),

\[
\int_{Q_\tau} \lambda^7 |\chi \partial_t z|^2 e^{2\lambda \psi} dx dt \leq C \int_{Q_\tau} |\partial_t (Lr)|^2 e^{2\lambda \psi} dx dt + C \int_{Q_\tau \setminus Q_\tau^5} |\tilde{g}_1|^2 e^{2\lambda \psi} dx dt. \tag{4.15}
\]

Similarly, in Theorem 1.1, we choose \( v = \chi \partial_t^2 z \), then there exists a \( \lambda_4 > \lambda_0 \), for any \( \lambda > \lambda_4 \),

\[
\int_{Q_\tau} \lambda^7 |\chi \partial_t^2 z|^2 e^{2\lambda \psi} dx dt \leq C \int_{Q_\tau} |\partial_t^2 (Lr)|^2 e^{2\lambda \psi} dx dt + C \int_{Q_\tau \setminus Q_\tau^5} |\tilde{g}_2|^2 e^{2\lambda \psi} dx dt. \tag{4.16}
\]

Noting that \( r(x) \) independent of \( t \), then we have

\[
|\partial_t (Lr)|^2 + |\partial_t^2 (Lr)|^2 \leq C (|\partial_x^2 r|^2 + |\partial_x r|^2 + |r|^2). \tag{4.17}
\]

Further,

\[
\int_{Q_\tau} \lambda (|\partial_t z|^2 + |\partial_t^2 z|^2) e^{2\lambda \psi} dx dt \leq \int_{Q_\tau} \lambda (|\chi \partial_t z|^2 + |\chi \partial_t^2 z|^2) e^{2\lambda \psi} dx dt. \tag{4.18}
\]

Combining (4.15)–(4.18), taking \( \lambda_5 = \max\{\lambda_3, \lambda_4\} \), for any \( \lambda > \lambda_5 \), we get

\[
\int_{Q_\tau} \lambda (|\partial_t z|^2 + |\partial_t^2 z|^2) e^{2\lambda \psi} dx dt \leq \frac{C}{\lambda^6} \int_{Q_\tau} (|\partial_x^2 r|^2 + |\partial_x r|^2 + |r|^2) e^{2\lambda \psi} dx dt + C e^{\lambda \varepsilon}. \tag{4.19}
\]

Finally, by (4.11) and (4.19), we conclude that there is a \( \lambda_6 = \max\{\lambda_2, \lambda_5\} \), for any \( \lambda > \lambda_6 \), we have

\[
\int_{\Omega_{2\varepsilon}} \left( \frac{1}{\lambda} |\partial_x^2 r|^2 + \lambda |\partial_x r|^2 + \lambda^3 |r|^2 \right) e^{2\lambda \psi(t_0, x)} dx 
\leq C \int_{\Omega_{\varepsilon}} \sum_{j=0}^{4} |\partial_x^j z(t_0, x)|^2 e^{2\lambda \psi(t_0, x)} dx + C e^{4\lambda \varepsilon} \tag{4.20}
\]

\[
+ \frac{C}{\lambda^6} \int_{Q_\tau} (|\partial_x^2 r|^2 + |\partial_x r|^2 + |r|^2) e^{2\lambda \psi} dx dt.
\]
Step 4: End of the proof.
On the one hand, in $Q_\epsilon$, it is easy to see that $\varepsilon \leq \psi(t, x) \leq |x_0|^2$. Therefore,

$$
\int_{\Omega_\epsilon} \sum_{j=0}^{4} |\partial_x^j z(t_0, x)|^2 e^{2\lambda \psi(t_0,x)} dx \leq C e^{2\lambda |x_0|^2} \int_{\Omega_\epsilon} \sum_{j=0}^{4} |\partial_x^j z(t_0, x)|^2 dx.
$$

(4.21)

On the other hand,

$$
\frac{C}{\lambda^6} \int_{Q_\frac{\varepsilon}{2}} (|\partial_x^2 r|^2 + |\partial_x r|^2 + |r|^2) e^{2\lambda \psi(t,x)} dx dt
\leq \frac{C}{\lambda^6} \left( \int_{\Omega_\frac{\varepsilon}{2}} + \int_{\Omega_\varepsilon} \right) (|\partial_x^2 r|^2 + |\partial_x r|^2 + |r|^2) e^{2\lambda \psi(t_0, x)} dx.
$$

(4.22)

Since $r \in W^{2,\infty}(\Omega)$ and $\psi(t_0, x) \leq 2\varepsilon$ in $\Omega_\frac{\varepsilon}{2} \setminus \overline{\Omega_\varepsilon}$ we can estimate that

$$
\int_{\Omega_\frac{\varepsilon}{2} \setminus \Omega_\varepsilon} (|\partial_x^2 r|^2 + |\partial_x r|^2 + |r|^2) e^{2\lambda \psi(t_0, x)} dx \leq C e^{4\lambda \varepsilon}.
$$

(4.23)

Therefore by (4.20)–(4.23), we conclude that there is a $\lambda_7 > \lambda_6$, for any $\lambda > \lambda_7$, we get

$$
\int_{\Omega_\varepsilon} \left( \frac{1}{\lambda} |\partial_x^2 r|^2 + \lambda |\partial_x r|^2 + \lambda^3 |r|^2 \right) e^{2\lambda \psi(t_0, x)} dx \leq C e^{4\lambda \varepsilon} + C e^{2\lambda |x_0|^2} ||z(t_0, \cdot)||_{H^4(\Omega_\epsilon)}.
$$

(4.24)

Further, since $\Omega_{3\varepsilon} \subset \Omega_\varepsilon$ and $\psi(t_0, x) > 3\varepsilon$ in $\Omega_{3\varepsilon}$, then

$$
\int_{\Omega_{\lambda \varepsilon}} \left( \frac{1}{\lambda} |\partial_x^2 r|^2 + \lambda |\partial_x r|^2 + \lambda^3 |r|^2 \right) e^{2\lambda \psi(t_0, x)} dx
\geq e^{6\lambda \varepsilon} \int_{\Omega_{\lambda \varepsilon}} \left( \frac{1}{\lambda} |\partial_x^2 r|^2 + \lambda |\partial_x r|^2 + \lambda^3 |r|^2 \right) dx.
$$

(4.25)

Combining (4.24) and (4.25), we have

$$
\int_{\Omega_{3\varepsilon}} \left( \frac{1}{\lambda} |\partial_x^2 r|^2 + \lambda |\partial_x r|^2 + \lambda^3 |r|^2 \right) dx \leq C e^{-2\lambda \tau} + C e^{C \lambda} ||z(t_0, \cdot)||_{H^4(\Omega_\epsilon)},
$$

(4.26)

where $\tau = 3\varepsilon - 2\varepsilon > 0$. Minimizing the right-hand side of (4.26), by choosing $\lambda$ large enough, we get

$$
||r||_{H^2(\Omega_{3\varepsilon})} \leq C ||z(t_0, \cdot)||_{H^4(\Omega_\epsilon)}.
$$

This completes the proof of Theorem 4.1. □
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