Symmetric Projection Attractor Reconstruction: Sex Differences in the ECG
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Background: The electrocardiogram (ECG) is a key tool in patient management. Automated ECG analysis supports clinical decision-making, but traditional fiducial point identification discards much of the time-series data that captures the morphology of the whole waveform. Our Symmetric Projection Attractor Reconstruction (SPAR) method uses all the available data to provide a new visualization and quantification of the morphology and variability of any approximately periodic signal. We therefore applied SPAR to ECG signals to ascertain whether this more detailed investigation of ECG morphology adds clinical value.

Methods: Our aim was to demonstrate the accuracy of the SPAR method in discriminating between two biologically distinct groups. As sex has been shown to influence the waveform appearance, we investigated sex differences in normal sinus rhythm ECGs. We applied the SPAR method to 9,007 10 second 12-lead ECG recordings from Physionet, which comprised; Dataset 1: 104 subjects (40% female), Dataset 2: 8,903 subjects (54% female).

Results: SPAR showed clear visual differences between female and male ECGs (Dataset 1). A stacked machine learning model achieved a cross-validation sex classification accuracy of 86.3% (Dataset 2) and an unseen test accuracy of 91.3% (Dataset 1). The mid-precordial leads performed best in classification individually, but the highest overall accuracy was achieved with all 12 leads. Classification accuracy was highest for young adults and declined with older age.

Conclusions: SPAR allows quantification of the morphology of the ECG without the need to identify conventional fiducial points, whilst utilizing of all the data reduces inadvertent bias. By intuitively re-visualizing signal morphology as two-dimensional images, SPAR accurately discriminated ECG sex differences in a small dataset. We extended the approach to a machine learning classification of sex for a larger dataset, and showed that the SPAR method provided a means of visualizing the similarities of subjects given the same classification. This proof-of-concept study therefore provided an implementation of SPAR using existing data and showed that subtle differences in the ECG can be amplified by the attractor. SPAR’s supplementary analysis of ECG morphology may enhance conventional automated analysis in clinically important datasets, and improve patient stratification and risk management.
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INTRODUCTION

The electrocardiogram (ECG) plays a key role in the diagnosis, treatment and monitoring of cardiovascular disease. Qualitative analysis of the ECG by clinicians incorporates the morphology of the whole waveform, but much of the automated analysis undertaken to support rapid clinical decision-making focuses on the identification of fiducial points on the signal, and discards the intervening data. Although there is an increasing emphasis on waveform morphology within ECG research, this still tends to be concentrated on specific parts of the signal (1, 2).

Early studies into the nature of the ECG of healthy individuals identified various factors that impact the ECG, including sex, age and body shape (3–6). Whilst such differences may be appreciated qualitatively at a clinical level, they are not routinely incorporated into the analysis or interpretation of ECG parameters (7). However, with the increasing automated analysis of the ECG to support clinical decision-making and the application of machine learning to problems such as risk stratification, there is a renewed focus on factors that may have a subtle impact on an individual’s ECG.

We have recently developed an approach to signal analysis that allows us to easily quantify information from the morphology of the whole waveform using all of its underlying high fidelity time-series data. Symmetric Projection Attractor Reconstruction (SPAR) is a method for visualizing and quantifying the morphology and variability of any approximately periodic signal (8–10), effectively replotting all the underlying data into a simpler two-dimensional representation, which we call an ‘attractor’. We have previously applied SPAR to various physiological signals, including the ECG (11, 12), arterial blood pressure (8–10, 13) and photoplethysmogram (PPG) (14), where it has been shown to supplement standard cardiovascular assessment.

Our primary motivation for this study was to demonstrate the accuracy of SPAR in discriminating between two biologically distinct groups. Significant sex differences have been demonstrated in the ECG through the conventional assessment of fiducial points, including a reduced QRS amplitude and longer QT interval in females, which are proposed to result from the interaction of various factors, including an individual’s anatomy, endocrinology, autonomic regulation, and genetics (15, 16). Therefore, we focused on a binary discrimination of sex in resting ECGs, selecting signals that had been pre-adjudicated as ‘normal sinus rhythm’ to avoid introducing further confounding factors due to disease states.

Recent studies (17, 18) have applied deep learning techniques to problem of sex classification from the ECG, and showed that sex can be discriminated with high accuracy by combining all 12 leads. However, the ‘black box’ nature of the methods in these studies does not readily provide an insight into how these results are achieved. Recognizing that a clinical audience welcomes more clarity around how such machine learning classification results are generated and how they can be interpreted, we focused this study on the development of visualization tools within the SPAR approach and incorporated a classification of sex by lead to facilitate the interpretation of our results in the context of the existing literature.

We applied the unique visualization of the SPAR method to the ECG in a two part study using publicly available 10 second 12-lead ECGs from Physionet (19). In the first part, we introduced our approach using Dataset 1 (104 subjects) and showed how our attractor images corresponded to known characteristics of sex differences in the ECG. We then extended our study to Dataset 2 (8,903 subjects) and showed how SPAR can be applied to the problem of stratifying a larger population using machine learning, and how the visualization tools of SPAR analysis support the interpretation of our findings.

METHODS

We undertook a two part study. Figure 1 provides an overview of the dataset and methods applied in each arm of the study. Further details on all parts of the Methods are included in the Supplementary Material.

Data

The data for each part of the study was denoted Dataset 1 and Dataset 2 respectively. For both parts, publicly available 10 second 12-lead ECGs were obtained from Physionet (19). These databases are well documented and further information can be found in the references given below. All subjects had a sex label (Female/Male) provided in the accompanying metadata. Only the first recording was taken for any subject if multiple recordings were available.

Dataset 1 consisted of the first baseline 12-lead 1000Hz ECG recordings from all 104 subjects (42 female, 19–50 years) who participated in the ecgrdvq, ecgdmild and ecgcipa experimental studies (2, 20–22). Each study involved healthy adults, with baseline ECG recording taken prior to a pharmacological challenge. Validated standard ECG interval data (RR, PR, QRS, QT) and more nuanced repolarisation intervals (ITpeak and TpeakTend) were provided in the accompanying metadata.

Dataset 2 comprised the 12-lead 500Hz ECG recordings of 8,903 subjects (4,833 female, 2–94 years) from the PTB-XL database (23) where the ECG recording was labeled “Norm” (noting that the alternative labels to “Norm” were “Myocardial Infarction”, “ST/T Change”, “Conduction Disturbance” or “Hypertrophy”). This label criteria identified 9,528 recordings since some subjects had more than one recording, but we took only the first recording labeled “Norm” from each subject. We also note that the label “Norm” reflects a normal sinus rhythm appearance on the ECG, which may not necessarily mean that the subject was healthy, and a subject may have had a separate prior recording which was not deemed to be of normal appearance.

All the ECG recordings were short, so each 10 second signal was analyzed as a single window. Importantly, no further filtering was applied to the signals taken from Physionet and no data was discarded.

SPAR Method: Attractor Generation

The SPAR method transforms the entire digital signal into a corresponding two-dimensional image. Our original method (8)
places \( N = 3 \) equally spaced points on the signal. As these points are moved along the signal, their values are plotted in three-dimensional phase space, creating a bounded representation of the entire waveform. We then project the resulting three-dimensional object to a two-dimensional image, which we call an “attractor”. Figures 2A, B shows two ECG signals and their corresponding attractors, and we encourage those unfamiliar with the method to view the Supplementary Videos I, II, which show how the signal is transformed into the attractor.

To date, our SPAR method has used \( N = 3 \) points on the signal as described previously \((8)\). However, there is no constraint that we have to take only three points on the signal, and any number of points could be used, allowing different waveform features to be emphasized whilst still providing a simple two-dimensional ‘attractor’ visualization. The use of \( N > 3 \) points is particularly pertinent for a complex waveform such as the ECG where the different features of the signal’s morphology represent distinct biological processes. Increasing the value of \( N \) should enable the amplification of more features from the waveform and we have therefore extended our SPAR method to such cases \((24)\) (also, Lyle JV, Aston PJ, submitted). Thus we investigated the use of different numbers of points in this study and found that complementary information was provided from attractors generated with all odd numbers of points for \( N = 3, 5, \ldots, 13 \). Supplementary Figure 2 provides further information on the generation of attractors with \( N > 3 \) points. We will refer to
FIGURE 2 | Typical female and male ECG signals, their corresponding 3-point attractors and attractor measure set profiles. (A, B) A 2 second excerpt from 10 second lead II signals from a typical female (A) and male (B) lead II signal with their corresponding 3-point attractors. Small differences in the appearance of the signals are amplified in the attractor. The overall appearance of the female attractor is one of a more dispersed distribution with wider arms, whereas the male attractor shows higher density, narrow arms. We also observe that the upper arm of both attractors is more variable than the other two arms. For both subjects, this is the result of the beat-to-beat variation in the T to P (interbeat) interval. (C) The measure set profiles associated with the attractor images in (A) [female, red] and (B) [male, blue.] The three measure sets quantify the attractor images, and we can clearly see differences between the female and male measures. The r density profile shows that both attractors have their points concentrated in the first third of the attractor moving out from the center, but that the density peak is more central and greater in the female attractor. The θ density indicates that although each attractors most dense parts lie at the same angle from the center, they are of lower density in the female attractor. The attractor outline r profile indicates that the male attractor is slightly larger than the female one and highlights that both attractors reflect beat-to-beat variability in their upper arm.

SPAR Method: Quantifying the Attractor

Whilst the attractor provides a simple visualization of the ECG, it also allows for its features to be easily quantified. An image on a plane can be described by its polar coordinates, the radial distance r and angular distance θ, and we take this approach to generate three sets of measures that summarize the attractor:

- the radial density distribution (r density) based on the distance from the center to the outer edge of the attractor,
- the θ density distribution (θ density), and
- the outline shape of the image as maximum r in the θ direction (attractor outline r).

These measures are illustrated by measure profile plots in Figure 2C. Further details on how these measure sets are determined are provided in the Supplementary Material and in Supplementary Figure 3.

Machine Learning: Binary Classification of Sex Using the Attractor Measures

The attractor image allows us to quantify the morphology and variability of the underlying signal, with small changes on the waveform being amplified on the corresponding attractor. To provide a proof-of-concept assessment of the clinical utility of the ECG attractor, we used machine learning as a tool for recognizing patterns in the attractor measures sets (r density, θ density, attractor outline r) and made a simple binary classification of sex from these.
Development of the Machine Learning Model

We developed our machine learning model using Dataset 2. Given the size of the dataset (8,903 records) we opted to present a cross-validated result, and Dataset 2 was initially randomly stratified into 10 folds \((n = 890 \text{ or } n = 891)\) such that data was balanced by sex and age (over 10 year ranges) in each fold. The folds used can be found within the accompanying files of the Supplementary Material. To ensure independence of model development and optimization, each cross-validation run separated training, validation, and test folds. When we introduced a stacked model (as discussed below), this independence was maintained by a nesting of the cross-validation. The Supplementary Material and Supplementary Figure 4 describe the detail of this approach.

The early phases of our machine learning investigation for this study were exploratory to determine the most appropriate techniques. The high inter-individual variability of the normal ECG and the numerous factors that are known to impact its appearance (16) suggest that differences will be subtle and that we need to build up a model from relatively weak predictors. Using this and our previous experience in machine learning on the attractor (11, 12, 27), we started by applying a \(k\)-nearest neighbors (\(k\)-NN) algorithm to provide a classification of sex for each attractor measure set (\(\theta\) density, \(\theta\) density, attractor outline \(r\)) for each attractor. Our preliminary results indicated that the use of a stacked model (28), whereby the outcome of separate classifications were then combined in a second classifier for either the lead or the subject was the most successful (when measured by the accuracy of classification). We also determined that the use of the posterior probability scores of each separate classification provided a more useful input to the second classifier than a binary Female / Male label. At different stages of the preliminary investigation, we considered different machine learning algorithms as both the first or second classifier, including support vector machines (SVM), random forest and long short-term memory (LSTM) neural networks (on a basis of spatial rather than temporal relationships). However, the original choice of a \(k\)-NN algorithm appeared to be the most successful (as measured by accuracy of classification), as well as one of the simpler and quicker methods. Similarly, a neural network with numeric feature input performed most successfully overall as a second classifier.

Thus the first step of our final model was the application of a \(k\)-nearest neighbors (\(k\)-NN) algorithm to provide a classification of sex for each measure set (\(\theta\) density, \(\theta\) density, attractor outline \(r\)) for each attractor. We then applied a stacked approach (28), taking the posterior probability scores from the measure set classifiers as the feature input to a neural network to perform a classification of sex at a lead level and at a subject level using data from all the 12 leads. Figure 3 provides an overview of this process with further details about the \(k\)-NN and neural network parameters. The parameters and hyperparameters of the final model were determined by prior experience of our work in this space, grid searches and Bayesian optimization techniques. Figure 4 provides the final parameters selected and the range of options considered in the optimization process.

A detailed explanation (29) of the decisions made in defining the machine learning process is provided in the Supplementary Material.
Model Development and Validation

1. Hardware, software, packages used
   - Dell Latitude E5550 Intel® Core i7-5600U CPU x2.60Hz, 16GB RAM
   - Matlab R2020b

2. Model training and evaluation
   - Model development and training on Dataset 2
   - Classification accuracy optimised during training and hyperparameter tuning
   - Training protocol: 10-fold cross validation for Dataset 2, development of final model for test on unseen Dataset 1

3. Model parameters / hyperparameters (range / options considered where applicable)
   - k-NN models
   - ‘NumNeighbours’: 901 (1-2000), ‘Distance’: Euclidean (Cosine, Correlation, Chebychev), ‘DistanceWeight’: Squaredinverse (Inverse, Equal), ‘Prior’: Uniform, ‘Breakties’: Nearest, ‘Standardize’: False
   - Parameters applicable to both neural network models
     - See Figure 2 for layer configuration (fully connected layers 1-4, number of nodes 10-2000, dropout 0-0.8)
     - ‘Solver’: adam (sgdm), ‘MiniBatchSize’: 128 (4 – 512) ‘InitialLearnRate’: 0.001 (1e-8 – 0.1), ‘LearnRateSchedule’: piecewise (none), ‘LearnRateDropFactor’: 0.2 (0 – 1), ‘LearnRateDropPeriod’: 5, ‘MaxEpochs’: 20 (5 – 100), ‘Shuffle’: every-epoch, ‘ValidationPatience’: 5 (3 – MaxEpochs)
   - Neural network model for classifying lead
     - ‘L2Regularization’: 0.005 (1e-5 – 0.1)
   - Neural network model for classifying individual
     - ‘L2Regularization’: 0.001 (1e-5 – 0.1)

4. Features selected and input into the model
   - Attractor r density, 0 density and attractor outline r measure sets from attractors with N = 3, 5, ..., 13 points as detailed in Supplementary Material / SPAR method: Attractor generation (optimised over range N = 3, 4, 5, ..., 17)

5. Validation method and performance metrics
   - Cross-validation (Dataset 2)
   - External validation (Dataset 1)
   - Classification accuracy and Receiver Operating Characteristic – Area Under the curve

6. Reproducibility and code reuse
   - See Supplementary Material.

FIGURE 4 | Detail of the machine learning model development and validation. The machine learning model parameters and hyperparameters are set to those given, with the values in brackets being the ranges/options considered during optimization of the model.
Application of the Machine Learning Model

As described above, we applied ten-fold cross validation within Dataset 2, and reported the cross-validated accuracy. A master model was then generated using all the data in Dataset 2 ($n = 8,904$). Dataset 1 ($n = 104$) was then used as an unseen test set on this final model.

We chose to present our classification results by accuracy and receiver operating characteristic (ROC) area under the curve (AUC) to allow comparison with other recent results in this space (17, 18). Whilst simple accuracy is not an appropriate metric when the prevalence of classes differs significantly, it is suitable and easily understood in the case of sex.

RESULTS

The first part of our study investigated the smaller, well characterized Dataset 1, and identified key attractor difference...
between sexes. We then determined SPAR's accuracy in discriminating between two biologically distinct groups in Dataset 2, which allowed us to demonstrate the application of SPAR with a much larger sample size.

**Attractor Appearance for Typical Female and Male Subjects From Dataset 1**

In many cases, visual differences could be seen between female and male attractors for a given lead. Figures 2A,B shows the typical appearance of a female and male 3-point attractor from lead II signals. Whilst subtle differences can be seen in the two original signals, particularly in the ST segment, they would be difficult to quantify directly from the signal. However, the attractor amplifies small changes, making them easier to visualize and quantify. The overall appearance of the female attractor is one of a more dispersed distribution with wider arms, whereas the male attractor shows higher density, narrow arms. More subtle aspects of the signals are also reflected and these are more readily observed in differences between the measure profile plots, as shown in Figure 2C.

It is also noticeable on Figures 2A,B that the upper arm of both attractors is more variable than the other two arms. For both subjects, this is the result of the beat-to-beat variation in the T to P (interbeat) interval.
**Visualizing Attractor Differences by Sex Across All Dataset 1 Subjects**

Although the primary use of the measure set profiles is to quantify an individual attractor image for an individual subject, they can be extended to visualize the profiles for a number of subjects together. This complementary presentation allows us to identify potential similarities and differences in the attractors of a population.

In illustration of this, Figure 5A shows the combined θ density profile plots of the 104 Dataset 1 subjects across all 12 leads. The appearance of the profile as shown in gray is relatively homogeneous within a given lead. However, when the median profile is split between female and male subjects, clear differences between the sexes can be seen. A simple quantification of the difference can be provided by considering the Euclidean distance between the female and male median plot lines. These distance values, as shown in Figure 5A, are greatest for leads V2 through V4, supporting our visual interpretation of the plots as being where the largest sex differences occur. Similar observations can be made on the r, θ and attractor outline r profiles for the other N-point attractors, especially regarding differences in the mid-precordial leads.

Figure 5B shows the 3-point attractor θ density profile for lead V3 in more detail. Whilst the 104 subjects of Dataset 1 present a reasonably homogeneous appearance of θ density in Figure 5A, separating this by sex, showed that the female attractors appear to have lower θ density peaks and a more general spread of density across the attractor, compared with the higher θ density peaks of males contrasting with areas of very low density.

An additional visualization of the method in this part of the study involved taking only the maximum value of each measure profile for each subject. This gave three basic metrics, one from each of the r density, θ density and attractor outline r measures of the attractor image. Scatterplots using these just these basic metrics as shown in Figures 6A,B indicated a reasonably clear separation by sex and suggested that all three metrics (r, θ and outline r) and multiple N-attractors contributed to this distinction. Although the simple plots in Figures 6A,B utilized just three metrics (the maximum values) from the measure profiles, the shape of the whole profile (as in Figure 5) conveys more nuanced information, so we used the complete profile in our subsequent analysis.

Whilst the primary purpose of this study was a direct comparison with interval measures, we did review these in Dataset 1, since well validated metrics were provided. Differences in certain interval measures between the sexes have been well documented (16, 30). We therefore briefly considered how they compared to our visual attractor analysis of the ECG. Additional details about the determination and distribution of interval measures in Dataset 1 can be found in the Supplementary Material.

A scatterplot of the standard intervals QTc (by Friderica's correction) against QRS is shown in Figure 6C. Whilst the plot suggested that many females have a higher QTc and lower QRS (as we would expect), the visual distinction between the sexes was not as clear as in the scatterplots of SPAR metrics. We then considered more nuanced T wave metrics, JTpeakc /RR<0.58 with RR in seconds) and TpeakTend, as shown in Figure 6D. We observed that females tended to have a higher JTpeakc, but, once again, the visual distinction between the sexes was less clear than in the SPAR metric scatterplots.

**Dataset 2: Classification of Sex Differences in a Larger Population**

We then tested the attractor’s ability to discriminate between female and male ECGs in Dataset 2 (8,903 subjects). Classification accuracies by lead and subject are shown in Table 1. The cross-validated classification model achieved a classification accuracy of 86.3% (AUC 0.93), with a sensitivity of 86.9% and specificity of 85.5% (with respect to the female sex.)

The classification accuracy differed across the leads of the ECG, with the mid-precordial leads providing the highest accuracy. The overall classification of a subject exceeded any result from a single lead, indicating that information from multiple leads was required, and the best classification was achieved from all 12 leads.

**Dataset 2: Machine Learning Classification Score and Confidence in the Classification**

Whilst our results give a binary classification of sex, the basis of this is a score of between 0 and 1 (<0.5 male, >0.5 female) for each subject. We considered whether this score could...
FIGURE 7 | Classification accuracy by sex and age group for Dataset 2. Breaking down the classification result by age showed that accuracy is highest for young adults through to 60 years old. In particular, young adult males were classified most accurately. The accuracy for children and older adults is lower, particularly falling for males over 70 years.

indicate confidence in the classification outcome and defined the categories: strong female (score >0.9), mid female (0.65-0.9), indeterminate (0.35-0.65), mid male (0.1 to 0.35), strong male (<0.1). Figure 8 shows how the results are distributed across these categories by age. There were 60.3% of subjects that were classified as either “strongly male” or “strongly female”, and, within this group, the accuracy of classification was 95.9%. Furthermore, subjects were more likely to be classified as ‘indeterminate’ than to have a “mid” or “strong” score of the opposite sex (other than for the oldest male category), which supported that the score can be related to confidence in the classification. We also observed that the proportion of “strong male” classifications peaked in young adults and then declined, whereas the proportion of “strong female” classifications did not begin to decline until around 50 years.

The attractor measure profile plots provided further insight into our categories of classification confidence. We selected the attractors of 50 females and 50 males randomly from each of the categories (strong female, mid female, indeterminate, mid male, strong male). On reviewing the measure profile plots for each category, we observed that the greatest visual similarity was between subjects of the same confidence category, irrespective of their actual sex. Figure 9 shows the θ density profile for a 3-point attractor on lead V3 split into “strong female” and “strong male” categories. The appearance of the profile for these two categories was very different; the “strong male” profile showed sharp density peaks, whereas the “strong female” indicated a more even density distribution across the attractor. Thus the profile for a category appeared consistent, and was independent of the sex of the underlying subjects.

Testing New Data on the Machine Learning Model
As a concluding test of our classification, we created a master machine learning model from all the Dataset 2 data and took the 104 subjects of Dataset 1 as an unseen test set. From the
FIGURE 8 | Prevalence of classification category by sex and age group. The classification category is defined by the classification score for a subject, as indicated in the legend. The number of female / male subjects in each category is shown in the table. The proportion of “strong male” classifications peaked in young adults and then declined, whereas the proportion of “strong female” classification did not begin to decline until around 50 years. Subjects were more likely to be classified as “indeterminate” than to have a “mid” or “strong” score of the opposite sex (other than for the oldest male category), which supported that the score can be related to our confidence in classification.

| Classification Category | Female | Male | All |
|-------------------------|--------|------|-----|
| Strong female >0.9      | 2,873  | 118  | 2,991 |
| Mid female 0.65-0.9     | 1,042  | 274  | 1,316 |
| Indeterminate 0.35-0.65 | 500    | 499  | 999  |
| Mid male 0.1-0.35       | 318    | 905  | 1,223 |
| Strong male <0.1        | 100    | 2,274| 2,374 |

age profile of these subjects, our cross-validation indicated an expected accuracy of 89.6%. The actual classification slightly improved on this with an accuracy of 91.3% (AUC 0.97). Figure 10 shows how each subject was classified across the strong female, mid female, indeterminate, mid male and strong male categories defined above. Nine records (three female) were classified incorrectly. Whilst we observe that incorrectly classified records present attractors that are consistent with the attractor profiles for their category (so the machine learning classification is as we would expect), the number of records involved is too low to comment further on specific characteristics of these subjects.
DISCUSSION

Our primary motivation was to demonstrate the accuracy of the SPAR method in discriminating between two biologically distinct groups. In this proof-of-concept study, we have successfully demonstrated the utility of SPAR in distinguishing sex differences from normal sinus rhythm ECGs. Whilst sex was used as an arbitrary classifier, our results support the wider clinical value of SPAR and also highlight the importance of acknowledging sex differences during clinical ECG interpretation.

The SPAR method takes a holistic approach to signal analysis, and provides an innovative visual representation by transforming an approximately periodic waveform into a two-dimensional image called an ‘attractor’. Utilizing the whole ECG signal in this way would make better use of data that is already available and would not require a change in signal acquisition protocol. Importantly, we recognize that to support clinical uptake, a method must be intuitive, time efficient and not necessitate complex pre-processing which can introduce bias.

As SPAR has been developed to provide a visual image of signal morphology and can be generated in real time on the output from existing devices, we believe that SPAR addresses these common issues which may otherwise lead to resistance in clinical implementation.

The ECG signals used in this study were obtained from publicly available data and no further pre-processing was applied to them. Whilst ECG signals are susceptible to corruption by noise and other artifacts, the 10 second ECG recordings we applied here had been considered sufficient for research or diagnostic purposes (as dependent on the database), supporting our decision to not filter or otherwise process them additionally. Furthermore, the SPAR method has been shown to act as a high-pass filter to the lowest frequencies (8) (also, Lyle JV, Aston PJ, submitted) and so baseline wander is naturally attenuated by the method. It is beyond the scope of this study to make a formal assessment of the impact of noise on classification since the data applied here has been determined to be adequate clinically. However, we have utilized the SPAR method in a consideration of
noise robustness in deep learning (31) and look to extend this in future studies. In the real-world application of the SPAR method, existing signal quality algorithms (32) can be applied to longer signals to extract sufficiently clean data, as would be undertaken routinely for the extraction of diagnostic ECG from such signals.

We observed that the SPAR attractor amplified subtle details from the ECG waveform, and we saw clear visual differences between female and male ECG signals. Attractors from Dataset 1 subjects (n = 104) were visualized together using the measure profile plots. Many of the differences observed in these plots could be explained by sex when considered at a group level. We extended this basic analysis with machine learning techniques to successfully classify subjects by sex from the much larger Dataset 2 (n = 8,903), and found that interpretation through the attractor measure profiles provided visual insight into these results.

Within our review of Dataset 1, we observed that although the standard interval and more specific repolarization metrics (JT\text{peak}, T_{\text{peak}}T_{\text{end}}) presented some visual difference by sex, these differences were more pronounced in measures drawn from the attractor. Furthermore, using the attractor has an operational advantage over interval measures. Beyond a determination of the RR interval [for which numerous robust algorithms are available (33, 34)], an accurate detection of other fiducial points, such as the J point and end of the T wave, remains compromised (35). Conversely, the SPAR method is motivated by the qualitative assessment that a clinician will make on the morphology of the whole waveform, information that is discarded when only intervals and amplitudes are assessed. The SPAR method removes the need to make assumptions about a signal. It can be considered an averaging of the cycle characteristics before quantifying them, which makes it more robust when signals are noisy and limits the introduction of bias arising from manual intervention.

The QT interval is known to show a significant difference between the sexes, with the ST segment and start of the T wave providing the biggest contribution to the longer QT interval observed in females (36). In support of this, we consistently made observations during this study that indicated the sex differences we saw in the attractor were related to aspects of the repolarization features of the ECG. The major 3-point attractor differences of wider arms observed in Figure 2 resulted from a higher QT:RR ratio in the female signal. Furthermore, the greatest sex differences in the measure profile plots for multiple

**Figure 10** Classification of unseen records in Dataset 2 by sex and classification category. The plot shows the classification of each of the 104 subjects of Dataset 2. The majority of subjects (39/42 females in the red bars and 56/65 male subjects in the blue bars) are classified correctly. Furthermore, the majority (65/95) of these correct classifications are made with a “strong” confidence.
subjects and the highest individual lead machine learning classification accuracies were seen in the mid-precordial leads, which typically present the highest amplitude T waves in an adult ECG recording (37).

Whilst the mid-precordial leads provided the highest individual lead accuracy, we found that the best overall machine learning classification accuracy was obtained using all 12 leads of the ECG, which suggested that subtle differences in the overall pattern of presentation contributed to the classification and that features from across the whole waveform were involved. This finding is supported by two recent deep learning classifications of sex in the ECG (17, 18), both of which reported results based on the input of a 12-lead ECG, rather than separate leads. Additionally, Attia et al. also considered a classification on separate parts of the waveform, which gave an inferior result to utilizing the whole signal (17).

The need for the supplementary information from all 12 leads for the most successful classification suggests that single lead recordings may have some limitations when assessing the ECG waveform. In our future work on the SPAR method, we will focus on its application to single lead ECGs in support of patient stratification and indication for referral in primary care. We have previously had some success working with just lead II signals in subjects under pharmacological challenge (24) and look to extend this.

The machine learning cross-validation accuracy we reported in this study approached the classification accuracy of recent much larger studies (17, 18), and our unseen test accuracy compared favorably with these results. We focused on non-pathological ECG presentation to allow us to understand more about the attractor representation of the signal without confounding disease states, but this constrained our data size when compared with the larger studies, and we aim to extend our classification to broader ECG presentations. Our classification accuracy may have been limited by the relatively small number of records in the child and over 70 age groups, and the greater number of females in these groups. However, we achieved a promising result with around 1% of the data used by Attia et al, which supports the use of the attractor for work on smaller datasets where a full deep learning solution would not be applicable due to an insufficient quantity of data.

Our cross-validation and unseen test results showed good agreement with the literature on classification accuracy by age group. Whilst we had only a small number of child ECGs, we classified them with an accuracy of 82.4%, although we were more successful with female classification than male. Most observable sex differences are believed to occur from adolescence, and the difference in the QT interval is thought to result from a shortening of the interval in males (38), supporting that we would be more likely to misclassify male children as female. The most clear sex differences in the ECG are observable in younger adults and tend to decline from 50 years (7, 39), and we saw a similar pattern to this with our highest classification accuracy in young adults and a decline of accuracy as age increased.

A key aspect of the attractor is its independence from the heart rate, since the spacing of the points used to generate the attractor is determined from each signal’s cycle length. Although healthy subjects demonstrate a higher mean resting heart rate in females than males (40), including this additional information with the attractor measures in the machine learning model resulted in a slightly lower sex classification accuracy. As the heart rate has a complex non-linear effect on the ECG morphology (35, 41) and the attractor reflects the morphology of the waveform, this may suggest that the sex differences observed in heart rate are captured implicitly in the attractor and that more subtle aspects of the signal are more useful for the classification of sex than the explicit heart rate.

The classification scores from our machine learning model were used to further categorize our binary classification of sex. Our observations on the “strong female” and “strong male” category for subjects aged 17–50 years (see Figure 8) had similarity to the prevalence of sex-specific patterns of repolarization identified by Surawicz and Parikh through a manual review of leads V1-V4 (42), with the ‘strong male’ declining in prevalence, whilst the “strong female” category prevalence remains more consistent. For older adults, we observed that our “strong” categories decline whilst “mid” categories become more prevalent. However, we did not observe the steep drop in male pattern prevalence seen by Surawicz and Parikh. One explanation for this is that the specific features focused on by Surawicz and Parikh (the J point and the T upslope angle) are significant for determining sex differences in younger adults, but that differences in other parts of the signal have importance in older adults (especially male) and the SPAR method quantifies these by capturing the whole waveform and not just the repolarization.

Our findings using the score categories indicated that a simple binary classification is not always sufficient to capture the subtleties of a subject’s ECG. By using the attractor measure profiles to visualize multiple attractors together, we saw that for some subjects, the appearance of their attractor may be more closely matched to a typical one of the opposite sex (see Figure 9). For example, we observe that male ECGs that were classified incorrectly as “strongly female” have an attractor that is consistent with those of female ECGs (and vice versa, whereby incorrectly classified female ECGs have attractors that visually resemble male ECG attractors). In terms of the classification problem, this observation suggests that misclassification of a subject’s sex may be due to this biological effect rather than failure of the machine learning algorithms, and so a significant improvement in classification performance may not be possible. The consistency between our results and those of recent studies (17, 18) indicates that the limit of performance for this simple binary problem may have been reached and that different algorithms would perform similarly. In terms of future work, this natural clustering of the data to attractor appearance rather than a subject’s sex suggests that a more refined, personalized stratification based on a pattern of
presentation is more appropriate rather than just considering an individual's sex alone.

CONCLUSION

In this study, we used the recently developed SPAR method to investigate the non-pathological ECG signal in the context of sex differences. The SPAR approach uses the whole waveform, rather than drawing individual features from different parts of the ECG, and this allowed us to discriminate sex differences. Our observations of how these differences presented in the attractor corresponded to the existing literature for characteristics of female and male ECG signals. However, using the attractor provides a simple and robust means of quantifying the morphology underlying these differences.

The extension of our work into a machine learning classification of sex demonstrated that the SPAR method could be successfully applied across a larger dataset. Furthermore, the attractor profiles can be used as a visual tool to provide an understanding of why a specific classification was given. Whilst this does not wholly overcome the “black box” nature of machine learning techniques, it can provide complementary information.

Prior studies classifying sex from the ECG present a classification only using all 12 leads combined. We considered the classification for each lead separately and in differing combinations, but concluded that the best classification was achieved using all 12 leads. Although this was in the context of the specific problem of sex classification, it indicates that single lead recordings may have some limitations when assessing the ECG waveform and that this should be considered in future work.

We appreciate that the simple classification of sex is not directly a clinical question, and nor would it be practical to limit the application of the SPAR method to non-pathological signals only. However, this proof-of-concept study showed that subtle differences in the ECG can be amplified by the attractor. The detection and quantification of more nuanced ECG differences in this way could support management of clinically significant issues, such as patient stratification for drug induced risk of arrhythmic events (43, 44). Our findings also emphasize the importance of considering sex and age differences in determining reference ranges and clinical management protocols.

We acknowledge that morphological ECG appraisal is already undertaken by experienced clinicians and electrophysiologists, and introduce SPAR as a means of automating this process. Although the attractor provides a unique visualization of a signal, it is not necessary for a clinician to learn to interpret the image itself. We can apply various techniques, such as the measure profile plots and machine learning, which could be coupled to an alert or simple metric, to present a clinically meaningful output to the end user. For example, in this study, we utilized the classification score to provide a measure of confidence in our output. In a clinical setting, this approach would allow for greater manual effort to be directed at those results that are deemed ‘indeterminate’. Additionally, SPAR could be used to supplement conventional fiducial point analysis, and may enhance the sensitivity of identifying patients requiring referral or review.

The SPAR method was developed in response to the challenge of making better use of high fidelity physiological waveform data that is already recorded, and its simple implementation overcomes many of the traditional barriers to clinical uptake. Our successful discrimination of sex by SPAR demonstrated the accuracy of the method in two biological distinct groups and supports the further development of SPAR in the areas of patient stratification and risk management.

DATA AVAILABILITY STATEMENT

The datasets generated for this study can be found in online repositories. The names of the repository/repositories and accession number(s) can be found in the article/Supplementary Material.

ETHICS STATEMENT

All data used is open access on PhysioNet.

AUTHOR CONTRIBUTIONS

JL, MN, and PA contributed to conception and design of the study. JL obtained the data and executed the study, with regular input from MN and PA in the discussion of results. JL wrote the first draft of the manuscript. All authors contributed to manuscript revision and approved the submitted version.

FUNDING

JL was supported in this work by an EPSRC Ph.D. studentship (EP/MQ15508160/1).

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fcvm.2021.709457/full#supplementary-material

REFERENCES

1. Lu MLR, Nwakile C, Bhalla V, De Venecia T, Shah M, Figueredo VM. Prognostic significance of abnormal P wave morphology and PR-segment displacement after ST-elevation myocardial infarction. Int J Cardiol. (2015) 197:216–21. doi: 10.1016/j.ijcard.2015.06.055

2. Vicente J, Johannesen L, Mason JW, Crumb WJ, Pueyo E, Stockbridge N, et al. Comprehensive T wave morphology assessment in a randomized clinical study of dofetilide, quinidine, ranolazine, and verapamil. J Am Heart Assoc. (2015) 4:e001615. doi: 10.1161/JAHA.114.001615

3. Bazett HC. An analysis of the time-relations of electrocardiograms. Heart. (1920) 7:353–70.
22. Wagner P, Strødhoff N, Bousseljot RD, Kreisler D, Lunze F, Samek W, et al. PB-XXL, a large publicly available electrocardiography dataset. Sci Data. (2021): 7:1–15. doi: 10.1038/s41597-020-0495-6

23. Lyle J, Aston P, Nandi M. Investigating the response to dofetilide with symmetric projection attractor reconstruction of the electrocardiogram. In: Computing in Cardiology. (2019). doi: 10.22489/CinC.2019.073

24. Pan J, Tompkins WJ. A real-time QRS detection algorithm. IEEE Trans Biomed Eng. (1985) BME-32:230–6. doi: 10.1109/TBME.1985.325532

25. Sedghizam H. Matlab implementation of Pan Tompkins ECG QRS detector. MathWorks (2014). Available online at: https://fr.mathworks.com(matlabcentral/filesexchange/45840-complete-pan-tompkins-implementations-gqrs-detector

26. Lyle J, Charlton PH, Bonet-Luz E, Chaffey G, Christie M, Nandi M, et al. Beyond HRV: analysis of ECG signals using attractor reconstruction. In: Computing in Cardiology. (2017) p. 1–4. doi: 10.22489/CinC.2017.091-096

27. Wolpert DH. Stacked generalization. Neural Netw. (1992) 5:241–59. doi: 10.1016/0893-6080(92)90023-1

28. Stevens LM, Mortazavi BJ, Deo RC, Curtis L, Kao DP. Recommendations for reporting machine learning analyses in clinical research. Circ Cardiovasc Qual Outcomes. (2020) 13:782–93. doi: 10.1161/CIRCQOUTCOMES.120.006556

29. Simonson E, Blackburn H, Puchner TC, Eisenberg P, Ribeiro F, Meja M. Sex differences in the electrocardiogram. Circulation. (1960) 22:598–601. doi: 10.1161/01.CIR.22.4.598

30. Ventura J, Harris PM, Sundar A, Smith NAS, Aston PJ, Robustness of convolutional neural networks to physiological ECG noise. Philos Trans Royal Soc A. (2021). doi: 10.1098/rsta.2020.0262

31. Gambardella N, Aletti F, Baselli G, Ferrario M, A. review of methods for the signal quality assessment to improve reliability of heart rate and blood pressures derived parameters. Med Biol Eng Comput. (2015) 54:1025–35. doi: 10.1007/s11517-016-1453-5

32. Álvarez RA, Penin AJM, Sobrino XAV. A comparison of three QRS detection algorithms over a public database. Procedia Technol. (2013) 9:1159–65. doi: 10.1016/j.protcy.2013.12.129

33. Liu F, Liu C, Jiang X, Zhang Z, Zhang Y, Li J, et al. Performance analysis of ten common QRS detectors on different ECG application cases. J Healthc Eng. (2018) 2: doi: 10.1155/2018/905812

34. Clifford GD. ECG statistics, noise, artifacts and missing data. In: Advanced Methods and Tools for ECG Data Analysis. Arttech House (2006). p. 55–99.

35. Lehmann MH, Yang H. Sexual dimorphism in the electrocardiographic dynamics of human ventricular repolarization: Characterization in true time domain. Circulation. (2001) 104:32–8. doi: 10.1161/hc2601.091738

36. Bayés De Luna A. Characteristics of the normal electrocardiogram: Normal ECG waves and intervals. In: Clinical Electrocardiography: A Textbook. Fourth. John Wiley & Sons, Ltd (2012). p. 67–94. doi: 10.1002/9781118392 041.ch7

37. Dickinson DF. The normal ECG in childhood and adolescence. Heart. (2005) 91:1626–30. doi: 10.1136/hrt.2004.073070

38. Simonson E. The effect of age on the electrocardiogram. Am J Cardiol. (1972) 29:64–73. doi: 10.1016/0002-9149(72)90417-1

39. Koenig J, Thayer JF. Sex differences in healthy human heart rate variability: a meta-analysis. Neurosci Biobehav Rev. (2016) 64:288–310. doi: 10.1016/j.neubiorev.2016.03.007

40. Toman O, Hnatkova K, Smetana P, Huster KM, Šišáková M, Barthel P, et al. Physiologic heart rate dependency of the PQ interval and its sex differences. Circ Arrhythmia Electrophysiol. (2016) 9:1159–65. doi: 10.1016/j.jelectrocard.2016.08.003

41. Toman O, Hnatkova K, Smetana P, Huster KM, Šíšáková M, Barthel P, et al. Physiologic heart rate dependency of the PQ interval and its sex differences. Circ Arrhythmia Electrophysiol. (2016) 9:1159–65. doi: 10.1016/j.jelectrocard.2016.08.003

42. Surawicz B, Parikh SR. Prevalence of male and female patterns of early ventricular repolarization in the normal ECG of males and females from childhood to old age. Am J Cardiol. (2002) 90:1870–6. doi: 10.1016/S0002-9149(02)02130-X
43. Pokorney SD, Yen DC, Campbell KB, Lapointe NMA, Sheng S, Thomas L, et al. Dofetilide dose reductions and discontinuations in women compared with men. *Hear Rhythm*. (2018) 15:478–84. doi: 10.1016/j.hrthm.2018.01.027
44. Khatib R, Sabir FRN, Omari C, Pepper C, Tayebjee MH. Managing drug-induced QT prolongation in clinical practice. *Postgrad Med J*. 2020 97:1–7. doi: 10.1136/postgradmedj-2020-138661

**Conflict of Interest:** PA and MN have a patent WO2015121679A1 "Delay coordinate analysis of periodic data", which covers the foundations of the SPAR method used in this paper.

The remaining author declares that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

**Publisher's Note:** All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2021 Lyle, Nandi and Aston. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.