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Abstract

Much like the classical Fisher linear discriminant analysis (LDA), the recently proposed Wasserstein discriminant analysis (WDA) is a linear dimensionality reduction method that seeks a projection matrix to maximize the dispersion of different data classes and minimize the dispersion of same data classes via a bi-level optimization. In contrast to LDA, WDA can account for both global and local interconnections between data classes by using the underlying principles of optimal transport. In this paper, a bi-level nonlinear eigenvector algorithm (WDA-nepv) is presented to fully exploit the structures of the bi-level optimization of WDA. The inner level of WDA-nepv for computing the optimal transport matrices is formulated as an eigenvector-dependent nonlinear eigenvalue problem (NEPv), and meanwhile, the outer level for trace ratio optimizations is formulated as another NEPv. Both NEPvs can be computed efficiently under the self-consistent field (SCF) framework. WDA-nepv is derivative-free and surrogate-model-free when compared with existing algorithms. Convergence analysis of the proposed WDA-nepv justifies the utilization of the SCF for solving the bi-level optimization of WDA. Numerical experiments with synthetic and real-life datasets demonstrate the classification accuracy and scalability of WDA-nepv.

1 Introduction

As widely used feature extraction approaches in machine learning, dimensionality reduction (DR) methods [53, 7, 20, 12] learn projections such that the projected lower dimensional subspaces maintain the coherent structure of datasets and reduce computational costs of classification or clustering. The linear projection obtained from linear DR methods takes the form of a matrix such that the embedding to the lower dimensional subspace only involves matrix multiplications. Due to such ease in interpretation and implementation, linear DR methods are often the favored choice among numerous DR methods. For example, principal component analysis (PCA) [24] seeks to find a linear projection that preserves the dataset’s variation and is one of the most common and well-known DR methods. Other well-known DR methods include Fisher linear discriminant analysis (LDA) [24] to take into account the information of classes and compute a linear projection that best separates different classes, and Mahalanobis metric learning [35] to seek a distance metric that better models the relationship among dataset from a linear projection.

Wasserstein discriminant analysis (WDA) [19] is a supervised linear DR that is based on the use of regularized Wasserstein distances [13] as a distance metric. Similar to Fisher linear discriminant analysis (LDA), WDA seeks a projection matrix to maximize the dispersion of projected points between different classes and minimize the dispersion of projected points within the same classes. An
important distinction between LDA and WDA is that while LDA only considers the global relations between data points [8, 18, 39, 58], WDA can dynamically take into account both global and local information through the choice of a regularization parameter. A recent study has shown that WDA outperforms other linear DR methods in various learning tasks, such as sequence pattern analysis [50, 51], graph classification [62], and multi-view classification [31].

WDA is formulated as a bi-level nonlinear trace ratio optimization [19]. The inner optimization computes the optimal transport (OT) matrices of the regularized Wasserstein distance, an essential factor responsible for WDA’s ability to account for both global and local relations. The outer optimization involves a nonlinear trace ratio for the dispersion of data classes.

Related work. The algorithmic aspects of WDA are the focus of this paper. To the best of our knowledge, there are two algorithms specifically designed for WDA. One approach is to use a projected gradient descent method [19]. This approach requires the computation of derivatives of a highly nonlinear objective function at a cost that grows quadratically in the dimension size and the number of data points. Another work considers a surrogate ratio trace model of WDA [37]. This approach lacks the quantification of the approximation error of the surrogate model. It is well-known that even in the case of the conventional trace ratio optimization with constant matrices, the surrogate ratio trace model could be a poor approximation [56].

Contributions. To overcome the theoretical and practical shortcomings of existing algorithms, we propose a new algorithm called WDA-nepv. WDA-nepv is a derivative-free and surrogate-model-free algorithm that takes full advantage of the bi-level structure of WDA. Specifically, we formulate the computation of the OT matrices in the inner optimization and the outer trace ratio optimization as two eigenvector-dependent nonlinear eigenvalue problems (NEPvs).

We propose to solve both NEPvs by the self-consistent field (SCF) iteration. Fast eigensolvers such as implicitly restarted Arnoldi method [49] enables efficient implementation of SCF. In addition, we propose an efficient way to compute the cross-covariance matrices of WDA. Specifically, we convert multiple calls to level-2 BLAS (Basic Linear Algebra Subprograms) to level-3 BLAS, which leads to a significant reduction in computing time. We provide a convergence analysis for the SCF framework of WDA-nepv. Numerically, we demonstrate linear convergence of WDA-nepv. Moreover, using real-life datasets, we demonstrate that the classification accuracy of WDA-nepv is comparable to or outperforms the other existing algorithms. We also present scalability of WDA-nepv algorithm, demonstrating its computational efficiency.

We emphasize that the primary purpose of this work is not to demonstrate the advantages of WDA compared with other DR methods. For an in-depth discussion of the relation of WDA with other discriminant analysis and the comparison of its classification accuracy with other DR methods, the reader is referred to [19, 37, 31, 51].

Paper outline. In Section 2, Wasserstein distance and regularized Wasserstein distance are discussed. The setup of WDA and its formulation as a nonlinear trace ratio optimization is presented in Section 3. We give a summary of existing algorithms for WDA and point out their limitations and shortcomings in Section 4. In Section 5, we propose a bi-level algorithm that involves solving NEPv for OT matrices and trace ratio optimizations and provide convergence analysis for the algorithm. Numerical experiments on convergence, classification, and scalability of our algorithm are provided in Section 6. Finally, we conclude our paper in Section 7 and discuss our future plans of study.
Notation. \( \mathbb{R}^{n \times m} \) and \( \mathbb{R}^n \) denote the sets of all \( n \times m \) real matrices and all real vectors of size \( n \), respectively. \( \mathbb{R}^n_+ \) and \( \mathbb{R}^{n \times m}_+ \) represent the sets of vectors and matrices, respectively, whose components are non-negative. \( \langle A, B \rangle := \text{Tr}(A^T B) = \sum_{i,j} A_{ij} B_{ij} \) represents the Frobenius inner product between matrices \( A, B \in \mathbb{R}^{n \times m} \). \( 1_d \in \mathbb{R}^d \) denotes the vector of all ones and \( I_p \in \mathbb{R}^{p \times p} \) denotes the identity matrix. \( D(a) \in \mathbb{R}^{d \times d} \) denotes a diagonal matrix whose diagonal is the vector \( a \in \mathbb{R}^d \). The symbol \( ./ \) denotes element-wise division between vectors of the same dimension.

Acronyms. Accelerated Sinkhorn-Knopp (Acc-SK); Basic Linear Algebra Subprograms (BLAS); dimensionality reduction (DR); linear discriminant analysis (LDA); eigenvector-dependent nonlinear eigenvalue problem (NEPv); optimal transport (OT); principal component analysis (PCA); self-consistent field (SCF); Sinkhorn-Knopp (SK); trace ratio optimization (TRopt); Wasserstein discriminant analysis (WDA);

2 Wasserstein Distances

We first present the background on Wasserstein distance [55, 13], also known as Earth mover’s distance [44], and its regularized variant known as regularized Wasserstein distance [19]. By principles from optimal transport theory, these distances define a geometry over the space of probability enabling the ability to compare distances between probability distributions. Following the introduction of these distances, we discuss the cost of their computations and conclude the section with a discussion on the applications of these distances.

Transport polytope. Given two probability vectors \( r \in \mathbb{R}^n_+ \) and \( c \in \mathbb{R}^m_+ \), i.e., \( r^T 1_n = 1 \) and \( c^T 1_m = 1 \), the following set of positive matrices

\[
U(r, c) := \left\{ T \mid T \in \mathbb{R}^{n \times m}_+, T 1_m = r, T^T 1_n = c \right\}
\]

(2.1)
is called the transport polytope of \( r \) and \( c \). In analogy, if we consider each component of \( r \) as a pile of sand and each component of \( c \) as a hole to be filled in, the component \( T_{ij} \) of \( T \) represents the amount of sand from the pile \( r_i \) that gets moved to the hole \( c_j \). For this reason, a matrix \( T \in U(r, c) \) is referred to as a transport matrix of \( r \) and \( c \).

Wasserstein distance. Let \( M \in \mathbb{R}^{n \times m} \) be a non-negative matrix whose elements \( M_{ij} \geq 0 \) represents the unit cost of transporting \( r_i \) to \( c_j \). Then, the cost of transporting \( r \) to \( c \) using a transport matrix \( T \) and a cost matrix \( M \) is quantified as

\[
\langle T, M \rangle = \sum_{ij} T_{ij} M_{ij}.
\]

(2.2)

Given the matrix \( M \), the optimization problem, referred to as the optimal transport problem [55, 13],

\[
W(r, c) := \min_{T \in U(r, c)} \langle T, M \rangle
\]

(2.3)
seeks a transport matrix \( T \) that minimizes the transport cost between \( r \) and \( c \). When \( M \) is a metric matrix, i.e., \( M \) belongs in the cone

\[
\mathcal{M} = \left\{ M \mid M \in \mathbb{R}^{n \times m}_+, M_{ij} = 0 \iff i = j, \text{ and } M_{ij} \leq M_{ik} + M_{kj}, \forall i, j, k \right\},
\]
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then \( W(r, c) \) forms a distance between \( r \) and \( c \) [55], and is called the \textit{optimal transport distance} or the \textit{Wasserstein distance}\(^1\) between \( r \) and \( c \).

**Regularized Wasserstein distance.** Computing the Wasserstein distance, however, is subject to heavy costs that scale in super-cubic with respect to the size of the probability vector [42]. To reduce such heavy costs, Cuturi [13] proposed an entropic constraint on the transport matrix that not only lowers the computation cost of the problem but also smooths the search space. Namely, a convex subset of \( U(r, c) \) was introduced:

\[
U_\alpha(r, c) := \left\{ T \mid T \in U(r, c) \text{ and } h(T) \geq h(r) + h(c) - \alpha \right\},
\]  

(2.4)

where \( \alpha \geq 0 \) and \( h(r) \) and \( h(T) \) are the entropy of a probability vector and the entropy of a transport matrix, respectively, defined as

\[
h(r) = -\sum_{i=1}^{n} r_i \log r_i \quad \text{and} \quad h(T) = -\sum_{ij} T_{ij} \log T_{ij}.
\]  

(2.5)

Then, Cuturi [13] defined the following distance between \( r \) and \( c \)

\[
W_\alpha(r, c) := \min_{T \in U_\alpha(r, c)} \langle T, M \rangle
\]  

(2.6)

as the \textit{Sinkhorn distance}, such naming due to its solvability by the Sinkhorn-Knopp algorithm.

By considering the Lagrange multiplier for the entropy constraint of the Sinkhorn distance, the optimal solution to (2.6), denoted as \( T^\lambda \), can be computed as the solution to the problem

\[
T^\lambda = \arg\min_{T \in U(r, c)} \left\{ \langle T, M \rangle - \frac{1}{\lambda} h(T) \right\}.
\]  

(2.7)

Consistent with the terminology in [19], we refer to \( T^\lambda \) as the \textit{optimal transport (OT) matrix} with \( \lambda \) as the \textit{regularization parameter} and

\[
W_\lambda(r, c) := \langle T^\lambda, M \rangle
\]  

(2.8)

as the \textit{regularized Wasserstein distance} (also known as dual-Sinkhorn divergence [13]) between the probability vectors \( r \) and \( c \). By duality theory, to each \( \alpha \) in Sinkhorn distance (2.6) corresponds a \( \lambda \in [0, \infty) \) in regularized Wasserstein distance (2.8) such that

\[
W_\alpha(r, c) = W_\lambda(r, c).
\]

Moreover, as the regularized parameter \( \lambda \to \infty \), the regularized Wasserstein distance \( W_\lambda(r, c) \) approaches the Wasserstein distance \( W(r, c) \) [19].

\(^1\)Strictly speaking, the correct terminology of \( W(r, c) \) (2.3) is the \textit{1st Wasserstein distance with discrete measure} [55, 43]. To be consistent with the terminology in Wasserstein Discriminant Analysis [19], we will refer to it as the Wasserstein distance and its regularized counterpart as the regularized Wasserstein distance.
Structure of the OT matrix $T^\lambda$. The entropy smoothed optimal transport problem (2.7) looks to minimize the total transport cost while maximizing the entropy of the transport matrix. Both of these terms are convex which makes the problem (2.7) a convex problem. Thus, the OT matrix $T^\lambda$ exists and is unique [13]. Furthermore, the OT matrix $T^\lambda$ admits a simple structure based on the first order analysis and Sinkhorn’s Theorem [47].

**Theorem 2.1.** For $\lambda > 0$, the solution $T^\lambda$ to the entropy smoothed optimal transport problem (2.7) is unique and has the form

$$T^\lambda = D(u)K D(v),$$

(2.9)

where $u \in \mathbb{R}^n_+$, $v \in \mathbb{R}^m_+$, and $K := e^{-\lambda M}$ is the element-wise exponential of $-\lambda M$. $u$ and $v$ are uniquely defined up to a multiplication factor \(^2\) by the relation

$$\begin{cases} u = r./ (K v) \\ v = c. / (K^T u). \end{cases}$$

(2.10)

**Proof.** See [13, Lemma 2].

Theorem 2.1 indicates that computing the OT matrix $T^\lambda$ is equivalent to the problem of computing the vectors $u \in \mathbb{R}^n_+$ and $v \in \mathbb{R}^m_+$ from the given matrix $K \in \mathbb{R}^{n \times m}_+$ to satisfy (2.10). Such problem belongs to the class of well-known problems called the matrix balancing problems. We leave the discussion of the matrix balancing problem and its algorithms to Section 5.1.

Costs of Wasserstein distance and regularized Wasserstein distance. Computing the Wasserstein distance (2.3) comes with a high computational cost. Assuming $d = n = m$ for simplicity, for any convex optimization algorithms, such as network simplex method or interior point method, the cost of computing the Wasserstein distance (2.3) scales in super-cubic $O(d^3 \log(d))$ [42]. On the other hand, as a matrix balancing problem, the regularized Wasserstein distance (2.8) can be solved efficiently with existing algorithms. For instance, it can be computed with the Sinkhorn-Knopp (SK) iteration [46, 47, 48] with a linear convergence rate [21, 32]. The SK algorithm only involves matrix-vector multiplications and scales as $O(d^2)$. We will discuss the SK iteration and its accelerated variants in Section 5.1.

Applications. The regularized Wasserstein distance serves as a powerful tool for computing distances between probability distributions and has found its popularity in machine learning. For example, in sequence pattern analysis, utilizing the regularized Wasserstein distance, a sequence metric that preserves the inherent temporal relationships of the instances in sequences was introduced in [50]. This sequence metric was further used in a discriminant analysis similar to LDA as a supervised linear DR method for sequence data in [51]. In graph classification, the authors in [62] proposed a deep Wasserstein graph discriminant learning method, utilizing graph neural network [45] and regularized Wasserstein distance as a distance metric.

**Remark:** As pointed out in [19], the entropy smoothed optimal transport problem (2.7) of the OT matrix $T^\lambda$ can equivalently be written as

$$T^\lambda = \arg\min_{T \in U(r,c)} \left\{ \lambda \langle T, M \rangle - h(T) \right\}.$$  \hspace{1cm} (2.11)

We adopt the formulation (2.11) for the rest of the paper.

\(^2\)Given solutions $u$ and $v$ to (2.9), for any positive nonzero scalar $\alpha$, $\alpha u$ and $\frac{1}{\alpha} v$ are also solutions to (2.9).
3 Wasserstein Discriminant Analysis

Wasserstein discriminant analysis (WDA) seeks to find a projection matrix that maximizes the dispersion between different classes and minimizes the dispersion within same classes. Meanwhile, WDA can also control global and local inter-relations between data classes using a regularized Wasserstein distance. In this section, we present the formulation of WDA as a nonlinear trace ratio optimization. Then, we conclude the section with discussions on the advantages of WDA.

Data setup. Consider the datasets \( \{x_i^c\}_{i=1}^{n_c} \) of data points \( x_i^c \in \mathbb{R}^d \) for different classes \( c = 1, 2, \ldots, C \), where \( n_c \) denotes the number of data points in class \( c \). For each class \( c \), a data matrix \( X^c \in \mathbb{R}^{d \times n_c} \) is formed by constructing its columns to be the vectors \( x_i^c \) in class \( c \):

\[
X^c = [x_1^c, \ldots, x_{n_c}^c].
\]

Without loss of generality, we assume that the data matrices \( X^c \) are standardized, i.e., each feature is scaled such that it has mean 0 and standard deviation 1. Otherwise, we can always preprocess \( X^c \) as

\[
X^c = X^c - \frac{1}{n_c} (X^c 1_{n_c}) 1_{n_c}^T
\]

to have mean 0 then divide each feature by its standard deviation to set its standard deviation to be 1. Data standardization is a common practice in machine learning algorithms to transform the features to a common scale while maintaining the structure of the data. This often leads to improved performance in algorithms [27].

Definition of Wasserstein discriminant analysis. WDA introduced in [19] presumes empirical measure as the underlying probability measure of the data matrices and uses the regularized Wasserstein distance as the distance metric. Specifically, the regularized Wasserstein distance between two projected data matrices by an orthonormal projection \( P \in \mathbb{R}^{d \times p} \) \( (p < d) \) is defined as

\[
W_\lambda(P^T X^c, P^T X^{c'}) := \langle T^{c,c'}(P), M_{P^T X^c, P^T X^{c'}} \rangle,
\]

where \( M_{P^T X^c, P^T X^{c'}} \) is the cost matrix defined as the Euclidean distances between projected points:

\[
M_{P^T X^c, P^T X^{c'}} := \left( \|P^T x_i^c - P^T x_j^{c'}\|_2^2 \right)_{i,j} \in \mathbb{R}^{n_c \times n_{c'}}
\]

and \( T^{c,c'}(P) \) is the OT matrix, defined as the solution of the entropy-smoothed OT problem:

\[
T^{c,c'}(P) := \argmin_{T \in U_{n_c,n_{c'}}} \left\{ \lambda \langle T, M_{P^T X^c, P^T X^{c'}} \rangle - h(T) \right\},
\]

where \( U_{n_c,n_{c'}} \) is the transport polytope between \( P^T X^c \) and \( P^T X^{c'} \) defined as

\[
U_{n_c,n_{c'}} := \left\{ T \mid T \in \mathbb{R}_+^{n_c \times n_{c'}}, T1_{n_c} = \frac{1}{n_c} 1_{n_c}, T^T 1_{n_c} = \frac{1}{n_{c'}} 1_{n_{c'}} \right\}.
\]

The regularization parameter \( \lambda \geq 0 \) plays a critical role in dynamically controlling the global and local relations between data points. We highlight the role of \( \lambda \) in the discussion of the advantages of WDA.
WDA adopts the formulation of Linear discriminant analysis (LDA) to seek a projection matrix $P \in \mathbb{R}^{d \times p}$ by solving
\[ \max_{P^TP = I_p} \sum_{c,c' \in c} W_\lambda(P^T X^c, P^T X^{c'}) = \frac{\sum_{c,c' \in c} W_\lambda(P^T X^c, P^T X^{c'})}{\sum_{c,c' \in c} W_\lambda(P^T X^c, P^T X^{c'})}. \] (3.5)

The numerator and the denominator of (3.5) are the sums of the regularized Wasserstein distances (3.1) between the inter-classes and the intra-classes, respectively. As a maximization problem, WDA (3.5) seeks a projection that maximizes the numerator (the dispersion between different classes) and minimizes the denominator (the dispersion within same classes).

**Nonlinear trace ratio formulation of WDA.** By (3.2) and the Frobenius inner product, the inter-class distance between data matrices $P^T X^c$ and $P^T X^{c'}$ is
\[ W_\lambda(P^T X^c, P^T X^{c'}) = \langle T^{c,c'}(P), M_{P^T X^c, P^T X^{c'}} \rangle = \sum_{ij} T_{ij}^{c,c'}(P) \| P^T x_i^c - P^T x_j^{c'} \|^2_2 \] (3.6)
\[ = \sum_{ij} T_{ij}^{c,c'}(P) \text{Tr}(P^T (x_i^c - x_j^{c'})(x_i^c - x_j^{c'})^T) \] (3.7)
\[ = \text{Tr}(P^T \sum_{ij} T_{ij}^{c,c'}(P) (x_i^c - x_j^{c'})(x_i^c - x_j^{c'})^T) \] (3.8)
where
\[ C^{c,c'}(P) := \sum_{ij} T_{ij}^{c,c'}(P) (x_i^c - x_j^{c'})(x_i^c - x_j^{c'})^T. \]

Similarly, the intra-class distance between $P^T X^c$ to itself is a trace operator
\[ W_\lambda(P^T X^c, P^T X^c) = \text{Tr}(P^T C^{c,c}(P)), \] (3.9)
where
\[ C^{c,c}(P) := \sum_{ij} T_{ij}^{c,c}(P) (x_i^c - x_j^c)(x_i^c - x_j^c)^T. \] (3.10)

Thus, by (3.7) and (3.9), WDA (3.5) can be reformulated as the nonlinear trace ratio optimization (NTRopt):
\[ \max_{P^TP = I_p} \left\{ f(P) := \frac{\text{Tr}(P^T C_b(P))}{\text{Tr}(P^T C_w(P))} \right\}, \] (3.11)
where $C_b(P)$ and $C_w(P)$ are defined as the between and within cross-covariance matrices, respectively:
\[ C_b(P) := \sum_{c,c' \in c} C^{c,c'}(P) = \sum_{c,c' \in c} \sum_{ij} T_{ij}^{c,c'}(P) (x_i^c - x_j^{c'})(x_i^c - x_j^{c'})^T \in \mathbb{R}^{d \times d}, \] (3.12)
\[ C_w(P) := \sum_c C^{c,c}(P) = \sum_c \sum_{ij} T_{ij}^{c,c}(P) (x_i^c - x_j^c)(x_i^c - x_j^c)^T \in \mathbb{R}^{d \times d}. \] (3.13)

We refer to the WDA problem (3.11) as **NTRopt-WDA**.
Advantages of WDA. Among the number of advantages of WDA [19], two outstanding ones are that WDA is a generalization of LDA and that WDA can dynamically consider both global and local relations of the data points.

- When the regularization parameter $\lambda = 0$, each relation between data points is treated equally and NTRopt-WDA (3.11) reduces to LDA. Specifically, by (2.11), the OT matrix is

$$
T_{c,c'} := \arg\max_{T \in U_{n_c \times n_{c'}}} h(T).
$$

The entropy maximizing matrix is simply

$$
T_{c,c'} = \frac{1}{n_c n_{c'}} 1_{n_c \times n_{c'}},
$$

and the cross-covariance matrices become

$$
C_{c,c'} = \frac{1}{n_c n_{c'}} \sum_{ij} (x_i^c - x_j^{c'}) (x_i^c - x_j^{c'})^T.
$$

Consequently, NTRopt-WDA reduces to LDA:

$$
\max_{P^T P = I_p} \frac{\text{Tr}(P^T S_b P)}{\text{Tr}(P^T S_w P)}
$$

where

$$
S_b := \sum_{c,c' > c} \frac{1}{n_c n_{c'}} \sum_{ij} (x_i^c - x_j^{c'}) (x_i^c - x_j^{c'})^T \quad \text{and} \quad S_w := \sum_c \frac{1}{n_c^2} \sum_{ij} (x_i^c - x_j^c) (x_i^c - x_j^c)^T. \quad (3.14)
$$

The between and within cross-covariance matrices $S_b$ and $S_w$, respectively, indicate that all relations between data points carry equal weight. Therefore, LDA strictly enforces global relations among data points.

- Unlike other linear DR methods that are strictly based on either global relations (such as LDA) or local relations (such as Large Margin Nearest Neighbor [58]) of the data points, WDA can dynamically consider both global and local relations by varying the regularization parameter $\lambda$ in the regularized Wasserstein distances.

In the regularized Wasserstein distance (3.6), the transportation weight $T_{c,c'}(P)$ quantifies the importance of the distance $\|P^T x_i^c - P^T x_j^{c'}\|_2^2$, i.e., the Euclidean distance between the projected data point $x_i^c$ in class $c$ and the projected data point $x_j^{c'}$ in class $c'$. By varying the strength of $\lambda$, the regularized Wasserstein distance is able to control the value of the transportation weights and thus the relations between data points. Small $\lambda$ puts more emphasis on the global coherency and large $\lambda$ puts more emphasis on the local structure of the class manifold.

Figure 1 illustrates the impact that $\lambda$ has on the transportation weights. Shown in the figure is a synthetic dataset consisting of a class that displays a half-moon shape and another class that is a bi-modal Gaussian distribution with a mode on each side of the half-moon shape. The transportation weights are represented as the edges between the data points such that their magnitudes are reflected by the visibility of the edges. The left column shows the interclass relations and the right column shows the intra-class relations. Each row corresponds to
a different $\lambda$ value, with the first row corresponding to $\lambda = 0.1$, the second row to $\lambda = 0.5$, and the third row to $\lambda = 1$. For both inter-class and intra-class relations, we observe that as $\lambda$ increases from $\lambda = 0.1$ to $\lambda = 1$ the structure of the class manifold shifts from globality to locality. For instance, when $\lambda = 0.1$, if we focus on one of the red data points on the top mode we observe that it has strong inter-class relations with almost all the blue points and strong intra-class relations with almost all the red points. However, when $\lambda = 1$, the same red data point has strong inter-class relations only with the blue points that are close-by and strong intra-class relations only with the red points that are in the top modal.

The impact of $\lambda$ on the global and local relations between the projected data points can be explained by examining the formulation of the transportation weights and the sum constraint imposed on them. Suppose that we have three data points $x^c_i, x^c_j, x^c_k$ such that $P^T x^c_i$ is closer to $P^T x^c_j$ than it is to $P^T x^c_k$, i.e.,

$$\|P^T x^c_i - P^T x^c_j\|_2^2 < \|P^T x^c_i - P^T x^c_k\|_2^2.$$  \hspace{1cm} (3.15)

According to Theorem 2.1, the transportation weights $T_{ij}^{c,c'}(P)$ and $T_{ik}^{c,c'}(P)$ between $P^T x^c_i$ and $P^T x^c_j$ and between $P^T x^c_i$ and $P^T x^c_k$, respectively, are equal to

$$T_{ij}^{c,c'}(P) = u_i^{c,c'} e^{-\lambda \|P^T x^c_i - P^T x^c_j\|_2^2 v_{ij}^{c,c'}}, \quad T_{ik}^{c,c'}(P) = u_i^{c,c'} e^{-\lambda \|P^T x^c_i - P^T x^c_k\|_2^2 v_{ik}^{c,c'}},$$  \hspace{1cm} (3.16)

where $u_i^{c,c'}, v_{ij}^{c,c'}, v_{ik}^{c,c'}$ are found by an algorithm for matrix balancing problems such as the Sinkhorn-Knopp (SK) algorithm or the accelerated SK (Acc-SK) algorithm. According to (3.16), the condition (3.15) suggests that $T_{ij}^{c,c'}(P) > T_{ik}^{c,c'}(P)$, with the value of $\lambda$ determining the magnitude difference between $T_{ij}^{c,c'}(P)$ and $T_{ik}^{c,c'}(P)$. Specifically, as $\lambda$ increases, the disparity in size between $T_{ij}^{c,c'}(P)$ and $T_{ik}^{c,c'}(P)$ also increases. This indicates that the relationship between closely-distanced data points is emphasized more than the relationship between widely-distanced data points. Furthermore, the sum constraint on the OT matrix $T^{c,c'}(P)$, expressed as

$$T^{c,c'}(P) 1_{n_c} = \frac{1}{n_c} 1_{n_c} \quad \text{and} \quad T^{c,c'}(P)^T 1_{n_c} = \frac{1}{n_c} 1_{n_{c'}},$$  \hspace{1cm} (3.17)

implies that satisfying the constraint (3.17) requires an inverse relationship between transportation weights. When one transportation weight becomes small, the other transportation weights must become large. In other words, for large $\lambda$, the weaker data relations between distantly located data points contribute to the stronger data relations between closely located data points. This leads to a more pronounced locality in the relationships within the class manifold.

### 4 Existing Algorithms

To the best of our knowledge, there are two algorithms that are specifically designed for solving the NTRopt-WDA (3.11). In this section, we provide a summary of these algorithms and point out their shortcomings.
Figure 1: Illustration of globality and locality relations of two class datasets as the regularization parameter takes on the values \(\lambda = 0.1, 0.5, 1\). The first plot displays the shape of two classes, and the following left column and the following right column illustrate inter-class relations and intra-class relations, respectively, with each row corresponding to different \(\lambda\).

**WDA-gd.** In [19], NTRopt-WDA (3.11) is solved using the projected gradient descent method. The derivative of the OT matrix is computed as the derivative of the matrix \(T^L(P) = D(u^L)KD(v^L)\) obtained from a preset \(L^{th}\) iteration of SK algorithm (see Section 5.1 for the discussion on SK algorithm). A recursion occurs in computing the derivative of \(T^L(P)\) as \(u^L\) depends on \(v^L\) which in turn depends on \(u^{L-1}\). An automatic differentiation is used to compute the derivative of \(T^L(P)\) in order to utilize the recursion scheme of SK algorithm. This derivative-based algorithm is referred to as WDA-gd. However, WDA-gd is subject to some practical shortcomings.

- A large number of SK iterations may be needed to obtain the OT matrices and their derivatives (see Example 2). If the iteration number \(L\) is not large enough, both the OT matrices and their derivatives may be inaccurate.

- Computing the derivative of the objective function of NTRopt-WDA comes with a heavy cost that scales quadratically in the dimension size, the number of data points, and the number of
data classes. Assuming that each class has \( n \) number of data points, at each iteration of WDA-gd, the costs of computing the derivatives of the OT matrices from automatic differentiation are \( O(Lpn^2d^2) \), where \( L \) is the number of SK iterations, \( p \) is the size of subspace dimension, and \( d \) is the size of the original dimension. The other computation costs in the derivative of the objective function are \( O(p^2C^2n^2d) \) where \( C \) is the number of classes. Therefore, the overall cost for computing the derivative at each iteration is \( O(LpC^2n^2d^2) \).

**WDA-eig.** In [37], the authors proposed to approximate NTRopt-WDA (3.11) with the following ratio trace surrogate model

\[
\max_{P^T P = I_p} \text{Tr} \left( (P^T C_b(P)P)(P^T C_w(P)P)^{-1} \right),
\]

then further approximate this surrogate model using the NEPv:

\[
C_b(P)P = C_w(P)\Lambda,
\]

where \( P \) is the eigenvector corresponding to the \( p \) largest eigenvalues of \((C_b(P), C_w(P))\). The NEPv (4.2) was solved using the self-consistent field (SCF) iteration:

\[
P_{k+1} \leftrightarrow \text{eigenvectors of the } p \text{ largest eigenvalues of } (C_b(P_k), C_w(P_k)).
\]

The approach was named WDA-eig. There are major issues with this approach.

- The OT matrices needed in \( C_b(P_k) \) and \( C_w(P_k) \) are computed using SK algorithm. As a result, WDA-eig suffers from the same shortcomings as WDA-gd of needing a large number of SK iterations.

- The surrogate model (4.1) may be a poor approximation to NTRopt-WDA (3.11) (See Figure 8 where the surrogate model (4.1) leads to a suboptimal solution). In fact, when \( p > 1 \) and \((C_b(P), C_w(P))\) are constant pair \((A, B)\), it has been shown that the ratio trace optimization

\[
\max_{P^T P = I_p} \text{Tr} \left( (P^T AP)(P^T BP)^{-1} \right)
\]

could be a poor approximation to the trace ratio optimization

\[
\max_{P^T P = I_p} \frac{\text{Tr}(P^T AP)}{\text{Tr}(P^T BP)}.
\]

and degrades the classification outcomes [56].

- There is no proper quantification for the quality of the surrogate model (4.1) to the NEPv (4.2). It is not known if the solution \( P \) of the model (4.1) corresponds to the \( p \) largest eigenvectors of the NEPv (4.2). Therefore, the converged projection from the SCF iteration (4.3) may not be the solution to the surrogate model (4.1).
5 A Bi-Level Nonlinear Eigenvector Algorithm

In this section, we present a new algorithm, called WDA-nepv, to address the shortcomings of WDA-gd and WDA-eig. Unlike WDA-gd, WDA-nepv eliminates the need for computing the derivatives of the objective function $f(P)$ in (3.11). Meanwhile, unlike WDA-eig, WDA-nepv directly tackles the objective function $f(P)$ without using a surrogate function. Therefore, WDA-nepv is derivative-free and surrogate-model-free. WDA-nepv fully leverages the bi-level structure of NTRopt-WDA (3.11) by formulating both the inner and outer optimizations as NEPvs. This approach presents a unified framework for addressing NTRopt-WDA (3.11).

Algorithm outline. WDA-nepv follows a bi-level or inner-outer iteration scheme in which at each iteration the projection dependence on the cross-covariance matrices is fixed and the projection is updated as the solution of the resulting trace ratio optimization (TRopt). There are two NEPvs in WDA-nepv: one for computing the OT matrices of the cross-covariance matrices and the other for computing TRopt. Here is an outline of WDA-nepv:

1. Start with an initial projection $P_0$ with $P_0^T P_0 = I_p$.
2. At the $k$th iteration:
   (a) Compute the OT matrices $T_{c,c}^0(P_k)$ and $T_{c,c}^0(P_k)$ by an NEPv (Sec. 5.1).
   (b) Use the OT matrices $T_{c,c}^0(P_k)$ and $T_{c,c}^0(P_k)$ to form between and within cross-covariances $C_b(P_k)$ and $C_w(P_k)$ by level-3 BLAS (see Sec. 5.2).
   (c) Compute $P_{k+1}$:
   $\begin{align*}
   P_{k+1} = \arg\max_{P \in \Pi_p} \frac{\text{Tr}(P^T C_b(P_k) P)}{\text{Tr}(P^T C_w(P_k) P)}
   \end{align*}$
   (5.1)
   by another NEPv for TRopt (see Sec. 5.3);
3. Terminate when $P_k$ and $P_{k+1}$ are sufficiently close (see remarks of Algorithm 3).

We solve both NEPvs using the self-consistent field (SCF) iteration. SCF iteration was originally implemented in solving Kohn-Sham equation arising in physics and quantum-chemistry [10], and remains an active research topic and a popular method of choice for solving NEPvs [5, 4, 9].

5.1 Computing OT Matrices by NEPv

In NTRopt-WDA (3.11), a key computation step involves computing the OT matrices defined in (3.3). The OT matrices take an integral part in quantifying the global and local relations of data points. Therefore, accurate and efficient computations of OT matrices are crucial. According to Theorem 2.1, the computation of the OT matrices can be recast as a matrix balancing problem. In this section, we discuss Sinkhorn-Knopp (SK) algorithm, one of the most well-known algorithms for the matrix balancing problem, followed by its accelerated variant (named Acc-SK) that can converge in a smaller number of iterations. In contrast to WDA-gd and WDA-eig which use SK algorithm directly, we use Acc-SK to compute the OT matrices. We conclude the section with two examples to demonstrate the efficiency and accuracy of Acc-SK in comparison to SK.
Matrix balancing problem. For the sake of simplicity, we denote the OT matrices $T^c,c'(P_k)$ and Euclidean distance matrix $M_{P^TX^c,P^TX^c'}$ as $T^\lambda \in \mathbb{R}^{n \times m}$ and $M \in \mathbb{R}^{n \times m}$, respectively. According to Theorem 2.1,

$$T^\lambda = D(u)K D(v)$$

where $K := e^{-\lambda M}$ is an element-wise exponential, and $u \in \mathbb{R}^n_+$ and $v \in \mathbb{R}^m_+$ satisfy the relation

$$\left\{ \begin{array}{l}
D(u)K D(v) 1_m = \frac{1}{m} 1_n \\
D(v)K^T D(u) 1_n = \frac{1}{m} 1_m.
\end{array} \right.$$  \hspace{1cm} (5.2)

Computing $u \in \mathbb{R}^n_+$ and $v \in \mathbb{R}^m_+$ from $K$ to satisfy the relation (5.2) is known as the matrix balancing problem.

There is a vast literature on the matrix balancing problem and one of its earliest works can be dated back as far as 1937 [34] where the problem arose in the calculation of traffic flow. Its applications lie in many different areas such as balancing the matrix to improve the sensitivity of the eigenvalue problem [40] or balancing the matrix pencil to improve the sensitivity of the generalized eigenvalue problem [57, 36, 15] in order to compute more accurate eigenvalues, and in optimal transport [13] to compute the distance between probability vectors. See [28] for further discussions on the applications and the historical remarks of the matrix balancing problems.

The most notable work on the matrix balancing problem is Sinkhorn’s paper in 1964 [46] that showed the matrix balancing problem is solvable for a positive square matrix. In 1967 [47], Sinkhorn further extended his result to prove the existence of a matrix with prescribed row and column sums from a positive rectangular matrix, and with Knopp [48], derived conditions for the existence of a doubly stochastic matrix from a non-negative square matrix.

Sinkhorn-Knopp (SK) algorithm. Sinkhorn-Knopp (SK) algorithm [46, 47, 48], also known as RAS method or Bregman’s balancing method, is one of the most well-known algorithms for the matrix balancing problem. SK iteratively scales the matrix involving only matrix-vector multiplications, and converges linearly [30, 21, 32]. Applied to computing the OT matrix $T^\lambda$, SK obtains the vectors $v$ and $u$ satisfying (5.2) by an alternating updating scheme on the matrix $K$:

$$\left\{ \begin{array}{l}
v_{k+1} = \frac{1}{m} 1_m/(K^T u_k) \\
u_{k+1} = \frac{1}{n} 1_n/(K v_{k+1}).
\end{array} \right.$$  \hspace{1cm} (5.3)

Reformulation of SK as nonlinear mapping and NEPv. While simple, the SK algorithm is subject to slow convergence [3, 32]. There are variants of the SK algorithm for acceleration. They include a different updating scheme for scaling the matrix [41], an inner-outer iteration algorithm based on Newton’s method [33], a greedy Sinkhorn algorithm called Greenkhorn algorithm [1, 2], and the SCF iteration for solving the NEPv formulation [3].

In our algorithm WDA-nepv, we consider accelerating the SK algorithm by solving the NEPv formulation. We note that the SK iteration (5.3) for obtaining the vector $v$ can be rewritten as the following iteration

$$v_{k+1} = R(v_k),$$  \hspace{1cm} (5.4)

where

$$R(v) := D^{-1}\left( K^T D^{-1}\left( K v \right) \frac{1}{n} \right) \frac{1}{m}$$  \hspace{1cm} (5.5)

is a nonlinear mapping. $R$ is a contraction mapping on the space of non-negative vectors [6]. Thus, the fixed point of $R$ exists and is unique.
In the following, we show that the fixed point $v$ of the mapping $R$ is an eigenvector corresponding to the largest eigenvalue of $J_R(v) \in \mathbb{R}^{m \times m}$, the Jacobian of the mapping $R$. First, we have the following theorem due to [3, Theorem 5].

**Theorem 5.1.** For a positive vector $v$, it holds

$$R(v) = J_R(v)v,$$

where $J_R$ is the Jacobian of the mapping $R$ defined as in (5.5).

**Proof.** The equation (5.5) can be written as the composition of mappings

$$R(v) = \frac{n}{m} U(K^T S(v))$$

where $U$ and $S$ are defined as

$$U(v) = 1./v \quad \text{and} \quad S(v) = U(Kv).$$

Note that we define $U$ as a component-wise reciprocal operator for vectors of any size. In particular, since $K$ is $n \times m$, $U$ in the operator $S$ operates on the vector of size $n$.

The Jacobian of $U$ is

$$J_U(v) = -D^{-2}(v) = -D^2(1./v) = -D^2(U(v)),$$  \hspace{1cm} (5.9)

where the last equality holds by (5.8). The Jacobian of $S$ is

$$J_S(v) = -D^2(Kv)K = -D^2(1_n./Kv))K = -D^2(U(Kv))K = -D^2(S(v))K,$$  \hspace{1cm} (5.10)

where the last two equalities hold by (5.8).

By the chain rule, the Jacobian matrix of the mapping $R$ is

$$J_R(v) = J_{\frac{n}{m}U(K^T S(v))} = \frac{n}{m} J_U(K^T S(v)) \cdot K^T \cdot J_S(v)$$

Utilizing the results (5.9), (5.10) and substituting the mappings $R (5.7)$, $J_R(v)$ is further simplified as

$$J_R(v) = \frac{n}{m} [-D^2(U(K^T S(v)))] \cdot [K^T][-D^2(S(v))K]$$

$$= \frac{m}{n} D^2(R(v))K^T D^2(S(v))K$$

Then,

$$J_R(v)v = \frac{m}{n} D^2(R(v))K^T D^2(S(v))Kv = \frac{m}{n} D^2(R(v))K^T D^2(U(Kv))Kv$$

$$= \frac{m}{n} D^2(R(v))K^T D^{-2}(Kv)Kv = \frac{m}{n} D^2(R(v))K^T D^{-1}(Kv)1_n$$

$$= \frac{m}{n} D^2(R(v))K^T D(U(Kv))1_n = \frac{m}{n} D^2(R(v))K^T S(v)$$

$$= \frac{m}{n} D^2(K^T S(v))K^T S(v) = \frac{n}{m} D^{-1}(K^T S(v))1_m$$

$$= \frac{n}{m} D(U(K^T S(v)))1_m = \mathcal{D}(R(v))1_m = R(v)$$

\[\square\]

\[\text{\footnote{Although only positive square matrices were subject to discussion in [3], we can extend their results to positive rectangular matrices.}}\]
By Theorem 5.1, the fixed point $v$ of the mapping $R$ satisfies

$$J_R(v)v = v,$$

i.e., $v$ is an eigenvector of $J_R(v)$ corresponding to the eigenvalue $\mu = 1$. Note that the fixed point $v$ is strictly positive and the exponential Euclidean distance matrix $K$ is strictly positive. Consequently, it is clear from the equation (5.11) that $J_R(v)$ is a positive matrix. Therefore, by the Perron-Frobenius theorem [26], $v$ must be the eigenvector corresponding to the largest eigenvalue of the NEPv:

$$J_R(v)v = \mu v$$

Accelerated Sinkhorn-Knopp (Acc-SK) algorithm. The above discussion indicates that the SK algorithm (5.3) is equivalent to finding the eigenvector $v$ corresponding to the largest eigenvalue of $J_R(v)$. To accelerate the SK iteration, we can apply the following SCF iteration for solving the NEPv (5.13):

$$v_{k+1} \leftarrow \text{eigenvector of } \mu_{\text{max}}(J_R(v_k)).$$

The SCF iteration (5.14) is referred to as Acc-SK. Once Acc-SK converges to $v$, $u$ is computed by an extra update (5.3), i.e.,

$$u = \frac{1}{n}1_n/(Kv).$$

In summary, Acc-SK for computing the OT matrix $T^\lambda$ is shown in Algorithm 1. The eigenvalue problem in line 4 of Algorithm 1 can be efficiently solved by a Krylov-subspace eigensolver such as the implicitly restarted Arnoldi method [49]. The stopping criteria in line 5 checks whether the distance between $v_{k+1}$ and $v_k$ is smaller than a preset tolerance $tol$.

**Algorithm 1** Computation of $T^\lambda$ via NEPv

**Input**: Matrix $K \in \mathbb{R}^{n \times m}$, tolerance $tol$

**Output**: the OT matrix $T^\lambda$ in (2.9)

1: Create a starting $v_0 > 0$
2: for $k = 0, 1, \ldots$ do
3: \hspace{1em} Set $J_k = J_R(v_k)$
4: \hspace{1em} Set $v_{k+1}$ as the eigenvector of the largest eigenvalue of $J_k$
5: \hspace{1em} if $d(v_{k+1}, v_k) < tol$ then
6: \hspace{2em} return $v = v_{k+1}$
7: \hspace{1em} end if
8: end for
9: Compute $u = \frac{1}{n}1_n/(Kv)$
10: Return $T^\lambda = D(u)KD(v)$

**Advantages of Acc-SK.** Acc-SK significantly improves over SK when the magnitude of the components of an input matrix is small [3]. In the context of NTRopt-WDA (3.11), this situation can occur when the regularization parameter $\lambda$ is sufficiently large, i.e., when the local relationships between data points are emphasized. We illustrate the acceleration of Acc-SK over SK in the following two examples: the first example for general synthetic matrices and the second example for computing the OT matrices of NTRopt-WDA (3.11). For both SK and Acc-SK, the starting vector is taken as $v_0 = \frac{1}{m}1_m$ and the convergence behavior is displayed by the error $\|v_{k+1} - v_k\|_2$. 
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We show that while SK is subject to slow convergence, Acc-SK converges efficiently in a small number of iterations.

**Example 1.** Consider the following synthetic matrices

\[
K_1 = \begin{bmatrix} 1 & \epsilon \\ 1 & 1 \end{bmatrix}, \quad K_2 = \begin{bmatrix} 1 & \epsilon \\ 1 & 1 \end{bmatrix}
\]

where \( \epsilon \) is a small positive number. The convergence behaviors of SK and Acc-SK for the matrices \( K_1 \) and \( K_2 \) with \( \epsilon = 10^{-8} \) in Figure 2 shows that SK is unable to converge within 50 iterations for matrix \( K_1 \) and that while it converges for the matrix \( K_2 \), it does so slowly. Meanwhile, Acc-SK converges in around 10 iterations for both matrices.

![Figure 2: Convergence behaviors of SK and Acc-SK on matrices \( K_1 \) and \( K_2 \). Each plot displays the error \( \|v_{k+1} - v_k\|_2 \) of SK and Acc-SK.](image)

**Example 2.** Using the synthetic dataset (see Sec. 6.1 for its description), we create data matrices \( X^1 \in \mathbb{R}^{2 \times 60}, X^2 \in \mathbb{R}^{2 \times 100} \). We choose a sufficiently large regularization parameter \( \lambda = 1 \) to emphasize the local relations of the data points and form exponential Euclidean distance matrices \( K^{1,2} \in \mathbb{R}_{+}^{60 \times 100} \) and \( K^{1,1} \in \mathbb{R}_{+}^{60 \times 60} \). With this choice of the regularization parameter, some of the components of \( K^{1,2} \) and \( K^{1,1} \) are small. Figure 3 depicts the convergence behavior. We observe that SK exhibits slow convergence for \( K^{1,2} \) and does not converge below the error \( 10^{-5} \) for \( K^{1,1} \). On the other hand, Acc-SK displays fast and accurate convergence, converging in just two iterations for both \( K^{1,2} \) and \( K^{1,1} \).
Figure 3: Convergence behaviors of SK and Acc-SK on matrices $K^{1,2}$ and $K^{1,1}$. Each plot displays the error $\|v_{k+1} - v_k\|_2$ of SK and Acc-SK.

5.2 Computation of Cross-covariance Matrices $C_b(P_k)$ and $C_w(P_k)$

Recall that the between and within cross-covariance matrices $C_b(P_k)$ and $C_w(P_k)$ defined in (3.12) and (3.13)

$$C_b(P_k) = \sum_{c,c'>c} \sum_{ij} T_{ij}^{c,c'}(P_k) (x_i^c - x_j^{c'}) (x_i^c - x_j^{c'})^T,$$

$$C_w(P_k) = \sum_{c} \sum_{ij} T_{ij}^{c,c}(P_k) (x_i^c - x_j^c) (x_i^c - x_j^c)^T$$

are the weighted sums of the outer products of the data points, where the weights are the components of the OT matrices. The number of double sums in $C_b(P_k)$ and $C_w(P_k)$ are

$$n_b := \sum_{c,c'>c} n_c n_{c'} \quad \text{and} \quad n_w := \sum_c n_c^2,$$

respectively. Overall, the number of double sums grow quadratically in the number of classes or data points.

A straightforward implementation for computing these cross-covariance matrices is by a double for-loop with $n_b$ and $n_w$ calls to level-2 BLAS in forming the outer products of $C_b(P_k)$ and $C_w(P_k)$, respectively. However, memory access is the bottleneck on modern computing platforms. Unlike level-2 BLAS, level-3 BLAS makes full reuse of data and avoids excessive movement of data to and from memory [14]. Therefore, we propose to compute the cross-covariance matrices using level-3 BLAS to improve computational efficiency. Specifically, we reformulate the sum of the outer products as a matrix-matrix multiplication:

$$\hat{C}_b(P_k) = \hat{C}_b(P_k) \hat{C}_b^T(P_k) \quad \text{and} \quad \hat{C}_w(P_k) = \hat{C}_w(P_k) \hat{C}_w^T(P_k) \quad (5.15)$$

where $\hat{C}_b(P_k) \in \mathbb{R}^{d \times n_b}$ and $\hat{C}_w(P_k) \in \mathbb{R}^{d \times n_w}$ have columns

$$\sqrt{T_{ij}^{c,c'}(P_k)(x_i^c - x_j^{c'})} \quad \text{and} \quad \sqrt{T_{ij}^{c,c}(P_k)(x_i^c - x_j^c)},$$
respectively. As level-3 BLAS, the matrix-matrix multiplications (5.15) are far more efficient than forming the sum of outer products. In particular, the improvement in efficiency becomes more prominent as the data dimension gets large. For an instance of the Synthetic dataset (see Section 6 for its description) with \( d = 2000 \), the running time of the sum of outer products took 127 seconds while the level-3 BLAS formulation only took 0.63 seconds.

We note that efficient computations of the cross-covariance matrices using level-3 BLAS is a novelty of this work. In WDA-gd, cross-covariance matrices are not formed explicitly. Instead, each regularized Wasserstein distance is computed directly as the weighted sum (3.6) and the reciprocal of the objective function (3.5) is an input in Pymanopt [52], an optimizer on matrix manifold. In WDA-eig, the cross-covariance matrices are implemented directly from their double sum formulations using tensor operations.

5.3 Solving Trace Ratio Optimization by NEPv

Now let us consider the outer iteration for solving the TRopt (5.1). For notation convenience, set

\[
A = C_b(P_k), \quad B = C_w(P_k).
\]

Note that by (5.15), \( A \) and \( B \) are symmetric positive-definite. Furthermore, given that the number of data points is typically larger than the dimension size, we can safely assume that \( A \) and \( B \) are positive definite. Then, the TRopt (5.1) is equivalent to

\[
\max_{P^T P = I_p} \left\{ q(P) := \frac{\text{Tr}(P^T AP)}{\text{Tr}(P^T BP)} \right\}.
\]  

(5.16)

TRopt (5.16) has been well-studied in the literature [56, 38, 61]. It is known that the solution \( P \) of (5.16) solves the following NEPv:

\[
\left(A - q(P)B\right)P = P\Lambda_P
\]

(5.17)

where \( P \) is an orthonormal eigenbasis corresponding to the \( p \) largest eigenvalues of \( A - q(P)B \) [61].

The gateway algorithm for solving the NEPv (5.17) is again SCF iteration:

\[
P_{j+1} \leftarrow \text{eigenvectors of the } p \text{ largest eigenvalues of } A - q(P_j)B.
\]  

(5.18)

The SCF iteration (5.18) is monotonic, globally convergent to the global maximizer for any initial projection \( P_0 \), and has a local quadratic convergence [9].

In summary, the algorithm for solving TRopt (5.16) is shown in Algorithm 2. The stopping criteria \( d(P_{j+1}, P_j) < \text{tol} \) in line 5 represents the distance between \( P_{j+1} \) and \( P_j \), namely, the largest principal angle of the subspaces spanned by the matrices [26].

5.4 WDA-nepv

Combining Algorithm 1 and Algorithm 2, WDA-nepv is presented in Algorithm 3. A possible choice of the initial projection \( P_0 \) is using a random orthogonal projection or using the projection obtained as the solution to PCA or as the solution to LDA. In line 4, the initial for Algorithm 1 can be chosen as the uniformly distributed probability vector, i.e., \( v_0 = \frac{1}{n_c} \) for the matrices \( T^{c,c'}(P_k) \) and \( T^{c,c}(P_k) \), respectively. In line 6, the initial projection for Algorithm 2 can be chosen
Algorithm 2 Solver for the TRopt (5.16)

Input: Matrices $A, B \in \mathbb{R}^{d \times d}$, tolerance tol
Output: solution $P$ to (5.16)

1: Create a starting $P_0$ with $P_0^T P_0 = I_p$
2: for $j = 0, 1, \ldots$ do
3: \hspace{1em} Set $H(P_j) = A - q(P_j)B$ where $q(P_j) = \frac{\text{Tr}(P_j^T AP_j)}{\text{Tr}(P_j^T B P_j)}$
4: \hspace{1em} Set $P_{j+1}$ as the eigenvectors of the $p$ largest eigenvalues of $H(P_j)$
5: \hspace{1em} if $d(P_{j+1}, d(P_j)) < \text{tol}$ then
6: \hspace{2em} return $P = P_{j+1}$
7: \hspace{1em} end if
8: end for

Algorithm 3 WDA-nepv

Input: Data matrices $X^1 \in \mathbb{R}^{d \times n_1}, \ldots, X^C \in \mathbb{R}^{d \times n_C}$, regularization $\lambda \geq 0$, tolerance tol
Output: solution $P$ to NTRopt-WDA (3.11)

1: Create a starting $P_0$ with $P_0^T P_0 = I_p$
2: for $k = 0, 1, \ldots$ do
3: \hspace{1em} Compute $K^{c,c'}(P_k) \in \mathbb{R}^{n_c \times n_{c'}}$ with $[K^{c,c'}(P_k)]_{ij} = e^{-\lambda \|P_k^T x_i^c - P_k^T x_j^{c'}\|_2^2}$ and $K^{c,c}(P_k) \in \mathbb{R}^{n_c \times n_c}$ with $[K^{c,c}(P_k)]_{ij} = e^{-\lambda \|P_k^T x_i^c - P_k^T x_j^{c'}\|_2^2}$
4: \hspace{1em} Compute OT matrices $T^{c,c'}(P_k) \in \mathbb{R}^{n_c \times n_{c'}}$ and $T^{c,c}(P_k) \in \mathbb{R}^{n_c \times n_c}$ by Alg. 1 with $K^{c,c'}(P_k)$ and $K^{c,c}(P_k)$
5: \hspace{1em} Compute $C_b(P_k)$ and $C_w(P_k)$ by level-3 BLAS (5.15)
6: \hspace{1em} Compute $P_{k+1}$ by Alg. 2 with $C_b(P_k)$ and $C_w(P_k)$
7: \hspace{1em} if $d(P_{k+1}, P_k) < \text{tol}$ then
8: \hspace{2em} Return $P = P_{k+1}$
9: \hspace{1em} end if
10: end for

as $P_k$, the current $k$th projection. The stopping criteria $d(P_{k+1}, P_k) < \text{tol}$ in line 8 is measured as the largest principal angle between the subspaces spanned by the matrices $P_{k+1}$ and $P_k$.

Regarding the complexity of Algorithm 3, suppose that the numbers of data points of classes are the same, i.e., $n = n_c$ for all $c = 1, 2, \ldots, C$. Then, for one iteration of Algorithm 3: $O(C^2)$ many OT matrices are computed, and each OT matrix costs $O(n^2)$ at each iteration of Algorithm 1. The formation of the cross-covariance matrices $C_b(P_k)$ and $C_w(P_w)$ are $O(d^2 n^2)$. The other cost is a Krylov subspace eigensolver for SCF in Algorithm 2, whose leading cost is $O(d^2)$ for the matrix-vector products on the $d \times d$ covariance matrices. In summary, WDA-nepv (Algorithm 3) is quadratic in the number of data points $n$ and the dimension $d$.

5.5 Convergence of WDA-nepv

In this section, we provide the convergence analysis of the proposed WDA-nepv. We first note that given $P_k$, the inner optimization (Algorithm 1) to compute the OT matrices $T^{c,c'}(P_k)$ is globally convergent. Furthermore, for applications of WDA, the desired accuracy is typically low, say at the range of $\text{tol} = 10^{-3}$ to $10^{-5}$. Therefore, for simplicity, in our analysis we assume that the OT matrices are accurately computed so that they can be regarded as “exact”. Similarly, the SCF
iteration for TRopts (Algorithm 2) in the outer optimization is also globally convergent so that \( P_{k+1} \) is accurately computed to be regarded as “exact”. Therefore, we have

\[
C_b(P_k) - \frac{\text{Tr}(P_{k+1}^TC_b(P_k)P_{k+1})}{\text{Tr}(P_{k+1}^TC_w(P_k)P_{k+1})} C_w(P_k) P_{k+1} = P_{k+1} \Lambda_k, \tag{5.19}
\]

where the eigenvalues of \( \Lambda_k \) consist of the \( p \) largest eigenvalues of \( \hat{H}_k \).

Next, we make the following so-called monotonicity assumption whose rigorous verification remains open but is numerically demonstrated throughout all our numerical tests. Subsequently, we introduce the Ky Fan Trace Theorem [17], which plays a crucial role in the proof of Theorem 5.3.

**Assumption 1.** For orthonormal \( P, \hat{P} \in \mathbb{R}^{d \times p} \) and the function \( f(P) \) defined in (3.11), if

\[
\frac{\text{Tr}(\hat{P}^T C_b(P) \hat{P})}{\text{Tr}(\hat{P}^T C_w(P) \hat{P})} \geq f(P) + \eta, \tag{5.20}
\]

where \( \eta \in \mathbb{R} \), then

\[
f(\hat{P}) \geq f(P) + cn \tag{5.21}
\]

for some constant \( c > 0 \), independent of \( P, \hat{P} \).

**Theorem 5.2** (Ky Fan Trace). Let \( A \in \mathbb{R}^{d \times d} \) be a symmetric matrix whose eigenvalues are ordered as \( \lambda_1(A) \geq \lambda_2(A) \geq \cdots \geq \lambda_d(A) \). Then, for \( 1 \leq p \leq d \), the sum of the \( p \) largest eigenvalues of \( A \) and the sum of the \( p \) smallest eigenvalues of \( A \) correspond to the following maximization and the minimization of the trace operator, respectively.

\[
\max_{P^T P = I_p} \text{Tr}(P^T A P) = \sum_{i=1}^{p} \lambda_i(A), \tag{5.22}
\]

\[
\min_{P^T P = I_p} \text{Tr}(P^T A P) = \sum_{i=d-p+1}^{d} \lambda_i(A). \tag{5.23}
\]

A solution \( P \) satisfies (5.22) if and only if it is an orthonormal eigenbasis matrix corresponding to the \( p \) largest eigenvalues of \( P \). Similarly, a solution \( P \) satisfies (5.23) if and only if it is an orthonormal eigenbasis matrix corresponding to the \( p \) smallest eigenvalues of \( P \).

The convergence of WDA-nepv is stated in the following theorem. It provides a theoretical justification of the SCF framework for solving NTRopt-WDA (3.11).

**Theorem 5.3.** Suppose Assumption (1) holds and that the sum of the \( p \) smallest eigenvalues of \( C_w(P) \) is uniformly bounded below for all orthonormal \( P \in \mathbb{R}^{d \times p} \). Similarly, suppose that the sum of the \( p \) largest eigenvalues of \( C_w(P) \) is uniformly bounded above for all orthonormal \( P \in \mathbb{R}^{d \times p} \). Let the sequence \( \{P_k\}_{k=0}^{\infty} \) be generated by WDA-nepv (Algorithm 3). The following statements hold.

(a) \( \{f(P_k)\}_{k=0}^{\infty} \) is monotonically increasing and convergent.

(b) \( \{P_k\}_{k=0}^{\infty} \) has a convergent subsequence \( \{P_k\}_{k \in I} \), converging to \( P_* \), and

\[
\lim_{k \to \infty} f(P_k) = f(P_*).
\]
Proof. (a) Recall that the projection $P_{k+1}$ is computed exactly to form an orthonormal eigenbasis matrix corresponding to the $p$ largest eigenvalues of $\tilde{H}_k$. Therefore, by Theorem 5.2 $P_{k+1}$ is a solution to the following optimization:

$$\max_{P^T P = I_p} \text{Tr}(P^T \tilde{H}_k P),$$  \hspace{1cm} (5.25)

and we have from (5.19) that

$$0 = \text{Tr}(P_{k+1}^T \tilde{H}_k P_{k+1}) = \text{Tr}(\Lambda_k) \geq \text{Tr}(P_k^T \tilde{H}_k P_k),$$

which yields (5.20) with $P = P_k$, $\hat{P} = P_{k+1}$, and $\eta = 0$. Hence, by assumption 1, we conclude $f(P_{k+1}) \geq f(P_k)$.

According to (5.23), we know that $\text{Tr}(P^T C_w(P) P)$ is not smaller than the sum of the $p$ smallest eigenvalues of $C_w(P)$. Since the sum of the $p$ smallest eigenvalues of $C_w(P)$ is assumed to be uniformly bounded from below for any orthonormal $P$, $\{f(P_k)\}_{k=0}^\infty$ is monotonically increasing and bounded and hence convergent.

(b) Since $\{P_k\}_{k=0}^\infty$ is a bounded sequence, it has a convergent subsequence $\{P_k\}_{k \in I}$, converging to an orthonormal $P_*$. As $f(P)$ is continuous with respect to $P$, by item (a), we have

$$\lim_{k \to \infty} f(P_k) = \lim_{I_k \to \infty} f(P_k) = f(\lim_{I_k \to \infty} P_k) = f(P_*).$$

(c) Let $\omega$ be the uniform upper bound of the sum of the $p$ largest eigenvalues of $C_w(P)$.

Recall that we have (5.19). $\{P_{k+1}\}_{k \in I}$, as a bounded sequence, has a convergent subsequence $\{P_{k+1}\}_{k \in I_1}$, converging to an orthonormal $\hat{P}_*$, where $I_1 \subset I$. Letting $I_1 \ni k \to \infty$ in (5.19) yields

$$\left[ C_b(P_*) - \frac{\text{Tr}(\hat{P}_*^T C_b(P_*) \hat{P}_*)}{\text{Tr}(\hat{P}_*^T C_w(P_*) \hat{P}_*)} C_w(P_*) \right] \hat{P}_* = \hat{P}_* \Lambda_*,

where the eigenvalues of $\Lambda_*$ consist of the $p$ largest eigenvalues of $\tilde{H}_*$. We claim that $P_*$ is an orthonormal eigenbasis matrix of $\tilde{H}_*$ associated with its $p$ largest eigenvalues as well, just like $\hat{P}_*$ is. Otherwise, according to (5.22),

$$\eta = \text{Tr}(\hat{P}_*^T \tilde{H}_* \hat{P}_*) - \text{Tr}(P_*^T \tilde{H}_* P_*) > 0,$$

yielding

$$\frac{\text{Tr}(\hat{P}_*^T C_b(P_*) \hat{P}_*)}{\text{Tr}(\hat{P}_*^T C_w(P_*) \hat{P}_*)} = f(P_*) + \frac{\eta}{\text{Tr}(\hat{P}_*^T C_w(P_*) \hat{P}_*)} \geq f(P_*) + \frac{\eta}{\omega}.$$
By continuity, there is an $k_0 \in \mathbb{I}_1$ such that

$$\frac{\text{Tr}(P_{k_0+1}^TC_b(P_{k_0})P_{k_0+1})}{\text{Tr}(P_{k_0+1}^TC_w(P_{k_0})P_{k_0+1})} \geq \frac{\text{Tr}(\hat{P}_*^TC_b(P_*)\hat{P}_*)}{\text{Tr}(\hat{P}_*^TC_w(P_*)\hat{P}_*)} - \frac{1}{3} \frac{\eta}{\omega},$$

and

$$f(P_{k_0}) \geq f(P_*) - \frac{1}{3} \frac{c \eta}{\omega}.$$ 

Therefore,

$$\frac{\text{Tr}(P_{k_0+1}^TC_b(P_{k_0})P_{k_0+1})}{\text{Tr}(P_{k_0+1}^TC_w(P_{k_0})P_{k_0+1})} \geq f(P_*) + \frac{\eta}{\omega} - \frac{1}{3} \frac{\eta}{\omega} = f(P_*) + \frac{2}{3} \frac{\eta}{\omega} \geq f(P_{k_0}) + \frac{2}{3} \frac{\eta}{\omega}.$$ 

By assumption 1, we get

$$f(P_{k_0+1}) \geq f(P_{k_0}) + \frac{2}{3} \frac{\eta}{\omega} \geq f(P_*) + \frac{2}{3} \frac{\eta}{\omega} = f(P_*) + \frac{1}{3} \frac{c \eta}{\omega} > f(P_*),$$

contradicting all $f(P_k) \leq f(P_*)$.

The contradiction indicates that $P_*$ is an orthonormal eigenbasis matrix of $\tilde{H}_*$ associated with its $p$ largest eigenvalues, and hence $\eta = 0$, i.e.,

$$\frac{\text{Tr}(\hat{P}_*^TC_b(P_*)\hat{P}_*)}{\text{Tr}(\hat{P}_*^TC_w(P_*)\hat{P}_*)} = f(P_*),$$

implying $\tilde{H}_* = H_*$. Therefore, in conclusion, $P_*$ is an orthonormal eigenbasis matrix of $H_*$ associated with its $p$ largest eigenvalues.

(d) In proving item (c), we concluded that $\tilde{H}_* = H_*$ and so we have $H_*\hat{P}_* = \hat{P}_*\Lambda_*$ upon letting $\mathbb{I}_1 \ni k \to \infty$ in (5.19), where the eigenvalues of $\Lambda_*$ consist of the $p$ largest eigenvalue of $H_*$. By item (c), $P_*$ and $\hat{P}_*$ are two orthonormal eigenbasis matrices of $H_*$ associated with its $p$ largest eigenvalues. By the assumption that $\lambda_p(H_*), \lambda_{p+1}(H_*) > 0$, we conclude $\hat{P}_* = P_*Q$ where $Q \in \mathbb{R}^{p \times p}$ is an orthogonal matrix. Hence, we have

$$P_* = \arg \max_{P^T P = I_p} \frac{\text{Tr}(P^T C_b(P_*) P)}{\text{Tr}(P^T C_w(P_*) P)}.$$

\[ \square \]

6. Numerical Experiments

In this section, we demonstrate the convergence, classification accuracy, and scalability of WDA-nepv. The outline of the section is as follows: first, we provide a brief summary of datasets that we perform numerical experiments on. Then, we demonstrate the convergence behaviors of WDA-nepv, followed by a discussion on non-optimal convergence. Using the K-Nearest-Neighbors (KNN) algorithm to measure the classification accuracy, we demonstrate that WDA-nepv performs either competitively or better than WDA-gd and WDA-eig. Finally, we demonstrate that WDA-nepv scales linearly in subspace dimension $p$, and quadratically in dimension $d$ and in number of data points $n$. 

\[ 22 \]
The experiments were conducted using Python on a PC with an Intel Core i7-7500U processor with 16GB of RAM. To advocate for reproducible research, we share our Python implementation of WDA-nepv for the experiment results presented in this paper\(^4\). The codes of WDA-gd and WDA-eig are provided by their respective authors\(^5\). For all experiments, the initial projection \( P_0 \) is chosen as a random orthogonal matrix. Unless otherwise stated, the stopping tolerance parameter is preset at \( 10^{-5} \).

### 6.1 Datasets

**Synthetic dataset.** We consider the synthetic dataset used in \([19, 37]\). The dataset consists of three bi-modal classes such that the corresponding three data matrices are

\[
X^1 \in \mathbb{R}^{d \times n_1}, \quad X^2 \in \mathbb{R}^{d \times n_2}, \quad X^3 \in \mathbb{R}^{d \times n_3}.
\]

(6.1)

Each data point is a \( d \) dimensional vector whose first two components are discriminative and the remaining components are Gaussian noise, i.e., drawn from the standard normal distribution \( \mathcal{N}(0, 1) \). In particular, each class consists of two separate modes in its discriminative components such that the number of data points is equally split among the two modes.

The discriminative behavior is shown in Figure 4 for an example \( n_1 = 30, n_2 = 40, n_3 = 30 \): the left subplot shows the first two components and the right subplot the next two components.

![Discriminant dimensions](image1)

![Other dimensions](image2)

**Figure 4:** Each of the three classes is displayed in a different color. The left figure is the plot of the first two components of the data points, and the right figure is the plot of the next two components.

**Synthetic Shape dataset.** We consider various synthetic 2 dimensional datasets from \([22]\) that follow specific patterns and shapes: Jain \([29]\), Flame \([23]\), Pathbased \([11]\), Compound \([59]\), Aggregation \([25]\), R15 \([54]\). In order to test an algorithm’s ability to uncover the discriminating features we append these datasets with 8 additional components drawn from the standard normal distribution \( \mathcal{N}(0, 1) \). Their first two components, i.e., the discriminating features, are plotted in Figure 5.

\(^4\)Github page for WDA-nepv: [https://github.com/gnodking7/WDAnepv](https://github.com/gnodking7/WDAnepv)

\(^5\)Code for WDA-gd: [https://pythonot.github.io/auto_examples/others/plot_WDA.html](https://pythonot.github.io/auto_examples/others/plot_WDA.html).

Github page for WDA-eig: [https://github.com/HexuanLiu/WDA_eig](https://github.com/HexuanLiu/WDA_eig)
Figure 5: Plots of the first two components of shape sets that are discriminatory.

UCI Datasets. The UCI Repository [16] is a collection of datasets that are widely used by the machine learning community for the empirical analysis of machine learning algorithms. In particular, the repository provides a wide variety of datasets that are suitable for clustering and classification tasks. Among the datasets, we choose the real-life datasets named Iris, Wine, Ionosphere, LSVT, and Parkinson’s Disease. In Table 1, their dimension size, number of data points, and number of classes are displayed.

|                   | Iris | Wine | Ionosphere | LSVT | Parkinson |
|-------------------|------|------|------------|------|-----------|
| Dimension \((d)\) | 4    | 13   | 34         | 309  | 754       |
| Data points \(\sum n_c\) | 150 | 178  | 351        | 126  | 756       |
| Classes \((C)\)   | 3    | 3    | 2          | 2    | 2         |

Table 1: UCI datasets description.

6.2 WDA-nepv: Convergence Behavior

Example 3. To investigate the convergence behavior of WDA-nepv, we use a synthetic dataset with a dimension of \(d = 10\) and three classes of data points of sizes \(n_1, n_2, n_3 = 30, 40, 30\). We perform two experiments to investigate the convergence behavior of WDA-nepv:

- With fixed regularization parameter \(\lambda = 0.01\), the convergence behavior of WDA-nepv is depicted for various subspace dimensions \(p \in \{1, 2, 3, 4, 5\}\); see Figure 6(a).
- With fixed subspace dimension \(p = 2\), the convergence behavior of WDA-nepv is reported for various regularization parameters \(\lambda \in \{0.001, 0.01, 0.1\}\); see Figure 6(b).
Both plots in Figure 6 illustrate linear convergence for WDA-nepv regardless of the choice of the regularization parameter or the subspace dimension. WDA-nepv achieves the fastest convergence rate for the subspace dimension $p = 2$, the dimension size of the true discriminative subspace of the dataset. For a similar subspace dimension size $p = 1$ WDA-nepv achieves a similar convergence rate as $p = 2$, while as the subspace dimension $p$ increases the convergence rate slows down. We also observe that the convergence rate slows down as the regularization parameter $\lambda$ increases. When $\lambda$ is small, NTRopt-WDA (3.11) can be considered as LDA with a small perturbation to the cross-covariance matrices. In this case, as LDA is known to have a local quadratic convergence [9], WDA-nepv converges faster than the cases where $\lambda$ is larger.

6.2.1 Many Local Maxima and Non-optimal Convergence

Many local maxima. NTRopt-WDA (3.11) is a highly nonlinear, non-convex bi-level optimization that often has many local optimizers. The following example illustrates this.

Example 4. Let us consider the Synthetic dataset with $d = 2$ and the number of data points $n_1 = 30, n_2 = 40, n_3 = 30$. We desire to compute a projection $P$ that projects these data points onto a subspace of dimension $p = 1$, i.e., $P$ is a normalized vector $p \in \mathbb{R}^{2 \times 1}$. We define $f(p)$ as the value of the objective function of NTRopt-WDA at a normalized vector $p$. That is,

$$f(p) := \frac{\text{Tr}(p^T C_b(p)p)}{\text{Tr}(p^T C_w(p)p)}.$$  \hspace{1cm} (6.2)

Figure 7 plots the values $f(p)$ (gray points) at 2000 random normalized vectors $p$, where the regularization parameter is chosen as $\lambda = 0.1$ for plot (a) and $\lambda = 1$ for plot (b). We observe that for both regularization parameters, there are many local maxima.

Non-optimal convergence. Finding a global optimizer of a non-convex problem is NP-hard. Algorithms for non-convex problems are prone to converge towards a local optimizer, and consequently, lead to a suboptimal solution. A suboptimal solution is not desirable in optimization and for the task at hand. For instance, in a classification task, relying on a suboptimal projection often proves insufficient for identifying the subspace that effectively discriminates the projected data points.
Figure 7: Plots of NTRopt-WDA values $f(p_k)$ (gray points) at random normalized vectors, with regularization parameter $\lambda = 0.1$ in (a) and $\lambda = 1$ in (b). For all three considered algorithms, the initial projection $p_0$ (a green triangle) is chosen as a local minimizer. The values $f(p_k)$ of WDA-nepv (red circles), WDA-gd (black circles), and WDA-eig (blue circles) are displayed for the projections $p_k$ obtained at each iteration of an algorithm. For each algorithm, the value $f(p_*)$ for the converged projection $p_*$ is displayed as the ‘×’ symbol.

Example 5. In order to analyze the convergence behaviors of WDA-gd, WDA-eig and WDA-nepv, we examine the history of their NTRopt-WDA values for the problem described in Example 4. That is, for projections $p_k$ obtained at each iteration of an algorithm, we examine how the values $f(p_k)$ (6.2) are changing. Figure 7 illustrates the local convergence behavior for WDA-nepv, WDA-gd, and WDA-eig.

For both regularization parameters $\lambda \in \{0.1, 1\}$, the same initial projection $p_0$ corresponding to a local minimizer is used and shared by all three algorithms. In the figure, the value $f(p_0)$ is represented as a green triangle, while the values $f(p_k)$ are shown as red circles for WDA-nepv, black circles for WDA-gd, and blue circles for WDA-eig. The final value $f(p_*)$ for the converged projection $p_*$ is displayed as the ‘×’ symbol, with each color corresponding to the respective algorithm.

In Figure 7(a), we observe that for a regularization parameter $\lambda = 0.1$, WDA-nepv and WDA-eig converge towards a local maximizer while WDA-gd successfully finds a global maximizer. However, in Figure 7(b), when $\lambda = 1$, we also observe that WDA-gd fails to find a global maximizer and remains trapped in the initial local minimizer.

Example 6. In addition, we use the UCI datasets Wine and Iris to further illustrate the convergence towards non-global local optimizers. We set the regularization parameter as $\lambda = 0.01$ for the Wine dataset and $\lambda = 1$ for the Iris dataset. For both datasets, we solve the NTRopt-WDA problem for subspace dimensions $p \in \{2, 3\}$. The history of the NTRopt-WDA values, denoted as $f(P_k)$, is plotted in Figure 8. All three algorithms share the same initial projection $P_0$, resulting in the same value of $f(P_0)$.

For the Wine dataset, we observe that both WDA-gd and WDA-nepv achieve the same optimal value, $f(P_*)$, while WDA-eig’s optimal value, $f(P_*)$, is smaller for both $p = 2$ and $p = 3$, indicating that WDA-eig found a suboptimal solution. This highlights the suboptimality of WDA-eig’s
regarding the Iris dataset, WDA-nepv obtains the largest optimal value, $f(P_*)$, among the three algorithms for all considered subspace dimensions. Moreover, WDA-nepv demonstrates faster convergence, requiring significantly fewer iterations compared to WDA-gd.

Both Example 5 and Example 6 illustrate that convergence to non-global optima can be a prevalent issue for all three algorithms. The convergence behavior varies across datasets, with instances where some or all three algorithms successfully converge to the same optimizer, as well as instances where they converge to different optimizers. Notably, when the initial projection is chosen close to the global maximizer, it can lead to global convergence. However, since the global maximizer is typically unknown in advance, obtaining an initial projection close to it may require multiple attempts.

**Different choices of initial projection.** While all the results in the paper utilize a random initial projection $P_0$, we acknowledge that alternative choices, such as initializing with the solution
of PCA, are possible. Notably, for low-dimensional datasets like Wine \((d = 13)\) and Iris \((d = 4)\), we observe no performance difference between random and PCA initialization. However, for higher-dimensional datasets like LSVT \((d = 309)\) and Parkinson \((d = 754)\), the optimal objective value obtained from a PCA initialization is higher than that from a random initialization.

It is worth noting that despite the PCA initialization yielding a higher objective value, the random initialization achieves greater classification accuracy for these high-dimensional datasets. This finding underscores the complexity and multi-faceted nature of the optimization problem, where an improved objective value does not always directly translate to better classification performance.

### 6.3 WDA-nepv: Classification Accuracy

One of the many goals of DR methods is to derive a projection such that the projected data vectors maintain or amplify the coherent structure of the original dataset. For a supervised linear DR method, one hopes to obtain an optimal projection matrix \(P\) such that the class structure of the original data vectors in the projected subspace is more pronounced. For this reason, the effectiveness of a supervised linear DR method is often measured by the accuracy of classification on the projected data vectors. Measuring the accuracy of NTRopt-WDA (3.11) is no exception. To evaluate the classification accuracy of an algorithm, we follow the following conventional steps:

1. Randomly divide a given dataset into a training dataset and a testing dataset, with equal size of 50% each.
2. Compute the optimal projection matrix \(P_\ast\) using the training dataset.
3. Project the testing dataset onto the lower-dimensional subspace using the optimal projection matrix \(P_\ast\).
4. Employ the K-Nearest-Neighbors classifier (KNN) on the projected testing dataset to compute the classification accuracy.

The classification accuracy is quantified in terms of prediction error. A smaller error indicates better performance.

**Example 7.** In this example, the synthetic shape datasets are used to evaluate the classification accuracy of WDA-nepv, WDA-gd, and WDA-eig. The projection dimension is fixed as \(p = 2\), the dimension size of the true discriminative subspace of the datasets. We consider KNN number \(K = 10\) with various regularization parameters \(\lambda = \{0.1, 1, 5\}\). The experiment is repeated 100 times and the average classification errors is reported in Table 2.

| \(\lambda\) | Alg     | Jain  | Flame | Pathbased | Compound | Aggregation | R15 |
|------------|---------|-------|-------|-----------|----------|-------------|-----|
| \(\lambda = 0.1\) | WDA-gd  | 0.042 | 0.101 | 0.106     | 0.089    | 0.003       | 0.005|
|            | WDA-eig | 0.062 | 0.050 | 0.126     | 0.093    | 0.003       | 0.005|
|            | WDA-nepv| 0.042 | 0.128 | 0.148     | 0.092    | 0.003       | 0.005|
| \(\lambda = 1\) | WDA-gd  | 0.059 | 0.112 | 0.092     | 0.079    | 0.003       | 0.004|
|            | WDA-eig | 0.061 | 0.076 | 0.073     | 0.080    | 0.003       | 0.004|
|            | WDA-nepv| 0.021 | 0.081 | 0.079     | 0.078    | 0.003       | 0.004|
| \(\lambda = 5\) | WDA-gd  | 0.068 | 0.142 | 0.220     | 0.232    | 0.006       | 0.009|
|            | WDA-eig | 0.053 | 0.088 | 0.101     | 0.073    | 0.003       | 0.004|
|            | WDA-nepv| 0.046 | 0.118 | 0.159     | 0.074    | 0.003       | 0.004|

Table 2: Prediction errors of WDA-gd, WDA-eig, WDA-nepv for Jain, Flame, Pathbased, Compound, Aggregation, R15 dataset.
For Aggregation and R15, WDA-nepv achieves similar high accuracy as WDA-gd and WDA-eig. For Compound, WDA-nepv has smallest prediction error for $\lambda = 1$ and while it does not have the smallest prediction errors for $\lambda = 0.1$ and $\lambda = 5$, less than 0.3% accuracy difference exists between WDA-nepv and the best performing algorithm. For Pathbased, WDA-nepv does not have the smallest prediction errors. However, when $\lambda = 1$, for which all three algorithms have the smallest prediction errors among the three regularization parameters indicating that $\lambda = 1$ is optimal for Pathbased, WDA-nepv has only 0.6% difference with the best performing algorithm. For Flame, WDA-nepv does not have the smallest prediction errors but it performs better than WDA-gd for $\lambda = 1$ and $\lambda = 5$. For Jain dataset, WDA-nepv has the smallest prediction errors for all regularization parameters, achieving around 2% to 4% higher accuracy.

Example 8. Using the UCI datasets Wine, Ionosphere, LSVT, and Parkinson’s Disease, the classification accuracy of WDA-nepv is compared with the classification accuracy of WDA-gd and WDA-eig. As suggested in WDA-eig [37], we add a small perturbation term $\epsilon I_d$ with $\epsilon = 1$ to the matrix $C_w(P_k)$. This enforces the positive definiteness of $C_w(P_k)$ in practice and helps the robustness of the computation of the eigenvalue problems. The regularization parameter $\lambda = 0.01$ is fixed throughout and the stopping tolerance parameter is set at $10^{-5}$. Each experiment is repeated 20 times, and the average and the min-max interval of classification errors are reported. Two different experiments are considered; one to observe the algorithm behavior in KNN number and another in subspace dimension.

- With fixed subspace dimension $p = 5$, various KNN numbers $K \in \{1, 3, 5, 7, 9, 11, 13, 15, 17, 19\}$ are considered; see left column of Figure 9.

- With fixed KNN number $K = 11$, various subspace dimensions $p \in \{1, 2, 3, 4, 5\}$ are considered; see right column of Figure 9.

For Wine and Ionosphere, we observe that WDA-nepv performs comparable to WDA-gd and WDA-eig, achieving similar accuracy as the other two WDA algorithms - when looking at the averages, less than 1% classification accuracy difference exists between WDA-nepv and the best performing algorithm for all considered values of KNN numbers and subspace dimensions.

For higher dimensional datasets LSVT and Parkinson, WDA-nepv achieves lowest average prediction errors and has the smallest min-max error intervals among the three algorithms. For LSVT, WDA-nepv achieves, on average, at least 2% to 4% higher classification accuracy for considered KNN numbers, and at least 1% to 4% higher classification accuracy for considered subspace dimensions. For Parkinson, WDA-nepv achieves, on average, at least 2% to 4% higher classification accuracy for considered KNN numbers, and at least 3% to 5% higher classification accuracy for considered subspace dimensions.

6.4 WDA-nepv: Timing and Scalability

We demonstrate the efficiency of WDA-nepv by reporting its running time and its scalability.

Example 9. We compare the running time of WDA-gd, WDA-eig, and WDA-nepv on the UCI datasets Wine, Ionosphere, LSVT, and Parkinson. For the fixed regularization parameter $\lambda = 0.01$, we measure the running time for different subspace dimensions $p \in \{3, 4, 5\}$ for Wine and Ionosphere, and $p \in \{15, 20, 25\}$ for larger dimensional datasets LSVT and Parkinson. We repeat the experiment 20 times and report the average running times are shown in the following table:
Figure 9: Prediction errors for WDA-gd, WDA-eig, and WDA-nepv.
|          | p = 3  | p = 4  | p = 5  |
|----------|--------|--------|--------|
| WDA-gd   | 1.854  | 2.354  | 2.078  |
| WDA-eig  | 0.019  | 0.018  | 0.017  |
| WDA-nepv | 0.031  | 0.028  | 0.028  |

(a) Wine

|          | p = 15 | p = 20 | p = 25 |
|----------|--------|--------|--------|
| WDA-gd   | 11.332 | 12.965 | 14.106 |
| WDA-eig  | 13.689 | 14.007 | 14.153 |
| WDA-nepv | 4.683  | 4.811  | 5.068  |

(b) Ionosphere

|          | p = 15 | p = 20 | p = 25 |
|----------|--------|--------|--------|
| WDA-gd   | 12.234 | 12.530 | 11.896 |
| WDA-eig  | 0.868  | 0.902  | 0.891  |
| WDA-nepv | 0.242  | 0.241  | 0.284  |

(c) LSVT

|          | p = 15 | p = 20 | p = 25 |
|----------|--------|--------|--------|
| WDA-gd   | 1060.76| 1000.56| 1001.29|
| WDA-eig  | 258.33 | 285.68 | 281.66 |
| WDA-nepv | 180.32 | 189.82 | 205.89 |

(d) Parkinson

For a small dimensional Wine, we observe that while WDA-eig has the shortest running time, the running time of WDA-nepv only differs from WDA-eig by around 0.01 seconds. For larger dimensional Ionosphere, LSVT, and Parkinson, however, WDA-nepv achieves a running time that is more than half of the running time of WDA-gd and WDA-eig. Unlike WDA-gd, which incurs heavy computational costs from computing the derivatives, WDA-nepv is derivative-free and has a short running time. Additionally, the efficient use of level-3 BLAS for the cross-covariance matrices gives WDA-nepv an edge over WDA-eig in terms of running time.

**Example 10.** We demonstrate that WDA-nepv scales linearly in subspace dimension $p$ and quadratically in data dimension $d$, and number of data points $n$ using the Synthetic dataset. The regularization parameters $\lambda = 0.1, 0.01, 0.001$ are considered, and the reported scalability results are averaged over 100 trials. Three experiments are performed:

- With dimension $d = 10$ and number of total data points $n = 100$ with $(n_1, n_2, n_3) = (30, 40, 30)$, various subspace dimensions $p \in \{1, 2, 3, 4, 5\}$ are considered.

- With subspace dimension $p = 2$ and number of total data points $n = 100$ with $(n_1, n_2, n_3) = (30, 40, 30)$, various dimensions $d \in \{80, 160, 320, 640, 1280, 2560\}$ are considered.

- With dimension $d = 50$ and subspace dimension $p = 2$, various number of total data points $n \in \{100, 200, 300, 500, 1000\}$ are considered.

![Figure 10: Scalability of WDA-nepv on the synthetic dataset: varying subspace dimension $p$ (left); varying dimension $d$ (middle); varying number of data points $n$ (right).](image)

Figure 10 illustrates that larger $\lambda$ incurs more running time. As discussed previously, as $\lambda$ approaches zero, WDA-nepv becomes increasingly similar to LDA, which has a local quadratic...
convergence. Therefore, convergence speed is generally faster for small values of $\lambda$. The left plot indicates that the running time of WDA-nepv scales linearly in subspace dimension $p$. This linear scalability in $p$ is due to the matrix-vector multiplications involved in the exponential Euclidean distance matrices $K$ and the number of dominant eigenvectors in TRopts (5.16) computation. The scalability in data dimension $d$ and number of data points $n$ is displayed in the center and right log-log plots, respectively, in order to exemplify their quadratic scalability. Moreover, a line of quadratic function is included in the log-log plots. We observe that the slope of the lines corresponding to the running time of WDA-nepv match closely with the line of a quadratic function, indicating that the running time of WDA-nepv scales quadratically in data dimension $d$ and number of data points $n$. These quadratic scalability are due to the level-3 BLAS in the evaluation of the cross-covariance matrices $C_b(P)$ and $C_w(P)$ (5.15).

7 Conclusion and Future Works

**Conclusion.** We presented WDA-nepv, a new algorithm for Wasserstein discriminant analysis. WDA-nepv is a bi-level nonlinear eigenvector algorithm that fully utilizes the bi-level structure of WDA. It employs an NEPv to compute the OT matrices at the inner optimization and another NEPv for the trace-ratio optimization at the outer iteration. Both NEPvs can be solved efficiently by the SCF iteration. Unlike the existing algorithms WDA-gd and WDA-eig, WDA-nepv is derivative-free and surrogate-model-free. Specifically, in contrast to WDA-gd, WDA-nepv has no costs of computing the derivatives, which leads to lower running time. In contrast to WDA-eig, WDA-nepv solves the original problem directly, which results in higher accuracy. Additionally, we proposed an efficient level-3 BLAS implementation for computing cross-covariance matrices. We provided a convergence analysis of our algorithm, justifying the utilization of the SCF iteration for solving NEPvs. Numerical experiments demonstrate that WDA-nepv attains competitive classification accuracy and is scalable.

**Future works.** A main advantage of WDA is the ability to control global and local relations of the data points by varying the regularization parameter $\lambda$. However, there is no set technique to determine an optimal $\lambda$. Our numerical experiments indicate that $\lambda$ in the range from 0.01 to 5 generally works well for the classification task, but the optimal value varies across datasets. A systemic way of determining an optimal $\lambda$ is a subject of further study.

Our approach in solving NTRopt-WDA (3.11) was by fixating the dependence of the matrices on the projection and solving TRopts iteratively. Another approach that is worth further investigation is considering the first order necessary condition. Similar to the results of TRopt [56, 60], we can show that a local optimizer of NTRopt-WDA also satisfies a NEPv. This NEPv can then be solved by the SCF iteration. Our preliminary results of this approach on NTRopt-WDA indicate that it can outperform WDA-nepv in classification experiments. The major caveat of this approach, however, is its large computational costs in computing the derivatives. Improvement and further study of this approach will be left as our future work.

References

[1] Mokhtar Z. Alaya, Maxime Berar, Gilles Gasso, and Alain Rakotomamonjy. Screening Sinkhorn algorithm for regularized optimal transport. Advances in Neural Information Processing Systems, 32, 2019.
[2] Jason Altschuler, Jonathan Niles-Weed, and Philippe Rigollet. Near-linear time approximation algorithms for optimal transport via Sinkhorn iteration. *Advances in neural information processing systems*, 30, 2017.

[3] A. Aristodemo and L. Gemignani. Accelerating the Sinkhorn–Knopp iteration by Arnoldi-type methods. *Calcolo*, 57(1):1–17, 2020.

[4] Zhaojun Bai, Ren-Cang Li, and Ding Lu. Optimal convergence rate of self-consistent field iteration for solving eigenvector-dependent nonlinear eigenvalue problems. *arXiv preprint arXiv:2009.09022*, 2020.

[5] Zhaojun Bai, Ding Lu, and Bart Vandereycken. Robust rayleigh quotient minimization and nonlinear eigenvalue problems. *SIAM Journal on Scientific Computing*, 40(5):A3495–A3522, 2018.

[6] Richard A. Brualdi, Seymour V. Parter, and Hans Schneider. The diagonal equivalence of a nonnegative matrix to a stochastic matrix. *Journal of Mathematical Analysis and Applications*, 16(1):31–50, 1966.

[7] Christopher JC Burges. *Dimension Reduction: A Guided Tour*. Now Publishers Inc, 2010.

[8] Deng Cai, Xiaofei He, Kun Zhou, Jiawei Han, and Hujun Bao. Locality sensitive discriminant analysis. In *IJCAI*, volume 2007, pages 1713–1726, 2007.

[9] Yunfeng Cai, Lei-Hong Zhang, Zhaojun Bai, and Ren-Cang Li. On an eigenvector-dependent nonlinear eigenvalue problem. *SIAM Journal on Matrix Analysis and Applications*, 39(3):1360–1382, 2018.

[10] Eric Cancès. Self-consistent field algorithms for Kohn–Sham models with fractional occupation numbers. *The Journal of Chemical Physics*, 114(24):10616–10622, 2001.

[11] Hong Chang and Dit-Yan Yeung. Robust path-based spectral clustering. *Pattern Recognition*, 41(1):191–203, 2008.

[12] John P. Cunningham and Zoubin Ghahramani. Linear dimensionality reduction: Survey, insights, and generalizations. *The Journal of Machine Learning Research*, 16(1):2859–2900, 2015.

[13] Marco Cuturi. Sinkhorn distances: Lightspeed computation of optimal transport. *Advances in neural information processing systems*, 26, 2013.

[14] Jack J. Dongarra, Jeremy Du Croz, Sven Hammarling, and Iain S. Duff. A set of level 3 basic linear algebra subprograms. *ACM Transactions on Mathematical Software (TOMS)*, 16(1):1–17, 1990.

[15] Froilán M. Dopico, Marí a C. Quintana, and Paul Van Dooren. Diagonal scalings for the eigenstructure of arbitrary pencils. *SIAM Journal on Matrix Analysis and Applications*, 43(3):1213–1237, 2022.

[16] Dheeru Dua and Casey Graff. UCI machine learning repository, 2017.

[17] Ky Fan. On a theorem of weyl concerning eigenvalues of linear transformations i. *Proceedings of the National Academy of Sciences of the United States of America*, 35(11):652, 1949.
[18] Zizhu Fan, Yong Xu, and David Zhang. Local linear discriminant analysis framework using sample neighbors. *IEEE Transactions on Neural Networks*, 22(7):1119–1132, 2011.

[19] Rémi Flamary, Marco Cuturi, Nicolas Courty, and Alain Rakotomamonjy. Wasserstein discriminant analysis. *Machine Learning*, 107(12):1923–1945, 2018.

[20] Imola K. Fodor. A survey of dimension reduction techniques. Technical report, Lawrence Livermore National Lab., CA (US), 2002.

[21] Joel Franklin and Jens Lorenz. On the scaling of multidimensional matrices. *Linear Algebra and its applications*, 114:717–735, 1989.

[22] Pasi Fränti and Sami Sieranoja. K-means properties on six clustering benchmark datasets, 2018.

[23] Limin Fu and Enzo Medico. Flame, a novel fuzzy clustering method for the analysis of dna microarray data. *BMC bioinformatics*, 8(1):1–15, 2007.

[24] Keinosuke Fukunaga. *Introduction to Statistical Pattern Recognition*. Elsevier, 2013.

[25] Aristides Gionis, Heikki Mannila, and Panayiotis Tsaparas. Clustering aggregation. *Acm transactions on knowledge discovery from data (tkdd)*, 1(1):4–es, 2007.

[26] Gene H. Golub and Charles F. Van Loan. *Matrix Computations*. JHU press, 2013.

[27] Jiawei Han, Jian Pei, and Hanghang Tong. *Data Mining: Concepts and Techniques*. Morgan kaufmann, 2022.

[28] Martin Idel. A review of matrix scaling and Sinkhorn’s normal form for matrices and positive maps. *arXiv preprint arXiv:1609.06349*, 2016.

[29] Anil K. Jain and Martin H.C. Law. Data clustering: A user’s dilemma. In *International conference on pattern recognition and machine intelligence*, pages 1–10. Springer, 2005.

[30] Bahman Kalantari and Leonid Khachiyan. On the complexity of nonnegative-matrix scaling. *Linear Algebra and its applications*, 240:87–103, 1996.

[31] Hiroyuki Kasai. Multi-view Wasserstein discriminant analysis with entropic regularized Wasserstein distance. In *ICASSP 2020-2020 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 6039–6043. IEEE, 2020.

[32] Philip A. Knight. The Sinkhorn–Knopp algorithm: convergence and applications. *SIAM Journal on Matrix Analysis and Applications*, 30(1):261–275, 2008.

[33] Philip A. Knight and Daniel Ruiz. A fast algorithm for matrix balancing. *IMA Journal of Numerical Analysis*, 33(3):1029–1047, 2013.

[34] J. Kruithof. Telefoonverkeersrekening. *De Ingenieur*, 52:15–25, 1937.

[35] Brian Kulis et al. Metric learning: A survey. *Foundations and Trends® in Machine Learning*, 5(4):287–364, 2013.

[36] Damien Lemonnier and Paul Van Dooren. Balancing regular matrix pencils. *SIAM journal on matrix analysis and applications*, 28(1):253–263, 2006.
[37] Hexuan Liu, Yunfeng Cai, You-Lin Chen, and Ping Li. Ratio trace formulation of Wasserstein discriminant analysis. *Advances in Neural Information Processing Systems*, 33, 2020.

[38] Thanh T. Ngo, Mohammed Bellalij, and Yousef Saad. The trace ratio optimization problem for dimensionality reduction. *SIAM Journal on Matrix Analysis and Applications*, 31(5):2950–2971, 2010.

[39] Feiping Nie, Shiming Xiang, and Changshui Zhang. Neighborhood minmax projections. In *IJCAI*, pages 993–998, 2007.

[40] Beresford N. Parlett and Christian Reinsch. Balancing a matrix for calculation of eigenvalues and eigenvectors. In *Handbook for Automatic Computation*, pages 315–326. Springer, 1971.

[41] B.N. Parlett and T.L. Landis. Methods for scaling to doubly stochastic form. *Linear Algebra and its Applications*, 48:53–79, 1982.

[42] Ofir Pele and Michael Werman. Fast and robust earth mover’s distances. In *2009 IEEE 12th international conference on computer vision*, pages 460–467. IEEE, 2009.

[43] Gabriel Peyré, Marco Cuturi, et al. Computational optimal transport: With applications to data science. *Foundations and Trends® in Machine Learning*, 11(5-6):355–607, 2019.

[44] Yossi Rubner, Leonidas J. Guibas, and Carlo Tomasi. The earth mover’s distance, multidimensional scaling, and color-based image retrieval. In *Proceedings of the ARPA image understanding workshop*, volume 661, page 668, 1997.

[45] Franco Scarselli, Marco Gori, Ah Chung Tsoi, Markus Hagenbuchner, and Gabriele Monfardini. The graph neural network model. *IEEE transactions on neural networks*, 20(1):61–80, 2008.

[46] Richard Sinkhorn. A relationship between arbitrary positive matrices and doubly stochastic matrices. *The annals of mathematical statistics*, 35(2):876–879, 1964.

[47] Richard Sinkhorn. Diagonal equivalence to matrices with prescribed row and column sums. *The American Mathematical Monthly*, 74(4):402–405, 1967.

[48] Richard Sinkhorn and Paul Knopp. Concerning nonnegative matrices and doubly stochastic matrices. *Pacific Journal of Mathematics*, 21(2):343–348, 1967.

[49] Danny C. Sorensen. Implicitly restarted Arnoldi/Lanczos methods for large scale eigenvalue calculations. In *Parallel Numerical Algorithms*, pages 119–165. Springer, 1997.

[50] Bing Su and Gang Hua. Order-preserving Wasserstein distance for sequence matching. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 1049–1057, 2017.

[51] Bing Su, Jiahuan Zhou, and Ying Wu. Order-preserving Wasserstein discriminant analysis. In *Proceedings of the IEEE/CVF International Conference on Computer Vision*, pages 9885–9894, 2019.

[52] James Townsend, Niklas Koep, and Sebastian Weichwald. Pymanopt: A python toolbox for optimization on manifolds using automatic differentiation. *Journal of Machine Learning Research*, 17(137):1–5, 2016.
[53] Laurens Van Der Maaten, Eric Postma, Jaap Van den Herik, et al. Dimensionality reduction: a comparative. *J Mach Learn Res*, 10(66-71):13, 2009.

[54] Cor J. Veenman, Marcel J. T. Reinders, and Eric Backer. A maximum variance cluster algorithm. *IEEE Transactions on pattern analysis and machine intelligence*, 24(9):1273–1280, 2002.

[55] Cédric Villani. *Optimal Transport: Old and New*, volume 338. Springer, 2009.

[56] Huan Wang, Shuicheng Yan, Dong Xu, Xiaoou Tang, and Thomas Huang. Trace ratio vs. ratio trace for dimensionality reduction. In *2007 IEEE Conference on Computer Vision and Pattern Recognition*, pages 1–8. IEEE, 2007.

[57] Robert C. Ward. Balancing the generalized eigenvalue problem. *SIAM Journal on Scientific and Statistical Computing*, 2(2):141–152, 1981.

[58] Kilian Q. Weinberger and Lawrence K. Saul. Distance metric learning for large margin nearest neighbor classification. *Journal of machine learning research*, 10(2), 2009.

[59] Charles T. Zahn. Graph-theoretical methods for detecting and describing gestalt clusters. *IEEE Transactions on computers*, 100(1):68–86, 1971.

[60] Lei-Hong Zhang, Li-Zhi Liao, and Michael K. Ng. Fast algorithms for the generalized Foley–Sammon discriminant analysis. *SIAM journal on matrix analysis and applications*, 31(4):1584–1605, 2010.

[61] Lei-Hong Zhang, Wei Hong Yang, and Li-Zhi Liao. A note on the trace quotient problem. *Optimization Letters*, 8(5):1637–1645, 2014.

[62] Tong Zhang, Yun Wang, Zhen Cui, Chuanwei Zhou, Baoliang Cui, Haikuan Huang, and Jian Yang. Deep Wasserstein graph discriminant learning for graph classification. In *AAAI*, pages 10914–10922, 2021.