Scalable and Elastic LiDAR Reconstruction in Complex Environments Through Spatial Analysis
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Abstract—This paper presents novel strategies for spawning and fusing submaps within an elastic dense 3D reconstruction system. The proposed system uses spatial understanding of the scanned environment to control memory usage growth by fusing overlapping submaps in different ways. This allows the number of submaps and memory consumption to scale with the size of the environment rather than the duration of exploration. By analysing spatial overlap, our system segments distinct spaces, such as rooms and stairwells on the fly during exploration. Additionally, we present a new mathematical formulation of relative uncertainty between poses to improve the global consistency of the reconstruction. Performance is demonstrated using a multi-floor multi-room indoor experiment, a large-scale outdoor experiment and simulated datasets. Relative to our baseline, the presented approach demonstrates improved scalability and accuracy.

I. INTRODUCTION

3D reconstruction is a common part of applications such as active mapping [1], [2], collision avoidance [3] and the inspection of industrial assets [4], [5]. Building Information Models (BIM) are commonly available for modern buildings, but there are scenarios where these models no longer represent the real situation, e.g. after renovations or disasters. Although systems have been developed to reconstruct these models offline using point clouds from laser scanners, autonomous exploration and reconstruction in multi-storey environments is still an open challenge in mobile robotics.

In this paper, we propose a dense 3D reconstruction system which uses inputs from a 3D LiDAR on a mobile robot to map complex environments, such as the three-storey building demonstrated in Fig. 1. Our system creates and maintains local occupancy submaps instead of a global map to account for loop closure corrections and improve the global consistency of the reconstruction. We design strategies for spawning and fusing submaps based on geometric understanding of known spaces, enabling on-the-fly segmentation of areas that are isolated from one another, e.g. individual rooms indoors.

The proposed system also leverages explicitly known free space in its occupancy representation to analyse spatial overlap among submaps, and to fuse submaps together to reduce redundant reconstruction. In addition, by computing the relative uncertainty among poses in a SLAM system, our system rejects unreliable submap fusion and improves reconstruction accuracy. We demonstrate the performance of the proposed system using both simulation and real-world experiments, especially its improvement in reconstruction accuracy, system scalability and the capability of room segmentation.

The contributions of our research are the following:

- New strategies for spawning and fusing submaps using probabilistic and spatial understanding.
- A new formulation for relative uncertainty derived from the work of Mangelson et al. [8] and GTSAM [9], and a formal treatment of uncertainty in submap fusion.
- Improved reconstruction accuracy and scalability in
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Fig. 1: Our proposed system has been tested in a large-scale outdoor and a multi-floor multi-room indoor environments. Top: A handheld LiDAR system exploring New College, Oxford, UK (left) and the quadruped robot Spot climbing stairs in Oxford Robotics Institute (ORI) (right); Middle: The reconstruction result of ORI, in which each room is segmented by a submap indicated by a unique colour; Bottom: The clustered pose graph nodes using spatial overlap analysis. More demonstrations are available in the supplementary video: https://youtu.be/QOc52EO3ULc
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both outdoor exploration experiments and a multi-storey/multi-room exploration with a legged robot.

The overarching goal of the work is to achieve scalability with the size of the environment instead of the exploration length by controlling the growth of the submap number and memory consumption.

II. RELATED WORK

While the literature on dense 3D reconstruction is substantial, in this paper we focus on systems incorporating submaps and methods designed for room segmentation because these aspects are the most relevant to our work.

A. 3D Reconstruction via Submaps

Submapping is a common technique in SLAM systems such as the Atlas framework by Bosse et al. [10] and DenseSLAM by Nieto et al. [11]. These SLAM systems reuse existing submaps for localisation when revisiting a known area rather than remapping that location. Maintaining a collection of submaps keeps memory and computation bounded as opposed to creating a single global map.

Submaps can also enable elasticity when a reconstruction requires correction at the event of a loop closure. Leveraging OctoMap-based [12] submaps, Ho et al. [13] and Sodhi et al. [14] designed elastic occupancy maps. Voxgraph [15] uses the same strategy to create a globally consistent reconstruction instead represented by a series of Signed Distance Function (SDF) submaps. In our previous work [16], we developed submap-based elastic reconstruction pipelines which supported both occupancy and SDF representations.

These approaches spawn new submaps after either a temporal interval [13]–[15] or distance travelled [16] to bound the local odometry drift within each submap. Extending upon [16], this paper proposes submap spawning and fusion based on a deeper spatial analysis to uniquely represent confined areas such as rooms. This allows local planning to use only a submap in challenging exploration tasks such as [17].

B. 3D Room Segmentation

Separately, several works have developed methods to segment LiDAR reconstructions or floor plans into individual enclosed spaces. Turner and Zakhor [18] designed a room-segmentation pipeline that partitioned 2D point cloud maps into 2.5D building models via triangulation. To achieve 3D reconstruction, the approach assumed that interior walls were vertical and planar.

More sophisticated methods were developed to parse 3D point clouds into rooms, such as detecting void spaces between walls using point density histograms [19], and extracting planar features before partitioning separate rooms via a multi-label energy minimisation formulation [20], [21]. These methods were limited to single-storey reconstructions.

Ochmann et al. [22] and Nikoohemat et al. [23] proposed methods that handle unstructured 3D point clouds for multi-storey room segmentation. Ochmann et al. introduced a versatile integer linear programming method to incorporate hard constraints, e.g. wall connectivity, to ensure a plausible reconstruction. Nikoohemat et al. employed a mobile LiDAR SLAM system and separated building levels by assuming that sloped trajectory segments represent staircase traversals. They further segmented rooms using an adjacency graph of planer segments.

While the effect of partitioning confined spaces is similar to our proposed system, we focus on online segmentation running onboard a mobile robot instead of segmenting a complete reconstruction offline. Our proposed system aims to create segmented 3D reconstructions of confined spaces such as individual rooms and staircases on the fly in the context of multi-floor exploration.

III. METHODS

Our system expands upon the framework of [16] by adding principled strategies which use spatial understanding and pose graph relative uncertainty, to improve the spawning and fusion of submaps in Graph Clustering. Fig. 2 provides an overview of the proposed system.

An input to the reconstruction system is a pose graph published by a SLAM system [24], made up of \( Q + 1 \) nodes \( X_k, k \in \{0, \ldots, Q\} \) in a Registered Cloud List. Each node describes the estimated pose of a LiDAR sensor frame \( \{L_k\} \) with respect to a fixed map frame \( \{M\} \), denoted as \( M^T L_k \in \text{SE}(3) \). Each node is also associated with a raw point cloud \( C_k \) expressed in the LiDAR frame \( \{L_k\} \).

The output of the reconstruction system consists of \( N + 1 \) submaps. Each submap \( S_i, i \in \{0...N\} \) contains an accumulated submap cloud \( C_{S_i} \) in \( \{M\} \), a volumetric occupancy reconstruction in the submap frame \( \{S_i\} \) and its root pose \( M^T T_{S_i} \).

We compute and maintain Axis-Aligned Bounding Boxes (AABB) for each submap in \( \{M\} \) using the reconstruction. Submap AABB can be significantly affected by the orientation of \( \{M\} \), so we use AABBs not to accurately estimate scanned space, but as a lightweight method to determine non-overlapping submaps (Sec. III-B).

In the proposed system, we introduce the following set of measures which we use to decide when to spawn or fuse submaps:

- **Cloud Overlap Estimate**: A criteria to adjust the submap spawning decisions made by Local Mapping.
- **Submap Overlap Estimate**: A criteria to propose submap fusion for Global Mapping.
- **Relative Uncertainty**: A criteria to reject unreliable submap fusions.

These measures will be explained in the following sections.

A. Cloud Overlap Estimate

Many systems such as [15] and [13] spawn submaps at fixed frequencies to bound the size of each submap as well as robot odometry drift within the submap. Our previous
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1. Sparification of the underlying SLAM pose graph is related research topic which we do not explore in this work.
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Fig. 2: An overview of the proposed system. **Principled Clustering** contains the new strategies based on cloud and submap overlap estimation as well as relative pose uncertainty in the SLAM graph. This module interacts with **Local Mapping** to spawn new submaps (Sec. III-A) and proposes or rejects submap fusion for **Global Mapping** (Sec. III-B and Sec. III-C).

Fig. 3: An example of Cloud Overlap Estimate and Submap Overlap Estimate. **Top**: Limited overlap between the reference cloud \( C_{\text{ref}} \) and the read cloud \( C_{\text{read}} \) when entering a room through a narrow doorway. **Bottom**: The voxel overlap between the volumetric occupancy reconstructions of the reference submap \( S_{\text{ref}} \) and the read submap \( S_{\text{read}} \).

system [16] used a travel distance threshold to achieve the same purpose, under the assumption that the odometry drift is proportional to the distance travelled.

Cloud Overlap Estimate adds another trigger to spawn submaps based on point cloud overlap. Because our odometry system is based on Iterative Closest Point (ICP) [25], performance is affected by major changes in overlap such as when entering a new room [26]. Hence when traversing between two disconnected spaces via a narrow passage, i.e. the scenario presented in Fig. 3 (top), it is beneficial to spawn a new submap and create an elastic connection. In a room network, our proposed system will spawn a new submap when going through a doorway and segment rooms online, as demonstrated in Fig. 1.

Alg. 1 presents how the overlap is measured between the point cloud of a new scan \( C_{\text{read}} \) and the accumulated submap cloud \( C_{S_{\text{ref}}} \) of a reference submap \( S_{\text{ref}} \). Both \( C_{\text{read}} \) and \( C_{S_{\text{ref}}} \) are filtered to the same resolution \( r_{\text{filter}} \) in overlap estimation. If \( C_{\text{read}} \) shares sufficient overlap \( (R_{\text{point,read}} \geq 0.6) \) with the accumulated submap cloud \( C_{S_{\text{ref}}} \), the new scan is integrated into a submap \( S_{\text{ref}} \), and the accumulated submap cloud \( C_{S_{\text{ref}}} \) grows by adding \( C_{\text{read}} \). For instance, in Fig. 4 (a) and (b), node \( L_1 \) is integrated into submap \( S_5 \), and LiDAR scan \( C_{L_1} \) is accumulated into the submap cloud \( C_{S_5} \). However, we constrain point cloud accumulation of each submap by not combining accumulated submap clouds together during submap fusion. In Fig. 4 (c), the volumetric occupancy submaps \( S_0 \) and \( S_5 \) in (c) are fused together into one submap \( S'_0 \) in (d), but submap cloud \( C_{S_5} \) is not combined with \( C_{S_0} \). This stops these submap clouds from growing indefinitely as exploration continues.

### B. Submap Overlap Estimate

Submap fusion merges existing submaps, and reduces the memory usage of the overall system by fusing repeated reconstructions of the same physical space together. Our previous pipeline [16] triggered submap fusion using the loop closures detected in the SLAM system. Hence it only merged submaps that were created when the robot travelled very close to a previous pose.

In a large-scale (outdoor) environment, a long range (~60 m) LiDAR sensor can repeatedly scan the same space from poses that are far away from one another, resulting in significant redundancy between submaps that loop closure fusion cannot address. Therefore we introduce an additional strategy for submap fusion based on the overlapping scanned spaces, utilising the explicit representation of free space in our volumetric occupancy map. This improves the reconstruction scalability when revisiting explored areas (although the SLAM pose graph continues to grow linearly).

Submap overlap is computed by comparing the volumetric reconstruction as well as the occupancy information stored in each individual submap. Fig. 5 (bottom) demonstrates such a case. Alg. 2 describes the estimation of voxel overlap between a pair of submaps \( S_{\text{read}} \) and \( S_{\text{ref}} \). This pair of submaps are fused together if either the ratio \( R_{\text{voxel,ref}} \) or \( R_{\text{voxel,read}} \) exceed a configurable threshold \( \lambda_{\text{fusion}} \). This threshold is set

### Algorithm 1: Cloud Overlap Estimate.

**input**: New LiDAR cloud \( C_{\text{read}} \) and submap cloud \( C_{S_{\text{ref}}} \).

**output**: Cloud overlap ratio \( R_{\text{point,read}} \).

**begin**

Voxel filter \( C_{\text{read}} \) and \( C_{S_{\text{ref}}} \) to resolution \( r_{\text{filter}} \)

for Point \( P_i \subset C_{\text{read}} \)
do

Search for \( P_{\text{neighbour}} \subset C_{S_{\text{ref}}} \) that is the closest to \( P_i \)

if \( ||P_i - P_{\text{neighbour}}|| < \sqrt{3} \times r_{\text{filter}} \) then

\( N_{\text{point,overlap}} = N_{\text{point,overlap}} + 1 \)

end

end

\( R_{\text{point,read}} = \frac{N_{\text{point,overlap}}}{N_{\text{point,read}}} \)

return \( R_{\text{point,read}} \)

**end**
Submap Overlap Estimate.

**Algorithm 2:** Submap Overlap Estimate.

**input:** Pair of occupancy submaps $S_{\text{read}}$ and $S_{\text{ref}}$.

**output:** Submap overlap ratios $R_{\text{voxel,read}}$ and $R_{\text{voxel,ref}}$.

**begin**

for Voxel $V_{\text{read}} \subset S_{\text{read}}$ do

Find $V_{\text{ref}} \subset S_{\text{ref}}$ at the same coordinates as $V_{\text{read}}$

if $V_{\text{ref}}$ is not unknown then

if Both $V_{\text{read}}$ and $V_{\text{ref}}$ are free or occupied then

$N_{\text{voxel,overlap}} = N_{\text{voxel,overlap}} + 1$

end

end

$R_{\text{voxel,read}} = N_{\text{voxel,overlap}} / N_{\text{voxel,read}}$

$R_{\text{voxel,ref}} = N_{\text{voxel,overlap}} / N_{\text{voxel,ref}}$

**return** $R_{\text{voxel,read}}$ and $R_{\text{voxel,ref}}$

**end**

at 0.7 to represent significant redundancy among submaps, and does not require further tuning between experiments.

To ensure that the root poses of submaps are corrected by loop closure before fusion, we define a submap overlap search range using the head and tail of each loop closure. For example, in Fig. 4(c), SLAM loop closure is between $L_0$ and $L_{17}$, and they belong to $S_0$ and $S_5$, respectively. Hence the search range for Submap Overlap Estimate is $S_{0:5}$, and $S_3$ and $S_4$ are fused together due to significant submap overlap.

Iterating through all voxels is a computationally intense process. Therefore, we add a conservative but efficient preliminary heuristic based on the AABB of each submap before computing submap voxel overlap. Using the AABBs of $S_{\text{ref}}$ and $S_{\text{read}}$, we compute the volumetric overlap percentages \{$R_{\text{aabb,ref}}, R_{\text{aabb,read}}$\} and compare them with $\lambda_{\text{fusion}}$. If both AABB overlaps are smaller than the threshold, such as $S_1'$ and $S_2'$ in Fig. 4(c), the proposed system skips computing voxel overlap.

C. Relative Uncertainty

In our current system design, after fusing a pair of submaps the individual submaps are discarded for memory efficiency. Each submap is internally rigid, so local consistency is essential. To improve submap fusion reliability and to retain global consistency, we propose a strategy that uses relative uncertainty between root poses of the submaps which are fused.

The measurement of relative uncertainty allows us to detect and reject uncertain fusions. Fig. 4 presents the case of fusing two pairs of submaps, namely $S_0$ and $S_3$, and $S_2$ and $S_5$. In the example of fusing $S_0$ and $S_5$, we first compute the relative uncertainty between the root poses of $S_0$ and $S_5$, which are $L_0$ and $L_{15}$.

The proposed mathematical model for relative uncertainty between two poses is derived from the same notation as the GTSAM library [9], because we use it as the back-end of our pose graph SLAM system [24]. See Appendix I for the detailed derivation of the computation of relative uncertainty.

We compute the eigenvalues of the relative uncertainty matrix as a quality metric of the fusion. For $SE(3)$ transformations $^T_{\text{ref}}S_0, ^T_{\text{ref}}S_5 \in \mathbb{R}^6$, the relative uncertainty $\Sigma_{S_0,S_5}$ is a $6 \times 6$ matrix, and there are 6 eigenvalues — 3 for translation and 3 for rotation. We compare the 3 eigenvalues of translation against a configurable threshold $\lambda_{\text{uncertainty}}$. If one of the eigenvalues exceeds the threshold, the fusion between $S_0$ and $S_5$ is rejected. We set $\lambda_{\text{uncertainty}}$ to be 0.2 m in our experiments based on our SLAM noise model, which is not subject to change between experiments.

IV. EXPERIMENTS AND EVALUATION

In this section we evaluate the improvement in system scalability and global consistency brought about by the proposed submap spawning and fusion strategies, compared with our previous reconstruction pipeline [16] as the baseline. The proposed system has been assessed using a large-scale outdoor experiment with a handheld device in the Newer College Dataset (NCD Long experiment) [27] and a multi-storey multi-room exploration experiment with a Boston Dynamics Spot robot (ORI experiment), as shown in Fig. 7.

Lastly, we include experiments in a small and a large room network (Fig. 6) using the Gazebo simulator to demonstrate the performance of the proposed system. Both experiments in simulation took on loopy trajectories, with the exploration in the large room network being longer and more complex.
Table I gives details of the different LiDAR sensors used in these experiments. The LiDAR sensors produce organised point cloud scans of $64 \times 1024$ points at 10 Hz. The SLAM system created a node in its pose graph every 2 m travelled when exploring. The proposed system and the baseline integrated the LiDAR scans at each SLAM node using the MultiresOFusion mode in [16] for volumetric occupancy reconstruction. The voxel resolution used in these experiments was 6.5 cm and we integrated LiDAR ranges between 0.5 m and 60 m. These settings give high resolution and long range while retaining 3 Hz integration.

Surface mesh representations of the reconstruction, for example Fig. 5, were created by applying the Marching Cubes algorithm [28] on the zero-crossings of the occupancy.

### A. Large-scale Outdoor Experiment

In this section we present the performance of the proposed system and the baseline when tested using NCD Long.

This dataset consists of a 2.2 km exploration over 44 min in a $135 \times 122$ m$^2$ environment. The principled clustering strategies in the proposed system improve the consistency of the global reconstruction, as shown in Fig. 5. The proposed system also demonstrates improved scalability in memory usage compared with the baseline.

1) **Reconstruction Accuracy:** Fig. 5 (a) shows the mesh and volumetric reconstructions created by the baseline. In particular the green submap in the Quad area was created as a rigid fusion of several earlier submaps after multiple loop closures were established. As shown in the birds-eye view next to the mesh representation, this submap contains scans taken both in the Quad and the Tunnel. These scans have limited overlap with one another and registration between them is unreliable as a result. This led to a duplicate reconstruction of the indicated wall of the Quad.

By introducing our proposed submap fusion algorithms, the consistency of reconstruction is improved as shown in Fig. 5 (b). The Cloud Overlap Estimate strategy makes better decisions when the handheld device travels between the Quad and the Tunnel — maintaining elastic connections between these two spaces in the global reconstruction. The measurement of relative uncertainty also rejects unreliable submap fusions. The global volumetric map and the submap mesh both demonstrate improved accuracy in surface alignment.

The two submap reconstructions presented in Fig. 5 were also compared with the ground truth point cloud provided in the dataset [27]. We used CloudCompare\(^2\) to sample dense point clouds from both meshes, align the reconstructed point clouds with the ground truth, and compute the point-to-point

![Fig. 5: The proposed spatial overlap analysis improves the global consistency in the reconstruction. Figure (a) and (b) presents the mesh and volumetric representations of NCD Long experiment, created by the baseline and the proposed system, respectively. The volumetric representations are shown in grey overlaid with submap clusters. The mesh representations are created from the green submaps. Utilising spatial understanding of the environment leads to more reliable submap fusion and therefore better alignment. The mesh created by the previous pipeline has misaligned double surfaces while the proposed system improves the consistency in the mesh.](image1)

![Fig. 6: The Gazebo environments of a small (top) and a large (bottom) room network for experiments in simulation.](image2)

![Table I: LiDAR sensors used in the experiments and their properties. FoV: Field of View](image3)
distance error between them. The reconstruction created by the proposed system (Fig. 5 (b)) has about 90% points with error less than 25 cm, while that created by the baseline (Fig. 5 (a)) has only about 75%. 90% of the points in the baseline mesh has errors less than 50 cm.

2) Memory Consumption: In the proposed system, submaps that have significantly overlapping scan volumes are fused according to their Submap Overlap Estimate. This is in addition to submap fusion based on loop closures, and properly allows the map to scale with the size of the environment rather than the length of the exploration. Fig. 7 (a) presents the memory usage and submap counter of the proposed system compared to the baseline in NCD Long. We compute the memory usage by summing the size of allocated memory for each submap’s octree in RAM.

In our previous work [16], the baseline method was compared against 2 state-of-the-art reconstruction pipelines, i.e. OctoMap [12] and Voxgraph [15], and demonstrated its advantage of efficient reconstruction memory usage.

In the baseline method the submaps can only be merged when loop closures occur which causes memory usage to grow over time. In contrast, our proposed approach can merge spatially overlapping volumes such that the number of submaps can plateau. For the NCD Long experiment, submap count stabilised at about 30 submaps when the entire environment has been explored at scan 650. Memory usage actually decreased after scan 650 to ∼18 GB while maintaining the 6.5 cm resolution reconstruction. By the end of the experiment, there was a 65% reduction in memory usage compared to the baseline.

B. Multi-storey Multi-room Indoor Exploration

In the ORI experiment a quadruped robot Spot explored three floors of a typical university research lab (Fig. 1); we show the reconstruction of every floor in the building in Fig. 8. New submaps were spawned when the robot entered or exited rooms because the proposed system detected a decrease in cloud overlap. Spatial overlap analysis then merged overlapping submaps in each room, creating a unique reconstruction for each enclosed space. It further ensured that these submaps remained independent allowing future SLAM loop closures to re-position the room submaps as needed. In the supplementary video we demonstrate the full experiment
Overall, the proposed method decreased the memory usage of both experiments by 50% compared to the baseline method even after extensive exploration and revisiting, such as the experiment in the large room network (Fig. 9(b)).

V. Conclusion and Future Work

This paper introduced a set of principled strategies that leverage spatial overlap analysis to improve the spawning and fusion of 3D reconstruction submaps. The proposed system can merge together submaps that scan the same space, allowing the memory consumption of our reconstruction to scale with the volume of the explored area rather than the duration of operation. Additionally, we improved submap fusion reliability by directly computing relative uncertainty between pairs of poses in the SLAM pose graph. These strategies delay submap fusion in 3D reconstruction until there is sufficient confidence to improve global consistency of the overall map.

Furthermore, our system can segment individual rooms on the fly as a robot explores a room network by using spatial overlap. This feature can be beneficial to planners exploring room networks such as in the DARPA SubT challenge.

In future work, we would like to introduce semantic information into the reconstruction, further segmenting objects of interest from the scene for tasks such as industrial inspections. We also aim to design a system that can autonomously infer floor plans from a multi-storey reconstruction, which enables high-level path planning between floors.

APPENDIX I

Computation of Relative Uncertainty in Pose Graph SLAM

To compute the relative uncertainty between any pair of nodes in our pose graph, we derived the following formula based on the conventions of GTSAM with reference to Mangelson et al. [8].

First we define the probability distribution of the relative transformation from submap \( S_i \) to node \( S_j \) as:

\[
S_i T S_j = M S_i \cdot S_j^{-1} M S_i \quad (1)
\]

where the poses \( M S_i \) and \( M S_j \) indicate probability distributions on SE(3) following a right-hand composition:

\[
T = T \, \text{Exp}(\xi) \quad (2)
\]

\( T \) is the mean transformation of the distribution, and \( \xi \) is a perturbation that follows a Gaussian distribution. In Eq. (1) we consider that the poses have covariances \( \Sigma_{MS_i} \) and \( \Sigma_{MS_j} \), respectively.

In order to derive the expressions for the relative uncertainty, we need the adjoint action of \( T \) on \( \xi \), denoted as \( \text{Ad}_T(\xi) \), defined as follows:

\[
\text{Ad}_T(\xi) := \text{Ad}_T \xi = \log(T \, \text{Exp}(\xi) T^{-1})
\]

\[
\text{Exp}(\text{Ad}_T \xi) = T \, \text{Exp}(\xi) T^{-1}
\]

\[
T^{-1} \text{Exp}(\text{Ad}_T \xi) = \text{Exp}(\xi) T^{-1}
\]

\[
\text{Exp}(\xi) T = T \, \text{Exp}(\text{Ad}_T \xi) \quad (3)
\]
Expanding Eq. (1) using Eq. (2) and Eq. (3):

\[
S_j T_S \text{Exp}(S_j \xi_j) = \text{Exp}(-M \xi_j) S_j T_S \text{Exp}(M \xi_j) \\
= M \xi_j T_S \text{Exp}(-Ad_{M T_S} M \xi_j) S_j T_S \text{Exp}(M \xi_j) \\
= M \xi_j T_S T_S \text{Exp}(-Ad_{M T_S} M \xi_j) S_j T_S \text{Exp}(M \xi_j) \\
= M \xi_j T_S T_S \text{Exp}(-Ad_{M T_S} M \xi_j) S_j T_S \text{Exp}(M \xi_j)
\]

\[
(4)
\]

Let \( S_j T_S \xi_j \triangleq M \xi_j T_S T_S \), then we can establish the following equivalence:

\[
\text{Exp}(S_j \xi_j) = \text{Exp}(-Ad_{M \xi_j T_S} M \xi_j) \text{Exp}(M \xi_j)
\]

\[
(5)
\]

The covariance of the perturbation on the left should be equal to the one on the right. However, we cannot compute the covariance directly because of the properties of the exponential map. Instead, we define \( S_j \xi_j \triangleq -Ad_{M \xi_j T_S} M \xi_j \), and use the Baker-Campbell-Hausdorff (BCH) formula [29] up to first order:

\[
E^{S_j \xi_j} \approx E^{M \xi_j T_S} + E^{M \xi_j T_S M \xi_j T_S} + E^{M \xi_j T_S M \xi_j T_S M \xi_j T_S}
\]

\[
(6)
\]

which, after computing the covariance terms, provides an approximation for the covariance of the relative transformation:

\[
\Sigma_{S_j S_j} \approx (Ad_{M \xi_j T_S} T_S) \Sigma_{M S} (Ad_{M \xi_j T_S} T_S) T + \Sigma_{M S}
\]

\[
- (Ad_{M \xi_j T_S} T_S) \Sigma_{M S} (Ad_{M \xi_j T_S} T_S) T
\]

\[
- \Sigma_{M S} (Ad_{M \xi_j T_S} T_S) \Sigma_{M S} (Ad_{M \xi_j T_S} T_S) T
\]

\[
(7)
\]
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