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Coupled mode theory (CMT) is a powerful framework for decomposing interactions between electromagnetic waves and scattering bodies into resonances and their couplings with power-carrying channels. It has widespread use in few-resonance, weakly coupled resonator systems across nanophotonics, but cannot be applied to the complex scatterers of emerging importance. We use quasinormal modes to develop an exact, ab initio generalized coupled mode theory from Maxwell’s equations. This quasinormal coupled mode theory, which we denote “QCMT”, enables a direct, mode-based construction of scattering matrices without resorting to external solvers or data. We consider canonical scattering bodies, for which we show that a CMT model will necessarily be highly inaccurate, whereas QCMT exhibits near-perfect accuracy.

I. INTRODUCTION

Coupled mode theory (CMT) is an indispensable theoretical tool for decomposing complex electromagnetic scattering problems into the interaction of power-carrying channels with resonant modes [1–3]. Yet CMT requires high-quality-factor modes in a weak-coupling limit [2], preventing quantitatively or even qualitatively accurate predictions for lossy or non-Hermitian photonic materials, complex multi-resonance metagrating and metasurface structures, or resonators with high radiative-loss rates. In this Article, we show that with only the assumption of a basis of quasinormal modes (QNMs) within scattering bodies [4, 5], one can map any electromagnetic scattering problem to a generalized CMT model, without restrictive frequency, quality-factor, or weak-coupling requirements. Our quasinormal coupled mode theory (QCMT) comprises exact and intuitive coupling matrices, enabling first-principles modal calculations of the full scattering matrix $\mathbf{S}$ of any system. We use a Mittag–Leffler expansion to our $\mathbf{S}$ matrix to simplify the frequency dependencies of the coupling matrices, cleanly separating the “resonant” and “background” contributions to the scattering process. We demonstrate a unification and equivalence of a few different QNM expansion formulae that have been proposed. We show that conventional conservation laws such as $K^\dagger K = 2 \text{Im} \Omega$, where $K$ is a mode–channel coupling matrix and $\Omega$ comprises the resonant frequencies, do not necessarily apply in general scattering problems, though we identify the limits in which they are recovered. Our work unites two important frameworks that have developed in parallel—temporal coupled-mode theory, typically for high-quality factor, isolated resonances, and quasinormal modes, typically for low-quality-factor and overlapping resonances.

A. Background

Coupled mode theory [1–3, 6] offers a prescription for decomposing complex scattering problems into channels, that carry power into and out of the system, and modes, which may control the response of the scatterer. For applications ranging from waveguide filters [7] to photovoltaic absorbers [8] to transparent displays [9], CMT enables predictions of high-performance designs and fundamental limits. Yet such predictions are only valid within the limits of CMT itself, which requires a key assumption: weak coupling between high-quality-factor (Q) resonances [2]. This assumption is violated in many scenarios of emerging interest (including photovoltaic absorbers). For example, plasmonic structures [10, 11] have significant material losses, large-area metasurfaces [12–14] comprise large numbers of low-Q, highly coupled resonances, and random media that are encountered in wavefront-shaping applications [15] have significant non-resonant contributions to their response. Clearly there is a need for a CMT-like framework without the assumption of weakly-coupled high-Q resonances.

An emerging technique for analyzing the modal structure of a scattered field is to decompose it into quasinormal modes [5, 16, 17], which are eigenfields of the generally non-Hermitian Maxwell operator. There are multiple approaches to such QNM expansions, e.g., via orthogonality decompositions [16, 18] or complex-analysis-based Mittag–Leffler expansions [17, 19]. These techniques have been used to successfully apply modal analysis to plasmonics [16, 18] and diffraction gratings [20], where a normal-mode approximation (as used in CMT) would necessarily be inaccurate. Yet while these approaches can decompose scattered fields into modes, they have not successfully captured the full interactions of the incident and scattered waves with the incoming and outgoing channels, which is the second key component to a CMT-like theory. Consequently, none of the previous approaches yield all relevant CMT equations, nor can they construct the full scattering matrices of the system. References [21, 22] construct scattering matrices but require fitting procedures and alternative full-Maxwell solvers to do so.

There is an alternative construction of scattering matrices with a CMT-like appearance that partitions open systems into a closed compact cavity, with discrete spec-
trum, and an open exterior, with a continuous spectrum. In this approach, which originated in nuclear scattering theory [23–25], the quasinormal modes comprise only the cavity modes (in distinction with the nanophotonics convention, which includes, e.g., “PML” modes [18]), and a self-energy operator couples the interior to the exterior. The resulting nonlinear matrix expressions can be quite difficult to compute and are more frequently used for their analytical properties [26, 27]. By contrast, the QCMT expressions we derive can be computed by standard Maxwell solvers [28].

In this work, we develop a complete CMT-like theory with quasinormal modes. Conventional CMT, briefly summarized in Sec. I B, comprises two linear matrix equations, the first of which connects the excited mode amplitudes to the incoming-wave amplitudes, and the second of which connects the outgoing-wave amplitudes to the incoming waves and the resonant excitations. The key result of our paper is the derivation of a set of two analogous equations based on quasinormal modes. To derive these equations, one first needs a formal description of both QNMs and scattering channels, which we provide in Sec. II. We then derive the two key QCMT equations through integral-equation identities that connect the fields external to the scatterer to fields within the scatterer, where they can be expanded in QNMs. The first equation has appeared in various (not obviously identical) forms in previous works [5, 16–18], whereas the second QCMT equation has to our knowledge not appeared previously. We use these two equations to derive the QNM-based full scattering matrix of any system (Sec. III), which comprises frequency-dependent coupling matrices (unlike their frequency-independent conventional counterparts). Our key results are summarized in Sec. IV, representing the foundational components of QCMT. In Sec. V, we show that Mittag-Leffler pole expansions of our derived expressions, when certain asymptotic conditions are satisfied, can lead to simplifications of the coupling matrices. We consider two canonical scattering problems as test examples of QCMT: one-dimensional Fabry-Perot scattering, and three-dimensional Mie scattering, where we demonstrate the accuracy of QCMT, and the necessary inaccuracy of conventional CMT (Sec. VI). A more general discussion of the valid regimes of conventional CMT follows in Sec. VII; interestingly, we find that QCMT shows a similar time-domain equation structure as its conventional CMT counterpart, except that there is an additional direct-scattering term and all coupling matrices are convolution operators in time, arising from the inherent frequency dependencies of the underlying Maxwell operators.

B. Conventional coupled mode theory (CMT)

Conventional coupled mode theory has been applied extensively to resonant phenomena across the nanophotonics landscape [2, 6, 8, 29–36]. There are four key matrices that appear in coupled-mode theory. The first, $\Omega$, dictates the phase and amplitude evolution of modal amplitudes $a$. Its entrywise real parts determine the phase evolution, while its entrywise imaginary parts are amplitude decay rates. Incoming waves with coefficients $c_{\text{in}}$ couple to the modal amplitudes $a$ by the transpose of a matrix $D$, while the reverse process of modal amplitudes coupling to outgoing waves is described by a matrix $K$. Finally, the “direct” scattering process of incoming waves coupling directly to outgoing waves is captured in a matrix $S_{\text{bg}}$. Often this matrix is denoted as a “$C$” matrix [3], but we use $S_{\text{bg}}$ because it physically represents the background scattering matrix. These relations are summarized in the CMT equations, which at frequency $\omega (e^{-i\omega t}$ harmonic time dependence) read [3]:

$$i(\omega - \omega)a = D^Tc_{\text{in}}$$  \hspace{1cm} (1)

$$c_{\text{out}} = S_{\text{bg}}c_{\text{in}} + Ka$$ \hspace{1cm} (2)

which are derived from an ansatz of weak coupling. Importantly, the coupling matrices are frequency-independent, which is not true in the general QCMT framework we derive in the following sections. The coupling matrices must satisfy certain constraints [3]:

$$K = D$$ \hspace{1cm} (reciprocal) \hspace{1cm} (3)

$$K^T K = -2 \text{Im} \Omega$$ \hspace{1cm} (4)

$$S_{\text{bg}}D^T = -D,$$ \hspace{1cm} (5)

where for the matrix $\Omega$, the notation $\text{Im} \Omega$ is its anti-Hermitian part, i.e., $\text{Im} \Omega = (\Omega - \Omega^T)/2i$. The first relation is required only in reciprocal systems, within which the coupling of incoming waves to modes is the reciprocal scenario of modes coupling to outgoing waves. (More generally, generalized reciprocity [37] would enforce a condition between $K$ of the given system and $D$ for a material-transposed system [38].) The second relation is a consequence of energy conservation: the total decay rate of all modes must equal the power flowing from the modes to the outgoing channels. The final relation arises from the requirement of no outgoing waves in the presence of an input that is exactly matched to the resonant mode via time reversal.

By substituting for the modal amplitudes in Eqs. (1,2), one can directly determine the scattering matrix $S$ that relates the outgoing-wave coefficients $c_{\text{out}}$ to the incoming-wave amplitudes $c_{\text{in}}$:

$$S = S_{\text{bg}} - iK(\Omega - \omega)^{-1}D^T.$$ \hspace{1cm} (6)

Typically, the CMT equations are used for semi-analytical descriptions with a single resonance [2, 6, 31], or a small number of isolated resonances [3, 36], in which cases Eqs. (1)–(6) can provide accurate descriptions. Yet for scattering bodies that exhibit any complexity in their resonant response, even high-symmetry scatterers like a Mie sphere (as discussed in Sec. VI), these equations fail to accurately capture scattering response, and a more general representation is required.
We write Maxwell’s equations in compact six-vector notation

\[
\begin{pmatrix}
-\nabla \times \\
0
\end{pmatrix} - \nabla \times \begin{pmatrix}
E \\
H
\end{pmatrix} = -i\omega \begin{pmatrix}
\epsilon & \zeta \\
-\eta & -\mu
\end{pmatrix} \begin{pmatrix}
E \\
H
\end{pmatrix} = - \begin{pmatrix}
J_x \\
J_m
\end{pmatrix}
\]

where we allow for arbitrary material anisotropy (or bianisotropy) and do not assume reciprocal materials. We include negative signs in the magnetic-field terms such that the 6×6 Green’s tensor is complex-symmetric when the materials are reciprocal. (Without the negative signs, reciprocity manifests in a more complicated symmetry condition including sign-flip matrices [40], while representing the same physics.) Writing the curl operator as \(\Theta\), the 6×6 material tensor as \(B\), the 6-component field tensor as \(\psi\), and source currents as \(\xi\), the six-vector version of Maxwell’s equations is:

\[
\Theta \psi - i\omega B \psi = -\xi.
\]

The material tensor \(B\) is frequency-dependent for dispersive materials.

### B. Scattering channels

Scattering channels carry power towards and away from a scatterer. They are 6-component vector fields comprising bases \(\Phi_{\text{out}}\) and \(\Phi_{\text{in}}\):

\[
\Phi_{\text{out}} = \begin{pmatrix}
E_{\text{out},1} & E_{\text{out},2} & \cdots \\
H_{\text{out},1} & H_{\text{out},2} & \cdots
\end{pmatrix}, \quad \Phi_{\text{in}} = \begin{pmatrix}
E_{\text{in},1} & E_{\text{in},2} & \cdots \\
H_{\text{in},1} & H_{\text{in},2} & \cdots
\end{pmatrix},
\]

with their key trait being that they satisfy a power orthonormality condition on a bounding surface, source/receiver volumes, or analogous domains [41]. In six-vector notation the Poynting flux of a field \(\psi\) through a surface \(\Sigma\) can be written \(\int_{\Sigma} \psi^\dagger Q \psi/4\), where \(Q = (n \times -n \times)\) is Hermitian and \(n\) is the outward surface normal vector. We assume the basis fields are normalized to have unity outgoing and incoming powers, with an inner product defined by the Poynting flux. Then the inner products of the basis functions satisfy

\[
\langle \Phi_{\text{out}}, \Phi_{\text{out}} \rangle = \int_{\Sigma} \Phi_{\text{out}}^\dagger Q \Phi_{\text{out}} \, dS = \mathbb{I},
\]

\[
\langle \Phi_{\text{in}}, \Phi_{\text{in}} \rangle = \int_{\Sigma} \Phi_{\text{in}}^\dagger Q \Phi_{\text{in}} \, dS = -\mathbb{I}
\]

\[
\langle \Phi_{\text{in}}, \Phi_{\text{out}} \rangle = \int_{\Sigma} \Phi_{\text{in}}^\dagger Q \Phi_{\text{out}} \, dS = 0,
\]

where \(\mathbb{I}\) represents the identity matrix. Typical examples of scattering channels include vector spherical waves [42, 43], plane waves [33, 44, 45], and the singular vectors of the scattering matrix of a given scatterer [41, 46]. In many cases the incident wave is a traveling wave, such as a plane wave, which is a combination of both incoming and outgoing fields, so it is useful to define an incident-wave basis \(\Phi_{\text{inc}}\) comprising both incoming and outgoing waves,

\[
\Phi_{\text{inc}} = \alpha \Phi_{\text{in}} + \beta \Phi_{\text{out}},
\]

where \(\alpha\) and \(\beta\) are constants. Up to arbitrary phase factors, for vector spherical waves, \(\alpha = \beta = \frac{1}{2}\); for plane
waves, \( \alpha = \beta = 1 \). (See SM for details of the plane wave basis definition.) Any given incident wave can be represented in the incoming/outgoing-wave basis by the expression

\[
\psi_{\text{inc}} = \Phi_{\text{inc}} c_{\text{inc}} = \Phi_{\text{in}} c_{\text{in}} + \Phi_{\text{out}} S_{\text{bg}} c_{\text{in}}. \tag{12}
\]

By matching the vectors multiplying \( \Phi_{\text{in}} \) in Eqs. (11,12), we can see that \( c_{\text{inc}} = \frac{1}{\alpha} c_{\text{in}}. \)

C. Quasinormal modes

Quasinormal modes are eigenfields of a non-Hermitian Maxwell operator, where non-Hermiticity arises from material loss, radiation loss (open boundaries), linear gain, or any other source of power imbalance in a resonator. Whereas normal modes are solutions of Hermitian eigenproblems and are guaranteed to form a complete basis, and these singularities are the “exceptional points” that have garnered tremendous recent interest [47–50]. Yet here are, necessarily, singular points in the space of all possible field and material distributions, and at any generic perturbation away from an exceptional point the quasinormal modes will comprise a complete basis [49]. In fact, QNMs are likely to be over-complete [4, 51]—only a subset are likely necessary to form the expansion basis—and this leads to multiple equivalent expansion formulae and various sum rule relations [17].

Since we do not assume reciprocity, for any eigenfrequency \( \omega_n \), indexed by \( n \), we have to distinguish between right quasinormal modes \( \psi_{R,n} \) and left quasinormal mode \( \psi_{L,m} \):

\[
\Theta \psi_{R,n} = i \omega_n B(\bar{\omega}_n) \psi_{R,n}, \tag{13}
\]

\[
\Theta \psi_{L,m} = -i \omega_n B^T(\bar{\omega}_n) \psi_{L,m}. \tag{14}
\]

where the transpose in the material \( B \) operator arises from \( \psi_{L,n} \) being defined on the left of the operators \( \Theta \) and \( B \), transposing the entire equation, and utilizing the complex-symmetry of the \( \Theta \) operator (\( \Theta^T = \Theta \)). For reciprocal materials, \( B = B^T \) and the left QNMs (comprising the “dual basis” [49]) coincide with the right QNMs. We assume any standard computational discretization of the problem (with sufficiently high accuracy) [52], and write the QNMs as columns in a basis matrix:

\[
\Phi_{\text{QNM}} = (\psi_{R,1} \psi_{R,2} \ldots), \tag{15}
\]

with corresponding eigenvalues

\[
\Omega = \begin{pmatrix} \bar{\omega}_1 & \bar{\omega}_2 & \cdots \end{pmatrix}, \tag{16}
\]

and similarly define \( \Phi_{\text{LQNM}} \) for the left QNMs, which share the same eigenvalues. One can multiply Eq. (13) and Eq. (14) on the left by \( \psi_{L,n}^T \) and \( \psi_{R,m}^T \), respectively; integrating over all space \( V \) yields the QNM orthogonality relation [16]:

\[
\int_V \psi_{L,n}^T (\bar{\omega}_n B(\bar{\omega}_n) - \bar{\omega}_m B(\bar{\omega}_m)) \psi_{R,m} = 0. \tag{17}
\]

To normalize the individual QNMs, we consider Eq. (17) with the left and right QNMs indexed by the same value \( n \); the material-dependent term in the middle goes to zero, but instead one can divide by \( \bar{\omega}_n - \omega \) and take the limit as the difference goes to zero:

\[
\lim_{\omega \to \bar{\omega}_n} \int_V \psi_{L,n}^T \left( \frac{\bar{\omega}_n B(\bar{\omega}_n) - \omega B(\omega)}{\bar{\omega}_n - \omega} \right) \psi_{R,n} = 1. \tag{18}
\]

Equation (18) cannot be used to independently normalize both \( \psi_{L,n} \) and \( \psi_{R,n} \) for a given \( n \), but in any scattering computation one only needs overlap integrals between them, for which Eq. (18) is sufficient. For nondispersive materials, Eq. (17) reduces to an orthogonality relation

\[
(\bar{\omega}_n - \bar{\omega}_m) \int_V \psi_{L,n}^T B \psi_{R,m} = 0, \tag{19}
\]

and the normalization is simply \( \int_V \psi_{L,n}^T B \psi_{R,n} = 1 \). Once all relevant modes are solved for, they become the natural basis for the fields inside of scatterers.

Two recent works attempt to construct the full scattering matrix directly from quasinormal modes. Reference [21] does so, albeit with unknown background-scattering-term parameters that are computed by (incorrectly) assuming the validity of conventional CMT. Reference [22] constructs the resonant part of the scattering matrix from QNMs, but misses a direct-scattering term, yielding an incomplete construction. It appears that the key expression missing from these works is an equation deriving outgoing-wave coefficients from QNM amplitudes and incoming-wave coefficients, which we determine in our “QCMT equation 2” in Eqs. (29,33) below.

III. FROM MAXWELL TO QCMT

A coupled-mode-theory representation decomposes a scattering problem into three sets of degrees of freedom: the incoming-wave amplitudes, the outgoing-wave amplitudes, and the amplitudes of the resonances, i.e., the quasinormal modes. The incoming-wave amplitudes are specified by the problem of interest. This leaves two sets of amplitudes to solve for: the QNM amplitudes (Sec. IIIA) and the outgoing-wave amplitudes (Sec. IIIB). We derive the two corresponding QCMT equations in the following subsections.
A. QCMT Eqn 1: QNM amplitudes

The first QCMT equation should relate the quasinormal-mode amplitudes, \( a \), to the incoming-wave amplitudes \( c_{\text{in}} \) (like its CMT counterpart, Eq. (1)). To do this we need to find the QNM response for a given incident field. In the region of the scatterer, the scattered field \( \psi_{\text{scat}} \) can be decomposed into the QNMs:

\[
\psi_{\text{scat}} = \begin{pmatrix} \psi_{R,1} \\ \psi_{R,2} \\ \vdots \end{pmatrix} = \Phi_{\text{QNM}} a,
\]

where \( \Phi_{\text{QNM}} \) is the basis of QNM resonance fields and \( a \) are the unknown expansion coefficients. To relate the expansion coefficients to the incoming-wave amplitudes, it might be possible to use the typical differential form of Maxwell’s equations, but the fields have independent degrees of freedom everywhere in space, including outside the scatterer. Instead, all of the degrees of freedom can be brought inside the scatterer by using the volume equivalence principle [52]. The material tensor \( B \) can be separated into background and scatterer constituents,

\[
B = B_{\text{bg}} + \Delta B.
\]

The incident field \( \psi_{\text{inc}} \) is the solution of Maxwell’s equations in the absence of the scatterer (i.e. with \( B = B_{\text{bg}} \) everywhere), while the scattered field \( \psi_{\text{scat}} \) is the additional field excited when \( \Delta B \) is introduced, which is given by the difference between the total and incident fields, \( \psi_{\text{scat}} = \psi - \psi_{\text{inc}} \). Then straightforward manipulation of Maxwell’s equations yields a differential equation for \( \psi_{\text{scat}} \) with all degrees of freedom within the scatterer [52]:

\[
\Theta \psi_{\text{scat}} - i\omega B \psi_{\text{scat}} = i\omega \Delta B \psi_{\text{inc}},
\]

One can see that Eq. (22) relates \( \psi_{\text{scat}} \) to \( \psi_{\text{inc}} \), and thus should also define the connection from \( a \) to \( c_{\text{in}} \). Inserting the expression relating \( \psi_{\text{inc}} \) to \( c_{\text{in}} \), Eq. (11), into the right-hand side of Eq. (22), and the decomposition of \( \psi_{\text{scat}} \) into QNMs, Eq. (20), on the left-hand side, and utilizing generalized reciprocity relations as well as the normalization properties of the QNMs, Eqs. (17,18), leads directly to the first QCMT equation:

\[
N(\omega) i(\Omega - \omega) a = \frac{i\omega}{\alpha} (\Phi_{\text{QNM}}, \Delta B \Phi_{\text{inc}}) c_{\text{in}},
\]

where \( N(\omega) \) is a nonsingular matrix with entries \( N_{nm}(\omega) = \int_{\Sigma} \psi_{L,m}^T \left( \frac{\tilde{\omega}_n B(\tilde{\omega}_n) - \omega B(\omega)}{\tilde{\omega}_n - \omega} \right) \psi_{R,n} \). If \( B \) is nondispersive, the normalization condition of Eq. (18) implies that \( N \) is the identity matrix.

Equation (23) is our first QCMT equation. It is not new, having been derived in Refs. [5, 16], but we included a brief derivation for completeness. The intuition behind Eq. (23) is similar to that of the first CMT equation, Eq. (1): the QNM amplitudes \( a \) are large for the modes (within \( \Phi_{\text{QNM}} \)) that have large overlap with the incident field over the scatterer volume, and/or whose resonant frequencies have small imaginary parts and real parts close to the excitation frequency \( \omega \). The matrix \( N(\omega) \) accounts for modal overlaps in dispersive media, though as we show in Sec. V, this matrix can be dropped from the equation when a Mittag–Leffler expansion is valid.

B. QCMT Eqn 2: Outgoing-channel wave amplitudes

The second QCMT equation, analogous to Eq. (2) of conventional CMT, should determine the outgoing-wave amplitudes from the incoming-wave and quasinormal-mode amplitudes. First, we recognize that the outgoing-wave amplitudes are given by an overlap integral on the bounding region \( \Sigma \) of the outgoing-wave basis functions with the total field \( \psi \):

\[
c_{\text{out}} = \langle \Phi_{\text{out}}, \psi \rangle = \int_{\Sigma} \Phi_{\text{out}}^\dagger \frac{Q}{4} \psi.
\]

We can write the total field as the incident field plus the scattered field, with the scattered field itself being the field radiated from the polarization field inside the scatterer via a convolution with the background Green’s function, \( \Gamma_{\text{bg}} \):

\[
\psi_{\text{scat}}(r) = i\omega \int_{V} \Gamma_{\text{bg}}(r, r') \Delta B(r') \psi(r').
\]

The polarization field itself must be separated into incident and scattered fields, the latter of which comprise the QNMs, per Eq. (20). Making these substitutions, we have

\[
c_{\text{out}} = \int_{\Sigma} \Phi_{\text{out}}^\dagger \frac{Q}{4} \psi_{\text{inc}}(r) + i\omega \int_{\Sigma} \Phi_{\text{out}}^\dagger \frac{Q}{4} \int_{V} \Gamma_{\text{bg}}(r, r') \Delta B(r') \psi_{\text{inc}}(r') + i\omega \int \Phi_{\text{out}}^\dagger \frac{Q}{4} \int_{V} \Gamma_{\text{bg}}(r, r') \Delta B(r') \Phi_{\text{QNM}}(r') a.
\]

The first term simply isolates the outgoing components of the incident field; from Eq. (12), this term equals \( S_{\text{bg}} c_{\text{in}} \). The second and third terms start with polarization-field terms inside the scatterer, \( \Delta B \psi_{\text{inc}} \) and \( \Delta B \Phi_{\text{QNM}} a \), respectively, convolve with the background Green’s function to yield radiated (outgoing) fields on the boundaries \( \Sigma \), and then computes the power-normalized overlap with the outgoing-wave basis functions, \( \Phi_{\text{out}} \). We can simplify these expressions via reciprocity. We assume that the background medium is a reciprocal material. (If it is not, then one can simply use generalized reciprocity [37] and slightly modified versions of the expressions below.) Reciprocity in the background means that the background Green’s function has a symmetry under
reversal of its position arguments, i.e., transposition of source and receiver locations. Typically that would be written $\Gamma^T_{bg}(r, r') = \Gamma_{bg}(r', r)$. However, this exact expression relies on either free-space or periodic boundary conditions, and does not apply, for example, in scattering scenarios with Bloch-periodic boundary conditions. With full generality, for any boundary conditions, the reciprocal scenario represented by the transpose and argument reversal of the Green’s function is given by time-reversing the scattering channels, which we can encode in the Green’s function as the relation

$$\Gamma^T_{bg}(r, r') = \Gamma^{TR}_{bg}(r', r),$$

(27)

where the “TR” superscript implies time-reversal of the channels. This relation does not require any time-reversal symmetry of the scatterer itself. This definition includes both the usual symmetry of the Green’s function for free-space or periodic boundary conditions, as well as the special inner product defined in the Bloch-periodic case [53].

We now simplify the third expression on the right-hand side of Eq. (26), which will imply a similar simplification for the second expression as well. First, we observe that adding in any constant multiple of $\Phi_{inc}$ to $\Phi_{out}$ in the overlap integrals will not change the value of that integral, due to the orthogonality $\langle \Phi_{inc}, \Phi_{out} \rangle = 0$ and the scattered field being always outgoing. As a result, we add $\frac{1}{\beta} \Phi_{inc}$ to $\Phi_{out}$, and this sum becomes $\frac{1}{\beta} \Phi_{inc}$ by Eq. (11), so we can replace $\Phi_{out}$ with $(\frac{1}{\beta} \Phi_{inc})^\dagger$. Now we can work with a regular field $\Phi_{inc}$, instead of the singular field $\Phi_{out}$, which will enable a simplification below. The basis functions in $\Phi_{inc}$ are related to their time-reversed partners by

$$\Phi_{inc}^{TR} = P \Phi_{inc}^*$, where $P = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$

Using the fact that $P^2 = I$, we can write $(\frac{1}{\beta} \Phi_{inc})^\dagger$ as $\frac{1}{\beta^2} \Phi_{inc}^{TR}$. To use reciprocity in the Green’s function part of the expression in Eq. (26), we want to take its transpose. Upon using the reciprocity relation, Eq. (27), the position arguments of the Green’s function can be reversed, in which case one can interpret the expression in a new way: fields on the bounding surface $\Sigma$ are transported into the scatterer, by the background Green’s function, where they are overlapped with the fields inside the scatterer. Working through this intuition mathematically, we find:

$$\left\{ \int_{\Sigma} \frac{i \omega}{\beta^2} \left( P \Phi_{inc}^{TR} \right)^T(r) \right\} = \frac{i \omega}{4 \beta^4} \int_{V} \Gamma_{bg}(r, r') \Delta B(r') \Phi_{Rqnm}(r') \alpha \right\}^T$$

$$= \frac{i \omega \alpha^T}{4 \beta^4} \int_{V} \Phi_{Rqnm}^{TR}(r') \Delta B^T(r') \int_{\Sigma} \Gamma_{bg}^{TR}(r', r) Q P \Phi_{inc}^{TR}(r)$$

$$= \frac{i \omega \alpha^T}{4 \beta^4} \int_{V} \Phi_{Rqnm}^{TR}(r') \Delta B^T(r') \Phi_{inc}^{TR}(r')$$

$$= \frac{i \omega}{4 \beta^4} \Phi_{inc}^{TR} \Delta B \Phi_{Rqnm}(r') \alpha,$$  

(28)

The initial expression is the third right-hand side expression of Eq. (26), with $\frac{1}{\beta^2} \left( P \Phi_{inc}^{TR} \right)^T$ replacing $\Phi_{out}^\dagger$.

The first equality expression is the transpose of the initial with $\Gamma_{bg}^{TR}(r, r')$ replacing $\Gamma_{bg}(r, r')$ via reciprocity, and $Q^T$ replacing $Q$ because it is complex symmetric. The second equality expression simplifies the integral on the right-hand side of the previous expression, $\int_{V} \Gamma_{bg}^{TR}(r', r) Q P \Phi_{inc}^{TR}(r) = \Phi_{inc}^{TR}(r')$, through the surface-equivalence principle [37, 52]. The fact that $\Phi_{inc}^{TR}$ is a traveling wave and free of singularities is crucial, otherwise the surface-equivalence principle cannot be applied. The term $Q P \Phi_{inc}^{TR}(r)$ are the equivalent surface currents that generate the incoming fields $\Phi_{inc}^{TR}$, and the convolution with the Green’s function $\Gamma_{bg}^{TR}(r', r')$ produces the fields $\Phi_{inc}^{TR}$ at points $r'$ in the scattering body. The final equality expression is simply the transpose of the previous one, written in inner product notation, where we now clearly see that the lengthy expressions on the right-hand side of Eq. (26) are proportional to simple unconjugated overlap integrals of the time-reversed incident fields with the fields $\Delta B \Phi_{Rqnm}$, which are nonzero only in the scatterer. The specific nature of $\Phi_{Rqnm}$ played no role in the derivation of Eq. (28), and thus the simplification of the second term in Eq. (26) is of exactly the same form but with the replacement $\Phi_{inc}^{TR} \alpha \rightarrow \psi_{inc}$.

Having simplified each of the three terms in Eq. (26), we now have the second QCMT equation:

$$c_{out} = \begin{pmatrix} S_{bg} + \frac{1}{4 \alpha \beta^2} i \omega (\Phi_{inc}^{TR} \Delta B \Phi_{inc}) \end{pmatrix} c_{in}$$

$$+ \frac{1}{4 \beta^4} i \omega (\Phi_{inc}^{TR} \Delta B \Phi_{Rqnm}) \alpha.$$

(29)

Equation (29), to our knowledge, has not been derived before. (See SM for the derivation without equivalence principle for structures in vacuum.) Intuitively, the first and third terms represent the direct background process from incoming to outgoing waves, and the radiation from QNMs to outgoing waves, respectively. Interestingly, the second term represents a Born-like scattering term (it is the first term in a Born scattering series expansion) that apparently is not captured in the resonant response of the third term. Equation (29) is the crucial QCMT equation that enables solution of the outgoing fields for a given input, and it will be the key to enabling an expression for the scattering matrix.

IV. QUASINORMAL COUPLED MODE THEORY (QCMT)

We can synthesize the two key results of the previous sections into our quasnonormal coupled mode theory. To simplify comparisons with conventional CMT, we define frequency-dependent matrices $D(\omega)$ and $K(\omega)$ that play similar roles to $D$ and $K$ in conventional CMT:

$$D(\omega) = \frac{i \omega}{\alpha} (\Phi_{Rqnm}, \Delta B \Phi_{inc})^T$$

(30)

$$K(\omega) = \frac{i \omega}{4 \beta^4} (\Phi_{inc}^{TR}, \Delta B \Phi_{Rqnm})$$.

(31)
With these matrices, we can write the key QCMT equations, Eqs. (23,29), as:

\[
iN(\omega)(\Omega - \omega)a = D^T(\omega)c_{\text{in}}, \quad \text{(32)}
\]

\[
c_{\text{out}} = \left\{ S_{\text{bg}} + \frac{i\omega}{4\alpha\beta^*} (\Phi_{\text{inc}}^{\text{TR}}, \Delta B \Phi_{\text{inc}}) \right\} c_{\text{in}} + K(\omega)a. \quad \text{(33)}
\]

Additionally, we can solve the first QCMT equation, Eq. (32), for the quasinormal-mode amplitudes \(a\), insert the result into the second QCMT equation, Eq. (33), and extract the QCMT scattering matrix:

\[
S = S_{\text{bg}} + \frac{i\omega}{4\alpha\beta^*} (\Phi_{\text{inc}}^{\text{TR}}, \Delta B \Phi_{\text{inc}}) - iK(\omega)[N(\omega)(\Omega - \omega)]^{-1} D^T(\omega). \quad \text{(34)}
\]

We see that Eqs. (32)–(34) show a similar functional form to the analogous CMT equations, Eqs. (1,2,6). There are two key differences. First, the coupling matrices \(K\) and \(D(\omega)\) are now frequency-dependent, with a possible additional frequency dependence arising in dispersive media from the matrix \(N(\omega)\). This frequency dependence is critical to accurate simulations, as we show in Sec. VI; in the time domain, they indicate that the coupling operators are convolutions, as we discuss in Sec. VII. The second key difference is the appearance of the second term on the right-hand sides of Eq. (33) and Eq. (34), which is proportional to the overlap of the time-reversal-generated incident waves with the incident field, in the domain of the scatterer. This Born-scattering term arises only in the presence of a scatterer (i.e. \(\Delta B \neq 0\) everywhere), and yet is part of the “direct” scattering process, a term that has no counterpart in conventional CMT.

One can similarly ask whether the QCMT equations satisfy conservation laws similar to those of Eqs. (3)–(5) of conventional CMT. With reciprocal materials and outgoing channel functions that are time-reversed partners of the incoming channel functions, one can see from Eqs. (30,31) that \(D(\omega)\) and \(K(\omega)\) will be identical,

\[
D(\omega) = K(\omega) \quad \text{(reciprocal)} \quad \text{(35)}
\]

up to the numerical factor \(\alpha/4\beta^*\). However, that is as far as one can go with simple QCMT conservation laws. The analog of Eq. (4), \(K^\dagger K = 2\text{Im}\Omega\), does not hold. Intuitively, that equality is a statement that the mode-energy decay rate equals the power in the outgoing channels, and certainly one could codify such a statement in a Poynting-flux evaluation of the CMT quantities. However, \(\text{Im}\Omega\) does not determine the mode-energy decay rate at arbitrary frequency \(\omega\) in the general scenario when the coupling matrices are frequency-dependent. Similarly, there is no simple analog of Eq. (5), \(S_{\text{bg}} D^* = -D\), which enforces a relation between the background scattering matrix and the coupling matrix \(D\). A key impediment is the presence of the Born term in the second CMT equation, Eq. (33), which augments the background with a scatterer- and frequency-dependent matrix.

V. POLE EXPANSION REPRESENTATIONS

The key equations derived to this point are Eqs. (32)–(34), which are the two QCMT equations and the corresponding scattering matrix, in order. A key distinction between conventional CMT and these equations is that the QCMT matrices are frequency-dependent, and require use of an overlap matrix \(N(\omega)\) and its inverse. In this section we show how Mittag–Leffler pole expansions allow for removal of the \(N\) matrix and simplification of the frequency-dependent matrices.

For our purposes, we can use the following form of a Mittag–Leffler expansion [54, 55]: given a meromorphic function \(f(z)\) with simple poles \(z_1, z_2, \ldots, z_n, \ldots\), no pole at 0, and \(\lim_{n \to \infty} z_n = \infty\), one can expand \(f(z)\) around \(z = 0\) as

\[
f(z) = f(0) + h(z) + \sum_{n=1}^{\infty} \text{Res}(f(z_n)) + \sum_{n=1}^{\infty} \text{Res}(f(z_n)),
\]

where \(\text{Res}(f(z_n))\) is the residue of \(f(z)\) at \(z_n\) and \(h(z)\) is an entire function. By definition, \(h(0) = 0\). Furthermore, if \(f(z)\) is bounded as \(z\) goes to complex infinity, then \(h(z)\) is zero everywhere. In this section we emphasize only new expressions; in the SM we show that Mittag–Leffler expansions at various stages of the QCMT formulation unify many seemingly different expressions that have previously appeared across the literature.

A. Simplified QCMT equation

A first use of the Mittag–Leffler expansion is to simplify the first QCMT equation, Eq. (32). We can start with the volume-integral expression relating the scattered field at a point \(r\) in the scatterer to the incident field at a point \(r'\) in the scatterer:

\[
\psi_{\text{scat}}(r) = i\omega \int \Gamma(r, r', \omega) \Delta B(r', \omega) \psi_{\text{inc}}(r'). \quad \text{(37)}
\]

To identify all possible poles in the response, we require knowledge of the frequency dependence of the permittivity, which by the Kramers–Kronig relations [56] (or a pole-expansion representation [57, 58]), can be written

\[
B(\omega) = B_\infty - \sum_n \frac{\sigma_n}{\omega - \omega_n}, \quad \text{(38)}
\]

where the \(\omega_n\) are the complex-frequency material poles (to be distinguished from the quasinormal-mode frequencies \(\tilde{\omega}_i\)) and the \(\sigma_n\) are matrix-valued residues. The Green’s function can be decomposed into a summation over the quasinormal-mode resonances [5, 19],

\[
\Gamma(r, r', \omega) = \sum_i \frac{\psi_{R,i}(r) \psi_{L,i}^T(r')}{i(\tilde{\omega}_i - \omega)}. \quad \text{(39)}
\]
From Eq. (39) and a known sum rule [17], one can show that $\Gamma$ evaluated at any material pole is 0, i.e. $\Gamma(r, r', \omega_n) = 0$, still considering $r$ and $r'$ at points inside the scatterer. Physically this must be true because at any material pole the permittivity diverges and the materials acts as a perfect conductor, such that the field within the scatterer is 0. The term $\Gamma\Delta B$ in Eq. (37) contains the frequency-dependent term $\Gamma \sigma_n/\omega - \omega_n$; applying ML to that term yields:

$$
\Gamma(r, r', \omega) \sum_{n} \frac{\sigma_n}{\omega - \omega_n} = \sum \psi_{R,i}(r) \psi_{L,i}^T(r') \frac{\sigma_n}{\omega_i - \omega},
$$

$$
- \sum_{i,n} \left[ \sum \frac{1}{i(\omega_i - \omega)} \frac{\sigma_n}{\omega_i(\omega_i - \omega_n)} \right],
$$

$$
+ \Gamma(r, r', \omega_n) \sum_{n} \frac{\sigma_n}{\omega - \omega_n} - \Gamma(r, r', 0) \sum_{n} \frac{\sigma_n}{\omega - \omega_n},
$$

where only the first term remains in the expansion because the fourth term contains $\Gamma(r, r', 0)$, the third term contains $\Gamma(r, r', \omega_n)$, and the second term is proportional (via partial-fraction expansion, cf. SM) to the difference $\Gamma(r, r', 0) - \Gamma(r, r', \omega_n)$, all of which are zero due to the identities discussed above, $\Gamma(r, r', 0) = \Gamma(r, r', \omega_n) = 0$. We define a basis matrix $\tilde{F}_{\text{Lqnm}}$ with elements $[\Delta B(\omega_i)]^T \psi_{L,i}$. Inserting this expansion back into Eq. (37), we find a simple expression:

$$
(\Omega - \omega) a_n = \frac{\omega}{\alpha} (\tilde{F}_{\text{Lqnm}}, \Phi_{\text{inc}}) c_{in},
$$

This expression simplifies the frequency dependencies of Eq. (23), as it does not contain the frequency-dependent overlap matrix $N(\omega)$, nor does it require re-evaluating the material constant $B$ at every frequency $\omega$, and it is very similar to the first CMT equation, albeit with a frequency-dependent prefactor. To our knowledge, Eq. (41) has not been derived before. Similarly, substituting $\Gamma$ in Eq. (39) into Eq. (37) produces a version of Eq. (23) without $N(\omega)$, so we can similarly drop $N(\omega)$ in the expansions to follow. Furthermore, applying the same procedures to $\omega \Gamma \Delta B$, we obtain the expansion expression in Refs. [17, 18] (cf. SM). This method also makes the equivalence evident among other expansion expressions highlighted in Ref. [5].

### B. Resonant expansion of S matrices

The S matrix expression in Eq. (34) is similar to a pole expansion via resonance frequencies, except for the presence of the $N$ matrix and the frequency dependencies of the $K$ and $D$ matrices. We can apply the Mittag–Leffler expansion to Eq. (34) to obtain a simpler form. As shown in the SM, the result utilizes frequency-independent matrices $\tilde{K}$ and $\tilde{D}$, defined by $K_{ij} = K_{ij}(\tilde{\omega}i)$ and $D_{ij} = D_{ij}(\tilde{\omega}i)$. Then Eq. (34) becomes

$$
S = S_{\text{bg}}(\omega = 0) + H(\omega) + i\tilde{K} \tilde{\Omega}^{-1} \tilde{D}^T - i\tilde{K}(\Omega - \omega)^{-1} \tilde{D}^T,
$$

where $H$ is a frequency-dependent background term (generalizing $h$ from Eq. (36) to a matrix), whose elements are all entire functions of $\omega$, containing the Born scattering term and the difference between $\tilde{K}(\Omega - \omega)^{-1} \tilde{D}^T$ and $\tilde{K}(\Omega - \omega)^{-1} \tilde{D}^T$. The term with the inverse of $(\Omega - \omega)$ will be the dominant contributor near resonances, while the remaining terms can be considered a non-resonant “background.” With the frequency dependencies of $\tilde{K}$ and $D$ removed (and $N$ removed altogether), the resonant term is now purely a complex Lorentzian form. For simplicity, we assumed the scattering poles do not exactly coincide with the material poles. The key hurdle to using Eq. (42) is the presence of the unknown function $H(\omega)$. Without knowledge of $H(\omega)$, one can only determine $H(\omega)$ from Eq. (34) (cf. SM), rendering Eq. (42) redundant. For choices of channel basis functions such that $S(\omega)$ goes to zero at infinity everywhere in the complex plane (as is possible in the Fabry–Perot example in Sec. VI), however, $H(\omega) = 0$ and Eq. (42) represents a dramatic simplification of the QCMT scattering matrix.

### VI. QCMT COMPUTATIONS

In this section, we demonstrate the accuracy of the QCMT theory. We compute wave-scattering solutions by Eq. (34) from a Fabry-Perot slab as well as from a three-dimensional Mie sphere, two cases where one can easily compare against exact solutions. In each example, we demonstrate that it is critical to accurately model the contribution of the background term in Eq. (42) (including the Born scattering term), which was missing from previous quasinormal-mode descriptions of the scattering matrix [21, 22]. In the sphere case, we go a step further and compare the exact and QCMT results with the best possible CMT model of the scattering process. We show that CMT cannot accurately model the scattering response, as even the best CMT approximation is highly inaccurate.

The Fabry–Perot example is depicted in Fig. 2(a). The basis functions for the incoming and outgoing waves are plane waves. The basis-function phases are defined relative to each interface, ensuring that the scattering matrix decays to zero at infinity everywhere in the complex plane, allowing us to use the simpler pole-expansion expressions of Sec. V. In Fig. 2(b) we plot the resonances of the slab (with refractive index $n = 9$), which can be found analytically [5] by the inset expression. (The high
FIG. 2: (a) A plane wave in vacuum is incident upon a Fabry-Perot slab of thickness \( L = 1 \) (alternatively, all frequencies are scaled by \( 1/L \) for arbitrary \( L \)) and refractive index \( n = 9 \). The transmission and reflection coefficients of the slab are \( t \) and \( r \), respectively. The thickness-dependent phases of the channel functions ensure \( H(\omega) = 0 \) in Eq. (42). (b) Resonances \( \tilde{\omega}_m \) in the complex frequency plane, computed analytically (inset). (c,d) Five resonances (c) and the real parts of the background (black dotted), resonant (colored solid, black dashed, top), and total (black circles) reflection coefficients computed by QCMT, as well as the exact expression (red solid).

value of \( n \) makes the resonances more distinct; one can expect equivalent or even higher accuracy for smaller refractive indices.) We consider normal incidence where both \( s \) and \( p \) polarizations exhibit identical response. The reflection coefficients computed by QCMT are shown in Fig. 2(d), where each of the resonant contribution \( r_{\text{reso}} \), the background contribution \( r_{\text{bg}} \), and the total reflection coefficient \( r \) are shown. For the resonant-only reflection coefficient, the dashed black line shows the total computed \( r_{\text{reso}} \), while the solid lines depict the isolated contributions of each individual resonance. The background reflection coefficient, which our method predicts exactly, provides an important shift in the reflection coefficient that is critical to getting the correct final answer. The total reflection coefficient is depicted by the open circles, agreeing very well with the exact solution (red solid line). See SM for further details of the channel function definitions and quasinormal modes. An accurate CMT model of the form of Eqs. (1)–(6) for this example is impossible. Since the direct process here is perfect transmission, no CMT model can produce a reflection coefficient \( r \) as in Fig. 2(d), with a few dips in a background of unity (total reflection).

Fig. 3 depicts the scattering by a sphere with refractive index \( n = 4.5 \). Parts (a–e) of the figure are analogous to their counterparts in Fig. 2, and again show very high accuracy in the QCMT computations. The channel basis functions are vector spherical waves \( N_{\sigma\ell m} \) (Ref. [43]). The indices \( \ell \) and \( m \) are the usual angular-momentum indices, while \( \sigma \) separates the angular components into even and odd constituents. For a sphere the different angular momentum channels decouple, and here we consider the \( \ell = 1 \) channel for the incident wave and scattering-matrix calculations. Unlike the Fabry–Perot case, the resonance locations cannot be found analytically. Instead, they are found as the poles of the sub-block of the \( S \)-matrix corresponding to the \( \ell = 1 \) channel, \( S_{11} \), i.e., the solution of the equation \( (S_{11}(\tilde{\omega}_m))^{-1} = 0 \). However, their QNM fields can be obtained analytically using an appropriate rotation of the outgoing fields in the complex plane (cf. SM). In Fig. 3(a) we compare the imaginary part of \( S_{11} \) constructed from Eq. (34) with the exact value in Fig. 3(e). Unlike the Fabry–Perot case, there does not appear to be a choice of basis functions that makes the background part frequency-independent, and Fig. 3(f) shows the oscillatory background term \( S_{11,\text{bg}} \). Furthermore, we try to construct a CMT model of the form of Eqs. (1)–(6) to the highest possible accuracy. In this CMT model, a single channel is coupled to multiple resonances represented by \( \Omega \) as in Eq. (16), so \( K \) and \( D \) are row vectors, with the number of elements set by the number of coupled resonances. Since the system here is reciprocal and lossless with \( S_{\text{bg}} = 1 \), Eqs. (3,5) must hold in the CMT model, requiring \( K = D \) with purely
imaginary elements. This fixes the phase of elements in $K$. Hence, we choose $K_m = i\sqrt{-2\text{Im}\omega_m}$ to accurately model the decay of the resonances. The choices of $\Gamma$ and $\Omega$ are not as straightforward as $K$ and $D$ because we have more modes than channels. This means $\Gamma = -\text{Im}(\Omega)$ and $\Gamma = \frac{i}{2}K^\dagger K$ cannot be satisfied simultaneously. ($K^\dagger K$ is rank 1 with the single incoming/outgoing channel.) In Fig. 3(g), with model “CMT1,” we choose $\Gamma = -\text{Im}(\Omega)$, in which case $K^\dagger K \neq 2\Gamma$ and energy conservation is violated. In Fig. 3(h), for model “CMT2,” we choose $\Gamma = \frac{i}{2}K^\dagger K$, in which case $\Gamma \neq -\text{Im}(\Omega)$ (which is the choice in Ref. [36]). In both cases, the agreement is poor between the CMT model and the exact solution, demonstrating the inability of the CMT model to accurately capture the multi-resonant scattering response.

VII. WHEN IS CMT ACCURATE?

The results of the previous section prompt a more general question about the validity of conventional CMT. Our exact QCMT theory allows us to uniquely answer this question. The QCMT theory simplifies to conventional CMT when the following conditions hold: (1) the Born-scattering background term is small, and (2) the coupling strengths $D(\omega)$ and $K(\omega)$ must be approximately frequency-independent over the bandwidth of interest. The second condition is a more precise statement of the well-understood requirement [1, 2] that CMT requires high-quality-factor, well-separated resonances.

The time-domain versions of the CMT equations of Eqs. (1,2) are [3]

$$\frac{d}{dt}a(t) = -i\Omega a(t) + D^T c_{\text{in}}(t),$$

$$c_{\text{out}}(t) = S_{\text{bg}} c_{\text{in}}(t) + K a(t),$$

which can be interpreted as the inverse Fourier transform of the frequency-domain CMT equations, Eqs. (1,2). To identify the approximations inherent to the CMT equations, we can find the inverse Fourier transform of the frequency-domain QCMT equations, Eqs. (32,33): for nondispersive media (for which $N(\omega)$ is the identity), analogous manipulations yield

$$\frac{d}{dt}a(t) = -i\Omega a(t) + \int dt' D(t-t') c_{\text{in}}(t'),$$

$$c_{\text{out}}(t) = \int dt' \left\{ S_{\text{bg}}(t-t') + E(t-t') \right\} c_{\text{in}}(t') + \int dt' K(t-t') a(t'),$$

where $E(t)$ denotes the inverse Fourier transform of the Born scattering term. There are two prominent
differences between the QCMT time-domain equations, Eqs. (45,46), and the CMT time-domain equations, Eqs. (43,44). First, the Born-scattering $E(t)$ term is a background contribution that is not accounted for in conventional CMT. (It cannot simply be lumped into $S_{bg}$, which by definition is defined in the absence of any scatterer, and thus is scatterer-independent.) Second, one can see that all of the linear relations between the mode amplitudes and the incoming- and outgoing-wave coefficients are convolutions in time, which is required due to the frequency-dependence of the relevant matrices in the frequency domain.

Consequently, one can conclude that CMT will be valid when two conditions are met: when the Born term $E$ is negligible (i.e., single-pass scattering excites a much smaller amplitude than the incident wave), and when the coupling matrices such as $D(t)$ and $K(t)$ are sharply peaked in time; mathematically, one recovers the conventional CMT equations by neglecting $E(t)$ and assuming all other matrices are delta functions in time, or dispersionless.

In the frequency domain we can more precisely identify the condition in which the coupling matrices can be treated as constants. Consider for example the matrix $D(\omega)$, whose $i^{th}$ row $D_i(\omega)$ corresponds to the coupling strengths between resonance $i$, with resonant frequency $\omega_i = \omega - i\gamma_i$, and all incoming-waves amplitudes. This row can be approximated as a constant row $D_i(\tilde{\omega}_i)$ if the next term in the Taylor expansion is sufficiently small. That term will be proportional to $\omega - \tilde{\omega}_i$ (and the first derivative of $D_i$); for a mode with high quality factor $Q$, the frequencies of interest will occupy a bandwidth proportional to $1/Q$ that will reduce the size of $|\omega - \tilde{\omega}_i|$. For high-quality-factor, well-separated modes, conventional CMT will apply. Beyond this limit, QCMT is required.

VIII. CONCLUSIONS

We have developed a QCMT framework as an exact generalization of CMT. Compared with CMT, the coupling constants between resonances and channels are frequency dependent and an extra non-resonant term, previously missing in CMT, appears. This framework reveals the underlying structure of scattering matrices and enables the exact decomposition and analysis of the response due to individual resonances in a complex scattering problem. It also provides guidelines for the usage of CMT, allowing a systematic approximation from the exact theory. Looking forward, this work opens multiple avenues. QCMT can serve as a modeling paradigm for the design of complex nanophotonic structures, for applications ranging from metasurfaces [12–14, 45, 59–61] to random media [15, 27] to energy harvesting devices [62, 63]. There is an emerging interest in identifying fundamental limits to response in such structures [44, 64], and the QCMT framework could be ideal for identifying new bounds via the convenient mode/channel structure of the underlying equations. The QCMT framework could be paired with known sum rules on modal densities [65, 66], or used in tandem with energy-conservation constraints [67–69] to identify the extreme limits of what is possible.
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I. EXAMPLES OF S MATRIX QUASINORMAL MODE EXPANSION

In this section we provide details for the examples provided in the main text. The first example in Sec. I A is a Fabry-Perot slab, where the scattering channels are plane waves. The second example in Sec. I B is a Mie sphere, where the scattering channels are vector spherical waves. We list the explicit form of the channel functions and resonance mode expressions, through which the S matrix is constructed. In both examples, the material susceptibility is nonmagnetic, so that \( \Delta B \) only has nonzero \( \Delta \epsilon \), and we can work primarily with the electric field \( E \) only. The magnetic field \( H \), if not shown, can be found by Maxwell equations directly. We work in dimensionless unit and set \( c = 1 \), so \( \tilde{\omega}_m = \bar{k}_m \).

A. QNM expansion of Fabry-Perot slab

1. QNM basis

For a Fabry-Perot slab configuration in Fig. 2(a), the normalized QNMs inside the slab of refractive index \( n \) are given by (s and p polarizations are degenerate) \[ E_{qnm,m} = \begin{cases} \frac{1}{n\sqrt{L}} \cos(n\bar{k}_m x)\hat{\xi}, & \text{for } -L/2 < x < L/2, m \text{ even}, \\ \frac{1}{n\sqrt{L}} \sin(n\bar{k}_m x)\hat{\xi}, & \text{for } -L/2 < x < L/2, m \text{ odd}, \end{cases} \] (1)
with resonant frequencies

\[
\tilde{k}_m = \frac{1}{nL} \left[ m\pi - i\ln \left( \frac{n + n_0}{n - n_0} \right) \right].
\]  

(2)

For this one-dimensional example, the normalization integral is 0 outside of the slab, so a PML is not needed to normalize the QNMs.

2. Channel basis functions

The plane wave basis function has not been treated as systematically as the vector spherical waves and is normally used in an intuitive manner. As a result, first we need to formalize the plane wave basis to be consistent with the scattering framework developed in the main text. Here we take the plane waves as incident basis \( \Phi_{inc} \), which is a traveling wave regular throughout all space. We use Heaviside step function \( \eta(x) \) with plane waves to represent the incoming basis \( \Phi_{inc} \) and outgoing basis \( \Phi_{out} \), so that there are net power flow into/out the bounding surface \( \Sigma \), which is normally two flat surfaces enclosing a unit cell of a periodic structure. The discontinuity due to \( \eta(x) \) can be understood as the presence of additional sinks/sources, which is similar to the singularities in incoming and outgoing basis in vector spherical waves. Although here we only treat the plane wave basis without higher specular orders, the generalization is straightforward.

We choose \( E_{in,1} = \eta(-x)\sqrt{2}e^{ik(x+L/2)} \hat{z}, \ E_{in,2} = \eta(x)\sqrt{2}e^{-ik(x-L/2)} \hat{z} \) as the incoming channel basis, and \( E_{out,1} = \eta(x)\sqrt{2}e^{ik(x-L/2)} \hat{z}, \ E_{out,2} = \eta(-x)\sqrt{2}e^{-ik(x+L/2)} \hat{z} \), as the outgoing ones. One can easily check they are power orthonormal. Then we have

\[
E_{inc,1} = E_{in,1} + e^{ikL}E_{out,1} = \sqrt{2}e^{ik(x+L/2)} \hat{z},
\]

\[
E_{inc,2} = E_{in,2} + e^{ikL}E_{out,2} = \sqrt{2}e^{-ik(x-L/2)} \hat{z},
\]

(3)

where \( \eta(x) \) and \( \eta(-x) \) adds up to unity and the discontinuity disappears. We can see that \( \alpha = 1 \) and \( \beta = e^{ikL} \), due to the special phase choice.

3. S matrix construction

In the channel basis chosen above, the scattering matrix is of the form \( S = \begin{pmatrix} t_1 & r_2 \\ r_1 & t_2 \end{pmatrix} \), and \( S_{bg} = \begin{pmatrix} e^{ikL} & 0 \\ 0 & e^{ikL} \end{pmatrix} \) without the presence of the slab. Here the reflection coefficients \( r_1 = r_2 = r \) and the transmission coefficients \( t_1 = t_2 = t \), and the exact expressions are [2]

\[
r = \frac{r_0(e^{2ikL} - 1)}{1 - r_0^2 e^{2ikL}}, \quad t = \frac{t_0^2 e^{ikL}}{n(1 - r_0^2 e^{2ikL})},
\]

(4)

where \( r_0 = \frac{n - n_0}{n + n_0} \) and \( t_0 = \frac{2n}{n + n_0} \).

The task, then, is to test whether the QNM expressions for the scattering matrix produce results that are consistent with the exact expressions of Eq. (4). In the QCMT framework, the \( S \) matrix (as given in the main text), can be written

\[
S = S_{bg} + \frac{i\omega}{4\alpha\beta^+}(\Phi_{inc}^{TR} \Delta B \Phi_{inc}) - iK(\omega) [N(\omega)(\Omega - \omega)]^{-1} D^T(\omega).
\]

(5)

The reflection and transmission coefficients are the components of the \( S \)-matrix: \( r_1 = S_{11}, \ r_2 = S_{22}, \ t_1 = S_{21}, \) and \( t_2 = S_{12} \). Here the material is non-dispersive so \( N(\omega) = I \), the identity matrix. From the definitions of the basis functions and coupling matrices, and since given our channel definitions we have \( \frac{1}{\alpha \beta^+} = e^{ikL} \), \( \frac{1}{\alpha \beta} E_{inc,1} = E_{inc,2} \) and
The QCMT reflection and transmission coefficients are given by

\[ r_1 = \frac{1}{4} i\omega (E_{\text{inc},1}, \Delta \epsilon E_{\text{inc},1}) + \frac{1}{4} (i\omega)^2 \sum_m (E_{\text{inc},1}, \Delta \epsilon E_{\text{qnm},m}) \frac{1}{i(\omega_m - \omega)} (E_{\text{qnm},m}, \Delta \epsilon E_{\text{inc},1}), \]

\[ r_2 = \frac{1}{4} i\omega (E_{\text{inc},2}, \Delta \epsilon E_{\text{inc},2}) + \frac{1}{4} (i\omega)^2 \sum_m (E_{\text{inc},2}, \Delta \epsilon E_{\text{qnm},m}) \frac{1}{i(\omega_m - \omega)} (E_{\text{qnm},m}, \Delta \epsilon E_{\text{inc},2}), \]

\[ t_1 = e^{ikL} + \frac{1}{4} i\omega (E_{\text{inc},2}, \Delta \epsilon E_{\text{inc},1}) + \frac{1}{4} (i\omega)^2 \sum_m (E_{\text{inc},2}, \Delta \epsilon E_{\text{qnm},m}) \frac{1}{i(\omega_m - \omega)} (E_{\text{qnm},m}, \Delta \epsilon E_{\text{inc},1}), \]

\[ t_2 = e^{ikL} + \frac{1}{4} i\omega (E_{\text{inc},1}, \Delta \epsilon E_{\text{inc},2}) + \frac{1}{4} (i\omega)^2 \sum_m (E_{\text{inc},1}, \Delta \epsilon E_{\text{qnm},m}) \frac{1}{i(\omega_m - \omega)} (E_{\text{qnm},m}, \Delta \epsilon E_{\text{inc},2}), \]

where \((A,B)\) here is \(\int dx A^T B\), a one-dimensional integral. It is obvious that \(t_1 = t_2\) due to reciprocity. The symmetry \(r_1 = r_2\) can be seen by a change of variable \(x \rightarrow -x\) and noting \(E_{\text{qnm},m}\) is either odd or even in \(x\). The constructed quantities here agree precisely with the exact expressions of Eq. (4), as shown in Fig. 2(d) of the main text.

4. Pole expansion of \(S\) matrix

Both \(r\) and \(t\) are bounded as \(k\) goes to complex infinity, so one can apply Mittag-Leffler to \(r\) and \(t\) to obtain frequency-independent “background” and “resonant” terms. The QCMT \(S\)-matrix in such a case, as described in the main text, is given by the expression

\[ S = S_{\text{bg}}(\omega = 0) + i\vec{K}\Omega^{-1}\vec{D}^T - i\vec{K}(\Omega - \omega)^{-1}\vec{D}^T, \]

where the first two terms comprise the background, while the third term is the resonant term. The background and resonant transmission and reflection coefficients have been derived for the specific case of Fabry–Perot [3], giving:

\[ r_{\text{bg}} = t_{\text{bg}} = \frac{2i}{(1-n^2)L} \sum_m \frac{1}{k_m}, \]

and

\[ r_{\text{reso}} = \frac{2i}{(1-n^2)L} \sum_m \frac{1}{k - k_m}, \quad t_{\text{reso}} = \frac{2i}{(1-n^2)L} \sum_m \frac{(-1)^{m+1}}{k - k_m}. \]

As shown in Fig. 2(b,d) of the main text, the QCMT calculations from Eq. (43) are in exact agreement with these expressions, while generalizing to arbitrary scattering bodies.

B. QNM expansion of Mie sphere

For a spherical scattering body, the QNM fields can be expressed in terms of vector spherical waves (VSWs). Here we follow the convention of Ref. [4] for VSWs and write down QNM fields and channel functions. The resonant frequencies cannot be found analytically and must be numerically computed.

1. Vector spherical waves (VSWs)

VSWs in this convention have three indices, \(\ell, m, \sigma\), which we collectively denote by \(n\). Besides the common angular momentum numbers \(\ell\) and \(m\), the \(\sigma\) index here takes value \(e, o\) representing “even” and “odd” cases. This is because conventionally the spherical harmonics \(Y_{\ell m}\), which are part of the VSW functions, have a factor \(e^{im\phi}\). However, here we separate it into \(\cos(m\phi)\) and \(\sin(m\phi)\), labeled by \(\sigma\), taking value \(e, o\) respectively. This makes the angular part purely real, a convenient choice under the unconjugated inner product for QNMs. Due to this extra index \(\sigma\), we denote the spherical harmonics by \(Y_n\) thereafter. They are given as

\[ Y_n(\vec{r}) = Y_{\sigma \ell m}(\vec{r}) = \sqrt{\frac{\epsilon_m}{2\pi}} \frac{2\ell + 1}{2} \frac{(\ell - m)!}{(\ell + m)!} P_{\ell}^m(\cos \theta) \begin{pmatrix} \cos \phi \\ \sin \phi \end{pmatrix}, \]
where \( \hat{r} \) is the unit position vector and \( P_m^\ell(x) \) here are the associated Legendre polynomials, with
\[
\sigma = e, o, \quad m = 0, 1, 2, \ldots, \ell \quad l = 0, 1, 2, \ldots, \quad \epsilon_m = \begin{cases} 1, & m = 0 \\ 2, & m > 1 \end{cases}.
\]

The angular part for a given \( n \) consists of
\[
A_{1n} = \frac{1}{\sqrt{\ell(\ell+1)}} \nabla \times (rY_n(\hat{r})),
\]
\[
A_{2n} = \frac{1}{\sqrt{\ell(\ell+1)}} r \nabla Y_n(\hat{r}),
\]
\[
A_{3n} = \hat{r} \nabla Y_n(\hat{r}),
\]
which are an orthonormal set on the unit sphere since
\[
\int_\Omega A_{\tau n} \cdot A_{\tau' n'} = \delta_{\tau \tau'} \delta_{nn'}
\]
for \( \tau, \tau' = 1, 2, 3 \). We emphasize here again \( A_{\tau n} \) are real, so the above orthonormality relation is suitable for the unconjugated inner product.

The radial part consists of spherical Bessel functions \( j_\ell(x) \), which is regular at \( x = 0 \), and spherical hankel functions of the first kind \( h_\ell^{(1)}(x) \), which has an asymptotic form, for large \( x \), proportional to outgoing spherical waves. As a result, this can be used to define outgoing channel functions, or to satisfy the radiation boundary condition of QNMs. Hence, we introduce the regular VSWs
\[
v_{1n}(kr) = j_\ell(kr)A_{1n}(\hat{r})
\]
\[
v_{2n}(kr) = \left(\frac{krj_\ell(kr)}{kr}\right)' A_{2n}(\hat{r}) + \sqrt{\ell(\ell+1)} \frac{j_\ell(kr)}{kr} A_{3n}(\hat{r}),
\]
and the outgoing VSWs
\[
u_{1n}(kr) = h_\ell^{(1)}(kr)A_{1n}(\hat{r})
\]
\[
u_{2n}(kr) = \left(\frac{krh_\ell^{(1)}(kr)}{kr}\right)' A_{2n}(\hat{r}) + \sqrt{\ell(\ell+1)} \frac{h_\ell^{(1)}(kr)}{kr} A_{3n}(\hat{r}),
\]
where \( ' \) represents the derivative of argument \( kr \). With \( h_\ell^{(1)} \) above replaced by \( h_\ell^{(2)}(x) = (h_\ell^{(1)}(x))^* \), the spherical hankel functions of the second kind, the outgoing VSWs \( \nu_{\tau n} \) becomes the incoming ones \( u_{\tau n} \), which can be used to define incoming channel functions. Note that \( j_\ell(x) = \frac{1}{2} h_\ell^{(1)}(x) + \frac{1}{2} h_\ell^{(2)}(x) \), so \( v_{1n} \) is a combination of incoming and outgoing fields, \( v_{\tau n} = \frac{1}{2} u_{\tau n} + \frac{1}{2} u_{\tau n}^* \) with \( \alpha = \beta = \frac{1}{2} \).

2. Power normalization

For \( E = u_{1n} \), the power flow out of the unit sphere is \( \frac{1}{2} \text{Re} \int_\Omega E \times H^* \cdot dS = \frac{1}{2} N_{\sigma_{\ell m}}^\text{reg} \), which is not power normalized. Hence, normalization is needed when the channel functions are chosen. Here we define
\[
N_{\sigma_{\ell m}}^\text{reg} = \sqrt{2} kv_{1n}, \quad N_{\sigma_{\ell m}}^+ = \sqrt{2} ku_{1n},
\]
which is the notation used in Fig. 3(a) in the main text.

3. QNM and channel basis functions

With these functions define above, we are ready to write down QNMs and channel functions for the Mie spheres. We derive everything here for the \( e \)-polarization case, and the \( h \)-polarization counterpart will be similar.

We choose \( E_{\text{out},n} = \sqrt{2} ku_{1n} \), and \( E_{\text{inc},n} = \sqrt{2} kv_{1n} \), so that the outgoing channel basis is power normalized. If we denote \( k_1 = nk \), the scattering matrix element can be found as [4]
\[
S_{\ell m} = 1 + 2T_\ell, \quad T_\ell = -\frac{j_\ell(kR)(k_1Rj_\ell(k_1R))'}{h_\ell^{(1)}(kR)(k_1Rj_\ell(k_1R))'} - \frac{(kRj_\ell(kR))'}{(kRj_\ell^{(1)}(kR))'},
\]
(20)
where $T_\ell$ is the transition matrix elements [5], which are more commonly used for Mie scattering.

The resonance frequencies $\tilde{\omega}_n$, for a particular $n$, can be found by searching for zeros of $\frac{1}{\tilde{\omega}_m} \left( \frac{1}{\tilde{\omega}_n} \right)$. Next, we start to solve for QNM field expressions. Since $v_{1n}$ is regular at the origin, and $u_{1n}$ satisfy the radiation boundary condition,

$$E_{\text{qnm},m} = \frac{1}{\sqrt{N_m}} \begin{cases} C v_{1n}(nk_m r), & 0 \leq r < R, \\ u_{1n}(k_m r), & R \leq r < \infty, \end{cases}$$

(21)

where $N_m$ is the normalization constant and the constant $C$ can be fixed by the continuity of electric field across $r = R$, which gives $C = \frac{h_1^{(1)}(kR)}{\mu(\kappa kR)}$. By the relation that $\nabla \times v_{1n}(kr) = k v_{2n}(kr)$, and $\nabla \times u_{1n}(kr) = k u_{2n}(kr)$, the magnetic fields are

$$H_{\text{qnm},m} = \frac{1}{\sqrt{N_m}} \begin{cases} -C \nabla v_{2n}(nk_m r), & 0 \leq r < R, \\ -i u_{2n}(k_m r), & R \leq r < \infty. \end{cases}$$

(22)

To work out the normalization constant $N_m$, one way to use the PML method as in the main text. This can be done by a coordinate stretching of $r \rightarrow \bar{r} = r + i\sigma(r)$, where $\sigma(r)$ turns on outside of the sphere [6]. Hence, by the orthonormality of $A_{\tau n}$, the normalization integral $\int_V \epsilon_\text{qnm} E_{\text{qnm},m} - \mu H_{\text{qnm},m} = 2 \int_V \epsilon_\text{qnm} E_{\text{qnm},m}$ becomes a radial integral of $r$ only. The normalization condition gives

$$N_m = 2C^2 \int_0^R dr r^2 j_1^2 (nk_m r) + 2 \int_R^\infty d\bar{r} r^2 (h_1^{(1)}(k_m \bar{r}))^2.$$

(23)

For this particular example, this normalization method works, but it fails for purely imaginary $k_m$. Besides, $k_m \bar{r}$ has a large imaginary part for large $r$. The numerical evaluation of Bessel functions at large imaginary argument is unstable [7], and this could lead to potential numerical issues. Hence, an alternative normalization method can be found in Ref. [8], which is equivalent to the PML method in Ref. [9] and uses fields inside of the scatter only, can be adopted if numerical issues occur.

4. S matrix construction

Given the QNMs and channel functions as defined above, the QCMT $S$-matrix of Eq. (5) simplifies for the sphere to

$$S_{\ell m} = 1 + i\omega (E_{\text{inc},n}, \Delta \epsilon E_{\text{inc},n}) + (i\omega)^2 \sum_m (E_{\text{inc},n}, \Delta \epsilon E_{\text{qnm},m}) \frac{1}{i(\tilde{\omega}_m - \omega)} (E_{\text{qnm},m}, \Delta \epsilon E_{\text{inc},n}).$$

(24)

All inner product here, although 3-dimensional in nature, can be reduced into a radial integral by the orthonormality of $A_{\tau n}$, as the normalization integral. This constructed $S_{\ell m}$ is plotted against the exact one of Eq. (20) in Fig. 3(e) in the main text.

II. DERIVATION OF 2ND QCMT EQUATION IN SPECIAL CASES

In the main text, we derive the second QCMT equation,

$$c_{\text{out}} = \left\{ S_{\text{bg}} + \frac{i\omega}{4\alpha^2} (\Phi^{\text{TR}}_{\text{inc}}, \Delta B \Phi_{\text{inc}}) \right\} c_{\text{in}} + K(\omega) a,$$

(25)

by applying the equivalence principle to simplify the time-reversed channel functions. In this section, we provide an alternative proof, which is less general but perhaps more conventional, in the special cases of Fabry–Perot slabs and Mie spheres. The basic idea is to decompose the background Green’s function according to the special symmetry of the scatterer.
A. Fabry-Perot slabs

Consider a single slab of refractive index $n$ (as in Fig. 2(a) of the main text). We isolate the $x$ direction due to the $y, z$ translational symmetry, and denote $(y, z)$ by $r_{\perp}$, which is perpendicular to the $x$ direction. The total field $E$ satisfies the Helmholtz equation,

$$(\nabla^2 + k^2\epsilon)E = 0,$$  

(26)

or

$$-(\nabla^2 + k^2)E = -k^2\Delta\epsilon E.$$  

(27)

Take the incoming field as $E_{\text{inc}} = \sqrt{2}e^{ikx}$ ($c_{\text{in,1}} = 1$) and convert the above equation into the integral form and we have

$$E = E_{\text{inc}} + k^2 \int dS' dx' \frac{1}{4\pi |r - r'|} \sqrt{\epsilon} k \Delta(x') E(x'),$$  

(35)

with $x$ integral isolated. As $\frac{1}{4\pi} e^{ik|r-r'|}$ can be written as [10]

$$\frac{1}{4\pi} e^{ik|r-r'|} = \int \frac{dk'_x dk'_y}{2\pi} e^{ik'_x(r_x-r'_x)} \frac{i}{2\sqrt{k^2-k'^2}} e^{|k'_x-k'_y| x-x'},$$  

(29)

the $S'$ integral produces a $\delta(k'_x)$ and we have

$$E = \sqrt{2}e^{ikx} + \frac{ik}{2} \int_{-L/2}^{L/2} dx' e^{ik|x-x'|} \Delta\epsilon(x') E(x').$$  

(30)

At $x > L/2$, we can write $E = t\sqrt{2}e^{ikx}$. We then have

$$t = 1 + \frac{ik}{4} \int dx' \sqrt{2}e^{-ikx'} \Delta\epsilon(x') E(x').$$  

(31)

Similarly, at $x < -L/2$, we write $E(x) = \sqrt{2}e^{-ikx} + r\sqrt{2}e^{ikx}$. We then have

$$r = \frac{ik}{4} \int dx' \sqrt{2}e^{ikx'} \Delta\epsilon(x') E(x').$$  

(32)

If we express $E = \sqrt{2}e^{ikx} + a_m \sum_m E_{qnm,m}$, where $a_m$ is the element of the expansion coefficients $a$, we obtain the second QCMT equation, Eq. (25), for $t$ and $r$, with outgoing channel functions $\eta(x)\sqrt{2}e^{ikx}$ and $\eta(-x)\sqrt{2}e^{-ikx}$. (See Section 1A for the channel function definition.) If we solve for $a$ from the first QCMT equation, $t$ and $r$ in Eq. (31) and Eq. (32) will be identical to Eq. (8) and Eq. (6), except for a phase factor of $e^{ikL}$.

B. Mie spheres

Consider a single spherical scattering body (as in Fig. 3(a) of the main text). The total field $E$ satisfies

$$\nabla \times \nabla \times E - \epsilon k^2 E = 0,$$  

(33)

or

$$\nabla \times \nabla \times E - k^2 E = \Delta\epsilon k^2 E.$$  

(34)

For incident field $E_{\text{inc}}$, we convert the equation into an integral equation

$$E = E_{\text{inc}} + k^2 \int G_{EE}(r, r') \Delta\epsilon E(r'),$$  

(35)
where $G_{EE} = (1 + \frac{1}{k^2} \nabla^2) \frac{e^{ik|r-r'|}}{4\pi|r-r'|} = ik \sum_{n,\tau=1,2} u_{\tau n}(kr_>)v_{\tau n}(kr_<)$ [4]. Here $\Delta$ has spherical symmetry, thus angle independent, so orthonormality of $A_{\tau n}$ enable us to isolate each different $\tau$ and $n$ in $E_{inc}$. For $E_{inc} = \sqrt{2}k v_{1n}$ ($c_{in,n} = c_{out,n} = \frac{1}{2}$, $c_{inc,n} = 1$) and $r$ outside of the sphere, we have

$$E(r) = \sqrt{2}k \left[ \underbrace{v_{1n}(r)}_{= \frac{1}{2} u_{1,n} + \frac{1}{2} u_{1,n}^*} + u_{1n}(r)ik^3 \int v_{1n}(r') \cdot \Delta \cdot E(r') \right]$$

$$= \frac{1}{2} \sqrt{2}k u_{1n}^*(r) + \frac{1}{2} \sqrt{2}k u_{1n}(r) \left( 1 + ik \int \sqrt{2}k v_{1n}(r') \cdot \Delta \cdot E(r') \right)$$

$$= S_{\ell m}$$

(37)

If we express $E = \sqrt{2}k v_{1n} + a_m \sum_m E_{qnm,m}$, where $a_m$ is the element of the expansion coefficients $a$, we obtain the second QCMT equation, Eq. (25), for $e$-polarized $S_{\ell m}$ for Mie spheres, with power normalized outgoing channel $\sqrt{2}k u_{1n}$. (See Section 1B for the channel function definition.) Solving for $a$ from the first QCMT equation, $S_{\ell m}$ in Eq. (37) will be identical to the one in Eq. (24).

III. APPLICATIONS OF THE MITTAG-LEFFLER EXPANSION

In this section we show the details of applying Mittag-Leffler expansion to

$$\psi_{scat}(r) = i\omega \int \Gamma(r, r', \omega) \Delta B(r', \omega) \psi_{inc}(r'),$$

(38)

which leads to various QNM expansion formulae.

A. Equivalence between decomposition approaches

1. Green’s function

If we use the full Green’s function of the system and get $\psi_{scat}$ from Eq. (38), rather than doing QNM expansions, we can identify the QNM expansion of Green’s function

$$\Gamma(r, r') = \Phi_{Rqnm}(r) \frac{1}{i(\Omega - \omega)} \frac{1}{N(\omega)} \Phi_{Lqnm}^T(r').$$

(39)

This is different from the other more widely used form

$$\Gamma(r, r') = \Phi_{Rqnm}(r) \frac{1}{i(\Omega - \omega)} \Phi_{Lqnm}^T(r').$$

(40)

In deriving Eq. (39) we have used what is known as the orthogonality-decomposition approach, whereas the residue-decomposition approach is used to derive Eq. (40).

Note that at each resonant frequency $\tilde{\omega}_i$, the $i$th row of the $N(\tilde{\omega}_i)$ matrix is diagonal, and the non-zero element is responsible for the normalization of the $i$th mode. As a result, if we apply Mittag-Leffler to Eq. (39), we will obtain Eq. (40). This proves the equivalence between residue-decomposition approach to orthogonality-decomposition approach. This shows that the difference between Eq. (39) and Eq. (40) is because Mittag-Leffler expansion is applied to the same quality at different stages.

2. QNM expansion formulae

If we apply Mittag-Leffler to $\Gamma$ in Eq. (40), we have $\Gamma(r, r', \omega) = \sum_i \frac{\psi_{R,i}(r)\psi_{L,i}^T(r')}{i(\omega - \tilde{\omega}_i)}$ and put it back to Eq. (38) and we obtain one version of the residue-decomposition approach. Similarly, we apply ML to $\omega \Gamma \Delta B$, and by the sum rules of $\Gamma$ and partial fractions, we have
\[
\omega \Gamma(r, r', \omega) = \sum_{n} \frac{\sigma_n}{\omega - \omega_n} = \sum_{i,n} \psi_{R,i}(r) \psi_{T,L,i}(r') \frac{\sigma_n}{\tilde{\omega}_i - \omega_n} \\
- \sum_{i,n} \frac{1}{i} \psi_{R,i}(r) \psi_{T,L,i}(r') \frac{\sigma_n}{(\tilde{\omega}_i - \omega_n)} \\
+ \frac{\Gamma(\omega = \omega_n)}{\tilde{\omega}_n} \sum_{n} \frac{\sigma_n}{\omega - \omega_n} + \frac{\omega \Gamma}{\omega - \omega_n} |_{\omega=0} \\
= \sum_{i,n} \psi_{R,i}(r) \psi_{T,L,i}(r') \frac{\tilde{\omega}_i \sigma_n}{(\tilde{\omega}_i - \omega_n)}. \tag{41}
\]

This gives the QNM expansion formula

\[
a_i = \int \psi_{T,L,i}^T \left[ (B_{\infty} - B_h) \frac{\omega}{\tilde{\omega}_i - \omega} + \frac{\tilde{\omega}_i}{\omega - \omega_n} \sum_{n} \frac{\sigma_n}{\omega - \omega_n} \right] \psi_{\text{inc}} \\
= \int \psi_{T,L,i}^T \left[ (B_{\infty} - B_h) + \frac{\tilde{\omega}_i}{\omega - \omega_n} \Delta B(\tilde{\omega}_i) \right] \psi_{\text{inc}}, \tag{42}
\]

which is identical to the expression in Ref. [11] derived from an augmented Maxwell operator approach, and in Ref. [12] derived from residue expansion of Green’s function together with more complex sum rules. Various other expansion expressions summarized in Ref. [1] can be proven to be equivalent, similar to pole methods above.

### B. Resonant and background part

In this section, we derive the expression of \( H(\omega) \), the frequency dependent part of the background part. When applying Mittag-Leffler expansion to Eq. (5) (dropping \( N(\omega) \)), since elements in the scattering matrix are normally not bounded at complex infinity, the \( H(\omega) \) term is generally inevitable, rendering the pole expansion formula of \( S \) of no practical use. Although \( H(\omega) \) cannot be obtained from Mittag-Leffler itself, by comparing

\[
S = S_{\text{bg}}(\omega = 0) + H(\omega) + i\tilde{K}\Omega^{-1}\tilde{D}\Gamma - i\tilde{K}(\Omega - \omega)^{-1}\tilde{D}\Gamma, \tag{43}
\]

with Eq. (5), we conclude that

\[
H(\omega) = S_{\text{bg}}(\omega) - S_{\text{bg}}(0) + \frac{i\omega}{4\alpha^{3/2}} (\Phi_{\text{inc}}^T, \Delta B\Phi_{\text{inc}}) + \tilde{K} \frac{1}{i\Omega} \tilde{D}\Gamma + K(\omega) \frac{1}{i(\Omega - \omega)} D(\omega) - \tilde{K} \frac{1}{i(\Omega - \omega)} \tilde{D}\Gamma. \tag{44}
\]

Due to cancellations of residues, the above expression is regular at each resonant frequency \( \tilde{\omega}_m \), hence an entire function. One can see that \( H(\omega) \) contains the Born scattering term and effects of frequency-dependent coupling matrices.
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