Particle simulation study of electron heating by counter-streaming ion beams ahead of supernova remnant shocks
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Abstract
The growth and saturation of Buneman-type instabilities is examined with a particle-in-cell (PIC) simulation for parameters that are representative for the foreshock region of fast supernova remnant shocks. A dense ion beam and the electrons correspond to the upstream plasma and a fast ion beam to the shock-reflected ions. The purpose of the 2D simulation is to identify the nonlinear saturation mechanisms, the electron heating and potential secondary instabilities that arise from anisotropic electron heating and result in the growth of magnetic fields. We confirm that the instabilities between both ion beams and the electrons saturate by the formation of phase space holes by the beam-aligned modes. The slower oblique modes accelerate some electrons, but they cannot heat up the electrons significantly before they are trapped by the faster beam-aligned modes. Two circular electron velocity distributions develop, which are centred around the velocity of each ion beam. They develop due to the scattering of the electrons by the electrostatic wave potentials. The growth of magnetic fields is observed, but their amplitude remains low.

(Some figures may appear in colour only in the online journal)

1. Introduction
The thermalization of shock-reflected ion beams plays an important role in solar system and astrophysical collisionless plasma. Energetic beams, which consist of the ions that were reflected by a plasma shock, outrun the shock and interact with the upstream plasma. This upstream plasma is the interstellar medium (ISM) for supernova remnant (SNR) shocks and the solar wind for most solar system shocks. The ion beam is a source of free energy, which is released through wave instabilities. Such instabilities have been observed ahead of solar system shocks [1]. They are also important mechanisms for particle acceleration at SNR shocks [2–9].

The Buneman instability [10,11] develops between one ion beam and one electron beam of equal density, which are both spatially uniform, unmagnetized and drift relative to each other. Such a plasma is not current neutral. A plasma with no net charge and no net current can be composed of two counter-streaming ion beams and one electron species, if the total charge density of the ions is that of the electrons and if the partial currents of the three beams cancel out each other. This can be an appropriate description of the plasma upstream of a shock. One ion beam is composed of the shock-reflected ions and the second ion beam and the electrons are provided by the upstream plasma, into which the shock expands. Such distributions are observed ahead of the Earth’s bow shock [1]. We refer with Buneman-type instability (BTI) to an electrostatic instability, which involves an ion beam with a density below that of the electrons.

A BTI develops, if the drift speed between the ion beam and the electrons exceeds the electron thermal speed. Thermal damping effects due to the ions can be neglected, as long as
they are reasonably cold. If the shock-reflected ion beam is much faster than the electron thermal speed and sufficiently dense, then its current has to be cancelled out by a high drift speed between the background electrons and ions. This drift speed may exceed the electron thermal speed and result in a second BTI. The speed of SNR shocks is a few per cent of the light speed c, which exceeds by far the electron thermal speed in the ISM. We may expect that the shock-reflected ion beam and the counter-streaming ion beam are both sufficiently fast in the electron rest frame to render the plasma unstable. Such plasmas have been examined widely in the past with particle-in-cell (PIC) simulations [12]. Previous studies have addressed unmagnetized [13–15] and magnetized plasmas [16, 17] with one-dimensional PIC simulations, which cannot capture the multi-dimensional nature of the wave fields. More recently, the BTI has been examined with two-dimensional PIC simulations in unmagnetized and magnetized plasma. The electrostatic simulation in [18] has modelled the interaction of one fast ion beam with cool electrons. References [19, 20] investigated ion beams that stream with non-relativistic and mildly relativistic speeds across an orthogonal magnetic field.

We examine here with an electromagnetic 2D PIC simulation how a plasma thermalizes, which consists of two counter-streaming ion beams with unequal densities that move through an unmagnetized electron plasma. The drift speeds between the electrons and each of the ion beams exceed the initial electron thermal speed by factors of 3.4 and 17 and two BTIs develop. The faster beam has a speed that is comparable to the ones modelled with PIC simulations in [18]. The waves driven by both BTIs interact nonlinearly with the electrons, once their amplitude is adequate. Trapping by an electrostatic wave accelerates electrons along the wave vector and a thermal anisotropy in the electron’s velocity distribution develops as we show here. It is the purpose of our study to assess if a thermal anisotropy-driven Weibel instability (TAWI) [21–29] is triggered by anisotropic electron heating. Such a secondary instability can not be resolved by the electrostatic PIC code used in [18].

The initial conditions, which we consider here, are representative for a volume element in the foreshock, that is so small that the flow speed of the upstream plasma and of the shock-reflected ion beam are constant inside. However, ion beam-driven instabilities can also be triggered by the return current [30] of the cosmic rays. Similar instabilities may thus occur in a much larger volume ahead of the shock. The TAWI could provide [31] the seed magnetic field, which speeds up the cosmic ray-driven instabilities that magnetize SNR shocks [32, 33]. The initial magnetic amplitude is set to zero in our simulation, which simplifies the detection and interpretation of magnetic fields that are driven by the BTI through the subsequent TAWI. This choice can be justified by the weak magnetic fields ahead of SNR shocks, which yield an electron cyclotron frequency well below the BTI’s frequency in the electron rest frame. At the same time, the magnetic field close to SNR shocks is thought to be strong enough to reflect enough ions to form a dense beam, provided that the shock is perpendicular.

Our results are as follows. The interaction of the background electrons with the slow and dense ion beam from the background plasma yields the faster growing instability, as we expect from the solution of the linear dispersion relation. The electrostatic waves grow and saturate through the formation of electron phase space tubes [34–39]. The spectrum of the unstable waves is not unidirectional [18] and the phase space tubes are spatially bounded. Their extent orthogonal to their wave vector is a few times their wavelength. Trapping accelerates the electrons into the direction of the propagating waves. The electron thermal energy along the beam direction reaches twice the value of the electron thermal energy orthogonal to the beam direction and this anisotropy results in the growth of magnetic fields. The magnetic fields do, however, only reach an energy density that is 2–3 orders of magnitude below that of the electric fields and their strength does not exceed that of the interstellar magnetic fields.

The electrons are initially accelerated by trapping to a speed, which is about twice as high as the background ion speed in the electron rest frame. After this initial acceleration, the electrons are scattered by the waves. The reflections are elastic, because the electrostatic wave potential is almost time-stationary in the reference frame of the bulk ions, and they change the momentum direction of the electrons. Repeated collisions between the electrons and the phase space tubes redistribute the electrons into a circular interval in velocity space, which is centred at the phase speed of the waves. This mechanism differs subtly from that proposed in [18], which has attributed the crescent formation to the low phase speed of the oblique modes.

The plasma is no longer free of current after the saturation of the first BTI. The electrons have been decelerated in the rest frame of the background ions by their interaction with the waves while the ions with their high inertia have only been weakly affected. A macroscopic beam-aligned electrostatic field grows in response to this current on scales much larger than the wavelength of the BTI [40]. This field accelerates the electrons nonresonantly such that the mean electron speed remains close to the one prior to the wave saturation, thereby reducing the net current.

Eventually the electrons start to interact with the faster ion beam. Electrons are accelerated primarily by trapping, but the Landau damping of the oblique modes results in a separate population of hot electrons. A crescent distribution develops, but it is less pronounced than the one found in [18]. The electron heating by the first BTI and the electron acceleration by the macroscopic electric field have changed the electron distribution function to a non-Maxwellian one and they have decreased the ratio between beam speed and electron thermal speed to a value well below that used in [18], which may explain the different plasma evolution. The hotter ion beam we consider here will also modify the wave spectrum of the BTI and the nonlinear response of the beam ions to the electric fields, which may also contribute to the different interactions of the electrons with the waves driven by the second BTI. An energetic circular distribution in velocity space gradually develops after the second BTI has saturated by electron trapping. The cause is again the electron scattering by the electrostatic structures that move now with the mean velocity of the fast ion beam. No TAWI develops in this case.
during the simulation time, even though the electrons continue to show a thermal anisotropy. The absence of any significant magnetic field growth during the growth and saturation of the two BTIs suggests that the thermal anisotropy created by the nonlinear interaction between electrostatic waves and electrons is not capable of magnetizing the foreshock of SNR, at least not for our initial conditions.

The structure of the paper is as follows. Section 2 discusses the initial conditions and the PIC simulation code. Section 3 presents the simulation results. Section 4 is the discussion.

2. The initial conditions and the PIC simulation code

2.1. Initial conditions

We consider here three spatially uniform plasma species with non-relativistic Maxwellian velocity distributions. The electrons have the density $n_0$, the plasma frequency $\omega_p = (n_0 e^2 / m_e \epsilon_0)^{1/2}$ and the temperature $10$ eV or the thermal speed $v_{te} = 1.325 \times 10^6$ m s$^{-1}$. They move at the speed $v_e = 4.5 \times 10^6$ m s$^{-1}$ along increasing values of $x$, which gives $v_e = 3.4 v_{te}$. We consider for computational reasons a reduced mass ratio between the ions and electrons of $m_i / m_e = 10^3$. The bulk ions are at rest in the simulation box. Their density and temperature are $n_i = 5n_0/6$ and $5.5$ eV. The bulk ions would correspond to the relatively cool upstream plasma ahead of a SNR shock. The ion beam has the density $n_b = n_0/6$ and temperature $10$ keV. Its mean speed is $v_b = 6v_{te}$. The ion beam is much hotter than the bulk ions. Plasma shocks are neither perfectly planar nor elastic reflectors, so the momentum change by the reflection differs for each ion [7], which causes a rise in the temperature. The velocity distribution of the three species is displayed in figure 1(a). The plasma is charge neutral by $n_b + n_i = n_0$ and it is initially free of current by $n_0 v_e = n_b v_b$.

Both BTIs result in electrostatic waves that are practically stationary in the rest frame of the respective beam. The real parts of the wave frequencies $\omega_{b1}$, $\omega_{b2}$ and the corresponding wave numbers $k_{b1}$, $k_{b2}$ along $x$ can be estimated in the cold plasma approximation with the dispersion relation $1 - \omega_p^2 / \omega_k^2 = 0$ valid for one ion beam with plasma frequency $\omega_b$ and the electrons with the drift speed $v_b$. The bulk ions and the electrons drive waves with the frequency $\omega_{b1} < 1$ and the wave number $k_{b1} c / \omega_b \approx c / v_e$ or $k_{b1} c / \omega_b \approx 67$. Since the reference frame of the bulk ions is that of the simulation box, this wave will be practically stationary in the latter.

The instability between the fast ion beam and the electron beam drives waves with $k_{b1} c / \omega_b \approx c / (v_b - v_e)$ or $k_{b2} c / \omega_b \approx 13$. Their Doppler shifted frequency is $\omega_{b2} \approx k_{b2} v_b / \omega_b$. The exponential growth rate of the BTI driven by the bulk ions is $1.8$ times that of the BTI driven by the fast ion beam.

In the cold plasma limit, this growth rate is independent of the wavenumber $k$, orthogonal to the beam velocity vector. A more accurate growth rate map is obtained from the solution of the linear dispersion relation that takes into account thermal effects and is valid for waves in the simulation plane with $k^2 = k_1^2 + k_2^2$,

$$(\omega^2 \epsilon_{xx} - k_1^2 c^2)(\omega^2 \epsilon_{yy} - k_1^2 c^2) - (\omega^2 \epsilon_{yx} + k_1 k_2 c^2)^2 = 0,$$

and with the elements of the dielectric tensor

$$\epsilon_{\alpha\beta}(k, \omega) = \delta_{\alpha\beta} + \sum_j \frac{\omega_{pj}^2}{\omega^2} \int v_\alpha \frac{\partial f_0}{\partial v_\beta} \, d^3 v + \sum_j \frac{\omega_{pj}^2}{\omega^2} \int v_\alpha v_\beta \frac{k \cdot (\partial f_0 / \partial k)}{\omega - k \cdot v} \, d^3 v,$$

where $\omega_{pj}$ and $f_0$ are the plasma frequency and equilibrium distribution function of the $j$th species, respectively (see section 2 in [41]). We approximate $f_0$ by waterbag distributions with the same densities and drift velocities as the plasma species we introduce in our simulation. The thermal width of each waterbag distribution equals the thermal speed of the corresponding Maxwellian distribution. The waterbag distribution is equivalent to a warm fluid model, and a good approximation to a Maxwellian, if the beam speed is large compared with the thermal spreads [42]. The solution of

Figure 1. The beam distribution is displayed in (a). (b) shows the numerical solution of the linear dispersion relation as a function of the beam-aligned wave number $k_c c / \omega_b$ and the perpendicular wave number $k_p c / \omega_b$. The colour corresponds to the exponential growth rate of the wave, expressed in units of the electron plasma frequency $\omega_e$. The unstable wave branch at large $k_c$ arises from the interaction between background ions and electrons and that at low $k_c$ from the interaction between electrons and beam ions.
the linear dispersion relation is shown in figure 1(b), which displays the imaginary part of the wave frequency (growth rate) as a function of the beam-aligned wave number \(k_x\) and of the perpendicular wave number \(k_y\). The colour corresponds to the growth rate, expressed in units of the electron plasma frequency \(\omega_p\). The most unstable wave numbers in this growth rate map match the ones from the cold plasma approximation for \(k_x \approx 0\). Larger values of \(k_y\) result in increasing values of \(k_x\) and in lower growth rates.

2.2. The simulation code and the diagnostics

Our 2D3V electromagnetic and relativistic PIC simulation code [43] resolves the \(x, y\) plane and the particle positions in this plane. It updates all three components of the magnetic field \(B\), of the electric field \(E\), of the current \(J\) and of the relativistic particle momentum \(p\). The code preserves \(\nabla \cdot E = \rho/\epsilon_0\) and \(\nabla \cdot B = 0\) to round-off precision and evolves the electromagnetic fields in time through

\[
\nabla \times E = -\frac{\partial B}{\partial t}, \quad \nabla \times B = \mu_0 \epsilon_0 \frac{\partial E}{\partial t} + \mu_0 J. \tag{3}
\]

An ensemble of computational particles (CPs) is followed in time. Each CP with the index \(i\) of the species \(j\) in the simulation has the mass and charge \(m_j\) and \(q_j\), the momentum \(p_i = m_j \Gamma_i v_i\) and the position \(x_i = (x_i, y_i)\). Each CP corresponds to a volume element of the phase space distribution of the particle species it represents and the ratio \(q_j/m_j\) must be equal to that of the corresponding physical particle. The position and momentum of each CP are updated according to

\[
\frac{dx_i}{dt} = v_i, \quad \frac{dp_i}{dt} = q_j (E[x_i] + v_i \times B[x_i]) . \tag{4}
\]

The simulation box has the size \(L_x \times L_y = 3c/\omega_p \times 4c/\omega_p\), which is resolved by a grid with \(N_x \times N_y = 580 \times 760\) quadratic cells with the sidelength \(\Delta_x \approx 1.2\Omega_p\), where \(\Omega_p\) is the electron Debye length. The boundary conditions are periodic, which limits the wavenumber spectrum to \(k_x \leq Nh/2\) and \(k_y \leq Nc/\lambda_p\). The short unstable wave has \(k_{x1} \approx 200\) and about 32 wavelengths are resolved. The long unstable wave has \(k_{x2} \approx 39\) and about 6 wave periods are resolved. Each of the plasma species is represented by 320 CPs per cell. The simulation time \(T_{\text{grid}} = 1200\) is resolved by the time steps \(\Delta t = 2.5 \times 10^{-3}\).

We compute the following quantities to monitor the plasma evolution. The electric field energies \(E_{x1}(t) = \langle (E_{x1})^2 \rangle / (\rho \Omega_p)\) and \(E_{y1}(t) = \langle (E_{y1})^2 \rangle / (\rho \Omega_p)\) show the time evolution of the BTIs. The energy \(D_{x1}(t) = \langle (\rho \Omega_p)^2 \rangle / (\rho \Omega_p)\) reveals if an electron thermal anisotropy \(\mathcal{A} \neq 0\) with \(\mathcal{A} = \langle v_{x1}^2 \rangle / \langle v_{y1}^2 \rangle - 1\) and \(\langle v_{x1}^2 \rangle = \sum_i (v_{ix}^2 - v_{iy}^2)^2\) and \(\langle v_{y1}^2 \rangle = \sum_i v_{y1}^2\) is a magnetic field growth. The summation is over all computational electrons. The electron mean speed along \(x\) and \(y\) varies in the simulation only by about \(10^{-2}\). All CPs can thus be taken to be constant. The kinetic energies of the electrons and of the bulk ions are computed in our relativistic code as \(K_e(t) = m_e c^2 \sum_i \langle \Gamma_i - 1 \rangle\) and \(K_i(t) = m_i c^2 \sum_i \langle \Gamma_i - 1 \rangle\), where \(m_e\) and \(m_i\) are the relativistic masses of the computational electrons and ions. The sum is over all CPs of the respective species and \(\Gamma_i\) the Lorentz factor of the \(i\)th CP. All energies are computed in the rest frame of the bulk ions and they are normalized by \(K_e(0) = E_{\text{KI}}\). The mean electric field in the simulation box is \(\langle E_x(t) \rangle = \langle N_x N_y \rangle^{-1} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} E_i(t, j, t)\), where \(E_i(t, j, t)\) is the electric field at the grid cell with the indices \(i\) and \(j\) at the time \(t\). A low pass filter removes the oscillations with a frequency exceeding \(\omega_p = 0.8\omega_p\), which reveals the trend of the curve.

In what follows, the velocities \(v\) and positions \(x\) are normalized to \(v_\text{te}\) and to the electron skin depth \(\lambda_p = c/\omega_p\). The time is multiplied with \(\omega_p\). Frequencies are given in units of \(\omega_p\) and the wave numbers are given as \(k/c\). The electric and magnetic fields are expressed as \(eE/\omega_p cm_e\) and \(eB/\omega_p m_e\).

3. Numerical simulation results

Electrostatic waves are polarized parallel to their wave vector \(k\). Their spectrum contains oblique modes and \(E_x\) and \(E_y\) will both grow. Figure 2 shows the time evolution of their energies. An exponential growth of the electric field energy is observed in the time interval \(50 < t < 150\) with \(D_{x1} \approx 10 D_{y1}\). Fitting exp \((2\omega_1 t)\) to the energy densities \(D_{x1}\) and \(D_{y1}\) gives us the amplitude’s growth rate \(\omega_1 \approx 0.35\). This growth rate is well below the peak \(\omega_1 \approx 0.058\) in figure 1(b), \(D_{x1}\) and \(D_{y1}\) are integrated over the entire simulation box, which averages the field energies over all unstable modes and not just over the fastest-growing ones. The saturation of \(D_{x1}\) and \(D_{y1}\) coincides with the growth of \(K_e\) and \(K_i\), which shows the saturation of the BTI driven by these two species.

Figure 2(b) reveals that \(d_i(E_x) < 0\) during \(100 < t < 150\), which implies by Ampère’s law a box-averaged \((k = 0)\) net current \(j_x > 0\) and thus an electron deceleration in the reference frame of the simulation box. The net current is tied to a change of the mean speed of the electrons in response to the BTI between the bulk ions and electrons and their re-distribution in phase space by its saturation. This current is not compensated by a change in the ion mean speed due to the large ion inertia. The electrons are accelerated by the \(E_x(t)\), so that the electron mean speed along \(x\) remains close to \(v_\text{te}\). The required acceleration of electrons by \(E_x(t)\) is small. Even the peak electric field \(E_x(t) \approx -4 \times 10^{-5}\) can change the electron speed by only \(\Delta_v \approx 3 \times 10^{-3}\) during a time interval \(\Delta t \approx 1\). A rapid switch to \(d_i(E_x) > 0\) takes place at \(t \approx 150\), which coincides with the onset of the growth of the electron and bulk ion energies and is thus related to the nonlinear saturation of the BTI between these species.

All displayed field components and the electron energy continue to grow after \(t \approx 150\). \(D_{x1}\) and \(D_{y1}\) grow by another order of magnitude until \(t \approx 500\) when they reach their maximum. We show below that this growth is caused by the BTI between the fast ion beam and the electrons. The growth rates of \(D_{x1}\) and \(D_{y1}\) are well below that of the initial growth phase prior to \(t \approx 150\) and \(D_{x1}\) is not proportional to \(D_{y1}\). We observe a \(d_i(E_x) > 0\) and thus a change in
the sign of the net current to positive values after \( t \approx 350 \). Electrons start to interact with the waves driven by the second BTI and are accelerated to positive \( v_x \). An exponential growth of \( D_b \) between 200 < \( t < 400 \) is observed and it remains approximately constant after this time. The magnetic energy remains 2–3 orders of magnitude below that of the electric field components, which implies an essentially electrostatic plasma dynamics. The electron energy \( K_e \), which takes into account their bulk flow, grows practically linearly up to a value 6\( E_{K0} \) in the interval between 150 < \( t < 1000 \).

3.1. Saturation of the instability between electrons and bulk ions

Figure 3 shows the electric fields in a part of the simulation box at \( t = 150 \). The structures in \( E_x \) and \( E_y \) belong to waves with wave vectors that are in some cases tilted with respect to the beam velocity vector. Their amplitude is two orders of magnitude larger than the mean electric field \( \langle E_x \rangle \) in figure 2(b). Such wave fields have also been observed previously in electrostatic PIC simulations [18]. The \( E_x \) and \( E_y \) are projections of the obliquely oriented electric field onto the \( x \) and \( y \) axes, explaining why \( D_{ex} \propto D_{ey} \) until \( t = 150 \). The wavelength of the structures is \( \lambda \approx 0.06 \) or \( k = (k_x^2 + k_y^2)^{1/2} \approx 100 \). This value is in line with the wave numbers of the oblique modes in figure 1(b).

Various projections of the resolved electron phase space distribution \( f(x, y, v_x, v_y, v_z) \) at \( t = 150 \) are shown in figure 4. The phase space projection on the \( x, v_x \) plane integrates this distribution over all \( v_y, v_z \) and over ten grid cells along \( y \). Figures 4(a) and (b) integrate the distribution over 0 < \( y < 0.05 \) and over 1.55 < \( y < 1.6 \), respectively. Figures 4(a) and (b) reveal electron phase space holes, which arise when electrostatic waves saturate [34]. The spatial width of each phase space hole corresponds to one wave period of the electrostatic waves driven by the BTI. The exponential growth phase of \( D_{ex} \) and \( D_{ey} \) thus ends at \( t = 150 \) as usual due to the trapping of electrons. The electrons are trapped by a potential, which is practically stationary in the rest frame of the bulk ions. This is evidenced by the online supplementary movie 1 (stacks.iop.org/PPCF/54/085015/mmedia), which shows a time animation of figure 4(a). The electrons gyrate around \( v_x = 0 \) at early times. The mean speed of the trapped electrons inside of a phase space hole is less than \( v_x \), which can be seen in figure 4. A significant fraction of the electrons has been slowed down at \( t = 150 \), which reduces the modulus of the electron current. The electron current is negative because \( v_x > 0 \). The ions hardly react to the electric field because \( m_i \gg m_e \) and they cannot compensate the change in the electron current. We obtain a macroscopic box-averaged \( \langle j_x \rangle > 0 \), which explains why \( d_t \langle E_x \rangle < 0 \) in figure 2(b). The mean electric field \( \langle E_x \rangle < 0 \) in figure 2(b) accelerates all electrons in the positive direction, which will reduce \( \langle j_x \rangle \). The maximum of the phase space density in figure 4(c) is thus found at \( v_x > 1 \). The electrons in this core population have not been trapped as we can see from figures 4(a) and (b) and from the online supplementary movie 1, but they have all gained speed along \( x \). The trapped electrons in figure 4(c) are found at \( v_x < 1 \). The electron distribution is stretched out along \( v_y \), because the electrons are trapped by oblique waves (See figure 3).

The electrons are accelerated by \( \langle E_x \rangle < 0 \) (figure 2(b)) into the positive \( x \)-direction and they are heated by their interaction with the localized electric field structures (figure 3). Figure 5 demonstrates this by a comparison of the electron velocity distributions at the times \( t = 200 \) and \( t = 300 \), when the modulus of \( \langle E_x \rangle \) is largest. The velocity that corresponds to the maximum of the electron phase space density is found at \( v_x \approx 1.2 \) at \( t = 200 \) and at \( v_x \approx 1.6 \) at \( t = 300 \). The distribution widens in velocity space, which corresponds to an increasing thermal speed, and it adopts an increasingly circular shape. The centre of the hot circular distribution is at \( v_x \approx 0.3 \) at \( t = 300 \). We can not observe a density distribution in figure 5 that resembles the crescent found in [18].

The electron distribution in figure 4(c) can be subdivided into a thermal core population centred at \( v_x \approx 1.2 \) and \( v_y \approx 0 \).
with a high density and a thermally anisotropic hot electron population with a lower density. The low-density electron population is elongated along \( v_x \) in figure 5(a) and it has become almost circular at \( t = 300 \) in figure 5(b). It is thus fair to assume that this thermally anisotropic electron population is responsible for the growth of \( D_{bc} \) in figure 2(a) and that the magnetic field growth ceases once the electron distribution is isotropic in velocity space. A thermally anisotropic electron distribution drives waves with a wave vector, which is aligned with the direction along which the electrons are cool [21]. We thus expect a wave vector of the magnetowaves that is almost parallel to the \( y \)-direction. The magnetic instability is driven by currents in the \( x-y \) plane and the unstable magnetic field component is thus aligned with the \( z \)-direction. Indeed only \( D_{bc} \) grows in our simulation, while the other magnetic field components remain at noise levels (not shown).

Figure 6 shows the electron thermal anisotropy \( A(t) \) and compares the spatial distribution of \( B_z \) at the time \( t = 150 \), which is just before the exponential growth phase of \( D_{bc} \) in figure 2(a), and at \( t = 400 \), when the exponential growth phase of \( D_{bc} \) ends. The magnetic field is initially weak and the structures are small. The saturation of the BTI between the bulk plasma and the electrons has resulted in a rapid growth of \( A \), which has reached \( A \approx 1 \) at \( t = 150 \). This value corresponds to an electron thermal energy along \( x \) that is twice than along \( y \). The anisotropy reaches its peak at \( t \approx 250 \) and decreases thereafter to a value \( A \approx 0.4 \) at \( t = 400 \), when a large coherent magnetic field structure has emerged in figure 6(b). The size of this patch is of the order of an electron skin depth in both spatial directions and the magnetic amplitude gives a ratio between the electron cyclotron frequency and the plasma frequency of \( 6 \times 10^{-4} \), which is comparable to the ratio found in the ISM [32]. The field patch is not thermal noise. Thermal noise [44] is linked to charge and current density fluctuations due to the finite number of CPs and its coherence length is comparable to the grid cell size. The structure centred at \( x = 0.7 \) and \( y = 1.7 \) in figure 6(b) is, however, not the plane wave with a wave vector parallel to the \( y \)-axis, which we would expect from a TAWI [24]. A magnetic structure is growing while \( A \) is large, but we cannot attribute it to an elementary instability such as a TAWI.

3.2. Saturation of the instability between electrons and the fast ion beam

The comparison of figures 1(a) and 5(b) demonstrates that the mean electric field \( \langle E_x \rangle \) in figure 2(b) has accelerated the bulk of the electrons from \( v_x \approx 1 \) to \( v_x \approx 1.7 \). The
distributions are normalized to the peak value at \( t = 1 \) (stacks.iop.org/PPCF/54/085015/mmedia) shows a commenced to grow at wave perturbation after velocity gap \( \Delta v_x \).

Figure 5. Evolution of the electron velocity distribution: (a) shows the electron distribution at \( t = 200 \) and (b) shows it at \( t = 300 \). Both distributions are normalized to the peak value at \( t = 150 \) and the colour scale is 10-logarithmic. The black curves are the contour lines \(-1.24, -1.23, -1.22, -1.21, -1.20\).

Figure 6. The \( B_z \) component of the magnetic field at the times \( t = 150 \) (a) and \( t = 400 \) (b). The full simulation grid is displayed. The thermal anisotropy \( A \) is shown as a function of time \( \omega_p t \) in (c) and the times \( t = 150 \) and \( t = 400 \) are overplotted as vertical dashed lines.

velocity gap \( \Delta v_x \) between the value \( v_x \), where the electron phase space density reaches its maximum, and the mean speed \( v_b = 6 \) of the fast beam has thus decreased from 5 to 4.3. The change in \( \Delta v_x \) should result in a larger wave number of the unstable electrostatic waves than the now normalized \( k_{\omega2} = 1/(\omega_b - v_x) \approx 13 \) estimated in section 2. This relative speed \( \Delta v_x \), expressed in units of the electron thermal speeds is also well below the value used in [18], in particular if we take into account that the electrons have been heated up by the saturation of the first BTI.

Figures 7(a) and (b) reveal that this second BTI has already commenced to grow at \( t = 400 \). The online supplementary movie 1 (stacks.iop.org/PPCF/54/085015/mmedia) shows a wave perturbation after \( t \approx 300 \) of the electron distribution that propagates at a high speed to increasing \( x \), which corresponds to the wave driven by the BTI between the electrons and the fast beam. Strong modulations of the electron distribution with \( 1.5 < v_x < 3 \) are present. Their wave number is \( k_o = 14\pi/3 \approx 14.6 \), which is indeed larger than \( k_{\omega2} \). However, \( k_o \) may not correspond to the true fastest-growing wave because the periodic boundary conditions enforce a discrete wave spectrum. The electron velocity distribution in figure 7(c) reveals that the dilute electron component forms an almost circular distribution centred at \( v_x \approx 0.5 \) and \( v_y \approx 0 \). The contour line corresponding to \( 10^{-1.18} \) at \( v_x \approx 1 \) is almost aligned with the \( v_x \)-axis. It resembles the crescent in [18], but it is much less pronounced.

Figure 8 shows the electric field distribution at \( t = 500 \), when \( D_{ex} \) and \( D_{ey} \) reach their peak values in figure 2(a). The structures in \( E_x \) and \( E_y \) show a spatial correlation due to the obliquity of the wave front. The characteristic tilt angle between the wave vector and the \( x \)-axis is less than the one in figure 2 and thus \( |E_x| \ll |E_y| \). Internal filamentary structures are visible in the intervals with \( |E_x| \approx 0 \). The filamentary structures are relatively stronger in \( E_y \) compared with \( E_x \), which may explain why \( D_{ex} \) does no longer grow in unison with \( D_{ey} \) in figure 2(a) at this time. The electric field amplitude in figure 8(a) exceeds that in figure 3(a) by a factor of 4 and the wavelength is larger by a factor 5. The electrostatic potential, which is driven by the BTI between the electrons and the fast ion beam, thus exceeds that of the faster growing BTI by a factor of \( \approx 20 \) and should give trapped electron islands larger than those in figure 4.

Some electrons are trapped at the time \( t = 500 \) by this faster wave, which is the time when \( D_{ex} \) saturates in figure 2(a). The online supplementary movie 2 (stacks.iop.org/PPCF/54/085015/mmedia), which shows the spatially integrated phase space distribution as a function of \( v_x, v_y \) and corresponds to figure 9(c), demonstrates that the number of trapped electrons rapidly increases after this time. The black lines correspond to the speeds of both ion beams. Figures 9(a) and (b) show that the electron velocity distribution is not sinusoidal, which is a sign of a nonlinear wave, and that some electrons have speeds of \( v_e \approx 5 \). These electrons
are found close to the cusps of the electron distribution with \( v_x \approx 5 \), which correspond to the unstable equilibrium point of a periodic electrostatic potential that moves with a speed \( \approx v_b \). The fastest electrons have just started their periodic motion in the electrostatic potential of the wave fronts with a wave vector, which is parallel to the \( x \)-axis.

The electron velocity distribution in figure 9(c) reveals that a small fraction of electrons have been accelerated up to \( v_x \approx 10 \). These electrons have reached the stable equilibrium point of the electrostatic potential and their kinetic energy reaches its peak value. The electron distribution extends here and at later times (movie 2) over a velocity interval that does not exceed \( 20v_e \) or \( 0.3c \) and the electrons thus remain non-relativistic. The velocity distribution reveals non-thermal electrons at \( v_x \approx 1 \) and at \( |v_y| \approx 4 \). These electrons must have gained speed by their interaction with the oblique modes. They can interact more easily with electrons than the beam-aligned mode, because their phase speed is lower [18]. The interaction of electrons with the oblique modes results in a velocity distribution, which resembles a crescent. This saturation mechanism is dominant, if the thermal spread of the electrons is small compared with the beam speed. The beam speed was 10 times the electron thermal speed in [18]. If the electron thermal spread is comparable to the beam speed, like for the instability between the bulk ions and the electrons, then the beam-aligned modes can easily trap the electrons in the high-energy tail of the electron distribution and no crescent develops. The larger gap between the speed \( v_x \approx 3.5 \) of the fastest electrons in figure 7(c) and the ion beam speed \( v_b = 6 \) apparently puts the electron interaction with oblique modes and with beam-aligned modes on an equal footing. The online supplementary movie 2 (stacks.iop.org/PPCF/54/085015/mmedia) clearly shows that electrons are accelerated along \( v_x \) at large \( v_x \) and along \( v_y \) for \( v_x \approx 0 \) after \( t \approx 450 \).

The interaction of the electrons with the electrostatic potentials of the long waves scatters them. Scattering the electrons results in dissipation, which affects the current and charge density distribution of the plasma. Figure 10 shows the distributions of \( E_z \) and \( B_z \) at \( T_m = 1200 \). Strong electrostatic waves are still present. The magnetic field reveals strong noise fluctuations on a Debye-length scale, which we attribute to thermal noise. The typical amplitudes of \( B_z \) are large; the fluctuation amplitude increases with the electron temperature. We conclude from figure 10(b) that the TAWI, even if it has been responsible for the magnetic field growth in figure 6, is not an efficient source of coherent magnetic fields for the selected parameters.
Figure 9. Electron phase space distributions at \( t = 500 \): (a) and (b) show phase space projections onto the \( x, v_x \) plane. The distribution is integrated over \( 0 < y < 0.05 \) in (a) and over \( 1.55 < y < 1.60 \) in (b). The electron distribution has been integrated over all \( x, y, v_z \) for the projection onto the \( v_x, v_y \) plane in (c). All distributions are normalized to their respective maxima at \( t = 150 \) and the colour scale is 10-logarithmic.

Figure 10. The electric field distributions at \( t = 1200 \): \( E_x \) is shown in panel (a) and \( B_z \) in panel (b).

The reason for the discrepancy between the lifetimes of the electrostatic and magnetic structures becomes evident from the plasma distribution functions shown in figure 11. The electron velocity distribution in figure 11(a) has its peak density at \( v_x \approx 0 \) and \( v_y \approx 0 \). The electrons accumulate at speeds, which correspond to the phase speed of the waves driven by the BTI between bulk ions and electrons. An approximately circular electron velocity distribution extends up to \( \sqrt{v_x^2 + v_y^2} \approx 3 \). The electron scattering is isotropic in the rest frame of the slow waves. A second circular structure, albeit with a lower number density, is observed at \( v_x \approx 6 \). These electrons accumulate at the phase velocity of the waves driven by the BTI between electrons and the fast ion beam. The electron scattering is apparently isotropic in the rest frame of the fast waves. The electrons are thus scattered by two systems of electrostatic waves that have a different wavelength and that move at different speeds.

The scattering should result in the rapid thermalization of the electrons and in a dissipation of large-scale electron currents in the simulation plane. This dissipation explains why the \( B_z \) field in figure 10(b) is no longer coherent over large spatial scales. The electrostatic fields can also be supported by modulations of the ion velocity and density and they are thus robust against the electron scattering. The beam ions in figure 11(b) do not show any non-thermal features and the density modulation is in the linear regime. Their high temperature implies that the beam ions can support the large electrostatic fields in figure 10(a) without developing nonlinear velocity oscillations. The bulk ions in figure 11(c) show strong velocity oscillations. Their low thermal pressure implies that they cannot sustain large electrostatic fields without showing non-thermal signatures, such as accelerated ions.

4. Discussion

We have examined the growth and saturation of electrostatic Buneman-type instabilities (BTIs) with the help of a particle-in-cell simulation. Our system of two counter-streaming ion beams is representative for the foreshock region of supernova remnant shocks. The bulk ions and the electrons are the upstream plasma, while the ion beam corresponds to the shock-reflected ions. The system has initially been charge
and current neutral and the plasma has been field-free, which is idealized. Electrostatic unmagnetized shocks have been observed experimentally and numerically [45, 46], but their speed is typically well below the electron thermal speed. Their shock-reflected ion beam can thus not be faster than the electron thermal speed. We assume here that the SNR shock carries a magnetic field perpendicular to the shock normal, which reflects the incoming upstream ions even at high shock speeds, that is weak enough to be negligible with regard to the growth of the BTI. The latter implies that, in the electron rest frame, the electron cyclotron frequency should be well below the frequency of the waves driven by the BTI. A stronger magnetic field yields additional unstable wave branches [16] and isotropizes the electrons more rapidly orthogonally to the magnetic field.

The simulation has shown that two wave modes are growing. One instability branch corresponds to the BTI between the bulk ions and the electrons. It is the faster growing one. The second branch develops between the fast ion beam and the electrons. The large phase speed of its waves can accelerate electrons to larger speeds and this instability is thus more powerful. The electron speeds do, however, remain non-relativistic as in previous 1D simulation studies [13]. The BTI in unmagnetized plasma can thus not account for electron injection into the diffusive acceleration and magnetic fields would be necessary for this purpose [47]. Both wave branches support a continuous wave spectrum ranging from the beam-aligned modes with a high phase speed to the slower oblique modes [18]. The low relative speed between the electrons and the bulk ions implied that the instability saturated by the conventional trapping of electrons by beam-aligned modes [34]. The growth of magnetic fields could be observed after this saturation. Their energy density was, however, remain non-unambiguously the instability responsible for their growth. A likely candidate is the TAWI [31]. The peak ratio between the electron cyclotron frequency and the plasma frequency remained below $10^{-3}$, which is comparable to the equivalent in the ISM.

The electrostatic instability between the fast ion beam and the heated electrons developed at a later time. It saturated by the trapping of electrons by beam-aligned modes and by obliquely propagating slower modes. The phase space distribution revealed the simultaneous development of phase space holes and of the crescent distribution, which was reported first in [18]. The second mechanism becomes dominant, if the beam speed exceeds by far the electron thermal spread, which was not the case here. The formation of such a distribution might also be aggravated by the much hotter ions we have used here. No growth of a strong coherent magnetic field could be observed, in spite of a stable thermal anisotropy of the electron distribution.

It is unclear, why the TAWI is inefficient here. A possible reason is that the magnetic interaction between electrons, which gives rise to the TAWI, competes with the electron interaction with the electrostatic wave fields. The latter has not been taken into account in numerical studies and may inhibit the formation of stable current filaments that are needed to sustain strong magnetic fields. We conclude that, at least for our simulation parameters, the TAWI driven by the BTI cannot magnetize SNR shocks due to its short lifetime and low peak amplitude of the magnetic fields.
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