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Abstract
Word-level adversarial attacks have shown success in NLP models, drastically decreasing the performance of transformer-based models in recent years. As a countermeasure, adversarial defense has been explored, but relatively few efforts have been made to detect adversarial examples. However, detecting adversarial examples may be crucial for automated tasks (e.g. review sentiment analysis) that wish to amass information about a certain population and additionally be a step towards a robust defense system. To this end, we release a dataset for four popular attack methods on four datasets and four models to encourage further research in this field. Along with it, we propose a competitive baseline based on density estimation that has the highest AUC on 29 out of 30 dataset-attack-model combinations.¹

1 Introduction
Adversarial examples in NLP refer to seemingly innocent texts that alter the model prediction to a desired output, yet remain imperceptible to humans. In recent years, word-level adversarial attacks have shown success in NLP models, drastically decreasing the performance of transformer-based models in sentence classification tasks with increasingly smaller perturbation rate (Jin et al., 2020; Li et al., 2020; Garg and Ramakrishnan, 2020; Ren et al., 2019). In the image domain, two main lines of research exist to counteract adversarial attacks: adversarial example detection and defense. The goal of detection is to discriminate an adversarial input from a normal input, whereas adversarial defense intends to predict the correct output of the adversarial input. While works defending these attacks have shown some progress in NLP (Zhou et al., 2021; Keller et al., 2021; Jones et al., 2020), only few efforts have been made in techniques for the sole purpose of detection.

However, detecting adversarial examples may be as crucial as defending them in certain applications, in which alerting the victim of an existence of adversarial samples suffices. For instance, models used for automation of tasks (e.g. review sentiment analysis, news headline classification, etc) are adopted to efficiently gain information about the true data-generating population (e.g. consumers, news media, etc), rather than the adversary. For such applications, attaining outputs of an adversarial input - whether correct or not - may turn out to be harmful to the system. Accordingly, the discard-rather-than-correct strategy which simply discards the detected adversarial input would be a good countermeasure. Moreover, being able to detect adversarial examples may be a step towards building a more robust defense model as the popular defense paradigm, adversarial training, usually suffers from degraded performance on normal inputs (Bao et al., 2021). With a competent detection system, the normal and adversarial inputs can be processed by two separate mechanisms as proposed by Zhou et al. (2019).

Many existing works that employ detection as an auxiliary task for defense require adversarial samples for training, which may be a restrictive scenario given the variety of attack methods and sparsity of adversarial samples in the real world. In addition, some works either focus on a single type of attack (Le et al., 2021) or is limited to character-level attacks (Pruthi et al., 2019), both of which do not abide the two key constraints (semantics

¹https://github.com/anonymous92874838/text-adv-detection
Table 1: Key characteristics of the detection methods in the NLP domain. Requiring training/validation data means adversarial samples are needed for training/validation. Token-level encompasses word and character-level. †Determined by the experimented types of attacks. Some works can be trivially modified to adjust to a different type of attacks.

| Method                  | Summary                              | Require Train Data? | Require Val. Data? | Target Attacks |
|-------------------------|--------------------------------------|---------------------|--------------------|----------------|
| RDE (Ours)              | Feature-based density estimation      |                     |                    | Token-level    |
| Mozes et al. (2021, FGWS) | Word frequency-based                 | ✓                   | ✓                  | Word-level     |
| Bao et al. (2021, ADFAR) | Learning-based (sentence-level)      | ✓                   | ✓                  | Word-level     |
| Le et al. (2021, DARCY)  | Learning-based (Honeypot)            | ✓                   | ✓                  | Wallace et al. (2019) |
| Zhou et al. (2019, DISP) | Learning-based (token-level)         | ✓                   | ✓                  | Token-level    |
| Pruthi et al. (2019)    | Learning-based (Semi-character RNN)  | ✓                   | ✓                  | Char-level     |

As opposed to this, carefully crafted word-level adversarial attacks can maintain original semantics and remain unsuspicious to human inspectors. To encourage further research in this domain, we release a benchmark for word-level adversarial example detection on four attack methods across four NLP models and four text classification datasets. We also propose a simple but effective detection method that utilizes density estimation in the feature space as shown in Fig. 1 without any assumption of the attack algorithm or requiring adversarial samples for training or validation. We summarize the existing works in Table 1.

As opposed to a recent work (Mozes et al., 2021), which relies on word frequency to assess the likelihood of sentence(s), we model the probability density of the entire sentence(s). To achieve this, we fit a parametric density estimation model to the features obtained from a classification model (e.g. BERT) to yield likelihoods of each sample as shown by Fig. 2 inspired by classic works in novelty detection (Bishop, 1994), which utilizes generative models to find anomalies. However, simply fitting a parametric model suffers from curse of dimensionality characterized by (i) sparse data points and spurious features (ii) and rare outliers that hamper accurate estimation. To tackle these issues, we leverage classical techniques in statistical analysis, namely kernel PCA and Minimum Covariance Determinant, for robust density estimation (RDE).

Our attack-agnostic and model-agnostic detection method achieves the best performance as of AUC on 29 out of 30 dataset-attack-model combinations and best performance as of TPR, F1, AUC on 25 of them without any assumption on the attacks.

Our contributions are two-fold:

- We propose a adversarial detection method that does not require validation sets of each attack method through robust parameter estimation.
- We release a dataset for word-level adversarial example detection on 4 attacks, 4 text classification datasets, and 4 models and the source code for experimenting on various experimental protocols.

We further provide analysis on a stronger adversary with partial knowledge of the detection method and techniques to counteract the adversary. Last, we investigate the proposed method’s applicability on character-level attacks.

2 Preliminaries

2.1 Adversarial Examples

Given an input space $X$, a label space $Y$, a predictive model $F : X \rightarrow Y$, and an oracle model $F^* : X \rightarrow Y$, a successful adversarial example $x_{\text{adv}}$ of an input $x \in X$ satisfies the following:

$$F^*(x) = F(x) \neq F(x_{\text{adv}}),$$

$$C_i(x, x_{\text{adv}}) = 1 \text{ for } i \in \{1, \ldots, c\}$$

Figure 2: Density estimation using our method in $(\text{Data-Attack-Model}) = (\text{IMDB-}(\text{TF-adj})\text{-BERT})$. Normal samples are peaked at high likelihood region. Adversarial samples tend to have low likelihood.

and grammaticality) in order to be imperceptible (Morris et al., 2020a). As opposed to this, carefully crafted word-level adversarial attacks can maintain original semantics and remain unsuspicious to human inspectors. To encourage further research in this domain, we release a benchmark for word-level adversarial example detection on four attack methods across four NLP models and four text classification datasets. We also propose a simple but effective detection method that utilizes density estimation in the feature space as shown in Fig. 1 without any assumption of the attack algorithm or requiring adversarial samples for training or validation. We summarize the existing works in Table 1.
where $C_i$ is an indicator function for the $i$-th constraint between the perturbed text and the original text, which is 1 when the two texts are indistinguishable with respect to the constraint. The constraints vary from attack algorithms and is crucial for maintaining the original semantics while providing an adequate search space. For instance, Jin et al. (2020) ensure that the embedding of the two sentences have a cosine similarity larger than 0.5 using the Universal Sentence Encoder (Cer et al., 2018, USE).

### 2.2 Detecting Adversarial Examples

For the purpose of detecting adversarial examples, a dataset, $D$, consisting of clean samples ($D_{\text{clean}}$) and adversarial samples ($D_{\text{adv}}$) is required. However, how the dataset should be configured has rarely been discussed in detail and the exact implementation varies by works. Here we discuss two main configurations used in the literature. We denote the test set as $X_t$ and the correctly classified test set as $X_c \subset X_t$.

- **Scenario 1**: Sample disjoint subsets $S_1, S_2 \subset X_t$. For the correctly classified examples of $S_1$, adversarial attacks are generated and the successful examples form $D_{\text{adv}}$. $D_{\text{clean}}$ is formed from $S_2$.

- **Scenario 2**: Sample subset $S \subset X_t$. For the correctly classified examples of $S$, adversarial attacks are generated and the successful examples form $D_{\text{adv}}$. $D_{\text{clean}}$ is formed from $S$.

Scenario 1 provides more flexibility in choosing the ratio between adversarial samples and clean samples, while in Scenario 2 this is determined by the attack success rate and task accuracy. For instance, an attack with a low success rate will have a low adversarial-to-clean sample ratio. In addition, Scenario 2 consists of pairs of adversarial samples and their corresponding clean sample in addition to the incorrect clean samples. A more challenging scenario can be proposed by including failed attacked samples, which may be closer to the real world.

A seminal work (Xu et al., 2018) on adversarial example detection in the image domain assumes the first scenario, whereas existing works in NLP (Le et al., 2021; Mozes et al., 2021) only experiment on the second scenario. Our benchmark framework provides the data and tools for experimenting on both. We provide experiment results on both scenarios.

### 3 Method

#### 3.1 Benchmark

We generate adversarial examples on 4 models, 4 types of attacks, and 4 sentence classification datasets. Since some attacks (Garg and Ramakrishnan, 2020) require hundreds of queries and inference of models per query, vast amount of time is required to create all the adversarial examples (e.g. up to 44 hours for 5,000 examples on the IMDB dataset using TF-adjusted attack). This renders on-the-fly generation and detection of adversarial examples extremely inefficient. Therefore, adversarial examples are created beforehand and sampled according to Section 2.2. Four sentence classification datasets (IMDB, AG-News, SST-2, Yelp) are chosen to have diverse topics and length. See Table 2 for the summary and the number of generated samples.

We choose two non-transformer-based models (Word-CNN Kim (2014); LSTM Hochreiter and Schmidhuber (1997)) and two transformer-based models (RoBERTa Liu et al. (2019); BERT Devlin et al. (2018)). Recently, numerous adversarial attacks have been proposed. We choose two widely known attacks called Textfooler (Jin et al., 2020, TF) and Probability Weighted Word Saliency (Ren et al., 2019, PWWS) and a recent approach using BERT to generate attacks called BAE (Garg and Ramakrishnan, 2020). Lastly, we also include a variant of TF called TF-adjusted (Morris et al., 2020a, TF-adj), which enforces a stronger similarity constraint to ensure imperceptibility to humans. All attacks are created using the TextAttack library (Morris et al., 2020b). See Appendix A.1 for the

### Table 2: Summary of the benchmark dataset. For SST-2, 0.87K held-out validation samples and 1.8K test samples are used.

| Dataset          | Topic                  | Task                          | Classes | Median Length | # of Test Samples |
|------------------|------------------------|-------------------------------|---------|---------------|-------------------|
| IMDB (Maas et al., 2011) | movie review          | sentiment classification      | 2       | 161           | 25K / 10K         |
| AG-News (Zhang et al., 2015) | news headline       | topic classification          | 4       | 44            | 7.6K / 7.6K       |
| SST-2 (Socher et al., 2013) | movie review          | sentiment classification      | 2       | 16            | 2.7K / 2.7K       |
| YELP (Zhang et al., 2015) | restaurant review    | sentiment classification      | 2       | 152           | 38K / 5K          |

Where $C_i$ is an indicator function for the $i$-th constraint between the perturbed text and the original text, which is 1 when the two texts are indistinguishable with respect to the constraint. The constraints vary from attack algorithms and is crucial for maintaining the original semantics while providing an adequate search space. For instance, Jin et al. (2020) ensure that the embedding of the two sentences have a cosine similarity larger than 0.5 using the Universal Sentence Encoder (Cer et al., 2018, USE).
summary of attack methods and Appendix A.5 for a code snippet of using our benchmark.

### 3.2 Estimating Density and Parameters in Feature Space

Earlier works in novelty detection (Bishop, 1994) have shown that generative models fitted on normal samples are capable of detecting unseen novel samples (e.g. adversarial samples). Since we can assume that the training samples, which were used to train the victim model of a particular task, are available to the victim party, we can similarly design a generative model that estimates input density. However, directly using the inputs is challenging as modeling the probability distribution of raw texts is non-trivial. To bypass this, we fit a parametric density estimation model in the feature space (i.e. penultimate layer of the classification model). Since a neural network learns to extract important features of the inputs to distinguish classes, the features can be regarded as representations of the raw inputs. For a pre-trained predictive model \( \mathcal{F} \), let \( z \in \mathcal{Z} \subset \mathbb{R}^D \) denote the feature given by the feature extractor \( \mathcal{H} : \mathcal{X} \to \mathcal{Z} \). Then the entire predictive model can be written as the composition of \( \mathcal{H} \) and a linear classifier.

Given a generative model \( p_\theta \) with mean and covariance as parameters \( \theta = (\mu, \Sigma) \), we can use the features of the training samples \( \mathcal{X}_{\text{train}} \) to estimate the parameters. Then, novel adversarial samples lying in the unobserved feature space are likely to be assigned a low probability, because the generative model only used the normal samples for parameter fitting. For simplicity, we assume the distributions of the feature \( z \) follow a multivariate Gaussian, and thus we model the class conditional probability as \( p_\theta(z | y = k) \sim N(\mu_k, \Sigma_k) \propto \exp\{ - \frac{1}{2} (z - \mu_k)^T \Sigma_k^{-1} (z - \mu_k) \} \), where \( y \) indicates the class of a given task. Then, the maximum likelihood estimate (MLE) is given by the sample mean \( \hat{\mu}_{\text{MLE}} = \frac{1}{N} \sum_{i=1}^N z_i \) and sample covariance \( \hat{\Sigma}_{\text{MLE}} = \frac{1}{N-1} \sum_{i=1}^N (z_i - \hat{\mu}_{\text{MLE}})(z_i - \hat{\mu}_{\text{MLE}})^T \).

However, accurate estimation of the parameters is difficult with finite amount of samples especially in high dimensions \( D = 768 \) for transformer-based models) due to curse of dimensionality, thereby (i) leading to sparse data points and spurious features (ii) and occasional outliers that influence the parameter estimates. In Figure 3, we empirically show that the covariance matrices (blue) of BERT and RoBERTa across all models across all datasets are ill-conditioned, demonstrated by the high maximum eigenvalues and extremely small minimum eigenvalues \( \approx 10^{-12} \). Due to this, the precision matrix is abnormally inflated in certain dimensions and prone to numerical errors during inversion. More analysis regarding the upperbound of this error is provided in Appendix A.2.

In addition, although we have assumed a Gaussian distribution for convenience, the unknown true distribution may be a more general elliptical distribution with thicker tails. This is observed empirically in Figure 4 by visualizing the features into two dimensions by dimensionality reduction. Outliers that are far from the modes of both classes (indicated by color) are present: those that are completely misplaced occasionally exist, while subtle outliers that deviate from the Gaussian distri-
bution assumption are common, which influences the MLE estimation. Thus, to accurately estimate the Gaussian parameters, these outliers should be taken into account. In the following subsection, we tackle these issues through well-known classical techniques from statistical analysis.

3.3 RDE using kPCA and Minimum Covariance Determinant

To address the first issue, we first use kernel PCA (Schölkopf et al., 1998, kPCA) to select top $P$ orthogonal bases that best explain the variance of the data, thereby reducing redundant features. Given $N$ centered samples $Z_{\text{train}} \in \mathbb{R}^{D \times N} = [z_1, \ldots, z_N]$, a mapping function $\phi : \mathbb{R}^D \rightarrow \mathbb{R}^{D'}$, and its mapping applied to each sample $\Phi(Z_{\text{train}}) \in \mathbb{R}^{D' \times N}$, kPCA projects the data points to the eigenvectors with the $P$ largest eigenvalues of the covariance $\Phi(Z_{\text{train}})\Phi(Z_{\text{train}})^T$.\footnote{For simplicity, we assume $\Phi(Z_{\text{train}})$ is centered. When this assumption does not hold, slightly modified approach is taken. See Appendix B of Schölkopf et al. (1998) for details.} Intuitively, this retains the most meaningful feature dimensions, which explains the data the most, while reducing spurious features and improve stability of inversion by decreasing the condition number as shown in Figure 3. By leveraging non-linear $\phi$, we are able to find meaningful non-linear signals in the features as opposed to standard PCA. We use the radial basis function as our kernel. Comparison of performance with standard PCA is provided in Appendix Table A.5. For a complete derivation, please refer to Schölkopf et al. (1997).

However, this does not remove sample-level outliers as shown in Figure 4. Since we have assumed a Gaussian distribution, “peeling off” outliers may be favorable for parameter estimation. A principled way of removing outliers for parameter estimation has been an important research area in multivariate statistics and various methods have been developed for robust covariance estimation (Friedman et al., 2008; Ledoit and Wolf, 2004). Among them, Minimum Covariance Determinant (Rousseeuw, 1984, MCD) finds a subset of $h \leq N$ samples that minimizes the determinant of $\Sigma$.\footnote{Although the possible number of subsets is infeasibly large. Rousseeuw and Driessen (1999) propose an iterative method that converges relatively fast for $\approx 4000$ samples with 100 dimensions.} As the determinant is proportional to the differential entropy of a Gaussian up to a logarithm (shown in Appendix A.3), this results in a robust covariance estimation consisting of centered data points rather than outliers.

For a review, see Hubert et al. (2018). Qualitatively, we observe in Figure 4 that MLE estimates have their means yanked towards the outliers and that the contours are disoriented (Blue). MCD estimates (Red) focus on the high density clusters, which leads to higher performance as will be shown in the experiments.

In summary, we retain informative features by applying kPCA and obtain robust covariance estimate by using MCD on the train set. Using the estimated robust parameters, we can evaluate the likelihood of a test sample. We treat those with low likelihood as novel (adversarial) samples. Our algorithm is shown in Algorithm 1 in the Appendix. We empirically validate the effectiveness of two techniques and discuss the effect of hyper-parameter $P$ and $h$ in the following sections.

4 Experiments

4.1 Experimental Settings

We experiment on the four datasets (IMDB, AG-News, SST-2, Yelp) and four attack methods described in Section 3.1. Our experiment is based on BERT and RoBERTa as they are widely used competent models for various tasks. Since SST-2 only has 1.8K test samples, TF-adjusted attack was unable to create an adequate number of successful adversarial samples (e.g. 80 samples out of 1.7K). Omitting experiments for these, there are 30 combinations of dataset-attack-model in total.

In addition, we (i) investigate a potential adversary with partial/full knowledge of the detection method (§4.6) and (ii) conduct experiments on a character level attack (Appendix A.9) to demonstrate the applicability of our method. Last, we discuss more realistic scenarios for further study and conduct hyper-parameter and qualitative analysis (§4.7).

4.2 Compared Methods

We compare our robust density estimation method (RDE) with a recently proposed detection method in NLP called FGWS (Mozes et al., 2021) which is a word frequency-based method that assumes that rare words appear more often in adversarial samples. We also verify whether Perplexity (PPL) computed by a language model (GPT-2, Radford et al. 2019) is able to distinguish normal and adversarial samples as PPL is often used to compare the fluency of the two samples. FGWS implicitly models the input density via word frequencies, while
GPT-2 explicitly computes the conditional probability via an auto-regressive tasks. In addition, we adopt Lee et al. (2018) denoted as MLE, which is an out-of-distribution detector from the image domain. Similar to RDE, Lee et al. (2018) fits a Gaussian model using the maximum likelihood estimation (MLE) then trains a logistic regressor using the likelihood scores. Since we assume that adversarial samples are not available for training, we do not train a regression model, but only use the likelihood score. For further details, see Section 5. We compare MLE with two variants of our method:

- **RDE(-MCD)**: This is a variant of RDE, in which only kPCA is applied to the features without MCD. The results of applying standard PCA instead of kPCA are reported in Table A.5 of Appendix.

- **RDE**: After applying kPCA, MCD estimate is used. This is the final proposed robust density estimation incorporating both kPCA and MCD.

### 4.3 Evaluation Metric and Protocol

Following Xu et al. (2018), we report three widely used metrics in adversarial example detection: (1) True positive rate (TPR) is the fraction of true adversarial samples out of predicted adversarial samples. (2) F1-score (f1) measures the harmonic mean of precision and recall. Since all compared methods are threshold-based methods, we report TPR at a fixed false positive rate (FPR). (3) Area under ROC (AUC) measures the area under TPR vs. FPR curve. For all three metrics, higher denotes better performance.

Note that whereas AUC considers performance on various FPR’s, TPR and F1 is dependent on one particular FPR. In all our experiments, we fixed FPR = 0.1, which means 10% of normal samples are predicted to be adversarial samples. This threshold should be chosen depending on the context (i.e. the degree of safety-criticalness). We believe this standard should be elevated as more works are proposed in the future. For IMDB and AG-News, 30% of the test set is held out as validation set for Mozes et al. (2021). We subsample out of the test set as described in Section 2.2. For quantitative analysis, we report the mean and its standard error of three repetitions of random seeds for test/validation split and subsampled samples.

### 4.4 Implementation Details

We choose the feature $z$ to be the output of the last attention layer (before Dropout and fully connected layer) for BERT and RoBERTa. RDE has two main hyper-parameters, namely the number of retained dimensions $P$ of kPCA and the support fraction $h$ of MCD. We fix $P = 100$ for all experiments as we observe the performance is not sensitive to $P$. For $h$, we use the default value proposed in the algorithm, which is $\frac{h + P + 1}{2P}$. We study the effect of $h$ in Section 4.7. All models are pre-trained models provided by TextAttack and both kPCA and MCD are implemented using scikit-learn (Pedregosa et al., 2011). We use the radial basis function as our kernel. The time required to estimate the parameters of our method is approximately around 25 seconds. For more details, see Appendix A.4.

For FGWS, we use the official implementation\(^4\) and use the held-out validation set of each attack to tune the threshold for word frequency $\delta$ as done in the original work. For PPL, we use the HuggingFace (Wolf et al., 2020) implementation of GPT-2 (Radford et al., 2019).

### 4.5 Results on Static Adversary

Table 3 demonstrates the results on three datasets and four attacks. Results on Yelp are presented in Appendix Tab. A.6. The highest means out of the four methods are written in bold. Out of the 30 combinations of dataset-attack-model, RDE achieves the best performance on 29 of them on AUC and 25 of them for all three metrics, which shows the competitiveness of our simple method. The motivation of our method is verified by the large margin of improvement from MLE in almost all cases. Using MCD estimation also further improves performance except in the few cases of AG-News. Large language models (PPL) are able to distinguish between adversarial samples and normal samples in expectation as shown by the higher-than-random metric, but the performance is inadequate to be used as a detector. FGWS generally has higher performance compared to PPL, but is inferior to MLE in most cases. Note the degradation of performance in FGWS for BAЕ and TF-adj, which are more subtle attacks with stronger constraints, as FGWS relies on the use of rare words. This trend is not observed in feature density-based methods (MLE and RDE).

FGWS outperforms ours on TPR and F1 in five combinations out of 30, but our method has higher AUC on four of them. Interestingly, all five results are from PWWS attacks, which indicates that

\(^4\)https://github.com/maximilianmozes/lgws
**4.6 Results on Stronger Adversaries**

**Adaptive Adversary**

In this section, we assume that the adversary is aware of the detection method, but does not have full access to the model parameters. Being conscious of the fact that RDE relies on the discriminative feature space, the adversary does not terminate once the attacked sample reaches the decision boundary, but goes on to generate samples that are closer to the feature space of the incorrect target until a given threshold. Such attacks increase the number of trials have been similarly applied in Xie et al. (2019) to create stronger attacks. As shown in Tab. 4, feature-based methods including RDE show considerable degradation in performance against these attacks, while PPL and FGWS have increased performance. All standard errors are less than 0.3.

However, to combat these types of attacks, the defender can use a few examples of the previously detected static adversarial samples to adjust the feature space. Specifically, the features of the predictive model \( F_{\psi} \) (e.g. BERT) are finetuned such that the adversarial samples are located near the decision boundary and far from the classes. To achieve this, the parameters \( \psi \) of the predictive model are trained such that the entropy of the softmax probability can be maximized.

\[
\psi_T = \arg \max_{\psi} \sum_{t=0}^{T} \left[ H_p(x_t; \psi_t) \right] \tag{2}
\]

With only \( T=5 \) iterations and 80 adversarial samples our method is relatively susceptible to PWWS. Nonetheless, AUC still remains fairly high: On IMDB and AG-News, the AUC’s are all over 0.9. On the other hand, all methods have degraded performance on SST-2, which may be due to shorter sentence lengths. Some examples of ROC curves are presented in Appendix A.7. Improving detection rate in SST-2 is left as future work.
ples \((b=16)\), RDE+ is able to recover some of its performance by adjusting the feature space. Since only a few updates are made to the model, the original task performance is negligibly affected (For RoBERTa, 95.1% is marginally increased to 95.2%).\(^5\) Note that only the previously detected static adversarial samples are used to finetune the feature space not the stronger attacks from the adaptive adversary. In addition, stronger attacks are usually more perceptible as it perturbs more words and cost more queries. For instance, on RoBERTa-TF, the average number of queries to the model per sample increases from \(625 \rightarrow 786\).

**Advanced Adaptive / Oracle Adversary**

If the adversary has full access to the model parameters, the adversary can easily generate attacks that can evade the detection method by iteratively attacking the likelihood score of RDE. We generate an even stronger attack than the adaptive adversary (advanced adaptive) such that the attacked sample is completely misclassified to the incorrect target to approximate the oracle adversary. However, we show in Figure 5 that such contrived attacks evade RDE at a cost of high perceptibility (grammatical error, PPL, semantic defect), rendering them detectable by human inspectors or other detection methods not reliant on the neural features.

![Figure 6: Hyperparameter analysis on IMDB-TF-BERT. Wide range of values all outperform the ablated forms and are relatively stable.](image)
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![Figure 5: Comparing grammatical error (Triangle), PPL (Circle), and dissimilarity with the original sentence (Square) using USE(Cer et al., 2018) (image)](image)

**4.7 Discussion**

**More Realistic Scenarios** In previous experiments, all failed adversarial attacks were discarded. However, in reality an adversary will probably have no access to the victim model so some attacks will indeed fail to fool the model and have unbalanced clean to adversarial samples. In Appendix A.10, we discuss these scenarios and provide preliminary results.

\(^5\)For more details regarding the experiment, see the appendix.

**Hyper-parameter Analysis** Although the two main hyper-parameters, support fraction \((h)\) of MCD and the dimension \((P)\), were fixed in our experiments, they can be fine-tuned in a separate validation set for optimal performance. We show in Figure 6 the performance of our method on various ranges of \(h\) and \(P\) on the validation set of IMDB-TF-BERT combination. We set \(P = 100\) and \(h\) to the default value of the algorithm when tuning for the other parameter.

![Figure 5: Comparing grammatical error (Triangle), PPL (Circle), and dissimilarity with the original sentence (Square) using USE(Cer et al., 2018) (image)](image)
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![Figure 7: Qualitative example of varying support fraction \(h\) on SST2-BERT. Each ellipse represent probability contours of three standard deviations. Higher \(h\) retains more of the deviating samples and leads to wider contour.](image)

**Qualitative Analysis on Support Fraction** The support fraction controls the ratio of original samples to be retained by the MCD estimator, thereby controlling the volume of the contour as shown in Figure 7. We empirically demonstrated in our experiment that using all samples for parameter estimation may be detrimental for adversarial sample detection.

![Figure 7: Qualitative example of varying support fraction \(h\) on SST2-BERT. Each ellipse represent probability contours of three standard deviations. Higher \(h\) retains more of the deviating samples and leads to wider contour.](image)

**5 Related Works**

Detection of adversarial examples is a well-explored field in the image domain. Earlier works...
have tackled in various ways such as input transformation (Xu et al., 2018), statistical analysis (Grosse et al., 2017), or training a separate binary classifier (Metzen et al., 2017). However, Carlini and Wagner (2017) has shown that an adversary with partial knowledge of the detector can easily nullify it. Meanwhile, early works in novelty detection have shown that a generative model can detect anomaly samples (Bishop, 1994). Following this line of research, Lee et al. (2018) have proposed a method to detect out-of-distribution samples by training a logistic regressor on features of a neural network for maximum likelihood estimation.

In the NLP domain, few efforts have been made in detecting word-level adversarial examples. Zhou et al. (2019, DISP) utilize a detector trained on adversarial samples for a joint detect-defense system. FGWS (Mozes et al., 2021) outperforms DISP in detection by building on the observation that attacked samples are composed of rare words on 2 attack methods. Le et al. (2021) tackle a particular attack method called UniTrigger (Wallace et al., 2019), which pre-pends or appends an identical phrase in all sentences. While the performance is impressive, applying this method to other attacks requires significant adjustment due to the distinct characteristics of UniTrigger. Meanwhile, Pruthi et al. (2019) tackle character-level adversarial examples and compare with spell correctors. Our work is the first to extensively demonstrate experimental results for 4 popular and recent attack methods on 4 datasets and propose a competitive baseline. We summarize the methods in Tab. 1.

6 Conclusion
We propose a general method and benchmark for adversarial example detection in NLP. Our method RDE does not require training or validation sets for each attack algorithms, yet achieves competitive performance. In the future, a principled countermeasure for an adversary with partial or full knowledge can be considered for robustness.
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Figure A.1: Left figure shows the relative error of estimating the parameters of 768-dimensional multivariate Gaussian on a toy example. Even with 2^{14} samples, the relative error of $\mu$ is on the scale of $10^{-3}$.

### A Appendix

#### A.1 Success Rate of Attack Methods and Other Statistics

Here we briefly describe each attack method and provide some statistics about the attack results. For Table A.1, word transformation method indicates how candidate replacement words are created. Word importance ranking denotes how the ordering of which word to attack is chosen. For constraints, only those related to embedding was listed and the numbers in parenthesis denote the threshold. Higher threshold signifies stronger constraint. For more details, we refer the readers to Morris et al. (2020b). Table A.2 summarizes the attack results on three dataset for BERT. Results for other models can be found in the released dataset.

#### A.2 Potential Errors of Parameter Estimation

Accurate estimation of the parameters is difficult with finite amount of samples especially in high dimensions. Here we demonstrate this through a toy example and derive its relationship with the Mahalanobis distance function $g(\Delta)$ - relative change in the output given a relative change in the inputs - is bounded by the inverse of the smallest eigenvalue of $\Sigma^{-1}$.

$$\kappa_g(\Delta) = \frac{||\frac{\partial g}{\partial \Delta}||}{||g(\Delta)||/||\Delta||}$$

$$= \frac{||\Delta||}{||g(\Delta)||}2||\Sigma^{-1}||||\Delta||$$

where the first equality follows from the definition of condition number and differentiability of $g$ and $C_\Delta$. The last equality follows from the Caucy-Schwarz Inequality. The matrix norm induced by the L2 norm is given by the largest singular value (largest eigenvalue for a positive definite square matrix). Given the eigenspectrum of $\Sigma$ as $\lambda_{max} \geq \cdots \geq \lambda_{min}$, the eigenspectrum of $\Sigma^{-1}$ is given by the reciprocal of that of $\Sigma$. Thus, $||\Sigma^{-1}||$ is equal to inverse of the minimum eigenvalue of $\Sigma$ and the last equality can be further decomposed into

$$\kappa_g(\Delta) \leq \frac{||\Delta||}{||g(\Delta)||}2||\Sigma^{-1}||||\Delta||$$

$$\leq C_\Delta \frac{1}{\lambda_{min}}$$

where $C_\Delta$ is a constant for a given $\Delta$. This means that when the smallest eigenvalue is in the scale of $10^{-12}$, even a estimation error of scale $10^{-3}$ on $\mu$ may be amplified by at most by a scale of $10^9$. This leads to a serious problem in density estimation of $z$.

#### A.3 More details on MCD

We explain some of the properties of the determinant of the covariance matrix. First, the determinant is directly related to the differential entropy of the Gaussian distribution. For a $D$-dimensional multivariate Gaussian variable $X$ and its probability density function $f$, the differential entropy is given by

$$H(X) = -\int_X f(x) \log f(x) dx$$

$$= \frac{1}{2} \log((2\pi e)^D \det(\Sigma))$$

$$\propto \det(\Sigma)$$

In addition, the determinant is also proportional to the volume of the ellipsoid for some $k$, $\{ z \in$
### Table A.1: Summary of attack methods and their defining characteristics.

| Attacks   | Post-Attack Accuracy | Attack Success Rate | Average Num. Queries |
|-----------|----------------------|---------------------|----------------------|
| TF        | 0.6%                 | 99%                 | 558                  |
| PWWS      | 3%                   | 97%                 | 1681                 |
| BAE       | 34%                  | 64%                 | 455                  |
| TF-adj    | 84.2%                | 11%                 | 298                  |

#### A.4 Implementation Details

To meet the memory constraint of computing the kernel matrix, we sample a subset of $X_{\text{train}}$ (8,000 samples) for all experiments. All models are pre-trained models provided by TextAttack and both kPCA and MCD are implemented using scikit-learn (Pedregosa et al., 2011). We use the radial basis function as our kernel.

For subsampling generated attacks described in Section 2.2, we set the maximum number of adversarial samples for each dataset. For IMDB and AG-News, the maximum is set to 2000 and for SST-2 this is set to 1000. Then, the number of target samples (i.e. $|S|$ or $|S|_{\text{v}}$) is initialized to the maximum number divided by adversarial success ratio and task accuracy. Target sample is decremented until ratio between clean and adversarial samples can roughly be 5:5. Algorithm of RDE and MLE is provided in Algorithm 1.

#### A.5 Benchmark Usage Example

```python
from AttackLoader import AttackLoader

# Set seed, scenario, model type, #attack type, dataset, etc.
loader = AttackLoader(...)  
loader.split_csv_to_testval()  

# Subsample from testset according to chosen scenario
sampled, _ = loader.get_attack_from_csv(...)  

# Apply detection method
```

**Algorithm 1: RDE and MLE**

**Input:** $X_{\text{train}}, Y_{\text{train}}, D = \{D_{\text{adv}}, D_{\text{clean}}\}$

**Input:** Feature Extractor $H$

**Output:** Likelihood $L$

1. $Z_{\text{train}} = H(X_{\text{train}})$
2. if MLE then
   3. for $c$ in Class do
      4. $\hat{\mu}_c = \frac{1}{N_c} \sum_{i \in Y_c} z_i$
      5. $\hat{\Sigma}_c = \frac{1}{N_c} \sum_{i \in Y_c} (z_i - \hat{\mu})(z_i - \hat{\mu})^T$
3. else if RDE then
   4. $Z = \text{kPCA}(Z)$
   5. for $c$ in Class do
      6. $\hat{\mu}_c, \hat{\Sigma}_c = \text{MCD}(Z_c)$
   7. $L = []$
   8. for $x$ in $D$ do
      9. $z = H(x)$
      10. $\hat{y} = \arg\max_k F(x)_k$
      11. if RDE then
         12. $z = \text{kPCA}(z)$
      13. L.append($N(z|\hat{\mu}_\hat{y}, \hat{\Sigma}_\hat{y})$)
```

We refer the readers to Section 7.5 of Anderson (1962) for the proof. This explain why the MCD estimate forms a much narrower probability contour than MLE as shown in Fig. 4.
SUCCESSFUL director brian levant, who never strays far from his sitcom roots, skates blithely from one implausible situation to another [...]

FAILED arnold’s jump from little screen to big will leave frowns on more than a few faces

Table A.3: Successful and Failed Adv. Examples in SST2 Dataset (original[replaced])

|          | BERT IMDB | ROBERTa | BERT AG-News | ROBERTa | BERT SST-2 | ROBERTa |
|----------|-----------|---------|--------------|---------|------------|---------|
| AUC      | 1.00      | 0.75    | 0.50         | 0.75    | 1.00       | 0.75    |

Figure A.2: Detection performance (AUC) for scenario including failed adversarial samples. Horizontal axis denotes the type of attacks methods (TF, PWWS, BAE, TF-adj). The original performance of RDE from Table 3 as an upper bound is provided (red). Blue and purple denotes RDE and MLE including failed adversarial samples, respectively.

A.6 Comparison with PCA
In all our experiments, we used a radial basis function for kPCA. This allows finding non-linear patterns in the feature space. When the linear kernel is used, kPCA is equivalent to ordinary PCA. We demonstrate that exploiting non-linearity preserve much more meaningful information by comparing the detection performance in the IMDB dataset (Table A.5).

A.7 ROC Curve Examples
Below (Fig. A.3) we provide Receiver Operating Characteristic (ROC) curves of RoBERTa on two attacks. For all plots, samples from the first seed are used.

A.8 Experiment Details on Adaptive Adversary
In this section, we provide detail on the experimental settings. Instead of the terminating condition used by all attack methods

$$F^*(x) = F(x) \neq F(x_{adv})$$ (6)

the stronger attack goes on to send the sample closer to the features of the incorrect target. With fixed $\epsilon$, the attack terminates once

$$F^*(x) = F(x) \neq F(x_{adv}), \quad \hat{p} > 1 - \epsilon$$ (7)

where $\hat{p}$ is the largest predicted softmax probability. This allows the generated sample to fool the density-based methods that rely on the discriminative feature space. For attacks denoted 'stronger', $\epsilon = 0.1$; for 'stronger', $\epsilon = 0.01$. For RDE+, we use the adversarial samples of the held-out validation set using the static attack method.

A.9 Detecting Character-level Attacks
Although character level attacks are perceptible to spell checkers or more sophisticated techniques (Pruthi et al., 2019), it still poses threat to deep neural networks (Zhang et al., 2020). We demonstrate the general applicability of RDE on character-level attack on 3,000 samples attacked by the character-level attack method proposed in Pruthi et al. (2019). As shown in Table A.4, RDE surpasses all the density-based methods.

|          | IMDB       | AG-News    |
|----------|------------|------------|
| BERT     | 55.0±0.6   | 71.3±0.7   |
| RoBERTa  | 64.0±1.4   | 71.3±0.7   |
| MLE      | 90.2±0.4   | 89.9±0.4   |
| RDE      | 90.9±0.1   | 90.9±0.5   |

Table A.4: AUC for character level attack on AG-News averaged over five trials.

A.10 More Realistic Scenarios
In this section, we discuss more realistic scenarios and provide preliminary results in Appendix A.10: (i) Including failed attacks (ii) Imbalanced ratio of clean and adversarial samples. In previous experiments, all failed adversarial attacks were discarded. However, in reality an adversary will probably have no access to the victim model so some attacks will indeed fail to fool the model. While failed adversarial attacks do not pose threat to the task accuracy of the model, it nevertheless may be harmful if the
victim wishes to gain information about a certain population by aggregating data such as sentiment in consumer review about a movie. In addition, as active research in attacks have been made in the past few years, more subtle attacks that are imperceptible to humans naturally have lower attack success ratio (e.g. BAE).

Fig. A.2 demonstrates the detection results of RDE and MLE when distinguishing between normal samples and (failed and successful) adversarial attempts by comparing the AUC’s. As an upper bound, we provide the performance of RDE on the original scenario without failed adversarial examples in red. As the first two attacks (TF and PWWS) achieve nearly 100% success rate, only few failed adversarial samples are added. Accordingly, the performances for the two attacks show little difference. However, in more subtle attacks (BAE and TF-adj) the performance drastically drops due to the increased failed adversarial samples, yet RDE outperforms MLE by a considerable margin in most cases. We end on this topic by noting that more comprehensive analysis is called for, because in some cases failed adversarial attempts are (nearly) identical to clean samples. So an attack method with low detection rate does not necessarily imply a crafty attack method in this scenario.

In Appendix Table A.7, we provide the results for Scenario 2 described in Section 2.2. The general trend among detection methods and attack methods is similar to Table 3. As noted earlier, for Scenario 2 the ratio of adversarial to clean samples will be low if the attack success rate is low. For instance, in IMDB-(TF-adj)-BERT, the ratio of adversarial to clean samples is around 1:9. Whereas both AUC and TPR are not strongly affected due to the characteristic of the metrics, F1 drastically drops. For instance, for IMDB-(TF-adj)-BERT, RDE achieves 73.7% (as opposed to 95.0% of Scenario 1). On the same set, FGWS achieves 60.1% and MLE achieves 67.6%.

Here we provide experimental results on Scenario 2. Although pairs of samples are included in the dataset, the general trend is similar to that of Scenario 1. For attack methods with low success rate, the adversarial to clean sample ratio is low, which affects the F1-score.
Figure A.3: ROC curves for RoBERTa on two attacks TF and PWWS. Row indicates the dataset, while the column indicates the attack methods. For all plots, the x-axis and y-axis represents FPR and TPR, respectively. The legend indicates the AUC of each method. RDE(-MCD) is written as -MCD due to space constraint.
### Table A.5: Results of using linear kernel for KPCA, which is equivalent to the ordinary PCA on IMDB. For fair comparison, we compare with RDE(-MCD) where MCD estimation is not used. All results lead to higher performance when kPCA is used.

| Models | Methods | TPR | TPR_adj | PWSS | PWSS_adj | BAE | BAE_adj | TPR | TPR_adj | PWSS | PWSS_adj | BAE | BAE_adj | TPR | TPR_adj | PWSS | PWSS_adj | BAE | BAE_adj | AUC | AUC_adj |
|--------|---------|-----|---------|------|----------|-----|----------|-----|---------|------|----------|-----|----------|-----|---------|-----|----------|-----|----------|-----|----------|-----|----------|
| BERT   | PCA     | 95.1±1.1 | 97.2±1.1 | 85.0±0.7 | 82.3±1.0 | 91.3±1.0 | 90.8±1.0 | 83.5±1.3 | 94.2±2.0 | 92.8±1.2 | 91.7±0.7 | 96.2±0.2 | 98.2±0.2 | 94.6±0.2 | 97.6±0.2 |
|        | lPCA    | 96.3±0.3 | 95.4±0.2 | 98.6±0.3 | 96.9±1.0 | 88.3±1.0 | 94.6±0.2 | 92.5±0.3 | 94.1±0.3 | 95.8±0.2 | 99.5±0.2 | 97.6±0.2 |
| RoBERTa | PCA     | 94.7±0.6 | 95.2±0.3 | 96.3±1.0 | 89.7±0.9 | 90.5±0.1 | 95.2±1.0 | 96.3±0.1 | 89.7±0.9 | 95.4±0.1 | 89.0±0.7 | 95.0±0.3 | 92.6±1.8 | 91.6±0.9 | 96.7±0.5 |
|        | lPCA    | 98.5±0.1 | 94.5±0.1 | 97.9±0.1 | 95.0±0.3 | 92.1±0.2 | 96.7±0.1 | 92.5±1.0 | 95.0±0.4 | 93.0±0.2 | 97.0±0.2 | 98.6±0.4 | 98.4±0.8 | 98.1±0.4 |

### Table A.6: Experiment results on the Yelp dataset

| Models | Methods | TPR | TPR_adj | PWSS | PWSS_adj | BAE | BAE_adj | TPR | TPR_adj | PWSS | PWSS_adj | BAE | BAE_adj | TPR | TPR_adj | PWSS | PWSS_adj | BAE | BAE_adj | AUC | AUC_adj |
|--------|---------|-----|---------|------|----------|-----|----------|-----|---------|------|----------|-----|----------|-----|---------|-----|----------|-----|----------|-----|----------|-----|----------|
| BERT   | PPL     | 60.2±1.2 | 51.5±0.2 | 76.6±1.0 | 56.2±0.7 | 49.0±0.8 | 72.4±0.4 | 16.5±1.0 | 75.9±0.9 | 65.2±0.6 | 16.3±1.5 | 25.7±2.0 | 63.1±0.6 |
|        | FGWS    | 84.6±0.6 | 87.2±0.2 | 87.0±0.5 | 88.9±0.1 | 90.9±1.0 | 91.0±0.0 | 82.4±1.2 | 72.5±0.8 | 70.3±0.8 | 79.7±2.7 | 85.5±1.7 | 82.5±0.8 |
|        | MLE     | 41.3±1.0 | 54.6±1.0 | 66.5±0.3 | 41.8±0.8 | 55.0±0.8 | 66.9±0.3 | 42.3±1.9 | 55.5±1.8 | 67.5±0.4 | 38.5±2.1 | 52.0±2.0 | 66.7±0.8 |
|        | RDE     | 97.9±0.1 | 94.3±0.1 | 94.6±0.0 | 92.7±0.5 | 91.8±0.3 | 94.9±0.1 | 97.1±0.2 | 94.0±0.1 | 96.2±0.1 | 99.8±0.1 | 95.7±0.1 | 96.4±0.1 |
| RoBERTa | PPL     | 38.5±0.7 | 51.8±0.7 | 73.0±0.5 | 36.3±0.8 | 49.0±0.9 | 71.7±0.6 | 17.0±0.6 | 26.7±0.7 | 60.6±0.7 | 12.7±1.2 | 20.8±1.7 | 58.6±0.5 |
|        | FGWS    | 83.5±0.1 | 86.5±0.1 | 86.6±0.1 | 86.8±0.2 | 88.3±0.1 | 89.7±0.1 | 61.9±0.6 | 72.6±0.4 | 70.9±0.4 | 69.1±2.7 | 78.1±1.7 | 75.6±2.3 |
|        | MLE     | 95.0±0.4 | 92.7±0.2 | 96.3±0.1 | 89.2±0.4 | 89.6±0.2 | 94.5±0.2 | 90.1±0.3 | 90.1±0.2 | 84.9±0.2 | 85.7±3.5 | 87.6±2.0 | 95.0±0.5 |
|        | RDE     | 96.4±0.1 | 94.5±0.0 | 97.0±0.1 | 90.7±0.1 | 90.8±0.1 | 95.3±0.0 | 92.5±0.2 | 91.5±0.1 | 95.7±0.2 | 99.5±0.3 | 95.5±0.0 | 96.5±0.5 |

### Table A.7: Adversarial detection results for BERT and RoBERTa on Scenario 2 on three datasets (IMDB, AG-News, SST-2). For all three metrics, higher means better.