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Abstract

The store language of a machine of some arbitrary type is the set of all store configurations (state plus store contents but not the input) that can appear in an accepting computation. New algorithms and characterizations of store languages are obtained, such as the result that any nondeterministic pushdown automaton augmented with reversal-bounded counters, where the pushdown can “flip” its contents up to a bounded number of times, can be accepted by a machine with only reversal-bounded counters. Then, connections are made between store languages and several model checking and reachability problems, such as accepting the set of all predecessor and successor configurations from a given set of configurations, and determining whether there are at least one, or infinitely many, common configurations between accepting computations of two machines. These are explored for a variety of different machine models often containing multiple parallel data stores. Many of the machine models studied can accept the set of predecessor configurations (of a regular set of configurations), the set of successor configurations, and the set of common configurations between two machines, with a machine model that is simpler than itself, with a decidable emptiness, infiniteness, and disjointness property. Store languages are key to showing these properties.

Keywords: Automata, Store Languages, Counter Machines, Deletion Operations, Reversal-Bounds, Determinism, Finite Automata

1. Introduction

An existing concept in the area of formal languages is that of the store language of a machine. Essentially, the store language is the set of store configurations (state plus all store contents concatenated together) that can appear in any accepting computation. For example, the store language of a pushdown automaton is the set of all words of the form \(q\gamma\), where from the initial configuration, there is an input that passes through the configuration where the state is \(q\) and the stack contents is \(\gamma\), which eventually leads to an accepting configuration. It is known that the store language of every one-way nondeterministic pushdown automaton (NPDA) is a regular language \[1, 2\]. This was used by Greibach as a key component of an alternate proof\[1\] that regular canonical systems produce regular languages \[3\].

The store languages of other machine models have been recently studied. For example, the more general model of one-way nondeterministic stack automata — which are like pushdown automata but have the additional ability to read but not write from the inside of the pushdown stack — were investigated, and it was found that the store language of every such machine is also a regular language \[4, 5\]. And, in \[5\],...
the store languages of other one-way machine models were shown to be regular as well, including \(r\)-flip pushdown automata (pushdown automata with the ability to “flip” their pushdown up to \(r\) times \([6]\)), reversal-bounded queue automata (there is a bound on the number of switches between enqueuing and dequeuing), and nondeterministic Turing machines with a one-way read-only input tape, and a reversal-bounded worktape (a bound on the number of changes of directions of the read/write head). The paper \([5]\) also demonstrated some general connections of store languages between two-way and one-way machine models. Furthermore, it was shown that in any one-way machine model (defined properly) with only regular store languages, then the languages accepted by the deterministic machines in this class are closed under right quotient with regular languages. This solved several open problems in the literature and simplified others. It also demonstrates the usefulness of the store language concept. Similarly, store languages were recently used to show that the density property (whether the subwords of a language are equal to the set of all words) is decidable for Turing machines with a one-way read-only input and a reversal-bounded worktape \([7]\).

Multiple parallel and independent data stores can also be combined into one model. However, even a machine that combines together two pushdowns, has the same power as a Turing machine \([8]\), and therefore all non-trivial problems become undecidable \([5]\). Another store of interest is that of the counter, which stores some non-negative integer that can be increased by one, decreased by one, kept the same, and tested for emptiness. Equivalence to Turing machines even holds for deterministic machines with only two counters \([8]\). However, if the stores are constrained in some way, then machines can limit their power and certain properties can become decidable. For example, a counter is reversal-bounded if there is a bound on the number of changes between non-decreasing and non-increasing. Indeed, the class of one-way nondeterministic finite automata augmented with some number of reversal-bounded counters (known as NCM), is quite general but has decidable emptiness and membership problems, and is closed under intersection \([9]\). NCMs have been studied and applied in various places, e.g., in \([10, 11, 12, 13, 14, 15, 16]\). The deterministic version of these machines, DCM, also has decidable containment and equivalence problems \([9]\). Models can also be created by combining together multiple types of stores, such as NPCM, the set of machines defined by augmenting an (unrestricted) pushdown automaton with reversal-bounded counters. This model also has decidable membership and emptiness problems \([9]\), and has been found useful in showing decidability of verification and reachability problems \([17, 18]\), in model checking recursive programs with numeric data types \([14]\), in synchronisation- and reversal-bounded analysis of multithreaded programs \([20]\), in showing decidability properties of models of integer-manipulating programs with recursive parallelism \([21]\), and in decidability of problems on commutation \([22]\).

Separately to the study of store languages, certain similar problems have been studied by the model checking and verification community. The reachability problem in finite-state and infinite-state concurrent systems has been extensively studied (given configurations \(c_1\) and \(c_2\) of a system, is \(c_2\) reachable from \(c_1\)?) Similarly, we recall two operators that have been extensively studied. Given a set of configurations \(C\) and machine \(M\) of some type, \(\text{pre}^*_{\text{DCM}}(C)\) is the set of configurations that can reach a configuration in \(C\), and \(\text{post}^*_{\text{DCM}}(C)\) is the set that can be reached by a configuration in \(C\). For example, it is known that given a pushdown automaton \(M\) and a regular set of configurations \(C\), \(\text{pre}^*_{\text{DCM}}(C)\) and \(\text{post}^*_{\text{DCM}}(C)\) are both regular languages \([23]\). It is also known that for NCM \(M\) and a set of configurations \(C \in \text{NCM}\), both \(\text{pre}^*_{\text{NCM}}(C)\) and \(\text{post}^*_{\text{NCM}}(C)\) are in DCM \([11]\). These operations have also been studied for other machine models, e.g. \([24, 25, 26, 27, 28]\).

In Section \([3]\) it is shown that the store language of every NPCM can be accepted by a machine in NCM; i.e. without the pushdown. This is used to show that all store languages of a new general model, with a \(r\)-flip nondeterministic pushdown automaton augmented by reversal-bounded counters (denoted by \(r\)-flip NPCM), are in NCM. Hence, the flipping pushdown store can be surprisingly eliminated when accepting the store language. New and existing results on store languages are summarized in Table \([2]\). Next, in Section \([4]\) the notion of the store language is applied to reachability and model checking problems. A simple connection is made between the set of all store languages being in some family, and \(\text{pre}^*\) and \(\text{post}^*\) being in the family. This new connection is used to demonstrate new reachability results involving several machine models where all store languages are known to be regular, such as stack automata, and nondeterministic Turing machines with a one-way read-only input and a reversal-bounded worktape. For machines \(M\) from
these models, \(\text{pre}^*_M(C)\) and \(\text{post}^*_M(C)\) are always regular from a given regular set of configurations \(C\). In particular, this is quite surprising for stack automata, as these machines are significantly more powerful than pushdown automata (even accepting non-semilinear languages). Furthermore, it is shown that for many models augmented with reversal-bounded counters such as \(r\)-flip NPCM, given sets of configurations \(C\) accepted by a machine in NCM, then \(\text{pre}^*_M(C)\) and \(\text{post}^*_M(C)\) are in NCM. This implies that the primary store such as the \(r\)-flip pushdown is again not needed. The same is true for other models augmented by reversal-bounded counters. All of these reachability results (summarized in Table 3) follow in a straightforward fashion from the connection to store languages, and using results on store languages.

In Section 5, the configurations that are in common between accepting computations of two given machines are examined. Let \(M_1\) and \(M_2\) be two NPCMs (respectively \(r\)-flip NPCMs, NCMs) with the same pushdown alphabet, the same number of counters, and the same state sets. Suppose we are interested in knowing whether the computations of \(M_1\) and \(M_2\) are completely disjoint in the sense that there is no configuration in common and there is therefore no overlap in computation. The common store configuration problem is the following: Given two machines \(M_1\) and \(M_2\) of the same type, do they have a common non-initial store configuration that occurs in an accepting computation? Similarly, the common store configuration infiniteness problem is the following: Given two machines \(M_1\) and \(M_2\) of the same type, is there an infinite number of common non-initial store configurations in accepting computations? The common configuration problem can therefore be used to determine whether the computations of \(M_1\) and \(M_2\) are completely disjoint, and the common store configuration infiniteness problem addresses whether there are finitely many overlapping configurations. This is related to the notion of fault-tolerance or safety, which are important in the area of verification [11]. If \(M_2\) is used to describe all faulty configurations (its complement being the safe configurations), then the processing of \(M_1\) can lead to a problem (i.e. a faulty situation) if and only if they have a common configuration. For any of the machine models studied in this paper where the store languages are all regular or in NCM, there are immediate applications to these problems, as the common store configuration problem, and the common store configuration infiniteness problem are decidable. This is decidable for machine models such as \(r\)-flip NPCM since their store languages are in NCM. Moreover, an NCM can be built that accepts exactly those reachable configurations in common between the two machines, i.e. it is possible to build a description of exactly the faulty configurations in \(M_1\) and to test any desirable properties within it. Such results would not have been possible without previously demonstrating that the store languages of these models could be accepted with only the counters, as e.g. the context-free languages are not closed under intersection, but NCM is closed under intersection, which is needed to construct the configurations that are in common.

In Section 6 problems are studied involving the following basic reachability problem: given configurations \(c_1\) and \(c_2\), is \(c_2\) reachable from \(c_1\)? More generally, how difficult is it to accept pairs of configurations \(c_1,c_2\) where the second is reachable from the first? We explore differences in accepting this set based on the representation of the pairs of configurations, such as whether they are input on two separate tapes, or as separate segments of one tape, or whether certain configurations are reversed or not.

All of the models studied here are now amongst the most general multi-store models known where these model checking problems are decidable. Furthermore, the connections with store languages provides often short and quite simple proofs of these properties without relying on ad hoc techniques.

2. Preliminaries

Background knowledge from the area of automata and formal languages is assumed [8]. An alphabet \(\Sigma\) is a finite set of symbols. The set of all strings (or words) over \(\Sigma\) is denoted by \(\Sigma^*\). A language \(L\) over \(\Sigma\) is any \(L \subseteq \Sigma^*\). The empty word is denoted by \(\lambda\). A language \(L \subseteq \Sigma^*\) is bounded if there exists words \(w_1,\ldots,w_l \in \Sigma^*\) such that \(L \subseteq w_1^* \cdots w_l^*\). Given a word \(w \in \Sigma^*\), \(|w|\) is the length of \(w\), and \(|w|_a\) is the number of \(a\)'s in \(w\), for \(a \in \Sigma\). For a fixed alphabet \(\Sigma = \{a_1,\ldots,a_k\}\), the Parikh map of \(w\), \(\psi(w) = (|w|_{a_1},\ldots,|w|_{a_k})\), and the Parikh map of a language \(L\), \(\psi(L) = \{\psi(w) \mid w \in L\}\).

Given \(L_1, L_2 \subseteq \Sigma^*\), the left inverse (or left quotient) of \(L_2\) by \(L_1\), is \((L_1)^{-1}L_2 = \{y \mid xy \in L_2, x \in L_1\}\). Given a word \(w \in \Sigma^*\), the reverse of \(w\), \(w^R\), is the word obtained by reversing the letters of \(w\). Given \(L\), \(L^R = \{w^R \mid w \in L\}\). Although we will not define semilinear sets and languages formally here (see [29]), an
equivalent characterization will be stated that is enough for our purposes. A language $L$ is semilinear if and only if $\psi(L) = \psi(L')$ for some regular language $L'$ \cite{29}.

For some machine models considered in this paper, an intuitive description of the model will be given rather than a formal definition. This is done as many of the models are familiar to those in the area, and the detail given is enough to understand how they operate. If the reader desires further details, the formal definitions can be found in our recent paper \cite{5}.

It is common in automata theory to study a one-way deterministic or nondeterministic finite automaton (denoted by DFA or NFA respectively) with one or more of some type of data stores. For example, a nondeterministic pushdown automaton (NPDA) is an NFA together with a pushdown stack \cite{3}. A counter can be thought of as a pushdown with only a single pushdown letter plus a bottom-of-counter marker to allow for testing if the counter is zero. A machine $M$ with $k$ counters is $l$-reversal-bounded if every counter makes at most $l$ changes in direction between non-decreasing and non-increasing and vice versa. Let $NCM(k)$ be the set of all one-way nondeterministic machines with $k$ counters that are $l$-reversal-bounded, for some $l$, and let $DCM(k)$ be those machines that are deterministic. Let $NCM = \bigcup_{k \geq 1} NCM(k)$, and $DCM = \bigcup_{k \geq 1} DCM(k)$. These machines have been extensively studied in \cite{9}. One can also study machines with a pushdown, plus some number of reversal-bounded counters. The set of all one-way nondeterministic machines of this form is called NPCM (defined in \cite{9}).

The store language of a machine $M$, denoted by $S(M)$, is the set of configurations that can appear in any accepting computation of $M$. Each configuration is represented by the concatenation of the state, followed by the concatenation of each store’s contents, making it a language. The precise definition of the store language $S(M)$, where $M$ is from some machine model $M$, depends on the definition of the model. In \cite{9}, the store languages of many different models are defined in a general fashion by separating the definition of “store types” from machines using these types. A machine of any type is denoted by a tuple $M = \langle Q, \Sigma, \Gamma, \delta, q_0, F \rangle$, where $Q$ is the finite state set, $\Sigma$ is the input alphabet, $\Gamma$ is the store alphabet, $\delta$ is the finite transition function, $q_0 \in Q$ is the initial state, and $F \subseteq Q$ is the final state set. The transition function $\delta$ is a function that maps a state, an input letter (or $\lambda$, or the right input end-marker $\langle$), and a letter read off of each store, to a set of possible successors, each consisting of a new state, and some allowable instruction for manipulating each store.

Some definitions will be given for NPCM specifically since it is used frequently here. For NPCMs with $k$ counters (written as NPCM$(k)$), the transition function can read the top of the pushdown, and the top of each counter detecting whether each counter is empty or non-empty, and the allowable instructions can replace the topmost symbol with some word, and each counter can either increase by one, decrease by one, or stay the same, so long as the counters remain reversal-bounded. The transitions are from $\delta(q, a, X, y_1, \ldots, y_k), q \in Q, a \in \Sigma \cup \{\lambda, \rangle\}$, $X \in \Gamma$ (read from the pushdown), $y_i \in \{0, 1\}$, $1 \leq i \leq k$ (applied if either $y_i = 0$ and counter $i$ is empty, or if $y_i = 1$ and counter $i$ is non-empty), to a set of tuples of the form $(p, a, z_1, \ldots, z_k), p \in Q, a \in \Gamma^*$ (replacing $X$ on the top of the pushdown), and $z_i \in \{-1, 0, +1\}$ (either subtracting, keeping the same, or adding to the counter).

An instantaneous description of an NPCM$(k)$ $M = \langle Q, \Sigma, \Gamma, \delta, q_0, F \rangle$ is a tuple $(q, w, \gamma, i_1, \ldots, i_k)$, where $q$ is the current state, $w \in \Sigma^* \cup \{\lambda\}$ is the remaining input (followed by the input end-marker which is important for deterministic machines but is not needed for nondeterministic machines \cite{22}), $\gamma \in Z_0(\Gamma - \{Z_0\})^*$ is the current contents of the pushdown (starting with $Z_0$, the bottom-of-stack marker which is not allowed to be popped or replaced), and $i_1, \ldots, i_k \in \mathbb{N}_0$ (the non-negative integers) are the values of the $k$ counters. A derivation relation, $\vdash_M$, is defined between pairs of successive instantaneous descriptions, extended to zero or more applications, $\vdash_M^*$, in the usual fashion \cite{5}. A store configuration of $M$ is any string $q\gamma c_1^{i_1} \cdots c_k^{i_k}$, where $q \in Q, \gamma \in Z_0(\Gamma - \{Z_0\})^*$, $i_1, \ldots, i_k \in \mathbb{N}_0$. That is, it is the string obtained from an instantaneous description by concatenating the state and store contents (and not including the input). The relation $c \Rightarrow_M c'$ is used to indicate that store configuration $c$ can be transformed into $c'$ by one transition, and $\Rightarrow_M^*$ is the reflexive, transitive closure of $\Rightarrow_M$. The set of all store configuration strings is denoted by $\text{conf}(M)$. Since each store configuration is a string, $\text{conf}(M)$ is a regular language. The language accepted by $M$ is the set
\[
L(M) = \{w \mid (q_0, w, \langle, Z_0, 0, \ldots, 0 \rangle) \vdash_M^* (q_f, \lambda, \gamma', i_1', \ldots, i_k'), q_f \in F\},
\]
and the store language of $M$ is the set
\[ S(M) = \{q\gamma c_1^i \cdots c_k^i | (q_0, w, Z_0, 0, \ldots, 0) \xrightarrow{+}_M (q, w', \gamma, i_1, \ldots, i_k) \xrightarrow{+}_M (q_f, \lambda, \gamma', i'_1, \ldots, i'_k), q_f \in F\}. \]
Alternatively, $S(M) = \{c \in \text{conf}(M) | c_0 \xrightarrow{*}_M c \Rightarrow c' \text{ is the initial configuration}, c' \text{ is a final configuration}\}$. That is, the store language is the set of all store configurations that can occur during an accepting computation. Given a machine $M$, and a set of configurations $C \subseteq \text{conf}(M)$, the set of predecessors of $C$ is the set
\[ \text{pre}^*_M(C) = \{ c | c \Rightarrow c', c' \in C \}, \]
and the set of successors of $C$ is the set
\[ \text{post}^*_M(C) = \{ c' | c \Rightarrow c', c \in C \}. \]

**Example 1.** Consider the language $L = \{ w\$w^R | w \in \{a, b\}^*, |w|_a = |w|_b \}$. An NPCM(2) can be built to accept $L$ with $M = (Q, \Sigma, \Gamma, \delta, q_0, F)$, $F = \{q_f\}$ and transitions as follows:

\[
\begin{align*}
(q_0, Xa, 1, 0) & \xrightarrow{\delta(q_0, a, X, y, z), \forall X \in \{Z_0, a, b\}, \forall y, z \in \{0, 1\}} (q_0, Xa, 0, 1), \\
(q_0, Xb, 0, 1) & \xrightarrow{\delta(q_0, b, X, y, z), \forall X \in \{Z_0, a, b\}, \forall y, z \in \{0, 1\}} (q_1, X, 0, 0), \\
(q_1, X, 0, 0) & \xrightarrow{\delta(q_0, \$, X, y, z), \forall X \in \{Z_0, a, b\}, \forall y, z \in \{0, 1\}} (q_1, \$, 0, 0), \\
(q_1, X, 0, 0) & \xrightarrow{\delta(q_1, X, X, y, z), \forall X \in \{a, b\}, \forall y, z \in \{0, 1\}} (q_1, X, 0, 0), \\
(q_2, Z_0, 0, 0) & \xrightarrow{\delta(q_1, \$, Z_0, y, z), \forall y, z \in \{0, 1\}} (q_2, Z_0, 0, 0), \\
(q_2, Z_0, -1, -1) & \xrightarrow{\delta(q_2, \$, Z_0, 1, 1)} (q_f, \$, 0, 0, 0) \xrightarrow{\delta(q_2, Z_0, 0, 0)} (q_f, \$, Z_0, 0, 0).
\end{align*}
\]

On input $w\$v$, $M$ reads $w$ and pushes it onto the stack while incrementing the first counter to $|w|_a$ and the second counter to $|w|_b$. Then $M$ reads $\$ and reads $v$ while verifying using the stack that $v = w^R$. On the end-marker $\$, $M$ decrements both counters in parallel and verifies that they hit zero at the same time before accepting. The counters are 1-reversal-bounded since they never increase after they have been decreased.

For the store language $S(M)$, it consists of all configurations that can appear in an accepting computation. This is
\[ S(M) = \{ q_0 Z_0 \gamma c_1^i c_2^j | \gamma \in \{a, b\}^*, i = |\gamma|_a, j = |\gamma|_b \cup \{ q_1 Z_0 \gamma c_1^i c_2^j | \gamma \in \{a, b\}^*, i \geq 0, |\gamma|_a \leq i, |\gamma|_b \leq i \} \cup \{ q_2 Z_0 c_2^j | i \geq 0 \} \cup \{ q_3 Z_0 \} \}. \]

Indeed, in an accepting computation, in $q_0$, $M$ could be in any configuration where the counter values match the number of a’s in the input and the number of b’s in the input, and the stack matches $Z_0$ followed by the input. Note that $i$ does not have to equal $j$ since there is additional letters from $\{a, b\}^*$ that could be read to make the number of a’s match the number of b’s before $. However, in $q_1$, after $\$ has been read, $i$ and $j$ must match in any accepting computation, but $\gamma$ can be arbitrary as long as there is at most $i$ a’s and b’s. In state $q_2$, the stack has been popped, but the contents of both counters must be equal in any accepting computation.

The store language and the set of successors and predecessors can be defined similarly for all other models considered here (as per [5]). The model $r$-flip NPDA [6] can be defined as an NPDA with an additional instruction called ‘flip’ which allows the machine to reverse the contents of the pushdown above the bottom-of-pushdown marker, and the machine can do this at most $r$ times [5]. This allows non-context-free languages such as $\{ w\$w | w \in \{a, b\}^* \}$ to be accepted by using a flip instruction after reading $. A nondeterministic queue automaton has an enqueue and dequeue instruction. Although such a machine has the same power as a Turing machine, if a bound is placed on the number of switches between enqueuing and dequeuing, called reversal-bounded, then the power is more limited [30]. The model NRBA is reversal-bounded queue automata. A stack automata, denoted by NSA, is similar to a pushdown automaton.
Table 1: The one-way nondeterministic machine models considered in this paper are listed below, the notation used with and without counters is provided (‘—’ means the model is not considered here).

| machine model                          | without counters | with counters |
|----------------------------------------|------------------|--------------|
| finite automata                        | NFA              | NCM          |
| pushdown automata                      | NPDA             | NPCM         |
| r-flip pushdown automata               | r-flip NPDA      | r-flip NPCM  |
| stack automata                         | NSA              | —            |
| reversal-bounded stack automata        | NRBSA            | NRBSCM       |
| reversal-bounded queue automata        | NRBQA            | NRBQCM       |
| Turing machine with reversal-bounded worktape | NRBTA            | NRBTCM       |

with the additional ability to read from the inside of the stack in a two-way read-only fashion [31]. Upon returning to the top of the stack, it can again push and pop. A reversal-bounded stack automaton, NRBSA, has a bound on the number of changes between pushing and popping, but also the number of changes of direction when reading from the inside of the stack [5]. Here, we also consider a nondeterministic Turing machine to have a one-way read-only input tape and a bi-infinite read/write worktape. If there is a bound on the number of switches in direction on the worktape that it makes from left-to-right or vice versa, then the machine is reversal-bounded. Let NRBTA be the reversal-bounded Turing machines. Certainly NRBTA are more general than NRBQA and NRBSA in terms of languages accepted.

Each of the models above are also considered by augmenting them with reversal-bounded counters, with notation of the models listed in Table 1. For those models with counters, following the notation by (k) (such as NPCM(k)) indicates that there are k counters. This technique is a powerful one, and given a machine model defined properly that only accepts semilinear languages, augmenting them with reversal-bounded counters yields only semilinear languages with a decidable emptiness problem [30, 32]. All of these machines except for r-flip NPCM have been previously considered in the literature [5, 30].

Given a machine model M, the family of languages accepted by machines in M is denoted by L(M) and the family of store languages of machines in M is denoted by S(M). Define L(REG) to be the family of regular languages. A language family is a trio if it is closed under λ-free homomorphism, inverse homomorphism, and intersection with regular languages [8]. A family is semilinear if all languages in it are semilinear.

3. Store Languages of NPCMs and r-flip NPCMs

In [5], several types of machine models with reversal-bounded main stores plus reversal-bounded counters were studied. It was found that the models NRBSCM, NRBQCM, and NRBTCM only had store languages in L(NCM). In this section, it will be shown that the store languages of all NPCM (the pushdown is unrestricted) and even r-flip NPCM machines are in L(NCM). This is a strong result as it is known that some stack automata have store languages outside L(NCM) (and certainly queue automata and Turing machines do as well).

The result for NPCM can be shown by two approaches, the first using an existing lengthy technique from [13] that shows that all ordered pairs of configurations of an NPCM where the second configuration is reachable from the first can be accepted by a 2-tape NCM. However, we instead present a direct approach, which is of independent interest as a technique for studying store languages and verification operations. The result for r-flip NPCMs will then use the result for NPCMs.

First, two definitions are needed. Given an NPCM(k) M, let AccM(q) be the set of all configurations in state q, qγc11 ··· ckk reachable from the initial configuration, where γ is a word over the pushdown alphabet. Similarly, let co-AccM(q) be the set of all configurations qγc11 ··· ckk with state q that can eventually reach an accepting configuration.
It will be shown that $\text{Acc}_M(q)$ and $\text{co-Acc}_M(q)$ are in $\mathcal{L}(\text{NCM})$, for all $q$, and from this, the proof that $S(M)$ is in $\mathcal{L}(\text{NCM})$ will easily follow.

First, a normal form is presented for store languages of NPCM. For this lemma, a generalized sequential machine (gsm) is used, which is akin to a nondeterministic finite automaton with output $\mathcal{S}$ [3]. While it is easy to show that every language in $\mathcal{L}(\text{NPCM})$ can be accepted by a machine in this normal form, it is not possible to show that every store language of machines in NPCM is the store language of a machine of this form. For example, there are store languages of NPCMs where multiple states at the beginning of the computation can exist with the zero value. But a gsm can adjust for these differences.

**Lemma 1.** Let $M \in \text{NPCM}$. Then there exists $M' \in \text{NPCM}$ where

1. all counters are 1-reversal-bounded in every computation,
2. the states that are used before and after each counter reversal are disjoint,
3. from the initial state $q_0$ all counters immediately increase while keeping $Z_0$ on the pushdown to a new state $q'_0$.
4. $M'$ only accepts with all counters and pushdown empty (on $Z_0$) in a unique final state $f$,
5. every transition on the pushdown either pops, replaces the top symbol of the pushdown with a symbol, or pushes one new symbol on the pushdown (while not changing the symbol beneath),

and there exists a generalized sequential machine (gsm) $g$ such that $g(S(M')) = S(M)$.

**Proof.** Let $M$ have $k$ counters that are $l$-reversal-bounded. Let $r = \lfloor l/2 \rfloor$. Then, construct an $rk$ counter machine $M'$. In it, counter $j$ of $M$, for $1 \leq j \leq k$, is simulated by using counters $(j-1)r+1, \ldots, (j-1)r+r = jr$, where the first is used until the second counter reversal, then the next one until the fourth counter reversal, etc. $M'$ simulates $M$, keeping track in the state of $M'$ both the simulated state $q$ of $M$, the current counter being used, from 1 to $r$ for each of the $k$ original counters, and whether the counter reversal has occurred or not (the simulated state $q$ of $M$ can be uniquely determined and output by the gsm $g$ constructed below).

When $M'$ switches from one counter to the next after a counter reversal, $M'$ simultaneously subtracts 1 from the first counter while adding 1 to the next until the first is empty. Then, when the first counter is empty, this allows the next counter to continue in the simulation. When $M$ switches to a final state $q_f$, $M'$ nondeterministically either stays in $q_f$ (allowing the simulation to continue), or switches to a new state $q'_f$ from where $M'$ empties all stores before switching to a new unique final state $f$ of $M'$.

For the pushdown, a transition that replaces the top of the pushdown $b$ with $cx$, $b,c \in \Gamma, x \in \Gamma^*$, is simulated by first replacing $b$ with $c$, then pushing $x$ one symbol at a time (the gsm $g$ constructed below does not output intermediate states used as these are not configurations of $M$).

Furthermore, $M'$ immediately increases every counter to one, and while simulating $M$, it keeps track of which counters of $M$ have always been zero, and which have not (for these counters, the first increase is ignored).

Lastly, create a gsm $g$ that operates as follows on a word of $S(M')$ of the form $q'wc^1_1 \cdots c^r_{rk}$: Then $g$ outputs $qwc^1_1 \cdots c^r_{rk}$ where $q$ is the state of $M$ determined from $q'$ in the construction above. Indeed, the sum of counters $(j-1)r+1, \ldots, (j-1)r+r$ of $M'$ in the simulation is the same as counter $j$ of $M$, for all $1 \leq j \leq k$. However, $g$ does not output on any state $q_f$ of $F$ or any intermediate states used when simulating the push transitions, or the intermediate states associated with moving counter contents from one counter to the next. For all non-initial counter values where the state implies that a counter has always been zero, one fewer $c_i$ is output. Hence, $g(S(M')) = S(M)$. 

Two definitions are needed for the next lemma which shows that $\text{Acc}_M(q)$ can be accepted by an NCM, for each $q \in Q$. Let $M = (Q, \Sigma, \Gamma, \delta, q_0, F) \in \text{NPCM}$ (with bottom-of-stack marker $Z_0 \in \Gamma$, and $\Gamma_0 = \Gamma - \{Z_0\}$).

Then $q \xrightarrow{\alpha} p$ if transition $t$ switches from state $q$ to $p$. Let $\alpha = t_1, \ldots, t_n$ be a sequence of transitions. Then $q \xrightarrow{\alpha} p$ if $q \xrightarrow{\delta_{t_1}} q_1 \xrightarrow{\delta_{t_2}} q_2 \cdots q_{n-1} \xrightarrow{\delta_{t_n}} p$, for some $q_1, \ldots, q_{n-1}$. Let $x,y \in Z_0\Gamma^*_0 \cup \Gamma^*_0$. Then
\[ x \xrightarrow{t} y, t \text{ a transition of } M, \text{ if } x \text{ in a pushdown is changed by } t \text{ to } y \text{ (by changing the rightmost symbol of } x \text{ according to } y) \] Notice that the first letter of } x \text{ is } Z_0 \text{ if and only if the first letter of } y \text{ is } Z_0 \text{ since it cannot be popped or replaced by } M. \text{ Let } b, c, \in \Gamma, \text{ and } \alpha = t_1, \ldots, t_n \text{ be a sequence of transitions. Define } b \xrightarrow{\alpha} c \text{ if } x_0, \ldots, x_n \in \Gamma^* \text{ are such that } b = x_0 \xrightarrow{t_1} x_1 \xrightarrow{t_2} \cdots \xrightarrow{t_n} x_n = c. \text{ Again, } b = Z_0 \text{ if and only if } c = Z_0. \text{ Note that when } b \text{ and } c \text{ are not } Z_0, b \xrightarrow{\alpha} c \text{ if, when starting a pushdown with only symbol } b \text{ in the pushdown (no bottom-of-stack marker), and applying the pushdown instructions in } \alpha, \text{ then the pushdown ends with only } c. \text{ This implies that the pushdown never empties, but could be larger in intermediate configurations, but then it needs to eventually end with exactly the symbol } c \text{ on the pushdown.}

![Diagram of pushdown]

Figure 1: The figure is a depiction of a pushdown changing from an initial configuration to a configuration with \(Z_0c_2 \cdots c_n\) on the pushdown. The blue dots indicate that this is the last configuration of this height, and the dotted lines indicate that the pushdown will not go below this line again during this part of the computation.

Intuitively, the proof operates as follows. Consider a computation of \(M\) that is reachable from the initial configuration, that ends with pushdown contents \(\gamma\) of length \(n\). Then, for each \(i\), from 1 to \(n\), there is some last configuration where the computation hits a pushdown of length \(i\). For example, there is some last time when the computation hits a pushdown of length 1. So, from the initial configuration to that configuration, the pushdown can go up in the middle, but it eventually returns to a pushdown of length 1. But after that, the pushdown immediately gets increased to length 2, and never again returns to a pushdown of length 1. Similarly, from this configuration of size 2, eventually the computation hits a final time where the pushdown is of size 2, and between these two configurations the pushdown can get larger than length 2, but never goes below length 2. This is similar all the way to \(n\), and is illustrated in Figure 1. Between these pairs of configurations where the stack starts and ends with a stack of the same size, an intermediate NPDA can be built that accepts sequences of symbols associated with the transitions of \(M\) (this does not do any counting with the counters) that can cause the pushdown to start with one symbol, possibly go up and come back down to the same size, and return to another stack symbol. This NPDA is not simulated by the final NCM directly though, as NCM machines do not have a pushdown. Instead, a property of context-free languages is exploited; it is known that all context-free languages are semilinear, and therefore have the same Parikh map as a regular language \[29\] (this can effectively construct a DFA). Therefore, it is possible to make a DFA that accepts a language with the same number of each transition symbol as a word that can change the pushdown as described above. And then, it is possible for the final NCM machine built to “simulate” the pushdowns (with the DFA), at least in terms of the number of copies of each symbol. This allows the final NCM to count the number of times each transition symbol associated with increasing some counter \(j\) is read, minus the number of transitions applied that decrease counter \(j\). Since the increasing and decreasing transition symbols read can be intermixed (since the DFA is some permuted version of the NPDA), a separate counter is used for counting increasing transitions applied and for counting decreasing transitions. An additional complication is that the transitions applied by the NPCM \(M\) depend on whether each counter \(j\) is empty or non-empty; therefore, this is built into the simulation as well using additional features. Formally, the
lemma is as follows:

**Lemma 2.** Let \( M = (Q, \Sigma, \Gamma, \delta, q_0, F) \) ∈ NPCM with \( k \) counters which satisfies the conditions of Lemma\(^3\). For all \( q \in Q \), a machine \( M' \in \text{NCM} \) can be constructed such that \( L(M') = \text{Acc}_M(q) \).

**Proof.** Let \( T \) be a set of labels in bijective correspondence with transitions of \( \delta \).

Let \( X \subseteq \{1, \ldots, k\}, r, p \in Q, b, c \in \Gamma \), either \( b = c = Z_0 \), or \( b \neq Z_0, c \neq Z_0 \). First, create an intermediate NPDA \( M_{r,p,X,b,c} \) over input alphabet \( \Delta = T \cup \{1, \ldots, k\} \). The input to this machine is of the form

\[
z = t_1y_1 \cdots t_ny_n,
\]

\( t_i \in T, y_i \) is a (possibly empty) subsequence of \( 1 \cdots k \), for \( 1 \leq i \leq n \), and each number of \( \{1, \ldots, k\} \) appears at most once in \( z \). Intuitively, all numbers \( j \) in the set \( X \) enforce that only transitions on counter \( j \) being non-empty are applied until the number \( j \) appears in \( z \) (if \( z \) occurs), at which point, only transitions on counter \( j \) being zero are applied. Thus, the number \( j \) being read as part of the input is a guessed “trigger” that indicates counter \( j \) is empty.

Then, \( M_{r,p,X,b,c} \) accepts all words of the form of \( z \) in Equation (1), where \( \alpha = t_1, \ldots, t_n \) and:

1. \( r \xrightarrow{\alpha} p \),
2. \( b \xrightarrow{\alpha} c \),
3. for each \( j, 1 \leq j \leq k \), one of the following is true:
   - \( j \notin X \), \( t_1, \ldots, t_n \) are all defined on counter \( j \) being 0, and \( j \) does not appear in \( z \),
   - \( j \in X \), there exists \( l \) such that \( 1 \leq l \leq n \), \( t_1, \ldots, t_l \) are defined on counter \( j \) being positive, \( t_{l+1}, \ldots, t_n \) are all defined on counter \( j \) being 0, where \( j \) can only (optionally) appear in \( y_l \) and in no other position of \( z \), with \((l < n \text{ implies } y_l \text{ contains } j) \), and \((j \text{ is in } y_l \text{ implies } t_l \text{ decreases counter } j) \).

Notice that in point 3, the only way for \( j \) to be in \( X \) but not in \( z \) is for \( l \) to be equal to \( n \) (if \( l = n \) then either \( j \) is in \( y_l \) or not). Thus, \( M_{r,p,X,b,c} \) can read a word of the form of \( z \), verifying condition 2 using the pushdown by simulating the pushdown of \( M \) faithfully, and verifying conditions 1 and 3 using the finite control.

The NPDA accepts sequences of transition labels of \( M \) of the form of Equation (1) that start with a letter \( b \) on a pushdown, and without reducing the size of the pushdown below \( b \), eventually returning to a pushdown with \( c \) in place of \( b \) and nothing above it. This machine also enforces using the finite control that, for each counter \( j \), if \( j \in X \), then it simulates transitions on counter \( j \) being positive until it (optionally) reads \( j \) on the input, then only transitions on \( j \) being zero are applied. Also, by condition 2 of the normal form of Lemma\(^3\) if some transition label decreases counter \( j \), no further transition label can increase counter \( j \). But, the machine never counts the number of increase or decrease transitions. However, \( L(M_{r,p,X,b,c}) \) is a context-free language, and it is known that, for every context-free language, there is a regular language with the same Parikh map\(^2\) since every context-free language is semilinear. Hence, it is possible to construct a DFA \( M'_{r,p,X,b,c} \) accepting a language with the same Parikh map.

Next, the final \( M' = (Q', \Sigma, \Gamma, \delta', q_0, F') \) ∈ NCM to accept \( \text{Acc}_M(q) \) with \( 2k \) counters will be constructed. The first \( k \) counters simulate the increases of the \( k \) counters of \( M \), and the next \( k \) are increased for every decrease of the corresponding counter of \( M \). The states \( Q' \) of \( M' \) include \( q_0 \) (the initial state of \( M \)) and \( Q \times \Gamma \times 2^{\{1, \ldots, k\}} \), plus certain states of the simulated DFAs of \( M_{r,p,X,b,c} \) to be described next. The first component of states in \( Q \times \Gamma \times 2^{\{1, \ldots, k\}} \) stores the simulated state of \( M \), the second contains the top symbol of the simulated pushdown, and the third contains a nondeterministic guess as to which of the counters are increased.

\(^3\)A subsequence of a string is any string that can be obtained by deleting characters arbitrarily from any set of positions.
currently non-empty (this is verified to be correct at the end of the computation). $M'$ starts in state $q_0$, and $F' = \{ q_f \}$, where $q_f$ is a new state.

Inputs to $M'$ are of the form $quw^1 \cdots c_k$, $u \in \Gamma^*$, $a_1, \ldots, a_k \in \mathbb{N}_0$. Next, the transition function $\delta'$ of $M'$ will be defined. First, $q_0$ switches immediately to $(q_0', Z_0, \{ 1, \ldots, k \})$ ($q_0'$ is defined in Lemma 1) while increasing each of the first $k$ counters to 1, and keeping the last $k$ counters as zero as $M$ immediately increases all counters to 1 from $q_0$ to $q_0'$. Let $t$ be a transition of $M$ that pushes on the pushdown, which is of the form:

$$(p, bc, z_1, \ldots, z_k) \in \delta(r, a, b, x_1, \ldots, x_k),$$

(2)

where $r, p \in Q, a \in \Sigma \cup \{ \lambda \}, b, c \in \Gamma, x_1, \ldots, x_k \in \{ 0, 1 \}$. Let $X = \{ j \mid x_j = +1 \}$ (those counters that are non-empty when this transition is applied). Then create transitions

$$(p, c, X'), z'_1, \ldots, z'_k, z''_1, \ldots, z''_k) \in \delta'((r, b, X), b, 1, \ldots, 1, y_1, \ldots, y_k),$$

for all $y_1, \ldots, y_k \in \{ 0, 1 \}$ ($b$ is the input letter here since the store language of $M$ is being accepted, and there is no pushdown of $M$), and $X'$ whereby

1. $z'_j = \begin{cases} +1 & \text{if } z_j = +1, \\ 0 & \text{otherwise,} \end{cases}$
2. $z''_j = \begin{cases} +1 & \text{if } z_j = -1, \\ 0 & \text{otherwise,} \end{cases}$
3. $\{ j \mid y_j = 0 \} \subseteq X$,
4. $(X'' := \{ j \mid j \in X \text{ and } z_j \in \{ 0, +1 \} \}) \subseteq X' \subseteq X$.

Also, for all $r \in Q, b \in \Gamma, y_j \in \{ 0, 1 \}, X \subseteq \{ 1, \ldots, k \}$ such that $\{ j \mid y_j = 0 \} \subseteq X$, create transitions of $M'$ from

$$\delta'((r, b, X), \lambda, 1, \ldots, 1, y_1, \ldots, y_k),$$

(3)

that allow $M'$ to nondeterministically guess a word $v \in \Delta^*$, and simulate the reading of such words but with $\lambda$ transitions by $M'_{r,p,X,b,c}$ for some $p \in Q, c \in \Gamma$, representing transitions of $M$ starting with exactly the non-empty counters in $X$. During this simulation, $M'$ uses states of the form

$$(r, b, X, q', Y),$$

(4)

where $r, b, X$ do not change, $q'$ is the simulated state of $M'_{r,p,X,b,c}$, and $Y \subseteq \{ 1, \ldots, k \}$. During the simulation of $v$, if this reads a transition label $t'$ representing a transition of $M$ where counter $j$ increases, then $M'$ adds 1 to counter $j$. If $t'$ represents a transition where counter $j$ decreases, then $M'$ adds 1 to counter $j + k$. All numbers $j$ in $v$ read are added to the set in the last component in Equation (3). If the simulated machine $M'_{r,p,X,b,c}$ accepts $v$ by being in state $(r, b, X, q', Y)$, where $q'$ is a final state of $M'_{r,p,X,b,c}$, then $M'$ switches to state $(p, c, X)$, where

$$X = X' - Y.$$

(5)

For $M'$ to accept, when $M'$ is in some state $(q, b, X)$ ($M'$ can stop when simulating a computation of $M$ in state $q$) for some $b \in \Gamma$ and $X$, $M'$ reads $b$ from the input and guesses that there are no more letters from $\Gamma$ on the input. At this point, it subtracts the value of counter $j + k$ from counter $j$, for all $j$, $1 \leq j \leq k$, and then verifies that the rest of the input is $c_1^1 \cdots c_k^1$, where the counters are $(i_1, \ldots, i_k, 0, \ldots, 0)$, and that $X = \{ i \mid i_j > 0 \}$, before switching to the final state $q_f$.

Consider a computation of $M$ ending in state $q$ starting at the initial configuration,

$$(q_0, w_0, u_0, i_{0,1}, \ldots, i_{0,k}) \vdash_M \cdots \vdash_M (q_n, w_n, u_n, i_{n,1}, \ldots, i_{n,k}),$$

(6)

where $q_0 = q_0', u_0 = u_1 = Z_0, i_{0,1} = \cdots = i_{0,k} = 0, i_{1,1} = \cdots = i_{1,k} = 1$ (by the normal form), and $q = q_n$. Let $m = |u_n|$. It will be shown that $M'$ can accept $qu_n c_1^m \cdots c_k^m$. For each $l$ from 1 to $m$, 10
there must be some maximal configuration $z_l$, $1 \leq z_l \leq n$, where $|u_{z_l}| = l$. Then notice that, for each $l$, for all $x > z_l$, $|u_x| > l$; i.e. if the pushdown went down in size, it would need to return to size $l$ again, contradicting maximality. Consider the computation between $(q_{z_l+1}, u_{z_l+1}, l_{z_l+1}, 1, \ldots, l_{z_l+1}, k)$ and $(q_{z_l+1}, u_{z_l+1}, l_{z_l+1}, 1, \ldots, l_{z_l+1}, k)$, for $1 \leq l < m$ (for the pushdown visualized in Figure 1 from the dot to the right of each blue dot until the next blue dot). This computation does not reduce the size of the pushdown, by the maximality, and therefore one only needs to consider replacing the top of the pushdown, changing states, and counters appropriately. This can be calculated by simulating $M_{l_{z_l+1}}^{q_{z_l+1}, X, b, c}$, where $b$ is the top symbol of $u_{z_l+1}$, and $c$ is the top symbol of $u_{z_l+1}$, and $X$ is the set of non-empty counters in the first configuration. This simulation can nondeterministically guess a word $v \in \Delta^*$ letter-by-letter using $\lambda$ transitions, giving the correct number of counter increases and decreases for each counter $j$, which are added to counters $j$ and $k + j$ of $M'$, respectively. For all counters $j$ emptied during this part of the computation of $M$, the simulated machine can read the number $j$ as well. Furthermore, the machine $M_{l_{z_l+1}}^{q_{z_l+1}, X, b, c}$ (before permuting from NPDA to DFA) will enforce that once $j$ is read, only transitions on counter $j$ being empty can occur. Thus, $M'$ can continue with the correct counter values and in state $(q_{z_l+1}, c, X)$, where $X$ is obtained from $X$ as per Equation (6). If $l + 1 < m$, then $c$ can be read from the input since it must be the symbol at position $l + 1$ of the input when $M$ using a transition created in Equation (4) to $(q_{z_l+1}, d, X')$, where $d$ is at position $l + 2$ of $u_{z_l+1}$, and $X'$ removes all those counters $j$ from $X$ that subtracted to zero in Equation (6). The rest follows inductively until the final configuration, in some state $(q, c, X)$, where $c$ is the last symbol of $u_n$. Then because each counter $j$ was removed from the set $X$ exactly when and if counter $j$ emptied, subtracting counter $k + j$ from $j$, for all $1 \leq j < k$ will give $v_{n,j}$.

For the converse, there is an accepting computation of $\gamma = qu_c^{l_1} \cdots c_k^{l_k} \in L(M')$, that immediately switches from $q_0$ with $0's$ on the counters to $(q_0^0, Z_0, \{1, \ldots, k\})$ with 1 on the first $k$ counters and 0 on the rest; then the rest of the computation is as follows, for all $j$, $0 \leq j < n$:

$$(p_j, \gamma_j, i_{j,1}, \ldots, i_{j,2k}) \vdash_M^* (p_j', \gamma'_j, i'_{j,1}, \ldots, i'_{j,2k}) \vdash_M^* (p_{j+1}, \gamma_{j+1}, i_{j+1,1}, \ldots, i_{j+1,2k}),$$

and $(p_n, \gamma_n, i_{n,1}, \ldots, i_{n,2k}) \vdash_M^* (q_f, \lambda, 0, \ldots, 0)$, where $p_0 = (q_0^0, Z_0, \{1, \ldots, k\}), \gamma_0 = qu_c^{l_1} \cdots c_k^{l_k}, i_{0,j} = 1, 1 \leq l \leq k, i_{0,j} = 0, k + 1 \leq l \leq 2k$, between $p_j$ and $p'_j$ can either be empty, or one of the DFAs constructed above is simulated, between $p'_j$ and $p_{j+1}$ reads an input letter of $u$, $p_n = q$, and $\gamma_n = c_1^{l_1} \cdots c_k^{l_k}$. Let $p_j = (p_j, b_j, X_j), p'_j = (p'_j, d_j, X'_j), \theta_{j,l} = i_{j,l} - i_{j,l+k}, \theta'_{j,l} = i'_{j,l} - i'_{j,l+k}, 0 \leq j \leq l, 1 \leq l \leq k$.

Then for each $j$, $0 \leq j < n$, the DFA $M''_{p_j, p'_j, X_j, b_j, d_j}$ is simulated guessing a word $v \in \Delta^*$ letter-by-letter on $\lambda$ transitions. This word is a permutation of a word accepted by the corresponding NPDA that accepts sequences of transitions $\nu$ of $M$ that, starting at state $p_j$ with $b_j$ on the top of the stack, can eventually (without ever reducing the size of the pushdown past this point and so without affecting what is below), end up with $d_j$ replacing $b_j$ and leaving the rest of the pushdown unchanged, increasing counter $l$ for every transition doing so read, and increasing counter $l+k$ for every decrease of counter $l$. Then, a transition that reads $d_j$ is applied, and if $j < n - 1$, then a push transition of $M$ can be simulated.

Hence, $(q_{0}, y_0, Z_0, 0, \ldots, 0) \vdash_M^* (p_n, y_n, d_0 \cdots d_n, \theta_{n,1}, \ldots, \theta_{n,k}), p_n = q, y_n = \lambda$, for some $y_0, \ldots, y_n \in \Sigma$. Thus, $\gamma \in \text{Acc}_G(M)$.

\begin{lemma}
Let $M = (Q, \Sigma, \Gamma, \delta, q_0, F) \in \text{NPCM}$ with $k$ counters which satisfies the conditions of Lemma 7. For all $q \in Q, M' \in \text{NCM}$ can be constructed such that $L(M') = \text{co-Acc}_G(M)$.
\end{lemma}

\begin{proof}
For each $p \in F$, take $M$ and construct NPCM $M_p^{R}$, constructed similar to the standard reversal construction. First, $M_p^{R}$ guesses an arbitrary pushdown and counter contents and pushes them. Then, it simulates $M$ “in reverse” starting at initial state $p$ and ending in final state $q$. That is, counter decreases instead increase, and vice versa. And, if $M$ has $x$ at the top of the pushdown and replaces it with $y \in \Gamma$, $M_p^{R}$ replaces $y$ with $x$, if $M$ replaces $x$ with $yz, y \in \Gamma$, then $M_p^{R}$ pops $z$ (with a new intermediate state), and then replaces $y$ with $x$, and if $M$ replaces $x$ with $\lambda$ then $M_p^{R}$ pushes $x$ on every pushdown letter. Then, the union of $\{\gamma \in \text{Acc}_G(M_p^{R}(q)) \mid q \in Q \}$ is equal to $\text{co-Acc}_G(M)$, where $g$ is a gsm that does not output on the new intermediate states. Furthermore, $L(\text{NCM})$ is closed under gsm mappings and union. The lemma follows.
\end{proof}
Proposition 4. If $M$ is an NPCM, then $S(M) \in \mathcal{L}(NCM)$. Thus, $S(NPCM) \subseteq \mathcal{L}(NCM)$.

Proof. First, let $M$ be an NPCM($k$) with state set $Q$ satisfying the conditions of Lemma 1. Then $Acc_M(q), co-Acc_M(q) \in \mathcal{L}(NCM)$ for each $q \in Q$. Since $S(M) = \bigcup_{q \in Q} Acc_M(q) \cap co-Acc_M(q)$ and $\mathcal{L}(NCM)$ is closed under intersection and union [9], it is immediate that $S(M) \in \mathcal{L}(NCM)$.

By Lemma 1, this must be true for all NPCM machines, since $\mathcal{L}(NCM)$ is closed under gsm mappings. □

It is worth noting that even though NPDA$s$ alone only produce regular store languages, and NC$s$ produce NC store languages, this is not enough to immediately conclude that machines combining a store that only produces regular store languages with counters produce store languages in $\mathcal{L}(NCM)$. For example, stack automata produce regular store languages, but machines combining a stack plus reversal-bounded counters produce store languages not in $\mathcal{L}(NCM)$ [5]. In this case though, restricting the stack to also be reversal-bounded produces store languages in $\mathcal{L}(NCM)$.

The following proposition shows, in some sense, a converse to Proposition 4.

Proposition 5. Let $M \in NCM$. Then there exists $M' \in NPCM$ where the pushdown is zero-reversal-bounded, and a fixed word $fZ_0$ such that $(fZ_0)^{-1}S(M') = L(M)$. Similarly with $M' \in NQC\!, with the queue zero-reversal-bounded.

Proof. Let $M \in NCM$. Assume without loss of generality that $M$ immediately leaves the initial state $q_0$ without re-entering it, and switches to a unique final state $f$ only with all counters empty. Create an NPCM machine $M'$ that on input $w \in \Sigma^*$, copies $w$ to the pushdown (which starts with bottom of stack marker $Z_0$), while in parallel simulating the computation of $M$ on $w$ with the counters, accepting in state $f$ with the counters empty. Then $M'$ is in state $f$ with $Z_0w$ in the pushdown and all counters are empty if and only if $w \in L(M)$. Hence, $(fZ_0)^{-1}(S(M')) = L(M)$.

Since a zero-reversal-bounded queue operates identically to a pushdown, the result for NQC follows. □

Thus, even though the store languages of nondeterministic pushdown automata are all regular, and it is known that the store languages of NCM are all $\mathcal{L}(DCM)$ [5], the store languages of NPCM combining a pushdown storage with multicounter stores is more general than DCM.

Corollary 6. $\mathcal{L}(NCM)$ is the smallest family of languages containing $S(NPCM)$ that is closed under left quotient with words.

Next, the extension from NPCM to a new model, r-flip NPCM is studied. As mentioned in Section 2, an r-flip NPCM is an NPCM with an additional instruction to flip the pushdown that can applied up to $r$ times (in addition to having reversal-bounded counters). A flip transforms the contents of the pushdown from $Z_0\gamma$ to $Z_0\gamma^R$ (thus, the bottom-of-stack marker stays in place). The proof uses the newly proven Proposition 3 that showed that store languages of NPCM are in $\mathcal{L}(NCM)$. Notice that such a model is more powerful than r-flip NPDA$s$, as it is known that $\{a^nb^nc^n \mid n \geq 1\}$ cannot be accepted [33], whereas it can with a k-flip NPCM (or even a two counter DCM).

Let $l \geq 0$. For such a machine $M$ with state set $Q$ and $q \in Q$, let $Acc_{q,l}(M)$ be the set of all configurations $q_0^\gamma c_1^{i_1} \cdots c_k^{i_k}$ that are reachable from the initial configuration by using at most $l$ pushdown flips, and let $co-Acc_{q,l}(M)$ be the set of all configurations $q_0^\gamma c_1^{i_1} \cdots c_k^{i_k}$ that can reach a final configuration with at most $l$ pushdown flips.

Lemma 7. If $M = (Q, \Sigma, \Gamma, \delta, q_0, F)$ is an r-flip NPCM with $k$ counters, then for all $l \leq r$, $M' \in NCM$ can be constructed such that $L(M') = Acc_{q,l}(M)$.

Proof. Let $q \in Q$. First, it is clear that without any flips, then the machine operates like a normal NPCM as no flips are applied (and can therefore be omitted). Therefore, $Acc_{q,0}(M) \in NCM$ by Lemma 2.

Briefly, a finite-crossing NCM is a two-way NFA augmented by reversal-bounded counters, such that there is a bound on the number of times the boundary between two adjacent input cells is crossed [34]. It is known that finite-crossing NC$s$ are equivalent to (one-way) NC$s$ [34].
Next, a procedure to construct $\text{Acc}_{q,1}(M)$ will be described. A similar procedure can iterate up to any $l$. Consider any transition $t$ of $M$ where $t$ flips the pushdown, $(s, \text{flip}, z_1, \ldots, z_k) \in \delta(p, a, b, x_1, \ldots, x_k), p, s \in Q, a \in \Sigma \cup \{\lambda\}, b \in \Gamma, x_i \in \{0, 1\}, z_j \in \{-1, 0, +1\}, 1 \leq j \leq k$. An intermediate finite-crossing $\text{NCM}$ $M_t$ will be built that accepts all reachable configurations involving one flip, $t$, which is the final transition applied in $M_t$ as follows: Consider the $\text{NCM}$ machine $M'$ accepting $\text{Acc}_{p,0}(M)$. Then, $M_t$, on input of the form $sZ_0\gamma c_1^t \cdots c_k^t$, verifies that $pZ_0\gamma R c_1^t \cdots c_k^t$ is in $L(M')$, where the last letter of $\gamma R$ is $b$, $x_j = 1$ if and only if $i_j' > 0$, and $i_j = i_j' + z_j$, for all $j, 1 \leq j \leq k$. This can be done, as $M_t$ is finite crossing, and can therefore read $\gamma$ in reverse. Indeed, $M_t$ accepts all strings of the form Equation (7) that only flip once, via transition $t$, on the last transition of the computation. Since finite-crossing $\text{NCM}$s can be converted to an $\text{NCM}$ accepting the same language [33], it is possible to build a (one-way) $\text{NCM}$ accepting $L(M_t)$; call this $M'_t$.

Next, build an intermediate $\text{NPCM}$ $M''_t$ that nondeterministically guesses some word $\overline{c}$ accepted by $M'_t$ and puts it in its stores (it does this using a certain set of states $Q'$ disjoint from $Q$), then it simulates $M$ with no flips. That is, it pushes $\gamma$ on the pushdown and puts $i_j$ in counter $j$ for $1 \leq j \leq k$, and switches to state $s$ if $\overline{c}$ is accepted by $M'_t$ which can be verified only with counters. From there, $M''_t$ continues the simulation of $M$ starting in state $s$ without any flips. It is clear that the reachable configuration to a state in $Q$ are exactly the reachable configurations of $M$ with one flip via transition $t$ after $t$ has been applied. Therefore, by Proposition 7, the reachable configurations of $M''_t$ (using any state in $Q'$, ignoring $Q'$) can be accepted by an $\text{NCM}$. Since $\text{NCM}$ is closed under union (over all transitions), it is straightforward to show that $\text{Acc}_{q,1}(M)$ can be accepted by an $\text{NCM}$ for all $q$. Similarly for $\text{Acc}_{q,1}(M)$, for any $l \geq 0$.

Lemma 8. If $M$ is an $r$-flip $\text{NPCM}$ with $k$ counters and state set $Q$, then for all $l \leq r, q \in Q, M' \in \text{NCM}$ can be constructed such that $L(M') = \text{co-Acc}_{q,l}(M)$.

This is similar to the proof of Lemma 3.

Then we can conclude the following:

Proposition 9. If $M$ is an $r$-flip $\text{NPCM}$, then $S(M) \in \mathcal{L}(\text{NCM})$. Thus, $S(r$-flip $\text{NPCM}) \subseteq \mathcal{L}(\text{NCM})$.

Proof. An $\text{NCM}$ can be built accepting $\text{Acc}_{q,l}$ and $\text{co-Acc}_{q,l}$, for all $q$ and $l$, from $0 \leq l \leq r$ by Lemmas 7 and 8. Then $S(M) = \{x \mid x \in \text{Acc}_{q,l} \cap \text{co-Acc}_{q,l',r}, where \ l + l' \leq r\}$. Since $\text{NCM}$ is closed under intersection and union, the proof follows.

One interesting subfamily of $\text{NPCM}$ is machines where the pushdown is a counter. That is, the machines have one unrestricted counter without a reversal-bound, plus some number of reversal-bounded counters. Call this type of machine $\text{NCACM}$. As mentioned in Section 2, a machine with two unrestricted counters has the same power as a Turing machine [8]. In [5], it was shown that the store language of every $\text{NCM}$ is actually a deterministic $\text{NCM}$ machine (DCM). Next it will be shown that this is also true of $\text{NCACM}$, which will follow quite easily from the proof that the store languages of all NPCM machines are in $\mathcal{L}(\text{NCM})$.

Proposition 10. $S(\text{NCACM}) \subseteq \mathcal{L}(\text{DCM})$.

Proof. By Proposition 3 all store languages of $\text{NCACM}$ machines are in $\text{NCM}$, as $\text{NCACM}$ is a special type of $\text{NPCM}$. But, notice that the store language of a $\text{NCACM}$ is a bounded language (if there are $k$ counters, then the store language is a subset of $c_1^k \cdots c_k^k$). Furthermore, it is known that every bounded $\text{NCM}$ language is a $\text{DCM}$ language [33].

From this result, the strong result is obtained, that is is possible to test equality or even containment between the store languages of two $\text{NCACM}$ machines.

Proposition 11. It is decidable, given $M_1, M_2 \in \text{NCACM}$, whether $S(M_1) = S(M_2)$, and $S(M_1) \subseteq S(M_2)$.

Proof. It follows from Proposition 10 that the store language of both $M_1$ and $M_2$ are in $\text{DCM}$. It is also known that equality and containment are decidable for $\text{DCM}$ [9].

Results on store languages are summarized in Table 2 together with where the result was shown. The models below the line have reversal-bounded counters attached.
Table 2: Each machine model in column 1 (above the line are models without counters) has store languages contained in the family in column 2, with the result shown in column 3.

| machine model | store languages in | proven in |
|---------------|-------------------|-----------|
| NPDA          | $\mathcal{L}($REG$)$ | Proposition 9 |
| r-flip NPDA   | $\mathcal{L}($REG$)$ | Proposition 10 |
| NSA           | $\mathcal{L}($REG$)$ | Proposition 7 |
| NRBQA         | $\mathcal{L}($REG$)$ | Proposition 8 |
| NRBTA         | $\mathcal{L}($REG$)$ | Proposition 8 |
| NCM           | $\mathcal{L}($DCM$)$ | Proposition 8 |
| NCACM         | $\mathcal{L}($DCM$)$ | Proposition 8 |
| NPCM          | $\mathcal{L}($NCM$)$ | Proposition 8 |
| r-flip NPCM   | $\mathcal{L}($NCM$)$ | Proposition 8 |
| NRBSCM        | $\mathcal{L}($NCM$)$ | Proposition 8 |
| NRBQCM        | $\mathcal{L}($NCM$)$ | Proposition 8 |
| NRBTCM        | $\mathcal{L}($NCM$)$ | Proposition 8 |

4. Connections Between Store Languages and Reachability Problems

The $\text{pre}_M^*$ and $\text{post}_M^*$ operators are commonly studied in the area of model checking and reachability. In particular, it is known that for a NPDA $M$ and a regular language $C$, $\text{pre}_M^*(C)$ and $\text{post}_M^*(C)$ are in $\mathcal{L}($REG$)$ \cite{23}. Also, for $M \in \text{NCPM}$ and $C \in \mathcal{L}($NCPM$)$, it is known that $\text{pre}_M^*(C)$ and $\text{post}_M^*(C)$ are in $\mathcal{L}($DCM$)$ \cite{11}.

In this section, a connection is made between store languages and the $\text{pre}_M^*$ and $\text{post}_M^*$ operators. The first direction is essentially immediate.

**Proposition 12.** Let $M$ be a machine model, and let $M \in \mathcal{M}$. Then the store language of $M$, $S(M) = \text{post}_M^*(c_0) \cap \text{pre}_M^*(C_f)$, where $c_0$ is the initial configuration of $M$, and $C_f$ is the regular set of final configurations of $M$.

Here, $C_f$ is considered regular since $\text{conf}(M)$ is defined to be regular and acceptance is always by final state \cite{5}, and therefore $\text{conf}(M)$ is simply restricted to start with the final state set.

**Corollary 13.** Let $M$ be a machine model. If a regular set of configurations $C$, $C \subseteq \text{conf}(M), M \in \mathcal{M}$ implies both $\text{pre}_M^*(C)$ and $\text{post}_M^*(C)$ are regular, then $S(M) \subseteq \mathcal{L}($REG$)$. Also, if a regular set $C$ implies $\text{pre}_M^*(C)$ and $\text{post}_M^*(C)$ are in $\mathcal{L}($NCM$)$ ($\mathcal{L}($DCM$)$ respectively), then $S(M) \subseteq \mathcal{L}($NCM$)$ ($S(M) \subseteq \mathcal{L}($DCM$)$ respectively).

This is true immediately by Proposition 12 since $c_0$ and $C_f$ are regular, and $\mathcal{L}($REG$), \mathcal{L}($NCM$), \mathcal{L}($DCM$)$ are closed under intersection \cite{8, 9}, and they all contain $\mathcal{L}($REG$)$.

There is also a converse of sorts to Corollary 13 but it is slightly more complicated. First, definitions are required. Consider a machine model $\mathcal{M}$. A set of configurations $C$ can be loaded by $M$ if, for all $M = (Q, \Sigma, \Gamma, \delta, q_0, F) \in \mathcal{M}$ with $C \subseteq \text{conf}(M)$, there is a machine $\mathcal{M}' \in \mathcal{M}$ with state set $Q' \supseteq Q$ that, on input $q\gamma$#x#S where $c = q\gamma \in \text{conf}(M), q \in Q, \gamma \in \Gamma^*, x \in \Sigma^*, \text{ and } S$ is a new symbol, operates as follows: $\mathcal{M}'$ reads $c$ while using states in $Q' - Q$, and changes its store configuration to $c$ only switching to a state of $Q$ ($q$ specifically) after reading $S$ if $c \in C$, and switches to a unique state $qN \in Q - Q$ if $c \notin C$. Then, from $c$, $\mathcal{M}'$ simulates $M$ on $x$, accepting if it reads the whole input. Here $M'$ is called a C-loaded version of $M$. Notice that $\mathcal{M}'$ simulates $M$ on $x$ if and only if $c \in C$, as $M$ is only defined on states of $Q$. It is said that $M$ can be loaded by sets from some family $\mathcal{L}$ if, for all $M \in \mathcal{M}$ and $C \subseteq \text{conf}(M)$ with $C \in \mathcal{L}$, then $C$ can be loaded by $\mathcal{M}$.

**Proposition 14.** Let $\mathcal{M}$ be any machine model that can be loaded by sets from some family $\mathcal{L}$. For all $M \in \mathcal{M}, C \subseteq \text{conf}(M)$, then $\text{post}_M^*(C) = S(M') \cap \text{conf}(M)$, where $M'$ is the C-loaded version of $M$. 
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Proof. Let $M' \in \mathcal{M}$ be a $C$-loaded version of $M \in \mathcal{M}$.

Let $c \in \text{post}^*_M(C)$. Then $c \in \text{conf}(M)$. Then there exists $c_0, \ldots, c_i, i \geq 0$ such that $c_0 \Rightarrow_M c_1 \Rightarrow_M \cdots \Rightarrow_M c_i$, where $c_0 \in C, c = c_i$, say on input word $x \in \Sigma^*$. Then, on input $c_0x\$\$, after reading $c_0$, $M'$ is in configuration $c_0$, and after reading $x\$ can be in configuration $c$, which is accepting in $M'$. Thus, $c \in S(M')$.

Let $c \in S(M') \cap \text{conf}(M)$. Since $c \in \text{conf}(M)$ (i.e. it must use some state of $Q$ and not $Q' - Q$), there must be some computation of $M'$ whereby $M'$ reads some $c_0 \in C$, and is in configuration $c_0$, and then eventually switches into configuration $c$ (since $c \in S(M')$). Thus, $c \in \text{post}^*_M(c_0)$. □

The following is immediate since $\text{conf}(M)$ is always a regular language.

Corollary 15. Let $\mathcal{M}$ be a machine model that can be loaded by sets of configurations from $\mathcal{L}_1$, and let $\mathcal{L}_2$ be a family closed under intersection with regular languages. If $S(M) \subseteq \mathcal{L}_2$, then $\text{post}^*_M(C) \subseteq \mathcal{L}_2$, for all $C \in \mathcal{L}_1$, $M \in \mathcal{M}$.

In this paper, most models studied have store languages either in $\mathcal{L}_3$ be a family closed under intersection with regular languages. If $\text{Corollary 15}$. Let $\mathcal{M}$ be a machine model that can be loaded by sets of configurations from $\mathcal{L}_1$, and let $\mathcal{L}_2$ be a family closed under intersection with regular languages. If $S(M) \subseteq \mathcal{L}_2$, then $\text{post}^*_M(C) \subseteq \mathcal{L}_2$, for all $C \in \mathcal{L}_1$, $M \in \mathcal{M}$.

Corollary 16. Let $\mathcal{M}$ be any machine model that can be loaded by sets of configurations from $\mathcal{L}$:

- if $S(M) \subseteq \mathcal{L}(\text{REG})$, then $\text{post}^*_M(C) \subseteq \mathcal{L}(\text{REG})$ for all $C \in \mathcal{L}$ and $M \in \mathcal{M}$,
- if $S(M) \subseteq \mathcal{L}(\text{NCM})$, then $\text{post}^*_M(C) \subseteq \mathcal{L}(\text{NCM})$ for all $C \in \mathcal{L}$ and $M \in \mathcal{M}$,
- if $S(M) \subseteq \mathcal{L}(\text{DCM})$, then $\text{post}^*_M(C) \subseteq \mathcal{L}(\text{DCM})$ for all $C \in \mathcal{L}$ and $M \in \mathcal{M}$.

Analogously, consider a machine model $\mathcal{M}$. Then a set of configurations $C$ can be unloaded by $\mathcal{M}$ if, for all $M = (Q, \Sigma, \Gamma, \delta, q_0, F) \in \mathcal{M}$ with $C \subseteq \text{conf}(M)$, there is a machine $M' \in \mathcal{M}$ that, on input $c\$\$, $c \in \text{conf}(M), x \in \Sigma^*$, operates as follows: $M'$ reads $c$ using states not in $Q$, and upon reading $\$, switches to configuration $c$, then it simulates $M$ on $x$, and upon reading $\$, verifies that the current configuration of $M'$ is in $C$ and accepts only in this case. Here, $M'$ is called a $C$-loaded version of $M$. It is said that $\mathcal{M}$ can be unloaded by sets from some family $\mathcal{L}$ if, for all $M \in \mathcal{M}$ and $C \subseteq \text{conf}(M)$ with $C \in \mathcal{L}$, then $C$ can be unloaded by $\mathcal{M}$.

Proposition 17. Let $\mathcal{M}$ be any machine model that can be unloaded by sets from some family $\mathcal{L}$. For all $M \in \mathcal{M}$, $C \subseteq \text{conf}(M)$, then $\text{pre}^*_M(C) = S(M') \cap \text{conf}(M)$, where $M'$ is a $C$-loaded version of $M$.

Proof. Let $M' \in \mathcal{M}$ be a $C$-loaded version of $M$.

Let $c \in \text{pre}^*_M(C)$. Then $c \in \text{conf}(M)$. Also, there exists $c_0, \ldots, c_i, i \geq 0$ such that $c_0 \Rightarrow_M c_1 \Rightarrow_M \cdots \Rightarrow_M c_0$, say on input word $x$. Then on input $c\$\$, after reading $c$, $M'$ switches to configuration $c$, then after reading $x$, $M'$ can be in configuration $c_0 \in C$. Then $M'$ verifies $c_0 \in C$ and accepts. Therefore, $c$ was an intermediate configuration in an accepting computation and $c \in S(M')$.

Let $c \in S(M') \cap \text{conf}(M)$. Then there must be some computation of $M'$ whereby $M'$ reads $c$ and immediately switches to it, and eventually switches to $c'$, which is verified to be in $C$. Hence, $c \in \text{pre}^*_M(c'), c' \in C$. □

The following is therefore immediate:

Corollary 18. Let $\mathcal{M}$ be a machine model that can be unloaded by sets of configurations from $\mathcal{L}_1$, and let $\mathcal{L}_2$ be a family closed under intersection with regular languages. If $S(M) \subseteq \mathcal{L}_2$, then $\text{pre}^*_M(C) \subseteq \mathcal{L}_2$, for all $C \in \mathcal{L}_1$, $M \in \mathcal{M}$.

Again, more specifically:

Corollary 19. Let $\mathcal{M}$ be machine model that can be unloaded by sets of configurations from $\mathcal{L}$:

- if $S(M) \subseteq \mathcal{L}(\text{REG})$, then $\text{pre}^*_M(C) \subseteq \mathcal{L}(\text{REG})$ for all $C \in \mathcal{L}$ and $M \in \mathcal{M}$,
Then, Proposition 21. Given \( M \), of any of the following types:

\[ \text{NPDA, NSA, } r\text{-flip NPDA, NRBQA, NRBTA.} \]

Then, \( M \) can be loaded and unloaded by regular configurations. Hence, for all \( M \in \mathcal{M} \) and regular configuration sets \( C \), then \( \text{pre}^*_M(C) \) and \( \text{post}^*_M(C) \) are regular.

**Proof.** First, consider NPDA. Given regular \( C \) accepted by a DFA \( M_C \), one can build a \( C \)-loaded version \( M' \) of an NPDA \( M \) as follows: read \( q \gamma \) while in parallel verifying that it is in \( L(M_C) \), and placing \( \gamma \) on the pushdown, then switching to state \( q \), then simulating \( M \). Moreover, one can build a \( C \)-unloaded version \( M' \) of an NPDA \( M \), by reading \( q \gamma \), placing \( \gamma \) on the stack before switching to \( q \), simulating \( M \) on some input which can eventually take \( M' \) to some configuration \( c' = \alpha \). Then, to verify \( c' \in C \), \( M' \) simulates a DFA accepting \( C^R \), which must be regular since regular languages are closed under reversal \([8]\). Indeed, the pushdown is popped one symbol at a time in reverse.

With stack automata, configurations encode the position of the read/write head \([5]\). To unload configurations, this requires nondeterministically guessing the final position of the read head and marking it when this symbol is getting pushed to the stack, otherwise the proof is the same as with pushdown automata.

The proofs are similar with all other machine models listed. The second statement follows by the first result, by Theorem 20 and by closure of the regular languages under intersection. \( \Box \)

This is already known for NPDA \([23]\), however, this provides an alternate immediate proof based on the store language result. But for all the other models, we believe that these are new results of interest to the area of verification. Some of these models are indeed quite powerful. For example, stack automata can accept non-semilinear languages in contrast to the area of verification. Some of these models are indeed quite powerful. For example, stack automata can accept non-semilinear languages in contrast to NPDA.

To complete this section, the \( \text{pre}^* \) and \( \text{post}^* \) operators will be examined on the models augmented by counters in Section 3 via an application of Theorem 20. To start, we see that not only can the models be loaded and unloaded by regular languages, but also by languages in \( L(\text{NCM}) \).

**Proposition 22.** Let \( k \geq 0 \). Let \( M \) be any of the following machine models:

\[ \text{NRBSCM}(k), \text{NRBQCM}(k), \text{NRBCTX}(k), \text{NPCM}(k), r\text{-flip NPCM}(k), r \geq 0. \]

Then \( M \) can be loaded and unloaded by any set of configurations \( C \in L(\text{NCM}()) \) with \( k+l \) counters. In addition, for all \( M \in \mathcal{M} \) and configuration sets \( C \in L(\text{NCM}) \), both \( \text{pre}^*_M(C) \) and \( \text{post}^*_M(C) \) are in \( L(\text{NCM}) \).

**Proof.** Consider a NPCM(\( k \)) machine \( M = (Q, \Sigma, \Gamma, \delta, q_0, F) \), and consider a configuration set \( C \subseteq \text{conf}(M) \) such that \( C \in L(\text{NCM}()) \). Then every word \( c \in C \) is of the form \( c = q_\gamma c_1 \cdots c_k \), where \( q \in Q, \gamma \in \Gamma^*, i_1, \ldots, i_k \geq 0 \). Then when reading a word of this form, \( M' \) places \( \gamma \) in the pushdown, and \( i_j \) in counter \( j \), \( 1 \leq j \leq k \), while in parallel, verifying \( c \in C \) by simulating an NCM(\( l \)) accepting \( C \) using counters \( k+1, \ldots, k+l \). \( M' \) can switch states while verifying \( c \in C \). Then, \( M' \) continues the simulation using the pushdown and the first \( k \) counters. To unload, construct an NCM(\( l \)) accepting \( C^R \), which is possible since
Table 3: For each machine model in column 1 (below the double line with counters) has, for regular languages \( C \) (or \( L(\text{NCM}) \) \( C \) below the line), pre\(^*\)M\((C)\) and post\(^*\)M\((C)\) contained in the family in column 2, with the result shown in column 3.

| machine model | \( C \in L(\text{REG}) \), pre\(^*\)M\((C)\)/post\(^*\)M\((C)\) in | proven in |
|---------------|------------------------------------------------|----------|
| NPDA          | \( L(\text{REG}) \)                          | Proposition 21 |
| r-flip NPDA   | \( L(\text{REG}) \)                          | Proposition 21 |
| NSA           | \( L(\text{REG}) \)                          | Proposition 21 |
| NRBQA         | \( L(\text{REG}) \)                          | Proposition 21 |
| NRBTA         | \( L(\text{REG}) \)                          | Proposition 21 |

| machine model | \( C \in L(\text{NCM}) \), pre\(^*\)M\((C)\)/post\(^*\)M\((C)\) in | proven in |
|---------------|------------------------------------------------|----------|
| NCM           | \( L(\text{DCM}) \)                          | Proposition 23 |
| NCACM         | \( L(\text{DCM}) \)                          | Proposition 23 |
| NPCM          | \( L(\text{NCM}) \)                          | Proposition 22 |
| r-flip NPCM   | \( L(\text{NCM}) \)                          | Proposition 22 |
| NRBSCM        | \( L(\text{NCM}) \)                          | Proposition 22 |
| NRBQCM        | \( L(\text{NCM}) \)                          | Proposition 22 |
| NRBTCM        | \( L(\text{NCM}) \)                          | Proposition 22 |

they are closed under reversal [9], and then decrease the counters from the \( k \)th to the first, then pop from the pushdown to verify that the current configuration is in \( C \).

Similarly with the other models.

The second statement follows from Theorem 20, and because it has been seen that the store languages of all these models are in \( L(\text{NCM}) \).

These results are also new and quite general, and follow from results on store languages. Also, the configuration sets \( C \) can be more general than regular configurations, possibly describing some numerical conditions that can be expressed with NCMs.

Lastly, accepting predecessor and successor configurations of NCACM machines is addressed. Recall that a trio is any family of languages closed under \( \lambda \)-free homomorphisms, inverse homomorphism, and intersection with regular languages. Also, a family is semilinear if all the languages in it are semilinear.

**Proposition 23.** Let \( \mathcal{L} \) be any semilinear trio. Machines in NCACM can be loaded and unloaded by configuration sets in \( \mathcal{L} \). In addition, for all \( M \in \text{NCACM} \) and configuration sets \( C \in \mathcal{L} \), then \( \text{pre}^*_M(C) \) and \( \text{post}^*_M(C) \) are in \( L(\text{DCM}) \), and can therefore also be accepted by a deterministic logspace bounded or polynomial time Turing machine.

**Proof.** Let \( M \in \text{NCACM} \) with \( k \) counters. Then any \( C \subseteq \text{conf}(M) \) is a subset of \( c_1^* \cdots c_k^* \), which is a bounded language. In [36], it was shown that every bounded language in any semilinear trio is in fact in \( L(\text{DCM}) \). Clearly then, NCACM machines can be loaded by DCM machines just as in the proof of the previous proposition.

The second statement follows from Theorem 20 and closure of \( L(\text{DCM}) \) under intersection [9].

In the proposition above, it is quite surprising that \( \mathcal{L} \) can be any semilinear trio. Many families form semilinear trios, such as the regular languages, context-free languages, NPCM, r-flip NPCMs, all models in Proposition 22 or others [36]. No matter which of these families is used to describe a set of configurations \( C \), the result of \( \text{pre}^*_M(C) \) and \( \text{post}^*_M(C) \) must always be in \( L(\text{DCM}) \), for \( M \in \text{NCACM} \).

Results for specific machine models are summarized in Table 3.

5. Common Configurations

In this section, determining the common configurations between two machines will be briefly addressed. As discussed in Section 1, this has applications to problems of safety.
Given two machines \( M_1, M_2 \) from the same machine model \( \mathcal{M} \) (with the same states, pushdown alphabet, and counter names in the case of NPCM, or \( r \)-flip NPCM, or NCM), then the common store configuration problem is the problem of determining whether there is a non-initial configuration between \( M_1 \) and \( M_2 \) that can appear in an accepting computation of both. Let

\[
S(M_1, M_2) = \{ x \mid x \in S(M_1) \cap S(M_2), x \text{ non-initial in } M_1 \text{ and } M_2 \}.
\]

Thus, the common store configuration problem is to determine whether \( S(M_1, M_2) \neq \emptyset \). Further, the common store configuration infiniteness problem is to determine whether \( S(M_1, M_2) \) is infinite.

Note that we assume that the states and the pushdown symbols are the same, and the counters match. However, one could also define the problem more generally, so that the two machines have a common configuration if there is some relabelling of the states, counters, and pushdown symbols of one machine that applied to a configuration of that machine gives a configuration of the second. However, it is possible to try every relabelling. Hence, if the common configuration problem is decidable, then it is decidable for this more general problem as well.

First, a general decidability property is presented.

**Proposition 24.** Let \( \mathcal{M} \) be a machine model, and let \( \mathcal{L} \) be a language family such that

- \( \mathcal{L} \subseteq \mathcal{M} \) with an effective construction,
- \( \mathcal{L} \) has a decidable emptiness problem, and
- \( \mathcal{L} \) is effectively closed under intersection.

Then \( S(M_1, M_2) \in \mathcal{L} \), and \( \mathcal{M} \) has a decidable common store configuration problem. Furthermore, if \( \mathcal{L} \) additionally has a decidable infiniteness problem, then \( \mathcal{M} \) has a decidable common store configuration infiniteness problem.

**Proof.** By the assumption, given machines \( M_1, M_2 \in \mathcal{M} \), then it is possible to build \( S(M_1) \subseteq S(M_2) \). Hence, \( S(M_1) \cap S(M_2) \) is as well, and emptiness can be decided in these (different initial states can be used). If \( \mathcal{M} \) has a decidable infiniteness problem, then it can be tested whether \( S(M_1, M_2) \) is infinite. \(\square\)

In Proposition 24, many machine models are listed that are known to have regular store languages, and the regular languages are closed under intersection with a decidable emptiness and infiniteness problems. Then, combined with Proposition 24, the following is immediate:

**Proposition 25.** Let \( \mathcal{M} \) be any of the following models:

- NPDA, NSA, \( r \)-flip NPDA, NRBQA, NRBTA.

If \( M_1, M_2 \in \mathcal{M} \), then \( S(M_1, M_2) \), can be accepted by deterministic finite automata (and hence, by polynomial time, constant space deterministic Turing machines). Furthermore, \( \mathcal{M} \) has a decidable common store configuration problem, and a decidable common store configuration infiniteness problem.

Further, in Section 3, several machine models (listed in Proposition 26 below) are shown to have all store languages in NCM, and it is known that NCM is closed under intersection and has a decidable emptiness and infiniteness problem. It is also known that for all NCM \( M \), there is some constant \( c \) such that every input \( w \) of length \( n \) can be accepted in at most \( cn \) steps. From this, it follows that for every NCM language, there is a nondeterministic logspace bounded Turing machine, and hence a deterministic polynomial time Turing machine to accept it.

Therefore, the following is immediate by Proposition 24.

**Proposition 26.** Let \( \mathcal{M} \) be any of the following models:

- NPCM\( (k) \), \( r \)-flip NPCM\( (k) \), NRBSCM\( (k) \), NRBQCM\( (k) \), NRBTCM\( (k) \).

If \( M_1, M_2 \in \mathcal{M} \), then \( S(M_1, M_2) \in \mathcal{L}(\text{NCM}) \), and it can be accepted by a nondeterministic logspace, or deterministic polynomial time Turing machine. Furthermore, \( \mathcal{M} \) has a decidable common store configuration problem, and a decidable common store configuration infiniteness problem.
6. Reachability Problems

An important topic extensively studied in the verification community is the development of algorithms for reachability problems, i.e., problems such as, given two configurations $c_1$ and $c_2$ of a system, is $c_2$ reachable from $c_1$? Here we study these questions for various models.

Let $M$ be a machine, and define the following sets:

$$T(M) = \{ (c_1, c_2) \mid \text{configuration } c_2 \text{ is reachable from } c_1 \},$$
$$T_a(M) = \{ (c_1, c_2) \mid \text{configuration } c_2 \text{ is reachable from } c_1 \text{ in an accepting computation} \},$$
$$T_a^R(M) = \{ (c_1, c_2^R) \mid \text{configuration } c_2 \text{ is reachable from } c_1 \text{ in an accepting computation} \},$$
$$\text{PAIR}(M) = \{ (c_1, c_2) \mid \text{configuration } c_2 \text{ is reachable from } c_1 \text{ in an accepting computation} \},$$
$$\text{PAIR}^R(M) = \{ (c_1, c_2^R) \mid \text{configuration } c_2 \text{ is reachable from } c_1 \text{ in an accepting computation} \}.$$

All of these definitions refer to the same basic reachability problem. However, as we shall show below, the “difficulty” (complexity and decidability) of accepting these sets depends on how the configurations are specified — whether they are given as a tuple (i.e., on separate tapes) or given as a single string separated by a special marker #, and whether one of the configurations is given in reverse. Also, are there any differences depending on whether the configurations are restricted to be only in accepting computations, or occurring in any computation?

Let $k \geq 1$. A $k$-tape machine $M$ (of some type) is a generalization of a 1-tape machine in that the machine now has $k$ input tapes, each with a one-way read-only head. A move of the machine now depends on the symbols scanned by the $k$ heads. We assume, without loss of generality, that at each step, at most one input head moves right on the tape. The machine now accepts $k$-tuples of words. Thus, an NFA, NCM, NPCM, etc. which are 1-tape machines generalize to $k$-tape NFA, $k$-tape NCM, $k$-tape NPCM, etc. Multi-tape machines are used to accept sets $T(M)$, $T_a(M)$, and $T_a^R(M)$, and single tape machines for $\text{PAIR}(M)$ and $\text{PAIR}^R(M)$.

First, consider the following result from [18].

**Proposition 27.** [18] If $M$ is an NPCM, then the set $T(M) = \{ (c_1, c_2) \mid \text{configuration } c_2 \text{ is reachable from } c_1 \}$ can be accepted by a 2-tape NCM.

Next, it is seen that restricting this set to accepting computations does not change acceptance by 2-tape NCM.

**Proposition 28.** If $M$ is an NPCM, then $T_a(M)$ can be accepted by a 2-tape NCM.

**Proof.** In the proof of Proposition [18] it was implied that $\{ c \mid c \text{ is a reachable configuration of } M \}$ can be accepted by an NCM $M_1$ and $\{ c \mid c \text{ can reach a final configuration of } M \}$ can be accepted by an NCM $M_2$.

Now by Proposition [27] $T(M)$ can be accepted by a 2-tape NCM $A$. Then, a 2-tape NCM $A'$ can be constructed from $A$ which simulates $A$ but also simultaneously simulates the NCM $M_1$ using additional counters to check that the first configuration is reachable from the initial configuration and simulates $M_2$ to check that the second configuration reaches an accepting configuration. This has the effect of restricting $A$ to exactly the accepting configurations.

Next, it will be shown that there is an NPDA (respectively a 1-flip NPDA) such that $T_a^R(M)$ (respectively neither $T_a(M)$ nor $T_a^R(M)$) can be accepted by a 2-tape NCM, in contrast to Proposition [28] Three technical lemmas are first required.

**Lemma 29.** Let $A$ be a 2-tape NCM. There exists a constant $c$ such that any tuple $(x, y)$ accepted by $A$ can be accepted by $A$ within $cn$ time (i.e., number of steps), where $n = |xy|$. 

Proof. Assume, without loss of generality, that at each step, $A$ moves at most one tape head to the right. (The finite-state control has the specification of which tape head reads.) Construct an NCM $M$ (hence there is only one input head) which, when given a string $w$, which is an interleaving of the symbols comprising the input tuple $(x, y)$, simulates the movements of the two heads of $A$ on $x$ and $y$ faithfully. Then $M$ accepts if and only if $A$ accepts. Since $M$ is an NCM, there is a constant $c$ such that any input $w$ that is accepted by $M$ can be accepted within $cn$ steps, where $n = |w|$. Since $M$ faithfully simulates $A$, it follows that if $(x, y)$ is accepted by $A$, then there an accepting computation of $(x, y)$ that runs in $cn$ time, where $n = |xy|$.

Let $h \geq 1$. An $h$-head machine $M$ (of some type) is a generalization of a 1-head machine in that the machine now has $h$ independent one-way read-only input heads operating on a single input tape. A move of the machine now depends on the symbols scanned by the $h$ heads. The machine accepts an input if all the heads falls off the input in an accepting state. Thus, an NFA, NCM, NPCM, etc. can generalize from 1 to $h$-head NFA, $h$-head NCM, $h$-head NPCM.

The following relates 2-tape NCMs to multi-head NCMs.

**Lemma 30.** If $T \subseteq \{(x, y) \mid x, y \in \Sigma^*\}$ is accepted by a 2-tape NCM, then the language $L = \{x\#y \mid (x, y) \in T\}$ (where $\#$ is a new symbol) can be accepted by a multi-head NFA.

**Proof.** Suppose $T$ can be accepted by a 2-tape NCM $A$. Assume that $A$ has $k$ 1-reversal counters and when it accepts, all counters are zero. Construct from $A$, a one-way 2-head NCM $M$ accepting the language $L$. $M$ simply dispatches one head to the position of $\#$ and then simulates $A$ using its two heads. From Lemma 29, there is a constant $c$ such that any tuple $(x, y)$ accepted by $A$ can be accepted within $cn$ time, where $n = |xy|$. Hence the value in each counter of $A$ during such an accepting computation is bounded by $cn$ and, hence, each counter of $M$ is bounded by $cn$. Then we can replace each counter in $M$ by two (one-way) heads, where one head is used to simulate the counter increments and the other head is used for counter decrements (moving forward one cell for every $c$ increased and decreased respectively). Hence $L$ can be accepted by a $(2k + 2)$-head NFA.

The following known result is needed as well. The proof, which uses the ideas in [38], was given recently in [39]. The result can also be shown using Kolmogorov complexity techniques [40].

**Lemma 31.** $L = \{x\#x^R \mid x \in \{0, 1\}^+\}$ cannot be accepted by a multi-head NFA.

From Lemmas 30 and 31 the following is immediate:

**Proposition 32.** $T = \{(x, x^R) \mid x \in (0 + 1)^+\}$ cannot be accepted by any 2-tape NCM.

From Proposition 28 it has already been shown that if $M$ is an NPCM, then $T_a(M) = \{(c_1, c_2) \mid c_2$ is reachable from $c_1$ in some accepting computation$\}$ can be accepted by a 2-tape NCM. However, the next result provides a contrast.

**Proposition 33.** There is a 1-flip NPDA $M$ such that neither $T_a(M)$ nor $T_a^R(M)$ can be accepted by a 2-tape NCM. In addition, there is an NPDA $M$ such that $T_a^R(M)$ cannot be accepted by a 2-tape NCM.

**Proof.** Construct a 1-flip NPDA $M$ which, on input, pushes $\#x\$ on the stack for some $x = a_1 \cdots a_n$, for nondeterministic $n \geq 1$ and nondeterministically selected $a_i$’s from the alphabet $\{0, 1\}$, and $\#, \$ are special symbols, and then switches to some new state $q_0$. Then $M$ nondeterministically does one of the following:

- enters an accepting state $f_1$
- flips the stack and enters accepting state $f_2$. 
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\[ T_a(M) \] cannot be accepted by a 2-tape NCM. Otherwise,\n\[ T_a(M) \cap \{(q_0\# y\$, f_2\$z\#) \mid y, z \in (0 + 1)^+\} = \{(q_0\# x\$, f_2\$x^R\#) \mid x \in (0 + 1)^+\} \]
can also be accepted by a 2-tape NCM, from which, another 2-tape NCM can be constructed accepting\n\[ T = \{(x, x^R) \mid x \in (0 + 1)^+\} \], which contradicts Proposition 32.

Similarly, \[ T_a^R(M) \] cannot be accepted by a 2-tape NCM. Otherwise, \[ T_a^R(M) \cap \{(q_0\# y\$, f_1\$z\#) \mid y, z \in (0 + 1)^+\} = \{(q_0\# x\$, f_1\$x^R\#) \mid x \in (0 + 1)^+\} \] can also be accepted by a 2-tape NCM. Essentially the same proof works for NPDAs as \( M \) does not need to flip its pushdown for \( T_a^R(M) \).

It is easy to show that the converse of Lemma 30 is not true:

**Proposition 34.** There is a language \( L \subseteq (0 + 1 + \$)^+((0 + 1 + \$)^+ \) that is accepted by a 2-head DFA such that \( T = \{(x, y) \mid x\# y \in L\} \) cannot be accepted by any 2-tape NCM.

**Proof.** Let \( L = \{w\$w\#z \mid w, z \in (0 + 1)^+\} \). Clearly, \( L \) can be accepted by a 2-head DFA. Suppose \( T = \{(w\$w, z) \mid w, z \in (0 + 1)^+\} \) can be accepted by a 2-tape NCM. Then a (1-tape) NCM can be constructed accepting the language \( L' = \{www \mid w \in (0 + 1)^+\} \) by just guessing the symbols comprising \( z \) in a bit-by-bit fashion. However, \( L' \) cannot be accepted by any NCM as has been seen in the proof of Proposition 33.

Next, consider the \( \text{PAIR}(M) \) function. Note that one could alternatively define a set similarly to \( \text{PAIR}(M) \), say \( \text{PAIR}'(M) \), where it is just enforced that the second configuration can follow from the first, but not necessarily in an accepting computation. However, in any class of one-way nondeterministic machines, \( \text{PAIR}'(M) \) is equal to \( \text{PAIR}(M') \) where \( M' \) is obtained from \( M \) by nondeterministically guessing some configuration and putting it in the store, and letting all states be final. Therefore, for common classes \( \text{PAIR}(M) \) is the more general definition. Also note that membership of \( \text{PAIR}^R(M) \) is decidable if and only if membership of \( \text{PAIR}(M) \) is decidable (if it is possible to decide whether \( w \in \text{PAIR}(M) \), then to decide if \( u\# v \in \text{PAIR}^R(M) \), instead decide whether \( u\# v^R \in \text{PAIR}(M) \), which is equivalent).

It is now shown that for all \( r \)-flip NPCMs \( M \), \( \text{PAIR}^R(M) \) is in \( r \)-flip NPCM. Here \( r = 0 \) gives the same result for NPCM.

**Proposition 35.** Let \( r \geq 0 \). If \( M \) is an \( r \)-flip NPCM, then \( \text{PAIR}^R(M) \) can be accepted by an \( r \)-flip NPCM.

**Proof.** Let \( M \) be an \( r \)-flip NPCM with \( k \) counters. The store language \( S(M) \) of \( M \) can be accepted by an NCM \( M_1 \) with \( l_1 \) counters (for some \( l_1 \)) by Proposition 9. Since NCM is closed under reversal 9, \( S(M)^R \) can also be accepted by an NCM \( M_2 \) with \( l_2 \) counters (for some \( l_2 \)). Construct another \( r \)-flip NPCM \( M_3 \) with \( k + l_1 + l_2 \) counters, which on input \( c_1 \# c_2^R \), pushes the pushdown contents of \( c_1 \) into the pushdown and the counter contents into the first \( k \) counters, and switches to the state in \( c_1 \). While pushing, \( M_3 \) simultaneously simulates \( M_1 \) (using \( l_1 \) counters) to check that \( c_1 \) is in \( S(M) \) (and thus reachable from the initial configuration of \( M \)). Then, \( M_3 \) simulates \( M \) until some nondeterministically guessed spot, where the following are verified in parallel:

- that the current configuration matches \( c_2 \) — this is done by subtracting one from a counter for every one of that counter letters read from the input, then matching the pushdown contents in reverse — and then matching the state in \( c_2 \).
- that \( c_2^R \) is in \( L(M_2) \) using the last \( l_2 \) counters.

The first statement verifies that the second configuration follows from the first. But to verify that the second configuration can lead to an accepting state, it instead verifies that that configuration is in the store language.
Notice that without the proof that all \( r \)-flip NPCMs have store languages in \( \mathcal{L}(\text{NCM}) \), it is not clear how the proof above could work. Indeed, after popping the current pushdown while matching it to \( c_2 \), there is no way to continue the simulation (to an accepting configuration) starting at \( c_2 \). However, since the store language only uses counters, that can be checked with only extra counters in parallel.

Since the store language of every NPDA is regular, plus NPCM is a special case of Proposition \( \ref{prop:pair-regular} \) with \( r = 0 \), the following is immediate.

**Corollary 36.** For all \( M \in \text{NPDA} \), \( \text{PAIR}^R(M) \in \text{NPDA} \). Also, for all \( M \in \text{NPCM} \), \( \text{PAIR}^R(M) \in \text{NPCM} \).

However, it is not possible to accept \( \text{PAIR}(M) \) or \( \text{PAIR}^R(M) \) without the pushdown.

**Proposition 37.** There is an NPDA (hence, an NPCM) \( M \) such that both \( \text{PAIR}(M) \) and \( \text{PAIR}^R(M) \) are not in NCM.

**Proof.** Consider an NPDA \( M \) which, from the initial state \( q_0 \), pushes \( axa \) on the stack, where \( x \) is a nondeterministically guessed word in \( \{0,1\}^+ \), and \( M \) enters state \( p \) for the first and only time. Then \( M \) pops \( a \), pushes \( b \), and enters an accepting state \( f \).

Suppose \( \text{PAIR}(M) \) can be accepted by an NCM \( M' \). Let \( L = \{paxa#fyb \mid x,y \in \{0 + 1\}^+\} \), a regular language. Another NCM \( M'' \) that accepts \( \text{PAIR}(M) \cap L \) can be constructed as \( \mathcal{L}(\text{NCM}) \) is closed under intersection with regular languages. However, it is easy to show that \( L(M'') = \{paxa#faxb \mid x \in \{0,1\}^+\} \) cannot be accepted by an NCM as follows. Certainly, if \( L(M'') \) is accepted by an NCM, then \( L = \{x\#x \mid x \in \{0,1\}^+\} \) can also be accepted by an NCM \( M_L \). Any string \( v \) accepted by \( M_L \) can be accepted within time linear in \( |v| \). Thus each counter will have value at most linear in \(|v|\). So when \( M_L \) is given string \( v = x\#x \), where \( x \) is of length \( n \), the number of possible distinct configurations when the input head of \( M_L \) reaches \# is at most \( cn^k \), where \( k \) is the number of counters and \( c \) is some constant. Since the number of strings \( w \) of length \( n \) is \( 2^n > cn^k \) for all but a finite number of \( n \)'s, it follows that for some \( x, x' \) with \(|x| = |x'|, x \neq x' \), \( M_L \) will also accept \( x\#x' \), which is a contradiction.

Similarly, for \( \text{PAIR}^R(M) \), \( \{paxa#bx^Ra(x) \mid x \in \{0,1\}^+\} \) is not an NCM language.

In addition, given an \( r \)-flip pushdown machine \( M \), it is possible to accept \( \text{PAIR}(M) \) with a \( r + 1 \)-flip pushdown, as flipping the stack allows it to be matched to the input configuration in order.

**Proposition 38.** If \( M \) is an \( r \)-flip NPCM, then \( \text{PAIR}(M) \) can be accepted by a \( r + 1 \)-flip pushdown automaton.

The following are all similar to the proofs of Propositions \( \ref{prop:pair-regular} \) and \( \ref{prop:pair-regular-pcm} \) using corresponding results on store languages of each type of machine to verify that the first configuration of the pair is reachable, and the second can reach a final configuration, while simulating \( M \) between the pair of configurations. For stack automata, a machine accepting \( \text{PAIR}(M) \) or \( \text{PAIR}^R(M) \) needs to guess and mark the position of the read head in the second configuration of the pair when the symbol is getting pushed.

**Proposition 39.** Let \( M \) be any of the following machine models:

\begin{itemize}
  \item NRBTA, NSA, NRBTCM, NRBSCM.
\end{itemize}

If \( M \in M \), then \( \text{PAIR}(M) \) and \( \text{PAIR}^R(M) \) are in \( \mathcal{L}(M) \).

Similarly, for NRBQA (respectively NRBQCM), then for every \( M \in \text{NRBQA} \), \( \text{PAIR}(M) \in \mathcal{L}(\text{NRBQA}) \). However, we conjecture that \( \text{PAIR}^R(M) \) need not be in \( \mathcal{L}(\text{NRBQA}) \). This is because, when dequeuing the current configuration, it cannot match the reverse of the input configuration.

Next, for one unrestricted counter plus reversal-bounded counters, then following even stronger result is obtained.

**Proposition 40.** Let \( M \in \text{NCACM} \). Then \( \text{PAIR}(M) \) and \( \text{PAIR}^R(M) \) are in \( \text{DCM} \). They can also be accepted by a deterministic logspace bounded or polynomial time Turing machine.

**Proof.** It follows from the proof of Proposition \( \ref{prop:pair-regular} \) that \( \text{PAIR}^R(M) \) is in \( \text{NCACM} \), similarly to that proof, \( \text{PAIR}(M) \) is also in \( \text{NCACM} \), since the unrestricted counter only has one letter and can therefore be read in reverse. However, it is known that all bounded NPCM languages are in \( \text{DCM} \) \( \ref{prop:pair-regular-pcm} \), and indeed both \( \text{PAIR}(M) \) and \( \text{PAIR}^R(M) \) are bounded when all stores are counters. \( \square \)
7. Reachability in Multi-Pushdown Machines

In this section, one more general machine model is considered. Let \( n \geq 1 \). An \( n\text{-pd} \) \( M \) is a generalization of an NPDA. It has a one-way input and \( n \) pushdown stacks \( P_1, \ldots, P_n \). The machine starts with the first stack \( P_1 \) containing the start stack symbol, \( Z_0 \), and the other stacks being empty, i.e., containing the string \( \lambda \). A move of \( M \) consists of the following: (i) reads a symbol or \( \lambda \) from the input; (ii) reads and pops the symbol on top of the first non-empty \( P_i \). (Thus, if \( P_i \) is empty, it reads the top symbol of \( P_2 \) if it is non-empty, etc.); (iii) changes state; (iv) for each \( 1 \leq i \leq n \), writes (i.e., pushes) a finite-length string \( \alpha_i \) on stack \( P_i \). (Note that writing is a push move.) The machine accepts if after reading all symbols of the input, it eventually enters an accepting state. We believe this model was first introduced and studied in [41] and has since been investigated in several places in the literature. It is known that the emptiness and infiniteness problems for such machines are decidable, and the languages accepted have an effectively computable semilinear Parikh map [41] (the proof of decidability for emptiness in [41] contained an error which was corrected in [42]). These results still hold when we have an \( n\text{-pd} \) augmented with reversal-bounded counters; call this an \( n\text{-pd NPCM} \) (considered in [30]).

In [41], these machines are referred to as “ordered multi-pushdown machines”. There, it is shown that for regular sets of configurations \( C \), \( \text{pre}^* M (C) \) must also be regular. This is clearly not the case for \( \text{post}^* M \), as a machine \( M \) could be built that pushes some nondeterministically guessed string \( a^n \) on the first pushdown in state \( q_0 \), then pop each \( a \) while pushing \( b, c, d \) to the second, third, and fourth pushdown respectively, and then switching to final state \( f \) when the first pushdown is empty. Then \( \text{post}^* M (q_0 a^n) \cap f \{ b, c, d \}^* = S(M) \cap f \{ b, c, d \}^* = \{ b^c a^d b^n \mid n \geq 0 \} \), a non-regular language. Hence, \( S(M) \) is not necessarily regular (or even context-free), nor is post \( \text{post}^* M (C) \) when \( C \) is regular.

But both of these types of machines can accept their own store languages by increasing the number of pushdowns (and counters).

**Proposition 41.** If \( M \) is an \( n\text{-pd} \) (resp. \( n\text{-pd NPCM with } k \text{ counters} \)), then \( S(M) \) can be accepted by a \( 3n\text{-pd} \) (resp. \( 3n\text{-pd NPCM with } 2k \text{ counters} \)).

**Proof.** Given such a machine \( M \) with \( n \) pushdowns and \( k \) counters, construct \( M' \) to accept \( S(M) \) with \( 3n \) pushdowns and \( 2k \) counters. On \( \lambda \) transitions, \( M' \) starts by simulating \( M \) using the first \( n \) pushdowns and \( k \) counters. Then at some arbitrary spot, \( M' \) moves each pushdown, one at a time, to pushdown \( n+1 \) to \( 2n \), so that each pushdown contents becomes reversed. Then, it matches the pushdowns to the pushdown part of the input configuration (which is now in the correct order), while in parallel, again reversing the pushdown contents using the final \( n \) pushdowns. Then, it matches the first \( k \) counters to the input, while in parallel making a copy of each of the \( k \) counters using counters \( k+1 \) to \( 2k \). Lastly, \( M' \) is able to continue the simulation of \( M \) using the last \( n \) pushdowns and \( k \) counters.

However, next we see that the family has an undecidable common reachability problem with two pushdowns and no counters.

**Proposition 42.** The common store configuration problem is undecidable for \( 2\text{-pd} \). Similarly for the common store configuration infiniteness problem.

**Proof.** It is known that it is undecidable whether the intersection of two NPDA states is empty [5]. Then given two NPDA states \( M_1 \) and \( M_2 \), where, without loss of generality, both have the same unique final state \( f \), and all other states in \( M_1 \) are not used in \( M_2 \), and vice versa, and that the pushdowns of both machines empty before switching to \( f \). Then, construct two \( 2\text{-pd} \) machines \( M'_1 \) and \( M'_2 \) that simulate \( M_1 \) and \( M_2 \) respectively, while copying the input to the second pushdown as it reads it. Any common reachable configurations must be in state \( f \) with the first pushdown empty and the input on the second pushdown. Then \( S(M'_1) \cap S(M'_2) = \emptyset \) if and only if \( L(M_1) \cap L(M_2) = \emptyset \), which is undecidable. For the common reachability infiniteness problem, introduce a new pushdown symbol \( c \) to create \( M''_1 \) from \( M'_1 \), and \( M''_2 \) from \( M'_2 \), and have these new machines push arbitrarily many \( c \)'s onto the second pushdown at the end of the computation. Then \( S(M''_1) \cap S(M''_2) = \emptyset \) if and only if \( S(M'_1) \cap S(M'_2) = \emptyset \), but also, if the latter is non-empty, then it must be infinite. \( \square \)
Thus, despite the store languages having a decidable emptiness problem, it is not possible to determine if there are any common reachable configurations between two machines.

Lastly, we see that it is possible to accept $\text{PAIR}(M)$ by increasing the number of pushdowns and counters. This proof is similar to Proposition 41.

**Proposition 43.** If $M$ is an $n$-pd (resp. an $n$-pd NPCM with $k$ counters), then $\text{PAIR}(M)$ can be accepted by a $5n$-pd (resp. a $5n$-pd NPCM with $3k$ counters).

**Proof.** This proof is similar to that of Proposition 41. Given $M$, create $M'$ that on input $c_1 \# c_2$, first simulates $M$ on $\lambda$ transitions using the first set of pushdowns and counters. Then, at an arbitrary spot, $M'$ reverses the contents of each pushdown, then matches those to $c_1$ while in parallel reversing their contents using the third set of pushdowns. Then, it makes a copy of the contents of the counters using the second set of counters while matching their contents to the counters of $c_1$. $M'$ continues the simulation using the third set of pushdowns and second set of counters until another arbitrary spot, where $M'$ repeats the same procedure using the fourth, then fifth set of pushdowns, and the third set of counters, matching to $c_2$, and continuing the simulation. □

8. Conclusion

Store languages of a new machine model combining an NPDA that can flip its contents a bounded number of times together with reversal-bounded counters are investigated. The store languages can be accepted by machines with only reversal-bounded counters (and no pushdown). In addition, general connections were established between the notion of the store language of a machine model, and reachability/verification problems in infinite-state systems. In particular, store languages were connected to the problem of accepting the configurations that can be reached from (or can reach) a given regular set of configurations. The connection allows for several more general results than what is known in the literature. For example, the successor and predecessor configurations of a stack automaton from a given regular set of configurations must be a regular language. Several models augmented by counters were also shown to accept successor and predecessor configurations by eliminating the main store, similarly leading to decidable reachability properties.

Some interesting open problems remain. In particular, the time and space complexity of constructing store languages from a given type of machine has not yet been investigated.
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