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Abstract

Of the \((2H + 1)^n\) monic integer polynomials \(f(x) = x^n + a_1x^{n-1} + \cdots + a_n\) with \(\max\{|a_1|, \ldots, |a_n|\} \leq H\), how many have associated Galois group that is not the full symmetric group \(S_n\)? There are clearly \(\gg H^{n-1}\) such polynomials, as may be obtained by setting \(a_n = 0\). In 1936, van der Waerden conjectured that \(O(H^{n-1})\) should in fact also be the correct upper bound for the count of such polynomials. The conjecture has been known previously for degrees \(n \leq 4\), due to work of van der Waerden and Chow and Dietmann. The purpose of this paper is to prove van der Waerden’s Conjecture for all degrees \(n\).

1 Introduction

For any positive integer \(H\), let \(E_n(H)\) denote the number of monic integer polynomials \(f(x) = x^n + a_1x^{n-1} + \cdots + a_n\) of degree \(n\) with \(|a_i| \leq H\) for all \(i\) such that the Galois group \(G_f\) of \(f\) is not \(S_n\). Hilbert’s Irreducibility Theorem implies that \(E_n(H) = o(H^n)\), i.e., 100% of monic polynomials of degree \(n\) are irreducible and have Galois group \(S_n\).

In 1936, van der Waerden [43] made this statement more quantitative and proved that

\[ E_n(H) = O(H^{n-\frac{1}{6(n-2)\log \log H}}). \]  \hspace{1cm} (1)

In the same paper, he also suggested the tantalizing and lasting conjecture that \(E_n(H) = O(H^{n-1})\) for all \(n\) (clearly \(E_n(H) \gg H^{n-1}\) as can be seen by setting \(a_n = 0\)).

Successive improvements to van der Waerden’s result (1) were obtained by: Knobloch [23] (1956), who proved that

\[ E_n(H) = O(H^{n-\frac{1}{18n(n+1)}}); \]  \hspace{1cm} (2)

Gallagher [20] (1973), who proved using his large sieve that

\[ E_n(H) = O(H^{n-1/2+\epsilon}); \]  \hspace{1cm} (3)

Zywina [50] (2010), who refined this to \(E_n(H) = O(H^{n-1/2})\) for large \(n\); Dietmann [15] (2012), who proved using resolvent polynomials and the determinant method that \(E_n(H) = O(H^{n-2+\sqrt{2}})\); and Anderson, Gafni, Lemke Oliver, Lowry-Duda, Shakan, and Zhang [2] (2021)
who prove that $E_n(H) = O(H^{n-\frac{2}{3} + \frac{\varepsilon}{\log n}})$. For $n \leq 4$, van der Waerden’s conjectured optimal upper bound of $O(H^{n-1})$ was proven by Chow and Dietmann [11]. See also [33, 9, 40, 14, 12, 27, 49] for various other related works and advances on the problem.

In this paper, we establish van der Waerden’s Conjecture for all degrees $n$:

**Theorem 1** We have $E_n(H) = O(H^{n-1})$.

**Specific Galois groups.** For any permutation group $G \subset S_n$ on $n$ letters, let $N_n(G, H)$ denote the number of monic integer polynomials $f(x) = x^n + a_1x^{n-1} + \cdots + a_n$ with $|a_i| \leq H$ for all $i$ such that we have $G_f \cong G$ as permutation groups. Then Theorem 1 amounts to proving that $N_n(G, H) = O(H^{n-1})$ for all permutation groups $G < S_n$ on $n$ letters. The question of understanding the behavior of $N_n(G, H)$ for individual $G$ has been the subject of many works, including [43, 14, 11, 12, 50, 27, 10, 46, 49].

That $N_n(G, H) = O(H^{n-1})$ holds for *intransitive* groups $G$ was already shown by van der Waerden [13], using the fact that polynomials having such Galois groups are exactly those that factor over $\mathbb{Q}$. In fact, an exact asymptotic of the form

$$\sum_{G \subset S_n \text{ intransitive}} N_n(G, H) = c_nH^{n-1} + O(H^{n-2})$$

for an explicit constant $c_n > 0$ was obtained by Chela [10]. Meanwhile, Widmer [46] has given excellent bounds in the case of *imprimitive* Galois groups $G$, using the fact that polynomials having such Galois groups are exactly those that correspond to number fields having a non-trivial subfield; specifically, his results imply that if $G \subset S_n$ is transitive but imprimitive, then

$$\sum_{G \subset S_n \text{ transitive but imprimitive}} N_n(G, H) = O(H^{n/2+2}).$$

That this bound is essentially optimal can be seen by considering the polynomials $f(x) = x^n + a_2x^{n-2} + a_4x^{n-4} + \cdots + a_n$, as in this case $\mathbb{Q}[x]/(f(x))$ is a field with the index 2 subfield $\mathbb{Q}[x]/(x^{n/2} + a_2x^{n/2-1} + a_4x^{n/2-2} + \cdots + a_n)$ for generic such choices of $f(x)$.

**Theorem 1** thus reduces to showing that $N_n(G, H) = O(H^{n-1})$, when $G \neq S_n$, for *primitive* permutation groups $G$, which are the building blocks of all permutation groups. Our methods give the best known bounds for all primitive permutation groups $G$ when $G < S_n$ and $n \geq 9$. To state the result, we recall the notion of the index $\text{ind}(G)$ of a permutation group $G \subset S_n$. For $g \in G$, define the *index* $\text{ind}(g)$ of $g$ by

$$\text{ind}(g) := n - \text{number of orbits of } g \text{ on } \{1, \ldots, n\}.$$

The *index* $\text{ind}(G)$ of $G$ is then defined by $\text{ind}(G) := \min_{1 \neq g \in G} \text{ind}(g)$.

The index of a permutation group $G$ was defined by Malle [31] to formulate conjectures on the number $F_n(G, X)$ of number fields of degree $n$ having associated Galois group $G$ and absolute discriminant at most $X$. Let $a(G) > 0$ be any constant such that $F_n(G, X) = O(X^{a(G)})$. Then Malle conjectured that we may take $a(G) = 1/\text{ind}(G) + \varepsilon$ for any arbitrarily small $\varepsilon > 0$, and indeed we should have $X^{1/\text{ind}(G)} \ll F_n(G, X) \ll X^{1/\text{ind}(G)+\varepsilon}$ for all $G$.

We prove the following general bound on $N_n(G, H)$:
Theorem 2 For any permutation group $G \subset S_n$, we have

$$N_n(G, H) = O\left(\min\left\{H^{n+1-\text{ind}(G)} + H^{n-(n-1)\frac{1-\text{ind}(G)}{\text{a}(G)+1-\text{ind}(G)-u}} \log^c H, H^{(2n-2)(\text{a}(G)-u)+1}\log^{n-1} H\right\}\right),$$

where $u = 1/(n(n-1))$ if $G$ is primitive and $u = 0$ otherwise, and $c = q(k, n - k)$ denotes the number of partitions of $k$ into at most $n - k$ parts where $k = \text{ind}(G)$.

If Malle’s Conjecture is true for $G$, or if we have a sufficiently small valid value for $\text{a}(G)$, then the second term in the sum above may be dropped, and we obtain simply $N_n(G, H) = O\left(\min\{H^{n+1-\text{ind}(G)}, H^{(2n-2)(\text{a}(G)-u)+1}\log^{n-1} H\}\right)$. However, for a general almost simple group $G$ having large index, where our best known value for $\text{a}(G)$ may be relatively poor relative to its expected true value $1/\text{ind}(G)$, the second term in the above sum may then be the dominant term. Regardless of which of the three terms dominate, Theorem 2 yields significantly improved upper bounds on $N_n(G, H)$ for all primitive groups $G < S_n$ once $n \geq 9$.

If $G = S_n$, then Theorem 2 of course gives the correct bound since $\text{ind}(S_n) = 1$. If $G$ is primitive and $G \neq S_n$, then $\text{ind}(G) \geq 2$ (see Proposition 9), and hence Theorem 2 implies that $N_n(G, H) = O(H^{n-1})$ for all such permutation groups $G$ (including $G = A_n$), by plugging in the known valid values $\text{a}(G) = 1/2$ for $n = 3$, $\text{a}(G) = 1$ for $n = 4, 5$, and $\text{a}(G) = (n + 2)/4$ for $n \geq 6$. Thus we immediately obtain Theorem 1 from Theorem 2.

To obtain some further consequences, we note that primitive permutation groups themselves have even more elemental building blocks, which we will call elemental primitive permutation groups, while all others are non-elemental. A primitive permutation group $G$ acting on a set $\Omega$ is called non-elemental if there exist positive integers $r, m, k$ (with $k \leq m/2$; and $r > 1$ or $k > 1$) such that $\Omega$ can be identified with $\Delta^r$ where $\Delta$ consists of $k$-element subsets of $\{1, \ldots, m\}$, and $G \subset S_m \wr S_r$ acts in the natural way as automorphisms of this structure.\footnote{The non-elemental primitive permutation groups include, in particular, what are called non-basic primitive permutation groups in the literature, which correspond to the case $r > 1$. We will prove that

$$\text{a}(G) \ll \frac{\log^2 n}{\sqrt{n}}$$

if $G$ is a non-elemental primitive permutation group acting on $n$ letters (see Theorem 13). Using Theorem 2 we thus obtain that $N_n(G, H) = O(H^{(b+\log^2 n)})$ if $G$ is a non-elemental primitive permutation group for some constant $b > 0$.

Meanwhile, if $G$ is an elemental primitive permutation group acting on $n$ letters, then by a result of Liebeck and Saxl [29], we have $\text{ind}(G) \geq n/6$ and in fact $\text{ind}(G) \geq 3n/14$ (and $\text{ind}(G) \geq 2n/9$ if $n \neq 28$) by using a further improvement due to Guralnick and Magaard [21] (see Theorem 13). Using Schmidt’s bound and the quantitative version of the Ekedahl sieve as in [7] (see Theorem 20), we obtain $\text{a}(G) = (n + 2)/4 - 1 + 1/\text{ind}(G) + \epsilon$ for any $\epsilon > 0$ and thus $N_n(G, H) = O_\epsilon(H^{n+1-\text{ind}(G)} + H^{n-(n-1)(1-1/\text{ind}(G))/(n+2)/4-\epsilon})$ for a general primitive permutation group $G$.

In particular, since for any primitive permutation group $G \neq A_n, S_n$, we have $\text{ind}(G) \geq 3$ when $n \geq 9$ and $\text{ind}(G) \geq 4$ when $n \geq 16$ (see Theorem 12), it follows that $N_n(G, H) = O(H^{n-2})$ when $n \geq 10$ (and $N_n(G, H) = O(H^{7.06})$), and $N_n(G, H) = O(H^{n-2.5})$.
when \( n \geq 16 \). We will similarly deduce from Theorem 2 that \( N_n(G, H) = O(H^{n-3}) \) when \( n \geq 28 \), and \( N_n(G, H) = O(H^{n-3.5}) \) when \( n \geq 53 \).

For large \( n \), the best known bound on \( a(G) \) at the current time is \( c \log^2 n \) for some constant \( c > 0 \), due to Lemke Oliver and Thorne [28], independent of \( G \). Plugging \( \text{ind}(G) \geq 3n/14 \) for an elemental primitive permutation group \( G \) and \( a(G) = c \log^2 n \) into Theorem 2 yields \( N_n(G, H) = O(H^{n-bn/\log^2 n}) \) for some constant \( b > 0 \).

We summarize these consequences in the following corollary.

**Corollary 3** Let \( G \subset S_n \) be a primitive permutation group not equal to \( A_n \) or \( S_n \).

(a) \( N_n(G, H) = O(H^{n-2}) \) for all \( n \geq 10 \); \( N_n(G, H) = O(H^{n-2.5}) \) for all \( n \geq 16 \);

\( N_n(G, H) = O(H^{n-3}) \) for all \( n \geq 28 \); \( N_n(G, H) = O(H^{n-3.5}) \) for all \( n \geq 53 \).

(b) If \( G \) is non-elemental, then \( N_n(G, H) = O(H^{b\sqrt{n}\log^2 n}) \) for an absolute constant \( b > 0 \);

(c) If \( G \) is elemental, then \( N_n(G, H) = O(H^{n-bn/\log^2 n}) \) for an absolute constant \( b > 0 \).

A result of Zarhin states that if an integer polynomial \( f(x) \) of degree \( n \) has Galois group \( A_n \) or \( S_n \), then the endomorphism group of the Jacobian of the hyperelliptic curve defined by \( y^2 = f(x) \) over \( \mathbb{Q} \) has endomorphism group isomorphic to \( \mathbb{Z} \). Corollary 3 thus implies that an extremely small number of hyperelliptic curve Jacobians have nontrivial endomorphism group:

**Corollary 4** In the family of hyperelliptic curves \( y^2 = f(x) := x^n + a_1x^{n-1} + \cdots + a_n \) defined by irreducible monic degree \( n \) polynomials with \( a_i \in \mathbb{Z} \) and \( |a_i| \leq H \), at most \( O(H^{n-bn/\log^2 n}) \) of their Jacobians have endomorphism group larger than \( \mathbb{Z} \).

We note that Theorem 2 yields the best known bounds on \( N_n(G, H) \) for all primitive groups \( G \) of degree at least 9 and also for various families of imprimitive and intransitive groups \( G \). We give three examples to illustrate, the first two of which improve upon the corresponding results in [27].

We consider first the case of cyclic groups of prime order. Theorem 2 implies:

**Corollary 5** Let \( p \) be a prime, and let \( C_p \subset S_p \) denote the cyclic group of order \( p \). Then \( N_p(C_p, H) = O(H^2) \).

Corollary 5 follows from Theorem 2 by setting \( a(G) = 1/(p - 1) \) (which is known to be valid due to work of Maki [30]; see also Wright [48]) and setting \( \text{ind}(G) = p - 1 \). This improves upon the bound \( N_p(C_p, H) = O(H^{3-2/p}\log^{p-1} B) \) as obtained by Lemke Oliver and Thorne in [27] Theorem 1.1.

We next consider the case of regular permutation groups. A permutation group \( G \) acting on \( n \) letters is called regular if \( |G| = n \). That is, an irreducible polynomial \( f \in \mathbb{Q}[x] \) of degree \( n \) has a Galois group \( G \subset S_n \) that is a regular permutation group if and only if the field extension \( \mathbb{Q}[x]/(f(x)) \) of \( \mathbb{Q} \) is Galois. Note that such regular permutation groups are transitive but not necessarily primitive. Theorem 2 implies:

**Corollary 6** Let \( G \) be a regular permutation group with \( |G| = n \). Then \( N_n(G, H) = O(H^{3n/11 + 1.164}) \).

Corollary 6 follows from Theorem 2 by setting \( a(G) = 3/8 + \epsilon \) for an arbitrarily small \( \epsilon > 0 \).
(which was proven to be a valid choice of \( a(G) \) by Ellenberg and Venkatesh \cite{13} and setting \( \text{ind}(G) = (p-1)n/p \) where \( p \) is the smallest prime dividing \( n \). This improves upon the bound \( N_n(G, H) = O( (n/p)^{4+1/4+\epsilon} ) \) as obtained in \cite{27} Theorem 1.2.

To illustrate how the methods behind Theorem \cite{2} can yield improved results when applied to specific permutation groups that are intransitive, we use the following:

**Theorem 7** Let \( G \) be an intransitive permutation group on \( n \) letters, and write the action of \( G \) as a subdirect product \( G \subset G_1 \times \cdots \times G_k \) where \( G_i \subset G \) is a transitive permutation group on \( n_i \) letters, so that \( n = n_1 + n_2 + \cdots + n_k \). Suppose \( N_n(G, H) = O( H^{n_i} \log^{\beta_i} H ) \). Then

\[
N_n(G_1 \times \cdots \times G_k, H) = O( H^{\max(\alpha_1,\ldots,\alpha_k)} \log^{s-1} H ),
\]

where \( s = \sum_{\alpha_i = \max(\alpha_1,\ldots,\alpha_k)} (1 + \beta_i) \).

We expect that Theorem \cite{7} is essentially optimal, giving the optimal exponent for intransitive groups \( G \) whenever the optimal exponents for its subdirect factors \( G_i \) are known. Thus \( N_n(G, H) \) can be studied via the quantities \( N_{n_i}(G_i, H) \), on which one can then apply \cite{5} and Theorem \cite{2} (and the methods behind them) to obtain a good estimate on \( N_n(G, H) \). This, in most cases, yields essentially the best known bounds for intransitive groups \( G \) as well.

As an example, consider the intransitive group \( G \times M_{11} \subset S_{k+11} \) (i.e., the product of a permutation group \( G \) acting on \( k \) letters and the Mathieu group \( M_{11} \) in its natural permutation action on 11 letters), and suppose \( k \leq 9 \). The method of van der Waerden gives \( N_{k+11}(G \times G', H) = O(H^{11}) \) for any permutation groups \( G \subset S_k \) and \( G' \subset S_{11} \); for general such \( G, G' \), this is in fact best possible, achieved when \( G = S_k \) and \( G' = S_{11} \). However, for our particular choice of \( G' = M_{11} \subset S_{11} \), Theorem \cite{7} in conjunction with Theorem \cite{2} yields:

**Corollary 8** Let \( G \subset S_k \) with \( k \leq 9 \). Then \( N_{k+11}(G \times M_{11}, H) = O(H^{8.686}) \).

In particular, Corollary \cite{8} implies that \( N_{11}(M_{11}, H) = O(H^{8.686}) \). Corollary \cite{8} follows from Theorem \cite{7} and Theorem \cite{2} by noting that \( \text{ind}(M_{11}) = 4 \) and that we may take \( a(M_{11}) = 13/4 - 1 + 1/4 = 2.5 \) as per Theorem \cite{20}.

**Methods and sketch of proof.** For an irreducible integer monic polynomial \( f(x) \) of degree \( n \), let \( K_f \) denote the number field \( \mathbb{Q}[x]/(f(x)) \) of degree \( n \), let \( C \) denote the product of the primes that are ramified in \( K_f \), and let \( D \) denote the absolute discriminant of \( K_f \). To prove Theorem \cite{1} we divide the set \( P(H) \) of all irreducible integer monic polynomials \( f \) of degree \( n \), having coefficients bounded by \( H \) in absolute value and primitive Galois group not equal to \( S_n \), into three subsets \( P_1(H) \), \( P_2(H) \), and \( P_3(H) \); we then bound the number of \( f \) lying in the subset \( P_i(H) \) by \( O(H^{n-1}) \), via a different method for each \( i = 1, 2, 3 \).

**Case 1.** The first subset \( P_1(H) \) consists of those polynomials in \( P(H) \) such that \( C \leq H^{1+\delta} \) but \( D > H^{2+2\delta} \) (for some positive \( \delta > 0 \)). We handle this case by estimating the number of monic integer polynomials in \( P(H) \) that satisfy those congruence conditions modulo \( C \) that imply that the absolute discriminant of \( f \) is at least \( D \). For \( C < H \), an estimate of \( O(c^{\omega(D)}H^n/D) \) is immediate for a suitable constant \( c > 0 \) (where \( c^{\omega(D)}/D \) is the density of the congruence conditions), since the congruence conditions are defined modulo an integer \( C \).
that is smaller than the side of the box in which we are counting. We then use Fourier analysis to extend the validity of this estimate even when $C < H^{1+\delta}$ for a positive $\delta$. Because we have reduced to the case of primitive Galois groups, we know that the set of possible integers $D$ that can arise are all squarefull; the sum of the estimate $O(\epsilon^{\omega(D)}H^n/D)$ over all $C < H^{1+\delta}$ and all squarefull $D \geq H^{2+2\delta}$ is $O(\epsilon(H^{n-1-\delta+\epsilon})$, thus yielding the desired estimate in this case.

**Case II.** The second subset $P_2(H)$ consists of those polynomials in $P(H)$ where $D < H^{2+2\delta}$. In this case, we use the fact that the number of possible number fields $K_f$ (up to isomorphism) is bounded because the discriminant of $K_f$ is bounded. We use the well-known bound of Schmidt [39] to conclude that the number of possibilities for $K_f$ is at most $O(H^{(2+2\delta)(n+2)/4})$. A result of Lemke Oliver and Thorne [27] then implies that the number of possibilities for $f$ having a given value of $K_f$ is at most $O(H\log^{n-1}H/H^{1/(n(n-1))})$. Multiplying this upper bound for the number of possible $K_f$’s with the number of possible $f$’s given $K_f$ then immediately yields the upper bound $O(H^{n-1})$ for the cardinality of $P_2(H)$ when $n \geq 6$. For $n = 4, 5$, we have the improved bound of $O(H^{2+2\delta})$ on the number of possible $K_f$’s, by the main theorems of [4, 5], yielding the desired result in these cases as well.

**Case III.** The third and final subset $P_3(H)$ consists of those polynomials in $P(H)$ for which $C > H^{1+\delta}$ (implying that $D > H^{2+2\delta}$). In this case, we observe that a polynomial $f \in P_3(H)$ has the property that Disc($f$) is a multiple of $C^2$ for mod $C$ reasons; i.e., if $f \equiv g \pmod C$, then Disc($g$) is also a multiple of $C^2$. If we write $f(x) = x^n + a_1 x^{n-1} + \cdots + a_n$, then we show that: if Disc($f$) is a multiple of $C^2$ for mod $C$ reasons, then the double discriminant Disc$_a_a_n$(Disc$_x$(f(x)) is a polynomial only in $a_1, \ldots, a_{n-1}$) must be a multiple of $C$. Thus for generic choices of $a_1, \ldots, a_{n-1}$ in $[-H, H]^{n-1}$, the value of $C \mid$ Disc$_a_a_n$(Disc$_x$(f(x))) is determined by $a_1, \ldots, a_{n-1}$ up to $O(\epsilon(H^c)$ possibilities; then $a_n$ is also generically determined by $a_1, \ldots, a_{n-1}, C$ up to $O(\epsilon(H^c)$ possibilities, being a root of the polynomial equation Disc($f$) $\equiv 0 \pmod C$ (where $C > H$). This enables us to conclude that the total number of possibilities for $a_1, \ldots, a_{n-1}, a_n$, and thus $f$, in this case is at most $O(\epsilon(H^{n-1} \cdot H^c \cdot H^c)) = O(\epsilon(H^{n-1+\epsilon})$.

To remove the $\epsilon$, and thereby obtain the desired estimate $O(H^{n-1})$ on the set $P_3(H)$ and thus $P(H)$, we choose a suitable factor $C'$ of $C$ that is between $H^{1+3/2}$ and $H^{1+\delta}$ in size, in which case we can handle it by a method analogous to Case I. Otherwise, we may choose a factor $C' > H$ of $C$ all of whose prime divisors are greater than $H^{3/2}$, in which case we can handle it by a method analogous to Case III above, but with no $\epsilon$ occurring because $C'$ will have at most a bounded number of prime factors!

Theorem 2 is proven in an analogous manner. We redefine $P(H) := P(G, H)$ to be the set of monic integer polynomials of degree $n$ having coefficients bounded by $H$ in absolute value and Galois group $G$. We then divide $P(H)$ into three subsets $P_i(H) := P_i(G, H)$ for $i = 1, 2, 3$. We suitably redraw the boundaries between the sets $P_1(H)$, $P_2(H)$, and $P_3(H)$—via suitable inequalities on $C$ and $D$ for each $P_i(H)$—in a way that optimizes the resulting estimate $N_n(G, H)$. The set $P_1(H)$ corresponds to a slightly modified Case I where $C \leq H^{1+\delta}$ but $D > Y$ for some positive $Y$ to be optimized later. The set $P_2(H)$ corresponds similarly to a modified Case II where $D \leq Y$, while $P_3(H)$ again corresponds to Case III!
where $C > H^{1+\delta}$. We apply the same arguments as in the proof of Theorem 1 to each case, and then choose the value of $Y$ that gives the best bound on $N_n(G, H)$ obtained as the sum of the three cases. This yields the bound stated in Theorem 2.

To prove Theorem 7, we use the fact that the height, i.e., the maximum of the absolute values of the coefficients, of an integer polynomial, up to positive bounded factors, is equal to the Mahler measure of the polynomial—and the Mahler measure is multiplicative. We use this fact to prove that most polynomials $f$ counted by $N_n(G, H)$, for an intransitive group $G$, occur (up to factors of $\log H$) when one factor of $f$ has height around $H$ while all other factors have small coefficients. From this we deduce the desired estimate as stated in Theorem 7.

To obtain Corollary 3, we appeal to the theory of primitive groups $G$, and study the indices $\text{ind}(G)$. In particular, we develop new bounds on the number of number fields of bounded discriminant having primitive Galois group $G$, using the method of Schmidt [39] together with the quantitative geometric sieve methods of [7]. We obtain a particularly substantial improvement in the case where $G$ is non-elemental by relating $\text{ind}(G)$ to $\text{ind}(G')$, where $G'$ is an imprimitive permutation representation with the same underlying group as $G$. This then allows us to concentrate on the elemental case, where far stronger lower bounds on $\text{ind}(G)$ hold true and which may be proven using the work of Liebeck and Saxl [29] and Guralnick and Magaard [26]. These bounds on $a(G)$ and $\text{ind}(G)$ in the cases of non-elemental and elemental groups, respectively, together with the bounds of Schmidt [39] (and its modified form as stated in Theorem 20) and Lemke Oliver and Thorne [28] on the number of $G$-fields of bounded discriminant in the elemental case, then yield the stated bounds in Corollary 3 using Theorem 2. Meanwhile, as already noted, the best known bounds on $a(G)$ and the known values of $\text{ind}(G)$ for specific families of groups $G$ immediately yield Corollaries 5, 6, and 8 from Theorems 2 and 7.

We note that—as with methods used by other authors previously—our methods may also be applied in an essentially identical manner to study the family of non-monic polynomials $f(x) = a_0x^n + a_1x^{n-1} + \cdots + a_n$ of degree $n$ satisfying $\max\{|a_0|, |a_1|, \ldots, |a_n|\} \leq H$. For example, if $E_n^*(H)$ denotes the number of such polynomials having Galois group not equal to $S_n$, then we may show similarly that $E_n^*(H) = O(H^n)$ (improving on the previously best known estimate $O(H^{n+\frac{2}{3} + \frac{8}{3n+2\delta}})$ due to [2]), thus proving van der Waerden’s Conjecture also in this non-monic context (that the number of reducible polynomials gives the correct order of magnitude for the count of all polynomials having Galois group not equal to $S_n$). The analogues of Theorem 2 may be similarly developed for this family as well as for families of polynomials where some of the coefficients $a_i$ are fixed. The exact form of these analogues would depend (only slightly) on the strength of the analogues of the results of Section 4 and [28] that one could prove for these families.

**Organization.** In Sections 2–4, we collect the results that we will need regarding primitive permutation groups, counting number fields with given Galois group, and equidistribution via Fourier transforms, respectively. In Section 5, we then carry out the proof of Theorem 1. In Section 6, we describe how variations of the techniques that prove Theorem 1 can be used to also deduce Theorem 2. Theorem 2 also immediately implies Corollaries 5 and 6 using the known values of $\text{ind}(G)$ and $a(G)$ in these cases. In Section 7, we prove Corollary 3.
using Theorem 2 and the group-theoretic results of Sections 2 and 3. Corollary 3 then immediately implies Corollary 4 as well. Finally, in Section 8, we prove Theorem 7 in order to handle intransitive groups; Theorem 7 (together with Theorem 2) then immediately implies Corollary 8.

2 Preliminaries on primitive permutation groups

Our first proposition, due to Jordan (1873), states that a primitive permutation group \( G \neq S_n \) cannot contain a transposition (see, e.g., [10, Theorem 3.3A]).

Proposition 9 (Jordan) If \( G \subset S_n \) is a primitive permutation group on \( n \) letters and contains a transposition, then \( G = S_n \).

Proof: Suppose \( G \subset S_n \) is a primitive permutation group acting on \( [n] := \{1, \ldots, n\} \), and define an equivalence relation \( \sim \) on \( [n] \) by asserting that \( i \sim j \) if the transposition \((ij) \in G\). This equivalence relation is preserved by \( G \), but since \( G \) is primitive, it must be a trivial equivalence relation where all elements of \([n]\) are either mutually equivalent or mutually inequivalent. It follows that either \( G \) has no transpositions or \( G = S_n \). \( \Box \)

Similarly, a primitive permutation group \( G \subset S_n \) that contains a 3-cycle or a double transposition must be either \( A_n \) or \( S_n \), provided that \( n \geq 9 \) (see, e.g., [10, Theorem 3.3A & Example 3.1.1]):

Proposition 10 (Jordan) If \( G \subset S_n \) is a primitive permutation group containing a 3-cycle or a double transposition, and \( n \geq 9 \), then \( G = A_n \) or \( S_n \).

Propositions 9 and 10 imply that if a primitive permutation group \( G \) on \( n \) letters is not \( S_n \), then \( \text{ind}(G) \geq 2 \); and if \( G \) is not \( S_n \) or \( A_n \) and \( n \geq 9 \), then \( \text{ind}(G) \geq 3 \).

A key relation that we will make critical use of, between indices of groups and discriminants of number fields, is contained in the following proposition.

Proposition 11 Let \( f \) be an integer polynomial of degree \( n \), and let \( K_f := \mathbb{Q}[x]/(f(x)) \). If \( \text{ind}(\text{Gal}(f)) = k \), then the discriminant \( \text{Disc}(K_f) \) of \( K_f \) is \( k \)-powerful.

Proof: The Galois group \( G = \text{Gal}(f) \) acts on the \( n \) embeddings of \( K_f \) into its Galois closure. Suppose \( p \) factors in \( K_f \) as \( \prod P_i^{e_i} \), where \( P_i \) has residue field degree \( f_i \). If \( p \) is tamely ramified, then any generator \( g \in G \subset S_n \) of an inertia group \( I_p \subset G \) at \( p \) is the product of disjoint cycles consisting of \( f_1 \) cycles of length \( e_1 \), \( f_2 \) cycles of length \( e_2 \), etc.; thus the discriminant valuation \( v_p(\text{Disc}(K_f)) = \sum (e_i - 1)f_i \) is equal to \( \text{ind}(g) \geq \text{ind}(G) = k \). If \( p \) is wildly ramified, then \( v_p(D) > \sum (e_i - 1)f_i \geq \text{ind}(g) \geq k \) for any \( g \in I_p \). In all cases, we see that \( \text{Disc}(K_f) \) is \( k \)-powerful. \( \Box \)

Propositions 9, 10, and 11 together imply that if an irreducible polynomial \( f \) of degree \( n \) has primitive Galois group \( G \) that is not \( S_n \), then the discriminant \( \text{Disc}(K_f) \) is squarefull, i.e., \( 2 \)-powerful; and if \( G \neq A_n, S_n \) and \( n \geq 9 \), then \( \text{Disc}(K_f) \) is cubefull or \( 3 \)-powerful.

\footnote{Recall that an integer \( N \) is called \( k \)-powerful if for every prime \( p \mid N \), we have \( p^k \mid N \).}
Thus, proving bounds on indices of Galois groups can be an important ingredient in understanding discriminants of number fields. We have the following extension of Propositions 9 and 10, which states that if \( G \neq A_n, S_n \) is a primitive permutation group on \( n \) letters, then in fact \( \text{ind}(G) \geq \lfloor \sqrt{n} \rfloor \).

**Theorem 12** If \( G \subset S_n \) is a primitive permutation group not equal to \( A_n \) or \( S_n \), then in fact \( \text{ind}(G) \geq \lfloor \sqrt{n} \rfloor \).

**Proof:** We deduce this elegant bound from a result of Liebeck and Saxl [29, Cor. 3] (see also Babai 3, 6.14), who prove that the smallest number of points moved by any non-identity element in a primitive permutation group \( G \subset S_n \) is strictly greater than \( 2(\sqrt{n} - 1) \).

Now if \( g \) is an element that moves strictly greater than \( 2(\sqrt{n} - 1) \) elements, then \( \text{ind}(g) \) is strictly greater than \( \sqrt{n} - 1 \) (the latter bound being optimal when \( g \) is the product of disjoint transpositions). But \( \text{ind}(g) > \sqrt{n} - 1 \) is equivalent to \( \text{ind}(g) \geq \lfloor \sqrt{n} \rfloor \). \( \square \)

The bound in Theorem 12 is optimal for all square values of \( n \geq 25 \), as can be seen by taking \( G \subset S_m \) to be \( S_m \wr S_2 \) acting by permuting the rows and columns of an \( m \times m \) matrix of \( m^2 \) letters for any \( m \geq 5 \); then \( G \) is primitive and \( \text{ind}(G) = m \).

If we restrict to elemental primitive permutation groups \( G \), then a significantly stronger estimate holds:

**Theorem 13** If \( G \subset S_n \) is an elemental primitive permutation group not equal to \( A_n \) or \( S_n \), then \( \text{ind}(G) \geq \frac{3n}{14} \).

**Proof:** By a result of Guralnick and Magaard [21] (building on a related result of Liebeck and Saxl [29, Theorem 2]), the smallest number of points moved by any non-identity element in an elemental primitive permutation group \( G \subset S_n \) that is not \( A_n \) or \( S_n \) is at least \( \frac{3n}{7} \), with equality when \( G = O_7(2) \) acts primitively on \( n = 28 \) elements.

Now if \( g \) is an element that moves at least \( 3n/7 \) elements, then \( \text{ind}(g) \geq \frac{3n}{14} \), with equality occurring in the case that \( g \) is the product of \( 3n/14 \) disjoint transpositions; this latter case does occur when \( G = O_7(2), n = 28, \) and \( g \in G \) is a transvection. This yields the desired result. \( \square \)

**Remark 14** The proof of Theorem 13 shows that the bound \( \text{ind}(G) \geq \frac{3n}{14} \) is sharp, with equality occurring when \( G = O_7(2) \) and \( n = 28 \). If \( n \neq 28 \), then we can similarly deduce from [21] that the number of points moved by any non-identity element \( g \) is at least \( 4n/9 \), achieved when \( G = O_8^+(2), n = 27, \) and \( g \) is a transvection. Hence \( \text{ind}(G) \geq 2n/9 \) if \( n \neq 28 \). Similarly, we may deduce that \( \text{ind}(G) \geq \frac{7n}{30} \) if \( n > 28 \) (with equality occurring when \( G = O_8^-(2) \) and \( n = 120 \)), and \( \text{ind}(G) \geq n/4 \) if \( n < 27 \).

**Remark 15** The proofs of Theorems 12 and 13 and Remark 14 rely on the classification of finite simple groups (CFSG). However, that these results hold for \( n \leq 35 \) can be deduced, without CFSG, using the arguments above together with the classification of all primitive groups \( G \subset S_n \) that have a non-identity element \( g \in G \) moving \( k \) letters, where \( k \leq 14 \); this classification was sketched by Jordan and completed in works of Manning [32, 33, 34, 35, 36, 37] (see also [47] for an elegant treatment in the case that \( k \) is prime).
The aforementioned general result of Babai [3, 6.14] also does not use CFSG; it states that the smallest number of points moved by a non-identity element in a primitive permutation group $G \subset S_n$ that is not $A_n$ or $S_n$ is at least $\frac{1}{2} (\sqrt{n} - 1)$. This result is nearly as strong as Theorem 12 and gives the correct order of magnitude.

We thus check that none of the displayed Theorems and Corollaries in the introduction depend on CFSG except for the specific threshold 53 in the last assertion of Corollary 3(a), which may be safely replaced by 1090, and the bound $O(H^{n-bn/log^2 n})$ in Corollary 3(c), which may be replaced by $O(H^{n-\sqrt{n}})$, by using only the above results of Jordan, Manning, and Babai; see Section 7.

In the case of non-elemental primitive permutation groups $G$, we will make use of the following theorem relating indices of elements of $G$ to indices of elements of the corresponding imprimitive permutation group $G'$ having the same underlying group.

**Theorem 16** Let $G \subset S_m \times S_r$ be a non-elemental primitive permutation group of type $(r, m, k)$ acting on $n = \left(\begin{array}{c} m \\ k \end{array}\right)$ letters ($1 \leq k < m/2$), and let $G'$ denote the natural imprimitive action of the same underlying group on $rm$ letters. Then for any non-identity element $g \in G$ corresponding to $g' \in G'$, we have

$$\frac{\text{ind}(g)}{\text{ind}(g')} > \frac{n}{3rm}.$$  

**Proof:** Write $g = (g_1, \ldots, g_r, h) \in S_m^r \times S_r$, where each $g_i \in S_m$ and $h \in S_r$. If $h \in S_r$ is not the identity, then $g$ moves at least $\left(\begin{array}{c} m \\ k \end{array}\right)^r - \left(\begin{array}{c} m \\ k \end{array}\right)^{r-1}$ elements (with equality occurring when $g_1 = \cdots = g_r = 1$ and $h$ is a transposition); thus $\text{ind}(g) \geq \frac{1}{2} \left(\begin{array}{c} m \\ k \end{array}\right)^{r-1}$. Since $\text{ind}(g') < rm$, we have

$$\frac{\text{ind}(g)}{\text{ind}(g')} > \frac{\left(\begin{array}{c} m \\ k \end{array}\right)^r - \left(\begin{array}{c} m \\ k \end{array}\right)^{r-1}}{2rm} \geq \frac{\left(\begin{array}{c} m \\ k \end{array}\right)^{r-1} \left(\begin{array}{c} m \\ k \end{array}\right) - 1}{2rm} \geq \frac{\left(\begin{array}{c} m \\ k \end{array}\right)^{r-1} 2 \left(\begin{array}{c} m \\ k \end{array}\right)^2}{2rm} \geq \frac{1}{3rm} \left(\begin{array}{c} m \\ k \end{array}\right)^r$$

since $1 \leq k < m/2$ and $m \geq 3$.

If $h$ is the identity, then let $i$ denote the index such that $z = \text{ind}(g_i)$ is maximal. Then $g_i$ is the product of disjoint nontrivial cycles. The element $g_i$ moves a $k$-element subset of $\{1, \ldots, m\}$ if and only if this $k$-element subset does not consist of the indices of some subset of these cycles together with fixed points of $g_i$. The number of such $k$-element sets only decreases if one breaks these cycles down further; we break each cycle of $g_i$ into disjoint 2-cycles together with at most one 1-cycle. We thereby obtain an element $g_i$ that is the product of at least $z/2$ disjoint transpositions (with equality here when $g_i$ is the product of odd-length cycles).

Let $f(m, k, y)$ denote the number of $k$-element subsets of $\{1, \ldots, m\}$ ($1 \leq k < m/2$) moved by an element $\sigma \in S_m$ that is the product of $y$ disjoint 2-cycles. We prove by induction that

$$f(m, k, y) \geq \frac{8}{5k} \left(\begin{array}{c} m - 1 \\ k - 1 \end{array}\right) \cdot y. \quad (6)$$
Since \( f(m, 1, y) = 2y \geq \frac{8}{5} \binom{m-1}{0} \cdot y \) and
\[
f(m, 2, y) = \binom{m}{2} - y - \binom{m-2y}{2} = 2(m - y - 1)y \geq \frac{8}{5 \cdot 2} \binom{m-1}{1} \cdot y,
\]
the result is clearly true for \( k = 1 \) and also for \( k = 2 \). If \( m \) and \( k \) are even and \( y = m/2 \), then
\[
f(m, k, y) = \binom{m}{k} - \binom{m/2}{k/2} \geq \frac{4}{5} \binom{m}{k} \geq \frac{4}{5 \cdot 2} \frac{y}{k} \binom{m-1}{k-1} = \frac{8}{5k} \binom{m-1}{k-1} \cdot y
\]
since \( m \geq 5 \) if \( k \) is even. Otherwise, \( \sigma \) has at least one fixed point on \( \{1, \ldots, m\} \), say \( m \); then, by conditioning on whether \( m \) is included in the set, we see that when \( k > 2 \) the number of \( k \)-subsets moved by \( \sigma \) is
\[
f(m, k, y) = f(m-1, k-1, y) + f(m-1, k, y)
\]
and thus by the induction hypothesis
\[
f(m, k, y) \geq \frac{8}{5(k-1)} \binom{m-2}{k-2} \cdot y + \frac{8}{5k} \binom{m-2}{k-1} \cdot y \geq \frac{8}{5k} \binom{m-1}{k-1} \cdot y,
\]
as claimed.

Returning to the element \( \bar{g} \), that is the product of at least \( z/2 \) disjoint 2-cycles on \( \{1, \ldots, m\} \), we see that such a \( \bar{g} \) moves at least \( \frac{8}{5k} (\binom{m-1}{k-1}) \cdot z/2 \) subsets of \( \{1, \ldots, m\} \) of size \( k \). We conclude that \( g = (g_1, \ldots, g_i, \ldots, g_r, 1) \) moves at least \( \frac{8}{5k} (\binom{m-1}{k-1}) \cdot z/2 \cdot (\binom{m}{k})^{r-1} \) subsets of size \( k \), so that \( \text{ind}(g) \geq \frac{4}{5k} (\binom{m-1}{k-1}) \cdot z/2 \cdot (\binom{m}{k})^{r-1} \). Since \( \text{ind}(g') \leq rz = r \cdot \text{ind}(g_i) \), we conclude that
\[
\text{ind}(g) \geq \frac{4}{2 \cdot 5rk} (\binom{m-1}{k-1}) \cdot (\binom{m}{k})^{r-1} \cdot \text{ind}(g') > \frac{1}{3rm} (\binom{m}{k})^r \cdot \text{ind}(g'),
\]
as desired. \( \Box \)

**Corollary 17** \( \text{Let } G \text{ be a non-elemental primitive permutation group of type } (r, m, k) \text{ acting on } n = \binom{m}{k}^r \text{ letters, and let } G' \text{ be the corresponding imprimitive permutation group on } rm \text{ letters. Then for any non-identity element } g \in G \text{ corresponding to } g' \in G' \text{, we have}
\[
\frac{\text{ind}(g)}{\text{ind}(g')} \gg \sqrt{n}.
\]

**Proof:** Since at least one of the positive integers \( r \) or \( k \) is at least 2, we have that \( r^2 m^2 \ll \binom{m}{k}^r \). Thus, by Theorem 16
\[
\frac{\text{ind}(g)}{\text{ind}(g')} \geq \frac{n}{3rm} \gg n^{1/2};
\]
the exponent 1/2 here is of course optimal and is achieved when \( \{r, k\} = \{1, 2\} \). \( \Box \)

Theorem 16 and Corollary 17 have the following implication for the discriminants of number fields having associated Galois group a non-elemental primitive permutation group \( G \).
Corollary 18 Let \( n = \binom{m}{k}^r \), and let \( K \) be a number field of degree \( n \) with associated Galois group a non-elemental primitive permutation group \( G \subset S_n \) of type \( (r, m, k) \). Let \( K' \) be a number field of degree \( rm \) in the Galois closure \( L \) of \( K \) such that \( G \) acts on the embeddings of \( K' \) with its natural imprimitive action \( G' \subset S_{rm} \), i.e., \( K' \) is the \( G' \)-resolvent of \( K \). Then

\[
|\text{Disc}(K')| \gg_n |\text{Disc}(K')|^{n/(3rm)},
\]

which is \( \gg |\text{Disc}(K')|^{c\sqrt{n}} \) for some constant \( c > 0 \).

Proof: If \( p > n \), then \( p \) is tamely ramified in \( L \). Let \( g \in G \) (with image \( g' \in G' \)) be a generator of an inertia group at \( p \). Then \( v_p(\text{Disc}(K)) = \text{ind}(g) \) and \( v_p(\text{Disc}(K')) = \text{ind}(g') \). The result now follows from Theorem 14 and Corollary 17. □

3 Results on counting number fields

As in the introduction, let \( F_n(G, X) \) denote the number of number fields of degree \( n \) having associated Galois group \( G \) and absolute discriminant at most \( X \). The following upper bounds for \( F_n(G, X) \) that are independent of \( G \) are due to Schmidt [39] and Lemke Oliver and Thorne [28] (see also [18] and [1]), respectively.

Theorem 19 (Schmidt [39] and Lemke Oliver–Thorne [28]) We have \( F_n(G, X) = O(X^{(n+2)/4}) \) for any \( n > 1 \). There is a constant \( r > 0 \) such that \( F_n(G, X) = O(X^{r \log^2 n}) \), which yields a strictly smaller upper bound on \( F_n(G, X) \) when \( n \geq 95 \).

Better bounds on \( F_n(G, X) \) than those in Theorem 19, even when \( n > 5 \), are known for many specific choices of permutation group \( G \) (see, e.g., [48] [22] [8] [25] [17] [1] [44] [19]). Here we wish to prove improved bounds on \( F_n(G, X) \) for primitive permutation groups \( G \).

We begin with an improvement on the first assertion in Theorem 19 for general primitive permutation groups of index \( \geq 2 \).

Theorem 20 Let \( G \) be a primitive permutation group on \( n \) letters. Then

\[
F_n(G, X) = O_e(X^{\frac{4}{5}+\frac{1}{n\log n}+\varepsilon}).
\]

We note that Theorem 20 improves upon the corresponding exponents for specific primitive Galois groups obtained in the works of Larson–Rolen [25] and Dummit [17] when \( n < 95 \).

To prove Theorem 20 we use the following proposition about polynomials having a given index \( k \) over a field \( L \). A polynomial \( P(x) \in L[x] \) of degree \( n \) has index \( k \) over \( L \) if it factors as \( \prod P_i^{e_i} \) where \( P_i \) is irreducible over \( L \) of degree \( f_i \) and \( \sum(e_i - 1)f_i = k \).

Proposition 21 Let \( P(x) = a^n + a_1x^{n-1} + \cdots + a_n \) be a polynomial over a field \( K \) with characteristic prime to \( n! \). If the values of \( a_1, \ldots, a_{n-k} \in K \) are fixed, then there are at most \( q(k, n-k) \cdot (n-k)! \) values of \( a_{n-k+1}, \ldots, a_n \in K \) such that \( P(x) \) has index \( k \) over \( K \), where \( q(k, n-k) \) denotes the number of partitions of \( k \) into at most \( n-k \) parts.

Proposition 21 is proven in turn using the following proposition on weighted sums of powers.
Indeed, given such a partition, we have a morphism from $A^m$ are given by the partitions $(k_1, \ldots, k_n)$ of monic polynomials of index $n$. The image of this morphism is irreducible, being a surjective image of affine space.

**Proposition 22** Let $m_1, \ldots, m_r$ be constants in a field $L$ such that no nonempty subset of \{m_1, \ldots, m_r\} sums to zero. Let $c_1, \ldots, c_r \in L$ be arbitrary. Then the system of equations

$$
\begin{align*}
  m_1 x_1 + m_2 x_2 + \cdots + m_r x_r &= c_1 \\
m_1 x_1^2 + m_2 x_2^2 + \cdots + m_r x_r^2 &= c_2 \\
m_1 x_1^3 + m_2 x_2^3 + \cdots + m_r x_r^3 &= c_3 \\& \vdots \\
m_1 x_1^r + m_2 x_2^r + \cdots + m_r x_r^r &= c_r
\end{align*}
$$

(7)

has only finitely many (in fact, at most $r!$) solutions in $L$.

**Proof:** We first prove that if $c_1 = \cdots = c_r = 0$, then $x_1 = \cdots = x_r = 0$ is the only solution to the system of equations (7). We proceed by induction, the claim being trivial when $r = 1$. For general $r$, we view (7) as a system of linear equations in $m_1, \ldots, m_r$. The determinant of the resulting coefficient matrix, by the evaluation of a Vandermonde determinant, is equal to $D = \prod_{i_1 < j} (x_i - x_j)$. If $D \neq 0$, then the only solution to the linear system (7) is $m_1 = \cdots = m_r = 0$, contradicting the assumption that no nonempty subset of $\{m_1, \ldots, m_r\}$ sums to zero. Hence if (7) has a solution for $x_1, \ldots, x_r$, then some $x_i$ or some $x_i - x_j$ must vanish. If some $x_i$, say $x_r$, vanishes, then the first $r - 1$ equations in (7) in the variables $x_1, \ldots, x_{r-1}$ satisfy the induction hypothesis for $r - 1$, since no nonempty subset of of $\{m_1, \ldots, m_{r-1}\}$ sums to zero; hence, in this case, $x_1 = \cdots = x_{r-1} = 0$ (implying $x_r = 0$) is the only solution to (7). Similarly, if some $x_i - x_j$, say $x_{r-1} - x_r$, vanishes, then again the first $r - 1$ equations in (7) (viewed as equations in the variables $x_1, \ldots, x_{r-1}$) satisfy the induction hypothesis for $r - 1$, since again no nonempty subset of the corresponding constants $m_1, \ldots, m_{r-1} + m_r$ will sum to zero. We conclude that $x_1 = \cdots = x_r = 0$ is the only solution to the system of equations (7) if $c_1 = \cdots = c_r = 0$ and no nonempty subset of \{m_1, \ldots, m_r\} sums to zero.

We consider next the case where $c_1, \ldots, c_r \in L$ are general constants. Suppose that (7) has infinitely many solutions for $x_1, \ldots, x_r$ over $L$, or even over an algebraic closure $\overline{L}$ of $L$. This implies that the $r$ homogeneous expressions $h_j := \sum_i m_i x_i^j - c_j x_{r+1}^j$ $(j = 1, \ldots, r)$ in $x_1, \ldots, x_{r+1}$ define a projective variety of dimension at least 1 in $\mathbb{P}^r$. The intersection of this projective variety of positive dimension with the hyperplane $x_{r+1} = 0$ thus contains at least one point in $\mathbb{P}^{r-1}(\overline{L})$, implying that the system (7) has a solution in $\mathbb{P}^{r-1}(\overline{L})$ when $c_1 = \cdots = c_r = 0$, a contradiction. We conclude that, for any choice of $c_1, \ldots, c_r$, the system (7) has finitely many solutions for $x_1, \ldots, x_r$.

In particular, when not all the $c_i$ are zero, the $h_i$ define a zero-dimensional complete intersection in $\mathbb{P}^r$; by Bezout’s Theorem, the number of solutions for $x_1, \ldots, x_r$ in this case is thus at most $r!$. □

**Remark 23** Let $L$ be an algebraically-closed field such that $\text{char}(L) \nmid n!$. Then the irreducible components of the variety of monic polynomials of degree $n$ having index $\geq k$ over $L$ are given by the partitions $(m_1, \ldots, m_{n-k})$ of $n$ (where, as usual, $m_1 \geq m_2 \geq \cdots \geq m_{n-k}$). Indeed, given such a partition, we have a morphism from $A^{n-k}$ onto a component of the variety of monic polynomials of index $k$, given by $(r_1, \ldots, r_{n-k}) \mapsto (x-r_1)^{m_1} \cdots (x-r_{n-k})^{m_{n-k}}$. The image of this morphism is irreducible, being a surjective image of affine space.
We claim that the image of \( \mathbb{A}^{n-k} \) in the space of monic polynomials of degree \( n \) under this morphism does not lie in any hyperplane. Indeed, suppose \( f(x) \) is in the image. Then so is \( f(t(x+c)) \) for any \( c, t \in L \). Choose \( c \in L \) so that all coefficients of \( f(x+c) \) are nonzero; this condition on \( c \) is equivalent to the condition that \( c \) is not a root of any of the nonzero polynomials \( f(x), f'(x), \ldots, f^{(n-1)}(x) \) of degrees \( n, n-1, \ldots, 1 \), respectively. Now let \( t \) vary in \( L \); then the set of polynomials \( f(t(x+c)) \) defines a rational normal curve in \( \mathbb{A}^n \), and hence does not lie in any hyperplane.

The irreducible components of the variety of binary \( n \)-ic forms over \( L \) having index \( k \) is described in the same way, but where each irreducible component is now the image of a product of projective lines instead of affine lines, since roots of binary \( n \)-ic forms lie in \( \mathbb{P}^1 \) rather than \( \mathbb{A}^1 \). Each of these irreducible components again does not lie in any hyperplane, for essentially the same reason: given an \( f \) in one of these components, we choose a \( \text{GL}_2(L) \)-transformation of \( f \) to make its leading coefficient 1, and then dehomogenize to reduce to the monic case.

**Proof of Proposition [21]**: Suppose \( P(x) = x^n + a_1x^{n-1} + \cdots + a_n \) is a polynomial over \( K \) of index \( k \) having distinct roots \( x_1, \ldots, x_r \), over an algebraic closure \( \overline{K} \) of \( K \), with respective multiplicities \( m_1, \ldots, m_r \). Then the condition that \( P \) has index \( k \) is equivalent to the equality \( r = n - k \), and the number of possibilities for the \( r \)-tuple \( (m_1, \ldots, m_r) \) of multiplicities with \( m_1 \geq m_2 \geq \cdots \geq m_r \) is the number of partitions of \( n \) into \( n - k \) parts or, equivalently, the number \( q(k, n-k) \) of partitions of \( k \) into at most \( n - k \) parts.

Fix such a choice \( (m_1, \ldots, m_r) \). Specifying the coefficients \( a_1, \ldots, a_r \) of the polynomial \( P(x) = x^n + a_1x^{n-1} + \cdots + a_n \) is equivalent to specifying the first \( r \) elementary symmetric functions of the \( n \) roots of \( P(x) \) in \( \overline{K} \). By the Girard–Newton identities, this in turn is equivalent to specifying the first \( r \) power sums \( c_1, \ldots, c_r \) of the \( n \) roots of \( P(x) \) in \( \overline{K} \), where \( c_1, \ldots, c_r \) are certain fixed integer polynomials in \( a_1, \ldots, a_r \). Thus, if \( a_1, \ldots, a_r \in K \) (equivalently, \( c_1, \ldots, c_r \in K \)) are specified, and \( P(x) \) has distinct roots \( x_1, \ldots, x_r \) over \( \overline{K} \) with respective multiplicities \( m_1, \ldots, m_r \), then \( x_1, \ldots, x_r \) must satisfy the equations given in [7]. No nonempty subset of \( \{m_1, \ldots, m_r\} \) sums to \( n \) over \( K \) since the integers \( m_i \) are positive and sum to \( n \), and \( \text{char}(K) \nmid n! \). By Proposition [22] we conclude that, if \( m_1, \ldots, m_r \) and \( a_1, \ldots, a_r \) are fixed, then there are at most \( r! \) possibilities for \( x_1, \ldots, x_r \) in \( \overline{K} \), and hence at most \( r! \) possibilities for \( a_{r+1}, \ldots, a_n \in K \).

Therefore, if the values of \( a_1, \ldots, a_{n-k} \in K \) are fixed, then there are at most \( q(k, n-k) \cdot (n-k)! \) values of \( a_{n-k+1}, \ldots, a_n \in K \) such that \( P(x) \) has index \( k \) over \( K \). \( \square \)

To prove Theorem [20] we also make use of the following lemma relating the discriminant of an integer polynomial to its index over \( \mathbb{F}_p \).

**Lemma 24** Let \( g(x) \in \mathbb{Z}[x] \) be a polynomial such that the \( \mathbb{Q} \)-algebra \( \mathbb{Q}[x]/(g(x)) \) has nonzero discriminant \( D \). Then for each prime \( p > n \), the index of \( g(x) \) over \( \mathbb{F}_p \) is at least \( v_p(D) \).

**Proof:** Let \( p > n \) be a prime. We work locally over \( \mathbb{Q}_p \) and \( \mathbb{Z}_p \). For a separable polynomial \( h \) over \( \mathbb{Q}_p \), let \( L_h \) denote the \( \acute{e} \)tale \( \mathbb{Q}_p \)-algebra \( \mathbb{Q}_p[x]/(h(x)) \). If \( h(x) = h_1(x)h_2(x) \) for some polynomials \( h, h_1, h_2 \) over \( \mathbb{Z}_p \), then the index of \( h \) over \( \mathbb{F}_p \) is at least the sum of the indices of
h_1 and h_2 over \( \mathbb{F}_p \). Meanwhile, \( v_p(\text{Disc}(L_h)) = v_p(\text{Disc}(L_{h_1})) + v_p(\text{Disc}(L_{h_2})) \). Thus, to prove the lemma, we may reduce to the case where the polynomial \( g(x) \in \mathbb{Z}_p[x] \) is irreducible over \( \mathbb{Z}_p \), i.e., \( L_g \) is a field extension of \( \mathbb{Q}_p \).

Since \( p > n \), the field extension \( L_g \) of \( \mathbb{Q}_p \) is tamely ramified, and so \( v_p(D) = ef \) where \( e \) is the ramification index and \( f \) is the residue field degree of \( L_g \). We wish to show that the index of \( g \) over \( \mathbb{F}_p \) is at least \( ef \). By the definition of index, the index of \( g \) over \( \mathbb{F}_p \) is equal to the index of \( g \) over \( \mathbb{F}_q \) for any extension \( \mathbb{F}_q \) of \( \mathbb{F}_p \). We thus bound instead the index of \( g \) over \( \mathbb{F}_q \) from below, where \( q = p^f \).

Let \( \mathbb{Q}_q \) denote the unramified extension of \( \mathbb{Q}_p \) of degree \( f \). Then \( L_g \cong \mathbb{Q}_q[\pi] \), where \( \pi \) is a uniformizer of \( L_g \) and \( (p) = (\pi^e) \) as ideals of the valuation ring of \( L_g \). Therefore, \( \mathbb{Q}_q[x]/(g(x)) \cong L_g \otimes_{\mathbb{Q}_q} \mathbb{Q}_q \cong \prod_{i=1}^f \mathbb{Q}_q[\pi] \) as \( \mathbb{Q}_q \)-algebras. Hence, over \( \mathbb{Q}_q \), we have a factorization \( g = \prod_{i=1}^f g_i \), where \( \mathbb{Q}_q[x]/(g_i) \cong L_g \) for each \( i \).

Let \( \alpha \) denote the image of \( x \) in \( L_g \cong \mathbb{Q}_q[x]/(g_i) \). Let \( c \in \mathbb{Q}_q \) be an element such that \( \alpha - c \) has positive valuation. Then \( g_i(x - c) \) is the minimal polynomial over \( \mathbb{Q}_q \) of an element of positive valuation in \( L_g \), and so \( g_i(x - c) \equiv x^e \) (mod \( p \)) as polynomials over \( \mathbb{F}_q \), i.e., \( g_i \) has index \( e \) over \( \mathbb{F}_q \). As this holds for every \( i \), we conclude that \( g = \prod_{i=1}^f g_i \) has index at least \( ef \) over \( \mathbb{F}_q \) and thus over \( \mathbb{F}_p \), as desired. \( \Box \)

**Proof of Theorem 20** Theorem 20 follows from Theorem 19 when \( \text{ind}(G) = 1 \), and so we may assume that \( \text{ind}(G) \geq 2 \).

Now suppose that \( K \) is a \( G \)-number field of degree \( n \) with ring of integers \( \mathcal{O}_K \) and absolute discriminant \( D \). Let \( \alpha \in \mathcal{O}_K - \mathbb{Z} \) be the element of trace zero such that \( ||\alpha|| \), the square root of the sum of the squares of the absolute values of the archimedean embeddings of \( \alpha \), is minimal. Then, as in [39], we have \( ||\alpha|| \ll D^{1/(2n-2)} \). The minimal polynomial \( P(x) = x^n + a_2x^{n-2} + \cdots + a_n \) of \( \alpha \) thus satisfies \( |a_i| < D^{j/(2n-2)} \).

For every \( p \mid D \) and \( p > n \), the index \( k_p \) of \( P(x) \) over \( \mathbb{F}_p \) is at least \( v_p(D) \) by Lemma 24 and \( v_p(D) \) in turn is at least \( k := \text{ind}(G) \) by Proposition 11. For any such \( p \), by Proposition 21, the values of \( a_{n-v_p(D)+1}, \ldots, a_n \) modulo \( p \) are determined up to a bounded number \( C \) of possibilities by \( a_1, \ldots, a_{n-v_p(D)} \). Thus \( a_{n-j+1} \) is determined modulo \( D_j := \prod_{p \mid v_p(D)\geq j} P \) up to at most \( C^{\omega(D_j)} = o \left( D^e \right) \) possibilities by the Chinese Remainder Theorem. By definition, we have that \( D_j = O(D^{1/j}) \), while the range of \( a_{n-j+1} \) is \( \ll D^{(n-j+1)/(2n-2)} \).

Now, we observe that the inequality \( 1/j \leq (n - j + 1)/(2n - 2) \) holds for all \( j \in [2, n-1] \), with equality when \( j = 2 \) or \( j = n - 1 \), as the latter inequality is equivalent to \( (j - 2)(j - n + 1) \leq 0 \). Since \( \text{ind}(G) \geq 2 \), it follows that \( D_1 = D_2 \ll D^{n/(2n-2)} \) as well. Therefore, the inequality

\[ D_j \ll D^{(n-j+1)/(2n-2)} \]

holds for all \( j \in \{1, \ldots, n-1\} \).

It follows that if \( a_2, \ldots, a_{n-j} \) are fixed, then there are \( O(C^{\omega(D_j)} D^{(n-j+1)/(2n-2)}/D_j) \) possibilities for \( a_{n-j+1} \). Hence the total number of possible minimal polynomials for \( \alpha \) is

\[ \ll \prod_{i=2}^{n} \frac{C^{\omega(D_j)} D^{2^{n-2}}}{D_{n+1-i}} = O \left( \frac{D^{n+2}}{D} \right) = O \left( D^{n+2-1} \right); \]
this therefore represents an upper bound on the total number of $G$-number fields $K$ having degree $n$ and given discriminant $D$.

Summing this bound over all $O(X^{1/k})$ discriminants $D$ less than $X$ that are $k$-powerful now yields the stated bound on the total number of $G$-number fields $K$ of degree $n$ having absolute discriminant $D < X$. □

We turn next specifically to non-elemental primitive permutation groups, where we obtain significantly stronger bounds than those in Theorem 19 and Theorem 20.

**Theorem 25** Let $G \subset S_m \wr S_r$ be a non-elemental primitive permutation group of type $(r, m, k)$ acting on $n = \binom{mk}{k}^r$ letters. Then

$$F_n(G, X) = O(X^{b rm \log^2(rm)/n}) = O(X^{b \log^2 n/\sqrt{n}})$$

for some constant $b > 0$.

**Proof:** Let $G'$ denote the associated imprimitive permutation group, with the same underlying group as $G$ but acting on $rm$ letters. By Theorem 19 the number of degree $rm$ extensions $K'$ with associated Galois group $G'$ and absolute discriminant at most $Y$ is $O_n(Y^{c \log^2(rm)})$ for an absolute constant $c > 0$. In the Galois closure of $K'$ is an extension $K$ of degree $n = \binom{mk}{k}^r$ having associated Galois group $G$ (i.e., $K$ is the $G$-resolvent of $K'$). By Corollary 18 we have $|\text{Disc}(K')| \ll_n |\text{Disc}(K)|^{3rm/n}$. Since every $K$ arises from a $K'$, and the number of isomorphism classes of $K$ that can arise from an isomorphism class of $K'$ in this way is clearly bounded in terms of $n$ (e.g., by the number of distinct partitions of $rm$ letters that are preserved by $G'$), we see that $F_n(G, X) \ll_n F_{rm}(G', X^{3rm/n})$. By Schmidt’s bound as in the first part of Theorem 19, we thus obtain

$$F_n(G, X) \ll_n F_{rm}(G', X^{3rm/n}) = O((X^{3rm/n}(rm+2)/4)) = O(X^{3rm(rm+2)/4n}) = O(X^4), \quad (8)$$

which serves as a useful estimate for smaller values of $n$; for general large $n$, using Lemke Oliver and Thorne’s bound as in the second part of Theorem 19 we obtain

$$F_n(G, X) \ll_n F_{rm}(G', X^{3rm/n}) = O((X^{3rm/n})^{b \log^2(rm)}),$$

which in turn is $O(X^{b \log^2 n/\sqrt{n}})$ by Corollary 17 for some constant $b > 0$. □

4 **Equidistribution modulo $C$ of polynomials cutting out field extensions ramified at primes dividing $C$**

A common ingredient in proving that sets are equidistributed modulo a prime $p$ is Fourier analysis over $\mathbb{F}_p$ (see, e.g., Taniguchi–Thorne [42] for a nice introduction to this topic where, in particular, the case of binary cubic forms is treated). Here, we apply Fourier analysis to show that integral binary forms (resp. monic polynomials) of degree $n$ that have index at least a given integer $k$ over $\mathbb{F}_p$ are well distributed in boxes. More generally, for a squarefree positive integer $q$, we show that integral binary forms (resp. monic polynomials) of degree $n$, that have indices at least a given integer $k_p$ over $\mathbb{F}_p$ for each prime $p | q$, are also well distributed in boxes.
4.1 Binary forms

For a ring $R$, let $V_R$ denote the $R$-module of rank $n + 1$ consisting of all binary $n$-ic forms having coefficients in $R$. Let $q$ be any positive integer. For a function $\Psi_q : V_{\mathbb{Z}/q\mathbb{Z}} \to \mathbb{C}$, let $\hat{\Psi}_q : V_{\mathbb{Z}/q\mathbb{Z}}^* \to \mathbb{C}$ be its Fourier transform defined by the usual formula

$$\hat{\Psi}_q(g) = \frac{1}{q^{n+1}} \sum_{f \in V_{\mathbb{Z}/q\mathbb{Z}}^*} \Psi_q(f) \exp\left(\frac{2\pi i [f,g]}{q}\right),$$  \hspace{1cm} (9)

where $[f,g]$ denotes the canonical bilinear form $V_{\mathbb{Z}/q\mathbb{Z}}^* \times V_{\mathbb{Z}/q\mathbb{Z}} \to \mathbb{Z}/q\mathbb{Z}$. When $\Psi_q$ is the characteristic function of a set $S \subset V_{\mathbb{Z}/q\mathbb{Z}}$, then the principle is that upper bounds on the maximum $M(\Psi_q)$ of $|\hat{\Psi}_q(g)|$ over all nonzero $g \in V_{\mathbb{Z}/q\mathbb{Z}}^*$ yields a measure of equidistribution of $S$ in a box $[-H,H]^{n+1}$ of integer-coefficient binary $n$-ic forms. The reason is that, for any Schwartz function $\phi$ approximating the characteristic function of the box $[-1,1]^{n+1}$, the twisted Poisson summation formula states

$$\sum_{f \in V_{\mathbb{Z}}^*} \Psi_q(f) \phi(f/H) = H^{n+1} \sum_{g \in V_{\mathbb{Z}}^*} \hat{\Psi}_q(g) \hat{\phi}\left(\frac{qH}{q}\right).$$  \hspace{1cm} (10)

For suitable $\phi$, the left side will be an upper bound for the number of elements in $S$ in the box $[-H,H]^{n+1}$. The $g = 0$ term is the expected main term; meanwhile, the rapid decay of $\hat{\phi}$ implies that the error term is effectively bounded by $H^{n+1}$ times the sum of $|\hat{\Psi}_q(g)|$ over all $0 \neq g \in V_{\mathbb{Z}}^*$ whose coordinates are of size at most $O(q^{1+\epsilon}/H)$, and this in turn can be bounded by $O(H^{n+1}(q^{1+\epsilon}/H)^{n+1} M(\Psi_q)) = O(q^{n+1+\epsilon}M(\Psi_q))$.

Let us now consider the factorization behavior of binary forms modulo a prime $p$. If a binary $n$-ic form $f$ (over $\mathbb{Z}$, or over $\mathbb{F}_p$) factors modulo $p$ as $\prod_{i=1}^{r} P_i^{e_i}$, with $P_i$ irreducible and $\deg(P_i) = f_i$, then the splitting type $(f,p)$ of $f$ is defined as $(f_1^{e_1} \cdots f_r^{e_r})$, and the index $\text{ind}(f)$ of $f$ modulo $p$ (or the index of the splitting type $(f,p)$ of $f$) is defined to be $\sum_{i=1}^{r} (e_i - 1)f_i$.

More abstractly, we call any expression $\sigma$ of the form $(f_1^{e_1} \cdots f_r^{e_r})$ a splitting type; the degree $\deg(\sigma)$ is $\sum_{i=1}^{r} e_if_i$, and the index $\text{ind}(\sigma)$ is $\sum_{i=1}^{r} (e_i - 1)f_i$. The length $\text{len}(\sigma)$ is $\deg(\sigma) - \text{ind}(\sigma) = \sum_{i=1}^{r} f_i$. Finally, $\#\text{Aut}(\sigma)$ (defined to be $\prod_{i} f_i$ times the number of permutations of the factors $f_i^{e_i}$ that preserve $\sigma$) e.g., $\#\text{Aut}(112^5 2^2 3^{11}) = 24 \cdot 2 \cdot 6 = 288$.

In this section, we first show that the set of binary $n$-ic forms over $\mathbb{F}_p$ having given index—and more generally, having splitting type containing a given splitting type $\sigma$—are very well distributed in $[-H,H]^{n+1}$ for suitable values of $H < p$. We will accomplish this, as described above, via demonstrating cancellation in the Fourier transforms of the corresponding characteristic functions.

**Proposition 26** Let $\sigma = (f_1^{e_1} \cdots f_r^{e_r})$ be a splitting type with $\deg(\sigma) = d$, $\text{ind}(\sigma) = k$, and $\text{len}(\sigma) = \ell$. Let $w_{p,\sigma} : V_{\mathbb{F}_p} \to \mathbb{C}$ be defined by

$$w_{p,\sigma}(f) := \text{the number of } r\text{-tuples } (P_1, \ldots, P_r) \text{, up to the action of the group of }$$

$$\text{permutations of } \{1, \ldots, r\} \text{ preserving } \sigma, \text{ such that the } P_i \text{ are distinct irreducible binary forms where, for each } i, \text{ we have } P_i(x,y) \text{ is } y \text{ or is monic as a polynomial in } x, \deg P_i = f_i, \text{ and } P_1^{e_1} \cdots P_r^{e_r} \mid f.$$  

\(^3\text{See } [\text{B}] \text{ §2} \text{ for the motivation for this definition.}\)
Then
\[
\tilde{w}_{p,\sigma}(g) = \begin{cases} 
\frac{p^{-k}}{\text{Aut}(\sigma)} + O(p^{-(k+1)}) & \text{if } g = 0; \\
O(p^{-(k+1)}) & \text{if } g \neq 0.
\end{cases}
\]

**Proof:** We have

\[
\tilde{w}_{p,\sigma}(g) = \frac{1}{p^{n+1}} \sum_{f \in V_{\mathbb{F}_p}} e^{2\pi i [f,g]/p} w_{p,\sigma}(f)
\]  
\[
= \frac{1}{p^{n+1}} \sum_{P_1, \ldots, P_r} \sum_{f : P_1 \cdots P_r \mid f} e^{2\pi i [f,g]/p}. 
\]

Evaluating (12) for \(g = 0\) gives \(\tilde{w}_{p,\sigma}(0) = (p^{-k}/\text{#Aut}(\sigma)) + O(p^{-(k+1)})\) because the number of possibilities for \(P_1, \ldots, P_r\) is \((1/\text{#Aut}(\sigma))p^\ell + O(p^{\ell-1})\), and the set of \(f\) such that \(P_1^{e_1} \cdots P_r^{e_r}\) divides \(f\) is a linear subspace \(U \subset V_{\mathbb{F}_p}\) of codimension \(d = \deg(P_1^{e_1} \cdots P_r^{e_r})\); hence the inner sum has \(p^{n+1-d}\) terms, and therefore

\[
\tilde{w}_{p,\sigma}(0) = \frac{1}{p^{n+1}} \left( \frac{p^\ell}{\#\text{Aut}(\sigma)} + O(p^{\ell-1}) \right) p^{n+1-d} = \frac{p^{-k}}{\text{Aut}(\sigma)} + O(p^{-(k+1)}).
\]

Next, assume \(g \neq 0\). We consider each of the \((1/\#\text{Aut}(\sigma))p^\ell + O(p^{\ell-1})\) terms in the outer sum separately. We thus fix \(P_1, \ldots, P_r\).

Let \(U := U_{P_1^{e_1}, \ldots, P_r^{e_r}} \subset V_{\mathbb{F}_p}\) denote the codimension \(d\) linear subspace of all \(f \in V_{\mathbb{F}_p}\) such that \(P_1^{e_1} \cdots P_r^{e_r}\) divides \(f\). The set of \(g \in V_{\mathbb{F}_p}^*\) such that \([f,g] = 0\) for all \(f \in U\) is thus a linear subspace \(W := W_{P_1^{e_1}, \ldots, P_r^{e_r}} \subset V_{\mathbb{F}_p}^*\) of dimension \(d\). If \(g \in W\), the contribution of the inner sum for this fixed choice of \(P_1, \ldots, P_r\) is thus \(p^{n+1-d}\). Meanwhile, if \(g \notin W\), then \(\{f \in U : [f,g] = 0\}\) is codimension 1 subspace of \(U\), yielding a union of \(p^{n-d}\) complete exponential sums modulo \(p\), and so the contribution of the inner sum for such \(g \notin W\) is 0.

We claim that the number of choices of \(P_1, \ldots, P_r\) for which \(g \in W_{P_1^{e_1}, \ldots, P_r^{e_r}}\) is \(O(p^{\ell-1})\). Indeed, the subspace \(U_{P_1^{e_1}, \ldots, P_r^{e_r}} \subset V_{\mathbb{F}_p}^*\) has cardinality \(p^{n+1-d}\) and determines \(P_1^{e_1} \cdots P_r^{e_r}\). The hyperplane \(\text{Ann}(g) \subset V_{\mathbb{F}_p}\) annihilated by \(g\) has dimension \(n\); hence the number of polynomials having index at least \(k\) in \(\text{Ann}(g)\) is \(O(p^{n-k})\), since when \(p > n\) none of the irreducible components of the variety in \(V\) of codimension \(\geq k\), consisting of polynomials having index \(\geq k\), lie in any hyperplane in \(V\) (see Remark 23). Because an element of \(V_{\mathbb{F}_p}\) can lie in at most \(O_n(1) U_{P_1^{e_1}, \ldots, P_r^{e_r}}\)'s, it follows that the maximum number of possibilities for \(P_1^{e_1}, \ldots, P_r^{e_r}\), such that \(g\) annihilates all multiples of \(P_1^{e_1} \cdots P_r^{e_r}\) in \(V_{\mathbb{F}_p}\), is \(O(p^{n-k}/p^{n+1-d}) = O(p^{\ell-1})\).

We conclude that

\[
\tilde{w}_{p,\sigma}(g) = \frac{1}{p^{n+1}} \cdot p^{n+1-d} \cdot O(p^\ell) = O(p^{-(k+1)}),
\]
as desired. \(\square\)
Corollary 27 Let $p$ be a prime. The number of integer-coefficient binary $n$-ic forms in $[-H, H]^{n+1}$ that, modulo $p$, have index at least $k$ is at most $O_{c}(H^{n+1}/p^k + p^{-k+\epsilon})$.

**Proof:** Let $\phi$ be a smooth function with compact support that is identically 1 on $[-1, 1]^{n+1}$. Let $\Psi : V_{\mathbb{Z}} \rightarrow \mathbb{R}$ be defined by $\Psi = \sum_{\sigma : \text{ind}(\sigma) \geq k} w_{p, \sigma}$. By Proposition 26, $M(\Psi) = O(p^{-(k+1)})$.

By twisted Poisson summation (10), we have

$$\sum_{f \in V_{\mathbb{Z}}} \Psi(f) \phi(f/H) = H^{n+1} \sum_{g \in V_{\mathbb{Z}}} \hat{\Psi}(g) \left( \frac{gH}{p} \right)$$

$$\ll H^{n+1} \hat{\Psi}(0) \phi(0) + H^{n+1} \sum_{g \in [-\frac{1+\epsilon}{n}, \frac{1+\epsilon}{n}]^{n+1} \cap V_{\mathbb{Z}} \setminus \{0\}} \left| \hat{\Psi}(g) \right| + H^{n+1} \sum_{g \notin [-\frac{1+\epsilon}{n}, \frac{1+\epsilon}{n}]^{n+1} \cap V_{\mathbb{Z}}} \left| \phi \left( \frac{gH}{p} \right) \right|$$

$$\ll \epsilon N H^{n+1}/p^k + H^{n+1}(p^{1+\epsilon}/H)^{n+1} p^{-(k+1)} + H^{n+1} \sum_{g \notin [-\frac{1+\epsilon}{n}, \frac{1+\epsilon}{n}]^{n+1} \cap V_{\mathbb{Z}}} \left( \frac{\|g\|H}{p} \right)^{-N}$$

for any integer $N$, where the bound on the third summand follows since $\phi$ is smooth and thus is $N$-differentiable for any integer $N$, and as a consequence, $\hat{\phi}(g) \ll_N \|g\|^{-N}$ (see, e.g., [11 Chapter 5 (Theorem 1.3)])]. Choosing $N$ sufficiently large, e.g., $N > n + 1 + k/\epsilon$, yields the desired result. □

Corollary 28 Let $D$ be a positive integer with prime factorization $D = p_{1}^{k_1} \cdots p_{m}^{k_m}$ and let $C = p_{1} \cdots p_{m}$. The number of integer-coefficient binary $n$-ic forms in $[-H, H]^{n+1}$ that, modulo $p_{i}$, have index at least $k_{i}$ for $i = 1, \ldots, m$ is at most $O_{c}(c^{\omega(C)}H^{n+1}/D + C^{c} \prod_{i=1}^{m} p_{i}^{-k_{i}})$ for some constant $c > 0$ dependent only on $n$.

**Proof:** First, note that the values of the $\mathbb{Z}/C\mathbb{Z}$-Fourier transform are simply products of values of the $\mathbb{F}_{p_{i}}$-Fourier transforms (one value for each $i$).

Let $\phi$ again be a smooth function with compact support that is identically 1 on $[-1, 1]^{n}$. Let $\Psi : V_{\mathbb{Z}/C\mathbb{Z}}^{\dagger} \rightarrow \mathbb{R}$ be defined by $\Psi = \prod_{i}(\sum_{\sigma : \text{ind}(\sigma) \geq k} w_{p_{i}, \sigma})$. Then we have exactly as in the case $m = 1$ in Theorem 27 that

$$\sum_{f \in V_{\mathbb{Z}}} \Psi(f) \phi(f/H)$$

$$\ll \epsilon N c^{\omega(C)}H^{n+1}/D + H^{n+1} \sum_{g \in [-\frac{C^{1+\epsilon}}{n}, \frac{C^{1+\epsilon}}{n}]^{n+1} \cap V_{\mathbb{Z}} \setminus \{0\}} \left| \hat{\Psi}(g) \right| + H^{n+1} \sum_{g \notin [-\frac{C^{1+\epsilon}}{n}, \frac{C^{1+\epsilon}}{n}]^{n+1} \cap V_{\mathbb{Z}}} \left( \frac{\|g\|H}{C} \right)^{-N}$$

where as before the last term on the right hand side can be absorbed into the first term by
fixing \( N \) to be sufficiently large. We now estimate the second term:

\[
H^{n+1} \sum_{g \in [-c^{1+\epsilon} H^{1+\delta}, c^{1+\epsilon} H^{1+\delta}] \cap V^n \setminus \{0\}} \left| \hat{\Psi}(g) \right| \ll H^{n+1} c^{\omega(C)} \sum_{q \mid C} \sum_{g \in [-c^{1+\epsilon} H^{1+\delta}/(\text{ct}(g), C) = q] \cap V^n \setminus \{0\}} q \prod_{i=1}^{m} p_{i}^{-k_{i}-1}
\]

\[
\ll_{\epsilon} H^{n+1} \sum_{q \mid C} \frac{C^{n+1+\epsilon}}{q^{n+1} H^{n+1}} \cdot q \prod_{i=1}^{m} p_{i}^{-k_{i}-1}
\]

\[
\ll_{\epsilon} C^{n} \prod_{i=1}^{m} p_{i}^{-k_{i}}
\]

where \( \text{ct}(g) \) denotes the gcd of the coordinates of \( g \). This yields the desired result. \( \square \)

**Corollary 29** Let \( 0 < \delta < 1/n \). Let \( D \) be a positive integer with prime factorization \( D = p_{1}^{k_{1}} \cdot \cdots \cdot p_{m}^{k_{m}} \) such that \( C = p_{1} \cdot \cdots \cdot p_{m} < H^{1+\delta} \). Then the number of integer-coefficient binary \( n \)-ic forms in \([-H, H]^{n+1}\) that, modulo \( p_{i} \), have index at least \( k_{i} \), is \( O(c^{\omega(C)} H^{n+1}/D) \) for some constant \( c > 0 \) dependent only on \( n \).

**Proof:** By Corollary 28 the number of integer-coefficient binary \( n \)-ic forms with the desired property is \( O(e^{\omega(C)} H^{n+1}/D + C^{n} \prod_{i=1}^{m} p_{i}^{n}/ \prod_{i=1}^{m} p_{i}^{k_{i}}) = O(e^{\omega(C)} H^{n+1}/D) \). \( \square \)

## 4.2 Monic polynomials

For a ring \( R \), let \( V^n_{R} \subset V^n \) denote the subset of binary \( n \)-ic forms over \( R \) having leading coefficient 1, which we identify with the space of monic polynomials of degree \( n \) over \( R \). For a function \( \Psi : V^n_{\mathbb{Z}/q\mathbb{Z}} \rightarrow \mathbb{C} \), let \( \hat{\Psi} : V^n_{\mathbb{Z}/q\mathbb{Z}} \rightarrow \mathbb{C} \) be its Fourier transform defined by the usual formula

\[
\hat{\Psi}(g) = \frac{1}{q^{n}} \sum_{f \in V^n_{\mathbb{Z}/q\mathbb{Z}}} \Psi(f) \exp \left( \frac{2\pi i [f, g]}{q} \right).
\]

When \( \Psi_{q} \) is the characteristic function of a set \( S \subset V^n_{\mathbb{Z}/q\mathbb{Z}} \), then upper bounds on the maximum of \( \hat{\Psi}_{q}(g) \) over all nonzero \( g \) constitutes a measure of equidistribution of \( S \) in suitable boxes of integer-coefficient binary \( n \)-ic forms since, for any Schwartz function \( \phi \) approximating the characteristic function of the box \([-1, 1]^{n}\), the twisted Poisson summation formula gives

\[
\sum_{f = (a_{1}, \ldots, a_{n}) \in V^{1}_{\mathbb{Z}}} \Psi_{q}(a_{1}, \ldots, a_{n}) \phi(a_{1}/H, a_{2}/H, \ldots, a_{n}/H) = H^{n} \sum_{g = (b_{1}, \ldots, b_{n}) \in V^{1}_{\mathbb{Z}}} \hat{\Psi}_{q}(b_{1}, \ldots, b_{n}) \hat{\phi}(b_{1}H/q, b_{2}H/q, \ldots, b_{n}H/q).
\]

For suitable \( \phi \), the left side of (19) will be an upper bound for the number of elements in \( S \) in the box \([-H, H]^{n}\). The \( g = 0 \) term is the expected main term, while the rapid decay of
\( \hat{\phi} \) implies that the error term is effectively bounded by \( H^n \) times the maximum of \( |\hat{\Psi}_q(g)| \) over all \( 0 \neq g \in V^*_\mathbb{Z} \) whose coordinates are of size at most \( O(q^{1+\varepsilon}/H) \), and this in turn can be bounded by \( O(H^n(q^{1+\varepsilon}/H)^n M(\Psi_q)) = O(q^{n+\varepsilon} M(\Psi_q)) \).

In this section, we first show that the set of monic polynomials of degree \( n \) over \( \mathbb{F}_p \) having given index—or having splitting type containing a given splitting type \( \sigma \)—are very well distributed in boxes. We accomplish this by demonstrating cancellation in the Fourier transform of the corresponding characteristic functions.

**Proposition 30** Let \( \sigma = (f_1^{e_1} \cdots f_r^{e_r}) \) be a splitting type with \( \deg(\sigma) = d \), \( \ind(\sigma) = k \), and \( \len(\sigma) = \ell \). Let \( w_{p,\sigma} : V^1_{\mathbb{F}_p} \to \mathbb{C} \) be defined by

\[
 w_{p,\sigma}(f) := \text{the number of } r\text{-tuples } (P_1, \ldots, P_r), \text{ up to the action of the group of permutations of } \{1, \ldots, r\} \text{ preserving } \sigma, \text{ such that the } P_i \text{ are distinct irreducible monic polynomials with } \deg P_i = f_i \text{ for each } i \text{ and } P^{e_1}_1 \cdots P^{e_r}_r \mid f.
\]

Then

\[
 \hat{w}_{p,\sigma}(g) = \begin{cases} 
 p^{-k} \frac{\text{Aut}(\sigma)}{\#\text{Aut}(\sigma)} + O(p^{-(k+1)}) & \text{if } g = 0; \\
 O(p^{-(k+1)}) & \text{if } g \neq 0 \text{ and } d < n \\
 O(p^{-(k+1/2)}) & \text{if } g \neq 0 \text{ and } d = n;
\end{cases}
\]

**Proof:** We have

\[
 \hat{w}_{p,\sigma}(g) = \frac{1}{p^n} \sum_{f \in V^1_{\mathbb{F}_p}} e^{2\pi i [f,g]/p} w_{p,\sigma}(f) \\
= \frac{1}{p^n} \sum_{P_1, \ldots, P_r} \sum_{P^{e_1}_1 \cdots P^{e_r}_r \mid f} e^{2\pi i [f,g]/p}. \tag{20}
\]

Evaluating (21) for \( g = 0 \) gives \( \hat{w}_{p,\sigma}(0) = (p^{-k}/\#\text{Aut}(\sigma)) + O(p^{-(k+1)}) \). This is because 1) the number of possibilities for \( P_1, \ldots, P_r \) is \( (1/\#\text{Aut}(\sigma))p^\ell + O(p^{\ell-1}) \), and 2) the set of \( f \in V_{\mathbb{F}_p} \) such that \( P^{e_1}_1 \cdots P^{e_r}_r \mid f \) is a linear subspace \( U := U^{P^{e_1}_1 \cdots P^{e_r}_r} \subset V_{\mathbb{F}_p} \) of codimension \( d \), and the set of monic such \( f \) is an affine subspace \( U^1 \subset U \) of codimension 1; hence the number of \( f \in U^1 \) is \( p^{n-d} \). We conclude that

\[
 \hat{w}_{p,\sigma}(0) = \frac{1}{p^n} \left( \frac{p^\ell}{\#\text{Aut}(\sigma)} + O(p^{\ell-1}) \right) p^{n-d} = \frac{p^{-k}}{\text{Aut}(\sigma)} + O(p^{-(k+1)}).
\]

Next, assume \( g \neq 0 \). We consider each of the \((1/\#\text{Aut}(\sigma))p^\ell + O(p^{\ell-1})\) terms in the outer sum separately. We thus fix \( P_1, \ldots, P_r \). Let \( U \subset V_{\mathbb{F}_p} \) denote again the codimension \( d \) linear subspace of all \( f \in V_{\mathbb{F}_p} \) such that \( P^{e_1}_1 \cdots P^{e_r}_r \mid f \) and \( U^1 \subset U \) the codimension 1 affine subspace of those \( f \in U \) that are monic. Thus \( |U^1| = p^{n-d} \).

We naturally identify \( V^1_{\mathbb{F}_p} \) with the linear subspace of \( V^*_\mathbb{F}_p \) that kills the monomial \( f(x,y) = x^n \). The set of \( g \in V^1_{\mathbb{F}_p} \) such that \([f,g]\) is a constant (dependent only on \( g \))
for all \( f \in U^1 \) is a subspace \( W^1 := W_{\mathbb{F}_p}^{r_1} \subseteq V_{\mathbb{F}_p}^{1} \) of dimension \( d \). If \( g \in W^1 \), then the contribution of the inner sum for this fixed choice of \( P_1, \ldots, P_r \) is thus \( e^{2\pi i [U^1, g]} p^{-d} \).

Meanwhile, if \( g \notin W^1 \), then, for any \( c \in \mathbb{F}_p \), the set \( \{ f \in U^1 : [f, g] = c \} \) is a codimension 1 affine subspace of \( U^1 \), and so the contribution of the inner sum is a union of \( p^{n-d-1} \) complete sums and hence is 0.

We claim that the number of choices of \( P_1, \ldots, P_r \) for which \( g \in W_{\mathbb{F}_p}^{r_1} \subseteq V_{\mathbb{F}_p}^{1} \) is \( O(p^{\ell-1}) \), if \( d < n \). Indeed, \( g \in W_{\mathbb{F}_p}^{r_1} \subseteq V_{\mathbb{F}_p}^{1} \) if and only if \( g \) annihilates the subspace \( U_{\mathbb{F}_p}^{r_1} := \{ f - f' : f, f' \in U_{\mathbb{F}_p}^{r_1} \} \) of the subspace \( V_{\mathbb{F}_p}^{1} \) of polynomials in \( V_{\mathbb{F}_p} \) of degree \( \leq n - 1 \). The subspace \( U_{\mathbb{F}_p}^{r_1} \subseteq V_{\mathbb{F}_p}^{1} \) has cardinality \( p^{n-d} \), and \( U_{\mathbb{F}_p}^{r_1} \) determines \( P_1 \cdots P_r \). The subspace \( \text{Ann}^0(g) := \{ f \in V_{\mathbb{F}_p} : [f, g] = 0 \} \) has \( \mathbb{F}_p \)-dimension \( n - 1 \); hence the number of polynomials in the hyperplane \( \text{Ann}^0(g) \) having index at least \( k \) is \( O(p^{n-1-k}) \), as when \( p > n \) none of the irreducible components of the variety in \( V^0 \) of codimension \( k \) consisting of polynomials having index \( \geq k \) lie in any hyperplane in \( V^0 \). Since an element of \( V_{\mathbb{F}_p}^{1} \) can lie in at most \( O_n(1) U_{\mathbb{F}_p}^{r_1} \), \( P_1 \cdots P_r \), such that \( U_{\mathbb{F}_p}^{r_1} \subseteq \text{Ann}(g) \), is \( O(p^{n-k}/p^{n-d}) = O(p^{\ell-1}) \).

Thus, if \( d < n \), then

\[
|\overline{w_{p, \sigma}(g)}| = \frac{1}{p^n} \cdot p^{-d} \cdot O(p^{\ell-1}) = O(p^{-(k+1)}).
\]

If \( d = n \), then every \( U^1 := U_{\mathbb{F}_p}^{r_1} \subseteq V_{\mathbb{F}_p}^{1} \) contains just one element, namely, \( P_1^{r_1} \cdots P_r^{e_r} \), and so every \( g \in V_{\mathbb{F}_p}^{1} \) is contained in every \( W^1 := W_{\mathbb{F}_p}^{r_1} \subseteq V_{\mathbb{F}_p}^{1} \). In this case, we may apply the Weil bound \([15]\) on exponential sums to obtain a nontrivial estimate as follows. We partition all polynomials \( P(x) := P_1^{e_1}(x) \cdots P_r^{e_r}(x) \) into orbits of size \( p \) under the action of translation \( x \mapsto x + c \) for \( c \in \mathbb{F}_p \). We then consider the elements of each orbit together in the sum \([21]\). Given such a polynomial \( P(x) \), if \( g = (b_1, \ldots, b_n) \neq 0 \), then \( [P(x) + c, g] \) is a nonconstant univariate polynomial \( Q \) in \( c \) of degree \( m \), where \( m \) is the maximum index such that \( b_m \neq 0 \). The contributions of the inner sums in \([21]\) corresponding to \( P(x) \) and its translates \( P(x + c) \) add up to

\[
\sum_{c \in \mathbb{F}_p} e^{2\pi i [P(x+c), g]} = \sum_{c \in \mathbb{F}_p} e^{2\pi i Q(c)}
\]

which is at most \((m-1)p^{1/2}\) in absolute value by the Weil bound. Summing over \( P(x) = P_1^{e_1}(x) \cdots P_r^{e_r}(x) \) (one from each equivalence class under the action of translation \( x \mapsto x + c \)) then yields

\[
|\overline{w_{p, \sigma}(g)}| = O(p^{-n}p^{\ell-1}p^{1/2}) = O(p^{-(k+1/2)}),
\]

which improves again upon the trivial bound \( O(p^{-n}p^\ell) = O(p^{-k}) \), as desired. \( \square \)

**Corollary 31** Let \( p \) be a prime. The number of integral monic polynomials of degree \( n \) in \([-H, H]^n\) that, modulo \( p \), have index at least \( k \) is at most \( O(H^n/p^k + p^{n-k-1/2+\epsilon}) \).

**Corollary 32** Let \( D \) be a positive integer with prime factorization \( D = p_1^{k_1} \cdots p_m^{k_m} \) and let \( C = p_1 \cdots p_m \). The number of integral monic polynomials of degree \( n \) in \([-H, H]^n\) that, modulo \( p_i \), have index at least \( k_i \) for \( i = 1, \ldots, m \) is at most \( O,(C^{\omega(C)}H^n/D + C^{\epsilon} \prod_{i=1}^m p_i^{n-k_i-1/2}) \).
Corollary 33. Let $0 < \delta < 1/(2n-1)$. Let $D$ be a positive integer with prime factorization $D = p_1^{k_1} \cdots p_m^{k_m}$ such that $C = p_1 \cdots p_m < H^{1+\delta}$. For each $i = 1, \ldots, m$, let $k_i > 1$ be a positive integer. Then the number of integral monic polynomials of degree $n$ in $[-H, H]^n$ that, modulo $D$, have index at least $k_i$, is at most $O(c^{\omega(C)}H^n/D)$.

Corollaries 31–33 follow from Proposition 30 just as Corollaries 27–29 followed from Proposition 26.

5 Proof of Theorem 1

In this section, we prove van der Waerden’s Conjecture on random Galois groups as stated in Theorem 1, namely, that $E_n(H) = O(H^{n-1})$. In order to apply a suitable sieve argument to obtain this bound, we divide the set of irreducible monic integer polynomials $f(x) = x^n + a_1x^{n-1} + \cdots + a_n$ of degree $n$, such that $|a_i| < H$ for all $i$ and $G_f < S_n$ (which, as discussed in the introduction, may be assumed to be primitive), into three subsets.

To define these three cases for $f$, let $K_f := \mathbb{Q}[x]/(f(x))$, let $C$ denote the product of ramified primes in $K_f$, and let $D = |\text{Disc}(K_f)|$. Let $\delta > 0$ be a small constant, say $\frac{1}{2n}$.

Case I: $C \leq H^{1+\delta}$ and $D > H^{2+2\delta}$

We first consider those $f$ for which the product $C$ of ramified primes in $K_f := \mathbb{Z}[x]/(f(x))$ is at most $H^{1+\delta}$, but the absolute discriminant $D$ of $K := K_f$ is greater than $H^{2+2\delta}$.

By Proposition 11 and the paragraph following it, $D$ must be squarefull as we have assumed that $G_f < S_n$ is primitive. Given such a $D$, the polynomials $f$ such that $|\text{Disc}(K_f)| = D$ satisfy congruence conditions modulo $C$ that have density $O(\prod_{p|C} c/p^{
u_p(D)}) = O(c^{\omega(D)}/D)$ for a suitable constant $c > 0$.

If $C < H$, then the number of such $f$ within the box $\{|a_i| < H\}$ of sidelength $H$ can be bounded directly to be $O(c^{\omega(D)}H^n/D)$, because the modulus of the congruence conditions being imposed is smaller than the sidelength of the box. To weaken the condition $C < H$, we may use Fourier analysis, as carried out in Section 4. By Corollary 33, we obtain the same estimate $O(c^{\omega(D)}H^n/D)$ for the number of monic integer polynomials $f(x) = x^n + a_1x^{n-1} + \cdots + a_n$ of degree $n$ satisfying $|a_i| < H$ for all $i$, $C < H^{1+\delta}$, and $\text{Disc}(K_f) = D$.

Summing $O(c^{\omega(D)}H^n/D)$ over all squarefull $D > H^{2+2\delta}$ then gives the desired estimate $O(H^{n-1})$ in this case:

$$\sum_{D > H^{2+2\delta} \text{ squarefull}} O(c^{\omega(D)}H^n/D) = O(H^{n-(1+\delta)+\epsilon}) = O(H^{n-1}).$$

Case II: $C \leq H^{1+\delta}$ and $D \leq H^{2+2\delta}$

We next consider those $f$ for which the product $C$ of ramified primes in $K_f := \mathbb{Z}[x]/(f(x))$ is at most $H^{1+\delta}$ and the absolute discriminant $D$ of $K_f$ is at most $H^{2+2\delta}$.

In this case, $K = K_f$ is a number field of degree $n$ having absolute discriminant at most $H^{2+2\delta}$. The number of number fields $K$ of degree $n$ and absolute discriminant at
most $X$, by a result of Schmidt [39], is $O(X^{(n+2)/4})$. By a result of Lemke Oliver and Thorne [27, Proposition 2.2], a number field $K$ of degree $n$ with associated Galois group primitive arises for at most

$$O(H \log^{n-1} H/|\text{Disc}(K)|^{1/(n(n-1))})$$

such $f$. The total number of $f$ in this case is thus at most

$$O\left( \frac{H^{(2+2\delta)(n+2)/4} \cdot H \log^{n-1} H}{H^{(2+2\delta)/(n(n-1))}} \right) = O(H^{n-1})$$

for $n \geq 6$.

The exact results known regarding the density of discriminants of quintic fields [5]—namely, the number of number fields of degree $\leq 5$ and absolute discriminant at most $X$ is $\sim cX$ for an explicit constant $c$—can be used to handle the case $n = 5$ as well: the estimate $O((H^{2+2\delta}(n+2)/4)$ for the number of possible $K$ is replaced by $O(H^{2+2\delta})$, and so the total number of $f$ is then

$$O\left( \frac{H^{2+2\delta} \cdot H \log^{n-1} H}{H^{(2+2\delta)/(n(n-1))}} \right) = O(H^{n-1})$$

for $n = 4, 5$.

**Case III:** $C > H^{1+\delta} \implies D > H^{2+2\delta}$

Finally, we consider those $f$ for which the product $C$ of ramified primes in $K_f$ is greater than $H^{1+\delta}$, which implies (by Proposition 31) that $D = |\text{Disc}(K_f)| > H^{2+2\delta}$.

Fix such an $f$. Then for every prime $p \mid C$, the polynomial $f$ has either at least a triple root or at least a pair of double roots modulo $p$. Thus changing $f$ by a multiple of $p$ does not change the fact that $p^2 \mid \text{Disc}(f)$. That is, in the language of [7], $\text{Disc}(f)$ is a multiple of $p^2$ for “mod $p$ reasons”. For polynomials $h$ that takes a value that is a multiple of $p^2$ for mod $p$ reasons, we have the following proposition:

**Proposition 34** If $h(x_1, \ldots, x_n)$ is an integer polynomial, such that $h(c_1, \ldots, c_n)$ is a multiple of $p^2$, and $h(c_1 + pd_1, \ldots, c_n + pd_n)$ is a multiple of $p^2$ for all $(d_1, \ldots, d_n) \in \mathbb{Z}^n$, then \( \frac{\partial}{\partial x_n} h(c_1, \ldots, c_n) \) is a multiple of $p$.

**Proof:** Write $h(c_1, \ldots, c_{n-1}, x_n)$ as

$$h(c_1, \ldots, c_n) + \frac{\partial}{\partial x_n} h(c_1, \ldots, c_n) (x_n - c_n) + (x_n - c_n)^2 r(x),$$

where $r(x)$ is an integer polynomial. If we set $x_n$ to be an integer $d_n \equiv c_n \pmod{p}$, then the first and last terms above are always multiples of $p^2$, and hence the middle term must be so as well, implying that $\frac{\partial}{\partial x_n} h(c_1, \ldots, c_n)$ must be a multiple of $p$. $\Box$

---

4 Improved results for $n$ sufficiently large have been obtained by Ellenberg–Venkatesh [18], Couveignes [13], and most recently, Lemke Oliver and Thorne [28].
Proposition 34 applied to Disc(f) implies that \( \frac{\partial}{\partial a_n} \text{Disc}(f) \) is a multiple of \( C \); hence so is
\[
\text{Disc}_{a_n}(\text{Disc}_x(f(x))) = \text{Res}_{a_n}(\text{Disc}(f), \frac{\partial}{\partial a_n} \text{Disc}(f)).
\]
For such \( f \), the polynomial \( DD(a_1, \ldots, a_{n-1}) := \text{Disc}_{a_n}(\text{Disc}_x(f(x))) \) is a multiple of \( C \). (Note that DD is not identically zero, as may be seen by examination of \( f(x) = x^n + a_{n-1}x + a_n \), which has discriminant \( n^n a_n^{n-1} - (n-1)^{n-1}(-a_{n-1})^n \); explicit formulae for such iterated discriminants in general have been given in [26].)

The number of factors \( a \) \( (\text{by}, \text{e.g.,}[7, \text{Lemma 3.1}]) \), and so the number of factors \( a \) of \( a \) of \( a \), we have proven that there are \( O((n-1)^{\omega(C)} = O(C') \) choices for \( a_n \), then
\[
\sum_{DD(a_1, \ldots, a_{n-1}) \neq 0} \text{DD}(a_1, \ldots, a_{n-1}) = O(H^{n-1}).
\]

To eliminate these sources of \( \epsilon \), we will choose a suitable factor \( C' \) of \( C \) that is either close to \( H \) in size (in which case we can handle it by a method analogous to Case I), or has all prime divisors greater than \( H^{\delta/2} \) (in which case we can handle it by a method analogous to Case III, but with no \( \epsilon \) because \( C' \) will have at most a bounded number of prime factors!).

We thus break into two subcases.

Subcase (i): \( A = \prod_{\substack{p \mid C \\text{ and } \ p \leq H \mid C \text{ and } \ p > H^{\delta/2}}} p \leq H \)

In this subcase, \( C \) has a factor \( B \) between \( H^{1+\delta/2} \) and \( H^{1+\delta} \), with \( A \mid B \mid C \). Let \( B \) be the largest such factor. Let \( D' := \prod_{\substack{p \mid B \ \text{ and } \ p > H^{\delta/2}}} p^{\nu_p(D')} \). Then \( D' > H^{2+\delta} \). We now carry out the argument of Case I, with \( B \) in place of \( C \), and \( D' \) in place of \( D \). (Note that \( D \) determines \( C \) determines \( B \) determines \( D' \).) Summing \( O(2^{\omega(D')} H^n / D') \) over all squarefull \( D' > H^{2+\delta} \) then gives the desired estimate \( O(H^{n-1}) \) in this subcase:
\[
\sum_{D' > H^{2+\delta} \text{ squarefull}} O(c^{\omega(D')} H^n / D') = O(H^{n-1-\delta/2+\epsilon}) = O(H^{n-1}).
\]

Subcase (ii): \( A = \prod_{\substack{p \mid C \\text{ and } \ p > H \mid C \text{ and } \ p > H^{\delta/2}}} p > H \)

In this subcase, we carry out the original argument of Case III, with \( C \) replaced by \( A \). We have \( A \mid DD(a_1, \ldots, a_{n-1}) := \text{Disc}_{a_n}(\text{Disc}_x(f(x))) \).
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Fix $a_1, \ldots, a_{n-1}$ such that $D(a_1, \ldots, a_{n-1}) \neq 0$. Being bounded above by a fixed power of $H$, we see that $D(a_1, \ldots, a_{n-1})$ can have at most a bounded number of possibilities for the factor $A$ (since all prime factors of $A$ are bounded below by a fixed positive power of $H$)! Once $A$ is determined by $a_1, \ldots, a_{n-1}$, then the number of solutions for $a_n$ (mod $A$) to $\text{Disc}(f) \equiv 0 \pmod{A}$ is $O((n-1)^\omega(A)) = O(1)$. Since $A > H$, the total number of $f$ in this subcase is also $O(H^{n-1})$.

This completes the proof of Theorem 1.

6 Proof of Theorem 2

In this section, given a permutation group $G \subset S_n$, we take the methods underlying the three cases in the previous section to their natural limits in order to bound $N_n(G, H)$. We will work out the maximal regimes for the application of the methods behind each of the three cases, then ultimately choose the method that optimizes bounds whenever the methods overlap.

To this end, let $G \subset S_n$ be a fixed permutation group. As in the introduction, let $a = a(G)$ denote a constant such that the number of number fields of degree $n$, associated Galois group $G$, and absolute discriminant at most $X$ is $O(X^a(G))$. As in Section 5, given an integer polynomial $f$ having degree $n$ and nonzero discriminant $\text{Disc}(f)$, let $K_f$ denote the étale $\mathbb{Q}$-algebra $\mathbb{Q}[x]/(f(x))$, let $C$ denote the product of ramified primes in $K_f$, and let $D := \text{Disc}(K_f)$ denote the absolute discriminant of $K_f$. Let $k = \text{ind}(G)$.

The methods behind the cases described below correspond to those in Section 5 although the regions in $(C, D)$-space here may be somewhat different than those in the previous section. Let $0 < \delta < 1/(n - 1)$ be any constant, and let $Y \ll H^{2n-2}$ be a constant that will be optimized later.

Case I: $C < H^{1+\delta}$ and $D > Y$

Given an integer $D > Y$, the polynomials $f$ such that $|\text{Disc}(K_f)| = D$ satisfy congruence conditions modulo $C$ that have density $O(c^\omega(D)/D)$, where $c = q(k, n - k)$.

If $C < H$, then the number of such $f$ within the box $\{|a_i| < H\}$ of sidelength $H$ can be bounded directly to be $O(c^\omega(D)H^n/D)$, because the modulus of the congruence conditions being imposed is smaller than the sidelength of the box. To weaken the condition $C < H$, we again use Fourier analysis, as carried out in Section 4. By Proposition 26, we obtain the same estimate $O(c^\omega(D)H^n/D)$ for the number of monic integer polynomials $f(x) = x^n + a_1x^{n-1} + \cdots + a_n$ of degree $n$ satisfying $|a_i| < H$ for all $i$, $C < H^{1+\delta}$, and $\text{Disc}(K_f) = D$.

Summing $O(c^\omega(D)H^n/D)$ over all $k$-powerful $D$ satisfying $Y < D \ll H^{2n-2}$ then yields the estimate

$$\sum_{Y < D \ll H^{2n-2} \atop D \text{ is } k\text{-powerful}} O(c^\omega(D)H^n/D) = O(Y^{-(k-1)/k}H^n \log^{c-1}H). \quad (22)$$
Case II: $D \leq Y$

If $D \leq Y$, then the number of possibilities for $K_f$ is at most $O(Y^a(G))$. Hence, by the aforementioned result of Lemke Oliver and Thorne [27], the number of possible $f$ such that $D = |\text{Disc}(K_f)| \leq Y$ is

$$O \left( Y^a(G) \cdot \frac{H \log^{n-1} H}{Y^u} \right) = O \left( Y^a(G)^{-u} H \log^{n-1} H \right),$$

where $u = 1/(n(n-1))$ if $G$ is primitive and $u = 0$ otherwise.

Case III: $C > H^{1+\delta}$

In this case, we show that the number of $f$’s is

$$O(H^{n+1-k}).$$

(24)

As in the proof of Theorem 3, we break into two subcases.

Subcase (i): $A = \prod_{p | C \atop p > H^{1/2}} p \leq H$

In this subcase, $C$ again has a factor $B$ between $H^{1+\delta/2}$ and $H^{1+\delta}$, with $A | B | C$. We let $B$ be the largest such factor, and let $D' := \prod_{p | B} p^{\nu_p(D)}$. Then $D' > H^{k+\delta/2}$. We now carry out the argument of Case I, with $B$ in place of $C$, and $D'$ in place of $D$. Summing $O(H^c \omega(D')/D')$ over all $k$-powerful $D' > H^{k(1+\delta/2)}$ then gives the desired estimate (24) in this subcase:

$$\sum_{D' > H^{k(1+\delta/2)}} O(c^{\omega(D')/D'}) = O(H^{n-(k-1)(1+\delta/2)+\epsilon}) = O(H^{n+1-k}).$$

Subcase (ii): $A = \prod_{p | C \atop p > H^{1/2}} p > H$

In this subcase, we observe that, by Remark 23, the variety $V_k$ of monic polynomials of degree $n$ having index $k$ has dimension $n - k$ in the $\mathbb{A}_n$ of all monic polynomials $f(x) = x^n + a_1 x^{n-1} + \cdots + a_n$ of degree $n$. Therefore, $V_k$ is contained in the zero set of $k$ polynomials $g_1, g_2, \ldots, g_k$ on $\mathbb{A}_n$, and these $k$ polynomials may be taken to be defined over $\mathbb{Z}$ (indeed, by the same argument as in Proposition 34, we may take these $k$ polynomials to be $\text{Disc}(f)$ and its first $k-1$ derivatives with respect to $a_n$). By elimination theory / taking successive resultants, we may assume that $g_i$ only involves the variables $a_1, \ldots, a_{n-k+i}$.

Let

$$W_i(H) := \{ f(x) = x^n + a_1 x^{n-1} + \cdots + a_n : C > H^{1+\delta}, A > H, g_1 = \cdots = g_i = 0, g_{i+1} \neq 0 \}$$

where, for convenience, we define $g_{k+1} = 1$. We show that $|W_i(H)| = O(H^{n-k+1})$ for each $i = 0, \ldots, k$. 27
Thus fix such an $i$. The number of values of $a_1, \ldots, a_{n-k+i} \in [-H, H]^{n-k+i}$ such that $g_1 = \cdots = g_i = 0$ is $O(H^{n-k})$ (by, e.g., [7, Lemma 3.1]). This immediately yields the desired estimate $|W_i(H)| = O(H^{n-k}) = O(H^{n-k+1})$ when $i = k$. If $i < k$, then there are $O(H)$ choices for $a_{n-k+i+1}$ such that $g_i+1 \neq 0$. This gives the desired estimate $|W_i(H)| = O(H^{n-k} \cdot H) = O(H^{n-k+1})$ when $i = k - 1$. If $i < k - 1$, then, since $g_{i+1}(a_1, \ldots, a_{n-k+i+1})$ is nonzero and is at most a bounded power of $H$, we see that $g_{i+1}(a_1, \ldots, a_{n-k+i+1})$ determines at most a bounded number of possibilities for the factor $A$. Once $A$ is determined by $a_1, \ldots, a_{n-k+i+1}$, the number of possibilities for $a_{n-k+i+2}, \ldots, a_n (\text{mod } A)$ is also bounded, by Proposition 21. Hence we conclude, for general $i \in \{0, \ldots, k\}$, that $|W_i(H)| = O(H^{n-k} H) = O(H^{n-k+1})$, yielding the desired estimate (24) in this subcase as well.

**Conclusion**

If we set $Y \approx H^{2n-2}$, then Case II alone covers all possibilities, and yields the bound (23) with $Y = H^{2n-2}$. Otherwise, we must sum the estimates from Cases I–III. The bound (24) is fixed at $O(H^{n+1-k})$, and will be less than the aforementioned bound coming from Case II if

$$a(G) > \frac{n-k+2/n}{2n-2}.$$  

(25)

If (25) holds, then the sum of the bounds of Cases I and II is minimized for the value of $Y$ where (22) and (23) are equal, namely,

$$Y = H \frac{\log H}{a(G)+1-1/k-u}.$$  

(26)

This then yields the bound

$$H^{n-(n-1)\frac{1-1/k}{a(G)+1-1/k-u}} \log^b H$$  

(27)

in both Cases I and II, where $b = (c-1) - (c-n)\frac{1-1/k}{a(G)+1-1/k-u} < c$. We conclude that

$$N_n(G, H) = O\left(\min\left\{H^{n+1-k} + H^{n-(n-1)\frac{1-1/k}{a(G)+1-1/k-u}} \log^b H, H^{(2n-2)(a(G)-u)+1} \log^{n-1} H\right\}\right),$$

yielding Theorem 2.

7 Proof of Corollary 3

(a): To prove Corollary 3(a), we note that by Theorem 12 (or using the explicit classifications of groups having elements moving few letters as in the works of Manning [32, 33, 34, 35, 36, 37], which do not use CFSG), we have for any primitive permutation group $G$ on $n$ letters that is not equal to $A_n$ or $S_n$ that $\text{ind}(G) \geq 3$ if $n \geq 9$, $\text{ind}(G) \geq 4$ if $n \geq 16$, and $\text{ind}(G) \geq 5$ if $n \geq 25$. By Theorem 20 we may take $a(G) = \frac{n+2}{4} - 1 + \frac{1}{\text{ind}(G)} + \epsilon$ for any $\epsilon > 0$. Plugging these bounds on $\text{ind}(G)$ and $a(G)$ into Theorem 2 then yields

$$N_n(G, H) \ll H^{n+1-3} + H^{n-(n-1)\frac{1-1/3}{(n+2)/4+\epsilon}} \log^c H \ll H^{n-2}.$$
if $n \geq 10$ (with $N_0(G, H) \ll H^{7.06}$),
\[
N_n(G, H) \ll H^{n+1-4} + H^{n-(n-1)} \frac{1-1/4}{(n+2)/4-u+\epsilon} \log^c H \ll H^{n-2.5}
\]
if $n \geq 16$, and
\[
N_n(G, H) \ll H^{n+1-5} + H^{n-(n-1)} \frac{1-1/5}{(n+2)/4-u+\epsilon} \log^c H \ll H^{n-3}
\]
if $n \geq 28$.

The final assertion of Corollary 3(a) illustrates the power of the results of Liebeck and Saxl [29] and Guralnick and Magaard [21], using CFSG, when gets $n$ larger, as well as the advantage of separating the cases of elemental and non-elemental groups. First, applying the already impressive result of Babai [3], we see by Remark 15 that ind$(G) \geq 9$ for a primitive group $G \subset S_n$ not equal to $A_n$ or $S_n$ if $n \geq 1090$. We therefore have
\[
N_n(G, H) \ll H^{n+1-9} + H^{n-(n-1)} \frac{1-1/9}{(n+2)/4-u+\epsilon} \log^c H \ll H^{n-3.5}
\]
if $n \geq 1090$.

To reduce the threshold 1090 to 53, we note that by Remark 14 and Theorem 12 we have ind$(G) \geq 13$ for any elemental $G \subset S_n$ not equal to $A_n$ or $S_n$, and ind$(G) \geq 7$ for any non-elemental $G$ when $n \geq 53$. By Theorem 20 and (8), we may take $a(G) = \frac{n+2}{4} - 1 + \frac{1}{\text{ind}(G)} + \epsilon$ if $G$ is elemental and $a(G) = 4$ if $G$ is non-elemental. Hence, if $G$ is a primitive permutation group on $n \geq 53$ letters, then
\[
N_n(G, H) \ll H^{n+1-13} + H^{n-(n-1)} \frac{1-1/13}{(n+2)/4-u+\epsilon} \log^c H \ll H^{n-3.5}
\]
when $G$ is elemental and
\[
N_n(G, H) \ll H^{n+1-7} + H^{n-(n-1)} \frac{1-1/7}{4-u} \log^c H \ll H^{n-6}
\]  \hspace{1cm} (28)
when $G$ is non-elemental.

(b): If $G \subset S_n$ is non-elemental, then by Theorem 25 we may take $a(G) = O(\log^2 n/\sqrt{n})$ where the implied constant is absolute. Therefore,
\[
N_n(G, H) \ll H^{(2n-2)O(\log^2 n/\sqrt{n})+1} \log^c H \ll H^{b\sqrt{n} \log^2 n}
\]
for some absolute constant $b > 0$.

(c): If $G \subset S_n$ is elemental, then by Theorem 13 we have ind$(G) \geq 3n/14$, while by Theorem 19 we may take $a(G) = r \log^2 n$ for some constant $r > 0$. We therefore have
\[
N_n(G, H) \ll H^{n+1-3n/14} + H^{n-(n-1)} \frac{1-14/(3n)}{c \log^2 n} \log^c H \ll H^{n-bn/\log^2 n}
\]
for some absolute constant $b > 0$.

If we apply only the bound ind$(G) \geq \frac{1}{4}(\sqrt{n}-1)$ as in Remark 15, which does not use the classification of finite simple groups, then the above argument would yield
\[
N_n(G, H) \ll H^{n+1-\frac{1}{4}(\sqrt{n}-1)} + H^{n-(n-1)} \frac{1-4/(\sqrt{n}-1)}{c \log^2 n} \log^c H \ll H^{n-b\sqrt{n}}
\]
for some absolute constant $b > 0$.
8 Proof of Theorem 7

For a monic integer polynomial $f(x) = x^n + a_1x^{n-1} + \cdots + a_n$ of degree $n$, define the height $H(f)$ of $f$ by $\max\{|a_i|\}_{1 \leq i \leq n}$, and define the Mahler measure $M(f)$ by $\prod_{k=1}^{n} \max\{1, |r_k|\}$, where $r_1, \ldots, r_n$ denote the (not necessarily distinct) roots of $f$ over $\mathbb{C}$. Then it is known that

$$\left(\frac{n}{|n/2|}\right)^{-1} H(f) \leq M(f) \leq \sqrt{n+1} \cdot H(f),$$

so $H(f) = \Theta(M(f))$, i.e., $H(f) = O(M(f))$ and $M(f) = O(H(f))$. The function $M(f)$ is obviously multiplicative, i.e., $M(fg) = M(f)M(g)$, and hence so is $H(f)$ up to bounded factors, i.e., $H(fg) = \Theta(H(f)H(g))$.

Now if $f$ is a polynomial counted by $N_n(G, H)$, where $G$ is a subdirect product of $G_1, \ldots, G_k$, then $f = f_1 \cdots f_k$ where the Galois group of the monic integer polynomial $f_i$ is $G_i$. Suppose $N_n(G_i, H) = O(H^{\alpha_i} \log H)$, and assume without loss of generality that $\alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_k$.

We will prove the assertion of the theorem by induction on $k$. Thus assume the result is true for subdirect products of $G_2 \times \cdots \times G_k$. Let $M_n(G_1, H_1)$ denote the number of monic polynomials of degree $n$ having height exactly $H_1$. Then

$$N_n(G, H) = \sum_{H_1 \leq H} M_{n_1}(G_1, H_1) \cdot N_{n_2 + \cdots + n_k}(G_2 \times \cdots \times G_k, H/H_1)$$

$$\ll \sum_{H_1 \leq H} M_{n_1}(G_1, H_1) \cdot (H/H_1)^{\alpha_k} \log \sum_{\alpha_1 = \alpha_k}^{\alpha_k} (1 + \beta_i)^{-1} (H/H_1)$$

$$\ll \sum_{H_1 \leq H} H_1^{\alpha_1 - 1} \log \beta_1 \cdot H_1 \cdot (H/H_1)^{\alpha_k} \log \sum_{\alpha_1 = \alpha_k}^{\alpha_k} (1 + \beta_i)^{-1} (H/H_1)$$

$$\ll \sum_{H_1 \leq H} H_1^{\alpha_1 - 1} \log \beta_1 \cdot H_1 \cdot \alpha_k \log \sum_{\alpha_i = \alpha_k}^{\alpha_k} (1 + \beta_i)^{-1} H$$

$$\ll \log^{\kappa(1 + \beta_1)} H \cdot \alpha_k \log \sum_{\alpha_i = \alpha_k}^{\alpha_k} (1 + \beta_i)^{-1} H$$

where $\kappa = 1$ if $\alpha_1 = \alpha_k$ and 0 otherwise. This yields the desired result.
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