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Abstract

Large scale nonlinear classification is a challenging task in the field of support vector machine. Online random Fourier feature map algorithms are very important methods for dealing with large scale nonlinear classification problems. The main shortcomings of these methods are as follows: (1) Since only the hyperplane vector is updated during learning while the random directions are fixed, there is no guarantee that these online methods can adapt to the change of data distribution when the data is coming one by one. (2) The dimension of the random direction is often higher for obtaining better classification accuracy, which results in longer test time. In order to overcome these shortcomings, a multi-parameter updating Fourier online gradient descent algorithm (MPU-FOGD) is proposed for large-scale nonlinear classification problems based on a novel random feature map. In the proposed method, the suggested random feature map has lower dimension while the multi-parameter updating strategy can guarantee the learning model can better adapt to the change of data distribution when the data is coming one by one. Theoretically, it is proved that compared with the existing random Fourier feature maps, the proposed random feature map can give a tighter error bound. Empirical studies on several benchmark data sets demonstrate that compared with the state-of-the-art online random Fourier feature map methods, the proposed MPU-FOGD can obtain better test accuracy.

1 Introduction

Support vector machines (SVM) are powerful tools for data classification in machine learning and have been widely applied into the fields of pattern recognition [ZOW16, CYXY16, HST, DNSV19, YDL19, NGB17], image processing [YSZ+18, GJP18, ZWZ+17], computer vision [KLD+19, ZSW+19], data mining [WSH+18, XZL+18], and so on. Generally speaking, the computational complexity of SVM is $O(n^3)$, which leads to that training SVM becomes a challenging task for large scale classification problems.

At present, the existing methods for large scale classification problems can be categorized into two classes: offline learning and online learning. In the case of offline learning, on the one hand, the researchers have proposed Lagrangian support vector machine algorithm [MM01], stochastic gradient descent algorithms [Zha04, SSS07], modified finite Newton algorithm [KD05], cutting-plane method [Joa06], Bundle method [LS08, TVSL10], coordinate descent method [CHL08], and dual coordinate descent method [HCL+08] to deal with large scale linear classification problems. On the other hand, the researchers have presented SMO algorithm [KSBM01], low-rank kernel representation method [SS00, FS01], reduced support vector machine [LM01], core vector machine [TKC05], and localized support vector machine [ZBMM06, CTJ09, CGLL10] to deal with large scale nonlinear classification problems. In machine learning, research on algorithms for large scale linear classification problems has been mature. Inspired by this fact, a finite-dimensional mapping based offline algorithm has been proposed to deal with large scale nonlinear classification problems [RR08]. Specifically, for the positive definite shift-invariant kernel, it first makes use of random Fourier features to map the input data to a randomized low-dimensional feature space, and then uses linear algorithms to deal with large scale nonlinear classification problems.

In the previous studies, the idea of converting a batch optimization problem into an online task was suggested in [LL00]. Inspired by [LL00] and [Ros58], an online learning framework [CDK+06] was suggested based on the passive-aggressive strategy to deal with linear classification, linear regression,
and uniclass prediction problems. The main difference between [Ros58] and [CDK+06] is that except for classification and regression, [CDK+06] can deal with uniclass prediction problem. For large-scale nonlinear classification problems, [WZH+13] extended [RR08] to online learning and proposed Fourier online gradient descent algorithm (FOGD), which often needs large number of random features $D$. [LWZ14] answered the question "How many random Fourier features are needed to obtain the better results in the online kernel learning setting?". A local online learning algorithm was proposed [ZZH+16] based on the observation that although the data sets are not globally linear separable, they may still be locally linear separable. Using the reparameterized random feature, a large-scale online kernel learning algorithm was proposed [NLBP17]. [JP18] suggested an online learning algorithm via combining the passive-aggressive strategy and max-out function (PAMO). Using the Nyström approximation technology, an online gradient descent (NOGD) algorithm was designed [LHW+16]. Unfortunately, it is not easy to approximate the whole kernel matrix using a submatrix. The smaller submatrix will degrade test accuracy while the larger submatrix will lead to higher computational complexity. For the random Fourier feature mapping based online learning, generally speaking, a larger $D$ leads to a more precise approximation. However, a larger $D$ leads to a higher computational complexity. To reduce the impact number of random features, recently, a dual space gradient descent algorithm (DualSGD) was proposed [LNNP16].

The main shortcomings of random Fourier feature mapping based online learning methods are as follows: (1) Since only the hyperplane vector is updated during learning while the random directions are fixed, there is no guarantee that these online methods can adapt to the change of data distribution when the data is coming one by one. (2) The dimension of the random direction is often higher for obtaining better classification accuracy, which results in longer test time. In order to overcome these shortcomings, in this study, a multi-parameter updating Fourier online gradient descent algorithm (MPU-FOGD) is proposed for large-scale nonlinear classification problems based on a novel random feature map. In the proposed method, the suggested random feature map has lower dimension while the multi-parameter updating strategy can guarantee the learning model can better adapt to the change of data distribution when the data is coming one by one. Theoretically, we prove that the proposed random feature map can give a tighter error bound. Empirical studies on several benchmark data sets show that compared with the state-of-the-art online random Fourier feature map methods, the proposed MPU-FOGD can obtain better test accuracy.

The rest of this paper is organized as follows. Section 2 describes the proposed feature map in details and presents theoretical guarantees. Section 3 gives experiment results and analysis. Section 4 encloses our paper with future work.

## 2 MPU-FOGD

### 2.1 Randomized Fourier Feature Map Algorithm

Let $m_t = \{x_t, l_t\}, t = 1, 2, \ldots, n$ be the training examples, where $n$ is the number of examples, $x_t \in \mathbb{R}^d$ is the input data, $l_t \in \{-1,+1\}$ and $l_t \in \{1, 2, \ldots, m\}$ are the corresponding label for binary classification and multi-class classification, respectively. Let $H$ be a Reproducing Kernel Hilbert Space (RKHS) endowed with a kernel function $k(\cdot, \cdot) : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$.

For binary classification problems, the standard model of SVM is as follows:

\[
\min_{w,b} \frac{\lambda}{2}||w||_H^2 + \sum_{t=1}^{n} l(t; l_b) = \max(0, 1 - lb \cdot f(x_t)),
\]

where $\lambda > 0$, $f(x_t) = w^T \phi(x_t) + d$, $l (t; l_b) = max(0, 1 - lb \cdot f(x_t))$.

The computational complexity of this model is usually $O(n^3)$. For large scale nonlinear classification problems, it undoubtedly faces computational difficulty. Considering that research on SVM algorithms for large scale linear classification problems has been mature in machine learning, a randomized Fourier feature map $(\phi(x))^T = (\cos(u_1^T x), \cos(u_2^T x), \ldots, \cos(u_D^T x)), \sin(u_1^T x), \sin(u_2^T x), \ldots, \sin(u_D^T x))$ is suggested in [RR08] to breakthrough this bottleneck, where $D = O(\epsilon^2 \log(D/\epsilon))$, $\epsilon$ is the accuracy of approximation, the random vectors $u_i$ for $\forall i \in \{1, 2, \ldots, D\}$ are drawn from

\[
p(u) = \frac{1}{2\pi^d} \int e^{-iux^T} d(\Delta x).
\]
Obviously, using the trick in [RR08], the original data are mapped into a finite low-dimensional feature space and linear learning algorithms can be used to deal with large scale nonlinear classification problems. This is a very important contribution for large scale nonlinear classification problems in the field of machine learning.

2.2 Proposed Random Fourier Feature Map

Let $z(x, u)^T = (\cos(u^T x), \sin(u^T x))$, where $z(x)^T z(y) = \frac{1}{D} \sum_{j=1}^{D} z(x, u_j) z(y, u_j)$. According to Bochner’s theorem [GJP18], we know that $z(x)^T z(y)$ is an unbiased estimate of the positive definite shift-invariant kernel $k(x, y)$ [RR08]. From Claim 1 in [RR08], we know that the discrepancy between $k(x, y)$ and $z(x)^T z(y)$ can be narrowed down by varying $D$. Generally speaking, a larger $D$ will lead to a more precise approximation, but it will generate a higher computational complexity. Let $z_{old}(x)^T z_{old}(y) = \frac{1}{D} \sum_{j=1}^{D} z_{old}(x, u_j, b_j) z_{old}(y, u_j, b_j)$, where $z_{old}(x, u, b) = \sqrt{2} \cos(u^T x + b)$, $b$ is drawn uniformly from $[0, 2\pi]$. From [RR08], we know that $E(z_{old}(x)^T z_{old}(y)) = k(x, y)$, seeing Appendix A for details. Let $z_{new}(x)^T z_{new}(y) = \frac{1}{D} \sum_{j=1}^{D} z_{new}(x, u_j, b_j) z_{new}(y, u_j, b_j)$, where $z_{new}(x, u, b) = \sqrt{\frac{D}{2}} \cos(u^T x + b)$. In order to show that $z_{new}(x)^T z_{new}(y)$ is also an unbiased estimate of $k(x, y)$, we give the following Lemmas.

Based on the above analysis, $(\varphi(x))^T = (\sqrt{\frac{D}{2}} \cos(u_1^T x + b_1), \sqrt{\frac{D}{2}} \cos(u_2^T x + b_2), \cdots, \sqrt{\frac{D}{2}} \cos(u_D^T x + b_D))$ is adapted in this paper. Theoretically, this map will be able to obtain the better accuracy.

2.3 Proposed Algorithm

In the existing work, what non-stationary streaming learning environments [GMCR04, FBdCÁRJ+14, PV16] emphasize more is whether the change of posterior probability causes the change of its classification decision boundary. Learning from streaming data with concept drift, they usually have a detector to detect whether the distribution of data has changed. No matter what kind of detector they use, if the error rate changes significantly, then concept drift occurs, otherwise the current single classifier is used to predict examples and update model. On the other hand, Fourier feature mapping is obviously data independent. In the previous study, only the hyperplane vector $w$ is updated during learning while the random directions $u$ and $b$ are fixed. Obviously, there is no guarantee that the random Fourier-feature-mapping-based large scale online learning approaches could adapt to the change of data distribution. So, in this study, inspired by streaming learning, we iteratively update random directions $u$ and $b$ which can change the data distribution in the feature space and make the data better fit in with the current space.

MPU-FOGD includes two algorithms, i.e. MPU-FOGDU and MPU-FOGDUB. In comparison with the algorithm of MPU-FOGDUB, MPU-FOGDU only updates Fourier component $u$. Following the framework of large scale online kernel learning [WZH+13], when the loss function $l(l(b_t, w_t^T \varphi(x_t))) > 0$ for the $t$-th incoming sample, the update formulas of $u_{t+1}$, $b_{t+1}$ and $w_{t+1}$ in the proposed MPU-FOGD are as follows:

$$w_{t+1} = w_t - \eta_1 \nabla_{w_t} l(l(b_t, w_t^T \varphi(x_t))),$$

$$u_{t+1} = u_t - \eta_2 \nabla_{u_t} l(l(b_t, w_t^T \varphi(x_t))),$$

$$b_{t+1} = b_t - \eta_3 \nabla_{b_t} l(l(b_t, w_t^T \varphi(x_t))),$$

where

$$\nabla_{w_t} l(l(b_t, w_t^T \varphi(x_t))) = -l(b_t \varphi(x_t)),$$

$$\nabla_{u_t} l(l(b_t, w_t^T \varphi(x_t))) = -\sqrt{2} D l(b_t w_t^T \star (\sin(u_{t,1}^T x_t + b_{t,1}), \sin(u_{t,2}^T x_t + b_{t,2}), \cdots, \sin(u_{t,D}^T x_t + b_{t,D})) * (x_t, x_t, \cdots, x_t),$$

$$\nabla_{b_t} l(l(b_t, w_t^T \varphi(x_t))) = \sqrt{2} D l(b_t w_t^T \star (\sin(u_{t,1}^T x_t + b_{t,1}), \sin(u_{t,2}^T x_t + b_{t,2}), \cdots, \sin(u_{t,D}^T x_t + b_{t,D}))),$$

where $\star$ denotes dot product.
Based on the analysis mentioned above, the detailed steps of the proposed MPU-FOGD algorithm for binary classification are given in Algorithm 1.

Algorithm 1: the MPU-FOGD algorithm

**Data:** $D, \eta, \sigma$

**Output:** model: $w_{t+1} \in R^D, u_{t+1} \in R^{d \times D}, b_{t+1} \in R^D$

1. initial $w_0 = 0$;
2. initial $u_{0,i}$ for $\forall i \in \{1, 2, \cdots, D\}$ are drawn from $Dp(u)$;
3. initial $b_{0,i}$ for $\forall i \in \{1, 2, \cdots, D\}$ are drawn from $[0, 2\pi]$;
4. forall $t$ of $[T]$ do
5. receive instance: $x_t \in R^d$;
6. compute instance representation:
7. $(\varphi(x_t))^T = (\sqrt{\frac{2}{D}} \cos(w_{1,i}x_t + b_{1,i}), \sqrt{\frac{2}{D}} \cos(w_{2,i}x_t + b_{2,i}), \cdots, \sqrt{\frac{2}{D}} \cos(w_{D,i}x_t + b_{D,i}))$;
8. predict $\hat{b}_t = \text{sign}(w_t^T \varphi(x_t))$;
9. receive correct label: $lb_t \in \{-1, 1\}$;
10. compute hinge loss:
11. $l(\hat{b}_t, w_t^T \varphi(x_t)) = \max\{0, 1 - \hat{b}_t(w_t^T \varphi(x_t))\}$;
12. if $l(\hat{b}_t, w_t^T \varphi(x_t)) > 0$ then
13. $w_{t+1} = w_t - \eta \nabla_{w_t} l(\hat{b}_t, w_t^T \varphi(x_t))$;
14. $u_{t+1} = u_t - \eta \nabla_{u_t} l(\hat{b}_t, w_t^T \varphi(x_t))$;
15. $b_{t+1} = b_t - \eta \nabla_{b_t} l(\hat{b}_t, w_t^T \varphi(x_t))$;
16. end
end

In the multi-class problem setting, the algorithm predicts a sequence of scores for the $m$ classes:

$$(f_{t,1}(x_t), f_{t,2}(x_t), \cdots, f_{t,m}(x_t)).$$

The hinge loss in [LHW16] function as follows:

$$l(\gamma_t) = \max(0, 1 - \gamma_t),$$

where $\gamma_t = f_{t,l_b}(x_t) - f_{t,s_t}(x_t), s_t = \text{argmax}_{r \in Y, r \neq l_b} f_{t,r}(x_t)$.

3 Experiments

In this section, we empirically validate performance of the proposed algorithm over various benchmark data sets which can be freely downloaded from the LIBSVM\(^1\) and UCI\(^2\) website. Table 1 shows the details of 12 publicly available data sets. Mnist600k is obtained by randomly extracting 600,000 samples from the mnist8m\(^3\) data set after dimension reduction and normalization. All algorithms are implemented in Python 3.7.3, on a windows machine with AMD Ryzen 5 2600 Six-Core Processor\(\oplus\) 3.4GHZ. The codes of the proposed algorithm are written by using the online learning algorithm library [HWZ14].

We compare the proposed MPU-FOGD algorithm with online gradient descent algorithm (OGD) [Zin03], online passive aggressive algorithm (PA) [CDK06], online logistic regression (LR) [BDPDP96], Fourier online gradient descent algorithm (FOGD) [WZH13], Nyström online gradient descent algorithm (NOGD) [LHW16], reparameterized random feature algorithm (RRF) [NLBP17], hybrid the passive-aggressive strategy and the max-out function algorithm (PAMO) [JP18], and approximation vector machine (AVM) [LNNP17]. Except that OGD, PA, and LR are linear algorithms, the others are non-linear. PAMO is a binary classification algorithm, so we don’t do multi-class experiments for it in this study.

---

\(^1\)https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/

\(^2\)https://archive.ics.uci.edu/ml/datasets.php
| Dataset     | Instances | Features | Classes |
|------------|------------|----------|---------|
| KDDCUP08   | 102,294    | 117      | 2       |
| ijcnn1     | 141,691    | 22       | 2       |
| codrma     | 271,617    | 8        | 2       |
| w7a        | 24,692     | 300      | 2       |
| skin       | 245,057    | 4        | 2       |
| covtype    | 581,012    | 54       | 2       |
| poker      | 1,000,000  | 10       | 10      |
| mnist600k  | 600,000    | 50       | 10      |
| forest     | 581,012    | 54       | 7       |
| acoustic   | 98,528     | 50       | 3       |
| aloi       | 108,000    | 128      | 1000    |
| combined   | 98,528     | 100      | 3       |

Table 1: An example table.

| Algorithm  | skin       | Test(s) | TestAcc(%) | kddcup08  | Test(s) | TestAcc(%) |
|------------|------------|---------|------------|-----------|---------|------------|
| LR         | 2.98       | 0.44    | 90.233     | 1.22      | 0.18    | 100.000    |
| OGD        | 2.51       | 0.38    | 90.068     | 0.80      | 0.16    | 100.000    |
| PA         | 5.15       | 0.38    | 81.630     | 1.96      | 0.16    | 100.000    |
| FOGD       | 15.44      | 3.52    | 99.942     | 2.39      | 0.49    | 100.000    |
| NOGD       | 75.12      | 7.06    | 99.047     | 28.29     | 2.79    | 99.452     |
| RRF        | 9.98       | 2.38    | 99.949     | 2.40      | 0.48    | 100.000    |
| PAMO       | 99.58      | 50.78   | 99.829     | 5.05      | 1.29    | 100.000    |
| AVM        | 10.12      | 1.32    | 99.616     | 191.03    | 1.14    | 99.717     |
| MPU-FOGDU  | 5.83       | 1.03    | 99.951     | 2.59      | 0.47    | 100.000    |
| MPU-FOGDUB | 6.26       | 1.11    | 99.954     | 2.69      | 0.47    | 100.000    |

| Algorithm  | ijcnn1     | Test(s) | TestAcc(%) | w7a       | Test(s) | TestAcc(%) |
|------------|------------|---------|------------|-----------|---------|------------|
| LR         | 1.72       | 0.26    | 67.672     | 0.32      | 0.05    | 95.556     |
| OGD        | 1.72       | 0.22    | 71.670     | 0.26      | 0.05    | 96.457     |
| PA         | 3.34       | 0.22    | 70.022     | 0.61      | 0.05    | 95.681     |
| FOGD       | 11.16      | 2.59    | 98.014     | 8.34      | 2.04    | 98.477     |
| NOGD       | 15.46      | 1.78    | 90.572     | 52.33     | 3.92    | 97.062     |
| RRF        | 18.83      | 3.63    | 97.780     | 208.44    | 37.91   | 98.494     |
| PAMO       | 191.55     | 43.60   | 98.687     | 28.62     | 6.25    | 98.664     |
| AVM        | 430.71     | 1.43    | 94.062     | 35.48     | 4.90    | 98.360     |
| MPU-FOGDU  | 21.29      | 3.01    | 98.885     | 25.23     | 0.55    | 98.388     |
| MPU-FOGDUB | 23.35      | 3.00    | 98.885     | 24.77     | 0.54    | 98.396     |

| Algorithm  | codrma     | Test(s) | TestAcc(%) | covtype   | Test(s) | TestAcc(%) |
|------------|------------|---------|------------|-----------|---------|------------|
| LR         | 3.27       | 0.49    | 91.790     | 7.13      | 1.07    | 75.317     |
| OGD        | 2.71       | 0.43    | 91.843     | 6.52      | 0.95    | 76.072     |
| PA         | 6.48       | 0.43    | 91.791     | 13.88     | 0.94    | 75.195     |
| FOGD       | 5.46       | 1.07    | 96.172     | 180.97    | 42.36   | 85.316     |
| NOGD       | 92.45      | 8.17    | 92.468     | 336.65    | 29.78   | 71.721     |
| RRF        | 8.78       | 1.21    | 96.030     | 2936.24   | 214.44  | 85.045     |
| PAMO       | 107.18     | 20.93   | 96.258     | 101.66    | 10.62   | 81.204     |
| AVM        | 49.50      | 2.83    | 95.107     | 1418.75   | 7.51    | 71.149     |
| MPU-FOGDU  | 11.42      | 1.76    | 96.588     | 1353.59   | 20.21   | 90.880     |
| MPU-FOGDUB | 37.39      | 5.59    | 96.701     | 1419.69   | 19.91   | 90.927     |

Table 2: Comparison of training time, test time and test accuracy on the binary classification tasks.
| Algorithm      | combined          | mnist600k          |
|---------------|-------------------|-------------------|
|               | Train(s) | Test(s) | TestAcc(%) | Train(s) | Test(s) | TestAcc(%) |
| LR            | 3.25      | 0.17    | 73.563     | 22.73    | 1.04    | 53.961     |
| OGD           | 2.85      | 0.17    | 77.792     | 19.53    | 1.04    | 83.743     |
| PA            | 3.49      | 0.17    | 75.936     | 23.00    | 1.04    | 82.630     |
| FOGD          | 8.60      | 1.52    | 79.249     | 101.60   | 20.88   | 78.585     |
| NOGD          | 38.68     | 3.98    | 71.526     | 194.88   | 22.40   | 78.585     |
| RRF           | 66.35     | 2.89    | 79.995     | 361.01   | 39.36   | 95.712     |
| AVM           | 10.59     | 2.04    | 60.601     | 55.85    | 9.92    | 84.399     |
| MPU-FOGDU     | 117.68    | 2.19    | 83.223     | 126.21   | 18.43   | 99.096     |
| MPU-FOGDUB    | 121.26    | 2.20    | 83.214     | 137.20   | 18.48   | 99.097     |

| Algorithm      | poker         | acoustic        |
|---------------|---------------|-----------------|
|               | Train(s) | Test(s) | TestAcc(%) | Train(s) | Test(s) | TestAcc(%) |
| LR            | 40.25     | 1.69    | 27.160     | 3.22     | 0.17    | 67.039     |
| OGD           | 38.41     | 1.68    | 31.614     | 3.66     | 0.17    | 65.489     |
| PA            | 45.80     | 1.68    | 28.331     | 3.66     | 0.17    | 65.489     |
| FOGD          | 207.22    | 37.45   | 48.089     | 9.04     | 1.55    | 67.658     |
| NOGD          | 281.95    | 26.91   | 52.290     | 31.47    | 3.91    | 67.500     |
| RRF           | 153.10    | 6.85    | 48.702     | 10.82    | 0.60    | 67.438     |
| AVM           | 70.21     | 11.22   | 44.396     | 8.92     | 1.60    | 58.972     |
| MPU-FOGDU     | 304.61    | 32.07   | 93.658     | 63.16    | 2.16    | 74.032     |
| MPU-FOGDUB    | 347.70    | 32.30   | 94.270     | 64.66    | 2.11    | 74.304     |

| Algorithm      | forest       | aloi           |
|---------------|--------------|----------------|
|               | Train(s) | Test(s) | TestAcc(%) | Train(s) | Test(s) | TestAcc(%) |
| LR            | 20.74     | 0.99    | 51.347     | 100.34   | 0.56    | 58.419     |
| OGD           | 19.41     | 1.00    | 71.210     | 65.01    | 0.51    | 75.879     |
| PA            | 22.78     | 0.99    | 69.334     | 83.80    | 0.54    | 75.674     |
| FOGD          | 110.52    | 22.19   | 75.685     | 82.65    | 3.30    | 86.694     |
| NOGD          | 192.75    | 23.73   | 67.913     | 129.73   | 5.38    | 52.180     |
| RRF           | 931.69    | 37.56   | 75.298     | 209.03   | 9.11    | 86.778     |
| AVM           | 55.65     | 10.02   | 63.478     | 134.60   | 22.06   | 27.301     |
| MPU-FOGDU     | 238.76    | 19.46   | 84.884     | 178.55   | 2.52    | 83.576     |
| MPU-FOGDUB    | 279.44    | 19.14   | 84.951     | 178.91   | 2.33    | 83.597     |

Table 3: Comparison of training time, test time and test accuracy on the multi-classification tasks.
3.1 Experimental Setups

For all the algorithms, we use k-folder cross-validation to tune the parameters. For LR and OGD, the step size range is selected from \{10^{(-7)}, 10^{(-6)}, \ldots, 10^{(-1)}\}, while for FA, it is chosen from \{2^{(-8)}, 2^{(-7)}, \ldots, 2^{2}\}. We vary the Gaussian kernel width in the range of \{2^{(-10)}, 2^{(-14)}, 2^{(-12)}, 2^{(-10)}, 2^{(-8)}, 2^{(-6)}, 2^{(-4)}, 2^{(-2)}, 2^{0}, \sqrt{2}, 2^{4}\}. For MPU-FOGD algorithm, \eta_1 is set to 100, \eta_2 is 0.1 and \eta_3 is chosen from \{10^{(-6)}, 10^{(-4)}, 10^{(-2)}, 10^{(-1)}\}. The reason why \eta_1 can be set to 100 is that compared with other algorithms, such as FOGD, its gradient is multiplied by one in \(D\). For other algorithms, in nonlinear situations, the step size of gradient descent \eta_i is set to 0.001. The features of data samples are normalized in the interval \([-1, 1]\). For the binary classification algorithms, \(D\) in the FOGD, RRF, and MPU-FOGD algorithms are selected from \{200, 300, 400, 500, 1000, 2000, 4000, 6000, 8000\}. The rank \(k\) in NOGD is set to 0.2\(B\), and the budget size \(B\) is chosen through a random search in range \{200, 400, 600, 800, 1000\}. For multi-class algorithms, except for AVM and NOGD algorithms whose maximum budget value is set to 500, other budget parameters are set the same range: \{200, 300, 400, 500, 1000, 2000\}. We randomly divide all of the data sets into a training set, a test set and a validation set, of which the test set and the validation set account for 20\% respectively, the remaining 60\% for training. In order to better evaluate the performance of the classifier, we use the test accuracy, training time and test time as the performance indicators.

3.2 Experimental Results and Analysis

The experimental results on twelve binary classification and multi-class classification data sets are listed in Tables 2 and 3, respectively.

From Tables 2 and 3, we find that compared with nonlinear learning algorithms, the linear learning algorithms hold faster training and test time. However, their accuracy is not satisfactory. For nonlinear learning algorithms, in term of test accuracy, in most cases, MPU-FOGD is higher than the other algorithms.

3.3 Wilcoxon Signed-ranks Test

We conduct the Wilcoxon signed-ranks test [Dem06] to check whether the proposed method is significantly better than the other algorithms. The test compares the performances of two algorithms \(a\) and \(b\) on multiple datasets. To run the test, we rank the differences in performances of two algorithms for each dataset. The differences are ranked according to their absolute values. The smallest absolute value obtains the rank 1, the second smallest gets the rank 2. In case of equality, average ranks are assigned. The statistics of the Wilcoxon signed-ranks test is defined as [Dem06, YTH14]:

\[
\begin{align*}
    z(a, b) &= \frac{T(a, b) - n(n + 1)/4}{\sqrt{n(n+1)(2n+1)/24}}, \\
    T(a, b) &= \min\{R^+(a, b), R^-(a, b)\}.
\end{align*}
\]

where \(n\) is the number of the datasets, \(T(a, b) = \min\{R^+(a, b), R^-(a, b)\}\). \(R^+(a, b)\) is the sum of the ranks for the datasets on which algorithm \(a\) outperforms algorithm \(b\), and \(R^-(a, b)\) means the sum of the ranks for the opposite. They are defined as follows:

\[
\begin{align*}
    R^+(a, b) &= \sum_{d_i > 0} \text{rank}(d_i) + \frac{1}{2} \sum_{d_i = 0} \text{rank}(d_i), \\
    R^-(a, b) &= \sum_{d_i < 0} \text{rank}(d_i) + \frac{1}{2} \sum_{d_i = 0} \text{rank}(d_i),
\end{align*}
\]

where \(d_i\) is the accuracy difference between algorithms \(a\) and \(b\) on the \(i\)-th experimental dataset, \(\text{rank}(d_i)\) is the rank value of the absolute \(d_i\).

We fix \(b\) as MPU-FOGDUB, and let \(a\) as one of compared algorithms. From Tables 2-3, based on formulas (13)-(14), we can obtain that \(z(\text{FOGD, MPU-FOGDUB})=z(\text{RRF, MPU-FOGDUB})=-2.16, z(\text{NOGD, MPU-FOGDUB})=z(\text{AVM, MPU-FOGDUB})=-3.06.\) This shows that in term of test accuracy, MPU-FOGDUB, similarly as MPU-FOGDU, is significantly better than the other algorithms with the significance level \(\alpha = 0.05\).
4 Conclusions and Feature Work

In this paper, a multi-parameter updating Fourier online descent gradient algorithms (MPU-FOGD) are proposed to deal with large scale nonlinear classification problems. Theoretical analysis is provided to guarantee that the proposed random feature mapping can give a lower bound. Experimental results on several benchmark data sets demonstrate that compared with the state-of-the-art Fourier feature mapping online learning algorithms, the proposed MPU-FOGD can have better test accuracy.

For very large data sets, distributed learning provides a way to solve privacy-protected problems. At the same time, it also settles the problem that a single machine cannot handle or needs to spend a lot of time. In the future work, we are going to apply the work in this paper to design large-scale distributed classification algorithms.
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