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Abstract—Non-volatile memory (NVM) technologies such as spin-transfer torque magnetic random access memory (STT-MRAM) and spin-orbit torque magnetic random access memory (SOT-MRAM) have significant advantages compared to conventional SRAM due to their non-volatility, higher cell density, and scalability features. While previous work has investigated several architectural implications of NVM for generic applications, in this work we present DeepNVM++, a framework to characterize, model, and analyze NVM-based caches in GPU architectures for deep learning (DL) applications by combining technology-specific circuit-level models and the actual memory behavior of various DL workloads. We present both iso-capacity and iso-area performance and energy analysis for systems whose last-level caches rely on conventional SRAM and emerging STT-MRAM and SOT-MRAM technologies. In the iso-capacity case, STT-MRAM and SOT-MRAM provide up to $3.8 \times$ and $4.7 \times$ energy-delay product (EDP) reduction and $2.4 \times$ and $2.8 \times$ area reduction compared to conventional SRAM, respectively. Under iso-area assumptions, STT-MRAM and SOT-MRAM provide up to $2 \times$ and $2.3 \times$ EDP reduction and accommodate $2.3 \times$ and $3.3 \times$ cache capacity when compared to SRAM, respectively. We also perform a scalability analysis and show that STT-MRAM and SOT-MRAM achieve orders of magnitude EDP reduction when compared to SRAM for large cache capacities. Our comprehensive cross-layer framework is demonstrated on STT-SOT-MRAM technologies and can be used for the characterization, modeling, and analysis of any NVM technology for last-level caches in GPUs for DL applications.

Index Terms—non-volatile memory, deep learning, GPU architectures, convolutional neural networks (CNNs), deep neural networks (DNNs), SRAM, magnetic random access memory (MRAM), spin-transfer-torque MRAM (STT-MRAM), spin-orbit-torque MRAM (SOT-MRAM).

I. INTRODUCTION

OVER the last decade, the performance boost achieved through CMOS scaling has plateaued, necessitating sophisticated computer architecture solutions to gain higher performance in computing systems while maintaining a feasible power density. These objectives, however, are concurrently challenged by the limitations of the performance of memory resources [1]. In contrast to the initial insight of Dennard on power density [2], deep CMOS scaling has exacerbated static power consumption, causing the heat density of ICs to reach catastrophic levels unless properly addressed [3]–[5].

As computers suffer from memory and power related limitations, the demand for data-intensive applications has been on the rise. With the increasing data deluge and recent improvements in GPU architectures, deep neural networks (DNNs) have achieved remarkable success in various tasks such as image recognition [6], [7], object detection [8], and chip placement [9] by utilizing inherent massive parallelism of GPU platforms. However, DNN workloads continue to have large memory footprints and significant computational requirements to achieve higher accuracy. Thus, DNN workloads exacerbate the memory bottleneck which degrades the overall performance of the system. To this end, while DL practitioners focus on model compression techniques [10]–[12], hardware designers augment memory capacities of GPU architectures to overcome the memory bottleneck problem and improve the overall system performance. We note the current trend of GPU architectures is towards increasing last-level cache capacity as shown in Figure 1. Our analysis shows that conventional SRAM technology incurs scalability problems as far as power, performance, and area (PPA) is concerned [13]–[15]. Non-volatile memory (NVM) technology is one of the most promising solutions to tackle memory bottleneck problem for data-intensive applications [16]. However, because much of emerging NVM technology is not available for commercial use, there is an obvious need for a framework to perform design space exploration for these emerging NVM technologies for deep learning (DL) workloads.
In this work, we present DeepNVM++, an extended and improved framework [18] to characterize, model, and optimize NVM-based caches in GPU architectures for deep learning workloads. Without loss of generality, we demonstrate our framework for spin-transfer torque magnetic random access memory (STT-MRAM) and spin-orbit torque magnetic random access memory (SOT-MRAM), keeping in mind that it can be used for any NVM technology, GPU platform, or deep learning workload. Our cross-layer analysis framework incorporates both circuit-level characterization aspects and the memory behavior of various DL workloads running on an actual GPU platform. DeepNVM++ enables the evaluation of power, performance, and area of NVMs when used for last-level (L2) caches in GPUs and seeks to exploit the benefits of this emerging technology to improve the performance of deep learning applications.

To perform iso-capacity analysis, we carry out extensive memory profiling of various deep learning workloads for both training and inference on existing GPU platforms. For the iso-area analysis, existing platforms cannot be used for varying cache sizes, so we rely on architecture-level simulation of GPUs to quantify and better understand last-level cache capacity and off-chip memory accesses. In both cases, our framework automatically combines resulting memory statistics with circuit and microarchitecture-level characterization and analysis of emerging NVM technologies to gauge their impact on DL workloads running on future GPU-based platforms.

II. RELATED WORK AND PAPER CONTRIBUTIONS

Although 16nm has become a commonplace technology for high-end customers of foundries, an intriguing inflection point awaits the electronics community as we approach the end of the traditional density, power, and performance benefits of CMOS scaling. To move beyond the computing limitations imposed by staggering CMOS scaling trends, MRAM has emerged as a promising candidate.

The enabling technology of MRAM consists of magnetic tunnel junction (MTJ) pillars that can store data as a resistive state. An MTJ pillar consists of a thin oxide film sandwiched by two ferromagnetic layers. One of these ferromagnetic layers has a fixed magnetization which serves as a reference layer. The magnetization of the other layer can be altered by changing the direction of the current that flows through the pillar. If the magnetization of the free layer and the reference layer are in parallel, the device is in the low resistance state. If the magnetization of layers is in opposite directions, the device is in the high resistance state [19].

STT bitcells [20] use an MTJ pillar as their core storage element and an additional access transistor to enable read and write operations. Although STT bitcells offer non-volatility, low read latency, and high endurance [21], the write current is also high [22]–[24], which increases power consumption. To this end, SOT bitcells have been proposed to overcome the write current challenges by isolating the read and write paths [25]. Because the read disturbance errors are much less likely in SOT bitcells, both read and write access devices can be tuned in accordance with the lower current requirements [26], [27]. The read and write current requirements of STT and SOT bitcells can have a crucial impact on the eventual MRAM characteristics because they affect the CMOS access transistors, bitcell area, and peripheral logic. Thus, a comparison of these bitcells and the traditional SRAM merits a meticulous analysis that take these factors into account.

Prior work has proposed effective approaches to overcome the shortcomings of emerging NVM technologies such as using hybrid SRAM and NVM-based caches that utilize the complementary features of different memory technologies [28]–[51], relaxing non-volatility properties to reduce the high write latency and energy [32]–[35], and implementing cache replacement policies [36]–[38] for higher level caches such as L1 caches and register files. However, NVM technology appears to be a better choice for lower level caches such as L2 or L3 caches due to its long write latency and high cell density. Higher level L1 caches are latency-sensitive and optimized for performance, whereas last-level caches are capacity-sensitive and optimized for a high hit rate to reduce off-chip memory accesses. Therefore, NVM-based caches provide a better use case for replacing SRAM in last-level caches due to their high cell density when compared to SRAM-based caches. To this end, we evaluate power, performance, and area of NVM technology when used for last-level caches in GPU platforms.

While prior work has shown the potential of NVM technologies for generic applications to some extent, there is a need for a cross-layer analysis framework to explore the potential of NVM technologies in GPU platforms, particularly for DL workloads. The most commonly used modeling tool for emerging NVM technologies is NVSim [39], a circuit-level model for performance, energy, and area estimation. However, NVSim is not sufficient to perform a detailed cross-layer analysis for NVM technologies for DL workloads since it does not take architecture-level analysis and application-specific memory behavior into account. In this paper, we incorporate NVSim with our cross-layer modeling and optimization flow including

![Figure 2: Overview of the cross-layer analysis flow](image)

| NVSim | DeepNVM++ | NVSim++ |
|-------|-----------|---------|
| Circuit-Level Characterization | SPICE | Circuit-Level Characterization | SPICE |
| Cache Design Exploration | NVSim | Iso-Area Cache Configuration | NVSim |
| Optimization Target | Energy, Latency, Area, etc. | Performance and Energy Analysis | Energy, Latency, EDP |
| Target Platform | DL Workload | Memory Statistics | Scalloplity |
| GPU Profiling | Iso-Capacity | DeepNVM++ | Analyze and Optimize |
| Configuration | Iso-Area | | |
novel architecture-level iso-capacity and iso-area analysis flow to perform design space exploration for conventional SRAM and emerging NVM caches for DL workloads. This paper makes the following novel contributions:

1) **Circuit-level bitcell characterization.** We perform detailed circuit-level characterization combining a commercial 16nm CMOS technology and prominent STT [40] and SOT [41] models from the literature to iterate through our framework in an end-to-end manner to demonstrate the flexibility of DeepNVM++ for future studies.

2) **Microarchitecture-level cache design exploration.** We use NVSim [39] to perform a fair comparison between SRAM, STT-MRAM, and SOT-MRAM by incorporating the circuit-level models developed in 1) using 16nm technology and choosing the best cache configuration for each of them.

3) **Iso-capacity analysis.** To compare the efficacy of MRAM caches to conventional SRAM caches, we perform our novel iso-capacity analysis based on actual platform profiling results for the memory behavior of various DNNs by using the Caffe framework [42] on a high-end NVIDIA 1080 Ti GPU (implemented in 16nm technology) for the ImageNet dataset [43].

4) **Iso-area analysis.** Because of their different densities, we compare SRAM and NVM caches in an iso-area analysis to quantify the benefits of higher density of NVM technologies on DL workloads running on GPU platforms. Since existing platforms do not support resulting iso-area cache sizes, we extend the GPGPU-Sim [44] simulator to run DL workloads and support larger cache capacities for STT-MRAM and SOT-MRAM.

5) **Scalability analysis.** Finally, we perform a thorough scalability analysis and compare SRAM, STT-MRAM, and SOT-MRAM in terms of power, performance, and area to project and gauge the efficacy of NVM and SRAM-based caches for DL workloads as cache capacity increases.

To the best of our knowledge, putting everything together, DeepNVM++ is the first comprehensive framework for cross-layer characterization, modeling, and analysis of emerging NVM technologies for deep learning workloads running on GPU platforms. Our results show that in the iso-capacity case, STT-MRAM and SOT-MRAM achieve up to $3.8 \times$ and $4.7 \times$ energy-delay product reduction and $2.4 \times$ and $2.8 \times$ area reduction compared to SRAM baseline, respectively. In the iso-area case, STT-MRAM and SOT-MRAM achieve up to $2 \times$ and $2.3 \times$ energy-delay product reduction and accommodate $2.3 \times$ and $3.3 \times$ cache capacity compared to SRAM, respectively.

The rest of the paper is organized as follows. In Section III, we describe the details of our methodology from circuit to microarchitecture-level characterization, modeling, and analysis to obtain SRAM, STT-MRAM, and SOT-MRAM cache parameters. We also detail our iso-capacity and iso-area analysis methodology. In Section IV, we show experimental results demonstrating the efficiency of STT-MRAM and SOT-MRAM over the conventional SRAM for iso-capacity and iso-area cases. Furthermore, we perform a scalability analysis and show the PPA of SRAM, STT-MRAM, and SOT-MRAM. Next, we discuss the implications of the results shown in this paper in Section V. Finally, Section VI concludes the paper by summarizing the results.

### III. Methodology

In this section, we present our cross-layer analysis framework, as shown in Figure 2. First, we show our detailed circuit-level characterization analysis using CMOS, STT, and SOT device models (Section III-A). After developing bitcell models, we present our microarchitecture-level cache design methodology to obtain cache area, latency, and energy results (Section III-B). Next, we describe our iso-capacity analysis in which we gather actual memory statistics through GPU profiling (Section III-C). Finally, we detail ouriso-area analysis in which we extend GPGPU-Sim to run deep learning workloads and support larger cache capacities for STT-MRAM and SOT-MRAM (Section III-D).

#### A. Circuit-level NVM Characterization

A vast majority of work in the literature uses simple bitcell models [26] to assess the PPA of corresponding cache designs. Because bitcells are the core components of the memory, the methodology to calculate the bitcell latency, energy, and area is crucial for accurate comparisons. To this end, we use a commercial 16nm bitcell design as a baseline as we model the STT and SOT bitcells. This technology node also matches the fabrication technology of the GPU platform that we use to gather actual memory statistics in Section III-C.

The key bitcell parameters needed for cache modeling are read and write currents and latency values for high-to-low and low-to-high resistive transitions. These parameters can be optimized by tuning the size of the access transistors. While larger access transistors enable faster reads and writes, they increase the energy consumption and the bitcell layout size.

For our simulations, we used perpendicular to the plane STT [40] and SOT [41] models and a commercial 16nm FinFET model that takes post-layout effects into account. To find the latency and energy parameters, we used parametrized SPICE netlists wherein the read/write pulse widths were modulated to the point of failure. Furthermore, we swept a range of fin counts for the access devices to find the optimal balance between the latency, energy, and area. To calculate the bitcell area for the 16nm layout design rules, we used the bitcell area formulations provided in prior work [45].

| TABLE I: STT-MRAM and SOT-MRAM bitcell parameters after device level characterization |
|-------------|-----------------|-----------------|
| Parameter   | STT-MRAM         | SOT-MRAM        |
| Sense Latency (ps) | 650             | 650             |
| Sense Energy (pJ)  | 0.0176          | 0.0200          |
| Write Latency (ps) | 8400 (set) / 7780 (reset) | 313 (set) / 243 (reset) |
| Write Energy (pJ)  | 1.1 (set) / 2.2 (reset) | 0.08 (set) / 0.08 (reset) |
| Fin Counts       | 4 (read/write)  | 5 (write) + 1 (read) |
| Area (normalized) | 0.34*           | 0.29*           |

*: Area is normalized with respect to the foundry SRAM bitcell
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We summarize the obtained bitcell parameters in Table I. The sensing delay is measured from wordline activation to the point where the bitline voltage difference reaches 25mV. The sense energy is the integration of the power consumed over the sensing time window. For both magnetic flavors, the sense delay is similar; however, SOT-MRAM is more energy-efficient in terms of read operation owing to the separation of the read/write terminals. The write latency in this context refers to the time between the arrival of the write enable signal to the access transistor and a complete magnetization change for the MTJ. The write latencies for STT and SOT bitcells are significantly different, as expected. This difference can be seen in the energy values as well. A bigger access device is needed in order to enable a larger current flow to the STT bitcell. The isolation of the read and the write terminals in the SOT bitcell allows for a smaller write access device. The area values are normalized by the foundry bitcell area. We highlight the significant area difference and demonstrate its impact on the cache characteristics in Section III-B. We use these bitcell parameters for energy-delay-area product (EDAP) optimized cache design exploration as discussed in the next section.

B. Microarchitecture-level Cache Design Exploration

Algorithm 1: EDAP-Optimal Cache Tuning Algorithm

```matlab
mem ∈ M = {SRAM, STT, SOT};
cap ∈ C = {1, 2, 4, 8, 16, 32};
opt ∈ O = {ReadLatency, WriteLatency, ReadEnergy, WriteEnergy, ReadEDP, WriteEDP, Area, Leakage};
acc ∈ A = {Normal, Fast, Sequential};
for each mem ∈ M do
    for each cap ∈ C do
        Q ← ∞;
        for each opt ∈ O do
            for each acc ∈ A do
                Q ← calculate(EDAP);
                if Q < Q’ then
                    Q’ ← Q;
            end
        end
        TunedConfig.append(argv(Q));
    end
end
return TunedConfig;
```

In order to demonstrate the impact of using STT and SOT bitcells in L2 caches, we use NVSim [39], a circuit-level analysis framework that delivers energy, latency, and area results. After developing NVSim-compatible bitcell models as described in Section III-A, we analyzed a range of cache capacities (1MB to 32MB) for all possible configurations and cache access types to demonstrate the potential of STT-MRAM and SOT-MRAM as the cache capacity tends to grow. Such a scalability study will help in determining the benefits of switching from conventional SRAM to NVM-based caches in future GPU platforms as depicted by the trend in Figure I.

Algorithm 1 depicts the EDAP-optimal cache tuning algorithm. Based on the optimization target used in NVSim, the cache PPA values vary substantially. Therefore, we independently choose the best configuration for each type of memory technology in terms of EDAP metric to perform a fair comparison that encompasses all and not just one of the design constraint dimensions. As described in Section III-A, we use a commercial 16nm bitcell design. To ensure a correct analysis, we modified the internal technology file of NVSim to the corresponding 16nm technology parameters. Next, we compare SRAM, STT-MRAM, and SOT-MRAM for various cache capacities in terms of area, latency, and energy results. Based on these, we determine the EDAP for the cache (as denoted by calculate(EDAP) in Algorithm 1).

Table II shows the latency, energy, and area results that correspond to the cache capacity of 1080 Ti GPU (3MB) and to the larger MRAM caches that fit into the same area of SRAM baseline. We convert read and write latencies to clock cycles based on 1080 Ti GPU’s clock frequency for our calculations. For STT-MRAM and SOT-MRAM, we show parameters for both iso-capacity and iso-area when compared to SRAM. We use these parameters to evaluate the workload dependent impact of memory choices using DL workloads with diverse structures and multiply-accumulate operations (MACs) configurations.

The energy and latency benefits of STT-MRAM and SOT-MRAM depend on the data characteristics of a given workload. To account for differences in the data-related read/write characteristics, we used a simple model where we multiply the number of read and write transactions by the corresponding latency and energy values for those operations.

| Table II: Latency, energy, and area results for SRAM, STT-MRAM, and SOT-MRAM caches for iso-capacity and iso-area configurations. |
|---|---|---|---|---|---|---|---|
| Capacity (MB) | SRAM | STT-MRAM | SOT-MRAM | SRAM | STT-MRAM | SOT-MRAM |
| Read Latency (ns) | 2.91 | 2.98 | 4.58 | 3.71 | 6.69 |
| Write Latency (ns) | 1.53 | 9.31 | 10.06 | 1.38 | 2.47 |
| Read Energy (nJ) | 0.35 | 0.84 | 0.93 | 0.49 | 0.51 |
| Write Energy (nJ) | 0.32 | 0.31 | 0.43 | 0.22 | 0.40 |
| Leakage Power (mW) | 6442 | 748 | 1706 | 327 | 1434 |
| Area (mm²) | 5.53 | 2.34 | 5.12 | 1.95 | 5.64 |

Implications in architecture-level analysis. To gauge the benefits of using MRAM technology, we consider two scenarios: (i) First, one could replace the SRAM cache in a GPU with the same capacity MRAM with a smaller area. (ii) Alternatively, by using the same area dedicated to the cache, one can increase the on-chip cache capacity, thereby reducing costly DRAM traffic. We analyze and discuss both approaches through platform profiling results for iso-capacity scenario and a set of architecture-level simulations for iso-area scenario.

C. Architecture-level Iso-Capacity Analysis

As the platform target to demonstrate our work, we use a high-end 1080 Ti GPU which is fabricated in a commercial 16nm technology node which also matches our bitcell and cache models. We use the Caffe [42] framework to run various
DNNs such as AlexNet [46], GoogLeNet [47], VGG-16 [48], ResNet-18 [49], and SqueezeNet [50] for the ImageNet [43] dataset as shown in Table III. Our analysis is generalizable to other types of neural network architectures since we cover a wide range of DNN configurations with various workload characteristics. We use the NVIDIA profiler [51] to obtain the device memory and L2 cache read and write transactions to better understand both on-chip and off-chip memory behavior of DNN workloads.

D. Architecture-level Iso-Area Analysis

Since the iso-area larger capacities enabled by higher density NVM implementations do not exist in existing platforms, we use GPGPU-Sim [44] to explore power and performance implications of having these larger L2 caches in GPU architectures for DNN workloads. For comparison, we model the high-end GTX 1080 Ti GPU. The configurations for 1080 Ti GPU are shown in Table IV. We extend the GPGPU-Sim simulator to support the cache capacity of GTX 1080 Ti GPU. This GPU is built using a commercial 16nm technology node which matches our bitcell and cache models. In particular, for GPGPU-Sim compatibility, we set L2 cache capacity to 3MB. We use this capacity for our analysis in the rest of the paper. We measure the number of DRAM transactions to quantify and better understand the relationship between larger L2 caches and the overall system power and performance. As a DNN benchmark, we use AlexNet [46] with the ImageNet [43] dataset which is provided by the DarkNet [52] framework. We extend DarkNet source code to enable deep learning workloads on GPGPU-Sim.

IV. RESULTS

We analyze STT-MRAM and SOT-MRAM in terms of energy, performance, and area results by using GPU profiling. We plan to open source our framework after publication to enable future research on GPU architectures for deep learning workloads.
results for both iso-capacity and iso-area cases in Section IV-A and Section IV-B, respectively. In Section IV-B, we use iso-area cache parameters as shown in Table II and we use GPGPU-Sim to quantify the DRAM access reduction in the iso-area case at larger cache capacities. We include DRAM accesses in our performance and energy calculations for iso-area case. In Section IV-C, we perform a scalability analysis to project the implications of the current GPU trend shown in Figure 1 on performance and energy results.

A. Performance and Energy Results for Iso-Capacity

By combining the actual technology-dependent latency and energy metrics from Table II, we can perform a performance and energy analysis for replacing conventional SRAM caches with MRAM caches. We choose batch size 4 for inference and 64 for training for our workloads as it is typically used in related work [53].

Figure 3 shows normalized dynamic energy and leakage energy breakdown results for 1080 Ti GPU based on actual platform memory statistics and our MRAM cache models at the same cache capacity. We use our cache parameters and profiling results to calculate results for various DNNs for both inference and training workloads.

In Figure 3, we observe that STT-MRAM has $2.1 \times$ to $4.6 \times$ dynamic energy whereas SOT-MRAM has $1.3 \times$ to $7.6 \times$ dynamic energy reduction as batch size increases. On the other hand, SOT-MRAM provides $7.2 \times$ to $7.6 \times$ EDP reduction when compared to SRAM baseline. For inference, STT-MRAM and SOT-MRAM achieve $4.1 \times$ to $5.4 \times$ and $7.1 \times$ to $7.3 \times$ EDP reduction, respectively. These results also confirm the different workload characteristics of training and inference. STT-MRAM provides higher EDP reduction for training workloads as batch size increases. On the other hand, SOT-MRAM follows the same pattern for inference workloads due to their different access characteristics as shown in Table II. We observe that training workloads become more read dominant whereas inference workloads have lower read/write ratio as batch size increases.

B. Performance and Energy Results for Iso-Area

As in the iso-capacity study, for iso-area analysis we use a batch size 4 for inference and 64 for training. Figure 6 shows the reduction in the total number of DRAM accesses in percentage (%). In more detail, STT-MRAM and SOT-MRAM achieve $5.1 \times$ and $8.6 \times$ energy reduction on average across all workloads compared to the baseline, respectively, due to their significantly low leakage energy. Moreover, Figure 6 shows that STT-MRAM and SOT-MRAM provide up to $3.8 \times$ and $4.7 \times$ EDP reduction and $2.4 \times$ and $2.8 \times$ area reduction, respectively.
Fig. 7: Dynamic energy (left chart) and leakage energy (right chart) (lower is better) normalized with respect to SRAM by using STT-MRAM (7MB) and SOT-MRAM (10MB) with iso-area for inference (I) and training (T) stages.

Fig. 8: Iso-area energy-delay product results for STT-MRAM (7MB) and SOT-MRAM (10MB) (lower is better) normalized with respect to SRAM-based caches for inference (I) and training (T) stages without (left chart) and with (right chart) DRAM energy and latency.

We show that although the cache latency and energy results for STT-MRAM and SOT-MRAM do not outperform SRAM results at larger cache capacities as shown in Table II, they do outperform SRAM when costly off-chip DRAM accesses are also considered in EDP calculations. To this end, Chen et al. \[54\] showed that the normalized energy cost of a global buffer access relative to a MAC operation is $6\times$, whereas a DRAM access is $200\times$ for a machine learning hardware accelerator. By the same token, the higher cell density of NVM can be exploited to shift the memory traffic from DRAM to L2 cache to further improve power and performance of the overall system. This approach can dramatically reduce the total number of costly DRAM accesses and reduce data movement, which is a daunting impediment for achieving energy-efficient machine learning hardware \[53\]–\[57\].

C. Scalability Analysis

As shown in Figure \[1\] the current trend for NVIDIA GPUs is towards increasing L2 size with each new GPU generation. The most recent high-end NVIDIA GPUs have even up to 6MB L2 cache to further improve performance of the system by reducing costly off-chip memory accesses. However, SRAM has a scalability problem due to its high leakage and large bitcell area, which poses a significant challenge to further continue the current GPU trend. To this end, non-volatile memory technologies come to the rescue of future GPU architectures since their PPA scale better as cache equivalents that fit into the same area significantly reduces the total number of DRAM transactions by 14.6% and 19.8%, respectively for 1080 Ti GPU.

Figure \[7\] shows normalized dynamic energy and leakage energy breakdown results for 1080 Ti GPU based on actual platform memory statistics and our MRAM cache models at the same area. We use our iso-area cache parameters in which STT-MRAM (7MB) and SOT-MRAM (10MB) have larger cache capacities for the same area budget with SRAM. We use these cache parameters and profiling results to calculate results for various DNNs for both inference and training workloads.

In Figure \[7\] we observe that STT-MRAM has $2.5\times$ dynamic energy whereas SOT-MRAM has $1.4\times$ dynamic energy on average when compared to SRAM baseline. On the other hand, Figure \[7\] also shows that STT-MRAM and SOT-MRAM provide $2.1\times$ and $2.3\times$ lower leakage energy on average when compared to SRAM, respectively. Based on this result, STT-MRAM and SOT-MRAM achieve $2\times$ and $2.3\times$ lower energy when compared to SRAM.

Furthermore, Figure \[8\] shows that STT-MRAM and SOT-MRAM provide $1.1\times$ and $1.2\times$ EDP reduction and $2.3\times$ and $3.3\times$ larger cache capacity on average across all workloads when compared to SRAM and off-chip DRAM accesses are not included in the calculations, respectively. When DRAM accesses are included in determining EDP, as shown in Figure \[8\] STT-MRAM and SOT-MRAM provide $2\times$ and $2.3\times$ EDP reduction on average across all workloads when compared to SRAM, respectively.
capacity increases. Therefore, there is a need for a scalability analysis to project and quantify performance and energy gains that can be achieved by using more scalable memory solutions.

To this end, we perform a scalability analysis by first comparing SRAM, STT-MRAM, and SOT-MRAM for various cache capacities in terms of area, latency, energy results following the DeepNVM++ framework methodology as described in Section III. Therefore, each memory technology is optimized for EDAP objective at each cache capacity independently to make a fair comparison among SRAM, STT-MRAM, and SOT-MRAM. Next, we evaluate and show how NVM-based caches behave in terms of performance and energy when compared to conventional SRAM-based caches for deep learning workloads in a scalability analysis.

**Area.** Figure 9(a) demonstrates the impact of higher cell density of MRAMs on the area of caches compared to SRAM. The area difference between SRAM and the MRAM variants grow significantly as the cache capacity increases. The main reason of this difference comes from the bitcell area difference between SRAM and MRAMs as shown in the last row of Table I. Particularly for deeply scaled technology nodes wherein interconnects account for a significant portion of parasitics, bigger bitcells translate to longer wires, bigger buffers, and peripheral logic. Therefore, STT-MRAM and SOT-MRAM caches become more area-efficient when compared to SRAM caches as cache capacity increases.

**Latency.** Figure 9(b) shows that for capacities smaller than 3MB SRAM offers lower read latency, whereas both MRAM variants have lower read latency than SRAM beyond 4MB. In terms of write latency, STT-MRAM has always the highest among all memory technologies due to its inherent device characteristic. In contrast, the write latency of SOT-MRAM becomes increasingly smaller than that of SRAM. Moreover, the write latency of SRAM almost matches that of STT-MRAM at 32MB.

**Energy.** In terms of read access energy, Figure 9(c) shows that 7MB is a break even point where SOT-MRAM becomes more efficient than SRAM whereas STT-MRAM clearly has the highest read energy among all memories. Regarding write access energy, SOT-MRAM is the most efficient option whereas SRAM consumes the most energy for a write operation beyond 3MB.

Based on these PPA results, we perform a detailed scalability analysis for SRAM, STT-MRAM, and SOT-MRAM. In Figure 10, we show the normalized energy, latency, and EDP results with respect to SRAM for STT-MRAM and SOT-MRAM for various cache capacities. As it can be seen, STT-MRAM and SOT-MRAM provide lower energy and latency results as cache capacity increases.

In terms of energy, STT-MRAM and SOT-MRAM provide lower energy as cache capacity increases. Specifically, STT-MRAM and SOT-MRAM caches achieve up to 31.2× and 36.4× energy reduction as cache capacity increases, respectively. In terms of latency, STT-MRAM and SOT-MRAM have higher latency results for cache capacities up to 4MB, whereas both MRAM variants have lower latency results when compared to SRAM beyond that point. In more detail, SRAM provide up to 3.2× and 2× latency reduction for small cache capacities when compared to STT-MRAM and STT-MRAM, respectively. However, STT-MRAM and SOT-MRAM achieve up to 2.1× and 2.6× latency reduction as cache capacity increases, respectively. In terms of EDP, we show that STT-MRAM and SOT-MRAM provide up to 65× and 95× EDP reduction when compared to SRAM, respectively.

Therefore, we conclude that for latency-critical applications, SRAM-based caches become a more suitable option when compared to MRAM variants for small cache capacities whereas MRAMs provide more energy-efficient solutions. Although SRAM provide lower EDP results for smaller cache capacities, STT-MRAM and SOT-MRAM outperform SRAM by orders of magnitude for larger cache capacities due to their better PPA scalability when compared to SRAM. These results show that a significant portion of the overall system energy or latency is saved and can be used for additional on-chip resources or capabilities that are not available now.

V. DISCUSSION

In this section, we discuss the implications of the results shown in this paper. We also share the potential future directions to guide our community to better explore the use of non-volatile memories for deep learning workloads in different design spaces.

**Scalability is a major problem for SRAM.** As we show in Figure 9 and Section IV-C, one of the key challenges for the current GPU architectures is the scalability problem of
SRAM due to its significantly high leakage energy and large area when compared to STT-MRAM and SOT-MRAM. We observe that there is a current trend in GPU architectures towards increasing L2 cache capacity and we show that SRAM has significant scalability problems in terms of area, latency, and energy. We show that STT-MRAM and SOT-MRAM have promising solutions for larger cache capacities which can maintain the current trend shown in Figure 1 with increasing performance and energy benefits.

Implications of dense NVM caches on logic usage. Figure 9(a) shows the area results for SRAM, STT-MRAM, and SOT-MRAM for various cache capacities. We note that STT-MRAM and SOT-MRAM provide increasingly smaller area than SRAM as cache capacity increases. For the same cache capacity, STT-MRAM and SOT-MRAM provide 58% and 65% area reduction on average, respectively. Therefore, the remaining whitespace can be utilized by cramming more processing elements, register files, or L2 cache on the die. This analysis is left for future work.

As CMOS scaling issues limit the affordable improvement of computing systems, our results from device-level simulations to actual GPU profiling show that MRAMs are extremely promising candidates. Particularly, as STT-MRAM and SOT-MRAM fabrication processes become more mature, system-level benefits of STT-MRAM and SOT-MRAM can be maximized, enabling faster and more energy-efficient computation.

Mobile design space exploration for NVM. In this work, we explore the GPU architecture design space to un-
veil the potential of non-volatile memories for deep learning workloads. Having said that, we note that inference at the edge devices also becomes a common practice for many service providers such as Google [58] and Facebook [60] to improve user experience by reducing latency and preserving the private user data on device [61]. To this end, Wu et al. [60] shows that majority of mobile inference for Facebook workloads run on mobile CPUs. Mobile platforms have various resource constraints such as energy, memory, and computing capabilities. Thus, last-level caches of mobile CPUs or hardware accelerators can also be replaced by STT-MRAM and SOT-MRAM to improve performance and energy by reducing leakage energy and costly off-chip memory accesses due to their non-volatility and higher cell density [62]–[65]. Therefore, the design space exploration of STT-MRAM and SOT-MRAM for mobile CPUs and hardware accelerators for inference workloads merits further research.

VI. CONCLUSION

In this paper, we present the first cross-layer analysis framework to characterize, model, and analyze various NVM technologies in GPU architectures for deep learning workloads. Our novel framework can be used to further explore the feasibility of emerging NVM technologies for DL applications for different design choices such as technology nodes, bitcell models, DL workloads, cache configurations, optimization targets, and target platforms.

Our results show that in the iso-capacity case, STT-MRAM and SOT-MRAM provide up to $3.8 \times$ and $4.7 \times$ EDPR reduction and $2.4 \times$ and $2.8 \times$ area reduction when compared to SRAM, respectively. In the iso-area case, STT-MRAM and SOT-MRAM achieve up to $2 \times$ and $2.3 \times$ EDPR reduction and accommodate $2.3 \times$ and $3.3 \times$ cache capacity when compared to SRAM, respectively. Finally, we perform a scalability analysis and show that STT-MRAM and SOT-MRAM outperform their SRAM counterpart by orders of magnitude in terms of energy-delay product for large cache capacities. The newly created energy or latency slack can be used for additional on-chip resources or capabilities that are currently not possible.
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