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Abstract

We study the nature of the phase transition of lattice gauge theories at high temperature and high density by focusing on the probability distribution function, which represents the probability that a certain density will be realized in a heat bath. The probability distribution function is obtained by creating a canonical partition function fixing the number of particles from the grand partition function. However, if the $Z_3$ center symmetry, which is important for understanding the finite temperature phase transition of $SU(3)$ lattice gauge theory, is maintained on a finite lattice, the probability distribution function is always zero, except when the number of particles is a multiple of three. For $U(1)$ lattice gauge theory, this problem is more serious. The probability distribution becomes zero when the particle number is nonzero. This problem is essentially the same as the problem that the expectation value of the Polyakov loop is always zero when calculating with finite volume. In this study, we propose a solution to this problem. We also propose a method to avoid the sign problem, which is an important problem at finite density, using the center symmetry. In the case of $U(1)$ lattice gauge theory with heavy fermions, numerical simulations are actually performed, and we demonstrate that the probability distribution function at a finite density can be calculated by the method proposed in this study. Furthermore, the application of this method to QCD is discussed.
I. INTRODUCTION

Various results have been obtained so far in heavy-ion collision experiments to generate quark-gluon plasma. In particular, recently, there has been a great deal of interest in the phase transition of QCD in the high-density region. One of the most interesting topics is the verification that the first-order phase transition appears at high density, which is expected from the phenomenological discussion. Since the critical point at which the low-density crossover changes to the first-order phase transition is the second-order phase transition, the fluctuation of the thermodynamic quantity of the heat bath increases as the particle density approaches the critical point.

In order to investigate the existence of such a critical point, the measurement of event-by-event fluctuations for conserved quantities such as net quark number and charge amount is attracting attention. Furthermore, higher-order cumulants such as kurtosis and skewness have characteristic behaviors near the critical point, so they are also important physical quantities [1–4]. On the other hand, in the numerical calculation of lattice QCD, which is the first-principles calculation, variance, skewness, and kurtosis can be calculated by the Taylor expansion method in the low-density region [5–12]. These are information about the shape of the probability distribution function (histogram) of the quark number or the charge.

The probability distribution function of the quark number can be obtained by computing the canonical partition function [13–24]. In this study, we calculate the probability distribution function of quark number. The probability distribution function is a function that expresses the probability that a physical quantity will be a certain value. Then, we aim to establish a method to determine the critical chemical potential (density) by numerical simulations of lattice QCD. If there is a first-order phase transition, two states appear with equal probability at the phase transition point. Therefore, if we calculate the probability distribution function and investigate its shape, we can determine whether the phase transition is first order, second order, or crossover.

The numerical calculation of the canonical partition function was performed in Ref. [16] by a saddle point approximation in two flavor lattice QCD. In the high-density region, the probability distribution function at the phase transition point has two peaks, indicating that the first-order phase-transition region exists. However, since it is a finite density system, the sign problem arises in the calculation of the canonical partition function. In Ref. [16], the sign problem is avoided by introducing an approximation that assumes that the probability distribution of the complex phase of the quark determinant, which causes the sign problem, is a Gaussian function. This approximation can be justified in the high-temperature phase, but in the low-temperature phase, the validity of the approximation is only that the actual numerical result is similar to the approximation function.

Moreover, the calculation of Ref. [16] is implicitly limited to the case where the number of quarks is a multiple of three. This is because, when calculated straightforwardly, the probability distribution function becomes zero except for multiples of three due to the $Z_3$-center symmetry. The $Z_3$-center symmetry is an important symmetry for understanding the deconfinement phase transition of QCD as a spontaneous symmetry breaking. If the symmetry is strictly maintained under the $Z_3$ center transformation, only states where the net quark number is zero or a multiple of three are realized. It is consistent with the existence of only mesons (quark and antiquark) and baryons (three quarks) in the confined phase where symmetry is maintained. The deconfinement phase is realized by the spontaneous symmetry breaking.
breaking, which allows the quark to exist alone. However, the symmetry is not broken in the actual numerical calculation with finite volume. In other words, as long as there is symmetry, the number of quarks will always be a multiple of three.

In order to discuss phase transitions due to spontaneous symmetry breaking by a correct procedure, it is necessary to add an infinitesimal external field to break the symmetry and investigate the behavior in the limit of infinite volume. We will discuss this issue in detail in Sec. III. Moreover, in the case of $U(1)$ lattice gauge theory, the particle number probability distribution function is zero except when the net particle number is zero because of the $U(1)$ center symmetry. This is reasonable in the confinement phase (disordered phase), but in the deconfinement phase (ordered phase), the net particle number can be nonzero.

This paper is organized as follows. In the next section, we introduce the probability distribution function of the particle density, which is given by the canonical partition function. Then, we discuss problems caused by the center symmetry in the calculation of the canonical partition function in Sec. III. A method to calculate the canonical partition function by a saddle point approximation is explained in Sec. IV. For the case of $U(1)$ lattice gauge theory, the sign problem in the canonical approach is avoided at the same time. We demonstrate this method for the $U(1)$ gauge theory with heavy dynamical fermions. The results of the probability distribution function of the particle density are shown in Sec. V. Then, the application to QCD is discussed in Sec. VI. Our conclusions are given in Sec. VII.

II. CANONICAL PARTITION FUNCTION AND PARTICLE DENSITY PROBABILITY DISTRIBUTION FUNCTION

The relation between the grand partition function $Z_{GC}(T, \mu)$ with the chemical potential $\mu$ and the canonical partition function $Z_C(T, N)$ with the particle number $N$ is given by the fugacity expansion,

$$Z_{GC}(T, \mu) = \sum_{N=\infty}^{\infty} Z_C(T, N) e^{N\mu/T}$$

at each temperature $T$. The left-hand side of this equation, $Z_{GC}(T, \mu)$, is the normalization factor of the Boltzmann weight and is classified by $N$ in the right-hand side. Hence, $Z_C(T, N) e^{N\mu/T}$ can be regarded as a weight factor for each $N$, and the probability distribution of $N$ is in proportion to $Z_C(T, N) e^{N\mu/T}$.

Here, we introduce an effective potential as a function of the particle number $N$ by the canonical partition function $Z_C(T, N)$,

$$Z_{GC}(T, \mu) = \sum_{N=\infty}^{\infty} e^{-V_{\text{eff}}(T, N)},$$

$$V_{\text{eff}}(T, N) = - \ln Z_C(T, N) - \frac{N\mu}{T}.$$  (3)

We note that there is an uncertainty in adding a constant to $V_{\text{eff}}$, which corresponds to an indefiniteness of a constant multiple of $Z_{GC}$. The generation probability is maximized when the number of particles $N$ where $V_{\text{eff}}(T, N)$ is the minimum. We introduce the particle density $\rho$ as $\rho = N/V$, where $V$ is the spatial volume. For sufficient large $V$, the minimum
point is obtained from the derivative of $V_{\text{eff}}(T, V\rho)$,

$$\frac{1}{V} \frac{\partial V_{\text{eff}}(T, V\rho)}{\partial \rho} = - \frac{1}{V} \frac{\partial \ln Z_C(T, V\rho)}{\partial \rho} - \frac{\mu}{T} = 0. \quad (4)$$

Hence, the derivative $- (1/V) \partial \ln Z_C/\partial \rho$ is the $\mu/T$ where the particle density with the maximum generation probability is $\rho$.

The grand partition function of $N_f$ flavor QCD is defined by

$$Z_{GC}(T, \mu_1, \mu_2, \cdots, \mu_{N_f}) = \int \mathcal{D}U \prod_{f=1}^{N_f} \det M(\kappa_f, \mu_f/T) \ e^{-S_q}, \quad (5)$$

where $\kappa_f$ is the hopping parameter and $\mu_f$ is the chemical potential for the $f$th flavor. The action we study consists of the gauge action and the fermion action,

$$S = S_g + S_q, \quad (6)$$

where the gauge action is the standard plaquette action given by

$$S_g = -6N_{\text{site}} \beta \hat{P} \quad (7)$$

with $N_{\text{site}} = N_s^3 \times N_t$ the space-time lattice volume and $\hat{P}$ the plaquette operator. For the case of the standard plaquette gauge action of $SU(N_c)$ gauge theory, the gauge coupling parameter is $\beta = 2N_c/g^2$ and

$$\hat{P} = \frac{1}{6N_cN_{\text{site}}} \sum_{x, \mu<\nu} \text{Re tr} \left[ U_{x,\mu} U_{x+\mu,\nu} U_{x+\nu,\mu} U_{x,\nu} \right]. \quad (8)$$

Here, $U_{x,\nu}$ is the link variable in the $\nu$ direction at site $x$ and $x + \hat{\nu}$ the next site in the $\nu$ direction from $x$. For fermions, we adopt the standard Wilson fermion action given by

$$S_q = \sum_{f=1}^{N_f} \sum_{x,y} \bar{\psi}^{(f)}(x) M_{xy}(\kappa_f, \mu_f/T) \psi^{(f)}(y), \quad (9)$$

where $\psi^{(f)}$ is the fermion field and $M_{xy}$ is the Wilson fermion kernel

$$M_{xy}(\kappa_f, \mu_f/T) = \delta_{xy} - \kappa_f \left\{ \begin{array}{l} 3 \left[ (1 - \gamma_i) U_{x,i} \delta_{y,x+i} + (1 + \gamma_i) U^\dagger_{y,i} \delta_{y,x-i} \right] \\ + e^{\mu_f a}(1 - \gamma_4) U_{x,4} \delta_{y,x+4} + e^{-\mu_f a}(1 + \gamma_4) U^\dagger_{y,4} \delta_{y,x-4} \end{array} \right\}. \quad (10)$$

The lattice spacing is $a$. Since $T = (N_t a)^{-1}$, the dimensionless ratio $\mu_f/T = \mu_f a N_t$.

To discuss the chemical potential dependence of the fermion determinant, we perform hopping parameter expansion in the vicinity of the heavy fermion limit, $\kappa = 0$. (See e.g. Sec. 5.1.3 of Ref. [25] or Sec. 11 of Ref. [26].) For each flavor, we have

$$\ln \left[ \frac{\det M(\kappa, \mu/T)}{\det M(0, 0)} \right] = \sum_{n=1}^{\infty} \frac{1}{n!} \left[ \frac{\partial^n \ln \det M}{\partial \kappa^n} \right]_{\kappa=0} \kappa^n = \sum_{n=1}^{\infty} \frac{B_n}{n!} \kappa^n, \quad (11)$$
with \( \det M(0, 0) = 1 \) and

\[
B_n \equiv \left[ \frac{\partial^n \ln \det M}{\partial \kappa^n} \right]_{\kappa=0} = (-1)^{n+1}(n-1)! \tr \left[ \left( M^{-1} \frac{\partial M}{\partial \kappa} \right)^n \right]_{\kappa=0} = (-1)^{n+1}(n-1)! \tr \left[ \left( \frac{\partial M}{\partial \kappa} \right)^n \right],
\]

(12)

where \( (\partial M/\partial \kappa)_{xy} \) is the hopping term following \( \kappa_f \) in the right-hand side of Eq. (10). Non-vanishing contributions to the trace of Eq. (12) appear only when the product of the hopping terms forms a connected closed loop in the space-time. Therefore, \( B_n \) are the sum of connected \( n \)-step Wilson loops [27]. We classify them into Wilson-loop-type terms and Polyakov-loop-type terms. The former are independent of the boundary conditions, and the latter are closed by the antiperiodic boundary condition for the time direction. The leading-order (LO) contribution consists of the smallest Wilson-loop-type term, plaquette \( \hat{P} \), defined by Eq. (8), and the smallest Polyakov-loop-type term, Polyakov loop \( \hat{\Omega} \), defined by

\[
\hat{\Omega} = \frac{1}{N_c N_s^3} \sum_{\vec{x}} \tr \left[ U_{\vec{x},4} U_{\vec{x}+\vec{4},4} U_{\vec{x}+\vec{2},4} \cdots U_{\vec{x}+(N_t-1)\cdot\vec{4},4} \right],
\]

(13)

where \( \sum_{\vec{x}} \) means a summation over one time slice.

Because of the antiperiodic boundary condition and gamma matrices in the hopping terms, up to the LO contributions for \( SU(N_c) \) gauge theory [28], Eq. (11) reads

\[
\ln \left[ \prod_{f=1}^{N_t} \det M(\kappa_f, \mu_f/T) \right] = 96 N_c N_{\text{site}} \sum_{f=1}^{N_t} \kappa_f^4 \hat{P} + 2^{N_t+1} N_c N_s^3 \left( \sum_{f=1}^{N_t} \kappa_f^N e^{\mu_f/T} \hat{\Omega} + \sum_{f=1}^{N_t} \kappa_f^N e^{-\mu_f/T} \hat{\Omega}^* \right) + \cdots.
\]

(14)

The first term that is proportional to \( \hat{P} \) can be absorbed into the gauge action by a shift \( \beta \to \beta^* \) with

\[
\beta^* = \beta + 16 N_c \sum_{f=1}^{N_t} \kappa_f^4.
\]

(15)

The next-leading order (NLO) contributions in the Wilson-loop-type terms are the six-step Wilson loops and are typical operators in improved gauge actions. Thus, the contributions of these NLO operators can also be absorbed by a shift of improvement parameters of the gauge action. Because a shift in improvement parameters only affects the lattice discretization errors, the six-step Wilson loop terms will not affect characteristic features of the system in the continuum limit. Moreover, the coefficients of the NLO terms are very small compared to improvement parameters of typical improved actions [29]. In contrast, the terms proportional to the Polyakov-loop-type terms act like external magnetic fields in spin models and thus may change the nature of the phase transition. The higher-order contribution is discussed in Refs. [29–31]. We moreover assume that \( N_t \) is an even number in this study.

As seen in Eq. (14), the Wilson-loop-type terms do not depend on the chemical potential. Since each term of \( U_{x,A} \) in Eq. (10) always appears as a combination of \( e^{\mu_f \sigma} U_{x,A} \) or \( e^{-\mu_f \sigma} U_{x,A}^\dagger \),
the chemical potential dependence of the expansion term containing $n_+ U_{x,A}$ and $n_- U^\dagger_{x,A}$ is $e^{\mu_f a(n_+ - n_-)}$. Because $n_+$ and $n_-$ satisfy $n_+ - n_- = N_a N$ for a closed loop with a winding number $N$, Wilson-loop-type terms do not depend on the chemical potential, and Polyakov-loop-type terms closed by the antiperiodic boundary condition with the winding number $N$ are in proportion to $e^{N N_i \mu_f a} = e^{N \mu_f / T}$. Thus, the expansion terms can be classified by the winding number $N$,

$$\ln [\det M(\kappa, \mu_f / T)] = \sum_{N=-\infty}^{\infty} C_N e^{N \mu_f / T}. \quad (16)$$

$C_N e^{N \mu_f / T}$ is the sum of the terms whose winding number is $N$ in the hopping parameter expansion. If we classify the expansion terms by the winding number, the canonical partition function is obtained. For example, when $N_f = 2$ with the same $\mu$ and $\kappa$, $Z_C(T, N)$ can be calculated from the equation,

$$Z_{GC}(T, \mu) = \int DU (\det M(\kappa, \mu / T))^2 e^{-S_g} = \int DU \exp \left[ \sum_{m=-\infty}^{\infty} C_m e^{m \mu / T} + \sum_{n=-\infty}^{\infty} C_n e^{n \mu / T} \right] e^{-S_g} = \sum_{N=-\infty}^{\infty} Z_C(T, N) e^{N \mu / T} \quad (17)$$

for each term of $e^{N \mu / T}$, if we perform path integral over gauge configurations. Here, $\det_N M$ means the expansion term of $[\det M(\kappa, \mu / T)]^N$ with respect to $N$. Therefore, the fugacity expansion is the winding number $N$ expansion. Then, the chemical potential enlarges the contributions having positive winding number and suppress the contributions having negative winding number.

III. CENTER SYMMETRY AND THE CANONICAL PARTITION FUNCTION

A. $SU(3)$ gauge theory

The quenched QCD, in which no dynamical fermions are included, has $Z_3$ center symmetry. The centers of $SU(3)$ group are \{I, $\omega I$, $\omega^2 I$\}, where $\omega = e^{2\pi i/3}$ and $I$ is the $3 \times 3$ unit matrix. The center transformation is defined as

$$U_{(\bar{x},t),A} \to \omega U_{(\bar{x},t),A} \quad (18)$$

for all $\bar{x}$ in one time slice $t$. Under the center transformation, the system is symmetric, i.e. the gauge action and integral measure $DU$ are invariant. However, the expectation value of Polyakov loop $\Omega$ changes as

$$\langle \Omega \rangle \to \omega \langle \Omega \rangle. \quad (19)$$

If this symmetry is maintained, any expectation values do not change under the center transformation. Then, $\langle \Omega \rangle = \omega \langle \Omega \rangle$ must be satisfied. Thus, $\langle \Omega \rangle$ is zero. Therefore, the
Polyakov loop is regarded as an order parameter of the spontaneous breaking of the center symmetry.

Similarly, under the $Z_3$ center transformation, the canonical partition function of the particle number $N$, $Z_C(T,N)$, changes as

$$Z_C(T,N) \to \omega^N Z_C(T,N) = e^{2\pi Ni/3} Z_C(T,N), \quad (20)$$

since $Z_C(T,N)$ is given as the sum of the expectation values of Polyakov-loop-type operator with a winding number of $N$ as discussed in the previous section. Because the grand partition function is given by the fugacity expansion, $Z_{GC}(T,\mu)$ changes as

$$\sum_{N=-\infty}^{\infty} Z_C(T,N)e^{N\mu/T} \to \sum_{N=-\infty}^{\infty} Z_C(T,N)e^{N\mu/T + 2\pi Ni/3}, \quad (21)$$

and is not invariant under the center transformation when including dynamical fermions. At the same time, this implies

$$Z_{GC}(T,\mu) = Z_{GC}(T,\mu + 2\pi i T/3), \quad (22)$$

since $S_g$ and the integral measure do not change under the center transformation, where we extend the real $\mu$ to a complex number. This symmetry is called Roberge-Weiss symmetry [32].

Moreover, this indicates $Z_C(T,N) = 0$ expect when $N$ is a multiple of 3. Since $\omega^3 = 1$ and $1 + \omega + \omega^2 = 0$,

$$Z_{GC}(T,\mu) = \frac{1}{3} (Z_{GC}(T,\mu) + Z_{GC}(T,\mu + 2\pi i T/3) + Z_{GC}(T,\mu + 4\pi i T/3))$$

$$= \sum_{n=-\infty}^{\infty} Z_C(T,3n)e^{3n\mu/T}, \quad (23)$$

where $n$ is an integer. This means that the number of particles can only exist in multiples of three. This is reasonable in the confinement phase where only baryons and mesons exist. However, in the deconfinement phase, there should be states of all particle numbers. The order parameter of spontaneous symmetry breaking has a nonzero expectation value when one vacuum is selected from multiple vacua in the limit of infinite volume. Thus, the center symmetry is never broken in an actual simulation with finite volume.

**B. $U(1)$ gauge theory**

This problem is more serious in $U(1)$ gauge theory. For the case of $U(1)$ gauge theory, the centers are all elements of $U(1)$ group because of an Abelian group. The link variable is given as $U_{x,\nu} = e^{i\theta_{x,\nu}}$, where $\theta_{x,\nu}$ is a real variable that takes the value of $-\pi < \theta_{x,\nu} \leq \pi$ on a link $(x,\nu)$. The gauge action is given by $S_g = -6N_{\text{site}} \beta \hat{P}$, with $\beta = 1/g^2$ the gauge coupling parameter and $\hat{P}$ the plaquette operator,

$$\hat{P} = \frac{1}{6N_{\text{site}}} \sum_{x,\mu<\nu} \cos \left[ \theta_{x,\mu} + \theta_{x+\mu,\nu} - \theta_{x+\nu,\mu} - \theta_{x,\nu} \right] \quad (24)$$
for the case of the standard plaquette action. When we perform the hopping parameter expansion, the LO contribution of the fermion determinant is given by

$$\ln \left[ \prod_{f=1}^{N_t} \det M(\kappa_f, \mu_f/T) \right] = 96 N_{\text{site}} \sum_{f=1}^{N_t} \kappa_f J \hat{P} + 2^{N_t+1} N_s^3 \left( \sum_{f=1}^{N_t} \kappa_f^N t e^{\mu_f/T} \hat{\Omega} + i \sum_{f=1}^{N_t} \kappa_f^N t e^{\mu_f/T} \hat{\Omega}^* \right) + \ldots .$$

(25)

The Polyakov loop for $U(1)$ gauge theory is

$$\hat{\Omega} = \frac{1}{N_s^3} \sum_\mathbf{x} \exp \left[ i(\theta_{\mathbf{x},4} + \theta_{\mathbf{x}+4,4} + \theta_{\mathbf{x}+24,4} + \cdots + \theta_{\mathbf{x}+N_t 4,4}) \right].$$

(26)

Under the $U(1)$ center transformation: $U(\mathbf{x}, t), 4 \rightarrow e^{i\eta} U(\mathbf{x}, t), 4$ on one time slice $t$, $Z_C(T, N)$ changes as

$$Z_C(T, N) \rightarrow e^{iN\eta} Z_C(T, N).$$

(27)

Since $S_g$ and the integral measure are invariant, $Z_C(T, N) = e^{iN\eta} Z_C(T, N)$. Thus, the canonical partition function is

$$Z_C(T, N) = \frac{1}{2\pi} \int_0^{2\pi} e^{iN\eta} Z_C(T, N) d\eta = 0,$n

(28)

except for $N = 0$. This means that the existence probability of particles that interact with the gauge field is zero. Moreover, the grand partition function is

$$Z_{GC}(T, \mu_\eta) = Z_C(T, 0)$$

(29)

and does not depend on the chemical potential due to the $U(1)$ center symmetry. Since the center symmetry cannot be broken in numerical simulations performed with finite volume, the canonical partition function cannot be calculated correctly.

C. Polyakov loop in $U(1)$ gauge theory

This problem is essentially the same as the problem that the expectation value of the Polyakov loop is always zero in a practical simulation with finite volume. In the case of heavy fermions, i.e. $\kappa$ is sufficiently small, the canonical partition function with $N = 1$ is in proportion to $\langle \hat{\Omega} \rangle$, since the leading contribution is the Polyakov loop term in the hopping parameter expansion of $\ln \det M$ with the winding number one, and $\det_1 M$ in the equation of $Z_C(T, 1)$, e.g. Eq. [17], is proportional to $\hat{\Omega}$. In Fig. [1] we plot complex values of the Polyakov loop on each configuration. The configurations are generated by a heat bath method of $U(1)$ lattice gauge theory [33] with the standard plaquette gauge action and no dynamical fermions. The left panel shows the result of the confinement (symmetric) phase at $\beta = 0.90$, and the right panel shows the result of the deconfinement (broken) phase at $\beta = 1.10$. The temporal lattice size $N_t$ is fixed to be 4. We adopt four spatial lattice sizes $N_s$. Purple, blue, green and red symbols are the results of $N_s = 12, 16, 24$ and 32, respectively. In the confinement phase, the Polyakov loop distribute around $\Omega = 0$. As the volume increases,
the width of the distribution decreases. In the deconfinement phase, the Polyakov loop is distributed on a circle and there is no volume dependence in the distribution.

The Polyakov loop is an order parameter of the deconfinement phase transition. In the deconfinement phase, the center symmetry is spontaneously broken and $\langle \hat{\Omega} \rangle$ should be nonzero. However, because of the center symmetry, the probability distribution is symmetric under the $U(1)$ transformation, $\hat{\Omega} \to e^{i\eta}\hat{\Omega}$ for an arbitrary real number $\eta$, as shown in Fig. 1. Therefore, the expectation value of $\hat{\Omega}$ is always zero even in the broken phase. Because the symmetry is not broken in an simulation, to discuss spontaneous symmetry breaking, it is required to break the center symmetry adding an explicit breaking term in the action. Then, the breaking-term dependence and spatial-volume dependence are investigated. If $\langle \hat{\Omega} \rangle$ is nonzero in the double limit of zero breaking term and infinite volume, we identify that spontaneous symmetry breaking has occurred.

To break the center symmetry, we add one flavor of heavy dynamical fermion. We approximate the fermion determinant with the leading-order term of the hopping parameter $\kappa$ expansion given in Eq. (14), since we investigate the limit of $\kappa \to 0$. The plaquette term can be absorbed into the gauge action by shifting $\beta \to \beta^* = \beta + 16\kappa^4$. The expectation value is computed by the reweighting method with the reweighting factor including the Polyakov-loop term,

$$\langle \text{Re}\hat{\Omega} \rangle_{(\beta,\kappa)} = \frac{1}{Z_{GC}} \int DU \text{Re}\hat{\Omega} \det M e^{-S_g(\beta)}$$

$$\approx \frac{1}{Z_{GC}} \int DU \text{Re}\hat{\Omega} e^{\epsilon V \text{Re}\hat{\Omega}} e^{-S_g(\beta^*)} = \frac{\langle \text{Re}\hat{\Omega} e^{\epsilon V \text{Re}\hat{\Omega}} \rangle_{(\beta^*,0)}}{\langle e^{\epsilon V \text{Re}\hat{\Omega}} \rangle_{(\beta^*,0)}}, \quad (30)$$

where $\epsilon = 4\times2^{N_t}N_s^3$, $V = N_s^3$, and $\langle \cdots \rangle_{(\beta^*,0)}$ means the average over quenched configurations.
FIG. 2. Expectation value of the Polyakov loop as a function of the hopping parameter $\kappa$ measured at $\beta = 0.90$ (left) and 1.10 (right) on $N_s^3 \times 4$ lattices with $N_s = 12$ (purple), 16 (blue), 24 (green), and 32 (red).

at $\beta^*$. Using the data of $N_t = 4$ in Fig. 1, the expectation value of Re$\hat{\Omega}$ is computed. The number of updates is 1,000,000 for each $\beta$. The jackknife error is evaluated adopting an appropriate bin size. We plot the results in Fig. 2 as a function of $\kappa N_t$. The left figure is the result of the confinement (symmetric) phase at $\beta = 0.90$. The results of $N_s = 12$ (purple), 16 (blue), 24 (green) and 32 (red) are plotted. No volume dependence is observed for $\langle \text{Re} \hat{\Omega} \rangle$. Therefore, it is not necessary to take the volume infinity limit, and $\langle \text{Re} \hat{\Omega} \rangle \sim \kappa N_t$ in the confinement phase (symmetric phase). Then, $\langle \text{Re} \hat{\Omega} \rangle = 0$ in the limit of $\kappa \to 0$. On the other hand, the right figure is the result of the deconfinement (broken) phase at $\beta = 1.10$. In the deconfinement phase, the Polyakov loop behaves as $\langle \text{Re} \hat{\Omega} \rangle \sim V \kappa N_t$. Of course, if $V$ is fixed and the limit of $\kappa \to 0$ is taken, $\langle \text{Re} \hat{\Omega} \rangle$ becomes always zero. However, in the thermodynamic limit, i.e. $V \to \infty$, and $\kappa \to 0$, $\langle \text{Re} \hat{\Omega} \rangle$ is expected to become a nontrivial finite value.\footnote{In this analysis, we ignored the difference between $\beta$ and $\beta^*$ because the difference is very small. To be precise, Figure 2 is the results of $\beta^* = 0.90$ and 1.10. Although $\langle \text{Re} \hat{\Omega} \rangle$ at $\kappa = 0$ is zero within the statistical error due to the center symmetry, in order to make it exactly zero at $\kappa = 0$, we assumed that the generation probability of $\hat{\Omega}$ and $-\hat{\Omega}$ is the same in the calculation of the expectation value.}

Furthermore, when $\kappa$ is sufficiently small, the expectation value of the Polyakov loop can be evaluated by a Taylor expansion of $\kappa N_t$ assuming the $U(1)$ center symmetry. Using the distribution function of the Polyakov loop in the complex plane, the expectation value can be calculated as follows,

$$
\langle \text{Re} \hat{\Omega} \rangle_{(\beta, \kappa)} = \frac{1}{Z_{GC}} \int \mathcal{D} U \text{Re} \hat{\Omega} e^{iV \text{Re} \hat{\Omega}} e^{-S_g} = \frac{1}{2\pi} \int |\Omega| \cos \phi e^{iV|\Omega|\cos \phi} W(|\Omega|) d\phi d|\Omega|
$$

$$
= \frac{\epsilon V}{2} \int |\Omega|^2 W(|\Omega|) d|\Omega| + \cdots.
$$

Here, $W(|\Omega|)$ is the probability distribution when the Polyakov loop is $|\Omega| e^{i\phi}$ in the simulation without dynamical fermions. This probability distribution function is $U(1)$ symmetric,
i.e. independent of $\phi$, and is a function of the absolute value $|\Omega|$, as seen in Fig. [1]. The distribution function is normalized as $\int_{0}^{\infty} W(|\Omega|) d|\Omega| = 1$. The value of $\langle \Re \hat{\Omega}^n \rangle$ can be also computed,

$$\langle \Re \hat{\Omega}^n \rangle_{(\beta, \kappa)} = \frac{1}{Z_{GC}} \int DU \Re \hat{\Omega}^n e^{\beta V \Re \hat{\Omega}} e^{-S_g} = \frac{1}{2\pi} \int |\Omega|^n \cos(n\phi) e^{\beta V |\Omega| \cos \phi} W(|\Omega|) d\phi d|\Omega|$$

$$= \frac{(\epsilon V)^n}{n! 2^n} \int |\Omega|^{2n} W(|\Omega|) d|\Omega| + \cdots . \quad (32)$$

The complex phase can be removed in the above equations. In the double limit of $V \to \infty$, and $\kappa \to 0$, the value of $\epsilon V$ cannot be determined. However, for example, the leading term of the ratio $\langle \Re \hat{\Omega}^4 \rangle / (\Re \hat{\Omega}^2)^2$ does not depend on $\epsilon V$. The volume dependence of such a quantity is expected to small. The explicit breaking term is also important for the calculation of the canonical partition function. As discussed below, this method can be applied in computing the derivative of canonical partition function.

**IV. CANONICAL PARTITION FUNCTION WITH A SADDLE POINT APPROXIMATION**

We calculate the canonical partition function following Ref. [10]. Because the fugacity expansion is basically a Laplace transform, the canonical partition function is obtained by the inverse Laplace transform,

$$Z_C(T, N) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-N(\mu_0/T + i\mu_I/T)} Z_{GC}(T, \mu_0 + i\mu_I) d\left(\frac{\mu_I}{T}\right), \quad (33)$$

where $\mu_0$ is arbitrary complex number. $\mu_I/T$ is an integral variable introduced to constrain the number of particles $N$. Regarding as the imaginary part of $\mu/T$, we extend the $\mu/T$ in Eq. (1) to a complex value. This equation is equivalent to performing the complex integral on the complex plane of $z$ along a path parallel to the imaginary axis,

$$Z_C(T, N) = \frac{1}{2\pi} \int Z_{GC}(T, zT) e^{-Nz} dz, \quad (34)$$

where $z = (\mu_0 + i\mu_I)/T$.

We consider the case of degenerate $N_f$ flavor QCD for simplicity. The grand partition function:

$$Z_{GC}(T, zT) = \int DU (\det M(\kappa, z))^{N_f} e^{-S_g} \quad (35)$$

can not be computed by Monte Carlo simulations. Thus, we calculate the following ratio,

$$\frac{Z_{GC}(T, \mu)}{Z_{GC}(T, 0)} = \frac{1}{Z_{GC}} \int DU \left( \frac{\det M(\kappa, \mu/T)}{\det M(\kappa_0, 0)} \right)^{N_f} (\det M(\kappa_0, 0))^{N_f} e^{-S_g}$$

$$= \left\langle \left( \frac{\det M(\kappa, \mu/T)}{\det M(\kappa_0, 0)} \right)^{N_f} \right\rangle_{(T, \mu=0, \kappa_0)}. \quad (36)$$
$Z_{GC}(T, 0)$ is the grand partition function at the simulation point of $\mu = 0$. $\langle \cdots \rangle_{(T, \mu = 0, \kappa_0)}$ is the expectation value at $\mu = 0$ with the hopping parameter $\kappa_0$. Substituting this equation into Eq. (34), the canonical partition function becomes

$$Z_C(T, N) = \frac{1}{2\pi} Z_{GC}(T, 0) \int \langle e^{V D(z)} e^{-\kappa_0 z} \rangle_{(T, \mu = 0)} dz$$

$$= \frac{1}{2\pi} Z_{GC}(T, 0) \left\langle \int e^{V (D(z) - \kappa_0 z)} dz \right\rangle_{(T, \mu = 0)},$$

(37)

where $V = N_f^3$ and

$$e^{V D(z)} \equiv \left( \frac{\det M(\kappa, z)}{\det M(\kappa_0, 0)} \right)^{N_f}.$$

In the second line of Eq. (37), we changed the calculation order of the complex integral of $z$ and the path integral of the gauge field.

Here, the particle number density is expressed as $\rho = N/V$ in lattice units. In physical units, the density $\rho_{\text{phy}}$ is given by $\rho_{\text{phy}}/T^3 = \rho N_f^3$. For simplicity, we integrate $z$ by a saddle point approximation [16]. This approximation is valid for large volumes. The saddle point condition is

$$\frac{d}{dz} [D(z) - \rho z] = \frac{dD(z)}{dz} - \rho = 0.$$  

(39)

Let $z_0 = x_0 + iy_0$ be the saddle point where $z$ satisfies the saddle point condition.

$$Z_C(T, \rho V) = \frac{1}{2\pi} Z_{GC}(T, 0) \left\langle \int_{-\pi}^{\pi} e^{-N(z_0 + ix)} \left( \frac{\det M(\kappa, z_0 + ix)}{\det M(\kappa_0, 0)} \right)^{N_f} dx \right\rangle_{(T, \mu = 0, \kappa_0)}$$

$$= \frac{1}{2\pi} Z_{GC}(T, 0) \left\langle \int_{-\pi}^{\pi} \exp \left[ V \left( D(z_0) - \rho z_0 - \frac{1}{2} D''(z_0) x^2 + \cdots \right) \right] dx \right\rangle_{(T, \mu = 0, \kappa_0)}$$

$$\approx \frac{1}{\sqrt{2\pi}} Z_{GC}(T, 0) \left\langle \exp \left[ V (D(z_0) - \rho z_0) \right] e^{ia/2} \sqrt{\frac{1}{V |D''(z_0)|}} \right\rangle_{(T, \mu = 0, \kappa_0)},$$

(40)

where $D''(z) = d^2 D(z)/dz^2$ and $D''(z) = |D''(z)| e^{ia}$. The derivative with respect to $\rho$ is obtained by the following equation,

$$-\frac{1}{V} \frac{\partial \ln Z_C(T, \rho V)}{\partial \rho} \approx \frac{\langle z_0 \exp \left[ V (D(z_0) - \rho z_0) \right] e^{-ia/2} \sqrt{\frac{1}{V |D''(z_0)|}} \rangle_{(T, \mu = 0, \kappa_0)}}{\langle \exp \left[ V (D(z_0) - \rho z_0) \right] e^{-ia/2} \sqrt{\frac{1}{V |D''(z_0)|}} \rangle_{(T, \mu = 0, \kappa_0)}}.$$

(41)

This equation can be calculated by the Monte Carlo method.

V. $U(1)$ LATTICE GAUGE THEORY WITH HEAVY FERMIONS

A. Canonical partition function of heavy fermions

We demonstrate the calculation of the canonical partition function in $U(1)$ lattice gauge theory with degenerate $N_f$ flavors of heavy dynamical fermions. $D(z)$ in Eq. (37) is evaluated
by the hopping parameter expansion,
\[ D(z) = 96 N_t N_t \kappa^4 \hat{P} + 2 \times 2^{N_t} N_t \kappa^{N_t} \left[ e^{z \hat{\Omega}} + e^{-z \hat{\Omega}} \right] + \cdots. \]  \hspace{1cm} (42)

Assuming that ω is sufficiently small, we approximate \( D(z) \) by the terms \( \hat{P} \) and \( \hat{\Omega} \). The first and second derivatives of \( D(z) \) with respect to \( z \) are
\[ \frac{\partial D(z)}{\partial z} = 2 \times 2^{N_t} N_t \kappa^{N_t} \left[ e^{z \hat{\Omega}} - e^{-z \hat{\Omega}} \right] + \cdots, \]  \hspace{1cm} (43)
\[ \frac{\partial^2 D(z)}{\partial z^2} = 2 \times 2^{N_t} N_t \kappa^{N_t} \left[ e^{z \hat{\Omega}} + e^{-z \hat{\Omega}} \right] + \cdots. \]  \hspace{1cm} (44)

The saddle point \( z_0 = x_0 + iy_0 \) is defined as
\[ \left[ \frac{\partial D(z)}{\partial z} - \rho \right]_{z=z_0} = 0. \]  \hspace{1cm} (45)

Thus,
\[ 2 \times 2^{N_t} N_t \kappa^{N_t} \left( e^{x_0 \hat{\Omega}} - e^{-x_0 \hat{\Omega}} \right) = \rho. \]  \hspace{1cm} (46)

Because \( \rho \) is a real number, the complex phase of \( (e^{iy_0 \hat{\Omega}} - e^{-iy_0 \hat{\Omega}}) \) is zero. The imaginary part of saddle point \( y_0 \) is determined as
\[ \tan y_0 = -\frac{\text{Im} \hat{\Omega}}{\text{Re} \hat{\Omega}} \quad \text{or} \quad y_0 = -\arctan \left( \frac{\text{Im} \hat{\Omega}}{\text{Re} \hat{\Omega}} \right) = -\text{Arg} \hat{\Omega}. \]  \hspace{1cm} (47)

Substituting \( y_0 \) into Eq. (46),
\[ 2 \times 2^{N_t} N_t \kappa^{N_t} \left[ e^{x_0 |\hat{\Omega}|} - e^{-x_0 |\hat{\Omega}|} \right] = 4 \times 2^{N_t} N_t \kappa^{N_t} |\hat{\Omega}| \sinh x_0 = \rho. \]  \hspace{1cm} (48)

Solving \( x_0 \),
\[ x_0 = \arcsinh \left( \frac{\rho}{4 \times 2^{N_t} N_t \kappa^{N_t} |\hat{\Omega}|} \right) \]
\[ = \ln \left( \frac{\rho}{4 \times 2^{N_t} N_t \kappa^{N_t} |\hat{\Omega}|} + \sqrt{\left( \frac{\rho}{4 \times 2^{N_t} N_t \kappa^{N_t} |\hat{\Omega}|} \right)^2 + 1} \right). \]  \hspace{1cm} (49)

The second derivative of \( D(z) \) at \( z = z_0 \), \( D''(z_0) \), is given by
\[ D''(z_0) = 2 \times 2^{N_t} N_t \kappa^{N_t} \left[ e^{x_0 |\hat{\Omega}|} + e^{-x_0 |\hat{\Omega}|} \right] = 4 \times 2^{N_t} N_t \kappa^{N_t} |\hat{\Omega}| \cosh x_0. \]  \hspace{1cm} (50)

Similarly, \( D(z) \) at \( z = z_0 \) is
\[ D(z_0) = 96 N_t N_t \kappa^4 \hat{P} + 4 \times 2^{N_t} N_t \kappa^{N_t} |\hat{\Omega}| \cosh x_0. \]  \hspace{1cm} (51)
In this approximation, \( x_0, D(z_0), \) and \( D''(z_0) \) are real positive numbers. We substitute these equations into Eq. (41). The derivative of \( Z_C \) is

\[
-\frac{1}{V} \frac{\partial \ln Z_C(T, N)}{\partial \rho} \approx \frac{\langle z_0 \exp(F + i\theta) \rangle}{\langle \exp(F + i\theta) \rangle},
\]

(52)

where \( F \) and \( \theta \) are defined as

\[
F = V(D(z_0) - \rho x_0) - \frac{1}{2} \ln[V D''(z_0)],
\]

(53)

\[
\theta = -V \rho \text{Arg} \hat{\Omega} = -V \rho \arctan \left( \frac{\text{Im} \hat{\Omega}}{\text{Re} \hat{\Omega}} \right).
\]

(54)

The Monte Carlo simulation is performed without dynamical fermions, \( \kappa_0 = 0 \) and \( \det M(0, 0) = 1 \), and \( \langle \cdots \rangle \) means the expectation value of the quenched simulations. The term proportional to \( \hat{P} \) in Eq. (51) can be absorbed into the gauge action by shifting \( \beta \to \beta^* = \beta + 16N_f \kappa^4 \) in the quenched simulation, and the shift of \( \beta \) is very small in this calculation. Therefore, we omit Wilson-loop-type terms such as the plaquette term and concentrate on the effect of the Polyakov-loop term. Then, \( x_0 \) and \( F \) are real functions of \( \rho \) and the absolute value of \( \Omega \). (See Eqs. (49), (50) and (51).) On the other hand, \( \theta \) is a real function of \( \rho \) and the complex phase of \( \Omega \).

We calculate the derivative of the canonical partition function by classifying the configurations by the value of \( |\Omega| \) in the Monte Carlo simulation.

\[
-\frac{1}{V} \frac{\partial \ln Z_C(T, V, \rho)}{\partial \rho} \approx \frac{\int \langle z_0 \exp[F + i\theta] \rangle_{|\Omega|} W(|\Omega|) d|\Omega|}{\int \langle \exp[F + i\theta] \rangle_{|\Omega|} W(|\Omega|) d|\Omega|} = \frac{\int \langle x_0 \cos \theta \rangle_{|\Omega|} + \langle y_0 \sin \theta \rangle_{|\Omega|} e^F W(|\Omega|) d|\Omega|}{\int e^F \langle \cos \theta \rangle_{|\Omega|} W(|\Omega|) d|\Omega|},
\]

(55)

where \( \langle \cdots \rangle_{|\Omega|} \) means that each configuration is classified by the value of \( |\Omega| \) and the expectation value is calculated for each value of \( |\Omega| \), i.e.

\[
\langle \cdots \rangle_{|\Omega| = x} = \frac{\langle \cdots \delta(|\Omega| - x) \rangle}{\delta(|\Omega| - x)},
\]

(56)

and \( W(|\Omega|) \) is the probability distribution function of \( |\Omega| \). However, because \( \theta = -Ny_0 \) and \( y_0 = -\text{Arg} \hat{\Omega} \equiv -\phi \), \( \langle \cos \theta \rangle_{|\Omega|} = \langle \cos N\phi \rangle_{|\Omega|} = 0 \). Namely, the phase average \( \langle \cos \theta \rangle_{|\Omega|} \) is exactly zero due to the \( U(1) \) symmetric distribution function of \( \Omega \). So to speak, this is the ultimate sign problem. Therefore, \( \partial \ln Z_C/\partial \rho \) is indefinite.

Here, we neglect a term \( \int e^F \langle y_0 \sin \theta \rangle_{|\Omega|} W(|\Omega|) d|\Omega| \) in Eq. (55). Because of the \( U(1) \) center symmetry, this can be computed as follows:

\[
\langle y_0 \sin \theta \rangle_{|\Omega|} = \frac{1}{2\pi} \int_c^{c + 2\pi} \phi \sin(N\phi) d\phi = \frac{1}{2\pi} \left[ -\frac{\phi}{N} \cos(N\phi) + \frac{1}{N^2} \sin(N\phi) \right]_c^{c + 2\pi} = -\frac{1}{N} \cos(Nc).
\]

(57)

This value of \( \langle y_0 \sin \theta \rangle_{|\Omega|} \) changes if the upper and lower bounds of the integration are changed while the integration range remains \( 2\pi \). We thus define this quantity as the product of an
appropriate convergence factor, which satisfies $\lim_{\phi \to \infty} e^{-\xi \phi} = 0$. Then, this term vanishes,

\[
\langle y_0 \sin \theta \rangle_{|\Omega|} \equiv \lim_{\xi \to 0, \ m \to \infty} \frac{1}{2m\pi} \int_0^{2m\pi} \phi \sin(N\phi) e^{-\xi \phi} d\phi
\]

\[
= \lim_{\xi \to 0, \ m \to \infty} \frac{1}{2m\pi} \left[ -\frac{e^{-\xi \phi}}{(N^2 + \xi^2)} \left\{ (N(N^2 + \xi^2)\phi + 2N\xi) \cos(N\phi) \right. \right.
\]

\[
\left. \left. + \left( (N(N^2 + \xi^2)\phi - N^2 + \xi^2) \sin(N\phi) \right) \right\} \right]_0^{2m\pi}
\]

\[
= \lim_{\xi \to 0, \ m \to \infty} \left[ -\frac{Ne^{-2m\pi\xi}}{N^2 + \xi^2} + \frac{N\xi(1 - e^{-2m\pi\xi})}{m\pi(N^2 + \xi^2)^2} \right] = 0, \quad (58)
\]

where $\xi$ is a real number and $m$ is an integer number. Moreover, $\langle y_0 \sin \theta \cos^n \phi \rangle_{|\Omega|}$ also vanishes for any positive integer $n$, since it is given by the sum of $\int \phi \sin(k\phi) d\phi$ with an appropriate integer $k$. When we break the center symmetry adding a heavy dynamical fermion, the calculation of terms like $\langle y_0 \sin \theta \cos^n \phi \rangle_{|\Omega|}$ is required, but such terms do not contribute to Eq. (55). Therefore, we neglect the term of $\langle y_0 \sin \theta \rangle_{|\Omega|}$.

We use the method explained in Sec. III C to compute $(\cos \theta)_{|\Omega|}$ avoiding the sign problem. An additional heavy fermion with a small hopping parameter $\kappa_h$ is introduced to break the center symmetry. The fermion determinant is approximated by $e^{V \Re \hat{\Omega}}$, where $\hat{\Omega}$ is the Polyakov-loop operator and $\epsilon = 4 \times 2^N \kappa_h$, and the Wilson-loop-type terms are disregarded. When $\epsilon$ is small, the denominator of Eq. (55) is computed as follows,

\[
\langle e^F \cos \theta \rangle = \frac{1}{Z} \int \mathcal{D}U e^F \cos \theta e^{V \Re \hat{\Omega}} e^{-S_g} = \frac{1}{Z} \int \mathcal{D}U e^F \cos(N\phi) e^{V |\Omega| \cos \phi} e^{-S_g}
\]

\[
= \frac{1}{2\pi} \int e^F \cos(N\phi) e^{V |\Omega| \cos \phi} W(|\Omega|) d\phi d|\Omega|
\]

\[
= \int e^F W(|\Omega|) \frac{1}{2N!} (eV)^N |\Omega|^N d|\Omega| + \cdots. \quad (59)
\]

Similarly, the numerator of Eq. (55)

\[
\langle x_0 e^F \cos \theta \rangle = \int x_0 e^F W(|\Omega|) \frac{1}{2N!} (eV)^N |\Omega|^N d|\Omega| + \cdots. \quad (60)
\]

Thus, the derivative of $Z_C$ is obtained by

\[
-\frac{1}{V} \frac{\partial \ln Z_C(T, V, \rho)}{\partial \rho} \approx \frac{\int x_0 e^F W(|\Omega|) \frac{1}{2N!} (eV)^N |\Omega|^N d|\Omega|}{\int e^F W(|\Omega|) \frac{1}{2N!} (eV)^N |\Omega|^N d|\Omega|} = \frac{\int x_0 e^{-U_{\text{eff}}(\Omega)} d|\Omega|}{\int e^{-U_{\text{eff}}(\Omega)} d|\Omega|}, \quad (61)
\]

where the effective potential $U_{\text{eff}}(|\Omega|)$ is defined as

\[
U_{\text{eff}}(|\Omega|) = -\ln W(|\Omega|) - F - N \ln |\Omega|. \quad (62)
\]

Here, we should note that $\langle e^F \cos \theta \rangle$ and $\langle x_0 e^F \cos \theta \rangle$ go to zero in the limit of $\epsilon \to 0$, causing the sign problem. However, the factors $(eV)^N$ in the numerator and denominator of Eq. (61) are canceled, and this equation becomes calculable without considering the additional factor $\epsilon V$. We moreover find that this quantity is approximately equal to the value of $x_0$ at the $|\Omega|$ where the effective potential $U_{\text{eff}}(|\Omega|)$ is the minimum in the case that the volume is sufficiently large.
B. Numerical simulations

We perform Monte Carlo simulations of \( U(1) \) lattice gauge theory with the standard Wilson action at several inverse gauge couplings \( \beta = 1/g^2 \) near the transition point \( \beta_c \). The effective potential \( U_{\text{eff}}(|\Omega|) \) and saddle point are numerically calculated, and the effective potential \( V_{\text{eff}}(N) \) for the particle number \( N \) are investigated. The lattice size is \( N^3_s \times N_t = 24^3 \times 6 \). We adopt \( N_f = 2 \) and \( \kappa = 0.025 \). Since the chiral limit of free Wilson fermion is \( \kappa_c = 1/8 \), the \( \kappa \) we adopt is small. The real part of saddle point \( x_0 \) for each \( |\Omega| \) and \( N = \rho V \) is given by Eq. (49), which is plotted in Fig. 3. Also, \( F \) of Eq. (53) is calculated from only \( |\Omega| \) and \( \rho \). The solid lines in Fig. 4 are \( F \) and the dashed lines are \( F - N \ln |\Omega| \) for each \( |\Omega| \) and \( N \). The blue, green, red, and black curves are the results of \( N = 10, 50, 100, \) and 150, respectively.

Using a pseudo heat bath algorithm \[33\], the configurations are generated at thirteen \( \beta \) values: \( \beta = 1.000, 1.004, 1.006, 1.008, 1.009, 1.0094, 1.0096, 1.010, 1.012, 1.014, 1.016, 1.020, \) and 1.0240. The data are taken until there are 1,000,000 heat bath sweeps at each \( \beta \). The multipoint reweighting method \[34, 35\] are used to combine the data generated at different \( \beta \). The statistical errors are estimated by the jackknife method with the bin size chosen such that the errors are saturated.

Figure 5 shows the distribution of the Polyakov loop for each configuration at \( \beta = 1.0096 \). The horizontal and vertical axes are the real part and imaginary part, respectively. This figure indicates that the phase transition at \( \beta = 1.0096 \) is of very weak first-order transition, where two phases coexist. The distributions near the origin are the configurations of the confinement phase. On the other hand, the points around the circle of \( |\Omega| = 0.15 \) are those of the deconfinement phase.

To compute the probability distribution function of \( |\Omega| \), \( W(|\Omega|) \), we approximate the delta function with a Gaussian function like

\[
\delta(x) \approx \frac{1}{\Delta \sqrt{\pi}} \exp \left[ - \left( \frac{x}{\Delta} \right)^2 \right].
\] (63)
We choose the width parameter $\Delta$ by considering a balance between the resolution of the distribution function and its statistical error. The values of $\Delta$ we adopt are 0.0025. The result of $-\ln W(|\Omega|)$ is shown in Fig. 6 for $\beta = 0.992$ (black), 1.000 (red), 1.008 (green), and 1.016 (blue). The results of the effective potential $U_{\text{eff}}(|\Omega|)$ in Eq. (61) at $\beta = 1.00$ is plotted in Fig. 7 for $N = 10$ (blue), 50 (green), 100 (red), and 150 (black), as an example. Here, since a constant may be added to the effective potential, in Figs. 6 and 7, the constants are added so that the minimum values of $-\ln W(|\Omega|)$ and $U_{\text{eff}}(|\Omega|)$ become zero.

We then calculate the derivative of the canonical partition function. We use the follow-
FIG. 8. Chemical potential $\mu/T$ for which the number of particles with the maximum generation probability is $N$ at $\kappa = 0.025$ for each $\beta$ in $U(1)$ lattice gauge theory with two flavors.

ing equation to remove $W(|\Omega|)$ from Eq. (61) so that the equation is independent of the approximation of the delta function, Eq. (63),

$$ -\frac{1}{V} \frac{\partial \ln Z_C(T, V \rho)}{\partial \rho} = \frac{\int DU x_0 e^F |\hat{\Omega}|^N}{\int DU e^F |\Omega|^N} $$

(64)

This quantity is $\mu/T$ where the density with the maximum generation probability is $\rho$ and is computable without the sign problem. We plot the result as a function of $N = V \rho$ for $\beta = 0.992$ (purple), 0.996 (magenta), 1.00 (red), 1.004 (blue), 1.008 (green), 1.0012 (black), and 1.016 (brown) in Fig. 8. The fine up and down vibrations in Fig. 8 may be an artifact caused by the fact that the effective potential in Fig. 7 is not smooth, since this quantity is the value of $x_0$ at the $|\Omega|$ where $U_{\text{eff}}$ is the minimum. Ignoring the fine vibrations, when $\beta$ is in the deconfinement phase at zero density, the chemical potential is monotonically increasing. However, in the case of a confined phase at zero density, as the density increases, the chemical potential drops once and increases again. This means that there are multiple $N$s for a specific $\mu/T$. This is a typical sign when crossing the first-order phase transition.

C. Higher-order terms of the hopping parameter expansion

As seen in the previous section, our method to solve the problem of the center symmetry and the sign problem works well in $U(1)$ gauge theory. In the above calculation, the quark determinant has been evaluated by approximating only the leading-order term of the hopping parameter expansion. We extend this method to include higher-order terms of the expansion.

We classify each term of the hopping parameter expansion by winding number and denote $D(z)$ in Eq. (38) as follows,

$$ D(z) = G_0 + \sum_{n=1}^{n_{\text{max}}} [e^{nz} G_n + e^{-nz} G_n^*] $$

(65)
with \( n_{\text{max}} = \infty \), where \( G_n \) is the sum of terms whose winding number is \( n \) in the positive direction, and \( G_n^* \) is those of winding number \( n \) in the negative direction. The first and second derivatives of \( D(z) \) with respect to \( z \) are

\[
\frac{\partial D(z)}{\partial z} = \sum_{n=1}^{n_{\text{max}}} \left[ n e^{nz} G_n - n e^{-nz} G_n^* \right], \quad \frac{\partial^2 D(z)}{\partial z^2} = \sum_{n=1}^{n_{\text{max}}} \left[ n^2 e^{nz} G_n + n^2 e^{-nz} G_n^* \right].
\]

(66)

The saddle point \( z_0 = x_0 + iy_0 \) is defined as

\[
\frac{\partial D}{\partial z}(z_0) = \sum_{n=1}^{n_{\text{max}}} \left[ n e^{nz} G_n - n e^{-nz} G_n^* \right] = \rho.
\]

(67)

For the case that \( D(z) \) can be approximated by \( n_{\text{max}} = 1 \), i.e. \( D(z) = G_0 + e^z G_1 + e^{-z} G_1^* \). The analysis is almost the same as the leading-order analysis. Because \( \rho \) is a real number, the complex phase of \( (e^{iy} G_1 - e^{-iy} G_1^*) \) is zero. Then, the imaginary part of the saddle point \( y_0 \) is determined as

\[
\tan y_0 = -\frac{\text{Im} G_1}{\text{Re} G_1} = -\text{Arg} G_1.
\]

(68)

Then, the real part \( x_0 \) is given by

\[
e^{x_0}|G_1| - e^{-x_0}|G_1| = \rho.
\]

(69)

The real part of the saddle point \( x_0 \) is

\[
x_0 = \text{arcsinh} \left( \frac{\rho}{2|G_1|} \right).
\]

(70)

\( D(z_0) \) and \( \partial^2 D/\partial z^2(z_0) \) at the saddle point are real numbers,

\[
D(z_0) = F_0 + (e^{x_0} + e^{-x_0})|G_1|, \quad \frac{\partial^2 D}{\partial z^2}(z_0) = (e^{x_0} + e^{-x_0})|G_1|.
\]

(71)

Substituting \((x_0, y_0), D(z_0) \) and \( \partial^2 D/\partial z^2(z_0) \) into Eqs. (53) and (54). \(-\partial \ln Z_C(T, V \rho)/\partial \rho \) can be computed as well as the leading-order calculation.

The convergence of the hopping parameter expansion is investigated in Ref. [29]. In the hopping parameter expansion, the nonzero contribution of \( G_n \) appears from \( O(\kappa^{n N_t}) \) and \( G_n \) with \( n \geq 2 \) is much smaller than \( G_1 \) in relatively low-order terms of \( \kappa \). Thus, \( D(z) \) is well approximated by \( n_{\text{max}} = 1 \) for relatively small \( \kappa \). In such cases, the sign problem does not appear at all. However, as the quark mass decreases, the contributions from higher-order terms of \( \kappa \)-expansion increase. Therefore, it is necessary to consider \( G_n \) with \( n \geq 2 \). The complex phase for \( n_{\text{max}} \geq 2 \) is not as easy to remove as when \( n_{\text{max}} = 1 \). Then, the complex phase of \( D(z_0) \) and \( \partial^2 D/\partial z^2(z_0) \) must be taken into account.

VI. APPLICATION TO SU(3) LATTICE GAUGE THEORY

In the discussion of avoiding sign problems in \( U(1) \) gauge theory, the \( U(1) \) center symmetry is essentially important, while the center symmetry is \( Z_3 \) for \( SU(3) \) gauge theory. Here, we discuss the probability distribution of the Polyakov loop on the complex plane in \( SU(3) \) gauge theory. To clarify this argument, we should consider the Polyakov loop without spatial averaging (local Polyakov loop) and their spatial average \( \Omega \) (averaged Polyakov loop) separately.
A. Distribution of local Polyakov loop

First, we discuss the distribution of the Polyakov loop at one spatial point. We define an element of SU(3) group as $U = e^{iH}$. $H$ is a traceless Hermitian matrix, i.e. $\text{tr}H = 0$ and $H = H^\dagger$. We diagonalize $H$ as $H = V\Lambda V^\dagger$, where $V$ is a unitary matrix and $\Lambda$ is a diagonal matrix with the diagonal elements $(\lambda_1, \lambda_2, \lambda_3)$. Because $H = H^\dagger$, $\lambda_1, \lambda_2$ and $\lambda_3$ are real numbers, and $\text{tr}H = \text{tr}\Lambda = \lambda_1 + \lambda_2 + \lambda_3 = 0$. Since the Polyakov loop is the trace of a SU(3) matrix divided by 3, $\text{tr}U/3$, the trace can be rewritten as

$$\text{tr}U = \text{tr} \left( e^{iH} \right) = \text{tr} \sum_{n=1}^{\infty} \frac{(iH)^n}{n!} = \sum_{n=1}^{\infty} \frac{i^n}{n!} \text{tr} \left( H^n \right) = \sum_{n=1}^{\infty} \frac{i^n}{n!} \text{tr} \left( \Lambda^n \right)$$

$$= \sum_{n=1}^{\infty} \frac{i^n}{n!} (\lambda_1^n + \lambda_2^n + \lambda_3^n) = e^{i\lambda_1} + e^{i\lambda_2} + e^{i\lambda_3}. \quad (72)$$

The complex number that can be the value of $\text{tr}U$ is in the triangle drawn by the red lines in Fig. 9. The square of the absolute value of $\text{tr}U$ is given as

$$|\text{tr}U|^2 = (e^{i\lambda_1} + e^{i\lambda_2} + e^{i\lambda_3})(e^{-i\lambda_1} + e^{-i\lambda_2} + e^{-i\lambda_3})$$

$$= 3 + e^{i(\lambda_1 - \lambda_2)} + e^{i(\lambda_1 - \lambda_3)} + e^{i(\lambda_2 - \lambda_1)} + e^{i(\lambda_2 - \lambda_3)} + e^{i(\lambda_3 - \lambda_1)} + e^{i(\lambda_3 - \lambda_2)}$$

$$= 3 + 2 \cos(\lambda_1 - \lambda_2) + 2 \cos(\lambda_2 - \lambda_3) + 2 \cos(\lambda_3 - \lambda_1). \quad (73)$$

The condition for maximizing $|\text{tr}U|^2$ is $\lambda_1 = \lambda_2 = \lambda_3$ in mod $2\pi$. Because $\lambda_1 + \lambda_2 + \lambda_3 = 0$, $\lambda_1 = \lambda_2 = \lambda_3 = 0$, $2\pi/3$ or $4\pi/3$ in mod $2\pi$. Then, $|\text{tr}U| = 3$, and the Polyakov loop is $\text{tr}U/3 = (1, 0), (-1/2, \sqrt{3}/2)$, or $(-1/2, -\sqrt{3}/2)$. The condition for the boundary is $\lambda_1 = \lambda_2 \neq \lambda_3$, $\lambda_2 = \lambda_3 \neq \lambda_1$ or $\lambda_3 = \lambda_1 \neq \lambda_2$. In the case of $\lambda_1 = \lambda_2 \neq \lambda_3$, for example, $|\text{tr}U|^2 = 5 + 4 \cos x$ as a function of $x = \lambda_3 - \lambda_1$. Then, $\text{tr}U/3 = (2e^{-ix/3} + e^{2ix/3})/3$, which is the red curve in Fig. 9.
We perform simulations of $SU(3)$ gauge theory (quenched QCD) on a lattice with the size $24^3 \times 4$. The phase transition point is $\beta_c = 5.69138(3)$ on the $24^3 \times 4$ lattice [27]. Focusing on one configuration after sufficient thermalization, we investigate the distribution of the local Polyakov loop. In the left and right panels of Fig. 9, we plot the local Polyakov loop at each point on a configuration in the confinement phase $\beta = 5.6$ and the deconfinement phase $\beta = 6.0$, respectively. The distributions are in the triangle drown by red curves. In the confinement phase, the distribution of the local Polyakov loops at each point is $Z_3$ symmetric. On the other hand, the $Z_4$ symmetry in the distribution of the local Polyakov loop is broken in the deconfinement phase.

B. Distribution of averaged Polyakov loop

Next, we discuss the distribution of the averaged Polyakov loop. We map the real and imaginary parts of the local Polyakov loop to two-dimensional plane of $\vec{x} = (x, y) = (r \cos \theta, r \sin \theta)$. We calculate the variance in a certain direction. Let $\vec{e}$ be the unit vector in the direction perpendicular to that direction, and let $\eta$ be the angle between $\vec{e}$ and the $x$-axis. The distance from the straight line drawn in the $\vec{e}$' direction from the origin is $|\vec{x} \times \vec{e}| = r \sin(\theta - \eta)$. The variance is $\int |\vec{x} \times \vec{e}|^2 P(\vec{x}) \, d\vec{x}$, where $P(\vec{x})$ is the probability that the complex value of the local Polyakov loop will be $\vec{x}$. Here, we assume that the probability distribution is $Z_N$ symmetric. Then, the generation probabilities of $Z_N$ symmetric points: $\vec{x}_i$ with $i = 1, 2, \cdots, N$ satisfying $\vec{x}_1 + \vec{x}_2 + \cdots + \vec{x}_N = 0$ and $|\vec{x}_1| = |\vec{x}_2| = \cdots = |\vec{x}_N| = r$, are equal, i.e. $P(\vec{x}_1) = P(\vec{x}_2) = \cdots = P(\vec{x}_N)$. The variance is

$$
\int |\vec{x} \times \vec{e}|^2 P(\vec{x}) \, d\vec{x} = \frac{1}{N} \sum_{i=1}^{N} \int |\vec{x}_i \times \vec{e}|^2 P(\vec{x}_i) \, d\vec{x}_i = \int \frac{1}{N} \sum_{i=1}^{N} |\vec{x}_i \times \vec{e}|^2 P(\vec{x}_1) \, d\vec{x}_1. \quad (74)
$$

We calculate the sum for symmetric points before integrating over $\vec{x}$,

$$
\chi^2 = \frac{1}{N} \sum_{i=1}^{N} |\vec{x}_i \times \vec{e}|^2 = \frac{1}{N} \sum_{i=1}^{N} r^2 \sin^2(\theta_i - \eta) = \frac{r^2}{N} \sum_{i=1}^{N} \frac{1 - \cos 2(\theta_i - \eta)}{2}
$$

$$
= \frac{r^2}{N} \left( \frac{N}{2} - \frac{1}{2} \sum_{i=1}^{N} \cos 2(\theta_i - \eta) \right) = r^2 \left( \frac{1}{2} - \frac{1}{2N} \text{Re} \left[ e^{-2i\eta} \sum_{i=1}^{N} e^{2i\theta_i} \right] \right), \quad (75)
$$

where $\vec{x}_i = (x_i, y_i) = (r \cos \theta_i, r \sin \theta_i)$. Because $\theta_n$ is given by $\theta_n = \theta_1 + 2\pi(n-1)/N$,

$$
\sum_{n=1}^{N} e^{2i\theta_n} = \sum_{n=1}^{N} e^{2i(\theta_1+2\pi(n-1)/N)} = e^{2i\theta_1} \sum_{n=1}^{N} e^{i4\pi(n-1)/N} = 0, \quad (76)
$$

except for $N = 2$. Hence, $\chi^2 = r^2/2 = |\vec{x}_1|^2/2$ for $N \geq 3$, and

$$
\int |\vec{x} \times \vec{e}|^2 P(\vec{x}) \, d\vec{x} = \int \frac{|\vec{x}|^2}{2} P(\vec{x}) \, d\vec{x}. \quad (77)
$$

The result of the variance does not depend on $\eta$. This means that the variances in the real axis direction and the imaginary axis direction are the same when the probability distribution is $Z_N$ symmetric.
For the case that the distribution of the local Polyakov loop has $Z_N$ symmetry with $N \geq 3$, the variances of the real and imaginary parts are the same. When the volume is large enough, the distributions of the real and imaginary parts of the averaged Polyakov loop are Gaussian by the central limit theorem. The width of the Gaussian distribution is the same for the real and imaginary parts. Then, the probability distribution of the averaged Polyakov loop $\Omega = |\Omega| e^{i\phi}$ is

$$W(|\Omega|, \phi) \approx Ce^{-\alpha(Re\Omega)^2} e^{-\alpha(Im\Omega)^2} = Ce^{-\alpha|\Omega|^2},$$

(78)

where the parameter $\alpha$ is inversely proportional to the variance of the local Polyakov loop distribution and $C$ is the normalization constant. The distribution does not depend on the complex phase $\phi$ and has $U(1)$ symmetry.

To summarize the above discussion, the distribution of the local Polyakov loops is $Z_3$ symmetric in the confinement phase. Then, the probability distribution of the spatially averaged Polyakov loop $\Omega$ is $U(1)$ symmetric in the volume infinity limit, which is not $Z_3$ symmetric. Since the distribution of $\Omega$ is $U(1)$ symmetric, the method of avoiding the sign problem used in $U(1)$ gauge theory can be applied. On the other hand, in the deconfinement phase of $SU(3)$ gauge theory, $Z_3$ symmetry is spontaneously broken as seen in the right panel of Fig. 9. Then, the probability distribution of the averaged Polyakov loop is not $U(1)$ symmetric. Thus, the method to avoid the sign problem in $U(1)$ gauge theory cannot be applied. However, the sign problem is not serious in the deconfinement phase. The complex phase distribution can be well approximated by the Gaussian distribution. In such a case, the sign problem may be avoided by the method used in Refs. [7, 28, 36–38].

VII. CONCLUSIONS

We studied the probability distribution function of particle density. The probability distribution function is obtained by calculating the canonical partition function fixing the number of particles from the grand partition function. However, if the system has the center symmetry on a finite lattice, the canonical partition function is zero when the number of particles is not a multiple of three for $SU(3)$ gauge theory. For $U(1)$ gauge theory, the canonical partition function is zero except when the particle number is zero. Then, the probability distribution function is zero for these cases. This situation is natural in the confined phase, but is unacceptable in the deconfinement phase because there should be states of various particle numbers.

This problem is essentially the same as the problem that the expectation value of the Polyakov loop is always zero when calculating with finite volume, due to the center symmetry. To solve this problem, it is necessary to add an infinitesimal external field to break the symmetry and take the limit of infinite volume. Moreover, in the case of $U(1)$ gauge theory, the sign problem can be solved using the $U(1)$ center symmetry at the same time.

We performed numerical simulations of $U(1)$ lattice gauge theory near the deconfinement phase transition point. When the dynamical fermions are heavy, we actually demonstrated that the calculation of the probability distribution function at finite density is possible using the method proposed in this study. We calculated the derivative of the canonical partition function using a saddle point approximation [16], and found that our method to avoid the sign problem works well. From the canonical partition function, we calculated $\mu/T$ as a function of density $\rho$. Then, the nature of the phase transition can be investigated.
The application of this method to QCD ($SU(3)$ gauge theory) was discussed. If the distribution of the local Polyakov loops is $Z_3$ symmetric in the confinement phase, the probability distribution of the spatially averaged Polyakov loop $\Omega$ is $U(1)$ symmetric when the spatial volume is sufficiently large. Then, the method of avoiding the sign problem and solving the problem of the center symmetry used in $U(1)$ gauge theory can be applied. On the other hand, in the deconfinement phase, the probability distribution of the averaged Polyakov loop is not $U(1)$ symmetric. Thus, the method to avoid the sign problem in $U(1)$ gauge theory cannot be applied. However, the sign problem is not very serious in the deconfinement phase.
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