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Abstract: Accurate collection of dendrometric information is essential for improving decision confidence and supporting potential advances in forest management planning (FMP). Total stem volume is an important forest inventory parameter that requires high accuracy. Terrestrial laser scanning (TLS) has emerged as one of the most promising tools for automatically measuring total stem height and diameter at breast height (DBH) with very high detail. This study compares the accuracy of different methods for extracting the total stem height and DBH to estimate total stem volume from TLS data. Our results show that estimates of stem volume using the random sample consensus (RANSAC) and convex hull and HTSP methods are more accurate (bias = 0.004 for RANSAC and bias = 0.009 for convex hull and HTSP) than those using the circle fitting method (bias = 0.046). Furthermore, the RANSAC method had the best performance with the lowest bias and the highest percentage of accuracy (78.89%). The results of this study provide insight into the performance and accuracy of the tested methods for tree-level stem volume estimation, and allow for the further development of improved methods for point-cloud-based data collection with the goal of supporting potential advances in precision forestry.
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1. Introduction

In most countries, forest inventories are based on statistical sampling with traditional field measurements, which are usually costly, time-consuming, and laborious. However, the increasing demand for resources for human welfare, environmental protection, and conservation requires even higher precision and faster processing of forest inventories. Stem volume is an important input for basic forest inventories that helps in economic forecasting, decision making, and sustainable timber resource planning [1,2]. Moreover, stem volume cannot be measured directly, but must be modeled and predicted from other variables that are more easily measured. Stem volume is a function of the two main tree variables: (a) diameter at breast height (DBH), and (b) tree height [3,4]. Diameter is measured using either calipers or a logging tape [5], while tree height is commonly measured using clinometer, laser rangefinder, or hypsometer based on ultrasonic technology [6,7].

Unbiased measurements of stem volume at the tree level are important because they can provide information that can help in estimating the effects of forestry activities on carbon stocks and, thus, on climate regulation [8,9]. The accuracy of stem measurements using traditional methods has recently been questioned in several studies. Apart from the fact that traditional methods are a very tedious process, there is also a high uncertainty in the way field measurements are made.

Today, stem variables can be measured with high accuracy using terrestrial laser scanning (TLS) devices. Several studies have been conducted to derive tree height [3,7,10,11], DBH [7,10], and plot basal area [12,13] from point clouds. Tree detection and stem dimension estimation with TLS are common methods for tree-level stem volume prediction [7,14].
Point cloud processing for DBH extraction can be performed using various mathematical models defined by a circle or an ellipse. These models can be divided into two main categories: algebraic, and geometric. Some of the most common algebraic methods based on least square fitting are those of Pratt [15], Kasa [16], Taubin [17], Chernov [18], and Fitzgibbon [19]. On the other hand, the most common geometric methods include random sample consensus (RANSAC) [20,21], Hough transform [22,23], skeletonization [24], and convex hull [25].

Olofsson et al. [22] used a modified version of RANSAC and the Hough transform to develop and validate a new method for detecting, classifying, and measuring tree stems and canopies. Their results showed that the most accurate diameter measurements for pines were obtained with an RMSE of 7% for a defined plot radius of 20 m. In 2016, Mikita et al. [25] compared two automatic methods for processing point clouds and delineating the stem circumference at breast height. Their results showed that the RMSE for DBH estimation ranged from 0.9 cm to 1.8 cm for the two circumscribed circle and convex hull methods tested, respectively.

The most common methods for estimating tree height from point clouds are based on digital elevation models (DEMs). In a recent study, Wang et al. [3] generated digital terrain models (DTMs) from multi-scan TLS and aerial laser scanning (ALS) data to estimate total stem height. Their results showed that the data from ALS had better performance for taller trees, while TLS had better performance for trees up to 20 m. In another work, Panagiotidis et al. [11] used different height extraction methods for estimating tree height based on canopy height models (CHMs) and local maxima. Their method proved to be reliable for height estimation of trees up to 30 m, for both deciduous and coniferous trees.

There are several studies on estimation of stem volume using TLS. Astrup et al. [26] evaluated volume estimates derived from standard volume functions and TLS data compared to traditional measurements. They found that tree volume could be estimated from TLS with high precision and accuracy; Spearman’s correlation coefficients ranged from 0.77 to 0.97. In 2021, Panagiotidis et al. [7] compared the difference between total stem volume from TLS and traditional inventory data. The coefficient of determination showed a strong relationship between measured and estimated stem volume, with an $R^2 = 0.87$ for deciduous trees and $R^2 = 0.98$ for conifers. In a former study, Mayamanikandan et al. [27] investigated the performance of DBH and tree height in evaluating stem volume. Their results showed that there was good agreement with the reference data for height ($R^2 = 0.99$), DBH ($R^2 = 0.99$), and stem volume ($R^2 = 0.96$).

This work contributes to characterizing the accuracy of stem volume estimates derived from TLS data compared to traditional forest inventory data, by testing different automated methodological approaches to total stem height and DBH. This will provide insight into the tree-level performance and accuracy of these methods, with the goal of supporting potential advances in precision forestry.

2. Materials and Methods

2.1. Characterization of the Test Site

The experiment was conducted in the School of Forest Enterprise of the Czech University of Life Sciences (ČZU Prague) in Kostelec and Černými Lesy (Figure 1). The study area extends geographically from $49°54′50.19″$ N; $14°52′23.61″$ E to $49°54′50.12″$ N; $14°52′24.98″$ E., with an area of 25 m$^2$ ($25 \times 25$ m). In terms of species composition, the area is dominated by Norway spruce ($Picea abies$ (L.) H. Karst.). The expanded area is mainly characterized by managed, even-aged forests with an age of about 60 years. In addition, artificial branch pruning has been carried out in the past for the lower portions of trees. The terrain profile in the area is gently sloping, with an elevation of about 420 m ASL, a mean annual temperature of 7.5 °C, and a mean annual precipitation of 600 mm.
The terrain profile in the area is gently sloping, with an elevation of about 420 m ASL, a mean annual temperature of 7.5 °C, and a mean annual precipitation of 600 mm.

2.2. Reference Data Acquisition

A Trimble M3 total station (Trimble Inc., Sunnyvale, CA, USA, 1978) was used to survey the tree locations using the independent coordinate system, and helped to verify the exact locations (at 100 m, the error range is ±23 mm) of trees from TLS. The total height of the trees was determined using a Haglöf Laser Geo (distance accuracy 40 mm) [28]; to avoid biased estimates, the distance from each tree was at least equivalent to the tree’s height. DBH was determined with millimeter accuracy using a Haglöf DP II (Haglöf Sweden AB, Långsele, Sweden, 2002) computer caliper [29]. Preliminarily, all stems were marked with a spray at DBH to increase the consistency of the measurements. For each tree, two diameters were manually measured from perpendicular directions, and DBH was then determined as the average of these two measurements. In total, we measured 48 trees.

2.3. TLS Measurements

The Trimble TX8 scanning system (Trimble Inc., Sunnyvale, CA, USA, 1978) was used for this study, and the technical specifications of the TLS device are given in Table 1. To ensure the optical degree of overlapping between the scanning positions we used the multi-scan approach, with a total of seven scans. The first scan was placed in the center of each plot, and the rest in its periphery. In addition to the scan parameters, fixed exposure was disabled, while third level mode was used for the scan density. The device provides 360° × 317° field-of-view acquisition, enabling optimal scanning performance of high-resolution scans up to 120 m, and generating 555 Mpts (million points) per scan in third level mode. The duration for each scan was 10 min. The field instant method was used to calibrate the laser scanner. Furthermore, to ensure better performance in the scan registration, the laser scanner reference sphere set of the laser scanner was used [30]. Marked wooden sticks were placed on the ground at each station in parallel with the scans; this allowed the scan positions to be measured with the Trimble M3 total station, with an error of 2 mm in horizontal distance. The registration of the point cloud was conducted using RealWorks software (Trimble Inc., Sunnyvale, CA, USA, 1978), with a point density of 0.01 m. Laser scanning was performed on 26 August 2019.
As a result of the above analysis, and based on the hypothesis that all trees in the study area had a cylindrical stem shape, we used a hypothetical vertical axis parallel to the z-axis in order to connect the treetop with the center of each stem cross-section at stump height (~30 cm off the ground) \( H_{TSP} \), considering only the nearest values around that vertical axis. By overlaying the generated normalized canopy height model (nCHM) and tree stump locations, we were able to estimate the exact stem locations and extract the total stem height using the “feature to point” tool in ArcGIS Pro V2.7.2 [36] (Figure 2). The spatial resolution of the nCHM was \( 0.01 \times 0.01 \) m cell size.

### Table 1. Trimble TX8 terrestrial laser scanning device specifications.

| Range Measurement                      | Specification            |
|----------------------------------------|--------------------------|
| Maximum Distance Range                 | 120 m on most surfaces   |
| Range Systematic Error                 | <2 mm                    |
| Laser Wavelength                       | 1.5 µm, invisible        |
| Laser Beam Diameter                    | 6–10–34 mm @ 10–30–100 m |
| Scanning Field-of-View                 | \( 360° \times 317° \)   |
| Scanning Speed                         | 1 million pts/s          |
| Angular Accuracy                       | 80 µrad                  |

#### 2.4. Point Cloud Normalization

Firstly, we computed the distances between ground and off-ground points, in order to eliminate the differences in total stem height caused by differences in elevation using the cloth simulation filter (CSF) algorithm [31] in CloudCompare (V.2.11.3 Zephyrus, Paris, France, 2011) [32]. Thus, tree locations were transformed to a horizontal plane with the same elevation. Ground and off-ground points were then extracted as LAS files and imported into ArcGIS Pro V2.7.2 (ESRI Inc., Redlands, CA, USA) [33] to create the DTM and digital surface model (DSM), with an accuracy of \( 0.01 \times 0.01 \) m cell size.

#### 2.4.1. Total Stem Height Estimation from \( H_{TSP} \) and Tree Locations

For the estimation of total stem height, we relied on the results of our previous work, in which we analyzed the differences in modelling total stem height, using two different height estimation methods for the same data. The results showed that the method of the centers of stem cross-sections at stump height (~30 cm off the ground) \( H_{TSP} \) performed better than treetop detection based on local maxima \( H_{TTD} \) [7]. A kernel window size of 2 m was used; the decision for the optimal kernel window size was straightforward since the application of local maxima on coniferous trees can successfully detect a single treetop per tree [11]. As a result of the above analysis, and based on the hypothesis that all trees in the study area had a cylindrical stem shape, we used a hypothetical vertical axis parallel to the z-axis in order to connect the treetop with the center of each stem cross-section at stump height \( H_{TSP} \), considering only the nearest values around that vertical axis. By overlaying the generated normalized canopy height model (nCHM) [35] and tree stump locations based on the center of each stump cross-section, we were able to estimate the exact stem locations and extract the total stem height using the “feature to point” tool in ArcGIS Pro V2.7.2 [36] (Figure 2). The spatial resolution of the nCHM was \( 0.01 \times 0.01 \) m cell size.

![Figure 2. Normalized canopy height model (nCHM) and the stem locations. Unprocessed trees in the upper-left and -right corners are not part of this study.](chart)
2.4.2. Total Stem Height Estimation Using the RANSAC Method

We used the RANSAC method [22] in CloudCompare for point cloud shape determination of stems, as shown in Figure 3. In the general parameter settings tab of RANSAC shape detection, we used cylinder as the primitive and set 500 as the minimum number of support points per cylinder. In the advanced parameter settings, based on the size of each stem, we used maximum distance to the cylinder \( (c = \text{default values}) \), sampling resolution \( (l = \text{default values}) \), maximum normal deviation \( (a = \text{default}) \), and overlook probability \( (\text{default}) \). Once the algorithm iterated through all the stems, the total length (above the ground to the treetop) was extracted for each colored cylinder.

![Figure 3. Scalar field color view of the study area, stem segmentation, and cylinder fitting using the random sample consensus (RANSAC) method.](image)

**Figure 3.** Scalar field color view of the study area, stem segmentation, and cylinder fitting using the random sample consensus (RANSAC) method.

2.5. Diameter Estimation

2.5.1. Geometric Approach by RANSAC

Similar to height estimation, we used the same parameters to apply the cylindrical fitting to estimate the DBH. In addition, we were able to use the “point picking” tool to measure and select all points between 1.25 and 1.35 m height above the ground, and then, by enabling the cylinder layer, the “cross section” tool was applied to extract all cylinder slices at that height (Figure 4c).

![Figure 4. An example of the same cross-sectional profile and the different fitting methods at diameter at breast height (DBH) using (a) convex hull (the red points represent the TLS data, and the dashed black line represents the convex hull circumference), (b) circle fitting (green points represent the TLS data, the dashed red line represents the circle fitting circumference), and (c) RANSAC.](image)

**Figure 4.** An example of the same cross-sectional profile and the different fitting methods at diameter at breast height (DBH) using (a) convex hull (the red points represent the TLS data, and the dashed black line represents the convex hull circumference), (b) circle fitting (green points represent the TLS data, the dashed red line represents the circle fitting circumference), and (c) RANSAC.
2.5.2. Algebraic Approach by Circle Fitting

The normalized points were used as inputs for estimating DBH in MATLAB R201b professional (MathWorks©, Inc., Natick, MA, USA), using the statistics and machine learning toolbox™. A buffer zone was applied to select all points between 1.25 and 1.35 m, using .Net framework in Visual Studio Enterprise 2015 V.14.0.24720.00 (Microsoft©, Redmond, Washington, DC, USA, 1975). The average number of selected points used to estimate the stem diameter for each stem was approximately 86. The points were then extracted as TXT files for further processing. We then estimated the stem radius in the produced stem cross-sections using the hierarchical cluster analysis (HCA) method [37]. This method allowed the formation of multiple clusters based on the total number of stems. First, we calculated the Euclidean distances between the \((x, y)\) points using the function “pdist” (Equation (1)) as follows:

\[
d(x, y) = \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2}
\]  

where \((x, y)\) are two points with coordinates \(x = (x_1, x_2)\) and \(y = (y_1, y_2)\).

Once the proximity between the points was calculated, we were able to determine how the stem cross-section points should be grouped into clusters using the “linkage” function. Ward’s minimum variance method in the “linkage” function was used to obtain the calculated distances and link pairs of \((x, y)\) points into binary clusters, as seen in Equation (2):

\[
d(r, s) = \frac{2n_r n_s}{n_r + n_s} \times ||\overline{x}_r - \overline{x}_s||_2
\]

where \(||||_2\) is the Euclidean distance, \(\overline{x}_r\) and \(\overline{x}_s\) are the centroids of clusters \((r)\) and \((s)\), respectively, and \(n_r\) and \(n_s\) refer to the number of elements in clusters \((r)\) and \((s)\), respectively.

The “cluster” function was then used to specify arbitrary clusters to partition data into the desired number of clusters, based on the total number of stems. We used the method proposed by Bucher [38]. This method is a modified version of the [16] circle fitting method (Equation (3)), based on the least squares. The “circfit” function was used to fit a circle to a set of measured points:

\[
[xc, yc, R, ∼] = circfit(x, y)
\]

where \(xc, yc\) are the returned centers for each stem cross-section, \(R\) is the returned estimated radius, and parameters, \(a, b,\) and \(c\), are optional coefficients describing the general circle form equation (Equation (4)):

\[
x^2 + y^2 + ax + bx + cy + c = 0
\]

As a final step, the constructed “circfit” function was iterated to ensure that all stem cross-section points were fitted, their respective radii were estimated, and would successfully be stored in cell arrays (Figure 4b).

2.5.3. Geometric Approach by Convex Hull

The cross-sectional areas at DBH used for the circle fitting method were also used to estimate DBH by the convex hull method. Initially, we converted the table to excel using the “excel to table” tool in ArcGIS Pro V2.7.2. In the generated table we assigned a unique code ID to each stem. The cross-sections were converted into geodatabase features using the local coordinate system S-JTSK/Krovak East North. Furthermore, the “minimum bounding geometry” tool was used to delineate polygons for each point cluster in order to approximate the shape of stem cross-sections. By using the “feature to point” tool, we were able to define the center of gravity (centroid) in each polygon; the horizontal centers of the stems were then exported as a new point layer. Finally, the “point distance” tool was used to calculate the distances between the center and the polygon vertices, using a
defined radius of 50 cm based on the size of our stems. The average radius was then used to define the stem diameter (Figure 4a).

Additionally, in the attribute table of the convex hull layer, an additional field was created for the characterization of stem cross-sections based on circularity. Circularity is a roundness error definition (Equation (5)) to identify which stem cross-sectional areas (produced by the convex hull) are closer to a perfect circular shape ($\text{Circularity} \rightarrow 1^-$), and which deviate from a circular shape ($\text{Circularity} \rightarrow 0^+$):

$$\text{Circularity}_{\text{stem cross-section}} = \frac{4\pi \text{area}}{\text{perimeter}^2}$$  \hspace{1cm} (5)

2.6. Derivation of Total Stem Volume

Total stem volume was calculated using DBH as a predictor from observed and estimated (RANSAC, circle fitting, convex hull) values. As for the total stem height, the $H_{TSP}$ method was used in the case of circle fitting and convex hull. For the estimation of total stem volume, the allometric equation for Norway spruce by Petráš and Pajtík [39] was applied (Equation (6), Table 2). In terms of suitability, Equation (6) is based on empirical data, calculated primarily for the standards of central Europe [39]:

$$V_{\text{Norway spruce}} = \left( A \times (DBH^{1.3} + 1)^{B \times H^C} \right) - \left( E \times (DBH^{1.3} + 1)^{F \times H^G} \right)$$  \hspace{1cm} (6)

| Norway Spruce | A        | B        | C        | E        | F        | G        |
|--------------|----------|----------|----------|----------|----------|----------|
| Coefficients | $4.01 \times 10^{-5}$ | 1.821816 | 1.132062 | $9.29 \times 10^{-3}$ | $-1.02037$ | 0.896101 |

2.7. Accuracy Assessment

First, we tested the normality of our data, and found out that the data were not normally distributed. Therefore, we used the Friedman analysis of variance (ANOVA), which is a non-parametric statistical test, while for the post-hoc analysis we used the Wilcoxon test for two related samples (i.e., observed vs. convex hull). For calculating the alpha for the post-hoc analysis, we used the Bonferroni correction (Equation (7)):

$$a' = \frac{a}{k}$$  \hspace{1cm} (7)

The relationship between observed and estimated volume was modelled using linear regression. Accuracy assessment was performed at the tree level to evaluate the accuracy of the total stem volume obtained from the TLS by calculating the R-squared (Equation (8)):

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (E_i - O_i)^2}{\sum_{i=1}^{n} (E_i - O_{\text{mean}})^2}$$  \hspace{1cm} (8)

where $E_i$ and $O_i$ represent the estimated and observed values, $O_{\text{mean}}$ refers to the average of the observed values, and $n$ is the number of stems.

Additionally, box and whisker plots were used to illustrate the variance for the observed and estimated volume. Finally, we calculated $\text{bias}$ (Equation (9)), and $\text{bias}\%$ (Equation (10)), as follows:

$$\text{Bias} = \frac{1}{n} \sum x_i - \overline{x}_j$$  \hspace{1cm} (9)

$$\text{Bias}\% = \frac{\text{Bias}}{\overline{x}_j} \times 100$$  \hspace{1cm} (10)
From Equations (9) and (10), $x_i$ is the observed value, $\bar{x}$ is the average of estimated values, and $n$ is the number of stems.

3. Results and Discussion

Firstly, we examined the correlation between the observed and estimated stem volume (Figure 5). Based on the R-squared results, circle fitting with $R^2 = 0.97$ had the highest correlation with the observed stem volume (Figure 5b). RANSAC with $R^2 = 0.68$ showed lower correlation with observed stem volume compared to circle fitting (Figure 5a). Finally, convex hull with $R^2 = 0.18$ had the lowest correlation with observed stem volume (Figure 5c). Therefore, we calculated the deviation of each DBH polygon generated from the convex hull and the actual circle shape, in order to examine the relationship between circularity and stem volume residuals (Figures 5c and 6). As the results suggested, there was no correlation between these two with $R^2 = 0.02$ (Figure 7).

Figure 5. Linear regression models of the observed and estimated total stem volume between the three used approaches. (a) shows the volume correlation between observed and RANSAC, (b) shows the volume correlation between observed and circle fitting, and (c) shows the volume correlation between observed and convex hull.

Figure 6. The deviation of stem shape profile from the regular circular shape, for a circularity of (a) 0.986, and (b) 0.974. The red points represent the TLS data, and the continuous black line represents the convex hull circumference. The numbers in the center represent the stem code ID.
Although no correlation was found between the convex hull circularity and stem volume residuals, this method can be used as a robust and automatic benchmark technique to identify any 2D shape that deviates from a regular circular shape. For example, objects with circularity less than 0.886 are considered to be squares. Since natural stem shapes are either circular, semi-circular (irregular), or elliptical, circularity can then be used to identify all the non-circular shapes over a large number of cross-sectional points.

The Friedman test exhibited significant differences between the different datasets (observed and estimated), with $\alpha = 0.05$ (Table 3), meaning that all or some of the estimated methods produced results that were significantly far from the observed values. To determine where these differences occurred, the Wilcoxon test was used. To reject the null hypothesis ($H_0$), the asymptotic significance (two-tailed) should be less than $\alpha = 0.0125$. This alpha value was calculated using the Bonferroni correction (Table 4), which is the division of the alpha value (0.05) by the total number of variables.

![Correlation Between Convex Hull Circularity and Volume Residuals](image)

**Figure 7.** Correlation between the circularity (deviation of stem shape profile from regular circle) and the produced volume residuals (observed vs. convex hull).

### Table 3. Friedman test ($\alpha = 0.05$).

| N  | Chi-Square | Df  | Asymptotic Significance |
|----|------------|-----|------------------------|
| 48 | 12.925     | 3   | 0.004801637            |

*N: number of observations; Df: degrees of freedom.

### Table 4. Asymptotic significance based on post-hoc analysis (Wilcoxon test).

|                  | Observed | Circle Fitting * | RANSAC | Convex Hull * |
|------------------|----------|------------------|--------|--------------|
| Observed         | -        | 0.00             | 0.94   | 0.57         |
| Circle Fitting * | 0.00     | -                | 0.06   | 0.63         |
| RANSAC           | 0.94     | 0.06             | -      | 0.70         |
| Convex Hull *    | 0.57     | 0.63             | 0.70   | -            |

* $\alpha = 0.0125$ based on Bonferroni correction. Circle fitting and $H_{\text{TSP}}$; convex hull and $H_{\text{TSP}}$.

According to the Wilcoxon test results, the estimated stem volume derived from circle fitting and $H_{\text{TSP}}$ had a significant difference from the observed volume with $p = 0.00$. 

N: number of observations; Df: degrees of freedom.
However, there was no significant difference between circle fitting and the rest of the estimated results (Figure 8, Table 4). Moreover, the Wilcoxon test showed that, in most cases (42 out of 48), circle fitting resulted in an overestimation of values, leading to a higher amount of bias% (6.976%) (Table 5). Furthermore, the Wilcoxon test demonstrated that there was no significant difference between the estimated stem volume from convex hull ($p = 0.57$), RANSAC ($p = 0.94$) and the observed values (Table 4). Furthermore, compared to circle fitting, which overestimated stem volume 87.5% of the time, convex hull and RANSAC had almost equal amounts (~50%) of overestimation and underestimation of stem volume, resulting in lower amounts of bias%, at 1.456% and 0.672%, respectively (Table 5).

![Box and whisker plots of the observed and estimated total stem volume.](image)

**Figure 8.** Box and whisker plots of the observed and estimated total stem volume. The letters (a and b) indicate whether or not there were significant differences between the groups at a 0.05 significance level.

**Table 5.** Wilcoxon signed-rank test.

| Method                  | Negative Rank (Observed > Estimated) | Positive Rank (Observed < Estimated) | Ties |
|-------------------------|--------------------------------------|--------------------------------------|------|
| RANSAC                  | 25                                   | 23                                   | 0    |
| Circle Fitting and HTSP | 6                                    | 42                                   | 0    |
| Convex Hull and HTSP    | 23                                   | 25                                   | 0    |

Convex hull presented lower bias (0.01) and bias% (1.46) compared to circle fitting, with bias of 0.05 and bias% of 6.98. The results of convex hull are in accordance with the results of previous studies [25]. RANSAC, with bias 0.00 and bias% = 0.67, had the highest performance for the stem volume estimation (Figure 8, Table 6).

According to our results, RANSAC had better performance than the other two methods for the stem volume estimation, with low bias and no significant differences in determining the estimated stem volumes from the actual observed values. Moreover, RANSAC provides some desirable features, such as noise reduction, which is useful in dendrometry for extracting stem attributes, especially for complex forest structures. This method is robust, and can work with data containing a large number of outliers (more than 50%) [21,22].
In contrast, circle fitting had the lowest performance in estimating stem volume, with the largest bias. It also produced significantly different results compared to observed values due to the nature of the circle fitting method for determining the stem radius. As mentioned earlier, stems are usually not fully circular, in most cases being either semi-circular or elliptical. Moreover, the shapes of older or damaged trees are not well approximated by a circle, since they differ significantly from circular stem shapes. Therefore, in our case, RANSAC and convex hull, approximated all the stem shapes based on elliptical or irregular polygons, resulting in better performance for the stem volume estimation compared to circle fitting.

Additionally, it is evident that, in some cases, TLS position or tree location (i.e., border trees) may create inadequate data, leading to overestimation of stem attributes [40]. Apart from the nature of the circle fitting method, which slightly overestimated total stem volume, different TLS locations for the scale of our study area (25 × 25 m) would not have provided better results for circle fitting. Furthermore, the used TLS multi-scan approach produced a sufficient number of points along the stem circumference for all trees. Saarinen et al. [41] found similar results in a study on Norway spruce. The objective of the study was to investigate the effect of TLS data collection at different distances (i.e., 25%, 59%, 75%, and 100% of tree height). The results showed that longer distances increased the uncertainty when the scanning distance was greater than approximately 50% of the tree height, because the number of successfully measured diameters from the TLS point cloud was not sufficient for estimating stem volume. Similarly, a recent study [42] suggests that TLS point clouds can be used to predict stem volumes of individual trees, but the accuracy of the results depends mainly on the coverage of the original point cloud data and the used method.

Examination of trends in other studies that have used different modelling approaches, data types, sample sizes, etc., to estimate key forest variables has shown that proper selection of methods and statistics is critical to achieving accurate predictive models [43,44].

4. Conclusions

The use of TLS in modern forestry is a technology with high potential, which allows reliable and accurate reconstruction of stem geometry as long as the surface is sufficiently covered by points. In this paper we presented a benchmark assessment to investigate the accuracy of total stem volume at tree level from close-range sensing data, using different methodological approaches. Based on our results, the use of geometric approaches such as RANSAC and convex hull is recommended due to their ability to model irregular stem shapes with very low bias, thus improving the accuracy of stem attribute estimates. In contrast, the algebraic method presented in this paper considered the stem as a complete circle, causing biased estimates of stem diameter. According to the Wilcoxon test, the estimated volume derived from circle fitting and H_{TSP} showed a significant difference from the observed volume with \( p = 0.00 \). In other words, the relationship found between circle fitting and the observed data (\( R^2 = 0.97 \)) was purely random, which means that repeating this method in a different sample set would not guarantee the same accuracy and performance. In our case, circle fitting resulted in an overestimation of stem volume.
87.5% of the time. However, the other two methods (RANSAC and convex hull) provided accurate volume estimates with very low bias (0.004 for RANSAC and 0.009 for convex hull). The RANSAC method had the best performance, with the lowest bias and the highest percentage of accuracy (78.89%).

To the best of our knowledge, this is the first study to quantify the deviation of each DBH polygon generated by the convex hull method from the actual circular shape to examine the correlation between circularity and stem volume residuals. Although no correlation was found between convex hull circularity and stem volume residuals, this study demonstrated that circularity is a robust and automatic method that can be applied preliminarily to identify non-circular 2D shapes at large scales.
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