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Abstract

A telescopic curve is a certain algebraic curve defined by $m - 1$ equations in the affine space of dimension $m$, which can be a hyperelliptic curve and an $(n, s)$ curve as a special case. The sigma function $\sigma(u)$ associated with the telescopic curve of genus $g$ is a holomorphic function on $\mathbb{C}^g$. For a subring $R$ of $\mathbb{C}$ and variables $u = (u_1, \ldots, u_g)$, let

$$R\langle\langle u \rangle\rangle = \left\{ \sum_{i_1,\ldots,i_g \geq 0} \kappa_{i_1,\ldots,i_g} u_1^{i_1} \cdots u_g^{i_g} \mid \kappa_{i_1,\ldots,i_g} \in R \right\}.$$

If the power series expansion of a holomorphic function $f(u)$ on $\mathbb{C}^g$ around the origin belongs to $R\langle\langle u \rangle\rangle$, then $f(u)$ is said to be Hurwitz integral over $R$. In this paper, we show that the sigma function $\sigma(u)$ associated with the telescopic curve is Hurwitz integral over the ring generated by the coefficients of the defining equations of the curve and $\frac{1}{2}$ over $\mathbb{Z}$. Further, we show that $\sigma(u)^2$ is Hurwitz integral over the ring generated by the coefficients of the defining equations of the curve over $\mathbb{Z}$. Our results are a generalization of the results of Y. Önishi for $(n, s)$ curves to telescopic curves.

1 Introduction

The Weierstrass’s elliptic sigma function plays important roles in the theory of the Weierstrass’s elliptic function. F. Klein [26, 27] generalized the Weierstrass’s elliptic sigma function to the multivariate sigma functions associated with hyperelliptic curves. V. M. Buchstaber, V. Z. Enolski, and D. V. Leykin improved the theory of the Klein’s hyperelliptic sigma functions and generalized it to more general plane algebraic curves called $(n, s)$ curves (e.g., [11, 12, 13, 14, 15, 16, 17, 18, 21]). The sigma function is
obtained by modifying the Riemann's theta function so as to be modular invariant, i.e., it does not depend on the choice of a canonical homology basis. Further, the sigma function has some remarkable algebraic properties that it is directly related with the defining equations of an algebraic curve. Namely, the coefficients of the power series expansion of the sigma function around the origin become polynomials of the coefficients of the defining equations of the algebraic curve. This property is important in the study of differential structure of Abelian functions (cf. [20, 31]). Further, from this property of the sigma function, the sigma function has a limit when the coefficients of the defining equations of the curve are specialized in any way, which is important in the study of integrable systems (cf. [7, 32]). It is one of the central problems to determine the coefficients of the power series expansion of the sigma function. This problem is studied in many papers (e.g., [5, 9, 10, 17, 22, 23, 29, 30, 35]).

Throughout the present paper, we denote by \( \mathbb{N}, \mathbb{Z}_{\geq 0}, \mathbb{Z}, \mathbb{Q}, \text{ and } \mathbb{C} \) the sets of positive integers, non-negative integers, integers, rational numbers, and complex numbers, respectively. For a subring \( R \) of \( \mathbb{C} \) and a set of some complex numbers \( \mathcal{A} \), we denote by \( R[\mathcal{A}] \) the ring generated by elements in \( \mathcal{A} \) over \( R \). For positive integers \( k_1, \ldots, k_n \), let \( \langle k_1, \ldots, k_n \rangle = \{ \ell_1k_1 + \cdots + \ell nk_n \mid \ell_1, \ldots, \ell n \in \mathbb{Z}_{\geq 0} \} \) and we denote by \( \gcd(k_1, \ldots, k_n) \) the greatest common divisor of \( k_1, \ldots, k_n \). For a subring \( R \) of \( \mathbb{C} \) and variables \( z = (z_1, \ldots, z_n) \), let

\[
R\langle\langle z \rangle\rangle = R\langle\langle z_1, \ldots, z_n \rangle\rangle = \left\{ \sum_{i_1, \ldots, i_n \geq 0} \frac{z_1^{i_1} \cdots z_n^{i_n}}{i_1! \cdots i_n!} \kappa_{i_1, \ldots, i_n} \mid \kappa_{i_1, \ldots, i_n} \in R \right\}.
\]

If the power series expansion of a holomorphic function \( f(z) = f(z_1, \ldots, z_n) \) on \( \mathbb{C}^n \) around the origin belongs to \( R\langle\langle z \rangle\rangle \), then we write \( f(z) \in R\langle\langle z \rangle\rangle \) and \( f(z) \) is said to be a Hurwitz integral over \( R \). For a ring \( R \) and a positive integer \( n \), let \( M_n(R) \) be the set of the \( n \times n \) matrices such that all the components are contained in \( R \). For a semigroup \( Z \) and a positive integer \( n \), let \( nZ = \{ nr \mid r \in Z \} \). We denote by \( \emptyset \) the empty set.

In [28], Miura introduced a certain canonical form, Miura canonical form, for defining equations of any non-singular algebraic curve. A telescopic curve [28] is a special curve for which Miura canonical form is easy to determine. For an integer \( m \geq 2 \), let \( A_m = (a_1, \ldots, a_m) \) be a sequence of positive integers such that \( \gcd(a_1, \ldots, a_m) = 1 \), \( a_i \geq 2 \) for any \( i \), and

\[
\frac{a_i}{d_i} \in \left\langle \frac{a_1}{d_1}, \ldots, \frac{a_{i-1}}{d_{i-1}} \right\rangle, \quad 2 \leq i \leq m,
\]

where \( d_i = \gcd(a_1, \ldots, a_i) \). Let

\[
B(A_m) = \left\{ (\ell_1, \ldots, \ell_m) \in \mathbb{Z}_{\geq 0}^m \right\} \frac{d_{i-1}}{d_i} - 1 \quad \text{for} \quad 2 \leq i \leq m \}
\]

For any \( 2 \leq i \leq m \), we have the unique element \((\ell_{i,1}, \ldots, \ell_{i,m}) \in B(A_m) \) satisfying

\[
\sum_{j=1}^{m} a_j \ell_{i,j} = a_i \frac{d_{i-1}}{d_i}.
\]
For any $2 \leq i \leq m$, we have $\ell_{i,j} = 0$ for $j \geq i$. Consider the $m - 1$ polynomials in $m$ variables $X = (X_1, \ldots, X_m)$ given by

$$F_i(X) = X_i^{d_i-1} - \prod_{j=1}^{i-1} X_j^{d_j} - \sum_{j=1}^{i-1} \lambda^{(i)}_{a_id_i-1} X_j^{d_j} - \sum_{k=1}^{m} a_{k,jk} X_1^{j_1} \cdots X_m^{j_m},$$

where $2 \leq i \leq m$, $\lambda^{(i)}_{a_id_i-1} X_j^{d_j} - \sum_{k=1}^{m} a_{k,jk} \in \mathbb{C}$, and the summation is taken over $(j_1, \ldots, j_m) \in B(A_m)$ such that

$$\sum_{k=1}^{m} a_{k,jk} < a_i d_i - 1.$$

The algebraic curve defined by the $m - 1$ equations $F_i = 0$, $2 \leq i \leq m$, in $\mathbb{C}^m = (X_1, \ldots, X_m)$ is called the telescopic curve associated with $A_m$. We denote by $\lambda$ the set of all $\lambda^{(i)}_{j}$. For a subset $\mathcal{S}$ of $\lambda$, we set $\lambda^{(i)}_{j,\mathcal{S}} = \lambda^{(i)}_{j} / 2$ if $\lambda^{(i)}_{j} \notin \mathcal{S}$ and we set $\lambda^{(i)}_{j,\mathcal{S}} = \lambda^{(i)}_{j}$ if $\lambda^{(i)}_{j} \notin \mathcal{S}$. We denote by $\lambda_{\mathcal{S}}$ the set of all $\lambda^{(i)}_{j,\mathcal{S}}$. The sigma function $\sigma(u)$ associated with the telescopic curve of genus $g$ is a holomorphic function on $\mathbb{C}^g$. For $m = 2$ and $A_2 = (n,s)$ with relatively prime positive integers $n$ and $s$ such that $2 \leq n < s$, it is called the $(n,s)$ curve (cf. [3]). For $m = 2$, for simplicity, we denote $\lambda^{(2)}_{j}$ by $\lambda_j$. The polynomial $F_2$ defining the $(n,s)$ curve is given by

$$F_2(X) = X_2^n - X_1^s + \sum_{n-j_1-j_2 < ns} \lambda^{(2)}_{ns-n_j_1-s_j_2} X_1^{j_1} X_2^{j_2}, \quad (1.1)$$

where the summation is taken over $(j_1, j_2) \in \mathbb{Z}_{\geq 0}^2$ such that $nj_1 + sj_2 < ns$. Note that $(2,s)$ curves are none other than hyperelliptic curves.

We consider the $(n,s)$ curve. In [29], an expression of the sigma function associated with the $(n,s)$ curve in terms of algebraic functions and integrals of an algebraic differential form is derived. In [30], an expression of the sigma function associated with the $(n,s)$ curve in terms of the tau function of the KP-hierarchy is derived. In [29][30], by using these expressions of the sigma function of the $(n,s)$ curve, it is proved that we have $\sigma(u) \in \mathbb{Q}[\lambda]^\langle \langle u \rangle \rangle$ for the $(n,s)$ curve. Let $\mathcal{C}$ be the set of $\lambda_j$ which is the coefficient of $X_1^{j_1} X_2^{j_2}$ with $(j_1, j_2) = (\text{odd}, \text{odd})$ in (1.1). In [35], a special local parameter of the $(n,s)$ curve around $\infty$ is introduced, which is called the arithmetic local parameter, and by using the arithmetic local parameter and the expression of the sigma function associated with the $(n,s)$ curve in terms of the tau function of the KP-hierarchy, it is proved that we have $\sigma(u) \in \mathbb{Z}[\lambda]^\langle \langle u \rangle \rangle$ and $\sigma(u)^2 \in \mathbb{Z}[\lambda]^\langle \langle u \rangle \rangle$ for the $(n,s)$ curve ([35, Theorem 2.3]). In [34], in the case of the $(2,3)$ curve, the Hurwitz integrality of the elliptic sigma function is proved by an approach different from [35]. In [34][35], relationships of the Hurwitz integrality of the sigma functions with number theory are discussed.

We consider the telescopic curve associated with $A_m$. In [3], an expression of the sigma function associated with the telescopic curve in terms of algebraic functions and integrals of an algebraic differential form is derived. Further, in [4], an expression of the sigma function associated with the telescopic curve in terms of the tau function
of the KP-hierarchy is also derived. In [4], by using these expressions of the sigma function of the telescopic curve, it is proved that we have \( \sigma(u) \in \mathbb{Q}[\lambda]/\langle\langle u \rangle\rangle \) for the telescopic curve. We assign degrees for \( X_k \) and \( \lambda_j^{(i)} \) as \( \deg X_k = a_k \) and \( \deg \lambda_j^{(i)} = j \). Let \( \mathfrak{A} = \{ \lambda_j^{(i)} | j \text{ is odd} \} \). In this paper, we generalize the arithmetic local parameter of the \((n, s)\) curve to the case of the telescopic curve (Section 6). By using the arithmetic local parameter of the telescopic curve and the expression of the sigma function associated with the telescopic curve in terms of the tau function of the KP-hierarchy, we show \( \sigma(u) \in \mathbb{Z}[\lambda]^{\langle \langle u \rangle \rangle}/\langle \langle u \rangle \rangle \) and \( \sigma(u)^2 \in \mathbb{Z}[\lambda]/\langle\langle u \rangle\rangle \) for the telescopic curve (Theorem 7.8). Let \( I \) be the ideal of \( \mathbb{C}[X_1, \ldots, X_m] \) generated by \( F_2, \ldots, F_m \). For \( f_1, f_2 \in \mathbb{C}[X_1, \ldots, X_m] \), if \( f_1 - f_2 \in I \), we say that \( f_1 \) is congruent to \( f_2 \) modulo \( I \). For a subring \( R \) of \( \mathbb{C} \), let \( \mathcal{P}(R) \) be the set of \( \sum f_{i_1,\ldots,i_m} X_{i_1}^{j_1} \cdots X_{i_m}^{j_m} \in R[X_1, \ldots, X_m] \) such that \( f_{i_1,\ldots,i_m} \in 2R \) or \( (i_1, \ldots, i_m) \in 2\mathbb{Z}_{\geq 0}^m \). For \( f \in \mathbb{Z}[\lambda][X_1, \ldots, X_m] \), let \( S(f) \) be the set of the subsets \( \mathcal{S} \) of \( \lambda \) such that \( f \in \mathcal{P}(\mathbb{Z}[\lambda \mathcal{S}]) \). Let \( G \) be the \((m-1) \times m\) matrix defined by

\[
G = \left( \frac{\partial F_i}{\partial X_j} \right)_{2 \leq i \leq m, 1 \leq j \leq m}
\]

and \( G_k \) be the \((m-1) \times (m-1)\) matrix obtained by deleting the \( k\)-th column from \( G \). Let \( \langle A_m \rangle = \langle a_1, \ldots, a_m \rangle \) and \( g \) be the genus of the telescopic curve. We take an integer \( k \) such that \( 1 \leq k \leq m \) and \( a_k \) is odd. We take a polynomial \( f \) in \( \mathbb{Z}[\lambda][X_1, \ldots, X_m] \) which is congruent to \( \det G_k \) modulo \( I \). In Lemma 7.15, we prove that if \( \mathcal{S} \in S(f) \), we have \( \sigma(u) \in \mathbb{Z}[\lambda \mathcal{S}]/\langle\langle u \rangle\rangle \). In Lemma 7.15, we have the following problems:

- For any telescopic curve and any integer \( k \) such that \( 1 \leq k \leq m \) and \( a_k \) is odd, is there a polynomial \( f \) in \( \mathbb{Z}[\lambda][X_1, \ldots, X_m] \) such that \( f \) is congruent to \( \det G_k \) modulo \( I \) and \( S(f) \neq \emptyset \)?
- Find a polynomial \( \mathcal{F} \) in \( \mathbb{Z}[\lambda][X_1, \ldots, X_m] \) such that \( \mathcal{F} \) gives the best result among all the polynomials in \( \mathbb{Z}[\lambda][X_1, \ldots, X_m] \) which are congruent to \( \det G_k \) modulo \( I \).

We solve these problems in Theorem 7.16, where for any integer \( k \) such that \( 1 \leq k \leq m \) and \( a_k \) is odd we prove the following results:

(i) The determinant \( \det G_k \) is congruent to

\[
\mathcal{F} = (-1)^{k+1} a_k X_1^{2h_1} \cdots X_m^{2h_m} + \sum p_{i_1,\ldots,i_m} X_{i_1}^{j_1} \cdots X_{i_m}^{j_m} \tag{1.2}
\]

modulo \( I \), where

- \( (h_1, \ldots, h_m) \in \mathbb{Z}_{\geq 0}^m \) such that \( 2 \sum_{j=1}^m a_j h_j = 2g - 1 + a_k \),
- the summation in (1.2) is taken over \((i_1, \ldots, i_m) \in \mathbb{Z}_{\geq 0}^m \) such that \( \sum_{j=1}^m a_j i_j < 2g - 1 + a_k \),
- \( p_{i_1,\ldots,i_m} \in \mathbb{Z}[\lambda] \),
- \( \mathcal{F} \) is homogeneous of degree \( 2g - 1 + a_k \) with respect to \( \lambda \) and \( X_1, \ldots, X_m \).
• if \((i_1, \ldots, i_m) \neq (i'_1, \ldots, i'_m)\) and \(p_{i_1+\cdots+i_m} \neq 0\), then \(\sum_{j=1}^m a_j i_j \neq \sum_{j=1}^m a_j i'_j\),
• if \((i_1, \ldots, i_m) \notin 2\mathbb{Z}_{\geq0}^m \) and \(p_{i_1+\cdots+i_m} \neq 0\), then \(\sum_{j=1}^m a_j i_j \notin 2\langle A_m \rangle\).

(ii) We have \(S(\mathcal{F}) \neq \emptyset\). For any \(\mathcal{G} \in S(\mathcal{F})\), we have \(\sigma(u) \in \mathbb{Z}[\lambda_\mathcal{G}]\langle \langle u \rangle \rangle\).
(iii) For any \(f \in \mathbb{Z}[\lambda][X_1, \ldots, X_m]\) which is congruent to \(\det G_k \) modulo \(I\), we have \(S(f) \subseteq S(\mathcal{F})\).

We can apply Theorems 7.8 and 7.16 to any telescopic curve. For the \((n, s)\) curve, Theorem 7.16 gives the better result than Theorem 7.8 (Remark 7.21). When we apply Theorem 7.16 to the \((n, s)\) curve, we obtain the same result as Theorem 7.8 (Remark 7.22). Therefore, Theorem 7.16 includes Theorem 7.8. In Examples 7.24 and 7.26, we consider the case of \(m = 3\) and \(A_3 = (4, 6, 5), (4, 6, 7), \) and \((6, 9, 5)\), respectively. For these curves, Theorem 7.16 gives the better result than Theorem 7.8 (i).

In the case of hyperelliptic curves, more precise properties on the power series expansion of the sigma function are known. We consider the hyperelliptic curve of genus \(g\) defined by

\[ X_2^2 = X_1^{2g+1} + \lambda_4 X_1^{2g-1} + \lambda_6 X_1^{2g-2} + \cdots + \lambda_{4g} X_1 + \lambda_{4g+2}. \]

By applying Theorem 7.3 to this curve, we obtain \(\sigma(u) \in \mathbb{Z}[\lambda_2, \lambda_4, \lambda_6, \lambda_{4g+2}]\langle \langle u \rangle \rangle\). In [19] [34], it is proved that we have \(\sigma(u) \in \mathbb{Z}[\lambda_2, 8\lambda_6] \langle \langle u \rangle \rangle\) for \(g = 1\). In [19], it is conjectured that we have \(\sigma(u) \in \mathbb{Z}[\lambda_2, 24\lambda_6] \langle \langle u \rangle \rangle\) for \(g = 1\). In [3] Corollary 2, it is proved that we have \(\sigma(u) \in \mathbb{Z}[\lambda_4, \lambda_6, \lambda_8, 2\lambda_{10}] \langle \langle u \rangle \rangle\) for \(g = 2\).

## 2 Telescopic sequences

For an integer \(m \geq 2\), let \(A_m = (a_1, \ldots, a_m)\) be a sequence of positive integers such that \(\gcd(a_1, \ldots, a_m) = 1\) and

\[ \frac{a_i}{d_i} \in \left\langle \frac{a_1}{d_1}, \ldots, \frac{a_{i-1}}{d_{i-1}} \right\rangle, \quad 2 \leq i \leq m, \]

where \(d_i = \gcd(a_1, \ldots, a_i)\). This sequence \(A_m\) is called a telescopic sequence (cf. [25]). Let \(\langle A_m \rangle = \langle a_1, \ldots, a_m \rangle\). The set \(\mathbb{Z}_{\geq0}\langle A_m \rangle\) is a finite set. The number of elements of \(\mathbb{Z}_{\geq0}\langle A_m \rangle\) is called the genus of \(\langle A_m \rangle\). Let \(g\) be the genus of \(\langle A_m \rangle\). Then the following relation holds:

\[ g = \frac{1}{2} \left\{ 1 - a_1 + \sum_{i=2}^m \left( \frac{d_{i-1}}{d_i} - 1 \right) a_i \right\} \quad (2.1) \]

(cf. [33]). The following lemma is important in the proof of Theorem 7.16.

**Lemma 2.1.** Let \(a\) be a positive odd integer such that \(a \in \langle A_m \rangle\). Then we have \(2g - 1 + a \in 2\langle A_m \rangle\).
Proof. Let $a = k_1a_1 + \cdots + k_m a_m$, where $k_1, \ldots, k_m \in \mathbb{Z}_{\geq 0}$. We prove this lemma by induction on $m$. First, we prove this lemma for $m = 2$. Note that $k_1 a_1 + k_2 a_2$ is odd. If $(a_1, k_1) = (\text{odd}, \text{odd})$, then we have $(a_2, k_2) = (\text{odd}, \text{even}), (\text{even}, \text{odd})$, or $(\text{even}, \text{even})$. If $(a_1, k_1) = (\text{odd}, \text{even}), (\text{even}, \text{odd})$, or $(\text{even}, \text{even})$, then we have $(a_2, k_2) = (\text{odd}, \text{odd})$. In the case of $(a_1, k_1, a_2, k_2) = (\text{odd}, \text{odd}, \text{even}), (\text{odd}, \text{odd}, \text{even})$, or $(\text{even}, \text{odd}, \text{odd})$, we have

$$2g - 1 + a = (k_1 - 1)a_1 + (a_1 - 1 + k_2)a_2 \not\in 2\langle a_1, a_2 \rangle.$$  

In the case of $(a_1, k_1, a_2, k_2) = (\text{odd}, \text{odd}, \text{even}), (\text{odd}, \text{odd}, \text{odd})$, or $(\text{even}, \text{even}, \text{odd})$, we have

$$2g - 1 + a = (a_2 + k_1 - 1)a_1 + (k_2 - 1)a_2 \not\in 2\langle a_1, a_2 \rangle.$$  

Therefore, we obtain the statement of the lemma for $m = 2$. For an integer $n \geq 3$, we assume that the statement of the lemma holds for $m = n - 1$. We prove this lemma for $m = n$. For $1 \leq i \leq n - 1$, let $a_i' = a_i / d_{i-1}$ and $d_i' = d_i / d_{i-1}$. For $1 \leq i \leq n - 1$, we have $d_i' = \gcd(a_i', \ldots, a_n')$. The sequence $(a_1', \ldots, a_n')$ is also a telescopic sequence. Let $g'$ be the genus of $(a_1', \ldots, a_{n-1}')$. Note that $k_1 a_1 + \cdots + k_n a_n$ is odd. Let $a' = k_1 a_1' + \cdots + k_{n-1} a_{n-1}'$. If $(d_{n-1}, a') = (\text{odd}, \text{odd})$, then we have $(a_n, k_n) = (\text{odd}, \text{even}), (\text{even}, \text{odd})$, or $(\text{even}, \text{even})$. If $(d_{n-1}, a') = (\text{odd}, \text{even}), (\text{even}, \text{odd})$, or $(\text{even}, \text{even})$, then we have $(a_n, k_n) = (\text{odd}, \text{odd})$. We consider the case of $(d_{n-1}, a', a_n, k_n) = (\text{odd}, \text{odd}, \text{even}), (\text{odd}, \text{odd}, \text{odd})$, or $(\text{even}, \text{odd}, \text{odd})$. We have

$$2g - 1 + a = d_{n-1} \left\{-a_1' + \sum_{i=2}^{n-1} \left( \frac{d_{i-1}'}{d_i'} - 1 \right) a_i' + a' \right\} + (d_{n-1} - 1 + k_n) a_n$$

$$= d_{n-1}(2g' - 1 + a') + (d_{n-1} - 1 + k_n) a_n.$$  

By the induction hypothesis, we have $2g' - 1 + a' \not\in 2\langle a_1', \ldots, a_{n-1}' \rangle$. Thus, we have $d_{n-1}(2g' - 1 + a') \not\in 2\langle a_1, \ldots, a_{n-1} \rangle$. Since $d_{n-1} - 1 + k_n$ is even, we have $2g - 1 + a \not\in 2\langle a_1, \ldots, a_n \rangle$. We consider the case of $(d_{n-1}, a', a_n, k_n) = (\text{odd}, \text{odd}, \text{even}, \text{odd})$, or $(\text{even}, \text{odd}, \text{odd})$. We have

$$2g - 1 + a = d_{n-1} \left\{-a_1' + \sum_{i=2}^{n-1} \left( \frac{d_{i-1}'}{d_i'} - 1 \right) a_i' + a' + a_n \right\} + (k_n - 1) a_n$$

$$= d_{n-1}(2g' - 1 + a' + a_n) + (k_n - 1) a_n.$$  

Since $(a_1, \ldots, a_n)$ is a telescopic sequence, we have $a_n \in \langle a_1', \ldots, a_n' \rangle$. By the induction hypothesis, we have $2g' - 1 + a' + a_n \not\in 2\langle a_1', \ldots, a_{n-1}' \rangle$. Thus, we have $d_{n-1}(2g' - 1 + a' + a_n) \not\in 2\langle a_1, \ldots, a_{n-1} \rangle$. Since $k_n - 1$ is even, we have $2g - 1 + a \not\in 2\langle a_1, \ldots, a_n \rangle$. Therefore, we obtain the statement of the lemma for $m = n$. By induction, we obtain the statement of the lemma for any $m \geq 2$. \qed

3 Telescopic curves

In this section, we briefly review the definition of telescopic curves following [25] [1] [4].
Let $A_m = (a_1, \ldots, a_m)$ be a telescopic sequence such that $a_i \geq 2$ for any $i$. Let

$$B(A_m) = \left\{ (\ell_1, \ldots, \ell_m) \in \mathbb{Z}_{\geq 0}^m \bigg| 0 \leq \ell_i \leq \frac{d_{i-1}}{d_i} - 1 \text{ for } 2 \leq i \leq m \right\}.$$  

**Lemma 3.1** ([8] [25]). For any $a \in \langle A_m \rangle$, we have the unique element $(k_1, \ldots, k_m)$ of $B(A_m)$ such that

$$\sum_{i=1}^m a_i k_i = a.$$  

By this lemma, for any $2 \leq i \leq m$, we have the unique element $(\ell_{i,1}, \ldots, \ell_{i,m}) \in B(A_m)$ satisfying

$$\sum_{j=1}^m a_j \ell_{i,j} = a_i \frac{d_{i-1}}{d_i}. \quad (3.1)$$  

**Lemma 3.2** ([4]). For any $2 \leq i \leq m$, we have $\ell_{i,j} = 0$ for $j \geq i$.  

Consider the $m - 1$ polynomials in $m$ variables $X = (X_1, \ldots, X_m)$ given by

$$F_i(X) = X_i^{d_{i-1}/d_i} - \prod_{j=1}^{i-1} X_j^{\ell_{i,j}} - \sum_{j=1}^{i-1} \lambda_{a_i d_{i-1}/d_i - \sum_{k=1}^m a_k j_k} X_1^{j_1} \cdots X_m^{j_m}, \quad (3.2)$$

where $2 \leq i \leq m$, $\lambda_{a_i d_{i-1}/d_i - \sum_{k=1}^m a_k j_k} \in \mathbb{C}$, and the summation is taken over $(j_1, \ldots, j_m) \in B(A_m)$ such that

$$\sum_{k=1}^m a_k j_k < a_i \frac{d_{i-1}}{d_i}.$$  

Let $V_{\text{aff}}$ be the common zeros of $F_2, \ldots, F_m$:

$$V_{\text{aff}} = \{ (X_1, \ldots, X_m) \in \mathbb{C}^m \mid F_i(X_1, \ldots, X_m) = 0, 2 \leq i \leq m \}.$$  

In [28] [1], $V_{\text{aff}}$ is proved to be an affine algebraic curve. We assume that $V_{\text{aff}}$ is non-singular. Let $V$ be the compact Riemann surface corresponding to $V_{\text{aff}}$. Then $V$ is obtained from $V_{\text{aff}}$ by adding one point, say $\infty$. The genus of $V$ coincides with the genus $g$ of $\langle A_m \rangle$, which is given by (2.1). We call $V$ the telescopic curve associated with $A_m$. For $m = 2$, for simplicity, we denote $\lambda_j^{(2)}$ by $\lambda_j$.  

**Example 3.3.** (i) Let $n$ and $s$ be integers such that $2 \leq n < s$ and $\gcd(n, s) = 1$. We consider the case of $m = 2$ and $A_2 = (n, s)$. If $(j_1, j_2) \in \mathbb{Z}_{\geq 0}^2$ satisfies $nj_1 + sj_2 < ns$, then we have $j_2 < n$. Thus, we have $(j_1, j_2) \in B(A_2)$. The polynomial $F_2$ is given by

$$F_2(X) = X_2^n - X_1^s - \sum \lambda_{ns-nj_1-sj_2} X_1^{j_1} X_2^{j_2}, \quad (3.3)$$

where the summation is taken over $(j_1, j_2) \in \mathbb{Z}_{\geq 0}^2$ such that $nj_1 + sj_2 < ns$. The telescopic curve associated with $A_2 = (n, s)$ is the $(n, s)$ curve introduced in [13].
(ii) For $m = 3$ and $A_3 = (4, 6, 5)$, the polynomials $F_2$ and $F_3$ are given by
\[
F_2(x) = x_2^2 - x_3^3 - \lambda_1(2)x_2x_3 - \lambda_2(2)x_1x_2 - \lambda_3(2)x_1x_3 - \lambda_4(2)x_1^2 - \lambda_5(2)x_2 - \lambda_6(2)x_3 - \lambda_7(2)x_3 \nonumber \\
- \lambda_8(2)x_1 - \lambda_{12}(2), \nonumber \\
F_3(x) = x_3^2 - x_1x_2 - \lambda_1(3)x_1x_3 - \lambda_2(3)x_2^2 - \lambda_3(3)x_2 - \lambda_5(3)x_3 - \lambda_6(3)x_1 - \lambda_{10}(3). \nonumber 
\]

(iii) For $m = 3$ and $A_3 = (4, 6, 7)$, the polynomials $F_2$ and $F_3$ are given by
\[
F_2(x) = x_2^2 - x_1^3 - \lambda_1(2)x_1x_3 - \lambda_2(2)x_1x_2 - \lambda_3(2)x_2 - \lambda_4(2)x_3 - \lambda_5(2)x_2 - \lambda_8(2)x_1 - \lambda_{12}(2), \nonumber \\
F_3(x) = x_3^2 - x_2x_3 - \lambda_1(3)x_2x_3 - \lambda_2(3)x_1x_3 - \lambda_3(3)x_2x_3 - \lambda_4(3)x_1x_2 - \lambda_5(3)x_2 - \lambda_6(3)x_1 - \lambda_{12}(3). \nonumber 
\]

(iv) For $m = 3$ and $A_3 = (6, 9, 5)$, the polynomials $F_2$ and $F_3$ are given by
\[
F_2(x) = x_2^2 - x_3^3 - \lambda_1(2)x_2x_3 - \lambda_2(2)x_3 - \lambda_4(2)x_1x_2 - \lambda_5(2)x_2 - \lambda_6(2)x_1 - \lambda_{12}(2), \nonumber \\
F_3(x) = x_3^2 - x_2x_3 - \lambda_1(3)x_2x_3 - \lambda_2(3)x_2 - \lambda_3(3)x_2x_3 - \lambda_4(3)x_1x_2 - \lambda_5(3)x_2 - \lambda_6(3)x_1 - \lambda_{12}(3). \nonumber 
\]

\[\text{(v)}\] Let $a$ and $b$ be integers such that $a > b \geq 2$ and $\gcd(a, b) = 1$. For $A_m = (a_1, \ldots, a_m)$, where $a_i = a^{m-\lambda b^{-1}}$, the polynomials $F_i$, $2 \leq i \leq m$, are given by
\[
F_i(x) = x_i^a - x_{i-1}^b - \sum_{j=1}^{m} \lambda_{a_{m-j}} \lambda_{a_{m-j}} x_{m-i} x_{m-j}, \nonumber 
\]
where the summation is taken over $(j_1, \ldots, j_m) \in B(A_m)$ such that $\sum_{k=1}^{m} a_{k} j_k < aa_i$.

Let $I$ be the ideal of $\mathbb{C}[X_1, \ldots, X_m]$ generated by $F_2, \ldots, F_m$. Then $I$ is a prime ideal (cf. [28, 1]). The coordinate ring $\mathbb{C}[X_1, \ldots, X_m]/I$ of $V$ can be identified with the set of the meromorphic functions on $V$ which are holomorphic at any point except $\infty$ (cf. [28, 1]). For $1 \leq k \leq m$, let $x_k$ be the image of $x_k$ for the projection $\mathbb{C}[X_1, \ldots, X_m] \to \mathbb{C}[X_1, \ldots, X_m]/I$. In [28, 1], it is proved that $x_k$ has a pole of order $a_k$ at $\infty$. We assign degrees for $x_k$, $x_k$, and $\lambda^{(i)}_j$ as
\[
\deg x_k = \deg x_k = a_k, \quad \deg \lambda^{(i)}_j = j. \nonumber 
\]

We denote by $\lambda$ the set of all $\lambda^{(i)}_j$. For $2 \leq i \leq m$, the polynomial $F_i(x)$ is homogeneous of degree $a_i d_{m-i}/d_i$ with respect to the coefficients $\lambda$ and the variables $X_1, \ldots, X_m$. For $(k_1, \ldots, k_m) \in \mathbb{Z}^m_{>0}$, we have $\deg x_1^{k_1} \cdots x_m^{k_m} = a_1 k_1 + \cdots + a_m k_m$. We define an ordering for the monomials $x_1^{k_1} \cdots x_m^{k_m}$, $(k_1, \ldots, k_m) \in B(A_m)$, according as the degree and denote them by $\varphi_i$, $i \geq 1$. In particular, we have $\varphi_1 = 1$. The set $\{\varphi_i\}_{i=1}^{\infty}$ is a basis of the coordinate ring $\mathbb{C}[X_1, \ldots, X_m]/I$ over $\mathbb{C}$ (cf. [28, 1, 1]). Further, we have the following more precise property.

\[\text{(v)}\] This example is given in [28, 1].
Lemma 3.4. For any \((k_1, \ldots, k_m) \in \mathbb{Z}_{\geq 0}^m\), the monomial \(x_1^{k_1} \cdots x_m^{k_m}\) can be uniquely expressed by the linear combination of \(\varphi_i\) as follows:

\[
x_1^{k_1} \cdots x_m^{k_m} = \varphi_n + \sum_{i=1}^{n-1} \rho_i \varphi_i,
\]

(3.4)

where \(\deg \varphi_n = \sum_{i=1}^m a_i k_i, \rho_i \in \mathbb{Z}[\lambda]\) for \(1 \leq i \leq n - 1\), and the right hand side of (3.4) is homogeneous of degree \(\sum_{i=1}^m a_i k_i\) with respect to \(\lambda\) and \(x_1, \ldots, x_m\).

Proof. The proof of this lemma is similar to that of the lemma in [28, p. 1412]. For the sake to be complete and self-contained, we give a proof of this lemma. For \((k_1, \ldots, k_m), (k'_1, \ldots, k'_m) \in \mathbb{Z}_{\geq 0}^m\), we define \((k_1, \ldots, k_m) < (k'_1, \ldots, k'_m)\) if and only if

- \(\sum_{i=1}^m a_i k_i < \sum_{i=1}^m a_i k'_i\) or
- \(\sum_{i=1}^m a_i k_i = \sum_{i=1}^m a_i k'_i\) and \(k_1 = k'_1, k_2 = k'_2, \ldots, k_{i-1} = k'_{i-1}, k_i > k'_i\) for some \(1 \leq i \leq m\).

For \((k_1, \ldots, k_m) = (0, \ldots, 0)\), it is trivial that \(x_1^{k_1} \cdots x_m^{k_m}\) can be expressed in the form of (3.4). We take \((\ell_1, \ldots, \ell_m) \in \mathbb{Z}_{\geq 0}^m\) such that \((\ell_1, \ldots, \ell_m) \neq (0, \ldots, 0)\). We assume that \(x_1^{k_1} \cdots x_m^{k_m}\) can be expressed in the form of (3.4) for any \((k_1, \ldots, k_m) \in \mathbb{Z}_{\geq 0}^m\) such that \((k_1, \ldots, k_m) < (\ell_1, \ldots, \ell_m)\). If \((\ell_1, \ldots, \ell_m) \notin B(A_m)\), then it is trivial that \(x_1^{\ell_1} \cdots x_m^{\ell_m}\) can be expressed in the form of (3.4). We assume \((\ell_1, \ldots, \ell_m) \in B(A_m)\). Then there exists an integer \(i\) such that \(2 \leq i \leq m\) and \(\ell_i \geq d_{i-1}/d_i\). From (3.2), we have

\[
x_1^{\ell_1} \cdots x_m^{\ell_m} = x_1^{\ell_1} \cdots x_{i-1}^{\ell_{i-1} - d_{i-1}/d_i} x_i^{\ell_i - d_{i-1}/d_i} \left( \prod_{j=1}^{i-1} x_j^{\ell_j} + \sum \lambda^{(i)}_{\mu, d_{i-1}/d_i - \sum_{k=1}^m a_k j} x_1^{k_1} \cdots x_m^{k_m} \right) x_{i+1}^{\ell_{i+1}} \cdots x_m^{\ell_m}.
\]

The right hand side of the above equation is homogeneous of degree \(\sum_{i=1}^m a_i \ell_i\) with respect to \(\lambda\) and \(x_1, \ldots, x_m\). For any \(x_1^{k_1} \cdots x_m^{k_m}\) in the right hand side of the above equation, we have \((k_1, \ldots, k_m) < (\ell_1, \ldots, \ell_m)\). Thus, \(x_1^{k_1} \cdots x_m^{k_m}\) can be expressed in the form of (3.4). By induction, \(x_1^{k_1} \cdots x_m^{k_m}\) can be expressed in the form of (3.4) for any \((k_1, \ldots, k_m) \in \mathbb{Z}_{\geq 0}^m\). Since the set \(\{\varphi_i\}_{i=1}^n\) is a basis of the coordinate ring of the telescopic curve \(V\) over \(\mathbb{C}\), the expression of (3.4) is unique.

In the proof of Lemma 3.3, a method to express \(x_1^{k_1} \cdots x_m^{k_m}\) as the linear combination of \(\varphi_i\) explicitly is given. Let \((w_1, \ldots, w_g)\) be the gap sequence at \(\infty\):

\[
\{w_i \mid 1 \leq i \leq g\} = \mathbb{Z}_{\geq 0} \setminus \langle A_m \rangle, \quad w_1 < \cdots < w_g.
\]

In particular, we have \(w_1 = 1\). The numbers \(a_1, \ldots, a_m\) generate the semigroup of non-gaps at \(\infty\). Let \(G\) be the \((m - 1) \times m\) matrix defined by

\[
G = \left( \frac{\partial F_i}{\partial X_j} \right)_{2 \leq i \leq m, 1 \leq j \leq m}
\]
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and $G_k$ be the $(m−1)\times(m−1)$ matrix obtained by deleting the $k$-th column from $G$. Let $P = (x_1, \ldots, x_m) \in V$. A basis of the vector space consisting of holomorphic 1-forms on $V$ is given by

$$\omega_i = -\frac{\varphi_{g+1-i}}{\det G_1(P)} dx_1, \quad 1 \leq i \leq g,$$

where $\det G_1$ is the determinant of $G_1$ (cf. [1]).

**Lemma 3.5** ([33, 25]). We have $w_g = 2g - 1$.

**Lemma 3.6** ([1]). The holomorphic 1-form $\omega_g$ has a zero of order $2g - 2$ at $\infty$.

From Lemmas 3.5 and 3.6 we find that the Riemann constant for the telescopic curve with the base point $\infty$ is a half-period.

### 4 Klein’s fundamental 2-form

A Klein’s fundamental 2-form plays important roles in the theory of the sigma functions. We recall its definition.

We consider the telescopic curve $V$ of genus $g$ associated with $A_m = (a_1, \ldots, a_m)$. Let $K_V$ be the canonical bundle of $V$. For $i = 1, 2$, let $\pi_i : V \times V \to V$ be the projection to the $i$-th component. A section of $\pi_1^*K_V \otimes \pi_2^*K_V$ is called a bilinear form on $V \times V$ (cf. [24, 29, 36]).

**Definition 4.1.** A meromorphic bilinear form $\omega(P, Q)$ on $V \times V$ is called a *Klein’s fundamental 2-form* if the following conditions are satisfied.

(i) $\omega(Q, P) = \omega(P, Q)$ for any $P, Q \in V$.

(ii) $\omega(P, Q)$ is holomorphic at any point except $\{(R, R) \mid R \in V\}$.

(iii) For any $R \in V$, take a local parameter $t$ around $R$. Then $\omega(P, Q)$ has the following form around $(R, R)$:

$$\omega(P, Q) = \left(\frac{1}{(t_P - t_Q)^2} + f(t_P, t_Q)\right) dt_P dt_Q,$$

where $t_P = t(P)$, $t_Q = t(Q)$, and $f(t_P, t_Q)$ is a holomorphic function of $t_P$ and $t_Q$.

For a Klein’s fundamental 2-form $\omega(P, Q)$ and complex numbers $\{c_{i,j}\}_{i,j=1}^g$ such that $c_{i,j} = c_{j,i}$,

$$\omega(P, Q) + \sum_{i,j=1}^g c_{i,j} \omega_i(P) \omega_j(Q)$$

is also a Klein’s fundamental 2-form.

For the telescopic curve $V$, a Klein’s fundamental 2-form is algebraically constructed in [1]. We recall its construction. Note that the construction inherits all steps of the
classical construction in [6] that was recently recapitulated and generalized in [21, 29] for \((n, s)\) curves. We define the meromorphic bilinear form \(\tilde{\varphi}(P, Q)\) on \(V \times V\) by

\[
\tilde{\varphi}(P, Q) = dQ \Omega(P, Q) + \sum_{i=1}^{g} \omega_i(P) \eta_i(Q),
\]

where \(P = (x_1, \ldots, x_m)\) and \(Q = (y_1, \ldots, y_m)\) are points on \(V\),

\[
\Omega(P, Q) = \frac{\det H(P, Q)}{(x_1 - y_1) \det G_1(P)} dx_1,
\]

\[H = (h_{i,j})_{2 \leq i, j \leq m}\] with

\[
h_{i,j} = \frac{F_i(y_1, \ldots, y_{j-1}, x_j, x_{j+1}, \ldots, x_m) - F_i(y_1, \ldots, y_{j-1}, y_j, x_{j+1}, \ldots, x_m)}{x_j - y_j},
\]

and \(\eta_i\) is a meromorphic 1-form on \(V\) which is holomorphic at any point except \(\infty\). Here, \(dQ \Omega(P, Q)\) means the derivative of \(\Omega(P, Q)\) with respect to \(Q\).

**Lemma 4.2** ([1, Lemma 4.7], [29, Lemma 6]). The set

\[
\left\{ \frac{\varphi_i}{\det G_1(P)} dx_1 \right\}_{i=1}^{\infty}
\]

is a basis of the vector space consisting of the meromorphic 1-forms on \(V\) which are holomorphic at any point except \(\infty\).

Let

\[
\sum_{i=1}^{g} \omega_i(P) \eta_i(Q) = \sum c_{i_1, \ldots, i_m; j_1, \ldots, j_m} x_1^{i_1} \cdots x_m^{i_m} y_1^{j_1} \cdots y_m^{j_m} dx_1 dy_1,
\]

where \((i_1, \ldots, i_m), (j_1, \ldots, j_m) \in B(A_m)\) and \(c_{i_1, \ldots, i_m; j_1, \ldots, j_m} \in \mathbb{C}\).

**Lemma 4.3** ([1, Theorem 4.1 (i)], [29, Proposition 2 (ii)]). It is possible to take \(\{\eta_i\}_{i=1}^{g}\) such that \(\tilde{\varphi}(Q, P) = \tilde{\varphi}(P, Q)\), \(c_{i_1, \ldots, i_m; j_1, \ldots, j_m} \in \mathbb{Q}[\lambda]\), and \(c_{i_1, \ldots, i_m; j_1, \ldots, j_m}\) is homogeneous of degree \(2(2g - 1) - \sum_{k=1}^{m} a_k (i_k + j_k)\) with respect to \(\lambda\) if \(c_{i_1, \ldots, i_m; j_1, \ldots, j_m} \neq 0\).

**Lemma 4.4** ([1, Theorem 4.1 (ii)], [29, Proposition 2 (i)]). If we take \(\{\eta_i\}_{i=1}^{g}\) as in Lemma 4.3 then \(\tilde{\varphi}(P, Q)\) becomes a Klein’s fundamental 2-form.

### 5 Sigma functions of telescopic curves

We take \(\{\eta_i\}_{i=1}^{g}\) as in Lemma 4.3. We take a canonical basis \(\{a_i, b_i\}_{i=1}^{g}\) in the one-dimensional homology group of the telescopic curve \(V\) and define the period matrices by

\[
2\omega' = \left( \int_{a_j} \omega_i \right), \quad 2\omega'' = \left( \int_{b_j} \omega_i \right), \quad -2\eta' = \left( \int_{a_j} \eta_i \right), \quad -2\eta'' = \left( \int_{b_j} \eta_i \right).
\]
The normalized period matrix is given by \( \tau = (\omega')^{-1} \omega'' \). Let \( \delta = \tau \delta' + \delta'' \) with \( \delta', \delta'' \in \mathbb{R}^g \) be the Riemann’s constant with respect to \( (\{ a_i, b_i \}_{i=1}^g, \infty) \). We denote the imaginary unit by \( i \). The sigma function \( \sigma(u) \) associated with the curve \( V, u = t(u_1, \ldots, u_g) \), is defined by

\[
\sigma(u) = C \exp \left( \frac{1}{2} u \eta'(\omega')^{-1} u \right) \theta \left[ \begin{array}{c} \delta' \\ \delta'' \end{array} \right] \left( (2\omega')^{-1} u, \tau \right),
\]

where \( \theta \left[ \begin{array}{c} \delta' \\ \delta'' \end{array} \right] (u, \tau) \) is the Riemann’s theta function with the characteristics \( \left[ \begin{array}{c} \delta' \\ \delta'' \end{array} \right] \) defined by

\[
\theta \left[ \begin{array}{c} \delta' \\ \delta'' \end{array} \right] (u, \tau) = \sum_{n \in \mathbb{Z}^g} \exp \{ \pi i (n + \delta') \tau (n + \delta') + 2 \pi i (n + \delta')(u + \delta'') \},
\]

and \( C \) is a non-zero constant which is fixed in Theorem \([5.4]\). Since \( \delta \) is a half-period, \( \sigma(u) \) vanishes on the Abel-Jacobi image of the \((g - 1)\)-st symmetric product of the telescopic curve. We have the following proposition.

**Proposition 5.1** ([11], [29]). For \( m_1, m_2 \in \mathbb{Z}^g \) and \( u \in \mathbb{C}^g \), we have

\[
\frac{\sigma(u + 2\omega' m_1 + 2\omega'' m_2)}{\sigma(u)} = (-1)^2 \exp \{ \pi i (2\mu_1 + 2\eta' m_2) \} \exp \{ \pi i (2\eta' m_1 + 2\eta'' m_2) \}.
\]

A sequence of non-negative integers \( \mu = (\mu_1, \mu_2, \ldots, \mu_\ell) \) such that \( \mu_1 \geq \mu_2 \geq \cdots \geq \mu_\ell \) is called a partition. For a partition \( \mu = (\mu_1, \mu_2, \ldots, \mu_\ell) \), let \( |\mu| = \mu_1 + \mu_2 + \cdots + \mu_\ell \). For \( n \geq 0 \), let \( p_n(T) \) be the polynomial of \( T_1, T_2, \ldots \) defined by

\[
\sum_{i=0}^{\infty} \frac{1}{i!} \left( \sum_{j=1}^{\infty} T_j k^j \right)^i = \sum_{n=0}^{\infty} p_n(T) k^n,
\]

where \( k \) is a variable, i.e., \( p_n(T) \) is the coefficient of \( k^n \) in the left hand side of \((5.2)\). For example, we have

\[
p_0(T) = 1, \quad p_1(T) = T_1, \quad p_2(T) = T_2 + \frac{T_1^2}{2}, \quad p_3(T) = T_3 + T_1 T_2 + \frac{T_1^3}{6}.
\]

For \( n < 0 \), let \( p_n(T) = 0 \).

**Lemma 5.2.** For \( n \geq 1 \), we have

\[
p_n(T) = \sum_{k \geq 1} T_1^{k_1} \cdots T_n^{k_n} / k_1! \cdots k_n!,
\]

where the summation is taken over \( (k_1, \ldots, k_n) \in \mathbb{Z}_{\geq 0}^n \) satisfying

\[
\sum_{j=1}^{n} j k_j = n.
\]
Proof. By comparing the coefficients of $k^n$ in (5.2), we obtain the statement of the lemma.

For an arbitrary partition $\mu = (\mu_1, \mu_2, \ldots, \mu_\ell)$, the Schur function $S_\mu(T)$ is defined by

$$S_\mu(T) = \det (p_{\mu_i-i+j}(T))_{1 \leq i, j \leq \ell}.$$ 

For the telescopic curve $V$ associated with $A_m = (a_1, \ldots, a_m)$, we define the partition by

$$\mu(A_m) = (w_g, \ldots, w_1) - (g-1, \ldots, 0).$$

Lemma 5.3. The Schur function $S_{\mu(A_m)}(T)$ is a polynomial of the variables $T_{w_1}, \ldots, T_{w_g}$.

Proof. We can prove this lemma as in the case of $(n, s)$ curves (cf. [13, Section 4]).

Theorem 5.4 ([4, Theorem 7]). The sigma function $\sigma(u)$ is a holomorphic function on $\mathbb{C}^g$ and we have the unique constant $C$ in (5.1) such that the series expansion of $\sigma(u)$ around the origin has the following form:

$$\sigma(u) = S_{\mu(A_m)}(T)|_{T_{w_i}=u_i} + \sum_{w_1n_1+\cdots+w_gn_g>\mu(A_m)} \varepsilon_{n_1,\ldots,n_g} \frac{u_1^{n_1} \cdots u_g^{n_g}}{n_1! \cdots n_g!},$$ (5.3)

where $\varepsilon_{n_1,\ldots,n_g} \in \mathbb{Q}[\lambda]$ and $\varepsilon_{n_1,\ldots,n_g}$ is homogeneous of degree $w_1n_1+\cdots+w_gn_g-\mu(A_m)$ with respect to $\lambda$ if $\varepsilon_{n_1,\ldots,n_g} \neq 0$.

We take the constant $C$ in (5.1) such that the expansion (5.3) holds. Then the sigma function $\sigma(u)$ does not depend on the choice of a canonical basis $\{a_i, b_i\}_{i=1}^g$ in the one-dimensional homology group of the curve $V$ and is determined only by the coefficients $\lambda$ of the defining equations of the curve $V$.

6 Arithmetic local parameter for the telescopic curve

Since $\gcd(a_1, \ldots, a_m) = 1$, we can take $(b_1, \ldots, b_m) \in \mathbb{Z}^m$ such that

$$a_1b_1 + \cdots + a_mb_m = -1.$$ (6.1)

Note that $(b_1, \ldots, b_m) \in \mathbb{Z}^m$ satisfying (6.1) is not uniquely determined. We fix $(b_1, \ldots, b_m) \in \mathbb{Z}^m$ satisfying (6.1). We consider the defining equations (5.2) of the telescopic curve $V$.

We consider the matrix

$$D = \begin{pmatrix}
-\ell_{2,1} & d_1/d_2 & 0 & \cdots & 0 \\
-\ell_{3,1} & -\ell_{3,2} & d_2/d_3 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-\ell_{m,1} & -\ell_{m,2} & \cdots & -\ell_{m,m-1} & d_{m-1}/d_m \\
b_1 & b_2 & \cdots & b_{m-1} & b_m
\end{pmatrix} \in M_m(\mathbb{Z}).$$ (6.2)
Lemma 6.1. We have $\det(D) = (-1)^m$.

Proof. From (3.1) and Lemma 3.2, we have

$$
D \begin{pmatrix} a_1 \\ \vdots \\ a_m \end{pmatrix} = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ -1 \end{pmatrix}.
$$

(6.3)

By multiplying some elementary matrices whose determinants are 1 on the left, the equation (6.3) becomes

$$
\hat{D} \begin{pmatrix} a_1 \\ \vdots \\ a_m \end{pmatrix} = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ -1 \end{pmatrix},
$$

where

$$
\hat{D} = \begin{pmatrix} e_2 & d_1/d_2 & 0 & \cdots & 0 \\ e_3 & 0 & d_2/d_3 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ e_m & 0 & 0 & \cdots & d_{m-1}/d_m \\ e_1 & 0 & 0 & \cdots & 0 \end{pmatrix}
$$

with some $e_1, \ldots, e_m \in \mathbb{Q}$. From the above equation, we obtain $e_1 = -1/a_1$. We have

$$
\det(D) = \det(\hat{D}) = (-1)^{m-1} \frac{d_1}{d_2} \cdot \frac{d_2}{d_3} \cdots \frac{d_{m-1}}{d_m} \cdot e_1 = (-1)^m.
$$

(6.4)

Let

$$
t = x_1^{b_1} \cdots x_m^{b_m}.
$$

(6.4)

Since $t$ has a zero of order 1 at $\infty$, we can regard $t$ as a local parameter of $V$ around $\infty$. We call $t$ an arithmetic local parameter as in the case of [35]. For $1 \leq i \leq m$, we consider the expansion of $x_i$ around $\infty$ with respect to $t$

$$
x_i = \frac{1}{4a_i} \sum_{k=0}^{\infty} p_{i,k} t^k, \quad p_{i,k} \in \mathbb{C}.
$$

(6.5)

From (3.2) and (6.5), for $2 \leq i \leq m$, we obtain

$$
\left( \sum_{k=0}^{\infty} p_{i,k} t^k \right)^{d_{i-1}/d_i} = \prod_{j=1}^{i-1} \left( \sum_{k=0}^{\infty} p_{j,k} t^k \right)^{\ell_{i,j}}
$$

$$
+ \sum \lambda_{\alpha, d_{i-1}/d_i - \sum_{k=1}^{m} a_{k,j} k} \alpha_{d_{i-1}/d_i - \sum_{k=1}^{m} a_{k,j} k} \left( \sum_{k=0}^{\infty} p_{1,k} t^k \right)^{j_1} \cdots \left( \sum_{k=0}^{\infty} p_{m,k} t^k \right)^{j_m},
$$

(6.6)
where the summation is taken over \((j_1, \ldots, j_m) \in B(A_m)\) such that
\[
\sum_{k=1}^{m} a_k j_k < a_i d_{i-1}/d_i.
\]

**Proposition 6.2.** We have \(p_{1,0} = p_{2,0} = \cdots = p_{m,0} = 1\).

**Proof.** By comparing the coefficients of \(t^0\) in (6.6), we obtain
\[
p_{d_i-1/d_i} = \prod_{j=1}^{i-1} p_{j,i}^\ell_{i,j} \quad (6.7)
\]
for \(2 \leq i \leq m\). By substituting (6.5) into (6.4), we obtain
\[
1 = \left(\sum_{k=0}^{\infty} p_{1,kt^k}\right)^{b_1} \cdots \left(\sum_{k=0}^{\infty} p_{m,kt^k}\right)^{b_m}.
\]

We divide the set \(\{1, 2, \ldots, m\}\) into the two sets \(\{\alpha_1, \ldots, \alpha_s\}\) and \(\{\alpha_{s+1}, \ldots, \alpha_m\}\), where \(b_{\alpha_1}, \ldots, b_{\alpha_s}\) are negative integers and \(b_{\alpha_{s+1}}, \ldots, b_{\alpha_m}\) are non-negative integers. Then we have
\[
\prod_{j=1}^{s} \left(\sum_{k=0}^{\infty} p_{\alpha_j,kt^k}\right)^{-b_{\alpha_j}} = \prod_{j=s+1}^{m} \left(\sum_{k=0}^{\infty} p_{\alpha_j,kt^k}\right)^{b_{\alpha_j}}.
\]

By comparing the coefficients of \(t^0\) in (6.8), we obtain
\[
p_{b_1,0}^{b_1} \cdots p_{b_m,0}^{b_m} = 1. \quad (6.9)
\]

We perform the following elementary row operations on the matrix \(D\) defined in (6.2). First, for \(1 \leq i \leq m\), we multiply the \(i\)-th row by \(a_1/d_i\). Next, if \(m \geq 3\), from \(i = 1\) to \(i = m - 2\), we perform the following \((m - i - 1)\)-times elementary row operations:

- for \(i + 1 \leq j \leq m - 1\), we multiply the \(i\)-th row by \(\ell_{j+1,i+1} d_{i+1}/d_j\) and add it to the \(j\)-th row.

Finally, for \(1 \leq i \leq m - 1\), we multiply the \(i\)-th row by \(-b_{i+1} d_{i+1}\) and add it to the \(m\)-th row. Then the matrix \(D\) transforms into
\[
E = \begin{pmatrix}
-r_2 & a_1/d_2 & 0 & \cdots & 0 \\
-r_3 & 0 & a_1/d_3 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-r_m & 0 & 0 & \cdots & a_1 \\
r_1 & 0 & 0 & \cdots & 0
\end{pmatrix}, \quad (6.10)
\]

where \(r_2 = \ell_{2,1}, r_3, \ldots, r_m \in \mathbb{Z}_{\geq 0}\), and \(r_1 \in \mathbb{Z}\). For \(2 \leq i \leq m\), we prove
\[
p_{i,0}^{a_i/d_i} = p_{i,0}^{r_i}. \quad (6.11)
\]
For $i = 2$, from (6.7), the relation (6.11) holds. We take an integer $k$ such that $3 \leq k \leq m$. For any $2 \leq i \leq k - 1$, we assume that the relation (6.11) holds. We have

$$r_k = \ell_{k,1} \frac{a_1}{d_{k-1}} + \sum_{j=2}^{k-1} r_j \ell_{k,j} \frac{d_j}{d_{k-1}}.$$  

From (6.7), we have

$$p_{k,0} = \prod_{j=1}^{k-1} p_{j,0} \left( p_{k,0} \right) = \prod_{j=2}^{k-1} \left( p_{j,0} \right) \left( p_{k,0} \right) = \prod_{j=2}^{k-1} \left( p_{j,0} \right) \left( p_{k,0} \right) = p_{k,0}.$$  

Thus, for $i = k$, the relation (6.11) holds. By induction, the relation (6.11) holds for any $2 \leq i \leq m$. We have

$$r_1 = a_1 b_1 + \sum_{i=2}^{m} r_i b_i d_i.$$  

From (6.11), we have

$$\prod_{i=1}^{m} p_i a_1 b_i = \prod_{i=2}^{m} p_i a_1 b_i = \prod_{i=2}^{m} p_i a_1 b_i = p_i a_1 b_i = p_i a_1 b_i.$$  

From (6.9), we have $p_{1,0} = 1$. From Lemma 6.1, we have $\det(E) = (-1)^m \prod_{i=1}^{m} a_1 / d_i$. On the other hand, from (6.10), we have $\det(E) = (-1)^{m-1} r_1 \prod_{i=2}^{m} a_1 / d_i$. Thus, we have $r_1 = -1$. Therefore, we have $p_{1,0} = 1$. Let $\zeta_{a_1}$ be a primitive $a_1$-th root of unity. From (6.11), there exist integers $k_2, \ldots, k_m$ such that $1 \leq k_i \leq a_1$ and $p_{i,0} = \zeta_{a_1}^{k_1}$ for $2 \leq i \leq m$. We set $k_1 = a_1$. From (6.7), we have

$$\zeta_{a_1}^{k_1 d_{i-1} / d_i} = \sum_{j=1}^{k_1} \ell_{i,j} \zeta_{a_1}^{k_1 d_{i-1} / d_i}.$$  

for $2 \leq i \leq m$. From (6.9), we have

$$\zeta_{a_1}^{k_1 b_1 + \cdots + k_m b_m} = 1.$$  

From (6.12) and (6.13), we have

$$D \begin{pmatrix} k_1 \\ \vdots \\ k_m \end{pmatrix} \in a_1 \mathbb{Z}^m.$$

From Lemma 6.1, we have $D^{-1} \in M_m(\mathbb{Z})$, where $D^{-1}$ is the inverse matrix of $D$. Therefore, we have $k_i \in a_1 \mathbb{Z}$ for any $1 \leq i \leq m$. From $1 \leq k_i \leq a_1$, we have $k_i = a_1$ for any $1 \leq i \leq m$. Thus, we obtain $p_{i,0} = 1$ for any $1 \leq i \leq m$. □
From (6.4), we have \( \deg t = -1 \).

**Proposition 6.3.** We have \( p_{i,k} \in \mathbb{Z}[\mathbf{\lambda}] \) and the expansion of \( x_i \) around \( \infty \) with respect to \( t \) is homogeneous of degree \( a_i \) with respect to \( \mathbf{\lambda} \) and \( t \).

**Proof.** From Proposition 6.2, for any \( 1 \leq i \leq m \), we have \( p_{i,0} \in \mathbb{Z}[\mathbf{\lambda}] \) and \( p_{i,0} \) is homogeneous of degree 0 with respect to \( \mathbf{\lambda} \). We take an integer \( \ell \geq 1 \). For any \( 1 \leq i \leq m \) and \( 0 \leq k \leq \ell - 1 \), we assume that \( p_{i,k} \in \mathbb{Z}[\mathbf{\lambda}] \) and \( p_{i,k} \) is homogeneous of degree \( k \) with respect to \( \mathbf{\lambda} \) if \( p_{i,k} \neq 0 \). By comparing the coefficients of \( t^\ell \) in (6.6), there exist \( J_i(\mathbf{\lambda}) \in \mathbb{Z}[\mathbf{\lambda}] \) for \( 2 \leq i \leq m \) such that \( J_i(\mathbf{\lambda}) \) is homogeneous of degree \( \ell \) with respect to \( \mathbf{\lambda} \) if \( J_i(\mathbf{\lambda}) \neq 0 \) and

\[
\frac{d_{i-1}}{d_i} p_{i,\ell} - \sum_{j=1}^{i-1} \ell_{i,j} p_{j,\ell} = J_i(\mathbf{\lambda}), \quad 2 \leq i \leq m.
\]

By comparing the coefficients of \( t^\ell \) in (6.8), there exists \( J_1(\mathbf{\lambda}) \in \mathbb{Z}[\mathbf{\lambda}] \) such that \( J_1(\mathbf{\lambda}) \) is homogeneous of degree \( \ell \) with respect to \( \mathbf{\lambda} \) if \( J_1(\mathbf{\lambda}) \neq 0 \) and

\[
b_1 p_{1,\ell} + \cdots + b_m p_{m,\ell} = J_1(\mathbf{\lambda}).
\]

Therefore, we obtain

\[
D \left( \begin{array}{c} p_{1,\ell} \\ \vdots \\ p_{m,\ell} \end{array} \right) = \left( \begin{array}{c} J_2(\mathbf{\lambda}) \\ \vdots \\ J_m(\mathbf{\lambda}) \\ J_1(\mathbf{\lambda}) \end{array} \right).
\]

Since \( D^{-1} \in M_m(\mathbb{Z}) \), for any \( 1 \leq i \leq m \), we have \( p_{i,\ell} \in \mathbb{Z}[\mathbf{\lambda}] \) and \( p_{i,\ell} \) is homogeneous of degree \( \ell \) with respect to \( \mathbf{\lambda} \) if \( p_{i,\ell} \neq 0 \). By induction, for any \( 1 \leq i \leq m \) and \( k \geq 0 \), we have \( p_{i,k} \in \mathbb{Z}[\mathbf{\lambda}] \) and \( p_{i,k} \) is homogeneous of degree \( k \) with respect to \( \mathbf{\lambda} \) if \( p_{i,k} \neq 0 \). \( \square \)

**Lemma 6.4** ([2, Lemma 3.4]). For \( 1 \leq k \leq m \), we have

\[
\det G_k(p) = (-1)^k a_k x_1^{\gamma_1} \cdots x_m^{\gamma_m} + \sum \beta_{i_1,\ldots,i_m} x_1^{i_1} \cdots x_m^{i_m}, \quad (6.14)
\]

where \( (\gamma_1, \ldots, \gamma_m) \) is the unique element of \( B(A_m) \) such that \( \sum_{j=1}^m a_j \gamma_j = 2g - 1 + a_k \) and the summation in (6.14) is taken over \( (i_1, \ldots, i_m) \in B(A_m) \) such that \( \sum_{j=1}^m a_j i_j < 2g - 1 + a_k \). We have \( \beta_{i_1,\ldots,i_m} \in \mathbb{Z}[\mathbf{\lambda}] \) and the right hand side of (6.14) is homogeneous of degree \( 2g - 1 + a_k \) with respect to \( \mathbf{\lambda} \) and \( x_1, \ldots, x_m \).

In the same way as [3, Proposition 1], for \( 1 \leq i \leq g \), we can prove that the expansion of \( \omega_i \) around \( \infty \) with respect to \( t \) has the following form:

\[
\omega_i = t^{\nu_i - 1} \left( 1 + \sum_{j=1}^\infty b_{i,j} t^j \right) dt, \quad b_{i,j} \in \mathbb{C}. \quad (6.15)
\]

**Proposition 6.5.** We have \( b_{i,j} \in \mathbb{Z}[\mathbf{\lambda}] \) and the expansion of \( \omega_i \) around \( \infty \) with respect to \( t \) is homogeneous of degree \( 1 - w_i \) with respect to \( \mathbf{\lambda} \) and \( t \).
Proof. From Propositions 6.2, 6.3 and Lemma 6.4, for \( 1 \leq k \leq m \), we have the following expansion:

\[
\frac{dx_k}{\det G_k(P)} = (-1)^k t^{2g-2} \left( 1 + \sum_{j=1}^\infty b_j^{(k)} t^j \right) dt,
\]

where \( b_j^{(k)} \in \mathbb{Z}[1/a_k, \lambda] \) and \( b_j^{(k)} \) is homogeneous of degree \( j \) with respect to \( \lambda \) if \( b_j^{(k)} \neq 0 \). For any \( 1 \leq k \leq m \), we have

\[
\frac{dx_1}{\det G_1(P)} = (-1)^{k-1} \frac{dx_k}{\det G_k(P)},
\]

(6.16)

(cf. the proof of Lemma 3.2]). Therefore, we have \( b_j^{(1)} = b_j^{(k)} \) for any \( j \geq 1 \) and \( 2 \leq k \leq m \). Since \( \gcd(a_1, \ldots, a_m) = 1 \), for any \( j \geq 1 \), we have

\[
b_j^{(1)} \in \bigcap_{k=1}^m \mathbb{Z}[1/a_k, \lambda] = \mathbb{Z}[\lambda].
\]

From Propositions 6.2 and 6.3 we obtain the statement of the proposition. \( \square \)

We take \( \{\eta_i\}_{i=1}^g \) as in Lemma 4.3.

Proposition 6.6. It is possible to take \( \{\eta_i\}_{i=1}^g \) such that \( c_{i_1,\ldots,i_m;j_1,\ldots,j_m} = 0 \) if \( \sum_{k=1}^m a_k i_k \geq \sum_{k=1}^m a_k j_k \).

Proof. If \( \sum_{k=1}^m a_k i_k > \sum_{k=1}^m a_k j_k \) and \( c_{i_1,\ldots,i_m;j_1,\ldots,j_m} \neq 0 \), we add

\[
-c_{i_1,\ldots,i_m;j_1,\ldots,j_m} x_1^{i_1} \cdots x_m^{i_m} y_1^{j_1} \cdots y_m^{j_m} dx_1 dy_1
\]

\[
\det G_1(P) \det G_1(Q)
\]

to \( \hat{\omega}(P,Q) \). If \( \sum_{k=1}^m a_k i_k = \sum_{k=1}^m a_k j_k \), which is equivalent to \( (i_1, \ldots, i_m) = (j_1, \ldots, j_m) \), and \( c_{i_1,\ldots,i_m;j_1,\ldots,j_m} \neq 0 \), we add

\[
-c_{i_1,\ldots,i_m;i_1,\ldots,i_m} x_1^{i_1} \cdots x_m^{i_m} y_1^{i_1} \cdots y_m^{i_m} dx_1 dy_1
\]

\[
\det G_1(P) \det G_1(Q)
\]

to \( \hat{\omega}(P,Q) \). Then we can take \( \{\eta_i\}_{i=1}^g \) in the form as claimed. \( \square \)

Hereafter, we take \( \{\eta_i\}_{i=1}^g \) as in Proposition 6.6.

Lemma 6.7 ([1 p. 470], [2 p. 6]). We have

\[
dQ \Omega(P,Q) = \frac{\{\sum_{i=1}^m (-1)^{i+1} (x_1 - y_1)^{\partial \det H(P,Q) \det G_i(Q)} + \det G_1(Q) \det H(P,Q)}{(x_1 - y_1)^2 \det G_1(P) \det G_1(Q)} dx_1 dy_1,
\]

where the numerator is homogeneous of degree \( 2 \sum_{i=2}^m (d_i - 1) a_i = 2(2g - 1 + a_1) \) with respect to \( \lambda \) and \( x_1, \ldots, x_m, y_1, \ldots, y_m \).
Lemma 6.8. We have \( \mathbf{r}_{i_1,...,i_m;j_1,...,j_m} \in \mathbb{Z}[\mathbf{\lambda}] \) and \( \mathbf{r}_{i_1,...,i_m;j_1,...,j_m} \) is homogeneous of degree \( 2(2g - 1 + a_1) - \sum_{k=1}^{m} a_k(i_k + j_k) \) with respect to \( \mathbf{\lambda} \) if \( \mathbf{r}_{i_1,...,i_m;j_1,...,j_m} \neq 0 \).

Proof. From Lemmas 3.4 and 6.7 we obtain the statement of the lemma. \( \square \)

We define \( F(P, Q) \) by

\[
\hat{\omega}(P, Q) = \frac{F(P, Q)}{(x_1 - y_1)^2 \det G_1(P) \det G_1(Q)} \, dx_1 \, dy_1.
\]

We can determine the coefficients \( c_{i_1,...,i_m;j_1,...,j_m} \) by the following recurrence relations.

Proposition 6.9. We take \( (i_1, \ldots, i_m), (j_1, \ldots, j_m) \in B(A_m) \) such that \( \sum_{k=1}^{m} a_k i_k < \sum_{k=1}^{m} a_k j_k \).

(i) If \( i_1 = 0 \), we have

\[
c_{0,i_2,...,i_m;j_1,...,j_m} = \mathbf{r}_{j_1+2,j_2,...,j_m} 0,i_2,...,i_m - \mathbf{r}_{0,i_2,...,i_m;j_1+2,j_2,...,j_m}.
\]

(ii) If \( i_1 = 1 \), we have

\[
c_{1,i_2,...,i_m;j_1,...,j_m} = 2\mathbf{r}_{j_1+3,j_2,...,j_m} 0,i_2,...,i_m - 2\mathbf{r}_{0,j_2,...,i_m;j_1+3,j_2,...,j_m} + \mathbf{r}_{j_1+2,j_2,...,j_m;1,i_2,...,i_m}
- \mathbf{r}_{1,i_2,...,i_m;j_1+2,j_2,...,j_m}.
\]

(iii) If \( i_1 \geq 2 \), we have

\[
c_{i_1,...,i_m;j_1,...,j_m} = 2c_{i_1-1,i_2,...,i_m;j_1+1,j_2,...,j_m} - c_{i_1-2,i_2,...,i_m;j_1+2,j_2,...,j_m}
+ \mathbf{r}_{j_1+2,j_2,...,j_m;1,i_2,...,i_m} - \mathbf{r}_{1,i_2,...,i_m;j_1+2,j_2,...,j_m}.
\]

Proof. (i) The coefficient of \( x_2^{i_2} \cdots x_m^{i_m} y_1^{i_1+2} y_2^{i_2} \cdots y_m^{i_m} \) in \( F(P, Q) \) is

\[
c_{0,i_2,...,i_m;j_1,...,j_m} + \mathbf{r}_{0,i_2,...,i_m;j_1+2,j_2,...,j_m}.
\]

From \( \sum_{k=2}^{m} a_k i_k < \sum_{k=1}^{m} a_k j_k \) and Proposition 6.6 the coefficient of \( x_1^{i_1+2} x_2^{i_2} \cdots x_m^{i_m} y_1^{j_1} y_2^{j_2} \cdots y_m^{j_m} \) in \( F(P, Q) \) is \( \mathbf{r}_{j_1+2,j_2,...,j_m} 0,i_2,...,i_m \). From \( \hat{\omega}(Q, P) = \hat{\omega}(P, Q) \), we obtain the statement of (i).

(ii) The coefficient of \( x_1 x_2^{i_2} \cdots x_m^{i_m} y_1^{j_1+2} y_2^{j_2} \cdots y_m^{j_m} \) in \( F(P, Q) \) is

\[
c_{1,i_2,...,i_m;j_1,...,j_m} - 2c_{0,i_2,...,i_m;j_1+1,j_2,...,j_m} + \mathbf{r}_{1,i_2,...,i_m;j_1+2,j_2,...,j_m}.
\]
From $a_1 + \sum_{k=2}^m a_k i_k < \sum_{k=1}^m a_k j_k$ and Proposition 6.6, the coefficient of $x_1^{j_1 + 1} x_2^{j_2} \cdots x_m^{j_m} y_1^{i_1} \cdots y_m^{i_m}$ in $F(P, Q)$ is $c_{i_1, \ldots, i_m; j_1, \ldots, j_m}$. From Lemma 6.10, we obtain the statement of the lemma.

(iii) The coefficient of $x_1^{j_1} \cdots x_m^{j_m} y_1^{i_1} \cdots y_m^{i_m}$ in $F(P, Q)$ is

$$c_{i_1, \ldots, i_m; j_1, \ldots, j_m} = \frac{1}{(t_P - t_Q)^2} + \sum_{i, j \geq 1} q_{i,j} t_P^{i-1} t_Q^{j-1} dt_P dt_Q, \quad q_{i,j} \in \mathbb{C}, \quad (6.17)$$

where the summation is taken over $(i_1, \ldots, i_m), (j_1, \ldots, j_m) \in B(A_m)$.

**Lemma 6.10.** We have $c_{i_1, \ldots, i_m; j_1, \ldots, j_m} \in \mathbb{Z}[\lambda]$ and $c_{i_1, \ldots, i_m; j_1, \ldots, j_m}$ is homogeneous of degree $2(2g - 1) - \sum_{k=1}^m a_k (i_k + j_k)$ with respect to $\lambda$ if $c_{i_1, \ldots, i_m; j_1, \ldots, j_m} \neq 0$.

**Proof.** From Proposition 6.9, we obtain the statement of the lemma.

We define $\hat{c}_{i_1, \ldots, i_m; j_1, \ldots, j_m}$ by

$$F(P, Q) = \sum \hat{c}_{i_1, \ldots, i_m; j_1, \ldots, j_m} x_1^{i_1} \cdots x_m^{i_m} y_1^{j_1} \cdots y_m^{j_m},$$

where the summation is taken over $(i_1, \ldots, i_m), (j_1, \ldots, j_m) \in B(A_m)$.

**Lemma 6.11.** We have $\hat{c}_{i_1, \ldots, i_m; j_1, \ldots, j_m} \in \mathbb{Z}[\lambda]$ and $\hat{c}_{i_1, \ldots, i_m; j_1, \ldots, j_m}$ is homogeneous of degree $2(2g - 1) + a_1 - \sum_{k=1}^m a_k (i_k + j_k)$ with respect to $\lambda$ if $\hat{c}_{i_1, \ldots, i_m; j_1, \ldots, j_m} \neq 0$.

**Proof.** From Lemmas 6.8 and 6.10, we obtain the statement of the lemma.

The Klein’s fundamental 2-form $\hat{\omega}(P, Q)$ is expanded around $\infty \times \infty$ with respect to the arithmetic local parameter $t$ as follows:

$$\hat{\omega}(P, Q) = \left( \frac{1}{(t_P - t_Q)^2} + \sum_{i, j \geq 1} q_{i,j} t_P^{i-1} t_Q^{j-1} \right) dt_P dt_Q, \quad q_{i,j} \in \mathbb{C}, \quad (6.17)$$

where $t_P = t(P)$ and $t_Q = t(Q)$. From $\hat{\omega}(Q, P) = \hat{\omega}(P, Q)$, we have $q_{i,j} = q_{i,j}$ for any $i, j$.

**Proposition 6.12.** We have $q_{i,j} \in \mathbb{Z}[\lambda]$ and $q_{i,j}$ is homogeneous of degree $i + j$ with respect to $\lambda$ if $q_{i,j} \neq 0$.

**Proof.** From (6.5) and Proposition 6.2, we have

$$t_P^{2a_1} t_Q^{2a_1} (x_1 - y_1)^2 = \left( t_P^{a_1} + \sum_{k=1}^\infty p_{1,k} t_P^{a_1} t_Q^k - t_P^{a_1} + \sum_{k=1}^\infty p_{1,k} t_P^k t_Q^{a_1} \right)^2. \quad (6.18)$$

From Proposition 6.3, we have

$$t_P^{2a_1} t_Q^{2a_1} (x_1 - y_1)^2 = (t_P - t_Q)^2 \sum_{i, j \geq 0} \nu_{i,j} t_P^i t_Q^j, \quad (6.19)$$
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where \( \nu_{i,j} \in \mathbb{Z}[\lambda] \) and \( \nu_{i,j} \) is homogeneous of degree \( 2 - 2a_1 + i + j \) with respect to \( \lambda \) if \( \nu_{i,j} \neq 0 \). From (6.17), (6.18), and (6.19), around \( \infty \times \infty \), we have

\[
t_P^{2a_1} t_Q^{2a_1} (x_1 - y_1)^2 \hat{\omega}(P, Q) = \left\{ \sum_{i,j \geq 0} \nu_{i,j} t_P^i t_Q^j + \left( t_Q^a + \sum_{k=1}^{\infty} p_{1,k} t_P^k t_Q^a - t_P^a - \sum_{k=1}^{\infty} p_{1,k} t_P^k t_Q^a \right) \left( \sum_{i,j \geq 1} q_{i,j} t_P^{i-1} t_Q^{j-1} \right) \right\} dt_P dt_Q. \tag{6.20}
\]

Therefore, around \( \infty \times \infty \), we have

\[
t_P^{2a_1} t_Q^{2a_1} (x_1 - y_1)^2 \hat{\omega}(P, Q) = \left( \sum_{i,j \geq 0} \hat{q}_{i,j} t_P^i t_Q^j \right) dt_P dt_Q, \quad \hat{q}_{i,j} \in \mathbb{C}. \tag{6.21}
\]

From Propositions 6.3, 6.5, and Lemma 6.11 we have \( \hat{q}_{i,j} \in \mathbb{Z}[\lambda] \) and \( \hat{q}_{i,j} \) is homogeneous of degree \( 2 - 2a_1 + i + j \) with respect to \( \lambda \) if \( \hat{q}_{i,j} \neq 0 \). From (6.20) and (6.21), we have

\[
\sum_{i,j \geq 0} \left( \hat{q}_{i,j} - \nu_{i,j} \right) t_P^i t_Q^j = \left( t_Q^a + \sum_{k=1}^{\infty} p_{1,k} t_P^k t_Q^a - t_P^a - \sum_{k=1}^{\infty} p_{1,k} t_P^k t_Q^a \right) \left( \sum_{i,j \geq 1} q_{i,j} t_P^{i-1} t_Q^{j-1} \right). \tag{6.22}
\]

By comparing the coefficients of \( t_P^{2a_1} \) in the both sides of (6.22), we have \( q_{1,1} \in \mathbb{Z}[\lambda] \) and \( q_{1,1} \) is homogeneous of degree 2 with respect to \( \lambda \) if \( q_{1,1} \neq 0 \). We take a pair of positive integers \( (i_0, j_0) \). For any \( (i, j) \in \mathbb{N}^2 \) such that

- \( i + j < i_0 + j_0 \) or
- \( i + j = i_0 + j_0 \) and \( i < i_0 \),

we assume that \( q_{i,j} \in \mathbb{Z}[\lambda] \) and \( q_{i,j} \) is homogeneous of degree \( i + j \) with respect to \( \lambda \) if \( q_{i,j} \neq 0 \). By comparing the coefficients of \( t_P^{i_0-1} t_Q^{j_0+2a_1-1} \) in the both sides of (6.22), we have \( q_{i_0,j_0} \in \mathbb{Z}[\lambda] \) and \( q_{i_0,j_0} \) is homogeneous of degree \( i_0 + j_0 \) with respect to \( \lambda \) if \( q_{i_0,j_0} \neq 0 \). By induction, we obtain the statement of the proposition.

\[\square\]

7 Hurwitz integrality of the power series expansion of the sigma function for the telescopic curve

**Definition 7.1.** For a subring \( R \) of \( \mathbb{C} \) and variables \( z = t(z_1, \ldots, z_n) \), let

\[
R(\langle z \rangle) = R(\langle z_1, \ldots, z_n \rangle) = \left\{ \sum_{i_1, \ldots, i_n \geq 0} \kappa_{i_1, \ldots, i_n} \frac{z_1^{i_1} \cdots z_n^{i_n}}{i_1! \cdots i_n!} \middle| \kappa_{i_1, \ldots, i_n} \in R \right\}.
\]

If the power series expansion of a holomorphic function \( f(z) = f(z_1, \ldots, z_n) \) on \( \mathbb{C}^n \) around the origin belongs to \( R(\langle z \rangle) \), then we write \( f(z) \in R(\langle z \rangle) \) and \( f(z) \) is said to be Hurwitz integral over \( R \).
Let $W = \{w_1, \ldots, w_g\}$ and $u = (u_1, \ldots, u_g)$. For any partition $\mu$ and the Schur function $S_\mu(T)$, we substitute $T_{w_i} = u_i$ for $1 \leq i \leq g$ and $T_j = 0$ for any $j$ satisfying $j \notin W$, and denote it by $S_\mu(u)$.

**Lemma 7.2.** For any partition $\mu$, we have $S_\mu(u) \in \mathbb{Z}(\langle u \rangle)$.

**Proof.** For an integer $n \geq 1$ and the polynomial $p_n(T)$ (cf. Section 5), we substitute $T_{w_i} = u_i$ for $1 \leq i \leq g$ and $T_j = 0$ for any $j$ satisfying $j \notin W$, and denote it by $p_n(u)$. Let $p_0(u) = 1$ and $p_n(u) = 0$ for $n < 0$. From Lemma 5.2 for $n \geq 0$, we have

$$p_n(u) = \sum \frac{u_1^{n_1} \cdots u_g^{n_g}}{n_1! \cdots n_g!},$$

where the summation is taken over $(n_1, \ldots, n_g) \in \mathbb{Z}_{\geq 0}^g$ satisfying $u_1 n_1 + \cdots + u_g n_g = n$. We have

$$S_\mu(u) = \det (p_{\mu,-i+j}(u))_{1 \leq i,j \leq \ell},$$

where $\mu = (\mu_1, \mu_2, \ldots, \mu_\ell)$. For integers $m_1, \ldots, m_g, n_1, \ldots, n_g \geq 0$, we have

$$\frac{u_1^{m_1} \cdots u_g^{m_g} u_1^{n_1} \cdots u_g^{n_g}}{m_1! \cdots m_g! n_1! \cdots n_g!} = \left(\frac{m_1 + n_1}{m_1}\right) \cdots \left(\frac{m_g + n_g}{m_g}\right) \frac{u_1^{m_1+n_1} \cdots u_g^{m_g+n_g}}{(m_1 + n_1)! \cdots (m_g + n_g)!}.$$ 

Since the binomial coefficients \(\binom{m_1 + n_1}{m_1}, \ldots, \binom{m_g + n_g}{m_g}\) are integers, we obtain the statement of the lemma.

**Lemma 7.3.** Let $R$ be a subring of $\mathbb{C}$, $f(u) = f(u_1, \ldots, u_g)$ be a holomorphic function on $\mathbb{C}^g$, and $M \in M_g(R)$. If $f(u) \in R(\langle u \rangle)$, then we have $f(Mu) \in R(\langle u \rangle)$.

**Proof.** Let $M = (m_{i,j})_{1 \leq i,j \leq g}$, where $m_{i,j} \in R$. For any integer $n \geq 0$, we have

$$\frac{(m_{i,1} u_1 + \cdots + m_{i,g} u_g)^n}{n!} = \sum m_{i,1}^{n_1} \cdots m_{i,g}^{n_g} u_1^{n_1} \cdots u_g^{n_g} n_1! \cdots n_g!,$$

where the summation is taken over $(n_1, \ldots, n_g) \in \mathbb{Z}_{\geq 0}^g$ satisfying $n_1 + \cdots + n_g = n$. Thus, we obtain the statement of the lemma.

We expand $t^{g-1} \varphi_j$ around $\infty$ with respect to the arithmetic local parameter $t$

$$t^{g-1} \varphi_j = \sum \xi_{i,j} t^i.$$

From Proposition 6.3, we have $\xi_{i,j} \in \mathbb{Z}[\lambda]$. For $j > g$, we have

$$\xi_{i,j} = \begin{cases} 0 & \text{if } i < -j \\ 1 & \text{if } i = -j. \end{cases}$$
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For a partition \( \mu = (\mu_1, \mu_2, \ldots) \), we define

\[
\xi_\mu = \det(\xi_{m,i,j})_{i,j \in \mathbb{N}} = \begin{vmatrix} \xi_{m_1,1} & \xi_{m_1,2} & \xi_{m_1,3} & \cdots \\ \xi_{m_2,1} & \xi_{m_2,2} & \xi_{m_2,3} & \cdots \\ \xi_{m_3,1} & \xi_{m_3,2} & \xi_{m_3,3} & \cdots \\ \vdots & \vdots & \vdots & \ddots \\
\end{vmatrix},
\]

where \( m_i = \mu_i - i \) and the infinite determinant is well defined. Then we have \( \xi_\mu \in \mathbb{Z}[\lambda] \).

The tau function \( \tau(u) \) is defined by

\[
\tau(u) = \sum_{\mu} \xi_\mu S_\mu(u),
\]

where the summation is taken over all partitions.

**Proposition 7.4.** We have \( \tau(u) \in \mathbb{Z}[\lambda]\langle\langle u \rangle\rangle \).

**Proof.** From Lemma 7.2, we obtain the statement of the proposition. \(\square\)

For \( k \geq 1 \), we define \( c_k \) by

\[
\sum_{k=1}^\infty c_k t^{k-1} = \frac{1}{2} \frac{d}{dt} \left( 1 + \sum_{j=1}^\infty b_{g,j} t^j \right),
\]

where \( b_{g,j} \) are defined in (6.15). For \( 1 \leq i \leq g \), we expand \( \omega_i \) around \( \infty \) with respect to \( t \) as follows:

\[
\omega_i = \sum_{j=1}^\infty \hat{b}_{i,j} t^{j-1} dt, \quad \hat{b}_{i,j} \in \mathbb{C}.
\]

From Proposition 6.5 we have \( \hat{b}_{i,j} \in \mathbb{Z}[\lambda] \) and

\[
\hat{b}_{i,j} = \begin{cases} \begin{array}{ll} 0 & \text{if } j < w_i \\ 1 & \text{if } j = w_i \end{array} \end{cases}
\]

We define the \( g \times g \) matrix

\[
B = (\hat{b}_{w,j})_{1 \leq i,j \leq g} = \begin{pmatrix} 1 & \hat{b}_{1,w_2} & \hat{b}_{1,w_3} & \cdots & \hat{b}_{1,w_g} \\ 0 & 1 & \hat{b}_{2,w_3} & \cdots & \hat{b}_{2,w_g} \\ 0 & 0 & 1 & \cdots & \hat{b}_{3,w_g} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \end{pmatrix},
\]

\( c = (c_{w_1}, \ldots, c_{w_g}) \), and the \( g \times g \) matrix \( N = (q_{w_i,w_j})_{1 \leq i,j \leq g} \).

**Theorem 7.5** ([4, Theorem 1], [30, Theorem 8]). For \( v = ^t(v_1, \ldots, v_g) \in \mathbb{C}^g \), the following relation holds:

\[
\tau(v) = \exp \left( -cv + \frac{1}{2} v N v \right) \sigma(Bv).
\]

23
For a subset $S$ of $\lambda$, we set $\lambda_j^{(i)} = \lambda_j^{(i)}/2$ if $\lambda_j^{(i)} \in S$ and we set $\lambda_j^{(i)} = \lambda_j^{(i)}$ if $\lambda_j^{(i)} \notin S$. We denote by $\lambda_{\mathcal{S}}$ the set of all $\lambda_j^{(i)}$. We set $\deg \lambda_j^{(i)} = \deg \lambda_j^{(i)}$.

**Example 7.6.** We consider the $(2, 3)$ curve. The polynomial $F_2$ defining the $(2, 3)$ curve is given by

$$F_2(X) = X_2^2 - X_1^3 - \lambda_1 X_1 X_2 - \lambda_2 X_1^2 - \lambda_3 X_2 - \lambda_4 X_1 - \lambda_6.$$ 

We have $\lambda = \{\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_6\}$. We consider the case of $\mathcal{S} = \{\lambda_1, \lambda_3\}$. Then we have

$$\lambda_{1,\mathcal{S}} = \lambda_1/2, \quad \lambda_{2,\mathcal{S}} = \lambda_2, \quad \lambda_{3,\mathcal{S}} = \lambda_3/2, \quad \lambda_{4,\mathcal{S}} = \lambda_4, \quad \lambda_{6,\mathcal{S}} = \lambda_6$$

and $\lambda_{\mathcal{S}} = \{\lambda_{1,\mathcal{S}}, \lambda_{2,\mathcal{S}}, \lambda_{3,\mathcal{S}}, \lambda_{4,\mathcal{S}}, \lambda_{6,\mathcal{S}}\}$.

Let $\mathfrak{A} = \{\lambda_j^{(i)} \mid j \text{ is odd}\}$. For a domain $R$, we denote by $R[[t]]$ the set consisting of formal power series over $R$.

**Lemma 7.7.** We have $c_k \in \mathbb{Z}[\lambda_\mathfrak{A}]$ and $c_k$ is homogeneous of degree $k$ with respect to $\lambda_\mathfrak{A}$ if $c_k \neq 0$.

**Proof.** From Proposition 6.5, we have $b_{g,j} \in \mathbb{Z}[\lambda]$ and $b_{g,j}$ is homogeneous of degree $j$ with respect to $\lambda$ if $b_{g,j} \neq 0$. Therefore, if $j$ is odd and $b_{g,j} \neq 0$, any term of $b_{g,j}$ contains a coefficient $\lambda_j^{(i)}$ such that $j$ is odd. Thus, we have

$$\frac{1}{2} \frac{d}{dt} \left( 1 + \sum_{j=1}^{\infty} b_{g,j} t^j \right) \in \mathbb{Z}[\lambda_\mathfrak{A}][[t]]$$

and it is homogeneous of degree 1 with respect to $\lambda_\mathfrak{A}$ and $t$. On the other hand, we have

$$\frac{1}{1 + \sum_{j=1}^{\infty} b_{g,j} t^j} \cdot \frac{1}{1 + \sum_{j=1}^{\infty} b_{g,j} t^j} = 1 + \sum_{\ell=1}^{\infty} \left( - \sum_{j=1}^{\infty} b_{g,j} t^j \right)^\ell \in \mathbb{Z}[\lambda][[t]]$$

and it is homogeneous of degree 0 with respect to $\lambda$ and $t$. Therefore, we have

$$\sum_{k=1}^{\infty} c_k t^{k-1} \in \mathbb{Z}[\lambda_\mathfrak{A}][[t]]$$

and it is homogeneous of degree 1 with respect to $\lambda_\mathfrak{A}$ and $t$. Thus, we obtain the statement of the lemma. 

**Theorem 7.8.** (i) We have $\sigma(u) \in \mathbb{Z}[\lambda_\mathfrak{A}]\langle\langle u \rangle\rangle$.

(ii) We have $\sigma(u)^2 \in \mathbb{Z}[\lambda]\langle\langle u \rangle\rangle$.

**Proof.** Since the determinant of $B$ is 1, we have

$$B^{-1} = \tilde{B},$$
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where \(\tilde{B}\) is the adjugate matrix of \(B\). Therefore, we have \(B^{-1} \in M_g(\mathbb{Z}[\lambda])\). We set \(u = Bv\) in Theorem 7.5. Then we have

\[
\sigma(u) = \exp \left( cB^{-1}u - \frac{1}{2} u^t (B^{-1})^T N B^{-1} u \right) \tau(B^{-1}u). \tag{7.2}
\]

From Lemma 7.3 and Proposition 7.12, we have \(\tau(B^{-1}u) \in \mathbb{Z}[\lambda] \langle \langle u \rangle \rangle\). Let \(\tilde{c} = cB^{-1}\), \(\tilde{c} = (\tilde{c}_1, \ldots, \tilde{c}_g)\), \(\tilde{N} = \tilde{c}^T (B^{-1})^T N B^{-1}\), and \(\tilde{N} = (\tilde{q}_{i,j})_{1 \leq i,j \leq g}\). From Lemma 7.7, we have \(\tilde{c}_i \in \mathbb{Z}[\lambda]\) for any \(i\). Since \(N\) is a symmetric matrix, \(\tilde{N}\) is also a symmetric matrix. From Proposition 6.12, we have \(\tilde{q}_{i,j} \in \mathbb{Z}[\lambda]\) for any \(i, j\). Thus, we have \(\exp(\tilde{c}_i u_i) \in \mathbb{Z}[\lambda] \langle \langle u_i \rangle \rangle\) and \(\exp(\tilde{q}_{i,j} u_i u_j) \in \mathbb{Z}[\lambda] \langle \langle u_i, u_j \rangle \rangle\) for any \(i, j\). For any non-negative integer \(n\), we have

\[
\frac{(2n)!}{2^{n!}} \in \mathbb{Z}
\]

(cf. [3, Lemma 11]). Therefore, we have \(\exp(\tilde{q}_{i,j} u_i^2 / 2) \in \mathbb{Z}[\lambda] \langle \langle u_i \rangle \rangle\) for any \(i\). Thus, from (7.2), we obtain the statement of (i). From (7.2), we have

\[
\sigma(u)^2 = \exp \left( 2cB^{-1}u - u^t (B^{-1})^T N B^{-1} u \right) \tau(B^{-1}u)^2.
\]

From (7.1), we have \(2c_i \in \mathbb{Z}[\lambda]\) for any \(i\). Therefore, we obtain the statement of (ii).

**Lemma 7.9.** For \((k_1, \ldots, k_m) \in 2\mathbb{Z}_{\geq 0}^m\), we define \(c_n\) by

\[
\sum_{n=0}^{\infty} c_n t^n = \left( \sum_{k=0}^{\infty} p_{1,k} t^k \right)^{k_1} \cdots \left( \sum_{k=0}^{\infty} p_{m,k} t^k \right)^{k_m}, \tag{7.3}
\]

where \(p_{i,k} \in \mathbb{Z}[\lambda]\) is defined in (6.5). If \(n\) is odd, then we have \(c_n \in 2\mathbb{Z}[\lambda]\).

**Proof.** We differentiate the both sides of (7.3) with respect to \(t\). Since \(k_1, \ldots, k_m\) are even non-negative integers, we have \(nc_n \in 2\mathbb{Z}[\lambda]\) for any \(n \geq 1\). Therefore, if \(n\) is odd, then we have \(c_n \in 2\mathbb{Z}[\lambda]\). \(\Box\)

**Lemma 7.10.** For \((k_1, \ldots, k_m), (\ell_1, \ldots, \ell_m) \in \mathbb{Z}_{\geq 0}^m\) such that \(\sum_{i=1}^{m} a_i k_i = \sum_{i=1}^{m} a_i \ell_i\), we have

\[
x_1^{k_1} \cdots x_m^{k_m} x_1^{\ell_1} \cdots x_m^{\ell_m} + \sum_{i_1, \ldots, i_m} d_{i_1, \ldots, i_m} x_1^{i_1} \cdots x_m^{i_m}, \tag{7.4}
\]

where the summation is taken over \((i_1, \ldots, i_m) \in \mathbb{Z}_{\geq 0}^m\) such that \(\sum_{j=1}^{m} a_j i_j < \sum_{j=1}^{m} a_j k_j\), \(d_{i_1, \ldots, i_m} \in \mathbb{Z}[\lambda]\), and the right hand side of (7.4) is homogeneous of degree \(\sum_{j=1}^{m} a_j k_j\) with respect to \(\lambda\) and \(x_1, \ldots, x_m\).

**Proof.** From Lemma 3.4, we obtain the statement of the lemma. \(\Box\)

When we consider a polynomial \(f \in \mathbb{C}[X_1, \ldots, X_m]\), we combine like terms in \(f\). For a polynomial \(f \in \mathbb{Z}[\lambda][X_1, \ldots, X_m]\), we consider the following two operations:

(A). When a term \(c_1 X_1^{k_1} \cdots X_m^{k_m}\) such that \(c_1 \in \mathbb{Z}[\lambda]\) and \((k_1, \ldots, k_m) \in \mathbb{Z}_{\geq 0}^m \setminus 2\mathbb{Z}_{\geq 0}^m\) appears in \(f\), we replace \(X_1^{k_1} \cdots X_m^{k_m}\) with \(X_1^{\ell_1} \cdots X_m^{\ell_m} + \cdots\) in this term.
(B). When a term $\epsilon_2 (X_1^{k_1} \cdots X_m^{k_m})^2$ such that $\epsilon_2 \in \mathbb{Z} [\lambda]$ and $(k_1, \ldots, k_m) \in \mathbb{Z}_{\geq 0}^m$ appears in $f$, we replace $(X_1^{k_1} \cdots X_m^{k_m})^2$ with $(X_1^{k_1} \cdots X_m^{k_m} + \cdots)^2$ in this term.

In the operations (A) and (B), $X_1^{k_1} \cdots X_m^{k_m} + \cdots$ denotes the polynomial in $\mathbb{Z} [\lambda] [X_1, \ldots, X_m]$ obtained by replacing $x_i$ of the right hand side of (7.24) with $X_i$ for any $1 \leq i \leq m$.

Example 7.11. We consider the $(2, 3)$ curve. We have
\[ x_1^3 = x_2^2 - \lambda_1 x_1 x_2 - \lambda_2 x_1^2 - \lambda_3 x_2 - \lambda_4 x_1 - \lambda_6. \]

First, we consider the case of
\[ f = \lambda_1 X_1^3 + \lambda_1 \lambda_3 X_2. \]

By applying the operation (A) to $X_1^3$, the polynomial $f$ transforms into
\[ \lambda_1 (X_2^2 - \lambda_1 X_1 X_2 - \lambda_2 X_1^2 - \lambda_3 X_2 - \lambda_4 X_1 - \lambda_6) + \lambda_1 \lambda_3 X_2 = \lambda_1 X_2^2 - \lambda_1^2 X_1 X_2 - \lambda_1 \lambda_2 X_1^2 - \lambda_1 \lambda_4 X_1 - \lambda_1 \lambda_6. \]

Next, we consider the case of
\[ f = \lambda_1 X_1^6 - 2 \lambda_1 \lambda_3 \lambda_6 X_2 - 2 \lambda_1 \lambda_4 \lambda_6 X_1 - \lambda_1 \lambda_6^2. \]

By applying the operation (B) to $X_1^6$, the polynomial $f$ transforms into
\[ \lambda_1 (X_2^2 - \lambda_1 X_1 X_2 - \lambda_2 X_1^2 - \lambda_3 X_2 - \lambda_4 X_1 - \lambda_6)^2 - 2 \lambda_1 \lambda_3 \lambda_6 X_2 - 2 \lambda_1 \lambda_4 \lambda_6 X_1 - \lambda_1 \lambda_6^2 \]
\[ = \lambda_1 X_2^4 - \lambda_1^2 X_1 X_2^2 + \lambda_1 (\lambda_2^4 - 2 \lambda_2^3 X_1^2 X_2^2 + 2 \lambda_2^2 \lambda_2 X_1^2 X_2 - 2 \lambda_2 \lambda_3 X_2^3) \]
\[ + 2 \lambda_1 (\lambda_1 \lambda_3 - \lambda_4) X_1 X_2^2 + \lambda_1 \lambda_2^3 X_1^4 + 2 \lambda_1 (\lambda_1 \lambda_4 + \lambda_2 \lambda_3) X_1^2 X_2 + \lambda_1 (\lambda_3^2 - 2 \lambda_6) X_2^2 \]
\[ + 2 \lambda_1 \lambda_2 \lambda_4 X_1^3 + 2 \lambda_1 (\lambda_1 \lambda_6 + \lambda_3 \lambda_4) X_1^2 X_2 + \lambda_1 (\lambda_2^4 + 2 \lambda_2 \lambda_6) X_2^2. \]

For a subring $R$ of $\mathbb{C}$, let $\mathcal{P}(R)$ be the set of $\sum f_{i_1 \cdots i_m} X_1^{i_1} \cdots X_m^{i_m} \in R [X_1, \ldots, X_m]$ such that $f_{i_1, \ldots, i_m} \in 2R$ or $(i_1, \ldots, i_m) \in 2\mathbb{Z}_{\geq 0}^m$. For $f \in \mathbb{Z} [\lambda] [X_1, \ldots, X_m]$, let $S(f)$ be the set of the subsets $\mathcal{S}$ of $\lambda$ such that $f \in \mathcal{P}(\mathbb{Z} [\lambda] [\mathcal{S}])$. If $\mathcal{S}_0 \in S(f)$, then we have $\mathcal{S} \in S(f)$ for any subset $\mathcal{S}$ of $\lambda$ such that $\mathcal{S}_0 \subseteq \mathcal{S}$.

Example 7.12. We consider the $(2, 3)$ curve. First, we consider the case of
\[ f = X_1^5 + X_2^5 + \lambda_1 X_3^5 + 2 \lambda_3 X_1^2 X_2 + \lambda_6 X_1^2 + \lambda_4 X_1. \]

The set $S(f)$ is the set of the subsets of $\lambda$ which contain $\lambda_1, \lambda_2, \lambda_4$. We have $S(f) = \{ \mathcal{S}_1, \mathcal{S}_2, \mathcal{S}_3, \mathcal{S}_4 \}$, where
\[ \mathcal{S}_1 = \{ \lambda_1, \lambda_2, \lambda_4 \}, \quad \mathcal{S}_2 = \{ \lambda_1, \lambda_2, \lambda_3, \lambda_4 \}, \]
\[ \mathcal{S}_3 = \{ \lambda_1, \lambda_2, \lambda_4, \lambda_6 \}, \quad \mathcal{S}_4 = \{ \lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_6 \}. \]

Next, we consider the case of
\[ f = X_1^5 + \lambda_1 X_2^3 + \lambda_4 X_1^3 + 2 \lambda_3 X_2^2 X_2 + \lambda_6 X_2^2 + \lambda_2 X_1. \]

We have $S(f) = \emptyset$. 
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Lemma 7.13. Let \( f_1 \) and \( f_2 \) be polynomials in \( \mathbb{Z}[\lambda][X_1, \ldots, X_m] \) such that \( f_1 - f_2 \in \mathcal{P}(\mathbb{Z}[\lambda]) \). Then we have \( \mathcal{S}(f_1) = \mathcal{S}(f_2) \).

Proof. There is a polynomial \( f_3 \in \mathcal{P}(\mathbb{Z}[\lambda]) \) such that \( f_1 = f_2 + f_3 \). We assume \( \mathcal{S} \subseteq \mathcal{S}(f_2) \). From Lemma 7.10, we have \( \mathcal{S} \subseteq \mathcal{S}(f_1) \). Thus, we have \( \mathcal{S}(f_2) \subseteq \mathcal{S}(f_1) \). In the same way, we have \( \mathcal{S}(f_1) \subseteq \mathcal{S}(f_2) \). Therefore, we have \( \mathcal{S}(f_1) = \mathcal{S}(f_2) \).

For \( f_1, f_2 \in \mathbb{C}[X_1, \ldots, X_m] \), if \( f_1 - f_2 \in I \), we say that \( f_1 \) is congruent to \( f_2 \) modulo \( I \), where \( I \) is defined in Section 3.

Lemma 7.14. For \( f \in \mathbb{Z}[\lambda][X_1, \ldots, X_m] \), let \( f_A \) and \( f_B \) be polynomials obtained by applying the operations (A) and (B) to \( f \), respectively. Then \( f \) is congruent to \( f_A \) and \( f_B \) modulo \( I \) and we have \( \mathcal{S}(f) \subseteq \mathcal{S}(f_A) \) and \( \mathcal{S}(f) = \mathcal{S}(f_B) \).

Proof. From Lemma 7.10, \( f \) is congruent to \( f_A \) and \( f_B \) modulo \( I \). Let \( f = \sum g_{i_1, \ldots, i_m} X_1^{i_1} \cdots X_m^{i_m} \). We assume \( \mathcal{S} \subseteq \mathcal{S}(f) \). For any term \( g_{i_1, \ldots, i_m} X_1^{i_1} \cdots X_m^{i_m} \) in \( f \) such that \( (i_1, \ldots, i_m) \notin 2\mathbb{Z}^{m}_{\geq 0} \), we have \( g_{i_1, \ldots, i_m} \in 2\mathbb{Z}[\lambda_\mathcal{S}] \). Thus, we have \( \mathcal{S} \subseteq \mathcal{S}(f_A) \). Therefore, we have \( \mathcal{S}(f) \subseteq \mathcal{S}(f_A) \). In the operation (B), we have

\[
(X_1^{i_1} \cdots X_m^{i_m} + \cdots)^2 \in \mathcal{P}(\mathbb{Z}[\lambda]).
\]

From Lemma 7.13, we have \( \mathcal{S}(f) = \mathcal{S}(f_B) \).

Lemma 7.15. Let \( k \) be an integer such that \( 1 \leq k \leq m \) and \( a_k \) is odd. Let \( f \) be a polynomial in \( \mathbb{Z}[\lambda][X_1, \ldots, X_m] \) such that \( f \) is congruent to \( \det G_k \) modulo \( I \). If \( \mathcal{S} \subseteq \mathcal{S}(f) \), then we have \( \sigma(u) \in \mathbb{Z}[\lambda_{\mathcal{S}}]\langle \langle u \rangle \rangle \).

Proof. From Propositions 6.2, 6.3, and Lemma 6.4 for \( P = (x_1, \ldots, x_m) \in V \), \( \det G_k(P) \) can be expanded around \( \infty \) with respect to \( t \) as follows:

\[
\det G_k(P) = \frac{(-1)^{k+1}a_k}{t^{2g-1+a_k}} \left( 1 + \sum_{n=1}^{\infty} h_n t^n \right),
\]

where \( h_n \in \mathbb{Z}[1/a_k, \lambda_{\mathcal{S}}] \) for any \( n \geq 1 \). We have \( \det G_k(P) = f(P) \). From \( f \in \mathcal{P}(\mathbb{Z}[\lambda_{\mathcal{S}}]) \) and Lemma 7.9 if \( n \) is odd, then we have \( h_n \in 2\mathbb{Z}[1/a_k, \lambda_{\mathcal{S}}] \). From

\[
\frac{1}{\det G_k(P)} = \frac{t^{2g-1+a_k}}{(-1)^{k+1}a_k} \left( 1 + \sum_{i=1}^{\infty} \left( -\sum_{n=1}^{\infty} h_n t^n \right)^i \right),
\]

we have the expansion

\[
\frac{1}{\det G_k(P)} = \frac{t^{2g-1+a_k}}{(-1)^{k+1}a_k} \left( 1 + \sum_{n=1}^{\infty} i_n t^n \right),
\]

(7.5)
where $i_n \in \mathbb{Z}[1/a_k, \lambda_{\mathbb{E}}]$ for any $n \geq 1$. Further, if $n$ is odd, then we have $i_n \in 2\mathbb{Z}[1/a_k, \lambda_{\mathbb{E}}]$. On the other hand, we have the expansion around $\infty$ with respect to $t$

$$dx_k = \frac{-a_k}{t^{a_k+1}} \left( 1 + \sum_{n=1}^{\infty} j_n k^n \right), \quad (7.6)$$

where $j_n \in \mathbb{Z}[1/a_k, \lambda_{\mathbb{E}}]$ for any $n \geq 1$. Further, if $n$ is odd, then we have $j_n \in 2\mathbb{Z}[1/a_k, \lambda_{\mathbb{E}}]$. From Proposition 6.3, we have $b_{g,j} \in \mathbb{Z}[\lambda_{\mathbb{E}}]$ for any $j \geq 1$. From (6.16), (7.5), and (7.6), if $j$ is odd, then we have $b_{g,j} \in 2\mathbb{Z}[\lambda_{\mathbb{E}}]$. Thus, we have

$$\frac{1}{2} \frac{d}{dt} \left( 1 + \sum_{j=1}^{\infty} b_{g,j} t^j \right) \in \mathbb{Z}[\lambda_{\mathbb{E}}][[t]].$$

As in the case of Lemma 7.7, we have $c_k \in \mathbb{Z}[\lambda_{\mathbb{E}}]$ for any $k \geq 1$. Therefore, as in the case of Theorem 7.8 (i), we obtain the statement of the lemma.

In Lemma 7.15, we have the following problems:

- For any telescopic curve and any integer $k$ such that $1 \leq k \leq m$ and $a_k$ is odd, is there a polynomial $f$ in $\mathbb{Z}[\lambda][X_1, \ldots, X_m]$ such that $f$ is congruent to $\det G_k$ modulo $I$ and $S(f) \neq \emptyset$?

- Find a polynomial $\mathcal{F}$ in $\mathbb{Z}[\lambda][X_1, \ldots, X_m]$ such that $\mathcal{F}$ gives the best result among all the polynomials in $\mathbb{Z}[\lambda][X_1, \ldots, X_m]$ which are congruent to $\det G_k$ modulo $I$.

We solve these problems in Theorem 7.16.

**Theorem 7.16.** Let $k$ be an integer such that $1 \leq k \leq m$ and $a_k$ is odd.

(i) By applying the operations (A) and (B), we can transform $\det G_k$ into

$$\mathcal{F} = (-1)^{k+1} a_k X_1^{2h_1} \cdots X_m^{2h_m} + \sum_{i_1, \ldots, i_m} p_{i_1, \ldots, i_m} X_{i_1}^{i_1} \cdots X_{i_m}^{i_m}, \quad (7.7)$$

where

- $(h_1, \ldots, h_m) \in \mathbb{Z}_{\geq 0}^m$ such that $2 \sum_{j=1}^{m} a_j h_j = 2g - 1 + a_k$,
- the summation in (7.7) is taken over $(i_1, \ldots, i_m) \in \mathbb{Z}_{\geq 0}^m$ such that $\sum_{j=1}^{m} a_j i_j < 2g - 1 + a_k$,
- $p_{i_1, \ldots, i_m} \in \mathbb{Z}[\lambda]$,
- $\mathcal{F}$ is homogeneous of degree $2g - 1 + a_k$ with respect to $\lambda$ and $X_1, \ldots, X_m$,
- if $(i_1, \ldots, i_m) \neq (i_1', \ldots, i_m')$ and $p_{i_1, \ldots, i_m} p_{i_1', \ldots, i_m'} \neq 0$, then $\sum_{j=1}^{m} a_j i_j \neq \sum_{j=1}^{m} a_j i'_j$,
- if $(i_1, \ldots, i_m) \not\in 2\mathbb{Z}_{\geq 0}^m$ and $p_{i_1, \ldots, i_m} \neq 0$, then $\sum_{j=1}^{m} a_j i_j \not\in 2(A_m)$.
(ii) We have $S(\mathcal{F}) \neq \emptyset$. For any $\mathcal{G} \in S(\mathcal{F})$, we have $\sigma(u) \in \mathbb{Z}[\lambda_\mathcal{G}]/\langle \langle u \rangle \rangle$.

(iii) For any $f \in \mathbb{Z}[\lambda][X_1, \ldots, X_m]$ which is congruent to $\det G_k$ modulo $I$, we have $S(f) \subseteq S(\mathcal{F})$.

Proof. (i) We have $\det G_k \in \mathbb{Z}[\lambda][X_1, \ldots, X_m]$ and $\det G_k$ is homogeneous of degree $2g - 1 + a_k$ with respect to $\lambda$ and $X_1, \ldots, X_m$. From Lemma 6.4, the maximum of the degree of $X_1^{j_1} \cdots X_m^{j_m}$ appearing in $\det G_k$ is $2g - 1 + a_k$. From Lemma 7.1, we have $2g - 1 + a_k \in 2\langle A_m \rangle$. From Lemma 6.4 by applying the operations (A) and (B), we can transform $\det G_k$ into

$$(-1)^{k+1}a_kX_1^{2h_1} \cdots X_m^{2h_m} + \mathcal{G},$$

where $(h_1, \ldots, h_m) \in \mathbb{Z}_{\geq 0}^m$ such that $2 \sum_{j=1}^m a_j h_j = 2g - 1 + a_k$, $\mathcal{G} \in \mathbb{Z}[\lambda][X_1, \ldots, X_m]$, and the maximum of the degree of $X_1^{j_1} \cdots X_m^{j_m}$ appearing in $\mathcal{G}$ is less than $2g - 1 + a_k$. Let $\mathfrak{f}$ be the maximum of the degree of $X_1^{j_1} \cdots X_m^{j_m}$ appearing in $\mathcal{G}$.

- If $\mathfrak{f} \in 2\langle A_m \rangle$, we take a sequence $(h_1^{(1)}, \ldots, h_m^{(1)}) \in \mathbb{Z}_{\geq 0}^m$ such that $2 \sum_{j=1}^m a_j h_j^{(1)} = \mathfrak{f}$. By applying the operations (A) and (B), we replace all $X_1^{j_1} \cdots X_m^{j_m}$ in $\mathcal{G}$ such that $\sum_{j=1}^m a_j j = \mathfrak{f}$ with $X_1^{2h_1^{(1)}} \cdots X_m^{2h_m^{(1)}} + \ldots$.

- If $\mathfrak{f} \notin 2\langle A_m \rangle$, we take a sequence $(h_1^{(2)}, \ldots, h_m^{(2)}) \in \mathbb{Z}_{\geq 0}^m$ such that $\sum_{j=1}^m a_j h_j^{(2)} = \mathfrak{f}$. By applying the operation (A), we replace all $X_1^{j_1} \cdots X_m^{j_m}$ in $\mathcal{G}$ such that $\sum_{j=1}^m a_j j = \mathfrak{f}$ with $X_1^{h_1^{(2)}} \cdots X_m^{h_m^{(2)}} + \ldots$.

By repeating the above operations, we obtain the statement of (i).

(ii) Since any $p_1, \ldots, p_m$ such that $p_1, \ldots, p_m \neq 0$ contains a coefficient $\lambda_\mathcal{G}^{(i)}$ in $\lambda$, we have $S(\mathcal{F}) \neq \emptyset$. From Lemma 7.1, $\mathcal{F}$ is congruent to $\det G_k$ modulo $I$. From Lemma 7.15 for any $\mathcal{G} \in S(\mathcal{F})$, we have $\sigma(u) \in \mathbb{Z}[\lambda_\mathcal{G}]/\langle \langle u \rangle \rangle$.

(iii) Let $f$ be a polynomial in $\mathbb{Z}[\lambda][X_1, \ldots, X_m]$ which is congruent to $\det G_k$ modulo $I$. Let $\mathfrak{f}$ be the maximum of the degree of $X_1^{j_1} \cdots X_m^{j_m}$ appearing in $f$. Then we have $\mathfrak{f} \geq 2g - 1 + a_k$. We consider the case of $\mathfrak{f} > 2g - 1 + a_k$.

- If $\mathfrak{f} \in 2\langle A_m \rangle$, we take a sequence $(h_1^{(3)}, \ldots, h_m^{(3)}) \in \mathbb{Z}_{\geq 0}^m$ such that $2 \sum_{j=1}^m a_j h_j^{(3)} = \mathfrak{f}$. By applying the operations (A) and (B), we replace all $X_1^{j_1} \cdots X_m^{j_m}$ in $f$ such that $\sum_{j=1}^m a_j j = \mathfrak{f}$ with $X_1^{2h_1^{(3)}} \cdots X_m^{2h_m^{(3)}} + \ldots$.

- If $\mathfrak{f} \notin 2\langle A_m \rangle$, we take a sequence $(h_1^{(4)}, \ldots, h_m^{(4)}) \in \mathbb{Z}_{\geq 0}^m$ such that $\sum_{j=1}^m a_j h_j^{(4)} = \mathfrak{f}$. By applying the operation (A), we replace all $X_1^{j_1} \cdots X_m^{j_m}$ in $f$ such that $\sum_{j=1}^m a_j j = \mathfrak{f}$ with $X_1^{h_1^{(4)}} \cdots X_m^{h_m^{(4)}} + \ldots$.

By repeating the above operations, we can transform $f$ into a polynomial $\mathcal{H}$ in $\mathbb{Z}[\lambda][X_1, \ldots, X_m]$, where the maximum of the degree of $X_1^{j_1} \cdots X_m^{j_m}$ appearing in $\mathcal{H}$ is $2g - 1 + a_k$. By applying the operations (A) and (B), we can transform $\mathcal{H}$ or $f$ in the case of $\mathfrak{f} = 2g - 1 + a_k$ into

$$(-1)^{k+1}a_kX_1^{2h_1} \cdots X_m^{2h_m} + \mathcal{G},$$
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where \((h_1, \ldots, h_m)\) is defined in (7.7), \(I \in \mathbb{Z}[\lambda][X_1, \ldots, X_m]\), and the maximum of the degree of \(X_1^{i_1} \cdots X_m^{i_m}\) appearing in \(I\) is less than \(2g - 1 + a_k\). Let \(m\) be the maximum of the degree of \(X_1^{i_1} \cdots X_m^{i_m}\) appearing in \(I\).

- If we have the term \(p_{k_1, \ldots, k_m} X_1^{i_1} \cdots X_m^{i_m}\) such that \(p_{k_1, \ldots, k_m} \neq 0\) and \(\sum_{j=1}^m a_j k_j = m\) in (7.7), by applying the operations (A) and (B), we replace all \(X_1^{i_1} \cdots X_m^{i_m}\) in \(I\) such that \(\sum_{j=1}^m a_j i_j = m\) with \(X_1^{i_1} \cdots X_m^{i_m} + \cdots\).

- If \(m \in 2A_m\) and there is no term \(p_{k_1, \ldots, k_m} X_1^{i_1} \cdots X_m^{i_m}\) such that \(p_{k_1, \ldots, k_m} \neq 0\) and \(\sum_{j=1}^m a_j k_j = m\) in (7.7), we take a sequence \((h_1^{(5)}, \ldots, h_m^{(5)}) \in \mathbb{Z}_{\geq 0}^m\) such that \(2 \sum_{j=1}^m a_j h_j^{(5)} = m\). By applying the operations (A) and (B), we replace all \(X_1^{i_1} \cdots X_m^{i_m}\) in \(I\) such that \(\sum_{j=1}^m a_j i_j = m\) with \(X_1^{h_1^{(5)}} \cdots X_m^{h_m^{(5)}} + \cdots\).

- If \(m \notin 2A_m\) and there is no term \(p_{k_1, \ldots, k_m} X_1^{i_1} \cdots X_m^{i_m}\) such that \(p_{k_1, \ldots, k_m} \neq 0\) and \(\sum_{j=1}^m a_j k_j = m\) in (7.7), we take a sequence \((h_1^{(6)}, \ldots, h_m^{(6)}) \in \mathbb{Z}_{\geq 0}^m\) such that \(\sum_{j=1}^m a_j h_j^{(6)} = m\). By applying the operation (A), we replace all \(X_1^{i_1} \cdots X_m^{i_m}\) in \(I\) such that \(\sum_{j=1}^m a_j i_j = m\) with \(X_1^{h_1^{(6)}} \cdots X_m^{h_m^{(6)}} + \cdots\).

By repeating the above operations, we can transform \(f\) into \(I\). From Lemma 7.14, we have \(S(f) \subseteq S(I)\).

For a non-negative integer \(n\), we define \(\chi(n)\) by

\[
\chi(n) = \begin{cases} 
0 & \text{if } n \text{ is even} \\
1 & \text{if } n \text{ is odd}
\end{cases}
\]

Let \(B\) be the set of \(\lambda_j^{(i)}\) which is the coefficient of \(X_1^{j_1} \cdots X_m^{j_m}\) with \(\sum_{k=1}^m \chi(j_k) \geq 2\) in (8.2).

**Proposition 7.17.** If \(\sum_{j=1}^{i-1} \chi(\ell_{i,j}) \leq 1\) for any \(2 \leq i \leq m\), where \(\ell_{i,j}\) is defined in (7.7), then we have \(\sigma(u) \in \mathbb{Z}[\lambda_B]((u))\).

**Proof.** We take an integer \(k\) such that \(1 \leq k \leq m\) and \(a_k\) is odd. From \(\sum_{j=1}^{i-1} \chi(\ell_{i,j}) \leq 1\), for any \(2 \leq i \leq m\) and \(1 \leq j \leq m\), we have \(\frac{\partial F}{\partial X_j} \in \mathcal{P}(\mathbb{Z}[\lambda_B])\). Thus, we have \(\det G_k \in \mathcal{P}(\mathbb{Z}[\lambda_B])\). Therefore, we have \(B \in S(\det G_k)\). From Lemma 7.15 we obtain the statement of the proposition.

**Remark 7.18.** We can apply Theorems 7.15 and 7.16 to any telescopic curve. In the case that the condition of Proposition 7.17 holds, Theorem 7.16 gives the better result than Proposition 7.17. On the other hand, in Proposition 7.17 we do not need to calculate \(\det G_k\).

**Lemma 7.19.** We consider the case of \(m = 2\). For \((i_1, i_2), (j_1, j_2) \in \mathbb{Z}_{\geq 0}^2\), if \(a_1 i_1 + a_2 i_2 = a_1 j_1 + a_2 j_2 < a_1 a_2\), then we have \((i_1, i_2) = (j_1, j_2)\).
Proof. From $a_1i_1 + a_2i_2 = a_1j_1 + a_2j_2 < a_1a_2$, we have $i_2, j_2 < a_1$. Thus, we have $(i_1, i_2), (j_1, j_2) \in B(A_2)$. From Lemma 3.1 we have $(i_1, i_2) = (j_1, j_2)$. □

Remark 7.20. We consider the $(n, s)$ curve. The polynomial $F_2$ defining the $(n, s)$ curve is given in Example 3.3 (i). Let $\mathcal{C}$ be the set of $\lambda_j$ which is the coefficient of $X_1^{j_1}X_2^{j_2}$ with $(j_1, j_2) = (odd, odd)$ in (3.3). In [35, Theorem 2.3], it is proved that we have $\sigma(u) \in \mathbb{Z}[\lambda_c]\{u\}$.

Remark 7.21. We apply Theorem 7.8 (i) to the $(n, s)$ curve. In the case of $(n, s) = (odd, odd)$, $\mathfrak{A}$ is the set of $\lambda_j$ which is the coefficient of $X_1^{j_1}X_2^{j_2}$ with $(j_1, j_2) = (odd, odd)$ or (even, even). In the case of $(n, s) = (odd, even)$, $\mathfrak{A}$ is the set of $\lambda_j$ which is the coefficient of $X_1^{j_1}X_2^{j_2}$ with $(j_1, j_2) = (odd, odd)$ or (odd, even). In the case of $(n, s) = (even, odd)$, $\mathfrak{A}$ is the set of $\lambda_j$ which is the coefficient of $X_1^{j_1}X_2^{j_2}$ with $(j_1, j_2) = (odd, odd)$ or (even, odd). Therefore, [35, Theorem 2.3] gives the better result than Theorem 7.8 (i) for $(n, s)$ curves.

Remark 7.22. We apply Theorem 7.16 to the $(n, s)$ curve. First, we consider the case that $n$ is odd. We have

$$\det G_1 = nX_2^{n-1} - \sum j_2\lambda_{ns-nj_1-sj_2}X_1^{j_1}X_2^{j_2-1}, \quad (7.8)$$

where the summation is taken over $(j_1, j_2) \in \mathbb{Z}_{\geq 0}^2$ such that $nj_1 + sj_2 < ns$ and $j_2 \geq 1$. From Lemma 7.19, we find that the polynomial (7.8) is in the form of (7.7). We can express the polynomial (7.8) in the form of $J_1 + J_2$ with $J_2 \in \mathcal{P}(\mathbb{Z}[\lambda])$ and

$$J_1 = \sum \lambda_{ns-nj_1-sj_2}X_1^{j_1}X_2^{j_2-1},$$

where the summation is taken over $(j_1, j_2) \in \mathbb{Z}_{\geq 0}^2$ such that $(j_1, j_2) = (odd, odd)$ and $nj_1 + sj_2 < ns$. From Lemma 7.13 we have $S(\det G_1) = S(J_1)$. Thus, we obtain the same result as [35, Theorem 2.3]. Next, we consider the case that $s$ is odd. We have

$$\det G_2 = -sX_1^{s-1} - \sum j_1\lambda_{ns-nj_1-sj_2}X_1^{j_1-1}X_2^{j_2}, \quad (7.9)$$

where the summation is taken over $(j_1, j_2) \in \mathbb{Z}_{\geq 0}^2$ such that $nj_1 + sj_2 < ns$ and $j_1 \geq 1$. From Lemma 7.19, we find that the polynomial (7.9) is in the form of (7.7). We can express the polynomial (7.9) in the form of $\mathcal{K}_1 + \mathcal{K}_2$ with $\mathcal{K}_2 \in \mathcal{P}(\mathbb{Z}[\lambda])$ and

$$\mathcal{K}_1 = \sum \lambda_{ns-nj_1-sj_2}X_1^{j_1-1}X_2^{j_2},$$

where the summation is taken over $(j_1, j_2) \in \mathbb{Z}_{\geq 0}^2$ such that $(j_1, j_2) = (odd, odd)$ and $nj_1 + sj_2 < ns$. From Lemma 7.13 we have $S(\det G_2) = S(\mathcal{K}_1)$. Thus, we obtain the same result as [35, Theorem 2.3]. Therefore, Theorem 7.16 includes [35, Theorem 2.3].

Remark 7.23. We can apply Proposition 7.17 to the $(n, s)$ curve. Applying Proposition 7.17 to the $(n, s)$ curve, we have [35, Theorem 2.3] immediately. We consider the case of $m = 3$. The sequence $A_3$ can be uniquely expressed as $A_3 = (a_1d, a_2d, k_1a_1' + k_2a_2')$. 
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where \( a_1', a_2', d \in \mathbb{N} \) and \( k_1, k_2 \in \mathbb{Z}_{\geq 0} \) such that \( \gcd(a_1', a_2') = \gcd(d, k_1 a_1' + k_2 a_2') = 1 \), \( a_1' d, a_2' d, k_1 a_1' + k_2 a_2' \geq 2 \), and \( k_2 < a_1' \). Then we have \( \ell_{3, 1} = k_1 \) and \( \ell_{3, 2} = k_2 \). If \( k_1 \) or \( k_2 \) is even, then \( A_3 \) satisfies the condition of Proposition 7.17. For example, for any non-negative integer \( k \), \( A_3 = (4, 6, 4k + 3) \) satisfies the condition of Proposition 7.17. On the other hand, if both \( k_1 \) and \( k_2 \) are odd, then \( A_3 \) does not satisfy the condition of Proposition 7.17. For example, for any positive integer \( k \), \( A_3 = (4, 6, 4k + 1) \) does not satisfy the condition of Proposition 7.17. We can apply Proposition 7.17 to the telescopic curve considered in Example 3.3 (v).

**Example 7.24.** We consider the case of \( m = 3 \) and \( A_3 = (4, 6, 5) \). The polynomials \( F_2 \) and \( F_3 \) defining this curve are given in Example 3.3 (ii). We have \( \mathfrak{A} = \{ \lambda_1^{(2)}, \lambda_3^{(2)}, \lambda_7^{(2)}, \lambda_8^{(3)}, \lambda_5^{(3)} \} \). From Theorem 7.18 (i), we have \( \sigma(u) \in \mathbb{Z}[\mathfrak{A}]/\langle \langle u \rangle \rangle \). By applying the operation \( (A) \), we can transform \( \det G_3 \) into

\[
\mathcal{L} = 5X_2^2 + 2(\lambda_1^{(3)} - 2\lambda_1^{(2)})X_2X_3 + (4\lambda_2^{(3)} - \lambda_1^{(2)}\lambda_1^{(3)} - 3\lambda_2^{(2)})X_3^2 \\
+ 2(\lambda_2^{(2)}\lambda_2^{(3)} - \lambda_1^{(2)}\lambda_3^{(2)} - \lambda_3^{(2)} - 2\lambda_1^{(3)}\lambda_2^{(3)})X_1X_3 \\
+ (\lambda_2^{(2)}\lambda_2^{(3)} - \lambda_1^{(2)} + 3\lambda_3^{(2)} - 4(\lambda_2^{(2)})^2)X_1^2 \\
+ 2(\lambda_6^{(3)} + 2\lambda_2^{(2)}\lambda_6^{(3)} - 2\lambda_6^{(2)} - 2\lambda_2^{(3)}\lambda_6^{(3)})X_2 \\
+ (-\lambda_2^{(2)}\lambda_6^{(3)} + 3\lambda_2^{(2)}\lambda_5^{(3)} + \lambda_3^{(2)}\lambda_4^{(3)} - \lambda_6^{(2)}\lambda_1^{(3)} - 3\lambda_2^{(2)}\lambda_6^{(3)} - 4\lambda_2^{(3)}\lambda_5^{(3)})X_3 \\
+ 2(\lambda_2^{(2)}\lambda_6^{(3)} + \lambda_1^{(2)}\lambda_4^{(3)} - \lambda_6^{(2)}\lambda_2^{(3)} - \lambda_8^{(2)} - 2\lambda_2^{(3)}\lambda_6^{(3)})X_1 \\
+ 3\lambda_2^{(2)}\lambda_1^{(3)} - \lambda_6^{(2)}\lambda_6^{(3)} + \lambda_8^{(2)}\lambda_4^{(3)} - 3\lambda_2^{(2)} - 4\lambda_2^{(3)}\lambda_1^{(3)}.
\]

The polynomial \( \mathcal{L} \) is in the form of (7.24). We have \( \mathcal{L} = \mathcal{L}_1 + \mathcal{L}_2 \) with \( \mathcal{L}_2 \in \mathcal{P}(\mathbb{Z}[\mathfrak{A}]) \) and

\[
\mathcal{L}_1 = (\lambda_1^{(2)}\lambda_6^{(3)} + \lambda_2^{(2)}\lambda_5^{(3)} + \lambda_3^{(2)}\lambda_4^{(3)} + \lambda_6^{(2)}\lambda_1^{(3)} + \lambda_7^{(2)}\lambda_1^{(3)} - 3\lambda_4^{(3)})X_3.
\]

From Lemma 7.13 we have \( S(\mathcal{L}) = S(\mathcal{L}_1) \). Let

\[
\mathfrak{D}_1 = \{ \lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_3^{(2)}, \lambda_6^{(2)}, \lambda_7^{(2)} \}, \quad \mathfrak{D}_2 = \{ \lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_3^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)} \}, \\
\mathfrak{D}_3 = \{ \lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_6^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)} \}, \quad \mathfrak{D}_4 = \{ \lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)}, \lambda_7^{(4)} \}, \\
\mathfrak{D}_5 = \{ \lambda_1^{(2)}, \lambda_3^{(2)}, \lambda_6^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)} \}, \quad \mathfrak{D}_6 = \{ \lambda_1^{(2)}, \lambda_3^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)}, \lambda_7^{(4)} \}, \\
\mathfrak{D}_7 = \{ \lambda_1^{(2)}, \lambda_6^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)}, \lambda_7^{(4)} \}, \quad \mathfrak{D}_8 = \{ \lambda_1^{(2)}, \lambda_6^{(2)}, \lambda_7^{(3)}, \lambda_7^{(4)}, \lambda_7^{(5)} \}, \\
\mathfrak{D}_9 = \{ \lambda_2^{(2)}, \lambda_3^{(2)}, \lambda_6^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)} \}, \quad \mathfrak{D}_{10} = \{ \lambda_2^{(2)}, \lambda_3^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)}, \lambda_7^{(6)} \}, \\
\mathfrak{D}_{11} = \{ \lambda_2^{(2)}, \lambda_6^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)}, \lambda_7^{(6)} \}, \quad \mathfrak{D}_{12} = \{ \lambda_2^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)}, \lambda_7^{(6)}, \lambda_7^{(6)} \}, \\
\mathfrak{D}_{13} = \{ \lambda_3^{(2)}, \lambda_6^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)}, \lambda_7^{(6)} \}, \quad \mathfrak{D}_{14} = \{ \lambda_3^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)}, \lambda_7^{(5)}, \lambda_7^{(6)} \}, \\
\mathfrak{D}_{15} = \{ \lambda_6^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)}, \lambda_7^{(5)}, \lambda_7^{(6)} \}, \quad \mathfrak{D}_{16} = \{ \lambda_7^{(2)}, \lambda_1^{(3)}, \lambda_4^{(3)}, \lambda_5^{(3)}, \lambda_6^{(3)} \}.
\]

From Theorem 7.10 for \( 1 \leq i \leq 16 \), we have \( \sigma(u) \in \mathbb{Z}[\mathfrak{D}_i]/\langle \langle u \rangle \rangle \). We have \( \mathfrak{A} = \mathfrak{D}_6 \). We cannot apply Proposition 7.17 to this curve.
Example 7.25. We consider the case of $m = 3$ and $A_3 = (4, 6, 7)$. The polynomials $F_2$ and $F_3$ defining this curve are given in Example 3.3 (iii). We have $\mathfrak{A} = \{\lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_3^{(3)}, \lambda_4^{(2)}, \lambda_5^{(3)}\}$. From Theorem 7.23 (i), we have $\sigma(u) \in \mathbb{Z}[\lambda_i]/(u)$. By applying the operation (A), we can transform $G_3$ into a polynomial $\mathcal{M}$ in the form of (7.7). Here, we omit the explicit expression of $\mathcal{M}$. We have $\mathcal{M} = \mathcal{M}_1 + \mathcal{M}_2$ with $\mathcal{M}_2 \in \mathcal{P}(\mathbb{Z}[\lambda])$ and

$$\mathcal{M}_1 = (\lambda_1^{(2)} + \lambda_3^{(3)})X^2_1X_3 + (\lambda_2^{(2)} \lambda_3^{(3)} + \lambda_2^{(2)} \lambda_7^{(3)} + \lambda_5^{(2)} \lambda_4^{(3)} + \lambda_6^{(2)} \lambda_3^{(3)} + \lambda_6^{(2)} \lambda_1^{(3)} + \lambda_3^{(3)})X_3.$$ 

From Lemma 7.13 we have $\mathcal{S}(\mathcal{M}) = \mathcal{S}(\mathcal{M}_1)$. Let

$$\mathcal{E}_1 = \{\lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_3^{(2)}, \lambda_6^{(2)}, \lambda_3^{(3)}\}, \quad \mathcal{E}_2 = \{\lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_3^{(2)}, \lambda_4^{(3)}\},$$

$$\mathcal{E}_3 = \{\lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_6^{(2)}, \lambda_4^{(3)}\}, \quad \mathcal{E}_4 = \{\lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_4^{(3)}\},$$

$$\mathcal{E}_5 = \{\lambda_1^{(2)}, \lambda_5^{(2)}, \lambda_6^{(2)}, \lambda_7^{(3)}\}, \quad \mathcal{E}_6 = \{\lambda_1^{(2)}, \lambda_5^{(2)}, \lambda_7^{(3)}\},$$

$$\mathcal{E}_7 = \{\lambda_1^{(2)}, \lambda_6^{(2)}, \lambda_7^{(3)}\}, \quad \mathcal{E}_8 = \{\lambda_1^{(2)}\}.$$ 

From Theorem 7.13, for $1 \leq i \leq 8$, we have $\sigma(u) \in \mathbb{Z}[\lambda_i]/(u)$. We have $\mathfrak{A} = \mathcal{E}_6$. We can apply Proposition 7.17 to this curve. We have $\mathfrak{B} = \mathcal{E}_4$.

Example 7.26. We consider the case of $m = 3$ and $A_3 = (6, 9, 5)$. The polynomials $F_2$ and $F_3$ defining this curve are given in Example 3.3 (iv). We have $\mathfrak{A} = \{\lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_7^{(2)}, \lambda_6^{(2)}, \lambda_7^{(2)}, \lambda_7^{(3)}, \lambda_3^{(3)}\}$. From Theorem 7.23 (i), we have $\sigma(u) \in \mathbb{Z}[\lambda_i]/(u)$. By applying the operation (A), we can transform $G_2$ into a polynomial $\mathcal{N}$ in the form of (7.7). Here, we omit the explicit expression of $\mathcal{N}$. We have $\mathcal{N} = \mathcal{N}_1 + \mathcal{N}_2$ with $\mathcal{N}_2 \in \mathcal{P}(\mathbb{Z}[\lambda])$ and

$$\mathcal{N}_1 = (\lambda_1^{(2)} + \lambda_3^{(3)})X^2_1X_2 + (\lambda_2^{(2)} \lambda_3^{(3)} + \lambda_5^{(3)})(X_2X_3^2)$$

$$+ (\lambda_3^{(3)} \lambda_4^{(3)} + \lambda_4^{(3)} \lambda_9^{(3)} + \lambda_2^{(2)} \lambda_6^{(3)} + \lambda_6^{(2)} \lambda_3^{(3)} + \lambda_6^{(2)} \lambda_1^{(3)} + \lambda_1^{(2)} \lambda_3^{(3)} + \lambda_2^{(2)} \lambda_1^{(3)} + \lambda_2^{(2)} \lambda_1^{(3)} X_2.$$ 

From Lemma 7.13 we have $\mathcal{S}(\mathcal{N}) = \mathcal{S}(\mathcal{N}_1)$. Let

$$\mathcal{F}_1 = \{\lambda_1^{(2)}, \lambda_3^{(3)}, \lambda_4^{(2)}, \lambda_6^{(2)}, \lambda_1^{(3)}\}, \quad \mathcal{F}_2 = \{\lambda_1^{(2)}, \lambda_3^{(3)}, \lambda_4^{(2)}, \lambda_7^{(3)}, \lambda_1^{(3)}\},$$

$$\mathcal{F}_3 = \{\lambda_2^{(2)}, \lambda_3^{(3)}, \lambda_6^{(2)}, \lambda_1^{(3)}\}, \quad \mathcal{F}_4 = \{\lambda_2^{(2)}, \lambda_3^{(3)}, \lambda_7^{(3)}\},$$

$$\mathcal{F}_5 = \{\lambda_3^{(3)} \lambda_6^{(2)}, \lambda_1^{(3)}\}, \quad \mathcal{F}_6 = \{\lambda_3^{(3)} \lambda_7^{(3)}\},$$

$$\mathcal{F}_7 = \{\lambda_3^{(3)} \lambda_6^{(2)}, \lambda_1^{(3)}\}, \quad \mathcal{F}_8 = \{\lambda_3^{(3)} \lambda_7^{(3)}\}.$$ 

From Theorem 7.13, for $1 \leq i \leq 8$, we have $\sigma(u) \in \mathbb{Z}[\lambda_i]/(u)$. We have $\mathfrak{F}_5 \subseteq \mathfrak{A}$. By applying the operation (A), we can transform $G_3$ into a polynomial $\mathcal{O}$ in the form of (7.7). Here, we omit the explicit expression of $\mathcal{O}$. We have $\mathfrak{O} = \mathcal{O}_1 + \mathcal{O}_2$ with $\mathcal{O}_2 \in \mathcal{P}(\mathbb{Z}[\lambda])$ and

$$\mathcal{O}_1 = (\lambda_1^{(2)} + \lambda_3^{(3)})X^2_1X_3 + (\lambda_2^{(2)} \lambda_3^{(3)} + \lambda_3^{(3)})X_1X_2 + \left(\lambda_5^{(3)} \lambda_4^{(3)} + \lambda_2^{(2)} \lambda_3^{(3)}\right)X_2X_3$$

$$+ (\lambda_5^{(3)} \lambda_4^{(3)} + \lambda_2^{(2)} \lambda_3^{(3)})X_1X_3 + (\lambda_3^{(3)} \lambda_6^{(3)} + \lambda_2^{(2)} \lambda_3^{(3)})X_2 + (\lambda_3^{(3)} \lambda_6^{(3)} + \lambda_2^{(2)} \lambda_3^{(3)} \lambda_4^{(3)})X_1$$

$$+ (\lambda_5^{(3)} \lambda_4^{(3)} + \lambda_2^{(2)} \lambda_3^{(3)}) + \lambda_2^{(2)} \lambda_3^{(3)} \lambda_4^{(3)} \lambda_6^{(3)} X_3.$$
We obtain the same result as the case of $\det G_2$. We cannot apply Proposition 7.17 to this curve.

**Remark 7.27.** For the above three curves, Theorem 7.16 gives the better result than Theorem 7.8 (i).
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