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Abstract: In this paper, a finite memory, non-causal Volterra model is proposed to estimate the potential functions in various inverse quantum mechanical problems, where the bound or scattered wave functions are used as inputs of the Volterra system, while the potential is the desired output. Two simple examples are given to show the model capabilities, where in both cases, a really good match is achieved for a very wide range of potential functions. The first example is a simple one-dimensional bound state problem, where the wave function of the first bound state is used as input to determine the model potential. The second example is a one-dimensional scattering problem, where the scattered wave is used as the system input. In both cases, a higher order, non-causal description is needed to be able to give a good estimation to the solution of the inverse problem. The model sensitivity to input perturbations is also examined, showing that the Volterra representation is capable of giving a robust estimate to the underlying dynamical system. The model could be useful in real-life situations, where the scattering potential should be found from measured data, where the precise equations that govern the dynamics of the system are not known.
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1. Introduction

Inverse problems are a really important subset of problems in both classical and quantum systems, where one is concerned with the determination of some input parameters, functions, and/or some inner characteristics of a complex system, with using only the output of the general system. These kinds of problems are present in many topics from engineering, e.g., in robotics [1,2], in thermal inverse problems [3], in the determination of material properties [4], etc. to nuclear physics, where usually an unknown potential has to be determined from experimental data [5–8]. In most of the cases, these problems are mathematically ill-defined, and the method of solution usually depends on the actual problem, the measurement methods, and the a priori knowledge of the system considered.

For quantum mechanical problems, a well-known inversion method is the Gelfand-Levitan and Marchenko technique [9–11], which is an exact integral approach for Schrödinger-like equations that have many applications in quantum scattering theory. Other integral-based methods similar to the Gelfand-Levitan and Marchenko equations are also developed for various kinds of problems [12–15].

In this paper, only simplified inverse quantum mechanical problems are addressed, where the output wave functions (bound states, scattering states) are used to determine the model potential; however, the model can be extended to describe “classical” inverse and non-inverse problems as well. Here, the inverse problem is not solved exactly; instead, an approximate method is used to give the solution to the actual problem in the least squares sense. To this purpose, the quantum mechanical problem is modeled as a non-causal gray-box system, which is identified with standard system identification techniques [16].
Then, the system is modeled with a finite-memory Volterra representation [17], which is capable of grasping various kinds of static and dynamic nonlinearities in a dynamical system described by nonlinear differential equations. This method is very general and can be used for other kinds of direct and inverse problems as well [18,19]. In the system identification of real-life physical systems, usually, a causal representation is used, which means that the dynamical response of the system \( y(t) \) only depends on the actual and the previous values of the excitations, e.g., \( y(t) = F(u(t), u(t − \Delta t), u(t − 2\Delta t), \ldots, u(t − N\Delta t)) \). In contrast, non-causal systems are systems where the output at point \( t \) could depend not just on the previous but also the future values of the excitation signals as well, e.g., \( y(t) = F(u(t), u(t − \Delta t), \ldots, u(t − N\Delta t), u(t + \Delta t), u(t + 2\Delta t), \ldots, u(t + M\Delta t)) \), where \( y(t) \) is the output, and \( u(t) \) is the input at point \( t \), which can be time, position, or any variable, on which the input and output functions depend. Non-causal systems can be used in post-processing of sound files, filtering, or image processing, where the pixels of an image can be considered as the variables of the input function [20]. Here, the notions of “past” and “future” are used loosely, as they do not exclusively represent time but rather can represent anything on which the input and output functions depend. In the applications shown in this paper, it turned out that a non-causal description is needed to be able to describe the inverse problem with a good accuracy, where to determine the potential at position \( x \), the local information of the output wave function at points \( (x + \Delta x, x + 2\Delta x, \ldots, x + M\Delta x), (x − \Delta x, x − 2\Delta x, \ldots, x − M\Delta x) \) are used as inputs of the Volterra system. The problems shown here are very simple and are only used to present the method and its capabilities; however, as the model is very flexible, it is possible to extend it to be able to describe real-life systems, e.g., low-energy elastic scattering in nuclear physics, where the measured phase-shifts and differential cross-sections could be used as input data to estimate the potentials. These problems will be addressed in subsequent works. In quantum mechanics, despite its capabilities to describe nonlinear and complex systems, non-causal Volterra series are not extensively used to describe the direct or inverse problems. This work is intended to introduce the Volterra approximation to quantum mechanical systems, and it could lead to many more applications, from tunneling experiments, through low-energy nucleus scattering, up to high-energy hadronic scattering.

The paper is organized as follows. In Section 2, the Volterra model is introduced, which is used to describe the inverse quantum mechanical scattering system. Following the description of the system identification method, in Section 3, the first example is shown, where the one-dimensional bound state problem is addressed. In Section 4, the Volterra model is used to describe the inverse scattering problem in one dimension, while Section 5 deals with the sensitivity of the Volterra model to input disturbances. At the end, Section 6 concludes the paper.

2. Volterra Model

The Volterra model is a well-known method to represent nonlinear dynamical systems and has a very wide range of applicability from identifying the behavior of electronic devices, such as field effect transistors [21] through the description of biological systems [22], all the way to mechanical engineering, aerospace engineering, and many more real-life problems [23,24]. The model extends the usual linear response theory, where the output of a linear dynamical system can be described by the convolutional integral of the input signal with a \( h(t) \) kernel function as:

\[
y(t) = \int_{−∞}^{∞} h(\tau)u(t − \tau)d\tau,
\]

where \( y(t) \) is the output and \( u(t) \) is the input of the system, while \( h(t) \) is the so-called linear response, which acts as the kernel function, which characterizes the system. For linear systems, this description is enough to describe the output; however, many real-life problems have more or less nonlinearities hidden in them, which could easily make the identified linear model practically unusable. For weakly nonlinear systems, the so-called best linear
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where $h$ is the linear kernel, which describes the weakly nonlinear input–output relation in the best way possible in the least squares sense. For the sake of generality, the convolutional integral goes from $-\infty$ to $\infty$; however, if one has a strictly causal system, then it goes from 0 to $\infty$. This method works really well in many applications; however, if the system has a stronger nonlinearity or the operating range is wider than what the simple linear approximation can describe, it is necessary to use different methods.

The Volterra model is an extension of the linear theory to nonlinear systems, where the input–output relation of a system of order $n$ is described by a multidimensional convolutional integral described as follows [26,27]:

$$y(t) = h_0 + \int_{-\infty}^{\infty} h_1(t) u(t - \tau_1) d\tau_1 + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_2(t, \tau_2) u(t - \tau_1) u(t - \tau_2) d\tau_1 d\tau_2 + \cdots + \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} h_n(t, \tau_1, \ldots, \tau_n) u(t - \tau_1) \cdots u(t - \tau_n) d\tau_1 \cdots d\tau_n,$$

where $h_n(t, \tau_1, \ldots, \tau_n)$ is the $n$-th order Volterra kernel, $y(t)$ is the output, while $u(t)$ is the input of the system at $t$. This can be written in a more compact form if one defines the $n$-th order Volterra operator as $H_n[u(t)]$ as:

$$H_n\{u(t)\} = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} h_n(t, \tau_1, \ldots, \tau_n) u(t - \tau_1) \cdots u(t - \tau_n) d\tau_1 \cdots d\tau_n,$$

so that Equation (3) can be written as:

$$y(t) = h_0 + H_1\{u(t)\} + H_2\{u(t)\} + \cdots + H_n\{u(t)\}$$

In the Volterra representation in Equation (3), it was implicitly assumed that the kernels are stationary, which means that the kernel functions depend only on the difference $(t - \tau)$; therefore, the $n$-th order kernel can be written as $h_n(t, \tau_1, \ldots, \tau_n)$ [28]. In the case that the kernels are non-stationary [29], they explicitly depend on $t$ and can be written as $h_n(t, \tau_1, \ldots, \tau_n)$. In this work, only stationary kernels are assumed.

In many physical systems, the input–output relationship is hereditary, which means that the output at a specific instant $t_0$ depends on the input excitation on that instant and also on its values before $t_0$. In linear systems this behaviour is encoded into the convolutional integral in Equation (1), however in nonlinear systems the hereditary property [30] can be described by a multidimensional convolutional integral as it was shown in Equation (3). In this case the output at a specific instant is described by polynomial expressions of the input excitations at different $t_i$-s. One important application of such representations is in control engineering, where the (non)linear system has to be controlled in an open- or in a closed loop to reach the desired behaviour [31]. If the system or the controller is nonlinear it is necessary to include nonlinear terms into the model, e.g., in [32,33]. In the case of Volterra operator-integral equations, appearing in the feedback control problems using Volterra models [34], the convergence of the approximations can be studied by the majorant method [35].

In the Volterra representation, the $h_n(t, \tau_1, \ldots, \tau_n)$ kernel functions are playing the most important role and have to be defined to be able to model the nonlinear system. If the system is known precisely, it can be calculated analytically; however, it is rarely the case, and those models are mostly used to validate the different methods used for kernel estimation [36]. Measuring the kernel functions is quite cumbersome, and in practical applications, a finite approximation (BLA) [25] is often used, which finds the best linearization of the nonlinear system in a specific operating range in the least squares sense, which can be expressed as the following optimization problem:

$$g_{BLA}(t) := \arg \min_{g} \mathcal{E} \left[ \left( y - \int_{-\infty}^{\infty} g(\tau) u(t - \tau) d\tau \right)^2 \right],$$

where $g_{BLA}$ is the linear kernel, which describes the weakly nonlinear input–output relation in the best way possible in the least squares sense. Measuring the kernel functions is quite cumbersome, and in practical applications, a finite approximation is often used, which finds the best linearization of the nonlinear system in a specific operating range in the least squares sense, which can be expressed as the following optimization problem:

$$g_{BLA}(t) := \arg \min_{g} \mathcal{E} \left[ \left( y - \int_{-\infty}^{\infty} g(\tau) u(t - \tau) d\tau \right)^2 \right],$$

where $g_{BLA}$ is the linear kernel, which describes the weakly nonlinear input–output relation in the best way possible in the least squares sense.
memory approximation is used where the kernel functions are truncated to a finite memory $M$, so that $h_n(\tau_1, \ldots, \tau_n) = 0$ if $\tau_i > M$ for $i = 1 \ldots n$. This procedure can be extended to non-causal systems as well where the kernels are vanishing if $|\tau_n| > M$. As it was noted, measuring the kernels is quite the cumbersome task, and there are many different methods to do it. The simplest one would be to discretize Equation (3) and write it in a matrix form and then solve the linear system of equations by matrix inversion or by iterative methods [37]. This method has its advantages; however, due to the simple non-orthogonal polynomial basis, it also has its drawbacks when one wants to estimate a high number of kernels with this method. To overcome the numerical problems that usually plague the simple polynomial expansions [38], Equation (3) can be rewritten in an orthogonal polynomial basis using, e.g., Chebyshev polynomials [39]. Another identification method is the frequency domain approach, where the kernels are identified in the frequency space after Fourier transformation [40]. Other, more exotic solutions also exist, which are capable of identifying the Volterra kernels. One of them is the neural network approach [41–43], where artificial neural networks are used and trained to be able to describe the input-output relation of the system at a specific operating range. After Taylor expanding the nodes, a one-to-one correspondence can be achieved between the neural network and the Volterra representation, so that if the network can learn the system with a good accuracy, the Volterra kernels can be estimated through the Taylor expansion of the neural network structure. The most widely used network structure is the time-delayed neural networks (TDNN) [44], but other types of networks can be used as well. For stationary and non-stationary kernels, the identification problem can be reduced to the solution of a multidimensional integral Volterra equations of the first kind by applying piecewise constant training signals, in which case an explicit inversion formula could be obtained for the kernel functions [28,45]. Apart from the mentioned methods, if the differential equations that govern the system are known, then the exact Volterra kernels could also be calculated by iterative methods [46]. In the applications shown in this paper, the first and easiest method is used to approximate the truncated kernel functions, where the system of linear equations are solved in the least squares sense.

So far, only systems with a single input and a single output (SISO) were considered; however, in many instances, a system has multiple inputs and a single output (MISO) or multiple inputs and multiple outputs (MIMO). The block diagrams of the possible constructions are summarized in Figure 1.

![Figure 1](image1.png)

**Figure 1.** Block diagrams of the possible systems, where the MIMO and MISO systems contain only two inputs $u_1$ and $u_2$.

In the examples shown in the following sections, MISO systems are considered, where the inputs are represented by the output wave functions and/or energies of a quantum system, while the output will be the potential in question. For a MISO system with two inputs $u_1$ and $u_2$, the Volterra representation shown in Equation (3) is modified to include not only the direct (separate) terms of the inputs but also the cross-terms, e.g., $u_1(\tau_1)u_2(\tau_2)$
or $u_1(\tau_1)u_2(\tau_2)u_2(\tau_3)$, which mix the input variables at different $\tau_1$, $\tau_2$ and $\tau_3$ points. This can be represented with the following multidimensional convolutional integral:

$$y(t) = h_0 + \sum_{i=1}^{N} H_1^i \{u_i(t)\} + \sum_{i_1,i_2=1}^{N,N} H_2^{i_1,i_2} \{u_{i_1}(t), u_{i_2}(t)\} + \ldots + \sum_{i_1,...,i_N=1,...,1}^{N,...,N} H_N^{i_1,...,i_N} \{u_{i_1}(t),... ,u_{i_N}(t)\},$$

(6)

where the notation $\sum_{i_1,...,i_N=1,...,1}^{N,...,N} = \sum_{i_1=1}^{N} \ldots \sum_{i_N=1}^{N}$ has been used for simplicity, while $u_i$ is the $i$-th input variable of the MISO system. The $H_N^{i_1,...,i_N} \{u_{i_1}(t),... ,u_{i_N}(t)\}$ multi-input kernel can be written as:

$$H_N^{i_1,...,i_N} \{u_{i_1}(t),... ,u_{i_N}(t)\} = \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} h_N^{i_1,...,i_N}(\tau_1, \ldots , \tau_N) \times$$

$$\times u_{i_1}(t - \tau_1) \ldots u_{i_N}(t - \tau_N) d\tau_1 \ldots d\tau_N$$

(7)

where it is straightforward to note that every possible combination of the inputs will appear at each order. It is important to note that the kernel integrals are still going from $-\infty$ to $\infty$, which means that there is no restriction to only causal systems, and Equation (6) can also be used to non-causal systems as well. In practical applications, the system is approximated with a finite memory Volterra model, where the integral is restricted in the range $[-M,M]$, where $M$ will be the memory of the system. After discretization, the integrals can be written as sums over the finite memory values. For the $n$-th order kernel with one disceritized input variable $u[t]$, it looks like:

$$H_n[u[t]] = \sum_{k_1=-M}^{M} \ldots \sum_{k_n=-M}^{M} h_n[k_1, \ldots, k_n] \times u[t - k_1] \ldots u[t - k_n],$$

(8)

where the discrete values are distinguished from the continuous ones with squared brackets, e.g., $u[x]$, and $\tau_k = k\Delta \tau$ is a discrete shift in the variables.

In the following two sections, two examples are shown, where the discretized Volterra series representation is used to describe the input–output relation of the inverse quantum mechanical problems. In the examples, the differential equations and the boundary conditions, which govern the dynamics of the system, are known; therefore, it would be possible to solve the direct and/or inverse systems with well-known numerical techniques, e.g., shooting method, Numerov method, Runge–Kutta method, etc. [47,48]. The Volterra method, described in this paper, is only an approximation of such systems, which could consist static and/or dynamic nonlinearities; therefore, it has the advantage, where the exact input–output relationship is unknown or the required time of the numerical computations would be so large that an approximate but much faster solution could be advantageous.

The methods shown in this paper are purely data driven and have a deep connection with machine learning methodology [49], where the behavior of a complex system is set by an optimization problem using training datasets. Well-known models in machine learning are, for example, the artificial neural network architectures, where the input–output relation of the system is modeled by nonlinear relationships between the input variables and the free parameters of the specified model. It was mentioned before that the Volterra kernels could be estimated by using neural network architectures; thus, the two seemingly very different models could be used to describe the same phenomenon. Due to its structure, the Volterra model is also related to polynomial kernel regression [50] and support vector regression [51], and therefore, it can be included in machine learning theory.
3. Bound State Problem

The quantum mechanical bound state problem is a very good benchmark to show the capabilities of the Volterra representation. The dynamical system in question can be expressed by the one-dimensional, time-independent Schrödinger equation, which describes the properties of a single non-relativistic particle in one-dimension [52]:

$$-\frac{\hbar^2}{2m} \frac{d^2 \Psi(x)}{dx^2} + V(x) \Psi(x) = E \Psi(x), \quad (9)$$

where $m$ is the mass of the particle, $E$ is the energy, $V(x)$ is the potential, and $\Psi(x)$ is the quantum mechanical wave function of the particle. The wave function $\Psi(x)$ represents the quantum state of the particle in a non-relativistic quantum system. The Born rule [53,54] states that the probability density of finding the particle at a given space-point is proportional to $\rho \propto |\Psi(x)|^2$, and therefore, the probability that the particle can be found between $a \leq x \leq b$ can be given by:

$$\Pr(a \leq x \leq b) = \int_a^b |\Psi(x)|^2 dx, \quad (10)$$

where $\Psi(x)$ is normalized so that $\int_{-\infty}^{\infty} |\Psi(x)|^2 dx = 1$. The simple Schrödinger equation had great success in describing many quantum mechanical systems in solid-state, atomic, molecular, and low-energy nuclear physics [55,56].

In the first example, the simple bound-state problem is addressed where the particle is put inside a finite-ranged potential well. A bound state is a localized quantum state, having a definite energy, and it can be obtained by solving the corresponding energy-eigenvalue equation (with some specific boundary conditions), as shown in Equation (9), with an appropriate numerical method. The standard method to find the possible energy levels and the corresponding localized states is the so-called “shooting method” [57], where the energy is adjusted until the matching conditions (continuity of the wave-function and its derivative) and the boundary conditions are satisfied. The problem is sketched in Figure 2, where a particle is shown to be constrained in a finite sized box of length $L$, which defines the boundary conditions of the Schrödinger equation. In addition to the boundary conditions, there is a potential $V(x)$ in the box, which will alter the wave function.

![Figure 2: Sketch of the quantum mechanical bound state problem, where a particle is constrained in a finite sized box, with a $V(x)$ potential inside.](image)

In the following calculations, $\hbar = c = 1$ natural system of units is used, and the mass of the particle is set to be $m = 1$ MeV, while the length of the box is set to $L = 5$ MeV$^{-1}$. These fixed parameters do not take away from the generality of the method, as it is always possible to extend the model to consider, e.g., the mass of the particle as an input of the system.

The inverse problem in this case means that the unknown $V(x)$ potential has to be determined from the information of the measured/calculated bound states, which can consist of the wave functions and their corresponding energy eigenvalues. Starting from the Schrödinger equation, the block structure of the identifiable dynamical system is shown in Figure 3, where on the left side, the inner structure is based on the original differential equation, while on the right side, a simple sketch of the system can be seen. The input
variables of the MISO system are the normalized wave function $\Psi_N(x)$ of the first bound state and its corresponding energy eigenvalue $E_0$.

Figure 3. Identifiable system for the quantum mechanical bound state problem in one dimension. On the left side, the underlying dynamical system is shown, while on the right side, the simplified sketch of the MISO system in question is shown, where $\Psi_N(x)$ is the normalized wave function and $E_0$ is the energy of the first bound state.

Following the Stone–Weierstrass theorem, it can be proven that a discretized nonlinear dynamical system can be uniformly approximated by a Volterra series [58]. Here, the Volterra representation is used to describe the inverse system, as sketched in Figure 3, which is clearly nonlinear due to the multiplication by the $1/\Psi(x)$ part. Therefore, the Volterra representation is an approximate model, where the product of a linear operator ($d^2/dx^2$) and a static nonlinearity ($1/\Psi(x)$) is approximated by a discrete Volterra series.

To show the capabilities of the model, the eigenvalue problem is solved numerically 10,000 times for different $V(x)$ potentials, with the step size $\Delta x = 0.0625$ MeV$^{-1}$, which is then used as “training data” to estimate the Volterra kernels. The potentials used to generate the training data were uniformly distributed random samples in the range $V \in [0, 2]$ MeV. A generated random potential and its corresponding first bound state is shown in Figure 4. From each generated sample, only one point is chosen randomly between $0 + M\Delta x$ and $L - M\Delta x$, where $M$ is the memory of the Volterra system, which is identified. In this way, the problem with an infinite potential at the wall can be omitted, at the cost that the model will not be used to identify the potentials near the walls between $[0, 0 + M\Delta x]$ and $[L - M\Delta x, L]$. This is not a problem when a finite but high enough potential wall is used at the borders, which could constrain the wave function in the region $[0, L]$; however, in this simplified example, it is not necessary, as it is only used to show the capabilities of the model. After generating one sample, a randomly chosen point is included into the training data, with the corresponding neighboring values of the wave functions defined by the memory of the Volterra model, as shown in Figure 4.

Figure 4. One generated random potential and its corresponding bound state, which is used to identify the Volterra kernels. From every sample, one randomly generated point (red circle) is chosen for the training data. If the memory of the Volterra system is $M = 3$, the corresponding neighboring points are also used, which is indicated by red crosses on the bottom figure.
After the training data are generated, a system of linear equations can be prepared and solved to obtain the Volterra kernels. Firstly, in the case of the bound state system with input \( \Psi(x) \), we can construct the following vectors:

\[
\Psi_1(x_i) = \begin{bmatrix} \Psi(x_i - M\Delta x), \Psi(x_i - (M - 1)\Delta x), \ldots, \Psi(x_i), \ldots, \Psi(x_i + M\Delta x) \end{bmatrix}
\]

\[
\Psi_2(x_i) = \begin{bmatrix} \Psi(x_i - M\Delta x)^2, \Psi(x_i - M\Delta x)\Psi(x_i - (M - 1)\Delta x), \ldots, \\
\Psi(x_i - M\Delta x)\Psi(x_i + M\Delta x), \ldots, \Psi(x_i + M\Delta x)^2 \end{bmatrix}
\]

\[
\Psi_3(x_i) = \begin{bmatrix} \Psi(x_i - M\Delta x)^3, \Psi(x_i - M\Delta x)^2\Psi(x_i - (M - 1)\Delta x), \ldots, \\
\Psi(x_i - M\Delta x)^2\Psi(x_i + M\Delta x), \ldots, \Psi(x_i + M\Delta x)^3 \end{bmatrix}
\]

\vdots

\[
\Psi_L(x_i) = \begin{bmatrix} \Psi(x_i - M\Delta x)^L, \Psi(x_i - M\Delta x)^{L-1}\Psi(x_i - (M - 1)\Delta x), \ldots, \\
\Psi(x_i - M\Delta x)^{L-1}\Psi(x_i + M\Delta x), \ldots, \Psi(x_i + M\Delta x)^L \end{bmatrix},
\]

where the lower indices 1, 2, \ldots, \( L \) represent the order of the system, while \( x_i \) is the index of the \( i \)th sample, where \( i = 1 \ldots N_S \), and \( N_S \) is the number of training samples. As the second input \( E_0 \) does not depend on \( x_i \), the following vector can be constructed:

\[
E_R = [E_{01}, E_{02}, E_{03}, \ldots, E_{0R}],
\]

where \( R \) is the maximum order of the input variable \( E_0 \). For the sake of generality, the order \( L \) of the input \( \Psi \) could be different than the order \( R \) of \( E_0 \). To include cross-terms with order \( R \) in \( E_0 \) and order \( L \) in \( \Psi(x) \), the following vectors should be constructed:

\[
C^{R,L}(x_i) = E_{0R} \Psi_L(x_i)
\]

In the most general case, the above generated vectors will contribute to the coefficient matrix of the linear system of equations as follows:

\[
X = \begin{bmatrix} 1 & E_R & \Psi_1(x_1) & \Psi_2(x_1) & \ldots & \Psi_L(x_1) & C^{1,1}(x_1) & C^{1,2}(x_1) & \ldots & C^{R,L}(x_1) \\
1 & E_R & \Psi_1(x_2) & \Psi_2(x_2) & \ldots & \Psi_L(x_2) & C^{1,1}(x_2) & C^{1,2}(x_2) & \ldots & C^{R,L}(x_2) \\
1 & E_R & \Psi_1(x_{N_S}) & \Psi_2(x_{N_S}) & \ldots & \Psi_L(x_{N_S}) & C^{1,1}(x_{N_S}) & C^{1,2}(x_{N_S}) & \ldots & C^{R,L}(x_{N_S}) 
\end{bmatrix}
\]

In general, the coefficient matrix is very huge, even when the memory is set to be small. The number of identifiable parameters can be reduced using the symmetry properties of the Volterra kernels, e.g., \( h_2[i,j] = h_2[j,i] \), in which case the identifiable parameter vector will be:

\[
H = \begin{bmatrix} h_{01}, h_{01}^E, h_{02}^E, \ldots, h_{0R}^E, h_{01}^W, h_{02}^W, \ldots, h_{01}^W[-M\Delta x], h_{02}^W[-(M - 1)\Delta x], \ldots, h_{01}^W[M\Delta x], \\
h_{21}^W[-M\Delta x, -M\Delta x], h_{21}^W[-M\Delta x, -(M - 1)\Delta x], \ldots, h_{21}^W[M\Delta x, M\Delta x], \\
h_{31}^W[-M\Delta x, -M\Delta x, -M\Delta x], \ldots, h_{31}^W[M\Delta x, M\Delta x, M\Delta x], \ldots, h_{2L}^W[M\Delta x, \ldots, M\Delta x], \\
h_{41}^W[-M\Delta x], \ldots, h_{41}^W[M\Delta x], h_{42}^W[-M\Delta x, -M\Delta x], \ldots, h_{42}^W[M\Delta x, \ldots, M\Delta x], \ldots, h_{R,L}^W[M\Delta x, \ldots, M\Delta x] \end{bmatrix}^T
\]
Considering the construction of the coefficient matrix $\mathbf{X}$, the output vector will have the following form:

$$\mathbf{Y} = \begin{bmatrix} V[x_1], V[x_2], \ldots, V[x_{N_S}] \end{bmatrix}^T$$  \hspace{1cm} (15)

where $V[x_i]$ is the value of the potential at point $x_i$. The least-squares [59] solution of the linear system of equations can be obtained by taking the pseudo-inverse of $\mathbf{X}$ and multiplying by the output vector $\mathbf{Y}$ as follows:

$$\mathbf{H} = \left( \mathbf{X}^T \mathbf{X} \right)^{-1} \mathbf{X}^T \mathbf{Y}$$ \hspace{1cm} (16)

In this work, due to the system’s short memory and noiseless data, the least squares calculation, without extra regularization and constraints, was enough to obtain the kernel functions; however, in the case when the training data have some additive noise and/or the memory is longer and/or the order of the system is larger, other methods are necessary to obtain them [60]. It is worth mentioning that using the monomial basis, the order and memory of the system has to be (at least) guessed correctly, because the identification without the sufficient higher-order terms could bias the lower-order kernel estimation. This problem can be overcome by using orthogonalized series, e.g., the Wiener series representation [50], in which case the kernels with different orders could be estimated independently of each other. Here, the order and the memory of the system are determined by first estimating a higher-order kernel with longer memories and then by observing the mean squared error (MSE) (defined in Equation (17)), which truncates the identified system.

$$\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} \left( V^\text{true}_i(x^*) - V^\text{model}_i(x^*) \right)^2,$$ \hspace{1cm} (17)

where $i$ is the number of the generated sample, $x^*$ is a randomly chosen point, $V^\text{true}_i$ is the true potential, and $V^\text{model}_i$ is the potential calculated by the Volterra representation. In the following, the identification process is shown in the opposite direction, starting from the simplest model; however, the identification method is understood, as it has been described previously.

For the first estimation, let us assume that the system only depends on $E_0$ linearly, which means it only gives a bias shift in the output of the system, while for the wave function $\Psi_N(x)$, there are no such restrictions. This is a reasonable assumption, as it will be shown later, but to be able to show the error function dependence on the memory and on the order of the Volterra system in a 3D graph, it was necessary to fix the order of $E_0$. As it turns out, the linear $E_0$ dependence is sufficient without any higher order or cross-terms. In Figure 5, the mean squared error (defined in Equation (17)) dependence on the memory and on the order of the Volterra system (with $E_0$ is fixed to a linear order) is shown, where it can be easily seen that the higher the order and/or higher the memory, the better the agreement between the true output and the model output. It can also be seen that it is necessary to include higher order terms, as the increase of the memory cannot describe the data well if there is no nonlinearity in the model.
Figure 5. Mean squared error dependence on the memory and order of the Volterra representation of the inverse system.

Regarding the assumption that the system only depends on the other output $E_0$ linearly, the MSE using different orders of $E_0$, and some cross-terms, are shown in Figure 6, where it can be seen that at the zeroth order (which means there is no $E_0$ term), the model cannot describe the data; however, the linear order is just enough, as the errors with the inclusion of higher order terms or cross-terms are not changing after the linear term is included. It is worth mentioning that even if the higher order terms are included in the Volterra representation, the kernel function for these terms will be zero, as the system does not depend on those variables.

For further analysis, the identified system will be a 5th order Volterra system, with $M = 5$ discrete memory, where the input $E_0$ stays at a linear order with no cross-terms. This system gives a mean squared error of $\text{MSE} = 0.0003$, which corresponds to a relative error of approximately a few percent, and it is sufficient to give really good approximations to the potential functions. In Figure 7, the comparison of the model output with some of the training data is shown, where as expected, a very good agreement is reached with the 5th order Volterra system.
The identified model is also capable of giving good results to potentials, which were not present in the training sets, as it can be seen in Figure 8, where the agreement with the true potentials is very good. It is worth noting that the training sets were nothing like the potentials shown in Figure 8, because the potentials used in the training sets were only uniformly distributed random samples, and from each random sample, only 1 data point was used for training. This is a really good indicator that the identified model describes the structure of the real dynamical system and it is not just a fit to the data.

4. Scattering Problem

In the previous section, the bound state solutions of the Schrödinger equation were considered, which lead to discrete energy levels. In this section, the unbound, scattering solutions will be addressed, where the energy is not constrained and could take any positive value $E > 0$. The scattering states, in contrast to the bound states, are not localized in space, and therefore, the corresponding wave functions are not normalized for the probability but for the probability current, which is defined (in one dimension) as:

$$ j = \frac{\hbar}{2mi} \left( \Psi^* \frac{\partial \Psi}{\partial x} - \Psi \frac{\partial \Psi^*}{\partial x} \right), $$

where $\Psi^*$ is the complex conjugate of the wave function, while $i$ is the imaginary unit. The probability current can be interpreted as the flux of the probability in the direction $+x$, at position $x$. In the asymptotic region (far from the scattering potential), the solution of the Schrödinger equation takes the form of incoming and outgoing plane waves $\Psi(x) \propto e^{\pm i k x}$, which is used to describe the initial conditions of the second order differential equation.
In the scattering case, there is no need to find the energy eigenvalues to fit the boundary conditions; therefore, it requires a different approach than the shooting method used in the bound state problem. Generally, for second order ordinary differential equations a higher order Runge–Kutta method (e.g., 4th order) is a reliable method to find the solutions [61] due to its small accumulated error, which in the case of order 4, and with the discrete step size $\Delta x$ is $O(\Delta x^4)$. A problem, which is closely related to scattering and the Schrödinger equation, and also requires a very precise numerical scheme, is the so-called Variable Phase equation [62], which describes the phase shifts of the scattered states through a first order, nonlinear differential equation.

The next application of the Volterra approximation will be the inverse quantum scattering problem in one dimension, where an initial wave function $\phi(x) = e^{ikx}$ is scattered on a bounded potential $V(x)$, giving a scattered wave $\Psi(x)$. To generate the training data to the inverse system, the Schrödinger equation has to be solved for different potentials. In practical calculations, it is more convenient to reformulate the Schrödinger equation into an integral form, and the process can be described by the one-dimensional Lippmann–Schwinger equation [63]:

$$\Psi(x) = \phi(x) + \int_{-\infty}^{\infty} dx' G(x,x')\Psi(x'),$$  \hspace{1cm} (19)$$

where $\phi(x) = e^{ikx}$ is the initial wave function with wave number $k$, $\Psi(x)$ is the scattered wave function, while $G(x,x')$ is the Green function of the Schrödinger operator in one dimension, which has the following form [64]:

$$G(x,x') = -\frac{i}{2} \frac{e^{ik|x-x'|}}{k}$$  \hspace{1cm} (20)$$

Assuming that the potential vanishes at some distance, after discretization and some manipulation with the indices, the integral equation in Equation (19) can be rewritten in the form of a system of linear equations, which can be solved with standard techniques. Here, however, the inverse problem is the topic of interest, which is very complicated to solve. In this case, the scattered wave function is used as the input, and the potential is the output of the system. The block structure of the inverse system can be seen in Figure 9, where the real and imaginary parts of the scattered wave $\Psi(x)$ are used as input variables, and the $V(x)$ potential is the output variable of the system. However, it is worth noting that in real-life scattering experiments, the measured quantities are the transmission coefficients, phase-shifts, scattering cross-sections, etc., which usually depend on the asymptotic behavior of the wave functions. Although there are several possibilities to simplify the problem (e.g., Born approximation, WKB approximation), here, we assume that the scattered wave function is known everywhere (if this is not the case, it is still possible to estimate the potential with using the momentum-dependent phase shifts as inputs and the Fourier transform of the potential as the output, which could be a good method to analyze real-life data).

![Figure 9. Identifiable system for the inverse quantum scattering problem. The two inputs are the real and imaginary parts of the scattered wave function, while the output is the scattering potential.](image)

In this analysis, the wave number of the incoming wave is fixed at $k = 0.5$ MeV, while the potential can vary between $V \in [-2, 0]$ MeV, which will be the operating range of the identified system. Furthermore, the system is constructed so that the potential vanishes if $|x| > 2$ MeV$^{-1}$. In this way, the Lippmann–Schwinger equation can be solved numerically,
and its solutions can be used as training data to identify the inverse system. One solution of the discretized Lippman–Schwinger equation with the mentioned constraints can be seen in Figure 10, where on the upper side there is a generated potential, while on the bottom side there is the output wave function with its real and imaginary parts shown. To identify the inverse system, only the red dotted part of the potential is used; however, this also means that near $\pm 2\,\text{MeV}^{-1}$, the wave function above or below $\pm 2\,\text{MeV}^{-1}$ has to be used because of the finite memory of the system. For this reason, the system is solved between $x \in [-3, 3]$, where for the output $V(x)$, only the values between $-2\,\text{MeV}^{-1} \leq x \leq 2\,\text{MeV}^{-1}$ are used, while for the input variables, the values up to $|x| \leq M\Delta x$ can be used as well if the memory ($M$) of the system requires it.

![Figure 10](image)

Figure 10. Solution of the Lippmann–Schwinger equation for the potential function shown in the upper figure for an initial wave function $e^{ikx}$, with $k = 0.5$ MeV. The part of the potential marked by red dots are the values, which are used as outputs of the system. The lower figure shows the imaginary and real values of the scattered wave function, which are used as inputs of the Volterra system.

It is also possible to construct different kind of systems; for example, a system with a broader $x$ and potential that approaches zero continuously at some distance; however, to further demonstrate the capabilities of the Volterra model, the system that was described previously is sufficient.

The identification of the system, which describes the inverse scattering problem, was shown in the previous section. Random potential functions are generated between $x \in [-2, 2]\,\text{MeV}^{-1}$, which was discretized to get 80 points between this interval. After discretization, the Lippmann–Schwinger equation is solved on a larger $x \in [-3, 3]\,\text{MeV}^{-1}$ interval, where the potential is considered zero if $|x| > 2$, to achieve the training data. From each generated sample (from each solution), only one point and the values corresponding to the system memory are used as training data.

As it was shown in the previous section, the Volterra kernels could be estimated in the least squares sense by constructing a coefficient matrix $X$ from the input variables; then, we multiply the output with the pseudo-inverse of $X$. In the bound state problem, only one input was $x$-dependent, while here, both inputs depend on $x$; hence, the coefficient matrix and the corresponding $H$ vector have to be adjusted accordingly. Following Equation (11), the two input vectors $\Psi_j^R(x_i)$ and $\Psi_j^I(x_i)$ can be constructed for the real and imaginary parts of the wave functions, where $j$ represents the order ($j = 1 \ldots L$) and $x_i$ is the space point in the $i$th sample. Due to the $x$-dependence in both of the inputs, the cross-terms will also differ from the previous example. For the simplest case, where both inputs are on the first order, it looks like:
where for simplicity, it is assumed that both \( \Re\{\Psi(x)\} \) and \( \Im\{\Psi(x)\} \) have the same memory \( M \). In the cross-terms, all the possible combinations of the real and imaginary parts have to be included, which is indicated by the first term in the second line in Equation (21). The higher order terms can be constructed the same way as the first order terms by taking all the possible combinations of the two inputs, which can have different orders. In this example, the memory of both inputs are fixed to the same value, and the coefficient matrix looks like:

\[
\begin{bmatrix}
1 \Psi^{1}(x_{1}) & \ldots & \Psi^{2}(x_{1}) & \ldots & \Psi^{1}(x_{1}) & \ldots & C^{1,1}(x_{1}) & \ldots & C^{R,L}(x_{1}) \\
1 \Psi^{1}(x_{2}) & \ldots & \Psi^{2}(x_{2}) & \ldots & \Psi^{1}(x_{2}) & \ldots & C^{1,1}(x_{2}) & \ldots & C^{R,L}(x_{2}) \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 \Psi^{1}(x_{N_{S}}) & \ldots & \Psi^{2}(x_{N_{S}}) & \ldots & \Psi^{1}(x_{N_{S}}) & \ldots & C^{1,1}(x_{N_{S}}) & \ldots & C^{R,L}(x_{N_{S}})
\end{bmatrix}
\]
So far, the cross-terms are completely unable to simply show the memory and system order dependence of the mean squared error. In Figure 12, the kernel order dependence of the MSE is shown for a system with memory $M = 5$ with and without the first cross-term $H_1 \{\Re \{\Psi(x)\}, \Im \{\Psi(x)\}\}$, where the notation $H_1 \{\Re \{\Psi(x)\}, \Im \{\Psi(x)\}\}$ corresponds to the $C_{1,1}^{1,1}(x)$ vector in Equation (21). It can be seen that the cross-terms indeed play a huge role in the description of the problem, as the MSE will be significantly lower in each order if the first cross-term is included. The 2nd, 3rd, and higher order cross-terms were not included in the examination, as the first order cross-term was sufficient to describe the system within a few percent accuracy.

![Figure 12](image-url)

**Figure 12.** The mean squared error dependence on the kernel order with and without the first cross-term in the Volterra representation, when the memory is fixed to $M = 5$.

In Figure 13, two examples are shown, where the identified system was a fourth order Volterra model, with $M = 5$ memories, including the first order cross kernel $H_1 \{\Re \{\Psi(x)\}, \Im \{\Psi(x)\}\}$. In both cases, a really good match is achieved. Adding more terms could improve the model, as it was seen in Figure 11, where the errors tend to get smaller with the inclusion of higher order terms.

![Figure 13](image-url)

**Figure 13.** Comparison of the true potential and the estimated potential for two different configurations, calculated by the identified 4th order Volterra model, including the first-order cross kernel $H_1 \{\Re \{\Psi(x)\}, \Im \{\Psi(x)\}\}$, with $M = 5$ memories.

5. Stability of the Inverse System and the Effects of Input Noise

In this section, the stability of the inverted system is addressed, which is an important aspect of any numerical method, especially in real-life situations, where the input and/or output data have some additional noise. A well-posed problem requires that a unique solution exists, which continuously changes with the variation of the initial conditions of the system. Inverse problems are often ill-posed and are highly sensitive to the changes in the input data.
In the data. In the system identification sense, the stability of a dynamical system means that the output does not have large changes when there are small changes in its input. In linear system theory, there are well-developed techniques, which can be used to describe the different stability criteria, e.g., marginal stability or asymptotic stability; however, for nonlinear systems, it is much harder to prove such conditions. The stability of a system could be improved with regularization techniques, which are often used in real-life measurements, where measurement noise disturbs the data.

In this paper, only the underlying, noiseless, nonlinear systems were used in the identification of the Volterra kernels, and neither regularization nor an additional noise model were taken into account to impose extra conditions, e.g., smoothness. In this sense, the Volterra model is only able to describe the original dynamical system in a specified operation range given by the training data; hence, the sensitivity of the identified Volterra system is only as good as it is in the original dynamical system. To investigate the behavior of the Volterra model to additional disturbances, firstly, the identifiable nonlinear system is investigated, whose structure is shown in Figure 3 and is described by the Schrödinger equation. In this system, the inputs are the wave function \( \Psi(x) \) and the energy eigenvalue \( E \), while the output is the potential function \( V(x) \). To see the behavior of the system to additional disturbances, let us add the noise terms \( n_\Psi(x) \) and \( n_E \) to the inputs \( \Psi(x) \) and \( E \). Furthermore, let us assume that the \( x \)-dependent \( n_\Psi(x) \) disturbance is described by a continuous random process, which is uncorrelated with the input \( \Psi(x) \). After rearranging the terms in the original Schrödinger equation and adding the extra noise terms, the corresponding input–output relation will be:

\[
\frac{1}{2m(\Psi(x) + n_\Psi(x))} \frac{d^2(\Psi(x) + n_\Psi(x))}{dx^2} + (E + n_E) = V(x) + \Delta V(x),
\]

where \( n_\Psi(x) \) and \( n_E \) are the additional noises on the wave function and the energy eigenvalues, respectively, while \( \Delta V(x) \) is the corresponding change in the potential function due to the disturbances on the input variables. Assuming that the disturbances are small, e.g., \( |n_\Psi(x)| \ll |\Psi(x)| \) for every \( x \), the term in the denominator can be approximated by \( \Psi(x) + n_\Psi(x) \approx \Psi(x) \), and the output difference \( \Delta V(x) \) can be expressed as:

\[
\Delta V(x) \approx \frac{1}{2m\Psi(x)} \frac{d^2n_\Psi(x)}{dx^2} + n_E,
\]

where it can be seen that the most problematic part is the second derivative of \( n_\Psi(x) \), because even if \( |n_\Psi(x)| \ll |\Psi(x)| \) is satisfied for every \( x \), the second derivative of \( n_\Psi(x) \) could still be much larger than the second derivative of the noiseless wave function; therefore, the error in \( \Psi(x) \) could give a dominant contribution to the measured output. In contrast, the error in the energy does not give a dominant contribution to \( \Delta V \) if \( |n_E| \ll |E| \).

To see the effects of the mentioned behavior, a simple error calculation is made to the bound state problem described in Section 3 for a randomly generated potential and the corresponding bound state wave function and energy eigenvalue. The input noise of the wave function \( n_\Psi(x) \) is assumed to be a band-limited Gaussian noise, with zero mean and a standard deviation, which is 1–2% of the input \( u(x_j) \) variables. The bandwidth is set to be 0.3 times the Nyquist rate, to suppress the high-frequency parts of the noise function. Due to its little effect on the output, and to simplify the calculations, the error of the energy \( n_E \) is neglected from now on. The results can be seen in Figure 14, where it can be seen that the original dynamical model is quite sensitive to the input noise, which is the expected behavior. From the bottom two figures, which show the results of the identified Volterra system, with and without noise, it can be seen that the identified model shows the same behavior as the original system. This is also expected as the identification has been done to noiseless input and output data. It is also reassuring that the Volterra model does not break down to the inclusion of previously unknown additional noise, which was not present at the identification stage.
Figure 14. Output sensitivity test for the inverse bound state problem, with an additive band-limited Gaussian noise on the input wave function $\tilde{\Psi}(x) = \Psi(x) + n(x)\Psi(x)$. The left side shows a noiseless case, while the three figures in the right column show the noisy results. The upper two figures show the noiseless and noisy input wave functions, the middle two figures show the results of the true dynamical model, while the bottom two figures show the results obtained by the Volterra model for the noiseless and for the noisy case, respectively.

It is also interesting to check how the output noise (generated by the input noise) behaviors regarding averaging. Generally, in system identification, the noise has to be modeled, e.g., with parametric or non-parametric noise models [65], and in addition, extra care should be taken when the noise is correlated, which is usually the case in real measurements. If the correlation is small, and the noise is Gaussian, the simple weighted average is still a robust estimator independent of the details of the correlation; however, it is in exchange for a non-optimal error for the average [66]. The Volterra representation estimates the true model with a combination of products of the input variables, which all have additive noise terms; therefore, it is not that straightforward to analyze the propagated errors and its correlations. In real experiments, this has to be addressed thoroughly; however, here, only an estimation will be given. It can been seen from Equation (23) that in the true model, the dominant error comes from the second derivative of the input errors; therefore, at least in the original model, the input-filtered Gaussian noise will (at least
approximately) stay as a Gaussian with the same zero mean and with some other variance. Let us assume that the Volterra model estimates this behavior; therefore, through averaging the model output, one could obtain the true potential. To see this, a simple calculation is made with the identified Volterra model, where the number of samples used for averaging is set to be \( N_{\text{sample}} = 10, 100, 1000, \) and 5000, respectively. The results are shown in Figure 15, where it can be seen that the uncertainty of the output is getting smaller with the increasing number of samples.

![Figure 15. Averaging the output of the identified Volterra model to noisy inputs. The black lines are the outputs of the Volterra model, while the blue dots are the true potentials that correspond to the noiseless inputs.](image)

6. Conclusions

In this paper, a non-causal Volterra model representation is used to describe the inverse problem in quantum mechanics, where an unknown potential has to be found from the information carried by the wave functions. The Volterra model is capable of describing nonlinear dynamical systems and can be used in many applications in engineering. Here, it is used to describe quantum mechanical inverse problems, whose solutions are not straightforward. The non-causal description, where an output at \( x \) depends not just on the previous but also the future values of the input, seems to be necessary to describe the inverse problems in quantum mechanics. To show the model capabilities, two simple examples were given. First, the quantum mechanical bound state problem is addressed, where using the wave function and its corresponding energy eigenvalue, the potential in a box could be estimated through a 5th order Volterra model with a finite memory. In this example, there was no need for cross-terms in the Volterra representation, as the energy eigenvalue only acts as a shift in the inverse problem. The second example is a simplified
one-dimensional quantum scattering problem, where a particle, described by a free wave function, is scattered on some bounded potential, giving a scattered wave. In the inverse problem, the real and imaginary parts of the scattered wave functions are used as inputs of the system, while the potential acts as the output. For this problem, a 4th order Volterra system is identified, where it seemed to be necessary to include at least the first order cross-term to be able to give satisfactory results. In both examples, higher order terms were necessary to describe the inverse problems, which indicates that they are nonlinear in nature. The stability of the Volterra model has been investigated using the bound state problem, where it has been observed that even with additional input noise, the Volterra representation is able to reproduce the potentials through averaging the model output.

The non-causal Volterra model described here is very general and can be used in many problems from engineering to quantum mechanics. Its main advantage is that it is capable of describing nonlinear dynamical systems with static or dynamic nonlinearities, which often arise in inverse problems. The disadvantage of the Volterra representation is the numerical complexity of the kernel estimation for complex systems, where the memory could be large. One of the possible applications of the model could be the determination of potentials in scattering experiments, where even if the underlying dynamics are well known, the experimental setup could bring in extra nonlinearities in the system, which has to be modeled. Simplified nonlinear dynamical models could also be identified by this method through experiments, which is also a great advantage of the Volterra method. For future applications, the model will be extended to describe real-life scattering data, where the measured phase-shifts and differential cross-sections will be used as input variables.
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