Twenty-One Years of Phytoplankton Bloom Phenology in the Barents, Norwegian, and North Seas
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Phytoplankton blooms provide biomass to the marine trophic web, contribute to the carbon removal from the atmosphere and can be deadly when associated with harmful species. This points to the need to understand the phenology of the blooms in the Barents, Norwegian, and North seas. We use satellite chlorophyll-a from 2000 to 2020 to assess robust climatological and the interannual trends of spring and summer blooms onset, peak day, duration and intensity. Further, we also correlate the interannual variability of the blooms with mixed layer depth (MLD), sea surface temperature (SST), wind speed and suspended particulate matter (SPM) retrieved from models and remote sensing. The climatological spring blooms start on March 10th and end on June 19th. The climatological summer blooms begin on July 13th and end on September 17th. In the Barents Sea, years of shallower mixed layer (ML) driven by both calm waters and higher freshwaters input keeps the phytoplankton in the euphotic zone, causing the spring bloom to start earlier and reach higher biomass but end sooner due to the lack of nutrients upwelling from the deep. In the Norwegian Sea, a correlation between SST and the spring blooms is found. Here, warmer waters are correlated to earlier and stronger blooms in most regions but with later and weaker blooms in the eastern Norwegian Sea. In the North Sea, years of shallower ML reduces the phytoplankton sinking below the euphotic zone and limits the SPM increase from the bed shear stress, creating an ideal environment of stratified and clear waters to develop stronger spring blooms. Last, the summer blooms onset, peak day and duration have been rapidly delaying at a rate of 1.25-day year−1, but with inconclusive causes based on the parameters assessed in this study.
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INTRODUCTION

Phytoplankton blooms play a crucial role in the marine trophic web and global climate. By assimilating the sunlight, carbon dioxide and nutrients, the algae produce high biomass concentration blooms that feed zooplankton and the higher trophic levels or sink below the euphotic zone. Thus, the algae blooms can support the development of fish larvae
provide a comprehensive assessment of both spring and summer blooms. More robustly assess the spatial distribution, climatology, trend analysis, and the variability of spring blooms onset and its potential driving mechanisms, still little is known about the duration, date of the bloom reaching its maximum biomass and the maximum biomass (intensity).

In the Barents, Norwegian, and North seas, two well-known seasonal blooms are the spring and later summer/autumn blooms. During the spring, the sunlight increases and allows the phytoplankton to consume the nutrients upwelled to the upper layers during the winter storms and through terrestrial river discharges (in the coastal waters). At the same time, the mixed layer (ML) shallows above the Sverdrup critical depth and makes the phytoplankton biomass production exceed respiration losses, triggering the spring bloom (Sverdrup, 1953). During summer or autumn, the surface waters are depleted of nutrients due to the algae consumption during the spring bloom. Remineralization, upwelling and river runoff refresh the surface waters with nutrients again, leading to a secondary bloom called summer or autumn bloom (Sverdrup, 1953; Glen Harrison et al., 2013; Sundby et al., 2016).

Although the main processes of spring and summer blooms are well understood in the Barents, Norwegian, and North seas, there is a need to understand mechanisms that can influence the phytoplankton bloom phenology on interannual variability as well as its response to climate change. During a survey campaign in 2013 in the North Atlantic, Naustvoll et al. (2020) observed that regions with earlier shallowing of ML are related to earlier spring blooms. Using satellite data from 2003 to 2017 along the Norwegian coast, Vikebø et al. (2019) found that years with strong winds delay the spring bloom onset. Using a water column model, Opdal et al. (2019) suggested that reducing the water transparency could delay the spring bloom onset in the North Sea. While these studies provided valuable insight on the variability of spring blooms onset and its potential driving mechanisms, still little is known about the duration, date of the peak and intensity of the spring bloom. Besides, the phenology of summer blooms has not been addressed to our knowledge in this region. Thanks to the available extended period of optical remote sensing data (from 1998 to present), one can now more robustly assess the spatial distribution, climatology, trend and potential drivers of interannual variability of both spring and summer blooms.

Here we take advantage of ocean color remote sensing data to provide a comprehensive assessment of both spring and summer blooms phenology in the Barents, Norwegian, and North seas. We use pattern recognition tools to cluster the bloom phenology in regions of comparable statistical behavior, which reduces small-scale noise and allows for a coherent visualization of the properties of the blooms phenology–onset, duration, peak day and intensity. Furthermore, the extended data set used (2000–2020) allows for providing a primary analysis of the trend of the property of the bloom phenology and of potential drivers that can influence the interannual variability.

**MATERIALS AND METHODS**

**Study Region**

This study focuses on the Norwegian shelf seas, including the North Sea, the Norwegian Sea, and the Barents Sea entrance (Figure 1). The North Sea is shallow, with depth varying from 20 m in the southern region to 700 m in the south of Norway (Eisma et al., 1987). In the Norwegian Sea, the shallowest waters are on the Norwegian Continental Shelf, varying from 100 to 400 m, and the deepest waters are in the Norwegian Basin, ranging from 3600 to 3800 m. The Barents Sea has a wide continental shelf varying from 100 to 300 m deep (Perry, 1986).

Two significant currents dominate the circulation in the study region, the Norwegian Atlantic Current (NwAC) and the Norwegian Coastal Current (NCC). The NwAC originates from the North Atlantic Current as it flows between the Faroe Islands and Scotland and continues northward along with the Norwegian Continental Shelf break. The NwAC splits into two branches close to the Barents Sea. One branch flows eastward into the Barents Sea, while the other flows northward into the Fram Strait (Furevik et al., 2002; Eldevik et al., 2009). The NCC flows from the south of Norway and along the Norwegian coast up the Barents Sea. It is substantially fresher than the Atlantic Water as it transports fresh waters from the land inflow, the Baltic Sea and the North Sea (Mork, 1981).

**Satellite Chlorophyll-a Measurements**

Chlorophyll-a concentration (mg m$^{-3}$) is used as a proxy to phytoplankton biomass and has been retrieved regularly by satellite remote sensing since 1998. We accessed satellite data from the European Space Agency (ESA) Ocean Colour Climate Change Initiative (OC-CCI) project (Sathyendranath et al., 2019), product version 5, which has a spatial resolution of 4 km at a fixed geographical grid and binned in an 8-day average between 1998 and 2020 (Table 1). The OC-CCI data is intended for climate studies and merges Chl-a concentration estimated from MODIS, MERIS, OLCI, SeaWiFS, and VIIRS sensors. We have used the data set in the 8-day average bin so that cloud contaminated grid cells are reduced and allow a continuous estimation of the Chl-a time series. From 1998 to 1999, there is only SeaWiFS data available and many grid cells with gaps in the high latitudes of the Norwegian Sea. Thus, we have excluded these 2 years from our analysis.

Global validation of the OC-CCI satellite data with in situ Chl-a measurements ($n = 17901$) showed good agreements between the two data sets–with a correlation coefficient ($R$)
of 0.78, a root mean square difference of 0.3 mg m\(^{-3}\) and a bias of 0.003 mg m\(^{-3}\) (Calton, 2020). Note that the OC-CCI product uses an algorithm tuned to perform best in open ocean case-1 waters, where the phytoplankton abundance controls both direct and indirect the optical properties of water (Morel and Prieur, 1977). The OC-CCI Chl-a product has limited validity for coastal case-2 waters where the land input or resuspension of suspended particulate matter (SPM) and yellow substance contributes significantly to the optical properties. Since case-2 waters occur mainly close to the coastline and standard case-1 water algorithms perform poorly in such regions (Blondeau-Patissier et al., 2004; Folkestad et al., 2007), we have discarded grid cells within 30 km off the coastline from the analysis.
This study relies entirely on exploiting information on the phytoplankton dynamics derived from satellite remote sensing sensors. Since passive sensors depend on the solar light scattering, there is no optical satellite data in the winter darkness. Reliable data are only available from February to November in the southern region of the study region and from March to October in the northern region. Although the low sun angle and light availability during the winter may not be sufficient to trigger algae blooms, the bloom onset may occur just before the satellite measurements have sufficient quality when the light starts increasing. This issue was observed in the North Sea (see section “Sub-regions and Chlorophyll-a Validation”).

**Auxiliary Data**

Auxiliary data is used to correlate the interannual variability of bloom phenology (onset, peak day, duration, and intensity) with potential key drivers. The parameters assessed are the mixed layer depth (MLD), sea surface temperature (SST), wind speed, SPM concentration, and river runoff (Table 1).

We accessed SST (K) from the ESA SST CCI and C3S global SST Reprocessed product level 4, available on the Copernicus Marine Environment Monitoring Service (CMEMS)\(^1\). The product is created by running the Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA) system (Good et al., 2020), which combines satellite (AATSR, ATSR, SLSTR, and AVHRR) and in situ observations to produce gap-free maps of daily average SST at 0.05° of spatial resolution (Merchant et al., 2019).

Suspended particulate matter (g m\(^{-3}\)) data was obtained by satellite observations and accessed from the GlobColour project\(^2\). SPM is estimated using Gohin (2011) algorithm on MODIS, MERIS, OLCI, SeaWiFS, and VIIRS sensors, and binned at an 8-day interval at a 4 km of spatial resolution. Note that SPM is estimated by radiometric measurements from the same optical sensors used for estimating Chl-a concentration, and they may share a common bias.

The MLD (m) is provided by the CMEMS Arctic MFC TOPAZ system (Sakov et al., 2012; Xie et al., 2017). The TOPAZ system is a coupled ocean–sea ice data assimilation system for the North Atlantic and the Arctic Ocean. The model couples a Hybrid Coordinate Ocean Model (Bleck, 2002) with an elasto-viscous-plastic sea ice model (Hunke and Dukowicz, 1997). TOPAZ assimilates available ocean and sea ice data with the Ensemble Kalman filter (Evensen, 2003) every week. The MLD is calculated using a density criterion with a threshold of 0.01 kg m\(^{-1}\), as in Petrenko et al. (2013) and Ferreira et al. (2015).

Surface wind speed (m s\(^{-1}\)) was obtained from the IFREMER CERSAT Global Blended Mean Wind Fields reprocessed product accessed from the CMEMS. Wind speed is derived from scatterometers (ASCAT-A and ASCAT-B satellites), the SSMIS radiometers (F16, F17, F18, and F19 satellites) and the WindSat radiometer onboard the Coriolis satellite. All satellite observations are binned into a single product with a 6-hourly wind field at a 0.25° of spatial resolution.

We use the daily flow data from the Tana (70.070°N, 28.016°E) and Målselva (69.035°N, 18.658°E) rivers accessed from The Norwegian Water Resources and Energy Directorate\(^3\). The river flow was used as a proxy of coastal waters freshening to discuss the MLD variability in sections “Barents Sea: Stronger, Earlier and Shorter Spring Blooms Driven by Shallower Mixed Layer” and “Mixed Layer Depth and Sea Surface Temperature Influence on the Spring Bloom Phenology in the Norwegian Sea.”

**Clustering Sub-Regions**

We have used cluster analysis to objectively identify 20 sub-regions of similar bloom phenology using the 21 years of Chl-a time series. In the pre-processing, we subset the time series between the Julian days 60 and 300 to exclude the winter when there is a lack of data. Although we have accessed Chl-a data binned in 8-day average, 30.8% of the data cube (latitude × longitude × time) is still missing–mainly in the Greenland Sea–due to the cloud contamination. We interpolate those missing values as we need them for clustering the sub-regions. For each year, we use linear interpolation (limit = 10-time intervals) for filling the missing values over time, reducing the missing data to 5.2%. The remaining missing values are in the beginning and end of the time series in the higher latitudes. Since we cannot interpolate values in the time series borders, we filled them with 0.01, assuming that the Chl-a concentration is virtually null but still present during the beginning and end of the winter. We emphasize that the filling value with 0.01 was only used for clustering and not further used to assess the blooms phenology.

We use principal component analysis to reduce the dimension of 630-time intervals to 300 components, accounting for 95% of the Chl-a time variability. Then, we use the k-means algorithm (MacQueen, 1967) fed with the components as features and the grid cells as observations. We chose the optimal number of sub-regions (k) as the maximum value where coherent (spatially continuous) sub-regions were still obtained. With more than 20 clusters, we got noisy sub-regions composed of a few grid cells. We use the k-means++ algorithm (Arthur and Vassilvitskii, 2007) to define the initial seeds and avoid changing the sub-regions areas each time the k-means is reproduced.
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\(^1\)https://marine.copernicus.eu/

\(^2\)https://www.globcolour.info/

\(^3\)https://www.nve.no/
In the post-processing, we observed that four sub-regions in the Greenland Sea were heavily contaminated by clouds and probably sea ice. We set a high interpolation limit of 10-time intervals in the pre-processing to address this issue during the clustering. However, this wide range of interpolation made the Chl-a time series in the Greenland Sea too linear and unrealistic to assess the blooms phenology. For this reason, we have excluded those four sub-regions, resulting in 16 sub-regions. Furthermore, a few grid cells along the sub-regions boundaries were overlapping each other sub-region. We have smoothed the boundaries by removing those grid cells and interpolating with the nearest sub-region.

For assessing the clustering performance, we computed the Silhouette score (Rousseeuw, 1987) using the 300 components of every grid cell:

\[
S(i) = \frac{b(i) - a(i)}{\max(a(i), b(i))}
\]

where \(S\) is the Silhouette score for a given grid cell \(i\), \(b\) is the mean nearest-cluster Euclidean distance, and \(a\) is the mean intra-cluster Euclidean distance. A Silhouette score higher than 0 means that the Chl-a time series of one individual grid cell is more similar—in the Euclidean space—to the cells of the same sub-region than the remaining regions.

**Satellite Chlorophyll-a Validation**

We assess the performance of the OC-CCI Chl-a product in the 16 sub-regions by comparing the daily OC-CCI Chl-a with \textit{in situ} Chl-a collected on the same day (Table 1). The \textit{in situ} Chl-a data was provided by the Norwegian Institute of Marine Research (IMR) from two different sources. One was retrieved from the Norwegian Marine Data Centre with the registered id imr_11. The other was provided by the Plankton Research Group (PRG) (courtesy of Dr. Kjell Gundersen) and was analyzed by the Plankton Chemistry Laboratory at IMR. For measuring \textit{in situ} Chl-a, a standard volume (265 mL) is collected and filtered onto a 25 mm GFF filter and stored frozen (\(-20^\circ\text{C}\)) until analysis in the land-based laboratory. Samples are transported in specially designed coolers, with an internal temperature recorder rated for \(-20^\circ\text{C}\) for a minimum of 3 days. The samples are thawed in 90% acetone in the laboratory and stored at +4°C overnight before analysis on a Turner Design 10AU fluorometer. The fluorometer is regularly calibrated using a solid standard representing the seasonality of spring and summer blooms (not shown). With less than four basis coefficients, some summer variations in each bin reaching as high as 1/8 day\(^{-1}\). We use functional data analysis (Ramsay and Silverman, 2005) to smooth the seasonal Chl-a time series and remove high frequencies from Chl-a variability. We smooth each year time series of each grid cell using a Fourier series with five basis coefficients. The number of basis coefficients can significantly impact the smoothness of the time series. On one hand, having too many basis coefficients will fail to smooth the time series enough and contains the phytoplankton blooms. We tested the number of basis coefficients varying from 3 to 10 on 1 year of data, and few basis coefficients can exaggeratedly smooth the time series and miss the phytoplankton blooms. We used the satellite product with known fluorescence following Holm-Hansen and Riemann (1978). Measurements of the top 10 m have been averaged to compare well with the remote sensing data. Note that the satellite data is calibrated with Chl-a estimated by high-performance liquid chromatography (HPLC), which slightly differs from Chl-a estimated by fluorometers available in this study (Neveux et al., 1990; Reynolds et al., 2001; Giannini et al., 2021).

To match the \textit{in situ} and satellite Chl-a data, we followed the protocols described by Bailey and Werdell (2006) with some slight adjustments. As the satellite product is a merged output of different sensors and has more than one measurement time, we matched the satellite data with \textit{in situ} data collected on the same day and between 09:00 and 15:00 UTC+2. For each match-up, we extracted the average of a 3 × 3 window from the satellite product and compared it with the \textit{in situ} measurements. Besides, we computed the coefficient of variation in the same window for assessing spatial homogeneity in the satellite product. Windows with a coefficient of variation higher than 30% were considered spatial heterogeneous and unsuitable for assessing the satellite data accuracy, so we removed them. Last, we removed a few \textit{in situ} samples with values lower than 0.1 mg m\(^{-3}\), which were substantially overestimating the mean absolute percentage error (MAPE).

The satellite Chl-a validation includes linear correlation (R), MAPE, and the root mean squared error (RMSE):

\[
R_{x,y} = \frac{\text{cov}(X, Y)}{\sigma_X \sigma_Y}
\]

\[
\text{MAPE} (%) = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{X_i - Y_i}{X_i} \right|
\]

\[
\text{RMSE (mg m}^{-3}\) = \sqrt{\frac{\sum_{i=1}^{n} (X_i - Y_i)^2}{n}}
\]

where \(X\) and \(Y\) are the independent and dependent variables, respectively; \(\text{cov}\) is the covariance function; \(\sigma\) is the standard deviation; \(n\) is the number of samples; \(t\) is the sample. For the satellite and \textit{in situ} match-ups, \(X\) is the \textit{in situ} Chl-a, and \(Y\) is the satellite Chl-a. Furthermore, we also fit a linear regression between satellite and \textit{in situ} match-ups.

**Bloom Phenology Estimates**

This study only focuses on the seasonal spring and summer blooms that last a couple of weeks. As mentioned in section “Satellite Chlorophyll-a Measurements,” the Chl-a ocean color data is averaged into 8-day bins with the frequency of Chl-a variations in each bin reaching as high as 1/8 day\(^{-1}\). We use functional data analysis (Ramsay and Silverman, 2005) to smooth the seasonal Chl-a time series and remove high frequencies from Chl-a variability. We smooth each year time series of each grid cell using a Fourier series with five basis coefficients. The number of basis coefficients can significantly impact the smoothness of the time series. On one hand, having too many basis coefficients will fail to smooth the time series enough and contains the high frequencies of Chl-a variability. On the other hand, too few basis coefficients can exaggeratedly smooth the time series and miss the phytoplankton blooms. We tested the number of basis coefficients varying from 3 to 10 on 1 year of data, and five basis coefficients were found to be the most suitable for representing the seasonality of spring and summer blooms (not shown). With less than four basis coefficients, some summer blooms in the Barents Sea were not detected, and with more than six basis coefficients, the weekly variability of Chl-a was included for spring bloom in the North Sea.

We estimate the bloom onset, peak day, duration and intensity using the smoothed Chl-a time series. The peak day corresponds
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\(\text{https://nmdc.no/}\)
to the local Chl-a maxima, and the bloom intensity is the Chl-a concentration at the peak. Since there is high uncertainty in the ocean color derived Chl-a concentration estimate below 0.5 mg m\(^{-3}\) (see section “Sub-regions and Chlorophyll-a Validation”), the local Chl-a maximum is only computed when values reach more than 0.5 mg m\(^{-3}\).

Several methods were considered for estimating the bloom onset from the time series of Chl-a observations, such as the threshold method, the rate of change method and the cumulative sum method (Brody et al., 2013). The threshold method computes the climatological median of a Chl-a time series, defines a threshold value above the median, and the onset is estimated when the Chl-a concentration reaches this threshold. The rate of change method estimates the onset as the date with the highest increase of Chl-a before the peak. The cumulative sum method computes the cumulative sum from the beginning of the time series to the peak, and the onset is estimated when the sum reaches a percentual threshold of the cumulative sum (e.g., 15%). The threshold method cannot be applied in our case because there is no data available during the winter, and the climatological median of the Chl-a time series cannot be estimated. We found the rate of change method to delay the onset by a few weeks for blooms of longer duration (not shown). The cumulative sum method estimates the onset when the Chl-a starts to increase and can be applied despite the lack of winter data, and it is retained for the following analysis. We use the 15% threshold to estimate the bloom onset as recommended in Brody et al. (2013) for subpolar regions.

Since the annual Chl-a time series usually has two peaks of bloom intensity, in spring and summer, and the ocean color data is not available at the beginning of the year during the winter, we had to define the beginning of the time series for computing each bloom onset. For the spring bloom onset, the beginning of the time series was defined as the first local minima of the annual Chl-a time series. For estimating the summer bloom onset, the beginning of the time series was defined as the first local minima between the first and second peaks. Last, the bloom duration is estimated as the time between the onset and peak day.

**Climatology, Trends and Detrended Correlation Assessment**

We estimate the spring and summer blooms phenology for each grid cell of each year. The climatological spring and summer blooms onset, peak day, duration and intensity are estimated by averaging the grid cells belonging to each of the 16 sub-regions over the entire period. We also estimate the average value of the auxiliary parameters during the climatological bloom period (from onset to peak day) of each sub-region and year. For computing the trends of all parameters assessed, we use the sub-regions averaged values of each year and fit a linear least-squares regression. In order to relate the interannual variability of blooms phenology characteristics with key potential drivers, we subtract the trends from the interannual variability. Then, we use the Pearson correlation between the blooms phenology and the auxiliary parameters.

The correlation significance level is estimated using a probability density function (Student, 1908). For a given two random datasets with zero correlation, a probability density function of R is drawn for a given n (number of years). Then, we use a two-sided Wald test between the estimated R and the probability density function, and the null hypothesis is that the R is zero for an α threshold of 0.05. In practical terms, for a given n = 21 the −0.42 < R < 0.42 is insignificant. Note that it was ensured that there is no autocorrelation in the interannual variability. To estimate the trend significance, we test the slope of the linear least-squares regression using a two-sided Wald test with an α threshold of 0.05.

**RESULTS**

**Sub-Regions and Chlorophyll-a Validation**

The Barents, Norwegian, and North seas have been clustered into 16 sub-regions using the Chl-a time series (Figure 2). Four sub-regions (1–4) are in the Barents Sea, six sub-regions are in the Norwegian Sea (5–10), and the other six regions are in the North Sea (11–16). All 16 sub-regions are well localized in specific geographical regions except for sub-region 11, which starts in the central North Sea, extends throughout Skagerrak and covers the southern part of the NCC. Based on earlier investigations (Pozdnyakov et al., 2017), we initially intended to split the sub-region 11. However, all further clustering analyses gave nearly identical results for splitting the sub-region further, so we decided to keep it as one sub-region.

The 16 sub-regions showed heterogeneous annual Chl-a time series patterns and, consequently, different spring and summer blooms phenology (Figure 2). The sub-regions heterogeneity is also supported by the Silhouette score, where 84% of the grid cells showed values higher than 0 (Supplementary Figure 1). Most grid cells with a Silhouette score lower than 0 are concentrated on the sub-regions boundaries. The Chl-a time-series patterns are expected to vary among the sub-regions smoothly rather abruptly. Thus, Silhouette scores lower than 0 in the boundaries represent transitional areas among the Chl-a time-series patterns shown in Figure 2.

As explained in section “Satellite Chlorophyll-a Measurements,” satellite data is only of sufficient quality after the beginning of February to the end of October, and there is no data available during the winter. This restriction limited the assessment of the spring bloom phenology in the southernmost sub-regions 11 and 14. There, Chl-a concentration only decreases after the middle of February, and there is no spring peak. Besides, the secondary bloom seems to reach its peak after October. Without detecting the bloom peaks, it is not possible to assess the bloom phenology in those regions. Another limitation occurs in sub-region 2 and 10, where the summer bloom developed only in a few grid cells and in some years. Since summer blooms seem rare in those sub-regions, it is unfeasible to compute a robust summer bloom climatology based on the 21 years dataset.

The OC-CCI product shows a fair agreement with in situ Chl-a concentration in sub-regions from 1 to 12 (Figure 3).
R varies from 0.37 to 0.77, MAPE varies from 33 to 63% and RMSE varies from 0.3 to 0.8 mg m\(^{-3}\). Most regions show results comparable to the OC-CCI overall validation for case-1 waters, which showed an R of 0.78 and RMSE of 0.23 for Chl-a logged data (Calton, 2020). Besides, the match-up also shows that the main source of the misfits relates to a satellite overestimation of Chl-a concentrations for values lower than 0.5 mg m\(^{-3}\). This overestimation for the lower-level concentrations is not of great concern for assessing the seasonal bloom phenology because the bloom is only computed when the peak reaches values above 0.5 mg m\(^{-3}\). Furthermore, we do not have access to enough in situ samples (n < 8) matching satellite data in sub-regions from 13 to 16. Since other studies show a need to use case-2 water algorithms for retrieving Chl-a concentration in the south of the North Sea (De Cauwer et al., 2004; Tilstone et al., 2012), we decided to exclude those sub-regions in the assessment of bloom phenology.

Bloom Climatology

The average spring bloom in the North Sea (sub-region 12) starts on March 10th and lasts until April 26th for 46 days (Figure 4), reaching 1.2 mg m\(^{-3}\) at the peak during the studied period. In the Norwegian Sea (sub-regions 6–10), the timing (onset, peak day, and duration) of the spring blooms has high longitudinal variability. The average bloom starts on March 30th in the eastern side and on May 3rd in the western sub-regions, reaching its peak between May 10th and June 19th, respectively. The spring bloom lasts between 39 and 45 days in most sub-regions. However, the bloom lasts for 58 days in the sub-region 10 in the southern Norwegian Sea, which is the longest spring bloom in the study region. The spring bloom intensity varies from 1.1 to 1.4 mg m\(^{-3}\) in the Norwegian Sea. In the Barents Sea (sub-regions 1–4), the spring bloom starts between April 11th and 27th and ends between May 7th and 28th, lasting for up to 33 days, which is the shortest spring bloom of the study region. Nevertheless, the Barents Sea shows the strongest intensity of the spring blooms that vary on average from 1.8 to 2.7 mg m\(^{-3}\).

The timing and intensity of summer blooms have lower spatial discrepancies than for the spring blooms. The summer bloom begins on average from July 8th in the Barents Sea to August 1st in the Norwegian Sea and it ends from August 3rd in the Barents Sea to September 17th in the North Sea. The blooms last from 23 days in the Barents Sea to 48 days in the North Sea. Finally, the summer blooms intensity varies between 0.9 and 1.2 mg m\(^{-3}\).

Bloom Phenology Trends

The spring bloom timing does not significantly change in the North and the Norwegian seas over the 21 years study period, but the spring bloom onset advances and the duration increases.
in the Barents Sea (Figure 5 and Supplementary Figure 2). In sub-regions 1 and 3, the blooms onset advances by $-0.74$-day year$^{-1}$, and in sub-regions 3 and 4, the blooms duration increases by $0.49$-day year$^{-1}$. Furthermore, the intensity of spring blooms increases in the Norwegian Sea (Supplementary Figure 3) in sub-regions 5 and 7, with a rate of $0.02$ and $0.01$ mg m$^{-3}$ year$^{-1}$, respectively.

The summer blooms significantly change from the North Sea and the Barents Sea. The summer blooms onset and peak day is delayed by $1.25$-day year$^{-1}$ in sub-regions 5, 6, 7, 8, 9, and 11. The duration of the blooms also increases at a rate up to $0.35$-day year$^{-1}$ in sub-regions 4, 6, 7, 8, 9, and 12. Last, the intensity of blooms increases in sub-regions 7, 9, and 12 with a rate of $0.025$ mg m$^{-3}$ year$^{-1}$.

### Interannual Detrended Correlation

The MLD interannual variability correlates with the spring bloom timing and intensity in the North, Norwegian, and Barents seas (Figure 6). The correlation varies between 0.51 and 0.74 with the bloom onset and peak day and between $-0.54$ and $-0.62$ with the intensity. Thus, despite a study arguing that the spring bloom is not triggered by the shallowing of the ML and it starts in winter when the MLD is maximum (Behrenfeld, 2010), our results show that MLD seems to regulate the timing of spring blooms. The only exceptions are in sub-regions 2, 7, and 10, where MLD does not correlate with the spring bloom phenology.

Sea surface temperature correlates with the spring blooms timing and intensity in the Norwegian Sea but with inverse relationships depending on the region. On one hand, warmer waters are correlated with later and weaker spring blooms in sub-region 7. On the other hand, warmer waters are correlated with earlier spring blooms in sub-regions 5, 8, and 9, and stronger spring blooms in sub-region 10. Wind speed and SPM are correlated with the spring blooms just in a few regions. Wind speed is significantly correlated with the Barents Sea spring bloom timing and intensity, where weaker winds relate to earlier onsets and peak days and more intense blooms. SPM is correlated to spring bloom timing in sub-regions 2, 8, and 9, and with the intensity only in the North Sea, where low SPM concentrations relate to stronger spring blooms.

The summer bloom correlates with physical and biogeochemical parameters only in a few sub-regions (Figure 7). Shallower MLD correlates with the earlier summer blooms onset and peak day in sub-regions 8 and 9. Warmer SST correlates with later and longer summer blooms in sub-regions 6, 7, 8, and 12, and with less intense
FIGURE 4 | Climatology of spring and summer blooms phenology. The subplots are the spring bloom (A) onset, (B) peak day, (C) duration, and (D) intensity; the summer blooms (E) onset, (F) peak day, (G) duration, and (H) intensity. The numbers in the onset and peak day are Julian days; in the duration are in days; in the peak intensity are in Chl-a (mg m\(^{-3}\)). Sub-regions where quantity is untrustworthy are masked in white.

FIGURE 5 | The trends of spring and summer blooms phenology from 2000 to 2020. The subplots are the spring bloom (A) onset, (B) peak day, (C) duration, and (D) intensity; the summer blooms (E) onset, (F) peak day, (G) duration, and (H) intensity. Sub-regions where trends are insignificant (\(\alpha > 0.05\)) are masked in white.
blooms in sub-regions 3 and 8. Last, wind speed only correlates with summer blooms intensity in sub-region 6, and SPM only correlates with summer blooms intensity in sub-regions 4, 5, and 6.

It should be noted that other remotely sensed and modeled parameters have been considered but were not presented to keep the paper concise. For spring bloom, photosynthetically available radiation (PAR) has significant correlations in sub-region 4 in a similar manner to MLD–albeit weaker. For summer blooms, the correlations with PAR are at the edge of significance and somewhat counter-intuitive–with higher PAR linked to shorter and weaker summer blooms. Euphotic depth ($Z_{eu}$) and light attenuation coefficient ($K_d$) were also considered. These are inherently related to the algae blooms–i.e.,
$Z_{eu}$ and $K_d$ change the blooms (Sverdrup, 1953) at the same time the Chl-a change the $Z_{eu}$ and $K_d$ (Kirk, 2011). Thus, we retrieved high correlations. However, the correlations showed that higher biomass blooms are correlated to higher $K_d$ and lower $Z_{eu}$, meaning that the blooms probably control the interannual variability of $K_d$ and $Z_{eu}$ during the bloom rather than the contrary. For this reason, PAR, $K_d$, and $Z_{eu}$ are not presented in this study.

![FIGURE 7](image-url) Detrended interannual correlation between the summer bloom phenology and MLD, SST, wind speed, and SPM. Red colors are positive correlations, blue colors are negative correlations and white colors are used for insignificant correlations ($\alpha > 0.05$).
DISCUSSION

Summer Bloom Delay

In the trends analysis, it appears that summer blooms are getting delayed from 2000 to 2020. However, the possible causes of this delay are unclear to us. The spring bloom exhausts the nutrients on the surface, and associated with other factors such as zooplankton grazing, leads to the ending of spring bloom. In the poor nutrient waters of summer, the increase of MLD results in an upwell of nutrients required for a summer or autumn bloom (Glen Harrison et al., 2013; Wihsgott et al., 2019). Therefore, we would expect that changes in the summer bloom phenology are related to the MLD. For example, Martinez et al. (2011) suggested that a possible cause for the weaker autumn bloom in the North Atlantic (30°–50°N) was a delayed increase of MLD during the autumn of the 2000s. We computed the MLD trend during the summer bloom and down to 4 weeks before the onset. Our results showed that there had been no significant trend in the MLD from 2000 to 2020. Besides, we also computed the trends of SST, SPM and wind speed, and none showed a significant trend.

The lack of trends in MLD, SST, SPM and wind speed suggests that other factors that are not assessed in this study may be influencing the delay of summer blooms. For example, bio-advection of phytoplankton and zooplankton pressure. A recent study showed that bio-advection caused by a faster intrusion of the North Atlantic Current is causing the phytoplankton Emiliania huxleyi to increase in the Barents Sea (Oziel et al., 2020). In the North Atlantic, the predominant zooplankton species has been changing (Beaugrand, 2002), and the new species biomass increases during autumn (Planque and Fromentin, 1996). Martinez et al. (2011) suggested that the new predominant zooplankton species increased the grazing pressure in the autumn, probably leading to a weaker bloom in the 2000s. Likewise, the delay of summer blooms found in this study could be related to the bio-advection of phytoplankton or changes in the zooplankton community structure. Still, no firm conclusion can be held yet on the reason of the delayed summer blooms. This will be the topic of a follow-up study.

Barents Sea: Stronger, Earlier and Shorter Spring Blooms Driven by Shallower Mixed Layer

The intensity of spring blooms in the Barents Sea (sub-regions 1, 3, and 4) showed the highest interannual variability of the study area (Supplementary Figure 3). For example, varying from 1.2 mg m⁻³ in 2008 to 4.1 mg m⁻³ in 2002 in sub-region 3. Besides, the intensity of spring blooms is negatively correlated with the onset, peak day and duration (R < –0.44), meaning that the spring blooms in the Barents Sea are typically either early, short and strong or late, long and weak.

Two dynamical processes contribute to the nutrient loads in the surface waters of the southern and central Barents Sea: the lateral inflow of Atlantic waters that come from NwAC and the vertical mixing when the ML is deeper during winter (Wassmann et al., 2006). In March, the deep ML makes the phosphate, nitrate and silicate evenly distributed in the water column, reaching 0.85, 11.2, and 4.5 µM, respectively (Reigstad et al., 2002). It was shown that springs with a deeper ML are correlated with higher nitrate concentrations (Olsen et al., 2003). However, deep ML and high nitrate concentrations do not necessarily lead to stronger spring blooms. Our results suggest that a shallower ML is correlated to stronger spring blooms. Stratified waters reduce the phytoplankton sinking below the euphotic zone, which may be critical in the Barents Sea, where one of the predominant phytoplankton taxa is Diatom that quickly sinks due to its dense cell walls of silica (Degerlund and Eilertsen, 2010). The high concentration of nutrients available at the beginning of the bloom in March (Reigstad et al., 2002) could be sufficient for developing the spring blooms, while interannual variability of MLD would control the intensity and the timing of the blooms. Nevertheless, a reduced level of nutrients available in years of shallower ML can explain why stronger spring blooms end sooner.

The seasonal ML shallowing during spring is driven by the SST increase from solar radiation and the freshening of water coming from sea ice melting, interactions with the fresher fjord water systems and inflow of the NCC (Drinkwater et al., 2003; Olsen et al., 2003; Loeng and Drinkwater, 2007). In the sub-regions 1, 3, and 4, we found that the interannual variability of MLD is significantly correlated with wind speed (R = 0.58) and freshwaters discharge of Tana River (R = −0.65) during the bloom. This indicates that calm waters and high discharge of freshwaters may lead to shallower ML, resulting in stronger spring blooms. This also explains why weaker winds correlate with earlier and stronger spring blooms in the Barents Sea.

Mixed Layer Depth and Sea Surface Temperature Influence on the Spring Bloom Phenology in the Norwegian Sea

Surface heating from solar radiation and freshening of the coastal waters leads to the shallowing ML during the spring in the Norwegian Sea, and the spring bloom starts when the MLD reaches a lower depth than the Sverdrup critical depth (Sverdrup, 1953). The MLD has been shown to influence the spatial variability of spring blooms onset (Naustvoll et al., 2020). Our results show that MLD is also a possible driver of the interannual variability of bloom onset and peak day. The positive correlation between MLD and the spring blooms onset and peak day in the sub-regions 5, 6, 8, and 9 (R > 0.58) suggests that a shallower ML favor earlier spring blooms. In sub-regions 5, 8, and 9, interannual SST is correlated with MLD (R < −0.46), and consequently, SST is also correlated with the spring bloom timing. In sub-region 6, only the Målselva River inflow has a significant correlation with MLD (R = −0.55). Therefore, warmer years during the spring could lead to shallower ML and earlier blooms from the middle to the northwestern Norwegian Sea, while the spring bloom in sub-region 6 behaves similarly to spring blooms in the Barents Sea.
The SST is correlated with the spring blooms in sub-regions 7 and 10 without the influence of MLD. In both sub-regions, MLD has not correlated with SST and the spring blooms as observed in the remaining Norwegian Sea. Besides, the spring bloom intensity of both sub-regions shows an inverse relationship with SST. Warmer waters are correlated with stronger blooms in sub-region 10, whereas colder waters are correlated with earlier and stronger blooms in sub-region 7. Without the influence of SST on MLD interannual variability, two hypotheses could explain why warmer waters are correlated with stronger spring blooms in sub-region 10. First, warmer waters increase the growth rate of phytoplankton (Eppley, 1972; Moisan et al., 2002; Bissinger et al., 2008), and during the spring bloom, a higher growth rate could support the bloom to reach higher Chl-a biomass. Second, warmer waters could indicate a higher intrusion of Atlantic waters from the North Atlantic Current. If Atlantic waters are associated with the input of nutrients in sub-region 10, more nutrients could lead the spring bloom to higher Chl-a biomass.

Regarding sub-region 7, warm Atlantic waters trapped in mesoscale anticyclonic eddies were found to delay the spring blooms in the Norwegian Shelf (Hansen et al., 2010). However, the spring bloom delay in the eddy was probably caused by the delayed shallowing of the ML, and our results have not shown a relationship between SST and MLD in sub-region 7. Thus, we have not found a plausible explanation why colder waters could relate to earlier and stronger spring blooms in this region.

Shallower Mixed Layer Drives Clearer Waters and Stronger Spring Blooms in the North Sea

The average spring bloom intensity in the sub-region 12 ranges from 0.9 to 1.5 mg m⁻³, and it is significant correlated with MLD and SPM. A shallower ML reduces the phytoplankton sinking to deeper waters, and a lower SPM concentration increases the euphotic zone and the light available to the algae photosynthesis. Moreover, we also found that SPM is correlated with MLD during the spring bloom ($R = -0.44$). A previous study showed that surface SPM variability in the North Sea is correlated with the bed shear stress caused by oceanic waves, but only for months with a deep ML (Wilson and Heath, 2019). In March, deep ML allows the bed shear stress to increase the surface SPM concentration ($R^2 = 0.47$). In April, the MLD decreases and the bed shear stress is no longer correlated with the surface SPM variability. The climatological spring bloom in sub-region 12 starts on March 10th and ends on April 26th, and this implies that the relation between MLD, bed shear stress and SPM are strongly correlated for almost half of the bloom period. Therefore, the compound influence of SPM and MLD was found to explain the intensity of spring blooms. Years of shallower ML reduces the phytoplankton sinking and could lead to more transparent waters, resulting in more sunlight available to photosynthesis and, hence, stronger spring blooms.

CONCLUSION

This study presents an exhaustive analysis of the regional spring and summer blooms phenology for a region that extends from the Barents, Norwegian to the North seas using an extended and novel clustering analysis. The regional climatology and trend of the phytoplankton blooms phenology, as well as a primary analysis of the co-variability of potential drivers with interannual variability, are presented and discussed. In the Barents Sea, we found that low wind amplitude and increased freshening lead to springs with shallower ML, and more stratified waters are related to spring blooms starting earlier and reaching higher biomass during the peak. In the Norwegian Sea, we found that SST has an opposed correlation with spring blooms. There, warmer waters are correlated with earlier and higher biomass blooms from the north of Scotland to the off-shore central parts of the Norwegian Sea, but lower temperatures are correlated with earlier and higher biomass blooms in the eastern Norwegian Sea. In the North Sea, springs with shallower ML limits the SPM increase by bottom shear stress, favoring an environment of more stratified and clearer waters, correlating well with blooms of higher biomass. Last, we also found a rapid delay in the onset and increased biomass of the summer blooms during the past 21 years in almost the entire study region. The summer blooms are starting later, ending later, getting longer and reaching higher Chl-a concentrations.
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