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Topological states of matter were first introduced for non-interacting fermions on an infinite uniform lattice. Since then, substantial effort has been made to generalize these concepts to more complex settings. Recently, local markers have been developed that can describe the topological state of systems without translational symmetry and well-defined gap. However, no local marker for interacting matter has been proposed yet that is capable of directly addressing an interacting system. Here we suggest such a many-body local marker based on the single-particle Green’s function. Using this marker we identify topological transitions in finite lattices of a Chern insulator with Anderson disorder and Hubbard interactions. Importantly, our proposal can be straightforwardly generalised to non-equilibrium systems.

INTRODUCTION

The notion that gapped quantum many-body systems can be characterised by global topological invariants was first proposed by Thouless et al. [1]. However, the original construction was limited in scope, as it was only valid for non-interacting electrons on a translationally invariant lattice. Subsequent works have generalized the methods of momentum-space topology to interacting systems [2–4]. In addition, several methods have been used to extend these ideas to inhomogeneous systems, such as using twisted boundary conditions [5, 6] and non-commutative geometry [7]. However, these methods only work on an infinite system with a band or mobility gap.

Recently, a variety of quasi-topological characteristics, collectively known as local topological markers, have been developed [8–10]. Such markers characterise the topological properties of a system in real space, and thus are applicable to inhomogeneous systems with an ill-defined Brillouin Zone (BZ). Furthermore, having a quasi-local nature, they can be used for systems without a well-defined gap, e.g. for an interface between insulators with parameters corresponding to a different topological numbers [11]. Such markers have been used to characterise topological phases in confined [12], disordered [10], quasi-crystalline [13, 14], amorphous [15] and driven systems [16].

Several different local markers have been developed, most notably the Bott index [10] and Chern marker [8, 9]. These appear mathematically different, however the markers have much in common. Firstly, they can be physically understood as the spatially-resolved Berry phase acquired by the system under magnetic flux insertion. They converge to the same value in the bulk of a system in thermodynamic limit [17]. Secondly, somewhat informally, the value of a marker answers the question: "What topological number would a system have if its neighborhood was repeated infinitely?". Therefore, the marker only has strict topological meaning when averaged over an infinite number of sites. Finally, all of them are constructed using a projector onto the filled single-particle states, preventing straightforward generalisations of this concept to the interacting systems.

Recent attempts to extend the notion of local topological markers to interacting system include [18, 19]. To this end, it was proposed to use an effective non-interacting topological Hamiltonian [20]. To the best of our knowledge, the only local topological markers capable of addressing a many-body system rely on connecting it to a related non-interacting system first. No local marker exists that can directly address an interacting system. Additionally, the definition of a topological Hamiltonian relies on the notion of Matsubara frequencies, so any approach that uses this method will not work for systems out of equilibrium.

In this letter we propose a local topological marker for interacting systems. It is expressed in terms of the single particle Green’s functions, so is suitable for numerical calculations with standard many-body techniques, e.g. exact diagonalisation of small clusters or schemes [21, 22] based on dynamical mean-field theory [23] and its extensions [24]. Our marker is applicable for systems without symmetries - unitary class A in terms of the ten-fold classification [25], but the generalization to the other symmetry-protected topological phases seems to be possible following the lines of ref. [26].

The manuscript is organized as follows: in the first section we introduce our marker and review some of its main properties. Thereafter, we present a study of the marker’s behaviour in disordered and interacting systems, solved using exact diagonalisation. We conclude with a comparison of our marker against the topological Hamiltonian approach and propose possible extensions of the present study.

LOCAL GREEN MARKER

In a seminal work [2], Ishikawa and Matsuyama managed to express the Hall conductivity of an interacting translationally invariant system with a unique ground state in terms of the single-particle Greens functions only:

$$C = \frac{1}{24\pi^2} \epsilon_{\alpha\beta\gamma} \int d^3k Tr(G\partial_{k_\alpha} G^{-1} G\partial_{k_\beta} G^{-1} G\partial_{k_\gamma} G^{-1}).$$

(1)

Here, $\epsilon_{\alpha\beta\gamma}$ is the totally-antisymmetric tensor, $G$ is the Matsubara Green’s function and the trace is taken over internal (e.g. orbital or spin) degrees of freedom. The convention $k_0 \equiv i\omega$ ($i\omega$ is continuous Matsubara frequency) was used in order to obtain the symmetric form with respect
Our goal is to express eqn. 2 as an average of a real space quantity. It has been shown that the winding number of a function can be calculated from its Fourier transformed coefficients provided that the function has bounded mean oscillation [28]. That means we can safely return to real space in order to calculate the invariant (eqn. 2). Then, the winding number may be calculated as a supercell bulk average, up to corrections vanishing as \( n_x \) and \( n_y \) go to infinity (see supplemental material [29] for the details):

\[
\sigma_{xy} = \frac{1}{N_{bulk}} \sum_{r \in \text{bulk}} \Theta(r),
\]

(4)

where \( N_{bulk} \) is the number of sites in the bulk of a supercell.

\[
\Theta(r) = -i \frac{\epsilon_{\mu \nu \rho}}{6} \sum_{r_i} \text{Tr} \left( G(r, r_1) r_1^{\mu} G^{-1}(r_1, r_2) r_2^{\nu} \times G(r_2, r_3) r_3^{\rho} G^{-1}(r_3, r) \right).
\]

(5)

Here, \( r_0 \) refers to imaginary time and the trace is taken over spin-orbital degrees of freedom. This formula admits a graphical representation reminiscent of Feynman diagrams, presented in fig. 1. Each term in eqn. 5 can be represented as a “loop” in a real space-time originating from a given point \( r \). Green’s functions are represented by arrows connecting two points, their inverses by double arrows and factors of \( r^\alpha \) in (5) as vertices with labels which telling you space-time component should be taken.

This is our suggestion for the local marker, which we call local Green marker (LGM). In an extended bulk the LGM evaluates the known topological invariant. It has a quasi-local nature due to the exponential decay of the correlators with distance in a gapped phase with decaying interactions [30–32]. Also, one can demonstrate, using \( \text{Tr}(A) = \text{Tr}(A^T) \), that the average of LGM over a finite lattice vanishes, as does the average of the local Chern maker [8, 9].

Intuitively, the topological meaning of LGM in an infinite disordered system can be understood by reversing the logic of our derivation. At a given site \( i \), \( \Theta(i) \) approximates the value of the invariant (2) for a crystalline system consisting of supercells built from the neighborhood of the site \( i \).

**NUMERICAL RESULTS**

As a proof of concept we numerically studied a Chern insulator with phase transitions driven by Anderson disorder and Hubbard on-site interactions. We chose the Qi-Wu-Zhang (QWZ) model proposed in [33]. In real space its Hamiltonian can be written as:

\[
\hat{H}_0 = t \sum_i \left( \frac{(\sigma_z + i\sigma_x)_{\alpha \beta}}{2} c_{i+1,\alpha}^\dagger c_{i,\beta} + \text{h.c.} \right) + t \sum_i \left( \frac{\sigma_z + i\sigma_y}_{\alpha \beta} \right) c_{i+1,\alpha}^\dagger c_{i,\beta} + \text{h.c.} + \sum_i \left( \sigma_z \sigma_\beta + \mu \sigma_\alpha \sigma_\beta \right) c_{i,\alpha}^\dagger c_{i,\beta}.
\]

(6)
where the Pauli matrices act in the two-level spin subspace and \( \sigma_0 \equiv 1 \) is the identity matrix. The model is in a non-trivial topological insulating phase when the on-site magnetic field \( u \) is in the range \((-2,2)/\{0\}\). From now on we set \( t = 1 \), fixing the energy scale and choose \( u \) equal to \(-1\), so \( H_0 \) corresponds to a topological phase with \( \sigma_{xy} = \frac{1}{2\pi} \).

First, we study a phase transition caused by uniformly distributed Anderson disorder:

\[
\hat{H}_A = \sum_i \varepsilon_i c_i^\dagger \hat{c}_i, \quad P_A(\varepsilon) = \frac{1}{W} \theta \left( \frac{W}{2} - |\varepsilon| \right) \tag{7}
\]

Here \( P_A(\varepsilon) \) is the probability density for the on-site random potential \( \varepsilon \).

The transition between topological band insulator and localized Anderson insulator happens at a finite disorder strength \( W_c \), in contrast to the metal-insulator transition, which is absent in 2-d. This insulator to insulator transition was extensively studied in the literature [7, 34, 35] and its mechanism established. As disorder strength grows, in-gap localized states gradually displace extended band states. At a critical disorder strength \( W_c \) bands carrying non-trivial Chern numbers annihilate each other [34], this process is illustrated in fig. 3.

Bellissard [7] demonstrated that the average over disorder of the local Chern marker from [9] is quantised to integer values in the thermodynamic limit. This result can already be seen from calculations of the local Chern marker for relatively small samples. The same can be concluded for the LGM as presented in fig. 2. Typical values of the marker are distributed around \( C = 1 \), even at moderate disorder strength \((W = 4t)\) close to the critical value as indicate the fig. 2(b). However, where conducting states are present the marker takes a large negative value. Thus, as in finite samples this value of disorder strength \((W = 4t)\) is large enough to create ocassionally metallic-like extended states, the average values of the LGM and Chern marker are somewhat lower than expected, with a bulk mean around \( C_{av} \approx 0.5 \). When the disorder strength is strong enough (fig. 2(c)), the material stops being topological and the LGM averages to zero.

As a next step we considered the Chern insulator - Mott insulator transition driven by the Hubbard interactions:

\[
\hat{H}_I = \sum_i U n_{i\uparrow} n_{i\downarrow} \tag{8}
\]

\[
\hat{H} = \hat{H}_0 + \hat{H}_I.
\]

We calculated the Green’s functions using the Lanczos algorithm [36] for a Hubbard cluster of \( 4 \times 4 \) sites with open boundary conditions. We used the HPhi library as a solver [37]. A single calculation of a Green’s function \( G_{i\omega}(r,r') \) at given values of position and spin variables requires two iterations of the full Lanczos algorithm. This put an exact diagonalization calculation of the LGM for a \( 4 \times 4 \) system at the edge of modern computational capacity, even for symmetric clusters. However, already at such small clusters one can see some of the most important features of the phase transition [38].

At finite sample size a true Mott phase transition does not occur. However, signs of the Mott transition can be found in the dependence of the double occupancy \( \Delta_i = \langle \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} \rangle \) on interaction strength \( U \) as well as from the behaviour of the local density of states at different values of \( U \). The derivative of the double occupancy diverges at the critical point [39]. In a finite sample this non-analytic behaviour is smoothed, however its footprint may be captured from the dependence of the second derivative of \( \Delta_i \) as illustrated in fig. 4.

For open boundaries another important sign of the Mott transition is a disappearance of the edge modes. This characteristic feature is captured by the local density of states (fig. 5).

The LGM turned to be a reasonable marker for this phase transition. At intermediate values of interaction strength (at \( U = 1 \)) in the middle of the transition region, its “bulk” value gets suppressed from the non-interacting value, see
FIG. 4: Double occupancy (a) $\Delta_i$ and its second derivative (b) as functions of interaction strength $U$ calculated in the middle and at the edge of the cluster. Note that the transition happens at lower values of $U$ at the edge, compared to the bulk, since the kinetic energy term is weaker at the edges.

FIG. 5: Local density of states for different values of $U$ at the edge and in the middle of the $4 \times 4$ interacting cluster.

FIG. 6: Local Green marker at different interaction strengths calculated for a Chern insulator $4 \times 4$ cluster with Hubbard onsite interactions. Fig. 6. Deeper in the Mott phase (at $U = 4$) the LGM averages to almost zero.

CONCLUSIONS AND OUTLOOK

We proposed a topological marker for interacting systems that does not rely on reference to a non-interacting Hamiltonian. To the best of our knowledge, such a marker has not previously been proposed. We tested our marker in several contexts, calculating it exactly in the presence of the disorder and interactions.

From a computational perspective, our invariant is harder to calculate than the local Chern marker obtained from the topological Hamiltonian, as was done in [18, 19]. Our marker involves integration over imaginary time (or summation over all the Matsubara frequencies in equilibrium), which imposes substantial numerical requirements.

However, the proposal seems attractive for several reasons. Firstly, the local markers are not exactly topological invariants. They have a quasi-topological nature, so their local value is not invariant under smooth deformation of the system. Only the average of a marker over an infinite number of sites is topologically robust. Thus, an approach based on smoothly removing interactions, as is done in the topological Hamiltonian approach, and then calculating the LCM of the non-interacting system has not been shown to give us information that exactly corresponds to the interacting system. Secondly, our approach extends the applicability of topological markers to systems which cannot be adiabatically connected to a non-interacting topological Hamiltonian. An example is systems with a nontrivial frequency-domain winding number [40], although such exotic phases are of unproved relevance for the field of topological matter [41]. Lastly, our approach allows us to study Local topological markers in non-stationary settings, for example in quenched topological matter. In the case of adiabatic evolution, the use of a topological Hamiltonian can be put on solid grounds, however for fast dynamics it looks inapplicable. On the other hand, our approach can be performed using the Keldysh formalism [42]. Additionally, it is compatible with the earlier proposals for calculating the winding number (1) in interacting systems out of equilibrium [43].

Let us briefly discuss several possible future directions for investigation. Firstly, it would be worthwhile to compare numerical calculations of the local Green marker in larger non homogeneous systems to the topological Hamiltonian based approach in [18, 19]. Secondly, an important question is to what extent our marker can be used for fractional Chern insulators. The applicability of the Ishikawa-Matsuyama invariant to such systems is an open and interesting question, see discussions in [2, 44]. Finally, we believe our marker to be very attractive to study in systems out of equilibrium.
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In this supplemental material we present the detailed derivation of the Local Green Marker (LGM). Our starting point is a generalized Ishikawa-Matsuyama invariant proposed in [27]. In a disordered system of size $n_x \times n_y$, the Hall conductivity may be approximated by tiling the system and treating it as a supercell in a larger superlattice. This construction is known as the Extended Infinite System (EIS) [45]. The position of a site in the EIS is denoted as $i = R + r$, where $R$ denotes a vector pointing to the origin of a supercell and $r$ is a relative position in the unit cell:

$$
\sigma_{xy} = \frac{e^2}{12\pi N} \int_{-\infty}^{\infty} d\omega \sum_{\theta} \text{Tr} \left( G^{\theta} \partial_{\mu} \left[ G^{\theta} \right]^{-1} G^{\theta} \partial_{\nu} \left[ G^{\theta} \right]^{-1} G^{\theta} \partial_{\rho} \left[ G^{\theta} \right]^{-1} \right),
$$

(9)

where $G^{\theta}(r, r')$ is the Fourier transform of the Matsubara Green’s function with respect to the new effective periodicity, $\mu, \nu$ and $\rho$ take values $\{0, 1, 2\}$ corresponding to $\{\omega, \theta_x, \theta_y\}$ and $N$ is the total number of sites in the EIS.

The derivation consists of three main steps:

- First, we express $\sigma_{xy}$ as an average of a real space quantity $\mathcal{S}(r)$. Then, we consider the Thermodynamic Limit (TL) $n_x, n_y \to \infty$. For simplicity, we consider the case $n_x = n_y$.

---

**FIG. 7:** Diagrammatic representation of the formula for the Local Green Marker (LGM) and the geometry of the problem. The black lines depict the borders of a unit supercell (see the main text). The blue region is the “bulk” of the system, separated from the borders by $l_x$ and $l_y$ sites (in the particular case depicted $l_x = l_y = 1$). The LGM at a given point $r$ is a sum of terms represented by all possible loops originating at $r$ and traversing the Euclidean space-time. In the thermodynamic limit, only loops fully contained in a single supercell - the green ones on the picture, give a non-vanishing contribution in the bulk. All other loops (depicted in red) have a vanishing contribution.
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Secondly, we prove that $\sigma_{xy}$ can be found by averaging $\mathbf{G}(r)$ over the appropriately defined bulk of a supercell.

Finally, we demonstrate that for a large class of insulating interacting systems, the value of $\mathbf{G}(r)$ in the bulk can be found using the Greens functions $G(r, r')$ evaluated at points belonging to a single supercell. That is, for $r$ in the bulk of a given supercell, contributions from other cells to $\mathbf{G}(r)$ vanish.

For the first step, we express the invariant (9) using quantities defined in real space-time, as opposed to Fourier space. It has been shown that the winding number of a function can be calculated from its Fourier transformed coefficients, provided that the function has a bounded mean oscillation [28]. Therefore, we can safely go to real space and imaginary time in order to calculate the invariant (9):

$$G_{\omega}^\theta(r, r') = \sum_{R'} G_{\omega}^\theta(r, r' + R') e^{i\theta(r-r' - R')}$$

$$\partial_\mu [G_{\omega}^\theta]^{-1}(r, r') = i \sum_{R'} (r^\mu - r'^\mu - R'^\mu) G_{\omega}^{-1}(r, r' + R') e^{i\theta(r-r' - R')}$$

(10)

where in the last line we have hidden the spatial variables to simplify the notation. We substitute these expressions into eqn. (9) and unify the notation for space and imaginary time $r^0 = \tau$, $\int_{-i\infty}^{i\infty} d\tau = \sum_{\tau = 0}$. We denote the unit vector in the time direction as $e^0$, allowing us obtain the following expression. Note that we, somewhat inconsistently, keep $R$ and $\theta$ to be 2d vectors:

$$\sigma_{xy} = -i \frac{\epsilon_{\mu\nu\rho}}{12\pi N} \int_{-i\infty}^{i\infty} d\omega \sum_{\theta} \sum_{R_1, r_1} \text{Tr} \left( G(r, r_1 + R_1) \left[ (r_1^\rho + R_1^\rho - r_1^\rho - R_1^\rho) G^{-1}(r_1 + R_1, r_2 + R_2) \right] \right.$$  

$$\times G(r_2 + R_2, r_3 + R_3) \left[ (r_3^\nu + R_3^\nu - r_3^\nu - R_3^\nu) G^{-1}(r_3 + R_3, r_4 + R_4) \right]$$  

$$\times G(r_4 + R_4, r_5 + R_5) \left[ (r_5^\mu + R_5^\mu - r_5^\mu - R_5^\mu) G^{-1}(r_5 + R_5, r + e^0 r_6 + R_6) \right]$$

$$\times e^{iR_6, \theta + i\omega e^0} \bigg) ,$$

where we have used translational invariance in space $G(r, r' + R' - R) = G(r + R, r' + R')$ and imaginary time $G(0, \tau' - \tau) = G(\tau, \tau')$. Evaluating the $\omega$ integration and $\theta$ summation, we obtain:

$$\sigma_{xy} = \frac{1}{n_x n_y} \sum_r \mathbf{G}(r)$$

(12)

$$\mathbf{G}(r) = -i \frac{\epsilon_{\mu\nu\rho}}{6} \sum_{R_1, R_2} \text{Tr} \left( G(r, r_1 + R_1) \left[ (r_1^\rho + R_1^\rho - r_1^\rho - R_1^\rho) G^{-1}(r_1 + R_1, r_2 + R_2) \right] \right.$$  

$$\times G(r_2 + R_2, r_3 + R_3) \left[ (r_3^\nu + R_3^\nu - r_3^\nu - R_3^\nu) G^{-1}(r_3 + R_3, r_4 + R_4) \right]$$  

$$\times G(r_4 + R_4, r_5 + R_5) \left[ (r_5^\mu + R_5^\mu - r_5^\mu - R_5^\mu) G^{-1}(r_5 + R_5, r + e^0 r_6 + R_6) \right]$$

$$\times G(r_2, r_3) (r_3^\nu + R_3^\nu) G^{-1}(r_3, r) \bigg) .$$

(13)

One can simplify eqn. 13, expanding the brackets and excluding the terms symmetric in $\rho, \mu, \nu$:

$$\mathbf{G}(r) = -i \frac{\epsilon_{\mu\nu\rho}}{6} \sum_{r_1, R_1, R_2} \sum_{r_2, R_2} \text{Tr} \left( G(r, r_1 + R_1)(r_1^\mu + R_1^\mu) G^{-1}(r_1 + R_1, r_2 + R_2)(r_2^\nu + R_2^\nu) \right.$$  

$$\times G(r_2, r_3) (r_3^\nu + R_3^\nu) G^{-1}(r_3, r) \bigg) .$$

(14)

We can conclude that the winding number (9) can be presented diagrammatically (as demonstrated in fig. 7) as a sum over all possible “loops” consisting of products of Green’s functions, their inverses, and “vertices” of $r$ variables components originating in a single supercell:

Now, we separate the contributions in eqn. (12) depending on whether they are from the bulk or the boundary of the supercell. We define bulk as the set of sites whose distance to the borders of the unit cell exceeds $l(n)$. Then, for the Hall conductivity we have:

$$\sigma_{xy} = \frac{1}{(n-2)^2} \sum_{r \in \text{bulk}} \mathbf{G}(r) + \frac{1}{4l(n-l)} \sum_{r \notin \text{bulk}} \mathbf{G}(r) .$$

(15)
As we shall see below, $\mathcal{G}(r) = \mathcal{O}(1)$ in the limit $n \to \infty$. Therefore, the second term in the sum vanishes provided that $l$ as a function of $n$ grows slower than linearly with the system size.

We proceed to the final step of the derivation, where we must prove that $\mathcal{G}(r)$ can be found from “loops” belonging to a single supercell of an insulating system, provided that interactions and hoppings decay exponentially and the limit $n \to \infty$ is taken. To this end, we separate the sum in eqn. (13) into two parts. The first part ($\mathcal{G}_1$) consists of terms with all of the $R_i$ equal to zero. This represents loops that stay within one supercell, shown with a green line in fig. 7. The second part ($\mathcal{G}_2$) contains terms where at least two of the $R_i$ are non-zero, representing loops that cross from one supercell to another, shown as red lines in fig. 7.

$$\mathcal{G}(r) = \mathcal{G}_1(r) + \mathcal{G}_2(r) \quad (16)$$

$$\mathcal{G}_1(r) = -i \frac{\epsilon_{\mu
u\rho}}{6} \sum_{r_i} Tr \left( G(r, r_1) r_1^\mu G^{-1}(r_1, r_2) r_2^\nu G(r_2, r_3) r_3^\rho G^{-1}(r_3, r) \right) \quad (17)$$

$$\mathcal{G}_2(r) = -i \frac{\epsilon_{\mu
u\rho}}{6} \sum_{r_i} \sum_{\{R_i\} \in A} Tr \left( G(r, r_1 + R_1) (r_1^\mu + R_1^\mu) G^{-1}(r_1 + R_1, r_2 + R_2) (r_2^\nu + R_2^\nu) \right. \times \left. G(r_2, r_3) (r_3^\rho + R_3^\rho) G^{-1}(r_3, r) \right) \quad (18)$$

For gapped systems with exponentially decaying interactions and hoppings, it can be proved that the Green’s functions decay exponentially both in distance and time [30–32]. The same can be concluded for the inverse Green’s functions, using the results of ref. [46, 47]. Therefore $\exists \alpha > 0$ such that:

$$G(r + R, r' + R') < Ae^{-\alpha \|r + R' - r - R\|},$$
$$G^{-1}(r + R, r' + R') < Be^{-\alpha \|r + R' - r - R\|}. \quad (19)$$

Inserting these bounds into eqn. 17, one obtains:

$$\mathcal{G}_1(r) < C\epsilon_{\mu\nu\rho} \sum_{r_i} e^{-\alpha (\|r_1 - r\| + \|r_2 - r_1\| + \|r_3 - r_2\| + \|r - r_3\|) r_1^\mu r_2^\nu r_3^\rho} <$$

$$< C\epsilon_{\mu\nu\rho} \sum_{r_i} e^{-\alpha (\|r_1 - r\| + \|r_3 - r_2\| + \|r - r_3\|) r_1^\mu r_2^\nu r_3^\rho}, \quad (20)$$

where in the second line we removed a non-negative term $\|r_2 - r_1\|$ in the exponent. This allows us to evaluate the sum over $r_1$, using $\|r\| > \frac{1}{2} \sum_\mu |\epsilon_\mu|$, as it becomes a geometric series (in the time direction it is an integral over a decaying exponent in $r^0$). Once the summation over $r_1$ is done, the summation over $r_2$ also simplifies to a geometric series. Proceeding further, one therefore can conclude that $\mathcal{G}_1 = \mathcal{O}(1)$ in the thermodynamic limit.

As for eqn. (17), one can obtain the following inequality:

$$\mathcal{G}_2(r) < \tilde{C}\epsilon_{\mu\nu\rho} \sum_{\{R_i\} \in A} \sum_{r_i} e^{-\alpha (\|r_1 + R_1 - r\| + \|r_2 + R_2 - r_1 - R_1\| + \|r_3 + R_3 - r_2 - R_2\| + \|r - r_3 - R_3\|)} \times (r_1^\mu + R_1^\mu)(r_2^\nu + R_2^\nu)(r_3^\rho + R_3^\rho). \quad (21)$$

It is sufficient to prove that the sum in eqn. (21) vanishes when $R_3 \neq 0$. To show this, one can notice that:

$$\sum_{R_1 \neq 0, r_1} e^{-\alpha (\|r_1 + R_1 - r\|)} < e^{-l(n)\alpha} \sum_{R_1} e^{-\alpha \|R_1\|}, \quad (22)$$

and then evaluate the geometric series using the same tactic as that used for $\mathcal{G}_1$, to see that $\mathcal{G}_2(r) = \mathcal{O}(\exp(-l(n)\alpha))$ which vanishes in the thermodynamic limit under the choice $l(n) = \log(n)$. ■