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Abstract

This paper presents the development of a deep parser for Spanish that uses a HPSG grammar and returns trees that contain both syntactic and semantic information. The parsing process uses a top-down approach implemented using LSTM neural networks, and achieves good performance results in terms of syntactic constituency and dependency metrics, and also SRL. We describe the grammar, corpus and implementation of the parser. Our process outperforms a CKY baseline and other Spanish parsers in terms of global metrics and also for some specific Spanish phenomena, such as clitics reduplication and relative referents.

1 Introduction

The syntactic analysis of sentences is one of the key activities within the Natural Language Processing pipeline, and is often seen as a necessary step that must be performed before extracting deeper information such as semantics. Two main paradigms have historically dominated the work on syntactic analysis: constituency parsing, where the sentence is structured as a tree of linguistically motivated segments called constituents; and dependency parsing, where the sentence is structured as a set of bi-lexical dependencies with each word associated to another word that acts as its head.

Throughout the years there have been attempts to create deeper syntactic models that try to combine both syntactic and semantic notions in the same analysis, for example CCG (Steedman, 1996), HPSG (Pollard and Sag, 1994) or TAG (Joshi, 1985). The process of analyzing a sentence in one of these formalisms is often called deep parsing. Over the last years the use of deep neural networks has advanced the state of the art in many NLP tasks, and though some work has been done for performing deep parsing using these architectures (mainly in English and for CCG), few works have focused on the application of these techniques to other formalisms or other languages. In this work, we present a neural network architecture for deep parsing Spanish sentences using the HPSG formalism.

The rest of the paper is structured as follows: Section 2 describes the grammar and corpus we use. Section 3 introduces our parsing architecture and the baseline we compare it to. Section 4 shows an analysis of results. Section 5 describes relevant related work. Finally, section 6 gives some conclusions and future perspectives.

2 Grammar and Corpus

We use a HPSG style grammar (Pollard and Sag, 1994) adapted to Spanish. HPSG grammars are unification grammars that operate on feature structures. Each word is defined by a feature structure that indicates the combinatorial properties of the word: how it can be combined to other words in order to form phrases. Because of this, these grammars tend to have few rules, which are very generic. When applying a rule, the process of unification validates that both the conditions of the rule and the constraints imposed by the expressions being combined are met, and the resulting phrases inherit some of the features of their children in order to define their own combinatorial properties.

2.1 Feature structure

Our grammar defines morphological, syntactic valence, and semantic role label features, as shown in figure 1. The \texttt{HEAD} feature contains the part-of-speech and the morphological attributes of the word such as number and gender. The \texttt{VAL} feature contains the local syntactic valence features: what are the expected specifier, complements, or modifier that could be associated to the word, and we add a \texttt{CLITICS} feature that is specially important for Spanish as clitic pronouns could act as arguments.
of verbs. We also include two features used by conjunctions to guide the analysis of coordinated structures.

In a simplification from the original HPSG theory, the only non-local dependencies modeled in our grammar are the relative clauses that act as modifiers of a noun phrase. This is represented by the REL feature, which allows the grammar to support argument sharing in relative clauses such as “La manzana que comí” / “The apple I ate”.

The grammar incorporates semantic features for modeling the semantic role label structure for the sentence. Unlike the way semantics is modeled in standard HPSG (Sag et al., 1999), which uses minimal recursion semantics (Copestake et al., 2005), our approach to semantics uses the simpler PropBank notation (Bonial et al., 2010). The feature SEM includes features derived from PropBank representation: ARG0 for proto-agent, ARG1 for proto-patient, ARGM for modifying adjuncts, etc. Consider, for example, the feature structure for the word “come” / “eats” shown in figure 2, which coindexes the syntactic specifier and complement to the corresponding proto-agent and proto-patient semantic arguments.

2.2 Rules

The grammar uses only thirteen combinatorial rules for forming phrases. These rules describe in broad terms how to combine expressions, but the unification process also takes into account the constraints imposed by the expressions as well as the ones defined in the rules.

For example, consider the head_comp rule defined in figure 3. This rule takes the two expressions shown on the left side of the arrow. The left expression (marked as head) expects at least one complement, which is the right expression (shown only as a coindexation box, meaning any expression that unifies with what the left expression expects). The result is the phrase shown on the right side of the arrow: a phrase that will have the same features as the head expression except the COMP feature, which will expect one less complement. This definition is only a description of what this rule does in particular, but the unification process by which the rules are applied will also ensure that the constraints defined within the expressions are held. If we combine the word “come” / “eats” as defined in figure 2 with a complement phrase, the rule application will fail (not unify) if the complement is not a noun phrase.

All rules in our grammar are binary, and they are designed taking into account that the order of constituents in Spanish is not as strict as in English. For example, even though Spanish is officially an SVO language like English, the sentences “El tren llegó” and “Llegó el tren” are two equally valid ways of saying “The train arrived”, where the second case uses a postponed subject. The thirteen rules in our grammar are the following:

- Two rules for attaching a specifier (or sub-
ject) to the left or to the right of a head: spec_head and head_spec.

- Two rules for attaching a complement to the left or to the right of a head: comp_head and head_comp.

- One rule for attaching a semantic complement to the right of a head: head_comp_sem. This rule is used for building more complex verb phrases such as “ha ido” / “has gone” or “comienza a cantar” / “begins to sing”.

- Two rules for attaching a modifier to the left or to the right of a head: mod_head and head_mod.

- One rule for attaching a clitic pronoun to the left of a head: clitic_head.

- One rule for attaching a relative clause to the right of a head: head_rel.

- Two rules for attaching a punctuation marker to the left or to the right of a head: punct_head and head_punct.

- Two rules for binarizing coordinated structures: coord_left and coord_right.

Consider the following sample sentence:

[ El niño come una manzana roja ]

( The boy eats a red apple )

(1)

The parse tree for sentence 1 using our grammar is shown in figure 4. Although the figure shows a simplified version of the tree (with only one expanded node for the main verb and substituting the non-leaf nodes for the name of the applied rule) each node in the tree is a complete feature structure that contains the corresponding combinatorial and semantic information.

3 Parser development

This section describes the LSTM top-down parsing architecture we use in this work and the baselines we compare it to.

3.1 Top-down parser

Our parsing approach divides the parsing process into two steps: first creating a basic binary tree of phrases, where each non-leaf node is annotated with the corresponding rule, and then finding which of the phrases should act as arguments to their respective heads.

3.1.1 Split and rule calculation

The first step is a top-down process that takes as input a sequence of words and decides how to split the sequence in two so that the sub-sequences are valid constituents, indicating which grammar rule should be applied in that node. For example, if we take sentence 1 as input, the output would look like following:

[ El niño ] [ come una manzana roja ]

Rule: spec_head

The method proceeds recursively for each constituent that has at least two words. In this case, it
will take the sequence “El niño” and split it so as to separate the determiner from the noun:

\[
\text{[ El ] [ niño ]}
\]

Rule: spec_head

The second sub-sequence would be split so as to separate the main verb from the noun phrase complement of the verb, resulting in the following:

\[
\text{[ come ] [ una manzana roja ]}
\]

Rule: head_comp

This top-down process is iterated until there are no more sub-sequences left to split, effectively transforming the original sentence into a binary tree of words, labeled with the corresponding grammar rules for each non-leaf node. The result is shown in figure 5.

![Binary tree with rule labels for the sentence “El niño come una manzana roja” / “The boy eats a red apple”, result of the first step of the parsing process.](image)

Figure 5: Binary tree with rule labels for the sentence “El niño come una manzana roja” / “The boy eats a red apple”, result of the first step of the parsing process.

### 3.1.2 Arguments calculation

Once this basic tree is created, using the calculated rules it is possible to derive the syntactic features and mark the heads for each node in the tree. With the syntactic features in place, the second step tries to determine which of the syntactic arguments of the predicates should also be set as semantic arguments.

This step considers each head that could be taken as predicate (in our case verbs, nouns and adjectives are possible predicates), and each syntactic argument, and calculates if it should be applied as a semantic feature, and which label it should use. In practice, the method takes the following elements as input:

- The sequence of words corresponding to the top-most constituent that includes the predicate, the head, and the argument.
- The candidate argument being classified.
- The word marked as head.
- The feature that relates the head and the candidate argument.

The result of the method could be none (if the candidate should not be considered an argument) or a feature between arg0 and argM. The input values and expected outcomes for our example are the following:

\[
\text{[ El niño SPEC come HEAD una manzana roja ]} \rightarrow \text{arg0}
\]

\[
\text{[ El niño come HEAD una manzana roja COMP ]} \rightarrow \text{arg1}
\]

\[
\text{[ una manzana HEAD roja MOD ]} \rightarrow \text{none}
\]

After this step is finished, the tree will look like the one in figure 4.

### 3.2 Implementation

Both steps of the process are implemented using neural networks. The first step is a neural network whose input is a sequence of words and whose output is the probability of splitting the sentence at each point in the sequence, and the probabilities of rules for each split point. The method proceeds greedily selecting only the split point with maximum probability and the corresponding rule.

![Architecture of the neural network for the sequence split and rule calculation step.](image)

Figure 6: Architecture of the neural network for the sequence split and rule calculation step.

The network (shown in figure 6) is built using stacked bidirectional LSTM layers: the first layer contains a word embeddings model (300 dimensions, trained using word2vec for a 6 billion words Spanish corpus); then three layers of stacked bidirectional LSTMs of size 300; then a fully connected layer of size 150; and finally a softmax layer that outputs, for each word in the sequence, the grammar rule to apply or none if the word should not be used for splitting in the current step. The probability of the none label is used as the probability of splitting at each point in the sequence.

The second step is implemented using a neural network that takes a word (the head), a sequence of words representing the argument to classify, another sequence that represents the outer constituent that contains both the head and the argument, and
the syntactic rule used to associate the head to the argument. It returns the probability for each argument category (or none). The network (as shown in figure 7) has an embeddings layer for the words; then three layers of stacked bidirectional LSTMs of size 150 (in this case they output only one representation for each sequence, instead of one for each word); then a fully connected layer of size 150; and finally a softmax layer that gives the probability distribution for the labels.

We trained several instances of both networks varying the number and sizes of the different layers using keras (Chollet, 2015) over tensorflow (Abadi et al., 2015), optimizing against the development partition. The number of units for the LSTM and dense layers varied between 150 and 600, and we tried using one, two or three LSTM layers and different values of dropout. Only the results for the best models are reported.

3.3 Baseline CKY parser

In order to compare our parser to more standard HPSG parsing approaches, we implemented another statistical parsing strategy for this grammar, with a bottom-up approach similar to (Matsuzaki et al., 2007): using the CKY algorithm with a probabilistic model to find the best tree. The simplest implementation of the CKY algorithm for HPSG would imply applying all rules to the pairs of expressions found at each step. However, the feature unification method proved to be too slow for doing this in reasonable time, so we relied on a simplification to speed up the process: We designed a set of supertags based on the grammar categories that contain the necessary information to infer the possible rules to apply given a pair of supertags.

Considering sample sentence 1, the main verb of the sentence ("come" / "eats") has a noun phrase specifier to its left ("El niño" / "The boy"), which also acts as ARG0, and a noun phrase complement to its right ("una manzana roja" / "a red apple"), which also acts as ARG1. This will be the information conveyed by the supertag for come, which is v-sna0-x-cna1. The leftmost character is the part-of-speech of the word and the rest is a description of the use of the word in context, where x represents the position of the word. This tag means: a verb that expects a noun phrase acting as specifier on its left (sn) coindexed with ARG0, plus a noun phrase acting as a complement on its right (cn) coindexed with ARG1. The corresponding supertags for the whole sentence are the following:

```
El/d-x niño/n-sd-x come/v-sna0-x-cna1
una/d-x manzana/n-sd-x roja/a-mn-x
```

The possible rules to apply to a pair of words depend on the supertags associated to those words. Once they are combined following a certain rule, the resulting phrase will have a new tag that could be used to continue the parsing process. The tag structure is simple enough so that the possible rules to apply can be predicted in terms of regular expressions over the supertags (much faster than the unification method) but also expressive enough so that the invalid combinations are filtered out.

3.3.1 Probabilistic Model

We created a probabilistic model in a way similar to a PCFG. One way of doing this would be considering each possible supertag as a non terminal, the problem with this approach is that the number of supertags is very large: 4146 different supertags in the training corpus. Consequently, the number of times the combination of a particular pair of supertags appears in the corpus is very low (sparsity problem). To mitigate this, we created simpler models for abstracting the non terminals by reducing the information in the supertags and calculated the rule probabilities based on those abstractions. For example, a supertag v-sna0-x-cna1-csa2 could have the abstract tag vcs, that indicates only the POS (verb) and the features it expects (complements and specifier) but not the finer grained information. Our model uses an average of probabilities calculated over these abstract tags, and assigns a very small probability to unseen tag combinations in order to avoid giving rare examples zero probability. Notice that the abstract tags have no effect in the process of determining the possible rules to apply (the full supertag is used for that), but only for estimating the probability of application of a rule.
3.3.2 Supertagger

The CKY algorithm relies on knowing the exact categories of the words to find the valid rules to apply, but when parsing a sentence from scratch that information would not be available. As the number of possible categories per word is large, we trained a supertagger for calculating the most suitable supertags given a sentence. Its inputs are the sentence words and POS-tags and it returns a sequence of supertags. The architecture for this supertagger is similar to the top-down parser: the first layer contains a word embeddings model (300 dimensions) and a POS embeddings model (5 dimensions); then three layers of stacked bidirectional LSTMs of size 450; then a fully connected layer of size 450; and finally a softmax layer that selects one out of 4146 possible supertags. The network achieves 89.1% accuracy over the development corpus and 88.7% for the test corpus considering the top selected tag.

As the performance is not perfect, the sequence of supertags selected might be invalid for forming a tree according to the grammar rules. To mitigate this problem, if a tree is not found we enable two fallback rules with low probability (head none and none_head) that combine two arbitrary nodes and take either the left one or the right one as heads. These rules guarantee that a tree will be found, but they make the process much slower as many more subtrees are tried during parsing.

4 Experimental results

In this section we present the experimental results for our LSTM top-down neural network architecture and the baselines in terms of syntactic parsing and semantic role labeling. We also present an analysis of execution time for the different approaches. We compare our method to the CKY baseline defined before and six well established baselines for Spanish parsing. Three of the baselines are the parsers contained in the FreeLing library (Padró and Stanilovsky, 2012), which include both dependency parsing and SRL: Txala (Batalla et al., 2005), Treeler¹ and a LSTM implementation. The other baselines are the pre-trained Spanish models Spanish of spaCy² (models es_core_news_sm and es_core_news_md) and UDPipe (Straka and Straková, 2017) (model Spanish-AnCora), which only include dependency parsing but no SRL. We show the performance of the (unrealistic) CKY parser using gold supertags as an upper bound for the CKY performance, but also the more realistic CKY using the tags predicted by the supertagger.

4.1 Syntactic parsing

The performance metrics used for the syntactic parsing results are the following:

Constituency F1: The F1 score for the predicted constituents against the expected constituents in a tree. This metric is very strict and penalizes strongly any deviations in the order of application of rules, as swapping the order of only two rules could change many different constituents inside a tree. There are Labeled (L-Cons) or Unlabeled (U-Cons) versions of this metric with or without considering the correct grammar rule.

Dependency Accuracy: As all the rules are binary and they all define a head, it is possible to infer a dependency structure where each word is associated to a corresponding head. This structure contains the same information as the constituent trees except the information about the order of the rules application. This metric calculates the accuracy of assigning each word to its appropriate head, and it is more relaxed compared to constituency F1. Labeled (L-Dep) and Unlabeled (U-Dep) versions of this metric (with or without the grammar rule) are defined.

| Model                  | U-Cons | L-Cons | U-Dep | L-Dep |
|------------------------|--------|--------|-------|-------|
| LSTM Top-down          | 87.57  | 82.06  | 91.32 | 88.96 |
| CKY Gold tags          | 77.16  | 72.72  | 92.07 | 92.05 |
| CKY Supertagger        | 66.08  | 59.33  | 83.34 | 81.03 |
| FreeLing LSTM          | -      | -      | 83.15 | -     |
| FreeLing Treeler       | -      | -      | 83.61 | -     |
| FreeLing Txala         | -      | -      | 69.75 | -     |
| spaCy es_sm            | -      | -      | 83.01 | -     |
| spaCy es_md            | -      | -      | 83.69 | -     |
| UDPipe                 | -      | -      | 82.09 | -     |

Table 1: Results of the syntactic parsing experiments over the test set.

Table 1 shows the performance results for the different experiments. The “CKY Gold tags” model is the unrealistic model that we consider as upper bound for the CKY process, the more realistic version is the “CKY Supertagger”. As seen in the table, the best performing model in constituency and dependency metrics is the LSTM top-down approach. The CKY model does not perform well in terms of constituency even when using the gold supertags, probably because it mixes the order of application of rules: it gets only up to 77%, but
for the dependency metrics (which ignore the rule application order) it gets around 92%. The CKY using the supertagger, as expected, performs worse than that. On the other hand, the performance of the top-down approach is very robust, outperforming even the CKY with gold supertags for the constituency metrics, and achieving comparable results for the dependency metrics.

The top-down parser also outperforms the external baselines for this corpus. Notice, however, that a direct comparison is difficult given that we are using a different grammar formalism. The only metric that could be considered comparable across the different parsers in this context would be the U-Dep, analogous to the UAS metric in dependency parsing, but they might have differences in how they determine which words are heads. For example, spaCy and UDPipe are trained on corpora annotated using the Universal Dependencies framework (Nivre et al., 2016), which prefers using content words over function words as heads (Alonso and Zeman, 2016). In order to compare to these parsers, we post-processed the results and transformed the heads of prepositional phrases, copulas and other structures in order to adapt it to our format. Section 4.4 shows other approaches to the evaluation of some particular phenomena of the language and how well the different parsers deal with them. In these cases it was also necessary to post-process the results to adapt the different ways the parsers represent these phenomena in order to compare them.

4.2 Semantic role labeling

The performance metric used in this case is the F1 measure for SRL taken as bi-lexical dependencies. We report two versions of the metric: the unlabeled version (U-SRL) measures if the argument was correctly matched as a semantic argument of its head regardless of the selected label, while the labeled version (L-SRL) also considers if the appropriate semantic role label was selected.

Table 2 shows the results for the semantic role labeling experiments. In this case, the (unrealistic) CKY using gold tags is the best performing method, and can be seen as an upper bound for performance. Our top-down approach gets almost as good results for the unlabeled metric, but performs a little worse for selecting the correct labels. The top-down approach also outperforms all the other baselines.

4.3 Execution time

Table 3 shows the average time for parsing a sentence in the test set (1,692 sentences) for the different models. The experiments were run on an Intel i7, 2.7GHz, 16GB RAM, without GPU acceleration. The metrics in the table are an average over all sentence lengths, but figure 8 shows a breakdown of execution times for different sentence length ranges (up to 80) for our approaches.

Table 2: Results of the semantic role labeling experiments over the test set.

| Model                | U-SRL | L-SRL |
|----------------------|-------|-------|
| LSTM Top-down        | 87.68 | 80.66 |
| CKY Gold tags        | 88.51 | 87.51 |
| CKY Supertagger      | 81.48 | 75.78 |
| FreeLing LSTM        | 68.30 | 60.74 |
| FreeLing Treeler     | 69.10 | 61.53 |
| FreeLing Tala        | 52.17 | 45.73 |

Table 3: Average time in milliseconds for parsing a sentence in the test set.

| Model          | Time (ms) |
|----------------|-----------|
| LSTM Top-down  | 86.1      |
| CKY Gold tags  | 288.7     |
| CKY Supertagger| 1,237.3   |
| FreeLing LSTM  | 60.3      |
| FreeLing Treeler| 948.5    |
| FreeLing Tala  | 41.8      |
| spaCy es sm (no SRL) | 9.3    |
| spaCy es md (no SRL) | 19.8   |
| UDPipe (no SRL) | 21.8     |

Figure 8: Breakdown of execution time in seconds for different input sizes.

Table 3 shows the average time for parsing a sentence in the test set (1,692 sentences) for the different models. The experiments were run on an Intel i7, 2.7GHz, 16GB RAM, without GPU acceleration. The metrics in the table are an average over all sentence lengths, but figure 8 shows a breakdown of execution times for different sentence length ranges (up to 80) for our approaches.

4.2 Semantic role labeling

The performance metric used in this case is the F1 measure for SRL taken as bi-lexical dependencies. We report two versions of the metric: the unlabeled version (U-SRL) measures if the argument was correctly matched as a semantic argument of its head regardless of the selected label, while the labeled version (L-SRL) also considers if the appropriate semantic role label was selected.

In this case, the parsers based on neural networks seem to have an advantage over the others in terms of speed. The fastest parsers are the spaCy and UDPipe models, but we must take in consideration...
that they only perform dependency parsing and not SRL. Our LSTM top-down approach, and FreeLing LSTM and Txala (rule-based) parsers are in intermediate positions, while the CKY approaches and the FreeLing Treeler parser are way behind. If we break down the execution time of our top-down process, we get that there is a balance in the time spent at each step: 54.1 ms for syntactic parsing and 31.9 ms for argument identification. This could be sped up using a unified architecture.

As seen in figure 8, the top-down approach execution time seems to grow close to linearly while for CKY it grows faster, particularly for the CKY with supertagger. This is because, especially for longer sentences, the probability of obtaining a sequence of tags that does not form a correct tree is much higher as the sentence grows, so the fallback rules have to be enabled more frequently, rendering the process much slower.

### 4.4 Analysis

Besides the global metrics shown so far, we wanted to test the performance of the parsers for some of the Spanish language characteristics that inspired the grammar rules and behavior in the first place (see Section 2.2). We tested the parsers on how well they detect the following phenomena:

- **Postponed subjects:** Identifying a subject that occurs on the right of the verb, as opposed to the more usual left position.
- **Clitics identification and classification:** Detecting the clitic pronouns that accompany a verb and classifying them according to SRL.
- **Clitics reduplication:** In Spanish, clitic pronouns can be used in lieu of an explicit object, but it is also possible to include both the object and the corresponding clitic at the same time. This is called clitic reduplication or clitic doubling.
- **Relatives identification and classification:** Detecting the relative pronouns and expressions that are attached to some verbs creating relative sentences, and classifying them according to SRL.
- **Relatives referent identification:** Besides identifying the relative pronoun and its verb, the parser must also properly identify the nominal referent for the relative pronoun.
- **Coordinations identification:** Finding chains of (two or more) coordinated elements.

Table 4 shows the results for these experiments over the test set for the different parsers. In the results, we can see that the LSTM Top-down parser performs better for most experiments, except for the postponed subject identification where CKY with supertagger performs better. At least for these

|                  | LSTM Top-down | CKY Gold | CKY Supert. | FreelingTxala | FreelingLSTM | FreelingTreeler | spaCy es_sm | spaCy es_md | UDPipe |
|------------------|---------------|----------|-------------|---------------|--------------|----------------|-------------|-------------|--------|
| **Postponed**    |               |          |             |               |              |                |             |             |        |
| Subjects         | P             | 82.72    | 99.25       | 84.25         | 60.00        | 69.74          | 74.07       | 60.11       | 51.37  |
|                  | R             | 64.02    | 98.89       | 76.01         | 19.92        | 65.49          | 62.73       | 56.45       | 59.59  |
|                  | F             | 71.99    | 99.07       | 79.92         | 29.91        | 67.55          | 67.93       | 58.23       | 59.75  |
| **Clitics**      |               |          |             |               |              |                |             |             |        |
| Identification   | P             | 98.76    | 100.        | 98.71         | 96.44        | 78.25          | 80.67       | 84.99       | 83.47  |
|                  | R             | 99.03    | 100.        | 95.46         | 85.83        | 88.58          | 88.44       | 97.38       | 97.93  |
|                  | F             | 98.90    | 100.        | 97.06         | 90.82        | 83.09          | 84.38       | 90.76       | 90.12  |
| **Reduplication**| P             | 32.69    | 100.        | 75.00         | 8.33         | 22.05          | 30.23       | -           | -      |
|                  | R             | 35.41    | 81.25       | 18.75         | 2.08         | 31.25          | 27.08       | -           | -      |
|                  | F             | 34.00    | 89.65       | 30.00         | 3.33         | 25.86          | 28.57       | -           | -      |
| **Relatives**    |               |          |             |               |              |                |             |             |        |
| Identification   | P             | 90.60    | 100.        | 92.27         | 72.84        | 76.59          | 78.23       | 69.16       | 70.85  |
|                  | R             | 89.00    | 99.72       | 81.00         | 54.95        | 58.61          | 59.02       | 55.08       | 55.35  |
|                  | F             | 89.80    | 99.86       | 86.27         | 62.64        | 66.41          | 67.28       | 61.32       | 62.05  |
| **Coordinations**| P             | 73.61    | 77.68       | 67.69         | 37.23        | 60.46          | 63.30       | 54.17       | 55.33  |
|                  | R             | 72.32    | 77.47       | 59.43         | 28.08        | 46.26          | 47.76       | 43.14       | 43.55  |
|                  | F             | 72.96    | 77.58       | 63.29         | 32.01        | 52.42          | 54.44       | 48.03       | 48.82  |
| Identification   | P             | 65.49    | 74.02       | 34.92         | 24.48        | 36.53          | 36.09       | 41.39       | 42.47  |
|                  | R             | 65.52    | 77.23       | 48.25         | 22.20        | 53.49          | 53.00       | 43.85       | 44.34  |
|                  | F             | 65.36    | 75.59       | 51.37         | 23.28        | 54.96          | 54.50       | 42.59       | 43.38  |

Table 4: Results of the experiments for some language phenomena in Spanish. We show precision, recall and F1 score for identification tasks, and accuracy and macro metrics for classification tasks.
phenomena, the results seem to indicate that both parsers outperform the other baselines. However, we must take in consideration that, as mentioned in section 4.1, the output of the different parsers had to be post-processed in order to recognize the different phenomena, so there could be some noise in the evaluation introduced by this transformation.

5 Related work

Most of the work over the last years on deep parsing using neural network architectures has been done for the CCG formalism and for English language. For example (Xu et al., 2015) uses a recurrent neural network for improving the supertagging and parsing accuracy for CCG, while (Ambati et al., 2016) describes a neural networks architecture that performs CCG parsing. For HPSG, the work by (Zhou and Zhao, 2019) is very relevant as they try to derive a HPSG grammar from the Penn Treebanks in English and Chinese and use an self-attention based mechanism followed by a CKY decoder to parse them, obtaining very good results. In our work, however, we focus in HPSG for the Spanish language and define a different architecture for parsing: a top-down approach with LSTMs.

Our approach to HPSG development is similar to another relevant statistical parser for HPSG in English, the Enju parser (Matsuzaki et al., 2007; Zhang et al., 2010), which was created by transforming the English Penn Treebank through a set of rules into HPSG format and used this transformed corpus to train a statistical model. Another relevant precedent for HPSG is the LKB (Copestake, 2002) platform together with the PET (Callmeier, 2000) parser, used to define HPSG grammars in English and other languages (in particular the Spanish Resource Grammar (Marimon, 2010)), although they do not use neural networks for the parsing process. We differ from the Spanish Resource Grammar in that we derive the feature structures from a large corpus instead of building them manually, with the aim of building a purely statistical parser that could, for example, handle slightly ungrammatical sentences or out of vocabulary concepts better.

The CKY with supertagging method we compare to in this work follows a similar approach to the parsing methods used for deep syntactic grammars such as CCG (Curran et al., 2006; Lewis and Steedman, 2014), HPSG (Matsuzaki et al., 2007; Dridan, 2009; Zhang et al., 2010) and TAG (Kasai et al., 2017; Friedman et al., 2017).

Much more work on applying neural network architectures to parsing has been done for the two more classical syntactic paradigms: constituency and dependency parsing. For constituency parsing, (Socher et al., 2013) defines a class of recurrent neural networks that combine pairs of words and builds a tree bottom-up, with the aim of improving sentiment analysis in English sentences. On the other hand, (Vinyals et al., 2015) frames the parsing process as a translation between a sentence in natural language and the bracketed representation of its parse tree. Other authors train neural models to predict the actions to be performed in a transition based shift-reduce constituency parser (Dyer et al., 2016), combining it with a sequence-to-sequence modeling (Liu and Zhang, 2017), or encoding the parsing stack using a recurrent network (Watanabe and Sumita, 2015). In (Cross and Huang, 2016) a transition based constituency parser gets good results for English and French using LSTMs for representing word spans instead of partially derived trees.

Another approach that focuses on determining the word spans in the tree is used in (Stern et al., 2017), which describes a top-down parser that greedily splits a sentence in constituents and assigns labels to them, processing the text spans with LSTMs in order to generate an intermediate representation. This approach is the most similar we found to the one we use, the main differences are that they work for French, they use a standard constituency grammar while ours is a strictly binarized HPSG grammar, and we add a further step for predicting the argument structure of predicates for the generated trees. Related approaches for English include: (Gaddy et al., 2018), that calculates the score and label for each sentence span then uses CKY to find the optimal tree; (Shen et al., 2018), that predicts the syntactic distances for words and builds the tree top-down using these distances.

Compared to English, there are few works that focus on Spanish parsing. For constituency parsing, (Cowan and Collins, 2005) tries two approaches to improve standard PCFG parsers: including morphological information in the probabilistic model, and a reranking method with max-margin criterion trained over a set of global features from the parse trees. Their evaluation against the Cast3LB corpus, a subset of AnCora, achieves a constituent F1 of 83.6 and 85.1 respectively. (Le Roux et al.,
experiments with Spanish parsing using a PCFG with latent annotations with a simplified tagset, achieving 85.47 F1 over the Cast3LB corpus.

There is considerably more work done for dependency parsing and SRL in Spanish, beginning in the CoNLL-X (Buchholz and Marsi, 2006) and CoNLL-2009 (Hajič et al., 2009) shared tasks. The best LAS achieved for Spanish were 82.3 (max span tree approach) and 81.3 (transition based approach). Later on, (Lloberes et al., 2010) describes a dependency grammar and a rule-based dependency parser for Spanish (one of the Freeling parsers (Padró and Stanilovsky, 2012)) transforming the result of a shallow parser, achieving 81.13 UAS and 73.88 LAS. In (Ballesteros et al., 2010) they describe a set of experiments using MaltParser (Nivre et al., 2007) to determine how much corpus size, sentence length or other factors contribute to the dependency Spanish parsing performance. The latest efforts in dependency parsing have generally focused on using the Universal Dependencies (Nivre et al., 2016) framework. For example in CoNLL 2017 (Zeman et al., 2017) and CoNLL 2018 (Zeman et al., 2018) shared tasks on multilingual parsing from raw text to Universal Dependencies the best parsers achieve LAS of 87.29 (Dozat et al., 2017) and 90.93 (Che et al., 2018) respectively for Spanish.

6 Conclusions

We presented a statistical deep parser for Spanish that outputs trees in the HPSG formalism. The parser uses a top-down approach for building the tree followed by a second step for calculating the arguments, both steps are implemented using LSTM neural networks. The parser gets good results for performance compared to a CKY baseline and to other parsing baselines in Spanish, achieving 87.57% unlabeled and 82.06% labeled constituency F1, and 91.32% unlabeled and 88.96% labeled dependency accuracy. It also achieves good performance for SRL, getting 87.68% unlabeled and 80.66% labeled F1, and beats the baselines for some particular Spanish phenomena we analyzed.

Although the results improve over the baseline methods, there is still room for improvement, especially in terms of execution time. We plan to build a unified architecture that could perform both the syntactic and the arguments step at the same time, which could help lower the execution times and it might also help the network generalize better in order to improve the prediction of labels in SRL. It would be also very interesting to try this approach to other languages such as English, and also languages that share some of the characteristics we analyzed such as Italian or French.
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