Abstract. We show that the Bernstein-Sato polynomial (that is, the $b$-function) of a hyperplane arrangement with a reduced equation is calculable by combining a generalization of Malgrange’s formula with the theory of Aomoto complexes due to Esnault, Schechtman, Terao, Varchenko, and Viehweg in certain cases. We prove in general that the roots are greater than $-2$ and the multiplicity of the root $-1$ is equal to the (effective) dimension of the ambient space. We also give an estimate of the multiplicities of the roots in terms of the multiplicities of the arrangement at the dense edges, and provide a method to calculate the Bernstein-Sato polynomial at least in the case of 3 variables with degree at most 7 and generic multiplicities at most 3. Using our argument, we can terminate the proof of a conjecture of Denef and Loeser on the relation between the topological zeta function and the Bernstein-Sato polynomial of a reduced hyperplane arrangement in the 3 variable case.

Introduction

Let $D$ be a hypersurface of a smooth affine algebraic variety $X$ with a defining equation $f$. The Bernstein-Sato polynomial (that is, the $b$-function) $b_f(s)$ is the monic polynomial of the lowest degree satisfying

$$ b_f(s)f^s = Pf^{s+1} \quad \text{for} \quad P \in D_X[s], $$

where $D_X$ is the ring of differential operators, see [Be], [SatSh], etc. Let $R_f$ be the set of roots of $b_f(-s)$, and $m_\alpha$ be the multiplicity of $\alpha \in R_f$. Set $\alpha_f := \min R_f$. This coincides with the minimal jumping coefficient, see [ELSV], [Ko] (and also [Sa4] for the real case, where the analytic continuation as in [Be] is used in an essential way). Let $n = \dim X$. Then $R_f \subset \mathbb{Q}_{>0}$ (see [Ka1]), and $m_\alpha \leq n$ since $b_f(s)$ is closely related to the monodromy on the nearby cycle sheaf $\psi_f \mathbb{C}_X$, see [Ka2], [Ma2]. Define $\tilde{R}_f, \tilde{m}_\alpha, \tilde{\alpha}_f$ by replacing $b_f(s)$ with the reduced (or microlocal) Bernstein-Sato polynomial $\tilde{b}_f(s) := b_f(s)/(s+1)$. Then we have more precisely (see [Sa2]):

$$ \tilde{R}_f \subset [\tilde{\alpha}_f, n - \tilde{\alpha}_f], \quad \tilde{m}_\alpha \leq n - \tilde{\alpha}_f - \alpha + 1. \quad (0.1) $$

It is well-known that the first inclusion is optimal in the weighted homogeneous isolated singularity case where $\max \tilde{R}_f = n - \tilde{\alpha}_f$ and $\tilde{m}_\alpha \leq 1$ (see, for instance, [Sat, Chapters 1 and 4] (in Japanese) or [Mal]). In fact, in the case $D$ has an isolated singularity more generally, it was shown by Malgrange (loc. cit.) that $b_f(s)$ coincides with the minimal polynomial of $-\partial_t$ on $\tilde{H}_{f,0}''/tH_{f,0}''$ where $\tilde{H}_{f,0}''$ is the saturation of the Brieskorn lattice $H_{f,0}''$ of $f$ at 0 (see [Br1]). In the non-isolated singularity case, however, it is quite difficult to calculate explicitly the Bernstein-Sato polynomial without using computer programs.

Assume now $D$ is a central hyperplane arrangement in $X = \mathbb{C}^n$, that is, the affine cone of a projective hyperplane arrangement $Z$ in $Y = \mathbb{P}^{n-1}$. We may assume that $D$ is not the pull-back of an arrangement in a vector space of strictly lower dimension. (In this case, $n$ is called the effective dimension.) Set $d := \deg f$. Then
Theorem 1. \( \max R_f < 2 - \frac{1}{d}, \quad m_1 = n. \)

This is quite different from (0.1) in the case of weighted homogeneous isolated singularities explained above. Theorem 1 implies that 1 is the only integral root of \( b_f(-s) \) for hyperplane arrangements as is shown in \( \text{[Wa1]} \). For the proof of Theorem 1, we use a generalization of the above formula of Malgrange \( \text{[Ma1]} \) (see (1.4) below) together with the theory of Aomoto complexes due to Esnault, Schechtman, Terao, Varchenko, Viehweg (\[ESV\], \[STV\]) for the calculation of certain twisted de Rham cohomology groups, see (2.2) below. Note that the latter enables us to reduce a problem of linear algebra for infinite dimensional vector spaces to the one for finite dimensional vector spaces, see Remark (1.3) below.

As for \( \alpha_f = \min R_f \), we have the following by a theorem of Mustață on the jumping coefficients \( \text{[Mu]} \) combined with \( \text{[Ko]}, \text{[ELSV]} \):

\[
\alpha_f = \min \left( \frac{n}{d}, \alpha'_f \right),
\]

where \( \alpha'_f = \min \bigcup_{x \neq 0} R_{f,x} \) with \( R_{f,x} \) the set of roots of the local Bernstein-Sato polynomial \( b_{f,x}(s) \) of \( f \) at \( x \) up to a sign, see (1.8) below.

In order to describe the non-integral roots of the Bernstein-Sato polynomial, we need some terminology from \[STV\]. We say that an edge \( L \) of \( D \) (that is, an intersection of irreducible components of \( D \)) is dense if the irreducible components \( D_i \) containing \( L \) are identified with an indecomposable arrangement. (See (3.4) below for decomposable arrangements.) Let \( \mathcal{DE}(D) \) be the set of dense edges of \( D \). Let \( m_L \) be the number of \( D_i \) containing \( L \). For \( \lambda \in \mathbb{C} \), let \( \mathcal{DE}(D, \lambda) \) be the subset of \( \mathcal{DE}(D) \) consisting of \( L \) such that \( \lambda^{m_L} = 1 \). We say that \( L, L' \in \mathcal{DE}(D, \lambda) \) are strongly adjacent if \( L \subset L' \) or \( L \supset L' \) or \( L \cap L' \) is non-dense. Let \( m(\lambda) \) be the maximal number of the elements of subsets \( S \) of \( \mathcal{DE}(D, \lambda) \) such that any two elements of \( S \) are strongly adjacent. Using an embedded resolution of singularities in \[STV\] together with \[Ka2], \[Ma2\], we get

Theorem 2. We have \( m_\alpha \leq m(\lambda) \) with \( \lambda = \exp(-2\pi i \alpha) \). In particular, we have the inclusion

\[
R_f \subset \bigcup_{L \in \mathcal{DE}(D)} \frac{\mathbb{Z}}{m_L},
\]

and \( m_\alpha = 1 \) for any \( \alpha \in R_f \setminus \mathbb{Z} \) if \( \gcd(m_L, m_{L'}) = 1 \) for any dense edges \( L, L' \) of \( D \) such that \( L \subset L' \) or \( L \cap L' \) is non-dense.

If \( f \) is generic (that is, if \( Z \) is a divisor with normal crossings) and \( d > n \geq 2 \), then U. Walther \[Wa1\] proved (except for the multiplicity of \(-1\)):

\[
b_f(s) = (s + 1)^n \prod_{k=n}^{d-1} \left( s + \frac{k}{d} \right) \prod_{k=d+1}^{2d-2} \left( s + \frac{k}{d} \right).
\]

Note that Theorems 1–2 and (0.2) imply that \( b_f(s) \) divides the right-hand side since the dense edges in this case consist of the irreducible components \( D_i \) and the origin 0 where \( m_{D_i} = 1 \) and \( m_0 = d \). We can prove the equality using a calculation of the spectrum as in \[Sa3\]. We also calculate some examples in the non-generic case, see Theorems (4.9) and (4.11–12), and Examples (4.13) below. Note that there is no combinatorial formula for the Bernstein-Sato polynomials of non-generic hyperplane arrangements (see \[Wa2\]).

Finally our arguments can be used to study the following conjecture of J. Denef and F. Loeser on the relation between the Bernstein-Sato polynomial \( b_f(s) \) and the topological zeta function \( Z_{f,0}^{\text{top}}(s) \) (see \[DeLo\]):
Conjecture 1. The product of the Bernstein-Sato polynomial and the topological zeta function $b_f(s) Z_{f,0}^{\text{top}}(s)$ has no poles.

In fact, we have the following.

Theorem 3. Conjecture 1 is true for reduced hyperplane arrangements with $n = 3$.

Note that Theorem 3 was proved in [BSY] with $b_f(s) Z_{f,0}^{\text{top}}(s)$ replaced by $b_f(s)^k Z_{f,0}^{\text{top}}(s)$ for $k \gg 0$. (This means that any pole of $Z_{f,0}^{\text{top}}(s)$ is a root of $b_f(s)$ with multiplicity forgotten.) Moreover the proof of Theorem 3 was reduced by [BSY, Proposition 2.4] to the following (see Remark (5.4)(i) below):

Proposition 1. Assume that $d = 3m$ with $m \in \mathbb{N}$, and there is a point of $Z \subset \mathbb{P}^2$ with multiplicity $2m$. Then $-\frac{1}{m}$ is a root of $b_f(s)$ with multiplicity 2.

We can prove this by using Theorem (3.8) below together with the theory of Aomoto complexes (see (5.1) below).

We thank N. Budur, A. Dimca, and M. Mustață for useful discussions and comments about the subject of this paper. We are grateful to Professor M. Noro who has calculated some examples as in Examples (4.13) using his computer program Risa/Asir, and verified the coincidence with the calculation in this paper. We also thank A. Dimca and G. Sticlaru for their calculation of Hilbert series in many examples by using a Singular computer program, which also verifies the correctness of our arguments. This work was supported by JSPS Kakenhi 17540023 and 24540039.

In Section 1 we review some basic facts from the theory of multiplier ideals, Bernstein-Sato polynomial and spectrum, see [Sa3]. In Section 2 we review and partially generalize the theory of Aomoto complexes due to Esnault, Schechtman, Terao, Varchenko, Viehweg. This can be combined effectively with the construction in (1.5). In Section 3 we prove the main theorems, and calculate the nearby and vanishing cycle sheaves in certain cases. In Section 4 we show how to calculate the Bernstein-Sato polynomial in certain cases including the generic one. In Section 5 we terminate the proof of Theorem 3 by showing Proposition 1.

1. Preliminaries

In this section we review some basic facts from the theory of multiplier ideals, Bernstein-Sato polynomial and spectrum, see [Sa3].

1.1. Bernstein-Sato polynomials. Let $X$ be a complex manifold, and $D$ be a hypersurface defined by a holomorphic function $f$. We have a canonical injection of $\mathcal{D}_X[s]$-modules

$$M := \mathcal{D}_X[s]f^* \subset \mathcal{B}_f := \mathcal{O}_X \otimes_\mathbb{C} \mathbb{C}[\partial_t],$$

such that $f^*$ is sent to $1 \otimes 1$, where $s = -\partial_t$, see [Ka1], [Ma1]. Note that $\mathcal{B}_f$ is the direct image of $\mathcal{O}_X$ by the graph embedding $i_f : X \to X \times \mathbb{C}$ as a $\mathcal{D}$-module, and the action of $\mathcal{D}_{X \times \mathbb{C}}$ on $\mathcal{B}_f$ is defined by identifying $1 \otimes 1$ with the delta function $\delta(t - f)$.

The Bernstein-Sato polynomial (that is, the $b$-function) $b_f(s)$ is the minimal polynomial of the action of $s$ on $M/tM$. Since $M/tM$ is holonomic, the Bernstein-Sato polynomial exists if $X$ is (relatively) compact or if $X, f$ are algebraic. This implies also that the Bernstein-Sato polynomial of an algebraic function coincides with the Bernstein-Sato polynomial of the associated analytic function. Restricting to the stalk at $x \in D$, we can also define the local Bernstein-Sato polynomial $b_{f,x}(s)$. Note that the global Bernstein-Sato polynomial is the least common multiple of the local Bernstein-Sato polynomials if $X$ is affine or Stein. In
the multiplication by $f\partial\tilde{\omega}(0)$. We have the decompositions

$$(1.1.3) \quad m_{\alpha+i} = \min\{k \in \mathbb{N} | N^k Gr_{i}^{\mathbb{Z}}Gr_{0}^{\mathbb{Z}}B_f = 0\} \quad (\alpha \in (0,1], i \in \mathbb{N}),$$

where $N = -(\partial_t - \alpha)$. In particular, $m_{\alpha} \leq n$ for any $\alpha$.

### 1.2. Hodge and pole order filtrations.

Let $X, D, f$ be as in (1.1), and $F_{f,x}$ be the Milnor fiber of $f$ at $x \in D$, that is,

$$F_{f,x} = \{ z \in X \mid |z - x| < \varepsilon, f(z) = \delta \} \quad \text{for } 0 < \delta \ll \varepsilon \ll 1,$$

where $|z - x|$ is defined by choosing a local coordinate system of $X$. Then it is well-known that the Milnor cohomology $H^j(F_{f,x}, \mathbb{C})$ has a canonical mixed Hodge structure. This can be defined, for instance, by using [Ka1] since we have a canonical isomorphism

$$R^j i_{*x}^* \psi_f \mathbb{C}_X = H^j(F_{f,x}, \mathbb{C}),$$

where $i_x : \{ x \} \to X$ is the natural inclusion. Let $T_s$ be the semisimple part of the monodromy $T$. We have the decompositions

$$\psi_f \mathbb{C}_X = \bigoplus_{\lambda} \psi_{f,\lambda} \mathbb{C}_X, \quad H^j(F_{f,x}, \mathbb{C}) = \bigoplus_{\lambda} H^j(F_{f,x}, \mathbb{C})_{\lambda},$$

such that the action of $T_s$ on $\psi_{f,\lambda} \mathbb{C}_X, H^j(F_{f,x}, \mathbb{C})_{\lambda}$ is the multiplication by $\lambda \in \mathbb{C}^*$.

Let $G_f$ be the Gauss-Manin system of the highest degree associated with $f$ at $x \in D$. Let $G_f^{(0)} \subset G_f$ be the Brieskorn lattice [Br], that is,

$$G_f^{(0)} = H''_{f,x}/(t\text{-torsion}) \quad \text{with } H''_{f,x} := \Omega^{n}_{X,x}/dA_{X,x}^{n-1},$$

where $A_{X,x}^{j} := \text{Ker}(df \wedge : \Omega^{j}_{X,x} \to \Omega^{j+1}_{X,x})$. Note that $G_f$ is the localization of $G_f^{(0)}$ by the action of $\partial_t^{-1}$. Here $\partial_t^{-1}[\omega]$ is defined by $[df \wedge \eta]$ with $d\eta = \omega$, and the action of $t$ is defined by the multiplication by $f$. It is known that the $t$-torsion of $H''_f$ coincides with the $\partial_t^{-1}$-torsion, see, for instance, [BaSa]. Let $\tilde{G}_f^{(0)}$ be the saturation of $G_f^{(0)}$, that is,

$$\tilde{G}_f^{(0)} = \sum_{i \geq 0} (\partial_t)^i G_f^{(0)} = \sum_{i \geq 0} (t \partial_t)^i G_f^{(0)}.$$

Set

$$\tilde{G}_f^{(-i)} = \partial_t^i \tilde{G}_f^{(0)}, \quad G_f^{(-i)} = \partial_t^i G_f^{(0)}.$$
Let $V$ be the filtration of Kashiwara and Malgrange. We have canonical isomorphisms
\begin{equation}
H^{n-1}(F_{f,x}, \mathbb{C})_\lambda = \text{Gr}^\alpha_f \mathcal{G}_f \quad \text{for} \quad \lambda = \exp(-2\pi i\alpha) \quad \text{with} \quad \alpha \in (0,1],
\end{equation}
such that the monodromy $T$ corresponds to $\exp(-2\pi i\partial t)$. Using the (1.2.1), we define decreasing filtrations $P$ and $\tilde{P}$ on the Milnor cohomology so that
\begin{equation}
P^{n-1-i}H^{n-1}(F_{f,x}, \mathbb{C})_\lambda = \text{Gr}^\alpha_f \mathcal{G}^{(-i)}_f (\subset \text{Gr}^0_f \mathcal{G}_f),
\end{equation}
\begin{equation}
\tilde{P}^{n-1-i}H^{n-1}(F_{f,x}, \mathbb{C})_\lambda = \text{Gr}^\alpha_f \tilde{\mathcal{G}}^{(-i)}_f (\subset \text{Gr}^0_f \mathcal{G}_f).
\end{equation}
Note that, if there is a vector field $\xi$ such that $\xi f = f$, then
\begin{equation}
\tilde{\mathcal{G}}^{(-i)}_f = \mathcal{G}^{(-i)}_f, \quad \tilde{P} = P.
\end{equation}

**Remark 1.3.** In general it is quite difficult to calculate the filtration $P$ even if $D$ is an affine cone. In this case we have the decomposition of the Brieskorn module at the origin $H^m_{f,0} = \bigoplus_{i \in \mathbb{N}} H^m_{f,0}(-i)$ by using the degree such that $\deg x_i = \deg dx_i = 1$. Then the action of $\partial t$ on $(H^m_{f,0})_i$ is the multiplication by $i/d$ where $d = \deg f$, and each $(H^m_{f,0})_i$ can be calculated using only finite dimensional vector spaces. However, if we have to consider the inductive system $\{(H^m_{f,0})_{i+k}\}_{k \in \mathbb{N}}$ defined by the multiplication by $f$ to kill the $t$-torsion, and we get a problem concerning infinite dimensional vector spaces.

The following is a generalization of [Ma1], and is proved in [Sa3 Theorem 2].

**Theorem 1.4.** The filtration $\tilde{P}$ on $H^{n-1}(F_{f,x}, \mathbb{C})_\lambda$ contains the Hodge filtration $F$, and for any $\alpha \in \mathbb{Q}$ such that $\lambda = \exp(-2\pi i\alpha)$, we have the following:
(i) If $\text{Gr}^p_{\tilde{P}} H^{n-1}(F_{f,x}, \mathbb{C})_\lambda \neq 0$ with $p = [n - \alpha]$, then $\alpha$ is a root of $b_{f,x}(-s)$.
(ii) If $\alpha + i$ is not a root of $b_{f,y}(-s)$ for any $y \neq x$ and any $i \in \mathbb{N}$, then the converse of the assertion (i) holds.
(iii) If $\lambda$ is not an eigenvalue of the Milnor monodromy at $y \neq x$, then the multiplicity of the root $\alpha$ coincides with the degree of the minimal polynomial of the action of the monodromy on $\text{Gr}^P_{\tilde{P}} H^{n-1}(F_{f,x}, \mathbb{C})_\lambda$.

**1.5. Affine cone case.** Assume $X = \mathbb{C}^n$ with $n \geq 3$, and $D$ is the affine cone of a divisor $Z$ of degree $d$ on $Y := \mathbb{P}^{n-1}$. By [Di] Ch. 6, Thm. 2.9 (or [DiSa] Section 1.8), the pole order filtration $P$ in (1.2) can be calculated in this case as below. Here we have $\tilde{P} = P$, since $f$ is a homogeneous polynomial, see (1.2.3).

We have a natural cyclic covering $\pi : \tilde{Y} \to Y$ of degree $d$ which is ramified along $Z$, and such that its restriction over $U := Y \setminus Z$ is isomorphic to the restriction of the natural projection $\mathbb{C}^n \setminus \{0\} \to \mathbb{P}^{n-1}$ to the Milnor fiber $F_{f,0} := f^{-1}(1)$ of a polynomial $f$ defining the affine cone $D$ of $Z$. Here the geometric Milnor monodromy corresponds to a generator of the covering transformation group of $\pi : F_{f,0} \to U$ (see also [BuSa] Section 1.3).

For $k = 1, \ldots, d$, let $L^{(k/d)}$ be the direct factor of $\pi_* \mathcal{C}_{F_{f,0}}$ on which the action of the Milnor monodromy is the multiplication by $\exp(-2\pi i k/d)$. Then $L^{(k/d)}$ is a local system of rank 1 on $U$, and
\begin{equation}
H^i(U, L^{(k/d)}) = H^i(F_{f,0}, \mathbb{C})_\lambda,
\end{equation}
where $\lambda = \exp(-2\pi i k/d)$. Let $\mathcal{L}^{(k/d)}$ be the meromorphic extension of $L^{(k/d)} \otimes \mathcal{O}_U$. This is a regular holonomic $\mathcal{D}_Y$-module on which the action of a function $h$ defining $Z$ is bijective. We see that $\mathcal{L}^{(k/d)}$ is locally isomorphic to a free $\mathcal{O}_Y(*Z)$-module generated by a multivalued
function $h_j^{-k/d}$ where $h_j = x_j^{-d} f$ on $\{x_j \neq 0\} \subset \mathbb{P}^{n-1}$. Note that the $\mathcal{O}_Y$-submodule generated locally by $h_j^{-k/d}$ is isomorphic to $\mathcal{O}_Y(k)$.

The pole order filtration $P_i \mathcal{L}^{(k/d)}$ is defined to be the locally free $\mathcal{O}_Y$-submodule of $\mathcal{L}^{(k/d)}$ generated by $h_j^{-k/d}$ on $\{x_j \neq 0\}$ for $i \in \mathbb{N}$, and $P_i \mathcal{L}^{(k/d)} = 0$ for $i < 0$. We have

$$P_i \mathcal{L}^{(k/d)} \cong \mathcal{O}_Y(i d + k) \quad \text{for} \quad i \in \mathbb{N}, \ k \in \{1, \ldots, d\}.$$ (1.5.2)

On the other hand, there is the Hodge filtration $F_i \mathcal{L}^{(k/d)}$ such that $F_i \mathcal{L}^{(k/d)} = P_i \mathcal{L}^{(k/d)}$ outside Sing $Z_{\text{red}}$ for any $i$ by the theory of mixed Hodge modules. Then we have $F_i \mathcal{L}^{(k/d)} \subset P_i \mathcal{L}^{(k/d)}$ on $Y$ since $P_i \mathcal{L}^{(k/d)}$ is locally free and Sing $Z_{\text{red}}$ has codimension $\geq 2$ in $Y$, see also [DiSa2, Section 1.8].

The Hodge and pole order filtrations are closely related respectively to the spectrum [St3] and the Bernstein-Sato polynomial of $f$. Indeed, the Hodge filtration $F_i \mathcal{L}^{(k/d)}$ induces the Hodge filtration on the Milnor cohomology by taking the de Rham cohomology. Similarly the pole order filtration $P_i \mathcal{L}^{(k/d)}$ on $Y$ is defined by using the de Rham cohomology. Here the filtration is shifted by the degree of the differential forms $n - 1$, and the associated decreasing filtration is used.

The following two propositions are proved in [Sa3].

**Proposition 1.6.** Under the assumption of (1.5) the pole order filtration $P$ in (1.5) coincides with the filtration $\overline{P} = P$, see (1.2.3). Moreover, for $\alpha = k/d \in (0, 1)$ and $\lambda = \exp(-2\pi i \alpha)$, we can identify $P^{n-1-j}$ for $j \in \mathbb{N}$ in (1.5) with the image of

$$\mathrm{Gr}_{V}^{\alpha+j} \mathcal{G}_f^{(0)} \subset \mathrm{Gr}_{V}^{\alpha+j} \mathcal{G}_f \cong \mathrm{Gr}_{V}^{\alpha} \mathcal{G}_f \cong H^{n-1}(F_{f,0}, \mathbb{C})_{\lambda},$$

where the middle isomorphism can be induced by both $\partial_t^j$ and $t^{-j}$, and the last morphism is induced by (1.2.1).

**Proposition 1.7.** With the notation of (1.2), assume $\mathrm{Gr}_{n-1+k}^{W} H^{n-1}(F_{f,x}, \mathbb{C})_{\lambda} \neq 0$ for a positive integer $k$, where $W$ is the weight filtration. Then $N_k \neq 0$ on $\psi_{f,\lambda} \mathcal{C}_X$ in the category of shifted perverse sheaves, where $N$ is the logarithm of the unipotent part of the monodromy $T$.

### 1.8. Multiplier ideals and spectrum.

Let $D \subset X$ be the affine cone of a divisor $Z \subset \mathbb{P}^{n-1}$ with a defining equation $f$, where $n \geq 3$. Let $R_{f,x}$ be the set of the roots of $b_{f,x}(-s)$, and set

$$\alpha'_f = \min_{x \neq 0} \{\alpha_{f,x}\} \quad \text{with} \quad \alpha_{f,x} = \min R_{f,x} \leq 1.$$ (1.8.1)

Let $\mathcal{I}_0$ be the ideal sheaf of $\{0\} \subset X = \mathbb{C}^n$, and $\mathcal{J}(X, \alpha D)$ be the multiplier ideal sheaf, see [ELSV], [La]. By [Mu], [Sa3], we have

$$\mathcal{J}(X, \alpha D) = \mathcal{I}_0^k \quad \text{with} \quad k = \lfloor da \rfloor - n + 1, \ \text{if} \ \alpha < \alpha'_f \leq 1.$$ (1.8.2)

This is due to [Mu] in the case of hyperplane arrangements. It implies that $j/d$ is a jumping coefficient of $D$ at 0 for $0 \leq j \leq da'_f$. (Recall that the jumping coefficients are rational numbers $\alpha$ such that $\mathcal{J}(X, \alpha D) \neq \mathcal{J}(X, \alpha' D)$ for any $\alpha' < \alpha$.) Note that $j/d$ is a jumping coefficient outside the origin if $j/d = \alpha'_f$.

We denote also by $V$ the induced $V$-filtration on $\mathcal{O}_X \subset B_f$, see (1.1). Combining (1.8.1) with [Bu], [BuSa], we get

$$V^\alpha \mathcal{O}_X = \mathcal{I}_0^k \quad \text{with} \quad k = \lfloor da \rfloor - n, \ \text{if} \ \alpha \leq \alpha'_f \leq 1.$$ (1.8.3)

Here $\lfloor k \rfloor := \min\{k \in \mathbb{Z} \mid k \geq \beta\}$. (Note that $V^\alpha \mathcal{O}_X$ and $\mathcal{J}(X, \alpha D)$ are slightly differently indexed so that $V^\alpha \mathcal{O}_X = \mathcal{J}(X, \alpha D)$ if and only if $\alpha$ is not a jumping coefficient.)
Let $JC_f$ be the set of jumping coefficients of the divisor $D$. We have by [Ko], [ELSv] and [Sa3] respectively

$$
\alpha_f = \min JC_f = \min R_f,
$$

(1.8.3)

$$
JC_f \cap (0, 1) \subset R_f \cap (0, 1),
$$

$$
JC_f \cap (0, \alpha_f') = R_f \cap (0, \alpha_f').
$$

Let $Sp(f) = \sum_{\alpha \in Q} n_{f,\alpha} t^\alpha$ be the Steenbrink spectrum of $f$, see [St2], [St3] (and [BuSa2] for the case of hyperplane arrangements). We have by definition

$$
n_{f,\alpha} := \sum_i (-1)^i \dim Gr^F H^{n-1-i}(F_{f,0}, \mathbb{C})_{\alpha(-\alpha)} \quad \text{with} \quad p := |n - \alpha|,
$$

where $F$ is the Hodge filtration, and

$$
e(\beta) := \exp(2\pi i \beta) \quad (\beta \in \mathbb{Q}).
$$

We can also define $Sp^i(f) = \sum_{\alpha \in Q} n^i_{f,\alpha} t^\alpha$ by

$$
n^i_{f,\alpha} := \dim Gr^F H^{n-1-i}(F_{f,0}, \mathbb{C})_{\alpha(-\alpha)} \quad \text{with} \quad p := |n - \alpha|.
$$

Similarly we have the pole order spectrum

$$
Sp_P(f) = \sum_{\alpha \in Q} n_{P,f,\alpha} t^\alpha \quad \text{together with} \quad Sp^i_P(f) = \sum_{\alpha \in Q} n^i_{P,f,\alpha} t^\alpha,
$$

defined by replacing the Hodge filtration $F$ with the pole order filtration $P$.

By (1.8.2), the coefficients $n_{f,k/d} = n^i_{f,k/d}$ for $0 < k/d < \alpha_f$ are equal to $\binom{k-1}{n-1}$, that is,

(1.8.5)

$$
n_{f,k/d} = \dim F^{n-1}H^{n-1}(F_{f,0}, \mathbb{C})_{\alpha(-\alpha)} = \binom{k-1}{n-1} \quad \text{if} \quad 0 < k/d < \alpha_f' (\leq 1).
$$

Here $\binom{k-1}{n-1} = 0$ if $k < n$. We have the inequality $n_{P,f,k/d} \leq \binom{k-1}{n-1}$ by using

$$
\Omega^{n-1}_{\mathbb{P}^{n-1}} \otimes \mathcal{O}_{\mathbb{P}^{n-1}}(k - n),
$$

$$
\dim \Gamma(\mathbb{P}^{n-1}, \mathcal{O}_{\mathbb{P}^{n-1}}(k - n)) = \binom{k-1}{n-1}.
$$

Combining this inequality with (1.8.5) and using the inclusion $F^{n-1} \subset \mathbb{P}^{n-1}$, we get

(1.8.7)

$$
n_{P,f,k/d} = \dim P^{n-1}H^{n-1}(F_{f,0}, \mathbb{C})_{\alpha(-\alpha)} = \binom{k-1}{n-1} \quad \text{if} \quad 0 < k/d < \alpha_f' (\leq 1).
$$

## 2. Cohomology of twisted de Rham complexes

In this section we review and partially generalize the theory of Aomoto complexes due to Esnault, Schechtman, Terao, Varchenko, Viehweg. This can be combined effectively with the construction in (1.5).

### 2.1. Twisted de Rham complexes.

Let $D$ be a central hyperplane arrangement in $X = \mathbb{C}^n$ ($n \geq 3$) with a reduced equation $f$ of degree $d$. Here central means that $D$ is the affine cone of a projective hyperplane arrangement $Z$ in $Y = \mathbb{P}^{n-1}$. Note that the Bernstein-Sato polynomial of a global defining equation of the affine cone $D$ of a divisor on $\mathbb{P}^{n-1}$ is equal to that of a local equation at $0 \in D$, using the $\mathbb{C}^*$-action. Let $Z_i$ ($1 \leq i \leq d$) be the irreducible components of $Z$ where $d = \deg Z$. By [Br2], [ESV], [STV], the cohomology of the local systems on $U := Y \setminus Z$ in (1.5) can be calculated as follows:

Let $x_1, \ldots, x_n$ be coordinates of $\mathbb{C}^n$ such that $Z_d = \{x_n = 0\}$. Then the complement $Y'$ of $Z_d$ in $Y$ is identified with $\mathbb{C}^{n-1}$. Let $g_i$ be a polynomial of degree 1 on $Y' = \mathbb{C}^{n-1}$ defining $Z'_i := Z_i \cap Y'$. Put

$$
\omega_i = dg_i/g_i \quad \text{for} \quad 1 \leq i \leq d - 1.
$$
For $\alpha = (\alpha_1, \ldots, \alpha_{d-1}) \in \mathbb{C}^{d-1}$, set
\[ g := g_1 \cdots g_{d-1}, \quad g^\alpha := g_1^{\alpha_1} \cdots g_{d-1}^{\alpha_{d-1}}, \quad \omega^\alpha := \sum_{i<d} \alpha_i \omega_i. \]

Let $\mathcal{O}_Y, g^\alpha$ be a free $\mathcal{O}_Y$-module of rank 1 on $Y'$ with formal generator $g^\alpha$. There is a regular singular integrable connection $\nabla$ such that for $\xi \in \mathcal{O}_Y$,
\[ \nabla(\xi g^\alpha) = (d\xi) g^\alpha + \xi \omega^\alpha g^\alpha. \]

Let $\mathcal{A}_{g,\alpha}^\bullet$ be the $\mathbb{C}$-vector subspace of $\Gamma(U, \Omega_{U}^{g,\alpha})$ generated by
\[ \omega_{i_1} \wedge \cdots \wedge \omega_{i_p} g^\alpha \quad \text{for any} \quad i_1 < \cdots < i_p. \]
Then $\mathcal{A}_{g,\alpha}^\bullet$ with differential given by $\omega^\alpha \wedge$ is a subcomplex of $\Gamma(U, \Omega_{U}^{g,\alpha})$. Put
\[ \alpha_d = -\sum_{i<d} \alpha_i. \]

By [Br2], [ESV], [STV], we have the canonical quasi-isomorphism
\begin{equation}
(\mathcal{A}_{g,\alpha}^\bullet, \omega^\alpha \wedge) \sim \Gamma(U, \Omega_{U}^{g,\alpha}),
\end{equation}
if the following condition holds for any dense edge $L$ of $Z$:
\begin{equation}
\alpha_L := \sum_{Z_i \ni L} \alpha_i \notin \mathbb{N} \setminus \{0\}.
\end{equation}

In the case of a constant local system (that is, $\alpha_i = 0$), this is due to Brieskorn [Br2], and we have
\begin{equation}
\dim \mathcal{A}_{g,\alpha}^i = b_i(U).
\end{equation}

Under a condition stronger than the above one, the quasi-isomorphism (2.1.1) is shown in [ESV] as a solution of Aomoto’s conjecture, and it is shown in [STV] that it is enough to assume condition (2.1.2) only for dense edges. If $Z$ is generic (that is, if $Z$ is a divisor with normal crossings), then condition (2.1.2) is equivalent to $\alpha_i \notin \mathbb{N} \setminus \{0\}$ for any $i \in \{1, \ldots, d\}$ (since the dense edges consist of the $Z_i$ in this case), and [ESV] is sufficient in this case.

### 2.2. Partial generalization

In the above argument, we assume $\sum_{i=1}^d \alpha_i = 0$, that is, the $\mathcal{O}_Y$-module with meromorphic connection is a trivial line bundle. It is easy to satisfy the condition (2.1.2), if we can use a nontrivial line bundle $E$ with a meromorphic connection. In this case we have
\[ \sum_{i=1}^d \alpha_i = -k \quad \text{if} \quad E \simeq \mathcal{O}_Y(k) \quad \text{with} \quad k > 0, \]
and we may even assume $\alpha_i \leq 0$ for any $i$.

Let $(\tilde{Y}, \tilde{Z}) \to (Y, Z)$ be an embedded resolution obtained by blowing up along the proper transforms of certain edges of $Z$. Then the pull-back $(\tilde{E}, \nabla)$ of $(E, \nabla)$ is a logarithmic connection, and $H^j(U, \Omega_{U}^{g,\alpha})$ is calculated by the hypercohomology of the logarithmic de Rham complex $DR_{\log}(\tilde{E})$ whose $p$th component is $\Omega_{\tilde{Y}}^p(\log \tilde{Z}) \otimes_{\mathcal{O}} \tilde{E}$, see [De1]. It is not clear if there is a simple formula as in (2.1) in this case. However, we can show the following for each $p$ by increasing induction on $n$:
\begin{equation}
H^j(\tilde{Y}, \Omega_{\tilde{Y}}^p(\log \tilde{Z}) \otimes_{\mathcal{O}} \tilde{E}) = 0 \quad \text{if} \quad j > 0.
\end{equation}
Note that it has nothing to do with the connection. If $k = 0$ (that is, if $E = \mathcal{O}_Y$), then (2.2.1) follows from [Br2] and the $E_1$-degeneration of the Hodge spectral sequence [De2], see [ESV]. If $k > 0$, take a sufficiently generic hyperplane $H$ of $Y$, and consider the pull-back to $\tilde{Y}$ of the short exact sequence
\[ 0 \to \mathcal{O}_Y(k-1) \to \mathcal{O}_Y(k) \to \mathcal{O}_H(k) \to 0. \]
This pull-back is exact, since $H$ intersects each edge of $Z$ transversally. This implies also that the pull-back $\tilde{H}$ of $H$ gives an embedded resolution of $(H, H \cap Z)$, and we get an exact sequence

$$0 \to N^*_{\tilde{H}/\tilde{Y}} \otimes_{\mathcal{O}_{\tilde{H}}} \Omega_{\tilde{H}}^{p-1}(\log \tilde{Z}_H) \to \Omega^p_{\tilde{Y}}(\log \tilde{Z}) \otimes_{\mathcal{O}_{\tilde{Y}}} \mathcal{O}_{\tilde{H}} \to \Omega^p_{\tilde{H}}(\log \tilde{Z}_H) \to 0,$$

where $\tilde{Z}_H = \tilde{Z} \cap \tilde{H}$ and $N^*_{\tilde{H}/\tilde{Y}}$ is the conormal bundle of $\tilde{H}$ in $\tilde{Y}$. The latter is isomorphic to the pull-back of $\mathcal{O}_H(-1)$ since $\tilde{H}$ is the total transform of $H$. So we can proceed by increasing induction on $n$. (The assertion is clear if $n = 2$, that is, if $Y = \mathbb{P}^1$, since $d > n$.)

By (2.2.1) the restriction to $U$ induces the canonical quasi-isomorphism

$$(2.2.2) \quad \Gamma(\tilde{Y}, \Omega^*_{\tilde{Y}}(\log \tilde{Z}) \otimes_{\mathcal{O}_{\tilde{Y}}} \tilde{E}) \sim \Gamma(U, \Omega^*_{\tilde{Y}} g^a).$$

### 3. $b$-Functions of hyperplane arrangements

In this section we first prove the main theorems, and then calculate the nearby and vanishing cycle sheaves in certain cases.

#### 3.1. Proof of Theorem 1

For the proof of $m_1 = n$, note that $\omega_{i_1} \wedge \cdots \wedge \omega_{i_{n-1}} \neq 0$ for some $(i_1, \ldots, i_{n-1})$ by hypothesis. Since this defines a nonzero logarithmic $(n-1)$-form of type $(n-1, n-1)$ on any embedded resolution of $(Y, Z)$, we get

$$\text{(3.1.1)} \quad \text{Gr}^W_{2n-2} H^{n-1}(F_{f,0}, \mathbb{C})_{\mathfrak{e}(-k/d)} \neq 0,$$

and the assertion follows from (1.7) together with (1.1.3).

We now prove the assertion on max $R_f$. We proceed by induction on $n$. We may assume that $D$ does not come from an arrangement in a lower dimensional vector space, and the assertion holds for the roots of $b_{f,x}(-s)$ at any $x \in D \setminus \{0\}$, taking a transversal space to each edge. Then by (1.4), it is enough to show

$$\text{(3.1.2)} \quad \text{Gr}^j_p H^{n-1}(F_{f,0}, \mathbb{C})_{\mathfrak{e}(-k/d)} = 0 \quad \text{for} \quad \begin{cases} j < n - 2 & \text{if } k \in \{1, \ldots, d-2\} \\ j < n - 1 & \text{if } k \in \{d-1, d\}, \end{cases}$$

where $\mathfrak{e}(\beta)$ for $\beta \in \mathbb{Q}$ is as in (1.8.4). So the assertion for $k = d$ follows from the above argument. For each $k \in \{1, \ldots, d-1\}$, we apply the argument in (2.2) to the case $\alpha_i = -k/d$ for any $1 \leq i \leq d$ so that $E = \mathcal{O}_Y(k)$. Then (2.2.2) implies that

$$H^{n-1}(U, \Omega^*_{U} g^{k/d}) = H^{n-1}(F_{f,0}, \mathbb{C})_{\mathfrak{e}(-k/d)}$$

is generated by

$$\Gamma(\tilde{Y}, \Omega^{n-1}_{\tilde{Y}}(\log \tilde{Z}) \otimes_{\mathcal{O}_{\tilde{Y}}} \tilde{E}),$$

which is identified with a subspace $\Gamma(Y, \Omega^{n-1}_{Y} \otimes_{\mathcal{O}_Y} E^*(Z))$. But this subspace is contained in $\Gamma(Y, \Omega^{n-1}_{Y} \otimes_{\mathcal{O}_Y} \mathcal{P}_1 \mathcal{L}^{(k/d)})$ looking at the pole along the generic point of the proper transform of each irreducible component of $Z$. So the assertion follows if $k \in \{1, \ldots, d-2\}$.

In the case $k = d - 1$, set $\alpha_i := 1/d$ for $i \in \{2, \ldots, d\}$, and $\alpha_1 := 1/d - 1$ so that $\sum_{i=1}^d \alpha_i = 0$. Then (2.1.2) is satisfied (since $|m_L| < d$), and (2.1.1) holds. Let $V$ be the subspace of $\mathcal{A}_{g,\alpha}^{n-1}$ generated by

$$\omega_{i_1} \wedge \cdots \wedge \omega_{i_{n-1}} g^\alpha \quad \text{for} \quad \{i_1, \ldots, i_{n-1}\} \subset \{2, \ldots, d\}.$$

Then we have

$$\mathcal{A}_{g,\alpha}^{n-1} = \omega_1 \wedge \mathcal{A}_{g,\alpha}^{n-2} + V = \omega^\alpha \wedge \mathcal{A}_{g,\alpha}^{n-2} + V,$$
and $V$ is a subspace of $\Gamma(Y, \Omega^n_{\mathcal{T}} \otimes_{\mathcal{O}} P_{\mathcal{O}} \mathcal{L}^{(k/d)})$. So the assertion follows in this case. This finishes the proof of Theorem 1.

3.2. Nearby cycles in the normal crossing case. Let $f$ be a holomorphic function on a complex manifold $X$ such that $D := f^{-1}(0)$ is a divisor with normal crossings. Let $m_i$ be the multiplicity of $f$ along each irreducible component $D_i$ of $D$. Let $\lambda \in \mathbb{C}^*$ of finite order $N > 1$ (that is, $\lambda^N = 1$). Then for a general point $x$ of $D_I := \bigcap_{i \in I} D_i$, it is well known that $H^j(F_{f,x} \mathcal{O}) \neq 0$ if and only if $N$ divides $m_i$ for any $i \in I$, see [ST2].

For $\lambda \in \mathbb{C}$, let $I(\lambda) = \{i \mid \lambda^{m_i} = 1\}$. Let $W$ be the weight filtration on $\psi_{f,\lambda} \mathcal{C}_X$, which coincides with the monodromy filtration with center $n - 1$, that is,

\[
N_i : \text{Gr}_{n-1+i}^{W} \psi_{f,\lambda} \mathcal{C}_X \sim \text{Gr}_{n-1-i}^{W} \psi_{f,\lambda} \mathcal{C}_X \text{ for } i > 0,
\]

where $N = \log T_u$ with $T_u$ the unipotent part of the monodromy $T$. (This holds without assuming the normal crossing condition.) Let $m_x$ be the smallest positive integer such that $N^{m_x} = 0$ on the restriction of $\psi_{f,\lambda} \mathcal{C}_X$ to a sufficiently small neighborhood of $x$. Then

\[
m_x = \#\{i \in I(\lambda) \mid x \in D_i\},
\]

which follows from the construction of the weight filtration in [ST2] (see also [Sa1], Section 3.3).

3.3. Proof of Theorem 2. We have an embedded resolution $(\tilde{X}, \tilde{D})$ of $(X, D)$ by blowing up along the proper transforms of the dense edges of $D$ by increasing induction on the dimension of the edge as in [STV] (choosing an order of the edges of the same dimension if necessary although the resolution does not depend on the order). Let $\tilde{D}_L$ be the proper transform of the exceptional divisor associated to the blowing-up along the proper transform of $L$. Here $\tilde{D}_i$ is the proper transform of $L$ if $L$ is an irreducible component of $D$. Since the multiplicity of the pull-back $\tilde{f}$ of $f$ along $\tilde{D}_L$ is $m_L$, the assertion follows from (3.2) and (1.1.3).

The following will be used in explicit calculations of Bernstein-Sato polynomials.

3.4. Eigenvalues of the monodromy supported on the origin. It is known that the Euler characteristic of $U := \mathbb{P}^{n-1} \setminus Z$ vanishes if and only if $D$ is decomposable (that is, there is a nontrivial decomposition $\mathbb{C}^n = \mathbb{C}^{n'} \times \mathbb{C}^{n''}$ such that $D$ is the union of the pull-backs of arrangements on $\mathbb{C}^{n'}$ and $\mathbb{C}^{n''}$), see [STV]. This implies that, if the support of $\psi_{f,\lambda} \mathcal{C}_X$ is contained in $\{0\}$, then

\[
H^{n-1}(F_{f,0}, \mathbb{C}) \neq 0 \iff D \text{ is decomposable}.
\]

Here $\lambda = e(-k/d)$ for some integer $k \in \{1, \ldots, d - 1\}$ (see (1.4)), and $\psi_{f,\lambda} \mathcal{C}_X$ is identified with $H^{n-1}(F_{f,0}, \mathbb{C})$, where $H^j(F_{f,0}, \mathbb{C}) = 0$ for $j \neq n - 1$ since $\psi_{f,\lambda} \mathcal{C}_X$ is a shifted perverse sheaf supported on a point, see also [CDO]. So (3.4.1) follows from the fact that the $H^j(F_{f,0}, \mathbb{C})$ are calculated by the cohomology of a local system $L^{(k/d)}$ of rank 1 on $U$ by (1.5) so that

\[
\sum_j (-1)^j \dim H^j(F_{f,0}, \mathbb{C}) = \chi(U, L^{(k/d)}) = \chi(U).
\]

3.5. Weight spectral sequence for vanishing cycles. Assume $f$ is a homogeneous polynomial of $n$ variables with degree $d$, where $n \geq 3$. We denote by $\varphi_f \mathbb{R}_{h,X}[n-1]$ the mixed $\mathbb{R}$-Hodge module whose underlying $\mathbb{R}$- perverse sheaf is the vanishing cycle complex $\varphi_f \mathbb{R}_{X}[n-1]$, where $X := \mathbb{C}^n$, see [Sa1]. We give here a generalization of a construction in [DiSa4] where the singularities of $Z$ are assumed to be ordinary double points.
For $\lambda \in \mathbb{C}^*$ with $|\lambda| = 1$, we have by definition
\[ \varphi_{f,\lambda} \mathbb{C}_X[n-1] = \text{Ker}(T_s - \lambda) \subset \varphi_f \mathbb{C}_X[n-1], \]
with $T_s$ the semisimple part of the monodromy $T$. (Here the kernel is taken in the abelian category of perverse sheaves.) We have the mixed $\mathbb{R}$-Hodge module
\[ \varphi_{f,\lambda,\bar{\lambda}} \mathbb{R}_X[n-1], \]
whose underlying $\mathbb{C}$-perverse sheaf is given by
\[ \varphi_{f,\lambda,\bar{\lambda}} \mathbb{C}_X[n-1] := \begin{cases} \varphi_{f,\lambda} \mathbb{C}_X[n-1] \oplus \varphi_{f,\bar{\lambda}} \mathbb{C}_X[n-1] & \text{if } \lambda \neq \pm 1 \\ \varphi_{f,\lambda} \mathbb{C}_X[n-1] & \text{if } \lambda = \pm 1. \end{cases} \]
Similarly we can define $\tilde{H}^j(F_{f,0}, \mathbb{R})_{\lambda,\bar{\lambda}}$ which will be denoted by $\tilde{H}^j(F_{f,0})_{\lambda,\bar{\lambda}}$, where $\tilde{H}$ denotes the reduced cohomology, and $F_{f,0}$ is defined by $f^{-1}(1)$ in this case.

We have the weight spectral sequence of mixed $\mathbb{R}$-Hodge structures
\[ wE_1^{-i,j} = H^j i_0^* \text{Gr}_i^W(\varphi_{f,\lambda,\bar{\lambda}} \mathbb{R}_{h,X}[n-1]) \implies \tilde{H}^{j+n-1}(F_{f,0})_{\lambda,\bar{\lambda}}, \]
where $i_0 : \{0\} \hookrightarrow X := \mathbb{C}^n$ is the inclusion. This is induced by the weight filtration $W$ of the mixed $\mathbb{R}$-Hodge module $\varphi_{f,\lambda,\bar{\lambda}} \mathbb{R}_{h,X}[n-1]$. Here we use the canonical isomorphism of mixed $\mathbb{R}$-Hodge structures
\[ H^i i_0^*(\varphi_f \mathbb{R}_X[n-1]) = \tilde{H}^{i+n-1}(F_{f,0}, \mathbb{R}), \]
compatible with the action of $T_s$. (This can be shown by using an argument similar to [BuSa2, Section 1.6].)

Let $\Sigma_\lambda \subset Z$ such that
\[ C(\Sigma_\lambda) = \text{supp } \varphi_{f,\lambda} \mathbb{C}_X[n-1] = \text{supp } \varphi_{f,\bar{\lambda}} \mathbb{C}_X[n-1]. \]
Here $C(V) \subset X$ denotes the affine cone of a closed subvariety $V \subset \mathbb{P}^{n-1}$ in general. Assume
\[ \dim \Sigma_\lambda = 0. \]
We have the strict support decomposition of pure Hodge modules
\[ \text{Gr}_i^W(\varphi_{f,\lambda,\bar{\lambda}} \mathbb{R}_{h,X}[n-1]) = \mathcal{M}_{\lambda,\bar{\lambda}}^{\lambda,\bar{\lambda}}(0,i) \oplus \bigoplus_{z \in \Sigma_\lambda} \mathcal{M}_{\lambda,\bar{\lambda}}^{\lambda,\bar{\lambda}}(z,i) \quad (i \in \mathbb{Z}). \]
Here $\mathcal{M}_{\lambda,\bar{\lambda}}^{\lambda,\bar{\lambda}}$ is a pure $\mathbb{R}$-Hodge module of weight $i$ with strict support $V = \{0\}$ or $C(z)$ (where the latter means $C(\{z\})$). Since the weight filtration on the vanishing cycles is given by the shifted monodromy filtration (see [Sa1]), we have the symmetry
\[ N^i : \mathcal{M}_{\lambda,\bar{\lambda}}^{\lambda,\bar{\lambda}}(0,r+i) \xrightarrow{\sim} \mathcal{M}_{\lambda,\bar{\lambda}}^{\lambda,\bar{\lambda}}(0,r-i) \quad (i \in \mathbb{N}), \]
\[ N^i : \mathcal{M}_{\lambda,\bar{\lambda}}^{\lambda,\bar{\lambda}}(C(z),r+i) \xrightarrow{\sim} \mathcal{M}_{\lambda,\bar{\lambda}}^{\lambda,\bar{\lambda}}(C(z),r-i) \quad (i \in \mathbb{N}), \]
where the center of symmetry $r$ is given by
\[ r := \begin{cases} n - 1 & \text{if } \lambda \neq 1, \\ n & \text{if } \lambda = 1. \end{cases} \]

For $z \in \Sigma_\lambda$, let $h_z$ be a local defining function of $(Z, z)$, and $F_{h_z}$ be the Milnor fiber of $h_z$. Assume the following condition:
\[ h_z \text{ is a weighted homogeneous polynomial for any } z \in \Sigma_\lambda. \]
This implies that the monodromy on $H^{n-2}(F_{\eta_2}, \mathbb{C})_{\lambda}$ is just the multiplication by $\lambda$. We thus get $N = 0$ on $\varphi_{f, \lambda} \mathbb{C}_X|_{X \setminus \{0\}}$, and the isomorphisms (3.5.2) implies

$$M_{C(z), i}^{\lambda, \bar{\lambda}} = 0 \quad \text{for } i \neq r,$$

since $M_{C(z), i}^{\lambda, \bar{\lambda}}$ has strict support $C(z)$ (that is, its underlying perverse sheaf is an intersection complex with support $C(z)$). Moreover, the monodromy of the underlying local system of the restriction of $M_{C(z), r}^{\lambda, \bar{\lambda}}$ to $C(z) \setminus \{0\} \cong \mathbb{C}^*$ is given by $T^{-d}$. (This is a well-known relation between the monodromy $T$ and the local system monodromy of $\psi_{f, \lambda} \mathbb{C}_X|_{C(z) \setminus \{0\}}$ for homogeneous polynomials $f$ of degree $d$. It can be verified, for instance, by using the point center blow-up at $0 \in X$.)

We then get

$$H^j i_0^* M_{\{0\}, i}^{\lambda, \bar{\lambda}} = \begin{cases} \cdots & \text{if } j = -1 \text{ and } \lambda^d = 1, \\ 0 & \text{if } j \neq -1 \text{ or } \lambda^d \neq 1. \end{cases}$$

Note that $H^j(F_{f, 0}, \mathbb{C})_{\lambda} = 0$ unless $\lambda^d = 1$. So we assume the following:

$$(C3) \quad \lambda^d = 1.$$

On the other hand we have

$$H^j i_0^* M_{\{0\}, i}^{\lambda, \bar{\lambda}} = \begin{cases} H_{\{0\}, i}^{\lambda, \bar{\lambda}} & \text{if } j = 0, \\ 0 & \text{if } j \neq 0, \end{cases}$$

where the $H_{\{0\}, i}^{\lambda, \bar{\lambda}}$ are pure $\mathbb{R}$-Hodge structures of weight $i$ such that

$$M_{\{0\}, i}^{\lambda, \bar{\lambda}} = (i_0)_* H_{\{0\}, i}^{\lambda, \bar{\lambda}}.$$

These imply that $w E_1^{-i, i+j}$ has weight $i + j$. In fact, it is shown in [St2] that

$$\text{wt } H^{n-2}(F_{\eta_2})_{\lambda, \bar{\lambda}} = \begin{cases} n - 2 & \text{if } \lambda \neq 1, \\ n - 1 & \text{if } \lambda = 1, \end{cases}$$

where $\text{wt } H$ denotes the weight of a pure Hodge structure $H$.

The spectral sequence (3.5.1) then degenerates at $E_2$ (see [De2]). Moreover

$$w d_1^{-i, i+j} : w E_1^{-i, i+j} \longrightarrow w E_1^{1-i, i+j} \text{ vanishes unless } (i, j) = (r, -1).$$

Here the only nonzero $E_1$-differential is

$$w d_1^{-r, r-1} : w E_1^{-r, r-1} = \bigoplus_{\zeta \in \Sigma} H^{n-2}(F_{\eta_2})_{\lambda, \bar{\lambda}} \longrightarrow w E_1^{1-r, r-1} = H_{\{0\}, r-1}^{\lambda, \bar{\lambda}}.$$

It is well-known that the monodromy $T$ on $\widetilde{H}^j(F_{f, 0}, \mathbb{C})$ is semisimple (since the geometric monodromy is given by $x_1 \mapsto \zeta x_1$ with $\zeta := \exp(2\pi i/d)$). Combining these, we then get

$$w d_1^{-r, r-1} \text{ is surjective, and } H_{\{0\}, i}^{\lambda, \bar{\lambda}} = 0 \text{ for } |i - r| > 1.$$

In fact, if $w E_1^{1-r, r-1} \neq 0$, then $N \neq 0$ on $H^{n-2}(F_{f, 0})_{\lambda, \bar{\lambda}}$ by (3.5.2) for $i = 1$.

By (3.5.5) and (3.5.2) for $i = 1$ we have the isomorphisms of mixed $\mathbb{R}$-Hodge structures

$$\text{Gr}_r^W w E_1^{n-1}(F_{f, 0})_{\lambda, \bar{\lambda}} = H_{\{0\}, r+1}^{\lambda, \bar{\lambda}} = H_{\{0\}, r-1}^{\lambda, \bar{\lambda}}(-1).$$

So the surjectivity of $w d_1^{-r, r-1}$ together with the $E_2$-degeneration of the spectral sequence implies the following.
**Proposition 3.6.** In the notation of (3.5) together with the hypotheses (C1–3) in (3.5), we have a short exact sequence of mixed $\mathbb{R}$-Hodge structures

$$
0 \to H^{n-2}(F_{f,0})_{\lambda,\overline{\lambda}} \to \bigoplus_{z \in \Sigma_{\lambda}} H^{n-2}(F_{h_z})_{\lambda,\overline{\lambda}} \to Gr_{n-1}^W H^{n-1}(F_{f,0})_{\lambda,\overline{\lambda}}(1) \to 0,
$$

compatible with the action of $T_s$.

**Remarks 3.7.** (i) Proposition (3.6) is closely related with [DiSa1, Theorem 1]. In fact, the canonical self-pairing is non-degenerate on

$$Gr_{n-1}^W H^{n-1}(F_{f,0})_{\lambda,\overline{\lambda}} = H^{\lambda,\overline{\lambda}}_{(0),n-1},$$

and the failure of the non-degeneration is given by the dual of $Gr_n^W H^{n-1}(F_{f,0})_{\lambda,\overline{\lambda}}$.

(ii) The short exact sequence (3.6.1) implies, for instance, that we have $N \neq 0$ on $\varphi_{f,\lambda} \mathbb{C}_X$ if and only if

$$\dim H^{n-2}(F_{f,0}, \mathbb{C})_{\lambda} < \sum_{z \in \Sigma_{\lambda}} \dim H^{n-2}(F_{h_z}, \mathbb{C})_{\lambda}.$$

(iii) It may be conjectured that condition (3.7.1) is satisfied whenever $\Sigma_{\lambda} \neq \emptyset$. This is closely related to an argument in a recent preprint of R. Kloosterman [Kl].

(iv) The relation between the constructions in (1.2) and (3.5) is not so simple. For instance, it does not seem trivial whether we have the equality

$$Gr_{n}^V M = (D_X[\partial_t]) F_{-n}Gr_{n}^V B_f \quad \text{in} \quad Gr_{n}^V B_f.$$

If there is $u \in F_{-n}Gr_{n}^V B_f$ for $\beta < \alpha$ such that $(\partial_t - \beta)u$ vanishes in $Gr_{n}^V B_f$, and is contained in $Gr_{n}^V B_f$, then one would have to show that it is contained in the right-hand side of (3.7.2). This problem can be solved in the case of Theorem (3.8) below by using Lemma (3.9) below.

(There is a similar difficulty in the calculation of the induced Hodge filtration $F$ on $Gr_{n}^V B_f$ in the normal crossing case [Sa1], and the argument is not so trivial as someone might imagine.)

**Theorem 3.8.** Under the assumptions (C1–3) in (3.5), let $k \in \mathbb{N}$ with $\lambda := e(-k/d) \neq 1$ and $k/d \leq \alpha' + 1$, where $\alpha'$ is as in (1.8). Then $m_{k/d} = 2$ if we have for $q = [k/d]$

$$\dim Gr_{n}^{n-2q} H^{n-2}(F_{f,0}, \mathbb{C})_{\lambda} < \sum_{z \in \Sigma_{\lambda}} \dim Gr_{n}^{n-2q} H^{n-2}(F_{h_z}, \mathbb{C})_{\lambda}.$$

**Proof.** We separate the proof into the three cases as follows:

**Case 1:** $k/d < 1$, $q = 0$. It is enough to show the non-vanishing of the canonical morphism

$$Gr_{n}^{k/d} M \to Gr_{n}^W Gr_{n}^{k/d} B_f,$$

in the notation of (1.1). Here $W$ is the monodromy filtration with center $n - 1$, which is associated to the operator $N = - (\partial_t - k/d)$ as in (3.2.1). Note that we have $N^2 = 0$ on $Gr_{n}^{k/d} B_f$, since

$$Gr_{n-1+i}^W Gr_{n}^{k/d} B_f = 0 \quad \text{for} \quad |i| > 1,$$

by (3.5.3), (3.5.6). Here $r = n - 1$ in (3.5) since $\lambda = \exp(-2pik/d) \neq 1$.

The underlying filtered $\mathcal{D}$-module of the mixed Hodge module $\varphi_{f,\lambda,\overline{\lambda}} \mathbb{R}_{h,X}[n-1]$ is given by

$$Gr_{n}^{k/d}(B_f, F) \oplus Gr_{n}^{1-k/d}(B_f, F),$$

where the Hodge filtration $F$ on $B_f$ is indexed like filtered right $\mathcal{D}$-modules so that

$$\min\{p \in \mathbb{Z} \mid F_p B_f \neq 0\} = -n.$$

Since $F_{-n} B_f = \mathcal{O}_X \subset M$, the non-vanishing of (3.8.3) is reduced to

$$F_{-n} Gr_{n}^W Gr_{n}^{k/d} B_f \neq 0.$$
In the notation of (3.5), we have
\[ \text{Gr}_n W \varphi_{f, \lambda, \lambda} \mathbb{R}_{h, X}[n-1] = \mathcal{M}_{\{0\}, n}^{\lambda, \lambda} = (i_0)_* H_{\{0\}, n}^{\lambda, \lambda}, \]
and (3.5.7) gives
\[ \text{Gr}_n W H^{n-1}(F_{j, 0})_{\lambda, \lambda} = H_{\{0\}, n}^{\lambda, \lambda}. \]
Thus (3.8.4) is further reduced to
\[ (3.8.5) \quad F^{n-1} \text{Gr}_n W H^{n-1}(F_{j, 0}, \mathbb{C}) \neq 0, \]
(Note that $F$ is shifted by 1 when we take the nearby cycle functor $\psi_f$, that is, $\text{Gr}_V^\alpha$ for $\alpha \in (0, 1)$, see [Sa1].) So the assertion in the case $k/d < 1$ follows from the short exact sequence in Proposition (3.6).

**Case 2 :** $k/d \in (1, \alpha'_f + 1)$, $q = 1$. Set $k' := k - d$. (Note that $k' < d$ since $\alpha'_f \leq 1$.) In this case we have to determine $\text{Gr}_V^{k'/d} M$, since (1.1.3) means that we have to know the order of nilpotency of the operator $N = -(\partial_t - k/d)$ on
\[ \text{Gr}_V^{k'/d} M / t(\text{Gr}_V^{k'/d} M). \]

Since $f$ is a homogeneous polynomial, we have the Euler vector field $\xi$ such that $\xi f = f$, and hence
\[ \text{Gr}_V^{k'/d} M = \mathcal{D}_X f^* \quad \text{in} \quad \mathcal{B}_f. \]
By (1.8.2), we have
\[ F_n V^{k'/d} B_f = V^{k'/d} \mathcal{O}_X = \mathcal{O}_X \mathbb{C}[x]_{k'-n} \quad \text{for} \quad k'/d \leq \alpha_f', \]
where $\mathbb{C}[x]_k$ denotes the purely degree $k$ part of the polynomial ring $\mathbb{C}[x] = \mathbb{C}[x_1, \ldots, x_n]$. Using these, we can show the following by increasing induction on $k'$:
\[ (3.8.7) \quad V^{k'/d} M = \mathcal{D}_X (\mathbb{C}[x]_{k'-n} \otimes 1) \subset V^{k'/d} B_f \quad \text{if} \quad k' \leq \alpha'_f d, \]
\[ \text{Gr}_V^{k'/d} M = (\mathbb{C}[x]_{k'-n} [\partial_1, \ldots, \partial_n]) \subset \text{Gr}_V^{k'/d} B_f \quad \text{if} \quad k' < \alpha'_f d, \]
where $\partial_i := \partial / \partial x_i$, and $(\mathbb{C}[x]_{k'-n})[\partial_1, \ldots, \partial_n]$ can be viewed as the direct image of the vector space $\mathbb{C}[x]_{k'-n}$ under the inclusion $\{0\} \hookrightarrow X$ as a $\mathcal{D}$-module. In fact, (3.8.7) follows from Lemma (3.9) below together with (3.8.6) by using the decreasing filtration $G$ on $\mathcal{D}_X$ and $M$ defined by
\[ G^{k'} \mathcal{D}_X = \begin{cases} \mathcal{D}_X & \text{if} \ k' \leq n, \\ \mathcal{D}_X (\mathbb{C}[x]_{k'-n}) & \text{if} \ n < k' \leq \alpha'_f d, \\ 0 & \text{if} \ k' > \alpha'_f d, \end{cases} \]
\[ G^{k'} M = V^{k'/d} M \quad \text{for} \ k' \in \mathbb{Z}. \]
Here the support of $\text{Gr}_V^{k'/d} M$ is contained in the origin for $k' < \alpha'_f d$. This implies the second isomorphism in (3.8.7), which assures the injectivity assumption (3.9.1) in Lemma (3.9) for the next step of the inductive argument on $k'$.

For $k'/d < \alpha_f'$, the argument in (3.5) implies moreover the inclusion
\[ (3.8.8) \quad \text{Gr}_V^{k'/d} M = \mathcal{D}_X (F_n \text{Gr}_V^{k'/d} B_f) \subset W_{n-1} \text{Gr}_V^{k'/d} B_f, \]

Together with the injectivity of the canonical morphism
\[ (3.8.9) \quad \text{Gr}_V^{k'/d} M \hookrightarrow \text{Gr}_{n-1}^{W} \text{Gr}_V^{k'/d} B_f, \]
where $W$ is the monodromy filtration on $\text{Gr}_{V}^{k'/d}B_{f}$ with center $n - 1$. In fact, it is well-known that the Steenbrink exponents or spectral numbers (see [St2], [St3], and [BuSa2], etc.) of a weighted homogeneous polynomial coincide with the roots of $b_{n}(s)/(s + 1)$ up to a sign by forgetting the multiplicities. (This follows from [Ma], [Sat] Chapters 1 and 4), [ScSt], [St], etc.) So the condition $k'/d < \alpha_{f}'$ implies

$$\text{Gr}_{F}^{n-2}H^{n-2}(F_{h_{z}}, \mathbb{C})e(-k'/d) = 0,$$

and we get (3.8.8) by using (3.5.7) together with the surjectivity of the last morphism of (3.6.1). Then (3.8.9) follows, since $F_{-n}\text{Gr}_{n}^{W}\text{Gr}_{V}^{k'/d}B_{f} = 0$ by (3.5.2).

By (3.8.8–9), the quotient by $t(\text{Gr}_{V}^{k'/d}M)$ does not affect the order of nilpotency of $N$ on $\text{Gr}_{V}^{k'/d}M$. So the assertion for $k'/d < \alpha_{f}'$ follows by an argument similar to the case $k < d$ and $q = 0$.

**Case 3**: $k/d = \alpha_{f}'+ 1$, $q = 1$. Set $k' := k - d$ as above. In this case the last isomorphism of (3.8.7) and (3.8.8–9) do not hold. By the arguments in (3.5) we have

$$\text{Gr}_{n-1+i}^{W}\text{Gr}_{V}^{k'/d}(B_{f}, F) = \begin{cases} \bigoplus_{z \in \Sigma_{\lambda}} (M^{\lambda}_{C(z)}, F) + (M^{\lambda}_{\{0\}, n-1}, F) & \text{if } i = 0, \\ (M^{\lambda}_{\{0\}, n-1+i}, F) & \text{if } i = \pm 1, \\ 0 & \text{if } |i| > 1, \end{cases}$$

where $(M^{\lambda}_{\{0\}, n}, F)$, $(M^{\lambda}_{C(z), i}, F)$ are filtered regular holonomic $D$-modules with strict support \{0\} and $C(z)$ respectively, and $\lambda = e(-k'/d)$. (For $C(z)$, see (3.5)).

By using an argument similar to the one in Cases 1 and 2, it is then enough to show

$$\text{Gr}_{n-1+i}^{W}\text{Gr}_{V}^{k'/d}M = \begin{cases} \bigoplus_{z \in \Sigma_{\lambda}} M^{\lambda}_{C(z)} + M^{\lambda}_{\{0\}, n-1} & \text{if } i = 0, \\ M^{\lambda}_{\{0\}, n-1+i} & \text{if } i = \pm 1, \\ 0 & \text{if } |i| > 1, \end{cases}$$

with

$$M^{\lambda}_{\{0\}, n} = (F_{-n}\text{Gr}_{n}^{W}\text{Gr}_{V}^{k'/d}B_{f})[\partial_{1}, \ldots, \partial_{n}],$$

$$N : M^{\lambda}_{\{0\}, n} \sim M^{\lambda}_{\{0\}, n-2}.$$
There are also filtered \( \mathbb{C} \)-vector spaces \( (H_{C(z), n-1}^\lambda, F) \) for \( z \in \Sigma_\lambda \) such that
\[
(M_{C(z), n-1}^\lambda, F) = (i_c(z))^*((H_{C(z), n-1}^\lambda, F) \otimes \mathcal{O}_C(z)).
\]
Here \( (i_c(z))^* \) is the direct image of filtered \( \mathcal{D} \)-modules under the inclusion \( i_{C(z)} : C(z) \hookrightarrow X \), and \( (H_{C(z), n-1}^\lambda, F) \otimes \mathcal{O}_C(z) \) is the scalar extension of the filtered constant sheaf \( (H_{C(z), n-1}^\lambda, F) \) on \( C(z) \), which can be viewed as a filtered regular holonomic \( \mathcal{D}_{C(z)} \)-module. (The filtration \( F \) on \( H_{C(z), n-1}^\lambda \otimes \mathcal{O}_C(z) \) is shifted by 1 from the standard one for right \( \mathcal{D} \)-modules.) Note that the monodromy of \( (M_{C(z), n-1}^\lambda, F) \) around \( 0 \in C(z) \) is trivial (see a remark after (3.5.3)), and any polarizability of Hodge structure on \( C(z) \) is constant.

By the short exact sequences associated with the weight filtration \( W \), we have the extension classes
\[
e_z \in \text{Ext}^1_{\mathcal{D}_X}(M_{\{0\}, n}, M_{C(z), n-1}^\lambda), \quad e'_z \in \text{Ext}^1_{\mathcal{D}_X}(M_{C(z), n-1}^\lambda, M_{\{0\}, n-2}^\lambda).
\]
These can be identified with extension classes of \( \mathcal{D} \)-modules on \( C(z) \). They respectively correspond to
\[
f_z \in \text{Hom}_\mathbb{C}(H_{\{0\}, n}^\lambda, H_{C(z), n-1}^\lambda), \quad f'_z \in \text{Hom}_\mathbb{C}(H_{C(z), n-1}^\lambda, H_{\{0\}, n-2}^\lambda),
\]
by using the morphisms
\[
t : \text{Gr}^0_V \to \text{Gr}^1_V, \quad \partial_t : \text{Gr}^1_V \to \text{Gr}^0_V,
\]
for the extension \( \mathcal{D}_{C(z)} \)-modules corresponding to the extension classes \( e_z \) and \( e'_z \). Here \( t \) is a coordinate of \( C(z) \), and \( V \) is the filtration of Kashiwara and Malgrange indexed by \( \mathbb{Z} \) so that \( \partial_t t - j \) is nilpotent on \( \text{Gr}^j_V \) for \( j \in \mathbb{Z} \).

Note that, for any regular holonomic \( \mathcal{D}_X \)-modules \( M_1, M_2 \) supported at 0, we have
\[
(3.8.12) \quad \text{Ext}^j_{\mathcal{D}_X}(M_1, M_2) = 0 \quad \text{if} \; j \neq 0.
\]
In particular, we have always
\[
\sum_{z \in \Sigma_\lambda} e'_z \circ e_z = 0 \quad \text{in} \; \text{Ext}^j_{\mathcal{D}_X}(M_{\{0\}, n}, M_{\{0\}, n-2}^\lambda).
\]
Note that this vanishing is essentially equivalent to the existence of an extension \( \mathcal{D}_X \)-module with graded quotients
\[
M_{\{0\}, n-2}^\lambda, \quad \bigoplus_{z \in \Sigma_\lambda} H_{C(z), n-1}^\lambda \oplus M_{\{0\}, n-1}^\lambda, \quad M_{\{0\}, n}^\lambda,
\]
where we use also (3.8.12) for \( j = 1 \).

We see that \( f_z \) preserves \( F \) on \( H_{\{0\}, n}^\lambda \), etc., and \( f'_z \) preserves \( F \) up to the shift by 1, since they are induced respectively by \( t \) and \( \partial_t \) in the above argument. Then the desired \( \mathcal{D}_X \)-submodule \( M'' \subset \text{Gr}^{k/d}_V \mathcal{B}_f \) can be constructed as an extension of
\[
M''_{\{0\}, n-1+i} := (i_0)^*\left(F^nH_{\{0\}, n-1+i}^\lambda\right) \subset M_{\{0\}, n-1+i}^\lambda \quad (i = 0, 1),
M''_{\{0\}, n-2} := (i_0)^*\left(F^{n-1}H_{\{0\}, n-2}^\lambda\right) \subset M_{\{0\}, n-2}^\lambda,
M''_{C(z), n-1} := (i_{C(z)})^*\left(F^nH_{C(z), n-1}^\lambda \otimes \mathcal{O}_{C(z)}\right) \subset M_{C(z), n-1}^\lambda,
\]
by restricting the above extension classes to these submodules (and using the theory of extensions of perverse sheaves in [BBD]). So the assertion follows in the case \( k/d = \alpha'_f + 1 \). This finishes the proof of Theorem (3.8).

In the proof of the above proposition we used the following.
Lemma 3.9. Let \( u : (A, G) \rightarrow (B, G) \) be a morphism of filtered abelian groups. Assume there are integers \( a < b \) such that \( G^a A = A \), \( G^b B = B \), and we have the injectivity of \( \text{Gr}^p_G u : \text{Gr}^p_G A \rightarrow \text{Gr}^p_G B \) for \( p < b \).

Then
\[
(3.9.1) \quad \text{Gr}^p_G u : \text{Gr}^p_G A \rightarrow \text{Gr}^p_G B \quad \text{for} \quad p < b.
\]

Proof. Apply the snake lemma to the morphism between the short exact sequences
\[
0 \rightarrow G^{p+1} \rightarrow G^p \rightarrow \text{Gr}^p_G \rightarrow 0,
\]
for \( A, B \). Then we get
\[
(3.9.2) \quad (3.9.3) \quad u(G^p A) \cap G^{p+1} B = u(G^{p+1} A) \quad \text{for} \quad p < b.
\]
So the assertion follows by increasing induction on \( p \).

Remarks 3.10. (i) It is unclear whether the converse of Theorem (3.8) holds, especially when the inequality (3.8.1) holds for some \( q > [k/d] \). However, assuming conditions (C1–3) in (3.5), we have \( m_{k/d} < 2 \) if the equality holds in (3.8.1) for any \( q \geq [k/d] \). In fact, this is equivalent to the vanishing of certain graded pieces of \( H^0 \) in the proof of Theorem (3.8).

(ii) Theorem (3.8) is closely related to the following question of M. Tomari: Does (0.3) hold only for generic central hyperplane arrangements? The answer to this question seems to be quite positive at least in the case \( n = 3 \). This is closely related with Remark (3.7)(iii) by Theorem (3.8).

4. Explicit calculations of Bernstein-Sato polynomials

In this section we show how to calculate the Bernstein-Sato polynomial in certain cases including the generic one.

4.1. Let \( D \) be a central hyperplane arrangement in \( X = \mathbb{C}^n \) with \( n \geq 3 \). This is the affine cone of a projective hyperplane arrangement \( Z \) in \( Y = \mathbb{P}^{n-1} \). Assume \( D \) is indecomposable so that \( \chi(U) \neq 0 \) with \( U := \mathbb{P}^{n-1} \setminus Z \), see (3.4). Let \( R_f \) be the set of the roots of \( b_f(-s) \), and \( R'_f \) be the union of the roots of \( b_{f,x}(-s) \) for \( x \in D \setminus \{0\} \). Put \( \alpha'_f = \min R'_f \). Let \( k \in \{1, \ldots, d\} \). By (1.5.1) we have
\[
(4.1.1) \quad \dim H^{n-1}(F_{f,0}, \mathbb{C})_{e(-k/d)} = |\chi(U)| \quad \text{if} \quad \frac{k}{d} \notin R'_f + \mathbb{Z},
\]
where \( e(\beta) \) for \( \beta \in \mathbb{Q} \) is as in (1.8.4). Indeed, the last condition implies that the perverse sheaf \( \psi_{f,e(-k/d)} \mathbb{C} X [n-1] \) is supported on \( \{0\} \), and is identified with a vector space so that we have a canonical isomorphism
\[
(4.1.2) \quad \psi_{f,e(-k/d)} \mathbb{C} X [n-1] = H^{n-1}(F_{f,0}, \mathbb{C})_{e(-k/d)} \quad \text{if} \quad \frac{k}{d} \notin R'_f + \mathbb{Z}.
\]
This implies that \( H^j(F_{f,0}, \mathbb{C})_{e(-k/d)} = 0 \) if \( j \neq n-1 \) and \( \frac{k}{d} \notin R'_f + \mathbb{Z} \).

In the case \( \frac{k}{d} \in [\alpha'_f, 1) \), we assume in the notation of (2.1) that there is a subset \( I \) of \( \{1, \ldots, d-1\} \) such that \( |I| = k-1 \) and condition (2.1.2) is satisfied for
\[
(4.1.3) \quad \alpha_i = \begin{cases} 1 - \frac{k}{d} & \text{if} \ i \in I \cup \{d\}, \\ -\frac{k}{d} & \text{if} \ i \in I^c := \{1, \ldots, d-1\} \setminus I, \end{cases}
\]
so that (2.1.1) is a quasi-isomorphism. Note that the target of (2.1.1) calculates the \( \lambda \)-eigenspace of the Milnor cohomology \( H^*(F_{f,0}, \mathbb{C})_\lambda \) with \( \lambda = e(-k/d) \). (There are many reasons for the definition of the \( \alpha_i \) in (4.1.3), and it is not easy to modify this. For instance,
the $\alpha_i$ should be greater than $-1$ for the relation with the pole order filtration in (1.5), and $\alpha_d$ should be positive when we consider the pole of $\omega_i$ at infinity.)

Let $V(I)'$ be the vector subspace of $A_{g,\alpha}^{n-1}$ generated by
\[ \omega_{i_1} \wedge \cdots \wedge \omega_{i_{n-1}} g_{\alpha}^{n-1} \] for $\{i_1, \ldots, i_{n-1}\} \subset I$, and $V(I)$ be the image of $V(I)'$ in $H^{n-1}(A_{g,\alpha}^{*}, \omega^{*}\wedge)$, where $\alpha = (\alpha_i)$.

In the notation of (1.5), $V(I)'$ can be identified with a subspace of
\[ \Gamma(Y, \Omega_{Y}^{n-1} \otimes_\mathcal{O} P_\mathcal{O}L(k/d)). \]

This is closely related with a remark after (4.1.3).

We can determine whether $\frac{k}{d}$ and $\frac{k}{d} + 1$ belong to $R_f$ in certain cases as follows.

**Theorem 4.2.** Let $k \in \{1, \ldots, d\}$. With the above notation and assumption, we have the following:

(a) If $k = d - 1$ or $d$, we have $1 - \frac{1}{d}, 1 \in R_f$ and $2 - \frac{1}{d}, 2 \notin R_f$.

(b) If $\frac{k}{d} < \alpha'_f$, then we have $\frac{k}{d} \in R_f$ if and only if $k \geq n$.

(c) If $(\frac{k-1}{n-1}) < \dim H^{n-1}(F_{f,0}, \mathbb{C})_{e(-k/d)}$, then $\frac{k}{d} + 1 \in R_f$.

(d) If $\frac{k}{d} < \alpha'_f$, $\frac{k}{d} \notin R_f \setminus \mathbb{Z}$, and $(\frac{k-1}{n-1}) = |\chi(U)|$, then $\frac{k}{d} + 1 \notin R_f$.

(e) If $V(I) \neq 0$, then $\frac{k}{d} \in R_f$.

(f) If $V(I) = H^{n-1}(A_{g,\alpha}^{*}, \omega^{*}\wedge)$, then $\frac{k}{d} + 1 \notin R_f \setminus R_f'$.

(g) If $V(I) \neq H^{n-1}(A_{g,\alpha}^{*}, \omega^{*}\wedge)$ and $\dim V(I)' = (\frac{k-1}{n-1})$, then $\frac{k}{d} + 1 \in R_f$.

**Proof.** The assertions (a)–(d) follow from Theorem 1 together with (1.8) and (3.4). For the remaining assertions, note that by (1.6) and (2.1.1), $V(I)'$ and $V(I)$ are respectively identified with subspaces of
\[ \Gamma(Y, \Omega_{Y}^{n-1} \otimes_\mathcal{O} P_\mathcal{O}L(k/d)), \quad P^{n-1}H^{n-1}(F_{f,0}, \mathbb{C})_{e(-k/d)}. \]

Then the assertions follow from (1.4) and (1.8.6). This finishes the proof of Theorem (4.2).

**4.3. The generic case.** In the case of generic central hyperplane arrangements, we have $\alpha'_f = 1$, $R_f' = \{1\}$. So Walther’s formula (0.3) follows from Theorems 1–2 together with Theorem (4.2)(b), (c), (d), since we have in this case (see [CoSu], [OrRa])

\[ |\chi(U)| = (\frac{d-2}{n-1}). \]

(4.3.1)

The following will be used in the proof of later theorems.

**Proposition 4.4.** With the notation of (4.1), let $Z(I) = \bigcup_{i \in I} Z_i \subset Y = \mathbb{P}^{n-1}$, where $I$ is as in (4.1.3) so that $|I| = k - 1$. Assume $k \geq n$ and $Z(I) \cup Z_d$ is a divisor with normal crossings on $\mathbb{P}^{n-1}$. Then the last hypothesis of Theorem (4.2)(g) is satisfied, that is,

\[ \dim V(I)' = (\frac{k-1}{n-1}). \]

(4.4.1)

**Proof.** The assumption implies
\[ \bigwedge_{i \in I \setminus I'} \omega_i \neq 0 \text{ for any } I' \subset I \text{ with } |I'| = |I| - n - 1 = k - n. \]

(This does not hold if we assume only that $Z(I)$ is a divisor with normal crossings on $\mathbb{P}^{n-1}$.)

Note that $V(I)'$ is identified with a subspace of
\[ \Gamma(Y, \Omega_{Y}^{n-1} \otimes_\mathcal{O} P_\mathcal{O}L(k/d)) \cong \Gamma(Y, O_Y(k - n)). \]
where $Y = \mathbb{P}^{n-1}$ (see (1.5.2) for the last isomorphism), and it is spanned by

$$\left(\wedge_{i \in I'} \omega_i\right) g^\alpha = c_{I'} \left(\prod_{i \in I'} g_i\right) dy_1 \wedge \ldots \wedge dy_{n-1} g^\tilde{\alpha},$$

where $c_{I'} \in \mathbb{C}^*$, $y_1, \ldots, y_{n-1}$ are the coordinates of $\mathbb{C}^{n-1}$, and $\tilde{\alpha} = (\tilde{\alpha}_i) \in \mathbb{Q}^{d-1}$ is defined by

$$\tilde{\alpha}_i = -\frac{k}{d} \quad (\forall i \in \{1, \ldots, d-1\}).$$

So (4.4.1) is reduced to the following which is shown by increasing induction on $|I| \geq n$:

(A) The $P_{I'} := \prod_{i \in I'} g_i$ for $I' \subset I$ with $|I'| = |I| - n + 1$ generate the vector space of polynomials of degree $|I| - n + 1$ in $n - 1$ variables.

In fact, for each $i \in I$, the inductive hypothesis implies that the $P_{I'}$ for $I' \subset I \setminus \{i\}$ with $|I'| = |I| - n$ generate the vector space of polynomials of degree $\leq |I| - n$ in $n - 1$ variables, where the assertion is clear if $|I| = n$. This finishes the proof of Proposition (4.4).

**4.5. Calculation in a non-generic case.** In the notation of (4.1), assume $n = 3$ and

$$(M3) \quad \text{mult}_z Z \leq 3 \quad (\forall z \in Z) \quad \text{with} \quad \text{mult}_z Z = 3 \quad (\exists z \in Z).$$

Under the assumption $n = 3$, condition (M3) is equivalent in the notation of (4.1) to

$$R' = \left\{\frac{2}{3}, 1, \frac{4}{3}\right\}, \quad \alpha' = \frac{2}{3}.$$

In the non-generic case, we have to use the calculations in (2.1) and (3.5) together with Theorems (3.8) and (4.2), Propositions (4.4) and (4.7-8) below in order to determine the roots $\alpha$ of $b_f(-s)$ and their multiplicities for $\alpha \geq \alpha'$. For the moment we can calculate the Bernstein-Sato polynomial by this method only in relatively simple cases.

Let $\nu_i, \nu_i'$ be the number of $i$-ple points of $Z$ and $Z' := Z \setminus Z_i$ respectively. We have $\nu_3 \neq 0, \nu_i = \nu_i' = 0 \ (i > 3)$ by condition (M3). It is well known (see [OrSo]) that

$$b_0(U) = 1, \quad b_1(U) = d - 1, \quad b_2(U) = \nu_2' + 2\nu_3'.$$

(The last equality is closely related to (4.5.3) below.) We have moreover

$$\chi(U) = \left(\frac{d-2}{2}\right) - \nu_3.$$

In fact, if $\nu_3 = 0$, this is a special case of (4.3.1) (and can be shown by an elementary calculation of the Euler characteristic). The general case is reduced to this case by deforming slightly $Z$ and calculating the difference between the Euler numbers of

$$\{xy(x + y) = 0\} \quad \text{and} \quad \{xy(x + y - 1) = 0\},$$

(see also the assertion in the end of [BuSa2, Section 3.1]).

In the notation of (2.1), if $g_i, g_j, g_l$ have a common zero, then

$$\omega_i \wedge \omega_j + \omega_j \wedge \omega_l + \omega_l \wedge \omega_i = 0.$$

By [OrSo] these are the only relations among the $\omega_i \wedge \omega_j$ for $i, j \in \{1, \ldots, d-1\}$. (This is closely related to Lemma (4.6) below.) Note that $\omega_i \wedge \omega_j = 0$ if $Z_i' \cap Z_j' = \emptyset$ (that is, if $Z_i', Z_j'$ are parallel in $\mathbb{C}^2$).

Let $\omega^\alpha = \alpha_i \omega_i + \alpha_j \omega_j + \alpha_l \omega_l$ with $\alpha_i, \alpha_j, \alpha_l \in \mathbb{C}^*$. Then

$$\omega^\alpha \wedge \omega_i, \quad \omega^\alpha \wedge \omega_j$$

are linearly independent $\iff \alpha_i + \alpha_j + \alpha_l \neq 0$.

In fact, (4.5.3) implies

$$\omega^\alpha \wedge \omega_j - \omega^\alpha \wedge \omega_i = (\alpha_i + \alpha_j + \alpha_l) \omega_i \wedge \omega_j,$$

where $\omega^\alpha \wedge \omega_i$ and $\omega_i \wedge \omega_j$ are linearly independent, since so are $\omega_i \wedge \omega_j$ and $\omega_j \wedge \omega_l$ by the remark after (4.5.3).
Let \( \omega^\beta = \beta_i \omega_i + \beta_j \omega_j + \beta_l \omega_l \) with \( \beta_i, \beta_j, \beta_l \in \mathbb{C} \). If \( \alpha_i + \alpha_j + \alpha_l \neq 0 \), then (4.5.4) implies (4.5.6) \[
\omega^\alpha \wedge \omega^\beta = 0 \implies \omega^\beta = c \omega^\alpha \quad \text{for some } c \in \mathbb{C}.
\]
Indeed, setting \( \eta'_i = \omega^\alpha \wedge \omega_i \), we get two relations
\[
\alpha_i \eta'_i + \alpha_j \eta'_j + \alpha_l \eta'_l = 0 \quad \text{and} \quad \beta_i \eta'_i + \beta_j \eta'_j + \beta_l \eta'_l = 0.
\]
They must coincide up to a constant multiple since \( \eta'_i, \eta'_j, \eta'_l \) span a subspace of dimension 2 by (4.5.4).

Note that the last assumption in Theorem (4.2)(g) is satisfied only in the case where the arrangement is rather simple as in the case where the hypothesis of Proposition (4.4) is satisfied. To verify the assumptions in Theorem (4.2)(e), (f) and (g), we have to calculate (4.5.7) \[
(\omega^\alpha \wedge \mathcal{A}^1_{g,\alpha}) \cap V(I') \quad \text{or} \quad (\omega^\alpha \wedge \mathcal{A}^2_{g,\alpha}) + V(I') \quad \text{in } \mathcal{A}^2_{g,\alpha}.
\]
For this we need some terminology as follows. Let \( I \).

**Definitions.**

(i) We say that \( i, i' \in I \) are strongly \( I^c \)-connected if \( Z'_i \cap Z'_j \cap Z'(I^c) \neq \emptyset \).

(ii) We say that \( i, i' \in I \) are \( I^c \)-connected if there are \( i_0, \ldots, i_r \) (\( r \geq 0 \)) such that \( i_0 = i, i_r = i' \), and \( i_l \) strongly \( I^c \)-connected for any \( l \in \{1, \ldots, r\} \).

(iii) We say that \( I' \subset I \) is an \( I^c \)-connected component of \( I \) if any \( i, i' \in I' \) are \( I^c \)-connected and \( I' \) is a maximal subset of \( I \) satisfying this property.

(iv) We say that an \( I^c \)-connected component \( I' \) of \( I \) is contractible, if the dual graph of \( Z'(I') \) is contractible.

(v) For an \( I^c \)-connected component \( I' \) of \( I \), we define \( \sigma(I') \) to be the number of points of \( Z'(I') \cap Z'(I^c) \) contained in the smooth part of \( Z'(I') \).

Here the dual graph of \( Z'(I') \) for an \( I^c \)-connected component \( I' \) of \( I \) consists of the vertices corresponding to the elements of \( I' \) together with the edges corresponding to the points of \( (\text{Sing } Z'(I')) \cap Z'(I^c) \). Note that \( Z'_i \cap Z'_j \) may be non-empty even if \( i \) and \( j \) belong to different \( I^c \)-connected components of \( I \). We will see that these notions are useful for the study of (4.5.7) in the relatively simple cases (assuming \( n = 3 \) and condition (M3) as above), see Propositions (4.7) and (4.8) below. (Note that non-contractible \( I^c \)-connected components do not appear in the case \( d \leq 7 \) if we choose \( Z_d \) and \( I^c \) appropriately.)

The following is well-known in the theory of hyperplane arrangements (see [OrSa]). We note here a short proof for the convenience of the reader who is not familiar with the theory.

**Lemma 4.6.** Assume \( n = 3 \). Then, in the notation of (4.1), we have
\[
b_0(U) = 1, \quad b_1(U) = d - 1, \quad b_2(U) = \sum_{z \in Z \setminus Z_d} (m_{Z,z} - 1),
\]
where \( m_{Z,z} \) is the number of the components \( Z_i \) containing \( z \).

**Proof.** Since \( \dim \mathcal{A}^i_{g,\alpha} = b_i(U) \) (see (2.1.3)), the assertion holds for \( i \neq 2 \). So it is enough to calculate \( \chi(U) \). Since \( \chi(U) = \chi(Y') - \chi(Z') \), (where \( Z' := Y' \cap Z \)) and \( \chi(Y) = 1 \), it is enough to show
\[
\chi(Z') = d - 1 - \sum_{z \in Z \setminus Z_d} (m_{Z,z} - 1).
\]
But this is easily verified by using the short exact sequence
\[
0 \to \mathbb{Q}Z' \to \bigoplus_{i \in I} \mathbb{Q}Z'_i \to \bigoplus_{z \in Z'} \mathbb{Q}^{m_{Z,z} - 1} \to 0,
\]
since \( \chi(Z'_i) = 1 \). This finishes the proof of Lemma (4.6).
Proposition 4.7. Assume $n = 3$ and (M3) in (4.5). Let $I$ be as in (4.1) so that (2.1.2) is satisfied for the $\alpha_i$ defined by (4.1.3) where $k = d - 2$. Assume $Z'(I^c)$ is connected, and $\alpha_i + \alpha_j + \alpha_k \neq 0$ for any $i \in I$, $j, k \in I^c$ with $Z_i' \cap Z_j' \cap Z_k' \neq \emptyset$. Let $c$ be the number of $I^c$-connected components $I'$ of $I$ with $\sigma(I') = 0$, see Definition (v) in (4.5). Then
\[
\dim (\omega^\alpha \land A^1_{g, \alpha} \cap V(I)' \leq c, \text{ that is, } \dim V(I) \geq \dim V(I') - c.
\]

Here the equality holds if for any $I^c$-connected component $I'$ of $I$ with $\sigma(I') = 0$, the following two conditions are satisfied: $I'$ is contractible, and $\alpha_i + \alpha_j + \alpha_k \neq 0$ for some $i, i' \in I$, $j \in I^c$ with $Z_i' \cap Z_j' \cap Z_k' \neq \emptyset$.

Proof. Let $\eta g^\alpha = \sum_{i < d} \beta_i \omega_i g^\alpha \in A^1_{g, \alpha}$, and assume
\[
(4.7.2) \quad \omega^\alpha \land \eta g^\alpha = \sum_{i,j} \gamma_{i,j} \omega_i \land \omega_j g^\alpha = \sum_{i,j \in I} \gamma_{i,j}' \omega_i \land \omega_j g^\alpha \in V(I)',
\]
where $\gamma_{i,j} := \alpha_i \beta_j - \alpha_j \beta_i \in \mathbb{C}$ for $i < j$ and $\gamma_{i,j} = \gamma_{i,j}' = 0$ for $i \geq j$. We may have $\gamma_{i,j} \neq \gamma_{i,j}'$ for $i, j \in I$, and the assumption (4.7.2) is not equivalent to the condition that $\gamma_{i,j} = 0$ for $\{i, j\} \not\subset I$, since there are some relations among the $\omega_i \land \omega_j$ as in (4.5.3).

If $Z_i' \cap Z_j' \cap Z_k' \neq \emptyset$ with $i \in I$, $j, k \in I^c$, then there is $c \in \mathbb{C}$ (depending on $i, j, k$) such that $\beta_i = c \alpha_i, \quad \beta_j = c \alpha_j, \quad \beta_k = c \alpha_k$, by (4.5.6) and the hypothesis of the proposition. So we may assume
\[
(4.7.4) \quad \beta_j = 0 \quad \text{for any } j \in I^c,
\]
replacing $\eta$ with $\eta - c \omega^\alpha$ for some $c \in \mathbb{C}$, since $Z'(I^c)$ is connected. Here we get also
\[
(4.7.5) \quad \beta_i = 0 \quad \text{if } Z_i' (i \in I) \text{ intersects } Z'(I^c) \text{ at a smooth point of } Z'(I).
\]

Let $I'$ be an $I^c$-connected component of $I$. Assume $i, i' \in I'$ are $I^c$-strongly connected, that is, $Z_i' \cap Z_{i'}' \cap Z_k' \neq \emptyset$ for some $j \in I^c$. Then we have by (4.5.3)
\[
\omega_i \land \omega_j g^\alpha = \omega_{i'} \land \omega_j g^\alpha \mod \mathbb{C} \omega_i \land \omega_j g^\alpha, \quad g^\alpha \in V(I')'.
\]

Hence
\[
(\alpha_i \omega_i + \alpha_{i'} \omega_{i'} + \alpha_j \omega_j) \land (\beta_i \omega_i + \beta_{i'} \omega_{i'}) g^\alpha = \alpha_j (\beta_i + \beta_{i'}) \omega_j \land \omega_i g^\alpha \mod V(I'),
\]
where $\beta_j = 0$ by (4.7.4). So we get by (4.7.2) together with a remark after (4.5.3)
\[
(4.7.6) \quad \beta_i + \beta_{i'} = 0.
\]
Moreover, we have by (4.1.3)
\[
\gamma_{i,i'} = \alpha_i \beta_{i'} - \alpha_{i'} \beta_i - \alpha_j \beta_i = -(\alpha_i + \alpha_{i'} + \alpha_j) \beta_i.
\]

This is non-zero in the case $\beta_i \neq 0$ and the last hypothesis in the proposition is satisfied. Note that $\gamma_{i,i'}$ is well-defined if $Z_i' \cap Z_{i'}' \cap Z'(I') \neq \emptyset$ (by using the hypothesis (M3)).

By (4.7.6) the $\beta_i$ for $i \in I'$ are at most uniquely determined by $\beta_{i_0}$ for any $i_0 \in I'$, and they are really determined for any value of $\beta_{i_0}$ if $I'$ is a contractible $I^c$-connected component of $I$ with $\sigma(I') = 0$. On the other hand, if $I'$ is an $I^c$-connected component of $I$ with $\sigma(I') \geq 1$, then we have $\beta_i = 0$ for any $i \in I'$ by (4.7.5–6). So the assertion follows. This finishes the proof of Proposition (4.7).
**Proposition 4.8.** With the notation and the assumptions of (4.1) and (4.5), assume $|I| = d - k = 2$, any $I^c$-connected component $I'$ of $I$ is contractible, and has $\sigma(I') \leq 1$, and moreover we have $\alpha_i + \alpha_j + \alpha_{j'} \neq 0$ if $Z_i^j \cap Z_j' \cap Z_{j'}' \neq \emptyset$ for some $i \in I$, where $I^c = \{j_1, j_2\}$. Then $H^2(A_{g,\alpha}^*, \omega^n \wedge) = V(I)$ so that the hypothesis of Theorem (4.2)(f) is satisfied and hence we have $k = 1 + 1 \notin R_f \setminus R_f'$.

**Proof.** We have to show

\[(4.8.1)\quad A_{g,\alpha}^2 = \omega^n \wedge A_{g,\alpha}^1 \mod V(I)' .\]

We first show that we have for $i \in I$, $j \in I^c$

\[(4.8.2)\quad \omega_j \wedge \omega_i g^\alpha \in \omega^n \wedge A_{g,\alpha}^1 + V(I)' .\]

We will prove this for each $I^c$-connected component $I'$ of $I$ by using

\[(4.8.3)\quad \omega^n \wedge \omega_i g^\alpha = \alpha_{j_1} \omega_{j_1} \wedge \omega_i g^\alpha + \alpha_{j_2} \omega_{j_2} \wedge \omega_i g^\alpha \mod V(I)' \quad (i \in I) .\]

Since $|I| = 2$ and condition (M3) in (4.5) is assumed, $I'$ is linearly $I^c$-connected (since it is contractible by hypothesis). We say that $i$ is an end element of $I'$, if $Z_i$ is parallel to $Z_{j_a}'$ for $a = 1$ or 2. We first consider the case where $I'$ has an end element (where $|I'|$ may be 1). In this case we have $\omega_{j_1} \wedge \omega_i = 0$, and (4.8.2) for $j = j_b$ with $b = 3 - a$ follows from (4.8.3). Since $I'$ is linearly $I^c$-connected, we can show (4.8.2) inductively by using (4.8.3) for $i \in I'$.

Now we show (4.8.2) in the case where $I'$ has no end element. In this case we have $|I'| = 1$, and $Z_i \cap Z_{j_1}^{\prime} \cap Z_{j_2}^{\prime} \neq \emptyset$ for $\{i\} = I'$, since $I'$ is contractible and $\sigma(I') \leq 1$ for any $I^c$-connected component $I'$ of $I$ by hypothesis. In this case (4.8.2) follows from (4.5.4) by calculating $\omega^n \wedge \omega_{j_1} g^\alpha$ and $\omega^n \wedge \omega_{j_2} g^\alpha$ as in (4.8.3), since (4.8.2) is shown for the other $I^c$-connected components $I'$ of $I$ having end elements by using (4.8.3) for $i \in I'$.

Finally it remains to show

\[(4.8.4)\quad \omega_{j_1} \wedge \omega_{j_2} g^\alpha \in \omega^n \wedge A_{g,\alpha}^1 + V(I)' .\]

In the case where $Z_i \cap Z_{j_1}^{\prime} \cap Z_{j_2}^{\prime} \neq \emptyset$, the assertion follows from the above assertion by using (4.5.3). So it remains to treat the case where $Z_{j_1}^{\prime} \cap Z_{j_2}^{\prime}$ is a double point of $Z'$. In this case any $I^c$-connected component $I'$ of $I$ has an end element. Then (4.8.4) follows by calculating $\omega^n \wedge \omega_{j_1} g^\alpha$ or $\omega^n \wedge \omega_{j_2} g^\alpha$ as in the above case. This finishes the proof of Proposition (4.8).

Using the above propositions, we can now prove the following.

**Theorem 4.9.** Assume $n = 3$, $d \geq 4$, and condition (M3) in (4.5). Set $e := \lceil 2d/3 \rceil - 1$, that is, $e < 2d/3 \leq e + 1$. Then we have a subset $J \subset \{3, \ldots, 2d - 2\}$ such that

\[(4.9.1)\quad \{3, \ldots, e\} \cup \{d - 1, d, d + 1, d + 2\} \subset J ,\]

\[(4.9.2)\quad b_f(s) = (s + 1) \prod_{i=2}^d \left(s + \frac{i}{3}\right) \prod_{j \in J} \left(s + \frac{j}{d}\right) .\]

Here $J$ contains $\frac{2d}{3}$ and $\frac{4d}{3}$, if $\frac{d}{3} \in \mathbb{N}$ and (3.7.1) for $\lambda = e(\pm 2/3)$ is satisfied.

**Proof.** If the last condition of the theorem is satisfied, then we have $m_{2/3} = m_{4/3} = 2$ by Theorem (3.8). In fact, we have in this case

\[
F^0H^1(F_{j,x}, \mathbb{C})_{e(2/3)} = H^1(F_{j,x}, \mathbb{C})_{e(-2/3)}, \quad F^1H^1(F_{j,x}, \mathbb{C})_{e(2/3)} = 0 ,
\]

\[
F^1H^1(F_{j,x}, \mathbb{C})_{e(-2/3)} = H^1(F_{j,x}, \mathbb{C})_{e(-2/3)} ,
\]

so that (3.8.1) is reduced to (3.7.1), where $\alpha'_f = 2/3$ by condition (M3). The assertion then follows from Theorem 1, Theorem (4.2)(b) and (1.1.3). (Note that $d - 1 \in J$ since $2d - 1 \notin J$.)
Here we use the fact that (3.7.1) is satisfied in the case $d = 6$, see Remark (4.10)(i) below. This finishes the proof of Theorem (4.9).

Remarks 4.10. (i) In many cases $H^1(F_{f,0}, \mathbb{C})_{e(-2/3)}$ is very small. We have

\[(4.10.1) \quad \dim H^1(F_{f,0}, \mathbb{C})_{e(-2/3)} \leq 1 \quad \text{for} \quad d \leq 8,\]

and Example (4.13)(i) is the only example such that $\dim H^1(F_{f,0}, \mathbb{C})_{e(-2/3)} \neq 0$ with $d \leq 8$, see [AB], [CoSu], [Di], [BDS] and also Example (4.13)(iii) below. By (1.5.1) we have

\[(4.10.2) \quad H^j(F_{f,0}, \mathbb{C})_{e(-2/3)} = 0 \quad (j \in \mathbb{N}) \quad \text{if} \quad d/3 \notin \mathbb{N}.\]

(ii) As far as calculated, we have always in Theorem (4.9)

\[(4.10.3) \quad J = \{3, \ldots, r_f\} \quad \text{with} \quad r_f = 2d - 3 \quad \text{or} \quad 2d - 2.\]

It would be interesting whether this is true in general. Note that the corresponding assertion does not hold for jumping coefficients, see Example (4.13)(ii) below.

**Theorem 4.11.** In the notation and the assumptions of Theorem (4.9), assume $d \leq 8$. Then (4.9.2) holds with $J = \{3, \ldots, r_f\}$ where $r_f$ is either $2d - 3$ or $2d - 2$ as in (4.10.3).

**Proof.** We have to determine the subset $J \subset \{3, \ldots, 2d - 2\}$ in Theorem (4.9). Set $e := \lceil 2d/3 \rceil - 1$ as above. By (4.9.1) it is enough to show

\[(4.11.1) \quad \frac{k}{e} \in R_f \quad \text{if} \quad k \in \{e + 1, \ldots, d - 2\}, \quad \frac{k}{e} + 1 \in R_f \quad \text{if} \quad k \in \{3, \ldots, d - 3\}.\]

Calculating $e + 1$ as in (4.11.3) below, we see that it is enough to consider the case

\[(4.11.2) \quad e + 1 = d - 2 \quad \text{with} \quad d = 6, 7, 8.\]

By classifying affine line arrangements $Z'$ in $\mathbb{C}^2$ (adding lines one by one inductively), we can calculate the maximum of $\nu_3$ (together with $e$) for each $d \in \{4, \ldots, 8\}$ as follows:

\[(4.11.3) \quad \begin{align*}
    d &: 4 \quad 5 \quad 6 \quad 7 \quad 8 \\
    e + 1 &: 3 \quad 4 \quad 4 \quad 5 \quad 6 \\
    \max \nu_3 &: 1 \quad 2 \quad 4 \quad 6 \quad 7
    \end{align*}\]

Here we assume that the line at infinity contains as many triple points as possible. In fact, for $d = 4$, $Z'$ is essentially unique, and is defined by $h = x(x - 1)y$. For $d = 5$, there are two possibilities:

\[h = xy(x - 1)(y - 1) \quad \text{with} \quad \nu_3 = 2, \quad \text{or} \quad h = x(x - 1)y \ell \quad \text{with} \quad \nu_3 = 1,\]

where $\ell$ is a general polynomial of degree 1.
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We can continue like this for $d = 6, 7, 8$. The details are left to the reader. These will be explained partially in later arguments.

From (4.5.2) we can deduce

\[
\chi(U) - \binom{d-3}{2} = d - 3 - \nu_3, \\
\chi(U) - \binom{d-4}{2} = 2d - 7 - \nu_3.
\]
Combined with (4.11.3) this implies
\[
\chi(U) > \binom{k-1}{2} \quad \text{if} \quad \begin{cases} 
k = d - 2 \text{ with } \nu_3 < d - 3, \\
k < d - 2 \text{ with } d > 4. \end{cases}
\]

By (1.5.1) we have furthermore
\[
\dim H^2(F_{f,0}, \mathbb{C})_{e(-k/d)} \geq \chi(U),
\]
since \(H^0(F_{f,0}, \mathbb{C})_{e(-k/d)} = 0\). Here the equality holds if and only if \(H^1(F_{f,0}, \mathbb{C})_{e(-k/d)} = 0\).
(TThe last condition is satisfied, if \(d/3 \notin \mathbb{N}\), see (4.1.2)).

By (4.11.4–5) for \(k < d - 2\) and Theorem (4.2)(c), we get the last assertion of (4.11.1). For the first assertion of (4.11.1) we may assume
\[
k = e + 1 = d - 2 \quad \text{with} \quad d = 6, 7, 8.
\]
In this case we have \(c = 0\) or \(1\) in Proposition (4.7), and it implies the first assertion of (4.11.1) by Theorem (4.2)(e). This finishes the proof of Theorem (4.11).

**Theorem 4.12.** In the notation and the assumption of Theorem (4.11), assume \(d \leq 7\). Then we have
\[
r_f = 2d - 2 \quad \text{if} \quad \nu_3 < d - 3,
\]
and the converse holds except for the case in (4.12.6) below where \(d = 7, \nu_3 = 4\) and \(r_f = 2d - 2\).

**Proof.** By Theorem (4.11) it is enough to examine whether \(2 - 2/d \in R_f\) or not. So we may assume
\[
k = d - 2.
\]
If \(\nu_3 < d - 3\), we have \(2 - 2/d \in R_f\) by (4.11.4–5) for \(k = d - 2\) and Theorem (4.2)(c). We may thus assume
\[
\nu_3 \geq d - 3.
\]

Assuming (4.12.2–3), we can verify the assertion as follows:

**Case 1:** \(d = 4\) or \(5\). In this case it is easy to apply Proposition (4.8), and we get \(r_f = 2d - 3\).

**Case 2:** \(d = 6\). We can choose \(I^c = \{j_1, j_2\}\) so that \(Z_{j_1} \cup Z_{j_2}\) contains all the triple points of \(Z\), and \(Z_{j_1} \cap Z_{j_2}\) is a double point of \(Z\). Then these conditions imply that (2.1.2) is satisfied for (4.1.3). Moreover, the assumption of Proposition (4.8) is satisfied in case \(\nu_3 = 3\) or \(4\), and we get \(r_f = 2d - 3\). (Note that we have a strict inequality in (4.11.5) if \(\nu_3 = 4\), see Example (4.13)(i) below.)

**Case 3:** \(d = 7\). The equivalent conditions of (4.5.4) is always satisfied in this case (since \(d/3 \notin \mathbb{N}\)).

If \(\nu_3 = 6\), there is only one projective isomorphism class (see Example (4.13)(ii) below), where we have \(r_f = 2d - 3\) by Proposition (4.8).

If \(\nu_3 = 5\), there are two 1-parameter families (up to projective isomorphisms) defined by the following polynomials in \(\mathbb{C}^2 \subset \mathbb{P}^2:\)
\[
h = xy(x - 1)(y - 1)(x + y - 1)(y - \lambda x) \quad (\lambda \in \mathbb{C} \text{ generic}),
h = xy(x - 1)(y - 1)(\lambda x - y)((\lambda - 1)x - (y - 1)) \quad (\lambda \in \mathbb{C} \text{ generic}).
\]
This can be shown by counting the number of projective lines in \( Z \) containing three triple points of \( Z \). We can take \( I^c \) corresponding to \( \{xy = 0\} \). Then we can apply Proposition (4.8), and get \( r_f = 2d - 3 \).

If \( \nu_3 = 4 \), there are three 2-parameter families (up to projective isomorphisms) defined by the following polynomials in \( \mathbb{C}^2 \subset \mathbb{P}^2 \):

\[
(4.12.5) \quad h = xy(x - 1)(y - 1)(\lambda x - y)(\mu x - (y - 1)) \quad (\lambda, \mu \in \mathbb{C} \text{ generic}),
\]

\[
(4.12.6) \quad h = xy(x - 1)(y - 1)(\lambda x - (y - 1))(x - 1 - \mu y) \quad (\lambda, \mu \in \mathbb{C} \text{ generic}),
\]

and

This can be shown by counting the number of projective lines in \( Z \) containing three triple points of \( Z \) and looking at the lines in \( Z \) passing through two triple points of \( Z \). We can take \( I^c \) corresponding to \( \{xy = 0\} \). Then, for (4.12.5), we have \( c = 0 \) and \( 12/7 \not\in R_f \), that is, \( r_f = 2d - 3 \), by Proposition (4.8). For (4.12.6), however, we have \( c = 1 \) in Proposition (4.7), and hence \( 12/7 \in R_f \), that is, \( r_f = 2d - 2 \), by Propositions (4.4), (4.7), and Theorem (4.2)(g), since the last condition of Proposition (4.7) is satisfied in this case. This finishes the proof of Theorem (4.12).

Examples 4.13. (i) In the notation of (2.1), let \( n = 3 \), \( d = 6 \), and

\[
(4.13.1) \quad h = (x^2 - 1)(y^2 - 1)(x + y).
\]

This is the simplest example with \( H^{n-2}(F_{f,0}, \mathbb{C})_\lambda \neq 0 \) for some \( \lambda \neq 1 \). In this case we have

\[
\dim H^1(F_{f,0}, \mathbb{C})_{e(\pm 1/3)} = 1, \quad \dim H^2(F_{f,0}, \mathbb{C})_{e(\pm 1/3)} = 3,
\]

where \( \nu_3 = 4 \), \( \chi(U) = 2 \). We take \( I^c \) corresponding to \( \{(x + 1)(y + 1) = 0\} \subset \mathbb{C}^2 \) in the notation of Theorem (4.2), where \( k = d - 2 \). Then \( Z(I) \cup Z_d \subset \mathbb{P}^2 \) has normal crossings so that \( \dim V(I)' = 3 \) by Proposition (4.4), and we have \( c = 1 \) in Proposition (4.7) for \( k = 4 \). However, we have \( \dim V(I) = 3 \) in this case. (Note that the last assumption in Proposition (4.7) is not satisfied.) So we get \( 2 - 2/d \not\in R_f \) by Theorem (4.2)(f) (or Proposition (4.8)).

(ii) In the notation of (2.1), let \( n = 3 \), \( d = 7 \), and

\[
(4.13.2) \quad h = (x^2 - 1)(y^2 - 1)(x^2 - y^2).
\]
This is the only example with $d = 7$ and $\nu_3 = 6$ up to a projective equivalence. In fact, it is projectively equivalent to the arrangement defined by the following polynomial in $\mathbb{C}^2 \subset \mathbb{P}^2$:

$$h = xy(x - 1)(y - 1)(x + y - 1)(x + y - 2).$$

In this case (4.9.2) holds with $J = \{3, \ldots, 11\}$ and $r_f = 11 = 2d - 3$. (Here we apply Proposition (4.8) by setting $Z'(I^c) = \{(x+1)(y+1) = 0\}$ for $k = d - 2$ as in Example (i).) This coincides with a calculation by M. Noro using his computer program Risa/Asir. In particular, $5/7$ is a root of $b_f(-s)$, although it is not a jumping coefficient, see [Sa3, Remark (3.4)(ii)], [BuSa2, Theorem 3]. Here we have $\nu'_3 = 4$ and $\chi(U) = 4$.

(iii) In the notation of (2.1), let $n = 3$, $d = 9$, and

$$(4.13.3) \quad h = xy(y + 2)(x - y)(x - y + 1)(x + y - 1)(x + y + 2)(x - 2y - 1).$$

This is the second simplest example with $\dim H^1(F_{f,0}: \mathbb{C})_{e(\pm1/3)} = 1$, see [AB], [CoSu], [Di]. In this case (4.9.2) holds with $J = \{3, \ldots, r_f\}$. Here $r_f = 15$ according to M. Noro using the computer program Risa/Asir.

For $k = 6$, (4.4.1) holds, but (4.8.1) does not. Here $I^c$ corresponds to

$$\{y(x - y + 1)(x + y + 2) = 0\}.$$  

We have $b_1(U) = 8$, $\dim V(I)' = 10$, $\chi(U) = 12$, and hence $0 \neq V(I) \neq H^2(A^{\bullet}_{g,\alpha}, \omega^\alpha \wedge)$. So we get $6/9, 15/9 \in R_f$.

For $k = 7$, it is not easy to show $16/9 \notin R_f$ by using the method in this paper. However, this can be verified by using a different method, see Remark (4.14)(iii) below.

**Remarks 4.14.** (i) The problem in Theorem (4.2) is that the relation between

$$A^{n-1}_{g,\alpha} \quad \text{and} \quad \Gamma(Y, \Omega^{n-1}_Y \otimes \mathcal{O} P_0 \mathcal{L}^{(k/d)})$$

may be rather complicated (both are subspaces of $\Gamma(Y, \Omega^{n-1}_Y \otimes \mathcal{O} \mathcal{L}^{(k/d)})$). If both (4.4.1) and (4.8.1) do not hold, we would have to enlarge the complex $(A^{\bullet}_{g,\alpha}, \omega^\alpha \wedge)$ as in (2.2). But it is very complicated to calculate this complex explicitly.

(ii) In the case where a hyperplane arrangement is sufficiently complicated, the hypotheses in Propositions (4.4) and (4.7–8) are not satisfied, and we cannot calculate $b_f(s)$ by using the method in this paper. However, it is possible to apply a recent theory on pole order spectrum [DiSa3] as is explained in Remark (5.4)(iv) below so that the calculation of the roots of $b_f(s)$ can be reduced in certain cases to the one for the Hilbert series of the Jacobian ring. Using this, we can calculate $b_f(s)$ for the $f$ in Examples (4.13) and also in the proof of Theorem 4.12, see Remark (iii) below. We can also calculate $b_f(s)$ in the case of Walther’s example [Wa2].
which showed that the Bernstein-Sato polynomials $b_f(s)$ are not combinatorial invariants of hyperplane arrangements, see Remark (iv) below.

(iii) Let $Sp^0_P(f) = \sum k r^0_{P,f,k/n} t^{k/n}$ be the pole order spectrum for the highest Milnor cohomology, see (1.8). In the notation of [DiSa3], set

$$M := H^n(\Omega^*, df \wedge), \quad N := H^{n-1}(\Omega^*, df \wedge), \quad \mu_k = \dim M_k, \quad \nu_k = \dim N_k,$$

with $(\Omega^*, df \wedge)$ the graded Koszul complex. For the polynomials in (4.12.4), etc., we have the following (where $\lambda, \mu$ are specialized to some convenient integers):

For (4.12.4) with $\lambda = 2$, we have $d = 7$, $\nu_3 = 5$, $\nu_2 = 6$, $\tau = 26$, $\chi(U) = 5$, and

$\begin{array}{c|cccccccccccc}
 k & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
 \mu_k & 1 & 3 & 6 & 10 & 15 & 21 & 25 & 27 & 26 & 26 & 26 & 26 \\
 \nu_{k+7} & 1 & 5 & 11 & 16 & 20 & 23 & 25 & 26 & 26 & 26 & 26 & 26 \\
 n^0_{P,f,k/n} & 1 & 3 & 5 & 5 & 10 & 5 & 5 & 5 & 4 & 2 & & \\
\end{array}$

For (4.12.5) with $(\lambda, \mu) = (2, 3), (1, 2)$, we have $d = 7$, $\nu_3 = 4$, $\nu_2 = 9$, $\tau = 25$, $\chi(U) = 6$, and

$\begin{array}{c|cccccccccccc}
 k & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
 \mu_k & 1 & 3 & 6 & 10 & 15 & 21 & 25 & 27 & 25 & 25 & 25 & 25 \\
 \nu_{k+7} & 4 & 10 & 15 & 19 & 22 & 24 & 24 & 25 & 25 & 25 & 25 & 25 \\
 n^0_{P,f,k/n} & 1 & 3 & 6 & 6 & 11 & 6 & 6 & 5 & 3 & & & \\
\end{array}$

For (4.12.6) with $(\lambda, \mu) = (-2, -1)$, we have $d = 7$, $\nu_3 = 4$, $\nu_2 = 9$, $\tau = 25$, $\chi(U) = 6$, and

$\begin{array}{c|cccccccccccc}
 k & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
 \mu_k & 1 & 3 & 6 & 10 & 15 & 21 & 25 & 27 & 25 & 25 & 25 & 25 \\
 \nu_{k+7} & 4 & 10 & 15 & 19 & 22 & 24 & 24 & 25 & 25 & 25 & 25 & 25 \\
 n^0_{P,f,k/n} & 1 & 3 & 6 & 6 & 11 & 6 & 6 & 5 & 3 & 1 & & & \\
\end{array}$

For (4.13.1), we have $d = 6$, $\nu_3 = 4$, $\nu_2 = 3$, $\tau = 19$, $\chi(U) = 2$, and

$\begin{array}{c|cccccccccccc}
 k & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
 \mu_k & 1 & 3 & 6 & 10 & 15 & 18 & 19 & 19 & 19 & 19 & 19 & 19 \\
 \nu_{k+6} & 1 & 4 & 9 & 13 & 16 & 18 & 19 & 19 & 19 & 19 & 19 & 19 \\
 n^0_{P,f,k/n} & 1 & 3 & 2 & 6 & 2 & 3 & 1 & & & & & & \\
\end{array}$

For (4.13.2), we have $d = 7$, $\nu_3 = 6$, $\nu_2 = 3$, $\tau = 27$, $\chi(U) = 4$, and

$\begin{array}{c|cccccccccccc}
 k & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
 \mu_k & 1 & 3 & 6 & 10 & 15 & 21 & 25 & 27 & 27 & 27 & 27 & 27 \\
 \nu_{k+7} & 2 & 6 & 12 & 17 & 21 & 24 & 26 & 27 & 27 & 27 & 27 & 27 \\
 n^0_{P,f,k/n} & 1 & 3 & 4 & 4 & 9 & 4 & 4 & 3 & 1 & & & & \\
\end{array}$

For (4.13.3), we have $d = 9$, $\nu_3 = 9$, $\nu_2 = 9$, $\tau = 45$, $\chi(U) = 12$, and

$\begin{array}{c|cccccccccccc}
 k & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
 \mu_k & 1 & 3 & 6 & 10 & 15 & 21 & 28 & 36 & 42 & 46 & 48 & 48 \\
 \nu_{k+9} & 1 & 3 & 9 & 17 & 24 & 30 & 35 & 39 & 42 & 44 & 45 & 45 \\
 n^0_{P,f,k/n} & 1 & 3 & 6 & 10 & 12 & 12 & 12 & 12 & 12 & 9 & 6 & 3 \\
\end{array}$

Here the calculation of the $\mu_k$ is due to A. Dimca and G. Sticlaru. (This can be done also by using Macaulay2, see [Sa5].) We can easily calculate the $\nu_k$ from $\mu_k$, see [DiSa3]. These are compatible with the calculation of $b_f(s)$ in this paper by Remark (5.4)(iv) below. Note that $n^0_{P,f,(2d-2)/d} \neq 0$ and hence $(2d-2)/d \in R_f$ only in the case of (4.12.6).
(iv) Let \( f \) be as in Walther’s example in the degenerate case [Wa2], that is,
\[
f = xyz(x + 3z)(x + y + z)(x + 2y + 3z)(2x + y + z)(2x + 3y + z)(2x + 3y + 4z).
\]
We have \( d = 9, \nu_3 = 6, \nu_2 = 18, \tau = 42, \chi(U) = 15 \), and
\[
\begin{align*}
k & : 3 \quad 4 \quad 5 \quad 6 \quad 7 \quad 8 \quad 9 \quad 10 \quad 11 \quad 12 \quad 13 \quad 14 \quad 15 \quad 16 \quad 17 \quad 18 \\
\mu_k & : 1 \quad 3 \quad 6 \quad 10 \quad 15 \quad 21 \quad 28 \quad 36 \quad 42 \quad 46 \quad 48 \quad 46 \quad 43 \quad 42 \quad 42 \\
\nu_{k+9} & : 1 \quad 6 \quad 14 \quad 21 \quad 27 \quad 32 \quad 36 \quad 39 \quad 41 \quad 42 \quad 42 \quad 42 \quad 42 \quad 42 \\
n^0_{P,f,k/n} & : 1 \quad 3 \quad 6 \quad 10 \quad 14 \quad 15 \quad 22 \quad 15 \quad 15 \quad 14 \quad 12 \quad 9 \quad 5 \\
b_f(s) & = (s + 1) \prod_{i=2}^{4}(s + i/3) \prod_{i=3}^{16}(s + i/9).
\end{align*}
\]

Let \( f \) be as in Walther’s example in the non-degenerate case; for instance,
\[
f = xyz(x + 5z)(x + y + z)(x + 3y + 5z)(2x + y + z)(2x + 3y + z)(2x + 3y + 4z).
\]
We have \( d = 9, \nu_3 = 6, \nu_2 = 18, \tau = 42, \chi(U) = 15 \) as above, and
\[
\begin{align*}
k & : 3 \quad 4 \quad 5 \quad 6 \quad 7 \quad 8 \quad 9 \quad 10 \quad 11 \quad 12 \quad 13 \quad 14 \quad 15 \quad 16 \quad 17 \quad 18 \\
\mu_k & : 1 \quad 3 \quad 6 \quad 10 \quad 15 \quad 21 \quad 28 \quad 36 \quad 42 \quad 46 \quad 48 \quad 46 \quad 42 \quad 42 \quad 42 \\
\nu_{k+9} & : 6 \quad 14 \quad 21 \quad 27 \quad 32 \quad 36 \quad 39 \quad 41 \quad 42 \quad 42 \quad 42 \\
n^0_{P,f,k/n} & : 1 \quad 3 \quad 6 \quad 10 \quad 15 \quad 22 \quad 15 \quad 15 \quad 14 \quad 12 \quad 9 \quad 5 \\
b_f(s) & = (s + 1) \prod_{i=2}^{4}(s + i/3) \prod_{i=3}^{15}(s + i/9).
\end{align*}
\]
The calculation of the \( \mu_k \) of these two examples is also due to A. Dimca and G. Sticlaru. (This can be done also by using Macaulay2, see [Sa5].) We then get \( b_f(s) \) by Remark (5.4)(iv) below together with Theorem (3.8). Here the \( E_2 \)-degeneration of the pole order spectral sequence follows from [DiSa3, Theorem 5.3] and (1.8.2). Note that \( m_{15/9} = 1 \) by Remark (3.10)(i).

5. Proof of Theorem 3.

In this section we terminate the proof of Theorem 3 by showing Proposition 1.

5.1. Proof of Proposition 1. By Theorem (3.8) it is enough to show (3.8.1) (with \( q = 0 \)) under the assumption
\[
(5.1.1) \quad n = 3, \quad d = 3m, \quad k = 3.
\]
Here the right-hand side of (3.8.1) is equal to 1. (This follows, for instance, from the theory of spectra for hypersurface isolated singularities in the curve case, see [St2].) It is also possible to use the multiplier ideal of \( Z \subset \mathbb{P}^2 \) at a point of \( Z \) with multiplicity \( 2m \), see (1.8).) The assertion is thus reduced to the following.

Proposition 5.2. Under the assumptions of Proposition 1, we have
\[
(5.2.1) \quad H^1(F_{f,0}, \mathbb{C})_\lambda = 0 \quad \text{for} \quad \lambda = \exp(-2\pi i/m).
\]

Proof. This is proved by using the theory of Aomoto complexes as in (2.1). In this case we first show that there is a subset
\[
I = \{i_1, i_2\} \subset \{1, \ldots, d - 1\},
\]
such that condition (2.1.2) is satisfied by setting the \( \alpha_i \) as in (4.1.3), that is
\[
\alpha_i = \begin{cases} 
1 - \frac{1}{m} & \text{if } i \in I \cup \{d\}, \\
-\frac{1}{m} & \text{if } i \in I^c := \{1, \ldots, d - 1\} \setminus I,
\end{cases}
\]
Here we assume that the point $z_0$ of $Z$ with multiplicity $2m$ is contained in the divisor at infinity (that is, $z_0 \in Z_d = \mathbb{P}^{n-1} \setminus \mathbb{C}^{n-1}$), and moreover $Z_{i_1}$ contains $z_0$. Set

$$J(z) := \{ j \in \{1, \ldots, n-1\} \mid z \in Z_j \}.$$ 

If there is no point of $Z$ with multiplicity $m$, then $i_2$ may be any element in the complement of $J(z_0)$. Assume there is a point $z_1 \in Z$ with multiplicity $m$. If $J(z_0) \cap J(z_1) = \emptyset$, then $i_2$ may be any element of $J(z_1)$. In the other case, $\{i_2\}$ is the complement of $J(z_0) \cup J(z_1)$ in $\{1, \ldots, d\}$. (In the last case we will assume $z_1 \in Z_d$.)

We thus get the quasi-isomorphism (2.1.1), and it is enough to show

$$H^1(\mathcal{A}^\ast_{g,\alpha}, \omega^\alpha \wedge) = 0.$$ 

By the theory on the kernel of the differential $\omega^\alpha \wedge$ of the Aomoto complexes (see [Fa], [LiYu], [PaYu], etc.), the assertion is then reduced to the following (see [BSY], [BDS Section 1.5]):

**Lemma 5.3.** For any $i, j \in \{1, \ldots, d-1\}$, there are $j_0, \ldots, j_r$ such that $j_0 = i$, $j_r = j$, and $Z'_{j_k} \cap Z'_{j_{k-1}}$ is a point of $Z'$ with multiplicity different from $m$ for any $k = 1, \ldots, r$, where $Z'_j = Z_j \setminus Z_d$.

**Proof.** The assertion is trivial if there is no point of $Z'$ with multiplicity $m$. Assume there is $z_1 \in Z$ with multiplicity $m$. Then we have either

$$J(z_0) \cap J(z_1) = \{d\} \quad \text{or} \quad J(z_0) \cup J(z_1) = \{1, \ldots, d\},$$ 

and the assertion can be verified easily in both cases. (For instance, $Z' = Z \setminus Z_d$ has no point of multiplicity $m$ in the first case.) This finishes the proofs of Lemma (5.3), Proposition (5.2), Proposition 1, and Theorem 3.

**Remarks 5.4.** (i) It is show in [BSY] Proposition 2.4 that $-3/d$ is the only candidate for the pole of order 2 of the topological zeta function $Z_{f,0}^{\text{top}}(s)$ in the case of reduced central hyperplane arrangements with effective dimension 3. Moreover it is really a pole of order 2 in this case if and only if there is a point of $Z$ with multiplicity $2d/3 \in \mathbb{N}$.

(ii) It seems also possible to prove Proposition 5.2 by using an argument in a recent preprint of R. Kloosterman [KI] generalizing a result of [Di] in the ordinary point case. This is also closely related with [DiSa1], [DiSa3].

(iii) Assume $f$ is a homogeneous polynomial and all the singularities of $Z$ are isolated and analytic-locally defined by weighted homogeneous polynomials. In this case we can show that $H''_{f,x}$ is $t$-torsion free, or equivalently, the pole order spectral sequence degenerates at $E_2$. (It will be proved in a forthcoming paper.) This gives another proof of [BSY] Theorem 1.3 for reduced hyperplane arrangements with $n = 3$.

(iv) Under the assumption in Remark (iii) above, the torsion-freeness of $H''_{f,x}$ implies that $\alpha$ is a root of $b_{f,0}(-s)$ if $n_{P,f,\alpha}^0 \neq 0$, where $n_{P,f,\alpha}^0$ is as in (1.8). We can show conversely that if $\alpha$ is a root of $b_{f,0}(-s)$ such that $\alpha + i$ is not a root of $b_{f,x}(-s)$ for any $x \neq 0$ and $i \in \mathbb{N}$, then we have $n_{P,f,\alpha}^0 \neq 0$. These follow from [Sa3] Theorem 3 (that is, Theorem 1.4 in this paper).
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