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The decay of the vacuum due to the presence of an electric field is expected to be delayed by a
confining force. We demonstrate that this feature is captured by our model \cite{1} for hadrons
based on the worldline formalism. Our model, while based entirely in four-dimensional quantum
field theory, shares many features with holographic approaches: it appears intrinsically quantum
mechanical; as an auxiliary fifth dimension Schwinger’s proper time combines with the physical four
spacetime dimensions into an AdS\(_5\) geometry; conformal-symmetry breaking contributions lead to
warping; hidden local symmetry emerges; four-dimensional sources are extended to five-dimensional
fields by a Wilson flow (gradient flow); and a variational principle for this flow reproduces the
corresponding holographic calculation. The approach also yields the higher-dimensional description
in the nonrelativistic case.
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I. INTRODUCTION

The instability of the vacuum against the production of particles in the presence of certain external fields, the
Euler-Heisenberg-Schwinger effect \cite{2 3}, was one of the first nontrivial predictions of quantum field theory. De-
spite its long history, the effect still awaits experimental verification, e.g., with the help of ultrastrong light
sources \cite{4}. The physical picture behind the effect is
that in the presence of an electric field a virtual particle-
antiparticle pair can gain the necessary amount of en-
ergy, \(\propto m\), over one Compton wavelength, \(\propto m^{-1}\), and
thus become a real (on-shell) pair. Being a tunneling
effect, the process should be suppressed exponentially
with an exponent proportional to the ratio of the en-
ergy required (to put the pair on the mass shell) and
the energy gained (over one Compton wavelength in the
field). For a constant electric field this is proportional to
\(\propto m/(E \times \frac{1}{m}) = \frac{m^2}{E}\), which is confirmed by detailed
computations.

In the context of quantum chromodynamics the effect
is of interest, for instance, in ultrarelativistic collis-
sions. In quantum chromodynamics for covariantly con-
stant field configurations, the standard computation pro-
cesses in close analogy to the static Abelian case \cite{5}. What
must, however, still be taken into account is the presence
of a confining interaction, which forestalls the produc-
tion of free quark-antiquark pairs. This is largely independent
of whether the destabilising field itself is electromagnetic
or chromoelectromagnetic. The reason for the delay is
that when the virtual pair is being separated the energy gained in the external field is reduced by the energy lost
by working against the confining force. The vacuum per-
sistence has been revisited in holographic settings \cite{6} [14]
and a delay of vacuum decay to larger field strengths in
the presence of a confining force has been found \cite{5} [14]
(This delayed onset of the vacuum decay is distinct from
another threshold, first diagnosed in a holographic con-
text in \cite{6}, above which the decay of the Schwinger effect
is found to change qualitatively.)

Therefore, we analyse here what this means for our model of hadrons \cite{1}, which we derived in the world-
line formalism of quantum field theory. Although our
model is derived entirely in four-dimensional quantum
field theory without recourse to input from gauge/gravity
or gauge/string dualities, it shares many features with
those holographic approaches. We summarise briefly the
ideas behind the model in Sect. III. Indeed our model
predicts the delay to stronger fields of the destabili-
sation of the vacuum.

Before the introduction to our model in Sect. III, we
rederive the standard Euler-Heisenberg-Schwinger result
in Sect. II. In Sect. IV, we demonstrate that our model
shows confinement insofar as it delays particle production
to higher field strengths. Sect. V concludes the paper.

II. VACUUM PERSISTENCE

Let us start by recapitulating how the original Euler-
Heisenberg-Schwinger result \cite{2} comes about in detail.
To this end we employ the worldline formulation \cite{11}
of quantum field theory. There, in the presence of a gauge
field \(A^\mu(x)\) the Euclidean one-loop effective action reads

\[
w = \int_{\epsilon}^{\infty} \frac{dT}{T^3} e^{-m^2 T} \int d^4 x_0 \mathcal{L}, \tag{1}
\]

\[
\mathcal{L} = \frac{\mathcal{N}}{(4\pi)^2} \int [dy] e^{-\int_0^T d\tau^2 [\frac{2}{\omega^2} + iy A(x_0 + y)]}, \tag{2}
\]

where we have used scalar matter for the sake of simplic-
ty. The result does not change fundamentally for fermionic matter. Here \(T\) is Schwinger’s proper time.
The integration is proper-time regularised by imposing
\(T \geq \epsilon > 0\). \(m\) stands for the mass of the elementary
matter. The Lagrangian \(\mathcal{L}\) consists of a path integral
over all periodic particle trajectories. The normalisation
\(\mathcal{N}\) cancels the path integral for \(A^\mu(x) \equiv 0\). The position
\(x^\mu\) is decomposed into \(x^\mu_0 + y^\mu\), where \(x^\mu_0\) is the ‘centre-
of mass' coordinate,
\[ \int_0^T d\tau \, y^\mu = 0, \]
(3)
to remove the zero mode of the kinetic operator and make translational invariance as well as momentum conservation manifest.

In a constant electric field \( E \) in the direction of \( x^1 \) the interaction term can be written as
\[ 2i\gamma \cdot A(x_0 + y) = E (\gamma^0 y^1 - y^0 \gamma^1). \]
(4)
The extra factor of \( i \) arises from the Wick rotation. The periodic orbits can be parametrised by
\[ y^\mu = \sum_{n=-\infty}^{+\infty} a_n^\mu e^{i n \frac{2\pi}{T} \tau}, \]
(5)
where \( a_n^{\mu*} = a_n^{\mu*} \) to ensure that \( y^\mu \) is real and \( a_0^0 \equiv 0 \) because of (3). Accordingly, the path-integral measure becomes
\[ \int_p [dy] = \prod_{n=1}^{\infty} \int da_n^\mu \, d(a_n^\mu)^* = \int [da][da^*]. \]
(6)

With this parametrisation the worldline action in the exponent of the Lagrangian reads
\[ \left( \mathcal{N} \int_p [da][da^*] e^{-\mathcal{S}} \sum_{n=1}^{\infty} \left[ n^2 (a_0|a_n|^2 + |a_n|^2)(\frac{2\pi}{T})^2 + 2iE \frac{2\pi}{T} n (a_0 a_n^* - a_0^{*} a_n) \right] \right)^{-1} \]
(11)
\[ = \prod_{n=1}^{\infty} \left[ \begin{array}{c}
\frac{1}{n^2 (\frac{2\pi}{T})^2} & 0 & 0 & 0 \\
0 & \frac{1}{n^2 (\frac{2\pi}{T})^2} & 0 & 0 \\
0 & 0 & \frac{1}{2iE \frac{2\pi}{T} n} & 0 \\
0 & 0 & 0 & \frac{1}{n^2 (\frac{2\pi}{T})^2} \\
\end{array} \right] \]
(12)
\[ = \prod_{n=1}^{\infty} \left[ -\frac{n^2 (\frac{2\pi}{T})^2}{n^2 (\frac{2\pi}{T})^2} \right] = \prod_{n=1}^{\infty} \left[ 1 - \frac{(ET)^2}{(n\pi)^2} \right] \]
(13)

Putting this back into the effective action we obtain
\[ (4\pi)^2 \nu \to \int_{\nu}^{\infty} \frac{dT}{T^3} e^{-m^2 T} \frac{ET}{\sin(ET)}, \]
(14)
where \( \nu \) stands for the volume \( \int d^4 x_0 \), which factors out, as the integrand is translationally invariant and thus does not depend on \( x_0 \). (The most important difference for fermions is that the sin function would be replaced by a tan.) The vacuum persistence amplitude is given by twice the imaginary part of the effective action. The imaginary part arises from the poles of the integrand away from \( T = 0 \). The \( T = 0 \) pole is removed by renormalisation,
which does not influence the imaginary part, that signals the decay of the vacuum. For a magnetic field, the entries on the diagonal from the southwest to the northeast of the matrix in (12) would be real, the relative sign in the last infinite product would change, and the infinite product would evaluate to a hyperbolic sine instead of a trigonometric. Thus, there would be no poles and consequently no imaginary part. In the presence of an electric field the imaginary part reads

\[ \text{Im} \int_\varepsilon^\infty \frac{dT}{T^3} e^{-m^2 T} \frac{ET}{\sin(ET)} = 2\pi E^2 \sum_{l=1}^{\infty} \frac{(-1)^{l+1}}{(l\pi)^2} e^{-\frac{m^2}{l\pi}}. \]

For fermions there is no alternating sign, because of the tan in the place of the sin. Contributions from higher poles are suppressed exponentially and by another factor of \( l^{-2} \). The latter form of suppression persists even in the massless case.

The above result holds for an arbitrarily strong field but weak coupling \( e \) (which, for the sake of brevity, we have absorbed in the electric field \( E \)). At weak fields the result is dominated by the \( l = 1 \) term. In this case going to larger couplings, according to (12), requires including all Coulomb exchanges, which leads to an additional factor of \( e^{e^2/4} \).

In this particular setup the exponential tunneling factor is accessible via a short cut (12) (19). Consider the worldline action including the mass term and carry out the \( T \) integration in the saddle-point approximation,

\[ T \to \frac{1}{2m} \sqrt{\int_0^1 d\tilde{\tau} \tilde{y}^2}, \]

ignoring the negative powers of \( T \) in the integration measure,

\[ -\int_0^T d\tau \left( \frac{\tilde{y}^2}{4} + m^2 - \frac{E}{2} (\tilde{y}^0 \tilde{y}^1 - \tilde{y}^0 \tilde{y}^1) \right) = -\int_0^1 d\tilde{\tau} \left( \frac{\tilde{y}^2}{4T} + m^2 T - \frac{E}{2} (\tilde{y}^0 \tilde{y}^1 - \tilde{y}^0 \tilde{y}^1) \right) = -m \sqrt{\int_0^1 d\tilde{\tau} \tilde{y}^2 + \frac{E}{2} \int_0^1 d\tilde{\tau} (\tilde{y}^0 \tilde{y}^1 - \tilde{y}^0 \tilde{y}^1)}. \]

Next, adopt a so-called worldline-instanton ansatz

\[ [\tilde{y}^0, \tilde{y}^1, \tilde{y}^2, \tilde{y}^3] = [R \sin(2\pi l \tilde{\tau}), R \cos(2\pi l \tilde{\tau}), 0, 0], \]

\( l \in \mathbb{N} \), and put this ansatz into the worldline action on the \( T \) saddle point \( (18) \).

\[ -m \sqrt{\int_0^1 d\tilde{\tau} \tilde{y}^2 + \frac{E}{2} \int_0^1 d\tilde{\tau} (\tilde{y}^0 \tilde{y}^1 - \tilde{y}^0 \tilde{y}^1)} = -2\pi l \left( m R - \frac{E}{2} R^2 \right), \]

\( l \) in the last step we have put \( R \) to its value on the saddle point,

\[ R \to \frac{m}{E}. \]

Hence, we have obtained the same exponent in two different ways. Here it was obtained by two consecutive saddle-point approximations. In the above exact computation the exponent arose by evaluating the mass dependent exponential at the poles of the rest of the integrand; those poles, in turn, appeared where the fluctuation determinant vanished, i.e., where the integral did not have a Gaussian suppression. Furthermore, in the exact calculation, we first performed the path integral and then the \( T \) integration; in the second, we first approximated the \( T \) integration and then replaced the functional integration by adjusting particular test functions. (The use of the concept of worldline instantons does not depend on sticking to the latter order of integrations, though (13).) In (17) only the mass and kinetic terms were \( T \) dependent. Generally, the saddle-point approximation for the \( T \) integration amounts to a weak-field approximation. Nevertheless, it reproduces exactly the exponents from the unapproximated \( T \) integration (15). Moreover, the result is accurate surprisingly far outside the weak-field regime (19), i.e., also for \( E = O(m^2) \).

Naturally \( E \) can have either sign. In order to have positive saddle-point values of \( R, \tilde{E} \) has to be positive. For negative \( E \), we would have to choose a different worldline-instanton ansatz where the path is oriented in the opposite sense, i.e., with sine and cosine interchanged or with negative sign for the arguments. Then the relative sign of the terms in the rounded brackets of (20) would be \(+\) and the saddle-point value of \( R \) would be \( -\frac{m}{E} \). Thus, combining all cases we would have \( R \to \frac{m}{|E|} \) and the final exponent \(-\pi l m^2 / |E| \). This assessment is fully consistent with the first derivation, where already (20) only depends on \( |E| \) and only poles at positive values of \( T \) contribute due to the range of integration. Furthermore, the first computation probbed both orientations of the path simultaneously and the result decomposed into a product of the computations for one value of \( n \) at a time, which is why an ansatz (19) where the single frequencies are treated separately can be considered. As both orientations are treated at once, the individual factors in (13) have two zeros at \( T = \pm \pi n / |E| \) and the sign has to be chosen where \( T \) is positive, i.e., \( T = \pi n / |E| \).

### III. HOLOGRAPHY WITHOUT STRINGS ATTACHED

In this section we give a brief outline of our description of hadrons on the worldline and refer the reader to [1] for more details. The basic observation behind this description of the phenomenology of strongly interacting gauge theories at low energies is that diagrams with the lowest possible number of transverse gluons are the dominant ones. In hadron-hadron scattering processes, for example, the exchange and annihilation of quarks are found to dominate over the exchange of gluons [14]. The opposite assumption, i.e., that gluons dominate, led to
the Landshoff paradox \cite{15}, which was resolved by recognising that they actually did not \cite{16}. Furthermore, the Okubo-Zweig-Iizuka rule \cite{17} states that the contributions to scattering processes of diagrams that fall apart when all gluon lines are removed is suppressed. These phenomena could be explained by the conditional survival of a perturbative counting scheme at low energies, for which independent indications also exist \cite{18}. Finally, this is also consistent with the fact that hadrons can be characterised by their valence quark content and that we do not observe a plethora of multiquark states, hybrids, or glueballs. Also excitation spectra of quarkonium and positronium are surprisingly similar despite their vastly different energy scales.

For vector mesons the dominant diagrams, like those shown in Fig. 1 are contained in the effective action \cite{1}

\begin{align}
\hat{\nu}(p, T) &\equiv 1, \quad \hat{V}^\mu(p, T) = \hat{V}^\mu(p)\hat{\nu}(p, T), \quad \text{where } \hat{V}^\mu(p, T) \\
&\text{is the bulk vector field in mixed Fourier representation. (A numeric prefactor can be absorbed into the normalisation of the fields or a coupling constant, and the scales of conformal-symmetry breaking must be identified.) } V^\mu_

\text{stands for the field-strength tensor constructed from } V^\mu \text{ and } g^{\mu\nu} \text{ for the inverse AdS}_5 \text{ metric belonging to } \hat{V}^\mu. \text{ Even the divergence structure at small Schwinger proper time } T = \varepsilon \text{ coincides with that of AdS/QCD if } \varepsilon \text{ is the position of the UV brane.}

\text{Bottom-up AdS/QCD models describe the hadron spectrum surprisingly well } \cite{21, 22}. \text{ They are inspired by the Maldacena conjecture } \cite{24} \text{ and related exact dualities. None of these examples, however, has the particle content of QCD.}

\text{Therefore, one is forced to rely on bottom-up models, which are not derived from first principles, and the role played by their ingredients, e.g., their extra dimension, remains to be clarified, which was a major motivation for our study. Of course } \text{AdS}_5 \text{ has the same isometries as the conformal group over four-dimensional Minkowski space. As a consequence, these models have conformal symmetry as a first approximation, which is shared by massless classical QCD. Otherwise conformality is anomalous in QCD. (For quasiconformal technicolor models } \text{it is an even better approximation and has been used in this context } \cite{25}.)

\text{In its present form the worldline effective action shows a threshold behaviour for virtualities above } 4m^2, \text{ while the soft-wall AdS/QCD expression exhibits a tower of states. In } \text{we studied how to obtain a bound-state spectrum in the worldline approach. To this end, as a first experiment, we introduced artificially a tower of states by a mere change of variables, which, by definition, may not influence the physical result, and traced its effect through the effective action all the way to the worldline action (the exponent). The substitution induces a repulsive harmonic oscillator, which cancels exactly the effect of the artificially included power of states. In order to have a physical effect, the coefficients in the tower and the oscillator must be detuned. This includes the cases in which one of the parameters is zero, e.g., where there is only a harmonic oscillator and no tower of states. In particular the above indicates that the tower of states is linked to a harmonic oscillator term } \propto \int_0^T dt y^2 \text{ in the worldline action. (We will come back to this point in Sect. [V A]) The interpretation as mutual compensation between the tower of states and the repulsive harmonic oscillator is confirmed by noticing that the change of variables is a special case of transformations of conformal field theories that introduce a scale into the Lagrangian without affecting conformality, which is saved by a simultaneous change of the time variable } \cite{27}. \text{ For another use of these transformations in light-front holography } \cite{28} \text{ see } \cite{29}. \text{ Light-front holography identifies the extra dimension with } c^2 = x(1 - x)b^2_\perp, \text{ where } x \text{ stands for the light-front momentum fraction of one of the constituents of the meson and } b_\perp \text{ for the transverse separation of the constituents.} \text{ (Coincidentally, the corresponding trans-}
Schwinger parameters yield the lowest Fock state, i.e., if the path only curves back where \( y = y_N \) and \( \Gamma \) stands for the propagator, and the normalisation corresponds to a nontrivial boundary condition at infinity, the stationarity of the action. This component corresponds to a nontrivial boundary condition at infinity, \( \lim_{r \to \infty} F_{\mu \nu} = \Lambda^2 \), and is of the lowest order in the gauge coupling constant of all possible contributions. (This point, together with our entire approach as laid out at the beginning of the present section and in [1], is akin to the condensate picture of [33].) We can incorporate this field in the effective action [1] by averaging over the corresponding component of the gauge field,

\[
N_A \left( e^{-i J_0^Y d\tau \hat{z} \cdot A} \right) = N_A \int [dA] e^{-\frac{i}{2} \int d^3 x A \Gamma^{-1} \cdot A} e^{-i J_0^Y d\tau \hat{z} \cdot A} = e^{\frac{i}{2} J_0^Y d\tau \hat{z} \cdot \Gamma \gamma_{\mu} \gamma_5 \epsilon_{\mu \nu \rho} \gamma_{\nu} \gamma_{\rho} y^0} \tag{29}
\]

where \( \Gamma \) stands for the propagator, and the normalisation \( N_A = (1)^{-1} \) cancels the path integral for \( y_0 \equiv 0 \). For the lowest Fock state, i.e., if the path only curves back once in the time \( y^0 \) direction, integrating out one of the Schwinger parameters yields

\[
N_A \left( e^{-i J_0^Y d\tau \hat{z} \cdot A} \right) \supset e^{\frac{i}{2} J_0^Y d\tau \sgn(y^0) y^0 |\vec{y} - \vec{y}_\epsilon|} = e^{-\Lambda \times \text{Area}}, \tag{31}
\]

where \( \vec{y} \) and \( \vec{y}_\epsilon \) denote the two points which at equal time \( y^0 \) are on opposite sides of the trajectory. The exponent is proportional to the absolute area enclosed by the trajectory. (An analogous result is obtained for a large number of colours in two dimensions [35]. For the oriented area and in two dimensions it could be linked to a static external magnetic field [37] and its linearly spaced Landau levels, which are again linked to a harmonic oscillator in a composite variable [38].) Together with the kinetic term for \( y^0 \) we can complete the square,

\[
(y^0)^2 - 2 \Lambda \sgn(y^0) y^0 |\vec{y} - \vec{y}| = (z^0)^2 - \Lambda^2 (y - \bar{y})^2 = (z^0)^2 - \Lambda^2 (y^0 - \bar{y}^0)^2. \tag{32}
\]

Here \( z^0 = y^0 - \Lambda \sgn(y^0) |\vec{y} - \vec{y}| \) and \( \bar{y}^0 = \partial_r y^0|_{r=\tilde{r}} = \frac{\partial}{\partial r} y^0|_{r=\tilde{r}} \) as well as by definition \( y^0 - \bar{y}^0 \equiv 0 \). The last expression [33] bears strong resemblance with the two-body interpretation in [26]. \( \sgn(y^0) = -\sgn(y^0) \) is always true, but for parametrisations where \( y^0 = -\bar{y}^0 \) as well, which is a natural gauge choice in an equal-time description, \( z^0 \) is periodic and also \( z^0 - \bar{z}^0 \equiv 0 \).

Let us close this section with a few more remarks [1]: In the present approach the holographic extension of the four-dimensional fields to the fifth dimension proceeds via a Wilson flow (gradient flow) [39], and if we ask for an optimal flow, e.g., in [25], we reproduce exactly the AdS/QCD computation. Repeating our worldline construction in the nonrelativistic case studied in the context of condensed matter physics [10] systematically reproduces the known extradimensional spacetime structure [41]. The worldline formalism can be gainfully analysed in the worldline-instanton framework, which we are going to discuss below. The latter framework can be related [12] to the Gutzwiller trace formula [43], which describes quantum mechanical systems through classical attributes (generally approximately, but exactly for quadratic actions), i.e., periodic orbits, stability matrices, and Morse indices, analogously to the quantum mechanical approach to quantum field theory in the framework of holography.

**IV. WORLDLINE HOLOGRAPHIC SCHWINGER EFFECT**

In order to analyse the vacuum persistence in the presence of a confining interaction we include the interaction term from (19) in the action (18) on the saddle point of the \( T \) integration. Subsequently putting in the worldline-instanton ansatz (19) yields for \( l = 1 \)

\[
\begin{align*}
-m \int_0^1 d\hat{\tau} \hat{y}^2 & - \Lambda \int_0^1 d\hat{\tau} |y^0||\vec{y} - \vec{y}| + \\
E^2 \int_0^1 d\hat{\tau} (y^0 \vec{y} - \bar{y}^0 \bar{\vec{y}}) & + \frac{E}{2} \int_0^1 d\hat{\tau} (y^0 \vec{y} - \bar{y}^0 \bar{\vec{y}}) \tag{19} \\
- \frac{2}{\pi} |mR - \frac{1}{2} |E|^2 | + \Lambda \pi R^2 & \tag{35} \\
& - \pi \frac{m^2}{|E| - \Lambda} \text{ if } |E| > \Lambda, \tag{36}
\end{align*}
\]
where the saddle-point value for $R$ is given by

$$R \to \frac{m}{|E| - \Lambda} \quad \text{if} \quad |E| > \Lambda. \quad (37)$$

We have expressed the result in terms of $|E|$ bearing in mind that, as already discussed above, the orientation of the orbit has to be adjusted such that the saddle-point values of the integration variables stay within their range of integration, i.e., positive. In any case, i.e., trying both orientations, positive values for $R$ can only be achieved for $|E| > \Lambda$. Otherwise there is no imaginary part and the vacuum is stable. In the limit $\Lambda \to 0$ the original result is recovered.

At the threshold, $|E| = \Lambda$, the worldline action on the saddle point diverges like $(|E| - \Lambda)^{-1}$. A divergent behaviour for the action at this point is also found in the holographic study [9]. There, divergent terms $\alpha (|E| - \Lambda)^{-2}$ as well as $\alpha (|E| - \Lambda)^{-1}$ are found, and a numerical analysis indicates that the prefactor of the latter remains, if $\Lambda$ is not small against $m^2$.

Analogously to the derivation of (20), the saddle-point approximation leading to (37) is a priori a weak-field approximation, which here means that $|E| - \Lambda$ (if it is $> 0$) has to be compared to $m^2$. This follows from a comparison of the combination of parameters in (35) and (20). Thus especially the threshold behaviour is diagnosed accurately. Additionally, we saw that for (37) the exact computation gave the identical result for the exponents and hardness to meet and the sum over $n$ will cease before $|E| < \Lambda$.

If we put the ansatze (19) for $l > 1$ into (34), we would get (35) multiplied by an overall $l$, in the first two addends due to the derivatives and in the $\Lambda$ term because the area is covered $l$ times. This would lead to the same saddle-point condition (37) and to an overall factor of $l$ multiplying (36). This, however, is not in accordance with (30), as (31) was derived for only a single recurrence in the time direction. If we account properly for multiple recurrences, there appears an additional factor of $l$ in the $\Lambda$ term, accounting for the different contributions from evaluating the $\delta$ distribution in (30). Taking stock for $l > 1$ (35) is multiplied by $l$ and additionally $\Lambda$ multiplied by $l$, which leads to the modified saddle point

$$R \to \frac{m}{|E| - l\Lambda} \quad \text{if} \quad |E| > l\Lambda \quad (38)$$

and the exponent $-nl\frac{m^2}{E - l\Lambda}$. This implies that for larger $l$ the condition for vacuum instability becomes harder and harder to meet and the sum over $l$ will cease before $|E| < \Lambda$.

This result can be cross-checked by putting a correspondingly constrained version of the parametrisation [5],

$$g^{0,1} = a^0_n e^{i\frac{2\pi}{m} n^2} + a^1_n e^{-i\frac{2\pi}{m} n^2}, \quad (39)$$

where the exponent $-\pi l\frac{m^2}{E - l\Lambda}$. This implies that for larger $l$ the condition for vacuum instability becomes harder and harder to meet and the sum over $l$ will cease before $|E| < \Lambda$.

The gaussian suppression for $n'$ goes away there will be a gaussian suppression for $n$, and we reproduce the pole for $n'$. Consequently, the different values of $n$ effectively do not mix. The final $T$ integration is

$$-\frac{1}{4} \int_0^T d\tau |y^2 - 2E(y^0 y^0 - y^0 y^1)| +$$

$$\Lambda \frac{2}{3} \int_0^T \int_0^T \int_0^T d\tau_1 d\tau_2 \delta(y^1_1 - y^0_2) y^0_1(y^1_1 - y^0_2) y^0_2 =$$

$$= -n^2\pi|\alpha|^2 \frac{2\pi}{T} + 4E\pi n^2|\alpha|^2 - 4\Lambda n^2|\alpha|^2 = (40)$$

$$= -2\pi n|\alpha|^2 \left[ n\frac{\pi}{T} - E \sin(2\phi) + \Lambda n \sin(2\phi) \right] \to (41)$$

$$\Rightarrow -2\pi n|\alpha|^2 \left[ n\frac{\pi}{T} - |E| + \Lambda n \right] \to 0 \quad (42)$$

$$\Rightarrow T = \frac{mn}{|E| - n\Lambda} \Rightarrow e^{-m^2 T} \to e^{-n\pi \frac{n^2}{m^2 - n^2}}, \quad (43)$$

we have transformed to polar coordinates $a^0 = |\alpha| \cos \phi$ and $a^1 = |\alpha| \sin \phi$. The sum of the last two $\phi$ dependent addends in the square brackets can only become negative if $|E| > n\Lambda$. Only then can the entire expression become zero for positive values of $T$, which corresponds to poles in the integrand of the $T$ integration and leads to an imaginary part for the effective action. The exact exponent (43) is reproduced at the saddle point of the $\phi$ integration (42). (The rest of the $\phi$ dependence contributes merely to the fluctuation prefactor.)

In Sections II and IV A the saddle-point approximation yields exactly the same exponent as the full computation, because there we are dealing with quadratic Lagrangians. Here, this is not the case for a general field $y^k$ as given by (5). Nevertheless, when adding a perturbation $\delta$ with $n' \neq n$ to (39) we do not get any terms nondiagonal in $n$ from the kinetic and electric field terms as before, and the contributions to the potential term are $O(\delta^2)$ and $O(\alpha^4)$.

The imaginary part for the configurations (39) arose where the fluctuation determinant vanishes, i.e., where the typical value of $|\alpha|^2$ that contributes to the path integral has no Gaussian cutoff and is generally large. Thus, the $O(\frac{\delta^2}{|\alpha|^2})$ term is small for finite $\delta$ as are all terms with even higher powers of $O(\frac{|\alpha|^2}{|\alpha|^2})$. Hence, near the poles, we again effectively have a quadratic Lagrangian for which the saddle-point approximation is exact, and the position of the poles and thus the exponents of the imaginary part are captured well in this framework. (The above does not say that the approximation should be as good for the real part, since it gets contributions from everywhere, especially from away from the poles, but we are only concerned with the imaginary part here.) The Gaussian cutoff for large values of $\delta^2$ will not be absent simultaneously to that of $|\alpha|^2$, as $n' \neq n$ by definition. This is why $\frac{\delta^2}{|\alpha|^2}$ is very small. Reciprocally, where the Gaussian suppression for $n'$ goes away there will be a gaussian suppression for $n$, and we reproduce the pole for $n'$. Consequently, the different values of $n$ effectively do not mix. The final $T$ integration is
exact and yields the sum over the various contributions. Summarising, due to the presence of the confining interaction, the vacuum is only unstable for electric fields above a threshold given by the strength of the aforesaid interaction. This is a behaviour that is also present in analogous studies directly based on AdS/CFT holography [8–10].

A. Variations

Let us compare the result to the case of an attractive (with respect to the classical equations of motion for $y^\mu$) harmonic oscillator discussed at the beginning of Sect. [III] (page 4, second column),

$$\mathcal{L} \rightarrow \frac{N_c}{(4\pi)^2} \int dp \left[ dy \right] e^{-\int_0^T dr \left[ \frac{1}{2} y^2 - \frac{T}{4} (y^0 y^1 - y^1 y^0)^2 \right]}$$

(44)

where the normalisation $N_c$ cancels the path integral for $E = 0$. [We start by looking at an attractive sign also because this is what arises by the completion of the square [32] in the approach studied at the beginning of this section.] Using the parametrisation [5] the exponent becomes

$$-\frac{1}{4} \int_0^T dr \left[ y^2 - \frac{c^2}{4} y^2 - 2E (y^0 y^1 - y^1 y^0) \right] =$$

$$= -\frac{1}{4} \sum_{n,n'=-\infty}^\infty a_n \cdot a_{n'} \left\{ \left[ -mn' \left( \frac{2\pi}{T} \right)^2 - \frac{c^2}{4} \right] + 2iE \frac{2\pi}{T}n (a_0^{0}_{n} a_{n'}^{1} - a_0^{1}_{n} a_{n'}^{0}) \right\} \int_0^T dr e^{i(n+n')\frac{2\pi}{T}r} =$$

$$= -\frac{T}{4} \sum_{n=-\infty}^\infty a_n \cdot a_{n'} \left\{ \left[ -mn' \left( \frac{2\pi}{T} \right)^2 - \frac{c^2}{4} \right] + 2iE \frac{2\pi}{T}n (a_0^{0}_{n} a_{n'}^{1} - a_0^{1}_{n} a_{n'}^{0}) \right\} \delta_{n,-n'} =$$

$$= -\frac{T}{2} \sum_{n=1}^\infty \left\{ a_n^2 \left[ n^2 \left( \frac{2\pi}{T} \right)^2 - \frac{c^2}{4} \right] + 2iE \frac{2\pi}{T}n (a_0^{0}_{n} a_{n}^{1} - a_0^{1}_{n} a_{n}^{0}) \right\}.$$  

(45)

(46)

(47)

(48)

Carrying out the path integral (46) we find

$$\left( N_c \int_p [da] [da^*] e^{-\frac{T}{4} \sum_{n=-1}^\infty \left\{ |a_n|^2 \left( n^2 \left( \frac{2\pi}{T} \right)^2 - \frac{c^2}{4} \right) + 2iE \frac{2\pi}{T}n (a_0^{0}_{n} a_{n}^{1} - a_0^{1}_{n} a_{n}^{0}) \right\}} \right)^{-1} =$$

$$\begin{bmatrix}
0 & 2\pi n & 2\pi n \\
2\pi n & 0 & -2\pi n \\
2\pi n & -2\pi n & 0
\end{bmatrix}^{\frac{1}{2}} =$$

$$\prod_{n=1} \begin{bmatrix}
0 & n^2 \left( \frac{2\pi}{T} \right)^2 - \frac{c^2}{4} \\
2\pi n & 0 & n^2 \left( \frac{2\pi}{T} \right)^2 - \frac{c^2}{4} \\
2\pi n & -2\pi n & 0
\end{bmatrix}^{\frac{1}{2}} =$$

$$\prod_{n=1} \left\{ 1 - \frac{(2E \frac{2\pi}{T}n)^2}{n^2 \left( \frac{2\pi}{T} \right)^2 - \frac{c^2}{4}} \right\} =$$

$$= \prod_{n=1} \sin \left( \frac{T}{4} \sqrt{c^2 + 4E^2} + \frac{2\pi n}{T} \right) \frac{\sin \left( \frac{T}{4} \sqrt{c^2 + 4E^2} - \frac{2\pi n}{T} \right)}{\sin^2 \left( \frac{\pi}{T} \right)}.$$  

(49)

(50)

(51)

(52)

As we could already expect from the sign in front of $\frac{c^2}{4}$ everywhere above, if we compare it to the sign of the $\Lambda$ dependent term in [40] there is no threshold behaviour in this setup. The sine functions in the numerator have zeros for positive values of $T$, which in the final expression will lead to an imaginary part for the effective action.

The magnitude of the effect, however, is difficult to estimate, e.g., from the first few poles. This is because, while the position of the poles is obvious, the prefactors of the exponential terms also depend on the value of the other sine at the position of the pole, and this can compensate the stronger exponential suppression for large $n$ if
two zeros of the two sine functions happen to be close to each other. On top of that, the product of the two sine functions leads to a beat which is an additional source for changing signs for the contributions from the various poles. We will revisit this point in Sect. IV A 1.

At variance, for a repulsive harmonic oscillator

\[ \mathcal{L} \to \frac{N_{tc}}{(4\pi)^2} \int_p [dy] e^{-\int_0^T d\tau \frac{1}{2} \epsilon_T^2 + \frac{1}{2} \epsilon_T^2(y^0y^1 - y^0y^2)} , \]  

(53)

instead of \[ (52) \] we would get

\[
\begin{align*}
- \sin(\frac{T}{4}\sqrt{4E^2 - c^2} + \frac{ET}{2}) \sin(\frac{T}{4}\sqrt{4E^2 - c^2} - \frac{ET}{2}) &= \\
= \frac{\cosh(\frac{T}{4}\sqrt{c^2 - 4E^2} - \cos(ET))}{2\sinh^2(\frac{ET}{4})}.
\end{align*}
\]

(54)

For \( c^2 > 4E^2 \) we can see from the second line that there are no zeros for positive \( T \). Hence the effective action will not have an imaginary part. Consequently the vacuum is stable against particle production. For the opposite case \( c^2 \leq 4E^2 \) the presence of zeros for positive \( T \) and therefore the instability of the vacuum can be read off from the first line of the previous expression. Hence, the phenomenon of this setup is in this respect close to the one studied at the beginning of section III. The repulsive harmonic oscillator postpones the appearance of closed classical orbits to after a threshold value for the change of variables, to find out which kind of worldline term. We could now either keep the surface term and redo the analysis in the centre-of-mass conventions or study harmonic oscillators without the surface term, but for starting-point conventions. In the latter case \( a_0^\mu = \sum_{n=1}(a_n^\mu + a_n'^\mu) \) instead of \( a_0^\mu = 0 \).\( a_0^\mu \) contributes to the potential term, for instance, in \( (58) \). We can express \( (48) \) as a \( T^+Ma \), where \( a \) is the vector of the coefficients \( a_n \) grouped as follows,

\[
a^+ = (\ldots, a_{n-1}^1, a_0^0, a_n^0, a_n^1, a_0^1, a_{n+1}^1, \ldots). \tag{60}
\]

\( M \) can be decomposed into

\[
M = A + \frac{c^2T}{16}(uu^\top + vv^\top), \tag{61}
\]

where in the vectors \( u \) and \( v \) the following patterns are repeated for every value of \( n \),

\[
u^\top = c^4 \sqrt{T}(\ldots, 1, 0, 0, \ldots), \tag{62}
\]

\[
v^\top = c^4 \sqrt{T}(\ldots, 0, 0, 1, 1, \ldots). \tag{63}
\]

\( A \) is block diagonal with \( 4 \times 4 \) submatrices \( A_n \) along the diagonal,

\[
A_n = \frac{T}{4} \begin{pmatrix}
0 & n^2(\frac{2\pi}{T})^2 - \frac{c^2}{4} & 0 & 0 \\
0 & 0 & -2iE\frac{2\pi}{T}n & 0 \\
2iE\frac{2\pi}{T}n & 0 & 0 & n^2(\frac{2\pi}{T})^2 - \frac{c^2}{4}
\end{pmatrix}.
\]

(64)

We have to compute

\[
||M|| = \bigg| A + \frac{c^2T}{16}(uu^\top + vv^\top) \bigg|, \tag{65}
\]

which according to the matrix determinant lemma and the Sherman-Morrison formula can be expressed as

\[
||M||/||A|| = \tag{66}
\]

which corresponds to a sum of linearly spaced states with squared masses being integer multiples of the parameter \( c \). In order to have \( \Theta \) as the upper limit of integration in the worldline action we repeated this substitution for the variable \( \theta \),

\[
cT = e^{\Theta} - 1, \tag{57}
\]

which changed the integrand of the worldline action. A standard kinetic term was restored through

\[
y^\mu = e^{\Theta/2} \xi^\mu, \tag{58}
\]

which resulted in

\[
\int_0^T \epsilon_T^2 (dy/d\tau)^2 = \int_0^\Theta d\theta \left( \frac{d\xi}{d\theta} \right)^2 + \frac{c^2}{4} \xi^2 + c \frac{d(\xi^2)}{d\theta}. \tag{59}
\]

The total derivative gives rise to a surface term, which vanishes for the starting-point conventions \( y^\mu(0) = 0 = y^\mu(T) \), but generally not for the centre-of-mass conventions used so far for analysing the harmonic oscillator term. We could now either keep the surface term and redo the analysis in the centre-of-mass conventions or study harmonic oscillators without the surface term, but for starting-point conventions. In the latter case \( a_0^\mu = \sum_{n=1}(a_n^\mu + a_n'^\mu) \) instead of \( a_0^\mu = 0 \). \( a_0^\mu \) contributes to the potential term, for instance, in \( (48) \). We can express \( (48) \) as a \( T^+Ma \), where \( a \) is the vector of the coefficients \( a_n \) grouped as follows,
\[
(1 + u^\top A^{-1}u)(1 + v^\top A^{-1}v) - (u^\top A^{-1}v)(v^\top A^{-1}u).
\]
The inverse of \( A_n \) is given by
\[
A_n^{-1} = \frac{4}{T} \left\{ \left[ \psi^2 - n^2 \left( \frac{2\pi}{T} \right)^2 \right] - \left( 2nE \frac{2\pi}{T} \right)^2 \right\}^{-1} A_n.
\]
Consequently,
\[
u^\top A^{-1}u = \frac{c^2}{4} \sum_{n=1}^{\infty} \frac{2\psi^2 - n^2 \left( \frac{2\pi}{T} \right)^2}{\left( \psi^2 - n^2 \left( \frac{2\pi}{T} \right)^2 \right)^2 - (2nE \frac{2\pi}{T})^2} = v^\top A^{-1}v
\]
and
\[
u^\top A^{-1}v = 0 = v^\top A^{-1}u.
\]

Putting everything together and normalising with respect to the \( E = 0 \) case yields
\[
\sqrt{||M||/||M||_{E=0}} = \frac{1 + c^2}{4} \sum_{n=1}^{\infty} \frac{2\psi^2 - n^2 \left( \frac{2\pi}{T} \right)^2}{\left( \psi^2 - n^2 \left( \frac{2\pi}{T} \right)^2 \right)^2 - (2nE \frac{2\pi}{T})^2} = \frac{\prod_{n=1}^{\infty} \left( \frac{\psi^2}{T} - n^2 \left( \frac{2\pi}{T} \right)^2 \right)^2}{\prod_{n=1}^{\infty} \left( \frac{\psi^2}{T} - n^2 \left( \frac{2\pi}{T} \right)^2 \right)^2}
\]
\[
= \frac{c^2 \left( \frac{\sqrt{c^2 + 4E^2}}{c^{2/2} \text{cot}(\frac{\pi}{2} T)} \right) \sum_{\pm} \pm \text{cot}(\frac{\psi^2}{T}) \sin\left[ \frac{1}{2} \sqrt{c^2 + 4E^2} \right] \sin\left[ \frac{1}{2} \sqrt{c^2 + 4E^2} \right]}{\sqrt{c^2 + 4E^2} \sin^2(\frac{\pi}{2})} = \frac{c}{\sqrt{c^2 + 4E^2}} \sin\left[ \frac{1}{2} \sqrt{c^2 + 4E^2} \right]
\]

As before, the zeros of this expression determine the values of the exponents of the tunneling factors. The second fraction in \( [72] \) is the result for \( a_0^p = 0 \). The zeros of its numerator, however, are now compensated by poles in the numerator of the first fraction. Hence, the zeros of the numerator of the first fraction will now determine the positions of the poles. We can carry out all the infinite sums and products exactly to find \( [73] \), which simplifies to \( [74] \). As a result we see that for the starting-point convention we have evenly spaced poles, as in \( [13] \). The beat has been removed. The exponent is an integer multiple of \( -\pi m^2/(E^2 + \frac{1}{4})^{1/2} \). For this sign of the harmonic oscillator potential the decay of the vacuum is still not postponed to larger field strengths. To the contrary the strength of the harmonic oscillator makes the contributions arrive in faster succession. For the opposite sign we find \( -\pi m^2/(E^2 - \frac{1}{4})^{1/2} \), i.e., a delay of the onset of the vacuum decay. The worldline action diverges again at the threshold; however not \( \propto (|E| - \Lambda)^{-1} \) as above, but \( \propto (E^2 - \frac{c^2}{4})^{-1/2} \).

2. Generalisations

For a magnetic field, \( E^2 \to -B^2 \) in \( [74] \). The vacuum becomes stable for \( 4B^2 > c^2 \), because then the sine turns into a hyperbolic sine; but the vacuum is not stable for smaller values of \( B^2 \). (For \( E^2 = 0 = B^2 \) there is no particle production, as then the determinant cancels exactly against the normalisation.)

For the opposite sign of the oscillator potential, \( c^2 \to -c^2 \), the vacuum is stable for magnetic fields of arbitrary strength, since the argument of the square root in the sine in \( [74] \) is always negative.

In the setup of the beginning of Sect. [IV] a magnetic field corresponds to the replacement \( E \to iB \), which moves the poles away from the real axis and leads to a vanishing imaginary part. Hence, also in this setup the vacuum is stable in the presence of a magnetic field.

In the simultaneous presence of an electric and a magnetic field with \( E \cdot B \neq 0 \), there exists a frame in which \( E \parallel B \). Then we get the product of two times \( [74] \), once for the electric field and once with \( E^2 \to -B^2 \). We can express the result in a frame independent manner by reconstructing \( E \) and \( B \) from the relativistic invariants \( E^2 - B^2 \) and \( E \cdot B \),

\[
2E^2 \to \sqrt{(E^2 - B^2)^2 + 4(E \cdot B)^2} + (E^2 - B^2), \quad 2B^2 \to \sqrt{(E^2 - B^2)^2 + 4(E \cdot B)^2} - (E^2 - B^2).
\]

V. CONCLUSION

In conclusion, our worldline-holographic model for hadrons predicts the delay to larger field strength of vacuum decay by pair production in the presence of an external field. This delay stems from the presence of a confining force. It leads to the suppression from contributions of spatially large particle loops. In the worldline-instanton picture it forestalls the existence of classical periodic orbits for insufficiently large external fields. This is in line with findings in analogous studies setting out directly from AdS/CFT holography \( [8,10] \).
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