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Abstract

This brief paper presents simple simulation-based algorithms for obtaining an approximately optimal policy in a given finite set in large finite constrained Markov decision processes. The algorithms are adapted from playing strategies for “sleeping experts and bandits” problem and their computational complexities are independent of state and action space sizes if the given policy set is relatively small. We establish convergence of their expected performances to the value of an optimal policy and convergence rates, and also almost-sure convergence to an optimal policy with an exponential rate for the algorithm adapted within the context of sleeping experts.
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I. INTRODUCTION

Consider a discrete-time system with infinite horizon: \( x_{t+1} = f(x_t, a_t, w_t) \) for \( t = 0, 1, 2, \ldots \), where \( x_t \) is the state at time \( t \) – ranging over a finite set \( X \), \( a_t \) is the action at time \( t \) – to be chosen from a nonempty subset \( A(x_t) \) of a given finite set of available actions \( A \) at time \( t \), and \( w_t \) is a random disturbance uniformly and independently selected from \([0,1]\) at time \( t \), representing the uncertainty in the system, and \( f \) is a next-state function such that \( f(x, a, w) \in X \) for \( x \in X, a \in A(x) \), and \( w \in [0, 1] \).
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Define a (stationary non-randomized Markovian) policy \( \pi : X \rightarrow A \) with \( \pi(x) \in A(x) \) for all \( x \in X \) and value function of \( \pi \) given by

\[
V^\pi(x) = E_{w_0, \ldots, w_\infty} \left[ \sum_{t=0}^{\infty} \gamma^t R(x_t, \pi(x_t), w_t) \bigg| x_0 = x \right], \quad x \in X,
\]

with discount factor \( \gamma \in (0, 1) \) and one-period reward function \( R \) such that \( R(x, a, w) \in \mathcal{R}^+ \) for \( x \in X, a \in A(x) \), and \( w \in [0, 1] \) and constraint value function of \( \pi \) given by

\[
J^\pi(x) = E_{w_0, \ldots, w_\infty} \left[ \sum_{t=0}^{\infty} \beta^t C(x_t, \pi(x_t), w_t) \bigg| x_0 = x \right], \quad x \in X,
\]

with discount factor \( \beta \in (0, 1) \) and one-period cost function \( C \) such that \( C(x, a, w) \in \mathcal{R}^+ \) for \( x \in X, a \in A(x) \), and \( w \in [0, 1] \). We let \( R_{\text{max}} = \sup_{x,a,w} R(x, a, w) \) and \( C_{\text{max}} = \sup_{x,a,w} C(x, a, w) \).

The function \( f \), together with \( X, A, R, \) and \( C \) comprise a constrained Markov decision process (CMDP) [1]. For simplicity, we consider one constraint case. Extension to multiple case is straightforward.

For a given \( w = \{w_t\} \), we let \( V^\pi(x, w) = \sum_{t=0}^{\infty} \gamma^t R(x_t, \pi(x_t), w_t) \) and \( J^\pi(x, w) = \sum_{t=0}^{\infty} \beta^t C(x_t, \pi(x_t), w_t) \) with \( x_0 = x \). We assume throughout that any sample of \( V^\pi(x, w) \) and \( J^\pi(x, w) \) is bounded, respectively. Without loss of generality, we take the bound to be 1, i.e., for any \( w, x, \) and \( \pi, V^\pi(x, w) \in [0, 1] \) and \( J^\pi(x, w) \in [0, 1] \). (The generalization to an arbitrary bound can be done by appropriate scaling. Or by defining a transformation of \( R \) into \( R' \) such that \( R'(x, a, w) = R(x, a, w)(1 - \gamma)/R_{\text{max}} \) and \( C \) to \( C' \) similarly, we can construct an “equivalent” CMDP to the given CMDP which satisfies the assumption.) We also assume that an initial state \( x_0 \) is fixed by some \( x \in X \) and a nonempty finite policy set \( \Pi \) is given.

A policy \( \pi \in \Pi \) is called \( \epsilon \)-feasible if \( J^\pi(x) \leq K + \epsilon \) for given real constants \( K > 0 \) and \( \epsilon \geq 0 \). We let \( \epsilon \)-feasible policy set \( \Pi^\epsilon_f = \{ \pi : \pi \in \Pi, J^\pi(x) \leq K + \epsilon \} \). We then say that for \( \epsilon \geq 0 \), \( \pi^*_\epsilon \in \Pi \) is an \( \epsilon \)-feasible optimal policy if for some nonempty \( \Delta \) such that \( \Pi_k^{-\epsilon} \subseteq \Delta \subseteq \Pi_k^\epsilon, \pi^*_\epsilon \in \Delta \) and \( \max_{\pi \in \Delta} V^\pi(x) = V^{\pi^*_\epsilon}(x) \). The problem we consider is obtaining a 0-feasible optimal policy (or estimating it with an \( \epsilon \)-feasible optimal policy) in \( \Pi \), if such a policy exists.

The problem of obtaining a 0-feasible optimal policy is known to be NP-hard if \( \Pi \) contains all possible policies (in which case \( |\Pi| = |A|^{|X|} \) and the problem size is characterized by the maximum of \( |X| \) and \( \max_{x \in X} |A(x)| \) and the number of constraints [7]. It seems that there exist only two exact iterative algorithms for this problem that exploit structural properties of CMDPs. Chen and Feinberg [6] provided a value-iteration type algorithm based on certain
dynamic programming equations and Chang [4] presented a policy-iteration type algorithm based on a feasible-policy space characterization. Unfortunately, both require solving certain finite or infinite horizon MDP problems so that computational complexities depend on state and action space sizes. Note that linear programming used for finding a best randomized policy cannot be applied here due to non-linearity and non-convexity of this problem (cf., P1 in [7, Theorem 3.1]).

Even if there exists a body of works on simulation-based algorithms for solving unconstrained MDPs in order to break the curse of dimensionality (see, e.g., [13] [3] and the references therein), it seems that there has been no notable approach to CMDPs via simulation. This paper is probably the first step toward developing such algorithms. Because the algorithms proposed in this paper work with simulated sample-paths, computational complexities are independent of $|X|$ and $|A|$ as long as $|\Pi|$ is relatively small.

Our approach is simple and natural. We generate a sequence of $\{\Pi_{f,n,H}, n = 1, ..., N\}$ where $\Pi_{f,n,H}$ is an estimate of $\Pi_0^f$, similar to the sample average approximation method [10], by using simulation over a finite horizon $H$. For each $\pi \in \Pi$, $J^\pi(x)$ is estimated with a sample mean and if the sample mean is less than or equal to $K$, $\pi$ is included in $\Pi_{f,n,H}$. We then generate a sequence of policies $\{\pi(n), n = 1, ..., N\}$ from $\Pi_{f,n,H}$ at iteration $n$, where $\pi(n)$ is an estimate of a 0-feasible optimal policy. The selection of $\pi(n)$ from $\Pi_{f,n,H}$ is based on the two playing strategies, called “follow-the-awake-leader” (FTAL) and “awake-upper-estimated-reward” (AUER), for “sleeping experts and bandits” problems [9]. A major difference between FTAL and AUER is that for FTAL, we simulate each policy in $\Pi_{f,n,H}$ to update the sample mean of each policy but for AUER, we simulate only selected policy $\pi(n)$ to update the sample mean of $\pi(n)$. We view $\Pi_{f,n,H}$ as the set of currently awaken or non-sleeping experts/bandits in $\Pi$ and the sample value of the accumulated reward sum over the horizon $H$ as the sample reward of playing the expert/bandit $\pi$. By proper adaptation of the results of the “expected regret” defined over the sleeping experts and bandits model then, we can establish convergence of the expected performance of our approach without the assumption that a 0-feasible optimal policy is unique. We show that when $\Pi_0^f \neq \emptyset$, the expected performance $1/N \sum_{n=1}^N E[ V_H^{\pi(n)}(x) ]$ approaches the value of a 0-feasible optimal policy $\max_{\pi \in \Pi_0^f} V^\pi(x)$ as $N \to \infty$ and $H \to \infty$ with a rate of $O(1/N)$ (for $N \geq (\min_{\pi, \pi' \in \Pi} \{ V^\pi(x) - V^{\pi'}(x) : V^\pi(x) - V^{\pi'}(x) > 0 \})^{-1}$) in the FTAL case and of $O(\ln N/N)$ in the AUER case for such $N$. Here $V_H^\pi(x) = E_{w_0, ..., w_{H-1}}[ \sum_{t=0}^{H-1} \gamma^t R(x_t, \pi(x_t), w_t) | x_0 = x ]$ for
For the FTAL case, we further provide almost-sure convergence of $\pi(N)$ to a 0-feasible optimal policy as $N$ and $H$ go to infinity with an exponential convergence rate at the expense of the assumption that value functions are all different among policies.

The works on the problem of finding the best solution from a finite set of solutions given stochastic objective and constraint functions by simulation are relatively sparse (see [12] and the related references therein). These works study allocating different (Monte-Carlo) simulation budgets to the solutions to (approximately) maximize the probability of selecting the best solution from sample-mean estimates but provide explicit forms of such allocation only in an asymptotic limit, i.e., when the total number of samples approaches infinity. This is also typically given under the assumption that the best solution is unique and the distribution of samples are normal and in terms of the unknown true means and variances. Even if heuristic iterative approximation procedures of such results are given, the convergences of those are not known. In our context, the best policy is not necessarily unique and the normality assumption is not necessarily valid. Although Pasupathy et al. [12] consider general distribution case, the optimal allocation is only characterized by an optimization problem so that explicit forms of budget allocation are difficult to obtain even in an asymptotic limit except for some special cases. Without the uniqueness and the normality assumptions, Li et al. [11] consider a sequence of penalty cost functions to combine objective and constraint functions with certain budget allocation strategy among the solutions but obtaining the sequence of the penalty cost functions is not straightforward and their algorithm converges to a locally optimal solution when some restrictive assumptions are satisfied.

Our setting also covers that in which explicit forms for $f$, $R$, and $C$ are not available, but they can be simulated. In this setting, another approach to consider is to employ a stochastic-approximation based learning-algorithm as for unconstrained MDPs (see, e.g., [5] [2]). But this works when $\Pi$ is the set of all possible policies and the convergence speed is typically very slow and finite-time behaviours of such methods are not known. Moreover, it’s not immediate how to adapt such approach when $\Pi$ is a subset of the set of all possible policies.

II.  ALGORITHM

We first provide the pseudocode of the FTAL algorithm below. It mainly consists of the Feasible-Policy Set Estimation step and the Feasible Optimal Policy Estimation step. The
Feasible-Policy Set Estimation step obtains \( \Pi_{f,n,H} = \{ \pi : J_{n,H}^\pi(x) \leq K, \pi \in \Pi \} \) at iteration \( n \). Here \( J_{n,H}^\pi(x) \) is the sample mean obtained by \( n \) independent samples of \( J_H^\pi(x,w) = \sum_{t=0}^{H-1} \beta^t C(x_t, \pi(x_t), w_t) \) for \( w = \{w_0, ..., w_{H-1}\} \) and \( H < \infty \). We let \( J_H^\pi(x) := E_w[J_H^\pi(x,w)] \).

The Feasible-Policy Set Estimation step selects \( \pi(n) \) that achieves \( \max_{\pi \in \Pi_{f,n,H}} V_{\tau(\pi),H}^\pi(x) \) if \( \Pi_{f,n,H} \neq \emptyset \) and \( \tau(\pi) \neq 0 \) for all \( \pi \in \Pi_{f,n,H} \). (That is, we “follow the current best” among non-sleeping experts.) Similarly, \( V^\pi_{n,H}(x) \) is the sample mean obtained by \( n \) independent samples of \( V_{H}^\pi(x,w) = \sum_{t=0}^{H-1} \gamma^t R(x_t, \pi(x_t), w_t) \) for \( w = \{w_0, ..., w_{H-1}\} \), and \( V_H^\pi(x) := E_w[V_H^\pi(x,w)] \). The counter \( \tau(\pi) \) keeps track of the number of times \( \pi \) has been simulated to obtain a sample of \( V_H^\pi(x,w) \). Whenever \( \pi \) is included in \( \Pi_{f,n,H} \) at some \( n \), \( \pi \) is simulated. If there exists \( \pi \) in \( \Pi_{f,n,H} \) such that \( \tau(\pi) = 0 \), \( \pi(n) \) is set to be any such \( \pi \). If \( \Pi_{f,n,H} = \emptyset \), \( \pi(n) \) is set to be any \( \pi \in \Pi \).

Follow-The-Awake-Leader (FTAL)

1. Initialization: Select \( N \geq 1 \) and \( H < \infty \). Set \( J_{0,H}^\pi(x) = V_{0,H}^\pi(x) = 0 \) and \( \tau(\pi) = 0 \) for all \( \pi \in \Pi \) and \( n = 1 \).

2. Loop: while \( n \leq N \)

   2.1 Feasible-Policy Set Estimation: For each \( \pi \in \Pi \), obtain \( J_H^\pi(x,w) \) by generating \( w = \{w_0, ..., w_{H-1}\} \) and set

   \[
   J_{n,H}^\pi(x) = \frac{n-1}{n} J_{n-1,H}^\pi(x) + \frac{J_H^\pi(x,w)}{n}.
   \]

   Obtain \( \Pi_{f,n,H} = \{ \pi : J_{n,H}^\pi(x) \leq K, \pi \in \Pi \} \).

   2.2 Feasible Optimal Policy Estimation:

      If \( (\Pi_{f,n,H} \neq \emptyset) \) Then

      - If \( \exists \pi \in \Pi_{f,n,H} \) such that \( \tau(\pi) = 0 \), Then \( \pi(n) = \pi \)

      - Else \( \pi(n) \in \arg\max_{\pi \in \Pi_{f,n,H}} V_{\tau(\pi),H}^\pi(x) \).

      - For each \( \pi \in \Pi_{f,n,H} \), obtain \( V_H^\pi(x,w) \) by generating \( w = \{w_0, ..., w_{H-1}\} \) and set

        \[
        V_{\tau(\pi)+1,H}^\pi(x) = \frac{\tau(\pi)}{\tau(\pi)+1} V_{\tau(\pi),H}^\pi(x) + \frac{V_H^\pi(x,w)}{\tau(\pi)+1},
        \]

        and \( \tau(\pi) \leftarrow \tau(\pi) + 1 \).

      Elseif \( (\Pi_{f,n,H} = \emptyset) \) Then set \( \pi(n) \) to be any policy in \( \Pi \).

      2.3 \( n \leftarrow n + 1 \)
As in FTAL, the AUER algorithm consists of the same two main steps. The Feasible-Policy Set Estimation step obtains $\Pi_{f,n,H}$ as in the FTAL case. Differently from the FTAL case, the Feasible-Policy Set Estimation step selects $\pi(n)$ at iteration $n$ which achieves 
\[
\max_{\pi \in \Pi_{f,n,H}} \left( V^\pi_{\tau(\pi),H}(x) + \sqrt{\frac{8 \ln n}{\tau(\pi)}} \right) \text{ if } \Pi_{f,n,H} \neq \emptyset \text{ and } \tau(\pi) \neq 0 \text{ for all } \pi \in \Pi_{f,n,H}. \]
(The term $\sqrt{\frac{8 \ln n}{\tau(\pi)}}$ plays the role of estimating “upper confidence bound” or “upper estimated reward” [9]. We choose the bandit with the current highest upper estimated reward.) Then, only $\pi(n)$ is simulated and the sample mean of $\pi(n)$ is updated. The pseudocode of the AUER algorithm is given below.

**Awake-Upper-Estimated-Reward (AUER)**

1. **Initialization:** Same as FTAL
2. **Loop:** while $(n \leq N)$
   2.1 Feasible-Policy Set Estimation: Same as FTAL
   2.2 Feasible Optimal Policy Estimation:
      - If $(\Pi_{f,n,H} \neq \emptyset)$ Then
         - If $\exists \pi \in \Pi_{f,n,H}$ such that $\tau(\pi) = 0$, Then $\pi(n) = \pi$.
         - Else $\pi(n) \in \arg \max_{\pi \in \Pi_{f,n,H}} \left( V^\pi_{\tau(\pi),H}(x) + \sqrt{\frac{8 \ln n}{\tau(\pi)}} \right)$.
         - Obtain $V_H^{\pi(n)}(x, w)$ by generating $w = \{w_0, ..., w_{H-1}\}$ and set
           \[
           V_{\tau(\pi(n)) + 1,H}^{\pi(n)}(x) = \frac{\tau(\pi(n))}{\tau(\pi(n)) + 1} V_{\tau(\pi(n)),H}^{\pi(n)}(x) + \frac{V_H^{\pi(n)}(x, w)}{\tau(\pi(n)) + 1}.
           \]
         - $\tau(\pi(n)) \leftarrow \tau(\pi(n)) + 1$
      
      - ElseIf $(\Pi_{f,n,H} = \emptyset)$ Then set $\pi(n)$ to be any policy in $\Pi$.

2.3 $n \leftarrow n + 1$

**III. Convergence Analysis**

We start with the convergence result of $\{\Pi_{f,n,H}\}$. The following theorem establishes that as $N \to \infty$, $\Pi_{f,N,H}$ approaches $\beta H C_{\max}^{\frac{1}{1-\beta}}$-feasible policy set with the rate of $O(c(\epsilon, H)^N)$ for some constant $c(\epsilon, H) \in (0, 1)$. That is, $\Pi_{f,N,H}$ is arbitrarily close to $\{\pi : J_H^\pi(x) \leq K, \pi \in \Pi\}$ as $N \to \infty$. By letting then $H \to \infty$ and $N \to \infty$, we can see that it goes to the true feasible policy set $\Pi_f^0$ with an exponential convergence rate $O(\max\{\beta H, c(\epsilon, H)^N\})$. We use the $O$-notation to mean that $f(x) = O(g(x))$ if there exist real constants $M$ and $k$ such that $|f(x)| \leq M|g(x)|$ for all $x > k$ for $f : \mathcal{R} \to \mathcal{R}$ and $g : \mathcal{R} \to \mathcal{R}$. 
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Theorem 3.1: Let $\alpha_H = \frac{\beta^H C_{\text{max}}}{1-\beta}$. Then for any $\epsilon > \alpha_H$,

$$\Pr\{\Pi_f^e \subseteq \Pi_{f,N,H} \subseteq \Pi_f^e\} \geq 1 - 2|\Pi|e^{-2(\epsilon-\alpha_H)^2N}.$$ 

Proof: The following proof is partly based on the proof of Proposition 1 in [14]. The complement of the event $\{\forall \pi \in \Pi, (\pi \in \Pi_f^e \rightarrow \pi \in \Pi_{f,N,H} \rightarrow \pi \in \Pi_f^e)\}$ is $\{\exists \pi \in \Pi, (\pi \in \Pi_f^e \land \pi \notin \Pi_{f,N,H}) \lor (\pi \in \Pi_{f,N,H} \land \pi \notin \Pi_f^e)\}$. This event is equal to $\{\exists \pi \in \Pi, (J^\pi(x) \leq K - \epsilon \land J_{N,H}^\pi > K) \lor (J^\pi(x) > K + \epsilon \land J_{N,H}^\pi(x) \leq K)\}$, which is further equal to $\{\exists \pi \in \Pi, (J_{N,H}^\pi(x) - J^\pi(x) > \epsilon) \lor (J_{N,H}^\pi(x) - J^\pi(x) < -\epsilon)\}$. Therefore,

$$\Pr\{\Pi_f^e \subseteq \Pi_{f,N,H} \subseteq \Pi_f^e\}$$

$$\geq 1 - \Pr\{\exists \pi \in \Pi, (J_{N,H}^\pi(x) - J^\pi(x) > \epsilon) \lor (J_{N,H}^\pi(x) - J^\pi(x) < -\epsilon)\}$$

$$\geq 1 - \Pr\{\exists \pi \in \Pi, (J_{N,\infty}^\pi(x) - J^\pi(x) > \epsilon - \alpha_H) \lor (J_{N,\infty}^\pi(x) - J^\pi(x) < -\epsilon + \alpha_H)\}$$

$$\geq 1 - \sum_{\pi \in \Pi} \Pr\{J_{N,\infty}^\pi(x) - J^\pi(x) > \epsilon - \alpha_H\} - \sum_{\pi \in \Pi} \Pr\{J_{N,\infty}^\pi(x) - J^\pi(x) < -\epsilon + \alpha_H\},$$

where the second step follows from the fact that $-\alpha_H \leq J_{N,\infty}^\pi(x) - J_{N,H}^\pi(x) \leq \alpha_H$.

Applying Hoeffding inequality [8], we finally have that $\Pr\{\Pi_f^e \subseteq \Pi_{f,N,H} \subseteq \Pi_f^e\} \geq 1 - 2|\Pi|e^{-2(\epsilon-\alpha_H)^2N}$. 

We remark that if $\Pi_f^e = \emptyset$ for $\epsilon > \alpha_H$, then $\Pi_{f,N,H}$ goes to the empty set as $N \to \infty$ so that when $\Pi_f^e = \emptyset$, $\Pi_{f,N,H}$ goes to the empty set as $N \to \infty$ and $H \to \infty$. That is, we can (approximately) identify the insolvability of the problem by these algorithms. In what follows, we assume that $\Pi_f^e \neq \emptyset$.

A. The FTAL algorithm performance

We first establish almost-sure convergence of the FTAL algorithm. For this result, we need an assumption that $V^\pi(x) \neq V^{\pi'}(x)$ for all $\pi, \pi' \in \Pi$ for a technical reason.

Theorem 3.2: Assume that $V^\pi(x) \neq V^{\pi'}(x)$ for all $\pi, \pi' \in \Pi$. Let $r_H = \frac{\gamma H R_{\text{max}}}{1-\gamma}$ and $\alpha_H = \frac{\beta^H C_{\text{max}}}{1-\beta}$ and $\Delta_N^\pi = \max_{\pi' \in \Pi_{f,N,H}} V^{\pi'}(x) - V^\pi(x)$ for nonempty $\Pi_{f,N,H}$ generated by FTAL. Then for any $\epsilon > \alpha_H$,

$$\Pr\{\max_{\pi \in \Pi_f^e} V^\pi(x) \leq V^{\pi(N)}(x) \leq \max_{\pi \in \Pi_f^e} V^\pi(x)\}$$

$$\geq (1 - 2|\Pi|e^{-2(\epsilon-\alpha_H)^2N}) \times (1 - \sum_{\pi \in \Pi_{f,N,H} \setminus \{\pi_N^*\}} 2e^{-2(\Delta_N^\pi-r_H)^2N}),$$
where $\pi^*_N \in \arg \max_{\pi \in \Pi_{f,N,H}} V^\pi(x)$.

Proof: From the assumption, $\pi^*_N$ is unique. Then we have that

$$\Pr\{\pi(N) \neq \pi^*_N\} \leq \sum_{\pi \in \Pi_{f,N,H} \setminus \{\pi^*_N\}} \Pr\{V^\pi_{N,H}(x) > V^\pi^*_N(x)\}$$

$$\leq \sum_{\pi \in \Pi_{f,N,H} \setminus \{\pi^*_N\}} \left( \Pr\{V^\pi_{N,H}(x) > V^\pi(x) + \frac{\Delta^\pi}{2}\} + \Pr\{V^\pi^*_N(x) - \frac{\Delta^\pi}{2}\} \right)$$

$$\leq \sum_{\pi \in \Pi_{f,N,H} \setminus \{\pi^*_N\}} \left( \Pr\{V^\pi_{N,\infty}(x) > V^\pi(x) + \frac{\Delta^\pi}{2} - r_H\} + \Pr\{V^\pi^*_N(x) - \frac{\Delta^\pi}{2} + r_H\} \right)$$

$$\leq 2e^{-2(\frac{\Delta^\pi}{2} - r_H)^2N} \text{ by Hoeffding inequality.}$$

The result follows then from $\Pr\{\max_{\pi \in \Pi_f} V^\pi(x) \leq V^\pi(N)(x) \leq \max_{\pi \in \Pi_f} V^\pi(x)\} \geq \Pr\{\Pi_f \subseteq \Pi_{f,N,H} \subseteq \Pi_f\} \times \Pr\{\pi(N) = \pi^*_N\}$.  

From the above theorem, we can see that $\pi(N)$ generated by the FTAL algorithm converges to a 0-feasible optimal policy as $N \to \infty$ and $H \to \infty$ almost surely if it is unique.

The theorem below establishes a finite-time bound on the expected performance of the FTAL algorithm without the assumption that the value functions of policies are different. The convergence of the expected performance of the FTAL algorithm follows then from this. Because the result is obtained by a direct application of the expected regret bound of the FTAL algorithm for sleeping experts [9, Theorem 6], a proof is omitted.

We construct a one-to-one mapping $I : \{1, 2, ..., |\Pi|\} \to \Pi$ such that $V^{I(i)} \geq V^{I(j)}$ for all $i, j \in \{1, ..., \Pi\}$ with $i \leq j$. For $y \geq 0$ and $i, j \in \{1, 2, ..., |\Pi|\}$, let $i_y(j) = \arg \min\{i : i \leq j, \Delta_{I(i), I(j)} \leq y, i \in \{1, ..., |\Pi|\}\}$ and $j_y(i) = \arg \max\{j : j \geq i, \Delta_{I(i), I(j)} \leq y, j \in \{1, ..., |\Pi|\}\}$, where $\Delta_{\pi, \pi'} = V^\pi_H(x) - V^{\pi'}_H(x)$ for $\pi, \pi' \in \Pi$. Note that we allow $\Delta_{\pi, \pi'} = 0$ for $\pi, \pi' \in \Pi$. In what follows, the expectation is taken over the algorithm’s random choices of $\{\pi(n)\}$ given a fixed sequence of $\{\Pi_{f,n,H}\}$.

Theorem 3.3: For every $\delta \geq 0$ and $\{\pi(n)\}$ generated by FTAL,

$$0 \leq \frac{1}{N} \sum_{n=1}^N \max_{\pi \in \Pi_{f,n,H}} V^\pi_H(x) - \frac{1}{N} \sum_{n=1}^N E[V^\pi_H(x)]$$

$$\leq 2\delta + \sum_{j=j_y(0)+1}^{\Pi} \frac{O(1)}{N \max\{\delta, \Delta_{I(\pi(j)-1), I(\pi(j))}\}} + \sum_{i=1}^{j_0(|\Pi|)-1} \frac{O(1)}{N \max\{\delta, \Delta_{I(j_0(i)-1), I(j_0(i))}\}}$$

for any fixed sequence of $\{\Pi_{f,n,H}\}$ generated by FTAL.
Note that by letting $N \to \infty$ and $H \to \infty$, $\frac{1}{N} \sum_{n=1}^{N} \max_{\pi \in \Pi} V_{H}^{\pi}(x)$ approaches arbitrarily close to $\max_{\pi \in \Pi} V^{\pi}(x)$ with an exponential rate $O(\max\{\gamma^H, \beta^H, c(\epsilon, H)^N\})$ by Theorem 3.1. This implies that $\frac{1}{N} \sum_{n=1}^{N} E[V_{H}^{\pi(n)}(x)]$ approaches $\max_{\pi \in \Pi} V^{\pi}(x)$ as $N \to \infty$ and $H \to \infty$ with a rate of $O(1/N)$ for $N \geq (\min_{\pi, \pi' \in \Pi} \{\Delta_{\pi, \pi'} : \Delta_{\pi, \pi'} > 0\})^{-1}$ by setting $\delta = 1/N$. In some sense, we can view the value of $\min_{\pi, \pi' \in \Pi} \{\Delta_{\pi, \pi'} : \Delta_{\pi, \pi'} > 0\}$ as the level of the difficulty of solving the problem. As it gets closer to zero, $N$ needs to get larger to obtain the rate.

**B. The AUER algorithm performance**

For the AUER algorithm, we are not be able to provide almost-sure convergence result as in Theorem 3.2 for the FTAL algorithm. This is because it is difficult to establish that an upper bound on the probability of not choosing a 0-feasible optimal policy goes to zero as $N \to \infty$ and $H \to \infty$ due to the term $\sqrt{8 \ln n \tau(\pi)}$. However, we can still provide the convergence of the expected performance of the AUER algorithm. The following theorem establishes a finite-time bound on the expected performance of the AUER algorithm, again without the assumption that the value functions of policies are different. As before, the result is from a direct application of the expected regret bound of the AUER algorithm for sleeping bandits [9, Theorem 12].

**Theorem 3.4:** For every $\delta \geq 0$ and $\{\pi(n)\}$ generated by AUER,

$$0 \leq \frac{1}{N} \sum_{n=1}^{N} \max_{\pi \in \Pi} V_{H}^{\pi}(x) - \frac{1}{N} \sum_{n=1}^{N} E[V_{H}^{\pi(n)}(x)] \leq 2\delta + \sum_{j=J_0(1)+1}^{\|\Pi\|} \frac{O(\ln N)}{N \max\{\delta, \Delta_{I(j_0(j)-1),I(j_0(j))}\}} + \sum_{i=1}^{j_0(\|\Pi\|)-1} \frac{O(\ln N)}{N \max\{\delta, \Delta_{I(j_0(i)),I(j_0(i)+1)}\}}.$$ 

for any fixed sequence of $\{\Pi_f,n,H\}$ generated by AUER.

From the above result, we see that $\frac{1}{N} \sum_{n=1}^{N} E[V_{H}^{\pi(n)}(x)]$ approaches $\max_{\pi \in \Pi} V^{\pi}(x)$ as $N \to \infty$ and $H \to \infty$ with a rate of $O(\ln N/N)$ for $N \geq (\min_{\pi, \pi' \in \Pi} \{\Delta_{\pi, \pi'} : \Delta_{\pi, \pi'} > 0\})^{-1}$ by setting $\delta = 1/N$. Note that the rate of AUER is slower than FTAL’s by a factor of $O(\ln N)$ at the expense of simulating only the selected policy at each iteration.

**IV. CONCLUDING REMARKS**

Even if the discussions are made under the model of finite CMDPs, the proposed algorithms can be applied to CMDPs with infinite state and/or infinite action spaces as long as $\Pi$ is a finite
set and each policy in $\Pi$ can be simulated. All of the results in the paper still hold in this case.

When we estimate feasible policy set in FTAL and AUER, we need to simulate all policies in $\Pi$. Developing a non-enumerative method for the feasible-policy set generation step is a good future work direction.
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