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Abstract: Decomposition has been the mainstream approach in the classic mathematical programming for multi-objective optimization and multi-criterion decision-making. However, it was not properly studied in the context of evolutionary multi-objective optimization until the development of multi-objective evolutionary algorithm based on decomposition (MOEA/D). In this article, we present a comprehensive survey of the development of MOEA/D from its origin to the current state-of-the-art approaches. In order to be self-contained, we start with a step-by-step tutorial that aims to help a novice quickly get onto the working mechanism of MOEA/D. Then, selected major developments of MOEA/D are reviewed according to its core design components including weight vector settings, sub-problem formulations, selection mechanisms and reproduction operators. Besides, we also overview some further developments for constraint handling, computationally expensive objective functions, preference incorporation, and real-world applications. In the final part, we shed some lights on emerging directions for future developments.
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1 Introduction

Real-world problems, such as machine learning [1], data mining [2], material science [3], cheminformatics [4], aerospace [5], software engineering [6], finance and economics [7], usually require solutions to simultaneously meet multiple objectives, known as multi-objective optimization problems (MOPs). These objectives conflict with each other where an improvement in one objective can lead to a detriment of other(s). There does not exist a global optimum that optimizes all objectives but a set of trade-off solutions. Due to the population-based property, evolutionary computation (EC) has been widely recognized as a major approach for multi-objective optimization (MO). Over the past three decades and beyond, many efforts have been dedicated to developing evolutionary multi-objective optimization (EMO) algorithms, which can be classified as dominance-, indicator-, and decomposition-based frameworks. In particular, fast non-dominated sorting genetic algorithm (NSGA-II) [8], indicator-based evolutionary algorithm [9] and multi-objective evolutionary algorithm based on decomposition (MOEA/D) [10] are representative algorithms respectively.

Different from the other two frameworks, which are rooted in the EC community, decomposition has been the mainstream approach in the classic mathematical programming for MO and multi-criterion decision-making (MCDM) [11]. Its basic idea is to aggregate different objectives into a scalarizing function by using a dedicated weight vector. An MOP is thus transformed into a single-objective optimization subproblem, the optimum of which is a Pareto-optimal solution of the original MOP. However, traditional mathematical programming approaches are notorious for heavily relying on the derivative information which is unlikely to access in real-world black-box scenarios. Moreover, only one Pareto-optimal solution can be obtained at a time by using mathematical programming in MO thus compromising the effectiveness and flexibility for exploring various trade-off solutions at a time. Before MOEA/D, there have been some attempts to incorporate decomposition techniques into EMO,
such as [12–21] listed in a chronological timeline shown in Fig. 1. However, since the weight vectors therein are generated in a random manner, these prior algorithms do not have a principled way to maintain population diversity. Meanwhile, the randomly generated weight vectors make the search directions keep on alternating thus leading to a less effective search process [22]. Furthermore, none of those prior algorithms take the collaboration among neighboring subproblems into consideration thus they are hardly capable of tackling problems with complex properties [22]. After MOEA/D, decomposition-based framework has become the most popular one in the EMO community.

This paper aims to provide a comprehensive survey of the up-to-date studies on MOEA/D. We are ambitious to be self-contained so that a novice can quickly get onto the working mechanism of MOEA/D through a step-by-step tutorial as in Section 2. Selected major developments of MOEA/D are surveyed in Section 3 according to its core design components, i.e., weight vector settings, subproblem formulations, selection mechanisms and reproduction operators. Besides, Section 4 overviews some recent incorporation and real-world applications. Some emerging directions for future developments of MOEA/D are discussed in Section 6 and Section 7 concludes this paper at the end.

2 Background Knowledge

In this section, we start with some basic concepts closely relevant to this paper. Thereafter, we give a gentle tutorial of the working mechanisms of a vanilla MOEA/D.

2.1 Basic Concepts

The MOP considered in this paper is mathematically defined as:

\[
\begin{align*}
\min & \quad \mathbf{F}(\mathbf{x}) = (f_1(\mathbf{x}), \ldots, f_m(\mathbf{x}))^T \\
\text{subject to} & \quad g_j(\mathbf{x}) \geq a_j, \quad j = 1, \ldots, q \\
& \quad h_k(\mathbf{x}) = b_k, \quad k = q + 1, \ldots, \ell' \\
& \quad \mathbf{x} \in \Omega
\end{align*}
\]  

(1)

where \( \mathbf{x} = (x_1, \ldots, x_n)^T \) is a solution, and \( \Omega = [x_i^L, x_i^U]^n \subseteq \mathbb{R}^n \) defines the search (or decision variable) space. \( \mathbf{F} : \Omega \rightarrow \mathbb{R}^m \) constitutes \( m \) conflicting objective functions, and \( \mathbb{R}^m \) is the objective space. \( g_j(\mathbf{x}) \) and \( h_k(\mathbf{x}) \) are the \( j \)-th inequality and \( k \)-th equality constraints respectively.

Definition 1. Given two feasible solutions \( \mathbf{x}^1 \) and \( \mathbf{x}^2 \), \( \mathbf{x}^1 \) is said to Pareto dominate \( \mathbf{x}^2 \) (denoted as \( \mathbf{x}^1 \preceq \mathbf{x}^2 \)) if and only if \( f_i(\mathbf{x}^1) \leq f_i(\mathbf{x}^2), \forall i \in \{1, \ldots, m\} \) and \( \exists j \in \{1, \ldots, m\} \) such that \( f_j(\mathbf{x}^1) < f_j(\mathbf{x}^2) \).

Definition 2. A solution \( \mathbf{x}^* \in \Omega \) is Pareto-optimal with respect to (1) if \( \nexists \mathbf{x} \in \Omega \) such that \( \mathbf{x} \preceq \mathbf{x}^* \).

Definition 3. The set of all Pareto-optimal solutions is called the Pareto-optimal set (PS). Accordingly, \( PF = \{ \mathbf{F}(\mathbf{x}) | \mathbf{x} \in PS \} \) is called the Pareto-optimal front (PF).

Definition 4. The ideal objective vector \( \mathbf{z}^* = (z_1^*, \ldots, z_m^*)^T \) is constructed by the minimum of each objective functions, i.e., \( z_i^* = \min_{x \in \Omega} f_i(\mathbf{x}), i \in \{1, \ldots, m\} \).

Definition 5. The nadir objective vector \( \mathbf{z}^{nad} = (z_1^{nad}, \ldots, z_m^{nad})^T \) is constructed by the worst objective functions of the PF, i.e., \( z_i^{nad} = \max_{x \in PS} f_i(\mathbf{x}), i \in \{1, \ldots, m\} \).
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Step 1: Initialize a population of solutions \( P = \{x^i\}_{i=1}^N \), a set of weight vectors \( W = \{w^i\}_{i=1}^N \) and their neighborhood structure. Randomly assign each solution to a weight vector.
Step 2: For \( i = 1, \ldots, N \), do
Step 2.1: Randomly select a required number of mating parents from \( w^i \)'s neighborhood, denoted as \( \Theta^w \).
Step 2.2: Use crossover and mutation to reproduce offspring \( x^i \).
Step 2.3: Update the subproblems within \( \Theta^w \) by \( x^i \) if \( g(x^i|w^k, z^*) < g(x^i|w^k, z^i) \), where \( w^k \in \Theta^w \) and \( x^i \) is the current solution associated with \( w^k \).
Step 3: If the stopping criteria is met, then stop and output the population. Otherwise, go to Step 2.

Figure 2: A schematic illustration and a three-step procedure of vanilla MOEA/D.

2.2 Working Mechanisms of Vanilla MOEA/D

Fig. 2 gives a schematic illustration and a three-step procedure of vanilla MOEA/D. It consists of two major functional components, i.e., decomposition and collaboration, the mechanisms of which are delineated as follows.

2.2.1 Decomposition

Under some mild continuous conditions, a Pareto-optimal solution of a MOP is an optimal solution of a scalar optimization problem whose objective function is an aggregation of all individual objectives \[11\]. The principle of decomposition is to transform the task of approximating the PF into a number of scalarized subproblems. There have been various approaches for constructing such subproblems \[11\], which will be further discussed in Section 3.2. Here we introduce three most widely used ones in the decomposition-based EMO community.

- **Weighted Sum (WS):** it is a convex combination of all individual objectives. Let \( w = (w_1, \ldots, w_m)^T \) be a weight vector where \( w_i \geq 0, \forall i \in \{1, \ldots, m\} \) and \( \sum_{i=1}^{m} w_i = 1 \), a WS is formulated as:
  \[
  \min_{x \in \Omega} g^{ws}(x|w) = \sum_{i=1}^{m} w_i f_i(x). \tag{2}
  \]

- **Weighted Tchebycheff (TCH):** in this approach, the scalarization problem is formulated as:
  \[
  \min_{x \in \Omega} g^{tch}(x|w, z^*) = \max_{1 \leq i \leq m} \{ w_i |f_i(x) - z^*_i| \}, \tag{3}
  \]
  where \( z^* \) is the approximated ideal objective vector estimated by using the current population.

- **Penalty-based Boundary Intersection (PBI):** this is a variant of the normal-boundary intersection method \[24\], whose equality constraint is handled by a penalty function. Formally, it is defined as:
  \[
  \min_{x \in \Omega} g^{pbi}(x|w, z^*) = d_1 + \theta d_2, \tag{4}
  \]
  where \( \theta > 0 \) is a user-defined penalty parameter, \( d_1 = \| (F(x) - z^*)^T w \| / \| w \| \) and \( d_2 = \| F(x) - (z^* + d_1 w) \| \).

Note that MOEA/D applies the Das and Dennis’s method \[24\] to specify a set of weight vectors evenly distributed along a unit simplex. Its basic idea is to divide each axis into \( H > 0 \) equally spaced segments. The weight vectors are constituted by picking up a sliced coordinate along each axis in an iterative manner. This Das and Dennis’s method can generate \( \binom{H+m-1}{m-1} \) weight vectors in total. Each weight vector corresponds to a unique subproblem in MOEA/D. Fig. 3 gives an illustrative example of 21 weight vectors generated in a three-dimensional space where \( H = 5 \).
2.2.2 Collaboration

Different from the classic mathematical programming method for multi-objective optimization, in which only one subproblem is considered at a time, MOEA/D applies a population-based meta-heuristic to concurrently solve all subproblems in a collaborative manner. Each subproblem is associated with its best-so-far solution during the evolutionary problem-solving process. The basic assumption behind this collaboration mechanism is that neighboring subproblems are more likely to share similar properties, e.g., similar objective functions and/or optimal solutions. In particular, the neighborhood of a subproblem is determined by the Euclidean distance of its corresponding weight vector with respect to the others. By this means, solutions associated with the subproblems lying in the same neighborhood can collaborate with each other to push the evolution forward by sharing and exchanging elite information. More specifically, the mating parents are picked up from the underlying neighborhood for offspring reproduction while the newly generated offspring is used to update the subproblem(s) within the same neighborhood in mating selection. Note that the solution associated with a subproblem can be updated/replaced by the new one if it has a better fitness value.

3 Selected Developments on Major Components of MOEA/D

In this section, we plan to overview some selected developments in the major components of MOEA/D including the weight vector settings, subproblem formulations, selection and reproduction.

3.1 Weight Vector Setting

| Subcategory                     | Algorithm Name                  | Core Technique         |
|---------------------------------|---------------------------------|------------------------|
| Fixed methods                   | MOEA/D-LTD [11,12]              | Random method          |
|                                 | NSGA-II [13], MOEA/D [14]      | Multi-layer method     |
|                                 | UMOEA/D [15], UMODE/D [16]     | Uniform design         |
|                                 | Others                          |                        |
| Model-based adaptation methods  | T-MOEA/D [17], paMOEA/D [18]    | Polynomial model       |
|                                 | moEA/DD [19]                    | Parametric model       |
|                                 | UMOEA/D [20], UMODE/D [21]     | Others                |
|                                 | Riesz-s-energy function [22]    |                        |
|                                 | RMA [23]                        |                        |
|                                 | Delete-and-add                  |                        |
|                                 | MOEA/D-AWA [24], AWA-SSCWA [25]| Less crowded or promising areas |
|                                 | MOEA/D-URAW [26], AdaW [27]    |                        |
|                                 | IRVEA [28], IRVEA [29]          | Away from the promising areas |
|                                 | UD-IRVEA [30], EAREA [31]      |                        |
|                                 | g-DREA [32]                    |                        |
|                                 | A-SNGA-I [33], A-SNGA-II [34]  |                        |
|                                 | AMOEAD [35], A-TOP [36]        |                        |
|                                 | TPEA-PBA [37], MoEA/D-AAV [38] | Regulated neighborhood |
|                                 | EMOSA [39], AWA [40]           |                        |
|                                 | AWD-MOEA/D [41], PV-MOEA/D [42]| Local niches of non-dominated solutions |
|                                 | AMOEA/D [43], MOEA/D-ABD [44]  |                        |
|                                 | E-MOEA/D [45], MOEA/D-AWVAM [46]|                    |

A weight vector plays as the carrier of a subproblem in MOEA/D while the setting of weight vectors is essential to achieve a well balance between convergence and diversity [72]. However, it is arguable that using a set of evenly distributed weight vectors can be detrimental if the PF is not a regular simplex, such as disconnected, badly scaled and strong convex shapes shown in Fig. 4. To deal with this issue, there have been a significant amount of works on proactively adapting the setting.
of weight vectors. This subsection overviews some selected developments along this line of research according to the type of heuristics for adaptation, as summarized in Table 1.

### 3.1.1 Fixed methods

Instead of progressively tuning the weight vectors, this type of method uses a fixed strategy to set the weight vectors according to certain regularity a priori.

The most straightforward way is a random sampling along the canonical simplex. This was first studied in some predecessors of MOEA/D. For example, MOGLS [13,17,25] randomly generates a weight vector at each generation to guide a local search upon an elite solution. In [26], Li et al. proposed to use evenly distributed weight vectors at the early stage of MOEA/D and then it switches to randomly generated weight vectors when the search stagnates.

Instead of a pure randomness, some principled methods from the optimal experimental design, e.g., uniform design [29,31], have been applied for weight vector generation. Deb and Li et al. [27,28] proposed a two-layer weight vector generation method to improve the distribution of weight vectors inside of the canonical simplex for many-objective optimization. In [16], Jin et al. proposed a periodical variation method for two-objective optimization problems. Given a weight vector \( \mathbf{w}(t) = (w_1(t), w_2(t))^T \), it changes gradually and periodically with the process of the evolution as \( \{w_1(t) = |\sin(2\pi t)/F|, w_2(t) = 1.0 - w_1(t)\} \) where \( F \) is a parameter that controls the change frequency, \( t \) is the number of generation and \( |\cdot| \) returns the absolute value. More recently, Blank et al. [32] proposed to use the Riesz \( s \)-energy metric to iteratively generate a set of well-spaced weight vectors in high-dimensional spaces.

### 3.1.2 Model-based adaptation methods

The basic idea of this type of method is to first proactively estimate the PF shape by learning from the evolutionary population or archive. Then, a set of weight vectors are re-sampled from this estimated PF. According to the modeling methods, related works can be classified into the following two categories.

The first line of research aims to change the assumption of the PF from a simplex, i.e., \( \sum_{i=1}^{m} f_i(x) = 1 \), to a parameterized polynomial format, i.e., \( \sum_{i=1}^{m} f_i(x)^p = 1 \). In practice, the exponential term \( p \) can be estimated by solving a nonlinear least square problem [33] or by maximizing the Hypervolume of the selected non-dominated solutions from the archive [34]. Since the exponential term is constantly the same at different objectives in this assumption, it is hardly applicable to problems with more complex PF shapes. To alleviate this issue, Jiang et al. [35] proposed a curve model \( f_1^p(x) + f_2^q(x) = 1 \) where \( p \neq q \) to implement an asymmetric Pareto-adaptive scheme to fit a two-objective PF. To enable the model to estimate disconnected PF segments, DMOEA/D [36] uses piecewise hyperplanes estimated by non-dominated solutions in the archive to serve the purpose.

Different from using a fixed assumption a priori, another line of research is based on learning a parametric model from data, i.e., the evolutionary population. For example, MOEA/D-LTD [37,38] uses the Gaussian process regression to model the underlying PF. It makes a general assumption about the PF as a weighted polynomial format \( \sum_{i=1}^{m} c_i f_i(x)^{a_i} = 1 \) where \( a_i > 0 \) and \( c_i > 0 \), \( i \in \{1, \cdots, m\} \). A large amount of weight vectors are first randomly sampled from this PF model. Then dominated
samples along with those having a large prediction variance are removed. In particular, this helps remove samples in the disconnected regions or beyond the PF. At the end, an iterative trimming process is implemented to repeatedly remove the weight vector having the highest density until the required number of weight vectors are identified. MOEA/D-SOM uses the self-organizing map (SOM) to learn a latent model of the PF and the topological properties are preserved through the use of neighborhood functions. A set of uniformly distributed weight vectors are thereafter sampled from the SOM model. Later, the growing neural gas model, a variant of SOM, is applied in a similar manner to facilitate the weight vector generation in many-objective optimization.

### 3.1.3 Delete-and-add methods

Different from the model-based adaptation methods, which take the global population distribution into consideration and generate the entire set of weight vector at once, the delete-and-add methods are more like local tuning. It removes the invalid weight vectors, which either lie in a region without feasible solutions or an overly crowded area, and adds new ones in promising regions.

A typical way is to amend new weight vectors in less crowded and promising areas. As a representative MOEA/D variant with an adaptive weight adjustment, MOEA/D-AWA periodically deletes weight vectors from the overly crowded regions and it adds new ones at the sparse areas guided by the external archive. To improve the performance of MOEA/D-AWA for many-objective optimization problems, some variants have been proposed to use a uniformly random method to generate the initial weight vectors; or emphasize more on promising yet under-exploited areas; or enhance denser alternative weight vectors close to the valid weight vectors.

Instead of targeting at the spare regions, some methods attempt to generate new weight vectors away from the current promising areas. For example, in RVEA, it first partitions the population into different subpopulations based on the current weight vector set. For each empty subpopulation, the associated weight vector will be replaced with a unit vector, which is randomly generated inside the range specified by the minimum and maximum objective values calculated from solutions in the current population; while the other weight vectors associated with the nonempty subpopulations remain unchanged. Likewise, some other variants replace each inactive weight vector with a new one defined by a solution least similar to the current active weight vectors where the similarity is measured by either the angle, cosine value, or perpendicular distance.

A few methods generate new weight vectors within a regulated neighborhood. For example, A-NSGA-III, A2-NSGA-III and AMOEA/D periodically remove invalid weight vectors having no associated solution while they generate a simplex with neighboring weight vectors for each crowded weight vector. Other types of neighborhoods include a radius, an intermediate location between two effective neighboring weight vectors, nearest non-dominated neighboring solutions, or a dichotomy/bisector of weight vector pairs between the optimal solutions of two neighboring superior weight vectors.

Another way to implement weight vector adjustment is to reset weight vectors based on the distribution of non-dominated solutions within certain local niches. For example, AWD-MOEA/D, FV-MOEA/D and AR-MOEA directly use the non-dominated solutions in the archive to reset weight vectors. Differently, MOEA-ABD and E-IM-MOEA periodically group non-dominated solutions into multiple subsets so as for the corresponding weight vectors. Then new weight vectors are reset with respect to each subset. To improve the performance of MOEA-ABD for many-objective optimization, MOEA/D-AWVAM resets weight vectors proportional to the search difficulty of each subset, which is roughly estimated as the number of associated non-dominated solutions.

### 3.1.4 Discussions

Given the awareness of the inability of evenly distributed weight vectors to always lead to a satisfactory distribution of solutions, weight vector adaptation has been one of most active topics in recent MOEA/D research. The fixed methods are either too stochastic to provide an effective guidance to the evolution or too restricted to be generalized to various PF shapes. Although both the model-based adaptation and the delete-and-add methods are designed to be adapt to the PF shape,
they heavily depend on the effectiveness of the evolution. It is anticipated that the weight vector adaptation can be misled by a poorly converged population that is either trapped by local optima or some highly deceptively region(s) of the PF. In addition, how to generate appropriate weight vectors in a high-dimensional objective space is still an open challenge. In particular, it is highly unlikely to well represent a high-dimensional objective space with a limited number of weight vectors due to the curse-of-dimensionality. On the other hand, generating a large amount of weight vectors overly increases the computational burden in practice.

### 3.2 Subproblem Formulations

Subproblem formulation determines the search behavior of MOEA/D. Most subproblem formulations used in MOEA/D are derived from the three traditional ones introduced in Section 2.2.1. Here we are mainly interested in the shape of the contour line and the size of the improvement region that defines the region with better solutions. In particular, a larger improvement region leads to a stronger selection pressure on convergence; otherwise it stresses more on the diversity. Table 2 summarizes the selected works for subproblem formulation overviewed in this section.

**Table 2: Selected works for subproblem formulations in MOEA/D.**

| Subproblem Formulation | Algorithm Name                  | Core Technique                      |
|------------------------|---------------------------------|-------------------------------------|
| TCH variants           | AASF [11], MOEA/AD [76]        | Adapt the weighted metric parameter |
|                        | MOEA/D-par [77], MOEA/D-Pas [78], MSF and PSF [79] |                                    |
| PBI variants           | NSGA-III-AASF and NSGA-III-EPBI [80], MOEA/D-PaP [81] | Adapt the penalty parameter         |
|                        | MOEA/D-APS and MOEA/D-SPS [82] | Inverted PBI method                 |
|                        | MOEA/D-IPBI [83,84]            | Augmented multiple distance metrics  |
| Constrained Decomposition | MOEA/D-ACD [85], MOEA/D-LWS [86] | Reduce the improvement region       |
|                        | MOEA/D-M2M [87-89], MOEA/D-AM2M [89] |                                    |

![Figure 5: Contour lines of different variants of the Tchebycheff approach.](image_url)

3.2.1 TCH variants

The shape of the contour line of the TCH approach and its variants mainly depends on the distance measure with respect to the ideal point. As shown in Fig. 5(a), the Tchebycheff distance used in the original TCH approach leads to a contour line resemblance to the Pareto dominance relation. It is thus not surprising that the TCH approach is asymptotically equivalent to the Pareto dominance relation for identifying better solutions [89]. Although the TCH approach is in principle not restricted to the convexity of the PF like the WS approach, it is not able to distinguish between weakly dominated solutions. One of the most straightforward alternatives to address this issue is the use of an augmented achievement scalarizing function (AASF) [11]

\[
\min_{x \in \Omega} g^{aasf}(x | w, z^*) = \max_{1 \leq i \leq m} \left\{ \frac{f_i(x) - z^*_i}{w_i} \right\} + \rho \sum_{i=1}^{m} \left\{ \frac{f_i(x) - z^*_i}{w_i} \right\},
\]

where \( \rho > 0 \) is a parameter that tweak the opening angle of the contour line as an example shown in Fig. 5(b). Unfortunately, there is no thumb rule to set this \( \rho \) value in practice to control the
improvement region. Another interesting application of the AASF is in [76] where an adversarial decomposition approach is proposed to leverage the complementary characteristics of the AASF and the conventional PBI approaches.

Another criticism of the TCH approach is its crispy improvement region that easily leads to a loss of population diversity. To address this issue, a natural idea is to adapt the shape of the contour line to each local niche of the corresponding subproblem. For example, in [77, 78], Wang et al. proposed to study the characteristics of a family of weighted metrics methods in the MCDM community:

\[
\min_{x \in \Omega} g_{\text{mm}}(x|w, z^*) = \left( \sum_{i=1}^{m} w_i |f_i(x) - z_i^*|^\theta \right)^{1/\theta},
\]

where \( \theta \geq 1 \) is a parameter that controls the geometric characteristics of the contour lines of \( g_{\text{mm}}(\cdot) \) as shown in Fig. 5(c). By adaptively adjusting the \( \theta \) value from a predefined set \( \Theta = \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, \infty\} \), we can expect to tweak the most appropriate improvement region for each subproblem. Based on the similar idea, Jiang et al. [79] proposed a multiplicative scalarizing function (MSF) and it is defined as:

\[
\min_{x \in \Omega} g_{\text{msf}}(x|w, z^*) = \frac{[\max_{1 \leq i \leq m} (\frac{1}{w_i} |f_i(x) - z_i^*|)]^{1+\alpha}}{[\min_{1 \leq i \leq m} (\frac{1}{w_i} |f_i(x) - z_i^*|)]^\alpha},
\]

where \( \alpha \) is a parameter that controls the shape of the contours of the MSF, which becomes the TCH when \( \alpha = 0 \) while it overlaps with the corresponding weight vector when \( \alpha = +\infty \). To have an adaptive control of \( \alpha \), [79] suggested that:

\[
\alpha^i = \beta (1 - g/G_{\text{max}}) \{m \times \min_{1 < j \leq m} (w_j^i)\},
\]

where \( \alpha^i \) is the \( \alpha \) value associated with the \( i \)-th subproblem. Meanwhile, the authors developed another TCH variant called penalty-based scalarizing function (PSF), the contour lines of which are given in Fig. 5(d), and it is defined as:

\[
\min_{x \in \Omega} g_{\text{psf}}(x|w, z^*) = \max_{1 \leq i \leq m} \left( \frac{1}{w_i} |f_i(x) - z_i^*| \right) + \alpha d,
\]

where \( d \) is the same as \( d_2 \) in the PBI approach and \( \alpha \) is a parameter that controls the balance between convergence and diversity. In particular, a larger \( \alpha \) value leads to a more emphasis on the diversity. In practice, the authors proposed to linearly decrease \( \alpha \) with the evolution progress and it becomes zero at the end. This makes both MSF and PSF gradually degenerate to TCH. Thus, the corresponding improvement region for each subproblem is accordingly enlarged leading to a more emphasis on the convergence and a relaxation on the diversity.

### 3.2.2 PBI variants

As a parameterized combination of two distance measures, the improvement region of the PBI approach is controlled by \( \theta \) in equation (4). As shown in Fig. 6(a), it becomes the WS approach when \( \theta = 0.0 \) and the TCH approach when \( \theta = 1.0 \). Its improvement region becomes smaller with the increase of
θ. Singh and Deb [80] derived some theoretical underpinnings between the PBI approach with various θ values and the AASF approach. Therefore, one typical idea of the PBI variants is largely about the adaptation of θ with respect to the shape of the PF [81,82]. For example, Yang et al. [82] proposed two θ adaptation methods. One is called the adaptive penalty scheme (APS) that gradually increases the θ value with the progression of evolution:

$$\theta = \theta_{\text{min}} + (\theta_{\text{max}} - \theta_{\text{min}}) \frac{t}{t_{\text{max}}},$$

(10)

where $t$ is the generation count and $t_{\text{max}}$ is the maximum number of generations. $\theta_{\text{min}} = 1.0$ and $\theta_{\text{max}} = 10.0$ are the lower and upper boundary of θ, respectively. The basic idea of APS is to promote the convergence during the early stage of evolution while gradually shifting onto diversity. The alternative way, called subproblem-based penalty scheme (SPS), is to assign an independent θ value for each subproblem:

$$\theta_i = e^{ab_i}, b_i = \max_{1 \leq j \leq m} \{w^j_i\} - \min_{1 \leq j \leq m} \{w^j_i\},$$

(11)

where $\theta_i$ means a θ value for the $i$-th subproblem in PBI and $w^j_i$ is the $j$-th element for the $i$-th weight vector. $a > 0$ is a scaling factor that controls the magnitude of penalty.

Instead of tweaking the penalty term in the PBI approach, Sato proposed an inverted PBI (IPBI) [83,84] as:

$$\min_{x \in \Omega} y^{ipbi}(x|w, z_{\text{nad}}) = d^1_{\text{nad}} - \theta d^2_{\text{nad}},$$

(12)

where $d^1_{\text{nad}} = \|z_{\text{nad}} - F(x)w\|/\|w\|$ and $d^2_{\text{nad}} = \|z_{\text{nad}} - (F(x) + d_{\text{nad}}^{\text{rad}} w)/\|w\|\|$. The basic idea of IPBI approach is to push the solution away from $z_{\text{nad}}$ as much as possible. From the examples shown in Fig. 5(b), we find that the IPBI approach essentially shares similar characteristics as the conventional PBI approach but it is able to search a wider range of the objective space. In [38], Wu et al. proposed an augmented format of PBI approach as:

$$\min_{x \in \Omega} y(x|n^*, z^*) = h(F(x)|n^*, z^*) = d_1 + \theta_1 d_2 + \theta_2 d_3,$$

(13)

where $\theta_1 > 0$ and $\theta_2 > 0$ are parameters that control the shape and distribution of the opening angle and curvature contours and thus search behaviors of the underlying subproblem as shown in Fig. 6.

In practice, $\theta_1$ and $\theta_2$ are set according to the manifold structure of the underlying PF estimated by a Gaussian process regression model.

### 3.2.3 Constrained Decomposition

Instead of working on the entire search space, another decomposition method is to restrict the improvement region of each subproblem to be a local niche, also known as constrained decomposition (CD) [85]. This idea is similar to some TCH and PBI variants (e.g., [38,77,78,81,82]) that applied a
Table 3: Selected works for selection mechanisms in MOEA/D.

| Selection Mechanism       | Algorithm Name | Core Technique                      |
|---------------------------|----------------|-------------------------------------|
| **Mating selection**      |                |                                     |
|                           | MOEA/D-DE [23] | Neighborhood versus global          |
|                           | MOEA/D-TPN [90]| Ensemble neighborhood               |
|                           | MOEA/D-MRS [91]| Neighborhood of solutions           |
|                           | MOEA/D-ATOM [86]|                                       |
|                           |                |                                     |
| **Environmental selection**|                |                                     |
|                           | MOEA/D-ATOM [86]| Neighborhood versus global          |
|                           | MOEA/DD [28]   | Prioritizing isolated regions        |
|                           | ISC-MOEA/D [98]| Matching solutions and subproblems  |
|                           | g-DBEA [54]    | Matching solutions and subproblems  |
|                           | DDEA and DDEA+NS [54]|                  |
|                           | MOEA/D-IR [104]|                                     |
|                           | AMOSTM and AOOSTM [102]|                  |
|                           | MOEA/D-STM [102]|                                     |
|                           | MOEA/D-DD and MOEA/D-CU [108]|                  |
|                           | EFR-RR [108]   |                                     |
|                           | MOEA/D-STM [102]|                                     |
|                           | MOEA/D-DD and EFR-RR [108]|                  |
|                           | MOEA/D-CM [109]| Local niche competition           |

3.2.4 Discussions

All existing subproblem formulations are in a parametric format, to which the search behavior is controlled by the corresponding parameters. Similar to the challenges faced by the weight vector settings, there is no thumb rule to choose the most appropriate parameters for black-box problems. Although there have been several attempts to adaptively set the parameters according to the current population, it is risky to be biased due to the premature convergence. Furthermore, it is anticipated that different subproblems have distinct difficulties. How to strategically allocate computational budgets to different subproblems according to their evolutionary status is still an open issue. Although there have been many criticisms on the ineffectiveness of those three classic subproblem formulations, it is unclear whether the highly parameterized subproblems are even more difficult to solve.
3.3 Selection Mechanisms in MOEA/D

Selection not only helps decide how to select high quality mating parents for offspring reproduction, as known as the mating selection; but also implements the survival of the fittest that controls the evolution, as known as the environmental selection. Table 3 summarizes the related works on both mating and environmental selection mechanisms.

3.3.1 Mating selection

In the original MOEA/D [10], the mating selection is restricted to the neighborhood of each subproblem. This is based on the assumption that neighboring subproblems share certain structural similarity thus their corresponding solutions are expected to help each other. However, this mechanism is too exploitive thus has a risk of being trapped by local optima. A simple strategy is to allow mating parents to be picked up from the entire population with a low probability [23]. Differently, MOEA/D-TPN [90] proposed to take the local crowdedness into consideration when selecting mating parents. If a neighborhood is associated with too many solutions, the mating parents will be selected outside of this neighborhood. Likewise, MOEA/D-MRS [91] proposed a self-adaptive mating restriction strategy that dynamically sets the mating selection probability according to the estimated quality of solutions associated with each subproblem. In particular, if a subproblem is frequently updated, it is assumed to be associated with a poor solution. Accordingly, it is assigned with a small mating selection probability and vice versa.

Since the mating selection is mainly implemented within the neighborhood of each subproblem, it is anticipated that the size of each neighborhood can influence the balance of exploration versus exploitation (EvE). Instead of using a constant neighborhood size for each subproblem, [92,93] proposed to maintain an ensemble of neighborhood size settings which compete with each other to implement an adaptive EvE balance. Instead of using the neighborhood of each subproblem, an alternative is to use the neighborhood of solutions in mating selection, such as clusters of solutions by using $k$-means algorithm [94,95] or solutions close to each other in the objective space [96].

3.3.2 Environmental selection

The original MOEA/D uses a steady-state environmental selection mechanism that the offspring solution is directly used to update the parent population right after its generation. The offspring can replace as many parent solutions as it can within the mating neighborhood. Obviously, such greedy strategy is detrimental to the population diversity [23]. To amend this issue, it uses the same strategy as in the mating selection to give a small chance to update the subproblems outside of the mating neighborhood. To give a more robust fitness with regard to a neighborhood area, Yuan et al. [97] proposed an ensemble fitness ranking (EFR) method to assign fitness value to each solution. It aggregates the ranks of scalarizing function values for a group of subproblems with regard to a solution.

Different from most environmental selection mechanisms that always prioritize the survival of non-dominated solutions against dominated ones, MOEA/DD [28] is the pioneer that suggests emphasizing the survival of solutions lying in isolated regions with few neighbors even if they are dominated or infeasible ones. The unpinning assumption is that these regions are likely to be under exploited. Therefore, they are beneficial to the population diversity and help mitigate the risk of being trapped by local optima. Later, the importance of maintaining isolated solutions irregardless of their convergence and feasibility is empirically investigated in [98]. Inspired by MOEA/DD, there have been some further attempts that try to allocate certain survival chance to solutions that are relatively inferior in terms of the convergence but contribute more in terms of population diversity, e.g., [54,99,100,110]. In addition, MOEA/DD is an early work that aims to leverage the complementary effect of dominance- and decomposition-based selection strategies. Along this line, there have been some variants developed to exploit the benefits of combining various selection strategies under the same paradigm to achieve a better trade-off between convergence and diversity [101].

Instead of a steady-state scheme, [102,103] proposed the first generational environmental selection mechanism for MOEA/D. Its basic idea is to transform the environmental selection process as a matching problem among subproblems and solutions, i.e., subproblems aim to find their appropriate
Table 4: Selected works for reproduction operators in MOEA/D.

| Reproduction Operator       | Algorithm Name                                                   | Core Technique   |
|-----------------------------|------------------------------------------------------------------|------------------|
| Swarm intelligence          | dMOPSO [146], SDMOPSO [163], MOPSO/D [177], D^2MOPSO [164]      | PSO              |
|                             | MMOPSO [125], DEMPso [170], MS-GPSO/D^[1] [253], MaPSO[229]      |                  |
|                             | MOEA/D-ACO [96], ACO-Index [252], NMOACO/D [168], MACO/D-LOA [228] |                  |
|                             | dMOABC [254], MOP/D [20], MOGWO [158], MIWOALS [1]             |                  |
| Model-based methods         | MEDA/D [47, 255]                                                |                  |
|                             | MOEA/D-PBIL [233]                                               | PBIL             |
|                             | MACE-D [152]                                                   | Cross-entropy method |
|                             | MOEA/D-CMA [154], MO-CMA-D [172], MOEA/D-CMA [112]              |                 |
|                             | MOPC/D [161]                                                   | Probability collectives |
| AOS and HH                  | MOEA/D-FIRMAB [117], MOEA/D-UCB-Tuned and MOEA/D-UCB-V [65]     | Adaptive operator selection |
|                             | NSGA-III [1]                                                   |                  |
|                             | MOEA/D-CDE [126], AMOEA/D [127]                                | Parameter control |
|                             | MOEA/D-HI [45], MOEA/D-UCB [54], MOEA/D-DRA-UCB [181]          | Ensemble of operators |
| Mathematical programming    | MOEA/D-LS [147], MOEA/D-RBF [149], MNSS-MO [152]                | Direct search method |
|                             | MOEA/D-QS [160], MOEA/D-NMS [245]                              |                 |
|                             | NSSA-HKTPM [2, 3, 181]                                          |                  |
| Memetic search              | MOMAD [96], PEAS-LD [193]                                      | Pareto local search |
|                             | CMOLS/D [15], MONSS [13], MNSS/D and MNSS/V [211], LS/D [258]  | Neighborhood search |
|                             | MOEA/D-TS [5], MOEA-MA [38], DMTS [259], MOEA/D-GLS [14]       |                 |
|                             | EMOSA [109, 110], MOMSA-SA [14], EOMO [90]                     |                 |
|                             | MOEA/D-GRASP [56], MOMH [8]                                   |                 |

...solutions and vice versa. In particular, the preference of subproblems is convergence while that of solutions is diversity. A stable matching among subproblems and solutions naturally achieves a balance between convergence and diversity. This stable matching based selection mechanism inspires a series of follow-up MOEA/D variants that take the matching relationship between subproblems and solutions into consideration. For example, [104] implemented another generational environmental selection mechanism that first builds the interrelationship among subproblems and solutions. Each solution is first attached to its most matching subproblem. Thereafter, the fittest solutions from those nonempty subproblems are chosen to survive to the next round while the remaining slot is filled with some less favorable solutions. This idea is extended as a global replacement mechanism that first finds the most matching subproblem for each offspring solution before updating the parent population [55, 105, 106, 111], a local niche competition [107, 108] and a correlative selection mechanism [109].

### 3.3.3 Discussions

Selection is one of the most critical steps in both natural evolution and EAs. In a nutshell, the major target of both mating and environmental selections is to achieve an EvE dilemma and also a balance between convergence and diversity. Nonetheless, given the black-box nature of the underlying problem and also the dynamics of evolution, there is no thumb rule to evaluate neither exploration nor exploitation (the same for the convergence and diversity). Furthermore, environmental selection is the springboard for analyzing the search dynamics of MOEA/D. However, related theoretical analysis has been significantly overlooked in the literature.

### 3.4 Reproduction Operators in MOEA/D

Reproduction operators are used to generate offspring solutions thus determine the way to explore the search space. The original MOEA/D [10] applied the simulated binary crossover and polynomial mutation for offspring reproduction whereas the differential evolution considered in [23] has a much wider uptake thereafter. In principle, any reproduction operator proposed in the EA community can be used in MOEA/D. Here we overview some representative operators being used in MOEA/D according to their types, as summarized in Table 4.

#### 3.4.1 Swarm intelligence methods

Swarm intelligence (SI) is the collective intelligence behavior of self-organized and decentralized systems such as artificial groups of simple agents. Examples of SI include the group foraging of social...
insects, cooperative transportation, nest-building of social insects, and collective sorting and clustering.

- **Particle swarm optimization (PSO):** This is one of the most popular SI initially exploited in [112–114] under the MOEA/D framework. Like the other PSO variants, they maintain a swarm of particles, each of which carries a unique weight vector and has a position vector, a personal best vector and a velocity vector. Instead of having only one global best vector in the vanilla PSO, a population of global best vectors, each of which corresponds to a subproblem, are maintained in MOEA/D. The MOEA/D variants based on PSO mainly differ in the way of fitness assessment of each particle. For example, D\textsuperscript{2}MOPSO [115] uses the PBI scalarizing function is used to update the personal best vector and dominance plays a major role in building the leaders’ archive. [116–119] proposed to use a scalarizing function defined by a weight vector to evaluate the quality of each particle.

- **Ant colony optimization (ACO):** MOEA/D-ACO is the first ACO implementation under the MOEA/D framework [120] where each ant tackles a subproblem. The neighborhood is formed by dividing all ants into a few groups, each of which maintains a pheromone matrix. During the search process, each ant has a heuristic information matrix and keeps a record of the best solution found so far for its subproblem. A new candidate solution is constructed by combining information from the group pheromone matrix, the own heuristic information matrix and the current solution. Its survival follows the MOEA/D that compares the fitness with other solutions within an ant group. Further developments of MOEA/D-ACO include using opposition-based learning [121], negative pheromone [122] and a local optimum avoidance strategy [123].

In addition to PSO and ACO, any SI method such as artificial bee colony [124], cuckoo search [125], grey wolf optimization [126] and whale optimization [127] can be adapted to the MOEA/D framework.

### 3.4.2 Model-based methods

Traditional reproduction operators in EAs, ranging from genetic operators such as crossover and mutation to SI methods, are developed on the basis of some fixed heuristic rules or strategies. They mainly work with individual solutions yet rarely interact with the environment. It is natural that the environment varies rapidly with the progression of evolution. Furthermore, the intrinsic complexity of variable dependency renders the problem landscape twisted or rotated. In this case, it is anticipated that those traditional reproduction operators may not work effectively due to the incapacity of learning from the environment. To address this issue, there have been a number of efforts dedicated to equipping the reproduction operators with a learning ability. The basic idea is to replace the heuristic operators with machine learning models, from which new candidates are sampled.

- **Estimation of distribution algorithm (EDA):** The basic idea of EDA is to estimate the distribution of promising candidate solutions by training and sampling models in the decision space. MEDA/D is the first to exploit the multi-objective EDA based on decomposition [128–129] for multi-objective traveling sales man problem (MOTSP). Specifically, MEDA/D decomposes a MOTSP into a set of subproblems, each of which is with a probabilistic model. Each model consists of both priori heuristic information and learned information from the evolving population. New candidate solutions, i.e., new tours, are directly sampled from those probabilistic models. The approximation of the PF of a MOTSP is implemented by the cooperation of neighboring subproblems under the MOEA/D framework. Other more expressive probabilistic models (e.g., probabilistic graphic model [130], population-based incremental learning (PBIL) [131], cross-entropy method [132], and probability collectives [133]) and a hybrid strategy that combine EDA and other reproduction operators have also been studied.

- **Covariance matrix adaptation evolution strategy (CMA-ES):** The initial attempts on incorporating CMA-ES into MOEA/D were in [134–135]. Since they associate each subproblem with a unique Gaussian model, their efficiency exponentially decreases with the increase of the population size. To address this issue, MOEA/D-CMA [136] considers a hybrid strategy between
differential evolution and CMA-ES. Specifically, each Gaussian model is responsible for a group of subproblems, in which only one subproblem is optimized at a time. If a CMA-ES converges or the corresponding Gaussian model becomes ill-conditioned, it picks up another subproblem from the same group to optimize.

3.4.3 Adaptive operator selection and hyper-heuristics

It is widely appreciated that different reproduction operators have their distinctive characteristics and search dynamics. Any reproduction operator is arguable to be versatile across various kinds of problems. The EvE dilemma is expected to dynamically change with the problem-solving progress as it requires more exploration at the beginning while it turns down to be more exploitive when approaching the optimum.

Based on this justification, instead of constantly using one reproduction operator, it is more attractive to automatically choose the most appropriate one according to the feedback collected during the search process, as known as adaptive operator selection (AOS). Although AOS have been extensively studied in single-objective optimization until MOEA/D-FRRMAB [137], this is largely attributed to the challenge of fitness assignment when encountering multiple conflicting objectives. Due to the use of subproblems, MOEA/D provides a natural springboard for implementing AOS in multi-objective optimization. As the first AOS paradigm in MOEA/D, FRRMAB [137] consists of two functional components, i.e., credit assignment and operator selection. The credit assignment component is used to measure the effectiveness of using a reproduction operator. The FRRMAB uses the fitness improvement rate with respect to each subproblem as the building block for this purpose. Furthermore, it also applies a sliding window to prioritize more recent observations. As for the operator selection, which decides the next reproduction operator for generating new candidate, the FRRMAB transforms the AOS as a multi-armed bandit problem and applies the upper confidence bound (UCB) algorithm in practice. Based on the FRRMAB, many other AOS variants have been developed afterwards, such as [138–141]. In addition to AOS, [142–144] also consider adaptively control the parameters associated with the reproduction operator in order to achieve the best algorithm setup. Rather than adaptively selecting the “appropriate” reproduction operator on the fly, another line of research (e.g., [145–147]) is to build an ensemble of reproduction operators and use them simultaneously.

Hyper-heuristics (HH) is a high-level methodology for selection or automatic generation of heuristics for solving complex problems. Different from AOS, HH does not just pick up reproduction operators from the existing portfolio, it has the ability to create new operators co-evolving with the problem-solving process. [148–151] were the first attempts of using HH under the MOEA/D framework where a FRRMAB variant was developed to determine the low-level heuristic generation or selection. Besides, HH is combined with other heuristics such as irace [152] and bandit models [153,154] to composite two levels of heuristics.

3.4.4 Mathematical programming methods

Although reproduction operators introduced in the previous subsections are assumed to be self-adaptive in balancing EvE dilemma with evolution, they are usually more prone to excel in a global search in practice. To improve the exploitation upon certain promising areas, there have been some attempts on integrating mathematical programming methods, based on either gradient information or being derivative-free, with MOEA/D as local search operators, also known as hybrid methods. The Nelder and Mead’s method [155], a derivative-free optimization method that implements a non-linear simplex search by alternating among three movements, i.e., reflection, expansion and contraction, performed in the simplex, is one of the most popular direct search methods to be applied in MOEA/D [156,161]. Recently, Deb and Abouhawwash proposed a proximity measure based on the Karush-Kuhn-Tucker optimality theory [162], dubbed KKTPM. This measure was originally designed to evaluate the convergence of a set of non-dominated solutions with regard to the PS. Later, it has also been used as either a driving force or a termination criterion of a local search procedure in NSGA-III [163,165].
Table 5: Selected works for constraint handling in MOEA/D.

| Subcategory                                      | Algorithm Name                  | Core Technique          |
|-------------------------------------------------|---------------------------------|-------------------------|
| Feasibility-driven method                        | CMOEA/D-DE-ATP [183,184]        | Constraint violation    |
|                                                 | g-DBEA [185,186]                | Priority isolated regions |
| Weight vector adaptation                         | RVEA [49]                       | Weight vector adaptation |
| Trade-off among convergence, diversity and feasibility | C-TAEA [191]                  | Multi-population         |
|                                                 | PPS-MOEA/D [194]                | Push and pull           |
|                                                 | PPS-M2M [195]                   |                         |
|                                                 | DC-NSGA-III [196]               |                         |

3.4.5 Memetic search methods

Memetic algorithm [166] is an extension of the traditional genetic algorithm that uses separate individual learning or local search techniques to mitigate the likelihood of the premature convergence. In the context of MOEA/D, memetic algorithms are mainly proposed for solving combinatorial MOPs as opposed to the local search based on mathematical programming approaches in Section 3.4.4. Here we overview some representative developments of memetic MOEA/D according to the type of local search.

- **Pareto local search (PLS):** Its basic idea is to explore the neighborhood of solutions to find either new non-weakly dominated neighborhoods [167] or a better local optimum with regard to a weighted sum aggregation [18]. MOMAD [168] is the first one that integrates PLS into the MOEA/D framework where the PLS is conducted upon an auxiliary population. In view of the high computational cost of PLS for obtaining a good approximation of the PF, Shi et al. [169] proposed to use parallel computation and problem decomposition to accelerate PLS.

- **Neighborhood search (NS):** This local search technique aims to find good or near-optimal solutions by repeatedly exploiting the neighborhood of a current solution. The neighborhood constitutes a set of similar solutions perturbed by the original one. NS operators are usually applied in a synergistic manner by simultaneously using more than one operator with different neighborhood sizes or search behavior, e.g., [170–173]. As NS variant, tabu search, which uses attributive memory structures to guide the search away from local optima, has also been used as a complementary operator in MOEA/D [174,177].

- **Simulated annealing (SA):** SA is a local search technique originated from statistical physics [178]. SA has been widely recognized to be effective for combinatorial optimization problems and it was first combined with MOEA/D by Li and Silva [61,62]. Later, the same idea was applied for solving software next release problems [179] and hybrid flow shop problems [180]. In addition,

- **Greedy randomized adaptive search procedure (GRASP):** This is a randomized local search technique that has been applied in the MOEA/D framework in [181,182].

3.4.6 Discussions

Although many reproduction operators have been applied in MOEA/D, there does not exist one winner take all in view of the no-free-lunch theorem. In other words, a reproduction operator might only excel in one type of problems or the heuristics even need to be tailored according to the problem characteristics. Although both AOS and HH are expected to autonomously identify the bespoke operator, they are essentially an online optimization problem, which is challenging to solve on top of the underlying MOP.

4 Advanced Topics

This section plans to overview some important developments of MOEA/D variants for some specific scenarios.
4.1 Constraint Handling in MOEA/D

Most, if not all, real-life optimization scenarios have various constraints by nature. However, constraint handling has not been discussed in the seminal paper of MOEA/D [10]. Generally speaking, the direct impact of constraints is the infeasible region(s) in the search space that lead to obstacles to an effective evolutionary search. In addition, some constraints can also lead to a distortion of the PF in terms of its shape and integrity. The ideas of the existing constraint handling techniques in MOEA/D can be divided into the following three categories, as summarized in Table 5.

4.1.1 Feasibility-driven methods

The first category is mainly driven by the feasibility information where feasible solutions are always prioritized to survive. CMOEA/D-DE-ATP, which directly aggregates penalty function into the scalarizing function, is the first attempt of considering constraint handling in MOEA/D [183]. By adaptively tweaking the violation threshold according to the type of constraints, size of the feasible region and the search outcome, g-DBEA [185,186] proposed an improved constraint violation calculation method in MOEA/D. The constraint-domination principle, which has been successful for constraint handling in NSGA-II [8], can also be incorporated in MOEA/D, e.g., [55,184]. As an extension of MOEA/DD, C-MOEA/DD [28] proposed to prioritize an infeasible solution over feasible solutions in case it is in an isolated subregion. After some preliminary encouraging results reported in [197], variants of the classic $\epsilon$-constraint handling method have been studied in the context of MOEA/D, such as [187] that dynamically adjusts the $\epsilon$ level according to the ratio of the feasible solutions in the current population and [188][189].

4.1.2 Weight vector adaptation

The second category mainly aims to adjust the distribution of weight vectors in order to adapt to the distortion of the PF caused by constraints. Its basic idea is to progressively detect the infeasible part(s) in the objective space thus to remove the weight vectors targeting those parts while supplement new ones in the feasible part(s), e.g., [49, 54]. In [190], Peng et al. proposed to maintain two types of weight vectors to probe both feasible and infeasible regions. The infeasible weights are used to maintain a set of well distributed infeasible solutions thus to enable a better utilization of useful information. Meanwhile, they are dynamically changed along with the evolution to prefer infeasible individuals with better objective values and smaller constraint violations.

4.1.3 Trade-off among convergence, diversity and feasibility

This is an emerging strategy that tries to balancing the trade-off among convergence, diversity and feasibility. Most, if not all, currently prevalent constraint handling techniques first tend to push a population towards the feasible region as much as possible, before considering the balance between convergence and diversity within the feasible region. This might lead to the population being stuck at some local optima or local feasible regions, especially when the feasible regions are narrow and/or disparately distributed in the search space. As the first work that explicitly take this three-way trade-off into algorithm design, C-TAEA [191,198] use two complementary and co-evolving archives to solve constrained MOPs. Specifically, the convergence archive aims to push the population towards the PF; while the diversity archive plays as an auxiliary to explore areas under-exploited by the convergence archive including the infeasible regions. Similar idea was thereafter explored in some follow-up works such as [192] and [193]. In [194,195], Fan et al. proposed a push and pull search (PPS) framework that bears a similar principle as [191] but divides the search process into two independent search stages dubbed push and pull. In the push stage, the algorithm aims to explore the search space without considering any constraints; while in the push stage, constraint handling approaches such as $\epsilon$-constraint handling can be applied to probe and estimate the landscape of CMOPs. In [196], Jiao et al. proposed decomposition-based constrained multi-objective evolutionary algorithm with two types of weight vectors, emphasizing respectively convergence and diversity. The solutions associated to the convergence weight vectors are updated only considering the aggregation function in order to search the whole search space freely, while the ones associated to the diversity weight vectors are renewed...
by considering both the aggregation function and the overall constraint violation, which encourages to search around the feasible region found so far.

4.2 Surrogate-Assisted MOEA/D for Expensive Optimization Problems

Many real-world problems involve time- or resource-intensive physical experiments or numerical simulations. For example, a single function evaluation based on computational fluid dynamic (CFD) simulations could take from minutes to hours. Traditional EAs, which iteratively call for a large amount of objective function evaluations, thus become less practically feasible for those computationally expensive tasks. To amend this issue, surrogate models have been widely used in EAs to play as a proxy of expensive objective functions, as summarized in Table 6.

ParEGO [20] is the first one that introduces surrogate modeling into the decomposition-based EMO algorithms, even earlier than the canonical MOEA/D [10]. It uses an augmented Tchebycheff function to aggregate a MOP into a scalar function by randomly sampling a normalized weight vector during each iteration. Thereafter, the efficient global optimization (EGO) [217], in which the expensive objective function is modeled by a Gaussian process (GP) model and the search is driven by maximizing the expected improvement with respect to the GP model, is extended to solve expensive MOPs. Four years later, MOEA/D-EGO, i.e., the MOEA/D version’s EGO, was proposed by Zhang et al [199]. Since MOEA/D co-evolves a population of subproblems, it will be computationally infeasible if MOEA/D-EGO builds a surrogate model for each subproblem. Instead, it uses $m$ GPs to model each of those $m$ objective functions separately. To carry out the EGO upon a subproblem, it derives the formats of the mean and the variance with respect to both weighted sum and weighted Tchebycheff functions. In [218], K-RVEA was proposed for computationally expensive many-objective optimization problems. By making use of the uncertainty estimated by the Kriging models, the adaptive distribution of weight vectors as well as the location of solutions in the objective space, K-RVEA strikes a balance between convergence and diversity in model management. To cap the computational cost for model training without significantly compromising the model accuracy, K-RVEA developed a dedicated strategy for choosing training samples.

There have been various variants derived from either ParEGO, MOEA/D-EGO or K-RVEA. Some of them replace the GP model by other machine learning models, such as radial basis function networks [158,200], extreme learning machine [201,202], multi-level surrogate models [219], classifier [203], support vector machine [204] and Walsh function [205]. In addition to the popular maximization of the expected improvement, some efforts have been made in new infill criteria, such as a bi-objective formulation [206] or a dynamic weighted aggregation of the predicted mean and variance [207], a closed form expected improvement of the PBI/IPBI function [208], complementary infill criteria [209] and multiple surrogate models [210]. Some efforts have been made on using dimensionality reduction techniques (e.g., principle component analysis [211] and feature selection [212]) to fight against the curse of dimensionality. Recently, there have been some efforts on using the emergent transfer learning techniques to implement a knowledge sharing and reuse under the framework of MOEA/D, e.g., [213,214]. By leveraging the piecewise linear assumption in MOEA/D thus the similarity among neighboring subproblems, Luo et al. [215] proposed to use multi-task GP to build collaborative surrogate models for a couple of representative subproblems simultaneously.

4.3 Preference Incorporation in MOEA/D

The MOEA/D variants reviewed so far were designed to approximate the entire PF. As discussed in [231], presenting the decision maker (DM) with a set of widely spread trade-off alternatives not
only increases the DM’s workload, but also incurs much irrelevant or even noisy information in decision-making. In the recent decade, there is a growing trend devoted to the synergy of EMO and MCDM to incorporate the DM’s preference into the evolutionary search process, thus to approximate the region of interest (ROI) which is usually a partial region of the PF. Since the subproblems in MOEA/D determine the location of its approximated Pareto-optimal solutions, incorporating the DM’s preference into MOEA/D is thus to adjust the distribution of weight vectors according to the DM supplied preference information. As summarized in Table 7, we will overview some existing developments of preference incorporation in MOEA/D according to the preference elicitation manner, i.e., either a priori or interactively.

### 4.3.1 A priori preference elicitation

The basic idea is to turn the originally evenly distributed weight vectors into a biased distribution according to the DM a priori supplied preference information. Thereafter, these biased weight vectors are thus used in MOEA/D to guide the population towards the ROI. For example, [220] proposed a closed form method, dubbed NUMS, to map the originally evenly distributed weight vectors on a canonical simplex to new positions close to the reference point supplied by the DM. Different from [220] where the biased weight vectors are set at the outset of the evolution, [221–223] proposed to gradually adjust the weight vectors towards the ROI with the evolving population. The solutions closer to the DM supplied reference point are considered to be more preferable. Accordingly, these solutions survive in the environmental selection and are normalized to turn into the corresponding weight vectors. a-PICEA-g [224] and cwMOEA/D [225] were proposed to co-evolve both the population and the weight vectors together to approximate the ROI concurrently. In particular, a-PICEA-g randomly generates a population of weight vectors during each iteration while cwMOEA/D applies a mutation operator to reproduce new candidate weight vectors. The other weight vector generation method is through a preference region usually constituted by the DM supplied reference point along with a prescribed region (e.g., a tolerance angle [236] or a radius [237]) with which the new weight vectors are sampled. Differently, Yu et al. [226] proposed to use a scaled simplex to specify the preference region. Specifically, the biased weight vectors are first initialized as the corner of the simplex while it applies a dichotomy to iteratively add the midpoints of each pair of weight vectors until the required number of weight vectors are generated.

### 4.3.2 Interactive preference elicitation

Different from the a priori methods, interactive preference elicitation enables the DM to progressively learn and understand the characteristics of the MOP at hand and adjust her/his elicited preference information. PMA is the earliest work along this line [227] that periodically asks the DM to rank pairs of solutions to progressively construct a set of linear value functions, each of which is a WS. Accordingly, the learned value functions are used to guide the environmental selection process in PMA thus to approximate the ROI. In [228], iMOEA/D was proposed to periodically ask the DM to pick up the most promising solutions through a virtual interaction. These solutions are thus used to wrap up the utility function in iMOEA/D and to guide the adjustment of weight vectors. In [229], Li et al. developed an interactive framework for the decomposition-based EMO algorithm to find DM preferred solutions. It consists of three modules, i.e., consultation, preference elicitation, and optimization. Specifically, after every several generations, the DM is asked to score a few candidate solutions in a consultation session. Thereafter, an approximated value function, which models the DM’s preference information, is progressively learned from the DM’s behavior. In the preference
elicitation session, the preference information learned in the consultation module is translated into the form that can be used in a decomposition-based EMO algorithm, i.e., a set of reference points that are biased toward the ROI. Recently, IEMO/D [230] was proposed to progressively learn the DM’s preference information by inviting the DM to compare pairs of candidate solutions. It applies a Monte Carlo simulation and rejection sampling to generate a set of instances of the preference model compatible with DM supplied indirect preference information.

5 MOEA/D for Real-World Applications

In addition to the prosperity of algorithmic developments, MOEA/D and its variants have shown competitiveness in many real-world applications. In this section, we overview some selected application cases of MOEA/D on machine learning, routing, engineering optimization, complex networks, and portfolio optimization.

5.1 Applications on Machine Learning

Machine learning tasks are essentially optimization problems that aim to identify optimal model parameters best fit the underlying data. Here we overview some selected applications of MOEA/D for different machine learning tasks.

- **Feature selection**: As a fundamental step in machine learning and data mining tasks, feature selection aim to select a set of relevant features to facilitate predictive modeling and partially overcome the curse of dimensionality. It is a challenging problem due to the intractable interactions among features and multiple conflicting objectives. There have been some MOEA/D variants that aim to improve the model performance as well as minimizing the number of features [238–240].

- **Neural architecture search (NAS)**: This is an emerging area that aims to democratize deep learning at the fingertip of domain experts. Traditional gradient descent and reinforcement learning approaches mainly consider the validation accuracy as the only objective function in NAS. By considering objectives other than performance, such as efficiency and model complexity, some MOEA/D variants have been proposed for NAS where multiple trade-off architectures can be identified at a time [241–244].

- **Adversarial example generation**: As opposed to NAS, adversarial example generation is another emerging area that aims to fool a trained neural network by perturbations. To achieve a balance between imperceptibility and attack capability, adversarial example generation is a typical MOP that aims to maximize the misclassification rate while minimize the distortion. Given the intractability of the deep neural networks under test, evolutionary computation has been recently recognized as a promising alternative for black-box attacks. There have been some initial attempts that apply MOEA/D to generate perturbations patterns on images [245,246].

- **Association rule mining**: It aims to find dependency relationship between items from large datasets [247]. The process of extracting association rules can be formulated as a MOP that jointly optimizes various measures such as accuracy, comprehensibility, surprisingness and novelty. There have been some MOEA/D variants for solving multi-objective rule mining problem [248] and identifying a reduced set of positive and negative quantitative association rules with a low computational cost [249].

5.2 Applications on Routing Problems

Routing problems are ubiquitous in various areas including, but not limited to, transportation, logistics and communications. Typical objectives include routing distances and associated costs along with various constraints such as capacity and time window. Here we review some MOEA/D variants for solving different types of routing problems.
• Travelling salesman problem (TSP): Given a weighted and undirected complete graph, TSP is one of the most famous routing problems that aims to find the shortest Hamiltonian cycle covering all nodes \(^{250}\). Several MOEA/D variants have been developed mainly with dedicated reproduction operators (e.g., SA \(^{61,62}\), EDAs \(^{251}\) and ACO \(^{168}\)) and local search strategies (e.g., guided local search \(^{177}\) and collaborative local search \(^{252}\)). In addition to reproduction operators, \(^{253}\) proposed a hybrid selection mechanism alternating between non-dominated sorting and decomposition for combinatorial optimization problems including TSPs.

• Vehicle routing problem (VRP): As a generalization of TSP, vehicle routing problem (VRP) is a challenging combinatorial optimization and integer programming problem that aims to find optimal routes of multiple vehicles covering all nodes in a graph \(^{254}\). Note that since all vehicles start from the same depot with a maximum capacity, VRP is more challenging than TSP given more complex encoding and stricter constraints of capacities. For example, new reproduction operators (e.g., chemical reaction optimization \(^{255}\)) and local search strategies (e.g., multimode mutation \(^{256}\) and variable neighborhood descent \(^{257}\)) have been proposed to generate more diversified solutions that meet capacity and time window constraints. In \(^{258}\), a two-stage strategy is proposed to improve the ability of MOEA/D for finding better solutions in VRPs with multiple depots. Besides, tailored selection operators \(^{259,260}\) have been proposed to achieve a balance between convergence and diversity.

• Pickup and delivery problem (PDP): Comparing to TSP and VRP, pickup and delivery problem (PDP) considers a more complex scenario consists of multiple pairs of pickup and delivery locations. In particular, each pickup location should be visited before the corresponding delivery location in the same route within a given time window \(^{261}\). One of the major challenges of PDP is its highly discrete search space, MOEA/D variants with tailored local search strategies \(^{262,263}\) have been developed to mitigate this problem.

• Location routing problem (LRP): As a integration of facility location and VRP, LRP is a challenging NP-hard problem that aims to determine the locations of depots and their corresponding vehicle routes to serve the customers under a series of constraints \(^{264}\). Recently, \(^{173}\) proposed a hybrid local search strategy including general local search, objective-specific local search and large variable search under the framework of MOEA/D.

5.3 Applications to Engineering Optimization

Engineering optimization problems are full of multiple conflicting objectives given the multi-facet requirements to accommodate a diverse range of stakeholders. In the following paragraphs, we briefly overview some selected applications of MOEA/D according to the application domains.

• Antenna optimization: It aims at creating advanced and complex electromagnetic devices that must be competitive in terms of performance, serviceability, and cost effectiveness under certain resource and communication constraints. MOEA/D variants have been applied in antenna design problems such as compact log-periodic dipole array antenna design \(^{265}\), dual-polarized compact MIMO antennas \(^{266}\) and Yagi-Uda antennas \(^{267}\).

• Power systems: The planning, operation, and control problems in power systems are challenging optimization problems given their large-scale, complex and geographically widely distributed characteristics. MOEA/D and its variants has been applied to the planning problem of electric vehicle charging stations and power distribution system \(^{268}\), electric motor design \(^{269}\), optimal operation of hybrid energy systems \(^{270}\), power system voltage stability design \(^{271}\) and optimal power flow optimization \(^{272}\).

• Process control: A MOEA/D variant equipped with tailored local search strategies was proposed to solve color-coating scheduling \(^{273}\), a mixed integer nonlinear programming problems.

• Search-based software engineering (SBSE): Many activities in software engineering can be formulated as optimization problems. In particular, SBSE is an emerging area that mainly converts
a software engineering problem into a computational search problem that can be tackled with a meta-heuristic. There have been several attempts of applying MOEA/D for solving software project scheduling problems [274], self-adaptive software configurations [6], software next release prediction [179], and software product line testing [275].

5.4 Applications to Complex Networks

Fundamental features and intricate structures of many real-world complex systems can be modeled as complex networks.

- **Network clustering and community detection**: Network clustering is essential for understanding the community structure (also known as community detection) and functionality of a complex network. Different from clustering in the Euclidean space, network clustering is more challenging given its discrete characteristics, large-scale network size, and nontrivial measurements of distances between nodes. There have been some MOEA/D variants developed to tackle the discrete structure [276, 277], curse-of-dimensionality [278], and distance measures [279].

- **Critical node detection**: Similar to the sensitivity analysis but in a discrete space, this task aims to find the critical nodes in a complex network. One of the major challenges of this task is its plateau landscape as most node reductions do not split the network. To address this problem, [280] proposed a bi-objective formulation with dedicated mating and environmental selection mechanisms.

5.5 Applications to Portfolio Optimization

Portfolio optimization is a classic problem in economics that usually aim to maximize profits while minimizing risks. It consists of two stages: optimizing weights of asset classes to hold, and optimizing weights of assets within the same asset class. One of the major challenges of this problem is the badly different scales with regard to different objectives. There have been some MOEA/D variants with a novel normalization method [281], weight adaptation method [282] and multi-dimensional mapping coding scheme [283] to address this problem.

6 Emerging Topics and Future Research Directions

Many real-world applications bring new challenges which lead to desirable research directions in the coming future.

- **Large-scale MOPs (LSMOPs)**: It is not uncommon that real-world optimization problems involve a large number of decision variables, also known as LSMOPs. Cooperative coevolution is one of the most popular and effective approaches for large-scale global optimization. Its basic idea is to decompose the original large-scale problem into several small-scale subproblems based on a decision variable analysis that captures the variable interaction. Then cooperative coevolution is applied to solve these subproblems in a collaborative manner. In the context of MOEA/D, the decision variable analysis (DVA) have also been the most popular technique for LSMOPs. As an early attempt, [284] proposed a DVA technique that separates decision variables based on their control property, i.e., being convergence- or/and spread- related. Thereafter, the proposed DVA technique separately interprets the interaction structures of both convergence- and spread-related variables separately based on random permutations. This DVA technique is further extended as a graph representation in [285], being solved in a distributed manner [286] and an adaptive localized DVA [287]. Another interesting attempt is [139] that uses a self-adaptive operator selection mechanism to enable MOEA/D to solve LSMOPs instead of analyzing variable interactions. Nevertheless, comparing the scale in the real-world scenarios, e.g., GPT-3 language model created by OpenAI contains 175 billion parameters [288], existing algorithmic developments of EMO for LSMOPs are still far from applicable, usually less than 10,000 decision variables. To improve the scalability of EMO for LSMOPs to meet the industrial-level
requirements, it is imperative to develop effective and efficient decomposition methods, such as novel problem transformation and dimension reduction techniques to narrow down the high-dimensional search space, so that EMO algorithms can approximate the optimal solutions with a manageable amount of function evaluations. Given the large-scale characteristics, it is also important to develop parallel computing platform by leveraging modern high-performance computing devices such as GPUs to improve the efficiency.

- **Multimodal MOPs (MMOPs):** In some real-world optimization scenarios, such as space mission design problems [289], diesel engine design problems [290] and rocket engine design problems [291], there exist some dissimilar solutions in the decision space but lead to similar or equivalent quality in the objective space, as known as MMOPs. Solving an MMOP aims to locate (almost) equivalent Pareto optimal solutions as many as possible. To maintain the diversity of the population in both the objective and decision spaces, [292] proposed a general framework that uses the environmental selection mechanism of the baseline EMO algorithm to maintain diversity in the objective space while the diversity in the decision space is maintained by a simple niching criterion. Recently, a graph Laplacian based optimization assisted by decomposition in both decision and objective spaces is proposed in [294] for solving MMOPs. More effective distance metrics and diversity preservation strategies are expected to better identify multiple equivalent Pareto-optimal solutions simultaneously for MMOPs.

- **Variable-length MOPs:** In conventional optimality theory, the length of decision variables is always assumed to be fixed. However, it is not uncommon that the optimal length of a decision variable is unknown *a priori*, let alone the optimum, in many real-world applications, such as composite laminate stacking problem [295], sensor coverage problem [296] and wind farm layout problem [297]. This can lead to a variable-length Pareto structure where the number of variables in two Pareto-optimal solutions might be different. One of its key challenges is the varying length of variables that disrupts the genetic reproduction operators in EA. Furthermore, due to the existence of variable-length Pareto structure, approximating the PF can be biased as the local region with a larger variable size is more difficult than those with smaller variable sizes [298]. To address these issues, MOEA/D-VLP [299] proposed a two-level decomposition strategy where the global level is the same as the conventional MOEA/D while the local level decomposes an MOP into multiple MOPs with different ranges of dimensionality to approximate various local PF segments. In addition, an adaptive strategy is proposed to allocate computational efforts towards different parts of the PF to mitigate the bias towards any relatively easier PF regions. As a next step, it is desirable to develop bespoke subproblem formulations for different regions of the PF and a balanced way to strategically allocate computational budget.

- **Sparse optimization:** Sparse optimization problems widely appear in many real-world applications such as data mining, variable selection, visual coding, signal and image processing. Its ultimate goal is to find a sparse representation of a system, which usually aims to minimize a data-fitting term and a sparsity term simultaneously. As a dominating strategy in sparse optimization, the classic iterative thresholding often aggregates these two terms into a single function, where a relaxed parameter is used to balance the error and the sparsity. In particular, the choice of this relaxed parameter is sensitive to the performance of the iterative thresholding methods. There have been some initial attempts [300–302] that transform the sparse optimization problem as a MOP and they apply tailored MOEA/D to solve it. Due to the unknown sparsity level of the underlying problem, it is challenging to maintain the diversity of the population. In addition, it is imperative to design bespoke performance indicator to measure the convergence, diversity, and sparsity of the population simultaneously.

- **Parallel computing:** The decentralized nature of decomposition makes it very appealing to use high-performance computing in order to distribute the underlying computations on the increasingly available compute facilities. While being a challenging issue due to the heterogeneous and complex nature of modern large-scale computing platforms, incorporating and enabling parallelism is to be tightly coupled with the other decomposition components and not in a separate
manner. There have been very limited studies on the distributed implementation of MOEA/D based on the classic master-slave model \cite{303} and a GPU-based CUDA technology for real-time MOPs \cite{304}. As a next step, it is desirable to develop a mapping function that aligns the decomposed subproblems with the parallelism exposed by the computing platform. Moreover, it is necessary to design adaptive distributed algorithms in line with the characteristics of the subproblems.

- **Theoretical studies**: Although MOEA/D and its variants have been studied for solving various challenging MOPs, theoretical understanding of its behavior is far left behind. The current study mainly focus on understanding the relationship among some classic subproblem formulations as well as the influence of their corresponding hyper-parameters. For example, \cite{305} theoretically investigated the geometric properties of the TCH subproblem formulation and found some asymptotically equivalence between the TCH function and the Hypervolume indicator. Singh and Deb \cite{80} investigated the equivalence between the PBI and the AASF subproblem formulations under different hyper-parameter settings. An open research direction is to mathematically prove the convergence property of the population-based meta-heuristics under the framework of MOEA/D. To the best of author’s knowledge, no work in this direction has been reported yet. In particular, the matching-based selection mechanism proposed in \cite{102} is a good starting point to analyze the equilibrium of the evolutionary process.

7 Conclusions

MOEA/D opens up the pathway that bridges the gap between population-based EMO and the conventional MCDM. This article has presented a comprehensive survey of the up-to-date developments of MOEA/D. To be self-contained, we started with a gentle tutorial about the basic working mechanism of MOEA/D. Thereafter, our survey is conducted according to the four core design components, i.e., weight vector settings, subproblem formulations, selection mechanisms and reproduction operators, along with some selected advanced topics including constraint handling, expensive optimization and preference incorporation \cite{37, 76, 229, 231, 306, 323}. At the end, we outlined some emerging directions for future developments of MOEA/D that have not yet been broadly studied so far. We believe that all these are expected to produce significant advances in the design and analysis of MOEA/D as well as its further uptake in real-world applications \cite{6, 324, 327}.

**MOEA/D Resources**: There are a series of technical activities themed on the decomposition multi-objective optimization. For example, there is a dedicated website\footnote{https://sites.google.com/view/moead/} gathering various information related to MOEA/D, including relevant papers, source codes and active researchers. Sponsored by the IEEE Computational Intelligence Society, there has been a Task Force themed on decomposition-based techniques in EC\footnote{https://cola-laboratory.github.io/docs/misc/dtec/} since 2017. This is an international consortium that brings together global researchers to promote an active state of this area. Since 2018, there have been tutorials, workshops and special sessions associated with major conferences in EC, including PPSN, GECCO, CEC and SSCI.
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