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Abstract

This paper deals with the development and analysis of K-node series and parallel queueing model with load dependent service rates. Here it is assumed that the customers arrive to the initial queue and waiting line for service. After completing the service at first service station they may join one of the (K-1) queues which are parallel and connected to first queue in series. After getting service from the service station they leave the system. Here it is assumed that the service rates in each service station are dependent on number of customers in the queue connected to it. The arrival and service completions in each queue are assumed to follow Poisson processes. Using difference-differential equations the joint probability function of number of customers in each queue are derived. The system performance measures such as average number of customers in each queue,throughput of each service station ,the probability of idleness of each server ,the waiting time of customer in each queue are derived explicitly. The sensitivity of the model with respect to parameters are analysed through numerical illustration. It is observed that the state dependent service rates has significant influence on performance measures. This model also includes the earlier models as particular cases for specific values of the parameters. This model is useful in analysing the communication networks, transportation systems, production processes and cargo handling.

Key words: Poisson process, Tandem queue, Load dependent, Forked queuing model, Performance of system.

1. Introduction

A Queue is a waiting line of units demanding service at a server facility. Erlang [1] pioneered the mathematical modelling of queueing system. There after several models have been developed and analysed in order to evaluate the performance of several systems for control and monitoring. Queueing models formulate a prerequisite for design and development of several systems arising at places like Communication networks, ATM scheduling, Transportation systems, Production processes etc.,(Boxima O.J.,[2], Bunday.B.D.,[3], SrinivasaRaao et.al.,[4],[5],[6]. CharanJeet Singh et.al.,[7], Ramasundari et.al[8]).

Recently much work has been reported regarding Tandem Queueing models. In Tandem Queueing models the out put of one Queue formulate the input of the other.Jackson Paul[9], Srinivasa Rao et.al.,[7],[5],[10],Che Soong Kim et.al[11], Raghavendran et.al[12]and others have developed various tandem Queueing models with the assumption that arrivals and services are independent. But in practical situations the service time is to be adjusted depending upon the number of customers in the Queue. This type of Queueing models are called load dependent tandem Queueing models. Srinivasa Rao et.al.,[4],[5], Varma et.al.,[13], Padmavathi et.al.,[14], Nageswara Rao et.al.,[15] Trinadha Rao et.al.,[16], Subasini et.al.,[17],[18],[19], Rajasekhar Reddy et.al[20] have developed Queueing models with the assumption that the service rates are dependent on the number of customers in the Queue. In all these papers they assumed that the nodes are connected in tandem and single.

But in several practical situations after getting service from the first Queue the customer may join one of the several Queues connected to it for service. For example in Communication networks after getting service from the first transmitter the data/voice packets are to be routed to one of the several buffers in parallel for forward transmission. This type of scenario is also visible in Production processes such as Glass manufacturing, where the raw material is converted as liquid glass. It is then transferred to several production lines which are parallel for making different types of glass ware. This type of Queueing models may be called as 2-node series and K parallel Queueing systems, referred as forked Queueing models.

Little work has been reported regarding 2-node series and K parallel Queueing models which are useful for analysing several systems more close to the reality. Hence in this article we develop and analyse a forked Queueing model in which 2 nodes are in series and K Queues are in parallel. Here it is assumed that the arrival processes and service processes follow Poisson processes. It is further assumed that the service rate of each service station depends on the number of customers in the Queue connected to it. Using the difference – differential equations the joint probability generating function of the number of customers in each Queue is derived. The performance of the model is analysed by deriving explicit expressions for the system characteristics such as average number of customers in the Queue. Probability of idleness of each
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service station. Throughput of the nodes, Average waiting time customers in each Queue. Utilisation of each server etc., The sensitivity analysis of the model is carried with a numerical illustration.

2. Queueing Model with Load Dependent Service Rates

In this section we consider queueing model with K buffers $B_1, B_2, ..., B_K$ and K servers $S_1, S_2, ..., S_K$ connected as forked network, the capacity of buffers being infinite. We assume that the customers after getting service through first server may join any of the servers $S_1, S_2, ..., S_K$ which are parallel and connected to further server in tandem i.e., the customers after getting served at $S_2$ may join second buffer with probability $\theta_2$ or third buffer with probability $\theta_3$ or buffer with probability $\theta_k$. Number of customers arriving at first buffer follows Poisson process with arrival rate $\lambda$ (parameter). Similarly number of customers served in servers follows Poisson process with parameters $\mu_1, \mu_2, \mu_3, ..., \mu_k$.

Then difference differential equations governing the system are

$$\frac{\partial P}{\partial t}(n_1, n_2, ..., n_k; t) = -[\lambda + \sum_{i=1}^{k} \mu_i] P(n_1, n_2, ..., n_k; t) + \mu_1 \{ P(n_1 + 1, n_2, ..., n_k; t) + \theta_2 P(n_1, n_2 + 1, n_3, ..., n_k; t) + \theta_3 P(n_1, n_2, n_3, ..., n_k - 1; t) + \theta_k P(n_1, n_2, ..., n_k - 1; t) \} + (n_2 + 1) \mu_2 P(n_1, n_2, n_3, ..., n_k; t) + \mu_3 \{ P(n_1, n_2 + 1, n_3, ..., n_k; t) + \theta_2 P(n_1, n_2, n_3, ..., n_k - 1; t) + \theta_3 P(n_1, n_2, n_3, ..., n_k - 2; t) \} + \mu_k P(n_1, n_2, n_3, ..., n_k - 1; t)$$

$$(1)$$

$$\frac{\partial P}{\partial t}(n_1, n_2, ..., n_k; t) = -[\lambda + \sum_{i=1}^{k} \mu_i] P(n_1, n_2, ..., n_k; t) + \mu_1 \{ P(n_1, n_2 - 1, n_3, ..., n_k; t) + \theta_2 P(n_1, n_2, n_3, ..., n_k - 1; t) \} + (n_2 + 1) \mu_2 P(n_1, n_2 + 1, n_3, ..., n_k; t) + \mu_3 \{ P(n_1, n_2, n_3, ..., n_k - 1; t) \} + \mu_k P(n_1, n_2, n_3, ..., n_k - 1; t)$$

$$(2)$$

$$\frac{\partial P}{\partial t}(0, n_2, ..., n_k; t) = -[\lambda + \sum_{i=1}^{k} \mu_i] P(0, n_2, ..., n_k; t) + \mu_1 \{ P(0, n_2 + 1, n_3, ..., n_k; t) \} + (n_2 + 1) \mu_2 P(0, n_2, n_3, ..., n_k; t) + \mu_3 \{ P(0, n_2, n_3, ..., n_k - 1; t) \}$$

$$(3)$$

$$\frac{\partial P}{\partial t}(n_1, 0, n_2, ..., n_k; t) = -[\lambda + \sum_{i=1}^{k} \mu_i] P(n_1, 0, n_2, ..., n_k; t) + \mu_1 \{ P(n_1 + 1, n_2, ..., n_k - 1, 0; t) \} + (n_1 + 1) \mu_3 P(n_1, n_2, n_3, ..., n_k - 1; t)$$

$$(4)$$

$$\frac{\partial P}{\partial t}(n_1, n_2, ..., 0, t) = -[\lambda + \sum_{i=1}^{k} \mu_i] P(n_1, n_2, ..., 0, t) + \mu_1 \{ P(n_1, n_2, n_3, ..., 0; t) \}$$

$$(5)$$

$$\frac{\partial P}{\partial t}(0, 0, n_2, ..., n_k; t) = -[\lambda + \sum_{i=1}^{k} \mu_i] P(0, 0, n_2, ..., n_k; t) + \mu_1 \{ P(0, 0, n_2, n_3, ..., n_k - 1; t) \} + \mu_3 \{ P(0, 0, n_2, n_3, ..., n_k - 1; t) \}$$

$$(6)$$

$$\frac{\partial P}{\partial t}(n_1, n_2, ..., 0, 0; t) = -[\lambda + \sum_{i=1}^{k-1} \mu_i] P(n_1, n_2, ..., 0, 0; t) + \mu_1 \{ P(n_1, n_2, n_3, ..., 0; t) \}$$

$$(7)$$

$$\frac{\partial P}{\partial t}(0, 0, 0, n_k; t) = -[\lambda + \sum_{i=1}^{k-1} \mu_i] P(0, 0, 0, n_k; t) + \mu_1 \{ P(0, 0, 0, n_2, n_3, ..., n_k - 1; t) \} + \mu_3 \{ P(0, 0, 0, n_2, n_3, ..., n_k - 1; t) \}$$

$$(8)$$

Let $P(n_1, n_2, ..., n_k; t) = \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \sum_{n_3=0}^{\infty} \sum_{n_4=0}^{\infty} \sum_{n_5=0}^{\infty} P(n_1, n_2, ..., n_k; t)$ be the probability generating function of $p(n_1, n_2, ..., n_k; t)$. Multiplying equations (1) through (8) with probability generating function and summing over $n_1, n_2, ..., n_k$ from 0 to $\infty$ we get Joint Probability generating function of number of customers in each Queue, Utilisation of each server etc., the schematic diagram representing the queuing model is shown in fig. 1.

$$P(0, 0, 0, 0, 0; t)$$

$$P(0, 0, 0, 0, 0; t) = \exp[-\lambda \left( \frac{1}{\mu_1} (1 - e^{-\mu_1 t}) + \frac{\theta_2}{\mu_2} (1 - e^{-\mu_2 t}) \right) + \frac{\theta_3}{\mu_3} (1 - e^{-\mu_3 t}) + \frac{\theta_k}{\mu_k} (1 - e^{-\mu_k t})]$$

$$(9)$$

Let $P(0, 0, 0, 0, 0; t)$ be the probability that there are $n_1$ customers in first buffer, $n_2$ customers in second buffer and $n_k$ customers in $K$ th buffer.

$$P(0, 0, 0, 0, 0; t)$$

respectively. It is also assumed that service rate in each server is linearly dependent on the content of buffer connected to it. The queue discipline is first come first serve (FCFS).

3. Characteristics of the Model

Putting $n_1 = 0, n_2 = 0, ..., n_k = 0$ in (9) we get

$$P(0, 0, 0, 0, 0; t) = \exp\left[\frac{\theta_2}{\mu_2} \left( 1 - e^{-\mu_2 t} \right) + \frac{\theta_3}{\mu_3} \left( 1 - e^{-\mu_3 t} \right) + \frac{\theta_k}{\mu_k} \left( 1 - e^{-\mu_k t} \right) \right]$$

$$(10)$$

Which gives the probability that the queue is empty at any time $t$. The schematic diagram representing the queuing model is shown in fig. 1.

Figure 1: K-Server Queueing Network

Let $P(n_3, n_2, ..., n_k; t)$ be the probability that there are $n_1$ customers in first buffer, $n_2$ customers in second buffer and $n_k$ customers in $k$ th buffer.
3.1 Performance Analysis of First Buffer

Putting \( n_2 = 1, n_3 = 1, \ldots, n_k = 1 \) in (9) we get probability generating function of first buffer size distribution as \( P(n_1; t) = \exp \left[ \frac{\lambda}{\mu_1} (n_1 - 1)(1 - e^{-\mu_1 t}) \right] \)

Mean number of customers in first buffer is

\[ E(N_1) = L_1(t) = \frac{\lambda}{\mu_1} (1 - e^{-\mu_1 t}) \]

Variation in number of customers in first buffer is

\[ \text{Var}(N_1) = \frac{\lambda}{\mu_1} (1 - e^{-\mu_1 t}) \]

Putting \( n_1 = 0 \) in (11) we get the probability that the first buffer is empty as

\[ U_1(t) = \frac{1}{\mu_1} (1 - e^{-\mu_1 t}) \]

Average waiting time of customers in first buffer (delay in first server) is

\[ W_1(t) = \frac{L_1(t)}{\text{Thp}_1(t)} = \frac{\lambda}{\mu_1} (1 - e^{-\mu_1 t}) \]

3.2 Performance Analysis of \( i^{th} \) Buffer for \( i = 2, 3, \ldots, k \)

Putting \( n_1 = 1, n_2 = 1, n_3 = 1, \ldots, n_{i-1} = 1 \) in (9) we get probability generating function of \( i^{th} \) buffer size distribution as

\[ P(n_i; t) = \exp \left[ \frac{\lambda}{\mu_i} (n_i - 1)(1 - e^{-\mu_i t}) + \frac{1}{\mu_i - \mu_j} (n_i - 1)(e^{-\mu_i t} - e^{-\mu_j t}) \right] \]

Mean number of customers in \( i^{th} \) buffer is \( E(N_i) = L_i(t) \)

\[ = \frac{\lambda \theta_{i-1}}{\mu_i} \left[ \frac{1}{\mu_i} (1 - e^{-\mu_i t}) + \frac{1}{(\mu_i - \mu_j)} (e^{-\mu_i t} - e^{-\mu_j t}) \right] \]

Variation in number of customers in \( i^{th} \) buffer is \( \text{Var}(N_i) \)

\[ = \frac{\lambda \theta_{i-1}}{\mu_i} \left[ \frac{1}{\mu_i} (1 - e^{-\mu_i t}) + \frac{1}{(\mu_i - \mu_j)} (e^{-\mu_i t} - e^{-\mu_j t}) \right] \]

Putting \( n_i = 0 \) in (17) we get the probability that the \( i^{th} \) buffer is empty as \( P(\ldots, 0; t) = \exp \left[ (-\lambda \theta_{i-1}) \left( \frac{1}{\mu_i} (1 - e^{-\mu_i t}) + \frac{1}{(\mu_i - \mu_j)} (e^{-\mu_i t} - e^{-\mu_j t}) \right) \right] \)

Utilization of \( i^{th} \) server is

\[ U_i(t) = 1 - P(\ldots, 0; t) = 1 - \exp \left[ (-\lambda \theta_{i-1}) \left( \frac{1}{\mu_i} (1 - e^{-\mu_i t}) + \frac{1}{(\mu_i - \mu_j)} (e^{-\mu_i t} - e^{-\mu_j t}) \right) \right] \]

Average waiting time of customers in \( i^{th} \) buffer (average delay in \( i^{th} \) server) is

\[ W_i(t) = \frac{L_i(t)}{\text{Thp}_i(t)} = \frac{\lambda \theta_{i-1}}{\mu_i \mu_i - \mu_j} \left[ \frac{1}{\mu_i} (1 - e^{-\mu_i t}) + \frac{1}{(\mu_i - \mu_j)} (e^{-\mu_i t} - e^{-\mu_j t}) \right] \]

Utilization of first server is \( U_1(t) = 1 - P(\ldots, 0; t) \)

4. Numerical Illustration

The transient behaviour of the model is studied by computing the performance measures with the following set of values for the system parameters.

\[ t = 0.1, 0.2, 0.3, 0.4, 0.5; \lambda = 10, 11, 12, 13, 14; \mu_i = 10, 11, 12, 13, 14; i = 1, 2, 3, 4; \theta_j = 1, 2, 3, 4, 5; j = 1, 2 \]

Each of the parameters \( t, \lambda, \mu_1, \mu_2, \mu_3, \mu_4, \theta_1, \theta_2, \theta_3, \theta_4 \) are varied one at a time keeping all other fixed, the mean number of customers in each buffer \( L_1, L_2, L_3, L_4 \) is calculated along with mean number of customers \( L(t) \) in the entire system and the calculations are recorded in Table1. The corresponding probability for emptiness of each server and also the utilization of servers are calculated for each value of parameters and tabulated in Table2. The throughputs of four servers \( \text{Thp}_1, \text{Thp}_2, \text{Thp}_3, \text{Thp}_4 \) along with mean waiting times of customers in four buffers \( W_1, W_2, W_3, W_4 \) are calculated and tabulated in Table3.

From Table1, we observe that as time \( t \) increases from 0.1 to 0.5 there is increase in mean number of customers in each buffer. The same phenomenon can be observed with mean number of customers in the entire system. Thus if service rate \( \mu_1 \) is increased keeping \( \mu_2, \mu_3, \mu_4 \) unchanged the corresponding buffer at first server \( L_1(t) \) gets decreased. Correspondingly the pressure on entire system \( L(t) \) also gets decreased. Thus the improvement in performance of one server improves the performance of entire system. Similarly when \( \mu_2 \) is increased \( L_2(t) \) decreases \( \mu_3 \) is increased \( L_3 (t) \) decreases etc., On the same lines when the probability \( \theta_1 \) or \( \theta_2 \) that the customers from first server join second (or third server) increases the buffer at second server \( L_2(t) \) (or at second server \( L_3(t) \)) is increasing correspondingly.

Table 2 indicates that with respect to time the probability of emptiness has shown sudden decrease initially (t=0.1 only) and decreasing normally thereafter (for t=0.2,0.3,0.4,0.5). Similarly with increase in mean arrival rate \( \lambda \) the probability of emptiness at each server is decreasing while the utilization of servers \( U_1, U_2, U_3, U_4 \) is increasing. This clearly indicates that the system is performing according to the requirement. As the number of customers served at each server increases \( (\mu_1 = 10 \times t \to 14) \) the system tends towards rest. Thus the probability of emptiness increases while utilization of servers decreases as is expected. The probability of emptiness decreases as the probability of customers joining a particular server while it’s utilization gets increased. Thus as \( \theta_1 \) increases from 0.1 to 0.5 system emptiness increases from 0.1480 to 0.3479. This has an impact on the fourth server by increasing the probability of emptiness at fourth server from 0.8233 to 0.9200 and decreasing it’s utilization from 0.1767 to 0.0800. Similarly with increase of \( \theta_2 \) from 0.1 to 0.5 the probability of emptiness of third server decreases and it’s utilization increases whereas emptiness of fourth server increases and it’s utilization decreases.
From Table 3 it is observed that the throughputs $Thp_1, Thp_2, Thp_3, Thp_4$ and mean waiting times $W_1, W_2, W_3, W_4$ at each of the four servers have shown increase with increase in time. Similarly an increase in $\lambda$ lead to an increase in throughputs as well as mean waiting times. Further we can observe that the increase in service rate at second, third and fourth server leads to increase in throughputs and waiting times except at first server whereas increase in $\mu_1$ leads to increase in $Thp_1$ and decrease in $W_1$.

The probability of joining second server ($S_2$) increases from $0.1$ to $0.5$ the throughput $Thp_2$ increases correspondingly from $0.2037$ to $0.9610$.this in turn increase the waiting time $W_2$ from $0.1450$ to $0.1537$.As this influences on $\theta_2$ which decreases from $0.7$ to $0.3$ .the throughput $Thp_4$ decreases from $1.5907$ to $0.7198$ while decreasing in mean waiting time $W_4$ is indicated from $0.1223$ to $0.1158$.Therefore the data supports the theoretical expectations. Similar changes can also be observed in case of changes in probability of joining third server ($S_3$) after being served at first server ($S_1$).

5. Sensitivity Analysis

| $\theta_1$ | $\theta_2$ | $\theta_3$ | $\mu_1$ | $\mu_2$ | $\mu_3$ | $\mu_4$ | $L_1(t)$ | $L_2(t)$ | $L_3(t)$ | $L_4(t)$ | $L(t)$ |
|------------|------------|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0.1        | 15         | 7          | 8     | 9     | 0.1   | 0.2   | 0.7   | 1.1280 | 0.0295 | 0.0573 | 0.1945 | 1.4093 |
| 0.1        | 15         | 7          | 8     | 9     | 0.1   | 0.2   | 0.7   | 1.7470 | 0.0795 | 0.1503 | 0.4982 | 2.4750 |
| 0.3        | 15         | 7          | 8     | 9     | 0.1   | 0.2   | 0.7   | 2.0868 | 0.1238 | 0.2291 | 0.7449 | 3.8146 |
| 0.4        | 15         | 7          | 8     | 9     | 0.1   | 0.2   | 0.7   | 2.2732 | 0.1564 | 0.2848 | 0.9129 | 3.6273 |
| 0.5        | 15         | 7          | 8     | 9     | 0.1   | 0.2   | 0.7   | 2.3755 | 0.1784 | 0.3209 | 1.0183 | 3.8391 |

In this section we considered the sensitivity analysis of model with the values of parameters as $t=0.1$, $\lambda=15$, $\mu_1=12$, $\mu_2=14$, $\mu_3=11$, $\mu_4=13$, $\theta_1=0.3$ and $\theta_2=0.2$.The effect of variation of $\pm 15\%$, $\pm 10\%$ and $\pm 5\%$ on the performance measures $L_1, L_2, L_3, L_4, L_1, W_1, W_2, W_3$ and $W_4$ were computed and are given in Table 4.

From Table 4, it is observed that as time $t$ increases all the values of $L_1, L_2, L_3, L_4, L_1, W_1, W_2, W_3$ and $W_4$ increase and decrease when time decreases. We can observe the same phenomenon with variation in arrival rate $\lambda$. It is also observed that as $\mu_1$ increases $L_1, L_2$ and $W_1$ are decreasing whereas $L_1, L_2, L_4, W_1, W_2$ and $W_4$ are constants. As $\mu_2$ increases $L_3, L_4$ and $W_3$ are decreasing whereas $L_1, L_2, L_4, W_1, W_2, W_3$ and $W_4$ are constants and as $\mu_4$ increases $L_4, L_5, W_4$ are decreasing whereas $L_1, L_2, L_3, L_4, W_1, W_2, W_3$ and $W_4$ are constants.

It is also observed that as $\theta_1$ increases $L_1, W_1$ are increasing $L_4, W_4$ are decreasing whereas $L_1, L_2, W_1$ and $W_4$ are constants. Similarly as $\theta_2$ increases $L_3, L_4, W_3$ are increasing $L_4$ and $W_4$ are decreasing and $L_1, L_2, W_1$ and $W_4$ are constants.

### Table 1: Values of Expected Number (Mean) of Customers in the Queue in Transient State.

| $t$ | $\lambda$ | $\mu_1$ | $\mu_2$ | $\mu_3$ | $\mu_4$ | $L_1(t)$ | $L_2(t)$ | $L_3(t)$ | $L_4(t)$ | $L(t)$ |
|-----|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0.1 | 15         | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 1.1280 | 0.0295 | 0.0573 | 0.1945 | 1.4093 |
| 0.1 | 15         | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 1.7470 | 0.0795 | 0.1503 | 0.4982 | 2.4750 |
| 0.3 | 15         | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 2.0868 | 0.1238 | 0.2291 | 0.7449 | 3.8146 |
| 0.4 | 15         | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 2.2732 | 0.1564 | 0.2848 | 0.9129 | 3.6273 |
| 0.5 | 15         | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 2.3755 | 0.1784 | 0.3209 | 1.0183 | 3.8391 |
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### Table 2: Probability of Emptiness and Utilization of Servers and System in Transient State.

| $t$ | $\lambda$ | $\mu_1$ | $\mu_2$ | $\mu_3$ | $\mu_4$ | $\theta_1$ | $\theta_2$ | $\theta_3$ | $P_{s_1}(t)$ | $P_{s_2}(t)$ | $P_{s_3}(t)$ | $P_{s_4}(t)$ | $U_1(t)$ | $U_2(t)$ | $U_3(t)$ | $U_4(t)$ |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0.1 | 15    | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 0.2559 | 0.8534 | 0.1551 | 0.2124 | 0.2407 | 0.6760 | 0.0291 | 0.0555 | 0.1767 |
| 0.2 | 15    | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 0.3275 | 0.7970 | 0.5433 | 0.6760 | 0.0291 | 0.0555 | 0.1767 |
| 0.3 | 15    | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 0.1357 | 0.8150 | 0.2412 | 0.7970 | 0.0291 | 0.0555 | 0.1767 |
| 0.4 | 15    | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 0.4327 | 0.1384 | 0.2086 | 0.7970 | 0.0291 | 0.0555 | 0.1767 |
| 0.5 | 15    | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 0.5442 | 0.1134 | 0.2371 | 0.7970 | 0.0291 | 0.0555 | 0.1767 |

### Table 3: Values of Throughput and Waiting Time of Customers in Queues in Transient State.

| $t$ | $\lambda$ | $\mu_1$ | $\mu_2$ | $\mu_3$ | $\mu_4$ | $\theta_1$ | $\theta_2$ | $\theta_3$ | $Th_p(t)$ | $W_q(t)$ | $W_i(t)$ | $W_s(t)$ | $W_f(t)$ |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0.1 | 15    | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 4.0579 | 2.0372 | 0.2453 | 3.3041 | 0.8284 | 0.1451 |
| 0.2 | 15    | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 4.0579 | 2.0372 | 0.2453 | 3.3041 | 0.8284 | 0.1451 |
| 0.3 | 15    | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 4.0579 | 2.0372 | 0.2453 | 3.3041 | 0.8284 | 0.1451 |
| 0.4 | 15    | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 4.0579 | 2.0372 | 0.2453 | 3.3041 | 0.8284 | 0.1451 |
| 0.5 | 15    | 6     | 7     | 8     | 9     | 0.1   | 0.2   | 0.7   | 4.0579 | 2.0372 | 0.2453 | 3.3041 | 0.8284 | 0.1451 |
Table 4: Values of $l_1, l_2, l_3, l_4, l_5, W_1, W_2, W_3, W_4$ and $W_5$ for different Values of $t, \mu_1, \mu_2, \mu_3, \mu_4, \mu_5, \theta_1, \theta_2$ and $\theta_3$ (SENSITIVITY ANALYSIS)

| Variation Parameter | Performance Measure | Percentage Change in Parameter |
|---------------------|---------------------|--------------------------------|
|                     |                     | -15%                           |
|                     |                     | -10%                           |
|                     |                     | -5%                            |
|                     |                     | 0                              |
|                     |                     | 5%                             |
|                     |                     | 10%                            |
|                     |                     | 15%                            |

| $t = 0.1$ | L1(t) | 0.0988 | 1.0431 | 1.0862 | 1.1280 | 1.1685 | 1.2079 | 1.2461 |
| $\Delta = 15$ | L1(t) | 0.0988 | 1.0431 | 1.0862 | 1.1280 | 1.1685 | 1.2079 | 1.2461 |
| $\mu_1 = 12$ | L1(t) | 0.0988 | 1.0431 | 1.0862 | 1.1280 | 1.1685 | 1.2079 | 1.2461 |
| $\mu_2 = 14$ | L1(t) | 0.0988 | 1.0431 | 1.0862 | 1.1280 | 1.1685 | 1.2079 | 1.2461 |
| $\mu_3 = 11$ | L1(t) | 0.0988 | 1.0431 | 1.0862 | 1.1280 | 1.1685 | 1.2079 | 1.2461 |
| $\mu_4 = 13$ | L1(t) | 0.0988 | 1.0431 | 1.0862 | 1.1280 | 1.1685 | 1.2079 | 1.2461 |
6. Steady State Analysis

In this section we study the steady-state analysis of queuing model by computing mean length of queue, emptiness of server, utilization of server and average waiting time at each server. Joint Probability generating function of number of customers in first,...kth buffer respectively at any time t is

\[
P(n_1,n_2,...n_k,t) = \exp \left[ \frac{\lambda}{\mu_1} (n_1 - 1) (1 - e^{-\mu_1 t}) + \frac{\theta_1}{\mu_2} (n_2 - 1) (1 - e^{-\mu_2 t}) + \cdots + \frac{\theta_{k-1}}{\mu_k} (n_k - 1) (1 - e^{-\mu_k t}) \right] \]

In steady state as \( t \to \infty \) we get\( P(n_1,n_2,...n_k) \)

\[
= \exp \left[ \frac{\lambda}{\mu_1} (n_1 - 1) + \frac{\theta_1}{\mu_2} (n_2 - 1) + \cdots + \frac{\theta_{k-1}}{\mu_k} (n_k - 1) \right]
\]

Putting \( n_1 = n_2 = \cdots = n_k = 0 \) we get \( P(0,0,...,0) = \exp \left[ -\frac{\lambda}{\mu_1} + \frac{\theta_1}{\mu_2} + \cdots + \frac{\theta_{k-1}}{\mu_k} \right] \)

Which gives the probability that queue is empty in steady state

6.1 Performance analysis of First buffer

Putting \( n_1 = 1, n_2 = 1, n_3 = 1, \ldots, n_k = 1 \) in (10)

we get probability generating function of first buffer size distribution as \( P(n_1) = \exp \left[ \frac{\lambda}{\mu_1} (n_1 - 1) \right] \)

Mean number of packets in first buffer is \( E(N_1) = L_1 = \frac{\lambda}{\mu_1} \)

Variation in number of packets in first buffer is \( \text{Var}(N_1) = \frac{\lambda}{\mu_1} \)

Putting \( n_1 = 0 \) in (4) we get the probability that the first buffer is empty as \( P(0,...,0) = \exp \left[ -\frac{\lambda}{\mu_1} \right] \)

Utilization of first server is \( U_1 = 1 - P(0,...,0) = 1 - \exp \left[ -\frac{\lambda}{\mu_1} \right] \)

Throughput of first server is \( \text{Thp}_1 = \mu_1 U_1 = 1 - \exp \left[ -\frac{\lambda}{\mu_1} \right] \)

Average waiting time of customers in first buffer (average delay) is \( W_1 = \frac{\mu_1}{\text{Thp}_1} = \frac{\lambda}{\mu_1} \left[ 1 - \exp \left[ -\frac{\lambda}{\mu_1} \right] \right] \)

6.2 Performance Analysis of Second Buffer

Putting \( n = 1, n_2 = 1, n_3 = 1, \ldots, n_k = 1 \) in (10)

we get probability generating function of second buffer size distribution \( P(n_2) = \exp \left[ \frac{\lambda}{\mu_2} (n_2 - 1) \right] \)

Mean number of packets in second buffer is \( E(N_2) = L_2 = \frac{\lambda}{\mu_2} \)

Variation in number of packets in second buffer is \( \text{Var}(N_2) = \frac{\lambda}{\mu_2} \left[ 1 - \exp \left[ -\frac{\lambda}{\mu_2} \right] \right] \)

Putting \( n_2 = 0 \) in (11) we get the probability that the second buffer is empty as \( P(0,...,0) = \exp \left[ -\frac{\lambda}{\mu_2} \right] \)

Utilization of second server is \( U_2 = 1 - P(0,...,0) = 1 - \exp \left[ -\frac{\lambda}{\mu_2} \right] \)

Throughput of second server is \( \text{Thp}_2 = \mu_2 U_2 = \mu_2 \left[ 1 - \exp \left[ -\frac{\lambda}{\mu_2} \right] \right] \)

Average waiting time of customers in second buffer (average delay) is \( W_2 = \frac{\mu_2}{\text{Thp}_2} = \frac{\lambda}{\mu_2} \left[ 1 - \exp \left[ -\frac{\lambda}{\mu_2} \right] \right] \)
6.3 Performance Analysis of Third Buffer
Putting \( n_1 = 1, n_2 = 1, n_3 = 1, \ldots, n_k = 1 \) in (10)
we get probability generating function of third buffer size distribution as
\[ P(n_3) = \exp \left[ \lambda \left( \frac{\theta}{\mu_3} (n_3 - 1) \right) \right] \]
Mean number of packets in third buffer = \( E(N_3) = L_3 = \left( \frac{\lambda \theta}{\mu_3} \right) \)

Variation in number of packets in third buffer
\[ \text{Var}(N_3) = \left( \frac{\lambda \theta}{\mu_3} \right) \]

Putting \( n_3 = 0 \) in (18) we get the probability that the third buffer is empty as
\[ 1 - P(\ldots,0,\ldots) = 1 - \exp \left( -\frac{\lambda \theta}{\mu_3} \right) \]
Utilization of third server = \( U_3 = \mu_3 \cdot T \cdot P(n_3) \)
= \( \mu_3 \left[ 1 - \exp \left( -\frac{\lambda \theta}{\mu_3} \right) \right] \]
Average waiting time of customers in third buffer (average delay) =
\[ W_3 = \frac{L_3}{\mu_3} \cdot \frac{\left( \frac{\lambda \theta}{\mu_3} \right)}{\left( 1 - \exp \left( -\frac{\lambda \theta}{\mu_3} \right) \right)} \]

6.4 Performance Analysis of Fourth Buffer
Putting \( n_1 = 1, n_2 = 1, n_3 = 1, n_4 = 1, \ldots, n_k = 1 \) in (10) we get
probability generating function of fourth buffer size distribution as
\[ P(n_4) = \exp \left[ \lambda \left( \frac{\theta}{\mu_4} (n_4 - 1) \right) \right] \]
Mean number of packets in fourth buffer = \( E(N_4) = L_4 = \left( \frac{\lambda \theta}{\mu_4} \right) \)

Variation in number of packets in fourth buffer is
\[ \text{Var}(N_4) = \left( \frac{\lambda \theta}{\mu_4} \right) \]

Putting \( n_4 = 0 \) in (25) we get the probability that the fourth buffer is empty as
\[ 1 - P(\ldots,0,\ldots) = 1 - \exp \left( -\frac{\lambda \theta}{\mu_4} \right) \]
Utilization of fourth server = \( U_4 = \mu_4 \cdot T \cdot P(n_4) \)
= \( \mu_4 \left[ 1 - \exp \left( -\frac{\lambda \theta}{\mu_4} \right) \right] \]
Average waiting time of customers in fourth buffer (average delay) =
\[ W_4 = \frac{L_4}{\mu_4} \cdot \frac{\left( \frac{\lambda \theta}{\mu_4} \right)}{\left( 1 - \exp \left( -\frac{\lambda \theta}{\mu_4} \right) \right)} \]

6.5 Performance Analysis of 1st Buffer
Putting \( n_1 = 1, n_2 = 1, \ldots, n_{i-1} = 1, n_{i+1} = 1 \ldots n_k = 1 \) in (10) we get probability generating function of \( i^{th} \) buffer size distribution as
\[ P(n_i) = \exp \left[ \lambda \left( \frac{\theta}{\mu_i} (n_i - 1) \right) \right] \]
Mean number of packets in \( i^{th} \) buffer = \( E(N_i) = L_i = \left( \frac{\lambda \theta_{i-1}}{\mu_i} \right) \)

Variation in number of packets in \( i^{th} \) buffer = \( \text{Var}(N_i) = \left( \frac{\lambda \theta_{i-1}}{\mu_i} \right) \)

Putting \( n_k = 0 \) in (25) we get the probability that the \( i^{th} \) buffer is empty as
\[ 1 - P(\ldots,0,\ldots) = 1 - \exp \left( -\frac{\lambda \theta_{i-1}}{\mu_i} \right) \]
Utilization of fourth server = \( U_i = \mu_i \cdot T \cdot P(n_i) \)
= \( \mu_i \left[ 1 - \exp \left( -\frac{\lambda \theta_{i-1}}{\mu_i} \right) \right] \]
Average waiting time of customers in fourth buffer (average delay) =
\[ W_i = \frac{L_i}{\mu_i} \cdot \frac{\left( \frac{\lambda \theta_{i-1}}{\mu_i} \right)}{\left( 1 - \exp \left( -\frac{\lambda \theta_{i-1}}{\mu_i} \right) \right)} \]

7. Comparative Study
A comparative study between transient and steady state of the developed model is carried for \( t = 0.1, 1, \) and 3. The difference and percentage of variation in all performance measures are computed and given in Table.5

From Table.5 it is observed that there is high significant difference between transient and steady state behaviour of the model. At \( t = 0.1 \) the variation in measures is highly significant which can be observed in last column. At \( t = 1 \) the percentage of variation is reduced and some of the measures differ very closely. It is also observed that as \( t \) increases the difference between transient and steady state behaviour become negligible and at \( t = 3 \) which shows that there is no difference between them. This indicates that the system attains equilibrium after time \( t = 3 \) units.

8. Conclusion
In this paper, we developed and analysed a Queueing model in which customers arrive to the first Queue and after getting service at first server they may join one of the \( (K-1) \) Queues which are in parallel with certain probability. Here it is assumed that the services are dependent on the content of the buffers. The explicit expressions for system characteristics such as average number of customers in the Queue, probability of idleness of each service station, throughput of the nodes, average waiting time customers in each Queue, utilisation of each server. The sensitivity of the model revealed that the arrival rates and load dependent service time distribution parameters have significant influence on performance measures. The proposed model is very useful for scheduling the Communication networks at LAN, VAN, and MAN. The optimal operating policies of the model with suitable cost considerations were also derived, which will be considered elsewhere.
| Time t | Performance | Transient State | Steady State | Difference between Transient and Steady state | % of variation of variation |
|--------|-------------|----------------|-------------|---------------------------------------------|----------------------------|
| t = 0.1 | \( L_1 \) | 1.1280 | 2.5000 | -1.372 | -121.6312057 |
| | \( L_2 \) | 0.0295 | 0.2143 | -0.1848 | -626.440678 |
| | \( L_3 \) | 0.0573 | 0.3750 | -0.3177 | -554.4502618 |
| | \( L_4 \) | 0.1945 | 1.1667 | -0.9722 | -499.8457584 |
| | \( L \) | 1.4093 | 4.256 | -2.8467 | -201.9938977 |
| | \( P_{0000} \) | 0.2443 | 0.0142 | 0.2301 | 94.1874442 |
| | \( P_{00} \) | 0.3237 | 0.0821 | 0.2416 | 74.63700958 |
| | \( P_{0} \) | 0.9709 | 0.8071 | 0.1638 | 16.7094448 |
| | \( P \) | 0.9443 | 0.6873 | 0.257 | 27.25192714 |
| | \( U_{1} \) | 0.6763 | 0.9179 | -0.2416 | -35.7279122 |
| | \( U_{2} \) | 0.0291 | 0.1929 | -0.1638 | -562.8685979 |
| | \( U_{3} \) | 0.0557 | 0.3127 | -0.257 | -461.4003591 |
| | \( U_{4} \) | 0.1767 | 0.6886 | -0.5119 | -289.700566 |
| | \( Th_{p_{1}} \) | 4.0579 | 5.5075 | -1.4496 | -35.72291067 |
| | \( Th_{p_{2}} \) | 0.2037 | 1.3502 | -1.1465 | -562.875061 |
| | \( Th_{p_{3}} \) | 0.4453 | 2.5017 | -2.0564 | -461.801033 |
| | \( Th_{p_{4}} \) | 1.5907 | 6.1974 | -4.6067 | -289.602062 |
| | \( W_{1} \) | 0.2780 | 0.4539 | -0.1759 | -63.27338129 |
| | \( W_{2} \) | 0.1450 | 0.1587 | -0.0137 | -9.448275862 |
| | \( W_{3} \) | 0.1286 | 0.1499 | -0.0213 | -16.562986 |
| | \( W_{4} \) | 0.1028 | 0.1199 | -0.0043 | -2.6913859 |
| | \( L_{1} \) | 2.4938 | 2.5000 | -0.0062 | -0.248616569 |
| | \( L_{2} \) | 0.2117 | 0.2143 | -0.0026 | -1.228153047 |
| | \( L_{3} \) | 0.3717 | 0.3750 | -0.0033 | -0.887812752 |
| | \( L_{4} \) | 1.1583 | 1.1667 | -0.0084 | -0.725200725 |
| | \( L \) | 4.2555 | 4.256 | -0.0020 | -0.84804025 |
| | \( P_{0000} \) | 0.0145 | 0.0142 | 0.0003 | 2.068965517 |
| | \( P_{0_{1}} \) | 0.0826 | 0.0821 | 0.0005 | 0.605326877 |
| | \( P_{0_{2}} \) | 0.8092 | 0.8071 | 0.0021 | 0.239515571 |
| | \( P_{0_{3}} \) | 0.6896 | 0.6873 | 0.0023 | 0.335266842 |
| | \( P_{0_{4}} \) | 0.3140 | 0.3114 | 0.0026 | 0.828025478 |
| | \( U_{1} \) | 0.9714 | 0.9179 | -0.0035 | -0.054501853 |
| | \( U_{2} \) | 0.1908 | 0.1929 | -0.0021 | -1.100628931 |
| | \( U_{3} \) | 0.3104 | 0.3127 | -0.0023 | -0.740979381 |
| | \( U_{4} \) | 0.6860 | 0.6886 | -0.0026 | -0.379008746 |
| | \( Th_{p_{1}} \) | 5.5044 | 5.5075 | -0.0031 | -0.056318581 |
| | \( Th_{p_{2}} \) | 1.3358 | 1.3502 | -0.0144 | -1.07805689 |
| | \( Th_{p_{3}} \) | 2.4833 | 2.5017 | -0.0184 | -0.740949543 |
| | \( Th_{p_{4}} \) | 6.1738 | 6.1974 | -0.0236 | -0.38226052 |
| | \( W_{1} \) | 0.4531 | 0.4539 | -0.0008 | -0.176561465 |
| | \( W_{2} \) | 0.1585 | 0.1587 | -0.0002 | -0.126182965 |
| | \( W_{3} \) | 0.1497 | 0.1499 | -0.0002 | -0.133600534 |
| | \( W_{4} \) | 0.1876 | 0.1883 | -0.0007 | -0.373134328 |

\( \rho = 0.4 \), \( \lambda = 0.1 \) and \( 3\alpha = 15, \mu = 6, \rho = 7, \mu_4 = 6, \mu_4 = 9, \theta_1 = 0.1, \theta_2 = 0.2 \).
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