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Abstract

Hypergraph partitioning is an important preprocessing step for optimizing data placement and minimizing communication volumes in high-performance computing applications. To cope with ever growing problem sizes, it has become increasingly important to develop fast parallel partitioning algorithms whose solution quality is competitive with existing sequential algorithms.

To this end, we present Mt-KaHyPar, the first shared-memory multilevel hypergraph partitioner with parallel implementations of many techniques used by the sequential, high-quality partitioning systems: a parallel coarsening algorithm that uses parallel community detection as guidance, initial partitioning via parallel recursive bipartitioning with work-stealing, a scalable label propagation refinement algorithm, and the first fully-parallel direct k-way formulation of the classical FM algorithm.

Experiments performed on a large benchmark set of instances from various application domains demonstrate the scalability and effectiveness of our approach. With 64 cores, we observe self-relative speedups of up to 51 and a harmonic mean speedup of 23.5. In terms of solution quality, we outperform the distributed hypergraph partitioner Zoltan on 95% of the instances while also being a factor of 2.1 faster. With just four cores, Mt-KaHyPar is also slightly faster than the fastest sequential multilevel partitioner PaToH while producing better solutions on 83% of all instances. The sequential high-quality partitioner KaHyPar still finds better solutions than our parallel approach, especially when using max-flow-based refinement. This, however, comes at the cost of considerably longer running times.

1 Introduction

Balanced k-way hypergraph partitioning (HGP) is a classical, well-studied optimization problem, whose goal is to divide the vertices of a hypergraph into k blocks of bounded size while minimizing an objective function on hyperedges that connect two or more blocks. A commonly used objective function is the connectivity metric, which aims to minimize the number of blocks connected by a hyperedge. HGP has applications in various domains such as VLSI design [5], scientific computing [12], storage sharding for distributed databases [15, 30], and hypergraph processing frameworks for network analysis [23, 29]. Generally speaking, it can be used to accurately optimize data or workload distribution for distributed computer systems with limited memory and expensive communication. Since hypergraph partitioning is NP-hard [38], most state-of-the-art partitioners use heuristic multilevel algorithms [24].

These algorithms create a hierarchy of successively smaller and structurally similar hypergraphs by contracting pairs or clusters of vertices (coarsening phase). Once the coarsest hypergraph is small enough, an initial partition is computed. Subsequently, the contractions are reverted level-by-level, and, on each level, local search heuristics are used to improve the partition from the previous level (refinement phase), e.g. using the classical FM algorithm [21] or simple greedy heuristics [31].

In recent years, problem sizes have grown beyond what full-fledged multilevel single-threaded codes can handle in reasonable time. This resulted in very fast and simple algorithms that avoid the multilevel framework but yield solutions of inferior quality [9]. As solution quality directly impacts the scalability of the application this seems to be a bad trade-off. Hence, parallelization of the components of the multilevel framework is an important avenue for research. Most of the work on parallelization has focused on distributed-memory systems [18, 55]. However, shared-memory systems offer more algorithmic options, so that solution quality will be closer to the highly-tuned sequential codes.

Contribution. In this work, we present our shared-memory parallel multilevel hypergraph partitioning system Mt-KaHyPar that is able to partition hypergraphs with billions of pins in a matter of minutes. To the best of our knowledge, it is the first shared-memory parallel hypergraph partitioner, and the first partitioner to implement fully-parallel direct k-way FM refinement [21]. We contribute parallel implementations of a clustering algorithm for coarsening, an efficient parallel contraction algorithm, a community detection algorithm to guide the coarsening, initial partitioning via recursive bipartitioning with work-stealing, a number of techniques to maintain and verify gains in parallel, as well as a scalable label propagation refinement algorithm [31]. Our gain calculation techniques include an exact gain recalculation algorithm that allows for paral-
elizing a step of the FM algorithm that was previously deemed inherently sequential [39]. The algorithms are implemented using the parallel primitives of Intel’s TBB library to leverage work stealing in all stages.

**Results.** Mt-KaHyPar achieves good speedups – up to a factor of 51 on a machine with 64 cores and a harmonic mean speedup of 23.5. It provides similar quality as the fastest sequential partitioner PaToH [12] in its quality preset and has similar average running time as PaToH’s default preset when using 10 cores of a 20-core machine. Further, it is much faster than the high-quality sequential partitioners hMetis [31, 33] and KaHyPar [3, 26, 27] and produces solutions of similar quality when given the same running time for additional repetitions. On a second benchmark set with larger instances, it produces better solutions than the distributed hypergraph partitioner Zoltan [18] on 95% of the instances, while still being a factor of 2.1 faster, when both use 64 cores. It is even slightly faster than PaToH’s default preset with just 4 cores on these larger instances and produces partitions with higher quality on 83% of the instances.

**Outline.** Our paper is structured according to the different phases of the multilevel framework. We introduce notation in Section 2 and discuss related work in Section 3. Subsequently, we describe our coarsening algorithm in Section 4, initial partitioning in Section 5, various gain calculation techniques in Section 6, as well as our refinement algorithms in Sections 7-9. Additionally, we describe engineering aspects in Section 10, before discussing our extensive experimental evaluation in Section 11 and presenting future work in Section 12.

## 2 Preliminaries

A weighted hypergraph $H = (V, E, c, \omega)$ is defined as a set of vertices $V$ and a set of hyperedges/nets $E$ with vertex weights $c : V \to \mathbb{R}_{\geq 0}$ and net weights $\omega : E \to \mathbb{R}_{> 0}$, where each net $e$ is a subset of the vertex set $V$ (i.e., $e \subseteq V$). The vertices of a net are called its pins. We extend $c$ and $\omega$ to sets in the natural way, i.e., $c(U) := \sum_{v \in U} c(v)$ and $\omega(F) := \sum_{e \in F} \omega(e)$. A vertex $v$ is incident to a net $e$ if $v \in e$. $I(v)$ denotes the set of all incident nets of $v$. The degree of a vertex $v$ is $d(v) := |I(v)|$. The size $|e|$ of a net is the number of its pins. We call two nets $e_i$ and $e_j$ with different identifiers $i \neq j$ identical if they have the same pins $e_i = e_j$.

A $k$-way partition of a hypergraph $H$ is a surjective function $\Pi : V \to \{1, \ldots, k\}$. The blocks $V_i := \Pi^{-1}(i)$ of $H$ are the inverse images. A 2-way partition is also called a bipartition. We call $\Pi \varepsilon$-balanced if each block $V_i$ satisfies the balance constraint: $c(V_i) \leq L_{\text{max}} := (1 + \varepsilon)\left[\frac{c(V)}{k}\right]$ for some parameter $\varepsilon \in (0, 1)$. The balanced $k$-way hypergraph partitioning problem (HGP) asks for an $\varepsilon$-balanced $k$-way partition of $H$.

For each net $e$, $\lambda(e) := \{|e| \in \mathbb{N}\}$ denotes the connectivity set of $e$. The connectivity $\lambda(e)$ of a net $e$ is the cardinality of its connectivity set, i.e., $\lambda(e) := |\lambda(e)|$. A net is called a cut net if $\lambda(e) > 1$, otherwise (i.e., if $|\lambda(e)| = 1$) it is called an internal net. A vertex $u$ that is incident to at least one cut net is called a boundary vertex. The number of pins of a net $e$ in block $V_i$ is denoted by $\Phi(e, V_i) := |\{V_i \cap e\}|$.

In this paper we focus on the connectivity metric $(\lambda - 1)(\Pi) := \sum_{e \in E} (\lambda(e) - 1) \omega(e)$. Given a partition $\Pi$, moving $u$ from its block $\Pi(u)$ to $V_j$ improves the connectivity metric by $\omega(\{e \in I(u) \mid \Phi(e, \Pi(u)) = 1\}) - \omega(\{e \in I(u) \mid \Phi(e, V_j) = 0\})$. This term is called the gain of the move.

## 3 Related Work

We refer the reader to surveys [5, 7, 43, 51] for a more general overview of (hyper)graph partitioning. There are a number of shared-memory graph partitioners [2, 14, 37, 41], distributed graph partitioners [32, 40, 42, 57], and distributed hypergraph partitioners [18, 30, 55]. We are not aware of published shared-memory hypergraph partitioning algorithms, except one paper [13] on parallelizing the clustering and matching algorithms used in the coarsening phase of PaToH [12].

The matching algorithms [14, 18, 32, 37, 57] and clustering algorithms [2, 12, 13, 33] used by different partitioners in the coarsening phase are directly amenable to parallelization, often with only minor quality losses [13].

Parallel initial partitioning is usually done by calls to sequential multilevel algorithms with different random seeds [2, 14, 18, 28, 55]. The parallel graph partitioners Mt-Metis [36, 37] and ParMetis [32] use parallel recursive bipartitioning and split up threads for independent recursive calls. For the refinement phase, sequential partitioners use Fiduccia-Mattheyses (FM) [21] or Kernighan-Lin (KL) [34] local search heuristics to improve partitions at each level. FM repeatedly performs a vertex move (vertex pair swap for KL) with the highest gain (may be negative), and then returns the best observed solution. Allowing moves with negative gain enables FM and KL to escape local minima. To speed up local search, both are often only initialized with boundary vertices.

FM and KL have been deemed notoriously difficult to parallelize due to their serial move order [36] and are P-complete [50]. The graph partitioners Scotch [14], Jostle [57] and KaPPa [28] perform sequential 2-way FM refinement on independent block pairs, which yields limited parallelism. Parkway [55], Mt-KaHIP [2], and...
ParHiP [42] use size-constrained label propagation [48] [12]. Vertices are visited in parallel. For each vertex, the move with highest positive gain (based on the current view) is immediately performed. The greedy refinement [37] of Mt-Metis extends label propagation by inserting boundary vertices into thread-local priority queues and repeatedly performing the highest positive gain move on each thread. Note that greedy refinement and label propagation do not perform negative gain moves. The hill-scanning algorithm [36] of Mt-Metis improves the greedy refinement by escaping local minima, but only uses an approximate gain definition. If the next move from a thread-local priority queue has negative gain, it attempts to find additional negative gain moves around this move, which yield overall positive gain if performed together. This is similar to the localized FM of KaHIP [49] but hill-scanning performs the set of moves as soon as it yields positive combined gain, instead of rolling back to the best seen solution like KaHIP.

To the best of our knowledge, Mt-KaHIP [2] is the only graph partitioner with a parallel $k$-way FM variant, but even this algorithm has a sequential part that can become a bottleneck [1] p. 133. It is based on the localized multi-try FM of KaHIP [49]. The threads perform FM local searches that do not overlap on vertices. Each thread initializes its search with a different boundary vertex, and gradually expands around it by claiming neighbors of moved vertices. After the searches terminate, the move sequences of the threads are concatenated into one, for which gains are recomputed sequentially. The best prefix of that sequence is applied.

SHP [30] is a non-multilevel distributed hypergraph partitioner which uses a modified objective function to reduce the effect of zero gain moves. It performs distributed label propagation but first collects the number of performed moves between blocks and approves them in a probabilistic fashion.

4 Coarsening

The purpose of the coarsening phase is to provide a sequence of structurally similar and successively smaller (coarser) hypergraphs $(H_0 = H, H_1, \ldots, H_r)$, to enable fast improvements in the refinement phase. We obtain a coarser hypergraph $H_{i+1}$ from the finer $H_i$ by contracting a vertex clustering of $H_i$. Vertices of the same cluster $C$ are merged into a coarse vertex with weight $\sum_{e \in I(u) \cap I(C)} \omega(e)$. The incident nets of the coarse vertex are obtained from the union of the nets of its constituents. For each net $e$ of $H_i$, its pins are replaced by their corresponding coarse vertex in $H_{i+1}$. Nets consisting of a single pin are discarded. From a set of identical nets (containing the same pins in $H_{i+1}$) we keep one representative and aggregate their weights.

The coarsening process is repeated until the coarsest hypergraph $H_r$ has less than $160 \cdot k$ vertices, which is sufficiently small for initial partitioning. Contracting clusterings instead of matchings – as traditionally done in graph partitioning – was already proposed for PaToH and hMetis-K [12] [31]. These algorithms are amenable to parallelization and there already exists a parallel implementation with good speedups on a commodity machine [13]. While the different clustering algorithms share similarities, our algorithm uses less locking than those proposed in Ref. [13] and employs explicit on-the-fly conflict resolution. After describing the clustering algorithm, we outline the parallel contraction algorithm and then describe an approach to enhance coarsening by restricting contractions to densely connected regions that was already proposed for KaHyPar [27].

4.1 Clustering. Initially each vertex is in its own cluster. We iterate over the vertices in random order in parallel. For each vertex $u$ we compute the best cluster $C$ to join according to the heavy-edge rating function [12] [27] [33]

$$r(u,C) := \sum_{e \in I(u) \cap I(C)} \frac{\omega(e)}{|e| - 1},$$

which prefers clusters that share a large number of heavy nets of small size with $u$. Additionally, $C$ must fulfill a weight constraint $c(C) \leq \lceil \frac{c(V)}{100k} \rceil$ to ensure that a balanced partition exists.

Each vertex can be in one of three states: singleton, currently joining a cluster, or part of a multi-vertex cluster. We use compare-and-swap instructions to ensure consistency of vertex states and fetch-and-add instructions for cluster weights. If vertex $u$ is in a singleton cluster, we find a cluster $C$ for $u$ to join, and atomically set the state of $u$ to joining. The join operation succeeds directly if $C$ is a multi-vertex cluster. Otherwise, if $C$ is a singleton, we try to atomically change the state of the vertex $v$ in $C$ to joining. If that succeeds, $u$ joins $C$ and both $u$ and $v$ are marked as part of a multi-vertex cluster. In the case that $v$ is currently trying to join some cluster, we spin in a busy-waiting loop until the state of $v$ is updated to multi-vertex cluster by some other thread, and then join its new multi-vertex cluster. In that loop, we check if $u$ is part of a cycle of vertices trying to join each other. If so, the vertex with the smallest ID in the cycle gets to join its desired cluster, thus breaking the cycle.

We proceed to the contraction phase after one pass over the vertices or as soon as the current clustering reduces the number of vertices by more than a factor of
2.5. The weight constraint on coarse vertices can lead to passes in which only few vertices are contracted. If a pass reduces the number of vertices by less than a factor of 1.01, we still perform the remaining contraction and then proceed to initial partitioning, even if the 160 · k vertex limit is not reached.

4.2 Contraction. Contracting vertex clusters into a coarser hypergraph consists of several steps. First, we remap cluster IDs to a consecutive range by computing a parallel prefix sum on an array that has a one at position i if i is a used cluster ID and zero otherwise. Then, we accumulate the weights of vertices in each cluster using atomic fetch-and-add instructions. Subsequently, we map the pins of each net to their cluster IDs, and remove duplicate pins by sorting the remapped pins of each net and keeping only the first occurrence of a vertex. Furthermore, we remove nets with a single pin and replace multiple identical nets by a single net with aggregated weight. Finally, we construct two adjacency arrays used to iterate over pins and incident nets, by computing parallel prefix sums over the sizes of the remaining nets (resp. degrees).

For identical net detection we parallelize the INRSHT algorithm of Aykanat et al. \([6, 17]\). It uses fingerprints \(\sum_{c \in C} v^2\) to eliminate unnecessary pairwise comparisons between nets. Nets with different fingerprints or different sizes cannot be identical. We distribute the fingerprints and their associated nets to the threads using a hash function. Each thread sorts the nets by their fingerprint and size and then performs pairwise comparisons on the subranges of potentially identical nets. We aggregate the weights of identical nets at a representative and mark the others as invalid. We skip comparisons with invalidated nets.

4.3 Community Detection Enhancement. We enhance the coarsening process by prohibiting contractions between sparsely connected vertices of the hypergraph. KaHyPar \([27]\) uses community detection on the bipartite graph representation of the hypergraph \([53]\) to identify densely connected vertex clusters. Contractions are then only allowed between vertices in the same cluster. This substantially improves the quality of both the initial and the final partition. We use the parallel Louvain method (PLM) of Staudt and Meyerhenke \([10, 54]\) for modularity maximization, which is a widely used objective function for community detection \([11, 43]\). Initially, each vertex is in its own cluster. PLM iterates in parallel over the vertices. A vertex is moved to a cluster in its neighborhood with the highest positive modularity improvement. This is repeated for up to 5 rounds or until less than 1% of the vertices were moved in a round. If any vertex was moved, the process is repeated on the graph obtained from contracting the clusters.

5 Initial Partitioning

We compute initial k-way partitions via multilevel recursive bipartitioning using our parallel coarsening and refinement. Initial 2-way partitions on the coarsest hypergraphs are computed with the same portfolio of algorithms that is used in KaHyPar \([52]\). The portfolio contains 9 different sequential algorithms, including greedy hypergraph growing \([12]\), random assignment, hypergraph growing with label propagation, and alternating BFS \([25]\). Each is executed 20 times, which results in a lot of available task-based parallelism. Additionally, each initial bipartition is refined using label propagation, and each thread performs sequential 2-way FM refinement on the best initial bipartition that it worked on. Subsequently, we select the best of the initial bipartitions for the refinement stage.

Other parallel partitioners either perform independent calls to sequential partitioners \([2, 14, 18, 28, 55]\), or perform recursive bipartitioning but divide the thread pool to work on independent recursive calls \([32, 37]\). We argue that employing work-stealing in coarsening and refinement, e.g., using TBB’s task scheduler and its parallel primitives, is vital for the performance of initial partitioning via recursive bipartitioning. Even coarse hypergraphs may contain many large nets \([30]\), unlike graphs, where the number of edges is bounded by \(|V|^2\). Additionally, the coarsening algorithm may be unable to contract the hypergraph down to the contraction limit, as discussed at the end of Section \(4.1\). This may lead to unequally dense sub-hypergraphs in recursive calls and thus to load imbalance.

6 Parallel Gain Calculation

Because vertices are moved simultaneously it is inherently difficult for parallel partitioners to compute exact gain values. For example, the gain of a vertex move can change between its initial calculation and the actual execution of the move. Similarly, two simultaneous moves can worsen the solution quality, even if each individual gain suggested an improvement \([37]\). Our refinement algorithms have different requirements for calculating and verifying gains, depending on whether vertices are immediately moved as they are explored (label propagation, see Section \(7\)) or not (FM, Section \(8\)). In the following, we describe a technique named attributed gains to track the overall improvement and double-check the gain of a move (label propagation), a parallel gain cache (FM), and a novel algorithm for recomputing exact gains of a move sequence in parallel (FM).
6.1 Data Structures for Gain Calculation. In our partition data structure we store and maintain the pin counts $\Phi(e, V_i)$ and connectivity sets $\Lambda(e)$ for each net $e$ and block $V_i$. To save memory, we use a packed representation with $\lceil \log(\max_{e \in E} |e|) \rceil$ bits per entry for the $\Phi(e, V_i)$-values, and we use a bitset of size $k$ to store the connectivity set $\Lambda(e)$. Using pop-count and count-leading-zeros instructions, we can efficiently iterate over the connectivity sets. We use a separate spin-lock for each net $e$ to synchronize writes to $\Phi(e, V_i)$ and $\Lambda(e)$, since we cannot use atomic fetch-and-add instructions due to the packed representation. Each thread holds at most one spin-lock at a time, and, in particular, we do not lock all incident nets of a vertex before moving it. Reads are not synchronized.

6.2 Attributed Gains. Since we cannot rely on the correctness of computed gains, we additionally compute an attributed gain for each move based on the synchronized writes to $\Phi(e, V_i)$. We attribute a connectivity reduction by $\omega(e)$ to the move that reduces $\Phi(e, V_i)$ to zero and an increase by $\omega(e)$ for increasing it to one. Since we only lock one incident net at a time (not all at once) when moving a vertex, this scheme may distribute the contributions to different threads. Hence, there is still no guarantee on the correctness of one attributed gain. However, the sum of the attributed gains equals the overall connectivity reduction. We use attributed gains as a secondary check for our label propagation refinement algorithm and to correctly track the connectivity metric.

6.3 Gain Caching. For our FM algorithm, we propose to use a gain cache as we do not move vertices immediately after exploring them. We use atomic fetch-and-add instructions to update the gains as vertices are moved. Instead of storing $g_i(u)$, we store $b(u)$ and $p_i(u)$ separately for each vertex $u$, so that changes to $b(u)$ only require one update, instead of updates to $k$ gain values. Gains can be looked up in constant time and we use $O(|V| \cdot (k+1))$ memory in total. Now, let vertex $u$ be moved from $V_a$ to $V_b$. For each net $e \in I(u)$, we update $b(u)$ and $p_i(u)$ using atomic fetch-and-add instructions as follows:

1. If $\Phi(e, V_a) = 0$, then $\forall v \in e : p_a(v) = p_a(v) + \omega(e)$
2. If $\Phi(e, V_a) = 1$, then $\forall v \in e \cap V_a : b(v) = b(v) + \omega(e)$
3. If $\Phi(e, V_b) = 1$, then $\forall v \in e : p_b(v) = p_b(v) - \omega(e)$
4. If $\Phi(e, V_b) = 2$, then $\forall v \in e \cap V_b : b(v) = b(v) - \omega(e)$

The update conditions are checked via the synchronized writes to $\Phi(e, V_a)$ and $\Phi(e, V_b)$. Since we use only one memory location for $b(u)$, and not one for each block, the term can no longer be correctly updated after vertex $u$ is moved. Our FM algorithm is organized in rounds in which each vertex can be moved at most once. Therefore, we recalculate $b(u)$ for every moved vertex $u$ after each round.

6.4 Parallel Gain Recalculation. Finally, we propose a parallel algorithm to recompute exact gains of vertex moves if they are supposed to be performed in a given order, as is the case for FM. This approach is of independent interest to graph partitioning, as Mt-KahLP 2 does this step sequentially.

Given a sequence of vertex moves $M = \langle m_1, \ldots, m_t \rangle$, we want to compute the exact gain of each move, as though they were performed sequentially in this order. Let $V_j^i$ denote the vertices in block $V_i$ after the first $j - 1$ moves are performed, i.e., $m_j$ is the next move to be performed. Now, let $m_j$ move vertex $u_j$ from block $V_a$ to $V_b$. Recall that the gain of $m_j$ is $\omega(\{e \in I(u_j) \mid \Phi(e, V_a^i) = 1\}) - \omega(\{e \in I(u_j) \mid \Phi(e, V_b^i) = 0\})$.

The following lemma yields equivalent conditions to $\Phi(e, V_j^i) = 1$ and $\Phi(e, V_j^i) = 0$ that are easier and more memory-efficient to compute in parallel than to compute all $\Phi(e, V_j^i)$ values.

**Lemma 6.1.** Let $j \in \{1, \ldots, t\}$, let $m_j$ move $u_j$ from $V_a$ to $V_b$, and let $e \in I(u)$. Then $\Phi(e, V_j^i) = 1$ if and only if $\Psi(e, V_a) = 0$, $j = \max(\mu_{out}(e, V_a))$, and $\min(\mu_{in}(e, V_a)) > j$. Similarly, $\Phi(e, V_j^i) = 0$ if and only if $\Psi(e, V_b) = 0$, $j = \min(\mu_{in}(e, V_b))$, and $\max(\mu_{out}(e, V_b)) < j$. 


Proof. We only prove the first statement, the second can be proven similarly. \( \Rightarrow \): If \( \Phi(e, V_d) = 1 \) then \( u_i \) is the last vertex of \( V_d \) remaining, as no vertex moved into \( V_d \) this round can be moved out again. Hence, it follows that \( j = \max(\mu_{\text{out}}(e, V_a)) \) and thus also \( \Phi(e, V_d^j) = |\mu_{\text{out}}(e, V_a)| \). Now, we prove \( l := \min(\mu_{\text{in}}(e, V_a)) > j \). First, observe that \( l \neq j \) since \( m_j \) moves out of \( V_a \). Assume for the sake of contradiction that \( l < j \). Then \( \{u_i, u_j\} \subset V_d^i \) and thus \( \Phi(e, V_d^i) \geq 2 \), a contradiction to \( \Phi(e, V_d^j) = 1 \).

\( \Leftarrow \): \( \Psi(e, V_a) = 0 \) means that all vertices of \( V_a \) were moved out of \( V_a \) in the current FM round. If \( j = \max(\mu_{\text{out}}(e, V_a)) \) then \( m_j \) is the last of these moves. Additionally, \( j < \min(\mu_{\text{in}}(e, V_a)) \) means that no vertex was moved into \( V_a \) prior to \( m_j \). Combining these yields \( \Phi(e, V_d^{j+1}) = 0 \), from which \( \Phi(e, V_d^j) = 1 \) follows, because \( m_j \) moves out of \( V_a \).

We iterate over \( \mathcal{M} \) in parallel, and over the incident nets \( e \in I(u_j) \) sequentially. In each step, we use early-exit compare-and-swap loops to update \( \max(\mu_{\text{out}}(e, V_a)) \) and \( \min(\mu_{\text{in}}(e, V_a)) \), and atomic fetch-and-add instructions for \( \Psi(e, V_a) \). In a second step, we again iterate over \( \mathcal{M} \) in parallel and use the data from the first step to assign the exact gain to each move using Lemma 6.1.

The compare-and-swap loops require \( O(|E| \cdot k) \) memory. For nets \( e \) with only few pins, it is feasible to recompute the data from Lemma 6.1 at every moved pin. Currently, our implementation does the recomputation if \( |e| = 2 \), thus saving \( O(k) \) memory on every such edge. This is sufficient to make the memory overhead negligible on our benchmark sets.

7 Label Propagation

Our first refinement algorithm is a parallel version of the greedy refinement heuristic implemented in \texttt{hMetis-K} \cite{42}, which is also called size-constrained label propagation in \texttt{ParHIP} \cite{43}. It bears resemblance to the clustering algorithms for coarsening and community detection. In each round, we iterate in parallel over all boundary vertices that are eligible to be moved. In the first round, each boundary vertex is eligible. For each eligible vertex \( u \) we compute the gain of moving it to any of its neighboring blocks by iterating over its incident nets \( e \in I(u) \) and their connectivity sets \( \Lambda(e) \). Then, we move \( u \) to the block with the highest positive gain that does not violate the balance constraint. We also perform moves with zero gain that improve the balance. After the move, we attribute a gain to the move based on the partition data structure updates, as described in Section 6.2. If the attributed gain is negative, we revert the move. We rarely observed this in practice. If \( u \) is moved, then \( u \) and its neighbors are made eligible to move in the next round. Experiments indicate that a small number of rounds (we use 5) suffice for convergence \cite{42}. We use atomic fetch-and-add instruction to update block weights to ensure that the balance constraint is never violated.

8 Direct \textit{k}-way FM

Our second refinement algorithm is a parallel version of the classical FM local search \cite{21}. Sequential FM consists of two phases: finding a sequence of moves by repeatedly performing a feasible move with highest gain followed by reverting moves back to the prefix with the highest gain in that sequence. We implement a relaxed version of the first phase that performs non-overlapping localized FM searches on different threads to obtain a global sequence of moves. The second phase consists of two steps: recalculate the exact gain of each move in that sequence (for which we propose a novel parallel algorithm in Section 6.4), followed by a combined parallel prefix sum and reduce operation to find the prefix in that sequence that provides the best gain and is balanced. In the following, we describe the first phase in more detail.

8.1 Localized Searches. An FM round starts with inserting all boundary vertices into a globally shared task queue and randomly shuffling the queue. We perform independent localized FM local searches to find promising vertex moves. Each search gradually expands around a constant number (we use 25) of starting vertices polled from the task queue. The searches are non-overlapping, i.e., threads acquire exclusive ownership of vertices, although hyperedges can touch multiple searches. Inserting a vertex \( u \) into the local search of a thread entails acquiring ownership of \( u \) by atomically setting a bit, looking up the gains for moving \( u \) to any of the blocks, and inserting \( u \) into a priority queue (PQ) with the highest gain as key. Gains are stored and updated using a gain cache as explained in Section 6.3 that is shared among threads. In particular, gain cache updates are visible to other threads, which yields adequately accurate gains at the time a vertex is moved.

We repeatedly extract and perform the feasible move with highest gain in the PQ. After extracting a vertex from the PQ, we recompute the best move for that vertex using the gain cache. If the gain of this move is worse than the key stored in the PQ, we reinsert the vertex with its new gain. This way, we update the PQs to changes made by other threads. After moving a vertex, we insert its neighbors into the local search or update their gain in the PQ if they were
already inserted. We skip vertices that were already moved or are owned by other threads. The localized search finishes if the PQ becomes empty, the adaptive stopping rule of KallyPar is triggered, or more than a certain number of threads unsuccessfully polled the task queue. The last condition ensures a certain level of parallelism. After each localized search, we release ownership of vertices that were not moved so that other threads can use them. If in the meantime another thread polled a released vertex from the task queue, we reinsert it. We repeatedly start localized searches until the task queue is empty. Once the task queue is empty, we proceed to the second phase, where we recalculate the gains of the global move sequence (see Section 6.4) and keep the highest gain prefix of the global move sequence.

8.2 Applying Moves. After each localized search, we keep the moves in the best prefix of the thread-local move sequence, and revert the remaining moves. We use fetch-and-add instructions to assign global IDs to vertex moves as they are applied to the global partition, and store them in a vector that represents the global move sequence. We use two different ways to apply moves to the global partition. In the global approach, moves are immediately applied as the searches find them. This means moves are also reverted on the global partition and other threads temporarily see these. In the local approach, moves are first applied to a thread-local partition and only the best local prefix is applied to the global partition. This requires thread-local hash tables for storing changes to the partition and gains. The local approach yields better solution quality, but can incur a large memory and running time overhead on instances with many large nets, e.g., dual SAT instances. By default we use local. After each localized search we check if the memory consumption of the hash tables exceeds a threshold. If the threshold is exceeded, we switch to global. After each FM round we check if a time limit is triggered, or more.

9 Rebalancing

While our refinement algorithms are guaranteed to produce balanced solutions, it turns out that intermediate balance violations improve solution quality. The intuition behind this is that localized FM searches may each find good improvements but their combination is barely infeasible. Hence, we relax the balance constraint for the second FM phase (the rollback step) by using $\varepsilon' = 1.25 \cdot \varepsilon$ instead of $\varepsilon$. This value was obtained from preliminary experiments. If the partition is still imbalanced on the finest level, we rebalance it using an approach that is similar to label propagation. We iterate over the vertices in parallel. If a vertex is in an over-loaded block and can be moved with non-negative gain, we perform the move immediately. Negative-gain moves are collected in thread-local priority queues. If the partition is still imbalanced after performing all non-negative gain moves, we perform the moves with the smallest increase in connectivity from the priority queues, in a second step.

10 Engineering Aspects

In the following, we outline engineering aspects that are necessary to enhance the performance of our system.

10.1 Memory Allocation. Memory allocations are a significant bottleneck, which is why we implement a custom memory pool. We estimate the memory needed by our data structures, categorized by the stage in the multilevel algorithm, and then allocate for the peak memory usage across all stages. At the end of a stage, we pass the memory along to the next stage, and initialize data structures in parallel. Further, we use the TBB scalable allocator for concurrent memory allocations.

10.2 Rating Aggregation. For community detection and coarsening, we aggregate ratings for neighboring clusters of each vertex. This is traditionally done with a vector of size $|V|$. Cache friendliness (on non-shared caches) is fundamental since the bandwidth to main memory is shared between threads. We use fixed-capacity linear probing hash tables, and resort to the vector if the expected fill ratio exceeds $1/4$ of the capacity. We conservatively estimate the fill grade as the vertex degree for community detection, and as the sum of the sizes of incident nets for coarsening.

10.3 Random Shuffling. For community detection and coarsening, we visit vertices in a random order. We use a block-shuffling scheme that does not guarantee uniform randomness but suffices for our purposes. We divide the array into $2p$ equally-sized blocks. Each thread swaps two random blocks and shuffles them.

10.4 FM – Boundary Vertices. We iterate in parallel over all vertices to collect boundary vertices in a shared task queue consisting of thread-local vectors. To randomize the order in which vertices are polled from the task queue, each thread shuffles its local vector. Additionally, we use a tbb::concurrent_queue to reinsert vertices that were not moved at the end of a localized search. We only reinsert vertices that were polled
from the task queue by another thread (which obviously could not claim ownership). To find starting vertices, each thread first polls its local vector, then the `tbb::concurrent_queue`, and then tries to steal from other threads.

11 Experiments

Our code is implemented in C++17\(^1\) parallelized with work-stealing using the TBB library\(^2\), and compiled using g++9.2 with the flags `-O3 -mtune=native -march=native`. For parallel partitioners we add a suffix to their name to indicate the number of threads used, e.g., Mt-KaHyPar 64 for 64 threads. We omit the suffix for sequential partitioners.

11.1 Instances. Our instances are derived from four sources encompassing three application domains: the ISPD98 VLSI Circuit Benchmark Suite\(^3\), the DAC 2012 Routability-Driven Placement Contest\(^4\), the SuiteSparse Matrix Collection\(^5\), and the 2014 SAT Competition\(^6\). We translate sparse matrices to hypergraphs using the row-net model\(^7\) and SAT instances to three different hypergraph representations: literal, primal, and dual\(^8\) (for more details see also\(^9\)). All hypergraphs have unit vertex and net weights.

For comparison with sequential partitioners, we use the established benchmark set of Heuer and Schlag\(^10\), which contains 488 hypergraphs (referred to as set A). Since set A contains many small instances, we composed a new benchmark set (referred to as set B) consisting of 94 much larger hypergraphs to evaluate speedups and to compare Mt-KaHyPar with parallel partitioners. It consists of 42 instances from the SuiteSparse Matrix Collection\(^11\) that represents a randomly sampled subset of all available matrices with more than 15 million non-zero entries, all ten DAC instances\(^12\) of set A, as well as the 24 largest SAT instances of set A extended with 18 additional larger instances from\(^13\).

11.2 System. We use two different machines. Machines of type A are nodes of a cluster with Intel Xeon Gold 6230 processors (2 sockets with 20 cores each) running at 2.1 GHz with 96GB RAM. These are used for the comparison with sequential partitioners, as these experiments take roughly 3.5 CPU years overall. Machine B is an AMD EPYC Rome 7702P (1 socket with 64 cores) running at 2.0–3.35 GHz with 1024GB RAM.

On set A and machine A, we compare Mt-KaHyPar to the following sequential hypergraph partitioners: KaHyPar-CA\(^14\) (n-level partitioner with similar algorithmic components as Mt-KaHyPar), the latest version KaHyPar-HFC\(^15\) (extends KaHyPar-CA with flow-based refinement), the recursive bisection version (hMetis-R) of hMetis 2.0\(^16\), as well as the speed (PaToH-S), default (PaToH-D), and quality preset (PaToH-Q) of PaToH 3.3\(^17\).

On set B and machine B, we compare Mt-KaHyPar to the distributed partitioner Zoltan 3.83\(^18\). Unfortunately, we are not able to include Parkway\(^19\). The Parkway version available on GitHub\(^20\) either hangs infinitely or crashes with a segmentation fault. Additionally, we asked the author of PaToH for a version with parallel coarsening\(^21\) but were unable to obtain it. Since only one phase is parallel, even the good speedups of factor 5-6 on 8 cores in that phase do not translate to overall speedups greater than a factor of 2.

11.3 Methodology. Experiments on set A are executed with \(k \in \{2, 4, 8, 16, 32, 64, 128\}\), \(\varepsilon = 0.03\), ten different seeds and a time limit of eight hours. Experiments on set B are executed with \(k \in \{2, 8, 16, 64\}\), \(\varepsilon = 0.03\), five seeds and a time limit of two hours. Each partitioner optimizes the connectivity metric which we also refer to as the quality of a partition.

For each instance (hypergraph and number of blocks \(k\)), we aggregate quality and running times using the arithmetic mean (over all seeds). To further aggregate over multiple instances, we use the harmonic mean for relative speedups, and the geometric mean for absolute running times, to give each instance a comparable influence. Runs with imbalanced partitions are not excluded from aggregated running times. For runs that exceeded the time limit we use the time limit in the aggregates. Only if all runs of an algorithm produced imbalanced partitions on an instance, we mark it with X in the plots, and similarly mark instances for which all runs exceeded the time limit with ⊙.

To compare the solution quality of different algorithms, we use performance profiles\(^22\). Let \(\mathcal{A}\) be the set of all algorithms we want to compare, \(\mathcal{I}\) the set of instances, and \(q_{A}(I)\) the quality of algorithm \(A \in \mathcal{A}\) on instance \(I \in \mathcal{I}\). For each algorithm \(A\), we plot the fraction of instances (y-axis) for which \(q_{A}(I) \leq \tau \cdot \min_{A'\in \mathcal{A}} q_{A'}(I)\), where \(\tau\) is on the x-axis. For \(\tau = 1\), the y-value indicates the percentage of instances for which an algorithm \(A \in \mathcal{A}\) performs best. Note that these plots relate the quality of an algorithm

\(^1\)Mt-KaHyPar is available from https://github.com/kahypar

\(^2\)mt-kahypar

\(^3\)The benchmark sets and detailed statistics of their properties are publicly available from http://algo2.iti.kit.edu/heuer/alenex21/

\(^4\)https://github.com/parkway-partitioner/parkway
to the best solution and thus do not permit a full ranking of three or more algorithms.

Additionally, we use the effectiveness tests proposed by Ahkremtsev et. al. [2] to compare solution quality when two algorithms are given a similar running time, by performing virtual repetitions with the faster algorithm. We generate virtual instances that we compare using performance profiles. Consider two algorithms $A$ and $B$, and an instance $I$. We first sample one run of both algorithms on $I$. Let $t_A^1, t_B^1$ be their running times and assume that $t_A^1 \geq t_B^1$. We sample additional runs without replacement for $B$ until their accumulated time exceeds $t_A^1$ or all runs have been sampled. Let $t_B^2, \ldots, t_B^l$ denote their running times. We accept the last run with probability $(t_A^1 - \sum_{i=1}^{l-1} t_B^i)/t_B^l$ so that the expected time for the sampled runs of $B$ equals $t_A^1$. The solution quality is the minimum out of the sampled runs. For each instance, we generate 20 virtual instances.

### 11.4 Scalability

In Figure 4 and Table 4 we summarize the speedups of Mt-KaHyPar with varying number of threads ($p \in \{4, 16, 64\}$) for each algorithmic component on set B. The plot, we represent the speedup of each instance as a point and the cumulative harmonic mean speedup over all instances with a single-threaded running time $\geq x$ seconds with a line.

The overall harmonic mean speedup of Mt-KaHyPar is 3.4 for $p = 4$, 10.8 for $p = 16$ and 18.4 for $p = 64$. If we only consider instances with a single-threaded running time $\geq 100$s, we achieve a harmonic mean speedup of 23.5 for $p = 64$. For $p = 4$, the speedup is at least 3 on over 90% of our instances.

Community detection and coarsening share many similarities in their implementation and both show reliable speedups for increasing number of threads. For the remaining three components, we observe that longer single-threaded execution leads to substantially better speedups. For initial partitioning, increasing the number of threads from 16 to 64 can even be harmful for instances with a single-threaded running time of one second or less. While label propagation refinement yields the least promising speedups, it is substantially faster than the other components, taking less than 10% of the overall running time on over 95% of the instances, for $p = 64$. Our algorithms do not perform any expensive arithmetic calculations. Hence, scalability is limited by memory bandwidth, which makes achieving perfect speedups difficult.

### 11.5 Comparison with other Systems

Figure 2 compares the quality of Mt-KaHyPar with different sequential (left and middle) and parallel hypergraph partitioners (right). If we compare Mt-KaHyPar 10 with each sequential partitioner individually, Mt-KaHyPar 10 produces partitions with better quality than PaToH-S, PaToH-D, PaToH-Q, hMetis-R, KaHyPar-CA, KaHyPar-HFC on 95.2%, 81.4%, 58%, 40.1%, 18.1%, and 7.4% of the instances of set A, respectively. For set B, Mt-KaHyPar 64 computes better partitions than Zoltan 64 on 94.9% of the instances. Further, the quality of at least 77.7% of the partitions produced by Zoltan 64 are more than 10% worse than those of Mt-KaHyPar 64.

In the effectiveness tests presented in Figure 3 where algorithms receive similar running times via virtual repetitions, Mt-KaHyPar 10 finds better solutions than hMetis-R and similar quality solutions as KaHyPar-CA. However, the more advanced approaches of KaHyPar-HFC cannot be compensated by additional repetitions of Mt-KaHyPar. Effectiveness tests with the other algorithms can be found in Figure 7 in Appendix C.

Figure 4 shows running times of each partitioner relative to Mt-KaHyPar. We additionally report absolute running times as well as their geometric mean in Figure 5 in Appendix A. On set A, Mt-KaHyPar 10 is consistently faster than hMetis, KaHyPar and PaToH-Q. PaToH-D is faster on 60% of the instances, and PaToH-S on 72%, however, this is due to the small instances. The geometric mean times of PaToH-D and Mt-KaHyPar 10 are similar at 1.17s vs 1.5s. On the larger instances of set B, Mt-KaHyPar 4 is slightly faster PaToH-D while providing better solutions on 83% of the instances, and being able to scalably utilize larger numbers of threads. As shown in Figure 9(right) of Appendix A increasing the number of threads does not adversely affect solution quality of Mt-KaHyPar. Mt-KaHyPar 64 dominates Zoltan 64 since it is 2.1 times faster in the geometric mean while achieving much better quality – see Figure 2.

Figure 6(left) in Appendix B provides an additional comparison with parallel graph partitioners. We see that Mt-KaHyPar achieves similar quality as Mt-KaHiP.
Figure 1: Arithmetic mean speedup per instance (points) and cumulative harmonic mean speedup (lines) of Mt-KaHyPar with $p \in \{4, 16, 64\}$ for each algorithmic component on set B.

Figure 2: Performance profiles comparing the solution quality of Mt-KaHyPar with PaToH (left), hMetis and KaHyPar (middle) on set A, as well as Zoltan and PaToH (right) on set B.

Figure 3: Effectiveness tests comparing Mt-KaHyPar 10 with hMetis-R, KaHyPar-CA and KaHyPar-HFC on set A. The faster algorithm performs (up to 10) repetitions so that both algorithms invest similar amounts of time.
while only incurring a slowdown by a factor of 2 in the geometric mean. The slowdown is expected since we use substantially more complicated data structures.

12 Conclusion and Future Work

We propose a shared-memory multilevel hypergraph partitioning algorithm that guarantees balanced solutions and exhibits good speeds and solution quality, even compared with sequential algorithms. This is achieved by carefully parallelizing and engineering each phase of the multilevel framework. To further improve solution quality, future work includes parallelizing flow-based refinement techniques [20, 22, 26] as well as KaHyPar’s n-level hierarchy approach [3, 52]. Additionally, we want to speed up our FM implementation, and improve the solution quality of label propagation, e.g., using hill-scanning [36] or caching negative gain moves to enable otherwise infeasible high-gain moves. Finally, our parallel gain recalculation can replace the sequential recalculation in the parallel graph partitioner Mt-KaHIP.
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Figure 5: Absolute running times of all partitioners used in our experiments in a combined box-and-scatter-plot. The number under each box-plot is the geometric mean running time. Solutions that violate the balance constraint are still included in the geometric mean running time. Instances exceeding the time limit are included as well, with running time set to the time limit. The top plot shows the sequential partitioners and Mt-KaHyPar on benchmark set A with a time limit of 8 hours, the bottom left shows Mt-KaHyPar, Zoltan and PaToH-D on benchmark set B with a time limit of 2 hours, and the bottom right plot shows Mt-KaHyPar and the parallel graph partitioners Mt-KaHIP, Mt-Metis and ParHIP on the graph benchmark set used in the Mt-KaHIP paper without a time limit.
B  Graph Partitioning and Quality with Different Number of Threads

Figure 6: Performance profiles comparing the quality of different parallel graph partitioners \((p = 64)\) with \texttt{Mt-KaHyPar} 64 on the benchmark set used for \texttt{Mt-KaHIP} (left) and comparing the quality of \texttt{Mt-KaHyPar} with increasing number of threads on benchmark set B (right).
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Figure 7: Effectiveness tests comparing \texttt{Mt-KaHyPar} 10 with \texttt{PaToH}, and itself with 1 and 20 threads on benchmark set A. The faster algorithm performs (up to 10) repetitions so that both algorithms invest similar amounts of time.