Socio-ecological resilience and language dynamics: An adaptive cycle model of long-term language change
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Abstract

Language is thought to be a crucial element behind Pleistocene expansions of Homo sapiens but our understanding of language change over the very long term is still poor. There have been two main approaches to language dynamics in this context. One assumes a continual ebb and flow of local human populations and languages, leading to high levels of ‘patchiness’ in both genes and languages. Another approach argues that long-term equilibrium leads not to patchiness but to areal diffusion and convergence. Both of these approaches assume equilibrium to be the norm. However, research in ecology since the 1970s has found that ecosystems have multiple potential states rather than a single equilibrium point. Under the name of resilience theory, such thinking is being increasingly applied to coupled socio-ecological systems using the concept of the adaptive cycle. This article proposes a model of long-term language change based on the adaptive cycle of resilience theory.
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1. Introduction

Our understanding of Pleistocene human dispersals has been transformed in recent years by new discoveries and analytical methods, as well as by increased attention to the social and ecological processes of colonization (Boivin et al. 2013; Dennell 2017). Critiques of the concept of ‘behavioural modernity’ have also been important in shifting research to exploring variability in Pleistocene archaeology (Hovers and Belfer-Cohen 2006; Shea 2011; Roberts 2016). Such critiques have led to models of ‘saltational’ evolution which examine the ‘asynchronous emergence, disappearance and re-emergence of modern cultural traits among both African “modern” and Eurasian “archaic” populations’ (d’Errico and Stringer 2011: 1061). These developments have further resulted in a re-evaluation of language as a threshold in human evolution. The discovery of the FOXP2 gene polymorphism in Neanderthal DNA (Krause et al. 2007) suggests that there was selective pressure for speech and—by implication—for language among Middle Pleistocene hominins (Shea 2011: 4). This much longer potential time span for language evolution means that links with archaeological criteria have become even harder to identify. Possible archaeological proxies for language have shifted from a focus on art and other ‘symbolic’ behaviour to working memory or planning-related tasks such as the manufacture of composite tools (Ambrose 2010) and social exchange networks (Ambrose 2002).

These new developments in Pleistocene language research stand in contrast to the Holocene where there has been a growing confidence about combining linguistic...
with anthropological models. In particular, there is now a substantial literature discussing the role of agriculture in Holocene language dispersals (Renfrew 1987; Nichols 1997; Hudson 1999; Bellwood and Renfrew 2002; Donohue and Denham 2010; Heggarty and Beresford-Jones 2010; Robbeets and Savelyev 2017). By contrast, few studies have tried to model Pleistocene language dynamics, and debate has focused on whether there was a single original language, often called ‘Proto-World’ (Bengtson and Ruhlen 1994). Other linguists have argued that given low population densities in the Pleistocene, language polygenesis is a plausible hypothesis (Freedman and Wang 1994; Coupé and Hombert 2005; Nichols 2012: 572).

Once human language had evolved, language geography theory suggests that language diversity was probably always high in the Pleistocene (Nichols 2012). There is no question that the rise of agriculture, states, and empires caused significant ‘punctuations’ (sensu Dixon 1997) in language dynamics in the Holocene. Yet, the Holocene was a period of relative climate stability. Pleistocene climate change and major volcanic events (Zielinski et al. 1996; Ambrose 1998; Petraglia et al. 2012) suggest that language expansions, contractions, and extinctions were no less dynamic in the Pleistocene. Despite this, most research on long-term language change has in fact emphasized the _equilibrium_ of Pleistocene language evolution (Ballester 2004).

An important index of long-term language dynamics has been the relationship between periods of language stasis or equilibrium and periods of language change or punctuation. The standard family tree model of historical linguistics assumes that discrete historical events lead to splitting and language diversification. According to Dixon (1997: 76–83), such events can include: natural disasters like floods, droughts, or epidemic disease; material innovations such as the bow and arrow or the switch from foraging to farming; the development of aggressive tendencies; and the spread of writing. For many historical linguists, such punctuated ‘events’ are assumed to have been unusual enough in human history for the default status to have been one of language ‘equilibrium’. Such thinking has been especially common in research on hunter-gatherers and other small-scale societies.

There have been two main approaches to language ‘equilibrium’ in this context. One approach assumes a continual but largely stochastic ebb and flow of local groups and languages: one group might temporarily expand its territory due to a new technology or economic advantage, but it would be unable to maintain that expansion for long and would soon be superseded by another group (Ehret 1988; Robb 1993). Nettle and Romaine (2000: 98) summarize this approach when they write that, ‘For most of the many millennia of human history, it seems likely that the world was close to linguistic equilibrium, with the number of languages being lost roughly equalling the new ones created’. Following Weiss (1988), it is usually argued that such population ebbs and flows would result in high levels of ‘patchiness’—uniformly high diversity over a broad area—in both genes and languages. Prehistoric California is perhaps one of the best examples of such diversity (cf. Codding and Jones 2013).

However, there is evidence from Australia that patchiness is not always associated with hunter-gatherer language distributions (Dixon 1997; McConvell 2001). Observations on linguistic diversity in Australia led Dixon (1997) to propose his ‘punctuated equilibrium’ model, which comprises the second, very different approach to language equilibrium. In Dixon’s model, long-term equilibrium leads not to patchiness but to areal diffusion and convergence. Dixon argues that linguists have generally over-emphasized periods of punctuation because European colonization has effected dramatic and almost continual change in language dynamics over the last few centuries. For Dixon, it is the long periods of equilibrium that have been the norm over much of human history; punctuations are, in contrast, ‘rather rare events between long periods of equilibrium’ (Dixon 1997: 74). Dixon’s theory, then, proposes a two-stage stability domain wherein human societies remain in more or less stable equilibrium until they are punctuated by sudden changes. Though crucial to social and linguistic evolution, the punctuations are exceptions rather than the rule and the system quickly returns to a state of equilibrium. Periods of equilibrium could ‘prevail for thousands or even tens of thousands of years’ (Aikhenvald and Dixon 2001: 9–10).

In this article, I first review recent work in ecology which emphasizes the importance of looking at dynamic cycles of socio-ecological change rather than focusing simply on intermediate stages (such as punctuation or equilibrium). From this basis, I then propose a resilience or ‘adaptive cycle’ model of language dynamics. This model applies in the first instance to whole languages, although future work may look at whether particular structural features are more commonly affected by different stages of the adaptive cycle.

### 2. Resilience theory and socio-ecological systems

C.S. Holling’s influential 1973 paper ‘Resilience and stability of ecological systems’ was an extended critique of
equilibrium concepts in ecology, noting that, ‘An equilibrium centered view is essentially static and provides little insight into the transient behavior of systems that are not near the equilibrium. Natural, undisturbed systems are likely to be continually in a transient state; they will be equally so under the influence of man’ (Holling 1973: 2). Holling proposed that ecological systems have two properties, resilience and stability. Resilience can be defined as the capacity of a system to ‘absorb a spectrum of shocks or perturbations and to sustain and develop its fundamental function, structure, identity, and feedbacks as a result of recovery or reorganization in a new context’, whereas stability is the ‘Tendency of the system to maintain the same properties over time’ (Chapin et al. 2009: 350–1). This means that a system that changes but still maintains its essential functions is more resilient than a system which undergoes little change. A further implication is that diversity is crucial to long-term resilience: ‘The more homogenous the environment in space and time, the more likely is the system to have low fluctuations and low resilience’ (Holling 1973: 18).

From a resilience perspective, it is not so much that Dixon’s (1997) concepts of equilibrium and punctuation are in themselves incorrect, but rather that focusing on only two stages within a complex cycle of change prevents us from understanding the dynamics of that cycle as a whole. Resilience theory models system change using the concept of the adaptive cycle. Adaptive cycles have four phases: growth, conservation, release, and reorganization (Holling and Gunderson 2002; Redman 2005; Walker and Salt 2006; Chapin et al. 2009) (Fig. 1). The growth or exploitation (r) phase sees rapid colonization or expansion. This is followed by the conservation (K) phase in which the system becomes increasingly specialized and rigid. In the release (Ω) phase, the system undergoes a collapse that ‘radically and rapidly reduces [its] structural complexity’ (Chapin et al. 2009: 350). This is followed by a reorganization or renewal phase (ω) in which resources are reorganized into a new system, which may resemble its predecessor or may have significantly different properties.

Histories of adaptive cycles are influenced by their potential and their connectedness (Holling and Gunderson 2002). The potential of a socio-ecological system is its overall capital or ‘richness’ that is available to be transformed (van der Leeuw 2009: 47). Connectedness refers to ‘the control that the system has over itself, and the degree of flexibility (or rigidity) available to the system’s dynamics’ (van der Leeuw 2009: 47).

Although it began in ecology, Holling’s concept of resilience began to be applied to social systems from the 1990s. A key factor here was the development of the concept of linked or coupled socio-ecological systems (Berkes and Folke 1998). Instead of analysing ecological and social systems separately, resilience research has emphasized the importance of combining the two and analysing them as one system over time. Walker and Salt (2006) summarize examples of resilience research on socio-ecological systems in contemporary societies and studies using the concept in archaeology can be found in Fisher et al. (2009).

3. An adaptive cycle model of language dynamics

3.1 Background observations

Although a few linguists have already used resilience theory in their work, such publications have focused on promoting the maintenance of endangered languages (Daveluy 2007; Bradley 2010; Daurio 2011). As far as I am aware, resilience theory has not yet been used to develop a more general model of language dynamics. The model proposed here is in many respects an extension of existing human ecological approaches within historical linguistics. Haugen (1972) had emphasized the importance of linking language with ecology, but it was not until the growth of interdisciplinary research between anthropology and linguistics in the 1980s that this approach gained traction. One early contribution was the critique of Steward’s (1938) cultural ecology of the Great Basin. Steward did not initially consider ethnicity or language, but ethnographically the Great Basin was occupied by Numic speakers who are thought to have moved into the region as recently as 2000 years ago (Miller 1986). If, as argued by Steward, environment and technology had remained simple and more or less
stable in the Great Basin for as much as 10,000 years, how could one explain such a major population replacement? Bettinger and Baumhoff (1982) proposed that the answer lies in demography and the new subsistence adaptation of Numic speakers which enabled them to expand their area of settlement (see also Bettinger 1998).

Such ecological approaches to ethnic/language change marked a profound contrast with earlier ideas about language expansion, especially as regards Indo-European. Demoule (2014) details how, at least until the Second World War, Indo-European expansions were usually explained as the result of racial ‘vigour’ or belligerence. From the 1980s, however, ecological approaches moved into the mainstream. In particular, Colin Renfrew and Peter Bellwood attempted to generate explanations for language dispersals based on universal social and ecological processes. Renfrew (1987) proposed four models of language replacement: subsistence/demography, élite dominance, system collapse, and lingua franca. The farming/language dispersals hypothesis as proposed by Renfrew (1987) and Bellwood (2005) is the best-known ecological model within archaeolinguistics and has been applied to many language groups around the world (Bellwood and Renfrew 2002).

3.2 An adaptive cycle model of language dynamics

The model of language dynamics proposed here is based on the adaptive cycle shown in Fig. 1. This is a model of socio-ecological systems wherein the cycle of change is connected to the human populations within a given system and the languages spoken by those human populations are thus impacted by the adaptive cycle. As noted, the adaptive cycle has four phases, namely, exploitation, conservation, release, and reorganization.

The exploitation (r) phase is one of opportunity, growth, and expansion. A hunter-gatherer group, for example, might colonize a new environment using a new technology and increase its population density. Population density has already been argued to be a critical factor in the spread of a particular language (Patriarca and Leppänen 2004). As the population grows, the group gradually reaches the conservation (K) phase wherein the system becomes less resilient and more vulnerable to change. Although the term is not usually used in resilience theory, the K phase approximates what some ecologists used to call ‘carrying capacity’, or the maximum number of a particular organism that the environment can support. Language splitting associated with the r phase is crucial for language change and probably involves an increased rate of linguistic evolution as suggested by Atkinson et al. (2008). The r phase corresponds to Dixon’s (1997) concept of ‘punctuation’. In contrast to Dixon’s model, however, resilience theory does not assume that punctuation is the exception and equilibrium the norm. Instead, all four phases are integral parts of the cycle.

The release (Ω) and especially the reorganization (x) phases of the model may be the hardest to understand in terms of language dynamics. There could be cases in which social organization and institutions change quite dramatically during these two phases but language itself might remain relatively unaffected. In contrast, continuity in social organization may occur at the same time as significant change in language. Language change after the collapse of the western Roman empire is a good example of this problem. Furthermore, when different socio-ecological systems come into contact with each other, the same historical process can represent different phases of their respective adaptive cycles. For example, European colonization of the Americas can be seen as an exploitation phase for Indo-European, but at the same time it was a release and reorganization phase for Native American languages.

Within an adaptive cycle, language can be defined as a ‘slow variable’. A slow variable ‘strongly influences social-ecological systems but remain[s] relatively constant over years-to-decades’ (Chapin et al. 2009: 351). The relative ‘constancy’ of language is important as a type of social capital as well as providing social memory. The resilience of traditional societies is augmented by social memory, defined as ‘Memory of past experiences that is retained by groups, providing a legacy of knowing how to do things under different circumstances’ (Chapin et al. 2009: 351). Hill (1978) argued that reducing language diversity over large areas is adaptive for hunter-gatherers, especially in difficult environments. Examples of how social memory about landscape and subsistence is encoded in language can be found in Dauro (2011).

Resilience is a key to sustainability (Chapin et al. 2009) and language dynamics play an important role in building resilience. Walker and Salt (2006: 145–8) list nine factors that are especially important for promoting resilience: diversity, ecological variability, modularity, acknowledging slow variables, tight feedbacks, social capital, innovation, overlap in governance, and ecosystem services. These factors can be related to language dynamics. Social and linguistic diversity is often linked with ecological diversity (Nettle 1999) and is one of the most important factors promoting resilience. Bilingualism and other diglossia are common ways of
maintaining linguistic diversity and can be assumed to promote resilience in many contexts. Modularity is a type of diversity which refers to the presence of separate components that are not tightly connected to everything else. The continued use of Latin or Sanskrit in religious contexts when vernacular languages have changed might be one example of such modularity. As noted above, language can be considered as a slow variable. To the extent that language serves as the communication system of a socio-ecological system, it can work to ‘increase the space (size) of the desirable regime so that the system can absorb more disturbances’ (Walker and Salt 2006: 146; cf. Hill 1978). Feedbacks enable the detection of thresholds and language must play an important role in that process. In the modern world, ‘Globalization is leading to delayed feedbacks that were once tighter; the people of the developed world receive weak feedback signals about the consequences of their [actions]’ (Walker and Salt 2006: 146). The corollary here is that local languages with traditional ways of expressing complex relationships between humans and nature can reinforce resilience (cf. Basso 1972, 1996; Collignon 2006; Berkes 2008). Trust, strong networks, and leadership are important elements of social capital, which provides a crucial background canvas for change. For example, the role of social capital from the Roman empire is a widely discussed factor in the pattern of historical change in early medieval Europe (Wickham 2009). If ‘Resilience thinking is about embracing change and disturbance rather than denying or constraining it’ (Walker and Salt 2006: 147), then the role of innovation can also be approached from a linguistic standpoint. Languages and their speakers can be more or less open to innovation and future research could examine how such innovation increases or reduces resilience. In Hokkaido in northern Japan, the Ainu adoption of several Japanese words relating to religion is widely accepted as a significant innovation yet the socio-ecological background to that innovation remains poorly understood (Hudson 2017). Finally, it is often assumed that for most of human history, political and governmental structures have been of limited importance in language transmission (Nettle 1999: 68). It is true that in the modern world, educational policies and other governance factors can transform language dynamics, for example, through providing opportunities to revitalize a language even if it is not officially taught in schools. However, if we adopt a broader definition of ‘governance’ as the ‘Pattern of interaction among actors, their sometimes conflicting objectives, and the instruments chosen to steer social and environmental processes within a particular policy area’ (Chapin et al. 2009: 346), then it is clear that such patterns, instruments, and policies always have a linguistic element. An example might be Charlemagne’s religious schools which played an important role, not just in local administration in medieval France, but also in the reproduction and transmission of classical texts (cf. Rickard 1989: 17–18).

4. Conclusions

Languages are embedded not just in culture and society, but also in ecology. This article has proposed a dynamic model of language change which is not consistent with the dichotomy between long periods of equilibrium and a few sudden punctuations as proposed by Dixon (1997). Rather, language dynamics are best represented by an adaptive cycle of change in which an ‘exploitation’ phase of initial growth is followed by phases termed ‘conservation’, ‘release’, and ‘reorganization’. Socio-ecological systems with higher resilience are better able to maintain their functions during release and reorganization phases.

A number of preliminary general conclusions can be suggested from the above:

1. Rather than a two-stage equilibrium/punctuation model as proposed by Dixon (1997), language change seems better represented by the four-stage adaptive cycle used in resilience theory.
2. The adaptive cycle reflects actual links between languages and socio-ecological systems. The more we know about change in the latter, the better we can understand the former.
3. Language often becomes an important element of building resilience within socio-ecological systems. Cases where languages change (‘reorganize’) slowly often reflect broader processes of resilience. Conversely, sudden language extinction or replacement can be assumed to be linked with low resilience.
4. Linguistic theories of social selection such as Labov (1963) and LePage (1968) propose that speakers will choose from traditional or newly available speech models in order to further their social position and alliances within a particular society. The resilience approach suggests that studies of linguistic selection also need to take account of how language may work to foster socio-ecological resilience.
5. Although the concept of ‘equilibrium’ is better understood as one phase in a dynamic cycle rather than as a static ‘baseline’, this does not necessarily rule out the concept of Sprachbund or areas of
linguistic convergence. From a resilience perspective, we might expect that particular ways of doing things would diffuse outwards if they support resilience; yet very long-term resilience would also be supported by the persistence (modularity) of very different cultures, customs, and types of governance. Thus, even if they are to some extent influenced by neighbouring languages, the persistence of language isolates within a Sprachbund can normally be assumed to foster resilience.

6. Through human history there have been several periods where language diversity has declined quite rapidly. Nettle (1999) identifies the transition from foraging to farming and the expansion of modern states and empires as two such periods of decline. The adaptive cycle approach supports this conclusion, suggesting that these are periods when previously high resilience was dramatically reduced by outside social and economic impacts. However, hunter-gatherers were perhaps the most resilient human societies ever known and they were often able to absorb a range of systemic shocks and maintain their social and linguistic functions. After the Bronze Age until around AD 1600, many hunter-gatherers were able to reorganize themselves to take advantage of previously unavailable commercial opportunities (Scott 2017). Modernization marks another phase of reorganization which is characterized by extreme linguistic standardization and reduced diversity. Although the impact of modern national languages on minority languages and dialects has been widely discussed, Culiberg (2013) shows how modern national languages were themselves created by significant reductions in diversity and thus in resilience.

7. Finally, the resilience approach emphasizes that change is the norm and that humans are in control of only a small part of that change (Walker and Salt 2006: 28–31). A system that does not change becomes increasingly vulnerable. This is often a difficult concept to accept because ‘Most of us prefer the comfort of an accustomed life . . . to the adventure of dramatic change’ (Tainter 2006: 92). This question of how we view change has at least two implications here. Firstly, seeing change as normal and even desirable provides a further argument against the old idea that languages ‘decay’ from ‘purer’ prototypes. The change from Latin to Romance (Old French) has particularly been seen in such negative terms as a ‘degeneration’ involving ‘A weakening, through ignorance, through loss of tradition, and through chaotic conditions, of the norms of Classical Latin’ (Rickard 1989: 8). Although most linguists now accept that—even for Latin—change is the norm, linguists such as Banniard (2013: 64) and Culiberg (2013) have still found it necessary to critique such ideas with respect to research on Latin and Japanese, respectively. Resilience theory provides an explanation as to why some types of change do not represent a ‘degeneration’ but can in fact promote socio-ecological resilience. To use the quote from Rickard just cited, for example, a resilience approach would argue that the linguistic transition from Latin to Romance may have been a successful way to adapt to ‘chaotic conditions’ and cannot necessarily been seen as involving the simple ‘loss of tradition’. The second implication follows on from this but involves a much more difficult problem relating to the function of language. Resilience theory’s emphasis on diversity and innovation may seem inconsistent with the use of language as a highly standardized marker of social identity. Language use emphasizes conformity to the extent that ‘There is abundant experimental evidence from several societies that people are more disposed to cooperate with others who have the same dialect as themselves than those who have different dialects’ (Nettle 1999: 57). While this social marking function of language often makes it difficult for speakers to acknowledge change, the concept of the adaptive cycle provides a useful way of modelling this change, and this is an area where further research is warranted.

This article has outlined an adaptive cycle model for language as part of a socio-ecological system. One advantage of this model is that it combines what have previously been seen as separate explanations for language change—such as Dixon’s (1997) punctuated equilibrium or Renfrew’s (1987) ‘demography/subsistence’ and ‘system collapse’ models—into one framework. Those previous models focused on change during one or two phases, whereas the adaptive cycle model attempts to relate those phases into one larger cycle. Testing of this model against historical examples awaits further research but it is easy to imagine that such testing will be easier for more recent periods when we have a range of archaeological, environmental, historical, and linguistic data available. Can this model also inform us about language dynamics in deeper prehistory? Certainly, to the extent that resilience theory attempts to explain universal dynamics within socio-ecological systems, there is no reason to assume that adaptive cycles of change were
not also present in earlier prehistory. Given that before the Neolithic, human population levels were generally much lower and therefore subject to frequent bottlenecks, it can be assumed that even relatively small changes within Palaeolithic socio-ecological systems could have had major, cascading impacts on language dynamics as part of adaptive cycles.
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