Simulation Uncertainty of Near-Surface Wind Caused by Boundary Layer Parameterization Over the Complex Terrain
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Accurate prediction of near-surface wind based on numerical weather prediction models is essential to promote efficient wind energy harvesting. In this study, the performances of different Boundary Layer (BL) schemes in Weather Research and Forecasting model on the simulation of near-surface wind over complex terrain are investigated. Results indicate that, 1) the observed mean wind speed, its standard deviation and wind power density are evidently larger in Spring (seasonal shift period) than that in other season, with the maximum in April 2008; 2) YSU scheme produces overall higher prediction accuracy of near-surface wind speed, wind power density and ideal energy production than the other schemes, such as MYJ, MYNN, and QNSE, and thus could be regarded as the optimal BL scheme in the research region and the period; 3) further investigations on the simulation results with the YSU scheme suggest that, the simulation of near-surface stability is closely related to the simulation of near-surface wind, however, YSU scheme cannot correctly reflect the daily variation of observed stability in the near-surface layer, which could be the key factor that results in the large simulation errors of near-surface wind, especially during the day-night alternation periods. Overall results imply that using an optimal BL scheme is an effective approach for improving the wind resource utilization and wind power prediction.
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INTRODUCTION

With the continuous decreasing in traditional energy resources, the sustainable development of renewable and clean energy has become an important topic around the world. Wind energy is an important and widely developed renewable and clean energy worldwide, which will present a steady growth in the future of the wind power market. Recently, with the rapid economic growth and the increasing electric consumption in China, the government has faced the pressing concern of the sustainably generate electricity, wind energy is a key component of China’s renewable energy strategy because of the country’s vast wind resources (McElroy et al., 2009; Lam et al., 2013), and government policy support has led to high growth in wind development. According to the “Middle and Long Term Developing Plan for Renewable Energy,” the total number of installed wind turbines will reach
30 GW and will set up six GW-level wind farms in China in the coming 2020 (Duan, 2011), making China be the world’s leader in installed wind capacity (Lam et al., 2013).

Wind resource assessments, wind farm construction, wind power prediction and wind turbine operation mainly depend on the accurate prediction of near-surface wind, especially during power generation periods. However, due to the relatively low accuracy of near-surface wind prediction, a considerable wind power has no choice but to be abandoned (Zhang and Qi, 2020). Physical model, also called as mesoscale meteorological model, which considers the weather and geographical conditions, is the primary method for near-surface wind prediction. It has achieved better forecasting accuracy (Lange and Focken, 2006) and has provided better inputs for statistical models. Recent literatures review by Jung and Broadwater (2014) have shown that the physical models could provide satisfactory results in the ultra-short-term and short-term wind power prediction. As a mature developed mesoscale weather model, the Weather Research and Forecasting (WRF) model is popular applied for assessing wind resources (Wang and Jin, 2013) and predicting near-surface wind (Wang and Jin, 2013; Zhang and Wang, 2014). This potentially allows for significant improvement in wind power utilization. Recent news from the National Center for Atmospheric Research (NCAR) also reported that the wind forecast system they use, which is based on the WRF model, saved millions of dollars for Excel Energy (Parks et al., 2011). Kruyt et al. (2018) explored and validated the wind power potential in Switzerland using the Consortium for small-scale modeling (COSMO), they found that simulation errors are larger in wind-sheltered stations than in wind-exposed stations; besides, the capacity factors can reach up to 0.42 in view of the modeled wind speeds. Based on wind simulations results during the years 2015 and 2016 using WRF model, Guozden et al. (2020) found that a capacity factor of 54% for wind parks can be obtained for the current distribution of existing and tendered facilities in Argentina.

The accuracy of near-surface wind prediction mainly depends on the two factors, initial conditions and Boundary Layer (BL) schemes (Zhang et al., 2015; Zhang and Pu, 2019; Liu et al., 2020). As a product of atmospheric boundary layers, near-surface wind is transient in nature and influenced by terrain and BL processes etc. (Mahrt, 2009; Belušić and Güttler, 2010; Güttler and Belušić, 2012). Therefore, the physical parameterization of BLs plays a crucial role in the accurate forecasting of near-surface wind and reducing the uncertainties in the prediction of wind power. Previous studies have also indicated that BL parameterizations in numerical models act an inevitable role on near-surface wind prediction and wind power harvesting. For instance, Zhang and Zheng (2004) used five BL schemes to examine the relationship between near-surface wind and near-surface layer temperature; they noted that although the model can provide a reliable simulation for the near-surface temperature and its thermal structure during the day-night alternation periods, simulations of wind speed and its variation achieved poor results. Storm et al. (2009) employed the WRF to forecast low-level jets over western Texas and southern Kansas; their results indicated that the WRF model could capture some of the essential characteristics of the observed low-level jets with a suitable BL scheme. Hu et al. (2010) examined the sensitivity of the performance of the WRF model to the use of three different BL schemes over Texas; they found that the simulations are sensitive to different BL schemes. Wang et al. (2011) employed the WRF model to simulate the near-surface wind over a complex terrain; their results showed that although different BL schemes forecast predominant wind direction and the trend of wind speed accurately, however, systematic biases still exist. Carvalho et al. (2014) assessed the simulation effects of near-surface wind with different BL schemes in the WRF model, and determined the best configurations of BL schemes, which produced wind simulation estimates closest to measured wind data.

Currently, near-surface wind forecasting errors are still significant in Chinese wind farms, approximately in the 25–40% range (Yang et al., 2005; Guo et al., 2011; Wang et al., 2015), thus, accurate wind speed and wind power forecasting are extremely important. However, most researches mainly focus on the performance of different BL schemes in predicting near-surface wind, but the possible reasons for simulation error, especially over the complex terrain, are rarely discussed in literature. In fact, an analysis of the contributing factors to near-surface wind simulation errors, which provides a possible approach to improve and develop the BL schemes, is more important for improving near-surface wind prediction, and thus is essential to wind power prediction and utilization. On this basis, the motivation of this study is to examine and evaluate the performance of different BL schemes in WRF model on the simulation of near-surface wind over the complex terrain. In addition, the characteristics and distributions of near-surface wind and the possible reasons for simulation errors with the best BL scheme will be also explored to provide a suggestion for eliminating the simulation errors.

The next section provides the descriptions of data, model, experiment design and methods. In Simulation Performance on Near Surface Wind and Wind Power, the distribution and its simulating effect of near-surface wind are compared and analyzed for four commonly used BL schemes. The potential reasons for simulation errors with the best BL scheme are discussed in Diurnal Characteristics of Near Surface Wind Simulation. Discussion and Conclusion includes the discussion and summary.

DATA, MODEL, EXPERIMENT DESIGN, AND METHODS

The research region is located in northeastern China, in which there are vast of wind resources need to be developed and utilized (Liu et al., 2013). The near-surface wind data are acquired from a wind farm located in the research region (see Figure 2). The height of the observational tower is 70 m above ground level (AGL), and wind speeds are observed at 30 and 70 m simultaneously. The recording interval is 10 min, and the integrity and reliability of wind data from March 2008 to February 2009 (Beijing Standard Time, BST, hereafter) is 99%. Because wind turbines are generally installed at a height of 70 m, thus the prediction results at 70 m are mainly analyzed in this study.
Figure 1 shows the annual variation of observed wind speed and its standard deviation, and the wind power density from March 2008 to February 2009. Results indicate that the mean wind speed, its standard deviation and wind power density are evidently larger in Spring (seasonal shift period) than that in other season. Moreover, the wind speed, its standard deviation and wind power density peaked in April 2008, indicating that the wind speed, its standard deviation and wind power density are most evident and have great volatility in April 2008, which could be challenging for numerical simulation. To examine the performance of different BL schemes of the WRF model on the simulations of near-surface wind, April 2008 is selected as the simulation period in current study.

An advanced research version of the WRF (ARW) model (Skamarock et al., 2008) is employed for numerical simulations. Three-level, two-way nested domains (Figure 2) in Lambert conformal projection are used, with horizontal grid resolutions of 45, 15, and 5 km, respectively. The physical parameterization schemes include the Kain-Fritsch cumulus scheme (Kain, 2004; for the “d01” and “d02” domains only); the Rapid Radiative Transfer Model for GCMs (RRTMG; Iacono et al., 2008) for longwave and Dudhia (1989) for shortwave radiation schemes; the Noah land surface scheme (Chen and Dudhia, 2001); cloud microphysics scheme is the Purdue-Lin scheme (Chen and Sun, 2002). Four popular BL schemes such as YSU (Hong et al., 2006), MYJ (Janjic, 1994), QNSE (Sukoriansky et al., 2005), and MYNN2.5 (referred to as MYNN, Nakanishi and Niino, 2006) are used in this study. YSU is a nonlocal, first-order closure scheme that represents entrainment at the top of the PBL explicitly; MYJ is a local, 1.5-order closure scheme with an equation for prognosis of turbulent kinematic energy; similar to MYJ, QNSE is also a local, 1.5-order closure scheme but further accounts for wave phenomena within stable boundary layers; MYNN used in this study is also a local, 1.5-order closure scheme, compared to MYJ, expressions of stability and mixing length in this scheme are based on the results of large eddy simulations rather than on observations, while the expressions of mixing length are more applicable to a variety of static stability regimes. Detailed comparison and introduction of the four schemes can be found in Skamarock et al. (2008) and Cohen et al. (2015).

The initial and boundary conditions, which are used to drive the WRF model, are FNL data from the National Centers for Environmental Prediction (NCEP) and sea surface temperature data from the National Oceanic and Atmospheric Administration (NOAA), with horizontal resolution of 1° × 1° and 0.5° × 0.5°, respectively. The one month simulation period is divided into 12 sub-periods. The forecast length of each forecast case is 84 h. The data from 12 to 84 h are analyzed because of the spin-up process in the WRF model. Simulation results output every 30 min, and the simulated wind speeds at 70 m are then analyzed and examined. The following statistics are used to validate the simulation results:

**Absolute Error (AE):**

\[ AE = \text{abs}(P_i - O_i) \]  

**Mean Relative Error (MRE):**

\[ MRE = \frac{1}{n} \sum_{i=1}^{n} \frac{|(P_i - O_i)|}{O_i} \]

where the observed and simulated values are represented by \(O_i\) and \(P_i\), respectively; \(n\) is the total number of samples.

Weibull distribution function is a two-parameter function with a single peak, which can be used to describe the overall distribution of different wind speeds in the research region and period, it is calculated as:

![Figure 1](image-url)
\[ f(v) = \frac{k}{c} \left( \frac{v}{c} \right)^{k-1} \exp \left[ -\left( \frac{v}{c} \right)^k \right] \quad (k > 0, \ v > 0) \]  

where \( k \) is the shape parameter, which is a dimensionless quantity and determines the basic shape of the distribution curve. \( c \) is the scale parameter, \( v \) is wind speed. Parameters of \( k \) and \( c \) can be estimated by mean wind speed and wind speed standard deviation, estimating formulas are as follows:

- Average of wind speed: 
  \[ \bar{v} = \frac{1}{n} \sum_{i=1}^{n} v_i \]  

- Standard deviation of wind speed: 
  \[ \sigma^2 = \frac{1}{n-1} \sum_{i=1}^{n} (v_i - \bar{v})^2 \]  

- Parameter of \( k \): 
  \[ k = \left( \frac{\sigma}{\bar{v}} \right)^{1.086} \quad (1 \leq k \leq 10) \]  

- Parameter of \( c \): 
  \[ c = \frac{\bar{v}}{\Gamma\left(1 + \frac{1}{k}\right)} \]  

- Gamma function: 
  \[ \Gamma\left(1 + \frac{1}{k}\right) = \left( 0.568 + \frac{0.434}{k} \right)^k \]  

The parameter \( k \) and \( c \) of Weibull distribution can be used to justify if the features of simulated wind speed distribution fit to observation features.

Due to the nonlinear relationship between wind speed and power, the wind power density (\( PW \)) is calculated as (Manyonge et al., 2012):

\[ PW = \frac{1}{2} \rho V^3 \]  

where \( \rho \) and \( V \) are air density and wind speed, respectively.

Despite the factors infect the power curve such as location and topographical conditions of the wind farm and the power control system of the specific turbine, the Ideal Energy Production (\( IEP \)) based on the machine power curve of the turbine is defined as (Taylor et al., 2009; El-Naggar et al., 2015):

\[ IEP = 33 \times \sum_{u_c} f(u) \cdot 720 \cdot p(u) \]  

where \( u_c \) and \( u_i \) is the cut in and cut out speed, respectively; \( p(u) \) is the machine power curve, and \( f(u) \) is the probability density function which is obtained from the wind simulation results; the two constants such as 33 and 720 are the number of wind turbines and the number of hours in April 2008, respectively.

### SIMULATION PERFORMANCE ON NEAR SURFACE WIND AND WIND POWER

Figure 3 and Table 1 compare the Weibull distributions and its parameters between observation and simulation. The results indicate that the parameter \( k \) simulated with each BL scheme obeys the Rayleigh distribution, YSU and MYJ schemes better simulate the large near-surface wind range of the observed Weibull distribution at 70 m. However, the frequency is
relatively low. The position of the Weibull distribution curve simulated by the QNSE and MYNN schemes are located to the left of the observed curve, which means that the scale parameter $k$ will significantly decreases when simulating strong winds using the QNSE and MYNN schemes. In this case, the time and frequency of the observed stronger wind speed will not be accurately simulated. Results of Table 1 further suggest that, the simulated ideal energy production with YSU, MYJ, MYNN, QNSE schemes decreased gradually because of the gradually decrease of parameter $c$ in Weibull distribution, in addition, the simulated ideal energy production with YSU scheme is the best among all schemes, compared to the observation. The variation tendency between parameter $c$ and wind power density is similar, the observed wind power density is smaller than that with YSU and MYJ scheme and larger than that with MYNN and QNSE scheme. The above analyses imply that, the wind power density and ideal energy production depend mainly on MRE and parameter $c$. In terms of the absolute error of the scale parameter $k$, the YSU scheme simulates the wind speed better than the others.

Overall results above indicate that YSU and MYJ schemes produce higher prediction accuracy of the parameter $c$, wind power density and ideal energy production than other schemes, which is significant to wind power utilization. Considering the MRE of near-surface wind speed is best simulated by the YSU scheme, and YSU scheme can also provide the reasonable results for wind power density and ideal energy production. Therefore, the YSU scheme could be regarded as the optimal BL scheme in reproducing near-surface wind and wind power in the research region and the period, and results based on YSU scheme will be further focused to investigate the key reasons associated with the simulation errors of near-surface wind speed in YSU scheme in the next sections.

### TABLE 1 | The MRE of near-surface wind speed, Weibull parameters, wind power density and ideal energy production in observation and simulations.

| Statistics | Obs | YSU | MYJ | MYNN | QNSE |
|------------|-----|-----|-----|------|------|
| MRE (%) of wind speed | — | 36.66 | 43.49 | 40.48 | 37.71 |
| Parameter $k$ in Weibull function | 2.68 | 2.29 | 2.27 | 2.29 | 2.17 |
| Parameter $c$ in Weibull function | 10.34 | 10.71 | 10.53 | 9.67 | 9.27 |
| Wind power density (W/m$^2$) | 714.4 | 887.7 | 853.7 | 695.7 | 605.5 |
| Ideal energy production (GWh) | 722.3 | 702.5 | 674.8 | 637.6 | 595.7 |

**DIURNAL CHARACTERISTICS OF NEAR SURFACE WIND SIMULATION**

Since the near-surface wind is the results of atmospheric turbulent movement, its evolution could be strongly related with the near-surface atmospheric stability conditions. To further analyze the reason in the simulation error of near-surface wind with the YSU scheme, the near-surface stability is further compared between the simulation and the observation. The near-surface stability conditions, which can be represented by the wind shear between 30 and 70 m, is defined as (Wharton and Lundquist, 2010):

$$
\alpha = \frac{\ln[u(z_2)/u(z_1)]}{\ln(z_2/z_1)}
$$

where $u(z_2)$ and $u(z_1)$ are the wind speed at 70 and 30 m, respectively, and $\alpha$ is the wind shear between $z_2$ (70 m) and $z_1$ (30 m). The stability level classifications in the near-surface layer defined by Wharton and Lundquist (2010) show the following relationship, $0.3 < \alpha \leq 0.3$, $0.1 < \alpha \leq 0.2$, $0.0 < \alpha \leq 0.1$ and $\alpha \leq 0.0$ represent strong stable, stable, neutral, unstable and strong unstable, respectively.

Figure 4 compares the daily variation of near-surface stability between observation and simulation. Results indicate that, the daily variation of wind shear cannot be correctly reproduced, and the difference of wind shear between observation and simulation is larger during the day-night alternation periods than any other
periods. In addition, the YSU scheme improperly simulates the observed strong stable near-surface atmospheric condition of the BL as an unstable near-surface atmospheric condition. Because strong unstable conditions rarely appear in the analyzed samples, the unstable and strong unstable conditions are classified in the same class (referred to as unstable). Figure 5 illustrates the percentage of observed and simulated stability in the near-surface layer during research period. Results indicate that strong stable conditions account for the highest proportion and unstable conditions are the least common to observe. However, unstable conditions account for the highest proportion of simulated conditions, while strong stable conditions are the least commonly simulated. This means that the YSU scheme improperly simulates the strong stable and unstable conditions of the actual BL as unstable and strong stable conditions. Therefore, the YSU scheme is unable to correctly describe the near-surface stability. As a result, a large simulation error occurs when simulating the near-surface stability, which may result in a large simulation error of near-surface wind.

To further demonstrate the relationship between the simulation effect of near-surface stability and simulation error of near-surface wind in YSU scheme, composite analysis of the whole month is further used here. Figure 6 shows the daily variation of simulated and observed wind speed, wind shear and absolute error of simulated near-surface wind. Results indicate that during the day-night alternation periods of 00:00 to 7:30 and 19:30 to 00:00, the simulation error of near-surface wind is larger than any other periods. In addition, during the day-night

---

**FIGURE 4** | The near-surface atmospheric stability of (A) observations and (B) simulations in the YSU scheme.

**FIGURE 5** | The percentage of near-surface atmospheric stability of (A) observations and (B) simulations in the YSU scheme.
Alternation periods, the simulation error of near-surface wind is obviously correlated with the simulating effect of near-surface stability. It is also clear that a possible reason for the simulation error is that from 00:00 to 7:30 and 19:30 to 00:00, the near-surface stability is strong stable in reality, but is incorrectly simulated as unstable. Therefore, the near-surface stability simulated by the YSU scheme during these two periods is inaccurate and leads to a large simulation error in near-surface wind.

**DISCUSSION AND CONCLUSION**

Improvement of near-surface wind and its prediction is an urgent issue for wind turbine operation and efficient energy harvesting. In wind power prediction practice, the WRF has been the prevailing model, and the BL scheme plays a critical role in near-surface wind prediction, which should be carefully studied during WRF modeling.

In this study, a series of numerical experiments and statistical analyses are carried out to assess the performances of different BL parameterization schemes on the simulation of near-surface wind during the April when observed near-surface wind and its variation are distinctly stronger than other periods. Simulation results suggest that the effects of near-surface wind and its variation obtain higher prediction accuracy using the YSU scheme rather than the other BL schemes, such as the MYJ, MYNN, and QNSE schemes, in the study region and period. It is also recognized as a major contribution for reliable wind power prediction.

Further investigations on the simulation results with YSU scheme indicate that, the stability in the near-surface layer has a significant relationship with near-surface wind. The YSU scheme wrongly simulates the observed strong stable near-surface atmosphere as stable and neutral near-surface atmosphere, thus cannot correctly reflect the daily variations in observed stability in the near-surface layer, which may result in large simulation errors of near-surface wind, especially during the day-night alternation periods. These results suggest that improving the parameterization of near-surface stability in YSU scheme is crucial to the improvement of near-surface wind and wind power prediction in the research region and period.

![Comparisons of the daily variations of (A) near-surface wind shear and (B) near-surface wind speed between observations and simulations in YSU scheme.](image-url)
Results of this study reveal that near-surface stability is an important factor that degrades the near-surface wind simulation accuracy in YSU scheme. Previous studies showed that near-surface stability is influenced by the combined effects of land surface and boundary layer processes. Therefore, our future works will focus on the model representation of land-air interactions. Except for the improvement of BL schemes in WRF model, conducting the observation of atmospheric stability in wind farm and investigating their relations with near-surface wind using various statistical methods or machine learning models, could be an important and promising approach to effectively correct or modify model simulation biases. Besides, assimilation of surface observations, which has been proved to be an effective way to improve forecasts of near-surface conditions (Pu et al., 2013; Massey et al., 2014), will also be concentrated in our future works.
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