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Structural subgrid stress models for large eddy simulation often allow for backscatter of energy from unresolved to resolved turbulent scales, but excessive model backscatter can eventually result in numerical instability. A commonly employed strategy to overcome this issue is to set predicted subgrid stresses to zero in regions of model backscatter. This clipping procedure improves the stability of structural models, however, at the cost of reduced correlation between the predicted subgrid stresses and the exact subgrid stresses. In this article, we propose an alternative strategy that removes model backscatter from model predictions through the solution of a constrained minimization problem. This procedure, which we refer to as optimal clipping, results in a parameter-free mixed model, and it yields predicted subgrid stresses in higher correlation with the exact subgrid stresses as compared with those attained with the traditional clipping procedure. We perform a series of a priori and a posteriori tests to investigate the impact of applying the traditional and optimal clipping procedures to Clark’s gradient subgrid stress model, and we observe that optimal clipping leads to a significant improvement in model predictions as compared to the traditional clipping procedure.
Nomenclature

\( u_r \) = friction velocity
C.C. = correlation coefficient
R.E.F. = relative error in mean energy flux
\( \Delta_i \) = filter width along \( x_i \) direction
\( \Pi \) = local exact SGS dissipation
\( \Pi_M \) = local model dissipation
\( \tau_{ij} \) = \( ij^{th} \) component of exact SGS tensor
\( \tau_{ij}^M \) = \( ij^{th} \) component of modeled SGS tensor
\( \eta \) = Kolmogorov length scale
\( \delta \) = channel half width

I. Introduction

Simulations of turbulent flows are important for product design and development cycles in the aerospace industry. Turbulence statistics are often needed for understanding flow around a certain geometry and facilitating certification by analysis. Direct numerical simulations (DNS) resolve all turbulent scales and give accurate estimates of turbulent statistics. However, as the range of length and time scales associated with turbulent eddies increases with Reynolds number, see [1, 2] for estimates, DNS becomes infeasible at higher Reynolds numbers. For such flows, large eddy simulation (LES) is an attractive alternative. LES reduces the range of resolved turbulent scales by solving the filtered Navier-Stokes equations. However, filtering of the Navier-Stokes equations leads to an unclosed term, known as the subgrid-scale stress (SGS) tensor, that accounts for the interaction between resolved and unresolved turbulent scales. The SGS tensor must be modeled to arrive at a closed system of equations. Functional SGS models [3, 4] aim to accurately predict model dissipation, that is the transfer of energy from the resolved scales to unresolved scales. On the other hand, structural models [5–7] target accurate prediction of the SGS tensor itself.

Most of the commonly used structural models, such as Clark’s gradient model [5], Bardina’s scale-similarity model [6], and approximate deconvolution models (ADM) [7], yield SGS tensor estimates that have a high correlation with the exact SGS tensor. Unfortunately, these models often underpredict local SGS dissipation [8,9]. Even for simple flows, such as homogeneous and isotropic turbulence (HIT) at high Reynolds numbers, these models lead to energy pileup at higher resolved wavenumbers. Moreover, structural models often exhibit backscatter, energy transfer from unresolved to resolved scales, and excessive model backscatter can result in numerical instabilities. This behavior has severe complications for mixing layer flows, and numerical instabilities are frequently observed while using these models [10]. A common strategy to improve the dissipative performance of structural models is to clip the modeled SGS tensor.
whenever backscatter is present [9]. Another method to improve the dissipative performance of SGS models is to use mixed models that are defined as a linear combination of structural models and functional models [5, 10]. A common mixed model is a combination of Clark’s gradient model [5] and the classical Smagorinsky model [3]. This model avoids numerical instability, however, the model is overdissipative and performs poorly for laminar-turbulent transition [11]. Combining Clark’s gradient model with the dynamic Smagorinsky model [4] results in a so-called dynamic mixed model [11, 12] and gives better dissipative performance. Similar observations also hold for other structural models such as Bardina’s scale-similarity model [10]. Another method to improve the dissipative performance of Clark’s gradient model is dynamic regularization [13]. In this method, the gradient model form is decomposed into several components, and the terms that contribute to model backscatter are eliminated. All of the above strategies to improve the prediction of model dissipation share one common drawback: they reduce the correlation between the modeled and the true SGS tensor or the so-called structural accuracy of the underlying structural model. For anisotropic flows at moderate grid resolutions, accurate estimation of the SGS tensor is essential for accurate predictions of turbulent statistics [14] and therefore, methods that ensure a high structural accuracy are needed.

In this article, we propose a novel strategy to improve the dissipative performance of a structural model that has minimal impact on the model’s structural accuracy. The strategy involves the solution to a constrained optimization problem that ensures that the difference between the modified and original SGS model is minimized while satisfying the constraint of no local model backscatter. We refer to this strategy as optimal clipping. Application of optimal clipping to a structural SGS model yields a parameter-free mixed model that has a lower model evaluation cost compared to a dynamic mixed model. In Section II we first discuss the standard clipping procedure before presenting our new optimal clipping procedure. In Section III we perform a priori and a posteriori tests to assess the performance of optimally clipping as applied to Clark’s gradient model and compare the results to those from other methodologies. In Section IV we summarize the results presented in this article and propose directions for future research.

II. Methodology

In LES, one solves the filtered Navier-Stokes equations for the filtered flow field:

$$\frac{\partial \bar{u}_i}{\partial x_i} = 0,$$

$$\frac{\partial \bar{u}_i}{\partial t} + \frac{\partial}{\partial x_j} (\bar{u}_i \bar{u}_j) = -\frac{1}{\rho} \frac{\partial \bar{p}}{\partial x_j} + \frac{\partial}{\partial x_j} (2\nu \bar{S}_{ij}) - \frac{\partial \tau_{ij}}{\partial x_j} + \tilde{f}_i, \quad \tau_{ij} = \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j,$$  

(2)

where $\bar{u}_i$ is the filtered velocity component along the $i^{th}$ direction, $\bar{p}$ is the filtered pressure, $\bar{S}_{ij}$ is the filtered strain-rate tensor, and $\tau_{ij}$ is the so-called subgrid scale stress (SGS) tensor. The SGS tensor accounts for the
interaction between the filtered (resolved) flow field and the sub-filter (unresolved) flow field. This tensor depends on the unresolved velocity field which is unknown during the simulation. Consequently, the SGS tensor must be approximated with a model in practice.

The most commonly used SGS models are based on the gradient-viscosity hypothesis. One of the earliest models is the Smagorinsky model \[3\] which models the deviatoric part of the stress tensor as:

\[
\tau_{ij}^{M,d} = \tau_{ij}^M - \frac{1}{3} \delta_{ij} \tau_{kk}^M = -2 \nu_t \bar{S}_{ij}, \quad \nu_t = (C_s \Delta)^2 |\bar{S}|, \tag{3}
\]

where \(\tau_{ij}^M\) is the modeled SGS tensor, \(\tau_{ij}^{M,d}\) is the deviatoric part of the modeled SGS tensor, \(C_s\) is the Smagorinsky constant, and \(\Delta\) is the filter width. The filter width is commonly taken to be \(\Delta = (\Delta_1 \Delta_2 \Delta_3)^{1/3}\), where \(\Delta_i\) is the grid spacing in the \(i^{th}\) direction \[15\]. The optimal value of the Smagorinsky constant depends on the flow under consideration \[6,16,17\]. The dynamic procedure introduced by Germano \[4,16,18\] uses a coarse grid test-filter to approximate the value of the optimal Smagorinsky constant, thereby reducing user dependence for different flows. The anisotropic minimum dissipation (AMD) model \[19\] instead employs the minimum eddy-viscosity needed to dissipate the unresolved scales. Despite their differences, the SGS model form for all these models is based on the assumption of local and instantaneous alignment between the deviatoric part of the SGS tensor and the resolved strain-rate tensor. However, statistical \textit{a priori} studies have demonstrated this stress-strain alignment assumption generally does not hold \[5,9\], and SGS models which are based on the gradient-viscosity hypothesis are characterized by a low correlation between the true and predicted SGS tensors. It was mentioned in \[14\] that an inaccurate stress representation does not lead to an incorrect prediction of turbulent statistics like energy spectra for HIT as long as the model dissipation is accurately predicted. However, for anisotropic flows like wall-bounded flows where the flow is driven by large turbulent eddies that dominate shearing, a finer mesh resolution is required to get accurate results \[14\]. For such flows, SGS models with improved structural accuracy can reduce the mesh requirement needed for accurate prediction of turbulence statistics.

There are other SGS models such as Clark's gradient model \[5,8\], Bardina’s scale-similarity model \[6\], and the approximate deconvolution model (ADM) \[7\] that do not rely on the assumption of stress-strain alignment. Instead, these models rely on mathematical techniques such as formal series expansion to accurately predict the SGS tensor. As these models aim to accurately predict the SGS tensor itself, they are referred to as structural SGS models. \textit{A priori} statistical studies have shown that structural SGS models generally yield SGS tensor predictions that are in high correlation with the true SGS tensor \[8,9\], and consequently, they have a high structural accuracy. Another advantage of these models is that the local model dissipation, \(\Pi_M = -\tau_{ij}^M \bar{S}_{ij}\), and the local energy flux based on filtered DNS data, \(\Pi = -\tau_{ij} \bar{S}_{ij}\), also have a high correlation \[8,9\]. Unlike gradient-viscosity hypothesis based models which normally enforce a non-negative eddy viscosity, structural models are capable of predicting backscatter, transfer of energy from
unresolved scales to resolved scales. However, even though the exact and model dissipation are often highly correlated for structural SGS models, the exact dissipation is often under-predicted for these models leading to energy build-up at the smallest resolved scales. Moreover, model backscatter can also negatively influence the numerical stability and convergence of simulations \[9, 11\]. To see this, note that the energy associated with an LES satisfies the following balance law when subject to homogeneous or periodic boundary conditions and no external forcing \[20\]:

\[
\frac{d}{dt} \int_{\Omega} \frac{1}{2} \bar{u}_i^2 \, d\Omega + \int_{\Omega} (2v \bar{S}_{ij} - \tau_{ij}) \bar{S}_{ij} \, d\Omega = 0, \tag{4}
\]

where \( \Omega \in \mathbb{R}^3 \) is the domain of interest. Decay of filtered kinetic energy is thus ensured if and only if

\[
\int_{\Omega} (2v \bar{S}_{ij} - \tau_{ij}) \bar{S}_{ij} \, d\Omega \geq 0 \tag{5}
\]

or, equivalently,

\[
\int_{\Omega} \tau_{ij} \bar{S}_{ij} \, d\Omega \leq \int_{\Omega} 2v \bar{S}_{ij} \bar{S}_{ij}. \tag{6}
\]

The above global inequality obviously holds if the local inequality \( \tau_{ij} \bar{S}_{ij} \leq 2v \bar{S}_{ij} \bar{S}_{ij} \) holds. However, if \( \int_{\Omega} \tau_{ij} \bar{S}_{ij} \, d\Omega \) is sufficiently large, the inequality does not hold. This indicates that excessive model backscatter can lead to an increase in turbulent kinetic energy in time which is detrimental to the numerical stability.

Several strategies to overcome this issue have been considered in the literature \[9, 11–13\]. One approach is to supplement a structural SGS model with a Smagorinsky model like term, resulting in a mixed SGS model

\[
\tau_{ij}^{M-mixed} = \tau_{ij}^M - 2v_r \bar{S}_{ij}, \quad v_r = (C_G \Delta)^2 |\bar{S}|. \tag{7}
\]

where \( \tau_{ij}^M \) is the SGS tensor associated with the original SGS model, \( \tau_{ij}^{M-mixed} \) is the SGS tensor associated with the mixed SGS model, and \( C_G \) is a model constant. This approach was first proposed in \[5\] to improve the stability of Clark’s gradient model. In mixed SGS models of the above form, the constant \( C_G \) must be carefully tuned to ensure accurate predictions of turbulence statistics. If \( C_G \) is chosen to be too large, the resulting model is overdissipative leading to inaccurate flow predictions during laminar-turbulent transition \[11\]. Alternatively, if \( C_G \) is chosen to be too small, the resulting model is numerically unstable. This behavior was improved in \[11,12\] by using the dynamic procedure \[4\] to determine the value of \( C_G \) and the resulting models are commonly known as dynamic mixed models.

Another strategy to improve numerical stability is by avoiding model backscatter, that is, to enforce

\[
\tau_{ij} \bar{S}_{ij} \leq 0 \tag{8}
\]
in a pointwise manner. An obvious way to ensure this inequality holds is by clipping. Clipping sets stresses locally to zero when local backscatter is predicted by the model. Mathematically, the formulation for clipping can be expressed as,

\[
\tau_{ij}^{M-SC} = \begin{cases} 
0 & \text{if } -\tau_{ij}^M \tilde{S}_{ij} < 0 \\
\tau_{ij}^M & \text{if } -\tau_{ij}^M \tilde{S}_{ij} \geq 0 
\end{cases}
\]  

(9)

where \(\tau_{ij}^M\) is again the SGS tensor associated with the original SGS model and \(\tau_{ij}^{M-SC}\) is the clipped SGS tensor. We refer to the above clipping procedure as standard clipping to distinguish it from the new clipping procedure proposed in this paper. As evident from the formulation, the increased model dissipation due to standard clipping comes at the cost of a decrease in correlation between the true and predicted SGS tensors.

In this paper, we propose a clipping formulation that has minimal effect on structural accuracy while simultaneously removing model backscatter. We refer to this as optimal clipping. To prevent backscatter while simultaneously maintaining structural performance, we seek the stress tensor which best fits the structural model in terms of Frobenius norm error within the set of models not admitting local backscatter. This yields the model form

\[
\tau_{ij}^{M-OC} = \arg \min_{\tilde{\tau} \in S} \frac{1}{2} \sum_{i,j} \left( \tilde{\tau}_{ij} - \tau_{ij}^M \right)^2 ,
\]

(10)

where \(\tau_{ij}^M\) is the SGS tensor associated with the original SGS model and \(\tau_{ij}^{M-OC}\) is the optimally clipped SGS tensor and \(S\) is the set of models not admitting local backscatter defined as

\[
S := \{ \tilde{\tau} \in \text{Sym}(3) : \tilde{\tau}_{ij} \tilde{S}_{ij} \leq 0 \},
\]

(11)

where \(\text{Sym}(3)\) is the space of symmetric rank-2 tensors in \(\mathbb{R}^3\). If \(\tau^M \in S\), then \(\tau^{M-OC} = \tau^M\). If \(\tau^M \notin S\), the minimization problem in Eq. (10) has a unique solution, and the component wise values of \(\tau_{ij}^{M-OC}\) can be obtained by solving the following linear system of equations:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & \tilde{S}_{11} \\
0 & 1 & 0 & 0 & 0 & 0 & \tilde{S}_{22} \\
0 & 0 & 1 & 0 & 0 & 0 & \tilde{S}_{33} \\
0 & 0 & 0 & 2 & 0 & 0 & 2\tilde{S}_{12} \\
0 & 0 & 0 & 0 & 2 & 0 & 2\tilde{S}_{13} \\
0 & 0 & 0 & 0 & 0 & 2 & 2\tilde{S}_{23} \\
\end{bmatrix}
\begin{bmatrix}
\tau_{11}^{M-OC} \\
\tau_{22}^{M-OC} \\
\tau_{33}^{M-OC} \\
2\tau_{12}^{M-OC} \\
2\tau_{13}^{M-OC} \\
2\tau_{23}^{M-OC} \\
\end{bmatrix}
= 
\begin{bmatrix}
\tau_{11}^M \\
\tau_{22}^M \\
\tau_{33}^M \\
2\tau_{12}^M \\
2\tau_{13}^M \\
2\tau_{23}^M \\
\end{bmatrix}
\]

(12)
where \( \lambda \) is the Lagrange multiplier associated with the constraint \(-\tau_{ij}^{M-OC} \bar{S}_{ij} = 0\). The special structure of the system of equations enables one to easily derive

\[
\lambda = \frac{\tau_{ij}^M \bar{S}_{ij}}{\bar{S}_{ij} \bar{S}_{ij}}.
\]  

(13)

Using this value of \( \lambda \), the SGS tensor components of the optimally clipped model, \( \tau_{ij}^{M-OC} \), can be obtained via sparse, explicit equations from Eq. (12), yielding,

\[
\tau_{ij}^{M-OC} = \tau_{ij}^M - \lambda \bar{S}_{ij}.
\]

(14)

Note that the above formula holds for both \( \tau^M \in S \) and \( \tau^M \notin S \) if we set:

\[
\lambda = -\min \left\{ \frac{-\tau_{ij}^M \bar{S}_{ij}}{\bar{S}_{ij} \bar{S}_{ij}}, 0 \right\}.
\]

(15)

Interestingly, the model form resulting from optimal clipping is that of a mixed model whose eddy viscosity is equal to half of the Lagrange multiplier. This value of eddy viscosity is precisely the one required by mixed models to avoid model backscatter and recover the underlying structural SGS model when there is no model backscatter. Note the optimally clipped model smoothly transitions from the original SGS model when there is no model backscatter to a mixed SGS model when there is model backscatter. The traditional approach of deriving a mixed model starts with the assumption of a mixed model form and then determining the coefficients of the model form based on physical or mathematical constraints. In our approach, a mixed model form was not initially assumed and instead resulted from the solution of the constrained minimization problem associated with optimal clipping. This in turn provides some mathematical justification for the use of mixed SGS models. We observe that optimal clipping has some additional desirable characteristics:

- The Lagrange multiplier is determined using the local flow state, and therefore, unlike a dynamic mixed model, optimal clipping does not require additional filtering or averaging over homogeneous directions. This significantly reduces the model evaluation cost.
- Although it has been observed that including Smagorinsky-like model terms in a mixed SGS model has a small impact on structural accuracy provided the Smagorinsky constant is chosen sufficiently [9,11], it is not guaranteed mathematically. Furthermore, averaging over homogeneous directions can reduce the structural accuracy. Alternatively, with optimal clipping, we ensure that structural accuracy is minimally affected.
- Like other mixed model formulations [21], optimal clipping preserves the near-wall scaling of the underlying structural SGS model.

In this article, we will demonstrate the applicability of optimal clipping by using it in conjunction with Clark’s gradient
However, it must be highlighted that the optimal clipping formulation can be easily used with other models: $\tau_{ij}^M$ can be defined by Bardina’s scale-similarity model [6], the approximate deconvolution model [7] or even a data-driven SGS model [22].

III. Results

We consider Clark’s gradient model [5] for demonstrating the performance of optimal clipping. Clark’s gradient model is formulated by performing a Taylor-series expansion in Fourier space, truncating higher-order terms, and transforming back to the physical space. If we use a filter kernel corresponding to an isotropic box-filter, we attain the following model form [5]:

$$\tau_{ij}^M = \frac{1}{12} \Delta^2 \frac{\partial \tilde{u}_i}{\partial x_k} \frac{\partial \tilde{u}_j}{\partial x_k}$$  \hspace{1cm} (16)

where $\Delta$ is the filter width taken as per Smagorinsky model definition [15]. For an anisotropic box-filter, we attain [11, 23]:

$$\tau_{ij}^M = \frac{1}{12} G_{ik} A_{kl} G_{jm} A_{ml},$$ \hspace{1cm} (17)

where $G_{ij} = \partial u_i / \partial x_j$ is the velocity gradient tensor and $A_{ij}$ is the anisotropy tensor that accounts for anisotropy of the filter. For an anisotropic box-filter aligned with the coordinate axis, the anisotropy tensor components can be written in matrix form as

$$A_{ij} = \begin{bmatrix} \Delta_1 & 0 & 0 \\ 0 & \Delta_2 & 0 \\ 0 & 0 & \Delta_3 \end{bmatrix},$$ \hspace{1cm} (18)

where $\Delta_i$ is the filter width along the $i^{th}$ coordinate direction. The implementation of the dynamic mixed model with Clark’s gradient model as the structural model requires an explicit definition of $\Delta$ in the Smagorinsky-like term. However, the optimal definition of $\Delta$ for anisotropic grids is not yet known [23]. Therefore, we modify the implementation by applying the dynamic procedure to directly obtain the value of $(C_G \Delta)^2$.

In this section, we test the performance of the optimally clipped gradient model by comparing it against several SGS models. We consider the following implicit or explicit SGS models in this article: (i) an implicit SGS model or no-model (NM) whose details are mentioned in Section III.B, (ii) the dynamic Smagorinsky model (DS), (iii) the gradient model with no clipping (GM-NC), (iv) the gradient model with standard clipping (GM-SC), (v) the gradient model with optimal clipping (GM-OC), and (vi) the dynamic mixed model based on the gradient model (GM-DMM).
For GM-NC, GM-SC, and GM-OC, we first perform *a priori* tests, that is, we compare the modeled and exact SGS tensors obtained from isotropically and anisotropically filtered DNS data. These tests allow us to assess the impact of clipping on the prediction of stresses and model dissipation. Then, we perform *a posteriori* tests which involve using all models under consideration in LES and investigating their impact on mean flow predictions and turbulence statistics.

We perform *a posteriori* tests for three different flows: (i) forced HIT at a high Reynolds number, (ii) Taylor-Green Vortex flow at $Re = 1600$, and (iii) turbulent channel flow at $Re_x = 590$.

### A. *A priori* tests

*A priori* tests are conducted based on forced HIT DNS data at $Re_A = 418$ extracted from the John Hopkins Turbulence Database (JHTDB) [24]. For both isotropically and anisotropically filtered DNS data, the box-filter kernel is used. The isotropically box-filtered data is extracted using the data-analysis tool offered by JHTDB, while anisotropically box-filtered data is determined by filtering the data obtained from the online data extraction service.

#### 1. Isotropically filtered DNS at $Re_A = 418$

Isotropically filtered DNS data based on several filter widths is obtained from JHTDB. Details of the data are given in Table 1. The extracted filtered velocity gradient is used to evaluate the tensor predicted by the gradient SGS model, and this tensor is compared with the true SGS tensor extracted from the JHTDB database. This comparison is done based on two quantities: the mean correlation coefficient (C.C.) and the relative error in mean energy flux (R.E.F.). These two quantities are defined as:

$$
C.C. = \frac{1}{N} \sum_{i,j} \frac{\langle (\tau_{ij} - \langle \tau_{ij} \rangle) (\tau_{ij}^M - \langle \tau_{ij}^M \rangle) \rangle}{\langle (\tau_{ij} - \langle \tau_{ij} \rangle)^2 \rangle^{1/2} \langle (\tau_{ij}^M - \langle \tau_{ij}^M \rangle)^2 \rangle^{1/2}}
$$

$$
R.E.F. = \frac{\langle \Pi^M \rangle - \langle \Pi \rangle}{\langle \Pi \rangle}
$$

Above, $\langle \cdot \rangle$ denotes spatial averaging performed over a time-step. C.C. is an estimate of the structural accuracy of the modeled stresses, whereas R.E.F. quantifies the dissipative performance of the model. A perfect SGS model has C.C. $= 1$ and R.E.F. $= 0$.

Fig. 1 shows the impact of standard and optimal clipping on C.C. and R.E.F.. We observe that the SGS tensor

| No. of Samples | Spatial Locations | Time | Filter widths |
|----------------|-------------------|------|---------------|
| 384 x 384 x 1  | Uniformly Sampled | $t = 1$ | $\Delta \approx 6.5\eta - 68\eta$ |
|                | From Slice $z = \pi$ |      |               |

Table 1 Description of dataset for *a priori* tests based on isotropically filtered DNS data
Fig. 1  *A priori* results for isotropically filtered data: (a) Correlation Coefficient (C.C.) and (b) Relative Error in Mean Energy Flux (R.E.F.)

predicted by the unclipped gradient model is highly correlated with that obtained from filtered DNS for all considered filter sizes. However, the unclipped gradient model also significantly underpredicts the SGS dissipation, that is, R.E.F. is a negative value, which manifests as reduced stability in *a posteriori* simulations. The application of standard clipping to the gradient model improves the prediction of the SGS dissipation, however, this comes at the cost of reduced correlation between the predicted SGS tensor and the exact SGS tensor. The optimally clipped gradient model on the other hand preserves the high correlation offered by the unclipped gradient model and at the same time gives a SGS dissipation prediction identical to that of the standard clipped gradient model.

2. *Anisotropically filtered DNS at Reₐ = 418*

The isotropically filtered DNS data used in the previous section is well suited to assess the impact of clipping for cases where the turbulence is resolved using isotropic grids as is commonly done in the case of HIT. However, for common flows such as turbulent channel or a boundary layer flow, computational limitations require the use of anisotropic grids based on book-type elements, that is hexes with two long edges and a third shorter edge, in the boundary layer region. Similarly, pencil-type elements, that is hexes with two short edges and a third longer edge, can also be used in meshes involving complex geometries. The effect of clipping must be investigated for such cases, and therefore, in this section, we conduct *a priori* tests using anisotropic filters that imitate the use of anisotropic grids. In particular, DNS data from JHTDB is anisotropically filtered for *a priori* tests. Details about the data and filtering are given in Table 2.

In Fig. 2 we compare the effect of clipping on C.C. and R.E.F. for the book-type anisotropically filtered DNS data based on several filter aspect ratios. We observe that with an increase in the aspect ratio, there is an initial decrease in
| Case   | No. of Samples | Spatial Locations                  | Time | Filter widths |
|--------|----------------|------------------------------------|------|---------------|
| Book   | 64 x 64 x 64   | Randomly Sampled from (0.5π, 1.5π)^3 | t = 1 | Δ_1 15η, Δ_2 15η, Δ_3 15η |
|        |                |                                    |      | 15η, 15η, 15η |
|        |                |                                    |      | 15η, 169η, 169η |
|        |                |                                    |      | 15η, 231η, 231η |
|        |                |                                    |      | 15η, 292η, 292η |
| Pencil | 64 x 64 x 64   | Randomly Sampled from (0.5π, 1.5π)^3 | t = 1 | Δ_1 15η, Δ_2 15η, Δ_3 15η |
|        |                |                                    |      | 15η, 15η, 15η |
|        |                |                                    |      | 15η, 15η, 15η |
|        |                |                                    |      | 15η, 15η, 169η |
|        |                |                                    |      | 15η, 15η, 231η |
|        |                |                                    |      | 15η, 15η, 292η |

Table 2 Description of dataset for a priori tests based on anisotropically filtered DNS data

**Fig. 2** A priori results for anisotropically filtered DNS data based on book-type resolution: (a) Correlation Coefficient (C.C.) and (b) Relative Error in Mean Energy Flux (R.E.F.)

The correlation with the filtered DNS data. At higher values of the aspect ratio, C.C. asymptotes and there is no further decrease in the correlation. As compared to the case of isotropic filtering, standard clipping has a greater reduction in correlation for anisotropic filtering. We also observe that optimal clipping preserves the correlation coefficient even for anisotropic filtering. Similar trends are also observed for R.E.F., though the use of anisotropic filtering reduces this quantity for all models. The results indicate that increased anisotropy reduces the model dissipation as compared with filtered DNS, which can be partially attributed to higher model backscatter. The use of standard or optimal clipping leads to a higher model dissipation as compared to the gradient model without clipping, and therefore the dissipative performance of these models does not deteriorate as much with increased anisotropy.

In Fig. 3 we compare the effect of clipping on C.C. and R.E.F. for the pencil-type anisotropically filtered DNS data.
Fig. 3  *A priori* results for anisotropically filtered DNS data based on pencil-type resolution: (a) Correlation Coefficient (C.C.) and (b) Relative Error in Mean Energy Flux (R.E.F.)

based on several filter aspect ratios. For this filter shape, we again observe that an increase in the aspect ratio leads to a reduced correlation which seems to asymptote at larger values. The C.C. for standard clipping deteriorates significantly as compared to isotropic filtering. Optimal clipping maintains the correlation of SGS tensor with those from filtered DNS similar to the unclipped gradient model. We also observe that without clipping, the model dissipation decreases significantly at high aspect ratios. Clipping dramatically improves the prediction of SGS dissipation at higher aspect ratios. For all of the above tests, the filter width in the fine direction was kept fixed and the filter widths in the coarse directions were modified to attain the target aspect ratios. However, we have also examined other filter widths in the fine direction and attained similar results.

These results indicate that in the presence of resolution anisotropy, optimal clipping improves the gradient model’s prediction of model dissipation while preserving the accuracy of the predicted SGS tensor. These characteristics make the optimally clipped gradient model particularly attractive for LES. It is expected that the improved dissipative characteristics as compared to that of the unclipped gradient model will result in improved numerical stability for higher Reynolds number LES. Moreover, we expect the optimally clipped gradient model’s improved structural accuracy as compared to that of standard clipping will result in more accurate LES predictions for anisotropic flows at coarse resolutions. We shall investigate these effects in more detail in the next section.

**B. A posteriori tests**

*A posteriori* simulations were performed using PHASTA [25] (Parallel Hierarchic Adaptive Stabilized Transient Analysis) which is a SUPG/PSPG/grad-div stabilized finite element based CFD solver [26] that solves the filtered Navier-Stokes equations in advective form. Each simulation uses a piecewise trilinear spatial discretization and the
generalized-$\alpha$ method with $\rho_\infty = 0.5$ for temporal discretization [27]. The code has been validated for LES [28,29] and DNS [30,31]. The filter width input for Clark’s gradient model is taken to be the same as the computational grid size being used. The dynamic Smagorinsky model, based on the implementation in [28], and the dynamic mixed model use a filter width ratio of $\sqrt{3}$. We follow a similar filtering procedure to [28] for the implementation of the dynamic mixed model.

1. Forced HIT

The first a posteriori tests we report on are for forced HIT at a high Reynolds number. For this flow, the turbulence is sustained by an energy cascade in which energy is injected to the largest scales of motion through a prescribed forcing function. Energy is then transferred to successively smaller scales through inertial processes, and energy is finally dissipated at the smallest scales through viscous interactions. In our calculations, the domain is taken to be a tri-periodic box of side length $2\pi$, and following [32], the prescribed forcing is taken to be:

$$\bar{f}(x) = \sum_{k, \, k \neq 0, \, |k| < k_f} \frac{P_{in}}{2E_{kf}} \hat{u}_k \exp(i \hat{k} \cdot x),$$

$$E_{kf} = \frac{1}{2} \sum_{k, \, k \neq 0, \, |k| < k_f} \hat{u}_k \cdot \hat{u}_k,$$

$$\hat{u}_k = \frac{1}{|\Omega|} \int_\Omega u^h(x) \exp(-i \hat{k} \cdot x),$$

where $P_{in}$ is the power input to the forcing and $k_f$ is the wavenumber magnitude to be forced. The values of these quantities are chosen as 62.843 and 3, respectively, to be consistent with [32]. To simulate high Reynolds number for the flow, we set the viscosity to a very small value, namely $10^{-12}$. This ensures that the energy dissipation due to viscous effects is dominated by energy dissipation due to the SGS model and numerical discretization. Furthermore, numerical experiments show that for this flow the numerical dissipation from SUPG/PSPG/grad-div stabilization is significantly smaller in comparison to the SGS model dissipation for each considered explicit SGS model. Therefore, the SGS model serves as the dominant mode of energy dissipation. This enables us to amplify the importance of clipping whose effect is obscured for flows at low $Re_A$. At such a high value of $Re_A$, DNS results are not available for comparison. We instead compare LES energy spectra to the theoretical Kolmogorov spectrum [33]:

$$E(k) = C e^{2/3} k^{-5/3},$$

where the constant $C$ is taken to be 1.6 following experimental and theoretical observations [33]. The value of dissipation
(\varepsilon) is equal to the power input (P_{in}) as the turbulence is in equilibrium. In the figures, K41 refers to the theoretical results. We discretize the domain with three mesh resolutions composed of 32, 64 and 128 uniformly spaced elements in each direction. For the SGS model, the filter width is selected to be \(2\pi/32, 2\pi/64\) and \(2\pi/128\) for meshes with \(32^3, 64^3\) and \(128^3\) elements respectively.

The energy spectra obtained using various SGS models are shown in Fig. 4. When no explicit SGS model is used, we observe a large pileup of energy at the highest resolved wavenumbers. This result indicates that the numerical dissipation by itself is insufficient to adequately dissipate the energy cascading down to the unresolved scales from the resolved scales. The dynamic Smagorinsky model does not lead to a pileup of energy and obeys the \(5/3\)rd slope of the theoretical spectra. However, it does exhibit an overprediction of energy at intermediate wavenumbers between the lowest and highest resolved wavenumbers. A large pileup of energy is also exhibited by the gradient model without clipping. This result indicates that the gradient model by itself does not provide sufficient model dissipation. We observe that standard and optimal clipping yield significantly improved energy spectra predictions. Optimal clipping leads to a slightly longer inertial subrange and less energy pileup. Both the gradient model with standard and the gradient model with optimal clipping also provide better predictions at intermediate wavenumbers as compared to the dynamic Smagorinsky model. The dynamic mixed model also does not exhibit a pileup of energy but it overpredicts energy at the intermediate wavenumbers. The results indicate that at higher Reynolds numbers the original model form is insufficient and requires additional mechanisms such as standard clipping, optimal clipping, or the inclusion of a Smagorinsky model like term to avoid energy pileup at the highest resolved wavenumbers. As we demonstrated that using no explicit SGS model is insufficient at high Reynolds numbers for forced HIT, we will only consider explicit SGS models for next flow cases.

2. 3-D Taylor Green Vortex flow at \(Re = 1600\)

The next \textit{a posteriori} tests we consider are for 3-D Taylor Green Vortex (TGV) flow. For sufficiently high \(Re\), TGV flow starts as laminar, then transitions to fully turbulent flow, and after the flow fully transitions, the turbulence decays. Our calculations use a tri-periodic cubical domain of \(2\pi\) side length. The flow is started from the initial laminar velocity profile:

\[
\mathbf{u} = \begin{bmatrix}
\sin(x_1) \cos(x_2) \cos(x_3) \\
-\cos(x_1) \sin(x_2) \cos(x_3) \\
0
\end{bmatrix},
\]  

and no external forcing is applied. We consider a Reynolds number of \(Re = 1600\), where \(Re = UL/\nu\) and \(U = L = 1\). In this paper, the temporal evolution of resolved kinetic energy and dissipation are investigated. The definitions of these
Fig. 4 Energy spectra for HIT at a high Reynolds number as predicted using (a) no model, (b) the dynamic Smagorinsky model, (c) the gradient model without clipping, (d) the gradient model with standard clipping, (e) the dynamic mixed model and (f) the gradient model with optimal clipping.
quantities are given in Eq. (26) and Eq. (27) below:

\[
E_k(t) = \frac{1}{|\Omega|} \int_{\Omega} \frac{u(t) \cdot u(t)}{2} d\Omega
\]  

(26)

\[
\epsilon(t) = 2\nu \frac{1}{|\Omega|} \int_{\Omega} \frac{\omega(t) \cdot \omega(t)}{2} d\Omega
\]  

(27)

where \( \omega \) is vorticity. We evaluate these statistics for a coarse mesh with 64\(^3\) elements and a fine mesh with 128\(^3\) elements, which correspond to filter widths of 2\(\pi/64\) and 2\(\pi/128\) respectively. These quantities are compared with DNS and filtered DNS results attained from [34]. In this paper, we only examine the temporal evolution of resolved turbulent kinetic energy and dissipation until a fully turbulent state is reached. The decay of turbulence depends on the initial conditions at the start of this regime. As different models yield different flow states at the onset of turbulence decay, it is difficult to determine whether model deficiencies in the transition or decay regions are responsible for poor performance as the turbulence decays.

Fig. 5 shows the evolution of resolved kinetic energy for the 64\(^3\) and 128\(^3\) element meshes. For all SGS models, we expect the results to match with the filtered DNS results as we refine the mesh. This is indeed the case for the fine mesh, and all models have similar evolution of resolved kinetic energy for this mesh. All models except the dynamic mixed model also yield accurate predictions of the filtered DNS turbulent kinetic energy for the coarse mesh resolution. The dynamic mixed model underpredicts the filtered DNS turbulent kinetic energy for the coarse mesh, highlighting that this model exhibits a faster temporal decay in resolved kinetic energy compared with the other models due to its overdissipative nature.

![Fig. 5](image)

**Fig. 5** Resolved kinetic energy (\(E_k\)) for TGV flow at \(Re = 1600\) for (a) 64\(^3\) and (b) 128\(^3\) element meshes
Fig. 6  Resolved dissipation for TGV flow at $Re = 1600$ for (a) $64^3$ and (b) $128^3$ element meshes

Fig. 7  Energy spectra at $t = 9$ for TGV flow at $Re = 1600$ for (a) $64^3$ and (b) $128^3$ element meshes

Fig. 6 displays the temporal evolution of the resolved dissipation for the two mesh resolutions. The dynamic Smagorinsky model underpredicts the resolved dissipation computed using the filtered DNS data. The dynamic mixed model underpredicts the resolved dissipation to an even greater degree, and even for the fine mesh resolution, the underprediction of resolved dissipation is significant. The gradient model without clipping overpredicts the resolved dissipation, especially for the coarse mesh resolution. With standard and optimal clipping, we attain a more accurate prediction of resolved dissipation as compared to the other models.

In Fig. 7 we compare the energy spectra at $t = 9$ attained using the SGS models to that attained using DNS [35] and filtered DNS results. For the filtered DNS spectra, we apply box-filter-based differential filtering [36] to the DNS results. The dynamic Smagorinsky and dynamic mixed models underpredict the energy spectra at higher wavenumbers, with the
latter model leading to a more severe underprediction. This indicates that the dynamic mixed model has too much model
dissipation that is leading to a reduction in turbulent kinetic energy content at the smallest resolved scales. On the other
hand, the energy spectra predictions by the gradient model without clipping, standard clipping, and optimal clipping
are closest to the filtered DNS spectra. For the coarse mesh resolution, optimal clipping gives slightly better results
than standard clipping. From this test case, we conclude that, for the gradient model, standard and optimal clipping
exhibit the best performance of all considered SGS models for the estimation of considered quantities of interest for
laminar-turbulent transition in TGV flow at $Re = 1600$. Furthermore, the distribution of energy among the wavenumbers
is also accurately captured by these models, with optimal clipping performing slightly better than standard clipping.

3. Turbulent channel flow at $Re_\tau = 590$

As a final test case, we investigate the performance of optimal clipping in the presence of walls. In particular, we
consider the classical problem of turbulent channel flow at $Re_\tau = 590$ and compare mean flow and stress profiles
with those from DNS [27]. A domain of $2\pi\delta \times 2\delta \times \pi\delta$, where $\delta (= 1)$ is the channel half-height, is employed in our
calculations. Periodic boundary conditions are applied in the spanwise and streamwise directions. No-slip boundary
conditions are imposed at the walls, that is at $y = 0$ and $y = 2\delta$. The flow is initialized with a velocity profile as per the
law of the wall with superimposed random perturbations. The flow is driven by a fixed-mass forcing which is based
on the mass flux at the inflow corresponding to a bulk Reynolds number ($Re_b = \bar{u}_b\delta/\nu$ where $\bar{u}_b$ is the bulk velocity)
of 10975. After a statistically stationary state is reached, the spanwise and streamwise averaged flow variables are
time-averaged over an interval of at least $30T$, where $T = \bar{u}_b/L_x$ is the flow-through time, and $L_x$ is the streamwise
length of the domain. Split-window time averaging analysis of velocity and stress profiles shows that the statistics are
converged by this time. We consider two mesh resolutions and these details are tabulated in Table 3. In Table 3, $\Delta x^+$
is the streamwise spacing, $\Delta z^+$ is the spanwise spacing, $\Delta y^+_1$ is the wall-normal spacing for the first element off-the-wall,
and $\Delta y^+_c$ is the wall-normal spacing at the center of the channel, all non-dimensionalized in inner-layer units.

Skin friction coefficient predictions, $C_f = \tau_w/\left(\frac{1}{2}\rho\bar{u}_b^2\right)$, for both coarse and medium mesh resolutions are shown

| $Re_\tau$ | Mesh Resolution | Number of Elements | $\Delta x^+$ | $\Delta y^+_1$ | $\Delta y^+_c$ | $\Delta z^+$ |
|----------|-----------------|--------------------|-------------|--------------|--------------|-------------|
| 590      | Coarse          | $48 \times 111 \times 48$ | 78          | 1            | 45          | 39          |
| 590      | Medium          | $64 \times 133 \times 64$ | 58          | 1            | 36          | 29          |

Table 3  Mesh parameters for the turbulent channel flow case

| Mesh Resolution | DNS   | DS    | AGM-NC | AGM-SC | AGM-DMM | AGM-OC |
|-----------------|-------|-------|--------|--------|---------|-------|
| Coarse          | 0.0058| 0.0047| 0.0063 | 0.0047 | 0.0053  | 0.0051 |
| Medium          | 0.0058| 0.0049| 0.0063 | 0.0050 | 0.0055  | 0.0053 |

Table 4  Skin-friction coefficient prediction for turbulent channel flow at $Re_\tau = 590$
As we use fixed-mass forcing, $\bar{u}_r$ predictions differ between various SGS models yielding differences in predicted skin-friction coefficients. We observe that the dynamic Smagorinsky model and the gradient model with standard clipping significantly under-predict the skin-friction coefficient compared to DNS values for both mesh resolutions. On the other hand, the gradient model without clipping overpredicts the skin-friction coefficient. The gradient model with optimal clipping and the dynamic mixed model have closer predictions to the DNS compared to standard clipping, with the dynamic mixed model yielding the best results. As $\bar{u}_r$ predictions differ between the considered SGS models, we choose bulk velocity for non-dimensionalizing the velocity and stress profiles.

Streamwise mean velocity predictions are shown in Fig. 8. We observe that both the dynamic Smagorinsky model and the gradient model with standard clipping underpredict the DNS velocity profile close to the wall and overpredict the velocity profile in the log-linear region. On the other hand, the gradient model without clipping leads to an overprediction of the DNS velocity profile close to the wall. The gradient model with optimal clipping and the dynamic mixed model give more accurate predictions than those attained by the other explicit SGS models. The predictions by these two models are close to each other with the dynamic mixed model predictions being slightly more accurate for the coarse mesh resolution.

Turbulent kinetic energy and Reynolds shear stress predictions are shown in Fig. 9 and Fig. 10 for the coarse and medium mesh resolutions respectively. Reynolds stresses are computed by adding the resolved Reynolds stresses and time-averaged subgrid stresses. We observe that the gradient model without clipping significantly overpredicts the peak turbulent kinetic energy for both mesh resolutions. The dynamic Smagorinsky model, the gradient model with standard clipping, the gradient model with optimal clipping and the dynamic mixed model slightly over-predict the peak of turbulent kinetic energy for the coarse mesh resolution, whereas the fine mesh resolution predictions for these
models are close to the DNS turbulent kinetic energy. We also observe that the gradient model without clipping also overpredicts the Reynolds shear stress. On the other hand, the dynamic Smagorinsky model and the gradient model without clipping significantly underpredict the Reynolds shear stress. The gradient model with optimal clipping and the dynamic mixed model give much better predictions of Reynolds shear stress compared to the other models, with the dynamic mixed model giving slightly better results than the gradient model with optimal clipping.

The slightly better predictions attained by the dynamic mixed model as compared with the optimally clipped gradient model for turbulent channel flow come at the cost of increased model evaluation cost and implementation complexity. This increased cost is due to the need for explicit filtering and averaging over homogeneous directions at each time
step for the dynamic mixed model. The optimally clipped gradient model, on the other hand, does not require these expensive operations. The above results also indicate that optimal clipping leads to a better velocity prediction, peak turbulent kinetic energy prediction, and Reynolds shear stress prediction as compared to standard clipping for turbulent channel flow at $Re_\tau = 590$. As a priori model dissipation estimates for these two models are the same, we believe that improved structural accuracy is the reason for the enhanced performance of the optimally clipped gradient model as compared to the gradient model with standard clipping.

### IV. Conclusions

In this article, we proposed a clipping method for structural SGS tensor closures for large eddy simulation. The clipping method results from minimizing the Frobenius norm of the difference between the clipped SGS tensor and the tensor predicted by the structural model subject to the constraint of no local model backscatter. As this method maintains as accurate SGS tensor prediction as possible while preventing local model backscatter, we refer to this method as optimal clipping. Mathematically, we show that optimal clipping corresponds to a particular mixed model formulation. Compared to the dynamic mixed model formulation, the optimal clipping model form is less expensive to evaluate as it does not involve additional filtering and homogeneous direction averaging steps.

We performed a priori and a posteriori tests and compared the performance of Clark’s gradient SGS model with optimal clipping to that of other models such as the dynamic Smagorinsky model, Clark’s gradient model without clipping, Clark’s gradient model with standard clipping, and a dynamic mixed model combining Clark’s gradient model with a Smagorsinsky term. A priori tests indicated that the gradient model with standard clipping reduces the correlation between the predicted SGS tensor and the exact SGS tensor as compared to the gradient model without clipping. This reduction in correlation is aggravated with increased anisotropy in the filtering. Alternatively, the optimally clipped gradient model does not reduce the correlation between the predicted SGS tensor and the exact SGS tensor for both isotropic and anisotropic filtering.

We performed a posteriori tests for three different cases: forced HIT at a high Reynolds number, Taylor-Green vortex flow at $Re = 1600$, and turbulent channel flow at $Re_\tau = 590$. Simulations for forced HIT flow indicated that the use of no explicit SGS model and Clark’s gradient model without clipping at high Reynolds numbers results in an energy pileup at large wavenumbers. Both standard and optimal clipping effectively reduced energy pileup. Results from Taylor-Green vortex flow at $Re = 1600$ indicated that the dynamic mixed model leads to a significant underprediction of turbulent kinetic energy and resolved dissipation, while the standard and optimally clipped gradient models both yield accurate results for these quantities. This suggests that clipping may yield more accurate results than the dynamic mixed model for flows exhibiting laminar-turbulent transition. For these first two cases, optimal clipping yielded slightly improved results as compared with standard clipping but the improvements were not significant. However, turbulent channel flow simulations indicated that optimal clipping may yield significantly improved results over standard clipping for
wall-resolved LES of wall-bounded flows. For this test case, optimal clipping yielded better mean velocity predictions, peak turbulent kinetic energy predictions and Reynolds shear stress predictions for turbulent channel flow at $Re_\tau = 590$ for both coarse and medium mesh resolutions. We hypothesize that even though standard and optimal clipping yield the same a priori model dissipation, the improvement in structural accuracy that is attained with optimal clipping is likely responsible for the improvement in a posteriori statistics for turbulent channel flow. Therefore, for flows where clipping is necessary for the stability of a posteriori simulations, optimal clipping should be selected over standard clipping as it preserves the structural accuracy of the predicted model stresses of the underlying structural SGS model.

Although all results shown here were attained with Clark’s gradient model as the base structural SGS model, optimal clipping can be applied to other structural SGS models such as Bardina’s scale-similarity model, approximate deconvolution models, and data-driven models without modification. In fact, optimal clipping was also tested with the Bardina’s scale-similarity [6] and the data-driven model presented in [22], and similar trends to those reported here were also observed for these models. The significant improvement in turbulent channel flow predictions observed here is a motivation for testing optimal clipping for other complicated wall-bounded flows such as a developing turbulent boundary layer, a boundary layer subject to favorable and/or adverse pressure gradients, or even a separating boundary layer.
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