The 1+1+2 formalism for scalar–tensor gravity
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Abstract We use the 1+1+2 covariant approach to clarify a number of aspects of spherically symmetric solutions of non-minimally coupled scalar tensor theories. Particular attention is focused on the extension of Birkhoff’s theorem and the nature of quasi-local horizons in this context.
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1 Introduction

The term scalar–tensor (ST) theory can be found in literature to describe theories of gravity in which either minimally or non-minimally coupled scalar fields appear. The first class of theories are the most studied, due in part to their simplicity and connection to the original models of inflation. The second class, for which the term ST is mostly used, has instead gained attention when it was discovered they arise naturally in the context of quantum field theory on curved spacetime [1] and of higher dimensional theories such as Kaluza–Klein and (Super-)String theories [2]. This type of ST theories is currently one the most studied classes of extensions of General Relativity (GR). For minimally and non-minimally coupled theories, we have now a relatively clear picture
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1 Centro Multidisciplinar de Astrofísica - CENTRA, Instituto Superior Tecnico - IST, Universidade de Lisboa - UL, Avenida Rovisco Pais 1, 1049-001 Lisboa, Portugal

2 Department of Mathematics and Applied Mathematics, University of Cape Town, Cape Town, South Africa

3 South African Astronomical Observatory, Observatory Cape Town, Cape Town, South Africa
of many aspects of the cosmologies of these models \cite{3,4}, including applications to inflation \cite{5} and to the modeling the late-time acceleration of the Universe \cite{6}. In relativistic astrophysics, ST theories are considered for example in gravitational wave physics and in the analysis of deviations from GR in the context of neutron stars \cite{7}. These theories have also played a role in the debate about the no-hair conjecture of black holes and its various realizations \cite{8} and have been discovered to give rise some peculiar phenomenology in the GR limit \cite{9,10}.

In spite of these results our knowledge of some fundamental aspects of ST theories such as the existence and nature of exact static and spherically symmetric solutions is still limited. This is particularly true for theories which involve a non-trivial self-interacting potential. Indeed, many of the most important models of ST theories are characterized by a non-trivial self-interaction of the scalar field potential and, especially in the non-minimally coupled case, very few solutions in the Jordan frame are known \cite{11–14}.

In the simpler context of cosmology a number of formalisms have been used to overcome similar problems in the context of GR. In particular the 1+3 covariant formalism originally developed by Ehlers and Ellis \cite{15–17} has been (and it is still now) particularly successful in the analysis of complex anisotropic and/or non homogenous cosmological models \cite{18}. In more recent times, the same formalism has been generalised to deal with the cosmology of several extensions of general relativity, including ST theories. Its application has led to a number of important results in the understanding of the dynamical of homogeneous cosmological models as well as the dynamics of scalar perturbations for ST theories \cite{19,20}. The 1+3 covariant approach can be also extended to treat spacetimes which are less symmetric than cosmological ones. For example the 1+1+2 formalism, developed by Clarkson and Barrett \cite{21–23}, was applied in the context of GR to the general study of LRS spacetimes (see below for more precise definition of these spacetimes), the analysis of the linear perturbations of the Schwarzschild spacetime \cite{21–23}, gravitational lensing \cite{24–27} and to the generation of electromagnetic radiation by gravitational waves interacting with a strong magnetic field around a vibrating Schwarzschild black hole \cite{28}.

In this paper we generalize this approach to the case of ST theories with the aim to obtain a deeper insight into the properties of spherically symmetric solutions of these theories. The class of non-minimally coupled theories we will consider are those characterised by a standard kinetic term for the scalar field. However, the actions we treat can be recast in the general form given by Bergmann, Nordtvedt and others \cite{29,30} by a simple reparameterisation of the scalar field.

As we will see the application of the 1+1+2 formalism offers an alternative point of view that can help to clarify some known issues of the physics of ST theories. Most importantly, the 1+1+2 formulation of the field equations of ST theories represents the starting point to their systematic investigation in the context of LRS-II spacetimes and the results obtained can be crucial for the comparison of these theories with the observations.

The paper is organised in the following way. In Sect. 2 we give the general equations of ST gravity. In Sect. 3 we briefly review the covariant approach and deduce the 1+1+2 framework from the 1+3 one. We then derive the 1+1+2 equations in general and relate the 1+1+2 quantities to the metric components. In Sect. 4 we give the
1+1+2 equations for a general non-minimally coupled ST theory of gravity and we present some important results which are needed if one is to use 1+1+2 formalism to find exact solutions. In sect. 5 we discuss a number of aspects of ST theories in the framework of the 1+1+2 approach like the existence and the meaning of Birkhoff’s theorem and the existence of quasi-local horizons. Finally Sect. 6 is dedicated to our conclusions.

Unless otherwise specified, natural units ($\hbar = c = k_B = 8\pi G = 1$) will be used throughout this paper and Latin indices run from 0 to 3. The symbol $\nabla$ represents the usual covariant derivative and $\partial$ corresponds to partial differentiation. We use the $-, +, +, +$ signature and the Riemann tensor is defined by

$$R^{ab}_{\phantom{ab}cd} = \Gamma^{a}_{bd,c} - \Gamma^{a}_{bc,d} + \Gamma^{e}_{bd} \Gamma^{a}_{ce} - \Gamma^{e}_{bc} \Gamma^{a}_{de}, \quad (1)$$

where the $\Gamma^{a}_{bd}$ are the Christoffel symbols (i.e. symmetric in the lower indices), defined by

$$\Gamma^{a}_{bd} = \frac{1}{2} g^{ae} \left( g_{be,d} + g_{ed,b} - g_{bd,e} \right). \quad (2)$$

The Ricci tensor is obtained by contracting the first and the third indices

$$R_{ab} = g^{cd} R_{acbd}. \quad (3)$$

Symmetrisation and the anti-symmetrisation over the indexes of a tensor are defined as

$$T_{(ab)} = \frac{1}{2} \left( T_{ab} + T_{ba} \right), \quad T_{[ab]} = \frac{1}{2} \left( T_{ab} - T_{ba} \right). \quad (4)$$

Finally the Hilbert–Einstein action in the presence of matter is given by

$$\mathcal{A} = \frac{1}{2} \int d^4x \sqrt{-g} \left[ R + 2\mathcal{L}_m \right]. \quad (5)$$

### 2 General equations for scalar tensor gravity

The action for ST theories of gravity is given by (conventions as in Wald [31]):

$$\mathcal{A} = \int d\chi^4 \sqrt{-g} \left[ \frac{1}{2} F(\psi) R - \mathcal{L}_\psi \right], \quad (6)$$

where

$$\mathcal{L}_\psi = \frac{1}{2} \nabla_a \psi \nabla^a \psi + V(\psi), \quad (7)$$

---

1 For the sake of simplicity, we do not consider here more complex generalisations of ST, which include Galileon fields [32,33] or Horndeski theories [34]. The extension of our approach to these contexts is, however, straightforward.
$V(\psi)$ is a generic potential expressing the self-interaction of the scalar field and $\mathcal{L}_m$ represents the matter contribution.

Varying the action with respect to the metric gives the gravitational field equations:

$$F(\psi) \left( R_{ab} - \frac{1}{2} R g_{ab} \right) = T^m_{ab} + \nabla_a \psi \nabla_b \psi - g_{ab} \left( \frac{1}{2} \nabla_c \psi \nabla^c \psi + V(\psi) \right) + \left( \nabla_b \nabla_a - g_{ab} \nabla^c \nabla_c \right) F(\psi),$$

and the variation with respect to the field $\psi$ gives the curved spacetime version of the Klein–Gordon equation

$$\nabla_a \nabla^a \psi + \frac{1}{2} F'(\psi) R - V'(\psi) = 0,$$

where the prime indicates a derivative with respect to $\psi$. Both these equations reduce to the standard equations for GR and a minimally-coupled scalar field when $F(\psi) = 1$.

Equation (8) can be recast as

$$G_{ab} = \frac{T^m_{ab}}{F(\psi)} + T_{ab}^{(\text{eff})}, \quad (10)$$

where $T_{ab}^{(\psi)}$ has the form

$$T_{ab}^{(\psi)} = \frac{1}{F(\psi)} \left[ \nabla_a \psi \nabla_b \psi - g_{ab} \left( \frac{1}{2} \nabla_c \psi \nabla^c \psi + V(\psi) \right) + \nabla_b \nabla_a F(\psi) - g_{ab} \nabla^c \nabla_c F(\psi) \right].$$

Provided that $\psi, a \neq 0$, Eq. (9) also follows from the conservation equations

$$\nabla^b T_{ab}^{(\text{eff})} = 0, \quad (12)$$

The reformulation above will be very important for our purposes. In fact, the form of (10) allows us to treat scalar tensor gravity as standard Einstein gravity in presence of two effective fluids and permits a straightforward generalisation of the 1+1+2 formalism to these equations.

### 3 The 1+1+2 covariant approach

In the following we give a very brief review of the 1+1+2 covariant approach (for details see [21–23]). We will proceed first with the standard 1+3 decomposition and then perform a further split of the spatial degrees of freedom relative to a preferred spatial direction. This allows us to derive a set of variables better suited to systems in which a spatial direction is important (i.e., the radial one in the case of spherical symmetry).
3.1 Kinematics

In 1+3 approach we define a time-like congruence, with unit tangent vector $u^a$ ($u^a u_a = -1$). In this way, any tensor field can be projected along $u^a$ (extracting the temporal parts) or into the 3-space orthogonal to $u^a$ using the projection tensor $h^a_b = g^a_b + u^a u_b$.

In the 1+1+2 approach, we further split this 3-space by introducing the spatial unit vector $e^a$ orthogonal to $u^a$, so that

$$e_a u^a = 0, \quad e_a e^a = 1.$$  \hfill (13)

Then the tensor

$$N^a_b \equiv h^a_b - e_a e^b = g^a_b + u_a u^b - e_a e^b, \quad N^a_a = 2$$  \hfill (14)

projects vectors into the 2-surfaces orthogonal to $e^a$ and $u^a$. It is obvious that $e^a N_{ab} = 0 = u^a N_{ab}$. Using $N_{ab}$, any 3-vector $\lambda^a = h^a_b \lambda^b$ can be irreducibly split into a component along $e^a$ and a sheet component $\Lambda^a$, orthogonal to $e^a$, i.e.,

$$\lambda^a = \Lambda e^a + \Lambda^a, \quad \Lambda = \lambda^a e_a, \quad \Lambda^a = N^{ab} \lambda_b.$$  \hfill (15)

A similar decomposition can be done for symmetric trace free 3-tensors $\lambda_{ab} = h^c_a h^d_b \Phi_{cd}$, which can be split into scalar (along $e^a$), 2-vector and 2-tensor parts as follows:

$$\lambda_{ab} = \lambda_{\langle ab \rangle} = \Lambda \left( e_a e_b - \frac{1}{2} N_{ab} \right) + 2 \Lambda \langle a e_b \rangle + \Lambda_{ab}.$$  \hfill (16)

where

$$\Lambda \equiv e^a e^b \lambda_{ab} = -N^{ab} \lambda_{ab},$$

$$\Lambda_a \equiv N^b_a e^c \lambda_{bc},$$

$$\Lambda_{ab} \equiv \lambda_{\langle ab \rangle} = \left( N^c_{\langle a} N_{b \rangle}^d - \frac{1}{2} N_{ab} N^{cd} \right) \lambda_{cd}.$$  \hfill (17)

The Levi-Civita 2-tensor plays the usual role of the 2 volume element for the 2-surfaces and it is defined as

$$\varepsilon_{ab} \equiv \varepsilon_{abc} e^c = \eta_{abcd} e^c u^d,$$  \hfill (18)

where $\varepsilon_{abc}$ is the 3-space permutation tensor, which is the volume element of the 3-space and $\eta_{abcd}$ is the spacetime 4-volume element.

With these definitions it follows that any 1+3 quantity can be locally split into three types of objects: scalars, 2-vectors and 2-tensors defined on the 2-surfaces orthogonal to $e^a$. 
3.2 Derivatives and the kinematical variables

Using \( u^a \) and \( h_{ab} \) we can obtain two derivative operators: one defined along the time-like congruence:

\[
\dot{X}^{a.b} \equiv u^e \nabla_e X^{a.b}
\]  

(19)

and the projected derivative \( D \):

\[
D_c X^{a..b} \equiv h^a f h^b c \ldots h^b g h^d h^r \nabla_r T^{f..g p..q}. 
\]  

(20)

Applying the covariant derivative to \( u_a \) we can obtain the key 1+3 quantities:

\[
\nabla_a u_b = -u_a \dot{u}_b + \frac{1}{3} \Theta h_{ab} + \sigma_{ab} + \omega_{ab},
\]  

(21)

where \( \dot{u}_a \) is the acceleration, \( \Theta \) is the expansion parameter, \( \sigma_{ab} \) the shear and \( \omega_{ab} \) is the vorticity.

In the same way as before we can now split the \( D \) operator using \( e_a \) and \( N_{ab} \):

\[
\dot{X}_{a..b} \equiv e^f D_f X_{a..b},
\]  

(22)

\[
\delta_f X_{a..b} \equiv N_a e \ldots N_b^g N_i^c \ldots N_k^d f D_j X_{e..g i..k}. 
\]  

(23)

The covariant derivative of \( e_a \) can be split in the direction orthogonal to \( u^a \) into its irreducible parts to give:

\[
D_{a e_b} = e_a \alpha_{b} + \frac{1}{2} \phi N_{ab} + \xi \epsilon_{a b} + \lambda_{a b}.
\]  

(24)

For an observer that chooses \( e^a \) as a special direction in spacetime, \( \phi = \delta_a e^a \) represents the expansion of the sheet, \( \lambda_{ab} = \delta_{(a} e^{b)} \) is the shear of \( e^a \) (i.e., the distortion of the sheet), \( \xi = \frac{1}{2} \epsilon_{a b} \delta_{a e b} \) is a representation of the “twisting” or rotation of the sheet and \( \alpha_{a} = \dot{e}_a \) its acceleration.

Using Eqs. (15) and (16) one can split the 1+3 kinematical variables and Weyl tensors as follows:

\[
\Theta = -\alpha_b u^b + \delta_a u^a
\]  

(25)

\[
\dot{u}^a = A e^a + A^a,
\]  

(26)

\[
\omega^a = \frac{1}{2} \epsilon^{abc} \omega_{bc} = \Omega e^a + \Omega^a,
\]  

(27)

\[
\sigma_{ab} = \Sigma \left( e_a e_b - \frac{1}{2} N_{ab} \right) + 2 \Sigma_{(a} e_{b)} + \Sigma_{ab},
\]  

(28)

\[
E_{ab} = C_{abcd} u^c u^d = \mathcal{E} \left( e_a e_b - \frac{1}{2} N_{ab} \right) + 2 \mathcal{E}_{(a} e_{b)} + \mathcal{E}_{ab},
\]  

(29)

\[
H_{ab} = \frac{1}{2} \epsilon_{ade} C^{de} c_{be} u^c = \mathcal{H} \left( e_a e_b - \frac{1}{2} N_{ab} \right) + 2 \mathcal{H}_{(a} e_{b)} + \mathcal{H}_{ab},
\]  

(30)
where $E_{ab}$ and $H_{ab}$ are the electric and magnetic part of the Weyl tensor respectively. It follows that the key variables of the 1+1+2 formalism are:

$$\{\Theta, A, \Omega, \Sigma, E, \mathcal{H}, A^a, \Omega^a, \Sigma^a, E^a, \mathcal{H}^a, \Sigma_{ab}, E_{ab}, H_{ab}\}. \quad (31)$$

Similarly, we may split the general energy momentum tensor in (10) as:

$$T_{ab} = \mu u_a u_b + p h_{ab} + 2q(a u_b) + \pi_{ab}, \quad (32)$$

where $\mu$ is the energy density and $p$ is the pressure.

The anisotropic fluid variables $q^a$ and $\pi_{ab}$ can be further split as:

$$q^a = Q e^a + Q^a, \quad (33)$$

$$\pi_{ab} = \Pi \left[ e_a e_b - \frac{1}{2} N_{ab} \right] + 2\Pi (a e_b) + \Pi_{ab}. \quad (34)$$

### 3.3 The 1+1+2 equations for LRS-II spacetimes

Because of its structure, the 1+1+2 formalism is ideally suited for a covariant description of all the Locally Rotationally Symmetric (LRS) spacetimes. These spacetimes possess a continuous isotropy group at each point [35] and exhibit locally a unique, preferred, covariantly defined spatial direction.

Since LRS space-times are constructed to be isotropic, there are no preferred directions in the sheet and consequently all 1+1+2 vectors and tensors vanish. It follows that the only non-zero 1+1+2 variables are the covariantly defined scalars [21–23] $\{A, \Theta, \phi, \xi, E, \mathcal{H}, \mu, p, \Pi, Q\}$.

A subclass of the LRS spacetimes, called LRS-II, contain all the LRS spacetimes that are rotation free. As a consequence, the variables $\Omega, \xi$ and $\mathcal{H}$ are identically zero in LRS-II spacetimes and

$$\{A, \Theta, \phi, \Sigma, E, \mu, p, \Pi, Q\}$$

fully characterise the kinematics. The propagation and constraint equations for these variables are obtained by the Ricci and (twice contracted) Bianchi identities and can be found in [21–23].

Note that the scalars given above characterise any given space-time in a coordinate independent way and in this sense they are related to the Cartan scalars for this class of spacetimes [36]. This means that two exact solutions for which the 1+1+2 variables are different represent two different spacetimes. This is one on the main advantages of this method and it makes it worth studying, even in the simple case of static and spherically symmetric spacetimes.

Let us now turn to the case of spherically symmetric static spacetimes which belong naturally to LRS class II. The condition of staticity implies that the dot derivatives of all the scalar quantities vanish. Therefore the expansion is zero, ($\Theta = 0$), and this
implies $\Sigma = 0$. This in turn yields, via the constraints, that the heat flux scalar $Q = 0$. Hence the set of $1+1+2$ equations which describe the spacetime become:

$$\hat{\phi} = -\frac{1}{2} \phi^2 - \frac{2}{3} \mu - \frac{1}{2} \Pi - \mathcal{E},$$  \hspace{1cm} (35)

$$\hat{\mathcal{E}} - \frac{1}{3} \hat{\mu} + \frac{1}{2} \hat{\Pi} = -\frac{3}{2} \phi \left( \mathcal{E} + \frac{1}{2} \Pi \right),$$  \hspace{1cm} (36)

$$0 = -A \phi + \frac{1}{3} (\mu + 3p) - \mathcal{E} + \frac{1}{2} \Pi,$$  \hspace{1cm} (37)

$$\hat{\mu} + \hat{\Pi} = -\left( \frac{3}{2} \phi + A \right) \Pi - (\mu + p) A,$$  \hspace{1cm} (38)

$$\hat{A} = - (A + \phi) A + \frac{1}{2} (\mu + 3p),$$  \hspace{1cm} (39)

$$\hat{K} = -\phi K,$$  \hspace{1cm} (40)

$$K = \frac{1}{3} \mu - \mathcal{E} - \frac{1}{2} \Pi + \frac{1}{4} \phi^2.$$  \hspace{1cm} (41)

Eliminating $\mathcal{E}$ and using the constraints (36) and (41) the system above can be reduced to

$$\hat{\phi} = A \phi - \mu - p - \Pi - \frac{\phi^2}{2},$$  \hspace{1cm} (42)

$$\hat{A} = -A (A + \phi) + \frac{1}{2} (\mu + 3p),$$  \hspace{1cm} (43)

$$\hat{\Pi} + \hat{p} = -A (\mu + p + \Pi) - \frac{3 \Pi \phi}{2},$$  \hspace{1cm} (44)

$$K = -p - \Pi + \frac{1}{4} \phi (A + \phi),$$  \hspace{1cm} (45)

$$\mathcal{E} = \frac{1}{3} (\mu + 3p) + \frac{1}{2} \Pi - A \phi.$$  \hspace{1cm} (46)

One could, of course, decide to eliminate other variables. In particular one might try to retain the (40), due to its simplicity. However, as we will see in Sect. 4, this choice has to be taken with great care, especially when attempting to find exact solutions.

Once these equations have been solved it is useful to connect the $1+1+2$ quantities to the metric coefficients and hence reconstruct the metric. Let us begin with the general spherically symmetric static metric:

$$ds^2 = -A(\rho) d\tau^2 + B(\rho) d\rho^2 + C(\rho) (d\theta^2 + \sin^2 \theta d\phi^2).$$  \hspace{1cm} (47)

Using the definition of covariant derivative one obtains:

$$A = e^a \dot{u}_a = \frac{1}{2A \sqrt{B}} \frac{dA}{d\rho}.$$  \hspace{1cm} (48)
\[ \phi = \delta_a e^a = \frac{1}{C \sqrt{B}} \frac{dC}{d\rho}. \]  \hspace{1cm} (49)

Note that we have two equations for three metric components, so at first sight it might seem that given a solution of the 1+1+2 potentials \( A \) and \( \phi \), there is no way to determine the metric. One needs to remember, however, that the form of the coefficient \( B \) depends on the choice of the coordinate \( \rho \), so that the factor \( \sqrt{B} \) can be reabsorbed into the definition of \( \rho \) and effectively the metric (47) has only two unknown functions. Therefore a \( p \) coordinate directly associated with the “hat” derivative, would have
\[ \hat{X} = X_{,p} \] which implies
\[ B(p) = 1. \]

The results above reveal an interesting connection between the 1+1+2 formalism and the Takeno variables [37]. In fact one can see that many of the theorems proven by Takeno have a correspondence in the 1+1+2 framework.

### 4 Spherically symmetric static space-times in scalar tensor gravity

The simplest way to write the 1+1+2 equations for the case of ST gravity is to use the recasting of the field equations that given in Sect. 2. In particular \( T_{ab}^\psi \) can be decomposed as in (32) with
\[
\begin{align*}
\mu^\psi &= \frac{1}{F(\psi)} \left[ \frac{1}{2} \hat{\psi}^2 + V + F' \left( \hat{\psi} + \phi \hat{\psi} \right) + F'' \hat{\psi}^2 \right], \\
p^\psi &= \frac{1}{F(\psi)} \left[ -\frac{\hat{\psi}^2}{6} - V - \frac{2}{3} F'' \hat{\psi}^2 - \frac{2}{3} F' \left( \hat{\psi} + \phi \hat{\psi} \right) - F'A \hat{\psi} \right], \\
\Pi^\psi &= \frac{1}{F(\psi)} \left[ \frac{2}{3} \hat{\psi}^2 + \frac{2}{3} F'' \hat{\psi}^2 + \frac{2}{3} F' \left( \hat{\psi} - \phi \hat{\psi} \right) \right].
\end{align*}
\]  \hspace{1cm} (50, 51, 52)

In this way it is possible to write (35–40) as
\[
\begin{align*}
F \left[ 2\hat{\phi} + (\phi - 2A)\phi \right] + 2\hat{\psi}^2 &= 2AF'\hat{\psi} - 2F''\hat{\psi}^2 - 2F'\hat{\psi}, \\
2F \left[ \hat{A} + A(A + \phi) \right] + 2V &= (3A + \phi)F'\hat{\psi} - F''\hat{\psi}^2 - F'\hat{\psi}, \\
\hat{\psi} \left[ 3 \left( F' \right)^2 + 2F \right] \hat{\psi} &+ F' \left( 3F'' + 1 \right) \hat{\psi}^2 \\
&+ (A + \phi) \left[ 3 \left( F' \right)^2 + 2F \right] \hat{\psi} + 4VF' - 2FV' = 0, \\
K &= \frac{\hat{\psi}^2}{2F} + \frac{V}{F} + \frac{F'}{F} \hat{\psi} (A + \phi) + \frac{1}{4} \phi (A + \phi), \\
\mathcal{E} &= \frac{\hat{\psi}^2}{3F} - \frac{2V}{3F} - \frac{F'}{F} \hat{\psi} \left( A + \frac{1}{2} \phi \right) - A\phi,
\end{align*}
\]  \hspace{1cm} (53, 54, 55, 56, 57)
where we have assumed \( F \neq 0 \). The above equations characterise the static and spherically symmetric solutions of a general ST theory of gravity. Note that in spite of the fact that the (55) contains second derivatives of the scalar field \( \psi \), it does not correspond exactly to the Klein–Gordon equation as we substituted the expression for \( \hat{\phi} \) and \( \hat{A} \) in the third equation. Note also that the case \( 3 (F')^2 + 2F = 0 \), which corresponds to the conformal coupling reduces the (55) to

\[
\hat{\psi} \left( 2\hat{\psi} + 2(A + \phi)\hat{\psi} - 2V' \right) = 0, \tag{58}
\]

which is, as expected, the GR **Klein–Gordon equation.

Let us now show how (53–57) can be used to obtain exact solutions. The first thing that needs to be done is to choose a suitable radial coordinate. A clever choice is to proceed in such a way that Eq. (40) has a trivial solution like in the case of the coordinate \( r \) for which \( \hat{X} = -\frac{1}{2}r\phi \partial_r X \) in [21–23]. The Gauss curvature is therefore just \( K = r^{-2} \). However, one must be careful in this respect to check that (56) is fulfilled, because the choice above decouples \( K \) from \( \phi \). This can be clearly seen by considering the theory

\[
F = F_2 + \frac{2F_1 e^{\frac{\phi_0 \psi}{2}}}{\phi_0} + F_2 + \frac{2\psi}{\phi_0}, \tag{59}
\]

\[
V = -\frac{1}{4} \psi_0^2 \left[ 3\phi_0 \left( 4F_1 e^{\frac{\phi_0 \psi}{2}} - 2\psi \right) + 10 \right], \tag{60}
\]

with the solution

\[
\mathcal{A} = \frac{1}{2} \phi_0, \quad \phi = \phi_0 \quad \text{and} \quad \psi = \psi_0 + 2 \ln(\phi_0 r) \tag{61}
\]

of (53–55), which corresponds to the following solution for the metric

\[
A = A_0 r^{\frac{3}{2} \frac{\phi_0}{\phi_0}}, \quad B = \psi_0^2 r^2, \quad C = r^{-2}. \tag{62}
\]

Although the above solution satisfies (53–55) and (40), it does not satisfy (56) and is not a solution of the field Eq. (8). This happens because the coordinate change removes the connection between \( K \) and \( \phi \) so that (40) does not guarantee that (56) is satisfied.

On the other hand, the theory

\[
F = F_0 \psi^2 \quad V = V_0 \psi^\beta \tag{63}
\]
does satisfy the system (53–56) for this convenient choice of radial coordinate and it is easy to find the exact solution

\begin{align}
A &= \frac{A_0}{r}, \quad \phi = \frac{2}{r}, \\
K &= \frac{F_0 [2A_0(\beta - 4) + \beta - 10] - 2}{r^2(\beta - 2)F_0} + \frac{V_0\sigma_0^\beta}{r^2F_0\sigma_0^2}, \\
\psi &= \psi_0 r^{\frac{2}{\beta - 2}}
\end{align}

which, in terms of the metric coefficients is given by:

\begin{align}
A &= r^2A_0, \quad B = 1, \quad C = K^{-1}.
\end{align}

The above solution satisfies all the Einstein equations upon direct substitution. Since this solution does not reduce to Minkowski spacetime in any limit of the parameters, it is clearly not asymptotically flat. The associated Newtonian potential can be calculated in the usual way and contains a constant term of the same order of the gravitational constant.\footnote{Upon conformal transformation \( \tilde{g}_{ab} = \Omega^2 g_{ab} \) with \( \Omega^2 = F(\psi) \), the theory (63) is mapped into general relativity with a minimally coupled scalar field with the potential \( V(\psi) = e^{\sqrt{F_0} \psi} \).}

5 Some properties of the static and spherically symmetric metrics in Scalar Tensor gravity

Let us now use the \( 1+1+2 \) formalism we have developed in the first part of the paper to explore some of the properties of the static and spherically symmetric metrics in Scalar Tensor gravity. We will start with proving the absence of a Schwarzschild solution for these theories and the implications of this result for Birkhoff’s theorem. We then discuss how one might characterise asymptotic flatness and quasi-local horizons.

5.1 No Schwarzschild solution

A first important question one can address using the system (53–57) is whether or not the theory (6) admits in general a Schwarzschild solution. The reason is obvious: if we want to have a theory of gravity that is compatible with the constraints coming...
from celestial mechanics we will need to have that is like the one discovered by Schwarzschild or one that has similar characteristics.\textsuperscript{3}

The Schwarzschild solution is obtained when \phi and \mathcal{A} satisfy

\[ \dot{\phi} + \frac{\dot{\phi}^2}{2} - A\phi = 0, \quad \dot{\mathcal{A}} + A^2 + A\phi = 0. \] (69)

In addition, since the Ricci scalar is identically zero, we find that the standard **Klein–Gordon equation holds

\[ \ddot{\psi} + 2(A - \phi)\dot{\psi} - V' = 0. \] (70)

Substituting the above equations in (53–55) and assuming \( F \neq 0 \), we obtain:

\begin{align*}
\dot{\psi}^2 \left( F''(\psi) + 1 \right) - A\dot{\psi} F'(\psi) + \dot{\psi} F'(\psi) &= 0, \quad (71) \\
\dot{\psi} F'(\psi) + \dot{\psi} \left[ \dot{\psi} F''(\psi) + (3A + \phi)F'(\psi) \right] + 2V(\psi) &= 0, \quad (72) \\
\dot{\psi} F'(\psi) \left[ \dot{\psi} \left( 2(A + \phi)F'(\psi) - \dot{\psi} \right) + 2V(\psi) \right] &= 0, \quad (73)
\end{align*}

It is easy to see that this system has a (double) solution, for \( \dot{\psi} \neq 0 \)

\[ F''(\psi) = -1, \quad F'(\psi) = 0, \quad V(\psi) = \frac{1}{2} \dot{\psi}^2, \] (74)

which is clearly inconsistent. This means that the class of scalar tensor theories of gravity discussed in Sect. 2 have no Schwarzschild solution if the scalar field is not trivial. This result implies that, in principle, the astrophysics and celestial mechanics in ST theories is different from what is obtained in GR.

5.2 The Birkhoff’s theorem

The conclusion above has an important consequences in terms of the meaning and role of the Birkhoff theorem in this class of theories. In this section we will use the 1+1+2 formalism to find out that although the originally Birkhoff theorem cannot be valid, there are other versions of this theorem that can be given for this classes of theories.

There are a number of formulations and proof of this theorem in the context of General Relativity [36,42–49]. We will adopt the one presented in the book by Hawking and Ellis [50] which can be stated as follows:

\textsuperscript{3} To be precise, one should add that the above statement is limited by the accuracy of our most precise measurements of the gravitational field in the Solar System and, of course, that are not considering any screening mechanism [41].
Any $C^2$ solution of Einstein’s equations which is static and spherically symmetric in an open set $\mathcal{V}$ is locally equivalent to part of the maximally extended Schwarzschild solution in $\mathcal{V}$.

The theorem can be easily proven in GR with the help of the 1+1+2 formalism. We will follow here the same approach of [51–53] where a number of interesting cases is discussed in the framework of GR. The first step is to deduce the symmetry of the metric i.e. its static and spherically symmetric character. We have already done this step naively in the previous section. We now derive these conditions rigorously.

The Killing equation for a general vector $\xi^a$ orthogonal to the sheet is

\[ \nabla_{(a} \xi_{b)} = 0. \tag{75} \]

We can always write $\xi^a$ as

\[ \xi^a = \Psi \tilde{u}_a + \Phi e_a + X_a, \tag{76} \]

where we have chosen, for now, observers for which $\tilde{u}_a \tilde{u}^a = 1$, $\Phi$ and $\Psi$ are scalars different from zero and $X_a = N_{ab} \xi^b$. Naturally from this definition one has $\xi^a \xi^a = -\Psi^2 + \Phi^2 + X^a X_a$, so that the character of $\xi^a$ depends on the values of $\Psi$ and $\Phi$ and the value of $X_a$ (i.e. $\Psi = 0$ implies $\xi^a$ spacelike etc.). Decomposing the Killing equation and setting to zero the vector and tensor kinematical quantities, one obtains the following relations

\[ \dot{\Psi} + A \Phi = 0, \tag{77} \]

\[ \dot{\Psi} - \dot{\Phi} - \Psi A - \Phi \left( \frac{\Theta}{3} + \Sigma \right) + \dot{X}_b e^b + \dot{X}_b u^b = 0, \tag{78} \]

\[ \dot{\Phi} + \Psi \left( \frac{\Theta}{3} + \Sigma \right) = 0, \tag{79} \]

\[ \Psi \left( \frac{2}{3} \Theta - \Sigma \right) + \Phi \phi = 0, \tag{80} \]

\[ \delta_{(a} X_{b)} = 0. \tag{81} \]

Let us assume that $\xi^a$ is timelike and set $\Phi = 0$ and coinside only a Killing vectors in the $[u, e]$ 2-surface i.e. $X_a = 0$. The non trivial Killing equations reduce to

\[ \dot{\Psi} = 0, \tag{82} \]

\[ \dot{\Psi} + \Psi A = 0, \tag{83} \]

\[ \Psi \left( \frac{2}{3} \Theta - \Sigma \right) = 0, \tag{84} \]

The (82) and (83) always admit a solution so that the Killing vector exists and the (84) gives $\Theta = 0 = \Sigma$. When these results are plugged into the general 1+1+2 equations, we reobtain the (53–55). This result implies there always exists a Killing vector in the local $[u, e]$ plane for a vacuum LRS-II spacetime and therefore that the (53–55)
represent all the solutions with a timelike Killing field. In the case in which the Killing vector is spacelike one obtains that $\mathcal{A} = 0 = \phi$ and we proceed in a similar manner, the difference being that in this case the solution will be homogenous.

In GR the equations corresponding to (53–55) lead to the Schwarzschild metric (exterior and interior), but here the solutions will be different. Suppose, for the moment, that such solution is known and let us refer to it as $\mathcal{S}$. The reasoning above tells us that if we have staticity and spherical symmetry in an open set $\mathcal{V}$ the metric of this solution is locally equivalent to part of the maximally extended of the $\mathcal{S}$ solution in $\mathcal{V}$.

Such result suggests a modification of the Birkhoff theorem such as:

Any $C^2$ solution of (53–55) which is static and spherically symmetric in an open set $\mathcal{V}$ is locally equivalent to part of the maximally extended solution $\mathcal{S}$ in $\mathcal{V}$.

In order to prove the above statement we need only to prove that the solution $\mathcal{S}$ in unique. In order to do that one has to prove that in the explicit form the L.H.S. of (53–55) system is Lifschitz continuous so that the Picard-Lindelöf theorem is satisfied. This implies that the scalar field $\sigma$, the functions $F$ and $V$ and their derivatives with respect to $\sigma$ need to be Lifschitz continuous. In addition, the condition

$$\dot{\sigma} F(\sigma) \left[ 2F(\sigma) + 3F'(\sigma)^2 \right] \neq 0,$$

obtained solving (53–55) for $(\dot{\phi}, \phi, \dot{\mathcal{A}}, \mathcal{A})$, needs to be satisfied. This condition implies that $F$ should not have any zeros i.e. that the gravitational interaction cannot change sign. It is clear however than is $F$ admits zeros the solution can be still unique within these zeroes.

With these results one can therefore state the following modified Birkhoff theorem for Scalar Tensor gravity (mBT):

Any $C^2$ solution of (53–55) which is static and spherically symmetric in an open set $\mathcal{V}$, for which $\sigma$ is Lifschitz continuous and (85) is satisfied, is locally equivalent to the maximally extended solution $\mathcal{S}$ in $\mathcal{V}$.

which is holds for any ST theory which satisfies (85).

The remaining problem therefore is to determine $\mathcal{S}$. The direct resolution of (53–55) is however a formidable task. Thus it is worth looking for other ways to obtain the form of this solution.

One approach is to consider what has have learned in the case of $f(R)$-gravity. In [54] it was found that the validity the original Birkhoff’s theorem is guaranteed iff

$$f(R)\big|_{R=0} = 0, \quad f'(R)\big|_{R=0} \neq 0. \quad (86)$$

Since we know that $f(R)$-gravity can be mapped into a Brans–Dicke-like theory with a non-trivial potential

---

4 Note that because of the (40) in general $K$ is Lifschitz continuous if $\phi$ has this property.
we can ask if the results of [54] provide any insight on the validity of the mBT for ST gravity. Unfortunately the answer is negative. In fact, since the Schwarzschild solution is characterised by $R = 0$, (87–88) implies immediately that the scalar field is constant. In other words, the conditions found in [54] effectively correspond to GR via (87–88).

Another interesting way to attack this problem is to approach it from the point of view of conformal transformations. It is well known that under a conformal transformation ST theories of gravity of the type (6) are mapped into GR minimally coupled to a scalar field [55,56]. Can we then use the conformal transformations to find the form of the solution $S$?

In order to answer this question, let us consider the conformal transformation

$$\tilde{g}_{ab} = \Omega^2 g_{ab},$$

where $\Omega^2 = F(\sigma)$. It is well known that under this transformation, Eq. (6) in vacuum can be recast as

$$\mathcal{A} = \int dx^4 \sqrt{-g} \left[ \frac{1}{2} R - \frac{1}{2} \nabla_a \varphi \nabla^a \varphi - W(\varphi) \right],$$

where

$$\varphi = \int \left( \frac{3 F'(\psi)^2 - 2 F(\psi)}{2 F(\psi)^2} \right)^{1/2} d\psi$$

and

$$W(\varphi) = \frac{V(\varphi)}{F(\varphi)} \bigg|_{\varphi = \varphi(\psi)},$$

As mentioned earlier, it has been recently shown that if the scalar field is static, the (Jebsen-)Birkhoff theorem holds for these theories [42]. In terms of the 1+1+2 approach a conformal transformation is composed by a boost and change of coordinates [57], so that

$$\tilde{u}_a = \Omega u_a$$
$$\tilde{e}_a = \Omega e_a$$
$$\tilde{N}_{ab} = \Omega^2 N_{ab}$$

and the covariant derivative of a vector of conformal weight $s$ is transformed as

$$\tilde{\nabla}_a \tilde{V}_b = \nabla_a (\Omega^s V_b) + \frac{\Omega^{s-1}}{2} \left( 2 \delta^s_{(b} \nabla_{c)} \Omega - g_{bc} \nabla^a \Omega \right) V_c$$
It is straightforward to verify that a conformal transformation cannot change the symmetry of the spacetime. In fact under the conformal transformation above, the 1+1+2 vector quantities are mapped to zero. For example:

\[
\tilde{A}_a = \frac{A_a}{\Omega} + \delta_a \Omega^2 \Omega.
\] (97)

If the quantities on the RHS are subject to spherical symmetry, it is clear that \(\tilde{A}_a = 0\). The same reasoning applies to all the other quantities.

The Killing equations for \(\xi_a\), which has \(s = 1\), in the Einstein frame become

\[
0 = \tilde{\nabla}_{(a} \tilde{\xi}_{b)} = \Omega \nabla_{(a} \xi_{b)} + \frac{1}{2} g_{ab\xi} \xi^c \Omega, \quad (98)
\]

which translates, assuming \(\Phi = 0\), \(X_a = 0\) and \(\Omega \neq 0\), into

\[
\dot{\Psi} - \frac{1}{2} \frac{\dot{\Omega}}{\Omega} = 0, \quad (99)
\]

\[
\left( \dot{\Psi} - \Psi A \right) \Omega = 0, \quad (100)
\]

\[
\Psi \left( \frac{2}{3} \Theta - \Sigma \right) + \frac{1}{2} \frac{\dot{\Omega}}{\Omega} = 0, \quad (101)
\]

It is clear therefore that a conformal transformation does not compromise the presence of a timelike Killing vector as far as the conformal factor is time independent (i.e. the metric remains static). Therefore one can use conformal transformation to deduce the solution \(S\) analytically from a Birkhoff solution in the Einstein frame.\(^5\) For the theories for which this is possible the modified Birkhoff theorem above is valid.

Let us consider an example of such solution, which will be useful for what follows. Consider the minimally coupled theory\(^6\)

\[
A = \int dx^4 \sqrt{-g} \left[ \frac{1}{2} R - \frac{1}{2} \nabla_\sigma \nabla^\sigma \right]. \quad (102)
\]

The spherically symmetric solutions for these theory are well known [58–61]. A solution which is also asymptotically flat is given by

\[
ds^2 = -\tilde{A}(r)d\tau^2 + \tilde{B}(r)d\rho^2 + \tilde{C}(r)(d\theta^2 + \sin^2 \theta d\phi^2), \quad (103)
\]

\(^5\) In fact, the use of conformal transformations for the search of new solutions is known since long time [8]. The difference here is that we do not consider only a conformally invariant scalar field, relying on (91) for the mapping of the solution of the scalar field. This step allows to extend the work done in [8] to general scalar tensor theories.

\(^6\) It is clear that, being this theory conformably related to the Brans–Dicke theory all the solutions given below are related conformally to the Brans solution. The real difference would arise if a non trivial potential was considered. As far as we are aware, no exact solution of this type (Birkhoff and asymptotically flat) has been presented in the literature. In the following we will use these solutions to illustrate how the 1+1+2 formalism is able to determine their properties.
where

\[ \tilde{A}(r) = \left(1 - \frac{b}{r}\right)^\gamma, \quad (104) \]
\[ \tilde{B}(r) = \left(1 - \frac{b}{r}\right)^{-\gamma}, \quad (105) \]
\[ \tilde{C}(r) = \left(1 - \frac{b}{r}\right)^{1-\gamma} r^2, \quad (106) \]

with the scalar field

\[ \psi = \sqrt{\frac{1 - \gamma^2}{2}} \log \left(1 - \frac{b}{r}\right). \quad (107) \]

and \(0 < \gamma < 1\). Using the results above we can generate a set of theories with accompanying solutions satisfying the mBT.

For example, choosing

\[ \Omega = \frac{1}{2P^2} \left(1 - \frac{b}{r}\right)^{\frac{p\sqrt{1 - \gamma^2}}{2\sqrt{3}}} + \frac{1}{2} \left(1 - \frac{b}{r}\right)^{-\frac{p\sqrt{1 - \gamma^2}}{2\sqrt{3}}}, \quad (108) \]

or

\[ \Omega = \frac{1}{2} \left(1 - \frac{b}{r}\right)^{\frac{p\sqrt{1 - \gamma^2}}{2\sqrt{3}}} + \frac{1}{2P^2} \left(1 - \frac{b}{r}\right)^{-\frac{p\sqrt{1 - \gamma^2}}{2\sqrt{3}}}. \quad (109) \]

We obtain:

\[ F(\psi) = \frac{1}{2P^2} + \frac{1}{4} e^{-\sqrt{3}P\psi} + \frac{e^{\sqrt{3}p\psi}}{4P^4} + \frac{1}{4} e^{-\sqrt{3}p\psi}, \quad (110) \]

and

\[ F(\psi) = \frac{1}{2P^2} + \frac{e^{-\sqrt{3}p\psi}}{4P^4} + \frac{1}{4} e^{\sqrt{3}p\psi}, \quad (111) \]

respectively. In this way, the coefficients of the accompanying solution satisfying the mBT are

\[ A = \frac{\tilde{A}}{\Omega^2} = \frac{4P^4 \left(1 - \frac{b}{r}\right)^\gamma + \frac{\sqrt{1 - \gamma^2} p}{\sqrt{3}}}{\left(1 - \frac{b}{r}\right)^{\frac{\sqrt{1 - \gamma^2} p}{\sqrt{3}}} + P^2} \quad (112) \]
\[
B = \frac{\tilde{B}}{\Omega^2} = \frac{4P^4(1 - \frac{b}{r})^{\sqrt{1 - \gamma^2} \frac{\sqrt{3}}{\sqrt{3}}} - \gamma}{(1 - \frac{b}{r})^{\sqrt{1 - \gamma^2} \frac{\sqrt{3}}{\sqrt{3}}} + P^2} \tag{113}
\]

\[
\tilde{C} = \frac{C}{\Omega^2} = \frac{4P^4r^2(1 - \frac{b}{r})^{-\gamma + \sqrt{1 - \gamma^2} \frac{\sqrt{3}}{\sqrt{3}}} + 1}{(1 - \frac{b}{r})^{\sqrt{1 - \gamma^2} \frac{\sqrt{3}}{\sqrt{3}}} + P^2} \tag{114}
\]

with the scalar field solution

\[
\psi = \sqrt{\frac{1 - \gamma^2}{2P^2}} \log \left(1 - \frac{b}{r}\right). \tag{115}
\]

In terms of the 1+1+2 parameters, this solution can be expressed as

\[
\mathcal{A} = \frac{b}{12P^2r^2} \left(1 - \frac{b}{r}\right)^{\frac{1}{\pi}(3(\gamma - 2) - P \sqrt{3 - 3\gamma^2})} \left[3\gamma \left(1 - \frac{b}{r}\right)^{\frac{\sqrt{1 - \gamma^2} \frac{\sqrt{3}}{\sqrt{3}}}{3}}
\right.

- \sqrt{3 - 3\gamma^2} \left(1 - \frac{b}{r}\right)^{\frac{\sqrt{1 - \gamma^2} \frac{\sqrt{3}}{\sqrt{3}}}{3}} + \left. \sqrt{3 - 3\gamma^2} P^3 + 3\gamma P^2 \right]\right] \tag{116}
\]

\[
\phi = \frac{1}{6P^2r^2} \left(1 - \frac{b}{r}\right)^{\frac{1}{\pi}(3(\gamma - 2) - P \sqrt{3 - 3\gamma^2})} \left\{3[b(\gamma + 1) - 2r] \left(1 - \frac{b}{r}\right)^{\frac{\sqrt{1 - \gamma^2} \frac{\sqrt{3}}{\sqrt{3}}}{3}}
\right.

- b\sqrt{3(1 - \gamma^2)} P^3 + 3P^2[b(\gamma + 1) - 2r] + b\sqrt{3 - 3\gamma^2} P \left(1 - \frac{b}{r}\right)^{\frac{\sqrt{1 - \gamma^2} \frac{\sqrt{3}}{\sqrt{3}}}{3}} \right\} \tag{117}
\]

### 5.3 Asymptotic flatness

Another important property of physically relevant spherically symmetric solutions in general is asymptotic flatness. The general proof of this property for a given metric requires very refined theoretical tools such as Penrose’s method of conformal compactification [31]. The covariant approach offers an interesting alternative, although a somewhat less general, approach to this problem. In fact decomposing the Riemann tensor in terms the 1+3 variables one obtains [15–17]

\[
R^{ab}_{\; cd} = R^{ab}_{\; P \; cd} + R^{ab}_{\; I \; cd} + R^{ab}_{\; E \; cd} + R^{ab}_{\; H \; cd}, \tag{118}
\]

\[
R^{ab}_{\; P \; cd} = \frac{2}{3} (\mu + 3p) u^{[a}_{\; c} h^{b]}_{\; d} + \frac{2}{3} \mu h^{a}_{\; [c} h^{b}_{\; d]}. \tag{119}
\]
The 1+1+2 formalism for scalar–tensor gravity

\[ R^a_{\;bcd} = -2u^a h^b_{[c} q_{d]} - 2u_{[c} h^a_{d]} q^b \]
\[-2u^a u_{[c} \pi^b_{d]} + 2h^a_{[c} \pi^b_{d]}, \quad (120)\]
\[ R^a_{E\;cd} = 4u^a u_{[c} E^b_{d]} + 4h^a_{[c} E^b_{d]}, \quad (121)\]
\[ R^a_{H\;cd} = 2\eta^{a\;be} u_{[c} H_{d]e} + 2\eta_{cde} u^a H^b_{de}. \quad (122)\]

which in terms of the 1+1+2 variables and the static and spherically symmetric case reduces to

\[ R^a_{P\;cd} = 2 \frac{3}{2} (\mu + 3p) u^a u_{[c} h^b_{d]} + \frac{2}{3} \mu h^a_{[c} h^b_{d]}, \quad (123)\]
\[ R^a_{I\;cd} = -2u^a u_{[c} \left( e^b_{de} - \frac{1}{2} N^b_{d]} \right) \Pi + 2h^a_{[c} \left( e^b_{de} - \frac{1}{2} N^b_{d]} \right) \Pi, \quad (124)\]
\[ R^a_{E\;cd} = 4u^a u_{[c} \left( e^b_{de} - \frac{1}{2} N^b_{d]} \right) E + 4h^a_{[c} \left( e^b_{de} - \frac{1}{2} N^b_{d]} \right) E, \quad (125)\]
\[ R^a_{H\;cd} = 0. \quad (126)\]

If a metric is asymptotically flat, there will be a limit in which \( u_a, e_a \) and \( N_{ab} \) are constant tensors and the Riemann tensor is identically zero. This implies, by definition, that in this limit \( A \) and \( \phi \) have to be zero and that the above relations become equations for \( \mu, p, \Pi \) and \( E \). Using (38) it is easy to see that

\[ E = \frac{1}{3} (\mu + 3p) + \frac{1}{2} \Pi - A\phi \quad (127)\]

which means

\[ E \rightarrow \frac{1}{3} (\mu + 3p) + \frac{1}{2} \Pi. \quad (128)\]

It follows that the behaviour of \( E \) is determined by \( \mu, p \) and \( \Pi \): if these last quantities each tend asymptotically to zero then Riemann tensor will also tend to zero. Using (50–52), one obtains that, in the case of (6), this will occur if

\[ \psi \rightarrow \text{cost}, \quad \frac{V(\psi)}{F(\psi)} \rightarrow 0, \quad (129)\]

which is compatible with what is found in [62]. It is interesting to note that in this limit (42) and (43) reduce to the equations that give rise to the Schwarzschild solution.

Let us now look at what happens to asymptotic flatness under a conformal transformation. It is easy to see that the relations (119–122) are invariant under conformal transformations. Therefore, the conditions for asymptotic flatness found from these equations remain the same. This is confirmed by the fact that the solution (112–115) remains asymptotically flat, as its conformal generator.

\[ \odot \text{ Springer} \]
However, when matter is present, things are not as straightforward. The thermodynamic quantities are rescaled via the conformal factor:

\[
\tilde{\mu} = \Omega^2 \mu, \quad \tilde{p} = \Omega^2 p, \quad \tilde{\Pi} = \Omega^2 \Pi,
\]

therefore we require that if a tilted thermodynamic quantity goes to zero this behaviour is guaranteed also for the un-tilded quantities. It is clear that this can happen only if the conformal factor asymptotically approaches a constant.

In terms of the scalar field, these conditions amount to

\[
\Psi \to \Psi_0 = \text{const.}, \quad W(\Psi) = \frac{V(\Psi(\psi))}{F(\Psi(\psi))} \to 0.
\]

The first condition is satisfied only if (91) converges to a constant when \( F \) and its first derivative do so and this gives us a constraint on the ST theories that satisfy the mBT.

5.4 Horizons

Let us conclude with the definition of quasi-local horizon in scalar tensor gravity in the language of the 1+1+2 covariant approach. A black hole is usually characterised in terms of the presence of an event horizon and there are compelling reasons to do so [63]. However in some cases it is useful to have a more local definition of black hole rather than one that depends on the global spacetime structure, which can be obtained using the definition of geometrically defined local horizons [64]. This is particularly true in the case of scalar tensor theories in which the properties of black holes are not as well established as they are in GR.

The nature of horizons, trapped surfaces and other similar features can be described using the flow of null geodesics (see e.g. [45,65,66]). This definition falls naturally in the framework of 1+1+2 approach. Here we limit ourselves to ones that are relevant to static spacetime i.e., trapped surfaces, anti-trapped surface, perfect horizon [67] and Killing horizon.

Let us consider two congruences of null geodesics represented by the vector field \( l_a \) and \( \tilde{l}_a \) (\( l_a l^a = 0 = \tilde{l}_a \tilde{l}^a \)) such that \( \tilde{l}_a \tilde{l}^a = -\alpha \) where \( \alpha > 0 \) is a constant. i.e. they present to congruences of null geodesics which flow in opposite directions. Following the standard procedure of the 1+1+2 approach we will decompose these vector fields as

\[
l_a = (-u_b l^b)(\kappa \tilde{u}_a + \tilde{p}_a), \quad \tilde{l}_a = (-u_b \tilde{l}^b)(\kappa \tilde{u}_a + \tilde{p}_a).
\]

where \( \tilde{u}_a \) is obtaining normalising the time-like vector \( u_a \) so that, in \( l_a \) for example, \( u_a = \kappa \tilde{u}_a \). If these null geodesics are associated with a ingoing or an outgoing flux of electromagnetic waves in geometric optic approximation, the quantity \(-u_b l^b = E\) and \(-u_b \tilde{l}^b = \tilde{E}\) will be proportional to the photon frequencies as measured by the observers \( u_a \) and
\[ p_a = \frac{h^b_l b}{E}, \quad \bar{p}_a = \frac{h^b_l \bar{l}}{E}. \] 

(133)

are the propagation directions of the “rays”.

Next, we can construct the 2-surface:

\[ s_{ab} = \alpha g_{ab} + 2l(l \bar{l}). \] 

(134)

so that \( s_{ab} l^b = 0 \) and \( s_{ab} \bar{l}^b = 0 \) i.e. \( s_{ab} \) orthogonal to both \( l_a \) and \( \bar{l}_a \). At this point the expansion of the null geodesics through the surfaces associated to \( s_{ab} \) are

\[ \Theta^+ = s_{ab} \nabla^a l^b = \nabla^a l_a \] 

(135)

\[ \Theta^- = s_{ab} \nabla^a \bar{l}^b = \nabla^a \bar{l}_a. \] 

(136)

The vectors \( p_a \) and \( \bar{p}_a \) can be further split extracting the component along \( e_a \):

\[ p_a = \varepsilon e_a + q_a, \quad \bar{p}_a = \bar{\varepsilon} e_a + \bar{q}_a. \] 

(137)

Here, differently from the previous sections, we put ourselves in the general situation in which \( e_a e^a = \eta \). In the case of LRS-II spacetimes one obtains, for the expansion of the rays \( l_a \),

\[ \Theta^+ = \varepsilon \left( \kappa^2 A E + \hat{E} \eta + \hat{\eta} \hat{\eta} + E \phi \right). \] 

(138)

By definition the vector field will satisfy the relations \( l^a \nabla_a l_b = 0 \) and \( l^b \nabla_a l_b = 0 \). The component of the first of these equations along \( u_a \) implies, in the case of LRS-II spacetimes

\[ \hat{E} \eta \kappa + E \eta A \kappa + \hat{E} \hat{\kappa} = 0. \] 

(139)

Substituting in \( \Theta^+ \), one obtains

\[ \Theta^+ = \varepsilon E \left[ \eta^2 \left( -\frac{\hat{\kappa}}{\kappa} + \frac{\hat{\eta}}{\eta} \right) + \phi \right]. \] 

(140)

The same reasoning can be applied to the derivation of \( \Theta^- \) to obtain

\[ \Theta^- = \bar{\varepsilon} E \left[ \bar{\eta}^2 \left( -\frac{\hat{\kappa}}{\kappa} + \frac{\hat{\eta}}{\eta} \right) + \phi \right]. \] 

(141)

Since the values of \( \kappa, \bar{\kappa}, \eta \) and \( \bar{\eta} \) depend on the choice of the observer, the above equation tells us that if in an event \( \phi = 0 \) there exist observers for which \( \Theta = 0 \) at that
In other words $\phi = 0$ is a necessary condition for the existence of observers for which $\Theta = 0$ is zero. For some specific choices of the affine parameter $\phi = 0$ is also a sufficient condition. In the case of the area radius $r$, for example, one has

$$\Theta^+ = \frac{1}{2} E \phi \left[ r \eta^2 \left( \frac{\eta.r}{\eta} - \frac{\kappa.r}{\kappa} \right) + 2 \right].$$  \hspace{1cm} (142)

$$\Theta^- = \frac{1}{2} E \phi \left[ r \bar{\eta}^2 \left( \frac{\bar{\eta}.r}{\bar{\eta}} - \frac{\bar{\kappa}.r}{\bar{\kappa}} \right) + 2 \right].$$  \hspace{1cm} (143)

According to the definitions in [68–70], we can say, therefore, that the sign of $\phi$ gives a necessary condition for an observer to see a trapped surface. More specifically

$$\begin{cases} 
\phi < 0 \rightarrow \text{trapped surfaces} \\
\phi > 0 \rightarrow \text{anti-trapped surfaces}
\end{cases}$$  \hspace{1cm} (144)

and $\phi = 0$ will give the “non expanding horizon” or “perfect horizon” [67].

Another important type of horizon is the so called Killing horizon. A Killing horizon is defined as the surface in which the modulus of a Killing vector of the metric is zero. A spacetime which is static and spherically symmetric contains four killing vector: a timelike one, which is associated to the static nature of the metric (in fact the Killing vector only guarantees only guarantees whether the metric is stationary) and other three which represent spherical symmetry.

It is relatively easy to characterise the vanishing of the modulus of the timelike Killing vector. Setting again $\Phi = 0$ and $X_a = 0$ in (76), we obtain from (83) that, formally,

$$\log \Psi = - \int_Q A dp$$  \hspace{1cm} (145)

where $Q$ is the domain in which the metric is static and spherically symmetric$^8$. This implies that a Killing horizon is only realised when

$$\int_Q A dp \rightarrow \infty.$$  \hspace{1cm} (147)

$^7$ From this expression, in principle for observers which have $\eta^2 \left( -\frac{\eta}{\kappa} + \frac{\bar{\eta}}{\bar{\kappa}} \right) + \phi = 0$ one can have $\phi \neq 0$ and $\Theta = 0$ at all time. This special class of observers would never see light rays converge or expand. In the following, we will never use such observers, relying only on the natural parameter $p$ and the area radius $r$, so the condition $\phi = 0$ can be used without problems.

$^8$ To be consistent with the treatment of perfect horizon, we should derive this relation in the case in which $u_a$ is not normalised. However this would lead to a relation of the type

$$\log \left( \psi \kappa \right) = - \int_Q A dp$$  \hspace{1cm} (146)

where $\kappa$ is the modulus of $u_a$. We will assume in the following that $\psi = \kappa \psi$ i.e. $\psi$ contains already the contribution of the normalization.
If $Q$ is a finite interval the above result means $A$ is divergent at some point in $Q$. If $Q$ is of the form $[a, \infty[$ then the above relation might imply that the metric is not asymptotically flat. Of course the Killing horizon will be present only in the first case. It is important to keep in mind that, as in the case of the perfect horizon, the presence of an horizon is a coordinate dependent concept and therefore the outcome of the integral above depends also on the choice of the affine parameter. In the case of the area radius one has

$$\int_{Q(p)} A dp = \int_{Q(r)} \frac{2A}{r\phi} dr,$$

therefore in this coordinate system one requires the fact that $A/\phi$ is divergent in the domain of integration and therefore a $\phi$ that admits a zero can generate a Killing horizon also when $A$ is regular. In other words, one can say that a divergence in $A$ is a sufficient condition for the presence of a Killing horizon.\(^9\)

Let us consider as an example the standard Schwarzschild solution in GR. In terms of the area radius one has

$$A = \frac{m}{r^2} \left(1 - \frac{2m}{r}\right)^{-1/2} \phi = \frac{2}{r} \left(1 - \frac{2m}{r}\right).$$

At the horizon $A$ is already divergent, however for this choice of the affine parameters the Killing horizon is determined by the divergence of the quantity $A/\phi$ which happens at the same value of $r$. Since in this case $\phi = 0$ is a necessary and sufficient condition for the existence of a perfect horizon, it is clear that in this case the perfect horizon is also a Killing horizon.

The relation between horizons and singularities can be explored using the (56) or the constraint on the scalar component of the electric part of the Weyl tensor (46). In the case of $F = \text{const.}$ and in vacuum:

$$K = \frac{1}{4} \phi (A + \phi),$$

and

$$\mathcal{E} = -A\phi.$$
If, instead, only a Killing horizon is present, like in \( r = 0 \) in the Schwarzschild case, it will lead to a singularity.

The presence of a matter term (regular or effective) changes the situation. More specifically, the term \(- (p + \Pi)\) appears in the constraint (45) and the term \( \frac{1}{2} (\mu + 3p) \) in the (46). This implies that (effective) matter can introduce further singularities or “renormalise” the ones associated to a Killing horizon. For example, a divergence of \( A \) can be compensated by a divergence in these term. In this case, therefore, perfect horizon and Killing horizon can be different without implying the presence of an actual singularity of the spacetime.

Consider, for example, the solution (103). The 1+1+2 potentials are given by

\[
A = \frac{b \gamma (1 - \frac{b}{r})^{\frac{\gamma}{2} - 1}}{2r^2} \quad (152)
\]

\[
\phi = \frac{2}{r} \left( 1 - \frac{b}{r} \right)^{\frac{\gamma}{2} - 1} \left( 1 - \frac{b(\gamma + 1)}{2r} \right) \quad (153)
\]

The condition \( \phi = 0 \) gives two perfect horizons: \( r = b \) and \( r = \frac{b}{2} (1 + \gamma) \). The quantity \( A \) is divergent for \( r = b \), but in the coordinate system of the metric the integrand of (147) is given by

\[
A\sqrt{B} = -\frac{b \gamma}{2r(b - r)} \quad (154)
\]

which has only one finite pole when \( r = b \). Therefore the metric admits a Killing and perfect horizon for \( r = b \) and another perfect horizon in \( r = \frac{b}{2} (1 + \gamma) \). Note that \( E \) and \( K \) both diverge in \( r = b \), so this horizon constitute a singularity for the spacetime. This is due to the presence of the kinetic term for the scalar field in the expression of \( E \) and \( K \), as explained above. These two last quantities are instead regular in \( r = \frac{b}{2} (1 + \gamma) \). This implies that the perfect horizon in \( r = \frac{b}{2} (1 + \gamma) \) can be eliminated by a coordinate transformation.

The case of ST gravity is even more complex that the non vacuum GR case. In the (56) and (57) this is evident from the appearance of the term \( \hat{F} \) coupled with two different combinations of \( A \) and \( \phi \). These terms show the effect of the non minimal coupling in the relation between Killing horizon, perfect horizon and singularities. If a ST theory presents a Killing horizon associated to a divergence of \( A \) the (56) and (57) shows that the existence of a perfect horizon will not be sufficient anymore to avoid the presence of a singularity. Conversely a divergence of, say, the scalar field at the horizon will not translate in an actual divergence of the spacetime.

It is instructive to compare our conclusion with the structure of some exact solutions. In the case of (67) we have

\[
A = \frac{A_0}{r}, \quad \phi = \frac{2}{r} \quad (155)
\]

so no Killing or perfect horizons are present.
Let us now consider the solution found by Bekenstein [8] and Bocharova, Bronnikov and Melnikov (BBM) [71] (in the case of zero electric field):

\[ ds^2 = -A(r)d\tau^2 + B(r)d\rho^2 + r^2(d\theta^2 + \sin^2 \theta d\phi^2), \]  

(156)

where

\[ A(r) = \left(1 - \frac{R_0}{r}\right)^2, \]  

(157)

\[ B(r) = \left(1 - \frac{R_0}{r}\right)^{-2}, \]  

(158)

with the scalar field

\[ \psi = \frac{\psi_0}{(r - R_0)}. \]  

(159)

For this metric in terms of the coordinate \( r \) we have

\[ A = \frac{R_0}{r^2}, \quad \phi = \frac{2}{r^2}(r - R_0) \]  

(160)

From our previous reasoning \( r = R_0 \) is a perfect horizon but \( A \) is regular and therefore the Killing horizon is not connected to any singularity of the metric. It is known, however that the scalar field is singular on the horizon and the (56) and (57) show clearly that this is due to compensation between the divergence of function \( F \) and the first derivative of the scalar field.

Finally let us look at (112–115). Because of the domain of the transformation the metric is only defined for \( r > b \) and in this range \( \phi \neq 0 \) and

\[ \int_{r > b} \frac{2A}{r\phi}dr < \infty, \]  

(161)

there is no perfect or Killing horizon. Since the transformation that generates (112–115) is only valid for \( 0 < \gamma < 1 \) the perfect horizon appearing in the Einstein frame for \( r = \frac{b}{2}(1 + \gamma) \) does not appear in this solution.\(^{10}\) Note that the nature of the spatial surface \( r = b \) can be also modified by the transformation: for \( P < \frac{\sqrt{3(\gamma-2)}}{\sqrt{\gamma-1}} \) it is not singular anymore.

---

\(^{10}\) Note, however, that since this point is on the very edge of the domain of the conformal transformation such conclusion should be supported by further exploration of the properties of the conformal transformation. We will not address this issue here.
6 Conclusions

In this paper we have used the 1+1+2 formalism to analyse the spherically symmetric metrics in non-minimally coupled ST gravity. As in the case of the 1+3 covariant approach, our method can be easily applied if one treats the non-Einsteinian parts of the gravitational interaction as an effective fluid.

The key 1+1+2 equations form a closed system of three differential equation together with two constraints, which can be used to find new exact solutions. However, great care should be taken in choosing the radial coordinate, as some of these choices can result in a decoupling of the key equations, leading to solutions of the 1+1+2 equations which are not solutions of the full Einstein equations.

An interesting result of this paper relates to the existence of the Schwarzschild solution in ST gravity and on how this impacts on the original formulation of Birkhoff’s theorem. Using the 1+1+2 equations it is easy to show in a coordinate independent manner that no ST theory admits a Schwarzschild solution unless the scalar field is trivial. It follows that one cannot define a Birkhoff theorem in the usual way. One can, however, propose an extension to this theorem (mBT) in which the role of the Schwarzschild solution is taken by the general static and spherically symmetric solution for these theories. The problem then arises to determine the existence of this solution.

A possible way to address this issue can be found using the well known results on the conformal symmetry of vacuum solution for ST gravity. Since the 1+1+2 formalism offers a relatively straightforward way to understand the conditions under which the Birkhoff theorem is preserved under conformal transformations, one can use these prescriptions to generate theories and solution that comply the mBT. In this way the problem of the existence of mBT complying solution is reduced to the problem of finding solution in the minimally coupled case which satisfies the Birkhoff theorem.

The 1+1+2 formalism also allows a clear description of two important physical properties of these metric, namely the asymptotic flatness and the presence of quasi local horizons. In both cases the 1+1+2 returns some coordinate independent and physically clear conditions, which can be used to characterise the properties static spherically symmetric solutions not only of scalar tensor theories but also of any other extension of general relativity. Our results show that the use of this formalism can, as has already been shown in cosmology, help clarify some of the unresolved issues in the physics of LRS-II spacetimes beyond General Relativity.
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