Physical effects on compact high-velocity clouds in the circumgalactic medium
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ABSTRACT

We numerically investigate the evolution of compact high-velocity clouds (CHVCs) passing through a hot, tenuous gas representing the highly-ionized circumgalactic medium (CGM) by applying the adaptive-mesh refinement code FFlash.

Our main findings are: 1) self-gravity stabilizes clouds against Rayleigh-Taylor instability which are disrupted within 10 sound-crossing times without; 2) clouds can develop Jeans-instable regions internally even though they are initially below Jeans mass; 3) all clouds lose mass by ram pressure and Kelvin-Helmholtz instability; 4) thermal conduction substantially lowers mass-loss rates, by this, extending the clouds’ lifetimes, particularly, more than doubling the lifetime of low-mass clouds; 5) thermal conduction leads to continuous, filamentary stripping, while the removed gas is heated up quickly and mixes efficiently with the ambient CGM; 6) without thermal conduction the removed gas consists of dense, cool, clumpy fragments; 7) thermal conduction might prevent CHVCs from forming stars; 8) clouds decelerated by means of drag from the ambient CGM form head-tail shapes and collapse after they reach velocities characteristic for intermediate-velocity clouds.

Conclusively, only sophisticated modelling of CHVCs as non-homogeneous and non-isothermal clouds with thermal conduction and self-gravity explains observed morphologies and naturally leads to the suppression of star formation.
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1 INTRODUCTION

The coexistence of only gas phases in the interstellar medium (ISM) can theoretically be well described by the three-phase medium introduced by McKee & Ostriker (1977) (applied to the halo by Wolfire et al. 1995). Stratified, cool, dense, molecular gas and cold neutral matter (CNM, $T \lesssim 100$ K) are surrounded by a warm, neutral (WIM) to slightly ionized medium (WIM, $8,000 \lesssim T/K \lesssim 10^{2}$). A hot, dilute, and highly ionized medium (HIM, $T \gtrsim 10^{5} K$) provides the third thermally stable phase. Gas with temperatures in one of the two ranges between the three phases is thermally unstable and separates into either the cooler or the hotter phase by thermal instability (Field 1965). These two instable phases provide continuous pressure transitions between the stable phases (Wolfire et al. 1995; Vázquez-Semadeni 2012). The physical conditions assumed for the HIM are observed in the circumgalactic medium (CGM) in the halo of our Milky Way (Tumlinson et al. 2017). Among the stable phases the WIM has the highest volume filling factor, which raises from $\sim 0.4$ in the galactic plane to $\sim 0.6$ at a galactic height of $z = 1$ kpc (Morfill & Scholer 1987) and contains more than 50 per cent of the total mass of the ISM (Tielens 2005). However, more recent observations and simulations reveal a much more complex dynamical and thermal state of the ISM that cannot be explained within the simplified theoretical framework of McKee & Ostriker (1977): stars, electromagnetic radiation, cosmic rays, dust, magnetic fields, self-gravity, and turbulence contribute to the overall energy budget and dynamics and hence affect gas phases in various states (molecular, atomic, ionized, excited). These mutual interactions lead to many open questions (Cox 2005; McKee & Ostriker 2007). Especially for the CGM it is not yet clear which small-scale physics can be deduced from the observed multiphase ionization structure (Tumlinson et al. 2017).

By connecting the high pressure of CNM, which manifests in the form of gravitationally bound clouds, with the low pressure of CGM, very steep gradients in both density and temperature are established in the WIM. A steep gradient in temperature between clouds and the hot gas results in the onset of a heat flux towards the cool cloud. Analytical approaches propose the evaporation of clouds in a few dynamical times (see, e.g. Balbus & McKee 1982; Giuliani 1984; Nagashima et al. 2007). However, since interstellar clouds are observed ubiquitously, two scenarios are intuitive to assume: (1) The accretion rate of intergalactic gas by the Milky Way and other galaxies in the local Universe is sufficient for replenishment (Bland-Hawthorn 2009; Richter 2012, 2016). (2) The clouds are stabilized against thermal (evaporation) and dynamical (e.g. ram-pressure stripping) inter-
actions by processes that lead to accretion of mass, prevention of mass loss, and suppression of hydrodynamical instabilities. Viesser & Hensler (2007a) figured out thermal conduction to play a key role in stabilizing interstellar clouds over reasonable evolutionary times. The numerical investigations of Pittard et al. (2004) have shown that evaporation is the most likely mechanism for mass-loading of spherical accretion flows from embedded clouds if the ratio of accreted to ejected mass is high. Such a situation is observed in galactic winds from SNe II in the dwarf starburst galaxy NGC 1569 (Martin et al. 2002) and simulated by Recchi & Hensler (2007). Pioneering investigations on the effect of thermal conduction on cool clouds were performed by Cowie & McKee (1977) and McKee & Cowie (1977), who applied a saturation formalism to gaseous clouds in order to correctly describe the heat flux in the presence of steep temperature gradients. However, they did it in a stationary fashion, neglecting time-dependent contributions to the energy equation like mass diffusion, evaporation, condensation, metallicity (which in turn acts on the local cooling and heating functions of the plasma), and surface instabilities. Complementary to that, Begelman & McKee (1990) developed a time-dependent theory of two-phase media under consideration of gas heating and radiative cooling, and with mass exchange via condensation and evaporation.

The variety of interstellar clouds comprises the distinct class of high-velocity clouds (HVCs, see Wakker 2001; Richter et al. 2001; Faridani et al. 2014), which have line-of-sight velocities that are incompatible with the rotation speed of our Galaxy at their respective position. Seen in the Local Standard of Rest (LSR), their velocities are mainly negative implying a net infall to the Galaxy. They are observed primarily at higher galactic latitudes (|b| ≥ 25°, Westmeier et al. 2005a) and throughout the entire electromagnetic spectrum. HVCs are multi-phase clouds, which have a core-halo structure in temperature, density, and ionization fraction, and show a subsolar metallicity. Due to a lack of suitable foreground and background sources the determination of their distances is still a challenge. Distance brackets put HVC complexes in the Milky Way at distances between 1 and 30 kpc from the Sun. However, quite different from the HVC complexes are isolated and compact HVCs (CHVCs), which are not being resolved by a 0.5° beam and having angular sizes less than 2° of FWHM (Braun & Burton 1999). They distribute rather uniformly over the sky (Braun & Braun 1999; Braun & Burton 2000) and neither connect spatially nor kinematically to any other feature of neutral hydrogen down to a column density of ~ 1.5 × 10^{18} cm^{-2} (van Woerden et al. 2004). This lack of association leads to the definition of a distinct class of HVCs that may have originated under the same environmental conditions, share a similar evolutionary history, and are in the same physical state. Among CHVCs one finds clouds with the highest LSR velocities. CHVCs can be located several 100 kpc away from the Sun (Braun & Burton 2000).

Another puzzle is the total lack of stellar objects associated with HVCs (e.g. Siegel et al. 2005). But Izumi et al. (2014) report on star formation in Cloud 1 (one of the Digel Clouds) triggered by the impact of the close-by HVC Complex II onto the Galactic disk (see also the numerical study by Lepine & Duvert (1994) for star formation induced by infall of HVCs on the Galactic disk). Indeed, from observations it can be concluded that all necessary conditions for star formation in HVCs are fulfilled: there exist candidates with sufficient mass, molecular hydrogen and dust, and a variety of elements allowing them to cool radiatively over decades of temperatures. Many of them show emission in both Hα and infrared, but however, no stellar counterpart could have ever been assigned to these clouds (e.g. Hopp et al. 2003a,b; Stark et al. 2015). However, a recent analysis of the SECCO survey assigns an identified stellar system (most likely a faint, nearly starless dwarf galaxy located in the Virgo Cluster) to the ultra compact HVC 274.68+74.70-123 (Bellazzini et al. 2015).

In this paper we systematically explore the effects of various physical processes on the evolution of CHVCs moving through the CGM. We emphasize, that we do not model the large complexes of HVCs. The effects considered include self-gravity (§ 2.2), a variable metallicity affecting heating and cooling of the plasma (§ 2.3), dissociation of molecules and equilibrium ionization of atoms (§ 2.4), collisional heating and radiative cooling of plasma (§ 2.5), thermal conduction (§ 2.6), and diffusion of matter (§ 2.7). The individual processes are successively taken into account and the values for both cloud metallicity and mass are varied. We compare our results on the one hand to the findings of Viesser & Hensler (2007a), who conducted equal simulations in 2D on an equidistant grid under exploitation of cylindrical symmetry, in order to confirm their results with a more sophisticated 3D AMR numerical approach. Likewise, the simulations performed by Heitsch & Putman (2009), Armillotta et al. (2017), and Li et al. (2020) are discussed in context of the conclusions drawn from simplified modelling of clouds as homogeneous and isothermal. On the other hand, we compare to the analytic calculations of Cowie & McKee (1977), whose approach solely focuses on classical and saturated mass loss due to evaporation and neither accounts for self-gravity nor cooling. The latter is taken into account in McKee & Cowie (1977).

This paper is structured as follows: in § 2 we describe the physical processes being considered in our simulations. In § 3 we briefly explain the applied numerical code and § 4 provides our approach for setting up the model clouds. The results of the simulations are presented in § 5 and are finally discussed in § 6. The paper is summarized in § 7, where also the major conclusions are drawn.

2 PHYSICAL PROCESSES

In our simulation suite we have covered physical processes that most likely take place in interstellar clouds. These processes are explained below. Radiative transport is neglected, because we assume the model clouds to be optically thin. Moreover, chemodynamics is taken into account on a simplified level, i.e. different species are not traced explicitly. Instead, the fractions of H₂, H₁, Hₐ, He, electrons, and metals are calculated semi-analytically by using local fractions of dissociation and ionization, respectively.

2.1 Hydrodynamics

The dynamics of inviscid fluids in the absence of magnetic fields is determined by the Euler Equations

\[ \frac{\partial \rho}{\partial t} + \nabla (\rho \mathbf{v}) = 0, \]

\[ \frac{\partial \mathbf{v}}{\partial t} + \nabla (\rho \mathbf{v} \mathbf{v}) + \nabla P = -\rho \mathbf{g}, \]

\[ \frac{\partial e_{\text{tot}}}{\partial t} + \nabla [(e_{\text{tot}} + P) \mathbf{v}] = \sum_{j=1}^{N} \mathbf{S}_j. \]

They yield the fluid’s density ρ, velocity \mathbf{v}, and total energy \text{e}_{\text{tot}} upon coupled integration. The \text{S}_j’s in Equ. (3) above are arbitrary source terms modifying the total energy of the fluid. By an equation of state,

\[ P = (\gamma - 1) e_{\text{tot}}, \]
the pressure $P$ of the fluid is derived and the system of Euler Equations

can be solved. Hence, the state of the fluid is determined for

each and every time. The inner energy $e_{\text{int}}$ is a function of the mean

molecular weight $\mu$ thus Eqn. (4) implicitly respects each species in

molecular, atomic, and ionized form (see § 2.4). For solar metallicities

$\mu$ converges to $\sim 2.4$ in the CNM, to $\sim 1.2$ in the WIM, and to $\sim 0.6$

in the CGM. As we deal with only low-density environments in the

simulations the assumption of an ideal gas is legitimated. Hence, $\gamma = 5/3$
in all simulations.

2.2 Self-gravity

The effect of self-gravity for an arbitrary matter distribution $\varrho(r)$ is
described by solving the well-known Poisson’s Equation

$$\nabla^2 \Phi(r) = 4\pi G \varrho(r),$$

for the gravitational potential $\Phi(r)$ ($G$ denotes Newton’s gravitational constant). Each mass element of $\varrho(r)$ contributes to $\Phi(r)$. If the total mass becomes a significant fraction of the (temperature-dependent) Jeans mass $M_J$ for a particular $\varrho(r)$, self-gravity cannot be neglected as it relevantly affects the dynamics of all mass elements. However, it has been shown in Sander & Hensler (2019) that self-gravity has a measurable effect on the evolution of even clouds with masses well below their Jeans mass.

If self-gravity is stronger than the acceleration of gas in the opposite direction (e.g. due to evaporation or advection by a streaming CGM), the net acceleration at the cloud surface points in the same direction like the density gradient. Hence, the condition for Rayleigh-Taylor instability (RTI) is not given. So, it is expected that self-gravity significantly suppresses RTI at the cloud surface (see Murray et al. 1993) and the typical finger-like structures do not form.

According to Murray et al. (1993) the minimum mass of self-gravitating clouds above which are stable against Kelvin-Helmholtz instability (KHI) when moving with a certain speed $v_{\text{rel}}$ through an ambient medium with density $\varrho_{\text{CGM}}$ reads

$$M_{\text{min}} \approx \frac{3 \sqrt{\varrho_{\text{cloud}} \varrho_{\text{CGM}}}}{2 \sqrt{G \mu_{\text{cloud}}}} \frac{\varrho_{\text{CGM}}}{\varrho_{\text{cloud}}}^{1/2},$$

with $\varrho_{\text{cloud}}$ being the average mass density in the cloud.

To ensure that self-gravitating clouds, which are embedded in a medium with pressure $P_{\text{CGM}}$, are gravitationally stable initially, their total mass must be below their Bonnor-Ebert mass (Ebert 1955; Bonnor 1956)

$$M_{\text{BE}} = 1.18 \left( \frac{k_{\text{B}} T_{\text{cloud}}}{G \mu_{\text{cloud}}} \right)^{1/2} \varrho_{\text{CGM}}^{-1/2}.$$ (7)

Here, $T_{\text{cloud}}$ and $\mu_{\text{cloud}}$ are the average temperature and mean molecular weight in the cloud.

2.3 Metallicity

Observations indicate a common metallicity for CHVCs of 0.1 to 0.3$Z_\odot$ (Wakker 2001). In order to study extreme cases we consider two different initial cloud metallicities of $Z/Z_\odot = 0.1$ and $Z/Z_\odot = 1.0$. We note that the CGM has constant metallicity in all runs (see § 4.3). The ratio of the abundances of hydrogen and helium is assumed solar and so are the ratios of metal abundances.

2.4 Dissociation and ionization of elements

The simulations contain cool clouds and hot plasma, so a temperature range from a few hundreds up to several $10^6$ K is covered. For $T < 900$ K molecules exist, but they successively dissociate and finally become totally ionized with rising temperature. In our simulations we semi-analytically calculate both dissociation and ionization for hydrogen in thermodynamic equilibrium. The fraction of H$_n$ is then related to He and metals. We note that we do not trace single species but rather have one fluid for which the composition is calculated based upon a given metallicity. The fractions of dissociation and ionization affect the magnitudes of cooling rates. See appendix A for further details.

2.5 Heating and cooling of plasma

The rates of heating $\Gamma = \Gamma_0 T$ and cooling $\Lambda = \Lambda_0 T^4$ of the plasma are calculated semi-analytically by applying cooling laws from literature: for $T < 900$ K the cooling curve from Falgarone & Puget (1985) is used, which considers molecular line cooling. For $900 < T/K < 10^4$ the cooling function from Dalgarno & McCray (1972) is applied, and for temperatures above $10^4$ K the plasma cools according to the rates in Boehringer & Hensler (1989). Both $\Gamma$ and $\Lambda$ depend on the local values of metallicity, temperature, and density. These local variables are calculated in each time-step. The different cooling functions assume a solar ratio of metals.

The plasma is heated due to the photoelectric effect on dust particles (Weingartner et al. 2006), ionization by UV radiation, by X-rays, and by cosmic rays (Wolfire et al. 2003), thermalization of turbulent motions, and condensation of molecular hydrogen on dust particles (both in Tielens 2010).

2.6 Thermal conduction

In the presence of large temperature gradients the classical description of heat flux given by Spitzer (1962),

$$q_{\text{class}} = -k_{\text{class}} \nabla T,$$

with the coefficient for thermal conduction $k_{\text{class}} = 1.84 \times 10^{-7} T^{3/2} / \ln(\Omega)$, and the Coulomb logarithm $\ln(\Omega) = 29.7 + \ln(T/(10^5 \sqrt{n_e}))$, yields a too high amount of energy being conducted by electrons (e.g. Campbell 1984). Instead, a saturated heat flux $q_{\text{sat}}$ (Cowie & McKee 1977; McKee & Cowie 1977) accounts for a finite reservoir of electrons and thus converges to a maximum value if all electrons are conducting heat and irrespective of the steepness of temperature gradient. The transition from classical to saturated thermal conduction depends on both the mean free path of electrons in the CGM,

$$\lambda_e = \frac{3 k_{\text{B}} T_{\text{CGM}}}{m_e},$$

where the electron-electron equipartition time (Spitzer 1962) reads

$$t_e = \frac{3}{4} \frac{\sqrt{m_e (k_{\text{B}} T_{\text{CGM}})^{3/2}}}{\ln(\Omega)},$$

and the temperature scale height $L_T = T/|\nabla T|$ of the CGM, which provides the typical spatial scale of temperature variations. It has been experimentally verified by Gray & Kilkenny (1980), that

$$q = \left\{ \begin{array}{ll} q_{\text{class}}, & \lambda_e/L_T \leq 2 \times 10^{-3} \\ q_{\text{sat}}, & \text{else} \end{array} \right.$$ (11)

Cowie & McKee (1977) suggest the form

$$q_{\text{sat}} = \frac{5 \Phi q_{\text{class}}}{\Omega},$$

with a factor $\Phi$ accounting for uncertainties specific to the approximation of flux-limited diffusion and the effect of magnetic fields. It
holds $\Phi = 1.1$ if both ion and electron temperatures are equal. We use $\Phi = 1$ throughout all of the simulations.

To ensure continuity at the transition between $q_{\text{class}}$ and $q_{\text{sat}}$ a proper representation for the heat flux must be chosen. Within this work the expression of Slavin & Cox (1992)

$$q_{\text{eff}} = q_{\text{sat}} \left(1 - \exp\left(-\frac{|q_{\text{class}}|}{|q_{\text{sat}}|}\right)\right)$$

is used. It correctly converges to either of the heat fluxes in Eqn. (11) for very small or very large temperature gradients, respectively.

The conductivity according to the effective heat flux (13) reads

$$\kappa_{\text{eff}} = \kappa_{\text{sat}} \left(1 - \exp\left(-\frac{|q_{\text{class}}|}{|q_{\text{sat}}|}\right)\right),$$

with $\kappa_{\text{sat}} = 5pc^2/\sqrt{\nabla T}$ relating to the coefficient of thermal diffusion via $\alpha = \kappa_{\text{eff}}(\rho c_v)$, where $c_v = \partial e_{\text{th}}/\partial T$ is the isochoric heat capacity.

We follow the procedure described in Vieser & Hensler (2007b) for calculating the temperature update according to saturated thermal conduction. From the new temperature distribution an adjusted heat flux

$$q_{\text{sat}} = -\kappa_{\text{eff}} \nabla T$$

finally accounts for the change in energy by thermal conduction. The code test for only thermal conduction given by Equ. (15) is shown in appendix B.

If the wavelengths of temperature fluctuations in the ambient CGM are greater than the Field length (Begelman & McKee 1990),

$$\lambda_f = \sqrt{\kappa_{\text{CGM}} T_{\text{CGM}} n^2 \Lambda_{\text{max}}},$$

these fluctuations are able to grow and lead to thermal instability ($\kappa_{\text{CGM}}$ and $T_{\text{CGM}}$ are the conductivity and temperature in the CGM, $n$ is the local particle density and the maximum cooling rate reads $\Lambda_{\text{max}} = \max\{\kappa_0, T_0/n\}$). Thus, if $R_{\text{cloud}} \gg \lambda_f$, the thermal content of the cloud is dominated by external heating and radiative cooling whereas for $R_{\text{cloud}} \ll \lambda_f$ thermal conduction governs.

Cowie & McKee (1977) introduced a global saturation parameter

$$\sigma_0 = \left(T_{\text{CGM}}/1.54 \times 10^7[K]\right)^3 n^{-1/4}\kappa_{\text{CGM}} \Phi R_{\text{cloud}} [pc],$$

which can be used equivalently to Equ. (11) to discriminate between classical ($\sigma_0 < 1$) and saturated ($\sigma_0 > 1$) thermal conduction. Here, $R_{\text{cloud}}$ is given in terms of parsec, and $\Phi$ is defined in Equ. (12). The mass-loss rate by evaporation is considerably reduced with increasing $\sigma_0$ (Fig. 1). For $\sigma_0 \gg 1$ also viscous heating becomes relevant (Balbus & McKee 1982). Theoretically, gas should evaporate from clouds for $\lambda_f \leq R_{\text{cloud}} \ll \lambda_f$ and condense onto them if $R_{\text{cloud}} \geq \lambda_f \gg \lambda_f$, Vieser & Hensler (2007b) have shown that the latter condition for condensation is already fulfilled for $R_{\text{cloud}} \geq 0.24\lambda_f$.

In order to correctly resolve $\lambda_f$ in simulations, Koyama & Inutsuka (2004); Gressel (2009) suggest a resolution of $\lambda_f$ by at least three grid cells. Otherwise, results become resolution dependent. In our simulations, $\lambda_f$ is resolved by 158 cells in the massive model clouds and 130 cells in the low-mass clouds.

### 2.7 Mass diffusion

The simulations respect the transport of matter by diffusion using the formulation of the Chapman-Enskog expansion. This is a valid description at low gas densities (Bird et al. 1960). The mass diffusion flow reads

$$\dot{\rho} = -D \nabla \rho,$$

with $D$ being the coefficient of mass diffusion. Assuming one species of gas,

$$D = 0.0018583 \sqrt{2T^3/\mu_H} \frac{1}{\rho V_{\text{hi}}^2 \Omega_{\text{int}}},$$

according to the Chapman-Enskog expansion. Here, $\sigma_{\text{hi}}$ and $\mu_H$ denote the cross section and molecular weight, respectively, of hydrogen. The collision integral is given by

$$\Omega_{\text{int}} = \frac{1}{T_0^{1.5646}} + \frac{0.19300}{\exp(0.47635 T_0)} + \frac{1.03587}{\exp(1.52996 T_0)} + \frac{1.76474}{\exp(3.89411 T_0)},$$

where $T_0 = T/(E_{1J}/k)$ and $E_{1J}$ is the depth of the Lennard-Jones potential of hydrogen.

### 2.8 Magnetic fields

We explicitly neglect magnetic fields, because so far only four rather imprecise measurements of magnetic field strengths in HVCs without any clue on orientation are available. Kazes et al. (1991) searched for the Zeeman effect in four H I HVCs, where they measured a magnetic field $|\mathbf{B}| = (11.4 \pm 2.4) \mu G$ in only HVC 132+23212. More recently, McClure-Griffiths et al. (2010) reported on the strength for the line-of-sight component of the coherent magnetic field of $\geq 6 \mu G$ in the HVC associated with the Leading Arm of the Magellanic System. Hill et al. (2013) and Betti et al. (2019) detected a magnetic field with strength $\geq 8 \mu G$ and $\geq 5 \mu G$, respectively, associated with the Smith Cloud. Hence, magnetic fields of HVCs are weakly constrained by observations in orientation and strength. Another plausible cause for Faraday rotation can be the compressed magnetic field in the CGM in front of infalling HVCs (Jelínek & Hensler 2011). In this case, the source of Faraday rotation does not belong to the cloud. So, neglecting magnetic fields in our models does not contradict the observations.

It further has been shown theoretically by Sander & Hensler (2019) that the effective heat flux, i.e. integrated over the cloud surface, is reduced to only 68 per cent of its undisturbed value by a strong magnetic dipole field. Thus, neglecting magnetic fields in our models is theoretically justified with respect to thermal conduction.
3 NUMERICAL METHODS

3.1 The code

We carry out our simulations by using the publicly available code Flash\textsuperscript{1} (Fryxell et al. 2000; Dubey et al. 2009). It is a Eulerian hydrodynamics code, by which the (inviscid) Euler Equations (1) to (3) are integrated on a Cartesian grid by means of the piecewise parabolic method (PPM, Colella & Woodward 1984; Woodward & Colella 1984).

Our simulations are performed in full 3 dimensions with outflow boundary conditions for the hydrodynamics at all sides of the computational domain, i.e. energy and mass can leave the domain, but are not allowed to return. We aim at investigating in detail the evolution of cloud structures thus the adaptive mesh refinement (AMR) property of Flash is extensively utilized. The local numerical resolution is increased (decreased) based on the local density gradient by subsequently doubling (halving) the number of blocks per dimension. One block consists of 8\textsuperscript{3} grid cells. The side length of the computational cube in all of our models is 340 pc and the finest spatial resolution $\Delta x = 1.3$ pc with six levels of AMR.

We use the Multigrid solver provided by Flash for solving Poisson’s Equation (for an introduction to multilevel methods see Zumbusch 2003) together with isolated boundary conditions. By this, the potential field in the cells at the boundary of the computational domain can be calculated by taking appropriate density values from so-called ghost cells surrounding the entire domain. The domain of integration is extended by four layers of ghost cells at each face, which get their physical values by copying them from the outermost cells of the domain. The same holds for each and every block the computational domain is subsequently divided into.

3.2 Time-steps

In multiphysics simulations one is restricted by the time-step of the fastest process when integrating Equs. (1) to (3). Conservatively, integration is performed on the minimum value of all such time-steps which get their physical values by copying them from the outermost cells of the domain. The side holds for each and every block the computational domain is subsequently divided into.

\[ \Delta t_{\text{cool}} = \frac{\rho e_{\text{cool}}}{|\nabla - \Lambda| + \varepsilon}, \]

where $\varepsilon > 0$ is a small number that prevents the code from dividing by zero at thermal equilibrium in a grid cell. In regions dominated by cooling $\Delta t_{\text{cool}}$ can be very small.

Differently, thermal conduction is determined by the conduction time

\[ \Delta t_{\text{cond}} = \min(\Delta x^2, \Delta y^2, \Delta z^2), \]

where $\alpha = k_{\text{cond}}/(\rho c_v)$ is the coefficient of thermal diffusion, $c_v = \partial e_{\text{tot}}/\partial T$ is the isochoric heat capacity, and the $\Delta$s are the spatial resolutions in $x$, $y$, and $z$-direction. Near cloud boundaries, the numerical grid is fine-grained and $\alpha$ becomes very high thus $\Delta t_{\text{cond}}$ is remarkably scaled down.

It thus appears to be very likely in our model setups that both $\Delta t_{\text{cool}}$ and $\Delta t_{\text{cond}}$ are much smaller than

\[ \Delta t_{\text{CFL}} = C_{\text{CFL}} \frac{\min(\Delta x, \Delta y, \Delta z)}{\max(\|\nabla\| + c_s)}, \]

which is the numerically allowed maximum time-step according to the Courant-Friedrichs-Lewy condition (Courant et al. 1928) and ensures a numerically stable solution of Equs. (1) to (3). Depending on the fluid speed $|\nabla|$ we set the safety factor $C_{\text{CFL}} = 0.1, 0.2,$ or 0.4 in our simulations.

To circumvent this numerical restriction we apply implicit integration methods. To update the energy based on heating and cooling (§ 2.5) we apply an implicit bisection method (cf. Engeln-Müllges et al. 2011). Thermal conduction (§ 2.6) is numerically addressed by the semi-implicit Crank-Nicolson method (Crank et al. 1947), which we have implemented in the Flash code.

Hence we are neither restricted by $\Delta t_{\text{cool}}$ nor $\Delta t_{\text{cond}}$ and the total energy density $\rho e_{\text{tot}}$ can be updated according to

\[ \frac{\Delta \rho e_{\text{tot}}}{\Delta \rho_{\text{tot}}} + \nabla (\rho e_{\text{tot}} v) = -\nabla (P v) + \rho v g + \Lambda - \nabla q_{\text{rad}}, \]

where $\Delta t$ is given by Equ. (23).

3.3 Slope limiter

Another numerical complexity is due to very steep temperature gradients across cloud surfaces. The heat flux (15) can thus be very high in the vicinity of regions of nearly zero heat flux. By this, artificial numerical oscillations can be produced near steep temperature gradients when integrating Equs. (1) to (3). In order to subsequently limit these oscillations we use a minmod (or: minbee) slope limiter to smooth temperature gradients. The minmod slope limiter preserves monotonicity of the employed upwind scheme thus ensuring diminishing of total variation (Toro 2009) of the solution even near discontinuities. By definition, the slope limiter becomes significant only around large temperature gradients. In regions of equal temperature it is simply equal to zero.

4 MODEL SETUPS

4.1 Initial cloud profiles

The gas in the clouds is stratified hydrostatically, i.e. the condition for hydrostatic equilibrium

\[ \frac{\partial P}{\partial r} = \frac{\rho}{r^2} \frac{GM(r)}{r^2} \]

must hold. In addition, the cloud is in thermal equilibrium at each and every point, i.e. the energy input by external heating is compensated by radiative cooling (cf. § 2.5). We realize this condition by adapting the density to a certain temperature value, such that $\Delta n = \nabla T$. By that, matter density becomes a function of local temperature, $\rho = \rho(T)$. By substituting $P$ from Equ. (4) into Equ. (25) we derive the governing equation for the radial temperature profile of the cloud,

\[ \frac{\partial T}{\partial r} = -\rho(T) \frac{GM(r)}{r^2} \left\{ \frac{\partial}{\partial T} \left( \frac{\rho(T)k_B T(r)}{\mu(T, r)} \right)^{-1} \right\}, \]

where $\mu$ is the mean molecular weight. In order to solve Equ. (26) the central cloud temperature $T_{\text{centre}}$ and the temperature and particle density of the CGM, $T_{\text{CGM}}$ and $n_{\text{CGM}}$, must be provided as boundary conditions (Table 1 shows our chosen values). Then, Equ. (26) is integrated outwards with the density being assigned according to thermal equilibrium. The radial integration is performed until the pressure of the cloud matches that of the CGM. By that, the cloud radius $R_{\text{cloud}}$ is a natural consequence of pressure equilibrium. The radial profiles of the initial configurations for all model clouds are

\[ \text{http://flash.uchicago.edu/site/flashcode/} \]

---

\textsuperscript{1} See http://flash.uchicago.edu/site/flashcode/
Figure 2. From top to bottom: Initial radial profiles of density, temperature, pressure, and mass for all model clouds.

Table 1. Boundary conditions for obtaining the initial cloud models by integrating Eqn. (26).

| Parameter              | massive clouds (M) | low-mass clouds (L) |
|------------------------|--------------------|---------------------|
| \( T_{\text{centre}} / \text{K} \) | 380                | 1,150               |
| \( T_{\text{CGM}} / 10^6 \text{ K} \) | 5.6                | 5.5                 |
| \( n_{\text{CGM}} / 10^{-3} \text{ cm}^{-3} \) | 0.7                | 1.0                 |

Table 2. Initial parameters characterising the simulation models with respect to constraints (27) and (28). The values are specific to clouds with \( Z/Z_\odot = 0.1 \) (in brackets for \( Z/Z_\odot = 1.0 \)).

| Parameter                  | massive clouds | low-mass clouds |
|----------------------------|----------------|-----------------|
| \( \sigma_0 \)            | 3.8 (4.6)      | 4.6 (11.2)      |
| \( M_{\text{cloud}}/M_{\text{min}} \) | > 3             | < 0.8           |
| \( M_{\text{cloud}}/M_{\text{BE}} \) | 0.25 (0.23)    | 0.08 (0.01)     |
| \( R_{\text{cloud}}/\lambda_{\text{F}} \) | \( \leq 0.23 \) (0.20) | 0.16 (0.07)     |
| \( \lambda_{\text{F}}/L_{\text{T}} \) | 1.05 (1.21)    | 0.59 (0.68)     |

(a) We point out that \( \lambda_{\text{F}} \) is not defined for clouds in which thermal conduction is not considered.

4.2 Cloud masses

The solution of Eqn. (26) is mapped to the numerical grid of FLASH code, which consists of cells of equal size (adaptive mesh refinement is applied after the initial conditions are mapped to the grid). Due to the constraint of thermal equilibrium the density is simultaneously provided, such that the mass of the cloud is given by adding together the masses of all grid cells inside the cloud radius (lower plot in Fig. 2).

In order to obtain a cloud that is dynamically stable initially and conducts thermal energy in a saturated manner it must be constrained by the conditions

\[
\sigma_0 > 1 \quad R_{\text{cloud}} \lesssim \lambda_{\text{F}} \quad M_{\text{cloud}} \in [M_{\text{min}}, M_{\text{BE}}],
\]

whereas the CGM must satisfy

\[
\lambda_{\text{F}} \gtrsim L_{\text{T}}.
\]

Table 2 contains the realisations of our setups in the parameter subspaces (27) and (28). The values for \( M_{\text{cloud}} \) are listed in Table 3.

4.3 Ambient CGM

Our current understanding of the CGM only allows hints to the range of density and temperature inhomogeneities, which are not fully understood (as e.g. heating of the intra-cluster medium (ICM) by the motion of galaxies, see Just et al. 1990) and must act on large scales. An example is the suppression of the growth of filaments in the ICM above a critical length scale \( l_{\text{crit}} \), derived by Nipoti & Binney (2004). Inserting our cloud parameters into their equ. (6) yields \( l_{\text{crit}} = 26 \text{kpc} \) (massive clouds) and \( l_{\text{crit}} = 15 \text{kpc} \) (low-mass clouds). Our fastest model clouds are M1c_vel and L1b_vel. So, within 60 Myr they travel distances of 20 kpc (M1c_vel) and 15 kpc (L1b_vel), which do not exceed \( l_{\text{crit}} \) in either case. Thus, we examine constant CGM conditions (cf. Table 1). Assuming a galactic stratification of ionized gas (see equ. (6) in Gaensler et al. 2008) with a scale height of \( 2.6 \pm 0.4 \text{kpc} \) derived for the distribution of warm gas in the CGM based on observations of Si iv and O vi by Qu & Bregman 2019) our model clouds can be roughly placed at a galactic height of \( \sim 100 \text{kpc} \).

Although the CGM metallicity is uncertain around a range of 0.3 to 0.4 \( Z_\odot \), we set the metallicity of the CGM to be solar in order to better distinguish the amount of CGM accreted by the cloud and the location of mixed CHVC gas. For densities and temperatures we adapt for the CGM the metallicity does not play a crucial role, because cooling is mainly due to Bremsstrahlung. However, for mixing phases at \( \lesssim 10^5 \text{K} \) metal lines of various ionization stages determine the cooling strength such that metallicity matters there.
4.4 Subsonic flow

Our model CHVCs are subject to a subsonic flow of hot gas representing the motion of the clouds through the CGM of the Milky Way. By that, we cover the velocity range between 83 and 333 km s\(^{-1}\) (Table 3).

The flow is initially set up as a potential flow around the cloud, which is valid for subsonic flows (Landau & Lifshitz 1966). Since the cloud is initially a sphere, the velocity field of the cloud at a distance \(d\) from the cloud is given by

\[
v(d) = \begin{cases} 
  v_{\text{cloud}} + \frac{R_{\text{cloud}}}{2d} [v_{\text{CGM}} - 3n(v_{\text{CGM}} \cdot n)] ; & |d| > R_{\text{cloud}} \\
  0 ; & |d| \leq R_{\text{cloud}}
\end{cases}
\]

(29)

with \(n\) being the unit vector pointing in the direction of \(d\). Keep in mind that a potential flow provides a laminar initial condition. In most of our simulation models the velocity of the flow is constant. However, in two of the models the velocity of the CHVC relative to CGM decreases due to the drag force of the CGM. The decreased cloud velocity at time \(t_{\text{ini}}\) is calculated by subtracting

\[
dv = \frac{C_D A_{\text{cloud}}}{2 M_{\text{cloud}}} v_{\text{CGM}}^2(t_i) \Delta t
\]

(30)

from the cloud velocity at time \(t_i\), where \(A_{\text{cloud}}\) and \(M_{\text{cloud}}\) are the effective area and the mass of the cloud, respectively, and \(\Delta t\) is the current integration time-step. The drag coefficient \(C_D\) is calculated according to Henderson (1976) and reads

\[
C_D = C_1 + C_2 + C_3,
\]

(31)

where

\[
C_1 = 24 \left\{ \frac{Re + v_{\text{mol}}}{\gamma} \left[ 4.33 \left( 1 + \frac{0.353Re + 0.48 \sqrt{Re}}{1.265 - 1.53T_{\text{cloud}}/T_{\text{CGM}}} \right) \right] \right\}^{-1} \exp \left\{ -0.247 \left( \frac{Re}{v_{\text{mol}}} \right) \right\},
\]

(32)

\[
C_2 = \exp \left\{ -\frac{M_a}{2 \sqrt{Re}} \right\} \left\{ 4.5 + 0.38 \left( 0.03Re + 0.48 \sqrt{Re} \right) \right\} + 0.14M_a^2 + 0.2M_a \sqrt{Re},
\]

(33)

\[
C_3 = 0.6v_{\text{mol}} \left[ 1 - \exp \left\{ -\frac{M_a}{Re} \right\} \right].
\]

(34)

The Reynolds number is \(Re = \frac{v_{\text{CGM}}(t_i) R_{\text{cloud}}}{\eta}\), with dynamic viscosity \(\eta = 0.1\), and the molecular speed ratio reads \(v_{\text{mol}} = \frac{Ma}{\sqrt{0.5G}}\), with \(G\) being the ratio of specific heats and \(Ma\) is the Mach number of the flow. The drag coefficient is calculated for isothermal clouds in Henderson (1976) so we set \(T_{\text{cloud}}\) in Equ. (32) as the boundary temperature in our model clouds, since this is the temperature at interface to CGM. Equs. (31) to (34) are valid expressions for subsonic flows.

4.5 Model clouds

We have simulated and analysed models differing in the considered physical processes or in model parameters, which are key to their evolution. In Table 3 the models are listed. There are 14 models in total allowing us to compare them pairwise and give clues on the effect of particular physics. All clouds are initially in both internal hydrostatic and thermal equilibrium as well as in pressure equilibrium with the ambient CGM. All models take into account heating and radiative cooling of plasma. The cloud speed is constant in all but the models with decelerated clouds. The clouds are divided into the two groups of massive (M) and low-mass (L) clouds.

(i) The massive clouds have a steep radial temperature profile which allows for a molecular phase in the centre and an extended atomic phase at larger radii. Only a small shell at the boundary consists of warm, slightly ionized gas. The density profile at all radii forms a distinct core-halo structure. All massive clouds are dynamically stable regarding \(M_{\text{cloud}} > M_{\text{max}}\), but have masses below their respective Bonnor-Ebert mass \(< 0.3 M_{\text{BE}}\), see Fig. 3), which is a non-linear function of radius as the massive clouds are not isothermal. To study the effect of physical simplicity we set up model M3_hom_tc_sg, which is isothermal with \(T_{\text{cloud}} = 10^3\) K and homogeneous with \(\rho_{\text{cloud}} = 1.5 \times 10^{-23}\) g cm\(^{-3}\). The sound speed in the CGM has a value of 359 km s\(^{-1}\).

(ii) The low-mass clouds have a higher central temperature yielding a lower central density with respect to thermal equilibrium. Consequently, the central pressure is low and together with a higher value of ambient particle density a smaller radius is obtained. These clouds lack the molecular phase in their centres and they are only weakly gravitationally bound. According to the mass ratio \(M_{\text{cloud}}/M_{\text{min}}\) (Table 2) these clouds are expected to be disrupted. We can thus study if the life-time of clouds, which are disrupted anyway, is increased by thermal conduction. Likewise, their masses are below the Bonnor-Ebert mass \(< 0.1 M_{\text{BE}}\), see Fig. 3). As the low-mass clouds are almost isothermal, there is no such distinct feature in the radial profile of \(M_{\text{BE}}\). The sound speed in the CGM has a value of 355 km s\(^{-1}\).

For both massive and low-mass clouds we assume two different metallicities to quantify the effect of metal-dependent radiative cooling: \(Z/Z_\odot = 1.0\) is chosen in order to be comparable to the clouds investigated by Vieser & Hensler (2007b) and \(Z/Z_\odot = 0.1\) is more likely for HVCs falling onto the Milky Way (Wakker 2001). Furthermore, the processes of thermal conduction and self-gravity are either considered in the models or not (cf. Table 3) in order to study their respective impact on cloud evolution. Different cloud velocities scan the range of actually observed LSR velocities.

4.6 Reference clouds

In order to study the effects of different parameters and processes we define one respective reference cloud for each of the massive and low-mass models. Within the reference models the physical processes of self-gravity and thermal conduction are considered, their simulated velocities are typical for CHVCs, and they have a metallicity of 0.1\(Z_\odot\). These cloud models most resemble actually observed CHVCs (Williams et al. 2012).
5 MODEL COMPARISONS

In the following we compare the simulated model clouds according to their differences as shown in Table 3. Hence, the respective clouds are compared in terms of their masses, the effect of thermal conduction, their speed together with the effect of drag by the surrounding medium, and the strength of radiative cooling determined by the metallicity in the clouds. Finally, the effect of physical simplicity is described.

For the purpose of tracking physical quantities (e.g. velocity fields) and locating physical processes (e.g. KHI, gravitational collapse, mixing of gas) in the clouds we study slices through their density distributions. Integrated quantities, like column density, are discussed separately.

5.1 Cloud mass

Both massive and low-mass clouds effectively lose mass during their passage through the CGM with mean rates of $\dot{M}$ of $\sim 3.6 \times 10^{-4} \, M_\odot \, \text{yr}^{-1}$ and $\sim 1.6 \times 10^{-3} \, M_\odot \, \text{yr}^{-1}$ (models M0 and L0, see Table 5). Low-mass clouds can lose up to 5 per cent of their current mass per Myr after 20 Myr and more than 10 per cent after 50 Myr (Fig. 4, lower plot) while for massive clouds their mass loss is always less than 3 per cent per Myr. After 60 Myr of evolution there are only about 60 per cent of initial mass left in the low-mass clouds while the massive clouds still contain 76 per cent.

In the middle plot of Fig. 4 it is striking that $\dot{M} > 0$ at some times. By inspecting the respective plots for models M0 and L0 in Figs. 5 and 6 one observes the velocity field behind the cloud to be turbulent and hence directed towards the cloud. So, already stripped cloud material is advected back to the cloud by the turbulent rear wake. This effect is rather low, such that on average both models lose mass. The stripping is continuous, i.e. without any sudden peaks in mass loss (Fig. 4), filamentary, and spatially extended (Figs. 5 and 6).

5.2 Thermal conduction

By comparing models M0 with M1_tc (Fig. 5) and L0 with L1_tc (Fig. 6) one easily verifies the different evolution of clouds that differ in thermal conduction only. Material is stripped from clouds without thermal conduction in form of dense clumps that are confined and isolated from each other. From Fig. 7 we learn that these stripped clumps cool efficiently, because particle density is sufficiently high. The sharp cut around $2 \times 10^3$ K correlates with a maximum of the cooling strength, because hydrogen gets fully ionized. Thus, the budget of thermal energy in stripped fragments is regulated by radiative cooling. In contrast, the material stripped from clouds with thermal conduction is too dilute so it is heated up quickly above $10^3$ K, which conforms qualitatively with the findings of Armillotta et al. (2017). Irrespective of thermal conduction almost all of the stripped gas is above $10^3$ K, i.e. it is fully dissociated.

Massive clouds without thermal conduction undergo a Jeans instability, while massive clouds with thermal conduction do not. In contrast, low-mass clouds do not experience any Jeans instability irrespective of thermal conduction (models M0, M1_tc, L0, L1_tc in Figs. 5 and 6). Low-mass clouds without thermal conduction are already disrupted after 30 Myr (Fig. 8) while those with thermal conduction still retain more than 50 per cent of their initial mass (Fig. 4). The mean mass-loss rates of massive clouds without thermal conduction are $\sim 33$ per cent higher than in their counterparts with thermal conduction. In low-mass clouds this excess is even $\sim 50$ per cent (Table 5), which agrees qualitatively with the results of Vieser & Hensler (2007a), and implies a longer life-time for clouds with thermal conduction. Thermal conduction thus acts in two ways: it prevents massive clouds from becoming gravitationally instable and it prevents low-mass clouds from being tattered.

By comparing models M0 and M1_tc in Fig. 5 it is striking that the central region in the massive cloud without thermal conduction becomes gravitationally instable after 29 Myr (Table 7). Because the density and hence the mass increase significantly in the central region, the mass stripped by ram-pressure can be compensated (Fig. 8). Consequently, the difference in mass loss between models M0 and M1_tc starts to level out after $\sim 35$ Myr.

5.3 Cloud velocity

In addition to the amount of initial mass and thermal conduction also the relative speed between CHVC and CGM strongly influences the evolution of clouds. By inspecting models M0, M1a_vel, M1b_vel, M1c_vel (Fig. 5) and L0, L1a_vel, L1b_vel (Fig. 6) a completely

---

Table 3. Simulated model clouds with initial values of radius (column 5), mass (column 6), metallicity (column 7), speed (column 8), and Mach number (column 9). Columns 3 and 4 show the physical processes that are either considered (+) or neglected (−).

| Model group | Model | self-gravity | thermal conduction | $R_{\text{cloud}}$/pc | $M_{\text{cloud}}$/10$^4$ $M_\odot$ | $Z/Z_\odot$ | $v_{\text{cloud}}$/km s$^{-1}$ | Ma |
|-------------|-------|--------------|-------------------|----------------------|----------------------------------|------------|--------------------------|----|
| massive clouds | M0 (reference model) | + | + | 49 | 9.0 | 0.1 | 167 | 0.46 |
| M1_tc | + | − | 49 | 9.0 | 0.1 | 167 | 0.46 |
| M1a_vel | + | + | 49 | 9.0 | 0.1 | 165 | 0.46 |
| M1b_vel | + | + | 49 | 9.0 | 0.1 | 165 | 0.46 |
| M1c_vel | + | − | 49 | 9.0 | 0.1 | 167 | 0.46 |
| M1_dec | + | + | 49 | 9.0 | 0.1 | 167 | 0.46 |
| M1_me | + | + | 41 | 6.3 | 1.0 | 167 | 0.46 |
| M3_hom_tc_sg | − | − | 41 | 6.4 | 1.0 | 167 | 0.46 |
| low-mass clouds | L0 (reference model) | + | + | 28 | 2.2 | 0.1 | 165 | 0.46 |
| L1_tc | + | − | 28 | 2.2 | 0.1 | 165 | 0.46 |
| L1a_vel | + | + | 28 | 2.2 | 0.1 | 165 | 0.46 |
| L1b_vel | + | + | 28 | 2.2 | 0.1 | 165 | 0.46 |
| L1_dec | + | + | 28 | 2.2 | 0.1 | 165 | 0.46 |
| L1_me | + | + | 11 | 0.15 | 1.0 | 165 | 0.46 |

(*) Cloud speed is a function of time according to the drag force of ambient CGM.
different morphology is seen after 50 Myr. The second column in Table 5 indicates that all clouds lose the more gas the faster they move. In particular, low-mass clouds moving at 165 km s$^{-1}$ (Mach 0.46) or below survive the first 50 Myr of evolution with 65 per cent of their initial mass, but when moving at 248 km s$^{-1}$ (Mach 0.69) or above they are totally disrupted before 40 Myr. However, massive clouds above 250 km s$^{-1}$ (Mach 0.69) start to locally undergo a gravitational collapse in their central regions.

These very fast model clouds develop a so-called head-tail morphology, i.e. an asymmetric density distribution with a sharp gradient at the cloud head and a shallow gradient in the trailing part. The stripped trail of massive clouds is the more spatially confined the faster the clouds move (Fig. 5). Such head-tail structures are actually observed at many CHVCs (Putman et al. 2011; Winkel et al. 2011). Two prime examples are HVC 125+41-207 (Brüns et al. 2001) and HVC 297+09-253 (Ben Bekhti et al. 2006), two CHVCs that move at $v_{\text{LSR}} = -207$ km s$^{-1}$ and $v_{\text{LSR}} = -253$ km s$^{-1}$, respectively. Oppositely, the low-mass model clouds do not develop such a prominent tail.

The model clouds with a sub-solar metallicity of 0.1$Z_{\odot}$ can be used to study the impact of velocity on the spatial distribution of metals. From Fig. 9 we learn that in fast clouds (L1b_vel, M1b_vel, M1c_vel) the stripped material is mostly at initial cloud metallicity 0.1$Z_{\odot}$. Contrary, in slow clouds (L0, L1a_vel, M0, M1a_vel) stripped material has time to get enriched with CGM metals. Hence, a higher fraction of stripped material is at higher metallicity.

As can be seen in Fig. 9 the overall metallicity in the stripped gas of models M0 and L0 is lowered at 50 Myr compared to 20 Myr. The reduced metallicity is due to higher mass-loss rates around 50 Myr than at 20 Myr (middle plot in Fig. 4). Hence, more cloud material with $Z = 0.1Z_{\odot}$ streams into the trailing parts of the clouds. For M0 a positive linear correlation of 0.36 between mass-loss rate and mean metallicity of the stripped gas is found at significance level of 0.05. For L0 there is no such correlation between mass-loss rate and metallicity in the tail.

The mixing with CGM appears dominantly at rear side of cloud. In Fig. 10 the rear side of clouds are at higher metallicity than the front side. Also in Fig. 10 we observe a lower metallicity behind high-speed clouds, because the region behind the cloud is refilled quickly with new cloud material. By inspecting Figs. 5 and 6 another morphologic feature becomes apparent in model clouds M1b_vel and L1b_vel, which is called a bow-shock shape, i.e. the cloud is shaped like a boomerang with a density gradient along the wings. Model M1c_vel develops this morphology later at $\sim 35$ Myr, but none of the slower clouds forms such a shape. Two observed examples with bow-shock shape are CHVC 172-60 and CHVC 157+03, which move at $v_{\text{LSR}} = -235$ km s$^{-1}$ and $v_{\text{LSR}} = -184$ km s$^{-1}$ (Westmeier et al. 2004, 2005b). Their shapes are interpreted as a consequence of ram-pressure by an ambient medium.

With models M1_dec and L1_dec we are able to study the effect of drag from ambient gas, which leads to a deceleration of CHVCs. In Figs. 5 and 6 it is striking that decelerated, massive clouds can become gravitationally instable. They develop a head-tail morphology much later than the respective clouds that move at a constant speed. The mass loss is dramatically reduced, irrespective of initial mass (see Table 5). In Fig. 11 we show that the terminal velocity of M1_dec is reached after $\sim 80$ Myr and reads $\sim 58$ km s$^{-1}$. The terminal velocity of L1_dec is still not reached after 100 Myr, where the cloud is decelerated to $\sim 48$ km s$^{-1}$. The mean deceleration rates are $-1.1$ km s$^{-1}$ Myr$^{-1}$ and $-1.2$ km s$^{-1}$ Myr$^{-1}$, respectively. So both models are decelerated well below the velocity threshold for HVCs of $v_{\text{LSR}} = 100$ km s$^{-1}$ thus showing a transition to intermediate-velocity clouds (IVCs).

### 5.4 Radiative cooling

We explore the effect of cooling strength on the evolution of CHVCs by means of a different metallicity in the model clouds M0 (0.1$Z_{\odot}$) and M1_me ($Z_{\odot}$). Because thermal conduction is active in both clouds, the stripping is filamentary and hence the stripped material bears the same temperature distribution irrespective of metallicity, hence irrespective of cooling strength (Fig. 12, right column in lower panel). However, the cloud is cooler on average for $Z = Z_{\odot}$ at 50 Myr, even though the mean density inside cloud M1_me is significantly below that of M0 after 35 Myr (upper panel in Fig. 12). The left column in the lower panel in Fig. 12 shows that the peak of temperature distribution in M1_me is below and for M0 it is above $10^3$ K. So, the metal-dependence of the cooling function is strong enough to have a measurable effect on cloud temperature.

### 5.5 Physical simplicity

Model M3_hom_tc_sg is intentionally physically simplified. We neither consider thermal conduction, nor self-gravity and the cloud
is homogeneous and isothermal. In the respective plot in Fig. 5 it is observed that this cloud does neither develop a head-tail structure nor a bow-shock shape. It rather gets totally fragmented after ~ 60 Myr, because self-gravity does not stabilize the cloud against RTI thus the destructive modes can effectively grow. Such simplified cloud models do not maintain a density profile, which is a common feature being observed in CHVCs.

So, simplified clouds evolve completely different than hydrostatic cloud models with self-gravity and thermal conduction. They are not
Figure 6. The same as Fig. 5, but for the low-mass model clouds. The arrow lengths are scaled to $v_{ini} = 248 \text{ km s}^{-1}$ (model L1b_vel).

Table 4. Observed CHVCs with high column densities.

| Object         | $\log (N_{H_1}/ \text{cm}^{-2})$ | Reference           |
|----------------|----------------------------------|---------------------|
| six CHVCs      | ≥ 21.0                           | Braun & Burton (2000) |
| CHVC 125+41-207| 20.1…21.0                       | Brüns et al. (2001) |
| HVC 291+26+195 | ≤ 20.1                           | Ben Bekhti et al. (2006) |
| HVC 297+09.253 | ≤ 20.5                           | Ben Bekhti et al. (2006) |

realistic models in describing CHVCs, because they do not develop the same features as observations reveal.

6 DISCUSSION

6.1 Column densities

We have examined the column densities of neutral hydrogen, $N_{H_1}$, as they would appear at an observer’s distance including beam dilution when using single-dish telescopes, which have spatial resolutions of several arcmin (e.g. Effelsberg, Green Banks, Parkes, Dwingeloo). By comparing column densities of observed CHVCs (Table 4) with our simulated massive clouds we find reasonable agreement when accounting for beam dilution (Fig. 13, right column). Exemplarily, we have chosen a beam opening angle of 9 arcmin, like Effelsberg telescope, at a distance of 100 kpc, which is a typical distance for CHVCs. The diluted column densities of our simulated clouds are much lower (by ~ 2 orders of magnitude) depending on the filling factor of the cloud in the beam. By this, the very high peak column densities (Fig. 13, left column) are no longer visible. With larger beams (e.g. Dwingeloo with 30 arcmin) or at greater distances (e.g. Braun & Burton (2000) find a distance bracket of 0.5 to 1 Mpc for CHVC 125+41-207) our simulated $N_{H_1}$ would appear even lower. Thus, by considering realistic beam dilutions the column densities of our model clouds do not contradict to observed CHVCs even though lying at the upper edge of consistency.

6.2 Survival of clouds

It has been demonstrated in § 5 that it strongly depends on the combination of initial cloud mass, cloud velocity, and thermal conduction if CHVCs are being disintegrated or not during their passage through the CGM. There are several dynamical processes, which can lead to mass loss of the clouds.

Several theoretical mass-loss rates have been determined to which we compare the mass loss obtained in our simulations. Cowie & McKee (1977) determine the rate of mass loss for a non-gravitating cloud by evaporation only (cooling effects are neglected) as

$$m_{CM} = 3.25 \times 10^{18} \rho_{CGM} \sqrt{T_{CGM} R_{cloud}^2 \Phi \sigma_0} \exp \left\{ -2.5 M \sigma_0^2 \right\}.$$

The strength of saturation is given by

$$F (\sigma_0) = 2 \left( \sigma_0 H \right)^{1+M \sigma_0^2} \exp \left\{ -2.5 M \sigma_0^2 \right\} \left( \frac{1}{1+M \sigma_0^2} \right)^{1/(1+M \sigma_0^2)}.$$
Figure 7. Distributions of temperature in the stripped material of massive clouds (upper panel) and low-mass clouds (lower panel) with thermal conduction (red dashed lines) and without thermal conduction (black solid lines) after 20 Myr (left column) and after 50 Myr (right column). The standard deviation in every bin is too low to be visible in the plots.

Figure 8. The same as Fig. 4, but for respective clouds without thermal conduction.

Figure 9. Distributions of metallicity in the stripped material of massive clouds (upper panel) and low-mass clouds (lower panel) after 20 Myr (left column) and after 50 Myr (right column).

Figure 10. Metallicity profiles weighted with the square of particle density along the direction of motion for the massive clouds (upper plot) and low-mass clouds (lower plot) after 50 Myr.

Figure 11. Deceleration of model clouds that experience drag.

where

\[
H = \begin{cases} 
\frac{\theta^h}{(h-1)^{h-1}}, & Ma \leq 1 \\
11.5, & Ma > 1 
\end{cases}, \quad h = \frac{11 + Ma^2}{1 + Ma^2}, \quad (37)
\]

and \(Ma\) is the Mach number of the flow around our clouds (cf. Table 3). Dalton & Balbus (1993) extended these investigations by introducing a continuous transition between classical and saturated heat flux. By simultaneously solving their equations (25) and (30) they obtain the ratio \(\omega(\sigma_0)\) (cf. Fig. 1) between saturated and classical mass-loss rate. Hence,

\[
\dot{m}_{DB} = \omega(\sigma_0) \dot{m}_{class} = \omega(\sigma_0) \frac{16G_{\text{CGM}}M_{\text{CGM}}R_{\text{cloud}}^2}{25k_B}, \quad (38)
\]

with \(\dot{m}_{class}\) given by Cowie & McKee (1977, see equ. (16) therein) and our values for \(\sigma_0\) are shown in Table 3. Hartquist et al. (1986) found

\[
\dot{m}_H = \left[\rho_{\text{CGM}} v_{\text{CGM}} \left(\epsilon_{\text{cloud}} M_{\text{cloud}}\right)\right]^{\frac{1}{3}} M_a^{\frac{4}{3}} \quad (39)
\]

for the mass loss of a cloud in a subsonic wind without considering self-gravity. As we consider self-gravity in all model clouds (except in model M3_hom_tc_sg) we also compare to the mass-loss rates
analytically calculated by Arthur & Lizano (1997),

$$\dot{m}_{\text{AL}} \approx \frac{1}{24G} \frac{c_{\text{cloud}}^4}{c_{\text{CGM}}} M_a,$$

(40)

for self-gravitating clouds being subject to a subsonic wind. Here, \(c_{\text{cloud}}\) and \(c_{\text{CGM}}\) denote the average sound speed inside the cloud and in the CGM, respectively. The mass loss in Equ. (40) accounts for the ablation by hydrodynamical instabilities.

Each of the definitions (35), (38), (39), and (40) is based on only some of the physical processes we consider in our simulations. Thus, our mean mass-loss rates \(\langle \dot{m} \rangle_{\text{sim}}\) are either under- or overestimated (Table 5). These analytical mass-loss rates are hence not sufficient to deduce a reliable mass loss from multiphysics simulations of CHVCs. The clouds are subject to both KHI and RTI as a consequence of hydrodynamic interactions with the ambient gas. The KHI leads to the amplification of perturbations with wave numbers

$$k > k_{\text{min}} \approx \frac{\rho_{\text{cloud}}}{\rho_{\text{CGM}} v_{\text{rel}}}, \quad \text{if} \quad \rho_{\text{cloud}} \gg \rho_{\text{CGM}},$$

(41)

where \(k = 2\pi/\lambda\), with \(\lambda\) being the wavelength of the perturbation, \(g\) is the gravitational acceleration at the cloud’s surface, \(\rho_{\text{cloud}}\) and \(\rho_{\text{CGM}}\) are the densities of CHVC and CGM, respectively, and \(v_{\text{rel}}\) denotes the relative velocity between them. The above relation (41) assumes discontinuities in both density and velocity between CHVC and CGM. Though this is valid initially (cf. § 4.1), the dissipative effect of thermal conduction broadens the discontinuities over a finite domain (transition zone) hence converting them into very steep gradients. It has been shown by Vieser & Hensler (2007a, see their appendix B.2) that a finite region can be defined in \(k\)-space, which consists of all modes leading to an amplification of KHI. A cloud is stable against KHI for all modes outside of that instability strip, whose size inversely scales with the width of the transition zone. The thicker the transition zone, the thinner the instability strip. Thus, thermal conduction is able to suppress KHI in terms of decreasing the number of destructive modes. Our simulated model clouds M1_tc and L1_tc are subject to strong KHI that ablate big clumps of gas from the clouds. The disrupting KHI waves can propagate through the entire cloud hence leading to growing modes of instability everywhere in the cloud. Whereas the respective counterparts M0 and L0 are only mildly disturbed by KHI thus showing a continuous, filamentary, and low-density mass loss (respective plots in Figs. 5 and 6). One can deduce that thermal conduction extends the lifetime of even weakly gravitationally bound clouds by lowering the mass loss.
RTI can develop at the front side of the CHVC when its initial density configuration is disturbed by the subsonically streaming CGM, such that cloud gas is accelerated opposite to the direction of the density gradient in the cloud. If, like in model cloud M3_hom_tc_sg, self-gravity does not stabilize the cloud surface against RTI (Murphy et al. 1993) these instabilities grow by time and the disturbed outskirts of the CHVC start to form typical finger-like structures (Fig. 5). These fingers of the dense cloud point into the dilute CGM. According to Kull (1991) the e-folding time, i.e. the growing time for a certain mode, reads

\[ \tau = \frac{\pi}{\lambda} \]

(42)

with \( k = 2\pi/\lambda \) being the wave number of the perturbing mode and \( \nu \) its phase velocity. By measuring \( \nu \sim 2 \text{ km s}^{-1} \) the acceleration of the cloud surface is computed from Eq. (42) as \( a \sim -3 \times 10^{-3} \text{ cm s}^{-2} \). According to Kull (1991) the e-folding time, i.e. the growing time for a certain mode, reads \( \tau = (ka)^{1/2} \). Hence the time, at which the spatial extension of the RT structures increases by a factor \( e \), is \( \tau \sim 2.5 \text{ Myr} \). The inverse denotes the growth rate \( \tau_c^{-1} \sim 0.4 \text{ Myr}^{-1} \). Another dynamical effect the clouds are subject to is the stripping of material by ram pressure. Mori & Burkert (2000) determine the stripping radius for a galaxy of particular mass and moving at a certain speed. They balanced the thermal pressure of the cloud by the total pressure of the ambient medium, which in our case is

\[ P_{\text{CGM}} = P_{\text{thermal}} + \rho_{\text{CGM}} V^2, \]

(43)

with \( P_{\text{thermal}} \) given by Eq. (4). The stripping radius for a specific cloud is the distance from cloud centre at which

\[ P_{\text{CGM}} > P_{\text{cloud}}(r) = \frac{k\nu T(r)}{\mu(r)}, \]

(44)

is true. Contrary to Mori & Burkert (2000) we consider self-gravity thus the cloud temperature is calculated by Eq. (26) while the corresponding density is constrained by thermal equilibrium. Eq. (44) indicates disruption for all low-mass clouds, except model L1a_vel. However, according to Table 6 also the low-mass models L0 and L1_dec are not disrupted.

Analogously to Heitsch & Putman (2009) we calculate the disruption time \( \tau_{\text{dis}} = M_{\text{cloud}}/[dM_{\text{cloud}}/dt] \) (time at which the cloud would be totally disrupted for a certain mass-loss rate) and disruption distance \( D_{\text{dis}} = M_{\text{cloud}}/[dM_{\text{cloud}}/dz] \) (travelled distance after which the cloud would be totally disrupted for a certain mass-loss rate) for all our clouds. In opposite to the clouds simulated by Heitsch & Putman (2009) ours live much longer, because we assume much higher central densities and consider thermal conduction. Consequently, our mass-loss rates are much smaller than those in Heitsch & Putman (2009) and so our values of \( \tau_{\text{dis}} \) and \( D_{\text{dis}} \) are greater than their values. In opposite to Heitsch & Putman (2009) four of our clouds undergo a gravitational collapse (Table 7). The values of \( \tau_{\text{dis}} \) and \( D_{\text{dis}} \) for these clouds increase over time (Fig. 14) indicating that these clouds will not be disrupted. Such a result has not been observed in the clouds simulated by Heitsch & Putman (2009). In Sander & Hensler (2019) we have shown that self-gravity makes a distinct difference in the evolution of even homogeneous clouds with low densities and far below their Jeans masses.

Our massive clouds are comparable to model U in Vieser & Hensler (2007a), who already found that the mass loss from a cloud with thermal conduction reduces after 60 Myr of evolution (see § 5.2). This effect is even more pronounced in our simulations: for the entire simulation time the mass-loss rate of model M0 does not exceed 75 per cent of the mass-loss rate of model M1_tc (Fig. 8 and Table 5). After 47 Myr the mass loss in model M1_tc reduces, because the cloud centre collapses, which is accompanied by an increasing density.

Armillotta et al. (2017) conducted simulations of CHVCs moving through a hot CGM. Their clouds with radii below 100 pc do not survive, which can be a consequence of a rather weak gravitational potential, because their clouds with radius of 50 pc contain only 160 M\(_{\odot}\), are homogeneous, isothermal, and do not consider self-gravity. Their clouds can most likely be compared to our model M3_hom_tc_sg even though their initial cloud is obtained by adopting the cloud density accordingly to environmental conditions for obtaining pressure equilibrium. Hence, model M3_hom_tc_sg is

| Model       | \((\dot{m})_{\text{sim}}\) | \(\dot{m}_{\text{CM}}\) | \(\dot{m}_{\text{DB}}\) | \(\dot{m}_{\text{H}}\) | \(\dot{m}_{\text{AL}}\) |
|-------------|-----------------------------|--------------------------|------------------------|------------------------|------------------------|
| M0          | -3.6                        | -6.2                     | -7.7                   | -4.8                   | -2.7                   |
| M1 tc       | -4.8                        | -             | -7.7                   | -2.7                   | -0.2                   |
| M1a_vel     | -0.2                        | -8.6                     | -9.5                   | -1.9                   | -2.9                   |
| M1b_vel     | -6.2                        | -1.9                     | -3.3                   | -4.9                   | -0.2                   |
| M1c_vel     | -20.4                       | -1.7                     | -2.8                   | -9.6                   | -0.5                   |
| M1c_dec     | -0.2                        | -7.0                     | -8.2                   | -0.02                  | -0.06                  |
| M1c_me      | -0.7                        | -6.0                     | -6.7                   | -4.1                   | -5.6                   |
| M3_hom_tc_sg| -4.4                        | -             | -4.7                   | -             | -             |
| L0          | -1.6                        | -4.0                     | -4.4                   | -1.7                   | -1.4                   |
| L1 tc       | -2.4                        | -             | -0.3                   | -0.3                   | -0.3                   |
| L1a_vel     | -0.1                        | -4.3                     | -4.6                   | -0.8                   | -2.9                   |
| L1b_vel     | -3.5                        | -4.1                     | -4.4                   | -2.9                   | -1.0                   |
| L1 dec      | -1.9                        | -5.0                     | -4.9                   | > -0.01                | -0.06                  |
| L1 me       | -0.5                        | -1.5                     | -1.1                   | -0.03                  | -0.1                   |

Table 5. Mean mass-loss rates as obtained from the simulations (2nd column) compared to several analytical mass-loss rates given by Equs. (35), (38), (39), and (40). All rates are given in units of \(10^{-3} M_{\odot} \text{ yr}^{-1}\). Some analytical rates cannot be applied to models without thermal conduction or without self-gravity.

Figure 14. Both disruption time \(\tau_{\text{dis}}\) and distance \(D_{\text{dis}}\) for clouds developing a gravitationally instable region. The light-green stars indicate the onsets of collapse.

![Figure 14](https://example.com/figure14.png)
much more massive and compact as the clouds in Armillotta et al. (2017), but M3_hom_tc_sg is already disrupted by RTI. Here, physical simplicity leads to non-realistic results.

All of our model clouds, which are not disrupted after 50 Myr, are compiled in Table 6.

### 6.3 Gravitational collapse

In some of the CHVCs, which resist all disrupting effects (Table 6), local Jeans instabilities can develop. Within our simulations all grid cells that belong to a cloud need to be identified. This is the case if a grid cell is

(i) gravitationally bound, i.e. the potential energy at the cell’s location is greater than its kinetic energy, and

(ii) spatially connected to the cloud centre.

In that regard, we do not account for grid cells, which are gravitationally bound, but are already stripped off from the cloud. The cloud centre is defined to be the cell with the global minimum in potential energy. In contrast, for model M3_hom_tc_sg (no self-gravity) the above condition (i) is replaced by a threshold in density and temperature, i.e. ρ$\text{cell}$ > 10$^4$ K/cm$^3$ and $T_{\text{cell}}$ < $T_{\text{CGM}}$. To identify gravitationally unstable regions we adapt the procedure described in Federrath et al. (2010):

(i) Find all unstable grid cells in a cloud by checking if $M_{\text{cell}}$ > $M_{\text{J}}$. Take these cells as the centres of prospective collapsing regions, because these cells will have the potential minimum of this region.

(ii) Go radially outwards from each of the identified unstable grid cells to their nearest neighbour cells and define this region to be the temporary control volume $V_C$.

(iii) Check for instability of the control volume: $M_{\text{VC}}$ > $M_{\text{J}}$.

(iv) Check for bounding of $V_C$ by applying the virial theorem: $|E_{\text{grav}}| \geq 2E_{\text{chem}}$.

(v) If checks (iii) to (iv) are successful, go back to step (ii) and repeat the procedure for the new VC. If one of the checks (iii) to (iv) fails, the current extension of the control volume defines the size of the gravitationally unstable cloud region.

By applying the above procedure to all surviving clouds (Table 6) we figured out four clouds (Table 7), whose central regions become gravitationally unstable despite the fact that all models are initially below their Bonnor-Ebert mass (Fig. 3). Li et al. (2020) performed a variety of simulations of cool clouds in the CGM. For the sake of simplicity, their clouds are initially homogeneous and isothermal ($T \sim 10^4$ K) and are tuned to be in pressure balance with the ambient CGM. They find that self-gravity is only relevant for Jeans-instable clouds. However, this conclusion is drawn from too short evolution times of ≤ 1 Myr (see their figure 2). We do the same comparison for our simplified model M3_hom_tc_sg by calculating it again with self-gravity. For a very early evolution (≤ 2 Myr) we find negligible differences between the clouds in both maximum particle density and mass loss (Fig. 15), which supports the observations of Li et al. (2020). However, for later stages (> 40 Myr) differences become striking. Furthermore, in Sander & Hensler (2019) we have shown that self-gravity leads to a core-halo density profile even for resting (i.e. without dynamical interaction with the ambient medium) and initially homogeneous clouds with mass below their Bonnor-Ebert mass. In opposite to Li et al. (2020) the Jeans instabilities in our model clouds (Table 7) occur for a broad range of cloud velocities and with or without thermal conduction. Hence we do not find any evidence that supports the reasoning by Li et al. (2020) and we argue that self-gravity substantially affects the evolution of clouds with mass below their Bonnor-Ebert mass. If massive clouds are fast enough (M1b_vel, M1c_vel), neither thermal conduction nor efficient mass loss can stop gravitational collapse. For both models the respective disruption time (§ 6.2) is always greater than the free-fall time (Fig. 16). We conclude that clouds with thermal conduction are able to collapse if they are very fast and sufficiently massive.

The Jeans-instable regions in the four models evolve differently, which we discuss in the following by means of Fig. 17 and Table 7. The instable region in the most realistic model, M1_dec, forms much later (47 Myr) than in the other three models, which is most likely due to both a decreasing dynamic pressure by deceleration and an enhanced thermal pressure in the cloud by thermal conduction. At this time, the cloud velocity has decreased below the threshold for HVCs (Fig. 11).

We observe that the size of the instable region increases to roughly half of entire cloud size, but contains nearly all of cloud mass. The mean density is rather low and results in a gas surface-density below 0.01 g cm$^{-2}$. The thermal energy conducted into the instable region enhances the thermal pressure. At a certain point in evolution

### Table 6. Model clouds that survive their passage through the CGM for 50 Myr. The 2nd column shows the remaining fraction of initial cloud mass after 50 Myr.

| Model | $M_{\text{cloud}}$ ($t = 50$)/$M_{\text{cloud}}$ ($t = 0$) |
|-------|---------------------------------------------------------|
| M0    | 0.85                                                    |
| M1 tc | 0.63                                                    |
| M1a_vel | 0.99                                   |
| M1b_vel | 0.56                                   |
| M1c_vel | 0.75                                   |
| M1_dec | 0.97                                                    |
| M1_me | 0.93                                                    |
| L0    | 0.65                                                    |
| L1a_vel | 0.97                                   |
| L1_dec | 0.98                                                    |

---

Figure 15. Evolution of maximum particle density (upper plot) and mass (lower plot) of homogeneous and isothermal clouds with and without self-gravity.

---
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this cannot be compensated for by the decreasing dynamic pressure, which is due to cloud deceleration. The instable region thus expands. The density hence remains at low level and so is the cooling strength. Finally, the temperature in the instable region of model M1_dec is high compared to those in the other model clouds. As a consequence, its mass does not substantially exceed the Jeans mass.

In the fast models with thermal conduction, M1b_vel and M1c_vel, the ram-pressure is constantly high during the entire evolution and so the instable regions are compressed to much higher densities. This situation is more pronounced for the faster cloud M1c_vel, which is subject to a higher ram-pressure than model M1b_vel. The temperatures reach values \( \sim 150 \text{ K} \) thus lowering the Jeans mass of the instable region. Nonetheless, gas surface-densities are comparably low, too.

Model M1_tc is distinct from the other three models. The entire cloud becomes gravitationally instable. Without thermal conduction the thermal pressure in the cloud is low such that at a lower speed as in models M1b_vel and M1c_vel the ram-pressure is sufficient to compress the cloud such that the density can reach \( 10^{-20} \text{ g cm}^{-3} \). Being at a mean temperature of \( \sim 150 \text{ K} \) the instable region greatly exceeds its Jeans mass. The gas surface-density reaches a value of \( 0.16 \text{ g cm}^{-2} \). According to Traficante et al. (2020, and references therein) the threshold of gas surface-density for a region to form high-mass stars is 0.05 to 0.1 g cm\(^{-2}\) (stellar feedback would increase this threshold to 1 g cm\(^{-2}\), Krumholz & McKee 2008). Thus, our cloud M1_tc would virtually be able to form even high-mass stars.

As has been discussed above, clouds with thermal conduction develop instable regions, but these do not get compact enough to become a star-formation site. For our studied cloud setups the instable regions are instead in some balance between gravity and thermal pressure. We conclude that thermal conduction might be a key process in preventing CHVCs to form stars. These findings are in line with non-detections of stellar objects assigned to HVCs in general in all hitherto performed surveys (e.g. Burton et al. 2001; Hopp et al. 2003a,b; Siegel et al. 2005; Hopp et al. 2007).

### 6.4 H\(\alpha\) emission

A still puzzling feature of CHVCs is their partially bright emission in the H\(\alpha\) disexcitation-line. In the following we analyze how thermal conduction is able to contribute to the intensity of H\(\alpha\) emission. We estimate the H\(\alpha\) intensity emitted isotropically over \( 4\pi \) by any grid cell \( j \) of our model clouds by

\[
I_{H\alpha}^j = A^{3-2} S_{H\alpha}^{3-2} \text{ erg cm}^{-2} \text{ s}^{-1},
\]

with \( A^{3-2} = 4.39 \times 10^7 \text{ s}^{-1} \) denoting the Einstein coefficient for spontaneous emission from \( n = 3 \to 2 \). By assuming ionization equilibrium (cf. § 2.4 and appendix A) the source function \( S_{H\alpha} \) is given by Boltzmann’s Equation for excitation temperature. As the clouds are assumed to be optically thin, each of the \( j \) contributions in Equ. (45) has to be summed up to the total amount of \( I_{H\alpha} \). Thus, for \( N \) cloud cells

\[
I_{H\alpha} = \sum_{j=1}^{N} I_{H\alpha}^j
\]

yields the absolute value of H\(\alpha\) intensity emitted by the cloud, which must be reduced by a dilution factor \( \propto D^{-2} \) and corrected for the opening angle, \( \Omega \), of the cloud when it is observed from a certain distance \( D \) under a particular angle \( \Omega \). A correction for an optically thick cloud with column density above \( 10^{18} \text{ cm}^{-2} \) is found in Barger.

| Model          | \( \tau_{H\alpha} / \tau_{instable} \) |
|----------------|-------------------------------------|
| M1_b_vel       | 0.8                                 |
| M1_c_vel       | 1.2                                 |

Figure 16. Free-fall time versus disruption time in fastest massive clouds.

| \( \tau_{H\alpha} / \tau_{instable} \) |
|---------------------------------------|
| 0.8                                   |
| 1.2                                   |

Table 7. Model clouds that experience a gravitational collapse with an onset at \( \tau_{instable} \). The following rows tabulate parameters specific to the instable regions after respective \( \tau_{instable} \): mass in terms of cloud mass (row 2); size in terms of cloud size (row 3); mass in terms of Jeans mass (row 4); gas surface-densities (row 5).

| \( \tau_{H\alpha} / \tau_{instable} \) |
|---------------------------------------|
| 0.8                                   |
| 1.2                                   |

![Figure 17. Evolution of mean density (upper plot), mass (middle plot), and mean temperature (lower plot) of gravitationally instable regions.](image-url)
et al. (2012, cf. their equ. (7)). Furthermore, the emitted Hα radiation must be corrected for extinction in the line-of-sight, which is highly uncertain (Hill et al. 2013).

Observers mostly provide Hα intensities in units of Rayleigh (1R = 2.41 × 10^{-7} erg cm^{-2} s^{-1} sr^{-1}, van Woerden et al. 2004) or in units of erg cm^{-2} s^{-1} arcsec^{-2} (where sr^{-1} = 2.35×10^{-11} arcsec^{-2}). In Fig. 18 the evolution of Hα intensity (46) is shown for the reference clouds M0 and L0 directly at cloud surfaces and at distances of 1 kpc and 10 kpc. For that we only consider dilution by distance, but no extinction in the line-of-sight. It is striking that the intensity of massive clouds is always higher than that of low-mass clouds, which is due to a greater number of contributing cloud cells. Interestingly, the Hα intensity is nearly constant for both clouds. This can be understood in terms of two counteracting processes: the cloud loses mass thus the number of grid cells contributing to the intensity decreases. But simultaneously the cloud is heated up and so the intensity increases. Both effects roughly cancel out.

When comparing to observed emission measures of Hα from CHVCs it turns out that the calculated intensities for our simulated clouds are at the same orders of magnitude for assumed distances of > 1 kpc. Kutyrev & Reynolds (1989) report on Hα emission from a HVC in constellation Cetus with a best-fit mean value of (8.1 ± 1.9) × 10^{-2} R, which consists of two fields with (7.3 ± 2.5) × 10^{-2} R for field 1 and (8.9 ± 2.8) × 10^{-2} R for field 2. They infer the speed of the HVC (v_{LSR} = \sim 310 km s^{-1}) to be supersonic and the ambient gas density to be n \sim (4 - 6) × 10^{-3} cm^{-3} in order to produce the observed shock-excited optical emission in Hα. Both the cloud speed and CGM density in models M0 and L0 are below these values. Putman et al. (2003) performed deep Hα spectroscopy towards several HVCs, among which there are five CHVCs with 20 to 220 mR at distances between 1.2 and 13.2 kpc. These clouds are exposed to a non-negligible ionizing UV background radiation in the Galactic halo due to 6 per cent of UV photons that escape normal from the Galactic disk (Bland-Hawthorn & Maloney 2002). The calculated Hα intensities of our model clouds are thus similar to those of observed CHVCs. Note that we overestimate the intensities in our calculations, because we do not consider extinction in the line-of-sight. When comparing in detail to individual observed CHVCs it is likely that thermal conduction alone is not a proper mechanism to reproduce real Hα intensities. An additional mechanism to enhance Hα intensity by heating up the clouds might be provided by a diffuse, soft X-ray background as being stated by Bregman (2007). The cosmic UV background alone would account for only a negligible Hα intensity of 5 mR and is exceeded by the Galactic UV radiation field for distances from the disk of \lesssim 100 kpc (Maloney & Bland-Hawthorn 1999).

7 SUMMARY AND CONCLUSIONS

We conducted 3D hydrodynamics simulations of multi-physical processes in high-velocity clouds by using the FLASH code. The capability of adaptive mesh refinement is extensively used with a finest numerical resolution of 1.3 pc. By this, we are able to sufficiently resolve hydrodynamical instabilities (Kelvin-Helmholtz, Rayleigh-Taylor) as well as the Field length for thermal conduction. We tracked and compared the evolution of 14 different model clouds which differ in mass, size, metallicity, and speed. All models are initially in hydrostatic and thermal equilibrium internally and in pressure equilibrium with the ambient, hot medium. The physical processes of metal-dependent plasma cooling and heating, dissociation and ionization, and mass diffusion take place in all models. The model clouds either consider or exclude self-gravity and thermal conduction. Hence, we can directly compare the impact of cloud mass, speed, drag, metallicity, thermal conduction, and modeling simplicity on cloud evolution and discuss our findings in context of both their life-times and a potential gravitational collapse.

Ten out of the 14 models survive the first 50 Myr of their evolution (Table 6). These are all massive clouds with self-gravity (seven models) and three low-mass model clouds. To be not disrupted within 50 Myr the low-mass clouds need thermal conduction, must not be too fast, and must not be too tiny in size (model L1_me). Finally, four out of these 10 models are not disrupted and in addition develop a local gravitational instability (Table 7). These findings contradict to other studies, where clouds are only resistive to disruption for much higher masses (Heitsch & Putman 2009), or larger radii and lower velocities (Armillotta et al. 2017).

By being too simplistic in the modelling of clouds they are easily disrupted by Rayleigh-Taylor instabilities within 10 sound-crossing times. Wrong conclusions may be drawn if self-gravity, thermal conduction, and a core-halo density profile are not accounted for.

The metallicity of clouds affects the strength of radiative cooling. A high metallicity of Z_{⊙} tends to produce cool clouds at mainly 10^{2} to 10^{3} K and with 0.1 Z_{⊙} the clouds are mainly at temperatures between 10^{3} to 10^{4} K. Since the observed core-halo structure in some CHVCs reveals core temperatures of only a few 10^{3} K we conclude that metallicity is higher there, probably above 0.3 Z_{⊙}.

It turns out that thermal conduction is a key process in the evolution of CHVCs. Even though all of our simulated low-mass clouds will be disrupted, thermal conduction delays disruption by substantially lowering the mass-loss rate. Clumpy fragments of high density, which can cool efficiently, are stripped from clouds without thermal conduction while thermal conduction causes a continuous, low-density, filamentary stripping of gas at high temperatures, which is more likely to resemble the smooth density gradients observed between head and tail in some CHVCs. We thus conclude that thermal conduction is at work in real CHVCs.

Massive clouds are gravitationally stable for sufficiently low velocities (Mach \lesssim 0.5), but for Mach \gtrsim 0.7 they indeed form Jeans-stable regions. However, if thermal conduction is suppressed, the massive clouds can collapse even at Mach \sim 0.5 (model M1 Jae) and are able to reach gas surface-densities (0.16 g cm^{-2}) being high enough to account for a prospective star-formation site. We strongly suppose that thermal conduction is a key process in preventing real CHVCs from forming stars.

It is not realistic, that clouds are not decelerated but keep constant speed, because the CGM transfers momentum to the clouds. Com-
bining both physical effects of life-prolonging thermal conduction and stripping-reducing drag (cloud M1_dec) an instable region can form. The collapse commences not before the clouds are already de-
nen and stripping-reducing drag (cloud M1_dec) an instable region can form. The collapse commences not before the clouds are already de-
nected to speeds representative for IVCs. However, the decreasing ram-pressure is not sufficient to dominate the regions’ thermal pres-
sure maintained by thermal conduction. Hence, the instable region cannot be compacted to surface densities high enough for star for-
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being the fraction of dissociated H$_2$, where $\rho$ denotes the respective mass density. In terms of the dissociation constant for H$_2$ (Black & Bodenheimer 1975) one obtains the conditional equation for $y$

$$
\frac{y^2}{1 - y} = \frac{2.11}{e^X} \exp \left( \frac{-52,490}{T} \right) =: F,
$$

(A2)

where $X$ is the mass fraction of hydrogen. Solving Equ. (A2) for $y$ yields the degree of dissociation

$$
y(gX, T) = -\frac{F}{2} + \frac{\sqrt{F^2 + 4 + F}}{4}.
$$

(A3)

If temperatures increase above $T = E_{\text{ion}}/k_B$, with $E_{\text{ion}} = 13.595$ eV being the ionization level, hydrogen is going to be ionized. The necessary ionization energy can be provided by radiation (photons) or collisions (electrons). Vice versa, the ionized hydrogen can recombine again when it loses energy via radiation or collisions. Let $n_0$ and $n_1$ be the particle densities of neutral and ionized hydrogen, $n_e$ be the electron number density, $R_{\text{ion}}$ and $C_{\text{ion}}$ be the rates of ionization by photons and collisions, and $R_{\text{rad}}$ and $C_{\text{rad}}$ be the respective recombination rates. We consider radiative ionization of hydrogen by soft X-rays with an ionization rate of $R_{\text{ion}} = 7 \times 10^{17}$ s$^{-1}$, and collisional ionization by both cosmic rays with an ionization rate of $C_{\text{ion}} = 7 \times 10^{17}$ s$^{-1}$ and electrons with an ionization rate of $C_{\text{ion}} = n_e Q_{\text{ion}}$. The rate coefficient for collisional ionization by electrons

$$
Q_{\text{ion}}(T) = 5.465 \times 10^{-11} \sqrt{T} \times \exp \left( -\frac{13,543 \text{ eV}}{kT} \right) \times (-0.435 + 0.3 \log T) \text{ cm}^3 \text{ s}^{-1},
$$

(A4)

taken from Mihalas (1967).

On the other hand, we consider recombination by radiation with a rate $R_{\text{rad}} = n_e \sum_i \alpha_i$. Captures to level $i = 1$ are excluded, since the released photons do not contribute to the net recombination ("on the spot approximation"). Hence, only recombination coefficient (e.g. Spitzer 1998)

$$
\alpha_2(T) = 2.06 \times 10^{-12} Z^2 \frac{\phi_2 (h \nu/kT)}{\sqrt{T}} \text{ cm}^3 \text{ s}^{-1},
$$

(A5)

which includes all recombinations to level $i = 2$, is taken into account. The atomic number $Z = 1$ for hydrogen. The function $\phi_2$ slowly varies with $T$ and is tabulated in Spitzer (1998). So, in thermodynamic equilibrium,

$$
n_0 \left( R_{\text{ion}} + C_{\text{ion}} + n_e Q_{\text{ion}} \right) = n_1 n_2 \alpha_2,
$$

(A6)

with $n_i$ being approximated by $n_i = n_0 + n_1$, where the second summand counts free electrons being released by species having lower ionization levels than hydrogen. The fraction of these species is given by $\chi = 5 \times 10^{-4}$ (Dalgarno & McCray 1972). Let

$$
f := \frac{n_1}{n_0 + n_1},
$$

(A7)

be the fraction of ionized hydrogen. By substituting Equ. (A7) into Equ. (A6) one obtains

$$
0 = f^2 + Af - B,
$$

(A8)

with

$$
A := \left[ \chi_0 \alpha_2 + (\chi_0 - 1) Q_{\text{ion}} \right] \frac{R_{\text{ion}} + C_{\text{ion}}}{n_0} \left[ \frac{1}{\alpha_2 + Q_{\text{ion}}} \right],
$$

$$
B := \left[ R_{\text{ion}}^2 + C_{\text{ion}}^2 \frac{n_0 + \chi_0 Q_{\text{ion}}}{Q_{\text{ion}}} \right] \left[ \frac{1}{\alpha_2 + Q_{\text{ion}}} \right].
$$

(A9)
are subsuming the rates of ionization and recombination. Solving Equ. (A8) for \( f \) yields the degree of ionization
\[
f(n_0, T) = \frac{A}{2} + \sqrt{A^2 + B}.
\]

**(APPENDIX B: CODE TEST FOR IMPLEMENTATION OF SATURATED THERMAL CONDUCTION)**

We are going to show the evolution of a Gaussian temperature distribution being subject to diffusion only. For any twice differentiable, scalar function \( f(x, y, z, t), x, y, z, t \in \mathbb{R}, f : \mathbb{R}^3 \times \mathbb{R} \to \mathbb{R} \times \mathbb{R} \), satisfying the heat equation
\[
\frac{\partial f}{\partial t} - \left( \alpha_x \frac{\partial^2 f}{\partial x^2} + \alpha_y \frac{\partial^2 f}{\partial y^2} + \alpha_z \frac{\partial^2 f}{\partial z^2} \right) = 0,
\]
a delta distribution at any initial time \( t_0 \)
\[
f(x, y, z, t_0) = Q(t_0) \delta(x, y, z)
\]
spreads into a Gaussian distribution
\[
f(x, y, z, t) = \frac{Q(t_0)}{[4\pi(t - t_0)]^{3/2}([\alpha_x \alpha_y \alpha_z]^{1/2}} \times \exp \left\{ -\frac{1}{4(t - t_0)} \left( \frac{x^2}{\alpha_x^2} + \frac{y^2}{\alpha_y^2} + \frac{z^2}{\alpha_z^2} \right) \right\}
\]
and remains a Gaussian distribution for all times \( t > t_0 \). The analytical result (B3) is well-known. By identifying \( f(x, y, z, t) \) with the temperature field of a fluid and taking \( \alpha = \alpha_x = \alpha_y = \alpha_z \) (isotropic diffusion), we obtain the evolution as being determined by Equ. (B3). We point out that \( \alpha \) is a function of the effective conductivity \( \kappa_{\text{eff}} \). We have chosen \( Q(t_0) = 10^4 \) K cm\(^3\) at \( t_0 = 0.5 \) s (to avoid numerical difficulties implied by the Delta function at \( t = 0 \)) and a both spatially and temporally constant density of \( \rho = 1 \) g cm\(^{-3}\). The centre of the distribution is located at \((x_c, y_c, z_c) = (250, 250, 250)\) cm and the side length of the computational domain is 500 cm. The domain is discretized by 128 cells per dimension yielding a grid spacing of \( \Delta x = 3.9 \) cm. We use periodic boundary conditions. The background temperature is fixed at 10\(^3\) K. We find \( f(x_c, y_c, z_c, t_0) = 0.3 \) K accounting for an initial temperature contrast of \( \Delta T = 300 \). In Fig. B1 the analytical solution (B3) is compared to the numerical one obtained by the FLASH code. Initially, the relative error is highest where the Gaussian temperature distribution passes into the background temperature: the change in slope cannot be approximated sufficiently by the grid, i.e. the numerical resolution is to coarse. However, the relative error is lowered to a reasonable level after 10 diffusion times (\( \tau = 0.5 \) s). Boundary effects, which may superpose the numerical solution, are not observed. The numerical solution is hence sufficiently accurate.
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\[ \text{Figure B1. Numerically obtained evolution of a three-dimensional Gaussian temperature distribution being subject to diffusion only (black diamonds) compared with the analytical solution (red solid line) at different times. The blue dashed line shows the relative error between both solutions. The temperature profile is shown along the x-direction.} \]

---

\[ ^3 \text{This test problem comes along with the FLASH code and is adapted accordingly by us.} \]