Abstract

Second-order semantic parsing with end-to-end mean-field inference has been shown good performance. In this work we aim to improve this method by modeling label correlations between adjacent arcs. However, direct modeling leads to memory explosion because second-order score tensors have sizes of \( O(n^3L^2) \) (\( n \) is the sentence length and \( L \) is the number of labels), which is not affordable. To tackle this computational challenge, we leverage tensor decomposition techniques, and interestingly, we show that the large second-order score tensors have no need to be materialized during mean-field inference, thereby reducing the computational complexity from cubic to quadratic. We conduct experiments on SemEval 2015 Task 18 English datasets, showing the effectiveness of modeling label correlations. Our code is publicly available at https://github.com/sustcsonglin/mean-field-dep-parsing.

1 Introduction

Syntactic dependency parsing has been well-studied and widely used in natural language processing. It provides approximation to the semantic relationship between dependent and head words, which is useful in many downstream natural language understanding tasks. However, the underlying tree-structured representation of syntactic dependency parsing limits the number and types of relationships that can be captured. For example, in Fig.1(a), the word cat is the subject of both wants and eat, and both of these two relationships could benefit downstream tasks. However, within a dependency tree, each word has exactly one head, thus the two relationships cannot be modeled simultaneously. To enrich the representation power, semantic dependency parsing (Oepen et al., 2014) aims to produce a labelled directed acyclic graph (DAG) for a given sentence, whereby each word can be attached to zero, one, or multiple heads. Fig.1(b-d) show three different semantic formalisms: DELPH-IN MRS (DM) (Flickinger et al., 2012), Predicate-Argument Structure (PAS) (Miyao and Tsujii, 2004), and Prague Semantic Dependencies (PSD) (Hajič et al., 2012), respectively.

Graph-based parsers achieve great success in dependency parsing. Higher-order parsers take into accounts interaction between multiple dependency arcs, thus are more powerful than first-order parsers. However, exact higher-order parsing is intractable except for projective tree parsing, making approximate decoding a necessity. Both syntactic and semantic dependency parsing can be formu-
lated as an inference problem on Markov Random Fields (MRFs) (Smith and Eisner, 2008; Wang et al., 2019) where dependency arcs are nodes, and higher-order parts (e.g., sibling and grandparent relationships) are factors, as shown in Fig. 2. In this sense, approximate inference algorithms of graphical models can be used for approximate parsing. Previous researchers have used loopy belief propagation (Smith and Eisner, 2008; Gormley et al., 2015; Wang et al., 2019), mean-field inference (Wang et al., 2019; Wang and Tu, 2020), and alternating directions dual decomposition (AD³) (Martins et al., 2011a, 2013; Martins and Almeida, 2014; Fonseca and Martins, 2020) for higher-order syntactic or semantic dependency parsing. The iterative inference steps of these inference algorithms are fully differentiable and can be unrolled as recurrent neural network layers for end-to-end learning (Domke, 2011; Zheng et al., 2015; Gormley et al., 2015; Wang et al., 2019; Wang and Tu, 2020; Niculae and Martins, 2020).

In this work, we aim to improve second-order semantic dependency parsing with end-to-end mean-field inference (Wang et al., 2019) by modeling label correlations between adjacent arcs. Intuitively, it is beneficial to model label correlations. For example, in Fig. 1(b), the arc \( \text{wants} \rightarrow \text{cat} \) labeled with \( \text{verb-AGR1} \) and the arc \( \text{wants} \rightarrow \text{eat} \) labeled with \( \text{verb-ARG2} \) are siblings. If the second-order sibling scores take labels into account, it is less likely to mistakenly classify both arcs as \( \text{verb-ARG1} \) or \( \text{verb-ARG2} \). Despite the obvious advantage of modeling label correlations, to the best of our knowledge, most if not all of existing second-order parsers only model unlabeled adjacent arcs, instead of the labeled ones. A possible reason is that taking labels into accounts would scale up the size of second-order score tensors from \( O(n^3) \) to \( O(n^3L^2) \), where \( n \) is the sentence length and \( L \) is the number of label, thereby leading to memory explosion. To tackle this computational challenge, we apply canonical-polyadic decomposition (CPD) (Rabanser et al., 2017) on second-order score tensors, and interestingly, mean-field inference can be greatly accelerated because the large second-order score tensors have no need to be materialized. Instead, only several smaller tensor multiplication operations are involved, thereby reducing the computational complexity from cubic to quadratic. Our contribution can be summarized as follows:

- We decrease the time and space complexity of second-order parsing with mean-field inference from cubic to quadratic.
- We validate the effectiveness of modeling label correlations on SemEval 2015 Task 18 English datasets.

2 Background

2.1 Semantic dependency parsing as energy minimization

Given a sentence \( x = x_0, x_1, \cdots, x_n \) with \( x_0 \) being the root token, its labeled dependency graph \( y \) can be represented as an order-3 indicator tensor \( y \in R^{(n+1) \times (n+1) \times L} \) where \( y_{ijl} = 1 \) iff there is an arc \( x_i \rightarrow x_j \) with label \( l \) and \( y_{ijl} = 0 \) otherwise; \( L \) the size of label set. Dependency parsing can be formulated as an inference problem on MRFs (Smith and Eisner, 2008). Each variable node \( (i,j) \) stands for a dependency arc \( x_i \rightarrow x_j \), and arc correlations such as sibling and grandparent relationships are represented as factors. Fig. 2 shows an example. Inference with MRFs is known as energy minimization. We can define the negative energy

\[ E(y) = -\sum_{(i,j)} \sum_{l} \phi_{ijl}(y_{ijl}) \]

where \( \phi_{ijl} \) is the pairwise potential function.

\[ \phi_{ijl}(y_{ijl}) = \begin{cases} 0 & \text{if } y_{ijl} = 1 \\ \infty & \text{otherwise} \end{cases} \]

\[ \phi_{ijl}(y_{ijl}) = \sum_{(k,l) \neq (i,j)} \phi_{ijkl}(y_{ijkl}) \]

\[ \phi_{ijkl}(y_{ijkl}) = \begin{cases} 0 & \text{if } y_{ijkl} = 1 \\ \infty & \text{otherwise} \end{cases} \]

1We use \( y \) to represent a dependency graph or its indicator tensor alternatively whenever the context is clear.
of a labeled dependency graph \(y\) as:

\[
- E(y) = \sum_{ija} s_{ija}^\text{arc} y_{ija} + \frac{1}{\beta} \sum_{ijkb} s_{ijkb}^\text{sib} y_{ija} y_{ikb} + \sum_{ijkb} s_{ijkb}^\text{cop} y_{ija} y_{kjb} + \sum_{ijkb} s_{ijkb}^\text{grad} y_{ija} y_{ikb} + 1
\]

(1)

where \(s_{ija}^\text{arc} \in R^{(n+1)\times(n+1)\times L}\) is the arc score, \(s_{ijkb}^\text{sib}, s_{ijkb}^\text{cop}, s_{ijkb}^\text{grad} \in R^{(n+1)\times(n+1)\times L}\) are the sibling scores, co-parent scores and grandparent scores, respectively. The label correlations are captured by the second-order scores. For example, \(s_{ijkb}^\text{sib}\) specifies how likely an arc \(x_i \rightarrow x_j\) with label \(a\) and another arc \(x_i \rightarrow x_k\) with label \(b\) exist simultaneously. Then dependency parsing becomes a discrete energy minimization problem.

There are many perspectives and understandings of the softmax function, and thus the solution is:

\[
- F^m_{ij} = s_{ija}^\text{arc} + \sum_{kb} (s_{ijkab}^m y_{ikb} + s_{ijkb}^\text{cop} y_{kjb} + s_{ijkb}^\text{grad} y_{ikb})
\]

(4)

and we set the initial energy \(-F^0 = s_{ija}^\text{arc}\). In summary, mean-field inference has two main steps during iterations, (1) each node aggregates the scores from all neighbors and itself (Eq. 4) based on the posteriors of the last iteration, and (2) the posteriors are updated by softmax mapping on the aggregated scores (Eq. 2).

2.3 CP decomposition

Given a tensor \(T \in R^{N_1 \times N_2 \cdots N_m}\) with \(N_k\) possible values in the \(k\)th dimension for each \(k \in \{1 \cdots m\}\), canonical-polyadic decomposition (CPD) aims to find a compact representation of \(T\) by decomposing it into the sum of outer product of vectors:

\[
T = \sum_{r=1}^{R} \lambda_r w_{r1} \otimes w_{r2} \otimes \cdots \otimes w_{rm}
\]

(5)

where \(\lambda_r \in R\) is the scalar coefficient, and can be absorbed into \(\{w_{rk}\}\), thus we omit it throughout the paper; \(w_{rk} \in R^{N_k}\); \(\otimes\) is the outer product. In this way, we only need \(R \times (N_1 + N_2 + \cdots + N_k)\) parameters to compactly represent the original tensor \(T\) whose size grows exponentially.

3 Method

3.1 Speed-up mean-field inference via CPD

We aim to improve the computational complexity of Eq. 4. We take sibling scores for example to demonstrate our idea, and other second-order scores can be manipulated in a similar fashion. Consider \(t\) defined as:

\[
t_{ija} := \sum_{k,b} s_{ijkb}^\text{sib} y_{ikb}^m
\]

(6)

we find it convenient to use the Einstein summation (einsum) notations, and rewrite it as:

\[
t = \text{einsum}(\"ijkab,ikb \rightarrow ij\", s_{ijkb}^\text{sib}, y^m)
\]

The computational complexity is \(O(n^3 L^2)\). To reduce it, we apply CPD on the order-5 tensor \(s_{ijkb}^\text{sib}\),

\[
s_{ijkb}^\text{sib} = \sum_{r=1}^{R} w_{ri} \otimes w_{rj} \otimes w_{rk} \otimes w_{ra} \otimes w_{rb}
\]
where \( w_{ri}, w_{rj}, w_{rk} \in R^{n+1}, w_{ra}, w_{rb} \in R^{L} \). For each \( t \in \{i, j, k, a, b\} \), stacking all \( w_{rt} \) for all \( r \) column-wise, we obtain five matrices \( I^{sib}, J^{sib}, K^{sib} \in R^{(n+1) \times R}, A^{sib}, B^{sib} \in R^{L \times R} \). Then we have

\[
s^{sib}_{ijkl} = \sum_{r=1}^{R} I^{sib}_{ir} J^{sib}_{jr} K^{sib}_{kr} A^{sib}_{ar} B^{sib}_{br}
\]

and Eq. 6 can be written as:

\[
t'_{ija} = \sum_{kb} \sum_{r=1}^{R} I^{sib}_{ir} J^{sib}_{jr} K^{sib}_{kr} A^{sib}_{ar} B^{sib}_{br} y_{ikb}^{m}
\]

\[
t'_{ija} = \sum_{r=1}^{R} J^{sib}_{jr} A^{sib}_{ar} \sum_{kb} I^{sib}_{ir} K^{sib}_{kr} B^{sib}_{br} y_{ikb}^{m}
\]

The key insight here is that we can change the order of summation, cache \( \text{Term1} \) so that it can be reused for arbitrary \( j, a \), thereby reducing computational complexity. The above equation can be written as the following einsum form,

\[
t' = \text{einsum}("ir, kr, br, ikb \rightarrow ir", I^{sib}, K^{sib}, B^{sib}, y_{ikb}^{m})
\]

\[
t = \text{einsum}("ir, jr, ar \rightarrow ija", t', J^{sib}, A^{sib})
\]

which reduces the computational complexity from cubic to quadratic, i.e., \( O(n^2 LR) \) with \( R \ll nL \). Notably, \( s^{sib} \) is never materialized during iterations.

### 3.2 Neural scoring

We use neural networks to compute \( s^{arc}, Q^{rel} \) where \( Q \in \{I, J, K, A, B\}, rel \in \{sib, cop, grd\} \). Fig. 3 depicts our model architecture. We feed the sentence \( x = x_0 \cdots x_n \) (\( x_0 \) is the root token) into BERT (Devlin et al., 2019) to obtain contextualized word embeddings:

\[
c_i = \text{BERT}(x_i)
\]

and we apply mean-pooling to the last layer of BERT to obtain word-level embedding. We concatenate \( c \) with POS tag and Lemma embeddings:

\[
e_i = c_i \oplus e_i^{\text{pos}} \oplus e_i^{\text{lemma}}
\]

and feed \( e_0 \cdots e_n \) into a three-layer bidirectional LSTM (Hochreiter and Schmidhuber, 1997) (BiLSTM):

\[
\cdots, (b_i, \hat{b_i}), \cdots = \text{BiLSTM}([\ldots, e_i, \ldots])
\]
Then we use deep biaffine attention (Dozat and Manning, 2017) to compute $s^{arc}$:

$$
e_i^{head/child} = \text{MLP}_{head/child}([\overrightarrow{b_i}; \overleftarrow{b_i}])$$

$$s_{i,j,l}^{arc} = [e_i^{head}; 1]^T W^l [e_j^{child}; 1]$$

where $W^l \in \mathbb{R}^{(k+1) \times (k+1)}$ is trainable parameter.

For $Q_{rel}$, denote the label embedding matrix as $P$, we first obtain type-specific representations:

$$e_i^{rel,I/J/K} = \text{MLP}_{rel,I/J/K}([\overrightarrow{b_i}; \overleftarrow{b_i}])$$

$$e_i^{rel,A/B} = \text{MLP}_{rel,A/B}(P_i)$$

Then we apply affine transformations to compute $Q_{rel}$:

$$Q_i^{rel} = [e_i^{rel,Q}; 1] W_{rel,Q}$$

where $W_{rel,Q} \in \mathbb{R}^{(k+1) \times R}$.

### 3.3 Loss and parsing

After running $n$ iterations of mean-field inference, we obtain the final energy $F^n$ (Eq. 4). Let $t_{ij}$ denote the index of the label of arc $x_i \rightarrow x_j$. If there is no such arc in the gold dependency graph, we set $t_{ij}$ to the index of the NULL label, i.e., $t_{ij} = 0$. Then we use cross-entropy to define the loss $L$:

$$L = - \sum_{i,j} \log \frac{\exp(-F^n_{ijlt})}{\sum_{l'} \exp(-F^n_{ijl'})}$$

Since mean-field inference is fully differentiable, we use automatic differentiation to update parameters. For parsing, let $y_{ij}^* = \arg \max_l -F^n_{ijl}$. If $y_{ij}^* = 0$, i.e., the predicted label is NULL, then the arc $x_i \rightarrow x_j$ does not exist, otherwise we add it to the final predicted semantic graph.

### 4 Experiments

#### 4.1 Setup

We conduct experiments on the SemEval 2015 Task 18 English datasets (Oepen et al., 2015). Sentences are annotated with three formalism: DM, PAS, and PSD. We use the same data splitting as previous works (Martins and Almeida, 2014; Du et al., 2015) with 33,964 sentences in the training set, 1,692 sentences in the development set, 1,410 sentences in the in-domain (ID) test set and 1,849 sentences in the out-of-domain (OOD) test set from the Brown Corpus (Francis and Kucera, 1982). We use POS tags and lemmas as additional features, use “bert-base-cased” as contextual word embedding. We report the labeled F-measure scores (LF1) in the ID and OOD test sets for each formalism. The reported results are averaged over three runs with different random seeds. In each run, we select the best model based on the performance on the development set.

#### 4.2 Hyper-parameters

The hyper-parameters are summarized in Table 1. Besides, the maximum training epoch is set to 30 for DM; 20 for PAS and PSD.

| Architecture hyper-parameters |         |
|-------------------------------|---------|
| BERT embedding dimension      | 768     |
| POS/Lemma embedding dimension | 100     |
| Embeddings dropout            | 0.33    |
| BiLSTM encoder layers         | 3       |
| BiLSTM encoder size           | 1000    |
| BiLSTM layers dropout         | 0.33    |
| MLP layers                    | 1       |
| MLP activation function       | LeakyReLU |
| MLP layers dropout            | 0.33    |
| MLP dimension                 | 300     |
| Rank dimension                | 300     |
| Mean-field inference iterations (training) | 2 |
| Mean-field inference iterations (testing) | 10 |

| Hyper-parameters regarding training |
|-------------------------------------|
| BERT learning rate                  | 5e-5    |
| Other learning rate                 | 2.5e-3  |
| Optimizer                           | AdamW   |
| Scheduler                           | linear warmup |
| Warmup rate                         | 0.5     |
| Gradient clipping                   | 5.0     |
| Tokens per batch                    | 3000    |
| Maximum training sentence length    | 150     |

Table 1: Summary of hyper-parameters.
Table 2: Labeled F1 scores on three formalisms of SemEval 2015 Task 18. +char and +lemma means using character and lemma embeddings. Pointer: Fernández-González and Gómez-Rodríguez (2020).

| Parser                          | DM ID | OOD ID | PAS ID | OOD ID | PSD ID | OOD ID | Avg ID | OOD ID |
|--------------------------------|-------|--------|--------|--------|--------|--------|--------|--------|
| Dozat and Manning (2017) +char+lemma | 93.7  | 88.9   | 93.9   | 90.6   | 81.0   | 79.4   | 89.5   | 86.3   |
| Kurita and Søgaard (2019) +lemma    | 92.0  | 87.2   | 92.8   | 88.8   | 79.3   | 77.7   | 88.0   | 84.6   |
| Wang et al. (2019) (MF) +char+lemma | 94.0  | 89.7   | 94.1   | 91.3   | 81.4   | 79.6   | 89.8   | 86.9   |
| Wang et al. (2019) (LBP) +char+lemma | 93.9  | 89.5   | 94.2   | 91.3   | 81.4   | 79.5   | 89.8   | 86.8   |
| Pointer +char+lemma               | 93.9  | 89.6   | 94.2   | 91.2   | 81.8   | 79.8   | 90.0   | 86.9   |
| Zhang et al. (2019) +char+BERTLARGE | 92.2  | 87.1   | -      | -      | -      | -      | -      | -      |
| Lindemann et al. (2019) +BERTBASE  | 94.1  | 90.5   | 94.7   | 92.8   | 82.1   | 81.6   | 90.3   | 88.3   |
| Lindemann et al. (2020) +BERTBASE  | 93.9  | 90.4   | 94.7   | 92.7   | 81.9   | 81.6   | 90.2   | 88.2   |
| He and Choi (2020) +lemma+Flair+BERTBASE | 94.6  | 90.8   | 96.1   | 94.4   | 86.8   | 79.5   | 92.5   | 88.2   |
| Pointer +char+lemma+BERTLARGE      | 94.4  | 91.0   | 95.1   | 93.4   | 82.6   | 82.0   | 90.7   | 88.8   |
| Ours +lemma+BERTLARGE             | 95.0  | 91.8   | 95.4   | 93.5   | 82.7   | 82.2   | 91.0   | 89.2   |
| w/o label correlation             | 94.8  | 91.7   | 94.6   | 93.0   | 82.4   | 81.6   | 90.6   | 88.8   |

6 Analysis

6.1 Ablation study

In Table 2, “w/o label correlation” amounts to the mean-field model of Wang et al. (2019), but uses the same neural encoder and hyper-parameters as ours for fair comparison. As we can see, modeling label correlations brings 0.6 and 0.4 average LF1 score improvement in ID and OOD (test sets) respectively, validating its effectiveness. The improvement on DM is the smallest: only 0.2 and 0.1 LF1 score in ID and OOD. We speculate that this is because DM has the most coarse-grained labels, as we can see from Fig.1 (b). PAS has a more fine-grained label set (Fig.1(b) vs. Fig.1(c) for example), and we observe a larger improvement: 0.8 and 0.5 LF1 in ID and OOD. Previous works found that PSD is the most difficult to learn as it has the most fine-grained label set and the largest label set size (Wang et al., 2019), and modeling label correlations results in 0.3 and 0.6 LF1 improvement in DM and PSD among all listed models.

Figure 4: LF1 of different sentence lengths on three semantic formalisms.
ID and OOD. This ablation study indicates that it is more advantageous to model label correlations when the label set size is large and the labels are fine-grained.

6.2 Error analysis

Fig.4 plots the LF1 against different sentence lengths in three semantic formalisms. We compare our model with “w/o label correlation”. We can see that modeling label correlations benefit the prediction of sentences of medium length (21-50). When the sentence length is small (1-20) or large (51-70), modeling label correlations has no clear advantages.

6.3 Speed comparison

To show the advantage of applying CPD to accelerate labeled mean-field inference, we compare the running speed of two cases: (1) apply CPD (“w/ CPD”) (2) not apply CPD (“w/o CPD”). The first case is what we described previously. In the latter case, we first recover the order-5 second-order score tensors, then run the standard mean-field inference (i.e., the not accelerated one). We set the rank size to 300, batch size to 1, the number of mean-field inference iteration to 3, and report the total time of running 100 times. The experiment is conducted on a single Titan V GPU. We plot the change of running time with the change of label set size $L$ in Fig. 5. We can see that when $L = 1$, i.e., unlabeled mean-field inference, “w/ CPD” is slower. Although it has a quadratic complexity, which is lower than the cubic complexity of “w/o CPD”, it introduces a constant that is larger than the sentence length. When increasing the label size, the running time of “w/o CPD” grows quadratically, and becomes much slower than “w/ CPD”. Notably, it is common to have a label set size $> 50$, e.g., PSD has 91 labels, making “w/o CPD” impractical to use. Besides, “w/o CPD” quickly encounters the out-of-memory issue due to the large space complexity. On the other hand, “w/ CPD” is much more memory efficient, as the second-order score tensors have no need to be materialized.

7 Related work

Semantic dependency parsing. Since the Se-mEval 2015 Task 18 (Oepen et al., 2015), there are many studies in semantic dependency parsing, which can mainly be categorized into two groups: graph-based methods and transition-based methods. For graph-based methods, (Almeida and Martins, 2015) adapt the Turbo parser (Martins et al., 2013), which is originally designed for syntactic dependency parsing, to produce DAGs. It additionally leverages co-parent information (Martins and Almeida, 2014), and adopts AD$_3$ algorithm for approximate decoding. This work is extended by (Peng et al., 2017) with BiLSTM feature extraction and multi-task learning. Sun et al. (2017) propose a Maximum Subgraph parsing algorithm and Chen et al. (2018) conduct experiments using this algorithm. Cao et al. (2017) devise a novel algorithm for quasi-second-order Maximum Subgraph parsing. Dozat and Manning (2018) adapt the seminal Biaffine Parser (Dozat and Manning, 2017) to perform semantic dependency parsing. This work is extended by Wang et al. (2019) who introduce a similar deep Triaffine attention to score second-order factors, and unroll mean-field inference or belief propagation for end-to-end learning; and by He and Choi (2020) who use contextual string embeddings (i.e., Flair (Akbik et al., 2018)) to enhance performance. Jia et al. (2020) use CRF-autoencoder (Ammar et al., 2014) for semi-supervised semantic dependency parsing.

As for transition-based methods, Wang et al. (2018) adapt the list-based arc-eager transition system (Choi and McCallum, 2013) for neural semantic dependency parsing. Kurita and Søgaard (2019) use reinforcement learning to build DAGs sequentially. Fernández-González and Gómez-Rodríguez (2020) adapt the left-to-right dependency parser of Fernández-González and Gómez-Rodríguez (2019) to produce DAGs.

Higher-order syntactic dependency parsing.

Considering that there are many works adapting
higher-order syntactic parsers for semantic dependency parsing, it is worthy to introduce some related works of higher-order syntactic parsing. Before the deep learning era, first-order dependency parsing (McDonald et al., 2005) has been considered insufficient in capturing rich contextual information. To capture higher-order information, researchers develop many interesting dynamic programming algorithms for higher-order parsing (McDonald and Pereira, 2006; Carreras, 2007; Koo and Collins, 2010; Ma and Zhao, 2012). However, these algorithms have two drawbacks: (1) they can only handle projective trees as higher-order nonprojective parsing is NP-hard (McDonald and Pereira, 2006) and (2) they have a high parsing complexity when the order is greater than two. For instance, third-order parsing has an $O(n^4)$ parsing complexity (Koo and Collins, 2010). The parsing community then resorts to approximate algorithms to tackle the aforementioned problems. Smith and Eisner (2008) use loopy belief propagation to do third-order projective parsing in cubic time without much accuracy degeneration. Koo et al. (2010); Rush et al. (2010) use dual decomposition for higher-order nonprojective dependency parsing. However, the subgradient algorithm of dual decomposition is inefficient when there are many overlapping components (Martins et al., 2011a). To tackle this, Martins et al. (2011a, 2013) use alternating directions dual decomposition (AD3 (Martins et al., 2011b, 2015)) instead for faster convergence. In the deep learning age, researchers use neural networks for scoring instead of relying on hand-crafted features. Inspired by the deep biaffine attention (Dozat and Manning, 2017), Wang and Tu (2020); Zhang et al. (2020) use the deep triaffine attention to score second-order factors for their second-order parsers, and show better performance than the first-order biaffine parser. Wang and Tu (2020) use mean-field inference and Fonseca and Martins (2020) use AD3 for second-order nonprojective dependency parsing.

8 Conclusion

In this work, we have presented a simple and efficient method to model label correlations for second-order semantic dependency parsing. We leveraged CP decomposition to decrease the computational complexity of mean-field inference from cubic to quadratic. Experiments on SemEval 2015 Task 18 English datasets validated the effectiveness of modeling label correlations.
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