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Abstract

Software maintenance is a time taking activity in the real world. Execution time of software maintenance process may get increased due to interdepartmental communication, thus, increasing the cost and decreasing the performance of the process. We suggested performance evaluation of software maintenance process through the transformation of activity diagram into generalised stochastic Petri nets (GSPN). For this study, execution time and cost of maintenance process are defined as performance measures, and the role-based approach is used to understand the flow of software maintenance activities in a software organisation. Activity diagram is constructed to be transformed into GSPN. We used PIPE2 to analyse the GSPN. PIPE2 calculates average number of tokens on a place in the GSPN, throughput of timed transition and state space analysis. State space involves calculation of the reachability of the GSPN net that shows whether a GSPN holds the property of safeness, boundness and is deadlock free.
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1. Introduction

Software maintenance is a critical process which can lead towards success or prodigious business loss. This paper focuses on the major issues being faced by the industry during the implementation and execution of the software maintenance process. So far, many software practitioners have proposed models to evaluate the performance of software maintenance process like software maintenance process evaluation using discrete event simulation (Marsan, 1995), use of indices systems for evaluation of software maintainability (Kim, Chung & Kim, 2005), RFD and CURE (Staines, 2010) maintenance models. Performance measures that are used by most of the performance evaluation models are complete cycle time (Kumar, 2012) of a particular activity in a process, workload (Bjorling & Hoff, 2002) on individual resource or at team level in a process, throughput of a process (Artikson, 1997) and communication paths (Warmer & Kleppe, 2003). Though all these models have their own significance, a common limitation observed is that they require software maintenance process to be executed first. This means after spending significant amount of time and money, a model is able to identify the performance issues. This research is an attempt to propose a methodology in which performance can be evaluated without executing the software maintenance process. This study will also be helpful in identifying the bottlenecks in software maintenance process by figuring out whether the process implementation will be safe and there will be no deadlocks in the implemented process. Another significance of the study is that it uses automation tool PIPE2, which will help in automating the performance evaluation process for software maintenance process activities. This will reduce the overhead time being used in calculating the performance parameters for software maintenance process.

Rest of the paper is organised as follows: literature review is given in Section 2 and Section 3 discusses the various techniques used to transform software maintenance process into generalised stochastic Petri nets (GSPN). In Section 4, a case study is given by transforming software maintenance process of an organisation into GSPN. Analysis is performed in Section 5. Sections 6 and 7 conclude and give future directions, respectively.

2. Literature Review

2.1. Software maintenance

Changes in software are required for bug fixing and improvements. Improvements are made to include new or modified requirements, upgradation of modules or technology. Maintenance efforts are required to cope with the above-mentioned problems and improvements (Hasan & Chakrborti, 2011).

IEEE (IEEE Std 1219–1998) formally defined software maintenance as ‘The totality of activities required to provide cost-effective support to a software system. Activities are performed during the pre-delivery stage as well as the post-delivery stage’.

Maintenance is further classified as adaptive, perfective, preventive, corrective and emergency maintenance (Benestad, Anda & Arisholm, 2009; Chang & Hsiang, 2011; Chapin, 2000; Hasan & Chakrborti, 2011; Hussian, Asghar, Ahmad & Ahmad, 2009; Schach, Jin, Yu, Heller & Offutt, 2003).

2.2. Petri nets

Petri nets are successful, because they use theoretical characteristics for precise modelling and analysis of system behaviour. Also, state changes can be visualised through graphical representation (Wang, 2007). Petri net is a type of bipartite directed graph (Murata, 1989) and comprises places, directed arcs and transitions. Directed arcs can be used to connect transitions to places or to connect places to transitions (ISO/IEC, 2010). Simplest Petri net which consists of input place P1, output place P2 and one transition T1 is shown in Figure 1.
Properties of places and transitions can be found in (Mandrioli, Morzenti, Pietro & Silva, 1996) and properties of Petri nets are given in Table 1.

Table 1. Modelling power in Petri nets (Genrich & Lautenbach, 1989; Li & Zhou, 2009; Murata, 1989; http://en.wikipedia.org/wiki/Petri_net)

| Petri net property | Corresponding model |
|--------------------|---------------------|
| Sequential: When T0 fires, then T1 can be fired |
| Conflict: Two transitions T0 and T1 enabled due to token at P0. Token is removed and remaining transition gets disabled (T0 or T1) when either one transition fires |
| Concurrency: Activities in a process can have concurrent behaviour. Transitions T1, T2 and T3 behave as concurrent activities |
| Synchronisation: Petri nets have the power to model synchronisation. P3 will starts only when P0, P1 and P2 get finished |
| Confusion: Confusion state will arise when T1 fires and T0 is still enabled. This is due to the enablement of all the transitions (T0, T1 and T2) |
| Merging: In merging, parallel processes are merged, so transition firing time could be different |
2.3. Stochastic Petri nets

A stochastic process, also called random process, contains random variables that represent the progression of system having random values over time (Emadi & Shams, 2009). Models developed by using SPN allow proof of correctness, integration of formal description and performance evaluation (Fagundes, Maciel & Rosa, 2007).

2.4. Basic model of stochastic Petri nets

An SPN is six-tuples, \( \text{SPN} = (P, T, I, O, M_0, A) \) where \((P, T, I, O, M_0)\) is the marked untimed PN underlying SPN. \(A = (\lambda_1, \lambda_2, \ldots, \lambda_n)\) is an array (possibly marking dependent) which consists of firing rates allied with transitions. In stochastic Petri nets, transition firing holds the condition of atomicity i.e. with one indivisible operation tokens from input places are removed and deposited into output places (Marsan, 1990). Each transition is linked with a firing delay. Firing delay is the amount of time to which transition must hold itself before firing. The firing delay is classified as random variable with negative exponential probability density function (pdf; Miwa, Li, Ge, Matsuno & Miyano, 2011). The parameter of the pdf (according to probability theory, when the probability distribution is defined as a function over general sets of values, then pdf is used) associated with transition \(t\) is the firing rate associated with \(t\) and \(X\). The average firing delay of transition \(\bar{t}\) in marking \(M_j\) is \(1/X(M_j) - 1\).

2.5. Performance evaluation of process

Cost and time are indicators used to measure process performance (Cao & Hoffman, 2011). The performance objectives are to be defined as they play important role in performance evaluation of a process. Performance objectives help in stickiness towards acceptable and focused solution of process execution. Performance objectives guide to what extent efforts should be made in smooth execution of process (Jung & Goldenson, 2009). When process performance evaluation is desired, then considerable substances are number of employees required in order to execute a process, available resource pool (skill set level), collaboration time cycle with associated departments, time required for research and development and change in time cycle due to process variation (Cao & Hoffman, 2011; Kumar, 2012; Stoddard, 2007; Stoddard & Goldenson, 2010; Tan, Shen & Zhao, 2007; http://www.omg.org/technology/documents/formal.uml.htm).

2.6. Software maintenance process evaluation using discrete event simulation

Due to multiple response loops (interdepartmental and client communication) and complex cause–effect bindings, it becomes difficult to analyse the performance of software maintenance process. The above discussed problems of complexity have been coped with simulation power, as simulation can give deeper insight into process activities and impact change on performance of process without actually implementing the process in the real environment.

Modification requests change their states and uniqueness due to occurrence of discrete events in a software maintenance process. State of a modification request can be modelled in order to study the behaviour changes of a modification request. The simulation model represents software maintenance process as decision tree, which will serve as input description, in order to study the system.

3. Techniques for Activities Transformation into SPN

Adel Ouardani, Esteban, Paludetto and Pascal (2006) uses requirements validation process in order to transform UML diagrams into Petri nets (Merseguer, 2003; Rungworawut & Senivongse, 2005). UML activity diagrams (Staines, 2010) are considered important as they are easy and provide powerful visual modelling techniques, which describe number of behaviour found in information and computer
systems (Canevet, Gilmore, Hilliston, Kloul & Stevens, 2004; http://www.omg.org/technology/documents/formal/uml.htm). In practical, activity model can be used but not limited to: web service composition, web processing, system integration, business process modelling, task management and software operation tasks modelling (Rungworawut & Senivongse, 2005). Modelling with GSPN is explained in (Marsan, Balbo, Conte, Donatelli & Franceschinis, 1994) and also, uses case diagrams that can have transformed into Petri nets.

Performance models are being considered for performance measurement as discussed in (Merseguer, 2003). Activity diagrams can be used for performance evaluation (Lopez-Grao, Merseguer & Campos, 2004). Merseguer (Motameni, Movaghar & Amiri, 2007) consider non-functional parameters of a software system and uses UML activity diagrams to obtain Petri net model with focus on performance and reliability. In order to analyse the stochastic behaviour of the system, performance parameters are obtained from GSPN model (Motameni, Movaghar & Mozafari, 2005). GSPN model is then used to derive embedded continuous-time Markov chain (Motameni, Montazeri, Siasifar, Movaghar & Zandakbari, 2007).

Three main reasons were involved for using Petri nets for capturing object-oriented behavioural design. The first reason is concurrency, synchronisation and resource sharing behaviour of a system that can be modelled using Petri net. Second, issues related to deadlock and performance analysis can be analysed using numerical results. Finally, automation of behavioural analysis can be achieved through integration of Petri nets and object-oriented design. UML diagrams are powerful tool for system design but they are unable to address non-functional parameters. This means UML diagrams cannot be used for performance evaluation, so in order to solve this problem UML diagrams were translated into GSPN (Marsan, 1995; Merseguer, LopezGrao & Campos, 2004). Overall process for transformation of activity diagrams into GSPN for performance evaluation is given in Figure 2.

Figure 2. Transformation process from activity diagrams into GSPN
4. Case Study

4.1. Organisation introduction

An organisation which is working on client communication management, team collaboration and content management solutions and having clients in more than 30 countries was chosen. Due to diverse culture, changing business needs and rapid change in technology, organisation faces immense challenges in maintenance of the products. Maintenance of such mission critical software required that there should be a software maintenance process which is cost effective and less time consuming. Much of the time is wasted due to lack of timely communication between different departments within the organisation and also communication to client for clarification of requirements.

Roles and responsibilities involved in software maintenance process are presented in form of activity diagram given in Appendix A. Same activity diagram is used for case study execution. Following section presents mapping of software maintenance process into GSPN and their corresponding analysis using PIPE2.

4.2. Mapping of MR/PR analysis into GSPN

Figure 3 presents the mapping of MR/PR analysis into GSPN.

Figure 3. Mapping of MR/PR analysis into GSPN
4.3. GSPN of modification implementation

Figure 4 presents the mapping of modification implementation into GSPN.

4.4. GSPN of maintenance review and acceptance

Figure 5 presents the mapping of maintenance review and acceptance into GSPN.
5. Analysis of Results

GSPN analysis is presented in Figure 6 on the results taken from experiments performed using PIPE2.

![Figure 6. GSPN analysis of MR/PR analysis, modification implementation and MR/PR review and acceptance](image-url)
For every GSPN presented in the Figures 3–5, PIPE2 calculates the performance measures like average number of tokens on place, probability density of token, timed transitions with throughput, minimal siphons and minimal traps, steady space analysis and Petri net simulation results. Tokens are used to study the dynamic actions of a system modelled using Petri net in view of system’s states and states changes. A place can hold none or positive numeral of tokens. Condition allied with a place can either be false or true and can be determined by presence or absence of a token in that place. These distributions of tokens are used in understanding the behaviour of the process and contribute towards structural analysis of Petri net, which will show whether a Petri net is safe, bounded or deadlock free. Steady space analysis for GSPN of MR/PR analysis, modification implementation and MR/PR review and acceptance show that nets are bounded, safe and deadlock Free.

6. Research Findings

It is possible to perform performance evaluation of software maintenance process using GSPN. Time and cost can be used as measures for performance evaluation. In this study, only time is used as measure for performance evaluation, time determines the delay in activities. By this approach, bottlenecks in the process can be identified and changes are proposed to improve maintenance process. Software maintenance process was mapped into GSPN and performance evaluation was simulated in an automated tool PIPE2.

Reachability Graph is calculated in order to satisfy the structural properties of created GSPNs for maintenance process. Reachability graph is used in order to answer whether the constructed GSPN is holding safety property which ensured that net is feasible for performance evaluation. Through the calculation of reachability graph, it shown that constructed nets are deadlock free which means software maintenance process has no dead ends and customer request is not stuck at any stage.

Time measures are mentioned in Table 2 in the form of analysis time for MR/PR analysis, modification implementation and MR/PR review and acceptance.

Measures mentioned in Figure 6 in form of timed transitions can be combined with time measures of analysis time in order to calculate the cost spent in software maintenance process. This calculated cost can be compared to other cost calculating models in order to validate the effectiveness of current stated methodology of performance evaluation for the under consideration process.

| Table 2. State space exploration |
|----------------------------------|
| GSPN                            | State space exploration time (seconds) | Steady state distribution time (seconds) | Total time (seconds) |
| MR/PR analysis                  | 2.91                                    | 2.91                                    | 2.91                |
| Modification implementation     | 0.415                                   | 0.415                                   | 0.415               |
| MR/PR review and acceptance     | 0.075                                   | 0.075                                   | 0.075               |

7. Conclusion

This research proposed a new technique which is powerful and can be represented graphically for the performance evaluation of software maintenance process, i.e. GSPN. Through PIPE2 token, probability density, place holding average number of tokens and throughput of timed transitions have been calculated for GSPN of MR/PR analysis, modification implementation and MR/PR review and acceptance. State space analysis for each particular GSPN has been performed and results show that each GSPN has satisfied the properties of: boundness, safeness and deadlock free. Time taken in state space exploration, time taken in solving the steady state distribution and total time taken by activities have also been calculated through PIPE2.
8. Future Work

In our future work, we are planning to use other techniques like use case, collaboration and workflow diagrams for performance evaluation of maintenance process. Furthermore, performance evaluation of software maintenance process using Performance Query Editor module available in PIPE2 can also be utilised.
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Activity diagram for Software Maintenance Process of Alpha Technologies
Figure 7. Activity diagram for software maintenance process