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Abstract. Scaffolds are certain tensors arising in the study of association schemes, and have been (implicitly) understood diagrammatically as digraphs with distinguished “root” nodes and with matrix edge weights, often taken from Bose–Mesner algebras. In this paper, we first present a slight modification of Martin’s conjecture (2021) concerning a duality of scaffolds whose digraphs are embedded in a closed disk in the plane with root nodes all lying on the boundary circle, and then show that this modified conjecture holds true if we restrict ourselves to the class of translation association schemes, i.e., those association schemes that admit abelian regular automorphism groups.

1. Introduction

Certain tensors arise in the study of (commutative) association schemes. One of the first instances appears in the work of Cameron, Goethals, and Seidel [4] on the implications of the (non)vanishing of the Krein parameters of association schemes. Initiated by Neumaier around 1989, several researchers have used these tensors to prove results about association schemes and related objects; see, e.g., [5, 6, 9–13]. These tensors have been (implicitly) understood diagrammatically. For example, those appearing in [4] are 3-tensors and are encoded as

\[ E_i \rightarrow E_j \rightarrow E_k \]

where \( E_i, E_j, \) and \( E_k \) are primitive idempotents of an association scheme. Martin [7] called these tensors (and also their diagrams) scaffolds, and studied them systematically and comprehensively. The red nodes are referred to as the root nodes or simply roots. In general, the order of such a tensor equals the number of roots in its diagram. We allow the case where there is no root; scaffolds are then 0-tensors, i.e., scalars, and are precisely the partition functions as defined by Jaeger [6].

For most of the scaffolds discussed in the literature, the underlying digraphs may be given embeddings in a closed disk in the plane, with root nodes all lying on the
boundary circle, and the edge weights consist only of the adjacency matrices \( A_i \) or of the primitive idempotents \( E_i \). In view of the dual roles played by the \( A_i \) and the \( E_i \), we then have an apparent duality for such a scaffold; that is to say, we take the faces in the interior of the disk as the nodes of the dual, where two faces are joined when they are separated by an edge (with direction taken 90° clockwise), and where the \( A_i \) and the \( E_i \) are interchanged in the edge weights. For example, the above scaffold is the dual of

\[
\begin{array}{c}
A_i \\
A_j \\
A_k
\end{array}
\]

where we also drew the boundary circle for convenience. Many combinatorial statements about association schemes were first interpreted as implications among equations of scaffolds whose edge weights are taken from the \( A_i \), and then dualized. Moreover, the validity of these dual implications was usually verified by also dualizing the proofs. Martin [4, Conjecture 4.1] conjectured that this process is always possible. Namely, his conjecture asserts that if an implication among scaffold equations with edge weights from the \( A_i \) is true for all association schemes, then so is the dual implication.

In this paper, after recalling necessary definitions, we first present in Section 2 a slightly modified version of Martin’s conjecture. In particular, we make the concept of dual scaffold equations more precise. See Conjecture 2.1 and the subsequent comments. We then show in Theorem 2.2 that Conjecture 2.1 holds true if we restrict ourselves to the class of translation association schemes [3, Section 2.10], i.e., those association schemes that admit abelian regular automorphism groups. For such an association scheme, we can naturally define its dual, which is again a translation association scheme. Examples in this class include the Hamming schemes, the Doob schemes, and the four forms schemes (bilinear, alternating, Hermitian, and quadratic); cf. [11, Section III.6]. We obtain Theorem 2.2 as an immediate consequence of Theorem 2.3 which will be proved in Section 3.

2. Scaffolds, association schemes, and Bose–Mesner algebras

For a nonempty finite set \( X \), let \( \text{Mat}_X(\mathbb{C}) \) be the \( \mathbb{C} \)-algebra of complex matrices with rows and columns indexed by \( X \). We also let \( \mathbb{C}^X \) be the \( \mathbb{C} \)-vector space of complex column vectors with coordinates indexed by \( X \), and let \( \{ \hat{x} : x \in X \} \) denote the standard basis of \( \mathbb{C}^X \). We always endow \( \mathbb{C}^X \) with the standard Hermitian inner product \( \langle \hat{x}, \hat{y} \rangle = \delta_{x,y} (x, y \in X) \).

For two nonempty finite sets \( X \) and \( Y \), we let \( Y^X \) denote the set of functions from \( X \) to \( Y \). For \( \gamma \in Y^X \), the image of \( x \in X \) will be denoted by \( x^\gamma \), except when both \( X \) and \( Y \) are finite groups and \( \gamma \) is a homomorphism, in which case we will write \( \gamma(x) \).

Suppose that we are given

\[ \text{This, however, is not a duality in the strict sense, in that if we take the dual twice then we return to the original scaffold except that all the edges are reversed.} \]
• a finite directed graph $G$ with vertex set $V$ and edge set $E$, possibly with loops and/or multiple edges;
• an ordered multiset $R = \{r_1, \ldots, r_\ell\} \subset V$ of root nodes or simply roots;
• a nonempty finite set $X$ and an edge weight function $w : E \to \text{Mat}_X(\mathbb{C})$.

We denote the head and tail of $e \in E$ by $h(e)$ and $t(e)$, respectively. Later we will assume that the set $X$ is the vertex set of an association scheme, so we call the elements of $V$ nodes to distinguish $V$ from $X$. The (symmetric) scaffold $S(G, R; w)$ of order $\ell$ is the vector in $\mathbb{C}^{X^\ell} = (\mathbb{C}^X)^{\otimes \ell}$ defined by

$$S(G, R; w) = \sum_{\sigma \in X^V} \left( \prod_{e \in E} w(e)^{t(e)_{h(e)},h(e)} \right) \hat{r}_{\sigma},$$

where we write $\hat{r}_{\sigma} := \hat{r}_{\sigma}^1 \otimes \cdots \otimes \hat{r}_{\sigma}^\ell$ for brevity. Martin [7] also considered the case where $\sigma$ ranges over a certain subset of $X^V$, but we will only discuss the above unrestricted case in this paper.

We represent the scaffold $S(G, R; w)$ pictorially with a plane drawing (possibly with crossings) of $G$ with root nodes written in red and edges labelled with their weights. For example, if $G$ is the directed path $r_1 \rightarrow r_2$, $R = \{r_1, r_2\}$ where $r_1$ (resp. $r_2$) is the left (resp. right) end node, and the weight of the left (resp. right) edge is $A$ (resp. $B$), then $S(G, R; w)$ is represented as

$$r_1 \rightarrow A \rightarrow B \rightarrow r_2.$$

Working with the diagrams helps manipulating scaffolds, because this allows us to understand and handle various scaffold equations pictorially. For example, we have

$$r_1 \rightarrow A \rightarrow B \rightarrow r_2 = r_1 \rightarrow AB \rightarrow r_2.$$

Another example is

$$r_1 \rightarrow A \rightarrow B \rightarrow r_2 = r_1 \rightarrow A \circ B \rightarrow r_2$$

where $\circ$ denotes entrywise (or Hadamard) multiplication. See [7, Appendix A] for a list of rules for the manipulation of scaffolds. We often identify these diagrams with the corresponding scaffolds.

We now recall association schemes and their Bose–Mesner algebras. Let $\mathcal{R} = \{R_0, \ldots, R_d\}$ be a set of binary relations on $X$. For every $i$, let $A_i$ be the adjacency matrix of the (di)graph $(X, R_i)$. We say that the pair $(X, \mathcal{R})$ is a (commutative) association scheme with $d$ classes if

(AS1) $A_0 = I$, the identity matrix;

(AS2) $\sum_{i=0}^d A_i = J$, the all ones matrix;

(AS3) $A_i^\top \in \{A_0, \ldots, A_d\}$ for $0 \leq i \leq d$, where $^\top$ denotes transpose;

(AS4) $A_i A_j = A_j A_i \in \mathcal{A} := \text{span}_{\mathbb{C}}\{A_0, \ldots, A_d\}$ for $0 \leq i, j \leq d$.

By (AS1), (AS2), and (AS3), the vector space $\mathcal{A}$ is a $(d + 1)$-dimensional commutative $\mathbb{C}$-algebra, and is called the Bose–Mesner algebra of $(X, \mathcal{R})$. The algebra $\mathcal{A}$ is semisimple as it is closed under conjugate-transpose by (AS4), and hence it has another basis consisting of the primitive idempotents $E_0 = |X|^{-1} J, E_1, \ldots, E_d$, i.e.,
E_i E_j = \delta_{i,j} E_i, \sum_{i=0}^{d} E_i = I; \text{ cf. } [1] \text{ Section II.3], } [3] \text{ Section 2.2}. \text{ By (AS2), } A \text{ is also closed under } \circ. \text{ The } A_i \text{ are the primitive idempotents of } A \text{ with respect to } \circ, \text{ i.e., } A_i \circ A_j = \delta_{i,j} A_i, \sum_{i=0}^{d} A_i = J. \text{ The first and second eigenmatrices } P \text{ and } Q \text{ are defined respectively by}

\begin{equation}
A_i = \sum_{j=0}^{d} P_{j,i} E_j, \quad E_i = |X|^{-1} \sum_{j=0}^{d} Q_{j,i} A_j \quad (0 \leq i \leq d).
\end{equation}

In order to discuss duality of scaffolds whose edge weights are in the Bose–Mesner algebra $A$, we consider the following situation. Let $S = S(G, R; w)$ be a scaffold. Suppose that $R$ is an ordered set, i.e., the roots $r_1, \ldots, r_{\ell}$ are mutually distinct, and that $G$ is weakly connected and is given a fixed embedding (without crossings) in a closed disk in the plane, where the roots lie on the boundary circle, and the rest of the nodes as well as all the edges are in the interior of the disk. We moreover assume that the roots are placed in clockwise order. In this case, let us call $S$ a \textit{weakly connected standard planar scaffold}. See the left diagram in Figure \ref{fig:weakly_connected_standard_planar_scaffold_and_its_dual}.

In the above situation, let $F$ be the set of faces of $G$ in the disk, i.e., the connected components of the region obtained by removing the edges and nodes of $G$ from the interior of the disk. Suppose first that $\ell > 0$. Since $G$ is weakly connected, there exist exactly $\ell$ faces whose boundaries intersect with the boundary circle in arcs. We call them $q_1, \ldots, q_{\ell}$, where $q_i$ is incident with $r_i$ and $r_{i+1}$. (We set $r_{\ell+1} := r_1.$)

We define the dual digraph $G^\uparrow$ of $G$ as the digraph having $F$ as the set of nodes, and whose edge set is $E^\uparrow = \{e^\uparrow : e \in E\}$, where $e^\uparrow$ joins the two faces incident with $e$ and its direction is given by rotating $e$ through 90° clockwise.\footnote{Recall that $G$ is called \textit{weakly connected} if the underlying undirected graph of $G$ is connected. We may remark that every scaffold is a sum of scaffolds whose digraphs are weakly connected. Indeed, we can always add arbitrarily many edges with weight $J$ to a scaffold and then expand it using (AS2).} We assume for simplicity that $w(e) \in \{A_0, \ldots, A_d\}$ ($e \in E$). The \textit{dual scaffold} of $S$ is the scaffold $S^\uparrow = (G^\uparrow, Q; w^\uparrow)$, where $Q = \{q_1, \ldots, q_{\ell}\}$, and where $w^\uparrow(e^\uparrow) := A_i$ if $w(e) = A_i$ ($e \in E$). We plot the points representing $q_1, \ldots, q_{\ell}$ on the incident arcs on the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{weakly_connected_standard_planar_scaffold_and_its_dual.png}
\caption{A weakly connected standard planar scaffold and its dual.}
\end{figure}
boundary circle, so that $S^\dagger$ is again a weakly connected standard planar scaffold.\footnote{The dual scaffold $S^\dagger$ appears to depend on the fixed embedding of $G$. That it is independent of the embedding is a special case of Conjecture \ref{conj:main} and is true for the class of translation association schemes by Theorem \ref{thm:duality}.} See Figure \ref{fig:main}. We proceed in the same manner when $\ell = 0$, but we treat the unique face incident with the boundary circle as a non-root, and set $Q = \emptyset$. In fact, the disk and its boundary circle play no essential role in this case; we may forget about them and view the unique unbounded face of $G$ as forming a non-root of $G^\dagger$.

In Conjecture \ref{conj:main} below, which is a slight modification of \cite{tripo} Conjecture 4.1, we will also view $S$ and $S^\dagger$ as functions of $(X, R)$. In other words, we are given $G, R,$ and also $\lambda \in \{0, 1, \ldots, c\}^E$, and then consider the scaffold $S = S(G, R; w)$ as well as its dual by setting $w(e) := A_{\lambda^e} (e \in E)$ for the association scheme in question (which must have at least $c$ classes).

**Conjecture 2.1** (cf. \cite{tripo} Conjecture 4.1]). Let $\{S_{j,i}\}_{i=1}^{k_j}$ (1 $\leq j \leq h$) and $\{S'_i\}_{i=1}^{k'}$ be sequences of weakly connected standard planar scaffolds whose edge weights are in $\{A_0, \ldots, A_c\}$, such that the scaffolds in each sequence have the same order. Assume that the following implication holds for all association schemes with $d \geq c$ classes:

$$\sum_{i=1}^{k_j} a_{j,i} S_{j,i} = 0 \ (1 \leq j \leq h) \quad \Rightarrow \quad \sum_{i=1}^{k'} b_i S'_i = 0,$$

where $=1, \ldots, =h, =' \in \{-, \neq\}$, and $a_{j,i}, b_i \in \mathbb{C}$. Then the following implication holds for all association schemes with $d \geq c$ classes:

$$\sum_{i=1}^{k_j} a_{j,i} |X|^n S_{j,i} = 0 \ (1 \leq j \leq h) \quad \Rightarrow \quad \sum_{i=1}^{k'} b_i |X|^n S'_i = 0,$$

where $n_{j,i}$ (resp. $n'_{j,i}$) denotes the number of nodes of $S_{j,i}$ (resp. $S'_i$).

We have some comments on Conjecture \ref{conj:main}. First, while only equations were considered in \cite{tripo} Conjecture 4.1], we allow inequations as well, because this makes it easier for example to interpret the $P$-polynomial and $Q$-polynomial properties. We also allow that the scaffolds in different sequences have different orders. Second, we dropped the condition in \cite{tripo} Conjecture 4.1] about bijections among the sets of root nodes of the scaffolds. This condition seems unnecessary because the roots are already ordered by definition. On the other hand, we added the condition on the clockwise placement of the root nodes on the boundary circle. Third, and most importantly, we inserted the scalars $|X|^n$ and $|X|^n'$ in the dual (in)equations, which were missing in \cite{tripo} Conjecture 4.1]. Theorem \ref{thm:duality} below shows that Conjecture \ref{conj:main} does not hold without this modification. See also Examples \ref{ex:main} and \ref{ex:main2}.

Suppose now that $X$ is endowed with the structure of an abelian group (written multiplicatively) with identity element 1. We call $(X, R)$ a translation association scheme whenever $(xz, yz) \in R_i$ for all $0 \leq i < d$, $(x, y) \in R_z$, and $z \in X$. In this case, we can define the dual $(X^*, R^*)$ of $(X, R)$ on the character group $X^*$ of $X$; see Section \ref{sec:duality}. The dual $(X^*, R^*)$ is again a translation association scheme and has first and second eigenmatrices $P^* = Q$ and $Q^* = P$, respectively. We now state our main result:

**Theorem 2.2.** Conjecture \ref{conj:main} holds true if we replace the phrases “for all association schemes” (two places) by “for all translation association schemes”.\footnote{The dual scaffold $S^\dagger$ appears to depend on the fixed embedding of $G$. That it is independent of the embedding is a special case of Conjecture \ref{conj:main} and is true for the class of translation association schemes by Theorem \ref{thm:duality}.}
Theorem 2.2 is immediate from

**Theorem 2.3.** Suppose that \((X, \mathcal{R})\) is a translation association scheme, and let \(P(\ell)\) (resp. \(P^*(\ell)\)) be the set of weakly connected standard planar scaffolds of order \(\ell\) whose edge weights are in \(\{A_0, \ldots, A_d\}\) (resp. \(\{E^*_0, \ldots, E^*_d\}\)), where the \(E^*_i\) are the primitive idempotents of \((X^*, \mathcal{R}^*)\). When \(\ell > 0\), there is an isometric linear isomorphism from \(\text{span}_C P(\ell)\) to \(\text{span}_C P^*(\ell)\) which maps \(S \in P(\ell)\) to \(|X|^{n-\ell/2-1/2} S^\dagger \in P^*(\ell)\), where \(S^\dagger\) is taken with respect to \((X^*, \mathcal{R}^*)\), and \(n\) is the number of nodes in \(S\). When \(\ell = 0\), with the same notation we instead have \(S = |X|^{n-1} S^\dagger\) for \(S \in P(0)\).

Theorem 2.3 generalizes [6, Proposition 11], which deals with the case where \(\ell = 0\) and \(d = |X| - 1\). We will prove Theorem 2.3 in the next section.

We end this section with three additional examples which support our modification of [7, Conjecture 4.1].

**Example 2.4.** This example again illustrates the necessity of the scalars \(|X|^{n_{j,i}}\) and \(|X|^{n'_{i}}\) in the dual (in)equations in Conjecture 2.1. We have

\[ r_1 r_2 r_3 \]

\[ A_0 \]

\[ A_1 \]

\[ A_3 \]

\[ r_1 r_2 r_3 \]

\[ A_j \]

\[ A_i \]

\[ A_3 \]

since \(A_0 = I\). The LHS (resp. RHS) above has four (resp. three) nodes. Hence the dual equation, divided by \(|X|^3\), becomes

\[ |X| \cdot \]

\[ E_0 \]

\[ E_j \]

\[ E_i \]

\[ q_3 \]

\[ q_1 \]

\[ q_2 \]

\[ q_3 \]

\[ q_1 \]

\[ q_2 \]

which is also immediate from \(|X|E_0 = J\). These are special cases of Rules SR0 and SR0' in [7, Appendix A].

**Example 2.5.** Recall that the intersection numbers \(p_{i,j}^k\) and the Krein parameters \(q_{i,j}^k\) are defined respectively by

\[ A_i A_j = \sum_{k=0}^{d} p_{i,j}^k A_k, \quad E_i \circ E_j = |X|^{-1} \sum_{k=0}^{d} q_{i,j}^k E_k \quad (0 \leq i, j \leq d), \]

and that \(p_{i,j}^k = 0\) (resp. \(q_{i,j}^k = 0\)) if and only if the scaffold in \([2]\) (resp. \([1]\)) equals zero. See, e.g., [1, p. 128] or [14, Lemma 3.2] for the latter. Suppose now that
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\[ \]
$(X, R)$ is $P$-polynomial (or metric), i.e., that the $A_i$ are symmetric matrices and that, for all $0 \leq i, j, k \leq d$, we have $p^i_{i,j} = 0$ (resp. $p^i_{i,j} \neq 0$) whenever one of $i, j, k$ is greater than (resp. equal to) the sum of the other two. Note that the former condition translates to

$$r_1 \cdot A_i \cdot r_2 = r_1 A_i r_2 \quad (0 \leq i \leq d),$$

and that the latter is a set of equations and inequations on scaffolds in (2). In this case, we for example have

![Diagram](image1)

for $1 \leq i \leq d - 1$. This is a special case of Rule $SR4'$ in [7, Appendix A]. Note that we have used equations and inequations of scaffolds of order two, three, and four. The $Q$-polynomial (or cometric) property is defined analogously by replacing the $A_i$ by the $E_i$ and the $p^i_{i,j}$ by the $q^i_{i,j}$. The statement dual to the above follows from Rule $SR4$ in [7, Appendix A].

**Example 2.6.** This example shows that Conjecture 2.1 fails without the condition on the clockwise placement of the roots. It is clear that

![Diagram](image2)

where the LHS is a weakly connected standard planar scaffold, whereas the RHS is not. If we take the dual of both sides (but without specifying a particular ordering of the faces for the RHS), we obtain

![Diagram](image3)

respectively, but these are distinct in general, for example when $j = 0$ and $i, k > 0$. 
3. Proof of Theorem 2.3

We begin by recalling necessary facts from [8, Section 6] regarding the translation association scheme \((X, R)\). Let \(X^*\) be the character group of \(X\) with identity \(\iota\), i.e., \(\iota(x) = 1\) \((x \in X)\). Let

\[ \hat{\epsilon} := |X|^{-1/2} \sum_{x \in X} \overline{\epsilon(x)} \hat{x}, \quad (\epsilon \in X^*), \]

where \(^-\) denotes complex conjugate. Then the \(\hat{\epsilon}\) form an orthonormal basis of \(\mathbb{C}X\), and we may identify \(\mathbb{C}X^*\) with \(\mathbb{C}X\) (and hence \(\mathbb{C}^{(X^*)^d}\) with \(\mathbb{C}X\)) via this basis. Note that the (di)graphs \((X, R_i)\) \((1 \leq i \leq d)\) are Cayley graphs, so that the \(\hat{\epsilon}\) are common eigenvectors of the Bose–Mesner algebra \(A\). Hence there is a partition \(X^* = X_{0}^* \sqcup \cdots \sqcup X_{d}^*\) such that \(\{\hat{\epsilon} : \epsilon \in X_{i}^*\}\) is an orthonormal basis of \(E_i \mathbb{C}X\) \((0 \leq i \leq d)\). Let \(R_i^* = \{R^*_{0}, \ldots, R^*_d\}\) be the set of binary relations on \(X^*\) given by

\[ R_i^* = \{ (\epsilon, \eta) \in (X^*)^2 : \eta \epsilon^{-1} \in X_i^* \} \quad (0 \leq i \leq d). \]

Then it follows that \((X^*, R^*)\) is again a translation association scheme, called the dual of \((X, R)\). We mentioned earlier that it has first and second eigenmatrices \(P^* = Q\) and \(Q^* = P\), respectively.

We first prove Theorem 2.3 when \(\ell > 0\). For \(\epsilon = (\epsilon_1, \ldots, \epsilon_\ell) \in (X^*)^\ell\), we write \(\hat{\epsilon} = \hat{\epsilon}_1 \otimes \cdots \otimes \hat{\epsilon}_\ell\) for brevity. Let \(\Gamma\) be the subgroup of \((X^*)^\ell\) defined by

\[ \Gamma = \{(\epsilon_1, \ldots, \epsilon_\ell) \in (X^*)^\ell : \epsilon_1 \cdots \epsilon_\ell = \iota\}, \]

and let

\[ \mathbb{C}^\Gamma = \text{span}_{\mathbb{C}}\{\hat{\epsilon} : \epsilon \in \Gamma\} \subset \mathbb{C}^{X^\ell}. \]

Define the surjective homomorphism \(\Phi : (X^*)^\ell \rightarrow \Gamma\) by

\[ \Phi(\epsilon_1, \ldots, \epsilon_\ell) = (\epsilon_\ell \epsilon_1^{-1}, \epsilon_1 \epsilon_2^{-1}, \ldots, \epsilon_{\ell-1} \epsilon_\ell^{-1}) \quad (\epsilon_1, \ldots, \epsilon_\ell \in X^*), \]

and let \(\Psi : \mathbb{C}^\Gamma \rightarrow \mathbb{C}X^\ell\) be the linear map defined by

\[ \Psi(\hat{\epsilon}) = |X|^{-1/2} \sum_{\eta \in (X^*)^\ell \atop \Phi(\eta) = \epsilon} \hat{\eta} \quad (\epsilon \in \Gamma). \]

Note that the sum on the RHS has \(|X|\) terms, so that \(\Psi\) is an isometry.

Let \(S = S(G, R; w) \in \mathbb{P}(\ell)\), and let \(\lambda \in \{0, \ldots, d\}^E\) be such that \(w(e) = A_{e^\lambda}\) \((e \in E)\). Hence

\[ S = \sum_{\sigma \in X^V} \left( \prod_{e \in E} (A_{e^\lambda})_{t(e)(s(e))^\sigma} \right) \hat{r}^\sigma. \]

We assume that \(G\) has \(n\) nodes and \(m\) edges.
For $0 \leq i \leq d$ and $x, y \in X$, by (3) we have
\[
(A_i)_{x,y} = \langle A_i \hat{g}, \hat{x} \rangle \\
= \sum_{e \in X^*} \langle A_i \hat{e} \hat{e}^T \hat{g}, \hat{x} \rangle \\
= \sum_{e \in X^*} P_{\tau,i} \langle \hat{e} \hat{e}^T \hat{g}, \hat{x} \rangle \\
= \sum_{e \in X^*} P_{\tau,i} \langle \hat{e}, \hat{x} \rangle \langle \hat{g}, \hat{e} \rangle \\
= |X|^{-1} \sum_{e \in X^*} P_{\tau,i} \varepsilon(x) \varepsilon(y),
\]
where we write
\[
(6) \quad P_{\tau,i} := P_{j,i} \quad \text{if } \varepsilon \in X^*_j.
\]
Hence, by setting for $\tau \in (X^*)^E$, 
\[
(7) \quad v^\tau = \left( \prod_{e \in E} e^\tau \right)^{-1} \left( \prod_{e \in E} e^\tau \right) \quad (v \in V)
\]
and $r^\tau = (r_1^\tau, \ldots, r_d^\tau)$ for brevity, we have
\[
S = |X|^{-m} \sum_{\sigma \in X^*} \sum_{\tau \in (X^*)^E} \left( \prod_{e \in E} P_{e,\tau,\lambda} \hat{e}^\tau (\hat{l}(e)^\sigma) \hat{e}^\tau \langle h(e)^\sigma \rangle \right) \hat{r}^\sigma \\
= |X|^{-m} \sum_{\tau \in (X^*)^E} \left( \prod_{e \in E} P_{e,\tau,\lambda} \right) \sum_{\sigma \in X^*} \left( \prod_{v \in V} v^\tau (v^\sigma) \right) \hat{r}^\sigma \\
= |X|^{-m} \sum_{\tau \in (X^*)^E} \left( \prod_{e \in E} P_{e,\tau,\lambda} \right) \left( \prod_{v \in V \setminus R} |X| \delta_{v,\tau} \right) |X|^{\ell/2} \hat{r}^\tau \\
= |X|^{n-m-\ell/2} \sum_{\tau \in (X^*)^E} \left( \prod_{e \in E} P_{e,\tau,\lambda} \right) \left( \prod_{v \in V \setminus R} \delta_{v,\tau} \right) \hat{r}^\tau.
\]
In particular, it follows that $S \in \mathbb{C}^\Gamma$ since 
\[
r_1^\tau \cdots r_d^\tau = \prod_{e \in E} v^\tau = \prod_{e \in E} e^\tau (e^\tau)^{-1} = 1,
\]
and hence that span$_\mathbb{C} P(\ell) \subset \mathbb{C}^\Gamma$.

Now we have
\[
\Psi(S) = |X|^{n-m-\ell/2-1/2} \sum_{\tau \in (X^*)^E} \left( \prod_{e \in E} P_{e,\tau,\lambda} \right) \left( \prod_{v \in V \setminus R} \delta_{v,\tau} \right) \sum_{\eta \in (X^*)^E \eta(\eta) = \tau} \tilde{\eta}.
\]
Let $B = \{b_1, \ldots, b_k\}$ be the set of arcs obtained by removing the root nodes from the boundary circle, where $b_i$ joins $r_i$ and $r_{i+1}$. (Recall that $r_{i+1} := r_1$.) We give an orientation on these arcs clockwise, i.e., $l(b_i) = r_i$ and $h(b_i) = r_{i+1}$. See Figure 2. To every pair $(\tau, \eta)$ with $\tau \in (X^*)^E$ and $\eta = (\eta_1, \ldots, \eta_d) \in (X^*)^d$, we associate
\[ \tilde{\tau} \in (X^*)^{E \cup B} \] as follows:
\[ e^{\tilde{\tau}} = \begin{cases} e^\tau & \text{if } e \in E, \\ \eta_i & \text{if } e = b_i \text{ for some } i. \end{cases} \]

We also define \( v^{\tilde{\tau}} \) (\( v \in V \)) in the same manner as (7), taking into account the arcs in \( B \) as well. Then, in view of the definition of \( \Phi \) (cf. (5)), that \( \Phi(\eta) = r^{\tau} \) is equivalent to saying that \((r_i)^{\tilde{\tau}} = i \) for \( 1 \leq i \leq \ell \). Hence we may rewrite \( \Psi(S) \) as
\[ \Psi(S) = |X|^{n-m-\ell/2-1/2} \sum_{(\tau, \eta)} \left( \prod_{e \in E} P_{e^{\tau}, e^{\lambda}} \right) \hat{\eta}, \]
where the sum is over \((\tau, \eta) \in (X^*)^E \times (X^*)^\ell \) such that \( v^{\tilde{\tau}} = i \) for all \( v \in V \); that is to say, \( \tilde{\tau} \) is an \( X^* \)-circulation on the plane digraph \( \tilde{G} := (V, E \cup B) \).

Examples of \( X^* \)-circulations are obtained from cycles in the underlying graph of \( \tilde{G} \). Suppose that \( C \subset E \cup B \) forms a cycle (when the directions are discarded), and pick one of the two cycle-orientations of \( C \). See Figure 3. Let \( \varepsilon \in X^* \), and define \( \alpha = \alpha_{C, \varepsilon} \in (X^*)^{E \cup B} \) as follows: for \( e \in E \cup B \), we set \( e^\alpha = \varepsilon \) if \( e \in C \) and its direction agrees with the chosen cycle-orientation, \( e^\alpha = \varepsilon^{-1} \) if \( e \in C \) and its direction is the opposite of the cycle-orientation, and \( e^\alpha = i \) if \( e \notin C \). Then \( \alpha \) is an \( X^* \)-circulation on \( \tilde{G} \). Moreover, it is well known\(^7\) that the subgroup \( Z = Z(\tilde{G}, X^*) \) of \( (X^*)^{E \cup B} \) consisting of the \( X^* \)-circulations on \( \tilde{G} \) is generated by the elements of this form. Since \( \tilde{G} \) is a plane digraph, it suffices to take only the \( \alpha_{C, \varepsilon} \) where \( C \) is the set of boundary edges of a face of \( \tilde{G} \).

Let \( \infty \) denote the unbounded face of \( \tilde{G} \), i.e., the complement of the disk in the plane, so that the set of faces of \( \tilde{G} \) is \( F \cup \{ \infty \} \). For every \( f \in F \cup \{ \infty \} \), let \( C_f \) be
the set of boundary edges of \( f \), and choose the cycle-orientation so that \( f \) is on the right. Then we have a surjective homomorphism \( \Theta : (X^*)^{F_{\mathcal{L}}(\infty)} \to \mathbb{Z} \) given by
\[
\Theta(\mu) = \prod_{f \in F_{\mathcal{L}}(\infty)} \alpha_{C_f,f}^{\mu} \quad (\mu \in (X^*)^{F_{\mathcal{L}}(\infty)}).
\]

More specifically,
\[
e^{\Theta(\mu)} = h(e^\dagger)^\mu (t(e^\dagger)^\mu)^{-1} \quad (e \in E \cup B).
\]

Note that \( \Theta \) is a \(|X^*|\)-to-one function, and it becomes an isomorphism if we restrict it to the subgroup consisting of those \( \mu \in (X^*)^{F_{\mathcal{L}}(\infty)} \) such that \( \infty^\mu = \lambda \). Note also that for such \( \mu \) we have
\[
b_i^{\Theta(\mu)} = q_i^{\mu} \quad (1 \leq i \leq \ell),
\]

since \( h(b_i^\dagger) = q_i \) and \( t(b_i^\dagger) = \infty \).

Combining these comments, we have
\[
\Psi(S) = |X|^{|n-m-\ell/2-1/2|} \sum_{\mu \in (X^*)^{F_{\mathcal{L}}(\infty)}} \left( \prod_{e \in E} P_{e^{\Theta(\mu)},e^\lambda} \right) b^{\Theta(\mu)}
\]
\[
= |X|^{|n-m-\ell/2-1/2|} \sum_{\mu \in (X^*)^P} \left( \prod_{e \in E} P_{h(e^\dagger)^\mu(t(e^\dagger)^\mu)^{-1},e^\lambda} \right) q^{\mu},
\]

where \( b^{\Theta(\mu)} = (b_1^{\Theta(\mu)}, \ldots, b_{\ell}^{\Theta(\mu)}) \) and \( q^{\mu} = (q_1^{\mu}, \ldots, q_{\ell}^{\mu}) \). In the last expression above, assume that \( h(e^\dagger)^\mu(t(e^\dagger)^\mu)^{-1} \in X^* \), or equivalently, \( (t(e^\dagger)^\mu, h(e^\dagger)^\mu) \in R^* \) (cf. [1]). Then, by [4] (applied to \((X^*,\mathcal{R}^*)\)), [5], and \( P = Q^* \), we have
\[
P_{h(e^\dagger)^\mu(t(e^\dagger)^\mu)^{-1},e^\lambda} = P_{j,e^\lambda} = Q_{j,e^\lambda} = |X|^{|(E^\dagger_{e^\lambda})t(e^\dagger)^\mu,h(e^\dagger)^\mu|}.
\]

It follows that
\[
\Psi(S) = |X|^{|n-\ell/2-1/2|} \sum_{\mu \in (X^*)^P} \left( \prod_{e \in E} (E^\dagger_{e^\lambda})_{t(e^\dagger)^\mu,h(e^\dagger)^\mu} \right) q^{\mu}
\]
\[
= |X|^{|n-\ell/2-1/2|} S^\dagger,
\]

where \( S^\dagger \) is taken with respect to the dual \((X^*,\mathcal{R}^*)\).

We have shown that \( \text{span}_\mathbb{C} P(\ell) \subset \mathbb{C}^P \), and that \( \Psi \) gives rise to a linear isometry from \( \text{span}_\mathbb{C} P(\ell) \) to \( \text{span}_\mathbb{C} P^*(\ell) \). That it is surjective and hence is an isomorphism, is immediate from \( G^{\dagger\dagger} = G \), where we recall that \( G \) is weakly connected. This establishes Theorem [2,3] when \( \ell > 0 \).

It remains to handle the case where \( \ell = 0 \). It is possible and is not difficult to adjust the above discussions to this case, but we may also argue as follows. Pick any node which is incident with the outmost face of \( G \) in the disk, shift it to the boundary circle, and change it to a root. Call the resulting scaffold of order one \( S \). See Figure [1] Let \( S_1 \) be the scaffold with diagram \( \bullet \), and observe that \( S = \langle S, S_1 \rangle \).

Observe also that \( S^\dagger \) is obtained from \( S^\dagger \) by applying the same procedure to the outmost face of \( G \) (as a node of \( G^\dagger \)). Since \( S^\dagger_1 \) again has diagram \( \bullet \) (but with respect to \((X^*,\mathcal{R}^*)\)), we have \( S^\dagger = \langle S^\dagger, S^\dagger_1 \rangle \). Hence it follows that
\[
S = \langle S, S_1 \rangle = \langle \Psi(S), \Psi(S_1) \rangle = \langle |X|^{n-1} S^\dagger, S^\dagger_1 \rangle = |X|^{n-1} S^\dagger,
\]
as desired.
This completes the proof of Theorem 2.3.
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