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Abstract. In [2] it has been shown that infinitary strong normalization \((SN)_{\infty}\) is \(\Pi_1^1\)-complete. Surprisingly, it turns out that infinitary weak normalization \((WN)_{\infty}\) is a harder problem, being \(\Pi_2^1\)-complete, and thereby strictly higher in the analytical hierarchy.

We assume familiarity with infinitary term rewriting; we further reading we refer to [3,4].

1 Infinitary Strong Normalization and Reachability

Definition 1. A Turing machine \(M\) is a quadruple \(<Q, \Gamma, q_0, \delta>\) consisting of:
- finite set of states \(Q\),
- an initial state \(q_0 \in Q\),
- a finite alphabet \(\Gamma\) containing a designated symbol \(\square\), called \textit{blank}, and
- a partial transition function \(\delta : Q \times \Gamma \rightarrow Q \times \Gamma \times \{L, R\}\).

A configuration of a Turing machine is a pair \(<q, \text{tape}>\) consisting of a state \(q \in Q\) and the tape content \(\text{tape} : \mathbb{Z} \rightarrow \Gamma\) such that the carrier \(\{n \in \mathbb{Z} \mid \text{tape}(n) \neq \square\}\) is finite. The set of all configurations is denoted \(\text{Conf}_M\). We define the relation \(\rightarrow_M\) on the set of configurations \(\text{Conf}_M\) as follows: \(<q, \text{tape}> \rightarrow_M <q', \text{tape}'>\) whenever:
- \(\delta(q, \text{tape}(0)) = <q', f, L>, \text{tape}'(1) = f\) and \(\forall n \neq 0. \text{tape}'(n+1) = \text{tape}(n)\), or
- \(\delta(q, \text{tape}(0)) = <q', f, R>, \text{tape}'(-1) = f\) and \(\forall n \neq 0. \text{tape}'(n-1) = \text{tape}(n)\).

Without loss of generality we assume that \(Q \cap \Gamma = \emptyset\), that is, the set of states and the alphabet are disjoint. This enables us to denote configurations as \(<w_1, q, w_2>\), denoted \(w_1^{-1}qw_2\) for short, with \(w_1, w_2 \in \Gamma^\ast\) and \(q \in Q\), which is shorthand for \(<q, \text{tape}>\) where \(\text{tape}(n) = w_2(n+1)\) for \(0 \leq n < |w_2|\), and \(\text{tape}(-n) = w_1(n)\) for \(1 \leq n \leq |w_1|\) and \(\text{tape}(n) = \square\) for all other positions \(n \in \mathbb{Z}\).

The Turing machines we consider are deterministic. As a consequence, final states are unique (if they exist), which justifies the following definition.

Definition 2. Let \(M\) be a Turing machine and \(<q, \text{tape}> \in \text{Conf}_M\). We denote by \(\text{final}_M(<q, \text{tape}>)\) the \(\rightarrow_M\)-normal form of \(<q, \text{tape}>\) if it exists and undefined, otherwise. Whenever \(\text{final}_M(<q, \text{tape}>)\) exists then we say that \(M\) halts on \(<q, \text{tape}>\) with final configuration \(\text{final}_M(<q, \text{tape}>)\). Furthermore we say \(M\) halts on \(\text{tape}\) as shorthand for \(M\) halts on \(<q_0, \text{tape}>\).
Turing machines can compute \( n \)-ary functions \( f : \mathbb{N}^n \to \mathbb{N} \) or relations \( S \subseteq \mathbb{N}^n \). We need only unary functions \( f_M \) and binary \( >_M \subseteq \mathbb{N} \times \mathbb{N} \) relations.

**Definition 3.** Let \( M = \langle Q, \Gamma, q_0, \delta \rangle \) be a Turing machine with \( S, 0 \in \Gamma \). We define a partial function \( f_M : \mathbb{N} \to \mathbb{N} \) for all \( n \in \mathbb{N} \) by:

\[
f_M(n) = \begin{cases} m & \text{if } \text{final}_M(q_0 S^n 0) = \ldots q S^m 0 \ldots \\ \text{undefined} & \text{otherwise} \end{cases}
\]

and for \( M \) total (i.e. \( M \) halts on all tapes) we define the binary relation \( >_M \subseteq \mathbb{N} \times \mathbb{N} \) by:

\[
n >_M m \iff \text{final}_M(0 S^n q_0 S^m 0) = \ldots q 0 \ldots .
\]

Note that, the set \( \{ >_M | M \text{ a Turing machine that halts on all tapes} \} \) is the set of recursive binary relations on \( \mathbb{N} \).

We use the translation of Turing machines \( M \) to TRSs \( R_M \) from [4].

**Definition 4.** For every Turing machine \( M = \langle Q, \Gamma, q_0, \delta \rangle \) we define a TRS \( R_M \) as follows. The signature is \( \Sigma = Q \cup \Gamma \cup \{ \triangleright \} \) where the symbols \( q \in Q \) have arity 2, the symbols \( f \in \Gamma \) have arity 1 and \( \triangleright \) is a constant symbol, which represents an infinite number of blank symbols. The rewrite rules of \( R_M \) are:

\[
q(x, f(y)) \rightarrow q'(f'(x), y) \quad \text{for every } \delta(q, f) = \langle q', f', R \rangle \\
q(g(x), f(y)) \rightarrow q'(x, g(f'(y))) \quad \text{for every } \delta(q, f) = \langle q', f', L \rangle
\]

together with four rules for ‘extending the tape’:

\[
q(\triangleright, f(y)) \rightarrow q'(\triangleright, \square(f'(y))) \quad \text{for every } \delta(q, f) = \langle q', f', L \rangle \\
q(x, \triangleright) \rightarrow q'(f'(x), \triangleright) \quad \text{for every } \delta(q, \square) = \langle q', f', R \rangle \\
q(g(x), \triangleright) \rightarrow q'(x, g(f'(\triangleright))) \quad \text{for every } \delta(q, \square) = \langle q', f', L \rangle \\
q(\triangleright, \triangleright) \rightarrow q'(\triangleright, \square(f'(\triangleright))) \quad \text{for every } \delta(q, \square) = \langle q', f', L \rangle.
\]

In [2] the TRSs \( R_M \) has been extended as follow to prove \( \Pi_1 \)-completeness of finiteness of dependency pair problems:

**Definition 5 (2).** For every Turing machine \( M = \langle Q, \Gamma, q_0, \delta \rangle \) we define the TRS \( R_M^* \) as follows. The signature \( \Sigma = Q \cup \Gamma \cup \{ \triangleright, \bullet, \top \} \) where \( \bullet \) is a unary symbol, \( \top \) is a constant symbol, and the rewrite rules of \( R_M^* \) are:

\[
\ell \rightarrow \bullet(r) \quad \text{for every } \ell \rightarrow r \in R_M
\]

and rules for rewriting to \( \top \) after successful termination:

\[
q(x, 0(y)) \rightarrow \top \quad \text{whenever } \delta(q, S) \text{ is undefined} \\
\bullet(\top) \rightarrow \top.
\]

Moreover, we define the TRS \( R_{\text{pickn}} \) to consist of the following rules:

\[
\text{pickn} \rightarrow c(\text{pickn}) \\
\text{pickn} \rightarrow \text{ok}(0(\triangleright)) \\
c(\text{ok}(x)) \rightarrow \text{ok}(S(x)).
\]
Proposition 6. Let $M$ be an arbitrary Turing machine. We define the TRS $S$ together to consist of the rules of $R_M^\bullet \uplus R_{\text{pickn}}$ together with:
\begin{equation}
\text{run}(T, \text{ok}(x), \text{ok}(y)) \rightarrow \text{run}(q_0(x, y), \text{ok}(y), \text{pickn}) ,
\end{equation}
and define a term $t := \text{run}(T, \text{pickn}, \text{pickn})$. Then it holds:
\[ SN_M^\infty \iff SN_M^\infty (t) \iff M \text{ is well-founded}. \]

Proof. See [2]. \hfill \Box

Theorem 7. Uniform infinitary strong normalization, $SN_R^\infty$, and for single terms, $SN_R^\infty (s)$ is $\Pi_1^1$-complete.

Proof. The $\Pi_1^1$-hardness has been shown in [2] using that well-foundedness is $\Pi_1^1$-complete.

It remains to be shown that the property is in $\Pi_1^1$ (in [2] this has been done only reductions of length $\omega$). A finite or infinite term $t$ can be encoded as a function $t: \mathbb{N} \rightarrow \mathbb{N}$ (from positions to symbols from the signature). An infinite reduction can be rendered as a function $\sigma: \alpha \rightarrow (\mathbb{N} \rightarrow \mathbb{N}) \times \mathbb{N}$ from an ordinal $\alpha$ to terms together with the rewrite position (here we assume that an ordinal is the set of all smaller ordinals) where $\sigma(\beta)$ is the $\beta$-th term of the sequence together with the rewrite position, and we require:

(i) $\sigma(\beta)$ rewrites to $\sigma(\beta + 1)$ for all $\beta < \alpha$, and
(ii) for all limit ordinals $\beta < \alpha$, and $\gamma$ approaching $\beta$ from below, we have:
   - $\sigma(\gamma)$ converges to $\sigma(\beta)$, and
   - the depth of the $\gamma$-th rewrite steps tends to infinity.

If condition (ii) holds for all limit ordinals $\beta \leq \alpha$ then the rewrite sequence $\sigma$ is called strongly convergent. An ordinal $\alpha$ can be viewed as a well-founded relation $\alpha \subseteq \mathbb{N} \times \mathbb{N}$. The property of a relation to be well-founded can be expressed by a $\Pi_1^1$-formula, and the above properties on rewrite sequences are arithmetic. By [4] the property $SN_R^\infty (s)$ holds if and only if all reductions admitted by $s$ are strongly convergent. Hence $SN_R^\infty$ and $SN_R^\infty (s)$ can be expressed by a $\Pi_1^1$-formula since the above conditions (i) and (ii) are arithmetic. \hfill \Box

Using a minor modification of the term rewriting system from Proposition 6 we obtain that weak normalization for single terms and reachability are $\Sigma_1^1$-complete, that is, the problem of deciding on the input of a TRS $S$ and terms $s, t$ whether $s \Rightarrow_S t$.

Theorem 8. Infinitary weak normalization for single terms, $WN_R^\infty (s)$, and reachability in infinitary rewriting are $\Sigma_1^1$-complete.

Proof. Let $M$ be an arbitrary Turing machine. We define the TRS $S'$ together to consist of the rules of $R_M^\bullet \uplus R_{\text{pickn}}$ together with:
\begin{equation}
\text{run}(T, \text{ok}(x), \text{ok}(y)) \rightarrow \bullet(\text{run}(q_0(x, y), \text{ok}(y), \text{pickn})) ,
\end{equation}
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and define a term \( t := \text{run}(T, \text{pick}n, \text{pick}n) \). We have \( t \rightarrow^{S'} \infty \) if and only if \( t \) admits a rewrite sequence containing infinitely many root steps with respect to the rewrite system \( S \) from Proposition [6]. As a consequence we have:

\[
\text{run}(x, y, z) \rightarrow \text{run}(x, y, z), \quad (3)
\]

Note that this rule has no impact on reachability. Then \( WN^\infty_S(t) \) holds if and only if \( t \rightarrow^{S'} \infty \), and hence \( WN^\infty_S(t) \) is \( \Sigma^1_1 \)-complete.

Moreover, weak normalization for single terms and reachability are in \( \Sigma^1_1 \). We have \( WN^\infty_S(t) \) if and only if there exists a normal form \( t' \) such that \( t \rightarrow t' \), and we have reachability \( s \rightarrow t \) if and only if there exists a reduction from \( s \) to \( t \). The quantification over terms and rewrite sequences are existential set or function quantifiers (which can be compressed to one single quantifier), and all other properties are arithmetic; see the encoding of reduction sequences see the proof of Theorem [7].

2 Uniform Infinitary Weak Normalization

For \( \sigma \in \Gamma^\infty \) and \( i \in \mathbb{N} \) we write \( \sigma_{<i} \) for the prefix of \( \sigma \) up to (excluding) position \( i \), and \( \sigma_{\geq i} \) for the suffix of \( \sigma \) starting from (including) position \( i \). We define non-deterministic Turing machines with one-sided infinite tape.

**Definition 9.** A non-deterministic (one-sided) Turing machine \( M \) is a quadruple \( \langle Q, \Gamma, q_0, \delta \rangle \) consisting of:

- finite set of states \( Q \),
- an initial state \( q_0 \in Q \),
- a finite alphabet \( \Gamma \) containing a designated symbol \( \Box \), called blank, and
- a partial transition function \( \delta : Q \times \Gamma \rightarrow \mathcal{P}(Q \times \Gamma \times \{L, R\}) \).

A configuration of \( M \) is a triple \( \langle q, \sigma, i \rangle \) consisting of a state \( q \in Q \), a tape content \( \sigma : \Gamma^\infty \), and the position of the head \( i \in \mathbb{N} \).

For two configurations we define \( \langle q, \sigma, i \rangle \rightarrow_M \langle q', \sigma', i' \rangle \) whenever:

- \( \langle q', f, L \rangle \in \delta(q, \sigma(i)) \), \( i > 0 \), \( i' = i - 1 \), and \( \sigma' = \sigma_{<i} f \sigma_{\geq i+1} \)
- \( \langle q', f, R \rangle \in \delta(q, \sigma(i)) \), \( i' = i + 1 \), and \( \sigma' = \sigma_{<i} f \sigma_{\geq i+1} \)

An infinite sequence of configurations \( r := \{ \langle q_j, \sigma_j, i_j \rangle \}_{j \geq 0} \) is a run of \( M \) on \( \sigma \) if:

(i) \( \langle q_0, \sigma_0, i_0 \rangle = \langle q_0, \sigma, 0 \rangle \), and
(ii) \( \langle q_j, \sigma_j, i_j \rangle \rightarrow_M \langle q_{j+1}, \sigma_{j+1}, i_{j+1} \rangle \) for all \( j \geq 0 \).

A run \( r := \{ \langle q_j, \sigma_j, i_j \rangle \}_{j \geq 0} \) is called complete if every position is visited, that is, \( \forall n \geq 0. \exists j \geq 0. i_j = n \), and \( r \) is called oscillating if \( \exists n \geq 0. \forall j \geq 0. \exists j' > j. i_{j'} = n \).
Definition 10. A run is called accepting if it is complete and non-oscillating. The \( \omega \)-language \( \mathcal{L}^\omega(M) \) accepted by a non-deterministic Turing machine \( M \) is:

\[
\mathcal{L}^\omega(M) = \{ w \in \Gamma^\omega \mid \text{there exists an accepting run of } M \text{ on } w \}
\]

Notice that accepting runs visits every symbol at least once, but only finitely often. The following is a proposition from [1]:

Proposition 11 ([1]). The set \( \{ M \mid \mathcal{L}^\omega(M) = \Gamma^\omega \} \) is \( \Pi^1_2 \)-complete.

We use the translation of Turing machines \( M \) to string rewriting systems \( S_M \) from [3].

Definition 12. For every (non-deterministic) Turing machine \( M = (Q, \Gamma, q_0, \delta) \) we define a TRS \( S_M \) as follows. The signature \( \Sigma \) consists of symbols from \( Q \cup \Gamma \) all having arity 1. The rewrite rules of \( S_M \) are:

\[
\begin{align*}
g(f(x)) &\rightarrow f'(q'(x)) & \text{for every } \langle q', f', R \rangle \in \delta(q, f) \\
g(q(f(x)), i) &\rightarrow q'(g(f'(x))) & \text{for every } \langle q', f', L \rangle \in \delta(q, f)
\end{align*}
\]

Definition 13. Let \( M \) be a non-deterministic Turing machine. We define a mapping \( \varphi: (\Gamma \cup Q)^* \rightarrow \text{Ter}^\infty(\Gamma \cup Q) \) by \( \varphi(a \cdot w) := \alpha(\varphi(t)) \), and we extend \( \varphi \) to configurations \( \langle q, \sigma, i \rangle \) of \( M \) by defining: \( \varphi(\langle q, \sigma, i \rangle) = \varphi(\sigma_{<i} q \sigma_{\geq i}) \).

The following lemma follows immediately from the definition of \( S_M \):

Lemma 14. Let \( M \) be a non-deterministic Turing machine. For configurations \( c_1, c_2 \) of \( M \) we have \( c_1 \rightarrow_M c_2 \) if and only if \( \varphi(c_1) \rightarrow_{S_M} \varphi(c_2) \).

Then we obtain the following lemma establishing a correspondence of strongly convergent rewrite sequences and complete, non-oscillating runs:

Lemma 15. Let \( M \) be a non-deterministic Turing machine and \( \sigma \in \Gamma^\omega \). Then \( \sigma \in \mathcal{L}^\omega(M) \) if and only if \( q_0(\varphi(\sigma)) \rightarrow_{S_M} t \) for some ground term \( t \in \text{Ter}^\infty(\Gamma) \), that is, \( t = \varphi(\sigma') \) for some \( \sigma' \in \Gamma^\omega \).

Proof. By Lemma 14, every rewrite sequence \( \varphi(\langle q_0, \sigma, 0 \rangle) \rightarrow \ldots \) corresponds to a run of \( M \) on \( \sigma \). By definition of \( \rightarrow \) the limit term exists if and only if the rewrite sequence is strongly convergent and this holds if and only if every rewrite position occurs at only finitely often, that is, the run is complete and non-oscillating. \( \square \)

Theorem 16. Uniform infinitary weak normalization, \( \text{WN}^\infty_R \), is \( \Pi^1_2 \)-complete.

Proof. Let \( M \) be a non-deterministic Turing machine. We define the TRS \( R \) as an extension of the TRS \( S_M \) with the following rules:

\[
\begin{align*}
\text{run}(x, y, z) &\rightarrow \text{run}(\xi, q_0(z), \Delta_1(z), \Delta_1(z)) \\
\text{run}(x, y, z) &\rightarrow \bot \\
g(x) &\rightarrow \bot & \text{for } q \in Q \\
\xi &\rightarrow f(\xi) & \text{for all } f \in \Gamma \\
\Delta_1(f(x)) &\rightarrow f(\Delta_1(x)) & \text{for all } f \in \Gamma \\
\Delta_2(f(x)) &\rightarrow f(\Delta_2(x)) & \text{for all } f \in \Gamma
\end{align*}
\]

\( \square \)
The rules for $\xi$, $\Delta_1$ and $\Delta_2$ are obviously infinitary normalizing, in particular the normal forms of $\xi$ are exactly all ground terms from $\text{Ter}^\infty(\Gamma)$. By application of $q(x) \rightarrow \bot$ every term can be rewritten to a normal form with respect to $S_M$. Moreover, $\Delta_1(t)$ and $\Delta_2(t)$ have a common reduct if and only if $t \rightarrow t'$ for a ground term from $\text{Ter}^\infty(\Gamma)$.

Assume that $\mathcal{L}\omega(M) = \Gamma^\omega$. If there exists a term that is not infinitary weakly normalizing, then by the above considerations it must admit a rewrite sequence where (at some fixed position) the first rule is applied infinitely often. By the shape of $\text{run}(s, t, u, u) \rightarrow \text{run}(\xi, q_0(u), \Delta_1(u), \Delta_1(u))$ this can only occur if $\Delta_1(u)$ and $\Delta_2(u)$ have a common reduct. This implies that $u \rightarrow u'$ for some ground term $u' \in \text{Ter}^\infty(\Gamma)$. Then $q_0(u) \rightarrow q_0(u')$ and by Lemma 13 we have $q_0(u') \rightarrow u''$ for some ground term $u'' \in \text{Ter}^\infty(\Gamma)$ (note that $\varphi^{-1}(u'') \in \mathcal{L}\omega(M)$). Since also $\xi \rightarrow u''$ we get a rewrite step of the from $\text{run}(u'', u'', \xi, u) \rightarrow \bot$. Hence every term is $\text{WN}^\infty_{S_M}$.

Assume that $\mathcal{L}\omega(M) \neq \Gamma^\omega$. Then there exists $w \in \Gamma^\omega$ for which there exists no accepting run of $M$. Let $u = \varphi(w)$. We claim that the term

$$\text{run}(\xi, q_0(u), \Delta_1(u), \Delta_2(u))$$

is not infinitary weakly normalizing. Note that $q_0(u)$ does not reduce to a term containing $\xi$, and the only $\xi$-free reducts of $\xi$ are terms from $\text{Ter}^\infty(\Gamma)$. However, $q_0(u)$ does not reduce to a ground term from $\text{Ter}^\infty(\Gamma)$ by Lemma 13 since there $M$ admits no accepting run for $w$. Consequently, the rule 5 is never applicable, and we cannot get rid of the redexes in $\Delta_1(u)$ and $\Delta_2(u)$ unless we reduce both to their unique normal form: $\Delta_1(u) \rightarrow u$ and $\Delta_2(u) \rightarrow u$. However, then we have a root redex giving rise to a step:

$$\text{run}(s, t, u, u) \rightarrow \text{run}(\xi, q_0(u), \Delta_1(u), \Delta_1(u))$$

This concludes $\Pi_2^0$-hardness of uniform $\text{WN}^\infty$.

It remains be shown that $\text{WN}^\infty$ is in $\Pi_1^1$. The property $\text{WN}^\infty_{\omega}$ holds if and only if for all terms $s \in \text{Ter}^\infty(\Sigma)$ there exists a reduction to a normal form. (For the encoding of reduction sequences see the proof of Theorem 9) Hence $\text{WN}^\infty$ is in $\Pi_1^1$.\)
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