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Abstract

A preconditioning framework for the coupled problem of frictional contact mechanics and fluid flow in the fracture network is presented. The porous medium is discretized using low-order continuous finite elements, with cell-centered Lagrange multipliers and pressure unknowns used to impose the constraints and solve the fluid flow in the fractures, respectively. This formulation does not require any interpolation between different fields, but is not uniformly inf-sup stable and requires a stabilization. For the resulting $3 \times 3$ block Jacobian matrix, we design scalable preconditioning strategies, based on the physically-informed block partitioning of the unknowns and state-of-the-art multigrid preconditioners. The key idea is to restrict the system to a single-physics problem, approximately solve it by an inner algebraic multigrid approach, and finally prolong it back to the fully-coupled problem. Two different techniques are presented, analyzed and compared by changing the ordering of the restrictions. Numerical results illustrate the algorithmic scalability, the impact of the relative number of fracture-based unknowns, and the performance on a real-world problem.
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1. Introduction

In recent years, attention has grown around novel technologies and applications in the subsurface, like geothermal energy production [1–3], hydraulic fracturing [4–6], CO$_2$ sequestration [7–9] and underground gas storage [10–12]. In these contexts, one of the key components is the simultaneous simulation of frictional contact mechanics and fluid flow in faults and fractures, which represent tightly coupled physical processes. In fact, the aperture and slippage between the contact surfaces drive the fluid flow in the fractures, while the pressure variation perturbs the stress state in the surrounding medium and influences the contact mechanics itself. To achieve the desired accuracy, large domains are usually required, with high resolution representations of geological structures and their heterogeneous properties [13, 14], and, specifically, of faults and fracture networks [15–32]. It is, therefore, natural to have a growing demand towards the development of sophisticated models of increasing size, which are computationally intensive and require better and better performances. A key factor in this sense is the linear solver, which is usually by far the most time-consuming component in a real-world simulation [33, 34].

In this work, we analyze the simulation of frictional contact mechanics coupled with the fluid flow in a fracture network and present a scalable and efficient preconditioning framework for the linear system arising from the discretization and linearization of the coupled problem. As to the discretization approach, we elect to use the Discrete Fracture Model (DFM) [18], i.e., an explicit representation of the fracture surfaces, while the constraints are imposed with the aid of Lagrange multipliers [35–39]. As it is common in geological and reservoir simulations, we rely on low-order finite elements for the mechanics and a cell-centered finite volume scheme for the fluid flow. Lagrange
multipliers are the contact forces acting on the fracture surfaces as a cell-centered variable, thus sharing the same representation as the fluid pressure field with no interpolation needed. The details of this discretization scheme are described in [40]. This approach is unstable in the Ladyzhenskaya-Babuška-Brezzi (LBB) sense, i.e., it does not uniformly satisfy the \textit{inf-sup} condition [41, Section 3.1], and requires a stabilization. In this work, we use the global algebraic approach introduced in the reference work [40]. The Jacobian matrix arising from the described problem is non-symmetric with a $3 \times 3$ block structure, which has to be properly preconditioned to allow for a robust, scalable and efficient solution with the aid of Krylov subspace solvers.

It is well known that iterative methods based on projections/orthogonalizations onto Krylov subspaces [42] are in practice mandatory to solve large and sparse linear systems deriving from the discretization of PDEs, because they allow for a lower complexity, smaller memory requirement, and better degree of algorithmic parallelism than direct methods [43]. However, robustness, scalability and computational efficiency of this class of methods is tightly connected with the choice of a proper preconditioning technique [42]. Roughly speaking, preconditioners are approximate applications of the system matrix inverse, and, from the algebraic viewpoint, can be classified into three main categories: (i) incomplete factorizations [44–46], (ii) approximate inverses [47–52], and (iii) multilevel methods, i.e., domain decomposition [53–57] and multigrid-like techniques [58–71]. A key feature for a modern preconditioning framework is the algorithmic scalability, i.e., the ability to solve an increasingly refined problem with an approximately constant number of iterations of the Krylov solver. This property is particularly important in view of the development of problems of increasing size by exploiting the availability of massively parallel computational platforms. Incomplete factorizations and approximate inverses can exhibit amazing performances, but do not have a linear complexity with the system size. By distinction, multilevel methods can have a lower performance on a single system, but are designed to be optimal with respect to the scalability issue. Algebraic multigrid (AMG, [72]) is one of the most effective multilevel approaches and consists of the complementary use of: (i) a smoother that reduces high frequency errors, (ii) a coarse grid correction that reduces low frequency errors, and (iii) restriction and interpolation operators, to move from one grid to another. Starting from the original works, e.g., [73], a wide range of multigrid approaches has appeared in the literature, extending the applicability of this method, originally designed for elliptic PDEs, to both non-symmetric [74, 75] and block matrices [76–81]. Nonetheless, robustness and efficiency is still an open issue for AMG whenever used as a black-box tool in problems with these algebraic properties. The Jacobian matrix arising from the model considered herein is a non-symmetric $3 \times 3$ block matrix and, despite the available studies for similar problems, none of them can be straightforwardly and effectively applied to our case. In the context of geomechanical simulations, only a few studies on $2 \times 2$ block Jacobian systems [80, 82, 83] are found by the authors.

The purpose of this work is to design a scalable preconditioning framework for the $3 \times 3$ block matrix arising from the coupled simulation of frictional contact mechanics and fluid flow in the fracture network. The idea is to exploit the inherent physics-based block subdivision and the scalability of AMG techniques available from the literature. The full system is first restricted to a single-physics problem, then approximately solved by AMG, and finally prolonged back to the original size. According to the selected restriction ordering, different approaches can be derived. In this work, we consider two different options and investigate advantages and drawbacks in order to find the most appropriate algorithm for real-world simulations. The paper is organized as follows. Section 2 introduces the physical problem in both the strong and weak forms, in order to understand the meaning and features of each block of the Jacobian system. In Section 3, the preconditioning framework is presented, with a detailed analysis of two selected options. Finally, Section 4 presents a set of numerical results with the aim of comparing the proposed approaches and investigating the algorithmic scalability in both theoretical and real-world benchmarks. A few concluding remarks close the paper.

2. Problem statement

We model the deformation of an open elastic domain $\Omega \subset \mathbb{R}^3$, assuming quasi-static conditions and infinitesimal strains within the open time interval $\mathcal{T} = (0, t_{\text{max}}]$. We denote by $\partial \Omega$ its boundary, with $\overline{\Omega} = \Omega \cup \partial \Omega$, and $n_i$ the outer normal vector to $\partial \Omega$, while a set of internal boundaries $\Gamma = \bigcup_{i=1}^{n_f} \Gamma_i$ represents a fracture network consisting of $n_f$ surfaces. The external boundary is subdivided into two non-overlapping subsets, $\partial \Omega_e$ and $\partial \Omega_n$, where Dirichlet and Neumann boundary conditions apply, respectively. Each fracture surface $\Gamma_i$ consists of two overlapping surfaces, $\Gamma_i^+$ and $\Gamma_i^-$, with the orientation defined by a unitary vector $n_i$ orthogonal to the fracture plane. By convention, we choose $n_i = n_i^+ = -n_i^-$. The pressure field is defined on the union $\Gamma$ of the two-dimensional (2D) domains $\Gamma_i$. 

with ∂Γ_i a one-dimensional (1D) curve defining the boundary of each fracture and Γ_i = Γ_i ∪ ∂Γ_i. The curve ∂Γ_i is subdivided into two non-overlapping subsets, ∂Γ_{i,p} and ∂Γ_{i,q}, where Dirichlet and Neumann boundary conditions for the pressure field are imposed. The vector \( m \) denotes the outer normal direction to \( ∂Γ_i \). The fluid is assumed to be incompressible, and body forces and buoyancy effects are neglected. The projection of the stress tensor \( \sigma \) along \( n_i \), \( t = \sigma \cdot n_i = -\sigma \cdot n_i^T = (t_N, n_i \cdot t_f) \), is the traction vector over \( Γ_i \), with \( t_N \) and \( t_f \) its normal and tangential component, respectively, with respect to the fracture-local reference frame. The traction on \( Γ_i \) controls the possible slipping and aperture of the fracture according to the Coulomb frictional law. A schematic representation of the considered conceptual framework is shown in Figure 1a.

The strong form of the initial boundary value problem (IBVP) can be stated as follows [40, 84–86]: given the fluid discharge \( q_i : \bigcup_{i=1}^{n_f} Γ_i \times T \to \mathbb{R} \), the prescribed boundary displacement \( \bar{u} : ∂Ω_u \times T \to \mathbb{R}^3 \) and traction \( \bar{t} : ∂Ω_T \times T \to \mathbb{R}^3 \), the prescribed fracture boundary pressure \( \bar{p} : \bigcup_{i=1}^{n_f} Γ_{i,p} \times T \to \mathbb{R} \) and flux \( \bar{q} : \bigcup_{i=1}^{n_f} Γ_{i,q} \times T \to \mathbb{R} \), the initial displacement \( u_0 : \overline{Ω} \to \mathbb{R}^3 \) and pressure \( p_0 : \bigcup_{i=1}^{n_f} Γ_{i} \to \mathbb{R} \), find the displacement \( u : \overline{Ω} \times [0, t_{\text{max}}] \to \mathbb{R}^3 \), the traction \( t : \bigcup_{i=1}^{n_f} Γ_i \times [0, t_{\text{max}}] \to \mathbb{R}^3 \), and pressure \( p : \bigcup_{i=1}^{n_f} Γ_{i} \times [0, t_{\text{max}}] \to \mathbb{R} \) such that:

\[
-\nabla \cdot \sigma(u) = 0 \quad \text{in} \quad Ω \times T \quad \text{(linear momentum balance),} \tag{1a}
\]

\[
\dot{g}(u) + \nabla \cdot q(u, p) = q_i \quad \text{in} \quad \bigcup_{i=1}^{n_f} Γ_i \times T \quad \text{(mass balance),} \tag{1b}
\]

\[
t - pn_i = 0 \quad \text{on} \quad \bigcup_{i=1}^{n_f} Γ_i \times T \quad \text{(traction balance),} \tag{1c}
\]

respecting the boundary conditions

\[
u = \bar{u} \quad \text{on} \quad ∂Ω_u \times T \quad \text{(prescribed boundary displacement),} \tag{1d}
\]

\[
\sigma(u) \cdot n_2 = \bar{t} \quad \text{on} \quad ∂Ω_T \times T \quad \text{(prescribed boundary traction),} \tag{1e}
\]

\[
p = \bar{p} \quad \text{on} \quad \bigcup_{i=1}^{n_f} Γ_{i,p} \times T \quad \text{(prescribed boundary pressure),} \tag{1f}
\]

\[
q(u, p) \cdot m_i = \bar{q} \quad \text{on} \quad \bigcup_{i=1}^{n_f} Γ_{i,q} \times T \quad \text{(prescribed boundary flux),} \tag{1g}
\]

and initial conditions

\[
u|_{t=0} = u_0 \quad \text{in} \quad \overline{Ω} \quad \text{(initial displacement),} \tag{1h}
\]

\[
p|_{t=0} = p_0 \quad \text{in} \quad \bigcup_{i=1}^{n_f} Γ_i \quad \text{(initial pressure),} \tag{1i}
\]

subject to the constraints over each \( Γ_i \) and for every time in \( T \)

\[
t_N = t \cdot n_i \leq 0, \quad \dot{g}_N = \| u \| \cdot n_i \geq 0, \quad t_N g_N = 0 \quad \text{(normal contact conditions),} \tag{1j}
\]

\[
\| t_T \|_2 - \tau_{\max}(t_N) \leq 0, \quad \dot{g}_T \cdot t_T = \tau_{\max}(t_N) \| g_T \|_2 = 0 \quad \text{(Coulomb frictional law),} \tag{1k}
\]
In the problem statement, \(\sigma(u) = C : \nabla u\) is the Cauchy stress tensor, with \(C\) the fourth-order elasticity tensor; \(q(u, p) = -((C_f(u))/\mu \nabla p)\) is the fluid volumetric flux in the fracture domain according to Darcy’s law [87]—assuming laminar flow—with \(\nabla p\) the fluid pressure gradient, \(\mu\) the fluid viscosity (constant), and \(C_f\) the isotropic fracture hydraulic conductivity modeled as in [18]:

\[
C_f = C_{f,0} + \frac{g_Y^3}{12},
\]

(2)

with \(C_{f,0}\) the conductivity related to two irregular surfaces that are in contact [88]; \(\|u\| = (u|_{\Gamma^+} - u|_{\Gamma^-}) = (g_N n_t + g_T)\) denotes the relative displacement across \(\Gamma\), where \(g_N\) and \(g_T\) are the normal and tangential components, respectively, and \(u|_{\Gamma^+}\) and \(u|_{\Gamma^-}\) are the restrictions of \(u\) on \(\Gamma^+\) and \(\Gamma^-\); \(\tau_{\text{max}} = c - t_n \tan(\theta)\) is the limit value provided by the static Coulomb criterion, with \(c\) and \(\theta\) the cohesion and friction angle, respectively. Since we employ a static Coulomb criterion, the tangential velocity \(g_T\) in (1k) is replaced with the tangential displacement increment \(\Delta g_T\) [41] with respect to the previously converged time-step.

In our framework, we assume \(\Gamma\) to be fixed with no propagation. The domain \(\Gamma\) is partitioned into three portions, where the following contact conditions occur:

- **stick** on \(\Gamma^{\text{stick}}\): the fracture is closed (\(\|u\| = 0\)) and the traction vector \(t\) is unknown;
- **slip** on \(\Gamma^{\text{slip}}\): the fracture is closed in the normal direction (\(g_N = 0\) and \(t_n\) is unknown), but a slip displacement \(g_T\) between \(\Gamma^+_t\) and \(\Gamma^-_t\) is allowed for, with \(t_{\text{slip}} = t = \tau_{\text{max}}(t_n)\frac{\Delta g_T}{\|g_T\|}\);
- **open** on \(\Gamma^{\text{open}}\): the fracture is fully open and a free relative displacement \(\|u\|\) is allowed for, with \(t = 0\).

For additional details regarding the governing formulation, we refer the reader to [40, 84–86].

### 2.1. Discrete weak form

In the solution to the model problem (1), the traction \(t\) used as a primary variable plays the role of Lagrange multipliers. Denoting with \((\cdot, \cdot)_H\) the appropriate \(L^2\)-inner product of scalar, vector or tensor functions in the spatial domain \(D\), we introduce the finite-dimensional subspaces \(V^h\), \(M^h(t^N)\) and \(P^h\):

\[
V^h \subset V = \{\eta \in (H^1(\Omega))^3 : \eta = \bar{u}\text{ on } \partial \Omega_h\},
\]

\[
M^h(t^N) = \{\mu \in (L^2(\Gamma))^3 : \mu_N \leq 0, (\mu, v)_T \leq (\tau_{\text{max}}(t_n), \|v_T\|)_T, v \in [H^{1/2}(\Gamma)]^3 \text{ with } v_N \geq 0\},
\]

\[
P^h \subset P = \{\chi \in L^2(\Gamma)\},
\]

(3)

and the discrete approximations \((u^h, t^h, p^h)\) of \((u, t, p)\):

\[
u^h = \sum_{i=1}^{n_u} \eta_i u_i \in V^h, \quad t^h = \sum_{i=1}^{n_t} \mu_i f_i \in M^h(t^N), \quad p^h = \sum_{k=1}^{n_p} \chi_k p_k \in P^h,
\]

(4)

where, as before, the pedices \(N\) and \(T\) denote the components of a vector function along the normal and tangential direction with respect to a fracture-local reference frame on every \(\Gamma_i\). In (4), \(n_u\), \(n_t\), and \(n_p\) denote the number of discrete displacement, traction and pressure unknowns. The weak form of (1) reads [40]: find \((u^h, t^h, p^h) \in V^h \times M^h(t^N) \times P^h\) such that

\[
R_u = (\nabla \eta, \sigma)_{\Omega} + \sum_{i=1}^{n_i}(\|\eta\|, t^h - p^h n_t)_{\Gamma_i} - (\eta, \bar{T})_{\partial \Omega} = 0 \quad \forall \eta \in V^h_0,
\]

(5a)

\[
R_{ij} = (t^h - \mu_N n_N)_{\Gamma_i} + (t^h - \mu_T \Delta g_T)_{\Gamma_i} \geq 0 \quad \forall \mu \in M^h(t^N), \quad i = 1, \ldots, n_j,
\]

(5b)

\[
R_{ij} = \left(\chi \frac{\Delta g_N}{\Delta M} \right)_{\Gamma_i} + [\chi, p^h]_{\Gamma_i} - F_{\Gamma_i}(\chi) + G_{\Gamma_i}(\chi) - (\chi, q^h)_{\Gamma_i} = 0 \quad \forall \chi \in P^h, \quad i = 1, \ldots, n_j.
\]

(5c)
where \( \mathcal{V}_h^0 \) is \( \mathcal{V}^h \) with homogeneous conditions along \( \partial \Omega_s \). \( \Delta t \) is the time step size, and \( [\chi, p^h]_F \) is a weighted inner product representing the classical two-point flux approximation (TPFA) scheme. This is introduced to allow a unified presentation of the coupled finite element/finite volume model [89–91]. In particular, we have:

\[
[\chi, p^h]_F = \sum_{E_{in}} (\chi|_{\partial E} - \chi|_{\partial E}) \mathcal{T}_{KL}(p^h|_{\partial E} - p^h|_{\partial E}) + \sum_{E_p} \chi|_{\partial E} \mathcal{T}_k p^h|_{\partial E},
\]

where \( E_{in} \) and \( E_p \) represent the set of edges included in \( \Gamma \) and \( \partial \Gamma_p \), respectively; \( \varphi_K \) and \( \varphi_L \) are the adjacent cells \( K \) and \( L \); and \( \mathcal{T}_{KL} \) is the harmonic average of one-sided transmissibility \( \mathcal{T}_K \) and \( \mathcal{T}_L \) associated to \( \varphi_K \) and \( \varphi_L \). Finally, \( F_T \) and \( G_T \) collect the boundary conditions to be prescribed on \( \partial \Gamma_p \) and \( \partial \Gamma_q \), respectively. For further details, we refer the reader to [40].

To solve the problem (5), we transform the variational inequality (5b) into a variational equality. For this purpose, we apply an active-set algorithm, as described in [40, 92, 93], which allows to identify the subdivision into stick/slip/open regions for every \( \Gamma_i \). At a given step of the active-set algorithm, the stick/slip/open region subdivision of each fracture \( \Gamma_i \) is fixed and the inequality (5b) becomes:

\[
\mathcal{R}_{i, j} = (\mu, g) |_{\Gamma_{\text{0,dep}}} + (\mu_N, g_N) |_{\Gamma_{\text{1,dep}}} + \frac{1}{K} (\mu_T, t_T) |_{\Gamma_{\text{1,slip}}} + \frac{1}{K} (\mu, t^h) |_{\Gamma_{\text{open}}} = 0, \quad i = 1, \ldots, n_f,
\]

with \( k \) a coefficient needed to ensure the dimensional consistency of the equation. Introducing in (5a), (7) and (5c) the finite-dimensional bases of \( \mathcal{V}_h^0 \), \( \mathcal{M}(t_h^0) \) and \( \mathcal{P}^h \) yields the following system of nonlinear discrete residual equations:

\[
\mathbf{r}(u^h, t^h, p^h) = \begin{bmatrix} r_u(u^h, t^h, p^h) \\ r_t(t^h, p^h) \\ r_p(u^h, t^h, p^h) \end{bmatrix} = 0, \quad (8)
\]

which is solved by a Newton-Krylov method. In (8), the algebraic vectors \( u^h \in \mathbb{R}^{n_p}, t^h \in \mathbb{R}^n \) and \( p^h \in \mathbb{R}^{n_p} \) collect the coefficients \( u_i, t_j \) and \( p_k \) of the discrete displacement, traction and pressure fields in (4) and \( t \) is the active-set counter. After convergence of the Newton-Krylov method at the \( t \)-th step of the active-set algorithm, a consistency check is carried out in order to verify whether the assumed stick/slip/open region subdivision meets the Coulomb frictional conditions. If not, the region subdivision is updated and a new step is performed. The algorithm stops when the consistency check does not require to modify the stick/slip/open region subdivision. At this point, convergence is achieved and the solution is sought at the following time step.

The finite element/finite volume spaces used in this work are the same as in [40], i.e., first-order continuous finite elements for displacements and face-centered piecewise-constant elements for tractions and pressures, as schematically represented in Figure 1b. To model the fractures, we use a DFM approach with a conforming mesh [18], hence any \( \Gamma_i \) is represented by a set of finite element faces. Thus, displacement unknowns are located on mesh vertices, while traction and pressure unknowns are on fracture faces (Figure 1b), with \( n_p \) equal to three times the number of 3D finite element nodes, \( n_p \) equal to the number of 2D faces discretizing the fracture network, and \( n_t \) equal to \( 3 \cdot n_p \). Displacements are represented in the global reference system and tractions are represented in a face-based local reference frame. This approach is intrinsically unstable, as it does not fulfill the inf-sup condition [41]. In this work, we use the global algebraic stabilization proposed in [40], which relaxes the zero jump and the impenetrability conditions between the two fracture surfaces in the traction balance equation, and the fluid incompressibility constraint in the mass balance equation. Only stick and slip portions are involved in the traction balance, being the tractions in the open part known. With the introduction of the stabilization, equations (7) and (5c) become:

\[
\mathcal{R}_{i, j} = (\mu, g) |_{\Gamma_{\text{0,dep}}} + (\mu_N, g_N) |_{\Gamma_{\text{1,dep}}} + \frac{1}{K} (\mu_T, t^h) |_{\Gamma_{\text{1,slip}}} + \frac{1}{K} (\mu, t^h) |_{\Gamma_{\text{open}}} = 0, \quad i = 1, \ldots, n_f,
\]

\[
\mathcal{R}_{p, i} = \left( \chi, \frac{\Delta g_N}{\Delta t} \right) |_{\Gamma_i} + [\chi, p^h] |_{\Gamma} - F_T(\chi) + G_T(\chi) - (\chi, q_s) |_{\Gamma} + \frac{1}{\Delta t} f_p(\chi, p^h) |_{\Gamma} = 0, \quad i = 1, \ldots, n_f,
\]

where \( j_t(\mu, t^h) \) and \( f_p(\chi, p^h) \) are the stabilizing bilinear forms for the traction and pressure field, respectively. In particular, we have

\[
j_t(\mu, t^h) = \sum_{e \in E_{in}} \frac{1}{|e|} \int_e [\mu] \cdot (\mathbf{v}^{\epsilon}) : [t^h] \, dl,
\]

\[
f_p(\chi, p^h) = \sum_{e \in E_p} \frac{1}{|e|} \int_e (\mathbf{v}^{\epsilon}) : [p^h] \, dl.
\]
with $\mathbf{1} \cdot \mathbf{n}$ denoting the jump of a quantity across the generic internal edge $\epsilon$ and $\Upsilon^{(i)}$ is a positive definite second-order tensor providing the appropriate scaling. The discrete formulation of $\Upsilon^{(i)}$ is fully provided in [40]. The contribution $j_p(x, p^0)$ is computed as the normal projection of $j_i$ with respect to the surface $\Gamma_i$.

At a given active-set iteration $\ell$, the Newton linearization of (8), which now includes also the stabilization terms, generates a sequence of linear systems and vector updates. To advance by one Newton iteration $k$, we have to:

\[
\text{solve } J^{(k)} \delta \mathbf{x} = -r^{(k)} \quad \Rightarrow \quad \begin{bmatrix}
A & C_1 & Q_1 \\
C_2 & -H & 0 \\
Q_2 & 0 & T
\end{bmatrix} \begin{bmatrix}
\delta \mathbf{u} \\
\delta \mathbf{t} \\
\delta \mathbf{p}
\end{bmatrix} = - \begin{bmatrix}
r_u^{(k)} \\
r_\tau^{(k)} \\
r_p^{(k)}
\end{bmatrix},
\]

update $\mathbf{x}^{(k+1)} = \mathbf{x}^{(k)} + \delta \mathbf{x}$ \quad \Rightarrow \quad \begin{bmatrix}
\mathbf{u}^{(k+1)} \\
\mathbf{t}^{(k+1)} \\
\mathbf{p}^{(k+1)}
\end{bmatrix} = \begin{bmatrix}
\mathbf{u}^{(k)} \\
\mathbf{t}^{(k)} \\
\mathbf{p}^{(k)}
\end{bmatrix} + \begin{bmatrix}
\delta \mathbf{u} \\
\delta \mathbf{t} \\
\delta \mathbf{p}
\end{bmatrix}. \tag{11}
\]

The submatrices in the $3 \times 3$ block Jacobian read:

\[
[A]_{ij} = \left( \mathbf{\nabla} \mathbf{\eta}_i, \mathbf{C} : \mathbf{\nabla} \mathbf{\eta}_j \right), \quad \text{if } i = 1, n_s, \quad j = 1, n_s, \tag{12a}
\]

\[
[C_1]_{ij} = \left( \mathbf{\nabla} \mathbf{\eta}_i, \mathbf{\mu}_j \right), \quad \text{if } i = 1, n_s, \quad j = 1, n_l, \tag{12b}
\]

\[
[Q_1]_{ij} = - \left( \mathbf{\nabla} \mathbf{\eta}_i, \chi_j \right), \quad \text{if } i = 1, n_s, \quad j = 1, n_p, \tag{12c}
\]

\[
[C_2]_{ij} = \left( \mu_i, \mathbf{\nabla} \mathbf{\eta}_j \right)_{\Gamma_{\text{stick}}} + \left( \mu_i, \mathbf{\nabla} \mathbf{\eta}_j \right)_{\Gamma_{\text{open}}} - \frac{1}{k} \left( \mu_i, \mathbf{T} \frac{\partial \chi_j}{\partial n} \right)_{\Gamma_{\text{open}}} - \frac{1}{k} \left( \mu_i, \mathbf{T} \frac{\partial \chi_j}{\partial n} \right)_{\Gamma_{\text{Stab}}}, \quad \text{if } i = 1, n_l, \quad j = 1, n_s, \tag{12d}
\]

\[
[H]_{ij} = - \frac{1}{k} \left( \mu_j, \mathbf{T} \frac{\partial \chi_i}{\partial n} \right)_{\Gamma_{\text{open}}} + \frac{1}{k} \left( \mu_j, \mathbf{T} \frac{\partial \chi_i}{\partial n} \right)_{\Gamma_{\text{Stab}}} - \frac{1}{k} \left( \mu_i, \mathbf{T} \frac{\partial \chi_j}{\partial n} \right)_{\Gamma_{\text{open}}} + \frac{1}{k} \left( \mu_i, \mathbf{T} \frac{\partial \chi_j}{\partial n} \right)_{\Gamma_{\text{Stab}}}, \quad \text{if } i = 1, n_s, \quad j = 1, n_l, \tag{12e}
\]

\[
[Q_2]_{ij} = \frac{1}{\Delta t} \left( \chi_i, \mathbf{\nabla} \mathbf{\eta}_j \right)_{\Gamma_{\text{open}}} - \frac{\partial \left( \chi_i, p^0 \right)_{\Gamma_{\text{open}}}}{\partial u_j} + \frac{\partial \left( \chi_i, p^0 \right)_{\Gamma_{\text{open}}}}{\partial u_j} - \frac{\partial \left( \left( F_{\text{f}}(\chi_i) \right) \right)}{\partial u_j}, \quad \text{if } i = 1, n_p, \quad j = 1, n_s, \tag{12f}
\]

\[
[T]_{ij} = \frac{\partial \left( \chi_i, p^0 \right)_{\Gamma_{\text{open}}}}{\partial p_j} + \frac{1}{\Delta t} J_{\text{f}} \left( \chi_i, \chi_j \right)_{\Gamma_{\text{f}}}, \quad \text{if } i = 1, n_p, \quad j = 1, n_p. \tag{12g}
\]

The partial derivatives appearing in (12) are reported in [40, Appendix A].

2.2. Linear system

We focus our attention on the linear system solution and the design of robust, scalable and efficient preconditioners for the $3 \times 3$ block matrix of equation (11). The global matrix $J$ is large, sparse, and non-symmetric, with properties that change with the evolution of the stick/slip/open regions in the fracture network. A representative evolution of the non-zero pattern of $J$ during a full simulation is shown in Figure 2. The features that follow are worth summarizing.

1. The first block row of $J$ includes the contributions arising from the linear momentum balance of the 3D domain $\Omega$. All the submatrices do not depend on the fracture state and can be assembled once at the beginning of the whole simulation if an elastic constitutive law is used. In particular, $A$ is the classical symmetric positive definite (SPD) elastic stiffness matrix, while $C_1$ and $Q_1$ are tall rectangular blocks collecting a surface measure of the fracture transfer and transferring tractions and pressures to the 3D body as applied forces.

2. In the second block row of $J$, $C_2$ varies as the stick/slip/open fracture regions evolve through the active-set algorithm, in both the entry values and the non-zero pattern (Figure 2). If all the fracture elements are in stick mode, we have that $C_2 = C_2^T$, otherwise the frictional law derivatives appear and $C_2 \neq C_2^T$.

3. When all fractures belong to the stick region, $H$ is the symmetric positive semidefinite (SPSD) stabilization matrix. In case of sliding, non-symmetric diagonal $2 \times 2$ blocks arise, one for each traction component along the local tangential direction to the fracture surface. In the open regions the rows of $H$ have a single non-zero entry in the main diagonal, with no contribution from the stabilization term (Figure 2). In any case, $H$ is singular and cannot be regularly inverted.

4. The third block row of $J$ includes the contributions arising from the fluid mass balance on the fracture network. The coupling between fluid flow and fracture mechanics is controlled by $Q_2$. In particular, when all fracture elements are in stick mode, $Q_2 = 0$ and $J$ is reducible with a $2 \times 2$ symmetric saddle-point matrix as leading block. Otherwise, contributions from the flux derivative with respect to the displacements appear, i.e., $Q_2$ entries depend on the current pressure solution
(Figure 2). By distinction with $C^1_T$ and $C_2$, there is no simple relationship between $Q^T_1$ and $Q_2$, in both the entry values and the non-zero pattern. Denoting with $\Psi$ the matrix-to-matrix operator returning a zero row if the corresponding element index belongs to $\Gamma_{\text{stick}} \cup \Gamma_{\text{slip}}$ and the original row if the element index belongs to $\Gamma_{\text{open}}$, $Q_2$ can be written as:

$$Q_2 = -\frac{\Psi(Q^T_1)}{\Delta t} + F_u,$$

where $F_u$ collects the contributions from the flux derivatives with respect to the displacements.

From the observations above, it appears that matrix $J$ changes nature with the evolution of the fracture conditions, moving from a reducible matrix with a symmetric saddle-point leading block to a general non-symmetric and indefinite matrix. The objective of our work is to define a unique preconditioning framework ensuring robustness, scalability and computational efficiency for any working situation.

3. Preconditioning framework

A preconditioner $M^{-1}$ of $J$ is a non-singular operator whose application to a vector resembles as much as possible the action of $J^{-1}$. The exact application of $J^{-1}$ to some vector $w \in \mathbb{R}^{n_u+n_t+n_p}$ provides the vector $v \in \mathbb{R}^{n_u+n_t+n_p}$ such that:

$$\begin{cases}
A v_u + C_1 v_t + Q_1 v_p &= w_u, \\
C_2 v_u - H v_t &= w_t, \\
Q_2 v_u + T v_p &= w_p,
\end{cases}$$

with $v_u, w_u \in \mathbb{R}^{n_u}$, $v_t, w_t \in \mathbb{R}^{n_t}$, and $v_p, w_p \in \mathbb{R}^{n_p}$ natural subvectors of $v, w$, respectively. The objective is to approximate the solution to the multi-physics system (14) by exploiting the physics-based variable partitioning. The system is first reduced to a single-physics problem, and then prolonged back to the full multi-physics space. According to the selected sequence of reductions, different algorithms may arise.

3.1. Method no. 1: t-p-u approach

Traction and pressure variables live on the fractures and are mutually decoupled independently on the stick/slip/open region partitioning. Therefore, it is natural to exploit this condition and perform a simultaneous reduction of both variable sets onto the displacement space. This corresponds to compute $v_t$ and $v_p$ from the second and third equation of (14), respectively, and introduce them in the first equation, thus eliminating both physics from the equilibrium equation. Recall, however, that $H$ is singular, so a
regular surrogate is needed. A block diagonal approximation can be used instead, where each block is the \(3 \times 3\) local stabilization matrix computed for each fracture element. Denoting with \(\tilde{H}\) such a block-diagonal approximation, we have:

\[
\begin{align*}
\mathbf{v}_t &\approx -\tilde{H}^{-1}(\mathbf{w}_t - C_2 \mathbf{v}_u), \\
\mathbf{v}_p &= T^{-1}(\mathbf{w}_p - Q_2 \mathbf{v}_u).
\end{align*}
\]

With (15a) and (15b), the first equation of (14) becomes:

\[
(A + C_1 \tilde{H}^{-1} C_2 - Q_1 T^{-1} Q_2) \mathbf{v}_u \approx \mathbf{w}_u + C_1 \tilde{H}^{-1} \mathbf{w}_t - Q_1 T^{-1} \mathbf{w}_p,
\]

which is a single-physics equilibrium equation on the 3D domain where the elimination of fracture tractions and pressures introduces fictitious stiffness contributions. The matrix at the left-hand side of (16) is the Schur complement \(S\):

\[
S = A + C_1 \tilde{H}^{-1} C_2 - Q_1 T^{-1} Q_2.
\]

Solution to (16) provides \(\mathbf{v}_u\), which, introduced into equations (15), yields the final vector \(\mathbf{v}\). The multi-physics reduction order performed in this case is traction-pressure-displacement (t-p-u) and is schematically summarized in Figure 3.

From an algebraic viewpoint, the preconditioning operator \(M_{1}^{-1}\) arising from the t-p-u approach can be written as an inexact block LDU factorization of \(\mathcal{J}\). Using the permutation matrix \(Q_i\):

\[
Q_i = \begin{bmatrix} 0 & I_r & 0 \\ 0 & 0 & I_r \\ L_r & 0 & 0 \end{bmatrix},
\]

Figure 3: Schematic representation of the multi-physics reduction preconditioning framework: t-p-u (left) and t-u-p (right) approach.
Proof. Recalling equations (19) and (22) and introducing the error matrices (23), the preconditioned matrix with the t-p-u approach reads:

\[
\mathcal{M}_1^T \mathcal{Q}_1 \mathcal{J} \mathcal{Q}_1^T = \mathcal{L}_1 \mathcal{D}_1 \mathcal{J} \mathcal{U}_1.
\]

with:

\[
\mathcal{L}_1 = \begin{bmatrix} I & 0 & 0 \\ 0 & I_p & 0 \\ -C_1 \tilde{H}^{-1} & Q_1 T^{-1} I_w \end{bmatrix}, \quad \mathcal{D}_1 = \begin{bmatrix} -\tilde{H} & 0 & 0 \\ 0 & T & 0 \\ 0 & 0 & \tilde{S} \end{bmatrix}, \quad \text{and} \quad \mathcal{U}_1 = \begin{bmatrix} I & 0 & -\tilde{H}^{-1} C_2 \\ I_p & T^{-1} Q_1 & 0 \\ 0 & 0 & I_u \end{bmatrix}.
\]

Hence, the final algebraic expression of Proposition 3.1 is:

\[
\mathcal{M}_1^T = \begin{bmatrix} I & 0 & \tilde{H}^{-1} C_1 \\ 0 & I_p & -T^{-1} Q_1 \\ 0 & 0 & I_w \end{bmatrix} \begin{bmatrix} -\tilde{H} & 0 & 0 \\ 0 & T^{-1} & 0 \\ 0 & 0 & \tilde{S}^{-1} \end{bmatrix} \begin{bmatrix} I & 0 & 0 \\ 0 & I_p & 0 \\ -C_1 \tilde{H}^{-1} & -Q_1 T^{-1} & I_u \end{bmatrix}.
\]

Remark 1. The multi-physics reduction approach proposed herein can be equivalently recast in other ways as well. Since we use a twofold approximation for $T^{-1}$, i.e., exact in $\mathcal{L}_1$, $\mathcal{U}_1$ and inexact in $\mathcal{S}_1$, $\mathcal{M}_1^T$ can be regarded as a member of the mixed constraint preconditioner class [96–98]. Similarly, the upper and lower block triangular factors in (22) play the role of decoupling operators for the original multi-physics problem and are the outcome of the general-purpose algebraic procedure defined in [99]. Finally, $\mathcal{M}_1^T$ can be also regarded as an example of application in a $3 \times 3$ block non-symmetric context of the multigrid reduction framework [100, 101], where fracture and body variables play the role of fine and coarse nodes, respectively, and $\tilde{H}$ replaces $H$ in matrix $\mathcal{J}$.

Let us introduce the matrices:

\[
E_H = I - \tilde{H}^{-1} H, \quad E_S = I - \tilde{S}^{-1} S,
\]

which can be regarded as a matrix measure of the quality of the approximations $\tilde{H}$ and $\tilde{S}$ introduced in $\mathcal{M}_1^T$. The following result holds.

Proposition 3.1. The eigenvalues $\lambda_1 \in \mathbb{C}$ of the preconditioned matrix with the t-p-u approach are either 1, with multiplicity $n_p$, or such that:

\[
|\lambda_1 - 1| \leq (1 + \zeta) \max\{\|E_H\|, \|E_S\|\},
\]

with $\epsilon_H = \|E_H\|$, $\epsilon_S = \|E_S\|$, $\zeta = \|Z\|$ and

\[
Z = \begin{bmatrix} \tilde{H}^{-1} C_2 \tilde{S}^{-1} C_1 \\ \tilde{S}^{-1} C_1 \tilde{H}^{-1} C_2 \\ 0 \end{bmatrix}
\]

for any compatible matrix norm.

Proof. Recalling equations (19) and (22) and introducing the error matrices (23), the preconditioned matrix with the t-p-u approach reads:

\[
\mathcal{M}_1^T \mathcal{Q}_1 \mathcal{J} \mathcal{Q}_1^T = \begin{bmatrix} I + (\tilde{H}^{-1} C_2 \tilde{S}^{-1} C_1 - I) E_H & 0 & -\tilde{H}^{-1} C_1 E_S \\ -T^{-1} Q_1 \tilde{S}^{-1} C_1 E_H & I_p & T^{-1} Q_1 E_S \\ \tilde{S}^{-1} C_1 E_H & 0 & I_u - E_S \end{bmatrix}.
\]
which has \( n_p \) unitary eigenvalues. The remaining \( n_t + n_u \) eigenvalues are those of the matrix \( \mathcal{H} \) obtained by dropping the second block row and column from (26):

\[
\mathcal{H} = I_{n_u} + (\mathcal{Z} - I_{n_u}) E_{\mathcal{I}},
\]

with \( I_{n_u} \) the identity matrix of order \( n_t + n_u \) and \( E_{\mathcal{I}} \):

\[
E_{\mathcal{I}} = \begin{bmatrix}
E_{tt} & 0 \\
0 & E_{ss}
\end{bmatrix}.
\]

(28)

The eigenvalues of \( \mathcal{H} \) satisfy the bound (24), thus closing the proof. □

**Remark 2.** Proposition 3.1 shows that the distance of \( \tilde{H}^{-1} \mathcal{H} \) from the identity and the approximation quality of \( \tilde{S}^{-1} \) are key factors for the overall performance of \( \mathcal{M}_1^{-1} \). While \( \tilde{H} \) is fixed, notice, however, that \( \tilde{S} \) of equation (18) has algebraic properties that change with the fracture state and the evolution of the stick/slip/open regions throughout the active-set algorithm. In stick mode, the contribution \( C_1 \tilde{H}^{-1} C_2 \) is symmetric positive semidefinite and \( Q_2 = 0 \). Hence, \( \tilde{S} \) is SPD. Also in slip mode the contribution \( C_1 \tilde{H}^{-1} C_2 \) is positive definite and \( Q_2 = 0 \), so \( \tilde{S} \) remains positive definite, though slightly non-symmetric. With open elements, however, \( Q_2 \) depends on the current pressure solution and no theoretical considerations can be made in general. In these conditions, \( \tilde{S} \) is an indefinite non-symmetric matrix.

### 3.2. Method no. 2: t-u-p approach

An alternative multi-physics reduction sequence relies on the scheme sketched in the rightmost panel of Figure 3. Introducing the traction variables (15a) into the first equation of system (14) yields:

\[
(A + C_1 \tilde{H}^{-1} C_2) v_u + Q_1 v_p = w_u + C_1 \tilde{H}^{-1} w_t,
\]

(29)

where the matrix:

\[
S_1 = A + C_1 \tilde{H}^{-1} C_2
\]

(30)

is the first-level Schur complement. From a physical viewpoint, \( S_1 \) is an elasticity matrix with fictitious stiffness contributions arising along the fractures from the traction elimination. Then, a second reduction is needed by computing \( v_u \) from (29) and introducing it in the third equation of (14):

\[
(T - Q_2 S_1^{-1} Q_1) v_p = w_p - Q_2 S_1^{-1} (w_u + C_1 \tilde{H}^{-1} w_t).
\]

(31)

The matrix at the left-hand side of equation (31) is the second-level Schur complement:

\[
S_2 = T - Q_2 S_1^{-1} Q_1,
\]

(32)

which, from a physical point of view, represents a modified transmissibility matrix including the effect of the stiffness of the 3D medium surrounding the fractures. Hence, the multi-physics reduction order is traction-displacement-pressure (t-u-p).

The computation of \( S_1 \) can be performed exactly, but its inverse has to be approximated. Since its nature is the same as that of \( S \) of equation (17), we can effectively use an AMG operator, such as GAMG. We denote with \( S_1^{-1} \) the operator that approximately applies \( S_1^{-1} \). By distinction, \( S_2 \) cannot be computed exactly. Recalling the physical interpretation of \( T \) and \( S_1 \), we can approximate the contribution \( Q_2 S_1^{-1} Q_1 \) by the diagonal fixed-stress matrix introduced as a preconditioner in [102, 103]. Denoting by \( S_k \) such a matrix, we approximate \( S_2 \) as:

\[
S_2 \simeq S_2 = T - S_k,
\]

(33)

where the diagonal entries of \( S_k \) are:

\[
[S_k]_k = \left[ \frac{\Omega_k}{K_k} \right], \quad k = 1, \ldots, n_p.
\]

(34)

with \( |\Omega_k| \) a measure of the volume of the cells surrounding the \( k \)-th fracture element and \( K_k \) an estimate of the associated bulk modulus.

**Remark 3.** The computation of \( |\Omega_k| \) and \( K_k \) in equation (34) can be carried out using the information arising from the discretization grid and the material properties. A more general algebraic strategy, however, can be implemented by following the ideas sketched in [103]. Recalling the definitions of \( Q_1 \) and \( Q_2 \), provided in (12c) and (12), respectively, it can be observed that the \( k \)-th column \( Q_{1k}^{(2)} \) of \( Q_1 \) and the \( k \)-th row \( Q_{2k}^{(1)} \) of \( Q_2 \), \( k = 1, \ldots, n_p \), are sparse vectors with non-zero entries only in a small number of components corresponding to the indices of the degrees of freedom associated to some nodes of the 3D cells surrounding the \( k \)-th 2D fracture element. Let us denote with \( K_1^{(2)} \) and \( K_2^{(1)} \) the subsets of \( \mathcal{K} = \{1, \ldots, n_s\} \subset \mathbb{N} \) containing the indices of the non-zero components of
\( Q_1^{(i)} \) and \( Q_2^{(i,T)} \), respectively. In general, \( \mathcal{K}_1^{(i)} \neq \mathcal{K}_2^{(i)} \), with \( \mathcal{K}_2^{(i)} \) possibly being the empty set. Setting \( \mathcal{K}^{(i)} = \mathcal{K}_1^{(i)} \cup \mathcal{K}_2^{(i)} \), we define \( R^{(i)} \) as the restriction operator from \( \mathbb{R}^{\nu_0} \) to \( \mathbb{R}^{\nu_1} \) such that:

\[
S_1^{(i)} = R^{(i)} S_1^{(i)} R^{(i)}
\]

is the sub-matrix of \( S_1 \) made by the entries lying in the rows and columns with indices in \( \mathcal{K}^{(i)} \). Since \( S_1^{(i)} \) is a diagonal block of an SPD matrix, it is non-singular and can be regularly inverted. The \( k \)-th diagonal entry of \( S_k^{(i)} \) can be therefore computed as:

\[
[S_k]_k = Q_2^{(i,T)} S_1^{(i-1)} Q_1^{(i)} , \quad k = 1, \ldots, n_p ,
\]

which provides a fully algebraic interpretation of the classical fixed-stress contribution (34).

The construction and application of the resulting preconditioning operator \( M_2^{-1} \) with the t-u-p approach is summarized in Algorithms 3.3 and 3.4. The FS(\( Q_2, S_1, Q_1 \)) operator gives the diagonal matrix \( S_1 \) with entries computed as in equation (36). Since \( n_u \) is generally significantly larger than \( n_t \) and \( n_p \), the cost for applying the exact inverse of \( \tilde{H} \) and \( \tilde{S}_2 \) is negligible with respect to the AMG algorithm for \( \tilde{S}_1^{-1} \). Therefore, the cost per iteration for the \( M_2^{-1} \) application is roughly two AMG calls, i.e., twice that of \( M_1^{-1} \).

**Algorithm 3.3 Preconditioner Construction: t-u-p approach \([\tilde{H}, S_1, \tilde{S}_2] = \text{cpt}_\text{tup}(\mathcal{J})\).**

1. \( \tilde{H} = \text{Bdiag}(H, 3) \);
2. \( S_1 = A + C_1 \tilde{H}^{-1} C_2 \);
3. \( \tilde{S}_2 = T - \text{FS}(Q_2, S_1, Q_1) \);

**Algorithm 3.4 Preconditioner Application: t-u-p approach \([v_u, v_t, v_p] = \text{app}_\text{tup}(\mathcal{J}, \tilde{H}, S_1, \tilde{S}_2, w_u, w_t, w_p)\).**

1. \( t_t = \tilde{H}^{-1} w_t \);
2. \( t_u = w_u + C_1 t_t \);
3. \( s_u = \text{AMG}(S_1, t_u) \);
4. \( t_p = w_p - Q_2 s_u \);
5. \( v_p = \tilde{S}_2^{-1} t_p \);
6. \( s_t = Q_1 v_p \);
7. \( v_u = \text{AMG}(S_1, t_u) \);
8. \( v_p \leftarrow s_u - v_u \);
9. \( s_t = C_2 v_u \);
10. \( v_t = -t_t + \tilde{H}^{-1} s_t \);

Similarly to the t-p-u approach, the preconditioning operator \( M_2^{-1} \) can be written as an inexact block LDU factorization of \( \mathcal{J} \). With the permutation matrix \( Q_2 \):

\[
Q_2 = \begin{bmatrix} 0 & I & 0 \\ I & 0 & 0 \\ 0 & 0 & I_p \end{bmatrix}
\]

the block LDU factorization reads:

\[
Q_2 \mathcal{J} Q_2^T \simeq L_2 D_2 U_2 ,
\]

with:

\[
L_2 = \begin{bmatrix} I_t & 0 & 0 \\ -C_1 \tilde{H}^{-1} & I_u & 0 \\ 0 & \tilde{S}_2^{-1} & I_p \end{bmatrix} , \quad D_2 = \begin{bmatrix} -\tilde{H} & 0 & 0 \\ 0 & S_1 & 0 \\ 0 & 0 & S_2 \end{bmatrix} \quad \text{and} \quad U_2 = \begin{bmatrix} I_t & -\tilde{H}^{-1} C_2 & 0 \\ 0 & I_u & \tilde{S}_1^{-1} Q_1 \\ 0 & 0 & I_p \end{bmatrix} .
\]

The final algebraic expression of \( M_2^{-1} \) is therefore:

\[
M_2^{-1} = \begin{bmatrix} I_t & \tilde{H}^{-1} C_2 & -\tilde{H}^{-1} C_2 \tilde{S}_1^{-1} Q_1 \\ 0 & I_u & -\tilde{S}_1^{-1} Q_1 \\ 0 & 0 & I_p \end{bmatrix} \begin{bmatrix} I_t & 0 & 0 \\ -\tilde{H}^{-1} C_2 & I_u & 0 \\ -\tilde{S}_1^{-1} Q_1 & 0 & I_p \end{bmatrix} .
\]
Remark 4. Like the t-p-u approach, also $M_{1}^{-1}$ can be equivalently recast in other ways. For instance, it can be viewed again as a mixed constraint preconditioner applied to the matrix:

$$J = \begin{bmatrix} A & B_1 \\ B_2 & T \end{bmatrix} , \quad \text{with} \quad A = \begin{bmatrix} H & C_1 \\ C_1^T & A \end{bmatrix} , \quad B_1 = \begin{bmatrix} 0 & Q \end{bmatrix} , \quad B_2 = \begin{bmatrix} 0 & Q_2 \end{bmatrix} ,$$

(41)

where the inverse of the leading block $A$ is approximated by an inner inexact constraint preconditioner [104, 105]. Alternatively, $M_{1}^{-1}$ can be regarded as a double application of the multigrid reduction framework: (i) to matrix $A$ with $H$ instead of $H$, and (ii) to matrix $S$:

$$S = \begin{bmatrix} S_1 & Q_1 \\ Q_2 & T \end{bmatrix} .$$

(42)

Let us introduce the matrices:

$$E_{S_1} = I_s - \bar{S}_1^{-1}S_1 ,$$

(43a)

$$E_{S_2} = I_p - \bar{S}_2^{-1}S_2 .$$

(43b)

where $\bar{S}_2 = T - Q_2\bar{S}_1^{-1}Q_1$. Along with $E_{H}$ already introduced in equation (23a), $E_{S_1}$ and $E_{S_2}$ are matrix measures of the quality of the approximations $\bar{S}_1$ and $\bar{S}_2$ introduced in $M_{1}^{-1}$. The following result holds.

**Proposition 3.2.** The eigenvalues $\lambda_2 \in \mathbb{C}$ of the preconditioned matrix with the t-p-u approach are such that:

$$|\lambda_2 - 1| \leq (1 + \gamma)\max\{e_{H}, e_{S_1}, e_{S_2}\} ,$$

(44)

with $e_{H} = \|E_{H}\|$, $e_{S_1} = \|E_{S_1}\|$, $e_{S_2} = \|E_{S_2}\|$, $\gamma = \|G\|$ and

$$G = \begin{bmatrix} C_2H_I^QCI_{S} & -C_2H_I^QQ_1S_1 & C_2H_I^QG_1S_1 \\ H_I^QCI_2 & -Q_2SI_1 & Q_1S_1 \\ -Q_2SI_1 & Q_1S_1 & 0 \end{bmatrix} ,$$

(45)

$$C_{IS} = \bar{S}_1^{-1}C_1 , \quad C_{2I} = H^{-1}C_2 , \quad Q_{IS} = \bar{S}_1^{-1}Q_1 , \quad Q_{2I} = \bar{S}_2^{-1}Q_2 , \quad I_0 = I_s + Q_{1S}Q_{2S} .$$

(46)

for any compatible matrix norm.

**Proof.** Recalling equations (37) and (40) and introducing the error matrices (23a) and (43), the preconditioned matrix with the t-p-u approach reads:

$$M_{1}^{-1}Q_2JQ_2^T = \begin{bmatrix} I_s + [I_s + H^{-1}C_2(I_s + \bar{S}_1^{-1}Q_1\bar{S}_2^{-1}Q_2)\bar{S}_1^{-1}C_1]E_H & -H^{-1}C_2(I_s + \bar{S}_1^{-1}Q_1\bar{S}_2^{-1}Q_2)E_{S_1} & H^{-1}C_2\bar{S}_1^{-1}Q_1E_{S_2} \\ H^{-1}C_2(I_s + \bar{S}_1^{-1}Q_1\bar{S}_2^{-1}Q_2)E_H & I_s - (I_s + \bar{S}_1^{-1}Q_1\bar{S}_2^{-1}Q_2)E_{S_1} & \bar{S}_1^{-1}Q_1E_{S_2} \\ -\bar{S}_2^{-1}Q_2\bar{S}_1^{-1}C_1E_H & \bar{S}_2^{-1}Q_2\bar{S}_1^{-1}C_1E_H & I_p - E_{S_2} \end{bmatrix} .$$

(47)

By making use of the definitions (45) and (46), equation (47) can be re-written as:

$$M_{1}^{-1}Q_2JQ_2^T = I + (G - I)E_{2},$$

(48)

with:

$$I = \begin{bmatrix} I_s & 0 & 0 \\ 0 & I_p & 0 \\ 0 & 0 & I_p \end{bmatrix} , \quad E_{2} = \begin{bmatrix} E_H & 0 & 0 \\ 0 & E_{S_1} & 0 \\ 0 & 0 & E_{S_2} \end{bmatrix} .$$

(49)

The eigenvalues $\lambda_2$ of the matrix in equation (48) satisfy the bound (44), thus closing the proof. □

**Remark 5.** The outcome of Proposition 3.2 is very close to that of Proposition 3.1, so the two approaches are expected to behave similarly. However, with $M_{1}^{-1}$ an additional contribution to the error arises, $e_{S_2}$, and there is no guarantee that a cluster of eigenvalues is exactly 1. Moreover, as already observed, the cost for the $M_{1}^{-1}$ application is approximately twice that of $M_{2}^{-1}$. To decrease this cost of $M_{1}^{-1}$, one can apply an incomplete block factorization, i.e., only $D_{2}^{-1}L_{2}^{-1}$. The preconditioner $M_{2}^{-1}$ could behave similarly to the original block preconditioner $M_{1}^{-1}$, but almost halving the application cost.

**Remark 6.** As with the t-p-u approach, the Schur complements $S_{1}$ and $S_{2}$, equation (30) and (33), respectively, have algebraic properties that change with the fracture state and the evolution of the stick/slip/open partitioning. $S_{1}$ is symmetric in stick mode and non-symmetric otherwise, but in any case is positive definite. By distinction, $S_{2}$ is symmetric anyway, but can be indefinite with open fracture elements, because $Q_2$ depends on the current pressure solution and no a-priori considerations can be done.
Recalling equation (13), we have that the Schur complement $S$ of the t-p-u approach is linked to $S_1$ by:

$$S = S_1 + \frac{1}{\Delta t} Q_i \bar{T}^{-1} \Psi (Q_i^T) - Q_i \bar{T}^{-1} F_u. \quad (50)$$

The possible indefiniteness of $S$ is related to the contribution depending on matrix $F_u$. The second Schur complement $S_2$ reads:

$$S_2 = T + \frac{1}{\Delta t} \Psi (Q_i^T) \bar{S}_1^{-1} Q_1 - F_u \bar{S}_1^{-1} Q_1. \quad (51)$$

Again, the sum of the first two contributions is positive definite, while the indefiniteness arises from the term depending on $F_u$. There is no general indication on the actual probability of either $S$ or $S_2$ to become indefinite during a full simulation.

4. Numerical results

Three sets of numerical experiments are used to investigate the robustness, scalability and computational performance of the proposed preconditioning framework. The first set (Test 1) consists of a small size single-fracture problem and is used to analyze and compare the robustness of the t-p-u and t-u-p approaches. The second set (Test 2) simulates the behavior of a number of uniformly discretized fractures with the aim at investigating the weak scalability. Finally, we consider a large-size realistic application (Test 3), representing a tilted well in a hydraulic fracturing stimulation process, in order to verify the computational efficiency in a meaningful context.

In all test cases, a linearly increasing flow discharge $q_s$ is first injected in the fractures, with a maximum value of $5 \cdot 10^{-4} \text{m}^3\text{s}^{-1}$, and then extracted, following the time history depicted in Figure 4. The overall process covers $t_{\text{max}} = 6 \text{s}$ and is discretized into 12 uniform time steps ($\Delta t = 0.5 \text{s}$). The homogeneous rock material has Young’s modulus and Poisson’s ratio equal to $3 \cdot 10^3 \text{MPa}$ and $0.25$, respectively. The friction coefficient for the fractures is $0.577$, i.e., the friction angle $\theta$ is $30^\circ$, with the cohesion $c$ set to zero. According to [88], the initial conductivity value $C_{f,0}$ of equation (2) is equal to $10 \text{mD} \cdot \text{m} = 9.87 \cdot 10^{-15} \text{m}^2\cdot\text{m}$. On the corners of the fracture boundary $\partial \Gamma$, a constant zero pressure ($p_0 = 0 \text{MPa}$) is imposed.

For each time step, an outer loop (active-set strategy) is coupled with an inner loop (Newton’s method). Starting from the last converged stick/slip/open region partitioning, we iterate with Newton’s method until the 2-norm of the non-linear residual (8) is reduced by a factor $10^{-6}$. At convergence, a consistency check is carried out to verify the active/inactive status of each fracture element. If the initial stick/slip/open region partitioning has to be updated, another inner Newton’s loop is performed. At each Newton’s iteration, the system (11) is solved by a right-preconditioned full GMRES algorithm [106], initialized by the zero vector and stopped when the linear residual is reduced by a factor $10^{-8}$. Hence, for each entire simulation we consider the total number of iterations needed for the outer active-set strategy, $N_\ell$, the inner Newton’s loop, $N_N$, and the preconditioned GMRES method, $N_G$. The average GMRES iteration count for a single linear system is denoted by $N_{G,\text{avg}}$, with $N_{G,\text{min}}$ and $N_{G,\text{max}}$ the minimum and maximum value, respectively, required during the entire simulation.

4.1. Test 1: Robustness

The purpose of this test case is to verify the robustness of the proposed t-p-u and t-u-p approaches and highlight the main differences. A relatively small-size problem is set up, with a single 2-m long vertical fracture completely passing through the 3D
domain, which is a box with sizes 10 × 10 × 0.15 m (Figure 5). The top and bottom surfaces are fixed along the z-direction, while the vertical sides approximately parallel to the fracture are compressed by a uniform normal load $\sigma_0 = 100$ MPa. The out-of-plane displacement of the two remaining external surfaces of the 3D body is prevented. The computational grid consists of 2,944 nodes, 2,046 elements and 120 fracture elements, with the following number of unknowns: $n_u = 8,832$, $n_l = 360$, and $n_p = 120$.

We start the analysis by using nested direct methods to apply $S^{-1}$ in the t-p-u approach and $\tilde{S}_1^{-1}$ in the t-u-p approach. The performance obtained with this configuration can be viewed as the best potential outcome with regard to the average number of linear iterations $\bar{N}_G$. The result is reported in the upper rows of Table 1. The two approaches behave quite similarly as far as $\bar{N}_G$ is concerned. The very small average number of GMRES iterations to converge confirms that the approximations introduced in the construction of $H$, $\tilde{S}$ and $\tilde{S}_2$ are pretty much acceptable. Recall, however, that the t-u-p application cost per iteration is roughly twice that of t-p-u, so that the first approach appears to guarantee an overall better computational performance.

This result can significantly change when AMG solvers are introduced instead of inner direct methods, as it is in practice mandatory for large-size real-world simulations. The values of $\bar{N}_G$ for each time step, $N_G$ and $N_N$ are provided in the lower rows of Table 1. It can be noticed that again the reported values are almost the same for the two approaches in the first six simulation steps. Notice that the significant increase of $\bar{N}_G$ with respect to the use of nested direct solvers is mainly due to the bad elemental aspect ratio, which is as small as $\sim 10^{-2}$, used to create this test case. Such a distorted grid negatively affects the conditioning of $\tilde{S}$ and $S_1$, which the AMG inner preconditioner is not able to fully address. The main difference is met at the seventh time step, where GMRES convergence cannot be achieved with the t-p-u approach. Although the t-p-u reduction method is generally more efficient than t-u-p, it appears to be less robust in some configurations of the stick/slip/open fracture regions. Similar behaviors have also been observed with other numerical experiments as well.

The reason for such an outcome stems from the algebraic properties of the (approximate) Schur complement matrices, $\tilde{S}$ in the t-p-u approach and $S_1^{-1}\tilde{S}_2$ in the t-u-p approach, arising at the seventh time step of the simulation. To this aim, we analyze the eigenvalue distributions of such matrices (Figure 6). With the current stick/slip/open region configuration, $\tilde{S}$ turns out to be non-symmetric and one eigenvalue with a negative real part arises. Notice also the large ratio between the maximum and minimum eigenvalue modulus (Table 2). In this condition, the AMG method used to approximate the application of $S^{-1}$ loses its theoretical properties and is no longer effective. Replacing AMG with another indefinite inner preconditioner for $\tilde{S}$, such as an incomplete LU factorization with partial fill-in, can fix this issue, at the cost of losing the method scalability. By distinction, with the t-u-p approach we have the theoretical guarantee that the first-level Schur complement $S_1$ is positive definite independently on the fracture condition. As it can be seen from Figure 6 and Table 2, here AMG appears to work quite effectively despite the conditioning of $S_1$ is the same as $\tilde{S}$. The second-level Schur complement $\tilde{S}_2$ is symmetric by construction, but can be indefinite. In this case, $\tilde{S}_2$ turns out to be still positive definite, but in any case its inversion by a nested direct solver would ensure an effective preconditioner behavior.

On summary, we can conclude that the t-p-u approach can be computationally more efficient than t-u-p. However, it may
Figure 6: Test 1: Eigenvalue distribution in the complex plane for $\tilde{S}, S_1$ and $\tilde{S}_2$ at the seventh time step. For $\tilde{S}$ a zoom around zero in arithmetic scale is also reported.

| $\tilde{S}$  | | $\lambda_{\max}$ | | | $\lambda_{\min}$ | | $|\lambda_{\max}|/|\lambda_{\min}|$ |
|-------------|-------------|------------------|-------------|-------------|------------------|-------------|------------------|
| $\tilde{S}$  | $n_w = 8832$ | $2.52 \cdot 10^5$ | $2.56 \cdot 10^{-1}$ | | $9.88 \cdot 10^5$ |
| $S_1$       | $n_w = 8832$ | $2.52 \cdot 10^5$ | $2.56 \cdot 10^{-1}$ | | $9.88 \cdot 10^5$ |
| $\tilde{S}_2$ | $n_p = 120$  | $7.74 \cdot 10^{-1}$ | $1.01 \cdot 10^{-4}$ | | $7.66 \cdot 10^3$ |

Table 2: Test 1: Maximum and minimum eigenvalue modulus for $\tilde{S}, S_1$ and $\tilde{S}_2$ at the seventh time step.
lack of robustness in large problems whenever the stick/slip/open region partitioning in a full simulation gives rise to an indefinite matrix $\tilde{S}$. The t-u-p approach, though more expensive, is also much more robust, because it concentrates the source of the possible numerical issues into $\tilde{S}_2$, which is a symmetric matrix with a 2D graph connection that can be effectively addressed by a nested direct solver. For this reason, the t-u-p approach is to be preferred in a full simulation, where unpredictable fracture configurations may arise. Therefore, in the next numerical experiments we will focus on t-u-p approach alone.

4.2. Test 2: Weak scalability

To investigate the weak scalability of the proposed algorithm, we first consider the test case shown in Figure 7 (Test 2a), consisting of a unitary cube with four vertical fractures. Fluid injection and extraction is prescribed at the center of each fracture, simulating the action of a horizontal well. The external faces parallel to the fractures are subjected to a compressive constant load ($\sigma_0 = 10$ MPa), while the displacement on the other boundary faces is prevented. The pressure solution on the fracture surfaces at time $t = 3$ s, i.e., at the maximum fluid injection rate, is also shown in Figure 7.

Two uniform grid refinements are considered, with the linear elemental size varying from $h = 0.04$ m to $h = 0.02$ m. The number of unknowns for the coarse and fine discretization is listed in Table 3. The overall performance of the non-linear solution algorithm is reported in Table 4, where the number of: (i) steps of the active-set algorithm, and (ii) iterations of the inner Newton’s loop, are reported for every simulation time for both the coarse and fine discretization. The top panel of Figure 8 graphically summarizes the same pieces of information.

The simulation is built so that all operating modes are experimented along the fracture surfaces. At the beginning, all elements are in stick conditions, then the slip and open regions progressively increase until $t = 3$ s, where almost all fractures are open. Starting from $t = 3.5$ s, the elements start to close again until they return to the initial condition at $t = 6$ s. When a large number of fracture elements belongs to either the slip or the open region, the non-linear problem is more difficult and requires more active-set steps and inner Newton’s iterations to converge. Quite intuitively, a larger number of fracture elements should require more non-linear iterations, as it can be appreciated in Table 4. The coarse mesh totals $N_t = 20$ and $N_p = 75$, while the fine mesh requires $N_t = 35$ and $N_p = 154$. By distinction, the linear solver performance is practically unaffected by the mesh refinement. The bottom panel of Figure 8 and Table 5 show the number of GMRES iterations $N_G$ at every Jacobian system solution and the average value $\bar{N}_G$ for each time step, respectively. Notice that the linear iteration count tends to increase when the non-linear problem is more difficult, i.e., around $t = 3$ s. This is due to the different space and time refining indeed, while the space discretization is halved, the time discretization remains the same between the coarse and fine grids, and the coupling among the different physical processes involved in the simulation changes. However, the proposed solution method appears to be fully scalable with respect to the grid size.

|         | coarse | fine   |
|---------|--------|--------|
| $n_u$   | 55,080 | 408,045|
| $n_t$   | 2,700  | 10,800 |
| $n_p$   | 900    | 3,600  |
| total   | 58,680 | 422,445|

Table 3: Test 2a: Problem size for the coarse and fine mesh.
Table 4: Test 2a: Newton’s iterations $N_N$ for each simulation time and active-set step $\ell$ for the coarse (top rows) and the fine mesh (bottom rows). * means that Newton’s scheme does not converge and starting from a completely closed configuration is required.

|     | 0.5 | 1.0 | 1.5 | 2.0 | 2.5 | 3.0 | 3.5 | 4.0 | 4.5 | 5.0 | 5.5 | 6.0 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| coarse | 1   | 5   | 4  | 5  | 5  | 5  | 5  | 2  | 2  | 2  | 2  | 2   |
|       | 2   | 5   | 4  | 5  | 5  | 5  | 2  | 2  | 2  | 2  | 2  | 2   |
|       | 3   | 3   | 5  | 5  | 5  | 5  | 2  | 2  | 2  | 2  | 2  | 2   |
| fine  | 1   | 2   | 6  | 6  | 5  | 7  | 6  | 6  | 6  | 3  | 2  | 2   |
|       | 2   | 5   | 5  | 5  | 6  | 7  | 6  | 5  | 5  | 2  | 2  | 2   |
|       | 3   | 4   | 4  | 4  | 5  | 5  | 5  | 5  | 5  | 5  | 5  | 5   |
|       | 4   | 4   | 3  | 4  | 5  | 4  | 4  | 4  | 4  | 4  | 4  | 4   |
|       | 5   |     |    |    |    |    |    |    |    |    |    |    |

Figure 8: Test 2a: Non-linear convergence profiles (a) and number of linear iterations for each Jacobian system solution.

Table 5: Test 2a: Average number of linear iterations $N_G$ for the coarse and fine mesh.

| $\ell$ [s] | 0.5 | 1.0 | 1.5 | 2.0 | 2.5 | 3.0 | 3.5 | 4.0 | 4.5 | 5.0 | 5.5 | 6.0 |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| coarse     | 17.0| 17.0| 17.0| 16.8| 21.2| 21.3| 28.8| 18.3| 18.0| 17.0| 17.0| 17.0 |
| fine       | 18.0| 17.0| 15.5| 16.9| 18.2| 25.1| 32.5| 20.4| 15.4| 18.0| 17.0| 17.0 |
The investigated problem couples embedded 2D structures, i.e., the fractures, with the variables living in 3D domain. Therefore, a progressive grid refinement changes also the relative size of the blocks appearing in the Jacobian matrix $J$, thus potentially modifying the overall problem conditioning. To analyze the behavior of the proposed algorithm with different 2D-to-3D ratios, i.e., the value of $(n_t + n_p)$ with respect to $n_u$, a second test case is introduced (Test 2b) consisting of a unitary cube with 7 vertical fractures (Figure 9). The model has been regularly refined six times, with the mesh size varying from $h = 0.1$ m to $h = 0.0167$ m.

The number of unknowns for each refinement level, along with the percentage of 3D and 2D variables with respect to the total, is listed in Table 6. As with Test 2a, fluid injection and extraction is prescribed at the center of each fracture simulating the action of a horizontal well. The external faces parallel to the fractures are subjected to a compressive constant load ($\sigma_0 = 10$ MPa), while the displacement on the other boundary faces is prevented. Figure 9 also shows the pressure solution at $t = 3$ s.

Observe that after six refinements the size of the 2D blocks decreases from 21.7% to 6.1% only of the overall size of $J$. Moreover, even with the last refinement level, which totals more than 750,000 unknowns, the size of $\tilde{S}_2$ is around 11,500, thus fully justifying the use of a nested direct solver. As already observed in Test 2a, it is expected that the overall number of non-linear iterations, i.e., $N_\ell$ and $N_N$, increases as the grid is progressively refined. This is observed in Figure 10a, which provides the relative variation of $N_\ell$ and $N_N$ with respect to the outcome obtained with the coarsest grid. Figure 10b provides the average, maximum and minimum number of GMRES iterations required by the linear solver. The average value is practically constant around 17 iterations, with the oscillations between the maximum and minimum iteration count comprised between 22 and 13. Hence, a very stable behavior of the proposed algorithm is obtained also changing the relative size of the matrix blocks in $J$.

### 4.3 Test 3: Computational efficiency

Finally, the performance of the proposed preconditioning framework is verified in a realistic application. We consider a test case simulating a tilted well that intersects several fractures. The problem reproduces the situation met in real-world applications of hydraulic fracturing stimulation. The well inclination is -15° with respect to the horizontal plane. The model analyzes the dynamics of 9 fractures located along the well in a $5.0 \times 1.6 \times 2.3$ m³ box. The fractures have the same size, but different relative positions with respect to the well, i.e., the well does not intersect all of them at the same location. The domain undergoes a compressive load parallel to the fractures ($\sigma_0 = 10$ MPa), while displacements are prevented on the other boundary faces. The pressure at the four corners of every fractures is set to 0. The model totals 342,642 nodes and 5,184 fracture elements, corresponding to $n_u = 1,027,926$, $n_t = 15,552$, $n_p = 5,184$, and an overall system size of 1,048,662 unknowns. The problem turns out to be
particularly challenging because of the grid distortion and the different stick/slip/open region partitioning simultaneously obtained in each fracture. An example of the pressure solution obtained at $t = 3.5 \, \text{s}$ is reported in Figure 11a.

The overall non-linear simulation is very demanding, with several active-set steps and restarts for the inner Newton’s loop. The performance of the non-linear solution algorithm is summarized in Table 7, which provides the active-set steps and Newton’s loop iterations at every simulation time. The irregular and non-uniform behavior of the different fractures causes convergence difficulties at almost every time-step, with an overall number of active-set steps and Newton’s iterations equal to $N_e = 49$ and $N_N = 238$. The full simulation, run on a single node of a small cluster equipped with 16 Intel(R) Xeon(R) Gold 6130 @ 2.10GHz CPU and 6 TB of RAM, requires a total CPU time of 6472.5 s.

Despite the challenges posed by the overall simulation, the performance of the linear solver proves very stable and efficient. The average number of GMRES iterations is reported in Table 7 for each simulation time. Over the entire simulation, we have $\overline{N}_G = 24.2$, with $N_{G,\text{min}} = 16$ and $N_{G,\text{max}} = 185$. The latter corresponds to a Newton step where a large number of elements move from one region to another. As an example, Figure 11b shows all the convergence profiles obtained by a right-preconditioned GMRES accelerated by the t-u-p approach for the Newton loop at $t = 3.5 \, \text{s}$. It can be noticed the great stability of the solver behavior, even if the fracture state changes significantly. The average CPU time required in this simulation for a single system solution is 33.4 s.

5. Conclusions

The simulation of frictional contact mechanics with fluid flow in the fracture network is an important problem in several engineering applications. The mathematical model can be numerically solved with the aid of a blended finite element/finite volume formulation, giving rise to a strongly non-linear problem addressed by an active-set strategy coupled with an inner Newton iteration. At each Newton step, a linear system with a $3 \times 3$ block Jacobian matrix has to be solved. Since standard global approaches cannot
Table 7: Test 3: Newton’s iterations for each simulation time and active-set step $\ell$. The average number of GMRES iterations $N_G$ per time step is also reported.

| $\ell$ | 0.5 | 1.0 | 1.5 | 2.0 | 2.5 | 3.0 | 3.5 | 4.0 | 4.5 | 5.0 | 5.5 | 6.0 |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1      | 2   | 2   | 6   | 8   | 8   | 16  | 2   | 5   | 5   | 4   | 3   | 2   |
| 2      | 5   | 6   | 6   | 6   | 6   | 6   | 6   | 4   | 2   |     |     |     |
| 3      | 4   | 5   | 5   | 5   | 6   | 5   | 5   | 4   | 3   |     |     |     |
| 4      | 5   | 5   | 5   | 5   | 5   | 4   | 4   | 4   | 5   |     |     |     |
| 5      |     |     |     |     |     |     |     |     |     |     |     |     |
| 6      |     |     |     |     |     |     |     |     |     |     |     |     |
| $N_G$  | 25.0 | 22.3 | 23.3 | 25.9 | 29.2 | 26.8 | 22.9 | 21.2 | 20.5 | 22.1 | 21.3 | 21.0 |

be effectively used with the resulting non-symmetric and indefinite matrix, this work focused on the development of a robust, scalable and efficient preconditioning framework for the solution of the inner linear problem.

The algebraic properties of the 3×3 block Jacobian matrix change during a full simulation with the evolution of the stick/slip/open region partitioning of the fractures. In particular, different couplings may arise and disappear, with the Schur complements possibly being symmetric positive definite, only positive definite or non-symmetric and indefinite. The proposed preconditioning framework exploits the physics-based variable partitioning and the use of multigrid techniques for the sake of algorithmic scalability. The basic idea relies on restricting the system to a single-physics problem, approximately solve it by an inner AMG, and prolong the solution back to the full multi-physics problem. In particular, two multi-physics reduction sequences are developed, denoted as t-p-u (traction-pressure-displacement) and t-u-p (traction-displacement-pressure) approaches, and compared in a set of numerical examples. The results that follow are worth summarizing.

- Theoretical analyses show that the proposed approaches are expected to have a similar convergence rate, with a slight advantage for the t-p-u approach because of a more clustered eigenvalue distribution for the preconditioned matrix and a smaller application cost. Indeed, this is confirmed by the numerical experiments if nested direct solvers are used in the preconditioner application, but this approach may soon lose robustness when AMG methods are introduced. The reason stems from the possible indefiniteness of the arising Schur complement, which is avoided in the t-u-p approach.
- The proposed approach proves to be algorithmically scalable with respect to the computational grid size and the relative size of the discrete fracture network to the full 3D domain. Although the non-linear problem can become harder to solve, the iteration count for the inner linear solver is independent on the discretization size.
- The application in a realistic configuration, simulating a hydraulic fracturing stimulation through a tilted well, shows the computational efficiency of the proposed approach. Despite the difficulty met by the non-linear algorithm, due to the combination of variable stick/slip/open operating modes for the different fractures, the linear solver exhibits a very stable behavior throughout the full simulation and a remarkable efficiency also in a sequential implementation.

Future developments regard the implementation of the proposed preconditioning framework in high performance computing infrastructures, in order to fully exploit the algorithmic scalability and test the actual parallel efficiency, and the extension to (multi-phase) fluid flow in the porous matrix as well.
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