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Abstract.

The concept of the statistical complexity is studied to characterize the classical kicked top model which plays important role in the qbit systems and the chaotic properties of the entanglement. This allow us to understand this driven dynamical system by the probability distribution in phase space to make distinguish among the regular, random and structural complexity on finite simulation. We present the dependence of the kicked top and kicked rotor model through the strength excitation in the framework of statistical complexity.

1 Introduction

In this article we study the driven systems considering the statistical complexity. The concept of statistical complexity has been introduced in different way from complexity of finite series (Lempel, Ziv) [36], algorithmic complexity (Kolmogorov) [30], the amount of information about the optimal prediction, where the future fulfills to the expected past (Crutchfield, Young) [17].

The effective entropy was published by Grassberger [26] considering the mixture of the order and disorder, regularity and randomness, since the entropy of most systems is between the maximum and minimum entropy values.
The definition of statistical complexity was introduced by López, Ruiz, Manchini, Calbet (LMC) [2] and Shiner, Davison, Landsberg (SDL) [55]. The generalized statistical complexity measure (Martin, Palestino, Rosso) [43] is based on the LMC’s that gives a description of the finite sequence of nonlinear systems with the adequate probability distribution of the time dependent method. It was extended to Tsallis, Wooters, Renyi entropy and Kullback-Leibler, Jensen-Shannon divergence. Tsallis suggested a generalization of the Shannon-Boltzmann-Gibbs entropy measure [58]. The new entropy functional plays an significant role along with its corresponding thermodynamics (1998). Wootters reflected on the Euclidean distance [61], because he studied this concept in a quantum mechanical field; this consideration allowed to consider an intrinsic statistical measure, this concept can be employed to any probability space.

Both experimental and theoretical sign can be evaluated by the information theory tools, as entropy, distance, statistical divergence provides an opportunity to make estimation, detection and transmission processes.

In the last two decades more kind of complexity measures and methodologies were introduced with their time evolution connected to optimal predictability, symbolic analysis [1], algorithmic data compression, number system, pseudorandom bit generator, earthquake the chaotic regimen etc. [36, 17, 59, 38, 18, 55, 43, 35, 11, 22, 25, 39, 19]. The dynamics of the statistical complexity measure is formulated according to the second law of thermodynamics. According to, entropy increases monotonically at time. It follows that the quantity H is implied as an arrow of time.

We study the kicked top and kicked rotor model in this article, these driven systems are intensively researched field in quantum mechanics. These are studied in the field of quantum chaos and entanglement in ergodic and non ergodic system [48]. In the past two decades the kicked top model was an intensively researched area which contained the chaotic dynamics and quantum correlations considering in quantum information and computation. The kicked top is a suitable model for studying spins or qubits and corresponds for the studying of entanglement. We approximate the classical limit of the kicked top if the number of spins tend to infinity.

Therefore this model is an important area of research [9, 33, 42, 52] for the study of entanglement [37, 24, 45, 34, 4, 60] and its relationship to classical dynamics [57], sign of bifurcations on different quantum correlation measures [9], quantum classical transition with respect to periodic trajectories [33] and the behavior of entropy in the transition to chaos citezs. Measure of quantum correlations is strongly correlated with the qualitative nature of classical phase
space, whether it is regular or chaotic [9, 52, 37, 3, 41, 20, 62]. The importance of the kicked top model is also demonstrated by the large number in a series of papers [14, 9, 52, 37, 3, 41, 20, 47, 10].

The structure of the article contains the next parts:

In the section (2) we introduce the idea of complexity accordingly the measure of entropy and disequilibrium with the probability distributions by the by LMC functional associating to SCM family. We discuss the statistical complexity considering the Wootters, Kullback-Leibler relative entropy and the Jensen-Shannon divergency. The time evolution of the SCM associated to the evolving of entropy. In the section (3) the quantum kicked top model is investigated by the Hamiltonian functions considering the properties of the classical equation motions. The quantum kicked rotor system is derived by the Hamiltonian and we compare the chaotic behavior of these systems in the section (4). The Numerical approximation of the statistical complexity of the models is discussed in the section (5).

2 Statistical complexity measures

In this section we discuss the entropy and distance in the probability space which can be used to determine the statistical complexity measure. This plays important role in the dynamics of quantum-classical transition and the chaotic motion. We review the main futures of statistical considerations describing dynamical properties.

2.1 Information measures

The information measure $I$ is defined by a given probability distribution. $I[P]$ refers as the measure of the uncertainty connected to probability distribution $P = \{p_j, j = 1, \ldots, N\}$, where $N$ indicates the the number of possible states of the systems satisfying $\sum_{j=1}^{N} p_j = 1$ (micro-canonical ensemble).

If $I[P] = I_{\text{min}} = 0$ then this means that the maximum information is extracted from all possible outputs states. Otherwise the ignorance appears when $I[P] = I[P_e] = I_{\text{max}}$; $P_e = \{p_i = 1/n; \forall i\}$, $P_e$ being the uniform distribution. These are the trivial cases. We define the amount of disorder $H$ at a given probability distribution $P$ and considering the information measure $I[P]$:

$$H[P] = \frac{I[P]}{I_{\text{max}}}$$

(1)

The value of $H$ is changing $0 \leq H \leq 1$. 

Based on the Shannon-Kinchin paradigm I is introduced in the expression of entropy. It can arise by canonical formulation (Boltzmann-Gibbs) of statistical mechanics which is expandable to another entropy term as Renyi, Tsallis [51]. We define the disorder $H$ for the $P \equiv \{p_i, i = 1, \ldots, N\}$ on a discrete probability distribution:

$$H[P] = S[P]/S[P_e],$$

where $S[P]$ means Shannon’s logarithm entropy [53] by this form

$$S[P] = -\sum_{j=1}^{N} p_j \log(p_j)$$

and $S[P_e] = \log N$.

2.2 Distances and statistical complexity measure

In order to define Statistical Complexity Measure (SCM) we need to use some distance $D$ [31] between given $P$ and the uniform distribution $P_e$ on the available states of the system [38, 43, 35].

$$Q[P] = Q_0 \cdot D[P, P_e],$$

where $Q_0$ is a normalization constant ($0 \leq Q \leq 1$) i.e. the inverse of the maximum distance $D[P, P_e]$. The value of largest distance corresponds to that one component of probability distribution $P$ takes 1 and the others equal to zero. The disequilibrium-distance $Q$ shows the structure of the system, because the ”privileged” states differ from zero probability value.

The functional form of the SCM is introduced by Lopetoz-Ruiz, Manchini and Calbet (LMC) [38].

$$C[P] = H[P] \cdot Q[P]$$

This quantity represents at a given scale between the amount of information stored in the system and its disequilibrium [38]. In this article we study complex dynamics where the different regime are mixed, i.e. chaos, regular islands and trajectory that are neither periodic nor chaotic can be featured by SCM.

Different distance-forms $D$ can be used to define the quantity $Q$ for the SCM. In the following we apply two discrete probability distributions $P_i \equiv \{p_1^{(i)}, \ldots, p_N^{(i)}\}$, with $i = 1, 2$ consider the next options:
(I) Euclidean norm $D_E$ in $\mathbb{R}^N$ [38]:
This is natural case for the distance $D$. We get

$$D_E[P_1, P_2] = \|P_1 - P_2\|_E^2 = \sum_{j=1}^{N} \left\{ p^{(1)}_j - p^{(2)}_j \right\}^2$$  \hspace{1cm} (6)

This is the disequilibrium term which was contained in the original complexity measure by López-Ruiz, Manchini and Calbet (LMC-complexity measure [38]). Wootters extended it to the possibility, where we also consider the shape of the probability distributions.

(II) Wootters’s distance $D_W$ [43, 61]
The concept of statistical distance is extended in a quantum mechanical field. He proposed a definition to distinguish among different preparations of a given quantum state and to take it into account that two such states differ from one another inside statistical error. It allows to consider an intrinsic statistical nature, this can be applied to any probabilistic space [61].

$$D_W[P_1, P_2] = \cos^{-1} \left\{ \sum_{j=1}^{N} \left( p^{(1)}_j \right)^{1/2} \cdot \left( p^{(2)}_j \right)^{1/2} \right\}$$  \hspace{1cm} (7)

Two divergence classes were distinguished by Basseville [5]. The first class contains divergences defined by relative entropy, while the second one pays attention divergences related as entropy differences.

(III) Kullback-Leiber relative entropy $D_K$ [32]:
The relative entropy of $P_1$ with respect to $P_2$ connected to Shannon measure is the relative Kullback-Leibler Shannon entropy in the discrete case follows

$$D_K[P_1, P_2] = K[P_1|P_2] = \sum_{j=1}^{N} p^{(1)}_j \log \left( \frac{p^{(1)}_j}{p^{(2)}_j} \right)$$  \hspace{1cm} (8)

The distance between the probability distribution $P$ and uniform distribution $P_e$ in the Kullback-Leibler Shannon expression is given by this form

$$D_K[P, P_e] = K[P|P_e] = S[P_e] - S[P]$$  \hspace{1cm} (9)

(IV) Jensen divergence $D_j$ [35]:
The entropic difference $S[P_1] - S[P_2]$ does not mean an information gain (or divergence), because the difference is not inevitably positive definite. Jensen’s
divergence is a symmetric version of the Kullback-Leibler relative entropy, which can be written in the form of the Shannon entropy as follow:

\[
D_J[P_1, P_2] = J_S[P_1, P_2] = \{K[P_1|P_2] + K[P_2|P_1]\}/2 = S[\frac{P_1 + P_2}{2}] - S[P_1]/2 - S[P_2]/2
\]

(10)

The Jensen-Shannon divergence verifies the following properties

(i) \(J_S[P_1, P_2] \geq 0\)

(ii) \(J_S[P_1, P_2] = J_S[P_2, P_1]\)

(iii) \(K_S[P_1, P_2] = 0 \iff P_2 = P_1\)

(11)

It square root fulfills the triangle inequality:

(iv) \(\left(J_S[P_1, P_2]\right)^{1/2} + \left(J_S[P_2, P_3]\right)^{1/2} = \left(J_S[P_1, P_3]\right)^{1/2}\)

(12)

So the square root of the Jensen-Shannon divergence is a metric [12]. These entropy concepts are extensive quantities in thermodynamics, therefore the associated statistical complexity will be an intensive quantity.

Generally on the basis of LMC-functional product term we get a family of SCMs for each four disequilibrium

\[
C^\nu[P] = H[P] \cdot Q_\nu[P]
\]

(13)

The index \(\nu = E, W, K, J\) denoted the disequilibrium distance which is determined with the adequate distance measure (Euclidean, Wootters, Kullback-Leibler, and Jensen-Shannon) Then the SCM family for \(\nu = K\) is following

\[
C^{(K)}[P] = H[P] \cdot Q_K[P] = H[P] \cdot (1 - H[P])
\]

(14)

The generalized functional term was introduced by Davison and Landsberg [55] for the SCM. Similar results are published by these article [16, 8, 56].

We consider three members of the family \(C^\nu (\nu = E, W, J)\) these are not trivial functions of the entropy [44] because they associate to two dissimilar probabilities distributions \(P_e\) and uniform distribution \(P_e\). It can be seen that a given \(H\) value determines a range of SCM values from \(C_{\text{min}}\) to \(C_{\text{max}}\). These bounds are changing during the time evolution. We obtain the range \(C_{\text{min}}\) and \(C_{\text{max}}\) relating to the generalized \(C^\nu = H \cdot Q_\nu\) family which provides more information corresponding to the correlation structure between the elements of physical system.
2.3 The evolution

In statistical mechanics isolated systems [13] play important role featured by an initial discrete probability distribution going toward equilibrium. The uniform distribution $P_e$ characterizes the equilibrium. The evolution of the SCM can be plotted on the Figure of $C$ versus time $t$. Nevertheless in isolated system the entropy grows monotonically with time ($dH/dt \geq 0$) by the second law of thermodynamics [49]. It follows that $H$ behaves as an arrow of time, i.e. the time evolution of the SCM corresponds to plot $C$ versus $H$. The normalized entropy-axis equivalent with the time-axis [38, 51, 50].

3 Kicked top model

Quantum kicked top The Quantum Kicked top (QKT) is a time-dependent periodic system, which is described by an angular momentum vector $J = (J_x, J_y, J_z)$. Here we choose natural unit where the Planck’s constant has been adjusted to unity. The time evolution of the model is given by Hamiltonian

$$H(t) = pJ_y + \frac{k}{2j}J_z^2 \sum_{n=-\infty}^{\infty} \delta(t - n\tau) \quad (15)$$

The first expression of the Equation (15) means the free precession of the kicked top model around $y$ axis with angular frequency $p$. The second expression indicates the periodic $\delta$ kicks on the kicked top system, where each kick causes a torsion by an angle $(k/2j)J_z$ about the $z$ axis. The components of angular momentum satisfy the commutation relations in standard algebra of angular momentum:

$$[J_i, J_j] = i\epsilon_{i,j,k}J_k \quad (16)$$

The magnitude of total angular momentum $J^2 = j(j+1)\hbar^2$ is conserved quantity. The classical limit is obtained when $j \to \infty$. The time between periodic kicks corresponds to $\tau$. In this article it is chosen unit ($\tau = 1$). The parameter $k$ characterizes the chaotic behavior of the system and the strength of the kick. If $k = 0$ then the equation (15) can be integrated, which is the classical boundary of the system. As the value of $k$ increases, the chaoticity of this model is growing.

The expression of the periodic-one Floquet operator for the Hamiltonian equation (15) is as follows:

$$U = \exp \left(-i\frac{k}{2j}J_z^2 \right) \exp(-ipJ_y) \quad (17)$$
Figure 1: The $\Theta$ depends on $\Phi$ variables at the kicked top model at $k = 0.07$, $k = 2.2$.

Each time period contains a linear rotation by angle $p$ around the $y$ axis and a nonlinear rotation around the $z$ axis. The dimension of Hilbert space is $2j + 1$ therefore the time dependent behavior can be described without any truncation of the Hilbert space.

The quantum simulation of a given set of qbits with $N = 2j$ is well described by the quantum kicked top model for given angular momentum $j$. These are half-spin particles which are confined to a subspace that is symmetrical for qbit exchange.

In the symmetric subspace the state vector is defined by the following states $\{|j,m\rangle: (m = -j, -j + 1, \ldots, j)\}$ where $j = N/2$. The ground conditions fulfill the following conditions $S_2|j,m\rangle = m|j,m\rangle$ and $S_\pm|j,m\rangle = \sqrt{(j \pm m)(j \pm m + 1)}|j,m \pm 1\rangle$, where $S_2$ and $S_\pm$ are collective spin operator [46]. This is a multiqubit system and the collective properties evolve according to Hamiltonian Eq. (15).

According to the quantum mechanics, the initial state of the kicked top system is a spin coherent state (minimum-uncertainty states) pointing in the direction of $\Phi, \Theta$. The time evolution is determined by the Floquet operator. The classical map of the kicked top model is discuss below.

**Classical kicked top** The phase space is represented in Fig. (1) as a function of coordinates $\Phi$ and $\Theta$. 
The classic map of the kicked top model is derived in the following form

\[ \begin{align*}
X' &= (X \cos p + Z \sin p) \cos[k(Z \cos p - X \sin p)] - Y \sin(k(Z \cos p - X \sin p)) \\
Y' &= (X \cos p + Z \sin p) \sin[k(Z \cos p - X \sin p)] + Y \cos[k(Z \cos p - X \sin p)] \tag{18} \\
Z' &= -X \sin p + Z \cos p
\end{align*} \]

The time-dependent variables \((X,Y,Z)\) fulfill the constraint \(X^2 + Y^2 + Z^2 = 1\). The trajectories are located on a sphere of unit radius.

These equations (18) can be specified by polar coordinates i.e. with polar angle \(\Phi\) and azimuth angle \(\Theta\), therefore \(X = \sin \Theta \cos \Phi, Y = \sin \Theta \sin \Phi, Z = \cos \Theta\). During the time evolution of the equations, the values of \(\Phi\) and \(\Theta\) are determined in each step. The symmetry properties of the model are discussed below.

The phase space is reflective on \(\Theta = \frac{\pi}{2}\) during the transformation \(k \to -k\). This is fulfilled because \(k \to -k\) transformation has the same meaning as \(X \to -X\) and \(Z \to -Z\) in Eq. (18). It follows that \(Z' \to -Z'\) due to which \(\Theta \to \pi - \Theta\). Therefore the \(k \to -k\) transformation is an isomorphism in the phase space.

Further symmetry can be found in the Equations (18) studying the classical map. The classical map contains the parameter \(p\). So we analyze the dependence on it which leads to different simpler equations. first consider the system at \(p = \frac{3\pi}{2}\). It was studied by wide range of articles [9, 33, 3, 41, 47, 28] in the literature. Due to newer symmetries, the shape of the mapping is simplified as follows

\[ \begin{align*}
X' &= Z \cos(kX) + Y \sin(kX) \\
Y' &= Y \cos(kX) - Z \sin(kX) \\
Z' &= -X
\end{align*} \]  

(19)

At small values \(k\), the phase space is mainly covered by regular trajectories (Fig. (1)) at \(k = 0.07\). The trivial fixed points is situated at \((\Phi,\Theta) = (\pi/2, \pm \pi/2)\). Increasing the value of \(k\), the chaotic regions expands more and more in the phase space. For growing parameter value \(k\) the phase space contains mainly chaotic sea with a few regular regions.

The map is studied for the value of the parameter \(p = 3\pi/2\). It is derived from \(p = \pi/2\) by the the transformation \(X' \to -X'\) and \(Z' \to -Z'\). This means reflections about \(\Phi = 0\) and \(\Theta = \pi/2\) because \(\Phi \to -\Phi\) and \(\Theta \to \pi - \Theta\). In the case of phase space, we also find such a behavior when we use these reflection.
The next $p$ value is chosen to be $\pi$, then the Equation (18) of the classical map forms:

\begin{align*}
X' &= Y \sin(kZ) - X \cos(kZ) \\
Y' &= Y \cos(kZ) - X \sin(kZ) \\
Z' &= -Z
\end{align*} \tag{20}

In this case the fully developed chaos does not appear. The angle $\Theta$ is changing between $\cos^{-1}Z$ and $\pi - \cos^{-1}Z$ at a given initial value of $Z$. These quantities are reflected for $\pi/2$.

The last instance is $p = 2\pi$ which we investigate

\begin{align*}
X' &= X \cos(kZ) - Y \sin(kZ) \\
Y' &= X \sin(kZ) + Y \cos(kZ) \\
Z' &= Z
\end{align*} \tag{21}

In this situation the fully developed chaos does not evolve for a given initial value $Z$ and the angle $\Theta$ equals to constant at $\cos^{-1}Z$.

## 4 Quantum kicked rotor

The kicked rotor (QKR) plays an important role in the research of chaos. The Hamiltonian of this driven system is

\[ H_R = \frac{1}{2I}P^2 + k \cos \Phi \sum_{n=-\infty}^{\infty} \delta(t - nT), \tag{22} \]

where $\Phi$ is the angle operator and $P$ is the angular momentum, canonically conjugate to $\Phi$ and $T$ is a periodic time. The strength of the kick is denoted by $k$ and $I$ is the moment of inertia and the rotor operators satisfy the commutation relation:

\[ [P, \Phi] = -i. \tag{23} \]

From the discrete dynamics, we get the angular operator and angular momentum from driven to driven in the Heisenberg picture by these equations:

\begin{align*}
P' &= U_R^\dagger PU_R \\
\Phi' &= U_R^\dagger \Phi U_R \tag{24}
\end{align*}
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where the Floquet uniter operator $U_R$ is defined by this term

$$U_R = \exp \left(-i \frac{P^2}{2I}\right) \exp(-ik \cos \Phi)$$  \hspace{1cm} (25)

The stroboscopic equations is as follows

$$P' = P + k \sin \Phi$$
$$\Phi' = \Phi + \frac{P'}{I}.$$  \hspace{1cm} (26)

The classical equation of motion following from Eq. (22) in the literature it is known as Chirikov’s standard map [15, 23, 6] ($I = T = 1$).

The surface of the rotor phase space is a cylinder, $-\infty < P < \infty$, $0 \leq \Phi < 2\pi$. It is seem from the stroboscopic equation that the model is invariant under $2\pi I$ translations in $P$ and $2\pi$ in $\Phi$, even though the model is not bounded in $P$.

Comparing the topology of the systems rotor and kicked top model this is dissimilar because the kicked top model holds spherical phase space. The classical rotor model is plotted in Fig. (2) for $k = 0.9$, $I = 1$.

The classical phase space of the rotor model contains elliptic and hyperbolic fixed points and KAM tori (as circles) corresponding to KAM theory and Poincaré-Birkhoff theorem. The KAM tori are invariant sets therefore the chaotic trajectories can not pass through to evolve hyperbolic fixed points. In the case of $k = 0$ the model is a free rotor corresponding to regular motion. As the value of $k$ becomes larger, the KAM tori decompose into cantori [40, 7](invariant Cantor sets) and these are partly passable. There exists a critical nonlinearity $k_c$ with universal scaling properties [27, 54], where the
Figure 3: (left) The magnitude of the angular momentum $J$ of the kicked top model is conserved quantity therefore it is displayed on a sphere. (right) The rotor limit is driven with rescaling $\alpha = k/j, \beta = j/I$, as $j \to \infty$. If we start in the equatorial waistband, the rescaling constrains the angular momentum to $X = \cos \Phi, Y = \sin \Phi, P/j$.

final KAM tori split the phase space into partition along the $P$ axis and the system becomes globally chaotic. The classical KAM theory is extended to the quantum systems [23].

**Classical rotor-limit** The time evolution of the rotor map can be risen from the kicked top model, if we bound the top to an equatorial waistband as plotted in Fig. (3). Then the precession frequency is decreased around the $x$-axis fulfilling the rescaling.

$$\alpha = k/j, \beta = j/I, \quad (27)$$

where $j \to \infty$. This means the rotor-limit of the top kicked model.

We begin in the equatorial waistband, this rescaling restricts the angular momentum to Fig. (3)

$$X = \cos \Phi, \quad Y = \sin \Phi, \quad Z = P/j. \quad (28)$$

If we replace the Eq. (27) and (28) in the kicked top map of Eq. (18), we get the kicked rotor map of Eq. (26) [29].

**Quantum rotor-limit** Here we introduce the next rescaled operators:

$$\hat{X} \equiv \hat{j}_x/j, \quad \hat{Y} \equiv \hat{j}_y, \quad \hat{P} \equiv \hat{j}_x \quad (29)$$
These operators fulfill the communication relations of Eq. (16). Consider $j \to \infty$ so that we may cut the $1/j^2$ terms:

$$[\hat{X}, \hat{Y}] = 0, \quad [\hat{Y}, \hat{P}] = i\hat{X}, \quad [\hat{P}, \hat{X}] = i\hat{Y}.$$  \hspace{1cm} (30)

These expressions fulfill the communication relations:

$$\hat{X} = \cos \phi, \quad \hat{Y} = \sin \Phi, \quad \hat{P} = -i\frac{\partial}{\partial \Phi}.$$ \hspace{1cm} (31)

These Equations (27) (29) and (30) are put in the top Hamiltonian of Eq. (15) than we obtain the rotor Hamiltonian of Eq. (22).

5 Numerical approximation

In this section we represent the statistical complexity of the kicked top and kicked rot model. This is a well signature of the chaotic features of these systems to show the mixed inner structure and the time dependent evolution in the top model associating the behavior of qbits.

Statistical complexity  The statistical complexity is introduced on the probability distribution yielding a statistical estimation of the points in the phase space (section 2).

The dynamical behavior of the systems is discussed in the next form [21]. The notation of measured sequence is denoted by $y_1, \ldots, y_n$ time series, where $y_i$ corresponds to measurement of the quantity $y$ at the time $t_i = t_0 + iT_i$, ($T > 0 \in \mathbb{R}$). The trajectory of length $n \in \mathbb{R}$ i.e. time series of the measurement is written by $x^{(n)}$. The point of the orbit of the length $n$ is denoted by $x^{(n)}_k, (k = 1, \ldots, n)$ and the set $K$ contains the points of some trajectories $x^{(n)}_k, (k = 1, \ldots, n)$. Let us consider a time sequeqt of length $N' > n$. A given series $x^{(n)}_k, (k = 1, \ldots, n)$ appears with probability $P(x^{(n)}_k)$ along the sequences of length $N'$, where the corresponding set of discrete probability distribution $P = \{p_1, \ldots, p_N\}$, $p_i = P(x^{(n)}_k) \left(\sum_{i=1}^{N'} p_i = 1\right)$, and $p_i > 0 \ \forall i$.

The driven systems can be derived numerically in different methods. We may determine a single very long trajectory of the periodically excited system or compute an ensemble of orbits. If the kicked model is periodic, the single long trajectory can be simulated stroboscopically in the three dimensional phase space. We select the smooth initial values in the past from the domain of the map for the variables $x$, $y$ and $z$ at time $t = 0$. The periodicity is $T = 1$.
and the length of the trajectory is chosen as $N = 10^4$. On this basis the value of the entropy, disequilibrium and statistical complexity are able to determine unambiguously.

The motion of the (a)kicked top and (b)kicked rotor map becomes on a surface in the three dimensional phase space. The trajectories of the kicked top map are found on the sphere (section 3) and the orbits of rotor map are located on cylinder (section 4). In the periodically driven model these systems depend on the parameter $k$, this means the strength of the excitation.

The chaotic behavior turns up at the critical parameter value $k_c$ and the statistical complexity $C$ becomes to zero. The quantity of the kicked top map is $k_c = 1.26$ and the value of the rotor map is $k_c = 2.64$ ((a)Fig. 4, (b)Fig. 5). Because the distance between the probability distribution $P$ and the uniform distribution $P_e$ tends to zero and the entropy approaches 1 at the equal probability points in the phase space.

The parameter $k$ is extended to the neighbor of critical values (a) $k \in [0, 6]$ (b) $k \in [0, 2]$. Due to the increasing strong perturbation of the periodic driven systems, the statistical complexity $C$ decreases to zero at the same time the value of the entropy $H$ tends to 1 depending on the parameter $k$, therefore the values $C$ and $H$ changing between extreme states $C_{\text{max}}$ at $H \sim 0$ and $C_{\text{min}}$ at $H \sim 1$ with the transition intervals. The chaotic behavior corresponds to the range, where the values is $C = 0$ and $H = 1$ (Fig. (6)). For the calculation owing to the finite size of the simulation, the count accuracy becomes larger when the number of element $N$ increases. At the small value $k$ the periodically driven forcing does not have effect on the model i.e. the motion of system is regular on the surface.

The spectrum of the statistical complexity is finite and limiting but not inevitably a unique function of $H$ and there exists a range of values between a minimal value $C_{\text{min}}$ and a maximal value $C_{\text{max}}$ containing the inner structure (Fig. (6)).

Because the number of points on the phase space is finite, $C$ as a function $H$ shows scaling behavior, i.e. the bigger complexity associates with less entropy with a larger discrete probability distribution. Since the probability distribution of element in the phase space is discontinuous in the three-dimensional space, some complexity and disequilibrium values do not appear for certain entropy quantities.
Figure 4: Kicked top model (left): Entropy $H$ as a function strength of the driven $k$. (right): Statistical complexity $C$ depends on the driven parameter $k$.

Figure 5: Kicked rotor model: (left): Entropy $H$ as a function strength of the driven $k$. (right): Statistical complexity $C$ depends on the driven parameter $k$.

Figure 6: The statistical complexity $C$ depends on the entropy $H$. left: kicked top model, right: kicked rotor system.
6 Conclusion

The model describing the qbits are kicked top and rotor model, which are studied by statistical complexity in a finite probability distribution in a three-dimensional space considering the measure of the entropy and disequilibrium using the scaling behavior of these quantities. At the range of chaoticity the statistical complexity approximates zero and entropy goes to one.

We extended the parameter values of $k$ to the neighbor of the critical quantities studying the spectrum of the statistical complexity and the disequilibrium depending in the entropy. In the range of parameter $k$ we reached the dependence of the quantities $C$ and $H$, which is acts as a periodical driven force.
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