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Abstract: The innovation economy is the main direction for Russian’s regional development. It is important to understand organizations that utilize new technologies will determine the significance of innovations. Innovation is changing under the influence of society—the basis for the development of the society is knowledge transfer, and this is one of the most important tasks of the higher education system. In this regard, universities can be considered a factor in innovative development. In this article, the authors hypothesize a link between regional and university indicators. We assume that universities, as part of the regional innovation system, affect the effectiveness of this system. We believe that it is necessary to single out a system of indicators that can be used for analysis, which allows us to determine the efficiency of the region in terms of contribution of universities to its development—because, at the moment, there is no official methodology. The purpose of this study is to determine which indicators are significant for assessing the efficiency of the region, taking into account the activities of university complexes. We will evaluate the efficiency of regional innovation in the region using a data envelopment analysis (DEA). The research objects, or decision-making units (DMU), will be represented by 85 regions of the Russian Federation. A complex of universities operates in each region, and there is a list of socio-economic statistical indicators based on their performance over the past years. There are similar statistical results on the innovative activity of the regions. Thus, we will use the indicators of the complex of universities in the region as initial resources for analysis (2011), as well as indicators of the innovative development of the region as a result of the introduced resources (2018). A time lag of six years is justified by the end of the crisis, and the many factors affecting the activities of universities and regions. For example, increased funding for scientific activities of universities encourages small innovative enterprises within universities. As a result, we were able to identify the level of efficiency, and identify factors that are of greater importance in the resulting model. The findings of the study highlight the importance of educational organizations in the regional innovation system, and encourages alternative interactions between universities and the region, such as joint research and development, training of qualified personnel, and other channels.
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1. Introduction

Education issues are traditionally considered as a priority sector of the state and regional control [1]. The actively developing market for the provision of educational services not only enhances competition between higher education institutions, but also increases the competitiveness of the region, and as a consequence, the national economy [2]. All higher education institutions in the region create a common platform for innovative, technological, and social development of the regions [3]. The key
areas of activity of university complexes are to assist the regions in creating an attractive social environment and improving the quality of life, and more importantly, using and participating in developments, providing access to new technologies, creating conditions for updating the structure of the region [4]. The most important area of activity for the region can be considered as a development of innovative eco-systems that will increase the university’s income from the commercialization of research results as the launch of innovative products or the provision of high-tech services, as well as the sale of intellectual property [5].

Universities are a center of innovative, technological, and social development; therefore, analysis of its infrastructure, based on which the commercialization of scientific developments is carried out, requires additional consideration [6]. Competitiveness and sustainable socio-economic development of the state ensure the availability of “general knowledge” developed areas of which are based on a combination of effectively functioning education and development systems based on fundamental scientific research [2].

According to statistics from Federal State Statistics Service, the share of universities in the number of organizations engaged in the innovative activity and development assumes significance (about 42% of the total number of organizations engaged in the innovative activity in the Russian Federation) (Figure 1).

![Figure 1. Universities share in the organizations engaged in scientific activities](image)

Assessing the efficiency of the region in terms of using university complexes as resources, we examined all areas of its influence by universities [8]. Universities are one of the objects of the regional innovation systems along with small businesses, research institutes, and industrial enterprises. All objects of this system are interconnected and have both a complex and a particular impact on its changes [9]. It is now recognized that the priority in developing many regions should be given to a new economic policy—reindustrialization, which aims to develop new high-tech industries that replace the old ones or facilitate their transition to a new technological base. Higher education institutions determine the personnel potential of the region’s innovative development, as well as promote innovative ideas and bring them to specific manufacturers [10]. Taking into account the marketing research of the innovation market, universities can more effectively than other subjects of the innovation system, conduct research, and implement innovative developments that will be put into practice [11]. In addition, the “university—research institute—enterprise” or “university—enterprise” networks make it possible to develop only those innovative projects that can be implemented at enterprises and funded.

Studying the problems associated with assessing the efficiency of the region, taking into account the results of universities, will be timely and relevant. Many of them are connecting links between different users and are cluster networks within regions. Universities serve to enhance cultural development
and education. In addition, universities are an essential element of the regional innovation system, which is the main platform.

The research gap lies in the fact that there are no approved and approved criteria by which it would be possible to build reliable indicators measuring the socio-economic efficiency of relations between the university and the region. The existing methods are not universal—they are not applied systematically. The indicators that the authors use in these methods are most often the most accessible and convenient for the authors of the method.

The aim of this analysis is to create a model for assessing the effectiveness of a regional innovation system, taking into account the influence of university complexes that operate on the territory of the Russian Federation. To achieve the goal, it is necessary to consider approaches to defining the concept of efficiency, to analyze how the effectiveness of universities is measured, because we believe that universities are resources for the innovative development of the region. It is also necessary to analyze the place and role of universities as drivers of the regional innovation system. Within the framework of interaction within the regional innovation system, it is necessary to consider cooperation between universities and business, since it is precisely in this type of innovation co-production that the concept of open innovation can be introduced. To build a model, it is necessary to select and substantiate the factors that determine the performance of the university, as well as indicators of innovative activity.

We decided to evaluate the efficiency of the regions of the Russian Federation using the data envelopment analysis (DEA) method [12–14]. It is necessary to identify significant indicators that can be used to assess how effective the regions are in comparison with each other under relatively equal input conditions in the form of university results. The information base for the study was the official annual compilation of statistical information, which reflects the entire list of socio-economic indicators of the region. The indicators of the “Education” and “Gross Regional Product” sections were used as input parameters, and the data from the “Gross Regional Product” and “Science and Innovations” sections were used as output indicators.

The reasons for this choice are clearly defined. Firstly, leading universities are state and innovation centers in their regional centers. Secondly, we can assess their comprehensive contribution to developing the region.

The results of our study correspond to the target groups: University leadership, government, a government body responsible for regulating educational organizations, small innovative enterprises that work with the university to create new innovative technologies. University leaders can build an organizational system, create an effective internal infrastructure aimed at improving interaction with the region, and increasing innovation activity. The relevance of the results for the state support lies in the fact that they can comply with the legislative acts regarding activities of universities, so that they can conduct more research aimed at increasing the innovative activity in the region. For example, such measures may include developing conditions for collaboration with international researchers, as well as the possibility of scientific mobility. For small businesses, understanding the relationship between universities and regions will be the starting point for the formation of new business strategies aimed at interaction with universities in the framework of creating new innovative products and conducting commercial research.

The sections of this paper provide the following information. Literature was reviewed to narrow the research gap and reinforce the declarative statements about the relationship between the university and the region. The theoretical part is presented in three sections: The internal efficiency of the university is considered, the university is presented as a driver of economic development, and the importance of the university’s interaction with small enterprises as parts of the regional innovation system is shown. A data set was produced as a result of the statistical data analysis. The analysis was performed using the DEA method. Research results are discussed in Section 4; they are summarized in Section 5.
2. Theoretical Framework of the Study

The study of effectiveness is a fairly popular topic for modern research. Research in this area began at the end of the last century. Studies of the effectiveness of the regional innovation systems began to gain popularity at the end of the last century.

The innovative system of the region is a set of interconnected elements. This interaction forms a single innovative field. The objects of the innovative activity in the region are higher education institutions, industrial enterprises, small and medium enterprises, technological cities, and technology parks. This attitude is emphasized by Etzkowitz and Leydesdorff [15]. This study is related to developing the Triple Helix theory, which describes a model for the balanced interaction of the main complexes, which are key elements of the innovation system. The model emphasizes the network nature of the interaction between participants in the innovation process, when universities create ideas, enterprises provide resources, and the government forms a regulatory framework [16]. Reference [17] holds the same view. The author believes that there is a certain coordination triangle, each vertex of which represents a group of stakeholders. The interaction of science, business, and the state affects the modern university and determines the vector of development in the region.

Understanding how exactly the performance of these facilities affects the regional system is an important task. The main criterion for assessing the efficiency of any economic system is the effectiveness of such a system. To achieve this indicator, it is necessary to rationally choose the direction of developing this system.

In the scientific literature, there is no complete definition for the concept of “effectiveness”, which could be used to provide educational services. This leads to problems in assessing the effectiveness of higher education institutions and other socio-economic systems, such as regions [18].

“Efficiency” is usually defined as a synonym for the words “effectiveness”, “competitiveness”, “quality”. The educational market is institutional and non-profit. It is not possible to apply the classic definition of effectiveness for analysis. Efficiency, in a broad sense, is a measure of efficiency and effectiveness for the use of resources as resources for the production of goods and services.

Here are examples of definitions for “efficiency” of some researchers:

Efficiency is a relative effect, efficiency of the process, operation, project, defined as a coefficient of effect; lead to costs, expenses that led to its receipt.

Efficiency refers to the efficiency of a process, operation, project, defined as the ratio of effect, result, and cost that led to its receipt [18].

2.1. University Efficiency

Economists consider higher education systems from two points of view. For example, the author [19] considers universities from the point of view of recipients of educational services, and [20] from the point of view of producers of these services. This is the specificity of educational services consumption, if we consider education from the point of view of the employer, the state, and society: The state, higher education institution, and individual teacher are producers of services [21].

Questions of studying the efficiency of educational institutions of higher professional education have become relevant for Russia since the beginning of reforms in the 1990s [8,22]. The solution to the problem of efficiency includes a combination of social and economic evaluations [23].

A social assessment of the efficiency of higher education as a factor affecting the standard of living of the society, the degree of satisfaction of its needs, as well as the formation of social progress [21]. Increasing the human intellectual level, higher education is manifested not only in the market, but also beyond. This confirms its multifunctional function [24]. Education affects the development of such skills like interpersonal communication skills, how to behave in society, moral growth, how to make decisions, and how to allocate one’s time. Besides, higher education allows a person to dynamically develop in an actively developing environment. Economists often associate higher education with improving the quality and standard of living of a person, finding a stable correlation with its duration [19]. Among other areas of influence of the social aspects of higher education on society, one can note its
constant development in the formation of moral, aesthetic, and cultural values. The result of the impact is an increase in social welfare and a decrease in social tension [25]. In turn, increasing the educational level of the population, its cultural and moral growth become the basis for the formation of a new information society.

According to Reference [26], economic evaluation of higher education efficiency in the context of the economy of a country is determined by economic returns. The basis for calculating efficiency of investment in the human capital has become a close relationship between the level of education and the amount of income received by a person, and the economic effect is expressed as a result of improving the quality of labor resources, since a person who has completed higher education has higher abilities. At the regional level, the manifestation of the economic effect can be expressed in the form of receipts to the regional budget from the activities by institutions of higher professional education, as well as through various grants and research. Researcher [27] notes that it should be noted that higher education also contributes to the improvement of the human and scientific potential of the region, since it is considered as a factor of the economic growth and increasing competitiveness of the country as a whole.

A visual representation of the social and economic effect on various subjects of the educational system is presented in Figure 2.

![Figure 2. Social and economic effects of higher education efficiency [19].](image)

Researchers [28] consider that, in fact, the efficiency of the universities cannot be considered only by the university itself. Since many exogenous shocks affect the activities of the university itself, the university also affects the external environment, including the region in which it is located.

The validity of using the DEA method is determined by the results of researchers [29]. They compared the DEA method with another and found that DEA is the most suitable method for assessing the efficiency of a university in terms of research and development and its impact on efficiency. The concept of efficiency, as well as the DEA have been described by Reference [18]. He suggested separating the concept of efficiency and efficiency itself, and explained how to use the DEA method to measure university performance using Australian universities as an example.

2.2. Universities as Drivers of Innovative Regional Development

The university acts as a center of innovation and a “forge” of the labor market and national economy. The contribution of the higher education system to the creation and transfer of innovations
and the economic development of the region is currently regarded as an important factor in the growth of innovation [30].

The activities of universities represent a special channel for the exchange of knowledge. The endless process of student learning, which leads to the development of the potential and increase in the competitiveness of qualified specialists in the labor market. Currently, universities are conducting research focused on the specific actions that are currently being conducted at universities, as well as creating science parks and business incubators to commercialize their innovations. Reference [9] provided a brief analysis of universities’ impact on regional innovations. They got an econometric model, with which you can prove the hypothesis that the creation of new university faculties actually affects the innovative activity of the region. Universities also collaborate with various companies in creating territorial innovation clusters. It is worth considering that the research and development that universities conduct is always used at other levels of the regional innovation system. This was proved in his studies by Reference [31]. The author revealed the positive impact of research in universities on regional innovation processes, which was empirically proven in the study. Publications and studies, academic mobility of university employees help provide access to knowledge that can be effectively used by commercial organizations [5]. More structured information is presented in Table 1. There are a huge number of ratings and methods for evaluating efficiency [11,32].

| Commercialization and Dissemination of Knowledge | Regional Development |
|-----------------------------------------------|-----------------------|
| Joint research; Contract research; Consulting; Establishment of enterprises (start-ups and spin-offs); Patenting and licensing; Additional educational programs on professional development; Joint publishing activity with partner companies. | Employment of graduates in the region; Practitioners and internships for students and university staff at regional enterprises; Applicants from the region who entered the university; Events organized by the university, as well as events in which the university participates (exhibitions, conferences, workshops, etc.). |

Despite this, there is a problem of developing an assessment of the contribution of higher education to regional innovation growth.

It seems that universities can become a pillar of transformation and solving the problems of reindustrialization in regional economies. The authors [33] consider that among these tasks, for example, there is the creation of an innovative environment. This environment should be aimed at a complete innovation cycle: From research to creation of new technologies, products, and services [34]. Accompanying this transformation is possible through developing technological partnerships, strengthening ties with research educational organizations. An analysis of the research results of [35] shows that the interaction of the university and the regional system is two-way. We can say that the innovative system provides mobility of human capital (students and university employees) from the results of research of [36]. Assistance is also provided to entrepreneurship, whose activities are closely related to the processes of the university.

Based on the experience of the United States, it can be argued that the creation of technology parks, business parks, or technology parks around universities can be seen as the targeted influence of universities on the regional economy [37]. According to Reference [38], Research Universities are Research and Education investment platform. They attract not only students, but also the best scientists, specialists, innovative companies, banks, venture funds, “business angels” to the regions of their location. This accumulation ultimately leads to a powerful increase in the intellectual potential of the region. In addition, sometimes universities themselves are large institutions with tens of thousands of people and some of the largest employers in some regions.

Authors Yao and Weng, for example, examine the impact of universities on the development of an inclusive innovation system [39]. Using the example of Zhejiang University, the authors proved that its innovative activity is aimed at developing rural and remote regions of China [39]. The authors believe that, based on universities, a more competent selection and dissemination of technologies is possible,
it is possible to create channels of interaction between participants in the innovation process, as well as
canals of access to innovative knowledge. The research program has enabled low-income and
low-income regions in China to realize industrial and consumer potential, as well as develop business.

Also, the Warnecke study [40], in which the author proves that universities transmit the knowledge
that they themselves and generate through various transmission channels, cannot be thrown out,
which is confirmed by Table 1. This knowledge, after generation, they transfer to the participants of
regional innovation systems and agents who are behind them outside [40].

Charles also confirms the growing focus on information and knowledge, and emphasizes that
the knowledge sector is expanding and influencing many areas of activity [41]. The author describes
a trend that suggests that many European universities have intensified their involvement in addressing
strategic regional issues. There is also a change in the role of universities, education is becoming more
widespread, and the goals and objectives of universities are being transformed under the influence of
a common social and innovation agenda.

Based on this, we can conclude that the value of universities for regional systems is manifested in
the following areas: Formation of knowledge about new products and processes; conducting research
and development work; integration into regional educational scientific and technical centers;
relationships and cooperation with subjects of innovation infrastructure; functions as consumers
and manufacturers of high-tech products.

2.3. Universities and Entrepreneurship Collaboration as a Factor of Innovative Regional Development

The innovative function of the university is becoming increasingly popular—especially in the
conditions of formation and development of the innovation system in the region. Universities are
stepping up innovation as they participate in grant research. These grants have a regional and federal
level, and almost 53% of them are in cooperation with commercial enterprises. Americans [42] studied
the influence of universities on regional development as the interaction of small and medium-sized
businesses with research laboratories located in this region [43]. Researchers have established a close
positive correlation between research conducted by universities, their innovation, and R&D companies.
There is an innovative activity of organizations that provides technological, organizational, and marketing
innovations in Russian regional systems (Figure 3). The figure shows that approximately 20% of all
companies in St. Petersburg and 10% of all companies in the Siberian region, on average, take part in
the innovative development of the region [7]. This is due to the fact that in St. Petersburg and Moscow,
more and more entrepreneurs are more actively involved in this process. The reason is that in these regions,
businesses have more opportunities to work under economic contracts [37]. Kaufmann and Tödtling [37]
evaluated the relevance of certain types of external innovation partners (customers, suppliers, consultants,
technology transfer offices, contract research organizations, and universities) to innovation activities of
the company based on a survey of firms from several regions of Europe.

It is necessary to develop an integrated approach to developing the university-enterprise system.
One of the obvious advantages of such cooperation is that the university will only carry out research
that can be funded by enterprises or used in the future.

Consider the university-business interaction indicators according to the functions of the
university: Education, education-science, science, science-entrepreneurship, entrepreneurship,
entrepreneurship—education.

Education [44]:

• Development and implementation of joint educational programs;
• Part-time or full-time business representatives at the university and university in business (job
change or double employment).

Education-science [45]:

• Industrial traineeships and internships for students;
• Use of university facilities by business (experimental facilities, infrastructure);
• Holding and participation in scientific conferences.
  Science [46]:
  • Joint scientific publications;
  • Contract research.

Science-entrepreneurship [47,48]:
• Joint research and publications;
• Provision of consulting services;
• Exchange of professional information through communication platforms (workshops, exhibitions);
• Interaction within clusters and technological platforms.

Entrepreneurship [49]:
• Creation of start-up and spin-off companies (any companies having affiliation or interaction with the university);
• Transfer of intellectual rights (licensing);
• Small-scale production.

Entrepreneurship—education [10]:
• Mentoring, tutoring, conducting master classes, business trainings on the development of entrepreneurial skills of students and university staff;
• Additional education, advanced training;
• Scholarships, venture financing of projects.

Thus, the research gap is as follows: Universities reproduce the technical and intellectual potential for the development and commercialization of innovations in the region. A region that receives more results with a relatively equal amount of resources is relatively more effective. It is necessary to form a pool of indicators that will help determine the efficiency of the regional innovation system in terms of the contribution of university complexes as a resource to achieve results. A comprehensive methodology explaining the qualitative purpose of indicators for assessment is not available at the moment.

Innovation activity of organizations (2010–2017), %

| Year | Russian Federation | Saint Petersburg | Moscow | Krasnoyarskiy region |
|------|------------------|------------------|--------|---------------------|
| 2010 | 9.5              | 13.0             | 13.3   |                     |
| 2011 | 10.2             | 18.9             | 18.6   |                     |
| 2012 | 10.3             | 18.8             | 18.6   |                     |
| 2013 | 9.5              | 10.1             | 18.3   |                     |
| 2014 | 11.2             | 9.9              | 18.9   |                     |
| 2015 | 9.3              | 9.3              | 18.8   |                     |
| 2016 | 8.8              | 8.4              | 17.2   |                     |
| 2017 | 7.1              | 8.5              | 16.1   |                     |

Figure 3. Innovation activity of organizations (2010–2017) [7].
3. Data and Research Methodology

3.1. DEA Method

The Data Envelopment Analysis method was proposed in 1978 by American scientists A. Charnes, W. W. Cooper, E. Rhodes, which were based on the ideas of M. J. Farrell [13,29]. This method is successfully used to assess the efficiency of the functioning of homogeneous objects in various socio-economic systems. Such objects may include industrial and agricultural enterprises, banks, healthcare, and educational institutions, governing and judicial bodies, educational institutions, and regional systems. The DEA method is constantly evolving and improving.

The DEA methodology uses the term “performance efficiency”. This term reflects the efficiency with which the studied objects convert inputs to outputs. When using the DEA methodology, it is necessary to clarify the concept of “efficiency”, since the authors propose to consider this term as a reflection of a measurable result when converting input data into output data, that is, as a quotient from dividing the sum of all output parameters by the sum of all input.

\[
\text{Efficiency} = \frac{\sum \text{weighted output parameters}}{\sum \text{weighted input parameters}}
\]

A DEA is appropriate to use in this analysis because it allows you to take into account external variables with respect to the system under consideration—environmental factors. DEA can simultaneously process many inputs and many outputs, each of which can be measured in different units of measurement. The method does not require a priori indication of weighting coefficients for variables corresponding to input and output parameters when solving the optimization problem. Moreover, DEA allows you to calculate one aggregate indicator for each object in terms of using input factors (independent variables) to produce the desired output products (dependent variables).

When assessing socio-economic systems, we can talk about modeling partially linear models with constant returns to scale or CRS-models. To assess the effectiveness of innovative regional development, taking into account the use of universities as resources, it is advisable to use an output-oriented model, since regional development involves improving the indicators of innovative activity in the region, which are output indicators in this type of model.

The overall output-oriented model can be presented as follows:

\[
\max_{\phi, \lambda}(\phi),
\]

\[-\phi y_i + Y \lambda \geq 0,
\]

\[x_i - X \lambda \geq 0,
\]

\[\lambda \geq 0,
\]

where:

- X is input
- Y is output
- \(\phi\) is a calculated variable for each object, taking a value from 0 to 1
- \(\lambda\) is a vector of constants of dimension for a model matrix
- \(X_\lambda, Y_\lambda\) are the projection of objects that do not lie on the boundary of efficiency to the boundary of efficiency

To build the matrix of the basic DEA model, it is necessary to determine the set of DMUs, as well as the input and output data for analysis.
3.2. Analysis Specification

The analysis relies on a dataset of 85 Regions of the Russian Federation—decision-making units of the analysis (DMU) and the complex of universities inside them (Appendix A).

The result of the analysis will be the construction of the boundary of effectiveness in the regions of the Russian Federation for innovative regional development, taking into account the use of university complexes as resources. Thus, the value of effectiveness for the current study can be interpreted.

$$\text{Efficiency} = \frac{\sum \text{indicators of innovative activity in the region}}{\sum \text{universities indicators}}$$

It is necessary to define some limitations for the results of the analysis. Firstly, it follows from the model that objects are effective whose effectiveness value should be equal to one, respectively, the DMU efficiency value is less than one, which means that the object in question is not effective. Depending on the value of efficiency from 0 to 1, it is possible to build a rating of the effectiveness in the regions of the Russian Federation in terms of innovative development.

For the analysis, we selected seven significant resources (inputs) that will affect the efficiency of the region from the university resources (Table 2). The reasons why we chose these resources are as follows.

| Input (2011)                                      | Output (2018)                      |
|--------------------------------------------------|-----------------------------------|
| Number of educational institutions of higher education (nHEI), units | Gross regional product per capita (GRP), million rubles |
| Number of branches of educational organizations of higher education (nbHEI), units | Innovative activity of organizations (innact), share % |
| Number of faculty teaching under the bachelor’s, master’s, and specialty programs (nteach), units | Volume of innovative goods and services (volinn), million rubles |
| Number of students enrolled in undergraduate, graduate, and specialist programs (nstu), person | Patent filing (patent), share % |
| Graduation with bachelor’s, master’s, and specialist degrees (ngrad), thousands of people | The share of education in the sectoral structure of GRP (educ), share % |

Indicators that can characterize the potential ability of a region’s educational system to form the human capital necessary for the implementation of innovative activities include: The number of educational institutions of higher education; the number of branches of educational organizations of higher education; how many students are enrolled in undergraduate, graduate, and specialist programs; and how many students graduate with bachelor’s, specialist, and master’s degrees.

Several researchers, with a degree by region, indicated the intellectual potential of the university to characterize its internal capabilities and produce new knowledge in the process of educational and research activities—as well as to create and accumulate the intellectual capital necessary for the implementation of innovative activities. Teachers are the channel of knowledge transfer. They have the opportunity to participate in various grants, conferences, and symposia at the regional and international levels. Visiting professors are also an important resource, since such mobility provides new opportunities for research, in which the potential of several countries participates. The areas for research were chosen to show how interested universities are for students, teachers, and partners to do research and experiment.
The volume of costs for research and development was expressed in cash actual costs—both current and capital, for research and development. The indicator shows available investments in research and development, and the dynamics of this indicator reflect the multiplier effect of investments in innovation in the region, allows us to evaluate the efficiency of research and development and the high technology intensity of the regional product.

Dataset results (outputs) consist of five indicators.

Gross regional product per capita represents the value of goods and services produced for the final use by residents of the region.

The innovative activity of organizations reflects the involvement of regional economic entities in the process of implementing innovative activities, which characterizes the level of innovative susceptibility of the region, its ability to realize innovative and intellectual potentials. This indicator represents the proportion of organizations implementing technological, organizational, marketing innovations, in the total number of organizations examined, calculated as the ratio of the number of organizations implementing technological, organizational, marketing innovations to the total number of organizations examined.

The amount of innovative goods, works, services represents the innovative productivity of the regional economy, and it is characterized by the amount of new or technologically changed goods of one’s own production. This indicator allows you to determine the efficiency of innovation in the region.

Patent filing shows the efficiency of innovative processes in the region’s economy.

The share of education in the sectoral structure of GRP reflects the modernization of the structure of the regional economy. The dynamics of these indicators show structural changes in the economy.

The data were collected over the years—2011 and 2018. This is due to the need to take into account the time between the moments when resources are formed and when their use leads to results. The time span of six years is due to the fact that in 2011 Russia emerged from a state of crisis. This period (2011–2018) was a period of growth and stabilization of the Russian economy, which increased in the quality of life for citizens, and improved social infrastructure. Over this period, there has been a steady increase in GDP (Figure 4). In 2014, it became possible to evaluate the efficiency of the functioning of universities—the Methodology for evaluating the activities of a university of the Ministry of Education and Science of the Russian Federation. That was the time when the 5—100—2020 program was launched. The program dealt with the financing of research, academic mobility for the growth of university indicators, and the concept of upward in world rankings. Channels of financial support for science and education have emerged: Grants, scholarships for graduate students, young scientists, and research teams.

All data were collected on the basis of reports of the Federal State Statistics Service—Socio-Economic indicators of regions [48]. All reports are publicly available.
Our approach is a one-step DEA. We will use a model focused on output factors, i.e., an output model. We believe that the input factors in this model are more manageable.

The application of the DEA method based on the collected data was made possible using the RStudio program.

4. Results

Before applying the DEA methodology, it is necessary to analyze descriptive statistics using generalized statistics: Mean, median, skewness, and kurtosis, standard deviation (Tables 3 and 4).

| Table 3. Descriptive statistics for the independent variables. |
|-------------------|-------------------|-------------------|-------------------|-------------------|
|                   | Mean  | Median | Skewness | Kurtosis | St. Dev. |
| nHEI              | 11.188|       6.000| 7.676    | 71.150   | 25.307   |
| nbHEI             | 14.112|       9.000| 3.212    | 17.986   | 16.513   |
| nteach            | 3515.471|      1815.000| 6.413    | 50.974   | 6722.172 |
| nstu              | 66.390|       39.750| 6.662    | 58.812   | 113.935  |
| ngrad             | 14.439|        7.600| 6.823    | 57.829   | 27.598   |
| nresearch         | 1078.598|     166.500| 8.029    | 70.249   | 4972.990 |
| research          | 12,008.580|   1768.500| 6.665    | 51.685   | 42,865.590|

| Table 4. Descriptive statistics for the dependent variables. |
|-------------------|-------------------|-------------------|-------------------|-------------------|
|                   | Mean  | Median | Skewness | Kurtosis | St. Dev. |
| GRP               | 403,000|     262,662| 6.214    | 51.433   | 582,000  |
| inact             | 8.686 |       7.900| 1.446    | 6.872    | 4.925    |
| volinn            | 32,088.560|    7239.950| 3.519    | 17.091   | 66,297.820|
| patent            | 147.382|       47.729| 10.107   | 117.459  | 488.383  |
| educ              | 1.946 |        0.088| 1.289    | 5.225    | 2.335    |

With a normal distribution, which is symmetrical, the median should be equal to the mean, skewness should be zero, and kurtosis should also be equal to 0.

According to the descriptive statistics, it can be observed that the median significantly exceeds the arithmetic average. For example, for the indicator “research” the median takes the value 1768.5, and the mean is 12,008.58, that is, an excess of the indicator is established by almost 10 times.

The value of asymmetry can be interpreted as follows. Since for all indicators, the value is greater than zero, we can talk about right-hand asymmetry. The value of kurtosis, also exceeding 0, indicates that in this model there is a sharp-pointed distribution.

Since the average and median do not coincide, and the value of kurtosis and asymmetry is quite large, we can conclude that the distribution is abnormal. To normalize the distribution, it was decided to use logarithms. Note that after translating into logarithms, the variables will have new labels (names) (Table 5).

It is necessary to analyze the values of descriptive statistics of the model when translating variables into logarithms (Tables 6 and 7).

The table shows that the values of the median and mean are close to each other and almost equal. For the variable “lnngrad” for example, the median value is 2.066, and the arithmetic mean value is 2.07. Left-side asymmetry is observed for most variables, since the asymmetry value is negative, that is, less than 0. However, all these values tend to 0 or have a value close to 0. The value of kurtosis is negligible, but the spiky distribution remains.
Table 5. Input and output factors of the model after logarithm.

| Input (2011)                                                                 | After Logarithm | Output (2018)                                                                 | After Logarithm |
|-------------------------------------------------------------------------------|-----------------|------------------------------------------------------------------------------|-----------------|
| Number of educational institutions of higher education (nHEI), units         | lnnHEI          | Gross regional product per capita (GRP), million rubles                      |                 |
| Number of branches of educational organizations of higher education (nbHEI), units | lnnbHEI         | Innovative activity of organizations (innact), share %                       | Ininnact        |
| Number of faculty teaching under the bachelor’s, master’s, and specialty programs (nteach), units | lnnteach        | Volume of innovative goods and services (volinn), million rubles              | Involinn        |
| Number of students enrolled in undergraduate, graduate, and specialist programs (nstu), person | lnnstu          |                                                                               |                 |
| Graduation with bachelor’s, master’s, and specialist degrees (ngrad), thousands of people | lnngrad         | Patent filing (patent), share %                                              | Inpatent        |
| Number of researchers with Φ degree by region (nresearch), person            | lnresearch      | The share of education in the sectoral structure of GRP (educ), share %       | Ineduc          |
| The volume of costs for research and development (research), million rubles   | lnresearch      |                                                                               |                 |

Table 6. Descriptive statistics for the independent variables after logarithm.

|                  | Mean    | Median | Skewness | Kurtosis | St. Dev. |
|------------------|---------|--------|----------|----------|----------|
| lnnHEI           | 1.831   | 1.792  | 0.405    | 3.926    | 1.012    |
| lnnbHEI          | 2.261   | 2.303  | −0.218   | 2.911    | 0.989    |
| lnnteach         | 7.476   | 7.516  | −1.355   | 8.726    | 1.314    |
| lnnstu           | 3.623   | 3.723  | −0.676   | 5.556    | 1.147    |
| lnngrad          | 2.077   | 2.067  | −0.003   | 3.515    | 1.083    |
| lnresearch       | 4.886   | 5.170  | −0.139   | 3.256    | 2.062    |
| lnresearch       | 7.657   | 7.561  | 0.143    | 3.166    | 1.833    |

Table 7. Descriptive statistics for the independent variables after logarithm.

|                  | Mean    | Median | Skewness | Kurtosis | St. Dev. |
|------------------|---------|--------|----------|----------|----------|
| lnGRP            | 12.583  | 12.493 | 1.251    | 5.802    | 0.691    |
| Ininnact         | 2.014   | 2.073  | −1.539   | 9.690    | 0.626    |
| lnvolinn         | 8.529   | 8.895  | −0.725   | 3.497    | 2.455    |
| Inpatent         | 4.129   | 3.948  | 0.568    | 4.064    | 1.185    |
| lneduc           | −0.973  | −2.253 | 0.019    | 1.154    | 2.273    |

A similar conclusion can be reached based on the results of the analysis of histograms (Figures 5 and 6). We selectively plotted histograms for dependent and independent variables to compare descriptive statistics.

The results of the analysis of the histograms show full compliance with descriptive statistics. The distribution is slightly shifted to the left, i.e., asymmetry is observed on the left. The solid orange line in the graph is plotted using the normal distribution function. An abnormal distribution of variables is observed. It can be noted that the variable “lnnHEI” goes beyond the normal distribution, since universities are distributed unevenly throughout the country, in some regions, such as Moscow, St. Petersburg, Kazan, there are much more universities than in other regions, and in some especially separate territorial universities are absent.
We used a partially linear direct output-oriented model (CCR-Output) with a constant scale effect (CRS). The number of DMUs is 85, and the results of the DEA are presented in Table 8.

Table 8. Data envelopment analysis (DEA) results.

| Region          | Efficiency |
|-----------------|------------|
| Belgorod region | 0.123      |
| Bryansk region  | 0.578      |
| Vladimir region | 0.050      |
| Voronezh region | 0.017      |
| Ivanovo region  | 0.020      |
| Kaluga region   | 0.042      |

A variable that goes beyond the normal distribution of “lnpatent” implies that patents are granted in some regions with more patents than in others. It is possible to associate with a lack of universities, small innovative enterprises, a lack of a state program to support innovation, or with a population over the age of 65.

To determine the efficiency of the regions of Russia are in relation to each other with the same set of input and output factors, a dataset was analyzed. Obviously, in some geographically remote regions, there are no universities, so the efficiency indicator with the meaning that we put in it will be zero. It must be understood whether the number of universities depends on a performance indicator.
We used a partially linear direct output-oriented model (CCR-Output) with a constant scale effect (CRS). The number of DMUs is 85, and the results of the DEA are presented in Table 8.

### Table 8. Data envelopment analysis (DEA) results.

| Region                     | Efficiency |
|----------------------------|------------|
| Belgorod region            | 0.123      |
| Bryansk region             | 0.578      |
| Vladimir region            | 0.050      |
| Voronezh region            | 0.017      |
| Ivanovo region             | 0.020      |
| Kaluga region              | 0.042      |
| Kostroma region            | 0.274      |
| Kursk region               | 0.033      |
| Lipetsk region             | 0.155      |
| Moscow region              | 1.000      |
| Oryol Region               | 0.105      |
| Ryazan Oblast              | 0.092      |
| Smolensk region            | 0.085      |
| Tambov Region              | 0.061      |
| Tver region                | 0.047      |
| Tula region                | 0.113      |
| Yaroslavskaya oblast       | 0.064      |
| Moscow Republic of Karelia | 0.308      |
| Komi Republic              | 0.019      |
| Nenets Autonomous Okrug    | 1.000      |
| Arkhangelsk region         | 1.000      |
| Vologodskaya Oblast        | 0.361      |
| Kaliningrad region         | 0.076      |
| Leningrad region           | 0.721      |
| Murmansk region            | 0.042      |
| Novgorod region            | 0.072      |
| Pskov region               | 0.245      |
| Saint Petersburg           | 1.000      |
| Republic of Adygea         | 1.000      |
| Republic of Kalmyakia      | 0.111      |
| Republic of Crimea         | 1.000      |
| Krasnodar region           | 0.058      |
| Astrakhan region           | 0.037      |
| Volgograd region           | 0.042      |
| Rostov region              | 0.029      |
| Sevastopol                 | 1.000      |
| The Republic of Dagestan   | 0.009      |
| The Republic of Ingushetia | 0.011      |
| Kabardino-Balkarian Republic | 0.058    |
| Karachay-Cherkess Republic | 0.163      |
| Republic of North Ossetia—Alania | 0.116 |
| Chechen Republic           | 0.227      |
| Stavropol region           | 0.029      |
| Republic of Bashkortostan  | 0.043      |
| Mari El Republic           | 0.544      |
| The Republic of Mordovia   | 1.000      |
| Republic of Tatarstan      | 1.000      |
| Udmurt republic            | 0.596      |
| Chuvash Republic           | 0.120      |
| Perm region                | 1.000      |
| Kirov region               | 0.178      |
| Nizhny Novgorod Region     | 0.085      |
Table 8. Cont.

| Region                                             | Efficiency |
|----------------------------------------------------|------------|
| Orenburg region                                   | 0.050      |
| Penza region                                       | 0.040      |
| Samara Region                                      | 0.079      |
| Saratov region                                     | 0.078      |
| Ulyanovsk region                                  | 0.041      |
| Kurgan region                                      | 0.434      |
| Sverdlovsk region                                 | 0.062      |
| Tyumen region                                      | 0.811      |
| Khanty-Mansi Autonomous Okrug—Ugra                | 0.300      |
| Yamal-Nenets Autonomous Okrug                     | 1.000      |
| Chelyabinsk region                                | 0.371      |
| Altai Republic                                    | 0.018      |
| The Republic of Buryatia                          | 0.066      |
| Tyva Republic                                     | 0.026      |
| The Republic of Khakassia                         | 0.512      |
| Altai region                                       | 0.143      |
| Transbaikal region                                | 0.110      |
| Krasnoyarsk region                                | 0.331      |
| Irkutsk region                                    | 0.053      |
| Kemerovo region                                   | 0.070      |
| Novosibirsk region                                | 0.019      |
| Omsk region                                        | 0.056      |
| Tomsk region                                       | 0.014      |
| The Republic of Sakha (Yakutia)                   | 0.175      |
| Kamchatka Krai                                     | 0.433      |
| Primorsky Krai                                     | 0.024      |
| Khabarovsk region                                 | 0.643      |
| Amurskaya Oblast                                  | 1.000      |
| Magadan Region                                    | 1.000      |
| Sakhalin Oblast                                   | 0.453      |
| Jewish Autonomous Region                          | 0.011      |
| Chukotka Autonomous Okrug                         | 1.000      |

According to the DEA method, the efficiency indicator is evaluated within the range from 0 to 1. The most effective regions with the indicator of 1 or close to one. We can divide the regions into three groups. Leaders and developed regions (0.7–1.0), developing regions (0.1–0.7), and relatively weak regions (0–0.1). The most effective regions were the Moscow region, Moscow, Arkhangelsk region, Saint Petersburg, Republic of Crimea, Sevastopol, Republic of Moldavia, Republic of Tatarstan, Perm region, Amurskaya Oblast, and Magadan Region. Despite this, we cannot take into account regions that show efficiency 1; however, they do not have university complexes or branches, technology parks that belong to universities. It is advisable to remove from the sample: Nenets Autonomous Okrug, Yamal-Nenets Autonomous Okrug, Chukotka Autonomous Okrug, Republic of Adygea. In addition, it is impossible to say about the unit effectiveness of the Republic of Crimea, since in this case, there is no input data, since the Crimea entered the Russian Federation only in 2013.

The high-performance indicators of Moscow and St. Petersburg are explained by several different factors, in particular, the concentration of the business community in these cities, various scientific schools, various subjects of innovation infrastructure, and availability of the increased federal and regional financial support for innovative and research projects.

The analysis shows that the group of the most inefficient regions consists of 40 regions. In our opinion, this depends on how large the region is and how many potential development opportunities it has. In these regions, there are really low rates for graduates and scientists with a degree, as well as a low level of output indicators: Insufficient funding, a small number of registered patents.
The analysis of the DEA results showed multidirectional trends in the influence of universities on the regional innovation activity and effectiveness of the region, which makes it expedient to further study the characteristics of the mechanisms of interaction between actors, and their impact on the quality of regional innovation systems. In addition, several regions (for example, Penza Region 0.04 and Krasnodar Region 0.058), which are rated quite high for the quality of life and innovative activity, have obviously not introduced the most effective mechanisms for using universities located in their territory, such as resources to improve the effectiveness of the region.

It is important to show the significance of each factor for the level of innovative activity in the region. We want to find out whether these time series can actually be used with these variables to show the causality of using resources to achieve a result. In order to establish the significance of factors, we will build regression models using Stata15. Then we will see which of the independent variables are significant in the model relative to the dependent variables. So, all input paraments from the DEA model are independent variables (X) for regression analysis, and all output paraments are dependent variables (Y). To achieve high values of significance for the P value, we removed the constant from the model and used the logarithmic values of the independent variables. After conducting a regression analysis, we found that the following indicators became the most significant for Y (Figure 6 column 1). Now we can build SEM. SEM stands for a structural equation model, and allows you to create path diagrams for SEMs, and show results on the path diagram (Figure 7).

![SEM path diagram](image-url)

**Figure 7.** SEM path diagram.

An analysis of the SEM estimation results (Table 9) showed that all the independent variables selected for the analysis are significant for the model, since the p value tends to 0.000. The number of branches of higher education institutions (0.108) became less significant for the dependent variable “Innovative activity of organizations”, and for the variable “Patent filing”, the number of researchers with a degree (0.163) became. However, the significance level of these variables suggests that they can be used for the model, although they are less significant than the others.
### Table 9. SEM regression modelling results.

| m1       | m2       | m3       | m4       | m5       | m0       |
|----------|----------|----------|----------|----------|----------|
| lnGRP    |          |          |          |          |          |
| lnnteach | 2.000*** |          |          |          | 1.927*** |
|          | (0.055)  |          |          |          | (0.055)  |
| lnngrad  | −2.328***|          |          |          | −2.118***|
|          | (0.089)  |          |          |          | (0.088)  |
| lnresearch| 0.296*** |          |          |          | 0.228*** |
|          | (0.054)  |          |          |          | (0.055)  |
| lninnact |          |          |          |          | 0.258*** |
|          |          |          |          |          | (0.099)  |
| lnpatent |          | 0.046   |          |          |          |
| lneduc   |          |          | −0.108***|          |          |
|          |          |          | (0.031)  |          |          |
| lnvolinn |          | −0.025  |          |          |          |
|          |          |          | (0.039)  |          |          |
| _cons    | 0        |          |          |          |          |
| lninnact | 0.284*** |          |          |          | 0.284*** |
|          | (0.028)  |          |          |          | (0.028)  |
| lnnteach | 0.284*** | 0.284*** |          |          |          |
|          | (0.028)  | (0.028)  |          |          |          |
| lnresearch| 0.094   |          | −0.063***|          |          |
|          | (0.059)  |          | (0.027)  |          |          |
| lnnbHEI  | −0.076***|          | 0.094    |          |          |
|          | (0.027)  |          | (0.058)  |          |          |
| _cons    | 0        |          |          |          |          |
| lnpatent |          |          |          |          |          |
| lnnteach | 0.488*** |          | 0.488*** |          |          |
|          | (0.046)  |          | (0.046)  |          |          |
| lninnact | 0.488*** | 0.488*** |          |          |          |
|          | (0.046)  | (0.046)  |          |          |          |
| lnresearch| 0.307*** |          | −0.068   |          |          |
|          | (0.096)  |          | (0.043)  |          |          |
| lnnbHEI  | −0.061   |          | 0.307*** |          |          |
|          | (0.044)  |          | (0.095)  |          |          |
| _cons    | 0        |          |          |          |          |
| lneduc   |          |          |          |          |          |
| lnresearch| −0.676***|          | −0.661***|          |          |
|          | (0.062)  |          | (0.062)  |          |          |
| lnnbHEI  | 0.618*** |          | 0.718*** |          |          |
|          | (0.166)  |          | (0.145)  |          |          |
| lnHEI    | 0.018    |          | 0.418*** |          |          |
|          | (0.372)  |          | (0.192)  |          |          |
| _cons    | 0        |          |          |          |          |
| lnvolinn |          |          |          |          |          |
| lnnbHEI  | 0.467*** |          | 0.467*** |          |          |
|          | (0.232)  |          | (0.231)  |          |          |
| lninstu  | 1.974*** |          | 1.974*** |          |          |
|          | (0.149)  |          | (0.148)  |          |          |
| _cons    | 0        |          |          |          |          |
| var(e.lnGRP) |          |          |          |          | 0.398*** |
|          |          |          |          |          | (0.046)  |
| var(e.lninnact) |          |          |          |          | 0.357*** |
|          |          |          |          |          | (0.040)  |
| var(e.lnpatent) |          |          |          |          | 0.894*** |
|          |          |          |          |          | (0.102)  |
| var(e.lneduc) |          |          |          |          | 2.996*** |
|          |          |          |          |          | (0.343)  |
Table 9. Cont.

|       | m1     | m2     | m3     | m4     | m5     | m0     |
|-------|--------|--------|--------|--------|--------|--------|
| var(e.lnvolinn) | 5.002 *** |        |        |        |        | 5.002 *** |
| N     | 159    | 156    | 158    | 153    | 153    | 159    |
| ll    | −190.069 | −141.001 | −351.374 | −208.487 | −300.237 | −1142.780 |
| aic   | 386.138 | 288.002 | 706.747 | 422.973 | 608.473 | 2331.559 |
| bic   | 395.344 | 297.152 | 712.873 | 432.065 | 620.595 | 2402.144 |
| r2    | 0.996  | 0.921  | 0.938  | 0.952  | 0.489  |        |

Note: *** significant coefficients for which the p-value is small enough. That is, those coefficients that are very low probability equal to 0. Explanation: if there are three, then the p-value is from 0 to 0.001, if two, then it is from 0.001 to 0.01, and so on. If there are no icons, then the p-value is greater than 0.1.

It should be noted the variables with a negative coefficient, which have an inverse effect on the dependent variable. In other words, these are input resources that reduce the value of indicators of output resources. Among these, there was the “Graduation with bachelor’s, master’s, and specialist degrees” indicator, which negatively affects the GDP indicator. The number of researchers who have a degree also negatively affects the innovative activity of organizations in the region, as well as the number of patents granted.

This means that the model is adequate and proves its applicability for the increased perception of universities as drivers of the innovative activity in Russian regions.

5. Discussion: The Open Innovation by Universities in Regional Innovation System

We use the possibilities of innovative regional development, because it is necessary to focus on knowledge. Within the framework of the management system, the concept of open innovation can be considered. We consider the concept of using open innovation projects as a tool to improve the efficiency of the innovation process, since at present, the implementation of this concept makes it possible to reduce the time and financial resources for creating innovative activities, increase the economic result from innovation and investment projects, and reduce the level of innovation and investment risks. The underlying basic idea of a global and free transfer of ideas and technologies implies close interaction between the regional innovation system, for example, between universities and a business representative. The basic principles of open innovation were formulated by Chesborough, and among them, there is a principle based on the use of both external and internal knowledge, which also applies to the activities of universities within the RIS.

Based on the concept of open innovation, free inbound and outbound information flows are possible, allowing companies to use external sources of innovation in interaction based on commercial orders, as well as allowing universities to participate in the intellectual property market. In addition, open innovation in universities leverages strategic alliances that have achieved synergies in R&D.

As a positive example of the implementation of open innovation, we can consider the platform for the implementation of joint projects within the framework of the “smart city” model in Tampepe, Finland. As part of this open activity, the knowledge triangle and quadrilateral models of the experience of three Finnish universities, which are currently beginning to transform, were analyzed. The coverage of these models was limited to a few project participants of several large projects, leading universities. At the moment, the situation has been transformed, and now more and more attention is paid to the development of open innovation eco-systems, open innovations on the platform with the involvement of a wider circle of participants in the innovation process. Such transformation and formation mechanisms form a qualitatively new space for co-production.

In the Russian Federation, restrictions can be set, as well as institutional conditions can be used that hinder the implementation of the idea of open innovation. This is due to the fact that regional companies operate in the innovation market and bear more risks compared to organizations that operate under dark conditions. In the Russian Federation, there is a weakly effective legal protection
of innovations and intellectual property, which negatively affects the development of, for example, the Patent Federation, and of innovative infrastructures of universities. The specific problems of the development of open innovations in the regional innovation systems of the Russian Federation impose sanctions that limit access to innovations in key sectors of the knowledge economy. In addition, there are further limitations, such as the insignificant effect of supporting innovative entrepreneurship. These limitations can be tackled by using the possibilities of introducing innovative activities in the regions, including the possibility of introducing innovative activities in the regions.

6. Conclusions

Development of such methods for assessing the effectiveness of the innovation system and participation of universities in all regions allows us to find various aspects of university activities and to create tools to assess their opportunities for innovative development, in order to develop efficiency and evaluate effectiveness of innovative activities of universities, ratings of regions.

It can be argued that there is a connection between universities and the regional innovation system. Thus, we can say that we have chosen the most significant indicators to calculate the effectiveness of the regions based on the regression analysis. The impact of the activities on the level of innovation in the region is tantamount to using the data coverage analysis (DEA). We can determine the efficiency of regions. The validity of the selected factors for the analysis has been proven.

During the research, several tasks were solved to achieve the goals and confirm the hypothesis. Among these tasks: Assessment of national and international studies; definition of the main factors as a resource; and model building and description of the results.

Thanks to the results obtained, it was possible to formulate the following recommendations on developing a more effective mechanism and tools for interaction between participants of the innovation system in the region when implementing the strategy of innovative development of the regions. Universities must actively create sophisticated, innovative infrastructures for educational institutions. It is necessary to open science parks, business incubators, centers of excellence, small innovative enterprises. It is equally important to optimize the research and development work carried out in accordance with the needs of the market and the demand for innovative products for use in a particular region. It is necessary to develop instruments of state support for universities, to develop a mechanism to stimulate grant and patent activities of research groups within the university.

However, there are limitations to further research. This thesis deals with the impact of the Russian universities’ performance on the Russian regions’ economy.

Further analysis can be carried out based on the performance of universities and regional development in other countries, taking into account the specific features of the regional innovation systems. In addition, the model can be enhanced and tested by adding other factors into it, and further used to evaluate the efficiency of the regional innovation system. Based on the DEA, it is planned to consider and analyze the influence of leading universities on the depressive regions of the Russian Federation, since the integration of universities and regional innovation systems is at a high level, including, for example, the Lomonosov Moscow State University in 2019 opened the Vernadsky program to create mirror laboratories at regional universities.
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Appendix A

Table A1. The dataset of 85 Regions of the Russian Federation.

| DMU       | n/HEI_11 | n/HHEI_11 | n/teach_11 | n/stu_11 | n/grad_11 | n/research_11 | research_11 | GRP_18    | innact_18 | vol inn_18 | patent_18 | research_11 | educ_18 |
|-----------|----------|-----------|------------|----------|-----------|----------------|--------------|-----------|-----------|------------|----------|-------------|---------|
| Belgorod region | 7        | 14        | 3202       | 77.7     | 14.6      | 309            | 1921.1       | 470,874   | 14.8      | 101,169.6  | 54.83871 | 1921.1       | 2.5     |
| Bryansk region   | 5        | 20        | 2030       | 57.2     | 11.4      | 50             | 977.7        | 233,701   | 6.2       | 12,198.6   | 235      | 12198.6     | 3.6     |
| Vladimir region  | 7        | 17        | 2021       | 53.6     | 11.3      | 286            | 539.1        | 261,366   | 9         | 34,029.9   | 11,24031 | 539.1        | 2.9     |
| Voronezh region  | 22       | 20        | 7759       | 133.2    | 28.2      | 919            | 8164.5       | 360,418   | 11.7      | 32,481.8   | 28,04348 | 8164.5       | 3.6     |
| Ivanovo region   | 9        | 10        | 2618       | 49       | 11.6      | 259            | 585.7        | 174,995   | 4.2       | 219.2      | 10,06025 | 585.7        | 5       |
| Kaluga region    | 4        | 24        | 1694       | 37.6     | 8         | 940            | 6070.9       | 368,913   | 9         | 16,574.3   | 39,4954  | 6070.9       | 3.1     |
| Kostrroma region | 3        | 4         | 1214       | 21.7     | 4.1       | 21             | 130.8        | 247,313   | 2.8       | 14,590.9   | 31,42857 | 130.8        | 4.6     |
| Kursk region     | 11       | 13        | 2783       | 72.3     | 16.3      | 144            | 593.1        | 325,114   | 5         | 30,361     | 21,59091 | 593.1        | 1       |
| Lipets Region    | 6        | 16        | 1788       | 41.6     | 7         | 100            | 291.1        | 406,726   | 18.5      | 63,108.2   | 29,7823  | 291.1        | 2.6     |
| Moscow region    | 32       | 127       | 6464       | 168.4    | 33.3      | 8600           | 119,715.9    | 483,683   | 8.9       | 384,328.6  | 38,85794 | 119,715.9    | 2.9     |
| Oryol Region     | 7        | 6         | 2486       | 43.2     | 9         | 171            | 976.4        | 282,494   | 6.8       | 1428.8     | 40.3508  | 976.4        | 5.6     |
| Ryazan Oblast    | 9        | 15        | 2839       | 54.6     | 9.6       | 174            | 1594.4       | 298,624   | 12.1      | 19,887.4   | 75        | 1594.4       | 4.2     |
| Smolensk region  | 7        | 27        | 2026       | 48.2     | 9         | 64             | 1604.5       | 274,415   | 6.5       | 10,137.5   | 46.3416  | 1604.5       | 4.2     |
| Tambov Region    | 6        | 11        | 2010       | 42.2     | 8.9       | 179            | 1079.2       | 297,933   | 11        | 12,962.6   | 31,76471 | 1079.2       | 3.2     |
| Tver region      | 8        | 28        | 2193       | 42.8     | 8.4       | 462            | 4644.3       | 276,255   | 8.7       | 10,053.9   | 48,55072 | 4644.3       | 3.9     |
| Tula region      | 8        | 17        | 2140       | 52.3     | 9.6       | 178            | 5974.9       | 344,847   | 9.2       | 80,875.4   | 24,58101 | 5974.9       | 2.9     |
| Yaroslavskaya Oblast | 9    | 25        | 2621       | 52.2     | 10.3      | 884            | 65985.6      | 369,539   | 8.3       | 46,557.6   | 64,42953 | 6938.5       | 3.4     |
| Moscow           | 268      | 6         | 63,452     | 1168.1   | 271.9     | 47,373         | 358,214.8    | 115,737   | 14.3      | 248,998.8  | 31,8711  | 358,214.8    | 2.1     |
| Republic of Karelia | 3       | 11        | 1397       | 23.6     | 4.6       | 314            | 943.2        | 371,452   | 5.9       | 559.9      | 144,4444 | 943.2        | 3.8     |
| Komi Republic    | 5        | 13        | 1108       | 33.8     | 6         | 435            | 2350         | 640,622   | 3.5       | 1931.9     | 10        | 2350         | 3.1     |
| Nenets Autonomous Okrug | 0   | 0         | 0          | 0        | 0         | 1              | 21.5         | 5821,559  | 4.6       | 0         | 21.5      | 5821,559    | 0.8     |
| Arkhangelsk region | 6       | 15        | 1975       | 42.2     | 9         | 150            | 1522.9       | 379,796   | 4.4       | 99,183.9   | 53,35714 | 1522.9       | 2.9     |
| Vologodskaya Oblast | 6       | 17        | 1776       | 38.4     | 9.4       | 72             | 479.5        | 410,037   | 5.4       | 17,869.4   | 40,6225  | 479.5        | 2.1     |
| Kaliningrad region | 8       | 20        | 1838       | 29.5     | 7.6       | 116            | 1094         | 390,359   | 4.3       | 1244.4     | 45,65217 | 1094         | 3.1     |
| Leningrad region | 3        | 32        | 527        | 14.8     | 2.2       | 579            | 6863.5       | 511,836   | 9.3       | 22,072.5   | 90,47619 | 6863.5       | 2       |
| Murmansk region  | 4        | 24        | 1100       | 22.1     | 7         | 489            | 22761.1      | 560,382   | 8.2       | 3083.8     | 22,85714 | 2276.1       | 3.2     |
| Novgorod region  | 1        | 10        | 1001       | 18.4     | 3.9       | 27             | 2751.8       | 398,141   | 8.8       | 7467.4     | 34,09091 | 2751.8       | 3.1     |
| Pskov region     | 5        | 14        | 1003       | 21.8     | 4.2       | 70             | 437.7        | 224,152   | 7.4       | 2222.1      | 80       | 437.7        | 3.8     |
| DMU | n/HEI_11 | n/bHEI_11 | n/teach_11 | n/stu_11 | n/grad_11 | n/research_11 | research_11 | GRP_18 | innact_18 | vol inn_18 | patent_18 | research_11 educ_18 |
|-----|-----------|------------|------------|---------|-----------|--------------|-------------|--------|-----------|------------|----------|---------------------|
| Saint Petersburg | 90 | 9 | 28,592 | 374.9 | 93.2 | 11,285 | 120,804 | 712,303.6 | 16.1 | 303,112.4 | 64.6333 | 120,804 | 3.6 |
| Republic of Adygea | 2 | 7 | 1,104 | 19.5 | 4 | 71 | 241.3 | 201,918.1 | 6.3 | 3386.6 | 333,333 | 241.3 | 5.1 |
| Republic of Kalmykia | 1 | 7 | 541 | 13.1 | 2.4 | 74 | 67.8 | 201,406.9 | 2.5 | 40.9 | 12 | 67.8 | 5.6 |
| Republic of Crimea | 0 | 0 | 0 | 0 | 0 | 0 | 1487.7 | 165,433.8 | 3.8 | 1404.7 | 191,666.7 | 1487.7 | 4.5 |
| Krasnodar region | 34 | 83 | 8694 | 186.2 | 39.4 | 1039 | 5422 | 363,731.3 | 12.2 | 168,605.9 | 26.24357 | 5422 | 3.2 |
| Astrakhan region | 6 | 17 | 2334 | 44.7 | 7.1 | 202 | 549.4 | 332,447.4 | 7.7 | 696.1 | 22.53521 | 549.4 | 3 |
| Volgograd region | 16 | 26 | 6410 | 112.4 | 25.4 | 424 | 3547.6 | 292,562.7 | 4.6 | 25,053.7 | 67.02899 | 3547.6 | 3.6 |
| Rostov region | 26 | 61 | 10,805 | 210 | 43.4 | 1335 | 13,102.3 | 300,186.2 | 8.2 | 104,538.5 | 24.13249 | 13,102.3 | 3.1 |
| Sevastopol | 0 | 0 | 0 | 0 | 0 | 0 | 813.8 | 151,862.7 | 3.2 | 725.5 | 53.125 | 813.8 | 3.4 |
| The Republic of Dagestan | 18 | 40 | 6049 | 108.1 | 22.2 | 516 | 914.1 | 197,141 | 2.8 | 182 | 12.05674 | 914.1 | 4.8 |
| The Republic of Ingushetia | 2 | 1 | 587 | 11.9 | 2.1 | 32 | 62.1 | 106,756.6 | 4.8 | 22.8 | 0 | 62.1 | 9.9 |
| Kabardino-Balkarian Republic | 4 | 7 | 1547 | 28.1 | 5.7 | 276 | 654.5 | 153,710.9 | 3.8 | 307.1 | 22.53521 | 654.5 | 7.1 |
| Karachay-Cherkess Republic | 2 | 12 | 1136 | 16.9 | 3.2 | 134 | 510.3 | 156,602.4 | 1.8 | 40.9 | 50 | 510.3 | 6.1 |
| Republic of North Ossetia—Alania | 13 | 1 | 2313 | 33.9 | 6.7 | 190 | 343.4 | 176,390.3 | 4 | 26.4 | 10.11236 | 343.4 | 7.1 |
| Chechen Republic | 3 | 1 | 1676 | 33.4 | 5.3 | 243 | 269.3 | 118,696.4 | 0.2 | 576.4 | 17.64706 | 269.3 | 11.5 |
| Stavropol region | 23 | 55 | 6326 | 134.5 | 29.7 | 486 | 1855.3 | 232,582 | 5.2 | 33,566.7 | 29.13907 | 1855.3 | 3.9 |
| Republic of Bashkortostan | 15 | 42 | 7605 | 169 | 32.6 | 32.6 | 8813 | 330,383.3 | 7.4 | 109,689.8 | 28.28439 | 8813 | 4.1 |
| Mari El Republic | 3 | 7 | 1471 | 29.9 | 5.8 | 5.8 | 199 | 234,160 | 7.1 | 14,926.4 | 43.02326 | 199 | 3.5 |
| The Republic of Mordovia | 3 | 5 | 2181 | 41.4 | 9 | 9 | 828.8 | 245,214.7 | 12.5 | 52,414.7 | 72.91667 | 828.8 | 4.1 |
| Republic of Tatarstan | 33 | 55 | 10,382 | 209.6 | 45.2 | 45.2 | 16,221.4 | 499,778.6 | 22.2 | 435,557.2 | 48.19103 | 16,221.4 | 2.8 |
| Udmurt republic | 9 | 18 | 3786 | 73.3 | 15.9 | 15.9 | 1765.8 | 356,042.7 | 6.7 | 57,346.6 | 60.71429 | 1765.8 | 3.3 |
| Chuvash Republic | 6 | 20 | 2780 | 68.2 | 14.9 | 14.9 | 2034.6 | 211,586.7 | 24.7 | 23,011.4 | 49.07407 | 2034.6 | 4.1 |
| Perm region | 16 | 22 | 4648 | 102.4 | 18.9 | 18.9 | 14,334.3 | 414,418.5 | 6.4 | 221,162.4 | 35.58282 | 14,334.3 | 2.9 |
| Kirov region | 7 | 22 | 2127 | 54.2 | 11.4 | 11.4 | 2157.5 | 224,776 | 9.5 | 13,526.9 | 74.71264 | 2157.5 | 4.2 |
| Nizhny Novgorod Region | 17 | 29 | 7581 | 166.8 | 40.4 | 40.4 | 76,190.6 | 363,327.8 | 11.1 | 218,802.1 | 41.91781 | 76,190.6 | 3.1 |
| Orenburg region | 9 | 26 | 3744 | 81.1 | 16.1 | 16.1 | 1065.7 | 387,570 | 6.4 | 23,250.7 | 15.88785 | 1065.7 | 2.8 |
| Penza region | 5 | 15 | 2691 | 59 | 10.7 | 10.7 | 5461 | 251,717.5 | 20.7 | 20,845.5 | 32.83582 | 5461 | 3.6 |
| Samara Region | 29 | 31 | 7972 | 162.3 | 33.9 | 33.9 | 14,246.9 | 397,857.2 | 4.3 | 209,373.9 | 64.11483 | 14,246.9 | 3 |
| Saratov region | 11 | 23 | 6313 | 121.4 | 24.8 | 24.8 | 4464 | 263,773.6 | 5 | 10,348.8 | 59.90783 | 4464 | 3.7 |
Table A1. Cont.

| DMU | n/HEI_11 | n/bHEI_11 | n/teach_11 | n/stu_11 | n/grad_11 | n/research_11 | research_11 | GRP_18 | innact_18 | vol inn_18 | patent_18 | research_11 | educ_18 |
|-----|-----------|------------|-------------|-----------|------------|---------------|-------------|--------|-----------|------------|-----------|---------------|---------|
| Ulyanovsk region | 5 | 12 | 2640 | 57.3 | 11.4 | 11.4 | 13,688.4 | 261,500.3 | 3.4 | 35,362.4 | 73.09417 | 13,688.4 | 4.4 |
| Kurgan region | 4 | 8 | 1204 | 37.7 | 7.6 | 7.6 | 346.7 | 225,984.4 | 4.6 | 4665.4 | 47.45763 | 346.7 | 4.7 |
| Sverdlovsk region | 32 | 54 | 9408 | 204.2 | 42.3 | 42.3 | 32,186.3 | 456,860.2 | 9.6 | 193,672.4 | 60.33403 | 32,186.3 | 3 |
| Tyumen region | 18 | 83 | 5537 | 154.3 | 31.1 | 31.1 | 16,373.6 | 1,627,945.9 | 7.9 | 206,025.7 | 46.32035 | 16,373.6 | 1.6 |
| Khanty-Mansi Autonomous Okrug—Ugra | 8 | 41 | 1678 | 46 | 6.5 | 6.5 | 3045.1 | 1,852,318.3 | 5.4 | 18,931.3 | 45.94595 | 3045.1 | 1.6 |
| Yamal-Nenets Autonomous Okrug | 0 | 25 | 206 | 11.6 | 0.8 | 0.8 | 173.6 | 3,670,257.6 | 7 | 212.3 | 26.82927 | 173.6 | 0.9 |
| Chelyabinsk region | 19 | 35 | 7160 | 181.2 | 32.8 | 32.8 | 22,381.1 | 360,048.1 | 8.6 | 103,405.8 | 67.11864 | 22,381.1 | 3.3 |
| Altai Republic | 1 | 1 | 321 | 5.3 | 1 | 1 | 92.9 | 213,474.3 | 68 | 75.7 | 0 | 92.9 | 8.9 |
| The Republic of Buryatia | 5 | 12 | 2161 | 48.2 | 102 | 102 | 869.6 | 202,627.8 | 4.7 | 2444.3 | 13.46154 | 869.6 | 7 |
| Tyva Republic | 0 | 4 | 307 | 6.2 | 1 | 1 | 261.2 | 164,687 | 34 | 0 | 261.2 | 12.4 |
| The Republic of Khakassia | 2 | 5 | 547 | 17.6 | 3.9 | 3.9 | 89.5 | 339,586 | 4 | 991 | 25 | 89.5 | 3.8 |
| Altai region | 10 | 22 | 4220 | 88.5 | 17.8 | 17.8 | 1754 | 210,350.7 | 12.6 | 14,546.2 | 55.97015 | 1754 | 4.1 |
| Transbaikal region | 4 | 9 | 1703 | 41.4 | 7.5 | 7.5 | 404 | 243,110.4 | 2.9 | 2110.4 | 13.33333 | 404 | 6.2 |
| Krasnoyarsk region | 12 | 36 | 6857 | 121.8 | 22.5 | 22.5 | 16,157.7 | 615,803.9 | 7.1 | 63,160.7 | 39.38356 | 16,157.7 | 3 |
| Irkutsk region | 15 | 22 | 5249 | 123.5 | 27.2 | 27.2 | 4210.8 | 443,297.8 | 5.3 | 7618 | 39.24731 | 4210.8 | 3.3 |
| Kemerovo region | 12 | 32 | 4563 | 96.9 | 18.1 | 18.1 | 2206.6 | 316,263.9 | 6.2 | 25,217 | 34.61358 | 2206.6 | 3.5 |
| Novosibirsk region | 25 | 16 | 7128 | 153.7 | 32.3 | 32.3 | 21,629.3 | 391,438.4 | 7.5 | 45,335.7 | 32 | 21,629.3 | 4 |
| Omsk region | 19 | 14 | 5188 | 106.1 | 21 | 21 | 6040.1 | 316,828.5 | 7.5 | 25,079.1 | 51.62791 | 6040.1 | 3.9 |
| Tomsk region | 9 | 10 | 5286 | 81.9 | 17.7 | 17.7 | 14,076.9 | 451,823.9 | 14 | 19,806 | 27.46114 | 14,076.9 | 4.4 |
| The Republic of Sakha (Yakutia) | 9 | 23 | 1946 | 47.2 | 6.7 | 6.7 | 2558.1 | 903,611.3 | 7.9 | 7537 | 54.23792 | 2558.1 | 4.4 |
| Kamchatka Krai | 3 | 7 | 483 | 16.4 | 3 | 3 | 1205.6 | 628,114.2 | 11.9 | 1303.1 | 85.71429 | 1205.6 | 4.8 |
| Primorsky Krai | 13 | 31 | 5485 | 95 | 17 | 17 | 6950.7 | 382,566.9 | 4.5 | 1560.7 | 25.88832 | 6950.7 | 3.1 |
| Khabarovsk region | 17 | 11 | 3703 | 84.5 | 17.8 | 17.8 | 5898 | 476,030.8 | 7.9 | 75,957.9 | 27.97203 | 5898 | 4.1 |
| Amurskaya Oblast | 5 | 6 | 1632 | 29.2 | 5.5 | 5.5 | 0 | 357,829 | 6 | 1683.1 | 46.05623 | 0 | 4.3 |
| Magadan Region | 1 | 6 | 296 | 10.1 | 1.7 | 1.7 | 0 | 1,006,587.5 | 6.6 | 557 | 33.33333 | 0 | 3.8 |
| Sakhalin Oblast | 2 | 7 | 401 | 14.5 | 3.1 | 3.1 | 1163.3 | 1,575,642.6 | 3.9 | 1397.5 | 87.5 | 1163.3 | 1.8 |
| Evreiskei Autonomous Region | 1 | 4 | 272 | 8 | 1.5 | 1.5 | 0 | 283,783.1 | 6.7 | 277.5 | 0 | 0 | 4.4 |
| Chukotka Autonomous Okrug | 0 | 0 | 3 | 0 | 0 | 0 | 0 | 1,523,201.3 | 10.7 | 993.2 | 0.00 | 0 | 4.6 |
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