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Abstract: The reversible data hiding allows original image to be completely recovered from the stego image when the secret data has been extracted, it is has drawn a lot of attentions from researchers. In this paper, a novel Taylor Expansion (TE) based stereo image reversible data hiding method is presented. Since the prediction accuracy is essential to the data hiding performance, a novel TE based predictor using correlations of two views of the stereo image is proposed. TE can fully exploit strong relationships between matched pixels in the stereo image so that the accuracy of the prediction can be improved. Then, histogram shifting is utilized to embed data to decrease distortion of stereo images, and multi-level hiding can increase embedding capacity. Experimental results show that the proposed method is superior to some existing data hiding methods considering embedding capacity and the quality of the stego stereo images.
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1 Introduction

In recent years, the stereo image as the main representations of the 3D image has drawn much attention, since it can give people a realistic vision [1-3]. Due to the development of the multimedia technology, people can easily modify the stereo image and security problems may be raised. The data hiding method can solves this kind of problem, but in general it will change the image content a little although the visual quality is not decreased much [4-5]. However, for military, judicial and medical images, any tiny modification is not allowed. The reversible data hiding method can restore the original image when the secret data is extracted, which can be applied in these above special applications [6-7].

The reversible data hiding method can be divided into three types. The first type is to leave vacant space for embedding data by losslessly compressing the least significant bit (LSB) plane of the image [8]. However, due to the low compression ratio, this kind of the data hiding method cannot obtain the high embedding capacity with low image quality. The second type is based on difference expansion (DE). Tian computed the difference between two neighbor pixels, and then expended it for embedding the secret data [9]. However, in the edge region or complex texture region, the differences between two adjacent pixels are large, which will lead to the distortion of the image. Alattar improved Tian’s method, and it used generalized integer transform to increase embedding capacity [10]. Moreover, some other techniques were presented to improve the embedding performance, such as location map reduction [11-12], the prediction error instead of pixel difference [13-14], etc.

The third type is the histogram shifting (HS) based reversible data hiding method, which can improve quality and embedding capacity compared with the DE based reversible data hiding method. Ni et al. constructed a pixel histogram, and then emptied one bin nearby the peak by shifting histograms between zero and peak [15]. The peak bin is utilized to embed data and its height determines the embedding capacity and the image quality. However, pixel histograms are often mean distributions and the peak point is not high enough, and it leads to the limitation of the image quality and the embedding capacity. In order to improve the embedding performance, sub-sampled images are computed by dividing the image, and the center pixel of each sub-sampled image is chosen as the reference pixel to calculate differences [16]. The corresponding difference histogram is Gaussian distribution, and the peak is higher compared with the pixel histogram. However, the embedding capacity can be still improved, because the differences between the reference pixel and the current pixel are still large for the complex texture areas. The median instead of the center pixel as the reference pixel is used to build the difference histogram so that the embedding performance is improved [17]. An et al. built statistical quantity histogram for reversibly data embedding based on clustering [18]. The method was robust to compression and random noise. Since the prediction value is similar to the current pixel, the prediction error histogram is superior to the difference histogram for data hiding. Thus, different kinds of predictors were presented to increase the prediction accuracy for obtaining the histogram with many bins around the bin zero, such as such as linear prediction [19], Median edge detector (MED) [20], rhombus prediction [21] and partial differential equation (PDE) [22]. Above predictors only employ intra-relationships to compute the predicted values for the current pixel. However, for the stereo image, besides intra-relationships, inter-relationships can be also used to improve the prediction.

The stereo image includes left and right views, which are captured for the same scene and have strong inter-relationships. The inter-view correlations of the stereo image can increase the embedding performance of the stereo image data hiding method. Yu et al. employed block matching to increase embedding capacity so that the capabilities of tamper detection and recovery were increased [23]. Zhou et al. computed the disparity of the...
stereo image and generated the disparity zero-watermark to protect the copyright of the stereo image, which is robust to common image processing [24]. Wang et al. used Ternary radial harmonic Fourier moments to obtain the inter-correlations for building the zero-watermark, which had the robustness [25]. But above stereo image data hiding methods are not reversible, stereo image reversible data hiding methods should be studied for the secret data transmission in the special area. Yang et al. presented DCT based stereo image reversible data hiding by using matched blocks [26], but the embedding capacity is not large. Luo et al. proposed disparity based stereo image reversible data hiding, which used the matched pixel to predict the current pixel for obtaining the prediction error histogram [27]. However, the difference between a pair of matched pixels is sometimes large, since they are captured by the different lighting.

In this paper, a novel stereo image reversible data hiding method based Taylor Expansion (TE) is presented. Since the prediction accuracy is very important for the data hiding performance, a novel TE based predictor employing correlations of two views in the stereo image is proposed. TE can fully exploit strong relationships between matched pixels in the stereo image so that it can increase the prediction accuracy of the stereo image. Secondly, histogram shifting is utilized to embed the secret data to degrade the distortion of the stereo image. Moreover, multi-level hiding can increase embedding capacity. Experimental results show that the proposed method is superior to some existing data hiding methods considering embedding capacity and the quality of the stego stereo images.

The remainder of this paper is organized as follows. Section 2 describes the proposed method based on Taylor Expansion. Section 3 proposes experimental results and discussions. Finally Section 4 gives the conclusion.

2 The proposed stereo image RDH method based on Taylor Expansion

In this section, at first the predictor based Taylor Expansion (TE) is designed to compute accurate prediction. Secondly, data hiding processes based on histogram shifting are given. Finally, data extracting processes are described in detail.

2.1 Predictor based on TE (PTE)

At first, the intra-relationships based predictor rhombus prediction is described. Then, a TE based predictor with the inter-view relationship is designed for predicting pixels in stereo images.

Since the prediction accuracy is essential to the data embedding performance, many predictors were proposed in many literatures. The rhombus prediction is the classical one by using intra-relationships. Let \(f(x,y)\) be the pixel locating at \((x,y)\), and its eight neighbor pixels are shown in Fig. 1. For rhombus prediction, pixels are divided into rectangle and circle pixels as illustrated in Fig. 2. In rhombus prediction, the mean of four neighbor pixels is computed for the prediction value of the current pixel.

\[
\hat{f}(x,y) = \frac{(f_1 + f_2 + f_3 + f_4)}{4} \tag{1}
\]

where \(f_1, f_2, f_3\) and \(f_4\) are \(f(x,y-1), f(x+1,y), f(x-1,y)\) and \(f(x+1,y)\), respectively. However, for the stereo image, inter-correlations are sometimes closer than intra-correlations. In this section, a predictor based on Taylor Expansion (PTE) is designed to predict pixels in the stereo image by fully using inter-relationships of the stereo image.

Let \(f^l(x,y)\) and \(f^r(x,y)\) denote the left view pixel and the right view pixel, respectively. \(f^l(x+h,y)\) and \(f^l(x-h,y)\) are neighbor pixels of \(f^l(x,y)\), which can be expanded as Eq. (2) by using the Second-order TE, where \(h\) is the positive integer value.

\[
f^l(x+h,y) = f^l(x,y) + \frac{\partial f^l(x,y)}{\partial x} h + \frac{\partial^2 f^l(x,y)}{2! \partial^2 x} h^2 \tag{2}
\]

\[
f^l(x-h,y) = f^l(x,y) + \frac{\partial f^l(x,y)}{\partial x} (-h) + \frac{\partial^2 f^l(x,y)}{2! \partial^2 x} h^2
\]

The Eq. (2) can be changed as

\[
f^l(x+h,y) + f^l(x-h,y) = 2 f^l(x,y) + \frac{\partial^2 f^l(x,y)}{2! \partial^2 x} h^2 \tag{3}
\]

\[
f^l(x,y) = f^l(x+h,y) + f^l(x-h,y) - \frac{\partial^2 f^l(x,y)}{2! \partial^2 x} h^2
\]

where \(\frac{\partial^2 f^l(x,y)}{\partial^2 x}\) is the Second-order partial derivative difference, and defined as

| \((x-1, y-1)\) | \((x-1, y+1)\) | \((x+1, y-1)\) | \((x+1, y+1)\) |
|-----------------|-----------------|-----------------|-----------------|
| \((x-1, y)\) | \((x,y-1)\) | \((x,y)\) | \((x,y+1)\) |
| \((x,y)\) | \((x+1,y)\) | \((x+1,y+1)\) | \((x+1,y-1)\) |

Fig. 1 Location of neighbor pixels

Fig. 2 Pixel pattern
\[
\frac{\partial^2 f(x, y)}{\partial x^2} = f'(x-h, y) + f'(x+h, y) - 2f'(x, y)
\]  
(4)

Suppose \(f(x, y)\) and \(f'(x-h, y)\) are matched pixels with the disparity value \(d\), and they have similarities. Thus,

\[
\frac{\partial^2 f(x, y)}{\partial x^2} \text{ can be nearly expressed as}
\]

\[
\frac{\partial^2 f(x, y)}{\partial x^2} = f'(x-h, y-d) + f'(x+h, y-d) - 2f'(x, y-d)
\]  
(5)

When \(h\) is smaller, the corresponding neighbor pixels are closer to the current pixel. Thus, we set \(h\) to 1, and based on Eqs. (3) and (5), \(f(x, y)\) can be computed as

\[
f'(x, y) = \frac{f'(x+1, y) + f'(x-1, y)}{2} -
\]

\[
\frac{f'(x-1, y-d) + f'(x+1, y-d) - 2f'(x, y-d)}{2}
\]  
(6)

From Eq. (6), if the current pixel in the left view locates at the horizontal texture region, its prediction value is computed as

\[
f'(x, y) = \frac{f'(x+1, y) + f'(x-1, y)}{2} -
\]

\[
\frac{f'(x-1, y-d) + f'(x+1, y-d) - 2f'(x, y-d)}{2}
\]  
(7)

Similarly, if the current pixel locates at the vertical texture region, its predicted value is calculated as

\[
f'(x, y) = \frac{f'(x, y+1) + f'(x, y-1)}{2} -
\]

\[
\frac{f'(x, y-1-d) + f'(x, y+1-d) - 2f'(x, y-d)}{2}
\]  
(8)

If the pixel locates at the smooth region, the pixel is predicted as

\[
f'(x, y) = \frac{f'(x, y+1) + f'(x, y-1) + f'(x+1, y) + f'(x-1, y)}{4} -
\]

\[
\frac{f'(x, y-1-d) + f'(x, y+1-d) - 2f'(x, y-d)}{2}
\]  
(9)

\[
\hat{f}(x, y) = \begin{cases} 
HT & |f(L_1 - f(L_2)| \leq T \\
VT & |f(L_3 - f(L_4)| \leq T \\
ST & |f(L_1 - f(L_2)|, |f(L_3 - f(L_4)| \leq T \\
CT & \text{at other wise}
\end{cases}
\]  
(10)

If \(X^e\) is \(HT\), Eq. (7) is used to compute the prediction value of \(f(x, y)\). If \(X^e\) is \(VT\) or \(ST\), Eq. (8) or Eq. (9) is utilized to compute the prediction value. If \(X^e\) is \(CT\), it is difficult to predict the current pixel, and the corresponding pixel is not used to embed data.

Step a-3. The corresponding prediction error \(e\) is computed by

\[
e = \hat{f}(x, y) - f'(x, y)
\]  
(11)
The prediction error histogram $H_\{e\}$ with corresponding bins $\{\ldots b_3, b_1, b_6, b_1, b_2, \ldots\}$ is built and obtained.

**Step a-4.** Empty bins by scanning $e$. Bins in the ranges of $[DL+1, 2\times DL+1]$ and $[-2\times DL-1, -DL-1]$ are emptied without data embedding, where $DL$ is the embedding level. Corresponding $e$ is update as

$$e' = \begin{cases} 
e + (DL + 1) & \text{if } e \geq DL + 1 \\ e - (DL + 1) & \text{if } e \leq -(DL + 1) \end{cases}$$

Specifically, if $e$ is equal or greater than $DL+1$, those bins are shifted to the right side. When $e$ is equal or less than $-(DL+1)$, those bins are shifted to the other side.

**Step a-5.** The remaining bins are used to embed the secret data. Bins are in the range of $[-DL, DL]$ are shifted to embed $w$, where $w\in\{0,1\}$ is the secret bit. When the absolute value of $e$ is equal to $DL$, $w$ is embedded, where $DL$ is decreased to $0$ by step $-1$. When $DL > 0$, $w$ is embedded by using Eq. (13).

$$e' = \begin{cases} e - (DL + 1) & \text{if } e = -DL, w = 1 \\ e + (DL + 1) & \text{if } e = DL, w = 1 \\ e - DL & \text{if } e = -DL, w = 0 \\ e + DL & \text{if } e = DL, w = 0 \end{cases}$$

If $DL = 0$, $w$ is embedded by using Eq. (14).

$$e' = \begin{cases} e + 1 & \text{if } e = 0, w = 1 \\ e & \text{if } e = 0, w = 0 \end{cases}$$

**Step a-6.** At that time, $b_1$ is empty, and $e'$ is scanned again to embed $w$.

$$e^* = \begin{cases} e' - 1 & \text{if } e' = 0, w = 1 \\ e' & \text{if } e' = 0, w = 0 \\ e' \text{ at } \text{other } w \text{ise} \end{cases}$$

**Step a-7.** All bins of the histogram are shifted, and parameters are modified as

$$f^L(x, y) = f^{'L}(x, y) - e^*$$

**Step a-8.** The circle pixels of the left view are predicted by using PTE, and the secret data is embedded by using steps from a-3 to a-7, and the embedding process is the same as embedding data in the rectangle pixels.

**Step a-9.** Rhombus prediction is used to predict the rectangle pixels in the right view. Steps from a-3 to a-7 are operated to extract data into the rectangle pixels. Then, the secret data is embedded in the circle pixels.

**Step a-10.** The stego stereo image is computed finally.

From the above steps, we can see that the embedding capacity and image quality are controlled by the embedding level $DL$. If $DL$ is decreased, the embedding capacity is decreased and the image quality is increased, and vice versa.

Since the pixel is in the range of $[0, 255]$, during histogram shifting, overflow/underflow may be caused. When pixels are out of $[0, 255]$ after shifting, they are not shifted and their locations are recorded. These locations are stored in the overhead information. Furthermore, the value of $DL$ is stored in overhead information as well. The least significant bit (LSB) replacement is used to embed overhead information in the four side regions of each view.

### 2.3 Processes of data extraction

At the receiving side, the secret data $W=\{w\}$ is extracted losslessly from the untampered stego stereo image. At first, $DL$ is extracted from the overhead information, and then the right view is recovered. Finally, the left view is restored. The main steps of data extraction are depicted in detail as follows.

**Step b-1.** Predict circle pixels in the right view by using the rhombus prediction.

**Step b-2.** Prediction error $e''$ is computed as

$$e = f^{'L}(x, y) - f^L(x, y)$$

**Step b-3.** Scan $e'$ to extract $w$ as

$$w = \begin{cases} 1 & \text{if } e'' = -1 \\ 0 & \text{if } e'' = 0 \end{cases}$$

After the secret data is extracted, the corresponding prediction error is modified as

$$e' = \begin{cases} e'' + 1 & \text{if } e'' = -1 \\ e'' \text{ other wise} \end{cases}$$

**Step b-4.** Scan $e'$ to extract the secret data as

$$w = \begin{cases} 1 & \text{if } e' = 1 \\ 0 & \text{if } e' = 0 \end{cases}$$

The corresponding prediction error is update as

$$e = \begin{cases} e' - 1 & \text{if } e' = 1 \\ e' & \text{if } e' = 0 \end{cases}$$

**Step b-5.** Suppose $t$ is a parameter, which is set from 1 to $DL$. If $e'$ is $t$, $w$ is extracted as

$$w = \begin{cases} 1 & \text{if } e' = 2 \times t \text{ or } -2 \times t \\ 0 & \text{if } e' = 2 \times t + 1 \text{ or } -2 \times t - 1 \end{cases}$$

**Step b-6.** The remaining prediction errors are shifted without data extracting as

$$e = \begin{cases} e' + DL + 1 & \text{if } e' \leq -2 \times DL - 2 \\ e' - DL - 1 & \text{if } e' \geq 2 \times DL + 2 \end{cases}$$
Step b-6. Each pixel is reconstructed by

\[ f^L(x, y) = \hat{f}^L(x, y) - \epsilon \quad (25) \]

Step b-7. Rectangle pixels in the right view are predicted by using rhombus prediction, and operate steps from b-2 to b-6 to restore the rectangle pixels. The right view is completely restored.

Step b-8. Circle pixels in the left view are predicted by using PTE, and steps from b-2 to b-5 are run to extract the secret data. The rectangle pixels are recovered the same way as recovering the circle pixels in the left view. Finally, \( W \) is completely extracted.

3 Experimental results and discussion

In order to demonstrate the effectiveness of the proposed method, six different stereo images are tested as illustrated in Fig. 4. Secret data \( W \) is computed by using a pseudo-random generator. The existing reversible data hiding methods, such as Yang’s [26] and Luo’s [27] are used to be compared. Furthermore, monocular image RDH methods, such as Kim’s [16] and Luo’s [17] are also extended to be compared.

3.1 Prediction Accuracy

Prediction accuracy of the proposed PTE is tested by comparing with MED, rhombus prediction and DP, where DP predictor is presented in [27]. Fig. 5 shows prediction error histograms of four predictors for circle pattern pixels of left views, and evidently, histograms of PTE are the most sharply distributed compared with other three predictors. It is mainly because inter-correlations of the stereo image increase the accuracy of the prediction. Although DP uses the inter-view relationship as well, prediction accuracy is not high due to matched pixels may not be equal since two views of stereo images are captured by different lighting. Good prediction of PTE leads to good performance of the proposed stereo image reversible data hiding method.

3.2 Data hiding performance

When the hiding level \( DL \) is set to 0, the image quality is the best compared with other embedding levels. Table 1 shows the best image quality with different compared reversible data hiding methods, and the proposed method is superior to other three methods in related to the PSNR and embedding capacity. Although PSNRs of Luo’s[27] are higher than those of the proposed method, the embedding capacities are much higher compared with Luo’s[27]. Thus, it proves that the proposed method is much better than other three methods.

The incensement of \( DL \) will lead to high embedding capacity and the low image quality. Since in the proposed method inter-correlation is only used for prediction in the left view but not for the right view, the embedding performance of the left view is compared with different reversible data hiding methods for showing the superiority of the proposed method.
Fig. 5 Comparison of prediction error histograms. (a) Akko; (b) Art; (c) Ballroom; (d) Bowling; (e) Laundry; (f) Puppy.

Table 1 Image quality and embedding capacity comparison

|         | Akko   | Art    | Ballroom | Bowling | Laundry | Puppy |
|---------|--------|--------|----------|---------|---------|-------|
| Kim’s[16]| PSNR[dB]| 48.98  | 48.97    | 48.89   | 49.25   | 49.06 | 49.09 |
|         | Capacity[bit]| 39782  | 39782    | 29645   | 71424   | 49121 | 53207 |
| Luo’s[17]| PSNR[dB]| 49.09  | 49.09    | 48.98   | 49.46   | 49.18 | 49.23 |
|         | Capacity[bit]| 47340  | 47339    | 34560   | 87582   | 57170 | 62967 |
| Luo’s[27]| PSNR[dB]| 49.22  | 49.29    | 49.02   | 48.94   | 49.72 | 51.54 |
|         | Capacity[bit]| 80210  | 78582    | 83466   | 132894  | 104110 | 74311 |
| Proposed| PSNR[dB]| 49.06  | 49.13    | 48.55   | 48.79   | 49.42 | 52.54 |
|         | Capacity[bit]| 85801  | 84019    | 162939  | 138393  | 110838 | 77384 |
Fig. 6 shows that embedding capacity versus quality for the left view of the proposed method in comparison with other three stereo image reversible data hiding methods. For left views of Ballroom, Bowling and Puppy, when the embedding capacity reach 1 bit per pixel (bpp), and corresponding PSNRs are all higher than 40dB, which denotes the stego stereo images are cannot be detectable. As $DL$ is increased to more than 4, the embedding capacities are not increased much, but the image is degraded much. The main reason is that prediction errors are mainly around the zero-valued bin. Fig. 6 shows that the proposed method is superior to other methods in related to both of image quality and embedding capacity. PSNRs of the Luo’s [27] are lower than those of the proposed method, which denotes that DP is not stable and accurate for predicting all stereo images. Above experiments reveal the effective performance of the proposed method. Experiments are also tested on the Middlebury stereo dataset, and average PSNR and average embedding capacities are calculated. Table 2 shows that the proposed method is much better than Yang’s method. It supports that the proposed method achieves high embedding capacity and low image distortion.
Table 2 PSNR and embedding capacity of the proposed method in comparison with Yang’s

|     | EL | Quality | PSNR   |
|-----|----|---------|--------|
| Yang’s | N/A | 43.24   | 0.1200 |
|       | N/A | 40.98   | 0.2100 |
| Proposed | 0   | 48.50   | 0.4124 |
|       | 1   | 44.27   | 0.6321 |

4 Conclusion

In this paper, a novel Taylor Expansion (TE) based stereo image reversible data hiding method is proposed. The accuracy of the prediction is very important for the embedding performance of the stereo image reversible data hiding method, a novel TE based predictor (TEP) is designed by fully using the inter-correlation of the stereo image. Specifically, the matched pixel is searched for predicting the current pixel by computing the second-order TE. Moreover, histogram shifting is utilized to embed data to decrease distortion of stereo images, and multi-level embedding can increase embedding capacity. Experimental results prove that the proposed method is better than existing stereo image reversible data hiding methods in related to the embedding capacity and the stego stereo image quality.
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