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ABSTRACT. This is a series of 5 lectures around the common subject of the con-
struction of self-adjoint extensions of symmetric operators and its applications
to Quantum Physics. We will try to offer a brief account of some recent ideas
in the theory of self-adjoint extensions of symmetric operators on Hilbert spaces
and their applications to a few specific problems in Quantum Mechanics.
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1. Introduction

In this series we do not pretend to offer a review of the basic theory of self-adjoint extensions of symmetric operators which is already well-known and has been described extensively in various books (see for instance [RS75], [AG61], [WE80]). Instead, what we try to offer the reader in these notes is a selection of problems inspired by Quantum Mechanics where the study of self-adjoint extensions of symmetric operators constitutes a basic ingredient.

The reader may find in the set of lectures [Ib12] a recent discussion on the theory of self-adjoint extensions of Laplace-Beltrami and Dirac operators in manifolds with boundary, as well as a family of examples and applications. In a sense, the present lectures can be considered as a follow up.

Thus, in the current series, Lecture I will be devoted to analyse the problem of determining self-adjoint extensions of bipartite systems whose components are defined by symmetric operators. An application of such ideas to control entangled states will be discussed. Lecture II will cover the recent approach developed in [ILPP13] to the theory of self-adjoint extensions of the Laplace-Beltrami operator from the point of view of their corresponding quadratic forms. New results on the theory as well as the introduction of the notion of admissible unitary operators at the boundary will be discussed. Lecture III will be devoted to discuss the fundamentals of the theory of self-adjoint extensions of Dirac-like operators in manifolds with boundary and Lecture IV will cover the study of the construction of self-adjoint extensions for operators defining non-semibounded quadratic forms like the Dirac operators considered in the previous lecture. Finally, Lecture V will cover the situation where symmetries are present. This discussion is closely related to the results presented in [ILPP14]. Self-adjoint extensions with symmetry will be described both in von Neumann’s picture and using the theory of quadratic forms. Explicit examples will be provided for the Laplace-Beltrami operator.
2. Lecture I. Self-adjoint extensions of bipartite systems

The first lecture is devoted to discuss the problem of self-adjoint extensions of bipartite systems where one or both of the individual systems are defined by symmetric but not self-adjoint operators and the complete description of the bipartite system requires a self-adjoint extension of the overall system to be fixed. This situation will arise, for instance, whenever we have a quantum system which is coupled or controlled by another quantum system like a particle in a box or in a trap, where the boundary conditions determine the self-adjoint extension of the system. However, and this is the problem we will analyse here, are these all the possibilities for such a system or, as it often happens in quantum systems, will the tensor product unwind other possibilities and there are other self-adjoint extensions of the bipartite system that will go beyond the individual ones? The answer, as it will be shown later, is positive and we discuss some simple applications. In particular it is shown that an appropriate choice of self-adjoint extensions of the bipartite system, would allow to generate entangled states.

Before embarking in the formal definitions we would like to pose more precisely the main problem that will be analysed in this lecture showing the vast field of possibilities that arise when considering the set of self-adjoint extensions.

Problem 2.1. Consider two quantum systems $A$ and $B$, that we shall call auxiliary and bulk system respectively. System $A$ is defined on a Hilbert space $\mathcal{H}_A$ and equivalently system $B$ is defined on $\mathcal{H}_B$. Now consider that the dynamics in each of these systems is not completely determined in the sense of [RS75], i.e., the dynamics is given in terms of just densely defined symmetric Hamiltonian operators $H_A$ and $H_B$ and a self-adjoint extension needs to be specified in order to define individual proper dynamics. What are the self-adjoint extensions of the composite system $A \otimes B$?

We will provide a partial answer to this problem and a conjecture on the final solution. Since the aim of these lectures is to introduce the topics to a wide audience we will skip the most technical details. Most of them can be found in [IMPP12].

The situation exhibited in Problem 2.1 is not the standard one. Usually one considers the same situation but with both Hamiltonian operators being already self-adjoint. In such a case the Hilbert space of the bipartite system becomes the tensor product of the Hilbert spaces of the parties,

$$\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$$

and the dynamics is described by the self-adjoint operator

$$(2.1) \quad H_{AB} = H_A \otimes I + I \otimes H_B.$$
In such a case the unitary evolution of the system factorizes in terms of the unitary evolution in each of the subsystems, this is

$$U_t = \exp \, it H_{AB} = \exp \, it H_A \otimes \exp \, it H_B = U^A_t \otimes U^B_t.$$  

This latter kind of dynamics is called separable, i.e., the evolution of the subsystems is independent.

If one considers now the situation exposed in Problem 2.1, one needs first to select a self-adjoint extension for the symmetric Hamiltonian operator $H_{AB}$ in order to determine the dynamics of the bipartite system. In contrast with what one could expect, there are self-adjoint extensions leading to non-separable dynamics even if the symmetric operator $H_{AB}$ is of the form (2.1). We analyse this with more detail in the next sections.

2.1. A simple example: The half-line–spin 1/2 bipartite system. As our first example we consider the situation where one of the parties, the auxiliary system, is described by a symmetric but not self-adjoint operator. The bulk system, system $B$, is going to be a finite dimensional system, and therefore automatically self-adjoint. The auxiliary system and the bulk system are given as follows:

$A$: $H_A = \mathcal{L}^2([0, \infty))$, $H_A = -\frac{d^2}{dx^2}$, $\text{Dom}(H_A) = C_c^\infty(0, \infty)$.

$B$: $H_B = \mathbb{C}^2$, $H_B$ is a Hermitean matrix with eigenvalues $\lambda_1 > \lambda_2$.

Notice that $H_A$ is symmetric but not self-adjoint on its domain. Our aim is now to compute all the self-adjoint extensions of $A \times B$ and determine which ones define separable dynamics.

Before discussing it we may wonder if we can say something general in this situation. Actually system $B$ is already self-adjoint. If we determine the set of self-adjoint extensions of system $A$, that we denote by $\mathcal{M}_A$, shouldn’t the set of self-adjoint extensions of the composite system $\mathcal{M}_{AB}$ be such that $\mathcal{M}_{AB} = \mathcal{M}_A$?

It is well known that in this case we have that $\mathcal{M}_A = U(1)$, see for instance [AIM05, ILPP13, IPP13, Koc75, BGP08]. However, as we will see by means of a computation later, the set of self-adjoint extensions of the composite system is much bigger.

In order to address the problem we can use von Neumann’s abstract characterization of the sets of self-adjoint extensions of symmetric operators. The results can be summarized in the following theorem.

**Theorem 2.2** (von Neumann). The set of self-adjoint extensions of a densely defined, symmetric operator $T$ on a complex, separable Hilbert space, $\mathcal{M}(T)$, is in one to one correspondence with the set of unitary operators $U(N_+, N_-)$, where

$$N_\pm = \ker(T^\dagger \mp iI) = \text{ran}(T \pm iI)^\perp$$

are the deficiency spaces of $T$. 
Moreover, if we denote by $T_K$ the self-adjoint extension determined by the unitary operator $K : \mathcal{N}_+ \to \mathcal{N}_-$ we have that

$$\text{Dom}(T_K) = \text{Dom}(T) \oplus (\mathbb{I} + K)\mathcal{N}_+ \quad \text{Dom}(T_K) = \text{Dom}(T) \oplus (\mathbb{I} + K)\mathcal{N}_+$$

$$T_K \Phi = T \Phi_0 + i(\mathbb{I} - K)\xi_+ , \quad \Phi = \Phi_0 + (\mathbb{I} + K)\xi_+ \in \text{Dom}(T_K).$$

The self-adjoint extension $T_K$ will be called in what follows the von Neumann extension of $T$ defined by $K$.

For more details about this theorem and its proof we refer to [AG61, Chapter 2], [RS75, Chapter X].

Now we can look at our bipartite system and we get the following theorem.

**Theorem 2.3.** Let $A$ and $B$ be two subsystems of the composite system $AB$. Let $H_A$, $\mathcal{H}_A$ denote the Hamiltonian operator and the Hilbert space of system $A$ and let $H_B$, $\mathcal{H}_B$ denote the Hamiltonian operator and the Hilbert space of system $B$. Consider that $H_A$ is a symmetric Hamiltonian operator, $H_B$ is a self-adjoint operator and consider that the dynamics of the composite system is given by the symmetric operator

$$H_{AB} = H_A \otimes \mathbb{I} + \mathbb{I} \otimes H_B.$$

Let $\mathcal{N}_{A\pm}$ be the deficiency spaces of system $A$. Then, the deficiency spaces of the bipartite system $\mathcal{N}_{AB\pm}$ satisfy

$$\mathcal{N}_{AB\pm} \simeq \mathcal{N}_{A\pm} \otimes \mathcal{H}_B.$$

Before going to the proof let us consider first the consequences of this result. Because of von Neumann’s theorem, the set of self-adjoint extensions of the bipartite system satisfies

$$\mathcal{M}_{AB\pm} = \mathcal{U}(\mathcal{N}_{AB+}, \mathcal{N}_{AB-}) = \mathcal{U}(\mathcal{N}_{A+} \otimes \mathcal{H}_B, \mathcal{N}_{A-} \otimes \mathcal{H}_B) \supset \mathcal{U}(\mathcal{N}_{A+}, \mathcal{N}_{A-}) \otimes \mathcal{U}(\mathcal{H}_B).$$

The group at the right hand side is a proper subgroup and will be relevant later on. The self-adjoint extensions belonging to this group will be called decomposable extensions.

**Proof.** We will assume for simplicity that the spectrum of $H_B$ is discrete and non-degenerate. Let $\{\rho_n\}$ denote the complete orthonormal basis given by the eigenvectors of $H_B$,

$$H_B \rho_n = \lambda_n \rho_n .$$

Any $\Phi \in \mathcal{H} = \mathcal{H}_A \hat{\otimes} \mathcal{H}_B$ admits a unique decomposition in terms of the former orthonormal base

$$\Phi = \sum_k \Phi_k \otimes \rho_k .$$

We use the symbol $\hat{\otimes}$ to denote that the closure with respect to the natural topology on the tensor product is taken.
Let $\Phi \in \mathcal{N}_{AB}$. Then we have that

$$H^\dagger_{AB} \Phi = i \Phi$$

$$\sum \left( H^\dagger_A \Phi_k + \lambda_k \right) \otimes \rho_k = \sum i \Phi_k \otimes \rho_k$$

$$H^\dagger_A \Phi_k = (i - \lambda_k) \Phi_k.$$ 

Let $z \in \mathbb{C}$. If we denote $N_A z = \ker(H^\dagger_A - \bar{z} I)$ the equation above shows that $\Phi_k \in \mathcal{N}_{A(\lambda_k + i)}$. The dimension of the deficiency spaces is constant along the upper and lower complex half planes, cf. [RS75]. Therefore, there exists for each $k$ an isomorphism

$$\alpha_k : \mathcal{N}_{A(\lambda_k + i)} \to \mathcal{N}_{A+},$$

and we can consider the isomorphism

$$\alpha : \mathcal{N}_{AB+} \to \mathcal{N}_{A+} \otimes \mathcal{H}_B \ni \sum \alpha_k(\Phi_k) \otimes \rho_k \in \mathcal{N}_{A+} \otimes \mathcal{H}_B.$$ 

Similarly for $\mathcal{N}_{A-}$. 

To fix the ideas we can go back to our example and compute the different deficiency spaces explicitly. First we need to compute the deficiency spaces for subsystem $A$,

$$\mathcal{N}_{A\pm} = \ker \left( -\frac{d^2}{dx^2} \mp i \right).$$

Hence we need to find solutions of the following equation that lie in $L^2([0, \infty))$.

$$-\frac{d^2}{dx^2} \Phi = \pm i \Phi.$$ 

The general solution is $\Phi = C_1 \exp \sqrt{\pm i} x + C_2 \exp -\sqrt{\pm i} x = C_1 \exp \frac{1}{\sqrt{2}} (1 \pm i) x + C_2 \exp -\frac{1}{\sqrt{2}} (1 \pm i) x$. Since the solutions must be in $L^2([0, \infty))$ the coefficient $C_1 = 0$. This leads us to

$$\mathcal{N}_{A+} = \text{span} \left\{ \exp \left(-\frac{1}{\sqrt{2}} (1 + i) x \right) \right\},$$

$$\mathcal{N}_{A-} = \text{span} \left\{ \exp \left(-\frac{1}{\sqrt{2}} (1 - i) x \right) \right\},$$

$$\dim \mathcal{N}_{A+} = \dim \mathcal{N}_{A-} = 1.$$ 

Therefore we have that $\mathcal{N}_{A\pm} \simeq \mathbb{C}$. According to the previous theorem and the fact that in this case $\mathcal{H}_B \simeq \mathbb{C}^2$ we have that

$$\mathcal{N}_{AB\pm} \simeq \mathbb{C} \otimes \mathbb{C}^2 \simeq \mathbb{C}^2.$$ 

Hence the set of self-adjoint extensions of the composite system $\mathcal{M}_{AB}$ strictly contains the set of self-adjoint extensions of subsystem $A$.

$$\mathcal{M}_A = \mathcal{U}(\mathcal{N}_{A+}, \mathcal{N}_{A-}) \simeq \mathcal{U}(1).$$
\[ \mathcal{M}_{AB} = \mathcal{U}(\mathcal{N}_{AB+}, \mathcal{N}_{AB-}) \simeq \mathcal{U}(2) \, . \]

The previous discussion allows us to pose the following conjecture. In terms of the boundary conditions and for the case of the Laplace-Beltrami operator, which is a straightforward generalization of the one-dimensional case treated here, it is easy to parametrize the space of self-adjoint extensions in terms of the set of unitary operators on the Hilbert spaces of boundary data. Namely, in the case were

\[ \mathcal{H}_A = \mathcal{L}^2(\Omega_A) \quad \mathcal{H}_B = \mathcal{L}^2(\Omega_B) \]
\[ H_A = -\Delta_A \quad H_B = -\Delta_B \]

the self-adjoint extensions will be determined by the unitary operators acting on the induced Hilbert space at the boundary:

\[ \partial(\Omega_A \times \Omega_B) = \partial\Omega_A \times \Omega_B \cup \Omega_A \times \partial\Omega_B \, . \]

The space of boundary data then becomes

\[ \mathcal{L}^2(\partial(\Omega_A \times \Omega_B)) \simeq \mathcal{H}_A \otimes \mathcal{N}_{AB+} \oplus (\mathcal{H}_A \otimes \mathcal{N}_{AB-}) \, . \]

In this situation one can identify \( \mathcal{L}^2(\partial(\Omega)) \simeq \mathcal{N}_{\pm} \) and \( \mathcal{L}^2(\Omega) \simeq \mathcal{H} \), and hence the above equation can be interpreted in the following way

\[ \mathcal{N}_{AB\pm} \simeq (\mathcal{N}_{A\pm} \otimes \mathcal{H}_B) \oplus (\mathcal{H}_A \otimes \mathcal{N}_{\pm}) \, . \]

This would be the generalization of Theorem 2.3 to the most general situation where both subsystems are described by symmetric operators, unfortunately a general proof is still missing.

2.2. Separable dynamics and self-adjoint extensions. We have seen so far that the space of self-adjoint extensions of a composite system is much bigger than the space of self-adjoint extensions of the subsystems. The remarkable fact is that even if the symmetric Hamiltonian operator is of the form in Equation (2.1) there are self-adjoint extensions that lead to non-separable dynamics, i.e. that entangle the subsystems. We are going to use the example above to show this phenomenon. Unfortunately, von Neumann’s theorem is not suitable to perform explicit calculations. We are going to use the approach introduced in [AIM05] and further developed in [ILPP13].

For doing so we take advantage of the following isomorphism

\[ \mathcal{L}^2([0, \infty)) \otimes \mathcal{H}_B \simeq \mathcal{L}^2([0, \infty); \mathcal{H}_B) \, . \]

In our example this isomorphism becomes

\[ \mathcal{H} = \mathcal{L}^2(\mathbb{R}^+; \mathbb{C}^2) \]

and we can consider that the elements in \( \mathcal{H} \) are pairs

\[ \Phi = \begin{bmatrix} \Phi_1 \\ \Phi_2 \end{bmatrix} \]
and that the scalar product in $\mathcal{H}$ is given by

$$\langle \Phi, \Psi \rangle = \int_{\mathbb{R}_+} \langle \Phi(x), \Psi(x) \rangle_{\mathcal{H}_B} \, dx .$$

As the manifold is one dimensional in this case and according to [AIM05, ILPP13] the Hamiltonian $H$ is self-adjoint if and only if

$$0 = \langle \Phi, H \Psi \rangle - \langle H \Phi, \Psi \rangle = \langle \varphi, \psi \rangle_{x=0} - \langle \varphi, \dot{\psi} \rangle_{x=0} ,$$

where we use small greek letters to denote the restriction to the boundary and dotted small greek letters to denote the restriction of the normal derivative, $\Phi|_{x=0} = \varphi$, $-\frac{d\Phi}{dx}|_{x=0} = \dot{\varphi}$. The maximally isotropic subspaces of the boundary form are in one to one correspondence with the graphs of unitary operators $U : \mathcal{L}^2(\{0\}; \mathcal{H}_B) \to \mathcal{L}^2(\{0\}; \mathcal{H}_B)$.

More concretely, given a unitary operator $U \in \mathcal{U}(\mathcal{L}^2(\{0\}; \mathcal{H}_B)) \simeq U(2)$, the domain of a self-adjoint extension is characterized by those functions that satisfy the following boundary condition

$$\varphi + i\dot{\varphi} = U(\varphi - i\dot{\varphi}) .$$

Notice that $\varphi, \dot{\varphi}$ take values in $\mathcal{H}_B$.

We will consider unitary operators of the form

$$U = U_A \otimes V .$$

As an example of separable dynamics we can take $U_A : \varphi \to e^{i\alpha} \varphi$ and $V = \mathbb{I}$. An easy calculation using $\{\rho_a\}_{a=1,2}$, the orthonormal base of $\mathcal{H}_B$, leads to a splitting of the evolution equation in two parts. Each one with the same boundary condition

$$\varphi_a + i\dot{\varphi}_a = e^{i\alpha}(\varphi_a - i\dot{\varphi}_a) \Leftrightarrow \begin{cases} \dot{\varphi}_a = \tan \frac{\alpha}{2} \varphi_a , \alpha \neq \pi \\ \varphi_a = 0 , \alpha = \pi \end{cases} .$$

In fact, this is a general result that can be applied to more general situations. A more general theorem that can be found in [IMPP12, Theorem 2] shows that separable dynamics can be achieved if and only if the boundary conditions are of the form $U = U_A \otimes \mathbb{I}$.

2.3. Non-separable dynamics: An example. Now we consider a unitary operator of the form $U = \mathbb{I} \otimes V$ with

$$V = \begin{pmatrix} e^{i\alpha_1} & 0 \\ 0 & e^{i\alpha_2} \end{pmatrix} .$$

Using again the decomposition provided by the orthonormal base of $\mathcal{H}_B$ we get in this case

$$H = H_A \otimes \mathbb{I} + \mathbb{I} \otimes H_B = \begin{pmatrix} -\frac{d^2}{dx^2} + \lambda_1 & 0 \\ 0 & -\frac{d^2}{dx^2} + \lambda_2 \end{pmatrix} .$$
The boundary condition \( \varphi + i\dot{\varphi} = U(\varphi - i\dot{\varphi}) \) reads now
\[
\begin{bmatrix}
\varphi_1 + i\dot{\varphi}_1 \\
\varphi_2 + i\dot{\varphi}_2
\end{bmatrix} = 
\begin{pmatrix}
e^{i\alpha_1} & 0 \\
0 & e^{i\alpha_2}
\end{pmatrix}
\begin{bmatrix}
\varphi_1 - i\dot{\varphi}_1 \\
\varphi_2 - i\dot{\varphi}_2
\end{bmatrix},
\]
or in components \( \dot{\varphi}_a = \tan \frac{\alpha_a}{2} \varphi_a, \ a = 1, 2, \ \alpha_a \neq \pi \).

The spectral problem for \( H \) becomes the following system of differential equations
\[
\begin{aligned}
-\frac{d^2}{dx^2} \Phi_1 + \lambda_1 \Phi_1 &= E \Phi_1 \\
\dot{\varphi}_1 &= \tan \frac{\alpha_1}{2} \varphi_1 , \ \alpha_1 \neq \pi ,
\end{aligned}
\begin{aligned}
-\frac{d^2}{dx^2} \Phi_2 + \lambda_2 \Phi_2 &= E \Phi_2 \\
\dot{\varphi}_2 &= \tan \frac{\alpha_2}{2} \varphi_2 , \ \alpha_1 \neq \pi .
\end{aligned}
\]

Since the manifold is not compact, in general there will be no solutions of the former system, i.e. \( H \) will have no point spectrum in general. However, under the assumption that \( \lambda_1 > \lambda_2 > E \) there exist square integrable solutions. Namely,
\[
\Phi_1(x) = C_1 e^{-\sqrt{\lambda_1 - E}x} ,
\Phi_2(x) = C_2 e^{-\sqrt{\lambda_2 - E}x} ,
\]
for a fixed value of the energy that satisfies
\[
E = \lambda_1 - \tan^2 \frac{\alpha_1}{2} ,
E = \lambda_2 - \tan^2 \frac{\alpha_2}{2} .
\]

This imposes a compatibility condition for the existence of the eigenvalue:
\[
(2.4) \quad \sigma := \lambda_1 - \lambda_2 = \tan^2 \frac{\alpha_1}{2} - \tan^2 \frac{\alpha_2}{2} .
\]

This implicit equation gives a family of possible self-adjoint extensions each of which will possess a unique eigenvalue. The implicit curves are plotted in Figure 1.

Since for fixed boundary conditions there is only one eigenfunction, the evolution will be stationary provided that the initial state is the eigenfunction. However, we can consider that the boundary conditions are deformed adiabatically. For instance, consider the one parameter family
\[
U(s) = \begin{pmatrix} e^{2is} & 0 \\ 0 & e^{2is'} \end{pmatrix} ,
\]
where \( s' \) is uniquely determined by the value of \( s \), the fixed value \( \sigma \) and the implicit equation (2.4). Now, if the parameter \( s \) is deformed adiabatically, the evolution of the system will be close to the unique eigenfunction of the system
\[
(2.5) \quad \Phi(t, x) = C_1 e^{-\tan s(t)x} \otimes \rho_1 + C_2 e^{-\tan s'(t)x} \otimes \rho_2 .
\]
Whenever one of the values \( s \) or \( s' \) vanishes the state becomes separable and it is non-separable in other case.
3. Lecture II. Quadratic forms and self-adjoint extensions

In the previous lecture we have seen that although von Neumann’s theory of self-adjoint extensions is exhaustive, it is not always the most suitable to characterize self-adjoint extensions. In the particular case of differential operators the traditional way to describe self-adjoint extensions relies in the definition of appropriate boundary conditions.

The aim of this lecture is to provide insight into this approach by using the Laplace-Beltrami operator as a guiding example. We will discuss first the analytical difficulties that arise when dealing with this problem and then we will introduce the concept of closable quadratic forms to show how one can use them to avoid some of the difficulties.

The self-adjoint extensions of the Laplace-Beltrami operator are analysed using this alternative approach. It is noticeable that the use of quadratic forms in the study of linear operators has an extraordinary long and successful history running from applications to numerical analysis, like min-max methods, to the celebrated Weyl’s formula for the asymptotic behaviour of eigenvalues of the Laplace-Beltrami operator, see [LL97] for an introduction and further references.

In the recent paper [IPP13], the ideas discussed in this lecture have been applied successfully to study the spectrum of Schrödinger operators in 1D and its stable and accurate numerical computation.
3.1. Analytical difficulties. Through the examples in Lecture II (§2) we have seen that one can use the boundary term associated to Green’s formula to characterize the self-adjoint extensions of differential operators. In particular we will focus on the Laplace-Beltrami operator but the following considerations can be applied to any formally self-adjoint differential operator.

Consider a smooth Riemannian manifold \((\Omega, \eta)\) with smooth boundary \(\partial \Omega\). We will only consider situations where \(\partial \Omega \neq \emptyset\). Notice that the boundary of a Riemannian manifold has itself the structure of a Riemannian manifold if one considers as the Riemannian metric \(\partial \eta = i^* \eta\), the pull-back under the canonical inclusion mapping \(i: \partial \Omega \to \Omega\) of the metric \(\eta\). The Laplace-Beltrami operator on the Riemannian manifold \((\Omega, \eta)\) is the differential operator

\[
\Delta_\eta \Phi = \frac{1}{\sqrt{|\eta|}} \frac{\partial}{\partial x^i} \sqrt{|\eta|} \eta^{ij} \frac{\partial \Phi}{\partial x^j}.
\]

For the Laplace-Beltrami operator Green’s formula reads

\[
\langle \Phi, -\Delta \Psi \rangle - \langle -\Delta \Phi, \Psi \rangle = \langle \dot{\varphi}, \psi \rangle_{\partial \Omega} - \langle \varphi, \dot{\psi} \rangle_{\partial \Omega},
\]

where as before we use small greek letters to denote the restriction to the boundary, \(\varphi = \Phi|_{\partial \Omega}\), and dotted small greek letters to denote the restriction to the boundary of the normal derivative, \(\dot{\varphi} = d\Phi(\nu)|_{\partial \Omega}\), where \(\nu\) is the normal vector field to the boundary pointing outwards.

As already mentioned, the space of self-adjoint extensions is characterized by the space of maximally isotropic subspaces of the boundary form. It is known, cf. [AIM05, ILPP13], that maximally isotropic subspaces of this boundary form are in one-to-one correspondence with the set of unitary operators \(U(L^2(\partial \Omega))\). This correspondence is established in terms of the boundary equation:

\[
\varphi - i\dot{\varphi} = U(\varphi + i\dot{\varphi}).
\]

Hence, for each \(U\), the equation above defines a self-adjoint domain for the Laplace-Beltrami operator. This equation has to be understood as an equality among vectors in \(L^2(\partial \Omega)\). Unfortunately, in dimension higher than one, the boundary data are not generic vectors of \(L^2(\partial \Omega)\). Recall that the Hilbert space \(L^2(\Omega)\) is defined to be a space of equivalence classes of functions. Two functions define the same element in \(L^2(\Omega)\) if they differ only in a null measure set. In particular, this means that the restriction to the boundary of generic vectors \(\Phi \in L^2(\Omega)\) is ill defined since the boundary is a null measure set. In order to overcome this difficulty we need to introduce the concept of Sobolev spaces. These spaces are the natural spaces to define the domains of differential operators.

Let \(\beta \in \Lambda^1(\Omega)\) be a one-form on the Riemannian manifold \((\Omega, \eta)\). We say that \(i_V \beta = \beta(V)\) is a weak derivative of \(\Phi \in L^2(\Omega)\) in the direction \(V \in X(\Omega)\) if

\[
\int_\Omega \Phi(x) i_V d\Psi(x) d\mu_\eta(x) = -\int_\Omega i_V \beta(x) \Psi(x) d\mu_\eta(x), \quad \forall \Psi \in C^\infty_c(\Omega),
\]
where $C_c^\infty(\Omega)$ is the space of smooth functions with compact support in the interior of $\Omega$. In such case we denote $\beta = d\Phi$. Select a locally finite covering $\{U_\alpha\}$ of $\Omega$, with $U_\alpha$ small enough such that on each open set there is a well defined frame $\{e_i^{(\alpha)}\} \subset \mathfrak{X}(U_\alpha)$, and let $\rho_\alpha$ denote a partition of the unity subordinated to this covering. The Sobolev space of order 1, $\mathcal{H}^1(\Omega)$, is defined to be

\[
\mathcal{H}^1(\Omega) := \left\{ \Phi \in L^2(\Omega) \bigg| \exists \beta = d\Phi \in L^2(\Omega) \otimes T^*\Omega \text{ such that} \right. \\
\|\Phi\|_{H^1}^2 = \int_\Omega |\Phi(x)|^2 d\mu_\eta(x) + \sum_\alpha \rho_\alpha \sum_i \int_{U_\alpha} |e_i^{(\alpha)}(x) d\Phi(x) |^2 d\mu_\eta(x) < \infty \}. 
\]

The Sobolev spaces of higher order, $\mathcal{H}^k(\Omega)$, with norm $\|\cdot\|_k$, are defined accordingly using higher order derivatives. An equivalent definition that is useful in manifolds without boundary is the following. The Sobolev space of order $k \in \mathbb{R}^+$ is defined to be

\[
\mathcal{H}^k(\Omega) := \left\{ \Phi \in L^2(\Omega) \bigg| \|\Phi\|_k^2 = \int_\Omega \bar{\Phi}(x)(1 - \Delta)^{k/2}\Phi(x) d\mu_\eta(x) < \infty \right\}. 
\]

Notice that there is no ambiguity in the use of the Laplace operator in this definition since in manifolds without boundary it possesses only one self-adjoint extension. This definition also works for non-integer values of $k$. Sobolev spaces of fractional order at the boundary are indeed the natural spaces for the boundary data. The following important theorem, cf. [AF03, LM72], establishes this correspondence.

**Theorem 3.1** (Lions’ Trace Theorem). The restriction map

\[
b : C^\infty(\Omega) \to C^\infty(\partial \Omega) \\
\Phi \mapsto \Phi|_{\partial \Omega}
\]

can be extended to a continuous, surjective map

\[
b : \mathcal{H}^k(\Omega) \to \mathcal{H}^{k-1/2}(\partial \Omega) \quad k > 1/2.
\]

Hence, even though elements of $L^2(\Omega)$ do not possess well defined restrictions to the boundary, the functions in the Sobolev spaces do have them.

In the particular case of the Laplace-Beltrami operator, which is a second order differential operator, one natural choice for the domain would be the Sobolev space of order 2, $\mathcal{H}^2(\Omega)$. Lion’s trace theorem, Theorem 3.1, establishes that the boundary data necessarily belong to:

\[\left(\varphi, \dot{\varphi}\right) \in \mathcal{H}^{3/2}(\partial \Omega) \times \mathcal{H}^{1/2}(\partial \Omega) .\]

Now we need to look closer to the boundary equation (3.2). We have that the boundary data are elements of some Sobolev spaces $\mathcal{H}^k(\partial \Omega)$ for some $k$. However, the maximally isotropic subspaces are characterized in terms of unitary operators $\mathcal{U}(L^2(\partial \Omega))$ and thus the right hand side of Eq. (3.2) can be out of any $\mathcal{H}^k(\partial \Omega)$.
Figure 2. Superconductor surrounded by two different insulators. The boundary conditions between the superconductor and Insulator 1 are described by a constant parameter $\lambda_1$. Respectively for Insulator 2.

Hence, the boundary equation is not completely meaningful per se. The regularity of the boundary data plays a role even for simple boundary conditions like Robin boundary conditions. For instance, what happens if the Robin parameter is not continuous along the boundary? Such a situation appears in nature. Robin boundary conditions can model interphases between superconductors and insulators, [ABPP13]. A situation like the one shown in Figure 2 would be described by a discontinuous Robin parameter.

There are several ways to handle this difficulty and each one gives rise to different theories or approaches to the problem of self-adjoint extensions. The theory developed by G. Grubb, [Gru68], expresses the boundary conditions in terms of a family of pseudo-differential operators. Hence the space of self-adjoint extensions is no longer parametrized as a unitary operator acting at the boundary. On the other hand the theory of boundary triples, [BGP08], keeps the structure of the boundary equation but expresses it in some abstract spaces. In this way the space of self-adjoint extensions can still be parametrized in terms of unitary operators but the relation with the boundary data becomes blurred. The approach that we shall pursue will rely on imposing appropriate conditions on the unitary operators $U \in \mathcal{U}(L^2(\Omega))$. This allows us to keep both, the description in terms of unitary operators and the direct relationship with the space of boundary data. It will fail though to describe the set of all self-adjoint extensions. However, the class of self-adjoint extensions that we will describe in this way is wide enough to include all the well known boundary conditions.
Another complication that arises when one tries to describe self-adjoint extensions in terms of boundary conditions is that they might not be enough to characterize a self-adjoint extension. In particular, this can happen if the boundary is not smooth. We show this through the following example.

\begin{figure}
\centering
\includegraphics[width=0.3\textwidth]{disk.png}
\caption{Disk of radius 1 with a corner of angle $\omega$ removed.}
\end{figure}

Consider the two dimensional Riemannian manifold obtained by removing a triangular slice from the unit disk such that the vertex of the triangle is at the centre of the disk, see Figure 3. Now consider the Laplace-Beltrami operator defined on this manifold with Dirichlet boundary conditions, i.e., $\varphi = \Phi|_{\partial \Omega} \equiv 0$. Then one can compute the dimension of the deficiency spaces in this case and obtain

$$n_\pm = \dim N_\pm = 1.$$ 

This shows that the Laplace-Beltrami operator is not a self-adjoint operator in this situation. Another way to see this is to consider the following function in polar coordinates

$$\Phi(r, \theta) = r^\beta \sin(\theta/\beta).$$

This function satisfies Dirichlet boundary conditions if $\beta = \frac{\pi}{\omega}$, where $\omega$ is the angle of the triangular slice removed form the disk. One can check that $\Phi \notin H^2(\Omega)$ and hence it is not an element of the domain of the Laplace-Beltrami operator $D(\Delta)$. However it is easy to verify that $\Delta \Phi \equiv 0$ and hence $\Phi \in D(\Delta^\dagger)$.

The latter example shows that the domain of the adjoint operator does strongly depend on the regularity properties of the boundary manifold. In general it is very hard to obtain this domain explicitly. Unfortunately all the approaches mentioned so far to describe self-adjoint extensions depend on the knowledge of the domain of the adjoint operator.
In general, to use boundary conditions to find maximally isotropic subspaces of the boundary form only guarantees that one finds symmetric extensions of the corresponding operators. In order to ensure that those boundary conditions indeed select self-adjoint domains one needs to do further analysis.

In the next section we shall introduce one of the main tools to describe self-adjoint extensions, namely Kato’s Representation Theorem. We will use it to present an alternative way to characterize self-adjoint extensions of differential operators in terms of boundary conditions that overcomes many of the difficulties presented so far.

3.2. Kato’s Theorem and Friedrichs’ Extensions. There is an alternative approach to von Neumann’s Theorem that allows for the characterization of self-adjoint extensions of differential operators. This approach is based on the use of quadratic forms and allows to characterize uniquely self-adjoint extensions in terms of boundary conditions. We need some definitions first.

(1) Consider a dense subset $\mathcal{D} \subset \mathcal{H}$. A quadratic form on $\mathcal{D}$ is the evaluation on the diagonal of a hermitean, sesquilinear form, i.e., $Q : \mathcal{D} \times \mathcal{D} \to \mathbb{C}$ such that

$$Q(\Phi, \Psi) = \overline{Q(\Psi, \Phi)}.$$ 

We will use the same symbol to denote the quadratic form and the sesquilinear form

$$Q : \mathcal{D} \to \mathbb{R} \quad \Phi \mapsto Q(\Phi, \Phi).$$

(2) We say that a quadratic form is semibounded from below if there exists a constant $a > 0$ such that

$$Q(\Phi) > -a\|\Phi\|^2, \quad \forall \Phi \in \mathcal{D}.$$ 

Equivalently, one can define semibounded from above. $Q$ is semibounded from above if there exists $a > 0$ such that

$$Q(\Phi) < a\|\Phi\|^2, \quad \forall \Phi \in \mathcal{D}.$$ 

(3) A semibounded quadratic form $Q$ is closed if its domain is closed with respect to the graph norm defined by

$$\|\cdot\|_Q^2 = (1 + a)\|\cdot\|^2 + Q(\cdot).$$

The different signs correspond to the quadratic form being semibounded either from below or from above. Notice that the factor $(1 + a)$ guarantees that the expression above is a norm. Even if the quadratic form is not closed one can consider the closure of its domain with respect to this norm, i.e., $\overline{\mathcal{D}}_{\|\cdot\|_Q}$. Unfortunately the quadratic form can not always be continuously extended to this domain. When the quadratic form can be continuously extended we say that the quadratic form is closable and we denote the closed extension of the quadratic form in the domain $\overline{\mathcal{D}}_{\|\cdot\|_Q}$.
by $\overline{Q}$. Closability is strictly related with the continuity properties of the quadratic form on its domain. In this way it can tell us when can one interchange the limits
$$\lim_{n \to \infty} Q(\Psi_n) = Q(\lim_{n \to \infty} \Psi_n).$$

We are ready to enunciate the most important result of this section. For the proof we refer to [AF03, Kat95, RS75].

**Theorem 3.2 (Kato’s representation theorem).** Let $Q$ be a closed, semibounded quadratic form with domain $D$. Then it exists a unique, self-adjoint, semibounded operator $T$ with domain $D(T) \subset D$ such that
$$Q(\Phi, \Psi) = \langle \Phi, T \Psi \rangle \quad \forall \Phi \in D, \forall \Psi \in D(T).$$

As an application we will obtain the domain of the Neumann extension of the Laplace-Beltrami operator.

**Example 3.1.** Let $\Omega$ be a Riemannian manifold and consider the following quadratic form defined in $L^2(\Omega)$.
$$Q(\Phi, \Psi) = \sum_i \langle \partial_x^i \Phi, \partial_x^i \Psi \rangle, \quad \Phi, \Psi \in D = H^1(\Omega).$$

Recall that the scalar product in $H^1(\Omega)$, see Equation (3.3), satisfies that
$$\|\Phi\|_1 = \|\Phi\| + Q(\Phi) = |||\Phi|||_Q,$$
and hence it is immediate that the quadratic form above is closed. According to Kato’s theorem there exists a self-adjoint operator $T$ that represents the quadratic form. This self-adjoint operator turns out to be the the Neumann extension of the Laplace-Beltrami operator. Notice that so far we have not imposed any boundary condition, so where is the condition $\dot{\phi} = 0$ coming from? In order to obtain this condition we need the following characterization of the domain of the operator $T$. The proof can be found at [Dav95].

**Lemma 3.3.** Let $Q$ be a closed, quadratic form with domain $D$ and let $T$ be the representing operator. An element $\Psi \in H$ is in the domain of the operator $T$, i.e. $\Psi \in D(T)$, if and only if $\Psi \in D$ and there exists $\chi \in H$ such that for all $\Phi \in D$
$$Q(\Phi, \Psi) = \langle \Phi, \chi \rangle.$$

In such a case one can define $\chi := T\Psi$.

We want to apply this characterization to our case. If we use Green’s formula we get
$$Q(\Phi, \Psi) = \langle \Phi, -\Delta \Psi \rangle + \langle \varphi, \dot{\psi} \rangle = \langle \Phi, \chi \rangle$$
and hence in order for the last equality to hold we need to impose two extra conditions. First, for the first summand to be defined we need $\Psi \in H^2(\Omega)$, since the
Laplace operator is a second order differential operator. Second, the boundary term has to vanish. Since it has to vanish for all \( \Phi \in H^1 \) and there is no restriction on the possible boundary values that \( \Phi \) can take, this forces \( \dot{\Psi} = 0 \). Hence, if \( \Psi \in H^2(\Omega) \) and \( \dot{\Psi} = 0 \) we have that \( \Psi \in D(T) \) and moreover \( T\Psi = \chi = -\Delta \Psi \), i.e. \( T \) is the Neumann extension of the Laplace-Beltrami operator. ■

Our main aim is to introduce tools that allow us to characterize self-adjoint extensions in an unambiguous manner. Kato’s representation theorem above allows us to characterize uniquely self-adjoint operators once we have found an appropriate closed or closable quadratic form. It is worth to notice that in order to obtain such operator there is no need to know the domain of the adjoint operator. The following result, again without proof, allows to characterize uniquely a self-adjoint extension of a given symmetric operator.

**Theorem 3.4** (Friedrichs extension theorem). Let \( T_0 \) be a symmetric, semibounded operator with domain \( D(T_0) \). Then the quadratic form

\[
Q_{T_0}(\Phi, \Psi) := \langle \Phi, T_0 \Psi \rangle, \quad \Phi, \Psi \in D(T_0)
\]

is closable.

The above result is applied as follows. Given a symmetric, semibounded operator \( T_0 \) one can construct the quadratic form \( \langle \Phi, T_0 \Psi \rangle \), which is closable. Now one can consider its closure and apply Kato’s representation theorem to characterize a unique self-adjoint operator \( T \) that extends \( T_0 \). In the spirit of the approach using boundary conditions it means that it is enough to characterize boundary conditions that guarantee that the operator \( T_0 \) is symmetric. Its Friedrichs extension will then be a self-adjoint extension of it with the postulated boundary conditions.

### 3.3. The Laplace-Beltrami operator revisited. As we have seen, regardless of the analytical difficulties mentioned in Section 3.1, one can use the boundary equation (3.2), i.e.

\[
\varphi - i\dot{\varphi} = U(\varphi + i\dot{\varphi})
\]

to define easily symmetric extensions of the Laplace-Beltrami operator (3.1). In general for a generic \( U \in \mathcal{U}(L^2(\partial\Omega)) \) the boundary conditions above will not describe a self-adjoint domain for the Laplace-Beltrami operator, however they always define symmetric domains for it. Nevertheless we can use Friedrichs’ theorem, Theorem 3.4, to characterize uniquely a self-adjoint extension. As we have seen we just need to ensure the semiboundedness of the corresponding symmetric operator.

We consider as symmetric operator the Laplace-Beltrami operator (3.1) defined on the domain

\[
D_U = \{ \Phi \in H^2(\Omega) \mid \varphi - i\dot{\varphi} = U(\varphi + i\dot{\varphi}) \}.
\]
Since $U \in \mathcal{U}(\mathcal{L}^2(\partial \Omega))$ does not verify any special condition it may very well be that the boundary equation has only the trivial solution

$$(\varphi, \dot{\varphi}) = (0, 0) \in \mathcal{H}^{3/2}(\partial \Omega) \times \mathcal{H}^{1/2}(\partial \Omega).$$

However, this condition does define a symmetric extension of the Laplace-Beltrami operator. Following the lines of Example 3.1 at the end of the previous section it is easy to show that the Friedrichs extension associated to this symmetric operator is precisely the Dirichlet extension of the Laplace-Beltrami operator. We leave this as an exercise.

In order to apply Friedrichs’ extension theorem to generic unitary operators at the boundary we need to ensure that the associated quadratic forms are semibounded. Using Green’s formula for the Laplace operator once we get the following expression,

$$(3.4) \quad \langle \Phi, -\Delta \Phi \rangle = \langle d\Phi, d\Phi \rangle - \langle \varphi, \dot{\varphi} \rangle.$$

The first summand at the right hand side is automatically positive. Hence, in order to analyse the semiboundedness of the Laplace-Beltrami operator it is enough to analyse the semiboundedness of the boundary term, i.e.

$$-\langle \varphi, \dot{\varphi} \rangle \geq a \|\Phi\|^2$$

for some $a \in \mathbb{R}$.

In general this term does not satisfy the bound above for any constant $a \in \mathbb{R}$. However, under certain conditions on the spectrum of the unitary operator $U$ it is possible to show, cf. [ILPP13], that it is indeed semibounded. Showing this in detail would take us away from the scope of this introductory approach, so we will just sketch the proof. Any further details can be found at [ILPP13].

The main idea is to use the boundary equation in order to express $\dot{\varphi}$ as a function of $\varphi$. Solving for $\dot{\varphi}$ at the boundary equation (3.2) we get formally that

$$(3.5) \quad \dot{\varphi} = i \frac{U - I}{U + I} \varphi := A_U \varphi.$$

The expression

$$i \frac{U - I}{U + I} = A_U,$$

which is known as the Cayley transform of the unitary operator $U$, defines a linear, self-adjoint operator $A_U$. However, as long as $-1$ is in the spectrum of the unitary operator $U$, which we denote $-1 \in \sigma(U)$, this operator is not a bounded operator. We shall impose conditions on the unitary operator $U$ that guarantee that the relation (3.5) is given by a bounded operator.

**Definition 3.5.** We will say the the unitary operator $U \in \mathcal{U}(\mathcal{L}^2(\partial \Omega))$ has gap if there exists a $\delta > 0$ such that

$$\sigma(U) \setminus \{-1\} \subset \{e^{i\theta} | -\pi + \delta \leq \theta \leq \pi - \delta\}.$$
In other words, there must be a positive distance between $-1 \in \mathbb{C}$ and the closest element of the spectrum different of $-1$, cf. Figure 4.

\[
\begin{align*}
\sigma(U) & \subset \mathbb{C} \\
-1 & \in \sigma(U)
\end{align*}
\]

**Figure 4.** Spectrum of a unitary operator $U \in U(L^2(\partial \Omega))$ with gap.

We define the subspace $W \subset L^2(\partial \Omega)$ to be the proper subspace associated to the eigenvalue $-1$. Notice that this subspace can be reduced to the case $W = \{0\}$ if $-1 \notin \sigma(U)$. The Hilbert space at the boundary can be split as $L^2(\partial \Omega) = W \oplus W^\perp$.

According to this decomposition we can rewrite the boundary equation as

\[
\begin{align*}
(\mathbb{I} + U) \dot{\varphi}_W &= -i(\mathbb{I} - U)\varphi_W \Rightarrow \varphi_W = 0, \\
(\mathbb{I} + U) \dot{\varphi}_{W^\perp} &= -i(\mathbb{I} - U)\varphi_{W^\perp} \Leftrightarrow \dot{\varphi}_{W^\perp} = A_{U_{W^\perp}} \varphi_{W^\perp}.
\end{align*}
\]

Notice that $A_{U_{W^\perp}}$ is a bounded operator. Hence, the boundary term satisfies

\[
|\langle \varphi, \dot{\varphi} \rangle| = |\langle \varphi_W, \dot{\varphi}_W \rangle + \langle \varphi_{W^\perp}, \dot{\varphi}_{W^\perp} \rangle| = |\langle \varphi_{W^\perp}, A_{U_{W^\perp}} \varphi_{W^\perp} \rangle| \leq \|A_{U_{W^\perp}}\| \|\varphi\|^2.
\]

With this condition, Green’s formula for the Laplace-Beltrami operator, Eq. (3.4) can be bounded by

\[
\langle \Phi, -\Delta \Phi \rangle \geq \langle d\Phi, d\Phi \rangle - K\|\varphi\|^2.
\]

The latter is the quadratic form associated to Robin boundary conditions with constant parameter $K \doteq \|A_{U_{W^\perp}}\|$. If we are able to show that the Robin extension of the Laplace-Beltrami operator is bounded from below for any value of $K > 0$ we will show that any extension determined by a unitary with gap will also be semibounded from below. The proof of the latter can be split in several steps which we sketch below.

1. The one dimensional problem $-\frac{d^2}{dr^2} \phi(r) = \Lambda \phi(r)$ with Robin boundary conditions is semibounded from below. We define the operator $R : = -\frac{d^2}{dr^2}$. 
One can always choose a coordinate neighbourhood of the boundary such that our problem becomes
\[-\Delta \simeq R \otimes \mathbb{I} - \mathbb{I} \otimes \Delta_{\partial \Omega} .\]
The Laplace-Beltrami operator at the boundary, \(-\Delta_{\partial \Omega}\), is always positive defined and therefore the lower bound of \(-\Delta\) with Robin boundary conditions is that of \(R\).

By introducing the coordinate neighbourhood at the boundary one is introducing an auxiliary boundary. One needs to introduce boundary conditions there that do not spoil the bounds above. Since it is enough to bound the associated quadratic forms in order to bound the corresponding operators it is enough to consider Neumann boundary conditions. Remember Example 3.1 where we showed that, at the level of quadratic forms, selecting Neumann boundary conditions amounts to select no boundary conditions at all.

We have showed that unitaries with gap lead to lower semibounded, symmetric extensions of the Laplace-Beltrami operator. Hence, together with Friedrichs’ Extension Theorem, each boundary condition of this form leads to a unique, self-adjoint extension of the Laplace-Beltrami operator.
4. Lecture III. Self-adjoint extensions of Dirac operators: First steps

To define the Laplace-Beltrami operator it is enough to have the structure of a smooth Riemannian manifold. However, in order to define Dirac operators one needs additional structures. In what follows we will briefly summarize the main notions that we shall need for the rest of this article.

(a) \((\Omega, \eta)\) is a smooth Riemannian manifold with smooth boundary \(\partial \Omega\). As before we will only consider situations where \(\partial \Omega \neq \emptyset\).

(b) The Clifford algebra \(\text{Cl}(T_x \Omega)\) generated by the tangent space \(T_x \Omega, x \in \Omega\), is the associative algebra generated by \(u \in T_x \Omega\) and such that
\[
u \cdot v + v \cdot u = -2\eta_x(u, v), \quad u, v \in T_x \Omega.
\]
The Clifford bundle over \(\Omega\), denoted \(\text{Cl}(\Omega)\), is defined to be
\[
\text{Cl}(\Omega) = \bigcup_{x \in \Omega} \text{Cl}(T_x \Omega).
\]

(c) A \(\text{Cl}(\Omega)\)–bundle over \(\Omega\) is a Riemannian vector bundle \(\pi : S \to \Omega\) such that for all \(x \in \Omega\) the fibre \(S_x = \pi^{-1}(x)\) is a \(\text{Cl}(T_x \Omega)\)–module, i.e. it exists a representation of the Clifford algebra \(\gamma : \text{Cl}(T_x \Omega) \to \text{Hom}(S_x, S_x)\) such that for \(u \in T_x \Omega, \xi \in S_x\)
\[
(\gamma(u)\xi) (\nu) = \gamma(u)(\nu)\xi.
\]
For simplicity of the notation we will omit the explicit use of the representation of the Clifford algebra and write directly
\[
u : S_x \to S_x
\]
\[
\xi \mapsto u \cdot \xi.
\]
The left action of the Clifford algebra on the fibres of the Clifford bundle is called Clifford multiplication.

(d) Clifford multiplication by unit vectors acts unitarily with respect to the Hermitean structure \((\cdot, \cdot)_x\) of the Riemannian vector bundle \(\pi : S \to \Omega\), i.e. for \(u \in T_x \Omega, \eta_x(u, u) = 1\)
\[
(u \cdot \xi, u \cdot \zeta)_x = (\xi, \zeta)_x \quad \forall \xi, \zeta \in S_x.
\]

(e) A Hermitean connection on the vector bundle \(\pi : S \to \Omega\), is a mapping \(\nabla : T_x \Omega \times \Gamma^\infty(S) \to \Gamma^\infty(S)\) such that
\[
(\nabla \xi, \zeta) + (\zeta, \nabla \xi) = d(\xi, \zeta),
\]
or equivalently for \( X \in \Gamma(T\Omega) = \mathfrak{X}(\Omega) \)
\[
(\nabla_X \xi, \zeta) + (\xi, \nabla_X \zeta) = X(\xi, \zeta).
\]

A Hermitean connection on the \( \text{Cl}(\Omega) \) bundle is a Hermitean connection compatible with the Levi-Civita connection \( \nabla_\eta \) of the underlying Riemannian manifold \((\Omega, \eta)\), i.e. for \( u \in \text{Cl}(\Omega), \xi \in \Gamma^\infty(S) \)
\[
\nabla(u \cdot \xi) = \nabla_\eta u \cdot \xi + u \cdot \nabla \xi.
\]

(f) Let \( \nabla \) be an Hermitean connection on the \( \text{Cl}(\Omega) \) bundle and let \( \{e_i\} \subset \Gamma^\infty(S) \) be an orthonormal frame. The Dirac operator \( D : \Gamma^\infty(S) \to \Gamma^\infty(S) \) is the first order differential operator defined by
\[
D\xi = \sum_i e_i \cdot \nabla e_i \xi.
\]

We will illustrate the above construction with two simple examples.

**Example 4.1.** As an example where \( \dim \Omega = 1 \) we can take \( \Omega = S^1 \). The Clifford algebra of a one dimensional real vector space is isomorphic to the complex numbers. In this case one can take the Clifford bundle to be the complexified tangent space \( TS^1 \otimes \mathbb{C} \) and Clifford multiplication can be represented as complex multiplication. As orthonormal frame \( \{e_1\} \) one can take the complex unit \( i \) and therefore the Dirac operator becomes in this case
\[
D = i \frac{\partial}{\partial \theta},
\]
where \( \theta \) is the coordinate in \( S^1 \).

**Example 4.2.** We will consider now a two dimensional example. Consider that \( \Sigma \) is a compact, orientable Riemannian surface with smooth boundary such that it has \( r \) connected components \( \partial \Sigma = \bigcup_{a=1}^r S_a \), \( S_a \simeq S^1 \). In Figure 2 there is an example with \( r = 2 \).

For each \( p \in \Sigma \) there is an open neighbourhood \( U \) and a holomorphic transformation \( \varphi \) such that
\[
\varphi : U \to \mathbb{C}
\]
\[
q \sim z = x + iy
\]

We can take now the orthonormal base of \( T_p \Sigma \) generated by the coordinate vectors \( e_1 = \frac{\partial}{\partial x} \), \( e_2 = \frac{\partial}{\partial y} \) with \( \langle \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \rangle_p = 0 \). The Clifford algebra \( \text{Cl}(T_p \Sigma) \) is generated by the linear span of the elements \( e_1, e_2, e_1 \cdot e_2 \), that satisfy the following relations:
\[
e_1 \cdot e_2 + e_2 \cdot e_1 = 0, \quad e_1^2 = -1, \quad e_2^2 = -1.
\]

This algebra can be represented in the algebra of 2 by 2 complex matrices. Take
\[
\sigma_1 = \begin{bmatrix} 0 & i \\ i & 0 \end{bmatrix}, \quad \sigma_2 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix},
\]
which is the spin representation of the group $SO(2)$ with spin group $\mathcal{U}(1) \rightarrow SO(2)$  

Then the complexified tangent bundle $T\Sigma \otimes \mathbb{C} = T\Sigma^C$ is a $\text{Cl}(\Sigma)$–bundle and for $\mathfrak{X}(\Sigma) \ni u = xe_1 + ye_2$ Clifford multiplication becomes

$$u \cdot \xi = (xe_1 + ye_2) \cdot \xi = (x\sigma_1 + y\sigma_2)\xi$$

$$= \begin{pmatrix} x \begin{bmatrix} 0 & i \\ i & 0 \end{bmatrix} + y \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \end{pmatrix} \begin{pmatrix} \xi_2 \\ \xi_1 \end{pmatrix}$$

$$= \begin{pmatrix} (ix - y)\xi_2 \\ (ix + y)\xi_1 \end{pmatrix} = \begin{pmatrix} iz\xi_2 \\ i\bar{z}\xi_1 \end{pmatrix}.$$  

Then, in geodesic coordinates around $p$ the Levi-Civita connection is $\nabla_\eta = \frac{\partial}{\partial x} dx + \frac{\partial}{\partial y} dy$ and taking it as the Hermitian connection on $T\Sigma^C$ the Dirac operator becomes

$$D = e_1 \cdot \nabla_{e_1} + e_2 \cdot \nabla_{e_2}$$

$$= \begin{bmatrix} 0 & i \\ i & 0 \end{bmatrix} \frac{\partial}{\partial x} + \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \frac{\partial}{\partial y}$$

$$= \begin{bmatrix} 0 & i \frac{\partial}{\partial x} - \frac{\partial}{\partial y} \\ i\frac{\partial}{\partial x} + \frac{\partial}{\partial y} & 0 \end{bmatrix} = \begin{bmatrix} 0 & i\bar{\partial} \\ i\partial & 0 \end{bmatrix}.$$  

As it should be we have that

$$D^2 = \begin{bmatrix} -\partial\bar{\partial} & 0 \\ 0 & -\bar{\partial}\partial \end{bmatrix} = \nabla^1 \nabla + \frac{\kappa}{4},$$
which is known as the Lichnerowicz identity. The first term at the right hand side
is the connection Laplacian and $\kappa$ is the scalar curvature. An easy consequence
of this equality is that for manifolds without boundary and with positive scalar
curvature there are no Harmonic spinors. It is enough to realize that
\[
\|D\xi\|^2 = \int_{\Sigma} \|\nabla\xi\|^2 d\mu_\eta + \frac{1}{4} \int_{\Sigma} \|\xi\|^2 \kappa d\mu_\eta .
\]

4.1. **Self-adjoint extensions of Dirac operators.** Once we have defined the
Dirac operator as a first order differential operator on a Riemannian vector bundle
we are interested in its properties as a linear operator acting on the Hilbert space
of square integrable sections of the vector bundle $\pi : S \to \Omega$. The space of square
integrable sections $L^2(S)$ is defined to be the completion of the space of smooth
sections $\Gamma^\infty(S)$ with respect to the norm induced by the scalar product
\[
\langle \xi, \zeta \rangle = \int_{\Omega} (\xi(x), \zeta(x)) d\mu_\eta(x) ,
\]
where $d\mu_\eta$ is Riemannian volume form induced by the Riemannian metric $\eta$.

As the Laplace-Beltrami operator, and any differential operator, the Dirac op-
erator is an unbounded operator and thus it needs a domain of definition. As we
already mentioned, the natural subspaces for the definition of differential opera-
tors are the Sobolev spaces, which where introduced in the previous section. Since
we are dealing now with vector bundles the definitions of Sobolev spaces change
slightly and we introduce them in an independent manner.

Let $\beta \in \Lambda^1(\Omega; S)$ be a one-form on the Riemannian manifold $(\Omega, \eta)$ with values
on the vector bundle $S$. We say that $\beta$ is a weak covariant derivative of $\xi \in L^2(S)$ if
\[
\int_{\Omega} (\xi, \nabla_V \zeta) d\mu_\eta(x) = - \int_{\Omega} (i_V \beta, \zeta) d\mu_\eta(x) , \quad \forall \zeta \in \Gamma^\infty_c(S) , \forall V \in X(\Omega) ,
\]
where $\Gamma^\infty_c(S)$ is the space of smooth sections with compact support in the interior
of $\Omega$. In such case we denote $\beta = \nabla \xi$.

The Sobolev space of sections of order 1, $H^1(S)$, is defined to be
\[
H^1(S) := \left\{ \xi \in L^2(S) \mid \exists \beta = \nabla \xi \in L^2(S) \otimes T^*\Omega \text{ and} \right. \\
\left. \|\xi\|_1^2 = \int_{\Omega} (\xi, \xi)_x d\mu_\eta(x) + \int_{\Omega} (\nabla \xi, \nabla \xi)_x d\mu_\eta(x) < \infty \right\}.
\]

As before one can give an equivalent definition that is useful for manifolds with-
out boundary. The Sobolev space of sections of order $k \in \mathbb{R}^+$ is defined to be
\[
H^k(S) := \left\{ \xi \in L^2(S) \left\| \xi \right\|_k^2 = \int_{\Omega} (\xi(x), (1 + \nabla^1 \nabla)^k/2 \xi(x))_x d\mu_\eta(x) < \infty \right\} ,
\]
where \( \nabla^\dagger : \Gamma^\infty(T^*\Omega \otimes S) \to \Gamma^\infty(S) \) is the formal adjoint of the covariant derivative. Notice that this definition also holds for \( k \notin \mathbb{N} \).

A natural domain where Dirac operators are closed, symmetric but not self-adjoint is

\[
D_0 = \mathcal{H}^1_0(S) := \Gamma^\infty_c(S) \| \cdot \|_1.
\]

The subindex in \( \mathcal{H}^1_0(S) \) is there to stress that the closure of the compactly supported sections of \( S \) with respect to the Sobolev norm of order 1 is not a dense subset of \( \mathcal{H}^1(S) \), even though it is a dense subset of \( L^2(S) \).

The Dirac operator \( D \) in the domain \( D_0 \), denoted as the couple \( (D, D_0) \), has as adjoint operator the Dirac operator defined on the full Sobolev space of order 1, \( \mathcal{H}^1(S) \), namely \( (D^\dagger, D^\dagger_0) = (D, \mathcal{H}^1(S)) \). Any self-adjoint extension of \( (D, D_0) \) must be a restriction of \( (D, \mathcal{H}^1(S)) \) to a domain \( D_{s.a.} \) that satisfies

\[
D_0 \subset D_{s.a.} = D^\dagger_{s.a} \subset D^\dagger_0.
\]

In order to determine such domains we are going to follow the successful approach set out in [AIM05]. First we are going to need the Green’s formula for the Dirac operator. Without loss of generality one can always pick an orthonormal frame \( \{e_i\} \subset \Gamma^\infty(S) \) that it self-parallel, i.e.

\[
(e_i, e_j)_x = \delta_{ij}, \quad \nabla e_i e_j = 0.
\]

Consider two fixed sections \( \xi, \zeta \in L^2(S) \) of the vector bundle \( S \). For each point \( p \in \Omega \) one can define a continuous linear functional on \( T_p\Omega \) using Clifford multiplication as follows

\[
L_{p,\xi,\zeta} : T_p\Omega \to \mathbb{R}, \quad \forall V \in T_p\Omega, \quad \eta_p(X, V) = -(\xi, V \cdot \zeta)_p.
\]

Then, according to Riesz’s Representation Theorem, it exists a unique \( X \in T_p\Omega \) such that

\[
\eta_p(X, V) = -(\xi, V \cdot \zeta)_p, \quad \forall V \in T_p\Omega, \quad \xi, \zeta \in L^2(S).
\]

Now if we denote the Lie derivative by

\[
\mathcal{L} : T\Omega \times \Gamma^\infty(\Omega) \to \Gamma^\infty(\Omega)
\]

we have

\[
\sum_i \mathcal{L}_{e_i}(\xi, e_i \cdot \zeta) = \sum_i e_i(\xi, e_i \cdot \zeta) = \sum_i (\nabla e_i \xi, e_i e_i \cdot \zeta) + \sum_i (\xi, e_i e_i \cdot \nabla e_i \zeta)
\]

\[
= -\sum_i (e_i e_i \cdot \nabla e_i \xi, \zeta) + \sum_i (\xi, e_i e_i \cdot \nabla e_i \zeta)
\]

\[
= -(D\xi, \zeta) + (\xi, D\zeta),
\]

where we have used (d), (e), (f) of Section 4. On the other hand we have that

\[
\sum_i \mathcal{L}_{e_i}(\xi, e_i \cdot \zeta) = -\sum_i \mathcal{L}_{e_i} \eta(X, e_i) = -\text{div} \, X.
\]
Now let $i : \partial \Omega \to \Omega$ be the canonical inclusion mapping, let $\nu \in \mathfrak{X}(\Omega)$ be the normal vector field to the boundary and let $\theta \in \Lambda^1(\Omega)$ such that

$$d\mu_\eta = \theta \wedge d\mu_{\partial \eta}, \quad \theta(X) = \eta(X, \nu).$$

Then we have that

$$\langle D\xi, \zeta \rangle - \langle \xi, D\zeta \rangle = \int_\Omega \text{div} \ X d\mu_\eta(x)$$

$$= \int_\Omega \mathcal{L}_X(d\mu_\eta)$$

$$= \int_\Omega d(i_X d\mu_\eta)$$

$$= \int_{\partial \Omega} i^*(i_X d\mu_\eta)$$

$$= \int_{\partial \Omega} i^*(i_X \theta \wedge d\mu_{\partial \eta})$$

$$= \int_{\partial \Omega} i^*(\eta(X, \nu) \wedge d\mu_{\partial \eta})$$

$$= \int_{\partial \Omega} \eta(X, \nu) d\mu_{\partial \eta} = -\int_{\partial \Omega} (\xi, \nu \cdot \zeta) d\mu_{\partial \eta} = \int_{\partial \Omega} (\nu \cdot \xi, \zeta) d\mu_{\partial \eta}.$$

In the right hand side of the last equation one has to understand that $\xi$ and $\zeta$ are the restrictions to the boundary of the corresponding sections. We use the same symbol whenever there is no risk of confusion. So far the Green’s formula above is purely formal and holds for smooth sections. In order to extend it to the appropriate Hilbert spaces we need to make use again of Theorem 3.1. We reformulate it here for the case of vector bundles.

**Theorem 4.1.** The restriction map

$$b : \Gamma^\infty(S) \to \Gamma^\infty(\partial S)$$

$$\xi \mapsto \xi|_{\partial \Omega}$$

can be extended to a continuous, surjective map

$$b : \mathcal{H}^k(S) \to \mathcal{H}^{k-1/2}(\partial S) \quad k > 1/2.$$

Applying the trace theorem to the Green’s formula for the Dirac operator we have that it can be extended to

$$(4.1) \quad \langle D\xi, \zeta \rangle - \langle \xi, D\zeta \rangle = \int_{\partial \Omega} (\nu \cdot \varphi, \psi) d\mu_{\partial \eta} = \langle J \cdot \varphi, \psi \rangle_{\partial \Omega},$$

where $\xi \in \mathcal{H}^1(S)$, $\zeta \in \mathcal{H}^1(S)$ $\varphi := b(\xi) \in \mathcal{H}^{1/2}(S)$, $\psi := b(\zeta) \in \mathcal{H}^{1/2}(S)$ and $J$ is the extension to $\mathcal{H}^{1/2}(S)$ of Clifford multiplication by the normal vector $\nu$. 
The space of self-adjoint extensions of the Dirac operator $\mathcal{M}(D)$ is characterized by the set of maximally isotropic subspaces of the boundary form

$$\Sigma(\varphi, \psi) = \langle J \cdot \varphi, \psi \rangle_{\partial \Omega}.$$ 

This boundary form satisfies that

$$\Sigma(\varphi, \psi) = -\Sigma(\psi, \varphi).$$

Notice that $J \cdot J = -I$ and therefore the Hilbert space at the boundary carries a natural polarization $L^2(\partial S) = H_+ \oplus H_-$, in terms of the proper subspaces of $J$,

$$H_{\pm} = \{ \varphi \in L^2(\partial S) \mid J \varphi = \pm i \varphi \},$$

and each section $\varphi \in L^2(\partial S)$ has a unique decomposition $\varphi = \varphi_+ + \varphi_-$ with $\varphi_{\pm} \in H_{\pm}$.

**Theorem 4.2.** Isotropic subspaces of the boundary form $\Sigma$ are in one-to-one correspondence with graphs of unitary maps $U : H_+ \to H_-$. 

**Proof.** Recall that the subspaces $H_{\pm}$ are mutually orthogonal. Then one has that

$$\langle J \cdot \varphi, \psi \rangle_{\partial \Omega} = \langle J \cdot (\varphi_+ + \varphi_-), \psi_+ + \psi_- \rangle_{\partial \Omega} = -i\langle \varphi_+, \psi_+ \rangle_{\partial \Omega} + i\langle \varphi_-, \psi_- \rangle_{\partial \Omega}.$$

It is well known, cf. [Koc75, AIM05, ILPP13], that maximally isotropic subspaces of a bilinear form like the one at the right hand side are determined uniquely by unitaries $U : H_+ \to H_-$. 

Hence the space of self-adjoint extensions of the Dirac operator $\mathcal{M}(D)$ is in one-to-one correspondence with the set of unitary operators $\mathcal{U}(H_+, H_-)$ that preserve the Sobolev space of sections of order $1/2$, $H^{1/2}(\partial S)$. We denote such set $\mathcal{U}(H_+, H_-)_{H^{1/2}(\partial S)}$. Notice that any unitary operator defines a maximally isotropic subspace of the boundary form. However, if $U(H_+ \cap H^{1/2}(\partial S)) \not\subset H^{1/2}(\partial S)$ then the trace map $b : H^1(S) \to H^{1/2}(\partial S)$ can be ill-defined.

**Example 4.3.** Let us consider that the Riemannian manifold is the unit disk $\Omega = \mathcal{D}$. We can now endow the disk with the Cl($\mathcal{D}$)–bundle structure that we considered in Example 4.2. The outer unit normal vector field to the boundary, $\nu \in T_p\mathcal{D}, p \in S^1 = \partial \mathcal{D}$, can be expressed in terms of the orthonormal basis in $\mathbb{R}^2$ as

$$\nu = \cos \theta e_1 + \sin \theta e_2.$$ 

Its representation as an element of the Clifford algebra is

$$\nu = \cos \theta \begin{bmatrix} 0 & i \\ i & 0 \end{bmatrix} + \sin \theta \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} = \begin{bmatrix} 0 & ie^{i\theta} \\ ie^{-i\theta} & 0 \end{bmatrix}.$$

The proper subspaces of $J$ then become

$$H_+ = \text{span}\left\{ |+\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{i\theta/2} \\ e^{-i\theta/2} \end{pmatrix} \right\},$$
\[ \mathcal{H}_- = \text{span} \left\{ \left| - \right\rangle = \frac{1}{\sqrt{2}} \left( -e^{i\theta/2} \right) \right\} . \]

Finally, the space of self-adjoint extensions \( \mathcal{M}(D) \) is determined by the set of unitary operators

\[ U : \mathcal{H}^{1/2}(S^1) \otimes \left| + \right\rangle \to \mathcal{H}^{1/2}(S^1) \otimes \left| - \right\rangle . \]
5. Lecture IV. The not semibounded case: New ideas and examples

Now that we have discussed how to define self-adjoint extensions of Dirac operators in terms of boundary conditions, we would like to have tools like those introduced in Lecture II that would allow us to avoid the analytic difficulties inherent to boundary value problems.

Semiboundedness is a fundamental assumption in Kato’s representation theorem and unfortunately the Dirac operators are not semibounded. Is it possible to find a generalization of Kato’s representation theorem that can be applied to the generic case of non-semibounded operators?

Given a generic, self-adjoint operator $T$ with domain $\mathcal{D}(T)$ one can always define a quadratic form associated to it using the spectral theorem. Indeed, consider the spectral decomposition of the self-adjoint operator $T = \int_{\mathbb{R}} \lambda \, \text{d}E_\lambda$. The spectral theorem, cf. [RS78], ensures that any self-adjoint operator has a decomposition like the one above in terms of a resolution of the identity that in the case of self-adjoint operators with discrete spectrum reduces to the simple familiar expression $T = \sum_i \lambda_i P_i$.

The domain of the self-adjoint operator $T$ can be described using the spectral theorem as

\[
\mathcal{D}(T) = \left\{ \Phi \in \mathcal{H} \left| \int_{\mathbb{R}} |\lambda|^2 \, \text{d}(\langle \Phi, E_\lambda \Phi \rangle) < \infty \right. \right\}.
\]

However one can define the following domain

\[
\mathcal{D}(Q_T) = \left\{ \Phi \in \mathcal{H} \left| \int_{\mathbb{R}} |\lambda| \, \text{d}(\langle \Phi, E_\lambda \Phi \rangle) < \infty \right. \right\},
\]

that satisfies $\mathcal{D}(T) \subset \mathcal{D}(Q_T)$. Now for any $\Phi \in \mathcal{D}(Q_T)$ we can consider the quadratic form

\[
Q_T(\Phi) := \int_{\mathbb{R}} \lambda \, \text{d}(\langle \Phi, E_\lambda \Phi \rangle).
\]

This quadratic form is clearly represented by the operator $T$. Hence, to any self-adjoint operator one can always associate a quadratic form possessing an integral representation like (5.3). However, if the operator $T$ is not semibounded, one can not use Kato’s representation theorem to recover the operator $T$ from its associated quadratic form. The rest of this section is devoted to obtain a generalization of Kato’s representation theorem that can be applied to the not semibounded case.

5.1. Partially orthogonally additive quadratic forms. Suppose that the Hilbert space can be decomposed as the orthogonal sum of two subspaces

\[
\mathcal{H} = W_+ \oplus W_-.
\]

Let $P_\pm$ denote the orthogonal projections onto the subspaces $W_\pm$. 

Definition 5.1. We say that a quadratic form $Q$ with domain $\mathcal{D}$ is partially orthogonally additive with respect to the decomposition $\mathcal{H} = W_+ \oplus W_-$, if $P_+ \mathcal{D} \subset \mathcal{D}$ and whenever

$$\langle P_+ \Phi, P_+ \Psi \rangle = 0 \quad \text{and} \quad \langle P_- \Phi, P_- \Psi \rangle = 0$$

we have that

$$(5.4) \quad Q(\Phi + \Psi) = Q(\Phi) + Q(\Psi).$$

We will call the quadratic forms $Q_\pm(\Phi) := Q(P_\pm \Phi)$ the sectors of the quadratic form. Notice that from the definition of partial orthogonal additivity we have that

$$Q(\Phi) = Q(P_+ \Phi + P_- \Phi) = Q(P_+ \Phi) + Q(P_- \Phi) = Q_+(\Phi) + Q_-(\Phi).$$

Recall now that for semibounded quadratic forms one can always define an associated graph norm. For a lower semibounded quadratic form there exists $a > 0$ such that $Q(\Phi) \geq -a \|\Phi\|^2$. Then we define

$$|||\Phi|||^2_Q = (1 + a)\|\Phi\|^2 + Q(\Phi).$$

For an upper semibounded quadratic form there exists $b > 0$ such that $Q(\Phi) < b\|\Phi\|^2$ and we define

$$|||\Phi|||^2_Q = (1 + b)\|\Phi\|^2 - Q(\Phi).$$

Theorem 5.2. Let the quadratic form $Q$ with dense domain $\mathcal{D}$ be a partially orthogonally additive quadratic form with respect to the decomposition $\mathcal{H} = W_+ \oplus W_-$. Let each sector $Q_\pm$ of $Q$ be either semibounded from below or from above and closable. Then there exists a unique self-adjoint operator $T$, with domain $\mathcal{D}(T)$ such that

$$Q(\Phi, \Psi) = \langle \Phi, T \Psi \rangle, \quad \Phi \in \mathcal{D}, \Psi \in \mathcal{D}(T).$$

Proof. If the sectors $Q_\pm$ are both simultaneously lower semibounded or upper semibounded then the quadratic form itself is semibounded and a direct application of Kato’s theorem proves the statement. Hence consider that $Q_+$ is lower semibounded and $Q_-$ is upper semibounded. First notice that we can use the graph norms of the sectors to define a norm for the linear space $\mathcal{D}$, namely

$$|||\Phi|||^2_Q = (1 + a)\|P_+ \Phi\|^2 + Q_+(\Phi) + (1 + b)\|P_- \Phi\|^2 - Q_-(\Phi).$$

It is immediate to check that $|||\Phi|||_Q < \infty$ for all $\Phi \in \mathcal{D}$. Therefore $\mathcal{D}$ can be closed with respect to this norm. Let us denote

$$\overline{\mathcal{D}} = \overline{\mathcal{D}}|||\Phi|||_Q.$$  

Moreover, the quadratic form $Q$ can be continuously extended to this domain and we shall denote the extension by $\overline{Q}$. The extended quadratic form $\overline{Q}$ is also partially orthogonally additive with respect to $\{W_\pm\}$ and its sectors are closed, semibounded quadratic forms. Kato’s representation theorem ensures that there exist two self-adjoint operators $T_\pm : \mathcal{D}(T_\pm) \to W_\pm$ such that

$$Q_\pm(\Phi, \Psi) = \langle \Phi, T_\pm \Psi \rangle, \quad \Phi \in \overline{\mathcal{D}}, \Psi \in \mathcal{D}(T_\pm).$$
Hence we can define the domain
\( D(T) = \{ \Phi \in \mathcal{H} | P_+ \Phi \in D(T_+) \}, \) and the operator
\[ T \Phi := T_+ P_+ \Phi + T_- P_- \Phi. \]

It is immediate to verify that \( T \) is self-adjoint. □

**Example 5.1** Position operator. Consider the Hilbert space \( \mathcal{H} = L^2(\mathbb{R}) \). Let \( Q \) be the Hermitean quadratic form with domain \( D = C_c^\infty(\mathbb{R}) \) defined by
\[ Q(\Phi) = \int_\mathbb{R} \bar{x} \Phi(x) \Phi(x) dx. \]

Consider the subspaces
\[ W_+ = \{ \Phi \in \mathcal{H} | \text{supp } \Phi \subset \mathbb{R}^+ \}, \]
\[ W_- = \{ \Phi \in \mathcal{H} | \text{supp } \Phi \subset \mathbb{R}^- \}. \]

The projections onto these subspaces are given by multiplication with the corresponding characteristic functions. The sectors of the quadratic form above are therefore
\[ Q_+(\Phi) = \int_{\mathbb{R}^+} \bar{x} \Phi(x) \Phi(x) dx, \]
\[ Q_-(\Phi) = \int_{\mathbb{R}^-} \bar{x} \Phi(x) \Phi(x) dx. \]

The graph norms of the sectors become in this case
\[ |||P_+ \Phi|||_{Q_+}^2 = ||P_+ \Phi||^2 + Q_+(\Phi), \]
\[ |||P_- \Phi|||_{Q_-}^2 = ||P_- \Phi||^2 - Q_-(\Phi), \]
and we get for the norm associated to \( Q \)
\[ ||\Phi||^2_Q = ||\Phi||^2 + \int_\mathbb{R} |x| |\Phi(x)|^2 dx. \]

Hence, the closure of the domain \( D = C_c^\infty(\mathbb{R}) \) with respect to this norm becomes the domain of the closed quadratic form \( Q \) that agrees with the domain defined by (5.2). Now we want to obtain the domain of the self-adjoint operator representing \( Q \). We need first to characterize the domains of the self-adjoint operators \( T_\pm \).

Again, we are going to use the characterization provided by Lemma 3.3. According to this theorem \( \Phi \in W_+ \) is an element of the domain \( D(T_+) \) if it is an element of \( P_+ D \) and it exists \( \chi \in W_+ \) such that
\[ Q_+(\Psi, \Phi) = \langle \Psi, \chi \rangle, \quad \forall \Psi \in P_+ D. \]

Rewriting this equality we get that
\[ \int_{\mathbb{R}^+} x \bar{\Psi}(x) \Phi(x) dx = \int_{\mathbb{R}^+} \bar{\Psi}(x) \chi(x) dx, \quad \forall \Psi \in P_+ D \]
Since $P_+D$ is dense in $W_+$ this implies that $x\Phi(x) = \chi(x) \in W_+$ and hence
\[
\int_{\mathbb{R}^+} |x|^2 |\Phi(x)|^2 dx < \infty ,
\]
since $\chi$ must be in $L^2(\mathbb{R}^+)$. A similar argument for $T_-$ and having into account the definition in Eq. (5.5) shows that the domain of the representing operator $T$ is precisely
\[
\mathcal{D}(T) = \left\{ \Phi \in L^2(\mathbb{R}) \right| \int_{\mathbb{R}} |x|^2 |\Phi(x)|^2 dx < \infty \right\} ,
\]
which agrees with the domain of the position operator.

Now we are going to consider the example of the momentum operator. Of course these case can be reduced to the previous example by using the Fourier transform, which is a unitary operator on the space of square integrable functions, and transforms the momentum operator $i\frac{d}{dx}$ into the multiplication operator. However, in order to set the ground for the most important example of this section, the case for the Dirac operator, we will define all the spaces of functions in the so called position space.

**Example 5.2** Momentum operator. Consider the Hilbert space $\mathcal{H} = L^2(\mathbb{R}^2)$. Let $Q$ be the Hermitean quadratic form with domain $\mathcal{D} = H^1(\mathbb{R})$ defined by
\[
Q(\Phi, \Psi) = \int_{\mathbb{R}} \bar{\Phi}(x)i\frac{d\Psi}{dx}(x)dx .
\]
Consider the subspaces
\[
W_\pm = \left\{ \Phi \in L^2 \right| \Phi(x) = \int_{\mathbb{R}} \hat{\Phi}(k)e^{ikx}dk , \hat{\Phi}(k) \in L^2(\mathbb{R}^\pm) \right\} .
\]
We need to verify that these two subspaces are orthogonal and that the quadratic form above is partially orthogonally additive with respect to them. Let $\Phi_+ \in W_+$ and $\Phi_- \in W_-$.
\[
\langle \Phi_+ , \Phi_- \rangle = \int_{\mathbb{R}^3} \bar{\hat{\Phi}}_+(k')\hat{\Phi}_-(k)e^{i(k-k')x}dk'dkdx = \int_{\mathbb{R}} \bar{\hat{\Phi}}_+(k)\hat{\Phi}_-(k)dk = 0 .
\]
The last inequality follows because the supports of both functions are disjoint.
Similarly we have that
\[
Q(\Phi_+, \Psi_-) = -\int_{\mathbb{R}} k\bar{\hat{\Phi}}_+(k)\hat{\Phi}_-(k)dk = 0 .
\]
Hence, the quadratic form above is partially orthogonally additive with respect to the decomposition above. Moreover, it is immediate to verify that the sectors are
also semibounded. We can therefore obtain a unique, self-adjoint operator associated to it according to Theorem 5.2. This operator agrees with the momentum operator in Quantum Mechanics.

The two self-adjoint operators obtained in the two examples above are in fact the unique self-adjoint extensions on the real line of the symmetric operators defined by the position operator and the momentum operator. However, we have obtained them in a non standard way by closing the associated quadratic forms. The next section is devoted to show that in the case of the Dirac operator defined in a manifold with boundary we can use the boundary conditions defined in terms of a generic unitary operator to characterize self-adjoint extensions of it uniquely. The advantage is that one can ignore the restrictions related with the boundary data being elements of $H^{1/2}(\partial \Omega)$, cf. Theorem 4.2.

5.2. The Dirac Hamiltonian on $B^3$. For the sake of simplicity we are going to consider as our base manifold the three dimensional unit ball, $\Omega = B^3$. As the Riemannian metric we are going to consider the restriction of the euclidean metric to the interior of ball. The results of this section can be extended straightforwardly to any bounded region in $\mathbb{R}^3$. As our $\text{Cl}(B^3)$–bundle we are going to take the trivial bundle $S = \mathbb{C}^2 \times B^3$, 

$$\pi : S \to B^3,$$

with flat Hermitian product given by the Hermitian product on $\mathbb{C}^2$. We need to choose a representation of the Clifford algebra $\text{Cl}(\mathbb{R}^3)$ and we are going to take the representation $\gamma(e_j) = i\sigma_j$ given in terms of the Pauli matrices

$$\sigma_1 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \sigma_2 = \begin{bmatrix} 0 & i \\ -i & 0 \end{bmatrix}, \quad \sigma_3 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.$$ 

Notice that, as they should, the generators satisfy

$$\gamma(e_i)\gamma(e_j) + \gamma(e_j)\gamma(e_i) = -2\mathbb{I}_{\mathbb{C}^2}\delta_{ij}.$$

As the Hermitian connection we choose the flat connection defined by the componentwise derivatives. So finally we get that our Dirac operator is,

$$D = \sum_{j=1}^{3} i\sigma_j \frac{\partial}{\partial x^j}.$$

As explained in Lecture III we can impose boundary conditions of the Dirac operator as follows. Let $\nu$ be the normal vector field to the boundary and consider the $\pm i$ eigenspaces $\mathcal{H}_\pm \subset L^2(\partial S)$ of the operator defined by Clifford multiplication by $\nu$, that is:

$$\gamma(\nu)\Psi_\pm = \pm i\Psi_\pm; \quad \Psi_\pm \in \mathcal{H}_\pm.$$

Now, for any unitary operator $U : \mathcal{H}_+ \to \mathcal{H}_-$, the boundary conditions $\varphi_- = U\varphi_+$ define domains where the Dirac operator is symmetric. In order to guarantee
self-adjointness one needs to impose extra conditions on the unitary operator $U$. However, we can use the approach introduced in this section and the former to characterize uniquely a self-adjoint extension that satisfies the boundary condition. We only need to find a couple of subspaces that guarantee that the associated quadratic form is partially orthogonally additive with respect to them.

Consider the partial differential equation

$$D\Psi = E\Psi, \quad \Psi \in \mathcal{H}^1(S).$$

We are going to try solutions of the form $\Psi(x) = \xi e^{ik\cdot x}$, $\xi \in \mathbb{C}^2$. A short calculation shows that

$$D\Psi = -\sum_{j=1}^{3} k_j \sigma_j \xi e^{ik\cdot x} = E\xi e^{ik\cdot x}.$$

Hence $\Psi$ is a solution if $\xi$ is an eigenvalue of the Hermitean matrix $-\sum_j k_j \sigma_j$.

From the properties of the Clifford algebra we have that $\left(-\sum_j k_j \sigma_j\right)^2 = \sum_j |k_j|^2 = k^2$. Hence the matrix has two eigenspaces with values $\pm \sqrt{k^2}$. We can now select functions

$$\xi_{\pm}: \mathbb{R}^3 \to \mathbb{C}^2 \quad k \mapsto \xi_{\pm}(k)$$

such that for each fixed $k$ we have that

$$-\sum_j k_j \sigma_j \xi_{\pm}(k) = \pm \sqrt{k^2} \xi_{\pm}(k).$$

Notice that such functions are orthogonal to each other for each value $k$ since they are eigenvectors corresponding to different eigenvalues. Now we define the following subspaces of $L^2(\mathbb{R}^3)$.

$$\mathfrak{h} = \{ \phi \in L^2(\mathbb{R}^3) \mid \text{supp } \phi \subset B^3 \},$$

$$\hat{\mathfrak{h}} = \left\{ \hat{\phi} \in L^2(\mathbb{R}^3) \mid \hat{\phi}(k) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} \phi(x) e^{-ik\cdot x} dx : \phi \in \mathfrak{h} \right\}.$$

These subspaces are closed subspaces of $L^2(\mathbb{R}^3)$. Now we are ready to define a decomposition of $L^2(S)$. Consider the closed subspaces of $L^2(S)$ defined by

$$W_{\pm} = \left\{ \Phi \in L^2(S) \mid \Phi(x) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} \xi_{\pm}(k) \hat{\phi}(k) e^{ik\cdot x} dk : \hat{\phi} \in \hat{\mathfrak{h}} \right\}.$$

As before we have to show that they are orthogonal and that the quadratic form $Q = \langle \Phi, D\Psi \rangle$ is partially orthogonally additive with respect to them. Have in mind that $Q$ is a Hermitean quadratic form only if $D$ is defined on a symmetric domain.
Let $\Phi_+ \in W_+$ and $\Phi_- \in W_-$. 

$$
\langle \Phi_+ , \Phi_- \rangle = \int_{B^3} \int_{R^6} (\xi_+(k'), \xi_-(k)) \tilde{\phi}_+(k') \tilde{\phi}_-(k) e^{i(k-k') \cdot x} dk' dk dx \\
= \int_{R^3} (\xi_+(k), \xi_-(k)) \tilde{\phi}_+(k) \tilde{\phi}_-(k) dk = 0.
$$

The last equality follows from the fact that $\xi_+$ and $\xi_-$ are orthogonal for each $k$ and therefore $(\xi_+(k), \xi_-(k)) \equiv 0$.

Similarly we have that

$$
\langle \Phi , D\Psi \rangle = \sum_j \int_{B^3} \int_{R^6} (\xi_+(k'), i\sigma_j \xi_-(k)) \tilde{\phi}_+(k') \tilde{\phi}_-(k) \frac{\partial}{\partial x^j} e^{i(k-k') \cdot x} dk' dk dx \\
= \int_{B^3} \int_{R^6} (\xi_+(k'), -\sum_j k_j \sigma_j \xi_-(k)) \tilde{\phi}_+(k') \tilde{\phi}_-(k) e^{i(k-k') \cdot x} dk' dk dx \\
= \int_{B^3} \int_{R^6} (\xi_+(k'), -\sqrt{k^2} \xi_-(k)) \tilde{\phi}_+(k') \tilde{\phi}_-(k) e^{i(k-k') \cdot x} dk' dk dx = 0
$$

The last inequality follows again from the fact that $\xi_\pm$ are orthogonal. Using very similar calculations it is easy to show that one sector is positive and that the other is negative and hence we can recover for each boundary condition $\varphi_- = U \varphi_+$ a unique self-adjoint extension.
6. LECTURE V: SYMMETRIES AND SELF-ADJOINT EXTENSIONS

In this lecture we study what role do quantum symmetries play when one faces the problem of selecting self-adjoint extensions. It is not necessary to emphasize here the fundamental role that symmetries play in Quantum Mechanics, however it is relevant to point out that the presence of symmetries can restrict the possible self-adjoint extensions of a given symmetric operator, that is, contrary to what one could guess, not all self-adjoint extensions are compatible with the quantum symmetries that the symmetric problem has.

In order to fix the ideas we first show an example where these two notions arise together.

**Example 6.1.** Consider as Riemannian manifold $\Omega$ the unit ball in $\mathbb{R}^3$. The boundary of this manifold is the unit sphere $S^2$. Now consider that as symmetry group $G$ we have the unitary group $U(1)$ acting by rotations around the $z$-axis. One can consider now the quotient space $\Omega/G$ and its boundary $\partial(\Omega/G)$ (see Figure 6). Notice that the action of $G$ restricts to an action on $\partial \Omega$.

The boundary of $\Omega/G$ has two pieces. One is the quotient of the original boundary $\partial \Omega = S^2$ by the symmetry group, i.e. $S^2/G$. We shall call it the regular part of the quotient’s boundary and denote it as $\partial_{\text{reg}}(\Omega/G)$. The other part, that corresponds to the $z$-axis, will be called the singular part of the boundary and will be denoted as $\partial_{\text{sing}}(\Omega/G)$. The singular part arises when the action of the group has fixed points.

Thus two natural questions arise: When are going to be the self-adjoint extensions of the Laplace-Beltrami operator compatible with the action of $G$? What are the self-adjoint extensions of the Laplace-Beltrami operator that can be defined on $\Omega/G$?

To avoid confusion between the terms symmetric operators and quantum symmetries we shall use the following terminology. We will say that a symmetric operator is $G$-invariant if this operator possesses $G$ as a symmetry group. In what follows we will motivate the definition of $G$-invariant symmetric operators and show what role plays the $G$-invariance in the characterization of self-adjoint extensions. For further details we refer to [ILPP14].

6.1. **Self-adjoint extensions of $G$-invariant operators.** Suppose that we are given a group $G$ and a strongly continuous unitary representation of it, i.e. a map

$$V : G \rightarrow \mathcal{U}(\mathcal{H})$$

$$g \mapsto V(g)$$

that verifies $V(g_1g_2) = V(g_1)V(g_2)$, $V(e) = \mathbb{I}_\mathcal{H}$ for all $g_1, g_2 \in G$. 

Now let $T$ be a self-adjoint operator with domain $\mathcal{D}(T)$. According to Stone’s Theorem it defines a one-parameter unitary group

$$U_t = e^{itT}.$$  

That the operator is $G$-invariant means that the action of the group and the unitary evolution generated by $T$ commute

$$V(g)U_t = U_tV(g), \quad \forall g \in G, \; t \in \mathbb{R}.$$  

The latter is equivalent to $V(g)\mathcal{D}(T) \subset \mathcal{D}(T)$ for all $g \in G$ and $V(g)T\Phi = TV(g)\Phi$ for all $g \in G$ and for all $\Phi \in \mathcal{D}(T)$. This motivates the definition of $G$-invariance for any operator.

**Definition 6.1.** Let $T$ be a densely defined operator with domain $\mathcal{D}(T)$. We will say that $T$ is $G$-invariant if

$$V(g)\mathcal{D}(T) \subset \mathcal{D}(T), \quad \forall g \in G$$

and

$$V(g)T\Phi = TV(g)\Phi \quad \forall g \in G, \forall \Phi \in \mathcal{D}(T).$$

We will need the following result, cf. Theorem 2.2.
Lemma 6.2. If $T$ is a $G$-invariant, densely defined, symmetric operator, then

i. $T^\dagger$ is $G$-invariant.

ii. The deficiency spaces $\mathcal{N}_+, \mathcal{N}_-$ are $G$-invariant.

Proof. The first implication follows by applying directly the definition of the adjoint operator and its domain. For (ii) it is enough to consider that $\Psi \in \mathcal{N}_+$ iff $(T^\dagger - i\mathbb{I})\Psi = 0$ and therefore using (i) we get

$$0 = V(g)(T^\dagger - i\mathbb{I})\Psi = (T^\dagger - i\mathbb{I})V(g)\Psi .$$

Then the answers to our previous questions are contained in the following theorem:

Theorem 6.3. Let $T_K$ be a von Neumann self-adjoint extension of the $G$-invariant symmetric operator $T$ determined by the unitary operator $K: \mathcal{N}_+ \to \mathcal{N}_-$. Then $T_K$ is $G$-invariant if and only if,

$$[V(g), K] \xi = 0, \quad \forall \xi \in \mathcal{N}_+ .$$

Proof. We will just show that the commutation $[V(g), K] \xi = 0$ implies that $[T_K, V(g)] = 0$. The full details of the proof can be found at [ILPP14]. Recall von Neumann’s characterization of self-adjoint extensions, Theorem 2.2. We will use the fact that $V(g)\mathcal{D}(T_K) \subset \mathcal{D}(T_K)$ which is a direct consequence of $[V(g), K] \xi = 0$ and the previous Lemma. Then,

$$V(g)T_K(\Phi_0 + (\mathbb{I} + K)\xi_+) = V(g)T\Phi_0 + V(g)(\mathbb{I} + K)\xi_+ $$

$$= TV(g)\Phi_0 + V(g)(\mathbb{I} + K)\xi_+ $$

$$= T_K(V(g)(\Phi_0 + (\mathbb{I} + K)\xi_+)) .$$

6.2. $G$-invariance and quadratic forms. Once we have established the relationship between $G$-invariant symmetric operators and its $G$-invariant self-adjoint extensions it is natural to characterize the $G$-invariance properties at the level of quadratic forms. Moreover we want to know if we can use the same tools introduced in Lectures II and IV to characterize $G$-invariant self-adjoint extensions of the corresponding symmetric operators. Since quadratic forms take values in $\mathbb{C}$ a natural definition of $G$-invariance is the following.

Definition 6.4. A quadratic form $Q: \mathcal{D} \subset \mathcal{H} \to \mathbb{C}$ is $G$-invariant if for all $g \in G$ and $\Phi \in \mathcal{D}$ we have that $V(g)\mathcal{D} \subset \mathcal{D}$ and

$$Q(V(g)\Phi, V(g)\Psi) = Q(\Phi, \Psi), \quad \forall \Phi, \Psi \in \mathcal{D} .$$

Now it is natural to ask what is the relationship that exists between the two notions of $G$-invariance that we have introduced so far. The answer to this question comes again from Kato’s Representation Theorem (Theorem 3.2).
Theorem 6.5. Let $Q$ be a closed, semi-bounded quadratic form with domain $\mathcal{D}$ and let $T$ be the representing semi-bounded, self-adjoint operator. The quadratic form $Q$ is $G$-invariant if and only if the operator $T$ is $G$-invariant.

Proof. To prove the direct implication recall from Lemma 3.3 that $\Psi \in \mathcal{D}(T)$ if and only if $\Psi \in \mathcal{D}$ and there exists $\chi \in \mathcal{H}$ such that

$$Q(\Phi, \Psi) = \langle \Phi, \chi \rangle \quad \forall \Phi \in \mathcal{D}.$$ 

Then, if $\Psi \in \mathcal{D}(T)$, and using the $G$-invariance of the quadratic form, we have that

$$Q(\Phi, V(g)\Psi) = Q(V(g)^\dagger \Phi, \Psi) = \langle V(g)^\dagger \Phi, \chi \rangle = \langle \Phi, V(g)\chi \rangle.$$ 

This implies that $V(g)\Psi \in \mathcal{D}(T)$ and from

$$TV(g)\Psi = V(g)\chi = V(g)T\Psi, \quad \Psi \in \mathcal{D}(T), g \in G,$n

we show the $G$-invariance of the self-adjoint operator $T$.

To prove the converse we use the fact that $\mathcal{D}(T)$ is dense in $\mathcal{D}$ with respect to the graph norm $||| \cdot |||_Q$. For $\Phi, \Psi \in \mathcal{D}(T)$ we have that

$$Q(\Phi, \Psi) = \langle \Phi, T\Psi \rangle = \langle V(g)\Phi, V(g)T\Psi \rangle = \langle V(g)\Phi, TV(g)\Psi \rangle = Q(V(g)\Phi, V(g)\Psi).$$

These equalities show that the $G$-invariance of $Q$ is true at least for the elements in the domain of the operator. Now for any $\Psi \in \mathcal{D}$ there is a sequence $\{\Psi_n\}_n \subset \mathcal{D}(T)$ such that $|||\Psi_n - \Psi|||_Q \to 0$. This, together with the equality above, implies that $\{V(g)\Psi_n\}_n$ is a Cauchy sequence with respect to $||| \cdot |||_Q$. Since $Q$ is closed, the limit of this sequence is in $\mathcal{D}$. Moreover it is clear that $\lim_{n \to \infty} V(g)\Psi_n = V(g)\Psi$, hence

$$|||V(g)\Psi_n - V(g)\Psi|||_Q \to 0.$$ 

So far we have proved that $V(g)\mathcal{D} \subset \mathcal{D}$. Now for any $\Phi, \Psi \in \mathcal{D}$ consider sequences $\{\Phi_n\}_n, \{\Psi_n\}_n \subset \mathcal{D}(T)$ that converge respectively to $\Phi, \Psi \in \mathcal{D}$ in the topology induced by $||| \cdot |||_Q$. Then the limit

$$Q(\Phi, \Psi) = \lim_{n \to \infty} \lim_{m \to \infty} Q(\Phi_n, \Psi_m) = \lim_{n \to \infty} \lim_{m \to \infty} Q(V(g)\Phi_n, V(g)\Psi_m) = Q(V(g)\Phi, V(g)\Psi).$$

concludes the proof. \qed

6.3. Symmetries and the Laplace-Beltrami operator. In this section we are going to construct $G$-invariant self-adjoint extensions of the Laplace-Beltrami operator. In order to do so we will take the approach introduced in Section 3.3. That is, we will construct the quadratic form associated to the Laplace-Beltrami operator, Eq. 3.4 and we will select a domain for it such that it is semibounded, this is granted by the gap condition on the unitary operator $U$, cf. Definition 3.5,
then we will impose further conditions on $U$ that ensure that the quadratic form is $G$-invariant. According to Theorem 6.5 the Friedrichs’ extensions of the Laplace-Beltrami operator obtained this way will be $G$-invariant.

Let $U : L^2(\partial\Omega) \to L^2(\partial\Omega)$ be a unitary operator with gap, cf. Definition 3.5, and let $A_{U_{W\perp}}$ be the partial Cayley transform associated to it. Recall that $A_{U_{W\perp}}$ is a bounded self-adjoint operator. We will consider the quadratic form defined by

$$Q_U(\Phi, \Psi) = \langle d\Phi, d\Psi \rangle - \langle \phi, A_{U_{W\perp}} \psi \rangle,$$

with domain

$$D = \{ \Phi \in H^1 | \phi_W = P_W \phi = 0 \}.$$

Notice that the boundary condition $\phi - i\dot{\phi} = U(\phi + i\dot{\phi})$ is implemented in this case in a separated way by means of the Eqs. 3.6. Recall that $W$ is the closed subspace associated to the eigenvalue $\{-1\}$ of the unitary operator $U$ and that $P_W$ is the orthogonal projection onto it.

The gap condition ensures that this quadratic form is semibounded from below. We are considering a slightly more general situation than the one considered in Section 3.3 and in order to ensure the closability of the quadratic form we will need to require that the unitary operator is well behaved with respect to the boundary data. As detailed in [ILPP13] it is enough to consider that

$$A_{U_{W\perp} | H^{1/2}(\partial\Omega)} : H^{1/2}(\partial\Omega) \to H^{1/2}(\partial\Omega)$$

is continuous.

Now we need to address the problem of characterizing those unitaries that lead to $G$-invariant quadratic forms. Of course, we need first to specify what kind of groups and group representations are we going to consider. Since the domain of the quadratic form is a dense subset of $H^1(\Omega)$ we will need at least that the unitary representation

$$V : G \to L^2(\Omega)$$

of the group be such that it preserves $H^1(\Omega)$, i.e., we will need that

$$V(g)H^1(\Omega) \subset H^1(\Omega).$$

**Definition 6.6.** We will say that the unitary representation $V$ is traceable if there exists another unitary representation $V_{\partial\Omega} : G \to L^2(\partial\Omega)$ such that

$$V_{\partial\Omega}(H^{1/2}(\partial\Omega)) \subset H^{1/2}(\partial\Omega)$$

and makes the following diagram commutative

$$
\begin{array}{ccc}
H^1(\Omega) & \xrightarrow{\quad V(g) \quad} & H^1(\Omega) \\
b \downarrow & & \downarrow b \\
H^{1/2}(\partial\Omega) & \xrightarrow{\quad V_{\partial\Omega}(g) \quad} & H^{1/2}(\partial\Omega)
\end{array}
$$

**Lemma 6.7.** Let $V : G \to L^2(\Omega)$ be a unitary representation of the group $G$ such that $V(g)H^1(\Omega) \subset H^1(\Omega)$. If in addition $V(g)H^1_0(\Omega) \subset H^1_0(\Omega)$ then $V$ is traceable.
Proof. By Theorem 3.1 we have that the map $b : \mathcal{H}^1(\Omega) \to \mathcal{H}^{1/2}(\partial \Omega)$ is continuous and onto. Hence, by the inverse mapping theorem

$$\mathcal{H}^1(\Omega) / \ker b \simeq \mathcal{H}^{1/2}(\partial \Omega).$$

Noticing that $\mathcal{H}_0^1(\Omega) = \ker b$ ends the proof. \hfill $\Box$

We are ready to state the main result of this lecture. We are going to assume that the unitary operator does not have $\{-1\}$ in the spectrum. This assumption is a bit stronger than the gap assumption but will simplify the statement of the next theorem. For a generalization for unitary operators with gap and the proof we refer to [ILPP14].

**Theorem 6.8.** Let $U$ be a unitary operator such that $\{-1\}$ is not in its spectrum and such that

$$U|_{\mathcal{H}^{1/2}(\partial \Omega)} : \mathcal{H}^{1/2}(\partial \Omega) \to \mathcal{H}^{1/2}(\partial \Omega)$$

is continuous. Let $V : G \to L^2(\Omega)$ be a traceable strongly continuous unitary representation preserving $\mathcal{H}^1(\Omega)$. The quadratic form $Q_U$ is $G$-invariant if and only if

$$[U, V(g)] = 0, \forall g \in G.$$

In order to show how to use the previous theorem to obtain $G$-invariant self-adjoint extensions, we will go back to the Example 6.1.

**Example 6.2.** Let us consider again the situation in Example 6.1. There the manifold $B^3$, see Figure 6, is invariant under rotations on the z-axis. Moreover, the group $U(1)$ acts by isometric diffeomorphisms on the manifold. It is easy to show that any such action induces a unitary representation of the group that preserves all the Sobolev spaces, in particular $H^1(\Omega)$. Moreover, the representation induced this way is always traceable since $H^1_0(\Omega)$ is also preserved, cf. Lemma 6.7.

Now consider that $U \in U(L^2(S^2))$ is such that

$$U : \mathcal{H}^{1/2}(S^2) \to \mathcal{H}^{1/2}(S^2)$$

$$f(\theta, \varphi) \leadsto (Uf)(\theta, \varphi).$$

We want to characterize those unitaries that commute with the action of the group $(V(\alpha)f)(\theta, \varphi) = f(\theta, \varphi + \alpha)$ (cf. Theorem 6.8).

To analyse what are the possible unitary operators that lead to $G$-invariant quadratic forms it is convenient to use the Fourier series expansions of the elements in $L^2(S^2)$. Let $f \in L^2(S^2)$, then

$$f(\theta, \varphi) = \sum_{n \in \mathbb{Z}} \hat{f}_n(\theta)e^{in\varphi},$$

where the coefficients of the expansion are given by

$$\hat{f}_n(\theta) = \frac{1}{2\pi} \int_{0}^{2\pi} f(\theta, \varphi)e^{-in\varphi}d\varphi.$$
We can therefore consider the induced action of the group $G$ as a unitary operator on $L^2([0,\pi]) \otimes \ell_2$. In fact we have that:

$$\hat{v}(\alpha) f_n(\theta) = \frac{1}{2\pi} \int_0^{2\pi} f(\theta, \varphi + \alpha) e^{-im\varphi} d\varphi$$

$$= \sum_{m \in \mathbb{Z}} \hat{f}_m(\theta) e^{im\alpha} \int_0^{2\pi} e^{i(m-n)\varphi} \frac{1}{2\pi} d\varphi = e^{i\alpha} \hat{f}_n(\theta).$$

This shows that the induced action of the group $G$ is represented by a unitary operator in $U(\ell_2)$ that acts diagonally in the Fourier series expansion. More concretely, we can represent it as $\hat{v}(\alpha)_{nm} = e^{i\alpha} \delta_{nm}$. From all the possible unitary operators acting on the Hilbert space of the boundary, only those whose representation in $\ell_2$ commutes with the above operator will lead to $G$-invariant quadratic forms, cf. Theorem 6.8. Since $\hat{v}(\alpha)$ acts diagonally on $\ell_2$ it is clear that only operators of the form $\hat{U}_{nm} = u \otimes e^{ib_n} \delta_{nm}$, $\{b_n\}_n \subset \mathbb{R}$, $u \in U(L^2[0,\pi])$ will lead to $G$-invariant quadratic forms.

As a particular case we can consider that all parameters are equal, i.e., $b_n = \beta$, $n \in \mathbb{Z}$. In this case it is clear that $(\hat{U}f)_n(\theta) = e^{i\beta} (uf_n)(\theta)$, which gives the following admissible unitary with spectral gap at $-1$:

$$Uf = e^{i\beta} uf.$$

Consider that $ug(\theta) = e^{i\gamma(\theta)} g(\theta)$. This means that the unitary operator $u \in U(L^2[0,\pi])$ is of Robin type or, in other words, that it leads to Robin boundary conditions with respect to the variable $\theta$. The equation above shows that the only Robin functions compatible with the $U(1)$-invariance are those that are defined by functions that do not depend on the angle $\varphi$.
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