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Abstract—Novel view synthesis of remote sensing scenes is of great significance for scene visualization, human-computer interaction, and various downstream applications. Despite the recent advances in computer graphics and photogrammetry technology, generating novel views is still challenging particularly for remote sensing images due to its high complexity, view sparsity and limited view-perspective variations. In this paper, we propose a novel remote sensing view synthesis method by leveraging the recent advances in implicit neural representations. Considering the overhead and far depth imaging of remote sensing images, we represent the 3D space by combining implicit multiplane images (MPI) representation and deep neural networks. The 3D scene is reconstructed under a self-supervised optimization paradigm through a differentiable multiplane renderer with multi-view input constraints. Images from any novel views thus can be freely rendered on the basis of the reconstructed model. As a by-product, the depth maps corresponding to the given viewpoint can be generated along with the rendering output. We refer to our method as Implicit Multiplane Images (ImMPI). To further improve the view synthesis under sparse-view inputs, we explore the learning-based initialization of remote sensing 3D scenes and proposed a neural network based Prior extractor to accelerate the optimization process. In addition, we propose a new dataset for remote sensing novel view synthesis with multi-view real-world google earth images. Extensive experiments demonstrate the superiority of the ImMPI over previous state-of-the-art methods in terms of reconstruction accuracy, visual fidelity, and time efficiency. Ablation experiments also suggest the effectiveness of our methodology design. Our dataset and code can be found at https://github.com/wyc-Chang/ImMPI
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I. INTRODUCTION

Novel view synthesis aims at rendering novel images of a 3D scene from arbitrary query viewpoints given a set of pre-collected multi-view images as input. In remote sensing, novel view synthesis has substantial application potential for various tasks such as 3D scene reconstruction, urban management and disaster assessment.

Generating novel views from multi-view remote sensing images is challenging due to the high complexity, view-sparsity and limited view-perspective variations of remote sensing scenes. Recent approaches to novel view synthesis and 3D scene construction are usually designed based on mesh rendering [1,3] and volumetric representation [4,8] techniques, mainly focusing on small-scale scenes, particularly at object level. Recently, implicit neural representation [9,14], as an emerging technique in computer vision and graphics has brought great attention to novel view synthesis and 3D representations. Implicit neural representation provides a novel way to parameterize continuous differentiable signals with neural networks, including volumes and radiance signals in 3D scenes. Based on implicit neural representation, many approaches have been proposed for novel view synthesis very recently. NeRF [15] is known as a representative of such group of approaches. NeRF is proposed to encode the 3D shapes into the network weights, combined with differentiable rendering to achieve end-to-end optimization, where the inefficiency of scene representation and the complexity of rendering are significantly reduced. CityNeRF [16] extends the NeRF from object-level to city-scale with multi-scale remote sensing images as input. A progressive training paradigm is proposed in CityNeRF to store scene details by gradually adding network modules. However, the implicit neural representation in these methods is still limited by the traditional volume rendering process, and thus may suffer from a slow rendering speed.

In remote sensing image view synthesis, restricted by the camera movement of the mounted platform (e.g., satellites and UAVs), the camera usually has a limited range of perspective variation as it flies over the scene. In addition, when the collected views are very sparse, it will become more difficult...
to reconstruct the 3D scene accurately. Recent methods like SinSyn [17] and MINE [18] explore to generate novel view from single image input. However, due to the absence of real scale, it is difficult for the above discussed methods to render high-quality images in remote sensing applications.

To tackle the above challenges, we propose a new method called Implicit Multiplane Images (ImMPI) for remote sensing novel view synthesis. We incorporate multiplane images, an explicit representation naturally suitable for remote sensing with the recent advances in implicit neural representation. In the proposed method, the 3D scene is constructed under a self-supervised optimization paradigm through a differentiable multiplane renderer with multi-view input constraints. Images from any novel view can be thus freely rendered based on the reconstructed 3D scene model. As a by-product, the depth maps corresponding to the given viewpoint can be generated along with the rendering output. In addition, an initialization method is proposed with the motivation that 3D scene priors learned from large remote sensing datasets can be applied across scenes, which further improves the optimization stability and efficiency under sparse-view inputs. Since there are no publicly available datasets for remote sensing novel view synthesis, we build a new dataset for this task using real-world google earth images. Extensive experiments demonstrate the superiority of the ImMPI over previous state-of-the-art methods in terms of reconstruction accuracy, visual fidelity and time efficiency.

The contribution of our work can be summarised as follows:

- We propose implicit MPI representation (ImMPI), a novel method to represent remote sensing 3D scenes. Combining the advantages of implicit neural representation and explicit MPI, the proposed method is naturally suitable for remote sensing novel view synthesis and enables fast rendering.
- We introduce a learning-based network for ImMPI initialization. By extracting 3D scene distribution priors, the optimization process can be significantly accelerated and stabilized.
- We introduce a new dataset for remote sensing novel view synthesis. The dataset consists of 16 real-world 3D scenes collected from Google Earth as well as their multi-view images, including mountains, urban area, buildings, parks, villages, etc. We also made our code publicly available. The dataset and code can be found at [https://github.com/wyc-Chang/ImMPI](https://github.com/wyc-Chang/ImMPI).

II. RELATED WORK

A. 3D Representation for novel view synthesis

Novel view synthesis aims at rendering unobserved viewpoints from a scene given a number of images and camera poses as inputs. It can be modeled as a two-stage process where the first stage recovers geometry from multi-view images and the second one renders images corresponding to given viewpoints. The representation quality of 3D scene is crucial to the quality of the rendered novel views. In this subsection, we introduce common scene representation methods especially for novel view synthesis task, including explicit representations and implicit representations.

Explicit 3D scene representation includes optical flow, mesh, volume, etc. Some early approaches [19][21] reconstruct the optical flow field from multi-view images and achieve view synthesis by interpolation. However, these methods require very dense input views of the scene, which limits their application scope. Some recent methods explore mesh-based representations for novel view synthesis. Liu et al. proposed a CNN-based novel view synthesis [22] with differentiable rendering applied to reproduce images corresponding to known viewpoints. The 3D meshes are optimized by gradient descent. However, this method requires template meshes for initialization before optimization, which is difficult to obtain due to the complexity of remote sensing scenes. Besides, the images rendered by these methods may suffer from severe artifacts behind occluded areas. Volumetric representation is another approach to representing 3D scenes for novel view synthesis. Early work [23][24] directly represents RGB color information with voxels. Recently, DeepVoxels [25] proposed a learning-based network to predict 3D feature embedding of each grid in volumetric representation from a set of posed images. Since 3D volume is memory inefficient, the resolution for spatial context needs to be traded off carefully. Although combining with deep convolutional neural networks can compensate for the degradation of rendering high-resolution images from low volume resolutions, the improvement is still limited for remote sensing scenes.

Recent work has demonstrated the capability of implicit neural representation for representing 3D shapes. With implicit neural representations, 3D geometric information can be encoded into the neural network weights by learning the mapping between 3D coordinates and occupancy or signed distance functions [9][11][13][14]. By using a MLP model mapping 5D vectors (3D coordinates and 2D view directions) to transparency and color values, NeRF [15] shows superiority over CNN-based volume rendering methods on view synthesis. Later works like NeRF-W [26] and NeRF++ [27] extend NeRF from object-level to unbounded scenes. For very large-scale scenes, Block-NeRF [28] decomposes the scene into blocks and separately optimizes individual NeRF models. By decoupling the rendering and scene size, Block-NeRF can be scalable to large scenes while allowing individual updates of each block. CityNeRF [16] achieves city-scale scene reconstruction and proposes a progressive learning method to solve multi-scale problems. Despite the above progress, NeRF-based methods require optimization scene-by-scene, and need sufficient views for supervision. For remote sensing scenes with sparse views, the above conditions cannot be guaranteed, so these methods are difficult to apply. To improve the reconstruction on sparse-view conditions, PixelNeRF [29] is proposed very recently, which introduces a CNN-based encoder to learn scene prior from one or a few images. PixelNeRF uses a similar idea to the Prior extractor in the proposed method. However, the difference between the proposed method and PixelNeRF is that the former is designed based on implicit multiplane representations while the latter is based on volume rendering and thus suffers from rendering inefficiency.
III. METHODS

Given a set of multi-view images of a remote sensing scene as input, our method aims at rendering images corresponding to any new viewpoints. An overview of the proposed method is illustrated in Fig. 2. There are two main stages in our method:

- **Stage I: Cross-scene Neural Network Initialization.** We train a scene prior extraction network in order to predict object distribution for ImMPI initialization. The heights of common ground objects in remote sensing scenes have potential regularities, which can be applied to narrow down the solution space of scene reconstruction. Taking single image as input, the scene prior extraction network initializes the implicit MPI representation of the input image. For more details, please refer to Section III-B.

- **Stage II: Per-scene Implicit Representation Optimization.** After the initialization stage, coarse structure of the scene has been learned in the pre-trained ImMPI model. We then iteratively optimize the parameters of implicit neural network with other viewpoint images. After optimization, accurate novel views can be rendered with the ImMPI model. Details of the per-scene optimization stage can be found in Section III-C.

A. 3D Scene Representation

We combine implicit neural network with explicit multi-plane images to represent remote sensing scenes. Since the optical axis of an onboard camera is almost perpendicular to the ground in remote sensing platforms, the proposed ImMPI is naturally suitable for remote sensing photography. In addition, its efficiency in rendering images via homography warping and differentiable rendering facilitates real-time applications.

1) **Explicit MPI Representation:** In our method, we use an implicit neural network, i.e., a deep convolutional neural network (CNN) to generate explicit MPI scene representation, where the multi-planar geometry of the scene is encoded in the weights of the CNN. We follow the algorithm and divide the 3D space into a collection of RGBA layers in camera frustum, where $C_{z_{i}}(x, y)$ is a 3-dim vector denoting RGB value at position $[x, y, z_{i}]^T$ in camera frustum, $\sigma_{z_{i}}(x, y)$ is a scalar denoting the transmittance of position $[x, y, z_{i}]^T$. $D$ is the depth sample number. Let $[x, y]^T$ be a 2D pixel coordinate on the plane, with depth hypothesis $z_{i}$ and pinhole camera intrinsic $K$, we can reconstruct the 3D location $[X, Y, Z]^T$ of...
the point in Cartesian coordinate as follows:
\[
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\]

2) Novel View Rendering from MPI: Given a viewpoints denoted as target view, MPI renders the corresponding 2D image as follows. First, map all the planes in MPI to novel view camera frustum by differentiable homography warping. The scene MPI representation is constructed in reference-view camera frustum after initialization, whose intrinsic is noted as
\[K_{ref} \]. Let the novel target-view camera intrinsic be
\[K_{tgt} \] and the transform matrix between reference-view and target-view be
\[T_{tgt2ref} = [R_{tgt2ref}, t_{tgt2ref}] \]. Then, the correspondence between \([x_{ref}, y_{ref}]\) and \([x_{tgt}, y_{tgt}]\) with respect to pixel coordinate can be calculated as:
\[
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\]
where \(H_{tgt2ref}\) denotes the homography warping matrix, calculated by transform matrix \([R_{tgt2ref}, t_{tgt2ref}]\) and depth hypothesis \(z_i\) as follows:
\[
H_{tgt2ref} = K_{ref} \left( R_{tgt2ref} - \frac{t_{tgt2ref} n^T}{z_i} \right) K_{tgt}, 
(3)
\]
where \(n^T = [0, 0, 1]^T\) is the normal vector for each plane with respect to reference camera. According to the corresponding relation in Equation [2] MPI representation in target-view camera frustum can be thus sampled from the reference-view.

After warping the MPI representation to target camera frustum, we apply differentiable rendering to get novel view 2D images. For each pixel position \((x, y)\) in novel image plane, RGB pixel values are calculated by following the equation below:
\[
I = \sum_{i=1}^{N} T_i \left( 1 - \exp(-\sigma_{z_i} \delta_{z_i}) \right) C_{z_i}, 
(4)
\]
Specifically, \(T_i = \exp\left( - \sum_{j=1}^{i-1} -\sigma_{z_j} \delta_{z_j} \right)\) represents the accumulation of transparency from the first plane to the \(i\)th plane. \(\delta_{z_i}\) denotes the Euclidean distance between \([x, y, z_i]\) and \([x, y, z_{i+1}]\) in Cartesian coordinates, which can be calculated by following the Equation [1].

Given the MPI representation of the scene and novel viewpoints, the process of rendering at new viewpoints can be finally expressed as:
\[
I_{tgt} = R(f_k, T_{tgt2ref}, K_{ref}, K_{tgt}), 
(5)
\]
where \(R\) is the MPI renderer defined by Equation [4] \(f_k\) is the multiplane images, where in our method is parameterized by a pre-trained CNN model. Since the MPI rendering is essentially a plane-to-plane warping and ray accumulation process, novel views can be rendered very fast.

As for the depth hypothesis, \(z_i\) can be estimated from the sparse points by following the structure-from-motion method like COLMAP [44] when calculating camera poses. In practice, the depth range \([z_{near}, z_{far}]\) of remote sensing scenes can be much larger. Therefore, the depth sampling strategy of
\begin{align}
\frac{1}{z_i} = \frac{1}{z_{far}} + \frac{i - 1}{D} \left( \frac{1}{z_{near}} - \frac{1}{z_{far}} \right). 
(6)
\end{align}

The above operation helps to make the rendering process applicable to complex and large depth range remote sensing scenes. Finally, the depth map \(I_{depth}\) under the query view can also be calculated in a similar way as the rendered image:
\[
I_{depth} = \sum_{i=1}^{N} T_i \left( 1 - \exp(-\sigma_{z_i} \delta_{z_i}) \right) z_i. 
(7)
\]

B. Cross-scene Neural Network Initialization

In this subsection, we introduce the Cross-scene Neural Network Initialization method. We introduce a scene prior extraction network and present a self-supervised learning method to learn 3D distribution priors from a single image. The key is the use of differentiable rendering and enforcing the projected views to be similar to the source views. The MPI can be thus roughly estimated with the above view constraints. The overview process is shown in Fig. [2].

1) Network Design and Training Process: Given an image denoted as the reference view, the prior extractor encodes the 2D image feature as \(F_{prior}\). Then, the feature is input to the MPI Generator to obtain the initial MPI representation of the scene. Details of the network design are illustrated in Fig. [3]. Specifically, we adopt ResNet18 [46] as the backbone of our Prior extractor. The Prior extractor takes in a single image and produces multi-scale features. Then, the MPI generator takes in multi-scale features and produces multi-scale MPI representations. We set the number of features scales to 5 and the number of MPI scales to 4 in our method.

Relative Depth Embedding. Remote sensing scenes may have very different depth ranges. However, we expect to train a generic model that captures depth priors as comprehensively as possible for MPI initialization. Considering that it’s difficult to recover the accurate absolute depth from a single image directly, we adopt relative depth as the depth value \(z_i\) of
different planes in MPI. Specifically, suppose the depth sample number is $D$, we apply a 1-dim positional embedding to $d_i = \{0, 1, 2, ..., D - 1\}$ by following the Equation 8 presented in [47]:

$$\gamma(d_i) = [\sin(2^0 \pi d_i), \cos(2^0 \pi d_i), ..., \sin(2^{L-1} \pi d_i), \cos(2^{L-1} \pi d_i)].$$ \hspace{1cm} (8)$$

Then the depth embedding vectors are merged with multi-scale features $F_{prior}$. When rendering the target view image, we map the $d_i$ of MPI plane to the absolute depth values $z_i$ with respect to the depth range of reference images.

**Training Process.** The scene prior extraction network is trained by using a large number of images from different scenes. The network can be trained simply on any remote sensing multi-view stereo datasets. Taking multi-scale MPI representation generated from the corresponding reference image as input, we can render target-view images according to the procedure illustrated in III-A.

2) Loss functions for Cross-scene Training: We train our scene prior extraction network on the WHU MVS/Stereo Dataset [43]. This dataset provides four posed neighbor images for each reference image. We train the model with reference-target paired images. Note that only 2D RGB images in the WHU MVS/Stereo dataset are used for training, and no 3D supervision such as depth map is introduced. To optimize the Prior extractor and MPI generator, we minimize the L1 loss $\mathcal{L}_{L1}$ and Structure Similarity Index Measure (SSIM) loss $\mathcal{L}_{ssim}$ between the rendered image and corresponding ground-truth:

$$\mathcal{L}_{prior}(\theta, \phi) = \sum_{s=1}^{L} \lambda_1 \mathcal{L}_{L1}(I_s^{tgt}, I_s^{gt}) + \lambda_2 \mathcal{L}_{ssim}(I_s^{gt}, I_s^{gt}),$$ \hspace{1cm} (9)

where $\theta$, $\phi$ are the network parameters of the Prior extractor and MPI generator, $s$ refers to the scale of MPI and $L$ is the total number of scales. $\lambda_{L1}$ and $\lambda_{ssim}$ are pre-defined weights to balance the two loss terms. We set $\lambda_1 = 2.0$ and $\lambda_2 = 1.0$ respectively. Since the networks and the MPI rendering process are all differentiable, the networks can be trained in an end-to-end fashion with the above losses.

C. Per-scene Implicit Representation Optimization

Since the initialization stage only utilizes information from one perspective, the initialized MPI representation is not accurate enough and may produce artifacts in occluded areas. In the optimization stage, we further optimize the implicit MPI representation of a specific scene iteratively with images from other viewpoints.

1) Optimization: The per-scene optimization process is illustrated in Fig.2. With scene prior $F_{prior}$ learned from the reference image, we can generate an initial implicit MPI representation. During the optimization process, the parameters of the Prior extractor are fixed and the weights of the MPI generator network are updated. We do not directly optimize the MPI pixels for two reasons. On the one hand, it’s very easy to overfit on training views because of too many parameters of explicit MPI. On the other hand, when directly optimizing the RGBA values of MPI, each position is treated individually ignoring the local similarity. In comparison, optimizing the parameters of the CNN-based MPI generator preserves spatial continuity, which in turn can bring smoothness to the rendered image.

2) Loss Functions for Optimization: Unlike NeRF [15] that randomly samples points in training images, the proposed ImMPI renders the entire image of training views. The losses can therefore be applied at the image level. Given multi-scale MPIs and transformation matrix of training view, multi-scale images $\{I_s|s = 1, ..., L\}$ can be rendered according to Equation 4. Following the objective function designed in [43].

the loss function is calculated between rendered and ground-truth images. The loss function is defined as:

$$
L_{opt}(\phi) = \sum_{s=1}^{N} \sum_{i=1}^{L} \beta_1 L_{L1}(I_{s,i}^{gt}, I_{s,i}^{opt}) + \beta_2 L_{ssim}(I_{s,i}^{gt}, I_{s,i}^{opt}) + \beta_3 L_{lpips}(I_{s,i}^{gt}, I_{s,i}^{opt})
$$

(10)

where $N$ is the number of target views and $L$ is the number of scales. $L_{L1}$, $L_{ssim}$, and $L_{lpips}$ represent pixel-wise L1 loss, SSIM loss, and the Learned Perceptual Image Patch Similarity (LPIPS) loss [50], respectively. The LPIPS loss is computed as the distance between two images on their multi-scale features produced by the VGG-19 networks [51], which aims at improving the visual fidelity of the rendering outputs. $\beta_1$, $\beta_2$, and $\beta_3$ are their pre-defined weighting balances.

Finally, at novel view rendering phase, given a novel viewpoint, the rendering details of our method are shown in Algorithm 1.

IV. EXPERIMENTS

In this section, we first introduce the dataset used for training cross-scene initialization and our new dataset for per-scene optimization. Then, experiments are conducted on our new dataset and compare with other view synthesis methods. Finally, controlled experiments and ablation analysis are given to verify the effectiveness of our method.

A. Experimental Setup

WHU MVS/Stereo Dataset [48] is a public large-scale Earth surface reconstruction dataset. It consists of 1776 images captured in 11 strips by UAV. The covered area contained dense and tall buildings, sparse factories, mountains covered with forests, and some bare ground and rivers. This dataset is mainly used for multi-view depth estimation tasks. We train the cross-scene initialization based on this dataset.

LEVIR-NVS Dataset is our newly proposed dataset for remote sensing image novel view synthesis [1]. We use Blender to acquire multi-view 2D images of 3D scene models captured from Google Earth. The dataset consists of 16 scenes, including mountains, cities, villages, buildings, etc. Each scene has 21 multi-view images of size 512x512, 11 views are used for training and the rest are used for testing. Pose transformations such as wrapping and swinging in actual aerial photography are included during the simulation process.

Implementation details. Our model is implemented on Pytorch and is trained using a single GeForce RTX 3090 GPU. For the cross-scene initialization training, we apply Adam Optimizer [52] to optimize the model. The learning rate is set to 0.0001 initially and decays 0.5 times per 40 epochs during 200 training epochs. During the per scene optimization, we also apply the Adam optimizer and the learning rate is set to 0.001. For each scene in LEVIR-NVS, the optimization can converge in less than 500 iterations.

Evaluation Metrics. Similar to the metrics adopted in previous novel view synthesis literature [15] [18] [27] [29], we apply PSNR, SSIM, LPIPS [50] to evaluate the rendering accuracy. PSNR and SSIM evaluate pixel-level differences between rendered images and ground-truth images, and LPIPS utilizes a VGG network to evaluate image similarity at feature level.

B. Comparison to other methods

We compare our method with two state-of-the-art novel view synthesis methods: NeRF [15], NeRF++ [27].

- NeRF [15] is a neural implicit representation based method for novel view synthesis. NeRF represents the scene volume with a MLP model mapping 5D vectors (3D coordinates and 2D view directions) to transparency and color values. NeRF optimizes the MLP representation by a set of posed images during training. The optimized MLP then can be used to render novel views with conventional volume rendering approaches. NeRF assumes the entire scene to be contained in a bounded volume and the training views are captured from 360-degree viewpoints distributed on a hemisphere. This assumption makes NeRF hard to be used in large-scale scenes.

- NeRF++ [27] propose to apply NeRF to 360 degree captures of objects within large-scale, unbounded scenes. The authors proposed a novel spatial parameterization scheme called inverted sphere parameterization as a remedy for vanilla NeRF. Specifically, NeRF++ models the scene space with two separate NeRFs, an inner unit sphere and an outer volume, representing foreground and background respectively. After optimizing the models individually, the render results are composited together to generate final novel view images.

Fig. 5 and Fig. 6 show qualitative comparison between our method and the two comparison methods. We can see that our method brings a significant increase in rendering fidelity. Although NeRF and NeRF++ can achieve decent results in the training views, the rendering results on test views are not satisfactory. Both NeRF and NeRF++ suffer from noticeable blurring, loss of details and severe artifacts on test viewpoints. We attribute this phenomenon to the fact that the sparse views of remote sensing scenes do not provide sufficient supervision for these methods to achieve accurate reconstruction. Benefiting from the efficient ImMPI initialization, our method does not overfit the training viewpoint and renders realistic images corresponding to given test viewpoints. The edges and textures of objects in the scene are clear and highly similar to the ground-truth.

Quantitative evaluations of different methods are given in Tab. 1. In Train-view, NeRF and NeRF++ can produce relatively high quantitative accuracy in terms of PSNR, SSIM and LPIPS. However, we see a significant drop in the accuracy of test views. Overfitting to training viewpoints leads to inaccurate scene reconstruction, which in turn affects the synthesis results of new viewpoints. As a comparison, our method performs much better than other algorithms in test views, which suggests that ImMPI achieves more accurate reconstruction of remote sensing scenes and can produce high-quality novel view images.
Fig. 5. Qualitative comparison of view rendering with training camera poses on LEVIR-NVS dataset.
Fig. 6. Qualitative comparison of test view rendering (novel view synthesis) on LEVIR-NVS dataset. The views in this figure have not been seen in the pre-training and optimization process.
representations. network weights, with less optimal variables than explicit of implicit representation encoding the scene information in the optimization stage. c) our method inherits the advantages the ImMPI model, and thus fewer iterations are required in learning-based initialization, cross-scene priors are encoded in generates explicit MPI representations whose high efficiency per-scene optimization to the following reasons: a) ImMPI estimation of the input scene.

In this section, we analyze the efficiency of our method during Per Scene Optimization and rendering. Tab. I shows the time consumption of different methods. In this table, “Pre-Training” refers to the pre-training of the methods. “Optimization” denotes the per-scene optimization process. “Rendering” means the time consumption of synthesizing novel views. We can see that NeRF and NeRF++ are purely optimization-based methods without pre-training, and the proposed ImMPI needs to be pre-trained with extra 21h beforehand. At the optimization phase, both NeRF and NeRF++ take more than an hour to optimize on each scene while the proposed ImMPI only takes 30 minutes. At the rendering phase, our method only takes only 1 seconds to render per frame from the optimized 3D representation, which is at least 20 times faster than other methods.

NeRF-based methods draw the image pixel-by-pixel in ray-tracing manner. Each pixel in novel view needs to sample points along the ray to calculate the RGB value following the Equation 4. On the one hand, every point on the ray needs the MLP network forward once to obtain the final value \( C_z, \sigma \) requiring extensive computation. Purely implicit 3D scene representation and unaccelerated ray-tracing rendering lead to inefficiencies in the optimization process and image rendering. On the other hand, the weights of the MLP network in NeRF and NeRF++ are randomly initialized resulting in large solution space during optimization, which not only leads to time consumption, but also is prone to degenerate geometry estimation of the input scene.

We attribute the faster convergence speed of ImMPI during per-scene optimization to the following reasons: a) ImMPI generates explicit MPI representations whose high efficiency speeds up optimization and rendering process. b) With the learning-based initialization, cross-scene priors are encoded in the ImMPI model, and thus fewer iterations are required in the optimization stage. c) our method inherits the advantages of implicit representation encoding the scene information in network weights, with less optimal variables than explicit representations.

### C. Efficiency in Optimization and Rendering

![Figure 7](image-url)

**Figure 7:** Optimization comparison between the proposed ImMPI and NeRF++. ImMPI is 2 times faster than NeRF++ and performs better in test view rendering quality while NeRF++ is prone to overfit with more iterations due to sparse view inputs.
D. Controlled Experiment

Ablation study. We perform ablation studies on 1) cross-scene initialization and 2) per-scene optimization to validate their effectiveness.

For cross-scene initialization, we remove this step from the pipeline and optimize the implicit MPI representation directly. For the input $F_{\text{prior}}$ of the MPI generator, we adopt two schemes: random initialization and setting as a learnable variable, corresponding to the second and third lines of Tab. III. According to quantitative comparison results, the network needs more iterations to converge without the learning-based initialization step. Optimizing $F_{\text{prior}}$ and $\phi$ simultaneously brings better performance, but introduces more parameters at the same time. In comparison, ImMPI converges faster with learning-based initialization and reaches a higher accuracy. This indicates that the cross-scene initialization not only can speed up per-scene optimization, but regularize the optimization to avoid local minimum solutions.

As for the per-scene optimization, we directly render novel views from the ImMPI after the initialization. From the first line of Tab. III, we can see all the three metrics decrease a lot when removing the per scene optimization step. Although there are no significant perspective changes in remote sensing scenes, a single image is still insufficient to support the novel view synthesis. Combined with multi-view information, per-scene optimization significantly improves the quality of rendered images.

Effect of depth hypothesis number.

The accuracy of reconstruction result can be affected by the number of depth hypothesis $D$ in ImMPI. Here we quantitatively analyze the impact by experiment. Specifically, we construct explicit MPI representations with 8, 16, 32 and 48 layers produced by different depth hypothesis numbers in MPI generator. As $D$ increases, the parameters of ImMPI remain
the same, but the memory and computation consumption during rendering increases significantly, reducing the speed of per-scene optimization. The results are shown in Tab. IV. PSNR and SSIM increase when $D$ grows from 8 to 32, while the FLOPs almost quadruple increases. In the case of $D = 48$, the quality of rendered image drops slightly. We attribute the decrease to overfitting to training views due to excessive depth sampling. The further increase of depth hypothesis number brings limited accuracy improvement, but the computational resource consumption cannot be ignored. Therefore, we finally set $D$ to 32 in our method.

**Effect of training view number.** In this part we analyze the sensitivity of our method to the number of training views adopted during the per-scene optimization. For each scene in the LEVIR-NVS dataset, we experiment with 3, 5, 7, 9 and 11 training views for optimization. From Tab. V all three metrics in train-view and test-view increased with the increase of the number of training views. This shows that more perspectives prompt more accurate reconstruction. Note that ImMPI outputs satisfactory results even with only 3 training views, indicating our method can generalize well to very sparse views in remote sensing scenes.

### E. MPI Visualization

To explore the effect of the cross-scene initialization, we visualize the product of $C_{z_i}$ and $\sigma_{z_i}$ of several layers of initial MPI in Fig. 8 for qualitative analysis. From the figure, it can be seen that ground objects such as buildings and trees of different heights in the same scene appear in different MPI layers. As the depth increases (away from the camera), the content in the scene from the roof to the ground gradually emerges. This indicates that our model can successfully learn depth information from a single image. Also, note that the Prior extractor is trained using the WHU MVS/Stereo dataset, while test image is from the LEVIR-NVS dataset. The visualization results show that our method can accommodate the domain gap between different datasets to some degree. Although the initial ImMPI has some errors in detail, it’s sufficient as a good initialization to circumvent some suboptimal solutions. Meanwhile, the initialization plays as a regularization role in the optimization process, avoiding overfitting to training perspectives.

### F. Depth Estimation

In addition to novel view synthesis, our method can estimate the depth map of the corresponding view according to Equation 7. Depth map qualitative results are shown in Fig. 9. For each scene, we visualize one of the test view depth estimation results. As we can see from the figure, the MPI only with initialization can roughly predict the distance between the ground objects and the camera. Per-scene optimization introduces information from other perspectives, further improving depth estimation accuracy. Compared with the actual depth value, the depth map obtained from MPI still has errors at pixels where the depth value changes sharply. Nevertheless, since we mainly focus on the novel view synthesis task and the depth map is a by-product, our approach is still a feasible way for depth estimation.

### V. Conclusion

We propose a new method named ImMPI and a new dataset named LEVIR-NVS for remote sensing novel view synthesis. Given a set of images from a scene, novel view RGB images...
and corresponding depth maps can be rendered from optimized ImMPI by differentiable rendering. ImMPI combines the advantages of implicit neural network and explicit MPI representation and is naturally suitable for remote sensing images. The Implicit representation encodes the scene geometry to network weights with fewer parameters and the explicit MPI achieves faster rendering speed. We also propose a learning-based cross-scene initialization method to extract scene priors, which dramatically speeds up the per scene optimization and improves accuracy under sparse view inputs. Compared with NeRF-based methods, ImMPI shows significant improvement with 2 times optimization speed and 20 times rendering speed.
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