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Abstract. Let $J$ and $\mathfrak{J}$ be operators on a Hilbert space $\mathcal{H}$ which are both self-adjoint and unitary and satisfy $J\mathfrak{J} = -\mathfrak{J}J$. We consider an operator function $\mathfrak{A}$ on $[0, 1]$ of the form $\mathfrak{A}(t) = \mathfrak{S} + \mathfrak{B}(t)$, $t \in [0, 1]$, where $\mathfrak{S}$ is a closed densely defined Hamiltonian ($= \mathfrak{J}$-skew-self-adjoint) operator on $\mathcal{H}$ with $i\mathbb{R} \subset \rho(\mathfrak{S})$ and $\mathfrak{B}$ is a function on $[0, 1]$ whose values are bounded operators on $\mathcal{H}$ and which is continuous in the uniform operator topology. We assume that for each $t \in [0, 1]$ $\mathfrak{A}(t)$ is a closed densely defined nonnegative ($=J$-accretive) Hamiltonian operator with $i\mathbb{R} \subset \rho(\mathfrak{A}(t))$. In this paper we give sufficient conditions on $\mathfrak{S}$ under which $\mathfrak{A}$ is conditionally reducible, which means that, with respect to a natural decomposition of $\mathcal{H}$, $\mathfrak{A}$ is diagonalizable in a $2 \times 2$ block operator matrix function such that the spectra of the two operator functions on the diagonal are contained in the right and left open half planes of the complex plane. The sufficient conditions involve bounds on the resolvent of $\mathfrak{S}$ and interpolation of Hilbert spaces.
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1. Introduction

In [2] and [3] the problem is considered under what conditions a continuous function whose values are bounded nonnegative Hamiltonian operators is conditionally reducible, in particular, admits a spectral diagonalization with respect to a fixed fundamental decomposition. In this paper we extend the results from [2] to functions on $[0, 1]$ whose values are closed densely defined nonnegative Hamiltonian operators of the form described in the abstract.
Throughout this note we will use the theory of operators in Krein spaces and $J$-spaces where $J$ is a signature operator: $J = J^* = J^{-1}$ (hence self-adjoint and unitary), see, for example, [1,4,9].

Let $\mathcal{H}$ be a Hilbert space and let $\mathcal{H}_r$ and $\mathcal{H}_\ell$ be two subspaces of $\mathcal{H}$. A closed densely defined operator $A$ on $\mathcal{H}$ is called conditionally $(\mathcal{H}_r, \mathcal{H}_\ell)$-reducible, if $\mathcal{H}$ is the orthogonal sum of $\mathcal{H}_r$ and $\mathcal{H}_\ell$:

$$\mathcal{H} = \mathcal{H}_r \oplus \mathcal{H}_\ell$$

and there exists a bounded and boundedly invertible operator $V$ on $\mathcal{H}$ such that with respect to the decomposition (1.1) the operator $B := V^{-1}AV$ is a diagonal $2 \times 2$ block matrix:

$$B = \begin{bmatrix} B_r & 0 \\ 0 & B_\ell \end{bmatrix} : \begin{bmatrix} \mathcal{H}_r \\ \mathcal{H}_\ell \end{bmatrix} \to \begin{bmatrix} \mathcal{H}_r \\ \mathcal{H}_\ell \end{bmatrix},$$

(1.2)

whose diagonal entries $B_r$ and $B_\ell$ are closed densely defined operators on $\mathcal{H}_r$ and $\mathcal{H}_\ell$ with $\sigma(B_r) \subset \mathbb{C}_r$ and $\sigma(B_\ell) \subset \mathbb{C}_\ell$, where $\mathbb{C}_r$ and $\mathbb{C}_\ell$ stand for the right and left open half-planes of $\mathbb{C}$. The operator $V$ will be called the diagonalizing operator. If $V$ is the identity operator, then we say that $A$ is $(\mathcal{H}_r, \mathcal{H}_\ell)$-reducible. Diagonalization problems of matrix functions with spectral constraints on the diagonal entries can be found in [27] and more recently in [14], where further references can be found. Conditional diagonalization of bounded block operator matrices is studied, besides in [2,3] mentioned above, in [15–17].

If $A$ is a closed densely defined operator on a Banach space $\mathcal{X}$ a subspace $\mathcal{L}$ of $\mathcal{X}$ will be called $A$-invariant if $\mathcal{L} \cap \text{dom} A$ is dense in $\mathcal{L}$ and $A(\mathcal{L} \cap \text{dom} A) \subset \mathcal{L}$. For example, regarding (1.2), the subspaces $\mathcal{H}_r$ and $\mathcal{H}_\ell$ are $B$-invariant.

Let $\mathcal{G}$ be a Hilbert space and denote by $\mathcal{H}$ the Hilbert space which is the orthogonal direct sum of two copies of $\mathcal{G}$:

$$\mathcal{H} = \mathcal{G} \oplus \mathcal{G}.$$  

(1.3)

In $\mathcal{H}$ we consider the signature operators $J$ and $\mathfrak{J}$ represented by the $2 \times 2$ block matrices

$$J = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix} : \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix} \to \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix} \quad \text{and} \quad \mathfrak{J} = \begin{bmatrix} 0 & iI \\ -iI & 0 \end{bmatrix} : \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix} \to \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix}. \quad (1.4)$$

A closed densely defined operator $A$ on $\mathcal{H}$ is called Hamiltonian if $iA$ is $\mathfrak{J}$-self-adjoint in $\mathcal{H}$ (hence $A$ is $\mathfrak{J}$-skew-self-adjoint or, equivalently, $\Re \mathfrak{J}A = 0$) and if additionally $iA$ is $J$-dissipative in $\mathcal{H}$ (that is, $A$ is $J$-accretive or, equivalently, $\Re J A \geq 0$), then $A$ is called a nonnegative Hamiltonian operator. We use the Gothic symbols for $S$, $B$ and $A$ only in connection with Hamiltonian operators.

Example 1.1. If $A$ on $\mathcal{H}$ in (1.3) is bounded and hence, with respect to the decomposition (1.3), has a $2 \times 2$ block matrix representation

$$A = \begin{bmatrix} A & B \\ C & D \end{bmatrix} : \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix} \to \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix}$$
with bounded operators $A, B, C$ and $D$ on $G$, then $\mathfrak{A}$ is Hamiltonian if and only if $D = -A^*$, $B = B^*$ and $C = C^*$ on $G$ and nonnegative Hamiltonian if additionally $B \geq 0$ and $C \geq 0$. Bounded nonnegative Hamiltonian operators are considered in [5, (5.2.7) and (5.2.8)] in connection with linear systems with quadratic criteria.

An operator function $t \mapsto \mathfrak{A}(t)$, $t \in [0, 1]$, whose values are closed densely defined operators on $\mathcal{H} = G \oplus G$ is called Hamiltonian and nonnegative Hamiltonian if it is pointwise Hamiltonian and nonnegative Hamiltonian respectively. It is called conditionally $(\mathcal{H}_r, \mathcal{H}_e)$-reducible if it is pointwise so; the diagonalizing operator $V$ may dependent on $t$, but the subspaces $\mathcal{H}_r$ and $\mathcal{H}_e$ are independent of $t$. In the sequel when we say conditionally $(G, G)$-reducible we mean conditionally $(G \oplus \{0\}, \{0\} \oplus G)$-reducible.

The main result of this paper is the following theorem.

**Theorem 1.2.** Let $\mathcal{H}$ be a Hilbert space which is the orthogonal sum of a Hilbert space $G$ with itself. Let $\mathfrak{S}$ be a closed densely defined Hamiltonian operator on $\mathcal{H}$ with $i\mathbb{R} \subset \rho(\mathfrak{S})$ and let $\mathfrak{B}$ be a function on $[0, 1]$ whose values are bounded operators on $\mathcal{H}$ and which is continuous in the uniform operator topology. Let $\mathfrak{A}$ be their sum:

$$\mathfrak{A}(t) = \mathfrak{S} + \mathfrak{B}(t), \quad t \in [0, 1],$$

and assume that for each $t \in [0, 1]$ the operator $\mathfrak{A}(t)$ is a nonnegative Hamiltonian operator on $\mathcal{H}$ and $i\mathbb{R} \subset \rho(\mathfrak{A}(t))$. Consider the conditions $[C_1]$, $[C_2]$ and $[C_3]$:

$[C_1]:$ For every $t \in [0, 1]$ the space $\mathcal{H}$ admits a direct sum decomposition

$$\mathcal{H} = \mathcal{L}_+(t) + \mathcal{L}_-(t)$$

in which $\mathcal{L}_+(t)$ is an $\mathfrak{A}(t)$-invariant $J$-nonnegative and $\mathcal{L}_-(t)$ is an $\mathfrak{A}(t)$-invariant $J$-nonpositive subspace of $\mathcal{H}$ such that $\sigma(\mathfrak{A}(t)|_{\mathcal{L}_\pm(t)}) \subset \mathbb{C}_{r/\ell}$.

$[C_2]:$ The spaces $\mathcal{L}_\pm(t)$ are $J$-neutral for all $t \in [0, 1]$.

$[C_3]:$ The projections $P_\pm(t)$ in $\mathcal{H}$ onto the summands $\mathcal{L}_\pm(t)$ of (1.5) parallel to $\mathcal{L}_{\mp}(t)$ are continuous in $t \in [0, 1]$ in the strong (uniform) operator topology.

If $[C_1]$ holds, then the operator function $\mathfrak{A}$ is conditionally $(G, G)$-reducible. If $[C_1]$ and $[C_2]$ hold, then the diagonalizing operator function $V$ on $[0, 1]$ can be chosen such that for each $t \in [0, 1]$ the operator $V(t)^{-1}\mathfrak{A}(t)V(t)$ is Hamiltonian. If also $[C_3]$ holds, then $V$ can be chosen continuous on $[0, 1]$ in the strong (uniform) operator topology as well.

The theorem will be proved in the next section, Sect. 2. The proof involves block operator matrix representations of operators and operator functions relative to various decompositions of the Hilbert space $\mathcal{H}$ such as (1.3) and (1.5). If $[C_1]$ holds we construct a bounded and boundedly invertible operator function

$$t \mapsto U(t) = \begin{bmatrix} U_+(t) & 0 \\ 0 & U_-(t) \end{bmatrix} : \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix} \rightarrow \begin{bmatrix} \mathcal{L}_+(t) \\ \mathcal{L}_-(t) \end{bmatrix}, \quad t \in [0, 1],$$
where \( \mathcal{H} = \mathcal{H}^+ \oplus J \mathcal{H}^- \) is the fundamental \( J \)-decomposition of \( \mathcal{H} \). We show that \( \mathfrak{A} \) is conditionally \(( \mathcal{G}, \mathcal{J} )\)-reducible with diagonalizing operator function \( V = UW \) on \([0,1]\), where \( W \) is the unitary and \( \mathcal{J} \)-unitary operator given by

\[
W = \frac{1}{\sqrt{2}} \begin{bmatrix} I & -I \\ I & I \end{bmatrix} : \begin{bmatrix} \mathcal{G} \\ \mathcal{J} \end{bmatrix} \to \begin{bmatrix} \mathcal{G} \\ \mathcal{J} \end{bmatrix}.
\]

If \([C_1]\) and \([C_2]\) hold, we adapt the operator function \( U \) using the angular operator representation (see for example [1, Subsection 1.8]) of the maximal \( J \)-nonnegative subspace \( L_+ (t) \). The angular operator appears in a block operator representation of \( P_+ (t) \) and together with the other entries of \( P_+ (t) \) in a block operator representation of \( U (t) \), \( t \in [0,1] \), see formulas (2.2), (2.3) and (2.4). We show that \( U \) still has the above diagonal block matrix form and that \( U (t) \) is \( \mathcal{J} \)-unitary, \( t \in [0,1] \); these are the properties (I) and (II) in the proof. Finally, with this adapted \( U \) we prove that the diagonalizing operator function is still given by \( V = UW \) and that \( V^{-1} \mathfrak{A} V \) is Hamiltonian.

Remark 1.3. In the definition of a nonnegative Hamiltonian operator there is no need to consider signature operators \( J \) and \( \mathcal{J} \) of the form (1.4): Consider two signature operators \( J \) and \( \mathcal{J} \) on a Hilbert space \( \mathcal{H} \) such that \( \text{Re} J \mathcal{J} = 0 \). Let \( A \) be a closed densely defined operator on \( \mathcal{H} \) which is \( J \)-dissipative (that is, \( \text{Im} J A \geq 0 \)) and \( \mathcal{J} \)-self-adjoint (hence \( \text{Im} \mathcal{J} A = 0 \)). Then there exist an orthogonal decomposition \( \mathcal{H} = \mathcal{G}_1 \oplus \mathcal{G}_2 \) of \( \mathcal{H} \) in which the summands are \( J \)-as well as \( \mathcal{J} \)-neutral subspaces of \( \mathcal{H} \) and a unitary mapping \( T : \mathcal{G}_1 \to \mathcal{G}_2 \) such that

\[
J = \begin{bmatrix} 0 & T^* \\ T & 0 \end{bmatrix} : \begin{bmatrix} \mathcal{G}_1 \\ \mathcal{G}_2 \end{bmatrix} \to \begin{bmatrix} \mathcal{G}_1 \\ \mathcal{G}_2 \end{bmatrix} \quad \text{and} \quad \mathcal{J} = \begin{bmatrix} 0 & i T^* \\ -i T & 0 \end{bmatrix} : \begin{bmatrix} \mathcal{G}_1 \\ \mathcal{G}_2 \end{bmatrix} \to \begin{bmatrix} \mathcal{G}_1 \\ \mathcal{G}_2 \end{bmatrix}.
\]

Thus if we identify \( \mathcal{G}_1 \) and \( \mathcal{G}_2 = T \mathcal{G}_1 \) as the same space \( \mathcal{G} \), then \( J \) and \( \mathcal{J} \) are given by (1.4) and \( \mathfrak{A} = -i A \) is a nonnegative Hamiltonian. The proof of this result and some examples are given in Sect. 6. Theorem 1.2 also holds with this seemingly more general definition.

2. Proof of Theorem 1.2

In the proof of Theorem 1.2 we follow the method used in [2] for the case where \( \mathfrak{A} \) is a bounded nonnegative Hamiltonian operator function.
Proof of Theorem 1.2. Assume condition \([C_1]\) holds. Let
\[
\mathcal{H} = \mathcal{H}^+ \oplus \mathcal{J} \mathcal{H}^-
\]
be the fundamental \(J\)-decomposition of \(\mathcal{H}\) and denote by \(P^\pm\) the projections onto \(\mathcal{H}^\pm\). Then
\[
\mathcal{H}^\pm = \left\{ \begin{bmatrix} g \\ \pm g \end{bmatrix} : g \in \mathcal{G} \right\}
\]
and the projections have the \(2 \times 2\) block matrix form
\[
P^\pm = \frac{1}{2} \begin{bmatrix} I & \pm I \\ \pm I & I \end{bmatrix} : \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix} \to \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix}
\]
and
\[
P^\pm = \frac{1}{2} \begin{bmatrix} I & 0 \\ 0 & I \mp I \end{bmatrix} : \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix} \to \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix}.
\]

The space \(\mathcal{H}\) can be written as the direct sums
\[
\mathcal{H} = \mathcal{H}^+ + \mathcal{L}_-(t) = \mathcal{H}^- + \mathcal{L}_+(t), \quad t \in [0, 1].
\]
This follows from [1, Theorem 1.4.5] which implies \(P^\pm \mathcal{L}_\pm(t) = \mathcal{H}^\pm\). We carry out the proof of the first equality:
\[
\mathcal{H}^+ + \mathcal{L}_-(t) = \mathcal{H}^+ + (P^+ + P^-) \mathcal{L}_-(t)
\]
\[
= \mathcal{H}^+ + \{ P^+ x + P^- x : x \in \mathcal{L}_-(t) \}
\]
\[
= \mathcal{H}^+ + \{ P^- x : x \in \mathcal{L}_-(t) \}
\]
\[
= \mathcal{H}^+ + P^- \mathcal{L}_-(t)
\]
\[
= \mathcal{H}^+ + \mathcal{H}^-
\]
\[
= \mathcal{H}.
\]
Since also \(\mathcal{H}^+ \cap \mathcal{L}_-(t) = \{0\}\), the sum is direct. This completes the proof.

For each \(t \in [0, 1]\) the bounded operators \(U_\pm(t) = P_\pm(t)|_{\mathcal{H}^\pm}\) are boundedly invertible operators from \(\mathcal{H}^\pm\) onto \(\mathcal{L}_\pm(t)\). We give a proof for \(U_+(t)\): It is surjective, because
\[
U_+(t) \mathcal{H}^+ = P_+(t)(\mathcal{H}^+ + \mathcal{L}_-(t)) = P_+(t) \mathcal{H} = \mathcal{L}_+(t),
\]
and it is injective, because if \(U_+(t) x = 0\) for some \(x \in \mathcal{H}^+\), then \(x \in \mathcal{L}_-(t) \cap \mathcal{H}^+ = \{0\}\). The closed graph theorem implies that \(U_+(t)^{-1}\) is bounded. This completes the proof. It follows that the operator \(U(t) = P_+(t)P^+ + P_-(t)P^- : \mathcal{H} \to \mathcal{H}\), or in \(2 \times 2\) block matrix form
\[
U(t) = \begin{bmatrix} U_+(t) & 0 \\ 0 & U_-(t) \end{bmatrix} : \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix} \to \begin{bmatrix} \mathcal{L}_+(t) \\ \mathcal{L}_-(t) \end{bmatrix},
\]
is bounded and has a bounded inverse for each \(t \in [0, 1]\). Both \(U(t)\) and \(U(t)^{-1}\) are diagonal and therefore condition \([\mathcal{C}_1]\) implies that \(U(t)^{-1} \mathfrak{A}(t) U(t)\) is a diagonal operator on \(\mathcal{H}^+ \oplus \mathcal{J} \mathcal{H}^-\). We consider the operator \(W\) defined by the \(2 \times 2\)-block matrix
\[
W = \frac{1}{\sqrt{2}} \begin{bmatrix} I & -I \\ I & I \end{bmatrix} : \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix} \to \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix}.
\]
It is unitary in the Hilbert space $\mathcal{H}$, it is $\mathbb{J}$-unitary: $W\mathbb{J}W^* = \mathbb{J}$ and it takes the diagonal form

$$W = \begin{bmatrix} W_+ & 0 \\ 0 & W_- \end{bmatrix} : \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix} \to \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix} ,$$

where

$$W_+g = W \begin{bmatrix} g \\ 0 \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} g \\ g \end{bmatrix} \in \mathcal{H}^+, \quad W_-g = W \begin{bmatrix} 0 \\ g \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} -g \\ g \end{bmatrix} \in \mathcal{H}^-, \quad g \in \mathcal{G} .$$

It readily follows that $W^{-1}U^{-1}(t)\mathfrak{A}(t)U(t)W$ is diagonal on $\mathcal{G} \oplus \mathcal{G}$, that is, $\mathfrak{A}(t)$ is conditionally $(\mathcal{G}, \mathcal{G})$-reducible with reducing operator $V(t) = U(t)W$.

Now we assume that conditions $[C_1]$ and $[C_2]$ hold. We show that $U(t)$ in $V(t) = U(t)W$ can be chosen such that the operator $\mathfrak{A}_1(t) = V(t)^{-1}\mathfrak{A}(t)V(t)$ is Hamiltonian, that is, satisfies $\mathbb{J}\mathfrak{A}_1(t)^*\mathbb{J} = -\mathfrak{A}_1(t), \quad t \in [0, 1]$. Since $\mathfrak{A}(t)$ is Hamiltonian and $W$ is $\mathbb{J}$-unitary, we have

$$3\mathfrak{A}_1(t)^*\mathbb{J} = 3W^*3\mathfrak{A}_1(t)^*3\mathfrak{A}(t)^*3W(t)^*3W^*\mathbb{J}$$

$$= -W^{-1}3\mathfrak{A}_1(t)^*3\mathfrak{A}(t)^*3U(t)^*3W .$$

It follows that $\mathfrak{A}_1(t)$ is Hamiltonian and conditionally $(\mathcal{G}, \mathcal{G})$-reducible with diagonalizing operator $V(t) = U(t)W$ if we can construct an operator function $U$ with the properties

(I) $U(t)$ is $\mathbb{J}$-unitary for all $t \in [0, 1]$.

(II) $U(t)\mathcal{H}^\pm = \mathcal{L}_\pm(t), \quad t \in [0, 1]$.

To construct such a $U$ we use that by [1, Theorem 1.8.2 and Proposition 1.8.7 b)] the subspace $\mathcal{L}_+(t)$, since it is maximal $J$-nonnegative, is the graph of a bounded operator $K(t) : \mathcal{H}^+ \to \mathcal{H}^-$ (called the angular operator of $\mathcal{L}_+(t)$):

$$\mathcal{L}_+(t) = \left\{ \begin{bmatrix} x^+ \\ K(t)x^+ \end{bmatrix} : x^+ \in \mathcal{H}^+ \right\} \subset \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix} . \quad (2.2)$$

With respect to the fundamental $J$-decomposition (2.1) the operator $P_+(t)$ has a matrix representation of the form

$$P_+(t) = \begin{bmatrix} X(t) & Y(t) \\ K(t)X(t) & K(t)Y(t) \end{bmatrix} : \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix} \to \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix} \quad (2.3)$$

in which $X(t) : \mathcal{H}^+ \to \mathcal{H}^+$ and $Y(t) : \mathcal{H}^- \to \mathcal{H}^+$ are bounded operators, $t \in [0, 1]$. In fact,

$$X(t) = P_+P_+(t)|_{\mathcal{H}^+} = P_+U_+(t)$$

and, since $U_+(t)$ is a bijection from $\mathcal{H}^+$ onto $\mathcal{L}_+(t)$ and $P_+^+\mathcal{L}_+(t) = \mathcal{H}^+$, we see that $X(t)$ is a bijection on $\mathcal{H}^+$ and hence boundedly invertible on $\mathcal{H}^+$, $t \in [0, 1]$. The equality $P_+(t)^2 = P_+(t)$ with $P_+(t)$ given by (2.3) yields the equality $X(t) = I - Y(t)K(t)$. Since $\sigma(Y(t)K(t)) \setminus \{0\} = \sigma(K(t)Y(t)) \setminus \{0\}$, the operator $I - K(t)Y(t)$ is boundedly invertible on $\mathcal{H}^-$; see, for example, [10, formulas (III 2.2) and (III 2.3)]. Following [13] we show that
\[ U(t) = \begin{bmatrix} I - Y(t)K(t) & -Y(t)(I - K(t)Y(t))^{-1} \\ K(t)(I - Y(t)K(t)) & I \end{bmatrix} : \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix} \rightarrow \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix} \] (2.4)

has the properties (I) and (II):

(I) Since \( \mathcal{H}^\pm \) are \( \mathfrak{J} \)-neutral subspaces, the operator \( \mathfrak{J} \) admits the matrix representation

\[ \mathfrak{J} = \begin{bmatrix} 0 & G \\ G^* & 0 \end{bmatrix} : \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix} \rightarrow \begin{bmatrix} \mathcal{H}^+ \\ \mathcal{H}^- \end{bmatrix}, \] (2.5)

where \( G : \mathcal{H}^- \rightarrow \mathcal{H}^+ \) is the unitary operator defined by

\[ G \begin{bmatrix} g \\ -g \end{bmatrix} = -i \begin{bmatrix} g \\ g \end{bmatrix}, \quad g \in \mathcal{G}. \]

By assumption \([C_2]\), the subspaces \( \mathcal{L}_\pm(t) \) are \( \mathfrak{J} \)-neutral, whence the equalities

\[ K(t)^* = -GK(t)G, \] (2.6)
\[ P_-(t) = \mathfrak{J}P_+(t)^*\mathfrak{J}, \] (2.7)
\[ Y(t) = -GY^*(t)G, \] (2.8)

which will be proved below. The equalities (2.6), (2.8) and \( G^* = G^{-1} \) imply

\[ I - K(t)^*Y(t)^* = G(I - K(t)Y(t))G^*, \]
\[ (I - K(t)^*Y(t)^*)K(t)^* = -G(I - K(t)Y(t))K(t)G^*, \]
\[ (I - Y(t)^*K(t)^*)^{-1}Y(t)^* = -G^*(I - Y(t)K(t))^{-1}Y(t)G^* \]

and hence \( U(t) \) is \( \mathfrak{J} \)-unitary:

\[ U(t)\mathfrak{J}U(t)^* = \begin{bmatrix} I - Y(t)K(t) & -Y(t)(I - K(t)Y(t))^{-1} \\ K(t)(I - Y(t)K(t)) & I \end{bmatrix} \begin{bmatrix} 0 & G \\ G^* & 0 \end{bmatrix} \]
\[ \times \begin{bmatrix} I - K(t)^*Y(t)^* & (I - K(t)^*Y(t)^*)K(t)^* \\ -(I - Y(t)^*K(t)^*)^{-1}Y(t)^* & I \end{bmatrix} \]
\[ = \begin{bmatrix} -Y(t)(I - K(t)Y(t))^{-1}G^* & (I - Y(t)K(t))G \\ G^*(I - Y(t)K(t))^{-1}Y(t)G^* & K(t)(I - Y(t)K(t))G \end{bmatrix} \]
\[ \times \begin{bmatrix} G(I - K(t)Y(t))G^* \\ -G(I - K(t)Y(t))K(t)G^* \end{bmatrix} \]
\[ = \mathfrak{J}. \]

It remains to prove (2.6)–(2.8). We denote the inner product and the norm on \( \mathcal{H} \) by \((\cdot, \cdot)_\mathcal{H}\) and \(\| \cdot \|_\mathcal{H}\). For all \( x^+, y^+ \in \mathcal{H}^+ \) we have

\[ \begin{bmatrix} x^+ \\ K(t)x^+ \end{bmatrix}, \begin{bmatrix} y^+ \\ K(t)y^+ \end{bmatrix} \in \mathcal{L}_+(t) \]
and, since \( L_\pm(t) \) is \( J \)-neutral,

\[
0 = \left( \mathfrak{J} \begin{bmatrix} x^+ & y^+ \\ K(t)x^+ & K(t)y^+ \end{bmatrix} \right)_\mathcal{H} = \left( \begin{bmatrix} GK(t)x^+ \\ G^*x^+ \end{bmatrix}, \begin{bmatrix} y^+ \\ K(t)y^+ \end{bmatrix} \right)_\mathcal{H} = (GK(t)x^+, y^+)_{\mathcal{H}} + (K(t)^*G^*x^+, y^+)_{\mathcal{H}}.
\]

Hence \( GK(t) = -K(t)^*G^* \) which implies (2.6). Since \( L_\pm(t) \) are neutral, we have for all \( x, y \in \mathcal{H} \)

\[
0 = (\mathfrak{J}P_-(t)x, P_-(t)y)_{\mathcal{H}} = (\mathfrak{J}(I - P_+(t))x, (I - P_+(t))y)_{\mathcal{H}} = (\mathfrak{J}x, y)_{\mathcal{H}} - (\mathfrak{J}P_+(t)x, y)_{\mathcal{H}} - (\mathfrak{J}x, P_+(t)y)_{\mathcal{H}} = (\mathfrak{J}P_-(t)x, y)_{\mathcal{H}} - (P_+(t)^*\mathfrak{J}x, y)_{\mathcal{H}}.
\]

Hence \( \mathfrak{J}P_-(t) = P_+(t)^*\mathfrak{J} \) and this implies (2.7). If we replace \( P_+(t) \) and \( \mathfrak{J} \) in the equality (2.7) written as \( I - P_+(t) = \mathfrak{J}P_+(t)^*\mathfrak{J} \) by the righthand side of (2.3) and the righthand side of (2.5) we obtain the equality

\[
\begin{bmatrix}
I - X(t) & -Y(t) \\
K(t)X(t) & I - K(t)Y(t)
\end{bmatrix} = \begin{bmatrix}
GY(t)^*K(t)^* & GY(t)^*G \\
G^*X(t)^*K(t)^*G^* & G^*X(t)^*G
\end{bmatrix}
\]

and if we equate the entries in the upper righthand corner of the matrices on the left and on the right we obtain (2.8).

(II) follows from the equalities (2.4), (2.3), \( X(t) = I - Y(t)K(t) \) and the fact that \( I - K(t)Y(t) \) is a bijection on \( \mathcal{H}^- \). Indeed they imply

\[
U(t)\mathcal{H}^+ = \left[ \frac{I - Y(t)K(t)}{K(t)(I - Y(t)K(t))} \right] \mathcal{H}^+ = P_+(t)\mathcal{H}^+ = L_+(t)
\]

and

\[
U(t)\mathcal{H}^- = \left[ \frac{-Y(t)(I - K(t)Y(t))^{-1}}{I} \right] \mathcal{H}^- = \left[ \frac{-Y(t)}{I - K(t)Y(t)} \right] \mathcal{H}^- = (I - P_+(t))\mathcal{H}^- = P_-(t)\mathcal{H}^- = L_-(t). \tag{2.9}
\]

Finally we assume that the conditions \([C_1]\), \([C_2]\) and \([C_3]\) hold. Since \( L_\pm(t) \) are \( J \)-nonnegative/nonpositive subspaces the operators \( K(t) \) and \( X(t)^{-1}Y(t) \) are contractions for all \( t \in [0, 1] \). We give the proof for \( X(t)^{-1}Y(t) \), the proof for \( K(t) \) follows from (2.2). The equalities in (2.9) and (2.10) and the equalities

\[
Y(t)(I - K(t)Y(t))^{-1} = (I - Y(t)K(t))^{-1}Y(t) = X(t)^{-1}Y(t)
\]

imply
Lemma 3.1. Let $\mathcal{L}_-(t) = \left\{ \left[ -X(t)^{-1}Y(t)x^- \right] : x^- \in \mathcal{H}^- \right\} \subset \left[ \mathcal{H}^+ \mathcal{H}^- \right]$ and, because $\mathcal{L}_-(t)$ is $J$-nonpositive and

$$J = P^+ - P^- = \begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix} : \left[ \mathcal{H}^+ \mathcal{H}^- \right] \to \left[ \mathcal{H}^+ \mathcal{H}^- \right],$$

we have for $x^- \in \mathcal{H}^-$

$$\|X(t)^{-1}Y(t)x^-\|_{\mathcal{H}^-}^2 \|x^-\|_{\mathcal{H}^-}^2 \leq \left( J \begin{bmatrix} -X(t)^{-1}Y(t)x^- \\ x^- \end{bmatrix}, \begin{bmatrix} -X(t)^{-1}Y(t)x^- \\ x^- \end{bmatrix} \right)_{\mathcal{H}} \leq 0,$$

that is, $\|X(t)^{-1}Y(t)x^-\|_{\mathcal{H}} \leq \|x^-\|_{\mathcal{H}}$, hence $\|X(t)^{-1}Y(t)\| \leq 1$. This completes the proof. From $X(t)^{-1} = X(t)^{-1}Y(t)K(t) + I$ it follows that

$$\|X(t)^{-1}\| \leq \|X(t)^{-1}Y(t)\| \|K(t)\| + 1 \leq 2.$$

Hence if $X$ is continuous on $[0,1]$ in the strong operator topology, then so is $X^{-1}$. For $x \in \mathcal{H}$ and $t, s \in [0,1]$ it holds that

$$\| (X(t)^{-1} - X(s)^{-1}) x \|_{\mathcal{H}} \leq \| X(t)^{-1} (X(t) - X(s)) X(s)^{-1} x \|_{\mathcal{H}} \leq 2 \| (X(t) - X(s)) X(s)^{-1} x \|_{\mathcal{H}} \to 0 \quad \text{as} \quad t \to s.$$

Similarly, if $X$ is continuous on $[0,1]$ in the uniform operator topology, then so is $X^{-1}$. Condition $[C_3]$ implies that the four entries of $P_+(t)$ in (2.3) are continuous in $t \in [0,1]$ in the strong (uniform) operator topology. Then so are the entries of $U(t)$ in (2.4), that is, the operator functions $U$ and $t \mapsto V(t) = U(t)W$ are continuous on $[0,1]$ in the strong (uniform) operator topology. \qed

3. Sufficient Conditions (I)

In this section we formulate sufficient conditions on $\mathcal{S}$ in Theorem 1.2 which ensure that the statements $[C_1]$, $[C_2]$ and $[C_3]$ and hence the conclusions of Theorem 1.2 hold, see Theorem 3.3 below. These conditions are taken from [18] (see also [28, Section 2.7]). To prove Theorem 3.3, we use items (i) and (ii) of the following technical lemma; items (iii) and (iv) play a role in the proof of Theorem 4.4 in Sect. 4.

Lemma 3.1. Let $S$ be a closed densely defined operator on a Banach space $\mathcal{X}$ and assume

$$i\mathbb{R} \subset \rho(S) \text{ and there is a } \gamma > 0 \text{ such that } \|(S - \lambda)^{-1}\| \leq \gamma/(1 + |\lambda|) \text{ for all } \lambda \in i\mathbb{R}.$$  

Let $B$ be a function on $[0,1]$ whose values are bounded operators on $\mathcal{X}$ and which is continuous in the uniform operator topology. Consider their sum $A$:

$$A(t) = S + B(t), \quad t \in [0,1],$$

and assume that $i\mathbb{R} \subset \rho(A(t))$ for all $t \in [0,1]$. Then
(i) there is an \(h > 0\) such that the strip \(S_h := \{\lambda \in \mathbb{C} : \lambda = \xi + i\eta, \eta, \xi \in \mathbb{R}, |\xi| \leq h\}\) is contained in \(\rho(A(t))\) for all \(t \in [0, 1]\),

(ii) with \(h\) as in (i) there is a \(\tilde{\gamma} > 0\) such that \(\|(A(t) - \lambda)^{-1}\| \leq \tilde{\gamma}/(1 + |\eta|)\) for all \(t \in [0, 1]\) and \(\lambda = \xi + i\eta \in S_h\),

(iii) for \(\alpha \in \mathbb{R}\) with \(0 < \alpha < \min\{\{h, \arctan(1/\tilde{\gamma})\}\) the closed disk \(D_\alpha = \{\lambda \in \mathbb{C} : |\lambda| \leq \alpha\}\) and the closed sectors \(S^\pm_\alpha = \{\lambda \in \mathbb{C} : |\pi/2 \mp \arg \lambda| \leq \alpha\}\) satisfy
\[
D_\alpha \cup S^+_\alpha \cup S^-_\alpha \subset \rho(A(t)), \quad t \in [0, 1],
\]

and with \(\alpha\) as in (iii) there is a \(\tilde{\gamma} > 0\) such that \(\|(A(t) - \lambda)^{-1}\| \leq \tilde{\gamma}/(1 + |\eta|)\) for all \(t \in [0, 1]\) and \(\lambda = \xi + i\eta \in D_\alpha \cup S^+_\alpha \cup S^-_\alpha\).

In particular, Lemma 3.1 holds for \(B(t) \equiv 0\) and then it is apparently well known, see [11, (3.3)] and [26, (3.1)]; a proof can be found in [12, Proposition 2.1.1 a)]. Note that if (3.1) holds for some \(\alpha \in (0, \pi/2)\), then (i) holds with \(h = \alpha \sin \alpha\).

**Proof of Lemma 3.1.** (a) First we show that the operator function \((\lambda, t) \mapsto (A(t) - \lambda)^{-1}\) is continuous on \(R := i\mathbb{R} \times [0, 1]\): For two points \((\lambda, t)\) and \((\mu, s) \in R\) we have
\[
A(t) - \lambda = A(s) - \mu + B(t) - B(s) - (\lambda - \mu)
\]
and hence if \(\|B(t) - B(s) - (\lambda - \mu)\|\|(A(s) - \mu)^{-1}\| < 1\), then
\[
\|(A(t) - \lambda)^{-1}\| \leq \frac{\|(A(s) - \mu)^{-1}\|}{1 - \|B(t) - B(s) - (\lambda - \mu)\|\|(A(s) - \mu)^{-1}\|}
\]
and
\[
\|(A(t) - \lambda)^{-1} - (A(s) - \mu)^{-1}\|
\]
\[
= \|(A(t) - \lambda)^{-1} (B(t) - B(s) - (\lambda - \mu)) (A(s) - \mu)^{-1}\|
\]
\[
\leq \frac{\|B(t) - B(s) - (\lambda - \mu)\|\|(A(s) - \mu)^{-1}\|^2}{1 - \|B(t) - B(s) - (\lambda - \mu)\|\|(A(s) - \mu)^{-1}\|}.
\]
Since \(B\) is continuous on \([0, 1]\), the righthand side converges to 0 as \((\lambda, t) \to (\mu, s)\). This proves (a).

(b) Now we prove there is a \(\gamma_1 > 0\) such that \(\|(A(t) - \lambda)^{-1}\| \leq \gamma_1/(1 + |\lambda|)\) for all \(\lambda \in i\mathbb{R}\) and \(t \in [0, 1]\). By (a) the norm \(\|(A(t) - \lambda)^{-1}\|\) is continuous on \(R\). Since \(R_1 = \{(\lambda, t) \in R : |\lambda| \leq \gamma M\}\) with \(M := \max_{s \in [0, 1]} \|B(s)\|\) is compact, there is a constant \(k > 0\) such that \(\|(A(t) - \lambda)^{-1}\| \leq k\) on \(R_1\), hence
\[
\|(A(t) - \lambda)^{-1}\| \leq \frac{k(1 + |\lambda|)}{1 + |\lambda|} \leq \frac{k(1 + \gamma M)}{1 + \gamma M}, \quad (\lambda, t) \in R_1.
\]
For \((\lambda, t) \in R \setminus R_1\) we have \(|\lambda| > \gamma M\) and therefore
\[
\|B(t)(S - \lambda)^{-1}\| \leq \|B(t)\|\|(S - \lambda)^{-1}\| \leq \frac{\gamma M}{1 + |\lambda|} \leq \frac{\gamma M}{1 + \gamma M} < 1,
\]
which implies $I + B(t)(S - \lambda)^{-1}$ is boundedly invertible. Moreover,

$$1 - \|B(t)(S - \lambda)^{-1}\| \geq 1 - \frac{\gamma M}{1 + \gamma M} = \frac{1}{1 + \gamma M}$$

and hence

$$\|(A(t) - \lambda)^{-1}\| = \|(S + B(t) - \lambda)^{-1}\|
= \|(S - \lambda)^{-1}(I + B(t)(S - \lambda)^{-1})^{-1}\|
\leq \|(S - \lambda)^{-1}\| \|(I + B(t)(S - \lambda)^{-1})^{-1}\|
\leq \frac{1}{1 - \|B(t)(S - \lambda)^{-1}\|}
\leq \frac{\gamma (1 + \gamma M)}{1 + |\lambda|}, \quad (\lambda, t) \in R \setminus R_1.$$

Thus (b) holds with $\gamma_1 = (1 + \gamma M) \max \{k, \gamma\}$.

(c) We prove (i) and (ii). Set $h = 1/(2\gamma_1)$. Then, by (b), for $\lambda = \xi + i\eta \in S_h$ we have

$$|\xi||(A(t) - in\eta)^{-1}| \leq \frac{|\xi|\gamma_1}{1 + |\eta|} \leq 1/2 < 1,$$

hence $A(t) - \lambda = (I - \xi(A(t) - in\eta)^{-1}) (A(t) - in\eta)$ is boundedly invertible, that is, $\lambda \in \rho(A(t))$. This proves (i). Moreover, with $\tilde{\gamma} = 2\gamma_1$ we have

$$\|(A(t) - \lambda)^{-1}\| \leq \frac{\|(A(t) - in\eta)^{-1}\|}{1 - |\xi||A(t) - in\eta|^{-1}}\|
\leq \frac{\tilde{\gamma}}{1 - 2\gamma_1 1 + |\eta|}
= \frac{2\gamma_1}{1 + 2|\eta|}
\leq \frac{\tilde{\gamma}}{1 + |\eta|},$$

which proves (ii).

(d) We prove (iii). Let $0 < \alpha < \min \{h, \arctan(1/\tilde{\gamma})\}$ Then, by (i), $D_\alpha \subset \rho(A(t))$ for all $t \in [0, 1]$. As to $S_\alpha^\pm$, note that it is the union of the singleton $\{0\}$ and the rays

$$R_\varphi^\pm = \{\lambda \in \mathbb{C} : \lambda = \beta \tan \varphi + i\beta, \pm \beta \in (0, \infty)\}, \quad \varphi \in [-\alpha, \alpha].$$

Thus to prove that $S_\alpha^\pm \subset \rho(A(t))$, we only have to show that each such ray belongs to $\rho(A(t))$. For $\lambda = \beta \tan \varphi + i\beta \in R_\varphi^\pm$ we have on account of (ii) that

$$A(t) - \lambda = (I - \beta \tan \varphi(A(t) - i\beta)^{-1})(A(t) - i\beta) \quad (3.2)$$

and

$$\|\beta \tan \varphi(A(t) - i\beta)^{-1}\| \leq |\beta| \tan \alpha \frac{\tilde{\gamma}}{1 + |\beta|} < 1. \quad (3.3)$$
The inequality (3.3) implies that $I - \beta \tan \varphi (A(t) - i\beta)^{-1}$ is boundedly invertible. The equality (3.2) then implies that $A(t) - \lambda$ is boundedly invertible, that is, $\lambda \in \rho(A(t))$, hence $R^\pm_\varphi \subset \rho(A(t))$. This proves (3.1) and completes the proof of (iii).

(e) We prove (iv). Set $c = \tilde{\gamma}/\tan \alpha$, then $0 \leq c < 1$ and, by (3.2), (3.3) and (ii), we have for $\lambda = \beta \tan \varphi + i\beta \in R^\pm_\varphi$, $\varphi \in [-\alpha, \alpha]$,

$$
\|(A(t) - \lambda)^{-1}\| \leq \frac{\|(A(t) - i\beta)^{-1}\|}{1 - |\beta| \tan \alpha \|(A(t) - i\beta)^{-1}\|} \\
\leq \frac{\tilde{\gamma}/(1 + |\beta|)}{1 - |\beta|c/(1 + |\beta|)} \\
\leq \frac{\tilde{\gamma}}{1 + (1 - c)|\beta|} \\
\leq \frac{\tilde{\gamma}}{1 + |\beta|},
$$

where $\tilde{\gamma} = \tilde{\gamma}/(1 - c)$. This implies the inequality in (iv) for $\lambda = \xi + i\eta \in S^+_h \cup S^-_h$. Since $\tilde{\gamma} \leq \tilde{\gamma}$ and $D_\alpha \subset S_h$, the inequality in (iv) for $\lambda = \xi + i\eta \in D_\alpha$ follows from (ii).

\[\square\]

Remark 3.2. In Lemma 3.1 the assumption $i\mathbb{R} \subset \rho(S)$ implies that the assumption:

there is a $\gamma > 0$ such that $\|(S - \lambda)^{-1}\| \leq \gamma/(1 + |\lambda|)$ for all $\lambda \in i\mathbb{R}$ is equivalent to the statement

there is a $\gamma' > 0$ such that $\|(S - \lambda)^{-1}\| \leq \gamma'/|\lambda|$ for all $\lambda \in i\mathbb{R} \setminus \{0\}$.

Also item (i) in Lemma 3.1 implies that item (ii) is equivalent to (ii') there is a $\gamma' > 0$ such that $\|(A(t) - \lambda)^{-1}\| \leq \gamma'/|\eta|$ for all $\lambda = \xi + i\eta \in S_h$ with $\eta \neq 0$ and all $t \in [0, 1]$.

We prove the equivalence $(ii) \iff (ii')$. The proof of the other equivalence is similar. Item (ii) implies (ii') with $\gamma' = \tilde{\gamma}$, because $1/(1 + |\lambda|) < 1/|\lambda|$, $\lambda \in \mathbb{C} \setminus \{0\}$. To prove (ii') implies (ii) we note that, by (i), $(A(t) - \xi)^{-1}$ is a bounded operator for all $(\xi, t) \in [-h, h] \times [0, 1]$. Hence $\varepsilon(\xi, t) = 1/(2\|(A(t) - \xi)^{-1}\|)$ is well defined and $> 0$. For $\lambda = \xi + i\eta \in S_h$ with $|\eta| \leq \varepsilon(\xi, t)$ we have:

$$
\|(A(t) - \lambda)^{-1}\| = \|(A(t) - \xi)^{-1} (I - i\eta(A(t) - \xi)^{-1})^{-1}\| \\
\leq \frac{\|(A(t) - \xi)^{-1}\|}{1 - |\eta|\|(A(t) - \xi)^{-1}\|} \frac{1 + |\eta|}{1 + |\lambda|} \\
\leq \frac{2\|(A(t) - \xi)^{-1}\| + 1}{1 + |\lambda|}
$$

and, by (ii'), for $\lambda = \xi + i\eta \in S_h$ and $|\eta| \geq \varepsilon(\xi, t)$ we have:

$$
\|(A(t) - \lambda)^{-1}\| \leq \frac{\gamma'}{|\eta|} = \frac{\gamma'}{1 + |\eta|} \left(1 + \frac{1}{|\eta|}\right) \\
\leq \frac{\gamma'(2\|(A(t) - \xi)^{-1}\| + 1)}{1 + |\lambda|}.
$$
Hence (ii) holds with \(\tilde{\gamma} = \max\{2\|(A(t) - \xi)^{-1}\| + 1 : t \in [0, 1]\} \times \max\{1, \gamma'\}\). The maximum exists because \((A(t) - \xi)^{-1}\) is continuous in \((\xi, t)\) in the compact set \([-h, h] \times [0, 1]\). The proof of this is similar to part (a) of the proof of Lemma 3.1.

The main result of this section is the following theorem. It is a consequence of Theorem 1.2 and [18, Theorem 1.2 and Theorem 1.4] (see also [28, Subsection 2.7]) which we explain in the proof. The prime in the integral \(\int_{\mathbb{R}}\) denotes the Cauchy principal value at infinity.

**Theorem 3.3.** Let \(\mathcal{H}\) be a Hilbert space which is the orthogonal sum of a Hilbert space \(\mathcal{G}\) with itself. Let \(\mathcal{G}\) be a closed densely defined Hamiltonian operator on \(\mathcal{H}\) with \(i\mathbb{R} \subset \rho(\mathcal{G})\) and let \(\mathcal{B}\) be a function on \([0, 1]\) whose values are bounded operators on \(\mathcal{H}\) and which is continuous in the uniform operator topology. Consider their sum \(\mathfrak{A}\):

\[
\mathfrak{A}(t) = \mathcal{G} + \mathcal{B}(t), \quad t \in [0, 1],
\]

and assume that for each \(t \in [0, 1]\) the operator \(\mathfrak{A}(t)\) is a nonnegative Hamiltonian operator on \(\mathcal{H}\) with \(i\mathbb{R} \subset \rho(\mathfrak{A}(t))\). If

(i) there is a \(\gamma > 0\) such that \(\|((\mathcal{G} - \lambda)^{-1}) \leq \gamma/|\lambda|\), \(\lambda \in i\mathbb{R} \setminus \{0\}\), and

(ii) the integral \(\frac{1}{\pi i} \int_{i\mathbb{R}} (\mathcal{G} - \lambda)^{-1} d\lambda\) exists in the strong operator topology,

then the operator function \(\mathfrak{A}\) is conditionally \((\mathcal{G}, \mathcal{G})\)-reducible. A diagonalizing operator function \(V\) on \([0, 1]\) can be chosen such that it is continuous in the uniform operator topology and the operator function \(V^{-1}\mathfrak{A}V\) is Hamiltonian.

**Proof.** The assumptions (i) and (ii), Remark 3.2 and Lemma 3.1 imply that we may apply [18, Theorem 1.2]. Thus the relation

\[
\frac{1}{\pi i} \int_{i\mathbb{R}} (\mathfrak{A}(t) - \lambda)^{-1} d\lambda = P_+(t) - P_-(t) \tag{3.4}
\]

holds, where \(P_+(t), P_-(t)\) are projections in \(\mathcal{H}\) such that \(P_+(t) + P_-(t) = I\), the ranges \(L_\pm(t) := P_\pm(t)\mathcal{H}\) are \(\mathfrak{A}(t)\)-invariant, \(L_\pm(t) \cap \text{dom} \mathfrak{A}(t)\) is equal to \(P_\pm(t)\text{dom} \mathfrak{A}(t)\) and is dense in \(L_\pm(t)\), and

\[
\mathfrak{A}(t)(L_\pm(t) \cap \text{dom} \mathfrak{A}(t)) = L_\pm(t), \quad \sigma(\mathfrak{A}(t)|L_\pm(t)) = \sigma(\mathfrak{A}(t)) \cap C_\pm.
\]

Because of (3.4) and the assumption \(i\mathbb{R} \subset \rho(\mathfrak{A}(t))\) we may apply [18, Theorem 1.4] and its proof in two ways:

(a) \(i\mathfrak{A}(t)\) is \(J\)-dissipative, hence \(\text{Re} (J\mathfrak{A}(t)x, x) \geq 0\), and then [18, Theorem 1.4] (or [28, Theorem 2.7.5]) implies the subspace \(L_+(t)\) is maximal \(J\)-nonnegative and the subspace \(L_-(t)\) is maximal \(J\)-nonpositive.

(b) \(i\mathfrak{A}(t)\) is \(J\)-self-adjoint, hence \(\text{Re} (J\mathfrak{A}(t)x, x) = 0\), and then the first displayed formula in the proof of [18, Theorem 1.4] implies that the subspaces \(L_+(t)\) and \(L_-(t)\) are \(J\)-neutral.
We conclude that $C_1$ and $C_2$ of Theorem 1.2 hold. Finally we show that $C_3$ holds: the operator $P_+(t)$ is given by

$$P_+(t) = \frac{1}{2\pi i} \int_{i\mathbb{R}} (\mathfrak{A}(t) - \lambda)^{-1} d\lambda + \frac{1}{2} I,$$

and hence for $t, s \in [0, 1]$ and $\tilde{\gamma}$ as in Lemma 3.1 (ii)

$$\|P_+(t) - P_+(s)\| \leq \frac{1}{2\pi} \int_{\mathbb{R}} \|(\mathfrak{A}(t) - i\lambda)^{-1} - (\mathfrak{A}(s) - i\lambda)^{-1}\| d\lambda$$

$$= \frac{1}{2\pi} \int_{\mathbb{R}} \|(\mathfrak{A}(t) - i\lambda)^{-1}(\mathfrak{B}(t) - \mathfrak{B}(s))(\mathfrak{A}(s) - i\lambda)^{-1}\| d\lambda$$

$$\leq \frac{1}{2\pi} \int_{\mathbb{R}} \frac{\tilde{\gamma}^2}{(1 + |\lambda|)^2} d\lambda \|\mathfrak{B}(t) - \mathfrak{B}(s)\|.$$

The last integral is finite, hence the continuity of $\mathfrak{B}$ on $[0, 1]$ in the uniform operator topology implies that of the functions $t \mapsto P_+(t)$ and $t \mapsto P_-(t) = I - P_+(t)$. The theorem follows from Theorem 1.2.

**Remark 3.4.** In this paper we treat the case where $\mathfrak{B}$ is continuous on $[0, 1]$ in the uniform operator topology. The case where $\mathfrak{B}$ is $\mathfrak{S}$-bounded on $[0, 1]$ will be considered elsewhere. In the proof above instead of [18, Theorem 1.2] one can then use [18, Theorem 1.3] (or [28, Theorem 2.7.19]) and [28, Remark 2.7.20].

### 4. Sufficient Conditions (II)

Let $(\mathcal{V}, \| \cdot \|_{\mathcal{V}})$ and $(\mathcal{W}, \| \cdot \|_{\mathcal{W}})$ be Banach spaces continuously embedded in a Hausdorff topological vector space, so that the sum $\mathcal{V} + \mathcal{W}$ is well defined. The $K$-method introduced in [23] associates with these two spaces a family of Banach spaces, indexed by two parameters $\theta \in (0, 1)$ and $p \in [1, \infty)$ in the following way: Define for $x \in \mathcal{V} + \mathcal{W}$ the functions

$$K(x, t, \mathcal{V}, \mathcal{W}) = \inf \{\|v\|_{\mathcal{V}} + t\|w\|_{\mathcal{W}} : x = v + w, v \in \mathcal{V}, w \in \mathcal{W}\}, \quad t \in (0, \infty),$$

and

$$\|x\|_{\theta, \mathcal{V}, \mathcal{W}} = \left(\int_0^\infty (t^{-\theta} K(x, t, \mathcal{V}, \mathcal{W}))^p \frac{dt}{t}\right)^{1/p} \in [0, \infty].$$

Then $(\mathcal{V}, \mathcal{W})_{\theta, p} := \{x \in \mathcal{V} + \mathcal{W} : \|x\|_{\theta, \mathcal{V}, \mathcal{W}} < \infty\}$ is a vector space and $\|x\|_{\theta, \mathcal{V}, \mathcal{W}}$ is a norm on this space which makes it a Banach space. It is called an interpolation space because of the property that if $T$ is a bounded operator on $\mathcal{V} + \mathcal{W}$ such that $T|_{\mathcal{V}}$ and $T|_{\mathcal{W}}$ are bounded operators on $\mathcal{V}$ and $\mathcal{W}$ respectively, then $T|_{(\mathcal{V}, \mathcal{W})_{\theta, p}}$ is a bounded operator on $(\mathcal{V}, \mathcal{W})_{\theta, p}$. There are other ways of defining the interpolation space $(\mathcal{V}, \mathcal{W})_{\theta, p}$, for example via the trace method, complex interpolation and via the domains of operators,
see, for example, [12,19,20,22]. In some of the references given below such equivalent definitions are used.

If \( \mathcal{X} \) and \( \mathcal{Y} \) are Banach spaces, then we mean by the equality \( \mathcal{X} \overset{\circ}{=} \mathcal{Y} \) that the spaces \( \mathcal{X} \) and \( \mathcal{Y} \) coincide as vector spaces and that their norms are equivalent. By way of example, if \( \mathcal{X} = (\mathcal{V}, \mathcal{W})_{\theta,p} \) and \( \mathcal{V}_1 \) and \( \mathcal{W}_1 \) are Banach spaces then the following implication holds:

\[
\mathcal{V}_1 \overset{\circ}{=} \mathcal{V} \quad \text{and} \quad \mathcal{W}_1 \overset{\circ}{=} \mathcal{W} \implies \mathcal{X} \overset{\circ}{=} (\mathcal{V}_1, \mathcal{W}_1)_{\theta,p}.
\]

(4.1)

To formulate the main result of this section we consider the case where \( \theta = 1/2, p = 2 \) and the Banach spaces \( \mathcal{V} \) and \( \mathcal{W} \) are Hilbert spaces associated with a closed densely defined operator \( T \) in a Hilbert space \( (\mathcal{H}, (\cdot, \cdot)_\mathcal{H}) \) with \( 0 \in \rho(T) \): Denote by \( \mathcal{H}_1(T) \) the vector space \( \text{dom} T \) equipped with the Hilbert space norm \( \|x\|_1 = \|Tx\|_\mathcal{H}, \; x \in \mathcal{H}_1(T) \). Then the inclusion map (= identity mapping) \( \iota : \mathcal{H}_1(T) \to \mathcal{H} \) is continuous:

\[
\|\iota f\|_\mathcal{H} = \|f\|_\mathcal{H} = \|T^{-1}Tf\|_\mathcal{H} \leq \|T^{-1}\|\|Tf\|_\mathcal{H} = \|T^{-1}\||f||_1, \quad f \in \mathcal{H}_1(T),
\]

and it is injective and has a dense range. For the inclusion map with these properties we use the notation: \( \mathcal{H}_1(T) \hookrightarrow \mathcal{H} \). Denote by \( \mathcal{H}_{-1}(T) \) the dual space of \( \mathcal{H}_1(T) \), that is, the space of linear mappings \( \ell : \mathcal{H}_1(T) \to \mathbb{C} \) with norm

\[
\|\ell\|_{-1} = \sup_{f \in \mathcal{H}_1(T)} \frac{|\ell(f)|}{\|f\|_1}.
\]

Let \( \mathcal{H}' \) be the dual space of \( \mathcal{H} \). By Riesz’ representation theorem we can identify \( \mathcal{H}' \) with the Hilbert space \( \mathcal{H} \): The linear functional \( k \in \mathcal{H}' \) can be put in one-to-one correspondence with the element \( k \in \mathcal{H} \) via \( k(h) = (h, k)_\mathcal{H}, \; h \in \mathcal{H} \), and under this correspondence we have \( \|k\|_{\mathcal{H}'} = \|k\|_{\mathcal{H}} \).

The adjoint of the inclusion map \( \iota : \mathcal{H}_1(T) \hookrightarrow \mathcal{H} \) is the mapping \( \iota' : \mathcal{H}' \to \mathcal{H}_{-1}(T) \) defined by

\[
\iota'(k)(f) = k(\iota f) = k(f), \quad k \in \mathcal{H}', \; f \in \mathcal{H}_1(T).
\]

These equalities and the identification of \( \mathcal{H}' \) with \( \mathcal{H} \) imply that \( \iota' \) can be viewed as an inclusion map from \( \mathcal{H} \) to \( \mathcal{H}_{-1}(T) \). Since \( \iota \) is continuous, injective and has a dense range, the inclusion map \( \iota' \) is continuous, has a dense range and is injective. It follows that \( \mathcal{H}_{-1}(T) \) is the (Hilbert space) completion of \( \mathcal{H} \) with respect to the norm

\[
\|k\|_{-1} = \sup_{f \in \mathcal{H}_1(T)} \frac{|(f, k)_\mathcal{H}|}{\|f\|_1} = \sup_{f \in \mathcal{H}_1(T)} \frac{|(Tf, T^{-*}k)_\mathcal{H}|}{\|Tf\|_\mathcal{H}}
\]

\[
= \sup_{h \in \mathcal{H}} \frac{|(h, T^{-*}k)_\mathcal{H}|}{\|h\|_\mathcal{H}} = \|T^{-*}k\|_\mathcal{H}, \quad k \in \mathcal{H}.
\]

For the third equality we used that ran \( T = \mathcal{H} \). To summarize we have \( \mathcal{H}_1(T) \hookrightarrow \mathcal{H} \hookrightarrow \mathcal{H}_{-1}(T) \) and \( \mathcal{H}_{-1}(T) \), the dual of \( \mathcal{H}_1(T) \), is the completion of \( \mathcal{H} \) with respect to the norm \( \|T^{-*}k\|_\mathcal{H}, \; k \in \mathcal{H} \). The following formula (a special case of a formula due to Lions-Peetre [21, Theorem III (4.1)], see also [19, Proposition 1.2.1 and Theorem 1.15.1]) holds:

\[
(\mathcal{H}_1(T), \mathcal{H}_{-1}(T))_{1/2,2} \overset{\circ}{=} \mathcal{H}.
\]

(4.2)
Replacing \( T \) by \( T^* \) we also have \( \mathcal{H}_1(T^*) \hookrightarrow \mathcal{H} \hookrightarrow \mathcal{H}_{-1}(T^*) \). It follows that \( \mathcal{H}_1(T) \hookrightarrow \mathcal{H} \hookrightarrow \mathcal{H}_{-1}(T^*) \) and the assumption that plays an important role in the main theorem of this section is that the equality

\[
(\mathcal{H}_1(T), \mathcal{H}_{-1}(T^*))_{1/2,2} \overset{\circ}{=} \mathcal{H}
\]

(4.3)

holds.

**Example 4.1.** The equality (4.3) holds for example if \( J_1 \) is a signature operator and \( T \) is a \( J_1 \)-self-adjoint operator on \( \mathcal{H} \): \( T = J_1 T^* J_1 \) with \( 0 \in \rho(T) \) and \( J_1 \text{dom} \ T = \text{dom} \ T \). For then \( \text{dom} \ T = \text{dom} \ T^* \) and the following proposition applies.

**Proposition 4.2.** Let \( A \) and \( B \) be closed densely defined operators in a Hilbert space \( \mathcal{H} \) with \( 0 \in \rho(A) \cap \rho(B) \). Then there is a bounded linear bijection \( \sigma : \mathcal{H}_{-1}(A) \hookrightarrow \mathcal{H}_{-1}(B) \) which is the identity on \( \mathcal{H} \) if and only if \( \text{dom} \ A = \text{dom} \ B \).

In this case \( (H_1(A), H_{-1}(B))_{1/2,2} \overset{\circ}{=} \mathcal{H} \).

Of course, with \( \sigma \) as in Proposition 4.2 we can identify the elements of \( \mathcal{H}_{-1}(A) \) and \( \mathcal{H}_{-1}(B) \) with one another. Then \( \sigma \) becomes the identity map and \( \mathcal{H}_{-1}(A) \overset{\circ}{=} \mathcal{H}_{-1}(B) \).

**Proof of Proposition 4.2.** Assume \( \text{dom} \ A = \text{dom} \ B \). Then the operators \( AB^{-1}, BA^{-1} \) and their adjoints are bounded operators. For \( x \in \mathcal{H} \) we have

\[
\|B^{-*}x\|_\mathcal{H} = \|B^{-*}A^*A^{-*}x\|_\mathcal{H} \leq \|(AB^{-1})^*\| \|A^{-*}x\|_\mathcal{H},
\]

\[
\|A^{-*}x\|_\mathcal{H} = \|A^{-*}B^*B^{-*}x\|_\mathcal{H} \leq \|(BA^{-1})^*\| \|B^{-*}x\|_\mathcal{H}
\]

and hence the norms \( \|A^{-*}x\|_\mathcal{H} \) and \( \|B^{-*}x\|_\mathcal{H} \) are equivalent on \( \mathcal{H} \). The if statement of the proposition now follows, since \( \mathcal{H}_{-1}(A) \) and \( \mathcal{H}_{-1}(B) \) are the completions of \( \mathcal{H} \) with respect to these norms.

To prove the only if statement assume \( \sigma : \mathcal{H}_{-1}(A) \hookrightarrow \mathcal{H}_{-1}(B) \) is a bounded linear bijection which is the identity on \( \mathcal{H} \). Then there is a constant \( \gamma \in (0,1) \) such that for all \( x \in \mathcal{H}_{-1}(A) \)

\[
\gamma\|\sigma x\|_{\mathcal{H}_{-1}(B)} \leq \|x\|_{\mathcal{H}_{-1}(A)} \leq \frac{1}{\gamma}\|\sigma x\|_{\mathcal{H}_{-1}(B)}.
\]

(4.4)

For \( x \in \mathcal{H} \) these inequalities become

\[
\gamma\|B^{-*}x\|_{\mathcal{H}} \leq \|A^{-*}x\|_{\mathcal{H}} \leq \frac{1}{\gamma}\|B^{-*}x\|_{\mathcal{H}}.
\]

These inequalities imply that there exist contractive operators \( S \) and \( T \) such that

\[
\gamma B^{-*} = SA^{-*} \text{ and } \gamma A^{-*} = TB^{-*},
\]

or, what is the same,

\[
\gamma B^{-1} = A^{-1}S^* \text{ and } \gamma A^{-1} = B^{-1}T^*.
\]

The first equality implies \( \text{dom} \ B \subseteq \text{dom} \ A \) and the second equality implies \( \text{dom} \ B \supseteq \text{dom} \ A \), hence \( \text{dom} \ A = \text{dom} \ B \).
For the last statement in the proposition we use (4.4). It implies that
\[ \gamma K(\sigma x, t, \mathcal{H}_1(A), \mathcal{H}_1(B)) \leq K(x, t, \mathcal{H}_1(A), \mathcal{H}_1(B)) \]
and hence
\[ \gamma \|\sigma x\|_{1/2, 2, \mathcal{H}_1(A), \mathcal{H}_1(B)} \leq \|x\|_{1/2, 2, \mathcal{H}_1(A), \mathcal{H}_1(B)} \]
and hence
\[ \leq \frac{1}{\gamma} \|\sigma x\|_{1/2, 2, \mathcal{H}_1(A), \mathcal{H}_1(B)}. \]
The equality in the proposition now follows from the equalities \( \sigma(\mathcal{H}) = \mathcal{H} \) and (4.2) with \( T = A \).

In the proof of the theorem below we use the following simple lemma.

**Lemma 4.3.** Let \( S \) be a closed densely defined operator and let \( B \) be a bounded operator on a Hilbert space \( \mathcal{H} \) with \( 0 \in \rho(S) \cap \rho(S + B) \). The equality \((\mathcal{H}_1(S), \mathcal{H}_1(S^*))_{1/2, 2} \overset{\diamond}{=} \mathcal{H} \) implies \((\mathcal{H}_1(S + B), \mathcal{H}_1(S^* + B^*))_{1/2, 2} \overset{\diamond}{=} \mathcal{H} \).

**Proof.** The following equalities between linear subspaces
\[ \mathcal{H}_1(S) = \text{dom } S = \text{dom } (S + B) = \mathcal{H}_1(S + B) \]
hold. For \( x \in \text{dom } S \) we have
\[ \|Sx\|_{\mathcal{H}} = \|S(S + B)^{-1}(S + B)x\|_{\mathcal{H}} \leq \|S(S + B)^{-1}\|\|(S + B)x\|_{\mathcal{H}} \]
and
\[ \|(S + B)x\|_{\mathcal{H}} \leq \|Sx\|_{\mathcal{H}} + \|Bx\|_{\mathcal{H}} = \|Sx\|_{\mathcal{H}} + \|BS^{-1}Sx\|_{\mathcal{H}} \leq (1 + \|BS^{-1}\|\|Sx\|_{\mathcal{H}}. \]
Hence the norms on \( \mathcal{H}_1(S) \) and \( \mathcal{H}_1(S + B) \) are equivalent. It follows that \( \mathcal{H}_1(S) \overset{\diamond}{=} \mathcal{H}_1(S + B) \). Replacing \( S \) and \( B \) by their adjoints we get \( \mathcal{H}_1(S^*) \overset{\diamond}{=} \mathcal{H}_1(S^* + B^*) \), hence, by considering the duals of these spaces we get \( \mathcal{H}_1(S^*) \overset{\diamond}{=} \mathcal{H}_1(S^* + B^*) \). The lemma now follows from the implication (4.1).

The following theorem is the main result of this section. Its proof is based on [24, Theorem 4.1].

**Theorem 4.4.** Let \( \mathcal{H} \) be a Hilbert space which is the orthogonal sum of a Hilbert space \( \mathcal{G} \) with itself. Let \( \mathcal{G} \) be a closed densely defined Hamiltonian operator on \( \mathcal{H} \) with \( i\mathbb{R} \subset \rho(\mathcal{G}) \) and let \( \mathcal{B} \) be a function on \([0, 1] \) whose values are bounded operators on \( \mathcal{H} \) and which is continuous in the uniform operator topology. Consider their sum \( \mathcal{A} : \)
\[ \mathcal{A}(t) = \mathcal{G} + \mathcal{B}(t), \quad t \in [0, 1], \]
and assume that for each \( t \in [0, 1] \) the operator \( \mathcal{A}(t) \) is a nonnegative Hamiltonian operator on \( \mathcal{H} \) and \( i\mathbb{R} \subset \rho(\mathcal{A}(t)). \) If
(i) there is a \( \gamma > 0 \) such that \( \|(\mathcal{G} - \lambda)^{-1}\| \leq \gamma/|\lambda|, \lambda \in i\mathbb{R} \setminus \{0\}, \) and
(ii) \((\mathcal{H}_1(\mathcal{G}), \mathcal{H}_1(\mathcal{G}^*))_{1/2, 2} \overset{\diamond}{=} \mathcal{H}, \)
then the operator function \( \mathfrak{A} \) is conditionally \((\mathcal{G}, \mathcal{G})\)-reducible. A diagonalizing operator function \( V \) on \([0, 1]\) can be chosen such that it is continuous in the uniform operator topology and the operator function \( V^{-1}\mathfrak{A}V \) is Hamiltonian.

**Proof.** By (i), Remark 3.2 and Lemma 3.1 (iii) and (iv), there are positive real numbers \( \alpha > 0, \tilde{\gamma} > 0 \) and such that

\[
D_{\alpha} \cup S_{\alpha}^+ \cup S_{\alpha}^- \subset \rho(\mathfrak{A}(t)), \quad t \in [0, 1],
\]

and

\[
\|(\mathfrak{A}(t) - \lambda)^{-1}\| \leq \frac{\tilde{\gamma}}{1 + |\eta|}, \quad \lambda = \xi + i\eta \in D_{\alpha} \cup S_{\alpha}^+ \cup S_{\alpha}^-, \quad t \in [0, 1].
\]

The complement in \( \mathbb{C} \) of the set on the left of (4.5) is the union \( \Omega_{\alpha}^\epsilon \cup \Omega_{\alpha}^r \) of the open sets

\[
\Omega_{\alpha}^\epsilon = \left\{ \lambda \in \mathbb{C} : |\lambda| > \alpha, |\arg \lambda| > \frac{\pi}{2} + \alpha \right\},
\]

\[
\Omega_{\alpha}^r = \left\{ \lambda \in \mathbb{C} : |\lambda| > \alpha, |\arg \lambda| < \frac{\pi}{2} - \alpha \right\}.
\]

The first set and its boundary \( \Gamma_{\alpha}^\epsilon = \partial \Omega_{\alpha}^\epsilon \) belong to \( \mathbb{C}_\epsilon \), and the second set and its boundary \( \Gamma_{\alpha}^r = \partial \Omega_{\alpha}^r \) belong to \( \mathbb{C}_r \). The boundaries are connected sets contained in \( D_{\alpha} \cup S_{\alpha}^+ \cup S_{\alpha}^- \) and hence are part of \( \rho(\mathfrak{A}(t)) \) for all \( t \in [0, 1] \).

Following [24] we consider the integrals

\[
P_{\pm}(t)x = -\frac{1}{2\pi i} \int_{\Gamma_{\alpha}^{r/\epsilon}} \frac{\mathfrak{A}(t)(\mathfrak{A}(t) - \lambda)^{-1}}{\lambda} x d\lambda, \quad x \in \text{dom} \mathfrak{A}(t) = \text{dom} \mathfrak{G}. \quad (4.7)
\]

The orientation of \( \Gamma_{\alpha}^r \) is from above to below and the orientation of \( \Gamma_{\alpha}^\epsilon \) is from below to above. For each \( t \in [0, 1] \) these integrals define bounded linear operators \( P_{\pm}(t) \) from \( \mathcal{H}_1(\mathfrak{A}(t)) \) to \( \mathcal{H} \). By Lemma 4.3, item (ii) implies

\[
(\mathcal{H}_1(\mathfrak{A}(t)), \mathcal{H}_1^{-1}(\mathfrak{A}(t)^*))_{1/2,2} \overset{\alpha}{\supset} \mathcal{H}, \quad t \in [0, 1].
\]

By [24, Theorem 4.1] this equality implies that \( P_+(t) \) and \( P_-(t) \) can be extended to bounded linear operators on \( \mathcal{H} \), also denoted by \( P_+(t) \) and \( P_-(t) \), having the following properties: \( P_{\pm}(t) \) are projections on \( \mathcal{H} \); \( P_{\pm}(t)^2 = P_{\pm}(t) \), \( P_+(t) + P_-(t) = I \), the ranges \( L_\pm(t) := P_{\pm}(t)\mathcal{H} \) are \( \mathfrak{A}(t) \)-invariant and \( L_\pm(t) \) is \( J \)-nonnegative and \( L_-(t) \) is \( J \)-nonpositive. On [24, page 38] it is observed that \( P_{\pm}(t) \) are the Riesz projections corresponding to the part of the spectrum of \( \mathfrak{A}(t) \) that lies in \( \mathbb{C}_{r/\epsilon} \), hence \( \sigma(\mathfrak{A}(t)|_{L_{\pm}(t)}) \subset \mathbb{C}_{r/\epsilon} \). Thus \([C1]\) holds.

We prove \([C2]\). The operator \( \mathfrak{A}(t) \) is Hamiltonian and hence the operators \( \pm i\mathfrak{A}(t) \) are \( J \)-dissipative. We first consider the operator \( i\mathfrak{A}(t) \). Then, by what has been proved above with \( J \) replaced by \( \Im \), we find that the subspace \( L_+(t) \) is \( J \)-nonnegative and the subspace \( L_-(t) \) is \( J \)-nonpositive. Now we consider the operator \( -i\mathfrak{A}(t) \). Define the projection operators \( Q_{\pm}(t) \) by the integrals in (4.7) with \( \mathfrak{A}(t) \) replaced by \(-\mathfrak{A}(t)\). Then, also by what has been proved above with \( J \) replaced by \( \Im \), the subspace \( Q_+(t)\mathcal{H} \) is \( J \)-nonnegative and the subspace \( Q_-(t)\mathcal{H} \) is \( J \)-nonpositive. If in the integrals for \( Q_{\pm}(t) \)
we change the variable $z$ to $-z$, we find that $Q_\pm(t) = P_\mp(t)$. Hence the sub-
spaces $\mathcal{L}_\pm(t) = Q_\mp(t)\mathcal{H}$ are $\mathfrak{J}$-nonnegative as well as $\mathfrak{J}$-nonpositive, that is, they are $\mathfrak{J}$-neutral. This proves $[C_2]$.

Finally, we prove $[C_3]$. For $t, s \in [0, 1]$ we have, on account of (4.6), that

$$
\left\| P_+(t) - P_+(s) \right\| = \frac{1}{2\pi} \left\| \int_{\Gamma_\alpha} (\mathfrak{A}(t) - \lambda)^{-1}(\mathfrak{B}(s) - \mathfrak{B}(t))(\mathfrak{A}(s) - \lambda)^{-1} d\lambda \right\|
\leq \frac{1}{2\pi} \int_{\Gamma_\alpha} \left\| (\mathfrak{A}(t) - \lambda)^{-1} \right\| \left\| (\mathfrak{A}(s) - \lambda)^{-1} \right\| |d\lambda| \left\| \mathfrak{B}(s) - \mathfrak{B}(t) \right\|
\leq \frac{1}{2\pi} \int_{\Gamma_\alpha} \frac{\tilde{\gamma}^2}{(1 + |\lambda|)^2} |d\lambda| \left\| \mathfrak{B}(t) - \mathfrak{B}(s) \right\|.
$$

Since the integral is finite, the continuity of $t \mapsto P_+(t)$ follows from the continuity of $\mathfrak{B}$. The continuity of $t \mapsto P_-(t)$ can be proved in the same way. □

**Remark 4.5.** In [25] and [26] versions appear of [24, Theorem 4.1] used in the foregoing proof, in which the operators are assumed maximal $J$-dissipative. We note that the operator $i\mathfrak{A}(t)$ in Theorem 4.4 is also maximal $J$-dissipative. This follows from the fact that $0 \in \rho(\mathfrak{A}(t))$. Indeed, assume that for some $t \in [0, 1]$, $i\mathfrak{A}(t)$ has a proper $J$-dissipative extension $D$ on $\mathcal{H}$, in graph notation: $i\mathfrak{A}(t) \subset D$. Then $(i\mathfrak{A}(t))^{-1}$ is a bounded operator and $(i\mathfrak{A}(t))^{-1} \subset D^{-1}$, implies that 0 is an eigenvalue of $D$. Then, by [1, Corollary 2.2.16], 0 is also an eigenvalue of $JD^*$, hence an eigenvalue of $D^*$ and, since $D^* \subset -i\mathfrak{A}(t)^*$, an eigenvalue of $\mathfrak{A}(t)^*$. It follows that $0 \not\in \rho(\mathfrak{A}(t)^*) = \rho(\mathfrak{A}(t))^*$,which is in contradiction with $0 \in \rho(\mathfrak{A}(t))$. Thus $\mathfrak{A}(t)$ is maximal $J$-dissipative for all $t \in [0, 1]$.

**Remark 4.6.** Theorem 4.4 remains true if (ii) is replaced by

(iii') $(\mathcal{H}_1(\mathfrak{S}), \mathcal{H})_{\theta, 2} \equiv (\mathcal{H}_1(\mathfrak{S}^*), \mathcal{H})_{\theta, 2}$ for some $\theta \in (0, 1)$.

Indeed, by [24, Lemma 3.14]: (iii') $\Rightarrow$ (ii). Condition (ii') appears in [11]. According to the proof of Lemma 4.3, condition (ii') implies that

$$(\mathcal{H}_1(\mathfrak{A}(t)), \mathcal{H})_{\theta, 2} \equiv (\mathcal{H}_1(\mathfrak{A}(t)^*), \mathcal{H})_{\theta, 2}, \quad t \in [0, 1].$$

By [11, Theorem 3.2] and the remark following its proof, this equality and Theorem 4.4(i) imply that the integrals in (4.7) define bounded projections $\mathcal{P}_\pm(t)$ on $\mathcal{H}$ with $\mathcal{P}_+(t) + \mathcal{P}_-(t) = I$ whose ranges $\mathcal{L}_\pm(t)$ are $\mathfrak{A}(t)$-invariant and satisfy $\sigma(\mathfrak{A}(t)|_{\mathcal{L}_\pm(t)}) \subset \mathbb{C}_{\gamma/t}$. That $\mathcal{L}_\pm(t)$ are $J$-nonnegative $/J$-nonpositive follows from the assumption that $i\mathfrak{A}(t)$ is $J$-dissipative, see the proof of [24, Theorem 4.1].
5. Propositions around Conditions [C₁] and [C₂] of Theorem 1.2

In this section \((\mathcal{K}, (\cdot, \cdot)_\mathcal{K})\) is a Krein space and \(L\) and \(M\) are nontrivial subspaces of \(\mathcal{K}\) such that

\[
\mathcal{K} = L^\perp + M, \quad \text{direct sum.} \tag{5.1}
\]

We pose the following question: By what conditions are \(L\) and \(M\) neutral subspaces of \(\mathcal{K}\)? We list some answers in the form of propositions.

**Proposition 5.1.** For the summands in (5.1) the following statements are equivalent.

(i) \(L\) and \(M\) are neutral.

(ii) \(L\) and \(M\) are maximal neutral.

(iii) \(P_L = P_M^*\), where \(P_L(P_M)\) is the projection onto \(L(M)\) parallel to \(M(L)\).

The equivalence \((i) \Leftrightarrow (ii)\) holds also when the decomposition in (5.1) is not direct and only algebraic, see [1, 1.1.25].

**Proof of Proposition 5.1.** Evidently, \((ii) \Rightarrow (i)\). Assume \((i)\). Then for \(x, y \in \mathcal{K}\)

\[
((I - P_M^*)P_L x, y)_\mathcal{K} = (P_L x, (I - P_M)y)_\mathcal{K} = (P_L x, P_L y)_\mathcal{K} = 0
\]

and

\[
(P_M^* P_M x, y)_\mathcal{K} = (P_M x, P_M y)_\mathcal{K} = 0.
\]

Hence \(P_M^* P_L = P_L\) and \(P_M^* P_M = 0\). These equalities imply \((iii)\): \(P_M^* = P_M^*(P_L + P_M) = P_L\).

Before proving the implication \((iii) \Rightarrow (ii)\), we note that

\((a)\) \(P_M^* x \in L^\perp,\) \(x \in \mathcal{K}\) and \((b)\) \(x \in L^\perp \Rightarrow x = P_M^* x\).

Indeed,

\[
x \in \mathcal{K},\ y \in \mathcal{L} \Rightarrow (P_M^* x, y)_\mathcal{K} = (x, P_M y)_\mathcal{K} = (x, 0)_\mathcal{K} = 0 \Rightarrow (a)
\]

and

\[
x \in \mathcal{L}^\perp,\ y \in \mathcal{K} \Rightarrow (x - P_M^* x, y)_\mathcal{K} = (x, (I - P_M)y)_\mathcal{K} = (x, P_L y)_\mathcal{K} = 0 \Rightarrow (b).
\]

Now assume \((iii)\). Then

\[
x \in \mathcal{L} \Rightarrow x = P_L x = P_M^* x \in L^\perp \quad \text{and} \quad x \in \mathcal{L}^\perp \Rightarrow x = P_M^* x = P_L x \in \mathcal{L}
\]

and hence \(\mathcal{L} = \mathcal{L}^\perp\). Since \((iii)\) implies \(P_M = P_L^*\), in the above the roles of \(\mathcal{L}\) and \(\mathcal{M}\) can be interchanged to obtain that \(\mathcal{M} = \mathcal{M}^\perp\). Hence \((ii)\) holds. \(\Box\)

**Proposition 5.2.** Let \(A\) be a densely defined symmetric operator in \(\mathcal{K}\). If \(L\) in (5.1) is \(A\)-invariant and \(\sigma(A|_\mathcal{L})\) is a bounded subset of \(C_+\) or of \(C_-\), then \(L\) is neutral.
For a proof of a slightly more general version of this proposition, see [1, Corollary 2.3.11]. Proposition 5.2 implies that if $\mathcal{S}$ in Theorem 1.2 is a bounded operator, then $[C_1] \Rightarrow [C_2]$. Indeed, assume that $[C_1]$ holds and that $\mathcal{S}$ is bounded or, equivalently, that $\mathfrak{A}(t)$ is bounded for every $t \in [0,1]$. Then $i\mathfrak{A}(t)$ is $3$-self-adjoint and $\sigma(i\mathfrak{A}(t)|_{C_1'\perp})$ is a bounded subset of $\mathbb{C}_\pm$. It follows from Proposition 5.2 with $A = i\mathfrak{A}(t)$ that $[C_2]$ holds.

We do not know if the implication holds if $\mathfrak{A}(t), t \in [0,1]$, is unbounded.

**Proposition 5.3.** Let $A$ be a bounded self-adjoint operator in $\mathcal{K}$ with $0$ in the continuous spectrum $\sigma_c(A)$ of $A$. Assume $\mathcal{L}$ in (5.1) is $A$-invariant and $\sigma(A|_{\mathcal{L}}) \subseteq \mathbb{C}_+ \cup \{0\}$ or $\sigma(A|_{\mathcal{L}}) \subseteq \mathbb{C}_- \cup \{0\}$. Then $\mathcal{L}$ is neutral if and only if $\mathcal{L}$ is semi-definite.

**Proof.** If $\mathcal{L}$ is neutral, then it is semi-definite. We will show the converse implication. Assume $\mathcal{L}$ is semi-definite. Set $B := A|_{\mathcal{L}}$. From $0 \in \sigma_c(A)$ it follows that $0 \in \sigma_c(B)$. Let

$$L = L^\circ \oplus L_1,$$

where $L^\circ = L \cap L^\perp$ and $L_1$ is the Hilbert space orthogonal complement of $L^\circ$ in $L$. Our aim is to show that $L_1 = \{0\}$. Assume it is not. For $x \in L^\circ$ and $y \in L$ we have $(Bx, y)_\mathcal{K} = (x, By)_\mathcal{K} = 0$, hence the neutral subspace $L^\circ$ is $B$-invariant. Thus with respect to (5.2) the operator $B$ has the matrix representation:

$$B = \begin{bmatrix} B_0 & B_{01} \\ 0 & B_1 \end{bmatrix} : \begin{bmatrix} L^\circ \\ L_1 \end{bmatrix} \to \begin{bmatrix} L^\circ \\ L_1 \end{bmatrix}.$$

Here $B_1$ is a bounded self-adjoint operator in $L_1$ which is a Hilbert space or the antospace of a Hilbert space (depending on $\mathcal{L}$ being nonnegative or nonpositive) and $\sigma(B_1) \subseteq \mathbb{C}_+ \cup \mathbb{C}_- \cup \{0\}$. It follows that the spectrum of $B_1$ is real, thus $\sigma(B_1) = \{0\}$ and therefore $B_1 = 0$. Hence, by the assumption that $L_1$ is not trivial, the range of $B$ is not dense in $\mathcal{L}$, which contradicts the earlier conclusion that $0 \in \sigma_c(B)$. This implies that $\mathcal{L} = L^\circ$ is neutral. \hfill $\Box$

If $\Gamma \subseteq \mathbb{C}$, then $\Gamma^* := \{ \lambda : \lambda^* \in \Gamma \}$.

**Proposition 5.4.** Let $A$ be a bounded self-adjoint operator in $\mathcal{K}$ and let $\Gamma$ be a nonempty subset of $\mathbb{C}$. If (5.1) is the unique direct sum decomposition of $\mathcal{K}$ in which $\mathcal{L}$ and $\mathcal{M}$ are $A$-invariant subspaces such that $\sigma(A|_{\mathcal{L}}) \subseteq \Gamma$ and $\sigma(A|_{\mathcal{M}}) \subseteq \Gamma^*$, then $\mathcal{L}$ and $\mathcal{M}$ are maximal neutral subspaces.

**Proof.** Let $P_\mathcal{L}$ ($P_\mathcal{M}$) be the projection in $\mathcal{K}$ onto $\mathcal{L}$ ($\mathcal{M}$) parallel to $\mathcal{M}$ ($\mathcal{L}$) related to (5.5). Then $P_\mathcal{L}^*$ is the projection onto $\mathcal{M}^\perp$, see the proof of Proposition 5.1. Since the subspace $\mathcal{M}$ is $A$-invariant, the subspace $\mathcal{M}^\perp$ is $A^*$-invariant and hence $A$-invariant, because $A$ is self-adjoint. Furthermore

$$\sigma(A|_{\mathcal{M}^\perp}) = \sigma(A^*|_{\mathcal{M}^\perp}) = \sigma(P_\mathcal{L}A^*P_\mathcal{L}) = \sigma(P_\mathcal{L}AP_\mathcal{L})^* = \sigma(A|_{\mathcal{L}})^* \subseteq \Gamma^*.$$  \hfill (5.3)

Similarly $L^\perp$ is $A$-invariant and

$$\sigma(A|_{L^\perp}) = \sigma(A^*|_{L^\perp}) = \sigma(A|_{\mathcal{M}})^* \subseteq \Gamma.$$  \hfill (5.4)
From
\[ K \supseteq \mathcal{L}^\perp + \mathcal{M}^\perp = P_\mathcal{M}^* K + P_\mathcal{L}^* K = (I - P_\mathcal{L})^* K + P_\mathcal{L}^* K \]
\[ = (I - P_\mathcal{L})^* K + P_\mathcal{L}^* K \supseteq K \]
and \( \mathcal{L}^\perp \cap \mathcal{M}^\perp = (\mathcal{L} + \mathcal{M})^\perp = K^\perp = \{0\} \) we obtain the decomposition
\[ K = \mathcal{L}^\perp + \mathcal{M}^\perp, \]
direct sum.

The inclusions (5.3) and (5.4) imply that this decomposition has the same properties as the decomposition in the proposition. The uniqueness of such a decomposition implies that \( \mathcal{L}^\perp = \mathcal{L} \) and \( \mathcal{M}^\perp = \mathcal{M} \), that is, \( \mathcal{L} \) and \( \mathcal{M} \) are neutral. By Proposition 5.1 they are maximal neutral. \( \square \)

**Proposition 5.5.** Let \( \mathcal{G} \) be a Hilbert space and let \( \Gamma \) be a nonempty subset of \( \mathbb{C} \). In the Hilbert space \( \mathcal{H} := \mathcal{G} \oplus \mathcal{G} \) consider the self-adjoint unitary operators \( J \) and \( \mathfrak{J} \) represented by the \( 2 \times 2 \) block matrices
\[ J = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix} : \mathcal{G} \to \mathcal{G} \quad \text{and} \quad \mathfrak{J} = \begin{bmatrix} 0 & iI \\ -iI & 0 \end{bmatrix} : \mathcal{G} \to \mathcal{G}. \]

Let \( \mathfrak{A} \) be a bounded \( \mathfrak{J} \)-self-adjoint operator in \( \mathcal{H} \). Assume that \( \mathcal{H} \) admits a unique decomposition
\[ \mathcal{H} = \mathcal{L}_+ + \mathcal{L}_-, \quad \text{direct sum,} \]
in which \( \mathcal{L}_+ \) is a \( J \)-nonnegative \( \mathfrak{A} \)-invariant subspace of \( \mathcal{H} \) such that \( \sigma(\mathfrak{A}|_{\mathcal{L}_+}) \subseteq \Gamma \) and \( \mathcal{L}_- \) is a \( J \)-nonpositive \( \mathfrak{A} \)-invariant subspace of \( \mathcal{H} \) such that \( \sigma(\mathfrak{A}|_{\mathcal{L}_-}) \subseteq \Gamma^* \). Then \( \mathcal{L}_\pm \) are maximal \( \mathfrak{J} \)-neutral subspaces.

Proposition 5.5 implies that if in Theorem 1.2 \( \mathfrak{G} \) is a bounded operator, the condition \([C_1]\) holds and the decomposition (1.5) in \([C_1]\) is unique, then \([C_2]\) holds.

**Proof of Proposition 5.5.** As in the proof of the Proposition 5.4 (with \( K = (\mathcal{H}, (\mathfrak{J}, \cdot, \cdot)_\mathcal{H}) \)) it can be shown that
\[ \mathcal{H} = \mathcal{L}^\perp_{\pm}, \quad \text{direct sum,} \]
where \( \mathcal{L}^\perp_{\pm} \) are \( \mathfrak{A} \)-invariant subspaces such that
\[ \sigma(\mathfrak{A}|_{\mathcal{L}^\perp_{\pm}}) \subseteq \Gamma \quad \text{and} \quad \sigma(\mathfrak{A}|_{\mathcal{L}^\perp_{\pm}}) \subseteq \Gamma^*. \]

We claim that \( \mathcal{L}^\perp_{\pm} \) is a \( J \)-nonnegative and \( \mathcal{L}^\perp_{\pm} \) is a \( J \)-nonpositive subspace of \( \mathcal{H} \). The claim and the uniqueness of the decomposition in the proposition imply that \( \mathcal{L}_\pm = \mathcal{L}^\perp_{\pm} \) are \( \mathfrak{J} \)-neutral, hence maximal \( \mathfrak{J} \)-neutral, according to Proposition 5.1 applied to the decomposition (5.6). It remains to prove the claim. For that we note the following three facts:
\[ (\mathfrak{J}\mathfrak{J})^{-1} = \mathfrak{J}\mathfrak{J}J = -J, \]
\[ J\mathfrak{J}\mathcal{L}^\perp_{\pm} = J\mathcal{L}^\perp_{\pm} = \mathcal{L}^\perp_{\pm}, \]
and
\[ \mathcal{L}^\perp_{\pm} \quad \text{is} \quad J \text{-nonpositive.} \]
The last fact follows from [1, 1.1.25] applied to the decomposition (5.5). It implies that $\mathcal{L}_+$ is maximal $J$-nonnegative and this, by [1, Theorem 1.8.11], implies that $\mathcal{L}_+^J$ is maximal $J$-nonpositive. (We do not use the maximality.) The three facts imply
\[
(Jx, x)_{\mathcal{H}} = ((J\mathfrak{J})^{-*}J(J\mathfrak{J})^{-1}(J\mathfrak{J}x), (J\mathfrak{J}x))_{\mathcal{H}}
= - (J(J\mathfrak{J}x), (J\mathfrak{J}x))_{\mathcal{H}} \geq 0, \quad x \in \mathcal{L}_+^J.
\]
Thus $\mathcal{L}_+^J$ is a $J$-nonnegative subspace. Similarly,
\[
(Jx, x)_{\mathcal{H}} \leq 0, \quad x \in \mathcal{L}_-^J,
\]
which shows that $\mathcal{L}_-^J$ is a $J$-nonpositive subspace. This completes the proof of the claim. □

The following example shows that there is a nonnegative Hamiltonian $\mathfrak{A}$ such that the direct sum decomposition $\mathcal{H} = \mathcal{L}_+^J + \mathcal{L}_-^J$ in which the summands are $\mathfrak{A}$-invariant and $J$-neutral need not be unique.

**Example 5.6.** Let $A$ be a Volterra operator on a Hilbert space $\mathcal{G}$: compact, no eigenvalues and $\sigma(A) = \{0\}$ and set
\[
\mathfrak{A} = \begin{bmatrix}
(A + 1)^{-1} & 0 \\
0 & -(A + 1)^{-*}
\end{bmatrix} : \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix} \to \begin{bmatrix} \mathcal{G} \\ \mathcal{G} \end{bmatrix}.
\]
Then $\mathfrak{A}$ is a nonnegative Hamiltonian and there exist at least two direct sum decompositions of $\mathcal{H}$: $\mathcal{H} = \mathcal{L}_+^J + \mathcal{L}_-^J$ with summands which are $\mathfrak{A}$-invariant and $J$-neutral, namely: (1) $\mathcal{L}_+ = \mathcal{G} \oplus \{0\}$ and $\mathcal{L}_- = \{0\} \oplus \mathcal{G}$ and (2) $\mathcal{L}_+ = \{0\} \oplus \mathcal{G}$ and $\mathcal{L}_- = \mathcal{G} \oplus \{0\}$. Only for the first decomposition we have the inclusion $\sigma(\mathfrak{A}|_{\mathcal{L}_+^J}) = \{\pm 1\} \subset \mathbb{C}_{r/\ell}$; in this case $[C_1]$ and $[C_2]$ hold.

6. **Proof of Remark 1.3 and Some Examples**

We say that a pair $(J, \mathfrak{J})$ of signature operators on a Hilbert space is **admissible** if $\text{Re} \, J \mathfrak{J} = 0$ or, equivalently, $J \mathfrak{J} = -J \mathfrak{J}$. In Remark 1.3 it is assumed that $(J, \mathfrak{J})$ is an admissible pair of signature operators.

**Proof of Remark 1.3.** Write $J$ as $J = P_+ - P_-$, where $P_\pm$ are the projections $P_\pm = \frac{1}{2}(I \pm J)$ on $\mathcal{H}$ with $P_+ + P_- = I$, and let
\[
\mathcal{H} = \mathcal{H}_+ \oplus_J \mathcal{H}_-, \quad \mathcal{H}_\pm = P_\pm \mathcal{H},
\]
be the $J$-canonical decomposition of $\mathcal{H}$. Since the pair $(J, \mathfrak{J})$ is admissible, we have $P_\pm \mathfrak{J} P_\pm = 0$, hence the subspaces $\mathcal{H}_+$ and $\mathcal{H}_-$ are $\mathfrak{J}$-neutral. With respect to (6.1) the operators $J$ and $\mathfrak{J}$ have the representation:
\[
J = \begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix} : \begin{bmatrix} \mathcal{H}_+ \\ \mathcal{H}_- \end{bmatrix} \to \begin{bmatrix} \mathcal{H}_+ \\ \mathcal{H}_- \end{bmatrix} \quad \text{and} \quad \mathfrak{J} = \begin{bmatrix} 0 & U^* \\ U & 0 \end{bmatrix} : \begin{bmatrix} \mathcal{H}_+ \\ \mathcal{H}_- \end{bmatrix} \to \begin{bmatrix} \mathcal{H}_+ \\ \mathcal{H}_- \end{bmatrix},
\]
in which $U : \mathcal{H}_+ \to \mathcal{H}_-$ is a unitary operator. We claim that the subspaces
\[
\mathcal{G}_1 := \{x \in \mathcal{H} : x = x_+ - iUx_+, \ x_+ \in \mathcal{H}_+ \}
\]
and

\[ \mathcal{G}_2 := \mathcal{J}\mathcal{G}_1 = \{ x \in \mathcal{H} : x = x_+ + iUx_+, \ x_+ \in \mathcal{H}_+ \} \]

are \( J \)- as well as \( \mathfrak{J} \)-neutral. For example, for \( x_+ \in \mathcal{H}_+ \) we have

\[
(\mathfrak{J}x, x) = \left( \begin{array}{c} 0 \ U^* \\ U \ 0 \end{array} \right) \left( \begin{array}{c} x_+ \\ -iUx_+ \end{array} \right) = \left( \begin{array}{c} x_+ \\ -iUx_+ \end{array} \right) = \left( \begin{array}{c} x_+ \\ -iUx_+ \end{array} \right) = 0,
\]

hence \( \mathcal{G}_1 \) is \( \mathfrak{J} \)-neutral. The other three claims can be proved similarly. We have

\[ \mathcal{H} = \mathcal{G}_1 \oplus \mathcal{G}_2, \quad \text{direct sum,} \]

because \( \mathcal{G}_1 + \mathcal{G}_2 = (I - iU)\mathcal{H}_+ + (I + iU)\mathcal{H}_+ = \mathcal{H}_+ + U\mathcal{H}_+ = \mathcal{H} \) and \( \mathcal{G}_1 \cap \mathcal{G}_2 = \{ 0 \} \). Finally, define the operator \( T : \mathcal{G}_1 \rightarrow \mathcal{G}_2 \) by \( T(x_+ - iUx_+) = x_+ + iUx_+ \). Then \( T \) is unitary and \( J|\mathcal{G}_1 = T, J|\mathcal{G}_2 = T^{-1} = T, \mathfrak{J}|\mathcal{G}_1 = -iT \) and \( \mathfrak{J}|\mathcal{G}_2 = iT^*, \) that is, \( J \) and \( \mathfrak{J} \) have the representations given in (1.6).

We give 2 examples of admissible pairs \( \{ J, \mathfrak{J} \} \) of signature operators.

**Example 6.1.** Let \( \mathcal{H} \) be the orthogonal sum of two Hilbert spaces \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \): \( \mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 \) and let \( J \) be the signature operator

\[ J = \begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix} : \begin{bmatrix} \mathcal{H}_1 \\ \mathcal{H}_2 \end{bmatrix} \rightarrow \begin{bmatrix} \mathcal{H}_1 \\ \mathcal{H}_2 \end{bmatrix}. \quad (6.2) \]

Then the pair \( \{ J, \mathfrak{J} \} \) is an admissible pair of signature operators if and only if there is a unitary operator \( U : \mathcal{H}_1 \rightarrow \mathcal{H}_2 \) such that

\[ \mathfrak{J} = \begin{bmatrix} 0 & U^* \\ U & 0 \end{bmatrix} : \begin{bmatrix} \mathcal{H}_1 \\ \mathcal{H}_2 \end{bmatrix} \rightarrow \begin{bmatrix} \mathcal{H}_1 \\ \mathcal{H}_2 \end{bmatrix}. \quad (6.3) \]

Consider the Hilbert space \( \mathcal{H} = L_2(-a, a), \ 0 < a \leq \infty \), and the signature operators \( J \) and \( \mathfrak{J} \) defined by

\[ Jf(x) = f(-x), \quad \mathfrak{J}f(x) = (\text{sign } x)f(x), \quad f \in \mathcal{H}. \]

Then with respect to the decomposition \( \mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 \), where \( \mathcal{H}_1 \) is the subspace of all even functions and \( \mathcal{H}_2 \) is the subspace of all odd functions in \( L_2(-a, a) \), the operators \( J \) and \( \mathfrak{J} \) have the representation (6.2) and (6.3) respectively, where \( U : \mathcal{H}_2 \rightarrow \mathcal{H}_2 \) is the operator of multiplication by sign \( x \).

Since \( U \) is unitary, the pair \( \{ J, \mathfrak{J} \} \) is admissible. If \( J \) is as in (6.2) and \( \mathfrak{J} \) is defined by \( \mathfrak{J}f(x) = i(\text{sign } x)f(-x), \ f \in \mathcal{H} \), then \( \{ J, \mathfrak{J} \} \) is also an admissible pair of signature operators.

**Example 6.2.** Consider \( \mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 \) as in the previous example and let \( \mathfrak{J} \) be the signature operator

\[ \mathfrak{J} = \begin{bmatrix} 0 & U^* \\ U & 0 \end{bmatrix} : \begin{bmatrix} \mathcal{H}_1 \\ \mathcal{H}_2 \end{bmatrix} \rightarrow \begin{bmatrix} \mathcal{H}_1 \\ \mathcal{H}_2 \end{bmatrix}. \]
where $U : \mathcal{H}_1 \to \mathcal{H}_2$ is a unitary operator. Then \( \{ J, \mathfrak{J} \} \) is an admissible pair of signature operators if and only if $J$ is of the form

$$ J = \begin{bmatrix} A & BU^* \\ -UB & -UAU^* \end{bmatrix}, $$

where $A$ and $B$ are bounded operators on $\mathcal{H}_1$ such that

$$ A = A^*, \quad B = -B^*, \quad AB = BA, \quad A^2 - B^2 = I; $$

in particular, $A$ and $iB$ are self-adjoint contractions on $\mathcal{H}_1$. If $A = I$ and $B = 0$, then $J$ is given by (6.2).

We end this section with an example of a nonnegative Hamiltonian operator function which satisfies the hypotheses of Theorems 3.3 and 4.4 and hence is conditionally reducible.

Example 6.3. Consider the Hilbert space $\mathcal{H} = L^2(-a, a), 0 < a < \infty$, with inner product $(f, g)_{\mathcal{H}} = \int_{-a}^{a} f(x)\overline{g(x)} \, dx$ and norm $\|f\|_{\mathcal{H}} = (f, f)^{1/2}_{\mathcal{H}}$ and consider the signature operators $J$ and $\mathfrak{J}$ defined by

$$ Jf(x) = (\text{sign } x)f(x), \quad \mathfrak{J}f(x) = i(\text{sign } x)f(-x), \quad f \in \mathcal{H}. $$

Denote by $\mathfrak{S}$ the operator with domain $\text{dom} \mathfrak{S} \subset \mathcal{H}$, consisting of all continuously differentiable functions $f$ on $[-a, a]$ such that $df(x)/dx$ is absolutely continuous and $d^2f(x)/dx^2$ belongs to $\mathcal{H}$, defined by

$$ \mathfrak{S}f(x) = - (\text{sign } x)\frac{d^2 f(x)}{dx^2}, \quad f(-a) = f(a) = 0, \quad f \in \text{dom} \mathfrak{S}. $$

Let $\varphi : [0, 1] \times [-a, a] \to \mathbb{R}$ be a continuous function which is even in the second variable: $\varphi(t, x) = \varphi(t, -x)$, $(t, x) \in [0, 1] \times [-a, a]$, and define the bounded self-adjoint operators $\mathfrak{B}(t), t \in [0, 1]$, on $\mathcal{H}$ by

$$ \mathfrak{B}(t)f(x) = \varphi(t, x)f(-x), \quad f \in \mathcal{H}. $$

Evidently, $\mathfrak{B}(t)$ is continuous in the uniform operator topology. We set

$$ \mathfrak{A}(t) = \mathfrak{S} + \mathfrak{B}(t), \quad t \in [0, 1], $$

and show in the following eight items that this operator function satisfies the hypotheses of Theorems 3.3 and 4.4.

(1) $\mathfrak{S}$ is Hamiltonian: Let $A$ be the self-adjoint operator in $\mathcal{H}$ with domain $\text{dom} A = \text{dom} \mathfrak{S}$ defined by

$$ Af(x) = - \frac{d^2 f(x)}{dx^2}, \quad f \in \text{dom} A. $$

Let $J_0$ be the signature operator on $\mathcal{H}$ defined by $J_0 f(x) = f(-x), \quad f \in \mathcal{H}$. Then

$$ \mathfrak{J}(i\mathfrak{S}) = J_0 A = AJ_0 = (J_0 A)^* = (\mathfrak{J}(i\mathfrak{S}))^*, $$

definition of $J$, hence $\mathfrak{S}$ is Hamiltonian. \( \square \)
(2) \( \mathbb{R} \subset \rho(\mathcal{S}) \): The spectrum of \( A \) is discrete, hence

\[
(A\phi, \phi)_\mathcal{H} \geq c\|\phi\|^2_{\mathcal{H}}, \quad \phi \in \text{dom} \ A,
\]

where \( c = (\pi/a)^2 \) is the smallest eigenvalue of \( A \). In particular, \( 0 \in \rho(A) \).

It follows that \( \mathcal{S} = JA \) is \( J \)-selfadjoint, \( J \)-nonnegative and \( 0 \in \rho(\mathcal{S}) \).

The inclusion follows from these three properties, see H. Langer’s theorem [1, Theorem 2.3.27]. It also follows from item (5) below. In this specific case there is a direct proof: For \( \lambda \in \mathbb{R} \) and \( f \in \text{dom} \mathcal{S} \) we have, by (6.4) and because \( (J\mathcal{S}f, f)_\mathcal{H} = (Af, f)_\mathcal{H} \) and \( \lambda(Jf, f)_\mathcal{H} \) are real numbers,

\[
c\|f\|^2_{\mathcal{H}} \leq (J\mathcal{S}f, f)_\mathcal{H} \leq |(J\mathcal{S}f, f)_\mathcal{H} - i\lambda(Jf, f)_\mathcal{H}|
\]

It follows that \( (\mathcal{S} - i\lambda)^{-1} \) exists and is bounded on the range \( \text{ran} (\mathcal{S} - i\lambda) \).

Hence \( \mathcal{S} = JA \) is \( J \)-selfadjoint because \( J(\mathcal{S} - i\lambda)^{-1}f, f)_\mathcal{H} = 0 \). We have shown that \( (\mathcal{S} - i\lambda)^{-1} \) is a bounded operator on \( \mathcal{H} \). It follows that \( \mathcal{S} = JA \in \rho(\mathcal{S}) \).

(3) \( \mathfrak{A}(t) \) is nonnegative Hamiltonian, \( t \in [0, 1] \): The operator \( \mathfrak{A}(t) = J_0A + i\mathfrak{B}(t) \) is self-adjoint because \( J_0A \) is self-adjoint and the relation

\[
\mathfrak{B}(t)f(x) = -(\text{sign } x)\varphi(t, x)f(x), \quad f \in \mathcal{H},
\]

shows that the operator \( \mathfrak{B}(t) \) is bounded and self-adjoint. Hence \( \mathfrak{A}(t) \) is Hamiltonian. For \( f \in \mathcal{H} \) it holds that

\[
(J\mathfrak{B}(t) f, f)_\mathcal{H} = \int_{-a}^{a} (\text{sign } x)\varphi(t, x)f(-x)\overline{f(x)} \, dx
\]

\[
= \int_{0}^{a} \varphi(t, x)f(-x)\overline{f(x)} \, dx - \int_{-a}^{0} \varphi(t, x)f(-x)\overline{f(x)} \, dx
\]

\[
= \int_{0}^{a} \varphi(t, x) \left( f(-x)\overline{f(x)} - f(x)\overline{f(-x)} \right) \, dx \in i\mathbb{R}. \quad (6.5)
\]

From this, (6.4) and the relation \( J\mathfrak{A}(t) = A + J\mathfrak{B}(t) \) we obtain that for \( f \in \text{dom} \mathfrak{A}(t) = \text{dom} \mathcal{S} \)

\[
\text{Re} (J\mathfrak{A}(t) f, f)_\mathcal{H} \geq c\|f\|^2_{\mathcal{H}} \geq 0. \quad (6.6)
\]

Hence \( \mathfrak{A}(t) \) is nonnegative Hamiltonian. \( \square \)
(4) $i\mathbb{R} \subset \rho(\mathfrak{A}(t))$, $t \in [0, 1]$: Let $\lambda \in \mathbb{R}$. The inequality (6.6) and the fact that $(Jf, f)_{\mathcal{H}} \in \mathbb{R}$ imply that for $f \in \text{dom} \mathfrak{G}$

$$\|(\mathfrak{A}(t) - i\lambda)f\|_{\mathcal{H}}\|f\|_{\mathcal{H}} \geq |(J(\mathfrak{A}(t) - i\lambda)f, f)_{\mathcal{H}}|$$

$$= |\text{Re}(J\mathfrak{A}(t)f, f)_{\mathcal{H}} + i(\text{Im}(J\mathfrak{A}(t)f, f)_{\mathcal{H}} - \lambda(Jf, f)_{\mathcal{H}})|$$

$$\geq \text{Re}(J\mathfrak{A}(t)f, f)_{\mathcal{H}}$$

$$\geq c\|f\|^2_{\mathcal{H}},$$

hence

$$\|f\|_{\mathcal{H}} \leq \frac{1}{c}\|(\mathfrak{A}(t) - i\lambda)f\|_{\mathcal{H}}, \quad f \in \text{dom} \mathfrak{G}.$$  

This implies that the inverse $(\mathfrak{A}(t) - i\lambda)^{-1}$ exists and is bounded on ran $(\mathfrak{A}(t) - i\lambda)$ and that, since $(\mathfrak{A}(t) - i\lambda)$ is closed, ran $(\mathfrak{A}(t) - i\lambda)$ is closed. We show that ran $(\mathfrak{A}(t) - i\lambda) = \mathcal{H}$. For this it suffices to show that $\mathcal{H} \ominus \text{ran} (\mathfrak{A}(t) - i\lambda) = \{0\}$. Let $h \in \mathcal{H} \ominus \text{ran} (\mathfrak{A}(t) - i\lambda)$. Then $0 = (\mathfrak{A}(t)^* + i\lambda)h = (AJ + \mathfrak{B}(t))h$ and so, by (6.5),

$$0 = ((AJ + \mathfrak{B}(t))h, Jh)_{\mathcal{H}} = (AJh, Jh)_{\mathcal{H}} + (J\mathfrak{B}(t)h, h)_{\mathcal{H}}.$$  

It follows that $(AJh, Jh)_{\mathcal{H}} = -(J\mathfrak{B}(t)h, h)_{\mathcal{H}} \in \mathbb{R} \cap i\mathbb{R} = \{0\}$, hence, on account of (6.4), $h = 0$. We have shown that $(\mathfrak{A}(t) - i\lambda)^{-1}$ is a bounded operator on $\mathcal{H}$ for each $\lambda \in \mathbb{R}$. Hence $i\mathbb{R} \subset \rho(\mathfrak{A}(t))$, $t \in [0, 1]$.  

(5) $\mathfrak{G}$ is similar to a self-adjoint operator on $\mathcal{H}$, that is, there is a bounded and boundedly invertible operator $W$ on $\mathcal{H}$ such that $W^{-1}\mathfrak{G}W$ is self-adjoint in $\mathcal{H}$: By [7, Theorem 3.6 and Remark 3.7], the point $\infty$ is a regular singular point of $\mathfrak{G}$ and this is by [6, Theorem 2.5] (since $\mathfrak{G}$ is $J$-positive and boundedly invertible) equivalent to $\mathfrak{G}$ being similar to a self-adjoint operator on $\mathcal{H}$. 

(5') Equivalent to (5) is: There is an inner product $(\cdot, \cdot)_1$ on $\mathcal{H}$ such that $(\mathcal{H}, (\cdot, \cdot)_1)$ is a Hilbert space, the corresponding norm $\|\cdot\|_1$ and the norm $\|\cdot\|_{\mathcal{H}}$ are equivalent and $\mathfrak{G}$ is self-adjoint in $(\mathcal{H}, (\cdot, \cdot)_1)$. In terms of $W$ the inner product $(f, g)_1 := (Wf, Wg)_{\mathcal{H}}$, $f, g \in \mathcal{H}$, satisfies these conditions.

(6) There is a $\gamma > 0$ such that $\|(\mathfrak{G} - \lambda)^{-1}\| \leq \gamma/|\lambda|$, $\lambda \in i\mathbb{R} \setminus \{0\}$: This follows from (5) because this estimate holds for self-adjoint operators on $\mathcal{H}$ with upper bound $1/|\lambda|:

$$\|(\mathfrak{G} - \lambda)^{-1}\| = \|W(W^{-1}\mathfrak{G}W - \lambda)^{-1}W^{-1}\|$$

$$\leq \|W\||W^{-1}|||(W^{-1}\mathfrak{G}W - \lambda)^{-1}||$$

$$\leq \gamma/|\lambda|, \quad \gamma = \|W\||W^{-1}||. \quad \Box$$

(7) The integral $\frac{1}{\pi} \int_{i\mathbb{R}} (\mathfrak{G} - \lambda)^{-1} d\lambda$ exists in the strong operator topology: We use (5'). Since $A^{-1}$ is compact, $\mathfrak{G}^{-1} = A^{-1}J$ is compact, hence $(\mathcal{H}, (\cdot, \cdot)_1)$ has an orthonormal basis consisting of the eigenfunctions
\( \{f_j\}_{j=1}^{\infty} \) of the self-adjoint operator \( \mathcal{S} \) in \( (\mathcal{H}, (\cdot, \cdot)_1) \) related to the eigenvalues \( \{\lambda_j\}_{j=1}^{\infty} \): \( \mathcal{S} f_j = \lambda_j f_j, \; j = 1, 2, \ldots \) Let \( f \in \mathcal{H} \) be arbitrary. Then \( f = \sum_{j=1}^{\infty} (f, f_j)^{1/2} f_j \) and

\[
\frac{1}{\pi i} \int_{-\infty}^{\infty} (\mathcal{S} - \lambda)^{-1} f \, d\lambda = \frac{1}{\pi} \int_{\mathbb{R}} (\mathcal{S} - i\lambda)^{-1} f \, d\lambda
\]

\[
= \frac{1}{\pi} \lim_{b \to \infty} \int_{-b}^{b} \sum_{j=1}^{\infty} \frac{f, f_j}{\lambda_j - i\lambda} \, d\lambda
\]

\[
= \frac{1}{\pi} \lim_{b \to \infty} \int_{-b}^{b} \sum_{j=1}^{\infty} \left( \frac{\lambda_j (f, f_j)}{\lambda_j^2 + \lambda^2} + i \frac{\lambda (f, f_j)}{\lambda_j^2 + \lambda^2} \right) f_j \, d\lambda
\]

\[
= \frac{1}{\pi} \sum_{j=1}^{\infty} \lim_{b \to \infty} \int_{-b}^{b} \frac{\lambda_j (f, f_j)}{\lambda_j^2 + \lambda^2} f_j \, d\lambda
\]

\[
= \frac{2}{\pi} \sum_{j=1}^{\infty} \left( \lim_{b \to \infty} \arctan \frac{b}{\lambda_j} \right) (f, f_j) f_j
\]

\[
= \sum_{j=1}^{\infty} (\text{sign} \lambda_j) (f, f_j)^{1/2} f_j.
\]

The fourth equality holds because the function \( \lambda (f, f_j)/(\lambda_j^2 + \lambda^2) \) is odd. It follows that the integral \( \frac{1}{\pi i} \int_{\mathbb{R}} (\mathcal{S} - i\lambda)^{-1} f \, d\lambda \) is convergent.

\[(8) \quad (\mathcal{H}_1(\mathcal{S}), \mathcal{H}_{-1}(\mathcal{S}^*))_{1/2,2} = \mathcal{H}: \text{This follows from [8, Theorem 2.1], but can also be proved by applying (5'). Denote the adjoint of \( \mathcal{S} \) in \( (\mathcal{H}, (\cdot, \cdot)_1) \) by \( \mathcal{S}^* \). Then \( \mathcal{S} = \mathcal{S}^* \). The space \( \mathcal{H}_{-1}(\mathcal{S}^*) \) is the completion of \( \mathcal{H} \) with respect to the norm \( \|\mathcal{S}^{-1} f\|_{\mathcal{H}}, \; f \in \mathcal{H} \). By (5'), this norm is equivalent to the norm \( \|\mathcal{S}^{-1} f\|_1 \). Hence the elements of \( \mathcal{H}_{-1}(\mathcal{S}^*) \) can be identified with those of \( \mathcal{H}_{-1}(\mathcal{S}^1) = \mathcal{H}_{-1}(\mathcal{S}) \) and then \( \mathcal{H}_{-1}(\mathcal{S}^*) = \mathcal{H}_{-1}(\mathcal{S}) \). The desired equality follows from the Lions-Peetre formula (4.2) with \( T = \mathcal{S} \).} \]
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