In [arXiv:1805.05057 [hep-th]],[arXiv:1812.00811 [hep-th]], the partition function of the Gross-Witten-Wadia unitary matrix model with the logarithmic term has been identified with the $\tau$ function of a certain Painlevé system, and the double scaling limit of the associated discrete Painlevé equation to the critical point provides us with the Painlevé II equation. This limit captures the critical behavior of the $su(2), N_f = 2 \, N = 2$ supersymmetric gauge theory around its Argyres-Douglas $4D$ superconformal point. Here, we consider further extension of the model that contains the $k$-th multicritical point and that is to be identified with $\hat{A}_{2k,2k}$ theory. In the $k = 2$ case, we derive a system of two ODEs for the scaling functions to the free energy, the time variable being the scaled total mass and make a consistency check on the spectral curve on this matrix model.
1 Introduction

In two of the recent publications [1, 2, 3], we pointed out that the double scaling limit [4, 5, 6] of the zero-dimensional matrix model that was originally introduced long time ago in the context of two dimensional gravity can be successfully exploited to derive the scaling theory in the vicinity of the critical point of Argyres-Douglas type [7, 8, 9, 10] in \( \mathcal{N} = 2 \) supersymmetric gauge theory. In order to demonstrate this claim, we chose the \( su(2), N_f = 2 \) case that contains the simplest critical point and whose matrix model realization is associated with the \( \beta = 1 \) irregular conformal block [11, 12, 13, 14, 15, 16, 17, 18, 19], which can be obtained from 2d conformal block by [20, 21, 22] the limiting procedure [14]. We showed that, in the formulation by the method of orthogonal polynomials [24, 25, 26, 27, 28, 29], this model itself is exhibited as a certain discrete Painlevé system [30, 31, 32], the partition function being the \( \tau \) function of the (continuous) Painlevé equation [33]. (The connection between the partition function of the matrix models and the \( \tau \) function of certain integrable hierarchy is well known, see for example, [34, 35].)

An interesting historical twist is that, while we will not repeat our derivation here, this matrix model turns out to be a unitary (rather than hermitian) matrix model of Gross-Witten-Wadia type [36, 37, 38, 39] augmented by the logarithmic term, namely, the case known not to describe gravitationally dressed unitary 2d conformal field. We have managed to keep the integer coefficient parameter \( M \) of the logarithmic term to survive the double scaling limit and derived the Painlevé II equation (with this parameter) for the scaling function of the free energy and its \( t \) (time) derivatives [1, 2, 3]. Here \( t \) and \( M \) are the scaling variables associated respectively with the sum and the difference of the two mass parameters.

One of the next several directions of the research that follows from these developments is to further extend the model to include the series of multicritical points, which we consider in what follows. In the next section, we consider a general single trace symmetric unitary matrix model that contains polynomials up to order \( k \) and the inverse and recall its formulation by the orthogonal polynomial. We show that the \( k \)-th multicritical point is to be identified with the AD point of \( \hat{A}_{2k,2k} \) [17] gauge theory from the spectral curve. In section three, we consider the double scaling limit of the model in the \( k = 2 \) case and derive a system of two
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1 See also [23].
2 For the Painlevé II equation without this parameter, see [40, 41].
ODEs for the scaling functions to the free energy. In section 4, we show that the double scaled spectral curve for \( k = 2 \) is a mass deformed spectral curve toward the \((A_1, A_7)\) AD point.

## 2 Unitary matrix model and its critical behavior

Let us consider the unitary matrix model

\[
Z := \frac{1}{N!} \left( \prod_{I=1}^{N} \int d\mu(z_I) \right) \Delta(z) \Delta(1/z),
\]

(2.1)

where \( N \) is the size of the unitary matrix, \( \Delta(z) \) is the Vandermonde determinant \( \Delta(z) = \prod_{I<J} (z_I - z_J) \) and \( d\mu(z) \) is

\[
\int d\mu(z) := \oint \frac{dz}{2\pi i z} \exp \left[ -\frac{1}{g_s} \left( V_k(z) + V_{-k}(z) \right) + M \log z \right],
\]

(2.2)

\[
V_k(z) := \sum_{p=1}^{k} t_p z^p, \quad V_{-k}(z) := \sum_{p=1}^{k} t_{-p} z^{-p}.
\]

(2.3)

Here, \( g_s \) is dimensionless parameter related to the dynamical scale \( \Lambda \) for \( \hat{A}_{2k,2k} \) theory by \( g_s := g_s/\Lambda^{3} \), where \( g_s \) is related to the omega background parameters \( \epsilon_{1,2} \) as \( g_s^2 = -\epsilon_1 \epsilon_2 \), \( (\epsilon_2 = -\epsilon_1) \). We assume that \( M \) is an integer. Note that, up to normalization of the partition function, we can always set the coupling constants \( t_k \) and \( t_{-k} \) to be identical by the rescaling of the eigenvalues of unitary matrix. Though the integral contour is also rescaled under this rescaling, it can be deformed to the unit circle since the integrand of eq.(2.1) has no branch cuts. We thus regard \( t_{-k} = t_k \) in this paper.

The relevance of the potential of this type to \( \hat{A}_{2k,2k} \) theory has been discussed in [17]. Our previous discussion in [1, 2] tells that the appropriate matrix model is not a hermitian matrix model, but a unitary matrix model. In \( k = 1 \) case\(^4\), the matrix model representing the Nekrasov partition function \([43]\) is defined by the two integration paths [14]. In [1, 2], we have considered the “generating function” which is defined by a single complex contour

\(^3\)We have changed the definition of \( \hat{g}_s \) from [1, 2], such that the critical value of \( \hat{S} := \hat{g}_s N \) is always 1. For \( k = 1 \), they are related by \( 2\hat{g}_s^{[1,2]} = g_s/t_1 \).

\(^4\)\( \hat{A}_{2,2} \) theory is the \( \mathcal{N} = 2 \) su(2) supersymmetric gauge theory with two flavors.
and have treated as the unitary matrix model by restricting ourselves to $M \in \mathbb{Z}$. We assume that the above setup can be generalized to arbitrary $k$. We thus regard the matrix model related to the $\hat{A}_{2k,2k}$ theory as the unitary matrix model.

### 2.1 Orthogonal polynomials, string equations and the $k$-th multi-critical point

To evaluate the partition function (2.1), let us introduce the orthogonal polynomials

$$p_n(z) := z^n + \ldots + R_n D_n, \quad \tilde{p}_n(1/z) := z^{-n} + \ldots + \frac{R_n}{D_n},$$

where only the zero-th order coefficients are directly related to the partition function. The orthogonality condition reads

$$\int d\mu(z) p_n(z) \tilde{p}_m(1/z) = h_n \delta_{n,m},$$

where $h_n$ are the normalization constants. They are related to $R_n$ by

$$\frac{h_n}{h_{n-1}} = 1 - R_n^2.$$  \hfill (2.6)

Using this relation (2.6), the partition function (2.1) turns out to be

$$Z = \prod_{k=0}^{N-1} h_k = h_0^N \prod_{j=1}^{N-1} (1 - R_j^2)^{N-j}.$$  \hfill (2.7)

The orthogonal polynomials (2.4) obey

$$zp_n(z) = p_{n+1}(z) + \sum_{k=0}^{n} C_k^{(n)} p_k(z), \quad z^{-1} \tilde{p}_n(1/z) = \tilde{p}_{n+1}(1/z) + \sum_{k=0}^{n} \tilde{C}_k^{(n)} \tilde{p}_k(1/z),$$

where

$$C_k^{(n)} = - R_{n+1} \left\{ \prod_{j=k+1}^{n} (1 - R_j^2) \right\} R_k \frac{D_{n+1}}{D_k},$$

$$\tilde{C}_k^{(n)} = - R_{n+1} \left\{ \prod_{j=k+1}^{n} (1 - R_j^2) \right\} R_k \frac{D_k}{D_{n+1}}.$$

Using the following identity

$$0 = \int \frac{\partial}{\partial z} \left\{ d\mu(z) z^{k+1} p_k(z) \tilde{p}_m(1/z) \right\},$$

$$\hfill (2.11)$$
we can obtain the recursion relations for \( R_n \) and \( D_n \).

In particular, let us consider the cases \((k, \ell, m) = (-1, n, n - 1)\) and \((k, \ell, m) = (0, n, n)\). Eq.(2.11) becomes

\[
\int d\mu(z) \left( V'_k(z) + V'_{-k}(1/z) \right) p_n(z) \tilde{p}_{n-1}(1/z) = -\frac{n}{N} \tilde{S}(h_n - h_{n-1}) + \frac{\tilde{S}M}{N} h_n, \tag{2.12}
\]

\[
\int d\mu(z) z \left( V'_k(z) + V'_{-k}(1/z) \right) p_n(z) \tilde{p}_n(1/z) = \frac{\tilde{S}M}{N} h_n, \tag{2.13}
\]

where \( \tilde{S} := g_s N \). Eqs. (2.12) and (2.13) are called the string equation. After solving these equations for \( R_n \), the partition function (2.1) is given by eq.(2.7).

Note that there is no contribution for \( M \) in the large \( N \) limit since eqs.(2.12) and (2.13) depend on \( M \) at \( O(1/N) \). Moreover, in the large \( N \) limit, these equations reduce to the string equation considered in [41] when \( t_p = t_p \) for \( p = 1, \ldots, k - 1 \). Thus, as in [41] the critical value of \( t_p \) and \( t_{-p} \), denoted by \( t_p^{* (k)} \), are

\[
t_p^{* (k)} = \frac{(-1)^{p+1} \Gamma(k + 1)^2}{p \Gamma(k + p + 1) \Gamma(k - p + 1)}.
\]  

(2.14)

On this critical point, eq.(2.12) becomes

\[
\tilde{S}x = 1 - R(x)^{2k}, \tag{2.15}
\]

in the planar limit \( N \to \infty, n/N \to x \) and \( R_n \to R(x) \). (Eq.(2.13) becomes trivial.) The \( k \)-th multicritical behavior of the planar free energy is

\[
F_0 := \lim_{N \to \infty} -\frac{1}{N^2} \log Z \sim (1 - \tilde{S})^{2k+1/k}. \tag{2.16}
\]

The susceptibility \( \gamma \) is equivalent to the no logarithmic case: \( \gamma = -1/k \).

### 2.2 Spectral curve

Let us see that the critical value (2.14) corresponds with the Argyres-Douglas point of \( \hat{A}_{2k,2k} \) theory by evaluating the spectral curve. Note that, modulo the problem of integration paths,
eq.(2.1) can be rewritten as the hermitian matrix model

\[ Z = \frac{1}{N!} \left( \prod_{i=1}^{N} \int \frac{dz_I}{2\pi i} \right) \Delta(z)^2 \exp \left[ \frac{1}{g_s} \sum_{I=1}^{N} W_k(z_I) \right], \quad (2.17) \]

\[ W_k(z) = -\left( \Delta V_{k}(z) + \Delta V_{-k}(z) - g_s M \log z \right) - S \log z 
= -\left( \sum_{\ell=1}^{k} \frac{t_{\ell} z^\ell}{\ell} - \frac{t_{-\ell}}{-\ell} z^{-\ell} \right) - t_0 \log z, \quad (2.18) \]

where we define \( S := g_s N \), \( t_0 := S - g_s M \) and \( t_{\ell} := \ell t_{\ell} \Lambda \) for \( \ell \neq 0 \). Then we can compute the spectral curve

\[ y(z)^2 = \left( \frac{W_{pl}^{\prime}(z)}{2} \right)^2 + f_{pl}(z), \quad (2.19) \]

where \( W_{pl}(z) \) and \( f_{pl}(z) \) are

\[ W_{pl}(z) = \lim_{N \to \infty, g_s \to 0} W_k(z), \quad f_{pl}(z) := \lim_{N \to \infty, g_s \to 0} \left\langle \left\langle g_s \sum_{I=1}^{N} \frac{W_k(z) - W_k(z_I)}{z - z_I} \right\rangle \right\rangle. \quad (2.20) \]

Here, \( \left\langle \cdots \right\rangle \) means the expectation value with respect to eq.(2.17). \( f_{pl}(z) \) can be written as

\[ f_{pl}(z) = \frac{1}{z^2} \sum_{\ell=-k+1}^{k} d_{\ell} z^\ell, \quad (2.21) \]

where \( d_{\ell} \) is a function of \( t_{\ell}^{(k)} \) and

\[ p_{\ell} = \lim_{N \to \infty, g_s \to 0} \left\langle \left\langle g_s \sum_{I=1}^{N} w_I^{\ell} \right\rangle \right\rangle. \quad (2.22) \]

Then eq.(2.19) becomes

\[ y(z)^2 = \frac{1}{4z^2} \left\{ t_k^2 z^{2k} + \sum_{\ell=k}^{2k-1} \left( -4t_{\ell} S \delta_{\ell,k} + \sum_{p=\ell-k}^{k} t_p t_{\ell-p} \right) z^\ell + \sum_{\ell=-k+1}^{k-1} \left( -4d_{\ell} + \sum_{p+q=\ell} t_p t_q \right) z^\ell \right. \\
+ \left. \sum_{\ell=k}^{2k} \left( \sum_{p=\ell-k}^{k} t_{-p} t_{-(\ell-p)} \right) z^{-\ell} + \frac{t_k^2}{z^{2k}} \right\}. \quad (2.23) \]

In eq.(2.23), we have used \( t_{-k} = -t_k \). After the renormalizing the dynamical scale by \( \Lambda \to 2\Lambda/(k t_k) \), the spectral curve (2.23) takes the same form as the Seiberg-Witten curve of \( \hat{A}_{2k,2k} \) theory [17].
On the critical point (2.14), the spectral curve (2.23) degenerates to
\[ y(z)^2 = \frac{\Lambda^2}{z^{2k+2}} (z - 1)^{4k}, \] (2.24)
if we set \( d_\ell \) appropriately. Then we conclude that the Argyres-Douglas point of \( \hat{A}_{2k,2k} \) theory corresponds to the \( k \)-th multicritical point of the unitary matrix model with the potential (2.3).

3 The double scaling limit for \( k = 2 \) case

In this section, we consider the potential
\[ -\frac{1}{g_s} \left( V_2(z) + V_{-2}(z) \right) + M \log z = -\frac{N}{S} \left\{ t_2 \left( z^2 + \frac{1}{z^2} \right) + t_1 z + t_{-1} \frac{1}{z} \right\} + M \log z. \] (3.1)

In order to study the \( k = 2 \) multicritical behavior, we should take the double scaling limit of the string equations. To do this, let us write eqs.(2.12) and (2.13) for \( k = 2 \)
\[
\frac{n}{N} \frac{R_n^2}{1 - R_n^2} = t_{-1} \left( R_{n+1} R_n \frac{D_n}{D_{n+1}} + R_n R_{n-1} \frac{D_{n-1}}{D_n} \right) - 2t_2 \left\{ R_{n+1} R_{n-1} \frac{D_{n+1}}{D_{n-1}} \right. \\
\left. - R_{n+2} (1 - R_{n+1}^2) R_n \frac{D_n}{D_{n+2}} - R_{n+1} (1 - R_n^2) R_{n-1} \frac{D_{n-1}}{D_{n+1}} \right. \\
\left. - R_n (1 - R_{n-1}^2) R_{n-2} \frac{D_{n-2}}{D_n} + R_{n+1}^2 R_n \frac{D_n^2}{D_{n+1}} + R_{n+1} R_n^2 R_{n-1} \frac{D_{n-1}}{D_{n+1}} \right. \\
\left. + R_n R_{n-1} \frac{D_{n-1}^2}{D_n^2} \right\} - \frac{M \tilde{S}}{N}, \] (3.2)

\[ 0 = R_{n+1} R_n \left( t_1 \frac{D_{n+1}}{D_n} - t_{-1} \frac{D_n}{D_{n+1}} \right) + 2t_2 \left\{ R_{n+2} (1 - R_{n+1}^2) R_n \left( \frac{D_{n+2}}{D_n} - \frac{D_n}{D_{n+2}} \right) \right. \\
\left. + R_{n+1} (1 - R_n^2) R_{n-1} \left( \frac{D_{n-1}}{D_{n+1}} - \frac{D_{n+1}}{D_{n-1}} \right) - R_{n+1} R_n^2 \left( \frac{D_{n+1}^2}{D_n^2} - \frac{D_n^2}{D_{n+1}^2} \right) \right\} \]
\[ + \frac{M \tilde{S}}{N}. \] (3.3)

When \( M = 0 \) and \( t_1 = t_{-1} \), eq.(3.3) becomes trivial and eq.(3.2) reduce to the string equation considered in [40, 41].

To take the double scaling limit, let us define the scaling ansatz as \( x := n/N, a^5 = 1/N, \tilde{S} = 1 - a^4 \) and
\[
R_n \equiv R \left( \frac{n}{N} \right) = R(x) = au(t), \quad D_n \equiv D \left( \frac{n}{N} \right) = D(x) = d(t). \] (3.4)
With these ansatz, the double scaling limit is defined as the $a \to 0$ while keeping 

$$\kappa \equiv \frac{a^5}{(1 - S)^{5/4}}. \quad (3.5)$$

finite. Note that, in this limit, $R_{n+k}$ becomes

$$R_{n+k} = R \left( \frac{n}{N} + \frac{k}{N} \right) = R(x + a^5 k) = \sum_{n=0}^{\infty} \frac{(a^5 k)^n}{n!} \frac{d^n}{dx^n} R(x) = \sum_{n=0}^{\infty} \frac{a^{n+1} k^n}{n!} \{-(1 + \tilde{c} a^4)\}^n \frac{d^n}{dt^n} u(t), \quad (3.6)$$

where we used

$$\frac{d}{dx} = \frac{dt}{dx} \frac{d}{dt} = -a^{-4}(1 + \tilde{c} a^4) \frac{d}{dt}, \quad \tilde{c} := -\kappa^{-4/5}. \quad (3.7)$$

Similarly, $D_{n+k}$ takes

$$D_{n+k} = \sum_{n=0}^{\infty} \frac{a^n k^n}{n!} \{-(1 + \tilde{c} a^4)\}^n \frac{d^n}{dt^n} d(t). \quad (3.8)$$

Setting the couplings at the critical value $t_{\pm 1} = t^{\ast (2)}_1 = 2/3$, $t_2 = t^{\ast (2)}_2 = -1/12$ and substituting scaling ansatz defined above into the eqs.(3.2) and (3.3), we obtain

$$0 = \frac{u^2}{3} \left\{ \frac{d(3)}{d} - 3 \frac{d(1) d(2)}{d^2} + 4 \left( \frac{d(1)}{d} \right)^3 \right\} + \frac{2}{3} uu(1) \left\{ \frac{d(2)}{d} - \left( \frac{d(1)}{d} \right)^2 \right\} + \left( \frac{4}{3} uu(2) - \frac{2}{3} u(1)^2 - 2u^4 \right) \frac{d(1)}{d} d + M, \quad (3.9)$$

from eq.(3.3) at $O(a^5)$. From eq.(3.2), we also get the same equation as eq.(3.9) at $O(a^3)$ and have

$$ut = \frac{u^{(4)}}{6} - \frac{5}{3} u^2 u^{(2)} - \frac{5}{3} uu(1)^2 + u^5 + (u(2) - 2u^3) \left( \frac{d(1)}{d} \right)^2 + 2u^{(1)} \left\{ \frac{d(1) d(2)}{d^2} - \left( \frac{d(1)}{d} \right)^3 \right\} + 6u \left\{ 4 \frac{d(1) d(3)}{d^2} + 3 \left( \frac{d(2)}{d} \right)^2 - 18 \frac{d(1)^2 d(2)}{d^3} + 12 \frac{d(1)^4}{d^4} \right\}, \quad (3.10)$$

at $O(a^4)$. Here, $u = u(t)$, $d = d(t)$ and

$$u^{(n)} = \frac{d^n}{dt^n} u(t), \quad d^{(n)} = \frac{d^n}{dt^n} d(t). \quad (3.11)$$
After eliminating $d^{(3)}$ from eq.(3.10) by using eq.(3.9), we obtain
\[
ut = \frac{u^{(4)}}{6} - \frac{5}{3} u^2 u^{(2)} - \frac{5}{3} u u^{(1)^2} + u^5 - \frac{2M d^{(1)}}{u} d^{(1)} d^{(2)} d^{(3)} + \frac{2u^{(1)} d^{(2)}}{3} \left( \frac{d^{(1)}}{d} \right)^2 - \frac{2u^{(1)}}{3} \left( \frac{d^{(1)}}{d} \right)^3 \left( \frac{d^{(2)}}{d} \right)^2 - \frac{2u^{(1)}}{3} \left( \frac{d^{(1)}}{d} \right)^3 \left( \frac{d^{(2)}}{d} \right)^3 - \frac{2u^{(1)}}{3} \left( \frac{d^{(1)}}{d} \right)^3 \left( \frac{d^{(2)}}{d} \right)^4 \right)
\]
\[
- \frac{u}{6} \left\{ 3 \left( \frac{d^{(2)}}{d} \right)^2 - 6 \frac{d^{(1)^2} d^{(2)}}{d^3} - 4 \left( \frac{d^{(1)}}{d} \right)^4 \right\}.
\] (3.12)

Defining $g = d^{(1)}/d$, eqs.(3.9) and (3.12) can be written by
\[
ud = \frac{u^{(4)}}{6} - \frac{5}{3} u^2 u^{(2)} - \frac{5}{3} u u^{(1)^2} + u^5 - \frac{2M g^{(1)}}{u} g^{(1)} + \frac{2u^{(1)} g^{(2)}}{3u} g^{(2)} - \frac{2u^{(1)}}{3} \left( \frac{3g^{(1)}}{u} - 7g \right),
\] (3.13)
\[
0 = \frac{u^2}{3} \left( g^{(2)} + 2g^3 \right) + \frac{2}{3} u u^{(1)} g^{(1)} + \left( \frac{4}{3} u u^{(2)} - \frac{2}{3} u^{(1)^2} - 2u^4 \right) g + M.
\] (3.14)

Hence, we obtain two differential equations which characterize the partition function of our matrix model in the double scaling limit. Appearance of the two string equations is known in the hermitian matrix model with general potential [42]. We expect that eqs.(3.13) and (3.14) are the unitary matrix model version. If we consider the $M = 0$, $t_1 = t_{-1}$ case, $D_n$ becomes 1 for all $n$. Then, eqs.(3.13) and (3.14) reduce to the fourth order differential equation for $u(t)$ obtained in [40, 41].

### 4 The corresponding Argyres-Douglas theory

In this section, we take the same limit in the last section to the spectral curve. For $k = 2$ case, the spectral curve (2.23) takes the following form:
\[
y(z) = \frac{1}{4z^6} \left( \sum_{i=0}^{8} c_i z^i \right),
\] (4.1)
where $c_0 = c_8 = t_2^2$, $c_1 = 2t_{-2} t_{-2}$, $c_2 = t_{-1}^2 + 2t_{-1} t_0 + 2t_{-2} t_1$, $c_3 = 4p_{-1} t_{-2} + 2t_{-1} t_0 + 2t_{-2} t_1$, $c_4 = 4p_{-2} t_{-2} + 4p_{-1} t_{-1} + t_0^2 + 2t_{-1} t_1 + 2t_{-2} t_2$, $c_5 = -4p_1 t_2 + 2(t_0 - 2S) t_1 + 2t_{-1} t_2$, $c_6 = t_1^2 + 2(t_0 - 2S) t_0$, $c_7 = 2t_1 t_2$. 
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At the $k = 2$ multicritical point

$$S^* = \Lambda, \quad \Gamma_0^* = S^* = \Lambda, \quad \Gamma_{\pm 1}^* = \pm \frac{2}{3} \Lambda, \quad \Gamma_{\pm 2}^* = \mp \frac{1}{6} \Lambda,$$  

the curve (4.1) becomes

$$y(z)^2 = \frac{\Lambda^2}{144z^6} (1 - z)^8,$$  

at

$$p_1 = p_{-1} = -\frac{2}{3} \Lambda, \quad p_{-2} = \frac{1}{6} \Lambda.$$  

Let us take the scaling limit defined by eqs.(3.4) and (3.5), namely

$$S = \Lambda + a^4 \tilde{c} \Lambda,$$  

$$\Gamma_0 = S - \frac{SM}{N} = \Lambda + a^4 \tilde{c} \Lambda - a^5 M \Lambda + O(a^9).$$  

We also define the following scaling ansatz for $z$, $p_{\pm 1}$ and $p_{-2}$:

$$z = 1 + a \tilde{z},$$  

$$p_1 = -\frac{2}{3} \Lambda + a^5 M \Lambda + a^6 \tilde{u}_1 \Lambda + a^7 \tilde{u}_2 \Lambda,$$  

$$p_{-1} = -\frac{2}{3} \Lambda - a^5 M \Lambda + a^6 \tilde{u}_1 \Lambda - a^7 \tilde{u}_2 \Lambda,$$  

$$p_{-2} = \frac{1}{6} \Lambda - a^5 M \Lambda + 2a^6 \tilde{u}_1 \Lambda - 4a^7 \tilde{u}_2 \Lambda + a^8 \tilde{u}_3 \Lambda.$$  

Substituting these scaling ansatz into (4.1), we obtain

$$y(z)^2 = \frac{a^8 \Lambda^2}{144} (\tilde{z}^8 + 12 \tilde{c} \tilde{z}^4 + 24 M \tilde{z}^3 + 24 \tilde{u}_1 \tilde{z}^2 + 48 \tilde{u}_2 \tilde{z} + 36 \tilde{c}^2 + 24 \tilde{u}_3) + O(a^9).$$  

We thus define $\tilde{y} = 12y/(a^4 \Lambda)$, then the curve (4.1) turns into

$$\tilde{y}^2 = \tilde{z}^8 + 12 \tilde{c} \tilde{z}^4 + 24 M \tilde{z}^3 - 24 \tilde{u}_1 \tilde{z}^2 + 48 \tilde{u}_2 \tilde{z} + 36 \tilde{c}^2 + 24 \tilde{u}_3.$$  

in $a \to 0$ limit. This curve (4.13) is the same form of the $(A_1, A_7)$ Argyres-Douglas theory [45] except the sixth order and fifth order term in $\tilde{z}$.

The scaling dimension for $\tilde{y}$ and $\tilde{z}$ are

$$[\tilde{y}] = \frac{4}{5}, \quad [\tilde{z}] = \frac{1}{5}.$$  

9
Hence, scaling dimensions of various parameters in the curve (4.13) are

\[ [\tilde{c}] = \frac{4}{5}, \quad [M] = 1, \quad [\tilde{u}_i] = \frac{5 + i}{5}. \quad (4.15) \]

Therefore, we can see that the parameter \( \tilde{c} \) fixed in the double scaling limit corresponds the relevant parameter in the \((A_1, A_7)\) Argyres-Douglas theory. The coupling constant of logarithmic term \( M \) plays the role of the mass parameter in \((A_1, A_7)\) Argyres-Douglas theory. If we scale also the coupling constants \( t_{\pm 1} \) from their critical value, we expect that the full parameters in the curve are recovered.

**Acknowledgment**

The work of H.I. is partly supported by JSPS KAKENHI Grant Number 19K03828 and OCAMI MEXT Joint Usage/Research Center on Mathematics and Theoretical Physics.

**References**

[1] H. Itoyama, T. Oota and K. Yano, “Discrete Painlevé system and the double scaling limit of the matrix model for irregular conformal block and gauge theory,” Phys. Lett. B 789, 605-609 (2019) [arXiv:1805.05057 [hep-th]].

[2] H. Itoyama, T. Oota and K. Yano, “Discrete Painlevé system for the partition function of \( N_f = 2 \) \( SU(2) \) supersymmetric gauge theory and its double scaling limit,” J. Math. Phys. A: Math. Theor. 52, 415401 (2019) [arXiv:1812.00811 [hep-th]].

[3] H. Itoyama, T. Oota and K. Yano, “Discrete Painlevé system associated with Unitary matrix model,” J. Phys. Conf. Ser. 1194, no. 1, 012050 (2019).

[4] E. Brézin and V. A. Kazakov, “Exactly Solvable Field Theories of Closed Strings,” Phys. Lett. B 236, 144-150 (1990).

[5] M. R. Douglas and S. H. Shenker, “Strings in Less Than One-Dimension,” Nucl. Phys. B 335, 635-654 (1990).

[6] D. J. Gross and A. A. Migdal, “Nonperturbative Two-Dimensional Quantum Gravity,” Phys. Rev. Lett. 64, 127-130 (1990).
[7] P. C. Argyres and M. R. Douglas, “New Phenomena in SU(3) Supersymmetric Gauge Theory,” Nucl. Phys. B 448, 93-126 (1995) [arXiv:hep-th/9505062].

[8] P. C. Argyres, M. R. Plesser, N. Seiberg and E. Witten, “New $\mathcal{N} = 2$ Superconformal Field Theories in Four Dimensions,” Nucl. Phys. B 461, 71-84 (1996) [arXiv:hep-th/9511154].

[9] T. Eguchi, K. Hori, K. Ito and S.-K. Yang, “Study of $\mathcal{N} = 2$ superconformal field theories in 4 dimensions,” Nucl. Phys. B 471, 430-442 (1996) [arXiv:hep-th/9603002].

[10] T. Kubota and N. Yokoi, “Renormalization Group Flow near the Superconformal Points in $\mathcal{N} = 2$ Supersymmetric Gauge Theories,” Prog. Theor. Phys. 100, 423-436 (1998) [arXiv:hep-th/9712054].

[11] D. Gaiotto, “Asymptotically free $\mathcal{N} = 2$ theories and irregular conformal blocks,” J. Phys. Conf. Ser. 462, no. 1, 012014 (2013) [arXiv:0908.0307 [hep-th]].

[12] A. Marshakov, A. Mironov and A. Morozov, “On non-conformal limit of the AGT relations,” Phys. Lett. B 682, 125-129 (2009) [arXiv:0909.2052 [hep-th]].

[13] D. Gaiotto and J. Teschner, “Irregular singularities in Liouville theory and Argyres-Douglas type gauge theories, I,” JHEP 1212, 050 (2012) [arXiv:1203.1052 [hep-th]].

[14] H. Itoyama, T. Oota and N. Yonezawa, “Massive Scaling Limit of $\beta$-Deformed Matrix Model of Selberg Type,” Phys. Rev. D 82, 085031 (2010) [arXiv:1008.1861 [hep-th]].

[15] T. Eguchi and K. Maruyoshi, “Penner Type Matrix Model and Seiberg-Witten Theory,” JHEP 1002, 022 (2010) [arXiv:0911.4797 [hep-th]].

[16] T. Nishinaka and C. Rim, “$\beta$-deformed matrix model and Nekrasov partition function,” JHEP 1202, 114 (2012) [arXiv:1112.3545 [hep-th]].

[17] T. Nishinaka and C. Rim, “Matrix models for irregular conformal blocks and Argyres-Douglas theories,” JHEP 1210, 138 (2012) [arXiv:1207.4480 [hep-th]].

[18] S. K. Choi and C. Rim, “Parametric dependence of irregular conformal block,” JHEP 1404, 106 (2014) [arXiv:1312.5535 [hep-th]].
[19] A. Mironov, A. Morozov and S. Shakirov, “Brezin-Gross-Witten model as ’pure gauge’ limit of Selberg integrals,” JHEP 1103, 102 (2011) [arXiv:1011.3481 [hep-th]].

[20] V. S. Dotsenko and V. A. Fateev, “Conformal Algebra and Multipoint Correlation Functions in Two-Dimensional Statistical Models,” Nucl. Phys. B 240, 312-348 (1984).

[21] A. Mironov, A. Morozov and Sh. Shakirov, “Conformal blocks as Dotsenko-Fateev Integral Discriminants,” Int. J. Mod. Phys. A 25, 3173-3207 (2010) [arXiv:1001.0563 [hep-th]].

[22] H. Itoyama and T. Oota, “Method of Generating $q$-Expansion Coefficients for Conformal Block and $\mathcal{N} = 2$ Nekrasov Function by $\beta$-Deformed Matrix Model,” Nucl. Phys. B 838, 298-330 (2010) [arXiv:1003.2929 [hep-th]].

[23] S. Mizoguchi, H. Otsuka and H. Tashiro, “Unitary matrix with a Penner-like potential also yields $N_f = 2$,” arXiv:1909.09041 [hep-th].

[24] D. Bessis, “A New Method in the Combinatorics of the Topological Expansion,” Commun. Math. Phys. 69, 147-163 (1979).

[25] C. Itzykson and J. B. Zuber, “The planar approximation. II,” J. Math. Phys. 21, 411-421 (1980).

[26] Ya. L. Geronimus, *Polynomials orthogonal on a circle and their applications*, Amer. Math. Soc. Translation 1954 (1954), no. 104, 79 pp.; Translations, Ser. 1, Vol. 3, Amer. Math. Soc., 1-78 (1962) (reprinted).

[27] Ya. L. Geronimus, *Polynomials Orthogonal on a Circle and Interval*, Translated from the Russian by D. E. Brown, Ed. by I. N. Sneddon, International Series on Applied Mathematics, Vol. 18, Pergamon Press, London (1960).

[28] B. Simon, *Orthogonal Polynomials on the Unit Circle*, Part 1: Classical Theory, Colloquium Publications (Amer. Math. Soc.), Vol. 54, Amer. Math. Soc., Providence, Rhode Island (2005).

[29] M. E. H. Ismail and N. S. Witte, “Discriminants and Functional Equations for Polynomials Orthogonal on the Unit Circle,” J. Approx. Theory 110, 200-228 (2001) [arXiv:math/0012259 [math.CA]].
[30] P. J. Forrester and N. S. Witte, “Discrete Painlevé equations, orthogonal polynomials on the unit circle, and \( N \)-recurrences for averages over \( U(N) \) — \( \text{P}_{\text{III}} \) and \( \text{P}_{\text{V}} \) \( \tau \)-functions,” Int. Math. Res. Not. 2004, Issue 4, 160-183 (2004) [arXiv:math-ph/0305029].

[31] A. S. Fokas, B. Grammaticos and A. Ramani, “From Continuous to Discrete Painlevé Equations,” J. Math. Anal. Appl. 180, 342-360 (1993).

[32] F. Nijhoff, J. Satsuma, K. Kajiwara, B. Grammaticos and A. Ramani, “A study of the alternate discrete Painlevé II equation,” Inverse Problems 12, 697-716 (1996).

[33] P. J. Forrester and N. S. Witte, “Application of the \( \tau \)-function theory of Painlevé equations to random matries: \( \text{P}_{\text{V}}, \text{P}_{\text{III}} \), the LUE, JUE and CUE,” Commun. Pure Appl. Math. 55, 679-727 (2002) [arXiv:math-ph/0201051].

[34] A. Gerasimov, A. Marshakov, A. Mironov, A. Morozov and A. Orlov, “Matrix models of two-dimensional gravity and Toda theory,” Nucl. Phys. B 357, 565-618 (1991).

[35] S. Kharchev, A. Marshakov, A. Mironov, A. Orlov and A. Zabrodin, “Matrix models among integrable theories: Forced hierarchies and operator formalism,” Nucl. Phys. B 366, 569-601 (1991).

[36] D. J. Gross and E. Witten, “Possible third-order phase transition in the large-\( N \) lattice gauge theory,” Phys. Rev. D 21, 446-453 (1980).

[37] S. R. Wadia, “A Study of \( U(N) \) Lattice Gauge Theory in 2-dimensions,” U. Cicago preprint EFI 79/44, July 1979 [arXiv:1212.2906 [hep-th]].

[38] S. R. Wadia, “\( N = \infty \) phase transition in a class of exactly soluble model lattice gauge theories,” Phys. Lett. 93B, 403-410 (1980).

[39] S. Chaudhuri, H. Itoyama and T. Ooshita, “Universal and nonperturbative behavior in the one-plaquette model of two-dimensional string theory,” Nucl. Phys. B 409, 397-414 (1993) [arXiv:hep-th/9305126].

[40] V. Periwal and D. Shevitz, “Unitary Matrix Models As Exactly Solvable String Theories,” Phys. Rev. Lett. 64, 1326-1329 (1990).
[41] V. Periwal and D. Shevitz, “Exactly Solvable Unitary Matrix Models: Multicritical Potentials and Correlations,” Nucl. Phys. B 344, 731-746 (1990).

[42] T. J. Hollowood, L. Miramontes, A. Pasquinucci and C. Nappi, “Hermitian versus anti-Hermitian one matrix models and their hierarchies,” Nucl. Phys. B 373, 247-280 (1992) [arXiv:hep-th/9109046].

[43] N. A. Nekrasov, “Seiberg-Witten prepotential from instanton counting,” Adv. Theor. Math. Phys. 7, no. 5, 831-864 (2003) [arXiv:hep-th/0206161].

[44] G. Bonelli, K. Maruyoshi and A. Tanzini, “Wild Quiver Gauge Theories,” JHEP 1202, 031 (2012) [arXiv:1112.1691 [hep-th]].

[45] D. Xie, “General Argyres-Douglas Theory,” JHEP 1301, 100 (2013) [arXiv:1204.2270 [hep-th]].