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Abstract—Laser has unique advantages such as abundant spectrum resources and low propagation divergence in wireless charging and wireless communications, compared with radio frequency. Resonant beams, as a kind of intra-cavity laser beams, have been proposed as the carrier of wireless charging and communication, as it has unique features including high power, intrinsic safety, and self-aligned mobility. However, this system has problems such as intra-cavity echo interference and power fluctuation. To study the time-domain behavior of the resonant beam system, we create a simulation algorithm by discretizing the laser rate equations which model the dynamics of the excited atom density in the gain medium and the photon density in the cavity. The simulation results are in good agreement with theoretical calculation. We also propose a delay-divide demodulation method to address the echo interference issue, and use the simulation algorithm to verify its feasibility. The results show that the resonant beam charging and communication system with the proposed demodulator is feasible and performs well. The analysis in this work also helps researchers to deeply understand the behavior of the resonant beam system.
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I. INTRODUCTION

INFORMATION and power are two significant requirements of most mobile electronic devices. These requirements are becoming more and more urgent with the continuing development of new technologies and living standard. For instance, online meeting/class rooms in the future are expected to use virtual reality (VR) or augmented reality (AR) technologies to move the attenders to a metaverse where they can experience face-to-face chat even if they are apart from thousands of kilometers [1–3]. However, the three-dimensional (3D) holographic images/videos transmitted between VR/AR devices have much greater data size than those in two-dimensional (2D) scenario. Moreover, to transmit and process large amount of data, the energy consumption increases dramatically as well. Thus, in the future, the sixth generation (6G) or beyond 6G mobile network is expected to support both information and power transfer [4].

Resonant beam charging and communications systems have been proposed to support simultaneously transferring power and information to remote mobile devices [5–7]. This technology is based on a spatially separated laser resonator (SSLR). Both the transmitter and the receiver are the components of the SSLR, different from an integrated laser transmitter. Although integrated laser communication systems have many advantages in spectrum resource, bandwidth, and transmission distance, they still face challenges in some specific scenarios such as indoor mobile communications. Safety and mobility are two important issues in this scenario. As for safety, making a low-power safeguard/detection beam around the high-power laser is one of the protection methods for laser power transfer [8], while it needs accurate positioning/tracking system and sensitive detection system. In terms of mobility, there are many outstanding technologies for fast directing narrow laser beams to remote devices, such as fiber arrays [9], crossed diffraction gratings [10], optical phased arrays (OPAs) [11], and spatial light modulators (SLMs) [12], but the alignment accuracy and the tracking speed also depend on the performance of the receiver positioning technologies [13]. In addition to wireless communications, laser-based wireless power transfer (WPT) also faces challenges in receiver positioning and tracking.

Resonant beam charging and communications based on SSLR can concurrently support intrinsic safety and self-aligned mobility. The primary structure of SSLR originates from Linford’s very long laser proposed in 1973, which consists of two corner cubes and a gain medium [14] [15]. Corner cubes are retroreflectors which reflect beams to their sources. Other retroreflectors such as cat’s eye and telecentric cat’s eye can also be used in the SSLR. As shown in Fig. 1, an SSLR consisting of two telecentric cat’s eye retroreflectors can force photons to oscillate in its cavity even if the position and pose of the retroreflectors are changed; this process generates a light beam connecting the two ends. The gain medium amplifies the beam power, compensating for the power loss that the beam experienced during oscillation. The company Wi-charge discloses a wireless charging system design based...
on SSLR (also known as distributed laser cavity), in which two telecentric cat’s eye retroreflectors (TCRs) are employed to replace the corner cubes [16]. A focal TCR (FTCR) was proposed in [17]; in this paper, the stable regime of the FTCR-based SSLR was found by theoretical derivation, which is an improvement as the stable regime provides very low diffraction loss within a long moving range. The experiment design of SSLR-based mobile charging in [18] demonstrated charging a smartphone within 2-m distance and 5° field-of-view (FOV) with more than 0.6-W electrical power (received more than 5-W optical power). An experiment on adjustable-free and movable TCR-based SSLR was also demonstrated in [19]. Besides, the safety and mobility of the SSLR were verified by spatial wave-optical simulation [20, 21]. An enhanced experiment on the TCR-based SSLR achieved 5-m transmission distance and 5.91-W received optical power. Moreover, a new SSLR structure based on spatial wavelength division was proposed in [22], which realized 1.7-mW received power at 1-m distance. Besides, capacity analysis of kilometer-level mobile resonant beam communications is presented in [23].

However, there are two significant issues in the resonant beam charging/communication system: the echo interference in modulation and the power fluctuation in movement [24]. These issues affect the efficiency of battery charging and the feasibility of high-capacity communication. A design based on intra-cavity second harmonic generation (SHG) was proposed to avoid the echo interference in the resonant beam communication system [25], while the SHG beam lies in the visible spectrum, which may not be accepted in daily life. Experimentally observing the fast fluctuation of the resonant beam power using an oscilloscope is very expensive, as the frequency band of the echo is much wider than that of the source signal. Time-domain simulation algorithm/program can help reduce the costs of this research, while most related works lack the interest of observing such a micro timescale which is even shorter than the time for a photon to pass through an optical device [26,27]. That’s why we have never known what the echo interference looks like. Also, there is no existing method for extracting the source information from the chaotic output directly.

The contributions of this work are as follows:

1) We propose a simulation algorithm for the resonant beam charging and communication system to analyze the system behavior in the time domain. We model the dynamics of the excited atoms in the gain medium and the intra-cavity photons by discretizing the rate equations. The simulation algorithm supports observing small-scale power variations, even if the duration is smaller than the time for a photon to pass through the gain medium. We compare the simulation results at the stable state with theoretical computations to verify the high accuracy of the proposed algorithm.

2) To overcome the echo interference, we propose a delay-divide demodulation method. This method can directly extract the source information from the chaotic received signal without extra optical devices. Using the simulation algorithm, it is easy to examine the feasibility and the performance of the proposed demodulation method. Several important scenarios are simulated, such as the start-up of the pump (driving power), the foreign object intrusion/leaving, and the intra-cavity modulation. We also study the demodulator’s performance by counting the bit error rate (BER) using the on-off keying modulation.

The remainder of this paper is structured as follows. Section III describes the system model of the resonant beam system, including the static output power model and the dynamic rate equations; it also presents the theoretical foundation of the delay-divide demodulation method. Section IV demonstrates the implementation of the simulation algorithm as well as the design of modulation and demodulation. In Section V the simulation results are studied, including the responses to the modulation actions and the performance of communication. Finally, conclusions are drawn in Section VI.

II. SYSTEM MODEL

Our system design is depicted in Fig. 2. In this section, we first describe the SSLR system. Then, we present the dynamic model of the intra-cavity resonant beam. Finally, we propose the demodulation method which can overcome the effect of the echo interference.

A. System Description

Basically, the SSLR consists of two FTCRs RR1 and RR2 – one at the transmitter and the other at the receiver. Namely, the two ends constitute a resonant cavity. Photons in the cavity oscillate circularly, forming a resonant beam. An external pump source provides the driving power. Generally, the pump source is a diode laser module, if the gain medium is a crystal. There are other kinds of materials that can be used as the gain medium. For example, semiconductors can be pumped by electricity directly. The original photons in the cavity are generated from the spontaneous emission process of the gain medium. As these photons pass through the gain medium in each round trip, their quantity can be increased by the stimulated emission of the gain medium, and this process compensates for their loss induced by the absorption/diffraction of the optical devices. If the input power is sufficient, the optical amplification and the loss will finally reach a balance where the resonant beam can persist. The resonant beam intensity is modulated by an electro-optic modulator (EOM) placed between the mirror M1 and the lens L1 to carry information to the receiver. M2 is a partially reflective mirror, so a portion of the photons can pass through M2 and then be collected for battery charging and information demodulation. The splitter determines how much power to be allocated for charging, and the remainder is for demodulation. The demodulation process contains two low-pass filters (LPFs), an analog-to-digital converter (ADC), a delay unit, and a divider. More details about the demodulation is presented in the next section.

Next, we introduce the stable regime and the output power model of the SSLR. A laser resonator should operate in the stable regime where rays will always oscillate in the cavity and can not escape (geometry optics theory). As a result of this characteristic, stable resonator exhibits extremely low diffraction loss. Generally, spherical-mirror resonators
with limited cavity lengths are stable. Plane-parallel resonators which consist of two parallel mirrors are not stable, since only the rays perpendicular to the mirrors can be captured by the resonators. In geometry optics, an optical element/system can be described by a ray-transfer matrix [29]. The matrix of a cascaded system is written by the production of the matrices of the components with the reverse order against the input ray’s propagation direction. As demonstrated in Fig. 3(a), for an FTCR, the space interval between the mirror and the lens is $l$. We set the outer focal plane of the lens as the input/output (IO) plane, namely, the space interval between the lens and the IO plane is equal to the focal length, $f$, of the lens. The space interval between two IO planes is defined as the transmission distance $d$. Then, the single-pass ray-transfer matrix of the FTCR-based SSLR yields [17]

$$
\begin{bmatrix}
A & B \\
C & D \\
\end{bmatrix} = \begin{bmatrix}
1 & 0 \\
0 & 1 \\
\end{bmatrix} \begin{bmatrix}
1 & l \\
0 & 1 \\
\end{bmatrix} \begin{bmatrix}
1 & 0 \\
-1/f & 1 \\
\end{bmatrix} \begin{bmatrix}
2f + d \\
0 & 1 \\
\end{bmatrix} \begin{bmatrix}
1 & 0 \\
-1/f & 1 \\
0 & 1 \\
\end{bmatrix}.
$$

(1)

By calculation, the elements of the ABCD matrix in (1) are obtained as follows:

$$
\begin{align*}
A &= -1 - \frac{d}{f} + \frac{dl}{f^2}, \\
B &= 2f - 2l + d - \frac{2dl}{f} + \frac{dl^2}{f^2}, \\
C &= \frac{d}{f^2}, \\
D &= -1 - \frac{d}{f} + \frac{dl}{f^2}.
\end{align*}
$$

(2)

Let $g_1 = A$, $g_2 = D$, a stable SSLR should satisfy the condition $0 < g_1 g_2 < 1$. For such a symmetric SSLR, the up boundary of the transmission distance can be obtained from this stable condition; that is $d < 4f_{RR}$. The intra-cavity resonant beam consists of two parts -- the leftward-traveling wave and the rightward-traveling wave. Generally, there are multiple transverse modes in the resonant beam if the devices apertures are much bigger than the radius of the fundamental mode TEM$_{00}$. The mode radius of TEM$_{00}$ is obtained as [30]

$$
\begin{align*}
w_{00}(z) &= \sqrt{\frac{\lambda}{\pi \Im[1/q(z)]}},
\end{align*}
$$

(3)

where $\lambda$ is the wavelength of the resonant beam, $\Im[·]$ takes the imaginary part of a complex number. The $q(z)$-parameter
is obtained as [17]

\[ q(z) = \begin{cases} 
  j|L|^2 \left( \frac{g_2}{g_1^*(1 - g_1^* g_2^*)} + z, & z \in [0, z_{L1}], \\
  \frac{q(z_{L1})}{J_1 + 1} + (z - z_{L1}), & z \in (z_{L1}, z_{L2}), \\
  \frac{q(z_{L2})}{J_2 + 1} + (z - z_{L2}), & z \in (z_{L2}, z_{M2}], 
\end{cases} \]

(4)

where \( j = \sqrt{-1}; L^* = B; \) and \( z_{M1}, z_{L1}, z_{L2}, \) and \( z_{M2} \) are the location of \( M1, L1, L2, \) and \( M2, \) respectively. The ratio of the resonant beam radius to the TEM\(_{00}\) mode radius is a constant at any location on the \( z\)-axis. This ratio is called the beam propagation factor. The beam radius is determined by the smallest aperture in the SSLR. Generally, the gain medium has the smallest aperture. Hence, the radius of the resonant beam at location \( z \) is obtained as [30]

\[ w(z) = \frac{a_g}{w_{0g}(z_g)} \sqrt{\frac{\lambda}{\pi q(z)}} \]

(5)

where \( a_g \) is the radius of the gain medium aperture, and \( z_g \) is the location of the gain medium.

Below are loss factors in the SSLR, and they attenuate the circulating power in the cavity. M2 has a partially-reflectivity coating. The reflectivity of M2 is denoted by \( R_{M2} \). Thus, a portion of the rightward-traveling beam is allowed passing through M2. The transmissivities of lenses L1 and L2 are denoted by \( \Gamma_{L1} \) and \( \Gamma_{L2} \), respectively; namely, a little beam power in the cavity is eliminated by the lenses. Here, M1 and the EOM can be combined as a reflective EOM, as M1 can be considered as a reflectivity coating attached to the EOM. We use \( R_{M1,EOM} \) to denote the reflectivity of this reflective EOM. Besides, the gain medium also has absorption/reflection. Therefore, we use \( \Gamma_g \) to represent its transmissivity. The air transmissivity is represented as \( \Gamma_{air} \). Furthermore, diffraction loss denoted by \( \Gamma_{diff} \) exists in the cavity. To calculate the output power, the SSLR is equivalent to a classical resonator which consists of a gain medium and two mirrors placed on the left and the right sides of the gain medium. The reflectivities of the equivalent mirrors are \( R_1 = R_{M1,EOM} \Gamma_{L1}^2 \Gamma_{diff} \Gamma_g^2 \) and \( R_2 = \Gamma_{air}^2 \Gamma_{L2}^2 R_{M2} \), which count the loss factors on the left side and the right of the gain medium of the SSLR, respectively. Then, the output power by M2 can be obtained as [17]

\[ P_{out} = \Gamma_{M2} \Gamma_{L2} \Gamma_{air} \eta_{slop} (P_m - P_{th}), \]

(6)

where

\[ \eta_{slop} = \frac{\eta_c}{(1 + \sqrt{R_2 / R_1}) (1 - \sqrt{R_1 R_2})} \]

(7)

and

\[ P_{th} = \frac{\pi a_g^2 I_s}{\eta_c} \ln \left( \frac{1}{\sqrt{R_1 R_2}} \right), \]

(8)

where \( I_s \) is the saturation intensity of the gain medium, and \( \eta_c \) is the combined efficiency in the pumping process. Note that the loss factors \( \Gamma_g \) and \( \Gamma_{diff} \) appear in the whole body of the gain medium, while for simplicity, we assemble these factors in the equivalent reflectivity \( R_1 \). For most transmission distances, these losses are very low and therefore exhibit little effect on the result. If the diffraction loss is high, the results may deviate, but its trend remains the same as the distance increases. The pump laser is generated by a laser diode and then absorbed by the gain medium. The efficiency from electricity to the absorbed power contains the pump diode’s electro-optical conversion efficiency \( \eta_p \), the pump laser transmission efficiency \( \eta_s \), and the absorption efficiency \( \eta_a \). With respect to the internal action of the gain medium, there exist the quantum efficiency \( \eta_Q \), the Stokes factor \( \eta_S \), and the overlap efficiency \( \eta_B \). Thus, the combined efficiency is expressed as

\[ \eta_c = \eta_B \eta_S \eta_Q \eta_a \eta_p. \]

(9)

B. Dynamic of Intra-cavity Resonant Beam

As demonstrated in Fig. 3(b), the photons travel back and forth circularly between two retroreflectors. During the circulation, the photons experience the optical amplification provided by the gain medium and also the attenuation induced by many loss factors. However, this process may bring instability to the resonant beam power. There are two aspects that affect the stability of the resonant beam power: the gain fluctuation and the loss fluctuation [7]. The absorption/reflection of lenses and the air as well as the transmission of mirrors can be static or dynamic. For example, if the receiver is moving, the counted reflectivity to the beam at each lens will change with respect to the incident angle. Besides, the EOM can be considered as a dynamic loss if intensity modulation is applied to the resonant beam. The intensity fluctuation also affects the gain medium, leading to the dynamic gain. Hence, we need to model the dynamic process of the resonant beam system and then create a simulation algorithm to observe the fluctuation of the beam intensity, especially when the beam is modulated. As a result of the existence of the echo signal, the past signal is involved in the dynamic process of the resonant beam system and then create a simulation algorithm to observe the fluctuation of the beam intensity, especially when the beam is modulated. As a result of the existence of the echo signal, the past signal is involved in the dynamic gain.

We first study the dynamic behavior of the gain medium. As depicted in Fig. 3(c), the atoms in the gain medium stay at different energy levels. For a four-level gain medium, such as Nd:YVO\(_4\) crystal, the active levels from low energy to high energy are denoted by \( E_0, E_1, E_2, \) and \( E_3 \), respectively. When the gain medium is irradiated by the pump laser with frequency \( \nu_p \), atoms at \( E_0 \) transit to \( E_1 \), and then, quickly transit to a lower stable energy level \( E_2 \). There are two approaches for the excited atoms to transit from \( E_2 \) to \( E_1 \), namely, by spontaneous emission or by stimulated emission. Both of the above approaches emit photons with frequency \( \nu_p \). If there is no external photon with frequency \( \nu_L \) passing through the gain medium, the excited atoms at \( E_2 \) will transit to lower energy levels spontaneously and meanwhile generate omnidirectional photons. This fluorescence decay operates with a slow rate, for example, the fluorescence time \( \tau \) of Nd:YVO\(_4\) is 100 \( \mu \)s. However, if the excited atom is stimulated by an input photon with frequency \( \nu_L \), it will transit to \( E_1 \) rapidly while generating
an identical photon that has the same frequency and direction with the input one. Since the transitions $E_3 \to E_2$ and $E_2 \to E_1$ are very fast and nonradiative, few atoms remain at $E_3$ and $E_1$. Thus, we usually simplify the four-level system to a two-level system, as depicted in Fig. 3(c).

The above dynamic process can be expressed by the following rate equations [31]:

$$\frac{\partial N_2}{\partial t} = -N_2 \varphi \sigma c - \frac{N_2}{\tau_l} + R_p, \quad (10)$$

$$\frac{\partial \varphi}{\partial t} = N_2 \varphi \sigma c - \frac{\varphi}{\tau_e} + S, \quad (11)$$

where $N_2$ is the atom density at $E_2$; $\varphi$ is the photon density in the cavity; $\sigma$ is the stimulated emission cross section of the gain medium; $e$ is the light speed; $\tau_l$ is the fluorescence time; $R_p$ is the pump rate; $\tau_e$ is the decay time of the intra-cavity photons; and $S$ is the rate at which spontaneous emission contributes to the stimulated emission. The pump rate and the spontaneous emission coupling rate are as follows:

$$R_p = \frac{\eta_p P_m}{h \nu_L V}, \quad \text{and} \quad S = \beta \frac{N_2}{\tau_{21}}, \quad (12)$$

where $h$ is the Planck’s constant, $\nu_L = c/\lambda$ is the photon frequency of the resonant beam, $V$ is the volume of the gain medium; $\beta$ is the spontaneous emission factor that represents the ratio of the spontaneous photons coupled into the laser resonator to the total generated spontaneous photons [32]; and $\tau_{21}$ is the delay time of the transition $E_2 \to E_1$. Generally, $\beta$ is a very small number (e.g., in this paper $\beta = 0.1\%$). For computer simulation, the rate equations in (10) and (11) can be rewritten into the following discrete form:

$$\Delta N_2 = (-N_2 \varphi \sigma c - \frac{N_2}{\tau_l} + R_p) \Delta t, \quad (13)$$

$$\Delta \varphi = (N_2 \varphi \sigma c - \frac{\varphi}{\tau_e} + S) \Delta t, \quad (14)$$

where $\Delta t$ represents the unit time in simulation; and $\Delta N_2$ and $\Delta \varphi$ are the variation of the excited atom density and the photon density per unit time, respectively. Every term in the equations represents a physical process. For instance, $-N_2 \varphi \sigma c$ describes the stimulated emission rate; $-N_2/\tau_l$ is the decay rate of the excited atom density induced by spontaneous emission; $R_p$ is the increase rate of excited atom density produced by pumping process; and $\varphi/\tau_e$ is the decay rate of intra-cavity photon density induced by cavity loss.

However, the above rate equations describe the behavior of the average densities of the atoms and the photons and do not consider the fluctuation of these quantities within an oscillating period. Since the modulation period can be much shorter than the oscillating period, a micro perspective to the photon density variation is required. Here we set $\Delta t = l_g/e$, where $l_g$ denotes the gain medium thickness. This means that a unit time of simulation is the time for the light to pass through the gain medium. As depicted in Fig. 3(b), the densities of the rightward-traveling photons at the input and the output surfaces of the gain medium are $\varphi_1$ and $\varphi_2$, respectively. The densities of the leftward-traveling photons at the input and the output surfaces of the gain medium are $\varphi_3$ and $\varphi_4$, respectively. Then, from (13), the density of the excited atoms is modeled as the following recursion formula:

$$N_2[n + 1] = N_2[n] - \frac{N_2}{\tau_l} \{\varphi_1[n] + \varphi_3[n]\} \sigma l_g$$

$$- \frac{N_2 l_g}{\tau_c} + \frac{R_p l_g}{c}, \quad (15)$$

where $n$ is the time index. Equation (15) describes that the current atom density is derived from that before a time step. Similarly, the photon density can also be calculated by summing up the changes within a unit time. Here, we consider the photon densities at the two propagation directions. Then, we calculate the densities of the photons outputting from the gain medium by

$$\varphi_2[n + 1] = \varphi_1[n] + N_2[n] \varphi_1[n] \sigma l_g + \frac{S[n] l_g}{2c}, \quad (16)$$

$$\varphi_4[n + 1] = \varphi_3[n] + N_2[n] \varphi_3[n] \sigma l_g + \frac{S[n] l_g}{2c}. \quad (17)$$

From (16) and (17), we can see that the output photon densities from the gain medium are derived from the input photon densities. To complete the circulation, we build the relation between $\varphi_1$ and $\varphi_4$, and also the relation between $\varphi_2$ and $\varphi_3$; they are

$$\varphi_1[n] = \Gamma_k \Gamma_{14} \Gamma_{34} \varphi_2[n - 2n_L], \quad (18)$$

$$\varphi_3[n] = \Gamma_{21} \Gamma_{23} \Gamma_{24} \varphi_4[n - 2n_R], \quad (19)$$

where $s[n]$ represents the modulation signal; and $n_L$ and $n_R$ are the time steps for the photons to transit from the gain medium to $M_1$ and $M_2$, respectively. Note that the time step of passing the gain medium is 1, which should be considered in the subsequent analysis. The initial condition for the above equations is $\{N_2, \varphi_1, \varphi_2, \varphi_3, \varphi_4\} = 0$.

C. Modulation and Demodulation

The information is modulated on the resonant beam by the EOM. Under this circumstance, we only consider using intensity modulation and direct detection (IM/DD) scheme [33]. In this case, the EOM can be assumed as a multiplier, where the multiplier and the multiplicand are the input resonant beam intensity and the EOM’s control signal, respectively. The EOM’s control signal should be at least kept above a specific direct-current (DC) level so that enough power is allowed to pass through the EOM to maintain the resonance. Therefore, given the source signal series $x[n]$ and the DC bias $p \in [0, 1]$, the control signal is expressed as

$$s[n] = (1 - p)x[n] + p, \quad (20)$$

where $(1 - p)$ represents the signal amplitude, which ensures that the control signal is restricted within the range of $[0, 1]$. The beam power is counted as the total energy that passes the beam cross section within a unit time. As a photon with frequency $\nu_L$ has the energy of $h\nu_L$, and the beam cross section at the gain medium is approximate to be the cross section of the gain medium, the rightward-traveling beam power at the right-hand side of the gain medium yields

$$P_2[n] = \pi a_6^2 c h \nu_L \varphi_2[n]. \quad (21)$$
Then, the output power \( P_{\text{out}} \) is obtained from \( P_2 \) by multiplying several loss factors; that is

\[
P_{\text{out}}[n] = \Gamma_{M2}\Gamma_{\text{air}} P_2[n - n_R],
\]

where \( \Gamma_{M2} = 1 - R_{M2} \) is the transmissivity of M2.

According to the above analysis, it can be known that the current output signal is related to the past output signal. What is received by the receiver is the past signal that was reflected by the receiver and then experienced a series of transmission losses, the gain, and the intensity modulation in a circulation. According to this fact, we come out the demodulation method relying on not only the present signal but also the past signal just before a circulating period \( n_c = 2(n_L + n_R + 1) \). This scheme can be expressed by a division, namely, the demodulated signal is obtained as

\[
y[n] = \frac{P_{\text{out}}[n]}{P_{\text{out}}[n - n_c]} = \Gamma_{\text{loss}} G[n] s[n - n_c/2],
\]

and

\[
\Gamma_{\text{loss}} = R_{M1,EOM} \Gamma_{L1} \Gamma_{\text{air}} \Gamma_{\text{diff}} \Gamma_{\text{air}}^2 \Gamma_{L2} R_{M2},
\]

where \( \Gamma_{\text{loss}} \) contains all the static loss factors in the cavity, and \( G[n] \) represents the dynamic gain of the gain medium. \( n_c \) can be estimated by positioning technologies plus a signal processing method; we discuss this issue in the next Section. Note that we assume the loss is static, because its variation speed depends on the moving/rotating speed of receivers which is very slow compared with the modulation speed. For instance, the maximum moving speed of human is 44 m/s [8], we can derive that cutting off a beam with diameter of 1 mm needs at least 22.7 \( \mu \)s; this is very long in contrast to the modulation period which is below 1 ns.

From (23), we can see that the demodulated signal consists of three parts, i.e., the static loss, the dynamic gain, and the control signal. Consequently, if we want to retrieve the EOM’s control signal correctly, the variation speed of \( G[n] \) should be as slow as possible. Since the gain (related to the stimulated emission term \( N_2 \phi_s c \)) depends on the excited atom density \( N_2 \), we should ensure that the variation speed of \( N_2 \) is small compared with that of the photon density \( \varphi \). Fortunately, this condition can be satisfied in the SSLR system under some specific conditions, as the gain medium can be viewed as a circuit with a capacitor (see Fig. 5 in [23]) which stores excited atoms and releases them with a relatively slow speed. For instance, assuming that the photon density in the gain medium is \( \varphi = 5.679339 \times 10^{16} \, \text{m}^{-3} \) (i.e., the intra-cavity beam power is 10 W and the gain medium radius \( a_g = 1 \, \text{mm} \)) and the pump power is 20 W, we can obtain that, at the stable state where \( \partial N_2 / \partial t = 0 \), the excited atom density \( N_2 = 1.181963 \times 10^{24} \, \text{m}^{-3} \). Then, we assume a step change \( \varphi_\delta \) is added to the photon density, i.e., \( \varphi \) becomes \( \varphi + \varphi_\delta \). We can see that the instantaneous change rate of the atom density becomes

\[
\frac{\partial N_2}{\partial t} = -5.531587 \times 10^{10} \times \varphi_\delta.
\]

If we set \( \varphi_\delta = -0.1 \varphi \) and the duration \( \Delta t = 20 \, \text{ns} \) (one period for photons to oscillate inside a 3-m long resonator), we can obtain that the change of the atom density \( \Delta N_2 = 6.283152 \times 10^{18} \), which is much less than \( N_2 \). Thus, we can ignore the effect induced by the variation of \( N_2 \). Intuitively, as demonstrated in Fig. 4, we can observe that the gain medium performs like a capacitor, and the step response time is almost at millisecond level, which is much longer than an information symbol. From the above analysis, we conclude that the gain of the gain medium \( G[n] \) can be considered as a static value within a symbol duration under some specific parameter settings, and this is also verified by the simulation results presented in Section IV.

### III. Implementation

As depicted in (15)–(19), the discrete rate equations provide the basic model for the time-domain simulation of the resonant beam system. In this section, we demonstrate using these equations to implement a simulation algorithm in Matlab/Simulink software. In the next section, we use this simulation program to give an insight into the fluctuation of the intra-cavity resonant beam power at several stages, including initiating resonance, being interrupted, and rebuilding resonance, which are inevitable processes in the resonant beam system. We also demonstrate how the intra-cavity echo interference arises when the resonant beam is modulated, and especially, verify the feasibility of the proposed delay-divide demodulation method.

#### A. SSLR Simulation

As depicted in Fig. 5 the simulation system contains four parts, i.e., the transmitter, the free space, the receiver, and the demodulation module. Between any two optical devices, there is a delay model on each transmission line to model the beam transfer delay. Each optical device is represented by a customized Simulink model. Since this program only considers the intra-cavity power circulation without investigating the geometry of the beam, those passive elements such as the lenses, the mirrors, the air loss, and the splitter can be easily modeled by the gain model originally provided by Simulink. The most significant model created by us is the gain medium model which has four ports for the input and output of the traveling beams at oppose directions. The gain medium model simulates the dynamic behavior of the excited atom density \( N_2 \) and the photon density amplification as the beam passes, based on the discrete rate equations in (15)–(17), as demonstrated in Fig. 6. The quantity in the circulation is the...
beam power, while the quantity computed in the gain medium model is the photon density; they have different units. Hence, a conversion/inversion between these two quantities should be added to the input/output ports of the gain medium model, using the relation expressed in (21).

The simulation accuracy is determined by the length of time step and the optical gain of the gain medium. The discretization process may results in an incorrect decrease of the optical gain. To increase the accuracy, the gain medium is divided into 10 slices, as depicted in Fig. 7. Here, each slice has the same implementation with the gain medium model depicted in Fig. 5. The pump source power $P_{\text{in}}$ is also divided equally into 10 parts; and each part is sent into a slice. This cascade model can well simulate the gradient of the gain value inside the gain medium, which greatly increases the simulation accuracy. Note that, before entering the cascade model, the input signal is upsampled with a faster period ($T_s/10$) than the original sample period $T_s$ to meet the time step requirement of each slice. After going out of the cascade model, the output signal is downsampled with the original period $T_s$ to speed up the simulation. The parameters involved in simulation are listed in Table I. Besides, we set $R_{\text{M1,EOM}} = 98.5\%$, $\{\Gamma_{L1}, \Gamma_{L2}, \Gamma_g\} = 99\%$. The air loss $\Gamma_{\text{air}}$ and the diffraction loss $\Gamma_{\text{diff}}$ are very small at $d = 3$ m, which can be obtained according to [34] and [17], respectively. The output resonant beam power waveform can be observed by Scope 1. In this paper, unless otherwise specified, the pump source power $P_{\text{in}}$ and the output mirror reflectivity $R_{\text{M2}}$ are set to 60 W and 90%, respectively. As shown in Fig. 8, the stable-state output optical powers from the simulation results under different parameter settings are in good agreement with the theoretical results computed by the closed-form formula expressed in (6)–(8).

### B. Delay-Divide Demodulation Module

We also implement the delay-divide demodulation method in the simulation program. Here, we set the splitting ratio of optical power for demodulation is $r = 0.1$. The PD’s responsivity, which converts the optical power into current, is $\rho = 0.6 \text{ A/W}$. We assume the load resistor of the PD is 1 Ω, so that the output voltage is equal to the current. Both the splitter and the PD can be expressed by Simulink models. Since the EOM performs like a multiplier, the circulating signal inside the cavity will be moved to very-high frequency band by modulation process. However, the variation imposed on the intra-cavity signal within one round-trip does not exceed the frequency of the source signal. This condition gives us the opportunity of using a lowpass filter (LPF) to filter out the useless frequencies and meanwhile

---

**Table I. Parameters Involved in Simulation**

| Parameter   | Value     |
|-------------|-----------|
| $P_{\text{in}}$ | 60 W     |
| $R_{\text{M2}}$ | 90%      |
| $\Gamma_{L1}$ | 99%      |
| $\Gamma_{L2}$ | 99%      |
| $\Gamma_g$   | 99%      |
| $\Gamma_{\text{air}}$ | 98.5%   |
| $\Gamma_{\text{diff}}$ | very small at $d = 3$ m |
preserve the important information. Hence, the first LPF in the demodulation module is employed to remove the high-frequency components from the received signal. Next, the down sampling with period of $T_{adc}$ models the sampling process of the analog-to-digital converter (ADC), as the ADC model here operates continuously. The sample rate should be set large enough to prevent distortion of the passing signal, and we will investigate this issues in the next section. In Fig. 5, the ADC resolution is set to 10 bits. The maximum input of the ADC is limited to be no greater than 2.5 V.

After the conversion of ADC, the signal is stored in the memory as bits. Then, an upsampling model which can be realized by a digital processor in practice is placed on the line for accurate alignment. Next, a copy of the signal is sent to a delay model, which can be realized by a first input first output (FIFO) memory. The current signal is divided by the past signal received just before a delay time. This computes the variation of the intra-cavity loss and the gain within a round-trip, as verified by (23). Hence, the delay time equals one period of circulation of the intra-cavity beam, i.e., it depends on the transmission distance. We can use positioning-ranging method to obtain the distance in rough and then use the signal processor to find the accurate delay time. If the delay time is correct, the BER reaches the minimum value. The processed signal is then sent to the second LPF to remove any undesired frequencies generated from the division operation. Finally, on the output port of the second LPF, we can observe the demodulated signal by Scope 2. In the next section, we study the performance of the proposed demodulation method.

IV. RESULTS

Now, we are able to use time-domain simulations to observe the variation of the resonant beam power in a very small timescale under a very fast modulation frequency. We first observe the dynamic process when the resonance is initiated. Then, we observe the responses when foreign objects is inserted into the cavity and when the intra-cavity modulation is conducted. Next, we study the spectrum of the gain variation of the gain medium to clarify the reason of the question: Why does the proposed delay-divided demodulation scheme work? Finally, we obtain the BER of the proposed system and demonstrate the effects induced by the sample rate and the resolution of the ADC.

A. Initiating Resonance

As the pump power starts to input the gain medium, the excited atom density increases rapidly, so the gain of the gain medium is very high. Then, the resonant beam experiences a period of variation called relaxation oscillation. As shown in Fig. 9 at the beginning of the relaxation oscillation, the resonant beam power is quickly amplified to a very high level by stimulated emission. However, the excited atoms are also consumed during the stimulated emission process, and the decrease rate of the excited atom density raises with the increase of the resonant beam power. The resonant beam power then starts to decrease and quickly drops to a very low level, since the excited atoms are largely consumed. The above oscillation repeats with a decay and reaches a stable state after several oscillation periods.

Table I

| Parameter                        | Symbol | Value      |
|----------------------------------|--------|------------|
| Saturation intensity            | $I_s$  | $1.1976 \times 10^7$ W/m$^2$ |
| Stimulated emission cross section| $\sigma$ | $15.6 \times 10^{-23}$ m$^2$ |
| Fluorescence lifetime            | $\tau_f$ | 100 $\mu$s |
| Decay time from E$_2$ to E$_1$   | $\tau_{21}$ | 115 $\mu$s |
| Resonant beam wavelength        | $\lambda$ | 1064 nm |
| Combined pumping efficiency     | $\eta_c$ | 43.9% |
| Spontaneous emission factor      | $\beta$ | 0.001 |
| Gain medium radius              | $a_g$ | 2 mm |
| Gain medium thickness           | $l_g$ | 1 mm |
| Combined pumping efficiency     | $\eta_c$ | 43.9% |
| Focal length of lens             | $f$ | 30 mm |
| Mirror-to-lens interval          | $l$ | 30.225 mm |
| Transmission distance            | $d$ | 3 m |
| DC bias                          | $p$ | 0.98 V |
| Splitting ratio                  | $r$ | 0.1 |
| PD’s responsivity               | $\gamma$ | 0.6 A/W |

Finally, we find that the relaxation oscillation lasts for less than 0.5 ms and the frequency is around 50 kHz under the given parameter setting.
B. Response to Invasion and Modulation

Now, we study the response of the output beam power when an external influence is applied to the resonant beam. The most common case is that a foreign body is inserted into the cavity. The action of intrusion can be modeled as a continuing change of the intra-cavity diffraction loss. In simulation, we add a transmissivity on the intra-cavity beam path to perform this action. The transmissivity decreases from 1 to 0 within 22.7 μs (referring to the aforementioned maximum moving speed of human body) and then raises to 1 again after a period of time. As shown in Fig. 11, the resonance ceases quickly as the foreign object invades the cavity. As the object leaves, the resonance restarts with the occurrence of relaxation oscillation. Different from the first initiation caused by the start-up of the pump source, the leaving of the foreign object causes a narrow pulse whose power is up to 1493 W. This phenomenon arises from the retention of the excited atoms at the upper energy level $E_2$, as there is no photon contributing to the transition of the excited atoms when the beam path is obstructed. The optical gain provided by the gain medium becomes very high with the increase of the excited atom density. As the object leaves, the extremely high gain leads to the high-power pulse; and then, the excited atoms exhaust quickly, leading to the transient pulse duration. Because most of the excited atoms are consumed by the pulse, the subsequent relaxation oscillation pattern is similar to the first one. Since the pulse width is very small, it is unnecessary to concern the safety of the receiving devices.

C. Demodulation

In Fig. 12 we demonstrate the output power response to the modulation (1-Gbit/s on-off keying signal with a DC bias) conducted by the EOM. It can be observed that the beam power starts to fluctuate as the modulation is conducted. It can be found that the variation of the output power is the superposition of a fast fluctuation and a slow fluctuation (see the envelope). The fast fluctuation is caused by the modulation, although we cannot directly recognize the source signal from the wave. The slow fluctuation comes from the lose of balance of the resonant system which happens when the loss or the input power is changed. Here, the change of the total loss is induced by modulation, since the EOM changes its transmissivity during modulation. As the modulation stops, we can also observe a short pulse which is similar to Fig. 11. This phenomenon has the same reason with the leaving process of a foreign object, as the termination of the modulation reduces the intra-cavity loss suddenly. The subsequent process is also similar to Fig. 11 but we can see that the fast fluctuation continues. The fast fluctuation after terminating the modulation comes from the circular transfer of the intra-cavity beam (the reason of echo interference). Nevertheless, without modulation, the fast fluctuation exhibits a decay as time goes on.
obtained by computing the ratio of the output power from the gain medium model to the input which was recorded (using a delay model) just when the photon entering the gain medium. We calculated the spectrum of the gain waveform, as depicted in Fig. 13. It can be found that the significant frequency of the gain waveform is less than 250 kHz, which is much smaller than the modulation frequency. As demonstrated in (23), the demodulation is just realized by computing the round-trip change (induced by the gain and the total loss) of the intracavity resonant beam power. So far, we have found that both the gain and the loss can be viewed as static values in small timescale. The slow change of the gain in large timescale can be overcome by using training sequence which is a common method in wireless communications. Fig. 14 demonstrates an example of modulation and demodulation. It is easy to find that the demodulated signal in Fig. 14(c) matches the source signal in Fig. 14(a) well, although the variation of the output power in Fig. 14(b) looks chaotic.

D. Bit Error Rate

We conduct a communication simulation to evaluate the performance of the proposed demodulation method. The source signal is 1-Gbit/s binary data. Thus, the passband edge frequency and the stopband edge frequency of each LPF are set to 1 GHz and 1.2 GHz, respectively. The source signal is added to a DC bias, forming the control signal of the EOM. The bias \( p = 0.98 \) V, and thus, the amplitude of source is limited to be 0.02 V. We assume the conversion from the control signal to the EOM’s transmissivity is not scaled. The pump power \( P_{\text{in}} \) is set to 60 W. Referring to Fig. 8(b), we choose \( R_{M2} = 90\% \) to obtain a high output power as possible. The modulation is initiated 0.5 ms after the pump source being turned on. The demodulated waveform is then sampled with the same rate of the source symbol, but a phase offset is applied to this sampling operation to meet the best sampling position. These samples is split into several segments, and each segment contains 500 samples. These segments are processed independently to overcome the slow fluctuation of the gain. The zero-one determination threshold for the samples in a segment is the average value of these samples. BER is counted for evaluating the communication performance. We examine several factors that may affect the performance, including the ADC’s sample rate, the ADC’s resolution bits, and the noise level. As demonstrated in Fig. 15, with the increase of the ADC’s sample rate, the BER decreases relatively. ADC with 10-bit resolution provides better performance than that with 8-bit resolution. Due to the high power of the receiving signal, the noise exhibits less effect on the performance. We can see that most simulation cases can achieve BER > 3.8 × 10^{-3} (the threshold of 7% hard-decision forward error correction [36]) when the ADC has 10-bit resolution. This result shows that it is feasible to extract the source signal directly from the waveform of the resonant beam power without any complex modulation schemes and redundant optical devices.
V. Conclusions

In this paper, a time-domain simulation algorithm for the resonant beam charging and communication system and a delay-divide demodulation method are proposed. The simulation algorithm can monitor the variation of every dynamic parameter in the resonant beam system with a very small timescale which is even less than the time for photons to pass through an optical device. Also, the system response to the fast modulation applied to the intra-cavity beam can also be monitored by the simulation algorithm. We compared the simulation results with the final stable state with the theoretical computation, verifying the high accuracy of the simulation algorithm. Using the simulation algorithm, we observed the system response to four important actions, including the start-up of pumping, the invasion and leaving of foreign objects, and the intra-cavity modulation. By observing the spectrum of the gain fluctuation waveform, we found that the frequency of the gain fluctuation is much smaller than the modulation frequency, verifying that the required condition of the proposed demodulation method is satisfied. The demodulation method is also realized in the simulation system. We conducted on-off keying modulation and count the bit error rate to demonstrate the communication performance, which also verify the feasibility of extracting the source information directly from the chaotic waveform of the received resonant beam power.
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