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Abstract

This work provides test error bounds for iterative fixed point methods on linear predictors — specifically, stochastic and batch mirror descent (MD), and stochastic temporal difference learning (TD) — with two core contributions: (a) a single proof technique which gives high probability guarantees despite the absence of projections, regularization, or any equivalents, even when optima have large or infinite norm, for quadratically-bounded losses (e.g., providing unified treatment of squared and logistic losses); (b) locally-adapted rates which depend not on global problem structure (such as condition numbers and maximum margins), but rather on properties of low norm predictors which may suffer some small excess test error. The proof technique is an elementary and versatile coupling argument, and is demonstrated here in the following settings: stochastic MD under realizability; stochastic MD for general Markov data; batch MD for general IID data; stochastic MD on heavy-tailed data (still without projections); stochastic TD on approximately mixing Markov chains (all prior stochastic TD bounds are in expectation).

1. Introduction

This work studies iterative fixed point methods resembling (stochastic) gradient descent, specifically
gradient descent (GD), \( w_{i+1} := w_i - \eta g_{i+1} \), (1)
mirror descent (MD), \( w_{i+1} := \arg \min \{ \langle \eta g_{i+1}, w \rangle + D_\psi(w, w_i) : w \in S \} \), (2)
temporal difference learning (TD), \( w_{i+1} := w_i - \eta G_{i+1}(w_i) \), (3)

where \( g_{i+1} \) is stochastic or batch gradient, \( G_{i+1} \) is a superficially similar affine mapping related to the Bellman error in reinforcement learning, and \( D_\psi \) is a Bregman divergence. (Details will come in Section 1.1.)

The goal here is to control the excess risk of these procedures with high probability, meaning to ensure that \( \frac{1}{t} \sum_{i<t} \mathcal{R}(w_i) - \mathcal{R}(w_{\text{ref}}) \) is small, where the risk \( \mathcal{R} \) in the simplest setting is \( \mathcal{R}(w) = \mathbb{E}_{x,y} \ell(y, w^T x) \) with \( \ell \) a quadratically-bounded loss, which roughly speaking means \( \| \partial_w \ell(y, w^T x) \|_* \) can be related to \( \| w - w_{\text{ref}} \| \) (cf. Section 1.1), and \( w_{\text{ref}} \) is some good (but not necessarily optimal) reference solution. So far, this is not too outlandish, however the focus of the work is (a) a single proof technique for all methods and settings without projections (e.g., \( S = \mathbb{R}^d \) in MD in eq. (2)), constraints, or regularization, despite the possibility of all minimizers being at infinity, as is often the case in practice, and (b) rates which depend not on global structure, but rather on the behavior of reasonably good but low norm predictors. In more detail, these two contributions and their relationship with prior work is as follows.
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Figure 1: 100 parallel runs of 400 SGD iterations on the same data distribution in \( \mathbb{R}^2 \) using the squared loss (cf. Figure 1(a)) and the logistic loss (cf. Figure 1(b)). The distribution consists of two “likely” upper data points (sampled with probability 90%), and two “rare” lower data points (sampled with probability 10%), all with common label +1. Three types of trajectory are depicted: “population OPT” is the curve of optimal constrained solutions \( \{ \arg \min_{\|w\| \leq B} \mathcal{R}(w) : B \geq 0 \} \), “population GD” is GD applied to the population risk \( \mathcal{R} \), and “stochastic GD” uses a fresh sample for each update. In all cases, the methods procrastinate convergence towards their asymptotic destinations, respectively the minimum norm and maximum margin solutions, and instead spend a good deal of time heading upwards, specifically towards low norm, low risk solutions. Analyzing this early trend is a goal of the present work, which is achieved through appropriate choices of \( w_{\text{ref}} \), as detailed in the illustrative examples in Sections 2 and 3.

1. **Single coupling-based proof technique.** The core contribution is a single proof technique which can handle MD (which generalizes GD) and TD, obtaining excess risk rates with high probability without projections, constraints, regularization, or equivalents. Despite the extensive history and development of these methods throughout machine learning and optimization (Robbins and Monro, 1951; Nemirovski and Yudin, 1983; Bottou, 2010; Kingma and Ba, 2014), prior work either requires projections, regularization, and constraints (Rakhlin et al., 2012; Harvey et al., 2019), or makes noise and comparator assumptions which effectively necessitate bounded iterates (Li and Orabona, 2020), or it provides bounds only in expectation (Hardt et al., 2016), or is tailored to specific data and loss settings, for instance exponentially-tailed losses and linearly separable data (Soudry et al., 2017; Ji and Telgarsky, 2018b; Shamir, 2021), to mention a few. By contrast, the present work not only handles all such cases, it does so with an elementary and unified coupling-based proof technique for any quadratically-bounded loss, or more generally fixed point mappings with quadratic growth, such as the TD update, which has no prior high probability analysis (even with projections). This lack of projections is relevant in contemporary usage, since deep learning typically has minimal or nonexistent regularization (Neyshabur et al., 2014; Zhang et al., 2017).
2. **Locally-adapted rates.** Even if there is some natural constraint or regularization in effect within the optimization procedure, the optimal solution may be unsatisfactory: e.g., it may simply be very large, and competing with it could require a large number of samples. On the other hand, the present proofs and rates only rely upon properties of reasonable reference solutions, which may fail to be optimal, but instead have much lower norm.

As an illustration, consider Figure 1, which runs stochastic GD on a single set of points with either the squared loss \((y, \hat{y}) \mapsto (y - \hat{y})^2/2\) (cf. Figure 1(a)), or the logistic loss \((y, \hat{y}) \mapsto \ln(1 + \exp(-y\hat{y}))\) (cf. Figure 1(b)). Many trajectories of stochastic GD are plotted along with GD run directly on the population risk \(\mathcal{R}\) (labeled “population GD”), as well as the curve of optimal constrained solutions \(\{\min_{\|w\| \leq B} \mathcal{R}(w) : B \geq 0\}\) (labeled “population OPT”). All trajectories take a long time to rotate towards their asymptotic targets (respectively the minimum norm and max margin solutions); their early behavior is better characterized by rather different low norm but higher risk comparators.

In detail, the concrete contributions and organization of this work are as follows.

1. **Theorem 5: stochastic MD with realizable IID data.** This first guarantee is for stochastic MD (mirror descent with stochastic gradients, as detailed in Section 1.1) on IID realizable data; as discussed in Section 2, realizability is encoded as the existence of \(w_{\text{ref}}\) with population risk roughly \(O(1/t)\). Sections 1.1 and 2.1 will discuss this condition, and Section 2 will provide an outline of the general coupling-based proof technique used throughout this work. This realizable setting not only generalizes margin-based analyses for exponentially-tailed losses on linearly-separable data (Ji and Telgarsky, 2018b; Shamir, 2021), it extends them to control the convex risk and not just misclassification risk, to settings with only approximate linear separability, and lastly handles realizable regression settings, where \(1/t\) high probability rates seem missing in the literature (even with projection).

2. **Theorem 8 and Theorem 9: stochastic MD and stochastic TD on Markovian data.** Dropping the realizability assumption, Section 3 analyzes stochastic MD with not just IID but Markovian data, and uses the same proof technique to handle the standard TD approximate fixed point method used extensively in reinforcement learning (Sutton, 1988). For mirror descent, the closest prior work used projections (Duchi et al., 2012). For TD, there appear to be no prior high probability bounds, even with projections; the closest prior projection-free analysis is in expectation only (Hu et al., 2022), and most prior works make use of not only projections, but also full rank and mixing assumptions (Bhandari et al., 2018). For MD, the squared loss is considered as an illustrative example, where stochastic GD is shown to adapt to local structure in the strong sense of competing with singular value thresholding.

3. **Theorem 10 and Theorem 11: heavy-tailed and batch data.** As a brief auxiliary investigation to demonstrate the proof technique, rates are given in Section 4 for MD on batch and heavy-tailed data. Once again, prior work either requires projections, or violates one of the other goals (e.g., being custom-tailored to exponential-tailed losses (Zhang and Yu, 2005; Telgarsky, 2013; Soudry et al., 2017)).

Rounding out the organization, this introduction concludes with notation and setting in Section 1.1, and the work itself concludes with further related work and open problems in Section 5.
1.1. Notation

Loss functions. In order to handle regression and classification settings simultaneously, each loss \( \ell : \mathbb{R} \times \mathbb{R} \to \mathbb{R}_{\geq 0} \) will have an auxiliary scalar function \( \tilde{\ell} \) with exactly one of two forms: either \( \ell \) is a classification (margin) loss \( \ell(y, \hat{y}) = \ell(\text{sgn}(y)\hat{y}) \), where \( \text{sgn}(y) := 2I[y \geq 0] - 1 \in \{-1, +1\} \), or \( \ell \) is a regression (distance) loss \( \ell(y, \hat{y}) = \ell(y - \hat{y}) \). Subgradients of \( \ell \) will always be in the second argument, and always exist since \( \ell \) is always convex in this work. The core loss property, quadratic boundedness, is defined as follows.

Assumption 1.1 A loss \( \ell \) is \((C_1, C_2)\)-quadratically-bounded (for nonnegative \( C_1, C_2 \)) if

\[
|\ell'(y, \hat{y})| \leq C_1 + C_2 (|y| + |\hat{y}|), \quad \forall y, \hat{y}.
\]

This property is quite pessimistic in the sense that stronger variants can be satisfied for all standard losses. Even so, its worst-case nature demonstrates the utility of the core proof technique (which doesn’t explode even for this formulation), and captures standard losses via the following lemma. (Throughout this work, \( \|\partial f(w)\| := \sup\{\|g\| : g \in \partial f(w)\} \), and \( \ell' \) means \( \partial \ell \).

Lemma 1 If \( \ell \) is \( \alpha \)-Lipschitz (i.e., \( \sup_z |\partial \tilde{\ell}(z)| \leq \alpha \)), then \( \ell \) is \((\alpha, 0)\)-quadratically-bounded. If \( \ell \) is \( \beta \)-smooth (i.e., \( |\tilde{\ell}'(z) - \tilde{\ell}'(\hat{z})| \leq \beta |z - \hat{z}| \forall z, \hat{z} \)), then \( \ell \) is \((|\partial \ell(0)|, -\beta)\)-quadratically-bounded.

A second crucial property is self-boundedness, which is used in the realizable rates of Section 2.

Definition 2 A loss function \( \ell \) is \( \rho \)-self-bounding if \( \tilde{\ell} \) satisfies \( \tilde{\ell}'(z)^2 \leq 2\rho \tilde{\ell}(z) \) for all \( z \in \mathbb{R} \).

Notably, the two primary losses in machine learning, the logistic and squared losses, are both self-bounding and quadratically-bounded.

Lemma 3 The squared loss \( \ell(y, \hat{y}) := \frac{1}{2}(y - \hat{y})^2 \) is 1-smooth, 1-self-bounding, and \((0, 1)\)-quadratically-bounded, whereas the logistic loss \( \ell(y, \hat{y}) := \ln(1 + \exp(-y\hat{y})) \) is \((1/4)\)-smooth, 1-Lipschitz, \((1/2)\)-self-bounding, and \((1, 0)\)-quadratically-bounded.

A few remarks on self-bounding are in order. Firstly, the definition has appeared before (Zhang, 2004), however in a generalized form and with a calculation for the logistic loss which implies it is 0-self-bounding under the present definition; that the logistic loss is 1-self-bounding was first observed in (Telgarsky, 2013), and is crucial for obtaining \( 1/t \) rates under realizability. Secondly, it may seem that self-bounding is simply a reformulation of smoothness, but firstly it is satisfied for certain nonsmooth losses (in the sense of bounded second derivatives), such as the exponential loss, and secondly replacing self-boundedness with smoothness breaks the current proofs.

Probabilities, expectations, and Markov chains. When data arrives IID, then \( \mathbb{E}_x \) and \( \mathbb{P}_X \) will respectively denote expectations and probabilities. Correspondingly, the risk \( \mathcal{R}(w) \) is defined by \( \mathbb{E}_{x,y} = \ell(y, w^T x) \). In either case, whenever data \( ((x_i, y_i))_{i=1}^t \) and a loss \( \ell \) are available, define \( \ell_i(v) := \ell(y_i, x_i^T v) \), though \( \ell_{x,y}(v) := \ell(y, x^T v) \) is also used, whereby \( \mathcal{R}(w) = \mathbb{E}_{x,y} \ell_{x,y}(w) \).

With Markov chains and stochastic processes, \( \mathbb{E}_{\leq t} \) will be used to condition on \( \mathcal{F}_{\leq t} \), the \( \sigma \)-algebra of all information up through time \( t \). It will not be necessary for the stationary processes here to be exactly Markovian (or possess a precise stationary distribution); instead, inspired by the Ergodic Mirror Descent analysis by Duch et al. (2012), the stationarity assumption here will be approximate.
**Definition 4** Let \((x_i)_{i \geq 0}\) be samples from a stochastic process, and let \(P^t_i\) denote the conditional distribution of \(x_i\) conditioned on time \(i < t\). For any \(\epsilon \geq 0\), a triple \((\pi, \tau, \epsilon)\) is an approximate stationarity witness if

\[
\sup_{t \in \mathbb{Z}_{\geq 0}} \text{TV}(P^t_i, \pi) \leq \epsilon.
\]

(For a similar condition in prior work, see (Duchi et al., 2012, Assumption C.).)

Note that if \((x_i)_{i \geq 0}\) are IID, then we can choose \((\pi, \tau, \epsilon) = (P^1_1, 1, 0)\), and the corresponding stochastic MD bounds in Section 3 exhibit no degradation in the IID case. For a broad variety of Markov chains, for any \(\epsilon > 0\) we can establish \(\tau = O(\ln(1/\epsilon))\), with hidden constants uniform in \(\epsilon\) (Meyn and Tweedie, 2012). We will always bake in \(\epsilon = 1/\sqrt{t}\), which suggests \(\tau = O(\ln(t))\).

For risk minimization over Markov data as in Theorem 8, the risk will refer to \(\mathcal{R}(w) := \mathbb{E}_{x,y \sim \pi} \ell_{x,y}(w)\), where \(\pi\) is an approximate stationary distribution provided by Definition 4.

**Mirror descent.** Mirror descent is a powerful generalization of gradient descent, which operates as follows. Given a differentiable 1-strongly-convex mirror map \(\psi\) and the corresponding Bregman divergence \(D_\psi(w, v) := \psi(w) - \psi(v) + \langle \nabla \psi(v), w - v \rangle\), and a sequence of objective functions \((f_i)_{i \leq t}\), mirror descent chooses a new iterate \(w_{i+1}\) from the old iterate \(w_i\) and a step size \(\eta \geq 0\) and subgradient \(g_{i+1} \in \partial f_{i+1}(w_i)\) and a closed convex constraint set \(S\) (with \(S = \mathbb{R}^d\) allowed) via eq. (3), repeated here verbatim for convenience as

\[
w_{i+1} := \arg \min_{w \in S} \left(\eta g_{i+1}, w\right) + D_\psi(w, w_i)\).
\]

In the present work, typically \(f_{i+1} = \ell_{i+1}\), but in Theorem 11 it will be the full batch empirical risk. As before, we will use the notation \(\|\partial f_{i+1}(w)\|_* = \sup\{\|g\|_* : g \in \partial f_{i+1}(w)\}\), and the particular choice of subgradient will never matter. The vector space for iterates will be \(\mathbb{R}^d\) mainly for sake of presentation, however none of the bounds have any dependence on dimension, and a future version may simply use a separable Hilbert space. Norms without any subscript are simply general norms (i.e., not necessarily Euclidean). Batch and stochastic gradient descent can be written as mirror descent via \(\Psi(v) := \|v\|^2_2/2\); for more information on mirror descent, there are many excellent texts (Duchi et al., 2012; Bubeck, 2015; Nemirovski and Yudin, 1983).

TD is only used in Theorem 9, and its presentation is deferred to Section 3.1.

**The comparator \(w_{\text{ref}}\).** The bounds will rely not on global minimizers, but rather on merely good comparators \(w_{\text{ref}}\). These comparators will either satisfy \(\mathcal{R}(w_{\text{ref}}) \leq D_\psi(w_{\text{ref}}, w_0)/t\) in the realizable case (cf. Theorem 5), or \(\mathcal{R}(w_{\text{ref}}) \leq D_\psi(w_{\text{ref}}, w_0)/\sqrt{t} + \inf_v \mathcal{R}(v)\) in the general case (cf. Theorem 8, Theorem 10, Theorem 11). Here are a few sanity checks on this arguably awkward definition (which has \(w_{\text{ref}}\) on both sides). Firstly, if a minimizer \(w_{\text{ref}}\) exists (meaning \(\mathcal{R}(w_{\text{ref}}) = \inf_v \mathcal{R}(v)\)), then immediately \(\mathcal{R}(w_{\text{ref}}) \leq D_\psi(w_{\text{ref}}, w_0)/t^{\alpha} + \inf_v \mathcal{R}(v)\) for all \(\alpha \geq 0\) and all \(t\). Secondly, if there exists a \(w_{\text{ref}}\) satisfying \(\mathcal{R}(w_{\text{ref}}) \leq D_\psi(w_{\text{ref}}, w_0)/\sqrt{t} + \inf_v \mathcal{R}(v)\), then we can also use the oracle solution \(\hat{w} := \arg \min_u \left[D_\psi(u, w_0)/\sqrt{t} + \mathcal{R}(u)\right]\), since the nonnegativity of \(D_\psi\) and existence of \(w_{\text{ref}}\) imply

\[
\mathcal{R}(\hat{w}) \leq \mathcal{R}(\hat{w}) + \frac{D_\psi(\hat{w}, w_0)}{\sqrt{t}} = \inf_u \left[D_\psi(u, w_0)/\sqrt{t}\right] \leq \frac{D_\psi(w_{\text{ref}}, w_0)}{\sqrt{t/4}} + \inf_v \mathcal{R}(v),
\]

meaning we can use \(\hat{w}\) at an earlier time \(t/4\). In general, the admissible choices for \(w_{\text{ref}}\) depend on \(\ell\), the data distribution, and on \(t\) (i.e., different \(w_{\text{ref}}\) are relevant at different times, as desired); detailed discussions are given for the logistic and squared losses in Section 2 and Section 3.
2. Realizable case, illustrative examples, and proof scheme

The first bound is for self- and quadratically-bounded losses, and requires realizability: as discussed at the end of Section 1.1, this corresponds to the existence of $w_{\text{ref}}$ with $R(w_{\text{ref}}) \leq D_\psi(w_{\text{ref}}, w_0)/t$, which will be discussed momentarily for the logistic loss.

**Theorem 5** Suppose $\ell$ is convex, $(C_1, C_2)$-quadratically-bounded, and $\rho$-self-bounding. Let $t$ be given, and suppose $((x_i, y_i))_{i \leq t}$ are IID samples with $\max\{|x_i|, |y_i|\} \leq 1$ almost surely. Let reference solution $w_{\text{ref}}$ and initial point $w_0$ be given, and suppose $w_{\text{ref}}$ satisfies $R(w_{\text{ref}}) \leq \rho D_\psi(w_{\text{ref}}, w_0)/t$, and let $C_4$ be given so that $\max_{j \leq t} |\ell_{j+1}(w_{\text{ref}})| \leq C_4$ almost surely. Then with probability at least $1 - 2t\delta$, every $i \leq t$ satisfies

$$8\frac{3}{\eta} D_\psi(w_{\text{ref}}, w_i) + \frac{1}{\eta} \sum_{j<i} R(w_j) \leq \frac{2B_w^2 (1 + C_1 + C_2 (1 + \|w_{\text{ref}}\|)) + C_4}{\eta} + \frac{4}{\eta} R(w_{\text{ref}}),$$

where $B_w := \max\{1, 4\sqrt{D_\psi(w_{\text{ref}}, w_0)} + (64C_1/\rho) \ln(1/\delta)\}$ and $\eta \leq 1/(2\rho)$.

All bounds in this work will have roughly the form of Theorem 5, which can be summarized as follows. As stated in the introduction, the bound has a regret-style average risk on the left hand side, and the risk of the comparator $w_{\text{ref}}$ in the right hand side. Unusual elements are the control for all times $i < t$, the left hand side term $D_\psi(w_{\text{ref}}, w_i)$, and the coefficient exceeding one on $R(w_{\text{ref}})$. The control for all times $i < t$ is an artifact of the proof scheme, and will be discussed below. The left hand side term $D_\psi(w_{\text{ref}}, w_i)$ is crucial to the operation of the proof; it is an implicit bias which prevents iterates from growing too large. This term is dropped in all standard presentations of mirror descent (Bubeck, 2015; Duchi et al., 2012; Nemirovski and Yudin, 1983), but was exploited in the original perceptron convergence proof (Novikoff, 1962). The large coefficient on $R(w_{\text{ref}})$ is a consequence of realizability, and can not be removed with the current proof scheme.

2.1. Illustrative example: the logistic loss and approximate separability

To investigate Theorem 5 more closely, consider the logistic loss $\ell(y, \hat{y}) = \ln(1 + \exp(-y\hat{y}))$ on classification data. In typical implicit regularization works, the logistic loss is treated as having an exponential tail, and inducing convergence to maximum margin directions (Zhang and Yu, 2005; Telgarsky, 2013; Soudry et al., 2017; Shamir, 2021). As in Figure 1(b), it can take a while for the maximum margin asymptotics to kick in; for example, the risk rate for SGD in (Ji and Telgarsky, 2018b, Theorem 1.1) is $O(\ln(t)/(t^2))$, where the population margin $\gamma$ can be taken to mean $\Pr[u^T xy \geq \gamma] = 1$ for some unit vector $u$. Returning to Figure 1(b), the global margin $\gamma$ is very small, but the initial dynamics are governed by the much larger margin of the likely points oriented vertically. As a first step towards formalizing this and connecting back to Theorem 5, consider the following approximate realizability/sepability characterization, and its consequences on the choice of $w_{\text{ref}}$.

**Proposition 6** Let $t$ be given. Suppose $\ell(y, \hat{y}) = \ln(1 + \exp(-\operatorname{sgn}(y)\hat{y}))$ is the logistic loss, the data satisfies $\|x\|_2 \leq 1$ and $y \in \{\pm 1\}$ almost surely, and that there exists a unit vector $u_t \in \mathbb{R}^d$ and a scalar $\gamma_t > 0$ so that $\Pr[u_t^T xy \geq \gamma_t] \geq 1 - 1/t$. Then the reference solution $w_{\text{ref}} := u_t \ln(t)/\gamma_t$ satisfies $R(w_{\text{ref}}) \leq (2 + \ln(t)/\gamma_t)/t$. 


Figure 2: These plots show SGD on the logistic loss, but rather than depicting many trajectories as a filigree (as in Figure 1), they are histogrammed into hexagonal bins, with additional black lines showing the vector field. The color scheme gradations are logarithmic, and seem to exhibit an exponential concentration around the GD path, a phenomenon not established in this work. Figure 2(a) shows this visualization technique on the same data from Figure 1, whereas Figure 2(b) shows the spherical 0-margin data from Proposition 7.

Applying Theorem 5 with this $w_{\text{ref}}$ and with step size $\eta = 1$ gives, with probability at least $1 - \delta$,

$$\frac{8}{3t} \| w_t - w_{\text{ref}} \|^2 + \frac{1}{t} \sum_{i < t} R(w_i) \leq \mathcal{O} \left( \frac{\ln(t)^2 \sqrt{\ln(t/\delta)}}{t \gamma^2} \right).$$

As a sanity check, if the global maximum margin $\gamma \leq \gamma_t$ is used, then this bound matches the bound from prior work mentioned before (Ji and Telgarsky, 2018b, Theorem 1.1), and also matches standard margin-based generalization bounds (Schapire et al., 1997). A key difference is that $\gamma_t$ is not a hard margin, but allows some fraction of margin violations. In particular, returning to Figure 1(b), if we choose $t = 10$, then we can choose $\gamma_t$ to be the large “likely data” margin, and our convergence rate scales with this $1/\gamma_t^2$, rather than the much smaller “rare data” margin.

Rather than relying on an opaque $\gamma_t$, here is another example where $\gamma_t$ may be calculated. Consider Figure 2(b), where there is a perfect but 0-margin classifier (thus breaking standard bounds), and the marginal distribution of $x$ along this perfect classifier is uniform. In this setting, the optimal predictor of length $r$ is unique and achieves risk only $1/r$, in contrast to the standard margin setting (roughly as in Proposition 6, where one hopes for a predictor of length $\ln(r)/\gamma$ for risk $1/r$).

**Proposition 7** Let dimension $d \geq 2$ be given, let $\mu_0$ denote the uniform probability density on the sphere $S_{d-1} := \{ x \in \mathbb{R}^d : \| x \| = 1 \}$, and let $\mu$ denote a reweighting of $\mu_0$ along the axis $e_1$ so that every orthogonal slice has equal density, meaning $d\mu(x) = p(x_1) \, d\mu_0(x)$ for some $p$, whereby $\text{Pr}_{\mu_0}( \{ x \in S_{d-1} : -1 \leq a \leq x_1 \leq b \leq 1 \} ) = (b - a)/2$, and suppose $\text{Pr}[y = 1|x] = 1[x_1 \geq 0]$. Then for any norm $r > 0$, the vector $u_r := re_1$ is the unique minimizer of $R$ with norm $r$, and
moreover if \( r \geq 1 \) then

\[
\left| \mathcal{R}(u_r) - \frac{\pi^2}{12r} \right| \leq \frac{2}{\exp(r)}.
\]

Now consider applying the (approximately) realizable analysis in Theorem 5 to this setting. Choosing \( \eta = 1 \) as suggested there, and \( w_{\text{ref}} = e_1/t^{1/3} \) as suggested by Proposition 7 after optimizing terms, then \( \max\{\|w_{\text{ref}}\|, \mathcal{R}(w_{\text{ref}})\} = O(1/t^{1/3}) \) and \( \mathcal{R}(w_{\text{ref}}) = O(\|w_{\text{ref}}\|^2/t) \) as required by the realizability conditions in Theorem 5. Thus, with probability at least \( 1 - \delta \),

\[
\frac{8}{3t} \|w_{\text{ref}} - w_t\|^2 + \frac{1}{t} \sum_{i < t} \mathcal{R}(w_i) \leq O\left(\frac{\ln(t/\delta)}{t^{1/3}}\right).
\]

There does not appear to be any prior work analyzing these infinitesimally-separable scenarios; furthermore, such examples necessitated the realizability formulation in Theorem 5.

2.2. Proof sketch: the core coupling-based argument

This subsection provides the basic form of the coupling-based argument used within all proofs in this work. Rather than handling the realizable setting of Theorem 5 directly, it is stated for the simpler setting of stochastic gradient descent with IID data and a step size \( \eta = O(1/\sqrt{t}) \), with a few remarks afterwards then adjusting it for Theorem 5.

The proof scheme consists of the following three steps.

1. Coupling unconstrained iterates \((w_i)_{i < t}\) with constrained iterates \((v_i)_{i < t}\). Because \((w_i)_{i < t}\) are unconstrained, it is unclear how to apply standard concentration inequalities to them. Instead, define projected iterates \((v_i)_{i < t}\) which are coupled to \((w_i)_{i < t}\) in the following sense: \( v_0 = w_0 \), and thereafter, \( v_{i+1} \) is defined using the same randomness as \( w_{i+1} \), meaning

\[
w_{i+1} := w_i - \eta \partial_u \ell(y_{i+1}, x^T_{i+1}w_i),
\]

\[
v_{i+1} := \Pi_S \left( v_i - \eta \partial_v \ell(y_{i+1}, x^T_{i+1}v_i) \right),
\]

where the constraint set \( S := \{ v \in \mathbb{R}^d : \|v - w_{\text{ref}}\| \leq B_w \} \) has a few key choices. Firstly, it projects onto a ball around the desired comparator \( w_{\text{ref}} \); algorithmically, this would require clairvoyantly re-running the algorithm with knowledge of \( w_{\text{ref}} \), but here it is only used as a mathematical construct. Since \((v_i)_{i < t}\) explicitly depends on \( w_{\text{ref}} \), relating \( w_t \) to \( v_t \) will in turn relate \( w_t \) to \( w_{\text{ref}} \). A description of the radius \( B_w \) will come shortly.

2. Implicitly-biased MD analysis of \((v_i)_{i < t}\). Because \((v_i)_{i < t}\) are constrained to a small ball around \( w_{\text{ref}} \), we can easily apply MD and concentration guarantees and expect all quantities to scale with properties of \( w_{\text{ref}} \). Concretely, following the standard MD proof scheme specialized to GD via \( \Psi(w) = \frac{1}{2} \|w\|^2 \) (whereby \( D_\psi(w_{\text{ref}}, w) = \frac{1}{2} \|w_{\text{ref}} - w\|^2 \)), and writing \( h_{j+1} := \partial_v \ell(y_{j+1}, x^T_{j+1}v_j) \) for the stochastic gradient at time \( j + 1 \) for \( v_j \),

\[
\|v_{j+1} - w_{\text{ref}}\|^2 \leq \|v_j - w_{\text{ref}}\|^2 + 2\eta \left[ \ell_j(v_{\text{ref}}) - \ell_j(v_j) \right] + \eta^2 \|h_{j+1}\|^2,
\]

which after recursing and rearranging (alternatively applying \( \sum_{j < t} \) to both sides) gives

\[
\|v_t - w_{\text{ref}}\|^2 \leq \|v_0 - w_{\text{ref}}\|^2 + 2\eta \sum_{j < i} \left[ \ell_j(v_{\text{ref}}) - \ell_{j+1}(v_j) + \eta^2 \|h_{j+1}\|^2 \right].
\]
Applying Azuma’s inequality, with probability at least $1 - \delta$, 
\[
\|v_i - \omega|w_{\text{ref}}\|_2^2 \leq \|v_0 - \omega|w_{\text{ref}}\|_2^2 + 2\eta \sum_{j<i} [\mathcal{R}(w_{\text{ref}}) - \mathcal{R}(v_j)] + \eta \left[\text{deviations} + \eta \sum_{j<i} \|h_{j+1}\|^2\right].
\] (4)

What is the magnitude of the error term on the second line? Azuma’s inequality scales with the range of the relevant random variables, and thus if the loss has quadratic growth, we can expect the entire second line to be $\mathcal{O}(B_w^2)$, which deserves quite a bit more discussion.

This quantity $\mathcal{O}(B_w^2)$ (and the choice of quadratically-bounded losses) is crucial. The left hand side of the bound has $\|v_i - \omega|w_{\text{ref}}\|_2^2$, which is at most $B_w^2$ by the choice of $S$. As such, if the $\mathcal{O}(B_w^2)$ in the right hand side has a leading constant less than 1, then the projection operation is never invoked, and we should be able to show $w_i = v_i$. In fact, this observation was the starting point of this work, and “quadratically-bounded loss” is merely a reverse-engineered concept to make it go through. Moreover, it is clear that none of this would be possible if the left hand term $\|v_i - \omega|w_{\text{ref}}\|_2^2$ were deleted, as is standard in MD.

3. Proving $(w_i)_{i \leq t} = (v_i)_{i \leq t}$ via induction. We are now in position to complete the proof.

Let $E$ denote the failure event for the earlier regret guarantee in eq. (4), which rules out certain wild trajectories for $(v_i)_{i \leq t}$. The underlying sample space for this event is $((x_i, y_i))_{i \leq t}$, and therefore this event also controls the behavior of $(w_i)_{i \leq t}$; in fact, this proof will show that ruling out $E$ deletes not just the wild trajectories of $(v_i)_{i \leq t}$, but also that one may interpret these projected iterates as mere proxies to get a handle on the wild trajectories of $(w_i)_{i \leq t}$. This proof technique is then a truncation argument, as is standard throughout probability theory.

In detail, consider $w_{i+1}$, and suppose the inductive hypothesis $(w_j)_{j \leq i} = (v_j)_{j \leq i}$. Writing out a deterministic gradient descent inequality for $w_{i+1}$ (cf. Lemma 17) and then invoking the inductive hypothesis to transplant $(v_j)_{j \leq i}$, gives (under event $E$) 
\[
\|w_{i+1} - \omega|w_{\text{ref}}\|_2^2 = \|w_0 - \omega|w_{\text{ref}}\|_2^2 + 2\eta \sum_{j<i} [\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(w_j)] + \eta^2 \sum_{j<i} \|\partial\ell_{j+1}(w_j)\|^2
\]
\[
= \|w_0 - \omega|w_{\text{ref}}\|_2^2 + 2\eta \sum_{j<i} [\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(v_j)] + \eta^2 \sum_{j<i} \|\partial\ell_{j+1}(v_j)\|^2
\]
\[
\leq \|w_0 - \omega|w_{\text{ref}}\|_2^2 + 2\eta \sum_{j<i} [\mathcal{R}(w_{\text{ref}}) - \mathcal{R}(v_j)] + \eta^2 \mathcal{O}(B_w^2).
\]

With some tuning of $\eta$ and $B_w$, the final term $i\eta^2 \mathcal{O}(B_w^2)$ is in fact strictly less than $B_w^2$, which suffices to imply projections are never invoked, and $w_{i+1} = v_{i+1}$. This argument is repeated for every iteration $i \leq t$, so in fact there are $t$ different failure events $(E_i)_{i \leq t}$, and unioning them together gives the final statement.

The preceding proof was for GD not MD, but the standard MD proof scheme is identical Lemma 17, even with the left hand implicit bias term added in.

Handling the realizable case has a few important differences. The first is that the squared gradient term $\|\partial\ell_{j+1}(v_j)\|^2$ is swallowed into the loss term via the definition of $\rho$-self-bounding. Moreover, to obtain a rate $1/t$ not $1/\sqrt{t}$, Freedman’s inequality is used rather than Azuma’s inequality,
3. General MD analysis, illustrative examples, and TD analysis

The section exhibits slower rates, meaning $1/\sqrt{t}$ rather than the $1/t$ in Theorem 5, but allows an important generalization: the data need not be IID, but instead is approximately Markovian (cf. Definition 4), and need not be realizable.

The first bound here is for stochastic MD. As discussed in Section 1.1, the condition on $w_{\text{ref}}$ is now $R(w_{\text{ref}}) \leq D_\psi(w_{\text{ref}}, w_0)/\sqrt{t} + \inf_v R(v)$.

**Theorem 8** Suppose $\ell$ is convex and $(C_1, C_2)$-quadratically-bounded. Let $t$ be given, and suppose $((x_i, y_i))_{i \leq t}$ are drawn from a stochastic process with approximate stationarity witness $(\pi, \tau, 1/\sqrt{t})$ with $\max\{|\|x_i\|_*, |y_i|\} \leq 1$ almost surely. Let reference solution $w_{\text{ref}}$ and initial point $w_0$ be given, and suppose $w_{\text{ref}}$ satisfies $R(w_{\text{ref}}) \leq D_\psi(w_{\text{ref}}, w_0)/\sqrt{t} + \inf_v R(v)$. Then with probability at least $1 - t \tau \delta$, every $i \leq t$ satisfies

$$
\frac{1}{t}D_\psi(w_{\text{ref}}, w_i) + \frac{1}{i} \sum_{j<i} R(w_j) \leq \frac{B_\omega^2}{8i\eta} + R(w_{\text{ref}}),
$$

where $B_\omega = \max\{1, C_2\|w_{\text{ref}}\|, 4\sqrt{D_\psi(w_{\text{ref}}, w_0)}\}$ and $\eta \leq \frac{1}{4096 \max\{1, C_1, C_2\} \sqrt{t \tau \ln(1/\delta)}}$.

Illustrative examples of Theorem 8 will be provided shortly in Section 3.2. The form of the bound is similar to Theorem 5, but has a rate $O(1/\sqrt{t})$ after expanding $\eta$. Unlike Theorem 5, the step size is messy; this seems necessary with the current proof technique, which seems to have no recourse but to use $\eta$ to swallow some terms; the realizable analysis was able to avoid this thanks to applying two concentration inequalities, the first of which relied heavily on realizability.

The proof of Theorem 8 follows the sketch in Section 2.2 exactly, with two exceptions. The first is that GD is replaced by MD, following a nearly standard analysis with an added non-standard implicit bias term $D_\psi(w_{\text{ref}}, w_i)$ (cf. Lemma 17). The second difference is that Azuma’s inequality is replaced with a Markov chain concentration inequality, which itself uses a standard technique of treating the data as $\tau$ interleaved sequences of nearly-IID data, and applying Azuma’s inequality to each. This concentration inequality is detailed in Lemma 14, but is abstracted from a proof due to Duchi et al. (2012).

3.1. TD analysis

The second Markovian guarantee on TD. It is not necessary to be familiar with any RL concepts to make sense of this theorem, and in fact it can be stated as a fixed point property, but here is some brief background. The sequence $(x_i)_{i \geq 0}$ with $x_i \in \mathbb{R}^d$ is interpreted as combined state/action vectors, and instead of labels there are scalar rewards $(r_i)_{i \geq 1}$, whose conditional distribution is fully determined by the preceding state/action vector, meaning $r_{i+1} | F_{\leq i} = r_{i+1} | x_i$. The stochastic TD update is

$$
w_{i+1} := w_i - \eta G_{i+1}(w_i), \quad \text{where } G_{i+1}(v) = x \left( (x_i - \gamma x_{i+1}', v) - r_{i+1} \right), \quad (5)
$$
where the discount factor $\gamma \in (0, 1)$ is fixed throughout.

In prior work, this method is only studied in expectation, often with a variety of boundedness/projection and full rank conditions (Zou et al., 2019), or further stationarity and sampling conditions (Bhandari and Russo, 2019). Some recent work has aimed to reduce these assumptions, but still was only able to achieve bounds in expectation (Hu et al., 2022). Meanwhile, invoking essentially the same proof as for Theorem 8 leads to a high probability guarantee; the only real difference is that the deterministic MD analysis (from Lemma 17) is replaced with a similar deterministic TD analysis (from Lemma 18), even though TD is not in any sense a gradient method.

**Theorem 9** Let a stochastic process $((x_i, r_i))_{i \geq 0}$ be given, where $(x_i) \geq 0$ form a Markov chain and $\max\{\|x_i\|, |r_i|\} \leq 1$ almost surely, and define auxiliary random variables $\zeta_{i+1} = (x_i, x_{i+1}, r_{i+1})$, and let $(\pi, \tau, 1/\sqrt{t})$ denote an approximate stationarity witness for $(\zeta_i)_{i \geq 1}$. Let reference solution $w_{\text{ref}}$ be given with $\|\mathbb{E}x_{\sim \pi}G_\zeta(w_{\text{ref}})\| \leq \|w_{\text{ref}} - w_0\|^2 / \sqrt{t}$, where $G_\zeta(w_{\text{ref}}) := x (\langle x - \gamma x', w_{\text{ref}} \rangle - r)$ for $\zeta = (x, x', r)$. Then, with probability at least $1 - t\tau\delta$,

$$\|w_t - w_{\text{ref}}\|^2 + \eta(1 - \gamma)^2 \sum_{i < t} \mathbb{E}x_{\sim \pi} \langle x, w_i - w_{\text{ref}} \rangle^2 \leq B_w^2 + \frac{t\eta B_w}{512} \|\mathbb{E}x_{\sim \pi}G_\zeta(w_{\text{ref}})\|,$$

where $B_w = \max\{1, 4\|w_{\text{ref}}\|, 4\|w_0 - w_{\text{ref}}\|\}$ and $\eta \leq \frac{1}{1024 \sqrt{t} \ln(1/\delta)}$.

Notably, as a parallel to the approximate optimality of $w_{\text{ref}}$ in Theorems 5 and 8, the reference solution in Theorem 9 need only be an approximate fixed point: $\|\mathbb{E}x_{\sim \pi}G_\zeta(w_{\text{ref}})\| = O(1/\sqrt{t})$.

**3.2. Illustrative examples**

**Squared loss.** First consider the squared loss $\ell(y, \hat{y}) := (y - \hat{y})^2 / 2$. Typically $\mathcal{R}$ in this setting is treated as strongly convex (perhaps along a subspace), and SGD converges at a rate $1/t$. Unfortunately, this rate also scales with $1/\sigma_{\text{min}}^2$, the inverse of the smallest positive eigenvalue of the population covariance, which has no reason to be large or stable.

The goal of the present work is to eschew global dependencies, and depend on local properties; this is also exhibited in Figure 1(a), where both stochastic GD as well as GD on $\mathcal{R}$ spend a long time pointing away from the minimum norm solution of $\mathcal{R}$ they eventually converge to.

As a concrete construction of $w_{\text{ref}}$, consider the case of singular value thresholding: rather than seeking out the population solution $\bar{w} := [\mathbb{E}xx^T]^+ [\mathbb{E}xy]$, where the “+” denotes a pseudoinverse, consider $w_k := [\mathbb{E}xx^T]^+_k [\mathbb{E}xy]$, where $k$ truncates the spectrum of $\mathbb{E}xx^T$ to have only the $k$ largest eigenvalues. Correspondingly, suppose $w_0 = 0$, and choose $k$ small enough so that

$$\mathcal{R}(\bar{w}_k) \leq \frac{\|\bar{w}_k\|^2}{2\sqrt{t}} + \inf_v \mathcal{R}(v) = \frac{D_\psi(\bar{w}_k, w_0)}{\sqrt{t}} + \mathcal{R}(\bar{w});$$

whenever this holds, this $\bar{w}_k$ and $t$ can be plugged in to Theorem 8, giving a stochastic GD guarantee which not only competes with $\mathcal{R}(\bar{w}_k)$, but moreover the constants in the rate scale with $\|\bar{w}_k\|^2$, which is on the order $1/\sigma_k^2$, rather than being on the order $1/\sigma_{\text{min}}^2$ as with the minimum norm least squares solution $\bar{w}$. This gives some explanation of the behavior of Figure 1(a): early in training, the path is closer to low norm solutions such as the singular value thresholded solution $\bar{w}_k$. Said another way, stochastic GD competes with $\bar{w}_k$ for every $k$ without any specialized algorithm!
**Geometric medians.** As another example, suppose the regression problem \( \ell(y, \hat{y}) := \|y - \hat{y}\| \), which is Lipschitz, nonsmooth, and unbounded. Applying stochastic GD to this problem leads to a pleasing algorithm especially in the univariate case: explicitly, to find the median of a stream of data points, it simply compares its estimate \( w_t \) to the new test point \( y_{i+1} \), and adjust by \( \pm \eta \) depending on whether it is to the right or left. Standard analyses of this method would require projections or regularization (and some outer doubling loop to guess the radius), but Theorem 8 can handle a direct the projection-free stochastic GD.

## 4. Final examples: batch data and heavy-tailed data

This final set of results will relax two conditions which may have seemed necessary to the proof scheme in Section 2.2: data may be heavy-tailed, and data may be handled as a batch.

### 4.1. Heavy-tailed data

All preceding sections required bounded data: \( \max\{\|x\|, |y|\} \leq 1 \) almost surely. Instead, the following bound is similar to the non-realizable setting of Theorem 8, except the data is IID, and may have two types of heavy tail.

**Theorem 10** Suppose \( \ell \) is convex and \((C_1, C_2)\)-quadratically-bounded. Let \( t \) be given, and suppose \( ((x_i, y_i))_{i \leq t} \) are drawn IID with auxiliary random variables \( Z_i := \max\{1, \|x\|_4^4, |y|_4^4\} \) satisfying one of the following two tail behaviors with a corresponding constant \( C \).

1. **Subgaussian tails.** Each \( Z_i \) is subgaussian with variance proxy \( \sigma^2 \), and define
   \[
   C := \text{Ex}Z_1 + 2\sigma \sqrt{\ln(1/\delta)/t}.
   \]

2. **Polynomial tails.** Defining a moment bound \( M := \max\{p/e, \sup_{2 \leq r \leq p} \text{Ex}[Z_i - \text{Ex}Z_i]^r\} \) for each \( Z_i \) for some power \( p \) satisfying \( 8|p| \), define
   \[
   C := \text{Ex}Z_1 + 2M \left( \frac{2}{3} \right)^{1/p} / \sqrt{t}.
   \]

Let reference solution \( w_{\text{ref}} \) and initial point \( w_0 \) be given, and suppose \( w_{\text{ref}} \) satisfies \( \mathcal{R}(w_{\text{ref}}) \leq D_\psi(w_{\text{ref}}, w_0)/\sqrt{t} + \inf_v \mathcal{R}(v) \). Then with probability at least \( 1 - 2t\delta \), every \( i \leq t \) satisfies

\[
\frac{1}{i\eta} D_\psi(w_{\text{ref}}, w_i) + \frac{1}{i} \sum_{j < i} \mathcal{R}(w_j) \leq \frac{B_w^2}{8i\eta} + \mathcal{R}(w_{\text{ref}}),
\]

where \( B_w = \max\{1, C_2\|w_{\text{ref}}\|, 4\sqrt{D_\psi(w_{\text{ref}}, w_0)}\} \) and \( \eta \leq \frac{1}{4096 \max\{1, C_1, C_2\} \sqrt{(1+C)\ln(1/\delta)}} \).

A few remarks are in order. Firstly, with polynomial tails, the bound is not what is generally called a high probability bound, as the familiar \( \ln(1/\delta) \) is replaced with \( (1/\delta)^{1/p} \). This has a particularly bad interaction with union bounds: in fact, since the proof technique utilized a union bound over all \( t \) iterations, this term should in fact be interpreted as \( (t/\delta)^{1/p} \). Expanding the corresponding term \( C \) in the final bound, the rate becomes \( \max\{t^{-1/2}, t^{-1+1/(2p)}\} \), which is reasonable, though the dependence on \( 1/\delta \) is still unpleasant.

A second remark is on the proof. The mirror descent guarantee in the case of general data with smooth losses ends up having terms of the form \( \sum_{i < t} \max\{\|x\|_4^4, |y|_4^4\} \) appear in a few places, which were simply upper bounded by \( t \) in the earlier general analyses. The step size \( \eta \) is then made large to swallow these terms (i.e., the \( C \) above appears within \( \eta \)), but there are still two issues:
firstly, $C$ must be controlled, and secondly, as this quantity is random, we can not simply invoke Azuma’s inequality with a random range. To solve the first problem, there exist a variety of heavy tail concentration inequalities, as detailed in the proofs in the appendix. For the second problem, we use a very nice variant of Azuma’s inequality which allows the ranges to not be specified up front (van Handel, 2016, Problem 3.11).

It appears guarantees of this type have not appeared before; the most similar analyses consider specialized scenarios and moreover modify the descent method, for instance by using minibatches with specially-tuned batch sizes to exhibit strong convexity structure assumed to hold over the population (Zhu et al., 2022), or by gradient clipping and similar procedures (Gorbunov et al., 2020; Davis and Drusvyatskiy, 2020; Nazin et al., 2019).

4.2. Batch data

All the bounds in this work so far have worked with stochastic data, arriving one point at a time; correspondingly, the concentration inequalities seemed to rely upon martingale structure. The final bound shows that this is not necessary: data can be handled in a batch, and the concentration inequality can simply be a generalization bound. This method replaces the stochastic gradient $g_{j+1}$ with a full batch gradient:

$$g_{i+1} := \partial_n \mathcal{R}(w_i), \quad \text{where } \mathcal{R}(w_i) := \frac{1}{n} \sum_{k=1}^{n} \ell(y_k, x_k^T w_i). \quad (6)$$

**Theorem 11** Suppose $\ell$ is convex and $(C_1, C_2)$-quadratically-bounded. Suppose $((x_i, y_i))_{i \leq n}$ are drawn IID with $\max\{|x_i|, |y_i|\}$ almost surely, and that $(w_i)_{i \leq t}$ are given by batch MD with $t \leq n$, where batch gradients are given eq. (6). Let reference solution $w_{ref}$ and initial point $w_0$ be given, and suppose $w_{ref}$ satisfies $\mathcal{R}(w_{ref}) \leq D_\psi(w_{ref}, w_0) / \sqrt{t} + \inf_v \mathcal{R}(v)$. Then with probability at least $1 - 4\delta$, every $i \leq t$ satisfies

$$\frac{1}{n} D_\psi(w_{ref}, w_i) + \frac{1}{t} \sum_{j<i} \mathcal{R}(w_j) \leq \frac{B_w^2}{8t\eta} + \mathcal{R}(w_{ref}),$$

where $B_w = \max\{1, C_2 \|w_{ref}\| / 4 \sqrt{D_\psi(w_{ref}, w_0)}\}$ and $\eta \leq \frac{1}{4096 \max\{1, C_1, C_2\} \sqrt{t \ln(1/\delta)}}$.

The proof is basically the same as Theorem 8, except the Markov chain concentration inequality is replaced with a generalization bound for linear predictors. As a technical note, the generalization bound is directly on a ball defined by $D_\psi$, rather than the corresponding norm, as happens in the other proofs; this is thanks to a clean Rademacher bound on Bregman balls due to Kakade et al. (2008, Theorem 3 and Example (4)).

Although the main focus of this work is on methods which process one example at a time, general unconstrained batch guarantees as above similarly do not seem to have appeared in the literature; as with the stochastic analyses, the closest prior work has rates depending on structural properties of the loss and training data (Soudry et al., 2017; Ji and Telgarsky, 2018b).

5. Further related work and open problems

**Implicit regularization.** The extensive literature on implicit bias/regularization was a major source of techniques and inspiration for the present work. These works typically show convergence to a
specific (limiting) good solution over the training set; this has been shown for coordinate descent (Zhang and Yu, 2005; Telgarsky, 2013), gradient descent (Soudry et al., 2017; Ji and Telgarsky, 2018b), deep linear networks (Ji and Telgarsky, 2018a; Arora et al., 2019), ReLU networks (Lyu and Li, 2019; Chizat and Bach, 2020; Ji and Telgarsky, 2020), mirror descent (Gunasekar et al., 2018), and many others. One point of contrast is that the focus in the preceding works is on structure of the training set, not the structure of the population distribution as is used here. Moreover, the relaxed criterion here (where there is no effort to prove $w_t \to w_{\text{ref}}$ in any topology) allows treatment of previously difficult cases, such as the spherical zero-margin data in Section 2.1.

Is there a more refined comparison between the approaches? Is there a stronger convergence property over the distribution than the ones here? Figure 1 suggests that SGD concentrates along the path of population GD; is there an easy way to prove this, perhaps via implicit regularization techniques or the techniques in the present work?

That said, there is an increasing body of work which takes the view of mirror descent here, namely of not dropping the term $D_{\psi}(w_{\text{ref}}, w_t)$ and treating it as crucial (Ji and Telgarsky, 2018b; Shamir, 2021; Vaskevicius et al., 2020). There is also work on the unbounded online setting (Cutkosky and Orabona, 2018), but the guarantees there contain gradient norms and other terms which in the present statistical work can be ensured small.

Deep networks. Deep learning is a natural target for the techniques presented here. Unfortunately, the proofs heavily rely upon convexity. Is there some adjustment that can be made to hold for general deep networks, meaning those far outside the initial linearization regime?

Concentration-based proof technique. Is there a way to prove these results without needing a coupled sequence $(v_i)_{i \leq t}$? For instance, is there a powerful concentration inequality which can directly establish concentration along the population GD path?

SGD vs GD. Many recent works aim to exhibit and study cases where SGD behaves differently from GD, with an eye towards giving further justification to the extensive use of SGD in practice (Wu et al., 2020); in this sense, the present work is a bit unambitious. Is there some way to use the coupling-based proof technique here — perhaps by coupling with a very different path — to establish other behaviors of SGD?
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**Appendix A. Technical preliminaries**

This first appendix proves basic properties of the loss functions considered, then proves a variety of concentration inequalities, and lastly provides the proofs for the examples in Section 2.1.
A.1. Losses
First, the proof of Lemma 1, that Lipschitzness or smoothness suffice for quadratic-boundedness.

**Proof (of Lemma 1)** For both assumptions, it is easiest to consider classification and regression losses separately. If $\ell$ is $\alpha$-Lipschitz, then if it is a classification loss $|\partial \ell(y, \hat{y})| = |\partial \ell(\text{sgn}(y)\hat{y})| \leq \alpha$, whereas for regression $|\partial \ell(y, \hat{y})| = |\partial \ell(y - \hat{y})| \leq \alpha$. For the case of a smooth loss, with classification

$$|\partial \ell(y, \hat{y})| \leq |\partial \tilde{\ell}(\text{sgn}(y)\hat{y}) - \partial \tilde{\ell}(0)| + |\partial \tilde{\ell}(0)| \leq \beta |\hat{y}| + |\partial \tilde{\ell}(0)|,$$

and for regression

$$|\partial \ell(y, \hat{y})| \leq |\partial \tilde{\ell}(y - \hat{y}) - \tilde{\ell}(0)| + |\partial \tilde{\ell}(0)| \leq \beta |y - \hat{y}| + |\partial \tilde{\ell}(0)|.$$

Next, the special properties of the logistic and squared losses.

**Proof (of Lemma 3)** This proof is split into the two losses.

1. For the squared loss, $\tilde{\ell}''(z) = 1$ and $\tilde{\ell}'(z)^2 = z^2 = 2\tilde{\ell}(z)$, implying 1-smoothness and 1-self-boundedness. For $(0, 1)$-quadratic-boundedness, it suffices to apply Lemma 1 and note that $\partial \tilde{\ell}(0) = 0.$

2. For the logistic loss, a standard calculations reveal $(1/4)$-smoothness via $\tilde{\ell}''(z) \leq \tilde{\ell}''(0) = 1/4$ and 1-Lipschitz via $|\tilde{\ell}'(z)| \leq 1$. The $(1/2)$-self-bounding property was stated in (Telgarsky, 2013). For $(1, 0)$-quadratically-bounding, it suffices to Lemma 1; it is nicer to use the Lipschitz bound since it shrinks some of the bounds throughout this work.

Lastly, a few key consequences of the definition of quadratic-boundedness, which is used in all proofs (except for TD).

**Lemma 12** If $\ell$ is $(C_1, C_2)$-quadratically-bounded, then for any $(x, y)$ with $B_x := \max\{\|x\|, |y|\}$, and any $u, v$,

$$\|\partial_{x,y} \ell(u)\|_* \leq B_x [C_1 + C_2 B_x (1 + \|u\|)],$$

$$\|\ell_{x,y}(u) - \ell_{x,y}(v)\| \leq B_x \|u - v\| [C_1 + C_2 B_x (1 + \|u\|)].$$

In particular, given any reference point $w_{\text{ref}}$ and set $S := \{u \in \mathbb{R}^d : \|u - w_{\text{ref}}\| \leq B_0\}$ with $B_0 \geq 1$, then every $u, v \in S$ satisfies

$$\|\partial_{x,y} \ell(u)\|_* \leq B_x [C_1 + 2C_2 B_0 + C_2 \|w_{\text{ref}}\|],$$

$$\|\ell_{x,y}(u) - \ell_{x,y}(v)\| \leq B_x \|u - v\| [C_1 + 2C_2 B_0 + C_2 \|w_{\text{ref}}\|].$$

**Proof** For the first inequality, by the chain rule,

$$\|\partial_u \ell(y, x^T u)\|_* = \|x \ell'(y, x^T u)\|_* \leq B_x |C_1 + C_2 (|y| + |x^T u|)| \leq B_x [C_1 + C_2 B_x (1 + \|u\|)].$$
For the second inequality, using a version of the fundamental theorem of calculus for subdifferentials (Hiriart-Urruty and Lemaréchal, 2001, Theorem D.2.3.4),

\[
|\ell_{x,y}(u) - \ell_{x,y}(v)| = \left| \int_0^1 \langle \partial \ell_{x,y}(v + t(u - v)), u - v \rangle \, dt \right|
\]

\[
\leq \int_0^1 \|\partial \ell_{x,y}(v + t(u - v))\|_* \|u - v\| \, dt
\]

\[
\leq B_x \|u - v\| \int_0^1 [C_1 + C_2 B_x (1 + \|v + t(u - v)\|)] \, dt
\]

\[
\leq B_x \|u - v\| \left[ C_1 + C_2 B_x (1 + \|v\| + \|u - v\|/2) \right].
\]

For the bounds with \(w_{\text{ref}}\) and \(B_0\), invoking the previous two bounds with \(u \in S\) and \(v := w_{\text{ref}}\) gives

\[
\|\partial_u \ell(y, x^\top y)\|_* \leq B_x \left[ C_1 + C_2 B_x (1 + \|u - w_{\text{ref}}\| + \|w_{\text{ref}}\|) \right]
\]

\[
\leq B_x \left[ C_1 + 2C_2 B_x B_0 + C_2 B_x \|w_{\text{ref}}\| \right],
\]

\[
|\ell_{x,y}(u) - \ell_{x,y}(v)| \leq B_x \|u - v\| \left[ C_1 + C_2 B_x (B_0 + \|w_{\text{ref}}\| + B_0/2) \right]
\]

\[
\leq B_x \|u - v\| \left[ C_1 + 2C_2 B_x B_0 + 2C_2 B_x \|w_{\text{ref}}\| \right],
\]

as desired.

\[\blacksquare\]

### A.2. Concentration inequalities

The first concentration inequality is a tiny bit of algebra on top of a convenient reformulation (with elementary proof) of Freedman’s inequality due to Agarwal et al. (2014). This concentration inequality will be used to get \(1/t\) rates in realizable settings.

**Lemma 13** (See also Agarwal et al., 2014, Lemma 9) Let nonnegative random variables \((X_1, \ldots, X_t)\) be given with \(|X_i| \leq B\). Then, for any \(c \geq 4\), with probability at least \(1 - \delta\),

\[
\sum_{i=1}^t [X_i - \mathbb{E}X_{<i} X_i] \leq \frac{1}{c} \sum_{i=1}^t \mathbb{E}X_{<i} |X_i| + cB \ln \left( \frac{1}{\delta} \right).
\]

**Proof** For each \(i\), define \(Y_i := X_i - \mathbb{E}X_{<i} X_i\), whereby \(\mathbb{E}X_{<i} Y_i = 0\), and \(|Y_i| \leq 4(e - 2)B \leq c(e - 2)B\), and

\[
\mathbb{E}X_{<i} Y_i^2 = \mathbb{E}X_{<i} (X_i - \mathbb{E}X_{<i} X_i)^2 = \mathbb{E}X_{<i} X_i^2 - (\mathbb{E}X_{<i} X_i)^2 \leq \mathbb{E}X_{<i} X_i^2 \leq B \mathbb{E}X_{<i} |X_i|.
\]

As such, by a version of Freedman’s inequality (Agarwal et al., 2014, Lemma 9), with probability at least \(1 - \delta\),

\[
\sum_{i=1}^t Y_i \leq \frac{1}{cB} \sum_{i=1}^t \mathbb{E}X_{<i} Y_i^2 + (e - 2)cB \ln(1/\delta) \leq \frac{1}{c} \sum_{i=1}^t \mathbb{E}X_{<i} |X_i| + cB \ln(1/\delta).
\]

\[\blacksquare\]

Next comes a concentration inequality for Markov chains mentioned in the body. The proof is based on a very nice one due to Duchi et al. (2012, Proposition 1), though re-organized and fully decoupled from mirror descent; e.g., this same bound will be used in the TD proofs. That said, all the core ideas are from (Duchi et al., 2012, Proposition 1).
Lemma 14  (See also Duchi et al., 2012, Proposition 1) Let $\epsilon \geq 0$ be given along with approximate stationarity witness $(\pi, \tau, \epsilon)$ on a stochastic process $(x_i)_{i \leq t}$. Let $f$ be given with $|f(x; w)| \leq B_f$ almost surely, and suppose $|f(x_{i+1}; w_i) - f(x_{i+1}; w_{i-\tau+1})| \leq B_i$ almost surely for all $i$. With probability at least $1 - \tau \delta$, 

$$
\sum_{i < t} [f(x_{i+1}; w_i) - \mathbb{E}_{x \sim \pi} f(x; w_i)] \leq 2B_f \left(2\tau - 2 + t\epsilon + \sqrt{t\tau \ln(1/\delta)}\right) + \sum_{i = \tau - 1}^{t-1} B_i.
$$

A notable characteristic of this bound (also present in the version due to Duchi et al. (2012)) is that in the IID setting with $\tau_{TV}(\epsilon) = 1$ and $\epsilon \approx 0$, the bound is exactly what one would expect from Azuma’s inequality, with no excess.

Proof  The key idea of the proof is to introduce gaps of length $\tau$ wherever $x_i$ and $w_i$ interact, making them approximately independent. To accomplish this, following a proof idea due to Duchi et al. (2012), the summation over time will be replaced with $\tau$ interleaved summations, where $w_i$ only interacts with $x_{i+\tau}$, meaning enough time has been inserted to ensure mixing.

Before proceeding with the bulk of the proof, let’s dispense with the nuisance case $t < 2\tau$. If $t = 0$, the bound is direct, and if $t > 0$, by the definition of $B_f$, almost surely

$$
\sum_{i < t} [f(x_{i+1}; w_i) - \mathbb{E}_{x \sim \pi} f(x; w_i)] \leq 2B_f \left(2\tau - 2 + t\epsilon + \sqrt{t\tau \ln(1/\delta)}\right).
$$

which is upper bounded by the final desired quantity and completes the proof in the case $t < 2\tau$. For the remainder of the proof, suppose $t \geq 2\tau$.

Due essentially to boundary conditions, a bit of additional notation and care are needed, especially to ensure that the bound loses nothing when $\tau = 1$ (e.g., the IID case). Let $\rho \geq \tau - 1$ denote the smallest time so that $\tau |(t - \rho)$ and let $n := (t - \rho)/\tau$; this $\rho$ is the number of iterates that will be thrown out so that the overall sum can be split into $n$ interleaved sums. Since $t \geq 2\tau$, then $\rho$ always exists and satisfies $\tau - 1 \leq \rho \leq 2(\tau - 1)$ (if $t - (\tau - 1)$ is not a multiple of $\tau$, then there must be a multiple of $\tau$ within $\{t - 2(\tau - 1), \ldots, t - \tau\}$), and $t/(2\tau) \leq n \leq t/\tau$. 
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To start, defining $B_\tau := \sum_{i=\tau-1}^{t-1} B_i$ for convenience,

$$
\sum_{i<t} f(x_{i+1}; w_i) = \sum_{i<\tau-1} f(x_{i+1}; w_i) \\
+ \sum_{i=\tau-1}^{t-\rho+\tau-2} (f(x_{i+1}; w_i) - f(x_{i+1}; w_{i-\tau+1}) + f(x_{i+1}; w_{i-\tau+1})) \\
+ \sum_{i=t-\rho+\tau-1}^{t-1} f(x_{i+1}; w_i) \\
\leq \rho B_f + B_\tau + \sum_{i=0}^{t-\rho-1} f(x_{i+\tau}; w_i) \\
\leq \rho B_f + B_\tau + \sum_{i=0}^{t-\rho-1} \text{Ex}_{i} f(x_{i+\tau}; w_i) + \sum_{i=0}^{t-\rho-1} (f(x_{i+\tau}; w_i) - \text{Ex}_{i} f(x_{i+\tau}; w_i)) \\
\leq 2\rho B_f + B_\tau + \sum_{i<\tau} \text{Ex}_{x \sim \pi} f(x; w_i) \\
+ \sum_{i=0}^{t-\rho-1} (\text{Ex}_{i} f(x_{i+\tau}; w_i) - \text{Ex}_{i} f(x_{i+\tau}; w_i)) \\
+ \sum_{i=0}^{t-\rho-1} (f(x_{i+\tau}; w_i) - \text{Ex}_{i} f(x_{i+\tau}; w_i)).
$$

(7)

The rest of the proof will handle these last two summations, the first via the definition of $\tau$ and the mixing properties of the stochastic process, and the second via concentration inequalities and the aforementioned interleaved sum technique.

For the first summation, fix any $i$, and let $\xi_i$ be a coupling between the distribution of $x_{i+\tau}$ conditioned on $F_i$, and the stationary distribution $\pi$. By the coupling characterization of total variation (Villani, 2008, Equation 6.11), and since $\text{TV}(P_{\pi}^{i+\tau}, \pi) \leq \epsilon$ by the definition of $\tau = \tau_{\text{TV}}(\epsilon)$,

$$
\text{Ex}_{i} f(x_{i+\tau}; w_i) - \text{Ex}_{x \sim \pi} f(x; w_i) = \text{Ex}_{(y,x) \sim \xi_i} (f(y; w_i) - f(x; w_i)) \\
\leq 2B_f \text{Pr}_{(y,x) \sim \xi_i} [x \neq y] \\
\leq 2B_f \epsilon.
$$

(8)

Summing these errors adds a term $2\epsilon(t - \rho)B_f$ to eq. (7).

The final summation in eq. (7) will utilize the aforementioned technique of splitting the sum into $\tau$ interleaved sums. Concretely,

$$
\sum_{i=0}^{t-\rho-1} (f(x_{i+\tau}; w_i) - \text{Ex}_{i} f(x_{i+\tau}; w_i)) = \sum_{j=0}^{\tau-1} \sum_{k=0}^{n-1} (f(x_{k\tau+j+\tau}; w_{k\tau+j}) - \text{Ex}_{i} f(x_{k\tau+j+\tau}; w_{k\tau+j})),
$$

and all that remains is to apply a concentration inequality to the $\tau$ inner summations, and collect terms. By $\tau$ applications of Azuma’s inequality, with probability at least $1 - \tau \delta$, simultaneously for
all \( j \in \{0, \ldots, \tau - 1\}, \)
\[
\sum_{k=0}^{n-1} (f(x_{k\tau+j} + \tau; w_{k\tau+j}) - \mathbb{E}_x f(x_{k\tau+j} + \tau; w_{k\tau+j})) \leq B_f \sqrt{2n \ln(1/\delta)}.
\]
Combining all this with eq. (7), the total variation bound in eq. (8), and simplifying to replace \( \rho \) and \( n \) with their respective bounds gives
\[
\sum_{i \leq t} [f(x_{i+1}; w_i) - \mathbb{E}_{x \sim \pi} f(x; w_i)] \leq 2(\rho + \epsilon(t - \rho))B_f + B_\tau + B_f \tau \sqrt{2n \ln(1/\delta)}
\]
\[
\leq 2(2\tau - 2 + t\epsilon)B_f + B_\tau + B_f \tau \sqrt{2t\tau \ln(1/\delta)},
\]
which completes the proof.

The last collection of concentration inequalities needed are for heavy-tailed losses. There appear to be many such inequalities, for example here is one due to Blum et al. (2017).

**Lemma 15** (See also Blum et al., 2017) Let IID random variables \((Z_i, \ldots, Z_t)\) be given with variance at most \(\sigma^2\), and suppose there exists \(m \leq t\sigma^2/2\) with \(\mathbb{E} \|y_i x_i\|^r \leq \sigma^2 r!\) for \(r \in \{3, \ldots, m\}\). If \(\delta \geq 1/(n\sigma^2)^{s/2}\), then with probability at least \(1 - \delta\),
\[
\left| \sum_i (Z_i - \mathbb{E}Z_i^2) \right| \leq \frac{\sigma \sqrt{2sn}}{\delta^{1/s}}.
\]

**Proof** This version performs minor algebra to repackage the original.

The conditions on the preceding are a little complicated, so here is a potentially worse bound with many fewer conditions to check. It is presented in (Telgarsky and Dasgupta, 2013), but follows a proof scheme due to Tao (2010, Equation 7), making adjustments to drop boundedness assumptions.

**Lemma 16** (Appears in (Telgarsky and Dasgupta, 2013) following a proof scheme due to Tao (2010, Equation 7).) Let IID random variables \((Z_i, \ldots, Z_t)\) be given. Suppose \(p\) is even, and define \(M := \max\{p/e, \sup_{2 \leq r \leq p} \mathbb{E} |Z_i - \mathbb{E}Z_i|^r\}\). Then with probability at least \(1 - \delta\),
\[
\left| \sum_{i=1}^{t} (Z_i - \mathbb{E}Z_i) \right| \leq 2M \sqrt{t} \left(\frac{2}{\delta}\right)^{1/p}.
\]

**Proof** This is the same as (Telgarsky and Dasgupta, 2013, Lemma A.3), except the requirement \(M \geq p/e\) simplifies the bound, in particular the requirement \(t \geq p/(Me)\) is now simply \(t \geq 1\).
A.3. Analysis of examples in Section 2.1

To conclude this section of technical preliminaries, here are full proofs corresponding to the illustrative examples presented in Section 2.1. First is the simple margin-like bound.

**Proof (of Proposition 6)** First note that if $u^T xy \geq \gamma$, then $w^T ref xy \geq \ln t$; otherwise, $w^T ref xy \geq -\|w_{ref}\| \geq -\ln(t)/\gamma$ almost surely. Using the provided choice of $w_{ref}$ and the elementary upper bounds $\ell(y, 1) = \ln(1 + \exp(-y\hat{y})) \leq \exp(-y\hat{y})$ when $y\hat{y} \geq \gamma$ and $\ell(y, 0) \leq 1 - y\hat{y}$ when $y\hat{y} \leq 0$ gives

$$
\mathbb{E}_{x,y} \ell(y, x^Tw_{ref}) \leq \tilde{\ell}(\ln(t)) \mathbb{P}[u^T xy \geq \gamma] + \tilde{\ell}(-\ln(t)/\gamma) \mathbb{P}[u^T xy < \gamma]
$$

$$
\leq \exp(-\ln(t)) + \left(1 + \frac{\ln t}{\gamma}\right) \frac{1}{t}
$$

$$
\leq \frac{1}{t} \left(2 + \frac{\ln(t)}{\gamma}\right).
$$

Next is the characterization of the optimal path corresponding to the sphere data depicted in Figure 2(b).

**Proof (of Proposition 7)** The proof first establishes that $u_r := r e_1$ (for $r > 0$) is the unique risk minimizer with norm $r$, which will be established via symmetry argument. Consider any other solution $v$ with $\|v\| = r$. To avoid dealing with labels, let $\mu_1$ denote the density on the points $\{z \in S_{d-1} : z_1 \geq 0\}$ obtain by sampling $(x, y)$ and then multiplying to obtain $z := xy$. For any $z$ in the support of $\mu_1$, consider the behavior of $v$ on $z$ and $z' := 2z_1 e_1 - z$, which reflects $z$ around $z_1 e_1$. With probability 1, $z \neq e_1$, and thus $z \neq z'$, and by strict convexity

$$
\frac{1}{2} \ln(1 + \exp(-v^T z)) + \frac{1}{2} \ln(1 + \exp(-v^T z')) > \ln(1 + \exp(-v^T (z + z')/2))
$$

$$
= \ln(1 + \exp(-v^T e_1 z_1))
$$

$$
\geq \ln(1 + \exp(-u_r^T z)).
$$

Since $z$ and $2z_1 e_1 - z$ have equal probability density, letting $\mu_2$ denote the probability density obtained from $\mu_1$ by conditioning on $z_2 > 0$,

$$
\mathcal{R}(v) = \int \ln(1 + \exp(-v^T z)) \, d\mu_1(z)
$$

$$
= \int \ln(1 + \exp(-v^T z)) \, d\mu_1(z)
$$

$$
= \frac{1}{2} \int (\ln(1 + \exp(-v^T z)) + \ln(1 + \exp(-v^T (2z_1 e_1 - z)))) \, d\mu_2(z)
$$

$$
> \int \ln(1 + \exp(-u_r^T z)) \, d\mu_2(z)
$$

$$
= \frac{1}{2} \int (\ln(1 + \exp(-u_r^T (2z_1 e_1 - z))) + \ln(1 + \exp(-u_r^T z))) \, d\mu_2(z)
$$

$$
= \int \ln(1 + \exp(-u_r^T z)) \, d\mu_1(z)
$$

$$
= \mathcal{R}(u_r),
$$
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establishing that \( u_r \) is the unique optimal solution of norm \( r \).

Next, still letting \( \rho \) denote the uniform measure on the hemisphere with combined variable \( z \), to compute \( R(u_r) \) exactly, recall the dilogarithm function \( \text{Li}_2(z) \) (Wikipedia contributors, 2021), which satisfies

\[
\text{Li}_2(z) := \sum_{k \geq 1} \frac{z^k}{k^2}, \quad \frac{d}{dz} \text{Li}_2(z) = -\ln(1 - z).
\]

Then

\[
R(u_r) = \int \ln(1 + \exp(-u_r^T z)) \, d\rho(z) = \int_0^1 \ln(1 + \exp(-rs)) \, ds \\
= -\frac{1}{r} \text{Li}(-\exp(-rs))|_0^1 \\
= \frac{1}{r} \left( -\text{Li}(-\exp(-r)) + \frac{\pi^2}{12} \right).
\]

To control this further, \( \text{Li}(-\exp(-r)) \) can be written

\[
\text{Li}(-\exp(-r)) = \sum_{k \geq 1} \frac{(-\exp(-r))^k}{k} \\
= \int_r^\infty \sum_{k \geq 1} \exp(-kr) \\
= \sum_{k \geq 1} \int_r^\infty \exp(-kr) \\
= \sum_{k \geq 1} \frac{\exp(-kr)}{k},
\]

which is at least \( \exp(-r) \), implying

\[
R(u_r) \leq \frac{1}{r} \left( -\exp(-r) + \frac{\pi^2}{12} \right).
\]

For the lower bound, if \( r \geq 1 \), then

\[
\sum_{k \geq 1} \frac{\exp(-kr)}{k} \leq \exp(-r) + \frac{1}{2} \sum_{k \geq 2} \exp(-2r) \\
= \exp(-r) + \frac{1}{2} \frac{\exp(-2r)}{1 - \exp(-r)} \\
= \exp(-r) \left( 1 + \frac{1}{2(\exp(r) - 1)} \right) \\
\leq 2 \exp(-r),
\]

which completes the proof.
Appendix B. Analysis of mirror descent (MD)

This section collects all proofs related to mirror descent.

B.1. Deterministic mirror descent analysis

While the core deterministic proof for mirror descent is completely standard, the standard presentation always omits the term $D_\psi(w_{\text{ref}}, w_t)$, which as mentioned is the basis for this entire work. As such, the standard guarantee is re-proved with this term included; the proof itself has otherwise nothing new over other versions, and most closely follows one due to Duchi et al. (2012).

Lemma 17 Let closed convex $S$ be given, let $w_0 \in S$ and $w_{\text{ref}} \in S$ be given, and define $w_{i+1} := \arg \min_{w \in S} \left( \langle \eta g_i + 1, w \rangle + D_\psi(w, w_i) \right)$ with a corresponding given sequence of functions $(f_i)_{i=1}^t$ and arbitrary subgradients $g_{i+1} \in \partial f_{i+1}(w_i)$ (whereby $\|g_{i+1}\|_* \leq \|\partial f_{i+1}(w_i)\|_*$), where $D_\psi(w, v) := \langle \psi(w) - \psi(v) + \langle \nabla \psi(v), w - v \rangle \rangle$ and $\psi$ is 1-strongly-convex with respect to some norm $\| \cdot \|$. Then, for all $i \leq t$,

$$D_\psi(w_{\text{ref}}, w_i) \leq D_\psi(w_{\text{ref}}, w_0) + \eta \sum_{i < t} \langle \partial f_{i+1}(w_i), w_{\text{ref}} - w_i \rangle + \sum_{i < t} \frac{\eta^2}{2} \|\partial f_{i+1}(w_i)\|^2_*,$$

and it holds for every $i < t$ that $\|w_{i+1} - w_i\| \leq \eta \|g_{i+1}\|_*$. If additionally each $f_i$ is convex, then

$$D_\psi(w_{\text{ref}}, w_t) \leq D_\psi(w_{\text{ref}}, w_0) + \eta \sum_{i < t} [f_{i+1}(w_{\text{ref}}) - f_{i+1}(w_i)] + \sum_{i < t} \frac{\eta^2}{2} \|\partial f_{i+1}(w_i)\|^2_*.$$

Proof Fix any iteration $i$. By the first-order conditions on the choice of $w_{i+1}$, for any $v \in S$,

$$\langle \eta g_i + 1 \rangle \langle \nabla \psi(w_{i+1}) - \nabla \psi(w_i), v - w_{i+1} \rangle \geq 0.$$

Instantiating this first-order condition with $v = w_i$ rearranges to give

$$\eta \|g_{i+1}\|_* \|w_i - w_{i+1}\| \geq \langle \eta g_i + 1, w_i - w_{i+1} \rangle \geq \langle \nabla \psi(w_{i+1}) - \nabla \psi(w_i), w_{i+1} - w_i \rangle \geq \|w_{i+1} - w_i\|^2,$$

which implies $\|w_{i+1} - w_i\| \leq \eta \|g_{i+1}\|_* \leq \eta \|\partial f_{i+1}(w_i)\|_*$ from the statement. On the other hand, instantiating the first-order condition with $v = w_{\text{ref}}$ gives

$$\langle \nabla \psi(w_i) - \nabla \psi(w_{i+1}), w_{\text{ref}} - w_{i+1} \rangle \leq \eta \langle g_i + 1, w_{\text{ref}} - w_i \rangle \leq \eta \left( \langle g_i + 1, w_{\text{ref}} - w_i \rangle + \langle g_i + 1, w_i - w_{i+1} \rangle \right),$$

which combines with the definition of $D_\psi$ to give

$$D_\psi(w_{\text{ref}}, w_{i+1}) - D_\psi(w_{\text{ref}}, w_i) = \psi(w_i) - \psi(w_{i+1}) - \langle \nabla \psi(w_{i+1}), w_{\text{ref}} - w_{i+1} \rangle + \langle \nabla \psi(w_i), w_{\text{ref}} - w_i \rangle$$

$$= -D_\psi(w_{i+1}, w_i) + \langle \nabla \psi(w_i) - \nabla \psi(w_{i+1}), w_{\text{ref}} - w_{i+1} \rangle$$

$$\leq \eta \langle g_i + 1, w_{\text{ref}} - w_i \rangle + \eta \left( \langle g_i + 1, w_i - w_{i+1} \rangle - \frac{1}{\eta} D_\psi(w_{i+1}, w_i) \right).$$

To simplify this further, by the Fenchel-Young inequality and strong convexity of $D_\psi$,

$$\langle \partial f_{i+1}(w_i), w_i - w_{i+1} \rangle - \frac{1}{\eta} D_\psi(w_{i+1}, w_i) \leq \frac{\eta}{2} \|\partial f_{i+1}(w_i)\|^2_* + \frac{1}{2\eta} \|w_i - w_{i+1}\|^2 - \frac{1}{\eta} D_\psi(w_{i+1}, w_i)$$

$$\leq \frac{\eta}{2} \|\partial f_{i+1}(w_i)\|^2_*.$$
which after summing for all \(i < t\), telescoping and rearranging gives

\[
D_\psi(w_{\text{ref}}, w_t) \leq D_\psi(w_{\text{ref}}, w_0) + \eta \sum_{i<t} \langle g_{i+1}, w_{\text{ref}} - w_i \rangle + \eta \sum_{i<t} \frac{\eta}{2} \|\partial f_{i+1}(w_i)\|_*^2.
\]

Lastly, the version of the claim with convexity follows from \(\langle g_{i+1}, w_{\text{ref}} - w_i \rangle \leq f_{i+1}(w_{\text{ref}}) - f_{i+1}(w_i)\).

\[\blacksquare\]

**B.2. The realizable case: Theorem 5**

This proof makes use of the variant of Freedman’s inequality restated in Lemma 13.

**Proof (of Theorem 5)** As in the other proofs, let \((v_i)_{i \leq t}\) be coupled iterates projected onto the ball \(S := \{v \in \mathbb{R}^d : \|v - w_{\text{ref}}\| \leq B_w\}\), where \(w_0 = v_0\) and common random data \(((x_i, y_i))_{i=1}^t\) are used. The proof will apply concentration inequalities on the common sample space, and then show that \((w_i)_{i \leq t} = (v_i)_{i \leq t}\) and that both share good risk and norm guarantees.

Unlike the other proofs, this realizable setting will apply two separate concentration inequalities in order to allow cleaner step sizes. Concretely, the first concentration inequality will be on \(\sum_{j<i} \ell_{j+1}(w_{\text{ref}})\) alone. Since \(|\ell_{j+1}(w_{\text{ref}})| \leq C_4\) almost surely by assumption, then by \(t\) applications of Lemma 13 with constant \(c = 4\) gives, with probability at least \(1 - t\delta\), simultaneously for all \(i \leq t\),

\[
\eta \sum_{j<i} \ell_{j+1}(w_{\text{ref}}) \leq \frac{5\eta i}{4} \mathcal{R}(w_{\text{ref}}) + 4\eta C_4 \ln(1/\delta) = \frac{5\eta i}{4} \mathcal{R}(w_{\text{ref}}) + \frac{B_w^2}{16}.
\]

The second concentration inequality will as usual involve both \(\ell_{j+1}(z)\) and \(\ell_{j+1}(v_j)\). To start, again using the constant \(C_4\) but also Theorem 12, and defining \(C_5 := (C_4 + (C_1 + 2C_2B_w + C_2\|w_{\text{ref}}\|)B_w)/2\) for convenience, for any \(j < t\) and any \(u \in S\),

\[
|2\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(v)| \leq |\ell_{j+1}(w_{\text{ref}})| + |\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(v)| \leq 2C_5.
\]

Combining this bound with \(t\) applications of Lemma 13 with constant \(c = 4\), with probability at least \(1 - t\delta\), simultaneously for all \(i \leq t\),

\[
\sum_{j<i} [\ell_{j+1}(w_{\text{ref}}) - (1/2)\ell_{j+1}(v_j)] \leq \sum_{j<i} [(5/4)\mathcal{R}(w_{\text{ref}}) - (3/8)\mathcal{R}(v_j)] + 4C_5 \ln(1/\delta).
\]

For the remainder of the proof, discard the combined failure event from the preceding bounds, which together removes \(2t\delta\) probability mass.

The first concentration alone will now be used to prove \(w_i = v_i \in S\) by induction; the base case \(w_0 = v_0 \in S\) is direct, thus consider some \(i > 0\). By the concentration inequality on \(\sum_{j<i} \ell_{j+1}(w_{\text{ref}})\), the fact that \(\ell_{j+1}(w_j) \geq 0\), and using additionally \(\mathcal{R}(w_{\text{ref}}) \leq \rho D_\psi(w_{\text{ref}}, w_0)/t\), and lastly the definition of \(\rho\)-self-bounding, the deterministic mirror descent guarantee from Lemma 17
becomes
\[
D_\psi(w_\text{ref}, w_i) \leq D_\psi(w_\text{ref}, w_0) + \eta \sum_{j<i} [\ell_{j+1}(w_\text{ref}) - \ell_{j+1}(w_j)] + \frac{\eta^2}{2} \ell_{j+1}(w_j)^2 \|x_{j+1}y_{j+1}\|_2^2
\]
\[
\leq \frac{B_{w}^2}{4} + \eta \sum_{j<i} [\ell_{j+1}(w_\text{ref}) - (1 - \eta p)\ell_{j+1}(w_j)]
\]
\[
\leq \frac{B_{w}^2}{4} + \eta \sum_{j<i} \ell_{j+1}(w_\text{ref})
\]
\[
\leq \frac{B_{w}^2}{4} + \frac{5i\eta}{4} R(w_\text{ref}) + \frac{B_{w}^2}{16}
\]
\[
\leq \frac{B_{w}^2}{4} + \frac{5D_\psi(w_\text{ref}, w_0)}{8} + \frac{B_{w}^2}{16} \leq \frac{3B_{w}^2}{8},
\]
which establishes the desired norm control since \(D_\psi(w_\text{ref}, w_i) \geq \|w_i - w_\text{ref}\|^2/2\), but also since \(v_{i-1} = w_{i-1}\), then the construction of \(v_i\) will not invoke the constraint and \(v_i = w_i\).

For the risk control, for any \(i \leq t\), by the second concentration inequality above, using \((v_j)_{j<i} = (w_j)_{j<i}\) and continuing with the deterministic mirror descent bound from eq. (9),
\[
D_\psi(w_\text{ref}, w_i) \leq \frac{B_{w}^2}{4} + \eta \sum_{j<i} [\ell_{j+1}(w_\text{ref}) - (1/2)\ell_{j+1}(w_j)]
\]
\[
= \frac{B_{w}^2}{4} + \eta \sum_{j<i} [\ell_{j+1}(w_\text{ref}) - (1/2)\ell_{j+1}(w_j)]
\]
\[
\leq \frac{B_{w}^2}{4} + \eta \sum_{j<i} [(5/4)R(w_\text{ref}) - (3/8)R(v_j)] + 4\eta C_5 \ln(1/\delta),
\]
which after expanding the choice of \(C_5\) gives the desired bound. \(\blacksquare\)

**B.3. The non-realizable, Markov case: Theorem 8**

This proof makes use of the Markov chain concentration inequality in Lemma 14.

**Proof (of Theorem 8)** Let \((v_i)_{i \leq t}\) denote the coupled projected mirror descent iterates using projection ball \(S := \{v \in \mathbb{R}^d : \|v - w_\text{ref}\| \leq B_w\}\), which are coupled in the strong sense that that \(v_0 = w_0\), and thereafter \((v_i)_{i \leq t}\) and \((w_i)_{i \leq t}\) use the exact same data sequence \(((x_i, y_i))_{i=1}^t\). As in the general proof scheme, the first step is to apply a concentration inequality on this shared data \(((x_i, y_i))_{i=1}^t\), and then show that \((v_i)_{i \leq t} = (w_i)_{i \leq t}\) by induction.

Before starting on the general proof scheme, to simplify the interaction with the loss conditions, define \(C_3 := C_1 + 2C_2B_w + B_w\) for convenience, and note by Theorem 12 and since \(\max\{\|x\|_s, |y|\} \leq 1\), for any \(u \in S\),
\[
\sup_{j \leq t} \|\partial \ell_{j+1}(u)\|_s \leq C_3, \quad \sup_{j \leq t} \|\ell_{j+1}(u) - \ell_{j+1}(v)\| \leq C_3\|u - v\|.
\]

Lastly, \(C_3 \leq 4B_w \max\{1, C_1, C_2\}\).
The concentration inequality will be the general stochastic process bound in Lemma 14, applied to $\eta \sum_{j<i} [\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(v_j)]$ for all $i \leq t$, which requires almost sure bounds on two quantities. The first is a uniform control on individual differences within this summation, which thanks to eq. (10) is simply

$$\sup_{j<i} |\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(v_j)| \leq C_3 B_w \quad \text{a.s..}$$

The second almost sure bound is on a similar difference but on iterates which are $\tau$ apart, which follows by combining eq. (10) with the per-iteration guarantee from Lemma 17:

$$|\ell_{i+\tau+1}(v_{i+\tau}) - \ell_{i+\tau+1}(v_i)| \leq C_3 \|v_{i+\tau} - v_i\| \leq C_3 \sum_{j=i}^{i+\tau-1} \eta \|\nabla \ell_{j+1}(v_j)\| \leq \eta \tau C_3^2.$$

As such, union bounding $t$ applications of Lemma 14 with probability at least $1 - t \tau \delta$, simultaneously for all $i \leq t$,

$$\eta \sum_{j<i} [\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(v_j) - R(w_{\text{ref}}) + R(v_j)] \leq 2\eta C_3 B_w \left[2\tau + i\epsilon + \sqrt{i\tau \ln(1/\delta)}\right] + i\tau C_3^2.$$

If $i \geq 2\tau$, then this bound simplifies to

$$\eta \sum_{j<i} [\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(v_j) - R(w_{\text{ref}}) + R(v_j)] \leq 2\eta C_3 B_w \left[\sqrt{i\tau} + \sqrt{i} + \sqrt{\tau \ln(1/\delta)}\right] + i\tau C_3^2$$

$$\leq \frac{6B_w^2 + B_w^2}{1024} \leq \frac{B_w^2}{128}.$$

On the other hand, if $i < 2\tau$, then forgoing Lemma 14 entirely and using the almost sure bounds on the left hand side directly,

$$\eta \sum_{j<i} [\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(v_j) - R_\pi(w_{\text{ref}}) + R_\pi(v_j)] \leq 2\eta i C_3 B_w \leq 2\eta \sqrt{2i \tau} C_3 B_w \leq \frac{B_w^2}{128}.$$

The remainder of the proof discards the common $t \tau \delta$ failure probability on the underlying sample space $((x_i, y_i))_{i=1}^t$, which is shared by $(v_i)_{i \leq t}$ and $(w_i)_{i \leq t}$.

The proof now proceeds by induction, establishing $v_i = w_i$ for $i \leq t$ and the corresponding risk bound. The base case $w_0 = v_0$ is by definition of the coupling, thus consider the construction of some $w_i$ with $i > 0$; by the deterministic mirror descent guarantee in Lemma 17, the inductive
hypothesis \((v_i)_{j<i} = (w_i)_{j<i}\), and the above concentration inequality on \((v_j)_{j<i}\),

\[
D_\psi(w_{\text{ref}}, w_i) \leq D_\psi(w_{\text{ref}}, w_0) + \eta \sum_{j<i} [\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(w_j)] + \sum_{j<i} \frac{\eta^2}{2} \|\nabla \ell_{j+1}(w_j)\|_*^2
\]

\[
= D_\psi(w_{\text{ref}}, w_0) + \eta \sum_{j<i} [\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(v_j)] + \sum_{j<i} \frac{\eta^2}{2} \|\nabla \ell_{j+1}(v_j)\|_*^2
\]

\[
\leq \frac{B_w^2}{16} + \eta \sum_{j<i} [\mathcal{R}(w_{\text{ref}}) - \mathcal{R}(v_j)] + \frac{B_w^2}{128} + \frac{\eta^2 C_3^2}{2}
\]

\[
\leq \eta \sum_{j<i} [\mathcal{R}(w_{\text{ref}}) - \mathcal{R}(v_j)] + \frac{B_w^2}{8},
\]

which establishes the risk guarantee on \((w_j)_{j<i}\) after substituting \((v_j)_{j<i} = (w_j)_{j<i}\) back in. To verify \(w_i = v_i \in S\), it suffices to establish \(\|w_i - w_{\text{ref}}\| < B_w\), which means \(v_i\) will not encounter its projection and \(w_i = v_i\); to this end, combining the preceding with the fact \(\mathcal{R}(w_{\text{ref}}) \leq \frac{D_\psi(w_{\text{ref}}, w_0)}{\sqrt{t}} + \inf_v \mathcal{R}(v) \leq \frac{B_w^2}{16 \sqrt{t}} + \inf_v \mathcal{R}(v)\), then

\[
\frac{1}{2} \|w_i - w_{\text{ref}}\|^2 \leq D_\psi(w_{\text{ref}}, w_i) \leq \frac{B_w^2}{8} + \eta \sum_{j<i} [\mathcal{R}(w_{\text{ref}}) - \mathcal{R}(w_j)] \leq \frac{B_w^2}{8} + \eta \sum_{j<i} \frac{B_w^2}{16 \sqrt{t}} \leq \frac{B_w^2}{4}
\]
as desired.

\[\blacksquare\]

**B.4. Heavy-tailed data: Theorem 10**

This proof makes use of the heavy-tail concentration inequalities at the end of Appendix A.2.

**Proof (of Theorem 10)** This proof will follow the usual scheme — applying concentration to projected iterates \((v_i)_{i \leq t}\) with \(v_0 = w_0\) which are coupled to \((w_i)_{i \leq t}\) and satisfy \(v_i \in S\), and then separately apply concentration to \((v_i)_{i \leq t}\) and derive \(v_i = w_i \in S\) and a risk bound on both — but will additionally apply concentration to \(\|x_i y_i\|^2\). To this end and to simplify a few terms, define \(C_3 := C_1 + C_2 B_w + B_w\), whereby Theorem 12 grants, for any \(j < t\) and any \(v \in S\),

\[
\|\partial \ell_{j+1}(v)\| \leq Z_{j+1} C_3, \quad |\ell_{j+1}(w_{\text{ref}}) - \ell_{j+1}(v)| \leq Z_{j+1}^2 C_3 B_w. \tag{11}
\]

To this end, the first step is to use one of the two assumptions to control \(\sum_{j=1}^i \max\{1, |x_j|^4, |y_j|^4\}\).

1. **(Subgaussian tails.)** Union bounding over \(2t\) standard subgaussian bounds (van Handel, 2016), simultaneously for every \(i \leq t\),

\[
\sum_{j=1}^i Z_j \leq t \text{Ex}[Z_1] + 2\sigma \sqrt{t \ln(1/\delta)} =: t C_7.
\]

2. **(Polynomial tails.)** Union bounding over \(2t\) applications of Theorem 16, simultaneously for every \(i \leq t\),

\[
\sum_{j=1}^i Z_j \leq t \text{Ex}[Z_1] + 2M \sqrt{t} \left(\frac{2}{\delta}\right)^{1/p} =: t C_8.
\]
The rest of the proof will simply use $C$ to denote either $C_7$ or $C_8$, and the final bounds will be obtained by using the appropriate setting to expand the definition of $C$.

Next comes the concentration inequality on $\sum_{j<i} [\ell_{j+1}(w_{ref}) - \ell_{j+1}(v_j)]$ for all $i \leq t$. It will not be possibly to apply Azuma’s inequality directly, since the increments do not have a uniform control; instead, a very nice extension of Azuma’s inequality, presented by (van Handel, 2016, Problem 3.11), will allow us to use the varying increments which were controlled with high probability above. In particular, combining the above moment bounds with the loss bounds from eq. (11) gives

$$\sum_{j<i} |\ell_{j+1}(w_{ref}) - \ell_{j+1}(v_j)|^2 \leq \sum_{j<i} Z_{j+1}^4 C_3^2 B_w^2 \leq 16tCC_3^2 B_w^2.$$  

As such, applying the variant of Azuma’s inequality from (van Handel, 2016, Problem 3.11) to each $i \leq t$ and union bounding, and using the earlier control on the data norms to remove the “and” case from the bound in (van Handel, 2016, Problem 3.11), then with probability at least $1 - t\delta$, simultaneously for every $i \leq t$,

$$\sum_{j<i} |\ell_{j+1}(w_{ref}) - \ell_{j+1}(v_j) - R(w_{ref}) + R(v_j)| \leq \sqrt{\frac{16tCC_3^2 B_w^2 \ln(1/\delta)}{2}} \leq 4C_3 B_w \sqrt{tC \ln(1/\delta)}.$$

This completes the expanded concentration part of the proof technique.

The induction part now proceeds as usual. The base case has $w_0 = v_0 \in S$ by the initial conditions, thus consider $i > 0$. By the deterministic mirror descent guarantee in Lemma 17 and since $(w_j)_{j<i} = (v_j)_{j<i}$, and also controlling the gradient norm via eq. (11),

$$D_\psi(w_{ref}, w_i) = D_\psi(w_{ref}, w_0) + \sum_{j<i} [\ell_{j+1}(w_{ref}) - \ell_{j+1}(w_j)] + \sum_{j<i} \eta^2 \|\partial \ell_{j+1}(w_j)\|^2 \leq D_\psi(w_{ref}, w_0) + \sum_{j<i} [\ell_{j+1}(w_{ref}) - \ell_{j+1}(v_j)] + \sum_{j<i} \frac{\eta^2 C_3^2}{2} Z_{j+1}^2 \leq \frac{B_w^2}{16} + \eta \sum_{j<i} [R(w_{ref}) - R(v_j)] \leq \frac{B_w^2}{8} + \eta \sum_{j<i} [R(w_{ref}) - R(v_j)],$$

which establishes the risk guarantee for $(w_j)_{j<i}$ after substituting $(v_j)_{j<i} = (w_j)_{j<i}$ back in. To see that the projection is not invoked and in fact $v_i = w_i$, then using the bound $R(w_{ref}) \leq D_\psi(w_{ref}, w_0) / \sqrt{t} + \inf_v R(v)$, the preceding simplifies further to give

$$\frac{1}{2} \|w_{ref} - w_i\|^2 \leq D_\psi(w_{ref}, w_i) \leq \frac{B_w^2}{8} + \eta \sum_{j<i} [R(w_{ref}) - R(v_j)] \leq \frac{B_w^2}{4},$$

meaning the projection set is not exceeded, and $v_i = w_i$. 

□
B.5. Batch data: Theorem 11

This batch data proof uses a generalization bound over Bregman balls to handle concentration (Kakade et al., 2008, Theorem 3 and Example (4)).

**Proof (of Theorem 11)** Let \((v_i)_{i \leq t}\) denote full batch projected mirror descent iterates onto a constraint set \(S_\psi\) using initial condition \(v_0 = w_0\) and the same sample as \((w_i)_{i \leq t}\). Unlike other invocations, the constraint set here is defined in terms of the Bregman divergence:

\[
S_\psi := \left\{ v \in \mathbb{R}^d : D_\psi(w_{\text{ref}}, v) \leq B_w^2 \right\}.
\]

Due to strong convexity, it follows that \(v \in S_\psi\) satisfies \(\|v - w_{\text{ref}}\|^2/2 \leq D_\psi(w_{\text{ref}}, v) \leq B_w^2/2\); the reason for this altered constraint set is for the application of an appropriate concentration inequality. As usual, this will be the first step, and then the risk control will come second.

The concentration inequality will in fact be a generalization bound, which allows for data re-use across iterations, unlike the martingale concentration inequalities in the other sections. It is still necessary to bound the Lipschitz constant and range of the predictors; by Theorem 12, defining \(C_3 := C_1 + 2C_2B_w + B_w\) for convenience, for all \(v \in S_\psi\),

\[
\begin{align*}
|\ell_j(y, x^Tv) - \ell_j(y, x^Tw_{\text{ref}})| &\leq C_3B_w, \\
|\ell'(y, x^Tv)| &\leq C_3, \\
\left\|\partial R(v_j)\right\|_* &\leq \frac{1}{n} \sum_{i < n} \left\|\partial \ell_i(v)\right\|_* \leq C_3.
\end{align*}
\]

Combining these bounds with the fundamental theorem of Rademacher complexity and its Lipschitz composition lemma (Shalev-Shwartz and Ben-David, 2014), as well as a Rademacher complexity bound for predictor sets of the form \(S_\psi\) (Kakade et al., 2008, Theorem 3 and Example (4)), with probability at least \(1 - 4\delta\), simultaneously for every \(v \in S_\psi\),

\[
\begin{align*}
\left|\tilde{R}(w_{\text{ref}}) - \tilde{R}(v) - R(w_{\text{ref}}) + R(v)\right| &\leq \text{Rad} \left(\{\ell_1(v), \ldots, \ell_n(v) : v \in S_\psi\}\right) + 6C_3B_w \sqrt{\frac{\ln(1/\delta)}{2n}} \\
&\leq C_3 \text{Rad} \left(\{x_1^Tv, \ldots, x_n^Tv : v \in S_\psi\}\right) + 6C_3B_w \sqrt{\frac{\ln(1/\delta)}{2n}} \\
&\leq C_3 \frac{B_w}{\sqrt{n}} \left(1 + 6\sqrt{\ln(1/\delta)}\right).
\end{align*}
\]

The proof now proceeds by induction. The base case \(w_0 = v_0 \in S_\psi\) is direct, thus consider \(i > 0\). By the deterministic mirror descent guarantee applied to \(w_i\) but now with batch gradients
∇R(w), and using (wj)j<i = (vj)j<i, and lastly using t ≤ n,

\[ D_\psi(w_{\text{ref}}, w_i) \leq D_\psi(w_{\text{ref}}, w_0) + \eta \sum_{j<i} \left[ \hat{R}(w_{\text{ref}}) - \hat{R}(w_j) \right] + \eta^2 \sum_{j<i} \left\| \nabla \hat{R}(w_j) \right\|_*^2 \]

\[ \leq \frac{B_w^2}{16} + \eta \sum_{j<i} \left[ \hat{R}(w_{\text{ref}}) - \hat{R}(v_j) \right] + \eta^2 \sum_{j<i} \left\| \nabla \hat{R}(v_j) \right\|_*^2 \]

\[ \leq \frac{B_w^2}{16} + \eta \sum_{j<i} \left[ R(w_{\text{ref}}) - R(v_j) \right] + \eta C_3 B_w \sqrt{t} \left( 1 + 6 \sqrt{\ln(1/\delta)} \right) + t \eta^2 C_3^2 \]

which establishes the risk guarantee on (wj)j<i after using (vj)j<i = (w)j<i. For wi = vi ∈ S_ψ, continuing from the preceding inequality but additionally making use of R(wref) ≤ D_ψ(wref, w_0)/√t + \inf_v R(v),

\[ D_\psi(w_{\text{ref}}, w_i) \leq \frac{B_w^2}{8} + \eta \sum_{j<i} \left[ R(w_{\text{ref}}) - R(v_j) \right], \]

as desired.

**Appendix C. Analysis of Temporal Difference learning (TD)**

As with the proof schemes for mirror descent, there is both a deterministic part (provided for mirror descent in Lemma 17), and a random part (using fact:conc:markov for concentration of Markov chains).

**C.1. Deterministic TD analysis**

Even though TD is not a gradient-based method, the analysis here follows the same expand-the-square plan as described for gradient descent in Section 2.2, which is also the idea behind the mirror descent bound in Lemma 17.

**Lemma 18** Let S ⊆ R^d denote an arbitrary closed convex constraint set, let w_{\text{ref}} ∈ S be arbitrary and w_0 ∈ S, and given any vectors (xi)i≥0 with \|xi\| ≤ 1 and scalars (ri)i≥1 with |ri| ≤ 1, consider the corresponding projected TD iterates w_{i+1} := Π_S (w_i - \eta_{i+1} G_{i+1}(w_i)) (where G_{i+1}(\cdot) is defined in eq. (5)). Then, for any t,

\[ \|w_t - w_{\text{ref}}\|^2 \leq \|w_0 - w_{\text{ref}}\|^2 + \eta \sum_{i<t} \left[ -\langle x_i, w_i - w_{\text{ref}} \rangle^2 + \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle^2 - 2 \langle G_{i+1}(w_{\text{ref}}), w_i - w_{\text{ref}} \rangle + 4\eta \| G_{i+1}(w_{\text{ref}}) \|^2 \right]. \]
Proof. Proceeding just as in mirror descent, first note for any $i$ that
\[
\|w_{i+1} - w_{\text{ref}}\|^2 = \|\Pi_S(w_i - \eta_{i+1} G_{i+1}(w_i)) - w_{\text{ref}}\|^2 \\
\leq \|w_i - \eta_{i+1} G_{i+1}(w_i) - w_{\text{ref}}\|^2 \\
= \|w_i - w_{\text{ref}}\|^2 - 2\eta_{i+1} \langle G_{i+1}(w_i), w_i - w_{\text{ref}} \rangle + \eta_{i+1}^2 \|G_{i+1}(w_i)\|^2.
\]
To simplify the two latter terms, since $G_{i+1}(w_i) - G_{i+1}(w_{\text{ref}}) = x_i \langle x_i - \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle$, note firstly that
\[
- \langle G_{i+1}(w_i), w_i - w_{\text{ref}} \rangle = - \langle G_{i+1}(w_i) - G_{i+1}(w_{\text{ref}}), w_i - w_{\text{ref}} \rangle - \langle G_{i+1}(w_{\text{ref}}), w_i - w_{\text{ref}} \rangle \\
= - \langle x_i, w_i - w_{\text{ref}} \rangle \langle x_i - \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle - \langle G_{i+1}(w_{\text{ref}}), w_i - w_{\text{ref}} \rangle \\
= - \langle x_i, w_i - w_{\text{ref}} \rangle^2 + \langle x_i, w_i - w_{\text{ref}} \rangle \langle \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle - \langle G_{i+1}(w_{\text{ref}}), w_i - w_{\text{ref}} \rangle,
\]
and secondly
\[
\frac{1}{2} \|G_{i+1}(w_i)\|^2 \leq \|G_{i+1}(w_i) - G_{i+1}(w_{\text{ref}})\|^2 + \|G_{i+1}(w_{\text{ref}})\|^2 \leq \|w_i\|^2 \langle x_i - \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle^2 + 2\|G_{i+1}(w_{\text{ref}})\|^2 \leq \langle x_i - \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle^2 + 2\|G_{i+1}(w_{\text{ref}})\|^2 = \langle x_i, w_i - w_{\text{ref}} \rangle^2 - 2 \langle x_i, w_i - w_{\text{ref}} \rangle \langle \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle + \gamma x_{i+1}, w_i - w_{\text{ref}}\rangle^2 + 2\|G_{i+1}(w_{\text{ref}})\|^2,
\]
which together with $2 \langle x_i, w_i - w_{\text{ref}} \rangle \langle \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle \leq \langle x_i, w_i - w_{\text{ref}} \rangle^2 + \langle \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle^2$ give
\[
- 2 \langle G_{i+1}(w_i), w_i - w_{\text{ref}} \rangle + \eta \|G_{i+1}(w_i)\|^2 \\
\leq -2(1 - \eta) \langle x_i, w_i - w_{\text{ref}} \rangle^2 + 2(1 - 2\eta) \langle x_i, w_i - w_{\text{ref}} \rangle \langle \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle + 2\eta \|G_{i+1}(w_{\text{ref}})\|^2 - 2 \langle G_{i+1}(w_{\text{ref}}), w_i - w_{\text{ref}} \rangle + 4\eta \|G_{i+1}(w_{\text{ref}})\|^2 \\
\leq - \langle x_i, w_i - w_{\text{ref}} \rangle^2 + \langle \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle^2 - 2 \langle G_{i+1}(w_{\text{ref}}), w_i - w_{\text{ref}} \rangle + 4\eta \|G_{i+1}(w_{\text{ref}})\|^2.
\]
Combining all the inequalities so far gives
\[
\|w_{i+1} - w_{\text{ref}}\|^2 - \|w_i - w_{\text{ref}}\|^2 \leq -\eta \langle x_i, w_i - w_{\text{ref}} \rangle^2 + \eta \langle \gamma x_{i+1}, w_i - w_{\text{ref}} \rangle^2 - 2\eta \langle G_{i+1}(w_{\text{ref}}), w_i - w_{\text{ref}} \rangle + 4\eta^2 \|G_{i+1}(w_{\text{ref}})\|^2,
\]
while applying $\sum_{i<t}$ to both sides and rearranging gives the final overall inequality. \hfill \blacksquare

C.2. Stochastic TD analysis

As mentioned in the body, the underlying Markov chain is $(x_i)_{i \leq t}$: the distribution of $x_{i+1}$ is wholly determined by $x_i$. Moreover, there are additional scalars $(r_i)_{i=1}^n$, where the distribution of $r_{i+1}$ is
also fully specified given \( x_i \), but meanwhile \( r_{i+1} \) says nothing about \( x_{i+1} \). Confusing matters, the TD update makes use of a triple \( \zeta = (x_i, x_{i+1}, r_{i+1}) \); in particular, define

\[
G_\zeta(v) = x \left( \langle x - \gamma x', v \rangle - r \right) \quad \text{and} \quad G_{i+1}(v) = x \left( \langle x_i - \gamma x'_{i+1}, v \rangle - r_{i+1} \right).
\]

The underlying mixing assumptions will be placed on \((\zeta_i)_{i \leq t}\), not on \((x_i)_{i \leq t}\); this is simply to avoid messiness arising from the use of multiple indexes. This is all smoothed over with the approximate stationarity of Definition 4. That said, there is a place in the proof where the Markov structure on \((x_i)_{i \leq t}\) is needed (and explicitly mentioned).

**Proof (of Theorem 9)** Following the standard proof structure, let \((v_i)_{i \leq t}\) denote projected TD iterates constrained to lie within \( S := \{ v \in \mathbb{R}^d : \| v - w_{\text{ref}} \| \leq B_w \} \). The \((v_i)_{i \leq t}\) are coupled to \((w_i)_{i \leq t}\) in the strong sense used throughout this work: \( v_0 := w_0 \), and thereafter both are updated using the exact same random data sequence \((\zeta_i)_{i \leq t}\). The next step of the proof will be to apply concentration inequalities to control the underlying sample space \((\zeta_i)_{i \leq t}\), and then use these to show that in fact \( w_\zeta = v_i \in S \) via the deterministic TD guarantees in Lemma 18.

The concentration inequality will be the one for stochastic processes in Lemma 14, which first requires a variety of uniform bounds. For convenience, define \( j := i - \tau + 1 \) and a mapping \( f \) as

\[
f(\zeta; v) := - \langle x, v - w_{\text{ref}} \rangle^2 + \gamma \langle x', v - w_{\text{ref}} \rangle^2 - 2 \langle G_\zeta(w_{\text{ref}}), v - w_{\text{ref}} \rangle + 4\eta \| G_\zeta(w_{\text{ref}}) \|^2;
\]

the uniform controls will be on this mapping \( f \), which corresponds to the \( f \) in Lemma 14, and is the stochastic term in lemma 18. The first step is to bound \(|f|\), which is direct: using \( \eta \leq 1 \) and \( \gamma \leq 1 \),

\[
|f(\zeta; v)| \leq \| x \|^2 \| v - w_{\text{ref}} \|^2 + \gamma^2 \| x' \|^2 \| v - w_{\text{ref}} \|^2 + \|G_\zeta(w_{\text{ref}})\|^2 + (\gamma \| x - x' \|, w_{\text{ref}} - r)^2 \\
\leq B_w^2 + \gamma^2 B_w^2 + B_w^2 + (1 + 4\eta)(2 + (2 + 2\gamma^2)\| w_{\text{ref}} \|^2) \\
\leq 30(B_w^2 + \| w_{\text{ref}} \|^2) \\
\leq 31B_w^2 =: B_f,
\]

To bound \(|f(\zeta_{i+1}; v_i) - f(\zeta_{i+1}; v_j)|\), first note that

\[
\| v_i - v_j \| = \left\| \sum_{k=j}^{i-1} \eta \left( G_{k+1}(v_k) - G_{k+1}(w_{\text{ref}}) + G_{k+1}(w_{\text{ref}}) \right) \right\| \\
= \sum_{k=j}^{i-1} \eta \| (v_k - \gamma x_{k+1}, v_k - w_{\text{ref}}) + x_k (\langle x_k - \gamma x_{k+1}, w_{\text{ref}} \rangle - r_{k+1}) \| \\
\leq 2\eta (\tau - 1) (1 + B_w + \| w_{\text{ref}} \|) \\
\leq 6\eta B_w =: B_G,
\]
whereby

\[ |f(\zeta_{i+1}; v_i) - f(\zeta_{i+1}; v_j)| = | - \langle x_i, v_i - v_j + v_j - w_{\text{ref}} \rangle^2 + \langle x_i, v_j - w_{\text{ref}} \rangle^2 + \langle \gamma x_{i+1}, v_i - v_j + v_j - w_{\text{ref}} \rangle^2 - \langle \gamma x_{i+1}, v_j - w_{\text{ref}} \rangle^2 + 2 \langle G_\zeta(w_{\text{ref}}), v_j - v_i \rangle | \]

\[ = | - \langle x_i, v_i - v_j \rangle^2 - 2 \langle x_i, v_i - v_j \rangle \langle x_i, v_j - w_{\text{ref}} \rangle + \gamma^2 \langle x_{i+1}, v_i - v_j \rangle^2 + 2 \gamma \langle x_{i+1}, v_i - v_j \rangle \langle x_{i+1}, v_j - w_{\text{ref}} \rangle + 2 \langle x_i, v_j - v_i \rangle \langle x_i - \gamma x_{i+1}, w_{\text{ref}} \rangle - 2 r_{i+1} \langle x_i, v_j - v_i \rangle | \]

\[ \leq B_G^2 + 2B_w B_G + \gamma^2 B_G^2 + 2 \gamma^2 B_G B_w + 2(1 + \gamma) B_G \|w_{\text{ref}}\| + 2B_G \]

\[ \leq B_G (2 + 4\|w_{\text{ref}}\| + 4B_w) + 2B_G^2 \]

\[ \leq 42\eta B_w^2 + 36\eta^2 B_w^2 \]

\[ \leq 80\eta B_w^2 =: B_i. \]

Applying Lemma 14 to each \( i \leq t \) and union bounding, then with probability at least \( 1 - t\delta \), simultaneously for every \( i \leq t \),

\[
\eta \sum_{j<i} [f(\zeta_{j+1}; v_j) - \mathbb{E}_{\zeta \sim \pi} f(\zeta; v_j)] \leq 2\eta B_f \left( 2\tau - 2 + te + \sqrt{t\tau \ln(1/\delta)} \right) + \eta \sum_{i \leq t} B_i \\
\leq \eta B_w^2 \left( 62(2\tau - 2 + te) + 80t\eta + \sqrt{2t\tau \ln(1/\delta)} \right) \\
\leq \frac{B_w^2}{1024} (124 + 80 + 2) \leq \frac{B_w^2}{4}.
\]

Henceforth, condition away the failure event for the preceding inequalities.

What remains is to inductively invoke the deterministic TD guarantee from Lemma 18 to bound the error of \( (w_i)_{i \leq t} \) and simultaneously show \( w_i = v_i \in S \) for all \( i \). The base case

Throw out the preceding failure event; the remainder of the proof proceeds by induction, establishing that the iterate sequence never exits \( S \). The proof now proceeds by induction; the claim holds automatically for \( v_0 \), since \( v_0 = w_0 \in S \) by construction, thus consider \( w_i \) for some \( i > 0 \). Invoking the deterministic TD guarantee from Lemma 18 to \( w_i \), together with the inductive hypothesis \( (w_j)_{j<i} = (v_j)_{j<i} \), the earlier concentration inequalities, and lastly making the single appeal
to the Markov property on \((x_i)_{i \leq t}\) to obtain \(E_{\zeta_{i+1}}x_{i+1} = E_{\zeta_{i+1}}x_i\), note

\[
\|\tilde{w}_i - w_{\text{ref}}\|^2 \leq \|w_0 - w_{\text{ref}}\|^2 + \eta \sum_{j<i} \left[ -\langle x_j, w_j - w_{\text{ref}}\rangle^2 + \langle \gamma x_{j+1}, w_j - w_{\text{ref}}\rangle^2 \right.
\]

\[
- 2 \langle G_j(w_{\text{ref}}), w_j - w_{\text{ref}}\rangle + 4\eta\|G_j(w_{\text{ref}})\|^2
\]

\[
\leq \|w_0 - w_{\text{ref}}\|^2 + \eta \sum_{j<i} \left[ -\langle x_j, v_j - w_{\text{ref}}\rangle^2 + \langle \gamma x_{j+1}, v_j - w_{\text{ref}}\rangle^2 \right.
\]

\[
- 2 \langle G_j(w_{\text{ref}}), v_j - w_{\text{ref}}\rangle + 4\eta\|G_j(w_{\text{ref}})\|^2
\]

\[
\leq \|w_0 - w_{\text{ref}}\|^2 + \frac{B^2_w}{4} + \eta \sum_{j<i} E_{\zeta \sim \pi} \left[ -\langle x, v_j - w_{\text{ref}}\rangle^2 + \langle \gamma x, v_j - w_{\text{ref}}\rangle^2 \right.
\]

\[
- 2 \langle G_\zeta(w_{\text{ref}}), v_j - w_{\text{ref}}\rangle + 4\eta(2 + 2(1 + \gamma^2)\|w_{\text{ref}}\|^2)
\]

\[
\leq \|w_0 - w_{\text{ref}}\|^2 + \frac{B^2_w}{2}
\]

\[
+ \eta \sum_{j<i} E_{\zeta \sim \pi} \left[-(1 - \gamma^2)\langle x, w_j - w_{\text{ref}}\rangle^2 - 2 \langle G_\zeta(w_{\text{ref}}), w_j - w_{\text{ref}}\rangle \right], \quad (12)
\]

which rearranges to give the desired TD error bound. To control the norms from here, since

\[
\|E_{\zeta \sim \pi}G_\zeta(w_{\text{ref}})\| \leq \|w_{\text{ref}} - w_0\|\|w_{\text{ref}}\|_{\text{tv}}
\]

and moreover since \(- (1 - \gamma^2)\langle x, v_i - w_{\text{ref}}\rangle^2\) is negative and can be dropped, then eq. (12) implies

\[
\|w_i - w_{\text{ref}}\|^2 \leq \|v_0 - w_{\text{ref}}\|^2 + \frac{B^2_w}{4} + 2\eta \sum_{j<i} \|G_\pi(w_{\text{ref}})\| \|v_j - w_{\text{ref}}\|
\]

\[
\leq \frac{B^2_w}{16} + \frac{B^2_w}{2} + \frac{B^w}{8}
\]

\[
< B^2_w,
\]

meaning the new unconstrained iterate \(w_i\) satisfies \(w_i \in S\), whereby \(v_i\) will also not encounter the constraint since \(v_{i-1} = w_{i-1}\) and the update is the same, and thus \(w_i = v_i \in S\).