Intelligent prediction model of ammonia solubility in designable green solvents based on microstructure group contribution
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ABSTRACT

The rapid selection of environmentally friendly and efficient solvents is critical for improving the safety, environmental protection, and efficiency of a process. In this study, a deep neural network structure was proposed to predict the solubility of ammonia in ionic liquids based on molecular structure, combined with support vector machine (SVM), random forest (RF) and deep neural network (DNN) algorithm. In this study, a group-based quantisation method for ionic liquids was proposed. On this basis, a feature preprocessing method integrating feature selection and data standardisation was proposed. Then, the eigenvectors extracted from the molecular structure were used to predict the solubility of ammonia in ionic liquids using SVM, RF and DNN models. Based on the cross-validation optimisation model structure, three models were evaluated. Results showed that the three models yielded high prediction accuracy, and that the prediction accuracy of the MLP model was higher than those of the SVM and RF models. For the MLP model, the coefficient of determination was 0.992. The model has good prediction performance and generalisation ability. Therefore, it can be used to select the best ionic liquid ammonia absorbent accurately and efficiently.

1. Introduction

Ionic liquids are considered efficient and safe solvents in many industries because of their low vapour pressure and high chemical stability [1]. In recent years, ionic liquids have been widely used in extraction [2], absorption [3] and other separation processes as a substitute for organic solvents. With the widespread use of fossil fuels, the discharge of such as ammonia into the atmosphere has serious adverse effects on human beings and the environment [4]. It is found that the use of environment-friendly solvents such as ionic liquids to achieve ammonia removal has great advantages [5]. However, it is difficult and time-consuming to select ionic...
liquids by experiment in the face of complex environmental conditions and different requirements for deamination in actual production. Therefore, there is an urgent need for a simple and effective method to predict the absorption capacity of ammonia gas from the molecular structure of simple and readily available ionic liquids, to achieve efficient screening of deamination solvents [6].

In recent years, with the rapid development of machine learning models, they have been widely used in many fields, such as thermal conductivity ratio and dynamic viscosity between nanofluids [7,8], the performance of CO₂ foam injection in oil reservoirs [9], the efficiency of chemical flooding in oil reservoir [10], the porosity and permeability of oil reservoirs [11,12], the heating load of buildings' energy efficiency [13], and the solubility of gases in ionic liquids [14–16]. Using machine learning methods to predict the properties of various compounds has gradually become a research hot spot. Up to now, a lot of solubility data in ionic liquids have been obtained experimentally [17, 18]. Based on these data, various methods have been tried to predict the absorption capacity of ionic liquids [19]. Dai et al. [20] to predict the absorption capacity of ionic liquids to ammonia. Both UNIFAC and GCLF-EOS methods have achieved high accuracy. Marcus et al. [21] investigated the effects of dipole interaction and hydrogen bonding on CO₂ absorption in ionic liquids. The accurate calculation of the solubility of carbon dioxide in a non-volatile solvent such as ionic liquids is realised by using Henry's law constant. Deng et al. [22] combined the critical properties of ionic liquids with commonly used deep learning models such as convolutional neural network and deep neural network to achieve a prediction ability of carbon dioxide solubility that exceeds the traditional thermodynamic model. Ouaer et al. [23] used bayesian regularisation and other back propagation methods to optimise the multilayer perceptron. An optimised multilayer perceptron is used to predict the solubility of carbon dioxide in ionic liquids. After verification, the multilayer perceptron model and the equation of state model achieve similar high-accuracy results. Ahmadi et al. [24] achieved an accurate prediction of hydrogen sulphide solubility in ionic liquids based on gene expression programming model. The results show that the proposed model is more accurate than the thermodynamic model. [25] proposed a multilayer perceptron model to predict the solubility of hydrogen sulphide in a variety of different ionic liquids. Critical pressure, critical temperature, centrifugal factor, temperature and pressure are selected as inputs and the natural logarithm of solubility as outputs. The model achieves high accuracy in a wide range. AliShafiei et al. [26] studied the ability of artificial neural network (ANN) trained by back propagation (BP) and particle swarm optimisation (PSO) to correlate the solubility of H₂S in 11 kinds of different ILs, and proposed the optimisation architecture of neural layer. Finally, through PSO training algorithm, better results than BP training programme based on statistical standards were obtained. Shamshirband et al. [27] studied the machine learning model (MLP, PSO) and equation of state (PR, SRK) to predict ammonia solubility in ionic liquids using molecular weight, temperature, pressure, and other physical properties as inputs. The results showed that the machine learning model had satisfactory accuracy. However, the reason for its ability to absorb ammonia was not analyzed from the perspective of ionic liquid structure.

Compared with using the physical and chemical properties of molecules as descriptors to build a constitutive relationship model, using molecular structure to build a constitutive relationship model has stronger stability and a better ability to recognise isomers. Wang et al. [28] used feedforward neural network and support vector machine to predict the cytotoxicity of ionic liquid to rats directly from molecular structure. The model has strong generalisation ability and prediction performance. Uesawa et al. [29] took three-dimensional molecular conformation images as input and used Alexnet deep learning model to build a constitutive relationship model. The model has high predictive power. Su et al. [30] designed normalised molecular representations. On this basis, molecular bonds and atoms are vectorised by tree-structured long and short-memory network. Finally, the back propagation neural network is used to predict the molecular properties. The model has high accuracy and can cover more diverse molecular structures. Chen et al. [31] developed autoencoder models based on molecular structure. The encoded molecular vector is combined with the convolutional neural network. The accurate prediction of surface charge density is realised. The model’s generalisation capability is tested and applied in case studies. In conclusion, the molecular vector obtained from molecular structure has a more essential representation of molecular structural characteristics and a more effective prediction of isomerism.

Considering the nonideality of the ionic liquid system and the complexity of absorption mechanism, a reliable ammonia solubility prediction deep learning model (DNN) is established by combining the molecular structure of ionic liquid with support vector machine (SVM), random forest (RF) and deep neural network (DNN). In this work, the solubility of ammonia gas in ionic liquid under different conditions is first collected, and then the molecular characteristic vector is established to characterise the molecular structure of the ionic liquids. Based on the molecular vector optimised by feature
engineering, DNN model, SVM model and RF model are used to accurately predict the absorption capacity of ionic liquids to ammonia. The model structure is optimised by cross validation to improve the robustness of the model.

2. Experimental data

The solubility data of 10 ionic liquids to ammonia gas at different temperatures and pressures are collected from the literature [32–35]. The total number of data points is 320. A simplified molecular structure string (SMILES) is obtained from PubChem [36] to describe the structure of ionic liquids. Detailed data and corresponding strings are listed in Table S1. The combination of different ionic liquids and temperature and pressure is shown in Figure 1.

In order to convert the collected textual ionic liquid structures into numerical forms acceptable to the model. The ionic liquid is regarded as a macromolecular organic matter composed of cationic and anionic [37] smiles by analyzing ionic liquids. The molecular structure and chemical information of ionic liquid are obtained. Finally, the ionic liquid is split into molecules composed of substructures. The molecular feature vector of ionic liquid is constructed according to the frequency of the substructure. By analyzing the data, a total of 19 different molecular substructures are obtained. The corresponding substructures are provided in Table S2. The number of groups in all molecular structures is shown in Figure 2.

3. Deep learning modelling

3.1. Support vector machine

Support vector machine (SVM) is a common machine learning algorithm for data analysis and prediction modelling [38]. In the aspect of regression task, the SVM model can create a hyperplane of the feature vector in high-dimensional space to realise data fitting. The accurate SVM model can make the sample close to the hyperplane. For complex nonlinear mechanism problems, SVM has a strong ability of fitting and has a wide range of applications in molecular structural relations.

SVM framework is implemented by scikit-learn [39] in Python. The model input is the eigenvector generated by GC model, and the output layer gives the predicted solubility value. In order to realise the nonlinear modelling from descriptor to high dimensional space, the gaussian radial basis function (RBF) is selected as the kernel function. For the support vector machine model, the error tolerance of the model is determined by the regularisation parameter C. The most important regularisation parameters C and Gamma of SVM optimised by grid search. As shown in Figure 3, When the regularisation parameter C is set to 30 and gamma is set to 0.1, the SVM model has the highest accuracy.

3.2. Random forest

Random forest (RF), an integrated machine learning algorithm, is composed of decision trees and has strong quantitative analysis ability [40]. Because of the integration algorithm, the random forest almost does not appear as an over-fitting phenomenon, and it has strong adaptability when processing high-dimensional data. It has
a strong advantage for the complex structure of ionic liquids. In the training process, the out of bag error is approximated to the random forest error. Each decision tree in a random forest is built on a different sample set. Approximately one-third of the random sample observations in each sample set are excluded. These missing observations of a given tree are called out of bag samples. In the process of model selection and parameter adjustment, it is usually the key factor to find the parameters that may produce the lowest out of pocket error.

For the random forest model, the number of iterations (the number of decision trees in the RF model) is generally adjusted to control the out of bag error and determine the best model. The model input is the eigenvector generated by the GC model, and the output layer gives the predicted solubility value. As shown in Figure 4, the random forest model performs well in the training set. The number of iterations has a great influence on the results of test and evaluation. When the number of iterations is set to 5 and the maximum depth is set to 50, the model has the highest accuracy.

### 3.3. Multilayer perceptron

Multilayer perceptron (MLP) is a perceptron-based extension with high accuracy in nonlinear model construction [41]. It is a fully connected deep neural network (DNN). The complex deep neural network has a strong application value in molecular structure relations, which can quickly and accurately find the complex nonlinear relations between the molecular structure and properties of ionic liquids. In this work, a four-layer DNN model including the input layer and output layer is established.

The topology of the full connection is shown in Figure 5. The model input is the eigenvector generated by GC model, and the output layer gives the predicted solubility value. The hidden layer neurons receive a group of weighted inputs from the input layer and generate outputs for the next layer until the output layer. Based on the back propagation optimisation model parameters, the accurate prediction of ammonia solubility in ionic liquids is realised. The DNN model is implemented with the keras in Python. ‘Tanh’ is selected as the activation function to realise nonlinear data conversion.

The activation function Tanh is shown in the Equation (1):

\[
tanh(x) = \frac{1 - \exp(-2x)}{1 + \exp(-2x)}
\]  

(1)
Figure 6. MLP model parameter optimisation process.

Adagrad [42] is chosen as the optimiser. The reason is that the adagrad optimisation algorithm can adapt to each parameter of the model independently and provide different learning rates for different variables. In addition, the adagrad optimisation algorithm can update the low-frequency and high-frequency parameters, thus accelerating the convergence speed of the model and improving its robustness of the model. Mean square error is used as a loss function to optimise the model.

The DNN model is composed of many parameters, which can be divided into hyper-parameter and model parameters. The DNN model parameters are fitted from the selected training set by training. The gradient of the loss function is calculated in the model training, and the model parameters are updated by back propagation. In contrast, hyper-parameter is determined before training. Hyper-parameter has a great influence on the results of the model, so it is necessary to find the optimal hyper-parameter through a grid search algorithm. In addition, the alpha is set to 0.0162. The training batch is set to 20. The size of the hidden layer is $10 \times 10$. The optimisation process is shown in Figure 6.

### 3.4. Training process

When the model can accurately predict the data that is not in the training set, the model can be regarded as a generalisation model [43]. In the DNN model, the ionic liquid molecules are analyzed by group, and the molecular structure is quantified based on the analysis results. Then MLP, SVM and RF are used for feature correlation. To measure the generalisation capability of the model, external data sets not used for training are used to evaluate the performance of the model. The collected data are randomly divided into 80% training set and 20% test set. In order to improve the robustness of the model, five cross-validation tests are performed. The optimal GC-ML model is established by using the training set, and the three models are evaluated by using test samples.

### 3.5. Model evaluation

Generalisation ability is an important index to evaluating deep learning model [44]. Overfitting will weaken the generalisation ability of the model and reduce the prediction accuracy of the model to the external data set. In this work, the method of stopping ahead of time is used to avoid overfitting. At the same time, the external set is used to measure the generalisation ability of the final model to ensure the satisfactory performance of the final model.

In addition, the prediction ability of the evaluation model to all samples is verified by cross verification [45]. The model performance is quantified by three evaluation indexes Coefficient of determination ($R^2$), Mean square error (MSE), Mean absolute error (MAE). The detailed calculation method is shown in the Equations (2)–(4):

$$R^2 = 1 - \frac{\sum (y_{actual} - \bar{y})^2}{\sum (y_{predict} - \bar{y})^2}$$  \hspace{1cm} (2)

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (y_{predict} - y_{actual})^2$$  \hspace{1cm} (3)

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_{predict} - y_{actual}|$$  \hspace{1cm} (4)

### 4. Results and discussion

#### 4.1. Feature processing

For a supervised learning model, the quality of input data has a great influence on the prediction ability of the model [46]. Characterisation of molecular structure can be effectively screened out through feature engineering. Data redundancy can be effectively reduced. Based on the feature selector method [47], features with a correlation greater than 0.79, a missing rate greater than 0.6 and unique values are deleted.

There is a large order of magnitude difference between the features of the initial data set. Some abnormally small or large data will mislead the correct training of the model. In addition, if the data distribution is very scattered, it will also affect the training results. In order to solve this problem, all the features of the data set are normalised. The data set is transformed into standard normal distribution by calculating Z-score. Through the standardisation of data, the influence of numerical differences on features is solved, and the solution speed and
accuracy are improved. Feature normalisation is realised by scikit learn toolkit.

4.2. The model performance

The molecular vector of the pre-treated ionic liquid was used to predict the solubility of ammonia gas in the ionic liquid by the subsequent regression model. The results of the final three models are shown in Figure 7. The model can well predict the solubility of ionic liquid ammonia at different temperatures and pressure.

The final GC-SVM model is developed using all training samples, and then evaluated using test samples. The solubility of ammonia predicted by experiments and GC-SVM is shown in Figure 7(a). Based on the cross-validation, $R^2$, MAE and MSE are 0.906, 0.056 and 0.0048, respectively. Through these statistical indexes, it is proved that the GC-SVM model has a good prediction ability for solubility. It can be seen that the fitting ability of the model is good, and the results of the training set are close to those of the test set. Compared with the other two models, the model has a larger error.

After determining the number of random forest iterations, the final GC-RF model is developed using all training samples, and then evaluated using test samples. Based on the cross-validation, $R^2$, MAE and MSE are 0.932, 0.045 and 0.003, respectively. The GC-RF model has been proven to have good prediction ability through these statistical indicators. The prediction results of the GC-RF model are shown in Figure 7(b), which also proves that the GC-RF model can accurately fit the nonlinear relationship between ionic liquid structure and ammonia solubility.

Based on the results of model optimisation, a four-layer deep neural network model is established. The model is used to predict the absorption capacity of ionic liquids for ammonia. The results are shown in Figure 7(c). The model performs well in both the test set and the training set. Based on the cross-validation, $R^2$, MAE and MSE are 0.992, 0.014 and
0.0004, respectively. These statistical indicators prove that the group contribution model coupled with the deep neural network model has a good predictive ability. The results of the training set and test set are very close, which proves that the model has good generalisation ability. Compared with the GC-SVM and GC-RF models, the data points of the GC-MLP model are obviously more closely distributed on both sides of the diagonal. This further proves the accuracy of the model.

4.3. Model comparison

In order to fully verify the performance of the three models, the absolute errors of each data point of the three models were calculated. The comparison between the absolute errors of the three models and the experimental values is shown in Figure 8. The results show that the GC-SVM and GC-RF models have great errors. The absolute errors of the GC-SVM in all data points are significantly greater than those of GC-MLP. The absolute error of GC-RF model is larger than 0.4 when the experimental value is larger than 0.4. The GC-MLP model achieves small absolute errors in the whole range of experimental values, and can accurately predict the experimental values of ammonia solubility in ionic liquids in the range of 0-1.

The accuracy of the model is further verified by relative error. As shown in Figure 9, compared with the GC-SVM and GC-RF models, the relative errors of most data points in the GC-MLP model are between −0.2 and 0.2. When the experimental value is greater than 0.2, the calculated results of the GC-MLP model almost agree with the experimental value. The results show that the GC-MLP model can accurately predict the absorption capacity of ionic liquid to ammonia, and the accuracy of each data point is high.

4.4. External competitiveness

The predictive power of the model needs to be demonstrated by external competitiveness. By using approximate data sets, the results of the model are compared with the extreme learning machine model established by Kang et al., to test the predictive ability of the model. Baghban et al. proposed the SVM and LSSVM models to predict the ability of ionic liquids to absorb ammonia. The LSSVM model showed high accuracy with the $R^2$ of 0.9915. However, the ability of ionic liquids to absorb ammonia was not considered from the structure of ionic liquids. We compared the model proposed in this work with these models in the literatures. Detailed statistical data are shown in Table 1. In general, the cross-validated GC-SVM and GC-RF models achieved similar accuracy to those in the literature. The GC-MLP model is significantly superior to the models in the literature in determining coefficient, mean square error and mean absolute error. The results show that GC-MLP can accurately predict the solubility of ammonia in ionic liquids, which is more accurate than these models based on descriptors in the literature. It can further satisfy the rapid and accurate screening of ionic liquid ammonia absorbent.
5. Conclusion

Rapid selection of the best ammonia adsorbent can achieve efficient separation of ammonia. In order to accurately predict the absorption capacity of ionic liquid to ammonia, three constitutive models were established. This work provides a reference for the selection and development of solvents for absorbing ammonia. Before the learning process begins, the molecular structure of the ionic liquid is quantified into group interactions. On this basis, vectors representing the molecular structure of ionic liquid are generated. Finally, the prediction model was established by combining MLP, SVM and RF. The GC-MLP model has the highest accuracy and external competitiveness by determining coefficient, relative error, and absolute error evaluation. The results show that the MSE, MAE and $R^2$ of the model are 0.014, 0.0004 and 0.992, respectively, indicating that the method can describe the solubility of ammonia in ionic liquid well. To some extent, this method can replace the experiment of measuring the solubility of ammonia in ionic liquid, which is of great significance to the design of ammonia absorbent in ionic liquid.
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