Study on inertia weight decreasing strategy of particle swarm optimization based on inverse coseca
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Abstract The standard particle swarm optimization (pso), which introduces inertia weight w, is an effective method to find the extreme value of the function. However, particle swarm optimization (pso) has some disadvantages. When dealing with optimization problems, pso lacks effective parameter control and is prone to fall into local optimization, which leads to low convergence accuracy. In, this paper, put forward a new improved particle swarm optimization (pso) algorithm, The nonlinear decreasing inertia weight by the CSC function strategy, at the same time to join the beta distribution on random Numbers, thus to balance the global search and local search ability of the algorithm. The learning factor is changed asynchronously to improve the learning ability of the algorithm. By adopting Griewank, Rastrigrin, J.D. Schaffer three standard test functions to simulate experiment, at the same time and the basic particle swarm algorithm the inertia weigh in a fixed value, the linear regressive LDIW and nonlinear regressive comparison. The experimental results show that the nonlinear decreasing strategy with dynamic adjustment of inverse cosecant function can improve the convergence speed and stability.

1. Introduction

Particle Swarm Optimization (POS) is a global Optimization evolutionary algorithm proposed by Kennedy et al. [9] in 1995. The idea comes from the study on the predation behavior of birds. Particle swarm optimization (pso) is an emerging evolutionary technology based on swarm intelligence. It has fast iteration, strong robustness, good optimization effect, simple implementation, and is widely used to solve optimization problems in scientific research and engineering practice.

In particle swarm optimization (pso), the value of inertia weight and learning factor is very important. Larger weight is conducive to improving the global search ability of the algorithm, while smaller weight is conducive to improving the local search ability of the algorithm. Learning factors reflect the communication of information between particles. In order to make the pso algorithm converge quickly, robust and stable, researchers have done a lot of research work. Shi Y[4] proposed particle swarm optimization algorithm with inertia weight. Tong qiu juan [2] proposed a particle swarm optimization algorithm based on adaptive dynamic change. By using the idea of adaptive dynamic change of the behavior parameters of the algorithm, the fitness value of particles was introduced into the inertia weight coefficient and learning factor of the algorithm, and a new improved particle swarm optimization algorithm was proposed. Feng kang [7] et al focused on the research idea of chaos improved particle swarm optimization, proposed an embedded chaos particle swarm optimization algorithm, and demonstrated the superiority of the algorithm through simulation test. Li huirong [3] proposed a particle swarm optimization algorithm for nonlinear decreasing inertia weight strategy. In this paper, the inertia weight adopts the nonlinear decreasing of anti-cosecant function, and
the learning factor changes asynchronously. Meanwhile, it is compared and analyzed with other improved particle swarm optimization algorithms.

2. Elementary particle swarm optimization

For Standard Particle Swarm Optimization (SPSO), when solving Optimization problems, the algorithm first initializes a Swarm of random particles and then searches for the optimal solution according to the iterative formula.

Assuming that the target search space is d dimension, the position of the ith particle in the particle swarm can be expressed follows

\[ X_i = (x_{i1}, x_{i2}, ..., x_{id}), i = 1,2, ..., n \]  

(1)

In the particle swarm, the velocity of the ith particle swarm can be expressed as:

\[ V_i = (v_{i1}, v_{i2}, ..., v_{id}), i = 1,2, ..., n \]  

(2)

The best place to search for the ith particle in the swarm, is the individual extreme value, which can be expressed as:

\[ p_{best} = (p_{1i}, p_{2i}, ..., p_{ni}), i = 1,2, ..., n \]  

(3)

The best position searched by the whole particle swarm is the global extreme value, which can be expressed as:

\[ g_{best} = (g_1, g_2, ..., g_n), i = 1,2, ..., n \]  

(4)

When two optimal values are found, the velocity and position of the particle are updated as follows:

\[ V_{ij} = V_{ij} + c_1 r_1 [V_{ij} - X_{ij}] + c_2 r_2 [P_{ij} - X_{ij}] \]  

(5)

\[ X_{ij} = X_{ij} + V_{ij} \]  

(6)

In equation (5) and (6), i=1,2, ..., n, j=1,2, ..., d, n is the number of particles in the particle swarm, d is the dimension of the target space and \( c_1 \), \( c_2 \) is the learning factor. \( v_{ij} \) is the velocity of the particle, the magnitude of the \( v_{ij} \) is determined by the nature of the objective function, \( r_1, r_2 \) is a random number between [0,1].

Equations (5) and (6) constitute the basic particle swarm optimization algorithm, experiments show that pso has a fast convergence rate, but its local search ability is poor and its stability is poor. In order to improve the local search capability of the algorithm, Shi Y[4] et al added the inertia coefficient \( w \) to formula (5) and modified formula (5) as follows:

\[ V_{ij} = w V_{ij} + c_1 r_1 [V_{ij} - X_{ij}] + c_2 r_2 [P_{ij} - X_{ij}] \]  

(7)

It can be seen from the updating formula of particle velocity: \( w \) represents inertia weight factor. Generally, the "inertia" part is the best in 0.4~0.9, which can balance global and local search, \( c_1 r_1 [V_{ij} - X_{ij}] \), it's the "cognitive" part, which suggests that the particle's flight comes from itself, enhancing the ability to search locally, \( c_2 r_2 [P_{ij} - X_{ij}] \), the "social" part, as it is called, indicates the ability of particles to communicate information to each other, enhancing global search.

Ratnaweera A[10] proposed the strategy of dynamically adjusting learning factors. Learning factor \( c_1 \), \( c_2 \), it's linearly increasing or linearly decreasing in some way. In this article, we will take \( c_1 \), \( c_2 \) the specific formula can be expressed as:

\[ c_1 = c_{1,ini} + (c_{1,fin} - c_{1,ini}) * t / t_{max} \]  

\[ c_2 = c_{2,ini} + (c_{2,fin} - c_{2,ini}) * t / t_{max} \]  

(8)

Type \( c_{1,ini}, c_{2,ini} \) represent the initial value of \( c_1, c_2 \), Among them, \( c_{1,fin}, c_{2,fin} \) is the final value of \( c_1, c_2 \), when \( c_{1,ini} = 2.5, c_{1,fin} = 0.5, c_{2,ini} = 0.5, c_{2,fin} = 2.5 \), the optimization effect of particle swarm is better.

Asynchronous change of learning factors can make particles tend to learn by themselves in the early stage of search and social learning in the late stage of search, which can ensure the coordinated development of global search and local search of particle swarm, which is conducive to convergence to the optimal solution.
In order to balance the ability of the algorithm in local search and global search, Shi et al. proposed the strategy of linear decrease (LDIW), which is, in the process of iteration, the value of linear decrease $w$ is:

$$w = (w_{\text{start}} - w_{\text{end}})(t_{\text{max}} - t)/t_{\text{max}} + w_{\text{end}} \ldots \ldots \ldots \ldots (9)$$

Among them, $t_{\text{max}}$ is the maximum number of iterations. It is the current number of iterations, $w_{\text{start}}$ is the initial inertia weight, and $w_{\text{end}}$ is the inertia weight after evolution. When $w_{\text{start}} = 0.9, w_{\text{end}} = 0.4$, the algorithm will perform better. Among them, the commonly used choice of inertia weight is as follows [6]:

$$w = w_{\text{start}} + (w_{\text{start}} - w_{\text{end}}) \left( \frac{2t}{t_{\text{max}}} - \left( \frac{t}{t_{\text{max}}} \right)^2 \right) \ldots \ldots \ldots \ldots (10)$$

This is the nonlinear progressive inertia weight. Compared with the fixed value and the linear decreasing inertia weight, the nonlinear decreasing inertia weight has faster convergence speed, higher stability, and better global search and local search.

### 3. Nonlinear decreasing weights in the form of anti-cosecant

Although the decreasing inertia weight gives the algorithm a faster speed in the early stage and a slower speed in the late stage. However, each generation of the population lacks diversity, which will lead to an increase in the number of iterations of the algorithm and a slower convergence speed. Based on random Numbers obeying beta distribution in literature (1), In this paper, an inverse cosecant form of dynamic distribution of nonlinear decreasing inertia weight strategy is proposed. Compared with fixed value, linear and nonlinear weight has faster convergence speed and better stability. Meanwhile, asynchronous learning factor is applied to enhance the local and global search ability. The expression is:

$$w = f_1 \ast (w_{\text{start}} - w_{\text{end}}) \ast \csc^{-1} \frac{2(t + T_{\text{max}})}{T_{\text{max}}} - \tau \ast \text{betarnd}() \ldots \ldots \ldots \ldots (11)$$

Among them, $f_1 = 3.6$, mainly control $w$ between the maximum and minimum value, and $\tau$ is the inertia deviation factor, $\tau \in [0.1, 0.9]$. Betarnd () is a random number generated by beta distribution, and its distribution probability includes from uniform distribution to normal distribution. Beta distribution [1] is used to make $w$ deviate, so as to make the value distribution of inertia weight more uniform and more flexible. The purpose of adding (inertia deviation factor) before betarnd () is to control the deviation degree of $w$, so as to make the deviation more reasonable. With the progress of iteration [8], the inertia weight $w$ has a relatively large value in the early stage and a fast speed, so as to avoid falling into local extreme value, and has a good convergence speed and a strong global search ability. Meanwhile, it has a relatively small value in the later stage and a slow speed, so as to enhance the local search ability.

### 4. Experimental simulation analysis

In this paper, four classical test functions (table 1) are adopted to test these algorithms. Table 2~ table 4 are respectively the mean and variance of the optimal solution obtained by the test function. Except that the global minimum of Schaffer J D test function is -1 and the global minimum of the other three test functions is all 0, and the number of particles in the algorithm is all 10, $c_1, c_2$ is the asynchronous learning factor. Formula in (4), $w_{\text{start}} = 0.9, w_{\text{end}} = 0.4, f_1 = 3.6$, the optimized end condition is that the number of iterations exceeds 500.

| function     | Functional expression                                                                 | dimension | A search scope | Maximum speed |
|--------------|--------------------------------------------------------------------------------------|-----------|----------------|--------------|
| Rastrigrin   | $\sum_{i=1}^{n} [x_i^2 - \cos(10(2\pi x_i)) + 10]$                                 | 10        | (-10,10)       | 10           |
Griewank
\[ \frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos \left( \frac{x_i}{\sqrt{i}} \right) + 1 \]

J.D Schaffer
\[ \sin \left( \sqrt{x_1^2 + x_2^2 - 0.5} \right) \frac{1}{(1 + 0.001(x_1^2 + x_2^2))^2} - 0.5 \]

Table 2 Rastrigrin test functions results

| Weight strategy selection | Fixed weight w=0.9 | A linear gradient | Nonlinear decline | Nonlinear decline in this paper |
|---------------------------|---------------------|-------------------|-------------------|---------------------------------|
| The mean                  | 0.7473              | 0.5516            | 0.1412            | 0.08886                         |
| The variance              | 0.6935              | 0.6896            | 0.4091            | 0.3567                          |

Table 3 Griewank test functions results

| Weight strategy selection | Fixed weight w=0.9 | A linear gradient | Nonlinear decline | Nonlinear decline in this paper |
|---------------------------|---------------------|-------------------|-------------------|---------------------------------|
| The mean                  | 1.628 \times 10^{-3} | 0.7707 \times 10^{-3} | 0.2052 \times 10^{-3} | 0.1156 \times 10^{-3} |
| The variance              | 3.092 \times 10^{-3} | 3.035 \times 10^{-3} | 1.578 \times 10^{-3} | 1.1482 \times 10^{-3} |

Table 4 J.D Schaffer t functions results

| Weight strategy selection | Fixed weight w=0.9 | A linear gradient | Nonlinear decline | Nonlinear decline in this paper |
|---------------------------|---------------------|-------------------|-------------------|---------------------------------|
| The mean                  | 0.452               | 0.323             | 0.1755            | 0.1725                          |
| The variance              | 0.8911              | 0.8657            | 0.6995            | 0.447                           |

Figure 1 iteration curve of fitness optimization of Rastrigrin function

Figure 2 iteration curve of fitness optimization of Griewank function
Figure 3 iteration curve of fitness optimization of J.D Schaffer function

As can be seen from table 2 and figure 1, when the fixed weight $w$ is 0.9, the premature convergence stops at the local optimal point, and when the iteration is 500 times, the convergence condition is not reached. The convergence performance proposed in this paper is the best, followed by the non-linear one, and the linear one is the worst. The table 3 and figure 2 shows that the four kinds of iteration algorithm to a certain number of times are close set the convergence precision of fixed weight convergence accuracy and convergence performance of the worst, the number of iterations of the linear need more, nonlinear need less number of iterations. this paper puts forward the CSC form the dynamic adjustment of nonlinear regressive strategy and requires the least number of iterations. According to figure 3 and table 4, the nonlinear decreasing inertia weight is still the best in this paper. To sum up, the anti-cosecant particle swarm optimization algorithm proposed in this paper, which dynamically adjusts the nonlinear decreasing inertia weight strategy, has better global and local search capabilities, can converge to the optimal solution faster, and needs the least number of iterations, which effectively improves the overall optimization ability of the algorithm.

5. conclusion
In this paper, the basic particle swarm algorithm and the inertia weight were analyzed, and the decreasing inertia of particle swarm optimization (PSO) algorithm is improved, puts forward a nonlinear weight change formula in the form of CSC, learning factor using the asynchronous strategy at the same time, better balance the global search and local search ability of the algorithm. And at the same time, join the beta distribution random number, so that the value of inertia weight more evenly and more flexible. By conducting simulation experiments on four representative test functions, the new algorithm can not only improve the convergence speed and accuracy, but also maintain good stability. In the next stage, the algorithm will be studied in related application fields.
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