Linear response functions of an electrolyte solution in a uniform flow
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We study the steady-state response of a dilute monovalent electrolyte solution to an external source with a constant relative velocity with respect to the fluid. The source is taken as a combination of three perturbations: an external force acting on the fluid, an externally imposed ionic chemical potential, and an external charge density. The linear response functions are obtained analytically and can be decoupled into three independent terms, corresponding to (i) fluid flow and pressure, (ii) total ionic number density and current, and (iii) charge density, electrostatic potential, and electric current. It is shown how the uniform flow breaks the equilibrium radial symmetry of the response functions, leading to a distortion of the ionic cloud and electrostatic potential, which deviates from the standard Debye-Hückel result. The potential of a moving charge is underscreened in its direction of motion and overscreened in the opposite direction and normal plane. As a result, an unscreened dipolar electric field and electric currents are induced far from the charged source. We relate our general formalism to several experimental setups, such as colloidal sedimentation.

DOI: 10.1103/PhysRevE.98.032604

I. INTRODUCTION

Ionic solutions are found in a wide range of biological systems and are used for a plethora of industrial applications and processes. For ionic solutions out of thermodynamic equilibrium, many well-known physical phenomena rely on the interplay between Coulombic interactions, hydrodynamics, and thermal diffusion [1–4]. For example, an applied electric field can induce an electrolyte flow in a capillary (electroosmosis) [5–11]. Similarly, a salt concentration gradient in a capillary causes a water flow (diffusio-osmosis) [12,13] and electric currents (osmotic current) [12,14].

For colloidal suspensions, transport of charged colloids can be achieved by applying an external electric field (electrophoresis) [15–19]. The distortion of the electric double layer near the colloidal surface, in the presence of the applied field, significantly decreases the electrophoretic mobility for high surface potentials [15]. Moreover, when charged colloids sediment under gravity in an electrolyte solution, a potential difference builds along the direction of gravity, called sedimentation potential [20,21].

Electrokinetic processes can be described by the linear response theory of the system to external sources, when the sources are sufficiently weak. The response in the quiescent state is well known when the hydrodynamics and electrostatics are completely decoupled. In such cases, the linear response of the velocity field with respect to a point force is described by the Oseen tensor [22,23] and that of the electrostatic potential to a point charge is described by the Debye-Hückel (DH) theory [24].

In this work, we investigate a different scenario and consider the linear response of a bulk electrolyte in a uniform flow. Such a flow can correspond to an electrolyte flowing past a stationary object, e.g., an optically trapped colloid or particle. Alternatively, we can think of a source moving in an otherwise stationary electrolyte. This source, for example, can be an active biomolecule or the tip of an atomic force microscope (AFM).

We present several generalized response functions of a system in a uniform and stationary flow, taking into account the combination of three different external sources: (i) a force density acting on the fluid, (ii) an externally imposed ionic chemical potential, and (iii) an external charge density. Although the response of the velocity field is still independent of the electrostatic interactions, we show that the response of charge density, ionic number density, and their currents are coupled to the uniform flow. In particular, the response of the charge density to an external point charge is described by a nonlinear function of the fluid velocity, extending the DH screening theory for a uniform flow.
The outline of this paper is as follows. In Sec. II, we present our model for a dilute electrolyte and a general external perturbation with a constant relative velocity. The basic electrohydrodynamic equations of our model are derived (Sec. II B), and the linearized scheme is described (Sec. II C). Next, in Sec. III, the general response functions are derived and analyzed in detail. They include the hydrodynamic response (Sec. III A), the number density response (Sec. III B), and the electric response (Sec. III C). In Sec. IV, we summarize our results and relate our findings to possible experiments.

II. MODEL

A. Three sources and their responses

Consider a dilute ionic solution, consisting of 1:1 monovalent cations and anions of total bulk concentration $n_0$, immersed in a continuum solvent of dielectric permittivity $\varepsilon$. The solvent is modeled as an incompressible fluid with viscosity $\eta$. The ions are assumed to be pointlike, and the friction coefficient of both cations and anions with the solvent is $\xi$. The system is held at constant temperature $T$. Under these conditions, the homogeneous solution is in thermal equilibrium and satisfies local electroneutrality.

The homogeneous electrolyte can be perturbed by an externally controlled source. When the object is at rest, the system reaches a new equilibrium state. However, when it is mobile at a constant velocity, a steady state can be established, where the system is out of equilibrium, but all physical quantities are time independent. We explore this latter scenario of a mobile external perturbation with a relative velocity with respect to the ionic solution. For convenience, the frame of reference is chosen such that the perturbation is at rest, while the electrolyte flows with a velocity $u_0$.

As a general perturbation, we consider the combination of three possible sources depicted in Fig. 1: (a) an external force density, $F$, e.g., a force exerted by a thin rod immersed in the solution; (b) an externally imposed ionic chemical potential, $\mu$, e.g., a tip of a pipette containing the electrolyte solution with a different ionic concentration; and (c) an external charge density (per unit volume), $q$, e.g., a small charged colloid.

We assume that surface effects from the sources are negligible, such that no boundary conditions are imposed. This assumption is appropriate for small sources or for the linear response in the far-field away from the sources. For example, a colloidal probe AFM with a fixed scanning velocity can be modeled as a combination of a point charge, $q$, and a point force density, $F$, originating from the drag on the colloidal probe.

Each of the three sources affects the electrolyte differently and can be identified with different fields that characterize the electrolyte, as is clarified in detail in Sec. II C and indicated in Fig. 1. The force density in Fig. 1(a), $F$, perturbs the electrolyte velocity, $u$, and pressure, $P$. In Fig. 1(b), the externally imposed chemical potential, $\mu$, modifies the total ionic number density, $n$, and current, $J$, defined as

$$n = n_+ + n_-,$$

$$J = n_+ v_+ + n_- v_- - n u.$$

Here $n_\pm$ are the densities of cations and anions ($n_\pm = n_0$ in the homogeneous bulk), and $v_\pm$ are their velocities. Note that the current is evaluated in the moving frame of reference.

The external charge density of Fig. 1(c), $q$, results in an electrostatic potential, $\psi$, a charge density (per unit volume), $c$, and an electric current, $j$. The latter two are defined as

$$c = e (n_+ - n_-),$$

$$j = e (n_+ v_+ - n_- v_-) - cu,$$

where $e$ is the elementary charge. Similarly to the number density current $J$, the electric current $j$ is defined according to the ionic relative velocities, $v_{\pm} = u$.

B. Electrohydrodynamic equations

The response of the seven fields, $P$, $u$, $n$, $J$, $\psi$, $c$, and $j$, to the three sources, $F$, $\mu$, and $q$, is obtained by solving seven coupled differential equations; the Stokes equation and
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incompressibility condition for the fluid, Poisson’s equation for the electrostatic potential, force balance equations for the two ionic densities, and the corresponding continuity equations for the two currents. All of these equations can be derived consistently within a single framework, using Onsager’s variational principle [1,25]. Below, the equations are presented and discussed in detail.

First, the fluid is incompressible:
\[ \nabla \cdot \mathbf{u} = 0. \]  
\[ (3) \]
For low Reynolds numbers (no inertia), the electrolyte satisfies the Stokes equation,
\[ \eta \nabla^2 \mathbf{u} - \nabla P - c \nabla \psi = -\mathbf{F}. \]
\[ (4) \]
The first term in Eq. (4) originates from the solvent viscosity, \( \eta \). The third term stems from the solute charge, \( c \), and couples the hydrodynamics with the electric variables.

It is possible to decompose the pressure \( P \) and the force density \( \mathbf{F} \) into hydrodynamic and thermal terms. The pressure is given by the sum of the hydrodynamic solvent pressure and solute pressure as explained below. Similarly, the force density is the combined external force on the electrolyte, \( f \), and diffusive thermal force, i.e., \( \mathbf{F} = \mathbf{f} - n \nabla \mu \). As mentioned above, \( \mu \) is the externally imposed chemical potential of the ions, taken to be the same for the cations and anions.

The electrostatic potential, \( \psi \), in Eq. (4) satisfies Poisson’s equation (in SI units),
\[ \varepsilon \nabla^2 \psi + c = -q, \]
\[ (5) \]
where \( \varepsilon \) is the dielectric permittivity of the medium and \( q \) is the external charge density. Including both the contributions of the electric field, \( \mathbf{E} = -\nabla \psi \), and the hydrodynamic drag, we obtain the force balance equations for the cations and anions as
\[ -en_+ \nabla \psi - \xi n_+(\mathbf{v}_+ - \mathbf{u}) - k_B T \nabla n_+ = n_+ \nabla \mu, \]
\[ en_- \nabla \psi - \xi n_- (\mathbf{v}_- - \mathbf{u}) - k_B T \nabla n_- = n_- \nabla \mu, \]
\[ (6) \]
where \( k_B T \) is the thermal energy. We combine the force balance equations above into two new equations in terms of the number density current, \( \mathbf{J} \), and the electric current, \( \mathbf{j} \):
\[ \mathbf{J} = c \nabla \psi + k_B T \nabla n = -n \nabla \mu, \]
\[ \mathbf{j} + e^2 n \nabla \psi + k_B T \nabla c = -c \nabla \mu. \]
\[ (7) \]
These equations couple the number density, \( n \), and current, \( \mathbf{j} \), with the electric variables, \( \psi, c, \) and \( \mathbf{J} \) (electrostatic potential, charge density, and electric current, respectively).

Note that the term \( k_B T \nabla n_{\pm} \) in Eq. (6) that is carried over to Eq. (7) can be regarded as the gradient of van ‘t Hoff ideal gas pressure. Here we assume that the system is well described by such a term, as it is not far from thermal equilibrium. It follows from the ideal-gas pressure form that steric effects and fluctuations of the electrostatic potential beyond the mean-field treatment are not included within our framework.

Finally, we combine the continuity equation for each of the two ionic flows, \( \nabla \cdot (n_{\pm} \mathbf{v}_{\pm}) = 0 \), and arrive at the following equations in terms of the two currents:
\[ \nabla \cdot \mathbf{J} + \mathbf{u} \cdot \nabla n = 0, \]
\[ \nabla \cdot \mathbf{j} + \mathbf{u} \cdot \nabla c = 0. \]
\[ (8) \]
In principle, additional source terms can be included in the right-hand side of Eq. (8) [26,27]. However, in this study, we neglect such extra ionic source terms, as well as any possible chemical reactions that lead to additional fluxes in the continuity equation.

In the absence of electrolyte flow and an externally imposed chemical potential, i.e., \( \mathbf{u} = 0 \) and \( \mu = 0 \), our set of equations reduces to the steady-state Poisson-Nernst-Planck equations [5]. In thermodynamic equilibrium, these equations reduce further to the Poisson-Boltzmann equation [5,28]. Finally, for small electrostatic potentials, the Poisson-Boltzmann equation can be approximated by its linear form, which is the DH equation [28].

It is convenient to rescale all variables and define the following dimensionless quantities:
\[ \tilde{P} \equiv \frac{P}{n_0 k_B T}, \quad \tilde{\mathbf{u}} \equiv \frac{\xi \lambda_D}{k_B T} \mathbf{u}, \quad \tilde{\eta} \equiv \frac{4 \pi l_B}{\xi} \eta, \]
\[ \tilde{n} \equiv \frac{n}{n_0}, \quad \tilde{\mathbf{J}} \equiv \frac{\xi \lambda_D}{n_0 k_B T} \mathbf{J}, \quad \tilde{\mu} \equiv \frac{\mu}{k_B T}, \quad \tilde{\mathbf{F}} \equiv \frac{\lambda_D}{n_0 k_B T} \mathbf{F}, \]
\[ \tilde{\psi} \equiv \frac{\epsilon \psi}{k_B T}, \quad \tilde{c} \equiv \frac{c}{e n_0}, \quad \tilde{\mathbf{j}} \equiv \frac{\xi \lambda_D}{en_0 k_B T} \mathbf{j}, \quad \tilde{q} \equiv \frac{q}{e n_0}, \]
\[ (9) \]
where \( l_B = e^2/(4 \pi \varepsilon k_B T) \) is the Bjerrum length and \( \lambda_D = (4 \pi l_B n_0)^{-1/2} \) is the Debye screening length (\( n_0 \) is defined as the combined concentration of cations and anions together). Similarly, the position vector is rescaled as \( \tilde{r} \equiv r/\lambda_D \) so that \( \nabla \equiv \lambda_D \nabla \).

Hereafter, the tilde notation is omitted and all variables are treated as dimensionless quantities. Hence, the set of equations, Eqs. (3)–(8), can be written in a compact form as
\[ \eta \nabla^2 \mathbf{u} - \nabla P - c \nabla \psi = -\mathbf{F}, \]
\[ \nabla^2 \psi + c = -q, \]
\[ \mathbf{J} + c \nabla \psi + \nabla n = -n \nabla \mu, \]
\[ \mathbf{j} + n \nabla \psi + \nabla c = -c \nabla \mu, \]
\[ \nabla \cdot \mathbf{u} = 0, \]
\[ \nabla \cdot \mathbf{j} + \mathbf{u} \cdot \nabla n = 0, \]
\[ \nabla \cdot \mathbf{j} + \mathbf{u} \cdot \nabla c = 0. \]
\[ (10) \]
A general solution of these equations requires to specify the boundary conditions in terms of fixed (and charged) objects and interfaces. However, as we are interested only in bulk properties far from any boundaries, such conditions will not enter into our study.

C. Linearized equations

In the absence of sources, \( \mathbf{F} = q = \mu = 0 \), all the equations in Eq. (10) are homogeneous and describe a uniform bulk electrolyte in a constant flow. The ions are at rest in the moving fluid reference frame. They are distributed homogeneously and satisfy local electro-neutrality. This special solution is given by \( c = \psi = j = 0 \) while \( \mathbf{u} = \mathbf{u}_0 \) and \( n = P = 1 \) (for the dimensionless variables).

We now analyze the system response to a small perturbation, as is described above, via a linearization of Eq. (10)
around the homogeneous solution. Each field, \( \Phi(r) \), can be expanded as \( \Phi(r) = \Phi_0 + \Phi_1(r) + \cdots \), where \( \Phi_0 \) is the homogeneous field and \( \Phi_1(r) \) is the linear correction in the presence of sources. All the linear corrections as well as the sources are considered to be of a similar small magnitude. We keep only terms that are linear in this small magnitude and neglect quadratic or higher-order terms. The linearization procedure is described in detail in Appendix A.

The linearized equations can be written as three decoupled sets of equations. The first set includes the hydrodynamic variables [see Fig. 1(a)] and reads

\[
\eta \nabla^2 \mathbf{u}_1(r) - \nabla P_1(r) = -F(r), \quad \mathbf{\nabla} \cdot \mathbf{u}_1(r) = 0. \tag{11}
\]

These are the Stokes equation and incompressibility condition for the electrolyte. They describe how the force density, \( F \), induces a pressure gradient that results in a fluid flow. These equations are independent of electrostatics, while the ionic number density (and not charge density) enters the definition of the pressure, \( P \), and force density, \( \mathbf{F} \).

The second set of equations corresponds to the number density, \( n_1 \), and current, \( \mathbf{J}_1 \) [see Fig. 1(b)]:

\[
\nabla n_1(r) = -\mathbf{\nabla} \mu(r), \quad \mathbf{\nabla} \cdot \mathbf{J}_1(r) + \mathbf{u}_0 \cdot \nabla n_1(r) = 0. \tag{12}
\]

The first equation describes how the externally imposed chemical potential, \( \mu \), induces a number density gradient, \( \nabla n_1 \), and, consequently, yields a number density current, \( \mathbf{J}_1 \). The second equation in Eq. (12) implies that the current \( \mathbf{J}_1 \) is a compressible field, since it is defined relative to the fluid velocity. Combining the two equations yields a steady-state convection-diffusion equation [3] for the number density, \( n_1 \).

Finally, we obtain for the electric variables [see Fig. 1(c)]

\[
\nabla^2 \psi_1(r) + c_1(r) = -q(r), \quad \mathbf{\nabla} \cdot \mathbf{j}_1(r) + \mathbf{u}_0 \cdot \nabla c_1(r) = 0. \tag{13}
\]

The three equations above describe how an external charge, \( q \), produces an electric field and a charge density gradient, whose combined effect leads to an electric current. The first equation in Eq. (13) is Poisson’s equation that remains unchanged by the linearization procedure. The bottom two equations have the same structure as in Eq. (12), where \( \psi_1 \) plays the role of \( \mu \). The reason is that the chemical potential and number density are conjugate variables, just as the charge density and electrostatic potential are.

### III. LINEAR RESPONSE FUNCTIONS

The solutions to each of the three sets of linear equations in Eqs. (11)–(13) can be written in terms of linear response functions. Such solutions are conveniently found via the Fourier transform of the fields and sources, where the Fourier transform of any function \( \Phi(r) \) is defined as \( \Phi(k) = \int d^3r \Phi(r) \exp(-ik \cdot r) \). In Fourier space, the response of the system in terms of a variable \( \Phi \) to an external source \( S_\Phi \) is given by the product, \( \Phi(k) = K_\Phi(k)S_\Phi(k) \), where \( K_\Phi(k) \) is the response function (kernel). In real space, the same response has a convolution form:

\[
\Phi(r) = \int d^3r' K_\Phi(r - r')S_\Phi(r'). \tag{14}
\]

Below we present separately the response functions for each of the three sets: (i) the response of the hydrodynamic variables, \( u_1 \) and \( P_1 \), to the source \( F \); (ii) the response of the number density and current variables, \( n_1 \) and \( J_1 \), to the source \( \mu \); and (iii) the response of electric variables, \( \psi_1 \), \( c_1 \), and \( j_1 \), to the source \( q \). For a full derivation of these response functions, see Appendix A.

#### A. Response of hydrodynamic variables

Consider an external force density imposed on the fluid, \( \mathbf{F} \), as in Fig. 1(a). Solving Eq. (11) for the hydrodynamic response (Appendix A), we arrive at

\[
P_1(k) = -\frac{i}{k^2} k \cdot \mathbf{F}(k), \quad u_1(k) = \frac{1}{\eta k^2} \left( 1 - \frac{kk}{k^2} \right) \cdot \mathbf{F}(k), \tag{15}
\]

where \( \mathbf{I} \) is the identity tensor, \( k = |k| \), and \( kk \) is the dyadic product (second-rank tensor). Note that Eq. (15) is independent of ionic properties.

Transforming the hydrodynamic responses of Eq. (15) into real space yields the response functions

\[
K_P(r) = \frac{r}{4\pi r^5}, \quad K_u(r) = \frac{1}{8\pi \eta r} \left( 1 + \frac{rr}{r^2} \right), \tag{16}
\]

where \( r = |r| \). We emphasize that \( K_P \) is a vector and \( K_u \) is a second-rank tensor. As the linearized hydrodynamic equations are independent of electrostatics, Eq. (16) restores the Oseen’s result with \( K_u \) being the Oseen tensor [22,23]. The response to a point force source \( \mathbf{F} = -\delta(r) \hat{z} \) (\( \hat{z} \) is a unit vector along the \( z \) direction) of Eq. (16) is illustrated in Fig. 2. As the Oseen’s result is well known, we present it only for completeness and do not discuss it further.

#### B. Response of number density and current

Consider an externally imposed chemical potential, \( \mu \), of the ionic species, as in Fig. 1(b). The response to such a source is given by solving Eq. (12) (see also Appendix A),

\[
n_1(k) = -\frac{k^2}{k^2 + i u_0 \cdot k} \mu(k), \quad J_1(k) = \frac{(u_0 \cdot k)k}{k^2 + i u_0 \cdot k} \mu(k). \tag{17}
\]

We see here that the two fields are related by \( J_1(k) = -\left( u_0 \cdot \hat{k} \right) n_1(k) \), where \( \hat{k} = k/k \) is a unit vector.

In the absence of flow, \( u_0 = 0 \), the response reduces to \( n_1 = -\mu \) and \( J_1 = 0 \). Such a response can be obtained from the equilibrium Boltzmann distribution for small \( \mu \) values because \( n_1 = e^{-\mu} - 1 \approx -\mu \). Otherwise, for a nonzero velocity, the direction of \( u_0 \) (taken in the \( z \) direction) defines an axis of symmetry, and the usual spherical symmetry becomes an azimuthal one (body of revolution around \( u_0 \)).
The real-space response of the number density, \( n_1 \), and current, \( J_1 \), are given by the two response functions

\[
\begin{align*}
\mathcal{K}_n(r) &= -\delta(r) + g(r), \\
\mathcal{K}_J(r) &= -\nabla g(r),
\end{align*}
\]

where \( \mathcal{K}_n \) is a scalar, \( \mathcal{K}_J \) is a vector, and the function \( g \) is given by

\[
g(r) = u_0 \frac{u_0 r^2 - z(2 + u_0 r)}{8\pi r^3} e^{iu_0(z-r)/2}. \tag{19}
\]

We note that the Green’s function for the corresponding two-dimensional convection-diffusion equation was solved in Ref. [29].

The expressions of Eqs. (18) and (19) for \( n \) and \( J \) are plotted in Fig. 3. It is convenient to interpret this case by considering a source moving in an otherwise stationary electrolyte with a velocity \( -u_0 \). Due to friction, ions are pushed by the source outside of its trajectory into an outer region. The boundary of this region can be obtained from Eq. (19) as the contour of \( n_1 = 0 \) and is given by

\[
r = \frac{2}{u_0} \frac{\cos \theta}{1 - \cos \theta}. \tag{20}
\]

In the above, \( \theta \) is the azimuthal angle between \( r \) and \( \hat{z} \), and this contour is drawn as a black line in Fig. 3(a). Consequently, a wake is formed, as is seen in Fig. 3(b). Ions within the wake experience a rotational flow, while ions in the outer region flow away from the moving source, with an average velocity in the negative \( z \) direction.

### C. Response of electric variables

We now consider the third case where the electrolyte is perturbed by an external charge source, \( q \), as in Fig. 1(c). In response, mobile ions surround the source and an electric current is formed. The charge density and electric current obtained by solving Eq. (13) are given by

\[
\begin{align*}
c_1(k) &= -\frac{1}{1 + i u_0 \cdot k + k^2} q(k), \\
j_1(k) &= -\frac{(u_0 \cdot k)k}{1 + iu_0 \cdot k + k^2} q(k). \tag{21}
\end{align*}
\]

For \( k = 0 \), Eq. (21) yields \( c_1(k = 0) = -q(k = 0) \), satisfying electroneutrality. In the limit of \( u_0 = 0 \), on the other hand, the standard DH result is obtained, i.e., \( c_1(k = 0) = -q(k)/1 + k^2 \).

The charge density and electric current of Eq. (21) are related to each other by \( j_1(k) = -(u_0 \cdot k)c_1(k) \), just as the number density and current in Eq. (17) are related.

Performing the inverse Fourier transform of Eq. (21) results in the real-space response functions

\[
\begin{align*}
\mathcal{K}_c(r) &= -\frac{1}{4\pi r} \exp \left( \frac{u_0 z}{2} - \sqrt{1 + \frac{u_0^2}{4} r} \right), \\
\mathcal{K}_J(r) &= \nabla [u_0 \cdot \nabla \mathcal{K}_c(r)], \tag{22}
\end{align*}
\]

where \( \mathcal{K}_c \) is a scalar and \( \mathcal{K}_J \) is a vector. The first line of Eq. (22) describes the “relaxation effect” of the ionic cloud. Ions are dragged in the direction of the flow, and the otherwise-spherical charge density of mobile ions is stretched in the flow direction, as is plotted in Fig. 4(a). This effect is known as the Dorn effect [21] in the case of sedimentation, where counterions accumulate behind the sedimenting particle. A similar distortion of the ionic cloud has been previously reported in the presence of a shear flow [30].

As a consequence of the relaxation effect, the charged source together with the ionic cloud have a nonzero dipole moment. Assuming a pointlike source \( q(r) = Q\delta(r) \), we integrate \( \mathcal{K}_c(r)r \) and find the dipole moment \( -Qu_0 \). Note that all the physical quantities here are dimensionless, as is explained above. For example, a negatively charged source
moving in the negative $z$ direction results in a dipolar moment in the positive $z$ direction, as can be inferred from Fig. 4(a). At large distances, this dipole dominates the electric field, as is further discussed below.

While the ionic cloud is well approximated by a dipole far from the sources, the exact form of the charge density becomes important closer to it. By examining the argument of the exponent in Eq. (22), it is possible to approximate the shape of the ionic cloud by a prolate ellipsoid, satisfying the equation

$$\frac{\rho^2}{a^2} + \frac{1}{a^2(1 + u_0^2/4)}(z - u_0 a/2)^2 = 1.$$  \hspace{1cm} (23)

In the above equation, $\rho = \sqrt{x^2 + y^2}$ is the absolute value of the in-plane two-dimensional vector $\rho = (x, y)$, while $a$ is the minor semiaxis and $a\sqrt{1 + u_0^2/4}$ is the major one. Both the major axis and one of the foci of the ellipsoid increase with $u_0$. Such a description fits well with the ionic cloud illustrated in Fig. 4(a).

Another important feature of the nonequilibrium steady state is the formation of an electric current, as is given by the second line of Eq. (22). An example for such a current is plotted in Fig. 4(b). The symmetric closed loops around the $z$ axis resemble those of a dipolar field. This observation can be better understood by examining Eq. (21) for large distances. Keeping only the lowest order of $k$ leads to the electric current response, $(u_0 \cdot \hat{k})\hat{k}$. The inverse Fourier transform of this function is obtained as a second derivative of the kernel

$$\mathcal{K}_J(r) \approx \frac{1}{4\pi r^3}[u_0 - 3(u_0 \cdot \hat{r})\hat{r}],$$  \hspace{1cm} (24)

FIG. 3. Response of the number density, $n_1$, and current field, $J_1$, to a point source at the origin, $\mu = \delta(r)$, for the fluid velocity $u_0 = 2\hat{z}$ [see Eqs. (18) and (19)]. (a) Contour plots of equal number densities $n_1$. The contour $n_1 = 0$ is drawn by the black line [see Eq. (20)]. Note that the inner (uncolored) areas correspond to even larger absolute values of $n_1$. (b) Stream lines of the number density current, $J_1$.

FIG. 4. Response of the charge density, $c_1$, and electric current, $j_1$, to a negative point charge source at the origin, $q = -\delta(r)$ for the fluid velocity $u_0 = 2\hat{z}$ [see Eq. (22)]. (a) Contour plots of equal charge densities $c_1$. Note that the inner (uncolored) area corresponds to even larger absolute values of $c_1$. (b) Stream lines of the electric current $j_1$. 
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The prefactor $1/k^2$ for the fluid velocity $\psi$ transforms it back to real space to obtain

$$u \rightarrow \frac{1}{1 + i u_0 \cdot k + k^2} q(k).$$

The charge density and electric current of Eqs. (21) and (22) are accompanied by an electrostatic potential, $\psi$. By solving Eq. (13), we find that

$$\psi(k) = \frac{1}{k^2} \left( 1 - \frac{1}{1 + i u_0 \cdot k + k^2} \right) q(k).$$

The prefactor $1/k^2$ is the Fourier transform of the Coulomb kernel, $1/(4\pi r)$. The first term inside the parenthesis corresponds to the direct effect that a charged source has on the potential. As is evident from Eq. (21), the second term corresponds to the ionic cloud. Furthermore, substituting $\psi(k)$ in Eq. (25) into Eq. (21) yields

$$c_1(k) = -\frac{k^2}{k^2 + i u_0 \cdot k} \psi_1(k),$$

$$j_1(k) = \frac{(u_0 \cdot k) k}{k^2 + i u_0 \cdot k} \psi_1(k),$$

demonstrating the same dependence on $\psi_1$ as that of $n_1$ and $J_1$ on $\mu$ [see Eq. (17)], as mentioned before.

Equation (25) generalizes the DH result for sources moving with a relative velocity with respect to the solvent. We transform it back to real space to obtain

$$\mathcal{K}_\psi(\rho, z) = \frac{1}{4\pi \sqrt{\rho^2 + z^2}},$$

$$-\frac{1}{4\pi u_0} \int_0^\infty d\rho' \frac{1 - \exp[h(\rho, z - \rho')]}{\sqrt{\rho^2 + (z - \rho')^2}} e^{-\rho' u_0},$$

where we have denoted

$$h(\rho, z) = \frac{u_0}{2} z - \sqrt{1 + \frac{u_0^2}{4} (\rho^2 + z^2)}.$$

The relaxation effect, therefore, carries over from the charge density to the electrostatic potential. The steady flow breaks the spherical symmetry between the $z$ direction and the $xy$ plane, leading to an over-screened potential in the positive $z$ direction and an underscreened one in the negative direction. The potential is also overscreened in the normal plane, as indicated above by the factor $(1 + u_0^2/4)^{1/2}$.

The equipotential contours of $\psi_1$ are plotted in Fig. 5(a), while the field lines of the resulting electric field, $E_1 = -\nabla \psi_1$, are plotted in Fig. 5(b). The figure highlights the distinct features of the steady-state solution both in the near and far fields. In the near field, the equipotential contours of $\psi_1$ resemble the ellipsoidal charge density of Fig. 4(a), and describe an anisotropic screened interaction. The far-field behavior, on the other hand, can be described by the dipole moment of the charge density, as discussed before. Therefore, the electrostatic interaction is long ranged and not screened as in the DH equilibrium case.

**IV. SUMMARY AND DISCUSSION**

In this paper, we have presented a general formalism to analyze the steady-state linear response of bulk electrolyte solutions to an externally imposed source. Our focus was on the effect of constant relative velocity between the electrolyte and source. In the absence of such a velocity, the derived response functions reduce to the Oseen’s result for the hydrodynamic variables and the DH one for the electrostatic variables.

The steady flow is shown to break the natural spherical symmetry of the bulk and to define an azimuthal symmetry around the direction of motion. Namely, the hydrodynamic drag in presence of flow distorts the ionic cloud from a sphere to an ellipsoidal shape (relaxation effect) and, consequently, modifies the electric field close to the source and far from it.

Close to the source, the elongated ionic cloud exerts a net electric force in the direction of $u_0$. If we consider a source of total charge $Q$ moving with velocity $-u_0$, the electric force thus opposes the direction of motion. For small velocities, this force scales as $\sim Q^2 u_0$. This result can be obtained by expanding the electrostatic potential of Eq. (27) to linear order in $u_0$, and integrating the electric field over the surface of a small sphere around the origin. Such a force can be interpreted as
an increase in the source friction coefficient. More generally, the change in viscosity of charged suspensions is known as the electroviscous effect [20].

Far from the source, the anisotropic charge density together with the charged source can be described by an electric dipole moment $-Q \mathbf{u}_0$, where $Q$ is the total external charge. Therefore far-field behavior of the electric field $\mathbf{E}_1$ and electric current $J_1$ are well approximated by dipolar fields. Such long-ranged fields qualitatively differ from the equilibrium ones, where the electric field decays exponentially and no current arises.

The above effect is expected to be pronounced especially for large $u_0$ values. This dimensionless parameter quantifies the role of convection over diffusion, and can be interpreted as the Péclet number $[3,29]$, with the Debye length, $\lambda_D$, playing the role of the characteristic length scale in the system. The interplay between convection and diffusion is discussed further below. For the sake of clarity, we return to physical quantities in their natural units. In particular, we refer to $u_0$ below in units of velocity.

According to Eq. (9), high velocities correspond to $u_0 > k_B T/(\zeta \lambda_D) = D/\lambda_D$, where $D$ is the diffusion coefficient. When this condition is satisfied, the thermal energy of ions is not sufficient to overcome the hydrodynamic drag across the Debye length, $\lambda_D$, and ions cannot form a screening ionic cloud. As an alternative interpretation, high velocity values refer to $u_0 > \lambda_D/\tau$, where we have introduced the relaxation time (also called “ambipolar time”), $\tau = \lambda_D^2/D$, as the typical time for ions to diffuse throughout the Debye length [5]. Therefore, at high velocities, ions move too rapidly to screen a charged object properly.

We estimate the velocity scale as mentioned above, by considering a dilute aqueous solution at room temperature with $n_0 = 2$ mM. The corresponding Debye length is $\lambda_D \approx 10$ nm. The diffusion coefficient of simple ions in such a solution is $D \approx 10^{-9}$ m$^2$/s [31], leading to $\tau \approx 100$ ns. Then the ratio $\lambda_D/\tau$ yields a velocity of $u_0 \approx 0.1$ m/s, which is relatively large. However, due to $\lambda_D/\tau \sim 1/(\sqrt{\zeta} \xi)$, the velocity becomes much smaller for solvents that are more viscous than water even if they are less polar.

As an example for such a viscous solvent, we mention glycerol with permittivity $\varepsilon \approx 40 \varepsilon_0$ (where $\varepsilon_0$ is the vacuum permittivity) and viscosity $\eta \approx 1.4$ Pa s at $T = 293$ K [32]. For the same ionic concentration of the aqueous solution above, the velocity $u_0 \approx 100$ $\mu$m/s is obtained. Velocities of order 100 $\mu$m/s are accessible in experiments and have been used in colloidal-probe AFM measurements [33–35] as the relative velocity between probe and object.

We note that the relaxation effect within our framework is continuous in $u_0$, without any critical behavior. Furthermore, it is not expected to play a role in standard experiments designed to measure equilibrium forces. In these setups, it is customary to measure forces over a range of velocities, in order to ensure that the force is velocity independent [36]. In this manner, possible electrohydrodynamic effects are surpassed.

As a possible experimental setup to capture the dipolar electric interaction, we propose to measure the relative translation between two identical, spherical and charged colloids, undergoing sedimentation in a large container. The hydrodynamic forces between two identical spheres in an unbound fluid induce no relative translation [23,37], leaving the mutual electric force as the main possible origin for such a motion. For micron-sized colloids sedimenting in a dilute electrolyte (see, e.g., Ref. [38]), the electric force between colloids can be of the same order of magnitude as the external gravitational force, making this experimental setup feasible in relation to our theory.

At this point, we would like to clarify some of the limitations of our framework. First, beyond the linear approximation, quadratic terms such as $c \nabla \psi$ appear in the Stokes and force balance equations, mixing these three decoupled equations. Second, our framework was derived for a dilute electrolyte. Beyond the dilute limit, steric effects between the ions become important, and can be described by a lattice gas model. Including the corresponding pressure term in the formalism yields the modified Poisson-Nernst-Planck framework [39].

In addition, ionic correlations also become important for high ionic concentrations. They affect not only the pressure, but also the solvent viscosity [40–42] and the dielectric constant [43–45]. However, we note that within our linear framework, such a dependence on the ionic concentration amounts to a mere shift in the values of the dielectric constant and viscosity, corresponding to the homogeneous value $n_0$. Consequently, all the results derived in this work remain unchanged.

As a possible future extension of our model, we recall that the independent response to the externally imposed chemical potential, $\mu$, and charge density, $q$, holds only for anions and cations with equal friction coefficients, as considered here. In principle, cations and anions can have different friction coefficients, $\zeta_+ \neq \zeta_-$, due to their different sizes and chemical properties [31]. Such a friction asymmetry couples between the number density and electric variables. For example, an external charge density, $q$, imposes oppositely directed forces on the cations and anions. Due to their different mobilities, a number density current is generated with its corresponding number density. The response functions for asymmetric friction coefficients are derived in Appendix B, and will be investigated further in a future work.

Another natural extension of our linear-response theory would be to include boundaries, such as flat surfaces. The generalization of the Oseen tensor for a flat surface with a no-slip boundary condition is known as the Blake tensor [46]. Our result for the electrostatic potential in Eq. (27) can be similarly modified for a flat boundary condition by the use of the “image charge” method. This scenario will be explored elsewhere.

As was mentioned before, the linear response to moving sources is relevant for several colloidal systems. Examples vary from sedimenting colloids, colloidal probe AFM or manipulation of optically trapped colloids in solution. In addition, this work can be of use in biological systems, where charged molecules interact in aqueous environments under flow. For example, it was shown that charged biomolecules are only partially screened due to the presence of electrodiffusion current flow in aqueous pores [47]. We hope that our general framework can further applied in a wide range of physical and biological systems.
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APPENDIX A: LINEARIZATION SCHEME

Consider a small perturbation to the homoegenous solution due to three weak sources: an external force density, \( F \), a charge density, \( q \), and an externally imposed chemical potential, \( \mu \). The resulting fields, which have been rescaled in Eq. (9), can be expanded around the homogeneous solution as

\[
\begin{align*}
\psi & \approx \psi_0 + \Psi_1, \\
J & \approx J_1, \\
c & \approx c_1, \\
j & \approx j_1, \\
\end{align*}
\]

This is a set of linear equations to be solved in Fourier space as

\[
\begin{align*}
P_1(k) & = -\frac{i}{k^2}k \cdot F(k), \\
u_1(k) & = \frac{1}{\eta k^2} \left( 1 - \frac{kk}{k^2} \right) \cdot F(k), \\
n_1(k) & = -\frac{k^2}{k^2 + i\mu_0 \cdot k} \mu(k), \\
J_1(k) & = \left( \frac{u_0 \cdot k}{k^2 + i\mu_0 \cdot k} \right) \mu(k), \\
\psi_1(k) & = \frac{k^2 + i\mu_0 \cdot k}{k^2(1 + i\mu_0 \cdot k + k^2)} q(k), \\
c_1(k) & = -\frac{k^2}{k^2 + i\mu_0 \cdot k} \psi_1(k), \\
j_1(k) & = \left( \frac{u_0 \cdot k}{k^2 + i\mu_0 \cdot k} \right) \psi_1(k). \quad (A1)
\end{align*}
\]

The above solution is written in Eqs. (15), (17), (25), and (26), and the real-space solutions can be obtained by taking the appropriate convolutions.

APPENDIX B: ASYMMETRIC FRICTION COEFFICIENTS

Generally, cations and anions may have different friction coefficients, \( \zeta \). Such a friction asymmetry results in a slightly modified set of equations. The force balance equations for the ions in Eq. (6) is now replaced by

\[
\begin{align*}
en_+ \nabla \psi - \zeta_+ n_+(v_+ - u) - k_B T \nabla n_+ & = n_+ \nabla \mu, \\
en_- \nabla \psi - \zeta_- n_-(v_- - u) - k_B T \nabla n_- & = n_- \nabla \mu. \quad (B1)
\end{align*}
\]

Note that the original physical quantities (and not dimensionless ones) are used in the above equation. Following the same scheme as in Sec. II B, it is possible to define the dimensionless variables for the number density \( n \) and charge density \( c \). In the scaling of the velocities [see Eq. (9)], we use the average friction coefficient, \( \zeta = \frac{\zeta_+ + \zeta_-}{2} \). In addition, we define the dimensionless friction asymmetry parameter:

\[
\xi = \frac{\zeta_+ - \zeta_-}{\zeta_+ + \zeta_-}. \quad (B2)
\]

The above parameter \( \xi \) couples between the number density and charge density fields. Explicitly, Eq. (10) is replaced by the following set of seven equations:

\[
\begin{align*}
\eta \nabla^2 u - \nabla P - c \nabla \psi & = -F, \\
\nabla^2 \psi + c & = -q, \\
J + \xi j + c \nabla \psi + \nabla n & = -n \nabla \mu, \\
j + \xi J + n \nabla \psi + \nabla c & = -c \nabla \mu, \\
\nabla \cdot u & = 0, \\
\nabla \cdot J + u \cdot \nabla n & = 0, \\
\nabla \cdot j + u \cdot \nabla c & = 0. \quad (B3)
\end{align*}
\]

While most of the equations remain unchanged, the third and fourth equations contain a new term that is linear in \( \xi \). It is evident that Eq. (10) is restored for \( \xi = 0 \).
Employing the same linearization scheme, the linear correction terms can be obtained in Fourier space. The hydrodynamic fields, $P_1$ and $u_1$, are given by the Oseen’s result in Eq. (15). The number density and charge density fields are now given by

$$n_1(k) = A(k) \mu(k) + \xi B(k) \psi_1(k),$$

$$J_1(k) = -(u_0 \cdot \hat{k}) \hat{k} n_1(k),$$

$$c_1(k) = \xi B(k) \mu(k) + A(k) \psi_1(k),$$

$$j_1(k) = -(u_0 \cdot \hat{k}) \hat{k} c_1(k),$$

where the functions $A(k)$ and $B(k)$ are defined as

$$A(k) = -\frac{k^2(u_0 \cdot \hat{k})}{k^2 + (iu_0 \cdot \hat{k})^2 + (\xi u_0 \cdot \hat{k})^2},$$

$$B(k) = \frac{k^2(iu_0 \cdot \hat{k})}{(k^2 + u_0 \cdot \hat{k})^2 + (\xi u_0 \cdot \hat{k})^2}.$$  \hspace{1cm} (B5)

Finally, the electrostatic potential $\psi_1$ is related to $q$ and $\mu$ by the relation

$$\psi_1(k) = \frac{q(k) + \xi B(k) \mu(k)}{k^2[1 - A(k)]}.$$  \hspace{1cm} (B6)

Equations (B4) and (B5) are the generalizations of Eqs. (17) and (26), respectively, for asymmetric friction coefficients, $\zeta_+ \neq \zeta_-$. In both cases, the currents $J$ and $j$ are related to $n$ and $c$, respectively, by a factor of $-(u_0 \cdot \hat{k}) \hat{k}$, as given by the corresponding continuity equations. The response of the $n$ and $j$ fields to their direct source $\mu$ and indirect one $\psi_1$ is found to be the same as the response of $c$ and $j$ to their direct source $\psi_1$ and indirect one $\mu$.
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