Robust Identifiability in Sparse Dictionary Learning

Charles J. Garfinkle, Christopher J. Hillar

Abstract

Sparse coding or sparse dictionary learning methods have exposed underlying sparse structure in many kinds of natural data. Here, we generalize previous results guaranteeing when the learned dictionary and sparse codes are unique up to inherent permutation and scaling ambiguities [1]. We show that these solutions are robust to the addition of measurement noise provided the data samples are sufficiently diverse. Central to our proofs is a useful lemma in combinatorial matrix theory which allows us to derive bounds on the number of samples necessary to guarantee uniqueness. We also provide probabilistic extensions to our robust identifiability theorem and an extension to the case where only an upper bound on the number of dictionary elements is known a priori. Our results help to inform the interpretation of sparse structure learned from data; whenever the conditions to one of our robust identifiability theorems are met, any sparsity-constrained algorithm that succeeds in approximately reconstructing the data well enough recovers the original dictionary and sparse codes up to an error commensurate with the noise. We discuss applications of this result to smoothed analysis, communication theory, and applied physics and engineering.
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I. INTRODUCTION

A number of modern approaches to signal processing model datasets \( Y = \{y_1, \ldots, y_N \} \subset \mathbb{R}^n \) as lying near a collection of low-dimensional subspaces spanned by the columns \( \{A_1, \ldots, A_m\} \) of a dictionary matrix \( A \in \mathbb{R}^{n \times m} \). Specifically, data vectors \( y \in Y \) are modeled as arising from a linear measurement:

\[
y = Aa + n,
\]

in which the underlying sparse code \( a \in \mathbb{R}^m \) has at most \( k \) nonzero entries \((k\text{-sparse})\) and the noise vector \( n \) has bounded energy, \(|n|_2 \leq \varepsilon\). The noise accounts for uncertainty both due to measurement inaccuracy and the degree to which the sparse linear model fails to describe the true nature of the data.

In this note, we study the uniqueness of solutions to the associated inverse problem:

\[
\text{Find } B \in \mathbb{R}^{n \times m} \text{ and } k\text{-sparse } b_1, \ldots, b_N \in \mathbb{R}^m \text{ such that } |y_i - Bb_i|_2 \leq \varepsilon \text{ for } i = 1, \ldots, N. \tag{2}
\]

The term ‘uniqueness’ in this context requires clarification, however, as even in the noiseless case \((\varepsilon = 0)\) there are many solutions to (2). Let \( Y \) and \( X \) be matrices with columns \( y_i \) and \( a_i \), respectively, so that \( Y = AX \) for \( X \) with \( k\)-sparse columns. Then we also have \( Y = BX' \) for \( X' \) with \( k\)-sparse columns whenever \( B = AD^{-1}P^{-1} \) and \( X' = PDX \) with \( P \in \mathbb{R}^{m \times m} \) a permutation matrix and \( D \in \mathbb{R}^{m \times m} \) an invertible diagonal. Any particular solution to (2) thus generates many other solutions through mappings \( PD \), which together constitute an ambiguity transform group \([2]\) associated to this particular bilinear inverse problem. The question of when every solution \( Y = BX' \) must necessarily be part of this equivalence class \((i.e., \ X' = PDX \text{ and } BPD = A \text{ for some } P, D)\) was addressed in the theoretical works \([3], [4], [1]\) and determines whether \( A \) and \( X \) are identifiable from \( Y \) up to this inherent ambiguity.

It remains to determine the extent to which \( A \) and \( X \) can be determined up to these permutation-scaling ambiguities in the presence of measurement noise \((\varepsilon > 0)\). To address this, we consider the following robust identifiability criterion.

Definition 1. A dataset \( Y = \{y_1, \ldots, y_N\} \subset \mathbb{R}^n \) has a \( k\)-sparse representation in \( \mathbb{R}^m \) if for some dictionary \( A \in \mathbb{R}^{n \times m} \) and \( k\)-sparse \( a_1, \ldots, a_N \in \mathbb{R}^m \), we have \( y_i = Aa_i \) for \( i = 1, \ldots, N \). We say this representation is robustly identifiable if for every \( \delta_1, \delta_2 \geq 0 \) there exists a nonnegative \( \varepsilon = \varepsilon(\delta_1, \delta_2) \) \((\text{with } \varepsilon > 0 \text{ when } \delta_1, \delta_2 > 0)\) such that if \( B \in \mathbb{R}^{n \times m} \) and \( k\)-sparse \( b_1, \ldots, b_N \in \mathbb{R}^m \) satisfy:

\[
|y_i - Bb_i|_2 \leq \varepsilon, \quad \text{for } i = 1, \ldots, N, \tag{3}
\]

then there necessarily exist a permutation matrix \( P \in \mathbb{R}^{m \times m} \) and invertible diagonal matrix \( D \in \mathbb{R}^{m \times m} \) with

\[
|A_j - (BPD)_j|_2 \leq \delta_1 \quad \text{and} \quad |a_i - D^{-1}P^{-1}b_i|_2 \leq \delta_2, \quad \text{for } j = 1, \ldots, m; \quad i = 1, \ldots, N. \tag{4}
\]

Problem 1. Let \( Y = \{y_1, \ldots, y_N\} \subset \mathbb{R}^n \) be generated as \( y_i = Aa_i \) for some matrix \( A \in \mathbb{R}^{n \times m} \) and \( k\)-sparse \( a_i \in \mathbb{R}^m \). When does \( Y \) have a robustly identifiable \( k\)-sparse representation in \( \mathbb{R}^m \)?
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It is easy to see how a solution to Problem 1 directly informs the interpretation of any solution to 2. Suppose \( Y \) is a sequence of measurements noisily generated as in (1), where the underlying dictionary \( A \) and sparse codes \( \alpha_i \) are such that the sequence of noiseless measurements \( A \alpha_i \) has a robustly identifiable \( k \)-sparse representation in \( \mathbb{R}^m \). Fix \( \delta_1, \delta_2 \geq 0 \) and let \( \varepsilon(\delta_1, \delta_2) \) be as in Def. 1. Since by (1) we have \( |y_i - A \alpha_i|_2 \leq \varepsilon \) for all \( i \), if \( \varepsilon \leq \frac{1}{2} \varepsilon(\delta_1, \delta_2) \) then, by the triangle inequality, any solution to (2) necessarily satisfies (4) for some \( P \) and \( D \). That is, the solution to (2) is uniquely determined up to the inherent permutation-scaling ambiguity and an error commensurate with measurement noise.

The main finding of this work is that so long as the matrix \( A \in \mathbb{R}^{n \times m} \) is injective on the set of \( k \)-sparse vectors:

\[
A s_1 = A s_2 \implies s_1 = s_2, \quad \text{for all} \quad k \text{-sparse} \quad s_1, s_2 \in \mathbb{R}^m,
\]

known in the sparse recovery literature as the spark condition, then the \( k \)-sparse representation of \( Y \) in Problem 1 is robustly identifiable provided the data are sufficiently diverse. Note that this condition is necessary given only that the \( \alpha_i \) are \( k \)-sparse.

Before stating this result more precisely, we explain how the spark condition relates to the lower bound \( 5 \) of \( A \), which is the largest number \( \alpha \) such that \( |Ax|_2 > \alpha |x|_2 \) for all \( x \). A straightforward compactness argument shows that every injective linear map has a nonzero lower bound; hence, if \( A \) satisfies the spark condition then every submatrix formed from \( 2k \) of its columns has a nonzero lower bound. We therefore define the following domain-restricted lower bound of a matrix \( A \):

\[
L_k(A) := \max \{ \alpha : |A s|_2 \geq \alpha |s|_2 \text{ for all } k \text{-sparse } s \in \mathbb{R}^m \}.
\]

Clearly, \( L_k(A) \geq L_{k'}(A) \) whenever \( k < k' \) and \( L_{2k}(A) > 0 \) for any \( A \) satisfying (5).

Recall that a cyclic order on \([m] := \{1, \ldots, m\}\) is an arrangement of \([m]\) in a circular necklace, and that an interval is a contiguous sequence of such elements. The following is our main result.

**Theorem 1.** Fix positive integers \( n, m, k < m \), and a cyclic order on \([m]\). If \( k \)-sparse \( \alpha_1, \ldots, \alpha_N \in \mathbb{R}^m \) are such that for every interval of length \( k \) in the cyclic order there are \((k - 1)\binom{m}{k} + 1\) vectors \( \alpha_i \) in general linear position supported on that interval and \( A \in \mathbb{R}^{n \times m} \) satisfies spark condition (5), then \( Y = \{A \alpha_1, \ldots, A \alpha_N\} \) has a robustly identifiable \( k \)-sparse representation.

Specifically, there exists a constant \( C > 0 \) for which the following holds for all \( \varepsilon < \frac{L_{2k}(A)}{\sqrt{2k}} C^{-1} \). If any matrix \( B \in \mathbb{R}^{n \times m} \) and \( k \)-sparse \( b_1, \ldots, b_N \in \mathbb{R}^m \) are such that \( |A \alpha_i - B b_i|_2 \leq \varepsilon \) for all \( i \in [N] \), then

\[
|A_j - (B PD)_j|_2 \leq C \varepsilon, \quad \text{for all } j \in [m]
\]

for some permutation matrix \( P \in \mathbb{R}^{m \times m} \) and invertible diagonal matrix \( D \in \mathbb{R}^{m \times m} \). If, moreover, we have \( \varepsilon < \varepsilon_0 \), where \( \varepsilon_0 = \frac{L_{2k}(A)}{\sqrt{2k}} C^{-1} \), then \( B \) also satisfies the spark condition and

\[
|\alpha_i - D^{-1} P^{-1} b_i|_1 \leq \frac{\varepsilon}{\varepsilon_0} \left( C^{-1} + |\alpha_i|_1 \right), \quad \text{for all } i \in [N].
\]

An important consequence of this result is that for sufficiently small reconstruction error, the original dictionary and \( k \)-sparse vectors are determined up to a commensurate error and permutation-scaling ambiguity. In terms of Def. 1 for fixed \( \delta_1, \delta_2 \geq 0 \) we have that (3) implies (4) for any \( \varepsilon \in [0, \varepsilon_0) \) satisfying:

\[
\varepsilon \leq \min \left( \delta_1 C^{-1}, \frac{\delta_2}{\delta_2 + C^{-1} + \max_{i \in [N]} |\alpha_i|_1 \right).
\]

The constant \( C \) is defined in terms of \( A \) and the \( \alpha_i \) in (14), below.

**Corollary 1.** Given positive integers \( n, m, \) and \( k < m \), there exist \( N = m(k - 1)\binom{m}{k} + m \) vectors \( \alpha_1, \ldots, \alpha_N \in \mathbb{R}^m \) with the following property: every matrix \( A \in \mathbb{R}^{n \times m} \) satisfying spark condition (5) generates \( Y = \{A \alpha_1, \ldots, A \alpha_N\} \) with a robustly identifiable \( k \)-sparse representation.

Our proof of Theorem 1 is a delicate refinement of the arguments in (11) to handle measurement error. Here, we also reduce the theoretically required number of samples given by (11) from \( N = k \binom{m}{k}^2 \) to \( N = m(k - 1)\binom{m}{k} + m \), and we provide guarantees for the case when only an upper bound on the number of columns in \( A \) is known (see Theorem 2 below).

Given Theorem 1 it is straightforward to provide probabilistic extensions (Theorems 3 and 4) by drawing on a key result from the recently emergent field of compressed sensing (CS) (6). Briefly, the goal of CS is to recover a signal \( x \in \mathbb{R}^n \) that is sparse enough in some known basis (i.e., \( s = \Psi x \) is \( k \)-sparse for some invertible \( \Psi \)) via a stable and efficient reconstruction process after it has been linearly subsampled as \( y = \Phi x \) by a known compression matrix \( \Phi \in \mathbb{R}^{n \times m} \). If the generation matrix \( A = \Phi \Psi \) satisfies the spark condition (5), then \( x \) is identifiable given \( y \) and the signal \( x \) can then be reconstructed as \( \Psi^{-1} y \). The key result we refer to is that a random \( k \) compression matrix \( \Phi \) yields an \( A \) satisfying the spark condition with probability one (or “high probability” for discrete variables) provided the dimension \( n \) of \( y \) satisfies:

\[
n \geq \gamma k \log \left( \frac{m}{k} \right),
\]

1 Many ensembles of random matrices work, e.g. (6) Sec. [4].
where $\gamma$ is a positive constant dependent on the distribution from which the entries of $\Phi$ are drawn. But what if we don’t know $\Phi$? Our theorems demonstrate that the matrix $A$ and sparse codes $s_i$ can still be estimated up to noise and an inherent permutation-scaling ambiguity by examining a sufficiently diverse set of samples $y_1, \ldots, y_N$.

We state here the main implications of our probabilistic results. To keep our exposition simple, our statements are based upon the following elementary construction of random sparse vectors (although many ensembles will suffice, e.g. [9, Sec. 4]).

**Definition 2** (Random $k$-Sparse Vectors). Given the support set for its $k$ nonzero entries, a random draw of $a$ is the $k$-sparse vector with support entries chosen uniformly from the interval $[0,1] \subset \mathbb{R}$, independently. When a support set is not specified, a random draw is a choice of one support set uniformly from all ${m \choose k}$ of them and then a random draw.

**Corollary 2.** Suppose $m, n$, and $k$ satisfy inequality (10). With probability one, a random $n \times m$ generation matrix $A$ satisfies (5). Fixing such an $A$, we have with probability one that a dataset $\{Aa_1, \ldots, Aa_N\}$ generated from a random draw of $N = m(k-1){m \choose k} + m$ k-sparse vectors $a_i$, consisting of $(k-1){m \choose k} + 1$ samples supported on each interval of length $k$ in some cyclic ordering of $[m]$, has a robustly identifiable $k$-sparse representation in $\mathbb{R}^m$.

**Corollary 3.** Suppose $m, n$, and $k$ obey inequality (10). If $N = m(k-1){m \choose k} + m$ randomly drawn vectors $a_1, \ldots, a_N \in \mathbb{R}^m$ are such that for every interval of length $k$ in some cyclic ordering of $[m]$ there are $(k-1){m \choose k} + 1$ vectors $a_i$ supported on that interval then, with probability one, almost every matrix $A \in \mathbb{R}^{n \times m}$ gives a robustly identifiable $Y = \{Aa_1, \ldots, Aa_N\}$.

The organization of the rest of this paper is as follows. In Section II we list additional definitions and key lemmas, including our main tool from combinatorial matrix theory (Lemma 1). We derive Theorem 1 in Section III. In Section IV we state extension of this result to the case where we have only an upper bound on the dimensionality of the sparse codes (or, equivalently, the number of columns in the generating dictionary) and briefly describe their proofs, which are themselves contained in Appendix B. In Section V we state and prove Theorems 2 and 3 our probabilistic versions of Theorem 1. The final section is a discussion, and Appendix A contains the proof of Lemma 1.

II. Preliminaries

In this section, we briefly review standard definitions and outline our main tools, which include general notions of angle (Def. 5) and distance (Def. 5) between vector subspaces as well as a robust uniqueness result in combinatorial matrix theory (Lemma 1). Let $[m] = \{1, \ldots, m\}$ of cardinality $k$, and let $\text{Span}\{v_1, \ldots, v_\ell\}$ be the vector space consisting of their $\mathbb{R}$-linear span. For a matrix $M$, the spectral norm is denoted $\|M\|_2$. Also, given $S \subseteq [m]$ and $M \in \mathbb{R}^{n \times m}$ with columns $\{M_1, \ldots, M_m\}$, we define $M_S$ to be the submatrix with columns $\{M_j : j \in S\}$ and also set $\text{Span}\{M_S\} := \text{Span}\{M_j : j \in S\}$.

Between any pair of subspaces in Euclidean space one can define the following generalized “angle”:

**Definition 3.** The Friedrichs angle $\theta_F = \theta_F(U, V) \in [0, \pi/2]$ between subspaces $U, V \subset \mathbb{R}^n$ is defined in terms of its cosine:

$$\cos \theta_F := \max \{\langle u, v \rangle : u \in U \cap (U \cap V)^\perp \cap \mathcal{B}, v \in V \cap (U \cap V)^\perp \cap \mathcal{B}\}, \quad (11)$$

where $\mathcal{B} = \{x : |x|_2 \leq 1\}$ is the unit $\ell_2$-ball in $\mathbb{R}^n$.

For example, for $n = 3$ and $k = 1$ this is simply the angle between vectors, and for $k = 2$ it is the angle between the normal vectors of two planes. In higher dimensions, the Friedrichs angle is one out of a set of principal (or canonical or Jordan) angles between subspaces which are invariant to orthogonal transformations. These angles are all zero if and only if one subspace is a subset of the other; otherwise, the Friedrichs angle is the smallest nonzero such angle.

The next definition we need is based on a quantity derived in [10] to describe the convergence of the alternating projections algorithm for projecting a point onto the intersection of a set of subspaces. We use it to bound the distance between a point and the intersection of a set of subspaces given an upper bound on the distance from that point to each individual subspace. The minimization over permutations in (13) below is done only to remove the dependence the convergence result has on the order in which subspaces are inputted to the alternating projections algorithm.

**Definition 4.** Fix $A \in \mathbb{R}^{n \times m}$ and $k < m$. Setting $\phi_1(A) := 1$, define for $k \geq 2$:

$$\phi_k(A) := \min_{S_1, \ldots, S_k \in [m]} \frac{1}{1 - \xi(\text{Span}\{AS_1\}, \ldots, \text{Span}\{AS_k\})}, \quad (12)$$

where for any set $\mathcal{V} = \{V_1, \ldots, V_k\}$ of subspaces of $\mathbb{R}^m$,

$$\xi(\mathcal{V}) := \min_{\sigma \in \mathcal{G}_k} \left(1 - \prod_{i=1}^{k-1} \sin^2 \theta_F(V_{\sigma(i)}, V_{\sigma(i+1)} \cap \cdots \cap V_{\sigma(k)})\right)^{1/2}. \quad (13)$$

and $\mathcal{G}_k$ is the set of permutations (i.e. bijections) on $k$ elements.
We are now in a position to state explicitly the constant $C$ referred to in Theorem \[ \text{[12, Lemma 3.3]} \]. Letting $T$ be the set of supports on which the $a_i$ are supported (intervals of length $k$ in some cyclic ordering of $[m]$), $X$ be the $m \times N$ matrix with columns $a_i$, let, and $I(S) := \{i : \text{supp}(a_i) = S\}$, we have:

$$
C = \left( \frac{\sqrt{k^3}}{\phi_k(A)} \right) \frac{\max_{j \in [m]} |A_j|_2}{\min_{S \in T} L_k(A_X(I(S)))},
$$

(14)

**Remark 1.** We can be sure that $C$ is well-defined provided $\min_{S \in T} L_k(A_X(I(S))) > 0$, since $\phi_k(A) = 0$ only when $\text{Span}(A_{S_1}) \supseteq \text{Span}(A_{S_2}) \cap \ldots \cap \text{Span}(A_{S_k})$ for some $S_1, \ldots, S_k \in \binom{[m]}{k}$, which would be in violation of the spark condition on $A$.

**Definition 5.** Let $U, V$ be subspaces of $\mathbb{R}^m$ and let $d(u, V) := \inf\{||u - v||_2 : v \in W\} = ||u - \Pi_V u||_2$ where $\Pi_V$ is the orthogonal projection operator onto subspace $V$. The **gap metric** $\Theta$ on subspaces of $\mathbb{R}^m$ is \[ \text{[14]} \]:

$$
\Theta(U, V) := \max \left( \sup_{u \in U, ||u||_2 = 1} d(u, V), \sup_{v \in V, ||v||_2 = 1} d(v, U) \right).
$$

(15)

**Remark 2.** We note that $\Theta(U, V)$ is in fact equal to the sine of the largest Jordan angle between $U$ and $V$.

We now state our main result from combinatorial matrix theory, generalizing \[ \text{[1, Lemma 1]} \] to the noisy case.

**Lemma 1** (Main Lemma). Fix positive integers $n, m, k < m$, and let $T$ be the set of intervals of length $k$ in some cyclic ordering of $[m]$. Let $A, B \in \mathbb{R}^{n \times m}$ and suppose that $A$ satisfies the spark condition \[ \text{[5]} \] with maximum column $\ell_2$-norm $\rho$. If there exists a map $\pi : T \to \binom{[m]}{k}$ and some $\delta < \frac{L_2(A)}{\sqrt{2}}$ such that

$$
\Theta(\text{Span}\{A_S\}, \text{Span}\{B_{\pi(S)}\}) \leq \frac{\phi_k(A)}{\rho k} \delta, \quad \text{for all } S \in T,
$$

(16)

then there exist a permutation matrix $P \in \mathbb{R}^{m \times m}$ and an invertible diagonal matrix $D \in \mathbb{R}^{m \times m}$ with

$$
|A_j - (BP)_{\pi(j)}|_2 \leq \delta, \quad \text{for all } j \in [m].
$$

(17)

We defer the (technical) proof of this lemma to Appendix \[ \text{A} \]. In words, the result says that the vectors forming the columns of $A$ are nearly identical to those forming the columns of $B$ (up to symmetry) provided that for a special set $T$ of $m$ subspaces, each spanned by $k$ columns of $A$, there exist $k$ columns of $B$ which span a nearby subspace with respect to the gap metric.

In our proof of robust identifiability, we will also use the following useful facts about the distance $d$ from Def. \[ \text{5} \]. The first, the

$$
\dim(W) = \dim(V) \implies \sup_{v \in V, ||v||_2 = 1} d(v, W) = \sup_{w \in W, ||w||_2 = 1} d(w, V),
$$

(18)

can be found in \[ \text{[12] Lemma 3.3} \]. The second is:

**Lemma 2.** If $U, V$ are subspaces of $\mathbb{R}^m$, then

$$
d(u, V) < ||u||_2 \quad \text{for all } u \in U \setminus \{0\} \implies \dim(U) \leq \dim(V).
$$

(19)

**Proof:** We prove the contrapositive. If $d(U) > \dim(V)$, then a dimension argument ($\dim(U) + \dim(V^\perp) > m$) gives a nonzero $u \in U \cap V^\perp$. In particular, we have $||u - v||_2^2 = ||u||_2^2 + ||v||_2^2 \geq ||u||_2^2$ for all $v \in V$, and thus $d(u, V) \geq ||u||_2$. \[ \blacksquare \]

### III. Deterministic Identifiability

Let $e_1, \ldots, e_m$ be the standard basis vectors in $\mathbb{R}^m$. Before proving Theorem \[ \text{[1]} \] in full generality, consider when $k = 1$. Fix some $A \in \mathbb{R}^{n \times m}$ satisfying spark condition \[ \text{[5]} \] and suppose we have $N = m$ 1-sparse vectors $a_j = c_j e_j$ for $c_j \in \mathbb{R} \setminus \{0\}$, $j \in [m]$. By \[ \text{[14]} \] we have:

$$
C = \left( \frac{\sqrt{k^3}}{\phi_1(A)} \right) \frac{\max_{j \in [m]} |A_j|_2}{\min_{i \in [m]} L_1(c_i A_i)} = \sqrt{k^3} \left( \frac{\max_{j \in [m]} |A_j|_2}{\min_{i \in [m]} |c_i A_i|_2} \right) \geq \max_{i \in [m]} \frac{1}{|c_i|},
$$

(20)

Suppose that for some $B \in \mathbb{R}^{n \times m}$ and 1-sparse $b_i \in \mathbb{R}^m$ we have $|A a_i - B b_i|_2 \leq \varepsilon < \frac{L_2(A)}{\sqrt{2}} C^{-1}$ for all $i \in [m]$. Since the $b_i$ are 1-sparse, there must exist $c'_1, \ldots, c'_m \in \mathbb{R}$ and some map $\pi : [m] \to [m]$ such that

$$
|c_i A_i - c'_i B_{\pi(i)}|_2 \leq \varepsilon \quad \text{for all } i \in [m].
$$

(21)

Note that $c'_i \neq 0$ for all $i$ since then otherwise (by definition of $L_2(A)$) we reach the contradiction $|c_i A_i|_2 < \min_{i \in [m]} |c_i A_i|_2$. We will now show that $\pi$ is necessarily injective (and thus defines a permutation). Suppose that $\pi(i) = \pi(j) = \ell$ for some
We demonstrate with the following counter-example that for $i, j \neq \ell \in [m]$, then $|c_i A_i - c_j^\ell B_{\ell}|_2 \leq \varepsilon$ and $|c_j A_j - c_i^\ell B_{\ell}|_2 \leq \varepsilon$. Using the triangle inequality followed by application of the definition of $L_2$, we have:

$$
(|c_i^\ell| + |c_j^\ell|) \varepsilon \geq |c_i^\ell||c_i A_i - c_j^\ell B_{\ell}|_2 + |c_j^\ell||c_j A_j - c_i^\ell B_{\ell}|_2
$$

$$
\geq |c_i^\ell| c_i A_i - c_j^\ell c_j A_j|_2
$$

$$
\geq \frac{L_2(A)}{\sqrt{2}} |c_i^\ell| c_i e_i - c_j^\ell c_j e_j|_1
$$

$$
\geq \frac{L_2(A)}{\sqrt{2}} (|c_i^\ell| + |c_j^\ell|) \min_{\varepsilon \in [m]} |\varepsilon|
$$

which is in contradiction with (20) and our upper bound on $\varepsilon$. Hence, $\pi$ is injective. Letting $P = (e_{\pi(1)} \cdots e_{\pi(m)})$ and $D = \text{diag}(c_1, \ldots, c_m)$, we see that (21) becomes

$$
|(A - BPD)|_2 = |A_i - c_i^\ell B_{\pi(i)}|_2 \leq \frac{\varepsilon}{|c_i|} \leq C\varepsilon \quad \text{for all } i \in [m].
$$

**Remark 3.** From this result we can, in general, bound $|a_i - D^{-1}P^{-1}b_i|_1$ as well. Specifically, we will show that (8) always follows from (7) when $\varepsilon < \varepsilon_0$, with $\varepsilon_0 = \frac{L_2(A)}{\sqrt{2k}} C^{-1}$. Note that for all 2k-sparse $x \in \mathbb{R}^m$ we have by the triangle inequality:

$$
|(A - BPD)x|_2 \leq C\varepsilon |x|_1 \leq C\varepsilon \sqrt{2k}|x|_2.
$$

Thus,

$$
|BPDx|_2 \geq |Ax|_2 - |(A - BPD)x|_2 \geq (L_{2k}(A) - \sqrt{2kC\varepsilon})|x|_2,
$$

where for the last inequality it was admissible to drop the absolute value since $\varepsilon < \varepsilon_0$. Hence, $L_{2k}(BPD) \geq L_{2k}(A) - C\varepsilon \sqrt{2k} > 0$ and it follows that:

$$
|D^{-1}P^{-1}b_i - a_i|_1 \leq \sqrt{2k}|a_i - D^{-1}P^{-1}b_i|_2
$$

$$
\leq \frac{\sqrt{2k}}{L_{2k}(BPD)} |BPD(a_i - D^{-1}P^{-1}b_i)|_2
$$

$$
\leq \frac{\sqrt{2k}}{L_{2k}(BPD)} (|Bb_i - Aa_i|_2 + |(A - BPD)a_i|_2)
$$

$$
\leq \frac{\varepsilon \sqrt{2k}}{L_{2k}(BPD)} (1 + C|a_i|_1)
$$

$$
\leq \frac{\varepsilon \sqrt{2k}(1 + C|a_i|_1)}{L_{2k}(A) - C\varepsilon \sqrt{2k}}
$$

$$
= \frac{\varepsilon}{\varepsilon_0 - \varepsilon} (C^{-1} + |a_i|_1).
$$

**Remark 4.** We demonstrate with the following counter-example that for $C$ as defined in (14) the condition $\varepsilon < \frac{L_2(A)}{\sqrt{2k}} C^{-1}$ is necessary to guarantee in general that (7) follows from the remaining assumptions of Theorem 7. Consider the dataset $a_i = e_i$ for $i = 1, \ldots, m$ and let $A$ be the identity matrix in $\mathbb{R}^{m \times m}$. Then $L_2(A) = 1$ (we have $|Ax|_2 = |x|_2$ for all $x \in \mathbb{R}^m$) and $C = 1$: hence $\frac{L_2(A)}{\sqrt{2k}} C^{-1} = 1/\sqrt{2}$. Consider the alternate dictionary $B = (0, \frac{1}{\sqrt{2}}(e_1 + e_2), e_3, \ldots, e_m)$ and sparse codes $b_1 = e_2$ for $i = 1, 2$ and $b_i = e_i$ for $i = 3, \ldots, m$. Then $|Aa_i - Bb_i|_2 = 1/\sqrt{2}$ for $i = 1, 2$ (and 0 otherwise). If there were permutation and invertible diagonal matrices $P \in \mathbb{R}^{m \times m}$ and $D \in \mathbb{R}^{m \times m}$ such that $|(A - BPD)e_i|_2 \leq C\varepsilon$ for all $i \in [m]$, then we would reach the contradiction $1 = |P^{-1}e_1|_2 = |(A - BPD)P^{-1}e_1|_2 \leq 1/\sqrt{2}$.

It remains to show that (7) with $C$ given in (14) follows from $\varepsilon < \frac{L_2(A)}{\sqrt{2k}} C^{-1}$ for $k > 1$. Our main tool for the proof is Lemma 1.

**Proof of Theorem 7** and Corollary 7. Let $T$ be the set of intervals of length $k$ in the given cyclic order of $[m]$. From above, we may assume that $k > 1$. The first step is to produce a set of $N = m(k - 1)(\frac{m}{k}) + m$ vectors in $\mathbb{R}^k$ in general linear position (i.e., any $k$ of them are linearly independent). Specifically, let $\gamma_1, \ldots, \gamma_N$ be any distinct numbers. Then the columns of the $k \times N$ matrix $V = (\gamma_j)^{k,i}_{i,j=1}$ are in general linear position (since the $\gamma_j$ are distinct, any $k \times k$ “Vandermonde” sub-determinant is nonzero). Next, form the $k$-sparse vectors $a_1, \ldots, a_N \in \mathbb{R}^m$ with supports $S \in T$ (partitioning the $a_i$ evenly among these supports so that each support contains $(k - 1)(\frac{m}{k}) + 1$ vector $a_i$) by setting the nonzero values of vector $a_i$ to be those contained in the $i$th column of $V$.

Fix $A \in \mathbb{R}^{N \times m}$ satisfying (5). We claim that $\{Aa_1, \ldots, Aa_N\}$ has a robustly identifiable $k$-sparse representation in $\mathbb{R}^m$. Suppose that for some $B \in \mathbb{R}^{N \times m}$ there exist $k$-sparse $b_i \in \mathbb{R}^m$ such that $|Aa_i - Bb_i|_2 \leq \varepsilon$ for all $i \in [N]$. Since there are
(k − 1)\binom{m}{k} + 1 vectors \(a_i\) with a given support \(S \in T\), the pigeon-hole principle implies that there exists some \(S' \in \binom{[m]}{k}\) and some set of indices \(J(S)\) of cardinality \(k\) such that all \(a_i\) and \(b_i\) with \(i \in J(S)\) have supports \(S\) and \(S'\), respectively.

Let \(X\) and \(X'\) be the \(m \times N\) matrices with columns \(a_i\) and \(b_i\), respectively. It follows from the general linear position of the \(a_i\) and the linear independence of every \(k\) columns of \(A\) that the columns of the \(n \times k\) matrix \(AX_{J(S)}\) are linearly independent, i.e. \(AX_{J(S)} \neq 0\), and therefore form a basis for \(\text{Span}\{A_S\}\). Fixing \(z \in \text{Span}\{A_S\}\), there then exists a unique \(c = (c_1, \ldots, c_k) \in \mathbb{R}^k\) such that \(z = AX_{J(S)}\). Letting \(z' = BX'_{J(S)}\), which is in \(\text{Span}\{B_S\}\), we have:

\[
|z - z'|^2 = \sum_{j=1}^{N} c_j (AX_{J(S)} - BX'_{J(S)}) e_j^2 \leq \varepsilon \sum_{j=1}^{N} |c_j| \leq \varepsilon \sqrt{k} |c|^2 \leq \frac{\varepsilon \sqrt{k}}{L(AX_{J(S)})} |AX_{J(S)}|c|^2 = \frac{\epsilon \sqrt{k}}{L(AX_{J(S)})} |z|^2.
\]

Hence,

\[
\sup_{z \in \text{Span}\{A_S\}} d(z, \text{Span}\{B_S\}) \leq \frac{\varepsilon \sqrt{k}}{L(AX_{J(S)})},
\]

We now show that (7) follows if \(\varepsilon < \frac{L_2(A)}{\sqrt{2}} C^{-1}\), with \(C\) as defined in (14). In this case we can bound the RHS of (23) as follows. Letting \(\rho = \max_{j=[m]} |A_{j}|^2\) and \(I(S) = \{i : \text{supp}(a_i) = S\}\), we have:

\[
\frac{\varepsilon \sqrt{k}}{L(AX_{J(S)})} < \frac{\phi_k(A)L_2(A)}{\rho k \sqrt{2}} \left(\frac{\min_{S \in T} L_k(AX_{J(S)})}{L(AX_{J(S)})}\right) \leq \frac{\phi_k(A)}{\rho k} \left(\frac{L_2(A)}{\sqrt{2}}\right)\quad(24)
\]

Since \(L_2(A) \leq \rho \sqrt{2}\) and \(\phi_k(A) \leq 1\), we have that the RHS of (23) is strictly less than one. It follows by Lemma 2 that \(\dim(\text{Span}\{B_{S'}\}) \geq \dim(\text{Span}\{A_S\}) = k\) (since every \(k\) columns of \(A\) are linearly independent). Since \([S'] = k\), we have \(\dim(\text{Span}\{B_{S'}\}) \leq k\); hence, \(\dim(\text{Span}\{B_{S'}\}) = \dim(\text{Span}\{A_S\})\). Recalling (15), we see the association \(S \mapsto S'\) thus defines a map \(\pi : T \rightarrow \binom{[m]}{k}\) satisfying

\[
\Theta(\text{Span}\{A_S\}, \text{Span}\{B_{\pi(S)}\}) \leq \frac{\varepsilon \sqrt{k}}{L(AX_{J(S)})} \quad \text{for all } S \in T.
\]

From (24) and (25) we see that the inequality \(\Theta(\text{Span}\{A_S\}, \text{Span}\{B_{\pi(S)}\}) \leq \frac{\phi_k(A)}{\rho k} \delta\) is satisfied for \(\delta < \frac{L_2(A)}{\sqrt{2}}\) by setting

\[
\delta = \left(\frac{\varepsilon \sqrt{k}}{\phi_k(A)}\right) \frac{\max_{j=[m]} |A_j|^2}{\min_{S \in T} L_k(AX_{J(S)})} = \epsilon \quad(26)
\]

It follows by Lemma 1 that there exist a permutation matrix \(P \in \mathbb{R}^{m \times m}\) and invertible diagonal matrix \(D \in \mathbb{R}^{m \times m}\) such that \(|A_j - (BDP)_{j}|^2 \leq \epsilon\) for all \(j \in [m]\). The proof of how (8) follows from this result is contained in Remark 3.

IV. UNKNOWN REPRESENTATION DIMENSION

In this section we state a version of Theorem 1 and Lemma 1 assuming that \(B\) also satisfies the spark condition (in addition to \(A\) satisfying the spark condition). With this additional assumption, we can address the issue of recovering \(A\) in \(\mathbb{R}^{n \times m}\) and the \(a_i \in \mathbb{R}^m\) when only an upper bound \(m'\) on the number \(m\) of columns in \(A\) is known.

**Theorem 2.** Fix positive integers \(n, m, m', k\) with \(k < m' \leq m\) and fix a cyclic order on \([m]\). If \(k\)-sparse \(a_1, \ldots, a_N \in \mathbb{R}^{m}\) are such that for every interval of length \(k\) in the cyclic order there are \((k - 1)\binom{m}{k} + 1\) 1's \(a_i\) in general linear position supported on that interval and \(A \in \mathbb{R}^{n \times m}\) and \(B \in \mathbb{R}^{n \times m'}\) both satisfy spark condition (5) then there exists a constant \(\tilde{C} > 0\) for which the following holds for all \(\varepsilon < \frac{L_2(A)}{\sqrt{2}} \tilde{C}^{-1}\). If there exist \(k\)-sparse \(b_1, \ldots, b_N \in \mathbb{R}^{m'}\) such that \(|Aa_i - Bb_i|^2 \leq \varepsilon\) for all \(i \in [N]\) then:

\[
|A_j - (BDP)_{j}|^2 \leq \tilde{C} \varepsilon \quad \text{for all } j \in [m]\quad(27)
\]

for some partial permutation matrix \(P \in \mathbb{R}^{m' \times m'}\) (there is at most one nonzero entry in each row and column and these nonzero entries are all one) and diagonal matrix \(D \in \mathbb{R}^{m' \times m}\) \((D_{ij} = 0\) whenever \(i \neq j\)).

In other words, the columns of the learned dictionary \(B\) contain (up to noise, and after appropriate scaling) the columns of the original dictionary \(A\). One can then show by manipulations similar to those contained in Remark 3 that the coefficients in each \(a_i\) form (up to noise) a scaled subset of the coefficients in \(b_i\). The constant \(\tilde{C}\) is given by:

\[
\tilde{C} = \left(\frac{\sqrt{k}^3}{\min_{i \in [N]} |a_i|^2} \frac{\max_{j \in [m]} |A_j|^2}{\min_{S \in T} L_k(AX_{J(S)})}\right).
\]

(28)
where \( X \) is the \( m \times N \) matrix with columns given by \( a_i \) and \( I(S) = \{ i : \text{supp}(a_i) = S \} \).

The proof of Theorem 2 is very similar to the proof of Theorem 1, the difference being that now we establish a map \( \pi : [m] \to [m'] \) satisfying the requirements of Lemma 3 which we state next, by pigeonholing \((k-1)(m') + 1\) vectors with respect to holes \([m']\). This insures that we can establish a one-to-one correspondence between subspaces spanned by the \( m' \) columns of \( B \) and nearby subspaces spanned by the \( m \) columns of \( A \) despite the fact that \( m < m' \). By requiring \( B \) to also satisfy the spark condition, we remove the dependency of Lemma 1 on Lemma 7 (which requires that \( \rho < \frac{2L(A)}{\sqrt{2}} \)).

**Lemma 3** (Main Lemma for \( m < m' \)). Fix positive integers \( n, m, m' \), and \( k \) where \( k < m < m' \), and let \( T \) be the set of intervals of length \( k \) in some cyclic ordering of \([m]\). Let \( A \in \mathbb{R}^{n \times m} \) and \( B \in \mathbb{R}^{n \times m'} \) both satisfy spark condition (5) with \( A \) having maximum column \( \ell_2 \)-norm \( \rho \). If there exists a map \( \pi : T \to (\binom{m'}{k}) \) and some \( \delta < \frac{L(A)}{\sqrt{2}} \) such that

\[
\Theta(\text{Span}\{A_S\}, \text{Span}\{B_{\pi(S)}\}) \leq \frac{\delta}{\rho^k} \min(\phi_k(A), \phi_k(B)), \quad \text{for all } S \in T,
\]

then there exist a partial permutation matrix \( P \in \mathbb{R}^{m' \times m'} \) and a diagonal matrix \( D \in \mathbb{R}^{m' \times m} \) such that

\[
|A_j - (BPD)_j|_2 \leq \delta, \quad \text{for all } j \in [m].
\]

We defer the proof of this lemma to Appendix B.

**V. Probabilistic Identifiability**

We next give precise statements of our probabilistic versions of Theorem 1 which apply to random sparse vectors as defined in Definition 2. Our brief proofs rely largely on the following lemma, the proof of which can be found in [1] Lemma 3:

**Lemma 4.** Fix positive integers \( n, m, k < m \), and a matrix \( M \in \mathbb{R}^{n \times m} \) satisfying (5). With probability one, \( M a_1, \ldots, M a_k \) are linearly independent whenever the \( a_i \) are random \( k \)-sparse vectors.

**Theorem 3.** Fix positive integers \( n, m, k < m \), and \( A \in \mathbb{R}^{n \times m} \) satisfying (5). If a set of \( N = m(k-1)(\binom{m}{k}) + m \) randomly drawn vectors \( a_1, \ldots, a_N \in \mathbb{R}^m \) are such that for each interval of length \( k \) in some cyclic ordering on \([m]\) there are \((k-1)(\binom{m}{k}) + 1\) vectors \( a_i \) supported on that interval then \( \{ Aa_1, \ldots, Aa_N \} \) has a robustly identifiable \( k \)-sparse representation with probability one.

**Proof:** By Lemma 4 (setting \( M \) to be the identity matrix), with probability one the \( a_i \) are in general linear position. Apply Theorem 1.

Note that an algebraic set is a solution to a finite set of polynomial equations.

**Theorem 4.** Fix positive integers \( k < m \) and \( n \). If \( N = m(k-1)(\binom{m}{k}) + m \) randomly drawn vectors \( a_1, \ldots, a_N \in \mathbb{R}^m \) are such that for each interval of length \( k \) in some cyclic ordering of \([m]\) there are \((k-1)(\binom{m}{k}) + 1\) vectors \( a_i \) supported on that interval, then with probability one the following holds. There is an algebraic set \( Z \subset \mathbb{R}^{n \times m} \) of Lebesgue measure zero with the following property: if \( A \notin Z \) then \( \{ Aa_1, \ldots, Aa_N \} \) has a robustly identifiable \( k \)-sparse representation in \( \mathbb{R}^m \).

**Proof:** By Lemma 4 (setting \( M \) to be the identity matrix), with probability one the \( a_i \) are in general linear position. By the same arguments made in the proof of Theorem 3 in [1], the set of matrices \( A \) that fail to satisfy (5) form an algebraic set of measure zero. Apply Theorem 1.

We note that our results in the deterministic case (Theorem 1) were derived for the worst case noise, which (depending on the noise distribution) may have very small probability of occurrence. In particular, for fixed \( k \), the larger the ambient dimension of \( y \), the smaller the probability that randomly generated noise points in a direction which conflates signals generated by distinct \( k \)-dimensional subspaces spanned by the columns of \( A \). For a given distribution the “effective” noise may therefore potentially be much smaller, with the original dictionary and sparse codes being identifiable up to a commensurate error with high probability.

**VI. Discussion**

In this note, we generalize the known uniqueness of solutions to (2) in the exact case \((\varepsilon = 0)\) to the more realistic case of deterministic noise \((\varepsilon > 0)\). Somewhat surprisingly, as long as the standard assumptions from compressed sensing are met, almost every dictionary and sufficient quantity \( N \) of sparse codes are uniquely determined up to the error in sampling and the problem’s inherent symmetries (uniform relabeling and scaling). To convince the reader of the general usefulness of this result, we elaborate briefly on four diverse application areas.

Sparse Component Analysis (SCA). In the SCA framework, it is assumed that the linear model in (1) describes some real physical process and the goal is to infer the true underlying dictionary \( A \) and sparse codes \( a_i \) from measurements \( y_j \). Often in such analyses it is implicitly assumed that sparse coding or dictionary learning algorithms have exposed this underlying sparse structure in the data (e.g. the feature-tuned field potentials in [13]) as opposed to some artifactual degenerate solution.
Our results suggest that given enough data samples the uniqueness of this decomposition is indeed the norm rather than the exception. Regarding this, it would be useful to determine for general \( k \) the best possible dependence of \( \varepsilon \) on \( \delta_1, \delta_2 \) (see Def. 1) as well as the minimum possible sample size \( N \). We encourage the sparse coding community to extend our results and find a tight dependency of all the parameters, both for the sake of theory and practical applications.

**Smoothed Analysis.** The main idea in smoothed analysis \([14]\) is that certain algorithms having bad worst case behavior, nonetheless, are efficient if certain (typically Lebesgue measure zero) pathological input sets are avoided. Our results imply that if there is an efficient “smoothed” algorithm for solving (2) then only for a measure zero set of inputs will this algorithm fail to determine the unique original solution; this is a focus of future work. We note that avoiding “bad” (NP-hard) sets of inputs is necessary for dictionary learning \([15]\), \([16]\).

**Applied Physics and Engineering.** As a final application domain, we consider engineering applications. Several groups have found ways to utilize compressed sensing for signal processing tasks, such as digital image compression \([19]\) (the “single-pixel camera”) and, more recently, the design of an ultrafast camera \([20]\) capable of capturing one hundred billion frames per second. Given such effective uses of classical CS, it is only a matter of time before these systems utilize sparse coding algorithms to code and process data. In this case, guarantees such as the ones offered by our main theorems allow any such device to be compared to any other (having different initial parameters and data samples) as long as the data originates from the same system.

**APPENDIX A**

**COMBINATORIAL MATRIX THEORY**

In this section, we prove Lemma 1, which is the main ingredient in our proof of Theorem 1. For readers willing to assume a priori that the spark condition holds for \( B \) as well as for \( A \), a shorter proof of this case (Lemma 3 from Section IV) is provided in Appendix B. This additional assumption simplifies the argument and allows us to extend robust identifiability conditions to the case where only an upper bound on the number of columns \( m \) in \( A \) is known.

We now prove some auxiliary lemmas before deriving Lemma 1. Given a collection of sets \( \mathcal{T} \), we let \( \cap \mathcal{T} \) denote their intersection.

**Lemma 5.** Let \( M \in \mathbb{R}^{n \times m} \). If every \( 2k \) columns of \( M \) are linearly independent, then for any \( \mathcal{T} \subseteq \bigcup_{\ell \leq k} \binom{[m]}{\ell} \),

\[
\text{Span}\{M_{\cap \mathcal{T}}\} = \bigcap_{S \in \mathcal{T}} \text{Span}\{M_S\}. \tag{31}
\]

**Proof:** By induction, it is enough to prove the lemma when \( |\mathcal{T}| = 2 \). The proof now follows directly from the assumption.

**Lemma 6.** Fix \( k \geq 2 \). Let \( \mathcal{V} = \{V_1, \ldots, V_k\} \) be subspaces of \( \mathbb{R}^m \) and let \( V = \bigcap \mathcal{V} \). For every \( x \in \mathbb{R}^m \), we have

\[
|x - \Pi_\mathcal{V}x|_2 \leq \frac{1}{1 - \xi(\mathcal{V})} \sum_{i=1}^{k} |x - \Pi_{V_i}x|_2, \tag{32}
\]

provided \( \xi(\mathcal{V}) \neq 1 \), where the expression for \( \xi \) is given in Def. 2.

**Proof:** Fix \( x \in \mathbb{R}^m \) and \( k \geq 2 \). The proof consists of two parts. First, we shall show that

\[
|x - \Pi_\mathcal{V}x|_2 \leq \sum_{\ell=1}^{k} |x - \Pi_{V_\ell}x|_2 + |\Pi_{V_k} \cdots \Pi_{V_{k-1}} \cdots \Pi_{V_2} \cdots \Pi_{V_1}x - \Pi_\mathcal{V}x|_2. \tag{33}
\]

For each \( \ell \in \{2, \ldots, k+1\} \) (when \( \ell = k+1 \), the product \( \Pi_{V_k} \cdots \Pi_{V_1} \) is set to \( I \)), we have by the triangle inequality and the fact that \( \|\Pi_{V_\ell}\|_2 \leq 1 \) (as \( \Pi_{V_\ell} \) are projections):

\[
|\Pi_{V_k} \cdots \Pi_{V_\ell}x - \Pi_\mathcal{V}x| \leq |\Pi_{V_k} \cdots \Pi_{V_{\ell-1}}x - \Pi_\mathcal{V}x| + |x - \Pi_{V_{\ell-1}}x|. \tag{34}
\]

Summing these inequalities over \( \ell \) gives (33).

Next, we show how the result (32) follows from (33) from the following result of \([10]\) Theorem 9.33:

\[
|\Pi_{V_k} \cdots \Pi_{V_1}x - \Pi_\mathcal{V}x|_2 \leq z|x|_2 \quad \text{for all} \quad x \in \mathbb{R}^m, \tag{35}
\]

where

\[
z = \left[1 - \prod_{\ell=1}^{k-1}(1 - z_{\ell})\right]^{1/2} \quad \text{and} \quad z_{\ell} = \cos \theta_F \left(V_\ell, V_{\ell+1} \cdots V_k\right). \tag{36}
\]
since $\Pi_{\ell',\ell''} = \Pi_{\ell''}$ for all $\ell, \ldots, k$. Therefore by (33) and (36), it follows that

$$|\Pi_{\ell} - \Pi_{\ell''}| = |\Pi_{\ell} - \Pi_{\ell''}|_2 = \|\Pi_{\ell} - \Pi_{\ell''}\|_2 \leq \|\Pi_{\ell} - \Pi_{\ell''}\|_2 = |\Pi_{\ell} - \Pi_{\ell''}|_2.$$  

Combining this last inequality with (33) and rearranging, we arrive at

$$|x - \Pi_{\ell'}x|_2 \leq \frac{1}{1 - z} \sum_{i=1}^{k} |x - \Pi_{\ell''}x|_2.$$  

Finally, since the ordering of the subspaces is arbitrary, we can replace $z$ in (37) with $\xi(V)$ to obtain (38).

Lemma 7. Fix positive integers $k < m$, and let $S_1, \ldots, S_m$ be the set of contiguous length $k$ intervals in some cyclic order of $[m]$. Suppose there exists a map $\pi : T \to \binom{[m]}{k}$ such that

$$|\bigcap_{i \in J} \pi(S_i)| \leq |\bigcap_{i \in J} S_i| \text{ for all } J \in \binom{[m]}{k}.$$  

Then, $|\pi(S_{j_1}) \cap \cdots \cap \pi(S_{j_k})| = 1$ for $j_1, \ldots, j_k$ consecutive modulo $m$.

Proof: Consider the set $Q_m = \{ (r, t) : r \in \pi(S_i), t \in [m] \}$, which has $mk$ elements. By the pigeon-hole principle, there is some $q \in [m]$ and $J \in \binom{[m]}{k}$ such that $(q, J) \in Q_m$ for all $J \in J$. In particular, we have $q \in \bigcap_{j \in J} \pi(S_j)$ so that from (38) there must be some $p \in [m]$ with $p \in \bigcap_{j \in J} S_j$. Since $|J| = k$, this is only possible if the elements of $J = \{ j_1, \ldots, j_k \}$ are consecutive modulo $m$, in which case $|\bigcap_{j \in J} S_j| = 1$. Hence $|\bigcap_{j \in J} \pi(S_j)| = 1$ as well.

We next consider if any other $t \notin J$ is such that $q \in \pi(S_t)$. Suppose there were such a $t$; then we would have $q \in \pi(S_t) \cap \cdots \cap \pi(S_{j_k})$ and (38) would imply that the intersection of every $k$-element subset of $\{ S_t \} \cup \{ S_j : j \in J \}$ is nonempty. This would only be possible if $\{ t \} \cup J = [m]$, in which case the result then trivially holds since then $q \in \pi(S_j)$ for all $j \in [m]$. Suppose now there exists no such $t$; then letting $Q_{m-1} \subset Q_m$ be the set of elements of $Q_m$ not having $q$ as a first coordinate, we have $|Q_{m-1}| = (m - 1)k$.

By iterating the above arguments we arrive at a partitioning of $Q_m$ into sets $R_i = Q_i \setminus Q_{i-1}$ for $i = 1, \ldots, m$, each having a unique element of $[m]$ as a first coordinate common to all $k$ elements while having second coordinates which form a consecutive set modulo $m$. In fact, every set of $k$ consecutive elements modulo $m$ is the second coordinates of some $R_i$. This must be the case because for every consecutive set $J$ we have $|\bigcap_{j \in J} S_j| = 1$, whereas if $J$ is the set of second coordinates for two distinct sets $R_i$ we would have $|\bigcap_{j \in J} \pi(S_j)| \geq 2$, which violates (38).

Proof of Lemma 7 (Main Lemma): We assume $k \geq 2$ since the case $k = 1$ was proven at the beginning of Section III. Let $S_1, \ldots, S_m$ be the set of contiguous length $k$ intervals in some cyclic ordering of $[m]$. We begin by proving that $\dim(\Span \{ \pi(S_i) \}) = k$ for all $i \in [m]$. Fix $i \in [m]$ and note that by (16) we have for all unit vectors $u \in \Span \{ A_{S_i} \}$ that

$$d(u, \Span \{ B_{\pi(S_i)} \}) \leq \frac{\phi_k(A)}{\rho k} \delta$$  

where $\delta < \rho$. Since $\phi_k \leq 1$ we have $d(u, \Span \{ B_{\pi(S_i)} \}) < 1$ and it follows by Lemma 2 that $\dim(\Span \{ B_{\pi(S_i)} \}) \geq \dim(\Span \{ A_{S_i} \}) = k$. Since $|\pi(S_i)| = k$, we in fact have $\dim(\Span \{ B_{\pi(S_i)} \}) = k$.

We will now show that

$$|\bigcap_{i \in J} \pi(S_i)| \leq |\bigcap_{i \in J} S_i| \text{ for all } J \in \binom{[m]}{k}.$$  

Fix $J \in \binom{[m]}{k}$. By (16) we have for all unit vectors $u \in \bigcap_{i \in J} \Span \{ B_{\pi(S_i)} \}$ that $d(u, \Span \{ A_{S_i} \}) \leq \frac{\phi_k(A)}{\rho k} \delta$ for all $j \in J$, where $\delta < \frac{\phi_k(A)}{\rho k}$. It follows by Lemma 6 that

$$d \left( u, \bigcap_{i \in J} \Span \{ A_{S_j} \} \right) = \delta \leq \frac{\phi_k(A)}{\rho k} \left( 1 - \xi(\Span \{ A_{S_j} \} : i \in J) \right) \leq \frac{\phi_k(A)}{\rho},$$  

where the second inequality follows immediately from the definition of $\phi_k(A)$.

Now, since $\Span \{ B_{\bigcap_{i \in J} \pi(S_i)} \} \subseteq \bigcap_{i \in J} \Span \{ B_{\pi(S_i)} \}$ and (by Lemma 5) $\bigcap_{i \in J} \Span \{ A_{S_j} \} = \Span \{ A_{\bigcap_{i \in J} S_i} \}$, we have

$$d(u, \Span \{ A_{\bigcap_{i \in J} S_i} \}) \leq \frac{\phi_k(A)}{\rho} \text{ for all unit vectors } u \in \Span \{ B_{\bigcap_{i \in J} \pi(S_i)} \}.$$  

We therefore have by Lemma 2 (since $\delta/\rho < 1$) that $\dim(\Span \{ B_{\bigcap_{i \in J} \pi(S_i)} \}) \leq \dim(\Span \{ A_{\bigcap_{i \in J} S_i} \})$ and (40) follows by the linear independence of the columns of $A_{S_i}$ and $B_{\pi(S_i)}$ for all $i \in [m]$.

Suppose now that $J = \{ i - k + 1, \ldots, i \}$ so that $\bigcap_{i \in J} S_i = i$. By (40) we have that $\bigcap_{i \in J} \pi(S_i)$ is either empty or it contains a single element. Lemma 7 ensures that the latter case is the only possibility. Thus, the association $i \mapsto \bigcap_{i \in J} \pi(S_i)$ defines a map.
\( \hat{\pi} : [m] \to [m] \). Recalling (15), it follows from (41) that for all unit vectors \( \mathbf{u} \in \text{Span}\{A_i\} \) we have \( d(\mathbf{u}, \text{Span}\{B_{\pi(i)}\}) \leq \delta / \rho \) also. Since \( i \) is arbitrary, it follows that for every canonical basis vector \( \mathbf{e}_i \in \mathbb{R}^m \), letting \( c_i = |A_i|^{-1} \) and \( \varepsilon = \delta / \rho \), there exists some \( c'_i \in \mathbb{R} \) such that \( |c_i A_i - c'_i B_{\pi(i)}|_2 \leq \varepsilon \) where \( \varepsilon < \frac{L_2(A)}{\sqrt{2}} \min_{j \in [m]} |c_j| \). This is exactly the supposition in (21) and the result follows from the subsequent arguments of Section III.

\[ \text{Remark 5. In general, there may exist combinations of fewer supports with intersection } \{i\}, \text{ e.g. if } m \geq 2k - 1 \text{ then } S_{i-(k-1)} \cap S_i = \{i\}. \text{ For brevity, we have considered a construction that is valid for any } k < m. \]

\[ \text{APPENDIX B} \]

\[ \text{UNKNOWN REPRESENTATION DIMENSION} \]

In this section we prove Lemma 5 from Section IV by first considering the case when \( k = 1 \) and then showing how the case for \( k > 1 \) reduces to this. The proof is largely identical to that of Lemma 1; hence, we gloss over some identical manipulations.

\[ \text{Proof of Lemma 5.} \]

Let \( k = 1 \) and fix some \( \mathbf{A} \in \mathbb{R}^{m \times m} \) satisfying spark condition (5). Suppose we have \( N = m \) 1-sparse vectors \( \mathbf{a}_i = c_i \mathbf{e}_i \) \( (i = 1, \ldots, m) \) for \( c_1, \ldots, c_m \in \mathbb{R}^m / \{0\} \). By (28) we have:

\[ \hat{C} \geq \max_{i \in [m]} \frac{1}{|c_i|}. \]

Suppose that for some \( \mathbf{B} \in \mathbb{R}^{m \times m'} \) and 1-sparse \( \mathbf{b}_i \in \mathbb{R}^{m'} \) we have \( |A_i - BB_i|_2 \leq \varepsilon < \frac{L_2(A)}{\sqrt{2}} \hat{C}^{-1} \) for all \( i \in [m] \). Since the \( \mathbf{b}_i \) are 1-sparse, there must exist \( c'_1, \ldots, c'_m \in \mathbb{R}^{m} \) and some map \( \pi : [m] \to [m'] \) such that

\[ |c_i A_i - c'_i B_{\pi(i)}|_2 \leq \varepsilon \quad \text{for all } j \in [m]. \]

\[ \text{Note that } c'_i \neq 0 \text{ for all } i \text{ since then otherwise (by definition of } L_2(A) \text{) we reach the contradiction } |c_i A_i|_2 < \min_{i \in [m]} |c_j A_j|_2. \]

We will now show that \( \pi \) is necessary injective. Suppose that \( \pi(i) = \pi(j) = \ell \) for some \( i \neq j \) and \( \ell \in [m'] \). Then, \( |c_i A_i - c'_i B_{\pi(i)}|_2 \leq \varepsilon \) and \( |c_j A_j - c'_j B_{\pi(i)}|_2 \leq \varepsilon \). Using the triangle inequality followed by application of the definition of \( L_2(A) \), we have:

\[ \left( |c'_i| + |c'_j| \right) \varepsilon \geq \frac{L_2(A)}{\sqrt{2}} \left( |c'_j| + |c'_i| \right) \min_{\ell \in [m]} |c_t| \]

which contradicts (42) and our upper bound on \( \varepsilon \). Hence, \( \pi \) is injective. Letting \( P = \left( e_{\pi(1)} \ldots e_{\pi(m)}, 0, \ldots, 0 \right) \in \mathbb{R}^{m' \times m} \)

and \( D = \text{diag}(c'_1, \ldots, c'_m) \in \mathbb{R}^{m' \times m} \), we see that (43) becomes

\[ |(A - BPD)e_i|_2 \leq \hat{C} \varepsilon \quad \text{for all } i \in [m]. \]

Now suppose \( k \geq 2 \) and let \( S_1, \ldots, S_m \) be the set of contiguous length \( k \) intervals in some cyclic ordering of \([m]\). Fix \( i \in [m] \) and let \( J = \{i - k + 1, \ldots, i\} \) so that \( \cap_{\ell \in J} S_\ell = i \). Let \( \rho = \max_{j \in [m]} |A_j|_2 \). Assumption (29) implies that for all unit vectors \( \mathbf{u} \in \cap_{\ell \in J} \text{Span}\{B_{\pi(S_j)}\} \) we have \( d(\mathbf{u}, \text{Span}\{A_j\}) \leq \frac{\phi_k(A)}{\rho k} \delta \) for all \( j \in J \), with \( \delta < \frac{L_2(A)}{\sqrt{2}} \). By Lemma 6 we have that:

\[ d \left( \mathbf{u}, \cap_{\ell \in J} \text{Span}\{A_j\} \right) \leq \frac{\delta}{\rho} \left( 1 - \xi(\text{Span}\{A_j\}) \right) \leq \frac{\delta}{\rho}, \]

where the second inequality is by definition of \( \phi_k(A) \). Now, since \( \text{Span}\{B_{\cap_{\ell \in J} \pi(S_\ell)}\} \subseteq \cap_{\ell \in J} \text{Span}\{B_{\pi(S_j)}\} \) and (by Lemma 5) \( \cap_{\ell \in J} \text{Span}\{A_j\} = \text{Span}\{A_j\} \), we have:

\[ d(\mathbf{u}, \text{Span}\{A_j\}) \leq \frac{\delta}{\rho} \quad \text{for all } \mathbf{u} \in \text{Span}\{B_{\cap_{\ell \in J} \pi(S_\ell)}\}. \]

We therefore have by Lemma 3 setting \( V = \text{Span}\{B_{\cap_{\ell \in J} \pi(S_\ell)}\} \) and \( W = \text{Span}\{A_j\} \), that \( \dim(V) \leq \dim(W) \). The same arguments can be used to prove (46) with the roles of \( A \) and \( B \) reversed. Hence, \( \dim(V) = \dim(W) = 1 \) and it follows that \( |\cap_{\ell \in J} \pi(S_\ell)| = 1 \) since the columns of \( B_{\cap_{\ell \in J} \pi(S_\ell)} \) are linearly independent by the spark condition. Thus, the association \( i \mapsto \cap_{\ell \in J} \pi(S_\ell) \) defines a map \( \pi : [m] \to [m'] \) such that \( d(\mathbf{u}, \text{Span}\{B_{\pi(S_j)}\}) \leq \delta / \rho \) for all \( i \in [m] \). Since \( i \) is arbitrary, it follows that for every canonical basis vector \( \mathbf{e}_i \in \mathbb{R}^m \), letting \( c_i = |A_i|^{-1} \) and \( \varepsilon = \delta / \rho \), there exists some \( c'_i \in \mathbb{R} \) such that \( |c_i A_i - c'_i B_{\pi(i)}|_2 \leq \varepsilon \) where \( \varepsilon < \frac{L_2(A)}{\sqrt{2}} \min_{j \in [m]} |c_i| \). This is exactly the supposition in (43) and the proof is completed by the subsequent arguments of the \( k = 1 \) case.
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