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ABSTRACT
Several classic problems for particles diffusing outside an arbitrary configuration of non-overlapping partially reactive spherical traps in three dimensions are revisited. For this purpose, we describe the generalized method of separation of variables for solving boundary value problems of the associated modified Helmholtz equation. In particular, we derive a semi-analytical solution for the Green function that is the key ingredient to determine various diffusion–reaction characteristics such as the survival probability, the first-passage time distribution, and the reaction rate. We also present modifications of the method to determine numerically or asymptotically the eigenvalues and eigenfunctions of the Laplace operator and the Dirichlet-to-Neumann operator in such perforated domains. Some potential applications in chemical physics and biophysics are discussed, including diffusion-controlled reactions for mortal particles.
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I. INTRODUCTION
Diffusion–reaction processes in industrial chemical reactors, living cells, and biological tissues have been studied over many decades. Diffusion toward spherical traps (or sinks) is an emblematic model of such processes that attracted considerable attention among theoreticians. In a basic setting, one considers the concentration of diffusing particles \( c(x,t) \) that obeys the diffusion equation in the complement \( \Omega \) of the union of non-overlapping balls,

\[
\frac{\partial}{\partial t} c(x,t) = D \nabla^2 c(x,t),
\]

where \( D \) is the diffusion coefficient and \( \nabla^2 \) is the Laplace operator. This equation is completed by an initial concentration profile, \( c(x,t=0) = c_0(x) \), an appropriate boundary condition describing reactions on the boundary \( \partial \Omega \), and the regularity condition \( c(x,t) \to 0 \) as \( |x| \to \infty \). Various arrangements of traps may account for spatial heterogeneities and help elucidate the role of disorder onto reaction kinetics, in particular, onto the reaction rate. More generally, reactive traps and passive spherical obstacles can be used as elementary “bricks” to build up model geometrical structures of porous media or macromolecules such as enzymes or proteins.

As explicit analytical solutions to Eq. (1) are, in general, not available, various mathematical tools and numerical techniques have been broadly used. For instance, Torquato and co-workers applied the variational principle to derive upper and lower bounds on the steady-state reaction rate. Among numerical techniques, Monte Carlo simulations and finite-element methods were most often employed, thanks to their flexibility and applicability to arbitrary confining domains (see Refs. 32–35 and references therein). In contrast, the generalized method of separation of variables (GMSV), also known as the (multipole) re-expansion method, exploits the intrinsic local symmetries of perforated domains and relies on the re-expansion (addition) theorems. This method was applied in different disciplines ranging from electrostatics to hydrodynamics and scattering theory. In chemical physics, the GMSV for the Laplace equation was used to study steady-state diffusion and compute the reaction rate in various configurations of traps. In particular, a semi-analytical representation for the Green function of the Laplace equation was derived in both three-dimensional and two-dimensional spaces, allowing one to access most steady-state characteristics of the diffusion–reaction process, such as the reaction rate, the escape probability, the mean first-passage time, the residence
time, and the harmonic measure density. However, these results are not applicable to transient time-dependent diffusion among traps, which is governed by diffusion equation. As the Laplace transform reduces Eq. (1) to the modified Helmholtz equation (see below), it would be natural to adapt the GMSV to this setting. While the GMSV for the ordinary Helmholtz equation has been broadly employed in scattering theory, its applications to the modified Helmholtz equation seem to be much less studied.

In this paper, we employ re-expansion formulas in spherical domains to develop a general framework for solving boundary value problems for the modified Helmholtz equation with Robin boundary conditions (specified below). From the numerical point of view, the proposed method can be seen as an extension of Ref. 31 from the Laplace equation to the modified Helmholtz equation, as well an extension of Ref. 48 from exterior to interior domains. From the theoretical point of view, we derive a semi-analytical representation of the Green function for the modified Helmholtz equation, which determines most relevant characteristics of transient time-dependent diffusion. Moreover, we discuss how this method can be adapted to compute the eigenvalues and eigenfunctions of the Laplace operator and the Dirichlet-to-Neumann operator in such perforated domains. To our knowledge, these spectral applications of the method are new.

This paper is organized as follows: Section II presents the GMSV and its applications to get the Green function (Sec. II B), the heat kernel (Sec. II C), the Laplacian spectrum (Sec. II D), and the spectrum of the Dirichlet-to-Neumann operator (Sec. II E). In Sec. III, we describe practical aspects of these results and their applications in chemical physics. In particular, we discuss first-passage properties (Sec. III A), stationary diffusion of mortal particles (Sec. III B), as well as advantages, limitations, and further extensions of the method (Secs. III C and III D). Section IV concludes the paper. Appendixes regroup technical derivations and some examples.

II. GENERAL FRAMEWORK

We consider diffusion outside the union of $N$ non-overlapping balls $\Omega_1, \ldots, \Omega_N$ of radii $R_i$, centered at $x_i$,

$$\Omega = \Omega_0 \setminus \bigcup_{i=1}^{N} \Pi_i, \quad \Omega_i = \{x \in \mathbb{R}^3 : |x - x_i| < R_i\},$$

where $\Omega_0$ is a ball of radius $R_0$, centered at the origin $x_0 = 0$, which englobes all the balls: $\Pi_i \subset \Omega_0$ for all $i$ (Fig. 1). We allow $R_0$ to be infinite (i.e., $\Omega_0 = \mathbb{R}^3$), which describes an exterior problem in which particles diffuse in an unbounded domain $\Omega$ and thus can escape at infinity. In turn, for any finite $R_0$, one deals with an interior problem of diffusion in a bounded domain $\Omega$.

A. General boundary value problem

We first consider a general boundary value problem for the modified Helmholtz equation

$$\left( q^2 - \nabla^2 \right) w(x; q) = 0 \quad (x \in \Omega), \quad (3a)$$

$$\left[ a_i w + b_i R_i \frac{\partial w}{\partial n} \right]_{\partial \Omega_i} = f_i \quad (i = 0, \ldots, N), \quad (3b)$$

where $q$ is a nonnegative parameter, $\partial n/\partial m$ is the normal derivative on the boundary $\partial \Omega = \bigcup_{i=1}^{N} \partial \Omega_i$, oriented outwards the domain $\Omega$, $f_i$ are given continuous functions on $\partial \Omega_i$, and $a_i$ and $b_i$ are non-negative constants such that $a_i + b_i > 0$ (i.e., $a_i$ and $b_i$ cannot be simultaneously 0). The Robin boundary condition (3b) is reduced to the Dirichlet condition for $b_i = 0$ and to the Neumann condition for $a_i = 0$. In particular, our description can accommodate perfectly reactive traps or sinks ($a_i > 0, b_i = 0$), partially reactive traps ($a_i > 0, b_i > 0$), and passive reflecting obstacles ($a_i = 0, b_i > 0$). For the exterior problem, Eq. (3b) for $i = 0$ is replaced by the regularity condition $w(x; q) \to 0$ as $|x| \to \infty$.

**FIG. 1.** (a) Illustration of a bounded perforated domain $\Omega = \Omega_0 \setminus \bigcup_{i=1}^{N} \Pi_i$, with three balls $\Omega_i$ of radii $R_i$, centered at $x_i$, all englobed inside a larger ball $\Omega_0$ of radius $R_0$, centered at the origin. Local spherical coordinates $(r_j, \theta_j, \phi_j)$ are associated with each ball. The exterior problem corresponds to the limit $R_0 = \infty$ when $\Omega_0 = \mathbb{R}^3$. (b) Any point $x$ can be represented either in local spherical coordinates $(r_j, \theta_j, \phi_j)$, associated with the center $x_i$, or in local spherical coordinates $(r_i, \theta_i, \phi_i)$, associated with the center $x_i$. Accordingly, basis functions $\psi_{mn}^i(x - x_i)$ can be re-expanded on basis functions $\psi_{m}^0(x - x_i)$, where $x - x_i = L + (x - x_i)$, with $L = x_i - x_i$ being the vector connecting $x_i$ to $x$. 
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The basic idea of the GMSV consists in searching for the solution of Eq. (3a) as a superposition of partial solutions \( w_i \) in the exterior of each ball \( \Omega_1, \ldots, \Omega_N \) and in the interior of \( \Omega_0 \),

\[
  w(x, q) = \sum_{i=0}^{N} w_i(x, q)
\]

(for the exterior problem, \( w_0 \equiv 0 \)). As each domain \( \Omega_i \) is spherical, the corresponding partial solution can be searched in the local spherical coordinates \((r_i, \theta_i, \phi_i)\) associated with \( \Omega_i \) as an expansion over regular (for \( i = 0 \)) and irregular (for \( i > 0 \)) basis functions \( \psi_{mn}^i \) with unknown coefficients \( A_{mn}^i \),

\[
  w_i(x, q) = \sum_{m=0}^{\infty} \sum_{n=-m}^{m} A_{mn}^i \psi_{mn}^i(q r_i, \theta_i, \phi_i),
\]

where we use a shortcut notation \( c_i = -i > 0 \) and \( \epsilon_0 = +i > 0 \). For the modified Helmholtz equation, the basis functions are

\[
  \psi_{mn}^i(q r_i, \theta_i, \phi_i) = i_a(q r_i) Y_{mn}(\theta_i, \phi_i),
\]

\[
  \psi_{mn}^i(q r_i, \theta_i, \phi_i) = k_a(q r_i) Y_{mn}(\theta_i, \phi_i),
\]

where

\[
  i_a(z) = \sqrt{\frac{n/(2z)}{n+1}} L_{n+1/2}(z),
\]

\[
  k_a(z) = \frac{\sqrt{2/(n z)^{n+1} K_{n+1/2}(z)}},
\]

are the modified spherical Bessel functions of the first and second kind, and \( Y_{mn}(\theta, \phi) \) are the normalized spherical harmonics,

\[
  Y_{mn}(\theta, \phi) = \sqrt{\frac{(2n+1)(n-m)!}{4\pi(n+m)!}} P_n^m(\cos \theta) e^{im\phi},
\]

with \( P_n^m(z) \) being the associated Legendre polynomials [we use the convention that \( Y_{mn}(\theta, \phi) = 0 \) for \( |m| > n \)].

The unknown coefficients \( A_{mn}^i \) are fixed by the boundary condition (3b) applied on each \( \partial \Omega_i \),

\[
  f_i = \sum_{j=0}^{N} \sum_{m,n} A_{mn}^j \left( a_i + b_i R_i \frac{\partial}{\partial n} \right) \psi_{mn}^i(q r_j, \theta_j, \phi_j),
\]

where \( \sum_{m,n} \) is a shortcut notation for the sum over \( n = 0, 1, 2, \ldots \) and \( m = -n, -n+1, \ldots, n \). As spherical harmonics form a complete basis of the space \( L_2(\partial \Omega_i) \), one can project this functional equation onto \( L_2(\partial \Omega_i) \) to reduce it to an infinite system of linear algebraic equations on the coefficients \( A_{mn}^j \),

\[
  F_{kl}^i = \sum_{j=0}^{N} \sum_{m,n} A_{mn}^j W_{mn,kl}^i \left\{ \begin{array}{l} i = 0, 1, \ldots, N, \\
  \{ i \geq 0, 1, \ldots, |k| \leq l \} \end{array} \right\}
\]

and

\[
  F_{kl}^i = (f_i, Y_{kl})_{L_2(\partial \Omega_i)},
\]

with the standard scalar product: \( (f, g)_{L_2(\partial \Omega_i)} = \int_{\partial \Omega_i} df(s) g^*(s), \) asterisk denoting the complex conjugate. Even though \( A_{mn}^i, F_{mn}^i \), and \( W_{mn,kl}^i \) involve many indices, one can re-order them to consider \( A_{mn}^i \) (respectively, \( F_{mn}^i \)) as components of a (row) vector \( A \) (respectively, \( F \)), while \( W_{mn,kl}^i \) as components of a matrix \( W \) so that Eq. (10) becomes a matrix equation,

\[
  F = AW.
\]

In Appendix A 2, we provide the explicit formulas for the matrix elements \( W_{mn,kl} \), which depend only on \( q \), on the positions and radii of the balls \( \Omega_i \) and on the parameters \( a_i \) and \( b_i \). The derivation of these formulas relies on the re-expansion (addition) theorems for basis solutions \( \psi_{mn}^i \), summarized in Appendix A 1.\(^{49,50}\) Truncating the infinite-dimensional matrix \( W \) and inverting it numerically yield a truncated set of coefficients \( A_{mn}^i \). In this way, Eqs. (4) and (5) provide a semi-analytical solution of the boundary value problem [(3a) and (3b)] in which the dependence on \( x \) is analytical (via explicit basis functions \( \psi_{mn}^i \)), but the coefficients \( A_{mn}^i \) have to be obtained numerically from Eq. (13). A practical implementation of this method is summarized in Appendix B, whereas its advantages and limitations are discussed in Sec. III C.

Figure 2 illustrates three solutions \( w(x, q) \) of the modified Helmholtz equation with Dirichlet boundary conditions on a configuration with 7 balls enclosed by a larger sphere. As \( q \) increases, the solution \( w(x, q) \) drops faster from its larger values on the outer sphere toward the perfectly absorbing traps.

### B. Green function

The above general solution allows one to derive many useful quantities. Here, we aim at finding the Green function \( G(x, y, q) \) of the modified Helmholtz equation in \( \Omega_i \),

\[
  (q^2 - \nabla^2) G(x, y, q) = \delta(x - y) \quad (x \in \Omega),
\]

\[
  a_i G + b_i R_i \frac{\partial G}{\partial n} \bigg|_{\partial \Omega_i} = 0 \quad (i = 0, \ldots, N),
\]

where \( \delta(x - y) \) is the Dirac distribution and \( y \) is a fixed point in \( \Omega \) (for the exterior problem, Eq. (14b) for \( i = 0 \) is replaced by regularity condition \( G(x, y, q) \rightarrow 0 \) as \( |x| \rightarrow \infty \)). We search for the Green function in the form

\[
  G(x, y, q) = G_l (x, y, q) - g(x, y, q),
\]

where

\[
  G_l (x, y, q) = \exp \left( \frac{-q|x - y|}{4\pi|x - y|} \right)
\]

is the fundamental solution of the modified Helmholtz equation, whereas the auxiliary function \( g(x; y, q) \) satisfies Eqs. (3), with

\[
  f_i = \left( a_i G_l + b_i R_i \frac{\partial G_l}{\partial n} \right) \bigg|_{\partial \Omega_i}.
\]
In Appendix A 3, we derive explicit formulas for the scalar product in Eq. (12) determining the components $F_{mn}$ of the vector $F$.

Among various applications, the Green function allows one to solve the inhomogeneous modified Helmholtz equation,

$$
(q^2 - \nabla^2)w(x, q) = F(x) \quad (x \in \Omega),
$$

(18a)

$$
\left. \left( a_i w + b_i R_i \frac{\partial w}{\partial n} \right) \right|_{\partial \Omega} = 0 \quad (i = 0, \ldots, N)
$$

(18b)

(with a given continuous function $F$) as

$$
w(x) = \int_{\Omega} dy G(x, y; q) F(y).
$$

(19)

Equivalently, Eqs. (18) could be solved by reduction to homogeneous Eqs. (3) with the help of the fundamental solution $G(x, y; q)$.

### C. Heat Kernel

The solution of the modified Helmholtz equation opens a way to numerous applications in heat transfer and nonstationary diffusion. For instance, the Green function $G(x, y; q)$ is related to the Laplace transform of the heat kernel $P(x, t|y)$ that satisfies the diffusion equation

$$
\frac{\partial P(x, t|y)}{\partial t} - D\nabla^2 P(x, t|y) = 0,
$$

(20a)

$$
P(x, t = 0|y) = \delta(x - y),
$$

(20b)

$$
\left. \left( a_i P + b_i R_i \frac{\partial P}{\partial n} \right) \right|_{\partial \Omega} = 0
$$

(20c)

(for the exterior problem, the Robin boundary condition on $\partial \Omega_0$ is replaced by the regularity condition $P \to 0$ as $|x| \to \infty$). The heat kernel describes the likelihood of the event that a particle that started from a point $y$ at time $0$ is survived against surface reactions on $\partial \Omega$ and found in a vicinity of a point $x$ at a later time $t$.\textsuperscript{15,14} The Laplace transform of the diffusion equation yields the modified Helmholtz equation so that

$$
\int_0^\infty dt e^{-qt} P(x, t|y) = \frac{1}{D} G(x, y; \sqrt{t}/D).
$$

(21)

### D. Laplacian eigenvalues and eigenfunctions

Replacing $q$ by $iq$ transforms the modified Helmholtz equation (3a) to the ordinary Helmholtz equation,

$$
(q^2 + \nabla^2)w(x, q) = 0.
$$

(22)

As solutions of this equation by the GMSV were thoroughly studied in scattering theory,\textsuperscript{36–40} we do not discuss them here. However, we mention that the above method can also be adapted to compute the eigenvalues and eigenfunctions of the Laplace operator $-\nabla^2$ in a bounded domain $\Omega$ (i.e., with $R_0 < \infty$),

$$
\nabla^2 u(x) + \lambda u(x) = 0 \quad (x \in \Omega),
$$

(23a)

$$
\left. \left( a_i u + b_i R_i \frac{\partial u}{\partial n} \right) \right|_{\partial \Omega} = 0.
$$

(23b)

As Eq. (23a) is the ordinary Helmholtz equation, it is convenient to search for an eigenpair $(\lambda, u(x))$ in the form

$$
u(x) = \sum_{j=0}^N \sum_{m,n} A_{nm} \psi_n(qr_j, \theta_j, \phi_j).
$$

(24)

with $q = i\sqrt{\lambda}$. This is equivalent to setting $f_i \equiv 0$ and thus $F \equiv 0$ in Eq. (13). The necessary and sufficient condition to satisfy the matrix equation $AW = 0$ is

$$
det(W) = 0.
$$

(25)

If $\{q_k\}$ is the set of the values of $q$ at which this condition is satisfied, one gets the eigenvalues: $\lambda_k = -q_k^2$. From the general spectral theory, the Laplace operator in a bounded domain with Robin boundary

---

**FIG. 2**. (a) Configuration of 7 perfect traps of radius $R = 0.1$ inside a larger sphere of radius $R_0 = 1$ on which the variable concentration profile is set: $f_i(\theta, \phi) = \frac{1}{2} (1 + \sin \theta \cos \phi)$ (illustrated by a colored contour at the equator). [(b)–(d)] The solution $w(x; q)$ evaluated on a horizontal cut at $z = 0$ (i.e., in the plane $xy$, view from the top), with $q = 0.2$ (b), $q = 1$ (c), and $q = 5$ (d). The matrix $W$ determining the coefficients $A_{nm}$ was truncated to the size $8(3 + 1)^2 \times 8(3 + 1)^2 = 128 \times 128$ with the truncation order $n_{\text{max}} = 3$. 

---
conditions is known to have an infinitely many nonnegative eigenvalues growing to infinity so that all zeros $q_k$ should lie on the imaginary axis. In practice, the matrix $W$ is first truncated and then some zeros $q_k$ of $\det(W)$ are computed numerically. These zeros yield the approximate eigenvalues.

The computation of the associated eigenfunctions is standard. At each value $q_k$, the system of linear equations $AW = 0$ is underdetermined and has infinitely many solutions. If the eigenvalue $\lambda_k = -q_k^2$ is simple, one can fix a solution by setting one of unknown coefficients, e.g., $A_{\lambda_k}^1$, to a constant $c$. This results in a smaller system of inhomogeneous linear equations on the remaining coefficients $A_{\lambda_k}^n$, that can be solved numerically. The corresponding eigenfunction is given by Eq. (24). The arbitrary constant $c$ is simply a choice of the normalization of that eigenfunction. Once the eigenfunction is constructed, it can be renormalized appropriately. For eigenvalues with multiplicity $m > 1$, an eigenfunction is defined up to $m$ free constants that can be chosen in a standard way.

### E. Dirichlet-to-Neumann operator

The GMSV can be applied to investigate the spectral properties of the Dirichlet-to-Neumann operator. For a given function $f$ on the boundary $\partial \Omega$, the Dirichlet-to-Neumann operator $M_p$ associates another function $g = (\partial w/\partial n)|_{\partial \Omega}$ on that boundary, where $w$ is the solution of the Dirichlet boundary value problem

$$\left( p - D \nabla^2 \right) w = 0 \quad (x \in \Omega), \quad w|_{\partial \Omega} = f$$

(for an exterior problem, the regularity condition $w(x) \to 0$ as $|x| \to \infty$ is also imposed; see Refs. 55–59 for a rigorous mathematical definition). The Dirichlet-to-Neumann operator can be used as an alternative to the Laplace operator in describing diffusion–reaction processes. In particular, the eigenvalues and eigenfunctions of $M_p$ determine most diffusion–reaction characteristics, even for inhomogeneous surface reactivity.

As the boundary $\partial \Omega$ is the union of non-intersecting spheres $\partial \Omega_i$, a function $f$ on $\partial \Omega$ can be represented by its restrictions $f_i = f|_{\partial \Omega_i}$, and Eq. (4) is the semi-analytical solution of Eq. (26), by setting $q = \sqrt{p/D}$, $a_i = 1$, and $b_i = 0$. The action of the operator $M_p$ can be determined by computing the normal derivative of the solution $w$. In Appendix A 4, we represented the normal derivative as

$$\left( \frac{\partial u}{\partial n} \right)|_{\partial \Omega_i} = \sum_{m,n} \left( FW^{-1} \tilde{W}^T \right)_{mn} Y_{mn}(\theta, \phi),$$

where the matrices $W$ and $\tilde{W}$ are defined by explicit formulas [(A41) and (A43)], and we inverted Eq. (13) to express the coefficients $A$. As a consequence, the Dirichlet-to-Neumann operator $M_p$ is represented in the basis of spherical harmonics by the following matrix:

$$M = W^{-1} \tilde{W}^T.$$  

In particular, the eigenvalues of this matrix coincide with the eigenvalues of $M_p$, whereas its eigenvectors allow one to reconstruct the eigenfunctions of $M_p$. In practice, one computes a truncated version of the matrix $M$ so that its eigenvalues would approximate a number of eigenvalues of $M_p$. For the exterior problem, one needs to reduce the matrices $W$ and $\tilde{W}$ by removing the block row and block column corresponding to $\Omega_i$ (see Appendix A 2). We recall that, in contrast to the Laplace operator, whose spectrum is continuous for the exterior problem, the spectrum of the Dirichlet-to-Neumann operator is discrete for interior and exterior perforated domains because their boundary $\partial \Omega$ is bounded in both cases.

The above method can also be adapted to study an extension of the Dirichlet-to-Neumann to the case when some spheres $\Omega_i$ are retractive, whereas the remaining spheres with indices $i \in \{0, 1, \ldots, N\}/I$ are reflecting. Then, one can define the Dirichlet-to-Neumann operator $M_p$ acting on a function $f$ on $\Gamma = \Omega_{\{0, 1, \ldots, N\}/I}$ as $M_p f : \Gamma \to \mathbb{R}$ by

$$w = \left( \partial w / \partial n \right)|_{\Omega_{\{0, 1, \ldots, N\}/I}}$$

with $w$ the solution of the mixed boundary value problem,

$$\left( p - D \nabla^2 \right) w = 0 \quad \text{in} \quad \Omega, \quad \left\{ \begin{array}{l} w|_{\Gamma} = f, \\ \left( \partial w / \partial n \right)|_{\partial \Omega} = 0. \end{array} \right.$$

The matrix representation of the operator $M_p$ is still given by Eq. (28) in which the matrix $W$ is replaced by another matrix evaluated with $a_i = 1, b_i = 0$ for $i \in I$ (Dirichlet condition) and $a_i = 0, b_i = 1$ for $i \in \{0, 1, \ldots, N\}/I$ (Neumann condition) (see Appendix A 2).

### III. DISCUSSION

Section II presented a concise overview of several major applications of the GMSV for the modified Helmholtz equation. In this section, we discuss its practical aspects and illustrate the use of the GMSV on several examples in the context of chemical physics.

#### A. First-passage properties

As the Green function $G(x, y; r)$ is related via Eq. (21) to the Laplace transform of the heat kernel, it determines most diffusion–reaction characteristics in the Laplace domain (see Ref. 60 for details). For instance, the Laplace transform of the probability flux density $j(s, t|y)$ reads

$$\hat{j}(s, p|y) = \int_0^\infty dt \, e^{-st} j(s, t|y) = \left( -\frac{\partial G(x, y; \sqrt{p/D})}{\partial n} \right)_{x \to \infty; \partial \Omega}.$$  

We recall that $j(s, t|y)$ is the joint probability density of the reaction time and location on the partially retractive boundary $\partial \Omega$ for a particle started from a point $y \in \Omega$. The normal derivative of the Green function was evaluated in Appendix A 4, yielding

$$\hat{j}(s, p|y)_{\partial \Omega_i} = \sum_{m,n} J_{mn}(y) Y_{mn}(\theta, \phi),$$  

where the components of the vector $J$ are given by Eq. (A47), with $q = \sqrt{p/D}$.  

---
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1. Probability distribution of the reaction time

The integral of the joint probability density \( j(s, t) \) over time \( t \) yields the spread harmonic measure density on the sphere \( \partial Q_i \). This is a natural extension of the harmonic measure density to partially reactive traps with the Robin boundary condition, which characterizes the distribution of the reaction location. As the integral of \( j(s, t) \) over \( t \) is equal to \( \tilde{H}(s, 0) \) (i.e., with \( p = q = 0 \)), the modified Helmholtz equation is reduced to the Laplace equation. The explicit representation of the spread harmonic measure density and its properties were discussed in Ref. 31.

In turn, the integral of \( j(s, t) \) over the location position \( s \) yields the probability density of the reaction time,

\[
H(t|y) = \int_{\partial Q} ds j(s, t|y).
\]

(32)

In the Laplace domain, the expansion (31) allows one to easily compute this integral due to the orthogonality of spherical harmonics,

\[
\tilde{H}(p|y) = \int_{\partial Q} ds \tilde{j}(s, p|y) = \sqrt{\frac{4\pi}{\Omega}} \sum_{i=0}^{N} R_i^2 Y_{0}^i(y),
\]

(33)

where the factor \( R_i^2 \) accounts for the area of the \( i \)th ball and the matrix elements \( Y_{0}^i(y) \) are given in Eq. (A50). Note that each term in this sum is the probability flux onto the sphere \( \partial Q_i \), while the dependence on \( y \) comes explicitly through the expression for \( J \). By definition, \( \tilde{H}(p|y) = (\exp(-pT)) \) is the generating function of the moments of the reaction time \( T \),

\[
\langle T^k \rangle = (-1)^k \lim_{p \to 0} \frac{\partial^k \tilde{H}(p|y)}{\partial p^k}.
\]

(34)

One can thus determine the mean and higher-order moments of the reaction time \( T \). In turn, the inverse Laplace transform of Eq. (33) gives \( H(t|y) \) in time domain. The integral of \( H(t|y) \) from 0 to \( t \) yields the probability of reaction up to time \( t \), whereas the integral from \( t \) to infinity is the survival probability of the particle. We conclude that the present approach opens new opportunities for studying various first-passage phenomena for an arbitrary configuration of non-overlapping partially reactive spherical traps. In other words, this approach generalizes the classical results for diffusion outside a single trap for which one has \( U = 0 \), and the above expression simplifies to

\[
\tilde{H}(p|y) = \frac{R_i e^{-\sqrt{y D_i}}}{|y|(a_i + b_i (1 + R_i \sqrt{y D}))},
\]

(35)

where we used the Wronskian

\[
i_0(z)k_0(z) - k_0(z)i_0(z) = \frac{1}{z^2}
\]

(36)

and the explicit relations \( i_0(z) = \sinh(z)/z \) and \( k_0(z) = e^{-z}/z \). The inverse Laplace transform of this formula yields the expression for \( H(t|y) \) derived by Collins and Kimball. Setting \( a_i = 1 \) and \( b_i = 0 \), one retrieves another classical expression for a perfectly reactive trap studied by von Smoluchowski. We emphasize that for a single trap, the analysis can be pushed much further by including the interaction potentials (see Refs. 66–68 and references therein).

The more elaborate example of two concentric spheres is discussed in Appendix C.

2. Presence of reflecting obstacles

How do reflecting obstacles modify the reaction time distribution? Fig. 3 presents the Laplace-transformed probability density \( \tilde{H}(p|0) \) of the first-exit time from the center of the ball of radius \( R_0 = R \) to its boundary \( \partial Q_0 \) in the presence of 35 reflecting spherical obstacles of equal radii \( R_i = \rho \). In Ref. 70, we conjectured that reflecting obstacles cannot speed up the exit from the center of the ball, i.e., \( S(t(0)) > S(t(0)) \), where \( S(t(0)) \) and \( S(t(0)) \) are the survival probabilities with and without obstacles, respectively. As a consequence, their Laplace transforms satisfies the same inequality: \( \tilde{S}(p|0) \geq \tilde{S}(p|0) \).

This statement is not trivial: on one hand, reflecting obstacles hinder the motion of the diffusing particle and thus increase its first-exit time; on the other hand, the obstacles reduce the available space that might speed up the exit. According to this conjecture, the hindering effect always "wins" for diffusion from the center to the boundary of a ball, but it is not necessarily true neither for other starting points nor for other (non-spherical) domains. This conjecture is confirmed in our numerical example, as illustrated in the inset of Fig. 3. Expectedly, small obstacles (\( \rho/R = 0.1 \)) almost do not alter

FIG. 3. [(a) and (b)] Two configurations of 35 reflecting spherical obstacles of radius \( \rho \) inside a larger sphere of radius \( R \), with the same centers but distinct radii: \( \rho/R = 0.1 \) (a) and \( \rho/R = 0.2 \) (b). (c) Laplace-transformed probability density \( \tilde{H}(p|0) \) of the first-exit time from the center of the ball of radius \( R \) to its boundary \( \partial Q_0 \) in the presence of 35 reflecting spherical obstacles. The function \( \tilde{H}(p|0) \) was computed via Eq. (33), with the truncation order \( m_{\text{max}} = 2 \). For comparison, the gray dashed-dotted line shows the classical expression \( \tilde{H}(p|0) = 1/(\rho \sqrt{p/D}) \) for an empty ball without obstacles. The inset shows the Laplace-transformed survival probability \( \tilde{S}(p|0) = (1 - \tilde{H}(p|0))/p \).
\( H(p(0)) \) and \( S(p(0)) \) being barely distinguishable. Most surprisingly, even large obstacles \((p/R = 0.2)\) that fill \(35p(R)^3 = 28\%\) of the volume also have a very moderate effect, which is mainly visible on the inset at small \(p\). Indeed, the obstacles hinder diffusion and slightly increase the mean first-exit time \(S(p = 0)\) from \(R^2/(6D) = 0.17(R^2/D)\) without obstacles to \(0.19(R^2/D)\) in the presence of obstacles. Even though this observation is realized for the particular geometric setting of spherical obstacles, one can question the role of hindering obstacles in more general configurations. A systematic study of this problem can be performed in the future by using the present numerical and analytical approach. As discussed in Sec. III B, \( H(p(0)) \) can alternatively be interpreted as the stationary concentration at \(y = 0\) of mortal particles whose concentration on the outer boundary is kept constant.

3. Presence of absorbing sinks?

With the help of the GMSV, one can refine the above analysis by considering the following first-passage time problem: for a particle started from \(y\), what is the reaction time on a given trap \(i\) in the presence of absorbing sinks that can irreversibly bind the diffusing particle? The role of such binding sites onto the protein search for targets on DNA chain was recently investigated within a simplified one-dimensional model.\(^{10,16}\) The GMSV allows one to push this analysis further toward more elaborate geometric configurations. The related survival probability \(S(t|y)\) satisfies the backward diffusion equation,

\[
\frac{\partial S(t|y)}{\partial t} - D \nabla^2 S(t|y) = 0 \quad (y \in \Omega),
\]

\[
(a_i S_i + b_i \frac{\partial S}{\partial n})_{t=0} = 0, \quad (i \neq j),
\]

\[
S(t|y)_{t=0} = 1 \quad (j \neq i),
\]

with the initial condition \(S(t = 0|y) = 1\). We emphasize that this probability characterizes the reaction events on the trap \(i\); if in turn the particle binds any absorbing sink (with \(j \neq i\)), it survives forever [see Eq. (37c)]. The probability density of the reaction time is still \(H(t|y) = -S(t|y)/\partial t\), but it is not normalized to 1 given that the reaction may never happen due to irreversible binding.

The Laplace transform reduces the diffusion equation (37a) to the modified Helmholtz equation. Rewriting this equation for the Laplace-transformed probability density, \(H(p|y) = 1 - pS(p|y)\), one gets

\[
(p - D \nabla^2)H(p|y) = 0 \quad (y \in \Omega),
\]

\[
(a_i f_i + b_i R_j)_{t=0} = a_i \delta_{ij} \quad (j = 0, \ldots, N),
\]

where \(a_i = 1\) and \(b_j = 0\) for all \(j \neq i\). As this is a specific case of the general boundary value problem considered in Sec. II A, its semi-analytical solution is accessible via the GMSV. If one is interested in finding the reaction time on a subset \(I\) of traps, the condition \(a_i = 1\) and \(b_j = 0\) is imposed only for \(j \in I\) and the right-hand side of Eq. (38b) becomes \(a_i \delta_{ji}\), where \(\delta_{ji}\) is the boolean variable taking 1 if \(j \in I\) and 0 otherwise. When \(I = \{0, 1, \ldots, N\}\), one retrieves the standard first-passage time problem, with \(a_i\) standing in the right-hand side for all \(j\). Note also that some traps from the subset \(I\) can be reflecting and thus represent passive obstacles. Finally, as \(H(0|y)\) is the integral of \(H(t|y)\), it can be interpreted as the probability of reaction, also known as the splitting probability for perfectly reactive traps.

8. Stationary diffusion of mortal particles

In the case of perfectly absorbing traps \((a_i = 1, b_j = 0)\), the boundary condition (38b) simply reads \(H|_{\partial \Omega} = \delta_{ij}\), and the above first-passage time problem is equivalent to stationary diffusion of “mortal” particles, which move from a source on \(\partial \Omega_s\) to perfect sinks on the remaining spheres \(\partial \Omega_b\) and spontaneously disappear with the bulk rate \(p\). This is a very common situation in biological and chemical diffusion–reaction processes. Among typical examples, one can mention spermatozoa moving in an aggressive medium toward an egg cell, bacteria or viruses that can be neutralized by the immune system, cells or animals searching for food and starving to death, proteins or RNA molecules that can disassemble and be recycled within the cell, fluorescent proteins diffusing toward receptors and spontaneously losing their signal, and thus disappearing from view in single-particle tracking experiments; excited nuclei losing their magnetization due to relaxation processes in nuclear magnetic resonance experiments; diffusing radioactive nuclei that may disintegrate on their way from the nuclear reactor core; more generally, molecules that can be irreversibly bound to bulk constituent or be chemically transformed on their way to catalytic sites.\(^{6-14}\) For instance, setting a constant concentration \(c_0\) on the outer sphere \(\partial \Omega_b\) and zero concentration on the inner spheres \(\partial \Omega_s\) describes the diffusive flux of particles toward perfect sinks. Alternatively, one can impose a constant flux on the outer sphere to model particles constantly coming onto \(\partial \Omega_b\) from the exterior space. Similarly, any set of inner balls can play the role of a source. In turn, setting Neumann condition on some inner spheres switches them to inert obstacles, whereas the Robin condition describes an intermediate behavior.

The diffusive flux on the trap \(\Omega_j\) is then obtained from Eq. (27),

\[
J_j = \int_{\partial \Omega_j} ds \left(-D c_0 \frac{\partial H(p|y)}{\partial n}\right)_{y \in \partial \Omega_j} = -\sqrt{4 \pi D c_0} \langle M \rangle |_{\omega_j},
\]

where the matrix \(M\) is defined by Eq. (28), and we used the orthogonality of spherical harmonics. Here, the components of the vector \(F\) from Eq. (12) describe whether the \(ith\) ball is source or sink. For instance, if there is a single source located on the sphere \(\partial \Omega_s\), then \(f_i(s) = \delta_{ij}\) and thus, \(F_{\text{out}} = \delta_{ij} \delta_{m0} \delta_{w0} \sqrt{4 \pi}\) so that

\[
J_j = -4 \pi D c_0 r_j^2 \langle M \rangle |_{\omega_j}.
\]

Expectedly, the flux is positive on traps and negative on the source. When there is a subset of sources, then this expression is summed over \(i\) corresponding to sources. Note that all balls can be treated as sources, the case in which particles disappear only due to the bulk rate \(p\).

As an example, let us consider two concentric spheres and assign the outer sphere \(\Omega_b\) to be a source and the inner sphere \(\Omega_s\).
to be a sink. In this elementary setting, one gets an explicit solution
\[ w(x, q) = \frac{i_0(q|x)k_0(qR_1) - k_0(q|x)i_0(qR_1)}{i_0(qR_0)k_0(qR_1) - k_0(qR_0)i_0(qR_1)}, \]
(41)
and
\[ J_1 = \frac{4\pi\rho D qR_0 R_1}{\sinh(q(R_0 - R_1))}. \]
(42)
with \( q = \sqrt{p/D} \). In the limit \( p \to 0 \) and \( R_0 \to \infty \), one retrieves the Smoluchowski formula for the steady-state reaction rate of a ball of radius \( R_1 \): \( J_1 = 4\pi\rho_0 DR_1 \).

1. Reaction rate

On the other hand, the integral of \( \tilde{J}(s, p|y) \) from Eq. (31) yields the probability flux onto the sphere \( \partial\Omega \), from a point source at \( y \). If there is a constant bulk uptake (with concentration \( c_0 \)), the diffusive uptake onto the trap \( \partial\Omega \), is given by
\[ J_i(p) = c_0 \int_\Omega dy \int ds \tilde{J}(s, p|y)|_{\partial\Omega} = \sqrt{4\pi\rho_0 R_i^2} J_{\text{sm}}(p). \]
(43)
where \( \tilde{J} \) is the vector with components \( \tilde{J}_{\text{sm}} \) given by Eq. (A54) after an explicit integration of the elements of the vector \( J \) over the starting point \( y \). This is the amount of molecules (e.g., in mole) that have not disappeared in the bulk and come to the trap \( \partial\Omega \). This quantity can also be interpreted as the Laplace transform of the time-dependent reaction rate \( J_i(t) \), for the \( i \)th trap, if the molecules were initially distributed uniformly in the domain (with concentration \( c_0 \)). The Laplace-transformed total reaction rate is then obtained by summing these diffusive fluxes,
\[ \tilde{J}(p) = \sum_{i=0}^N J_i(p). \]
(44)
For the exterior problem, the term \( i = 0 \) corresponding to the outer boundary is removed. In this case, \( \tilde{J}(p) \propto 1/p \) as \( p \to 0 \), and the proportionality coefficient is the steady-state reaction rate in the long-time limit.

For instance, for the exterior problem for a single sphere, one easily gets from Eq. (A54) that \( \tilde{J}_{\text{sm}}(p) = \sqrt{4\pi\rho_0 R_i(qR_i)/(qk_0(qR_i))} \), from which
\[ J_{\text{sm}}(p) \equiv J_1(p) = 4\pi\rho_0 DR_i \left( \frac{1}{p} + \frac{R_1}{\sqrt{pD}} \right). \]
(45)
This is the Laplace transform of the classical Smoluchowski rate on the perfectly reactive sphere,\textsuperscript{65}
\[ J_{\text{sm}}(t) = 4\pi\rho_0 DR_i \left( 1 + \frac{R_1}{\sqrt{\piDt}} \right). \]
(46)
We illustrate the effect of diffusion screening between traps onto the reaction rate by considering several configurations of 6 identical perfect traps of radius \( p = 1/6 \) located along the axes at distance \( L \) from the origin [Fig. 4(a)]. Figure 4(b) shows the Laplace-transformed reaction rate \( \tilde{J}(p) \), which is normalized by the above Smoluchowski rate \( J_{\text{sm}}(p) \) for a single spherical trap of radius \( R_1 = 6p = 1 \). In the limit of \( p \to 0 \) (no bulk reaction), the curves tend to constants, indicating the common behavior \( \tilde{J}(p) \propto 1/p \). As \( L \) increases, the traps become more distant and compete less for diffusing particles so that the reaction rate increases. Moreover, the particular choice \( \rho = R_1/6 \) ensures that the ratio \( \tilde{J}(0)/J_{\text{sm}}(0) \) approaches 1 as \( L \to \infty \); 6 very distant balls of radius \( p \) trap the particles as efficiently as a single trap of radius \( 6p \). This is a reminiscent feature of diffusion-limited reactions and the Smoluchowski rate, which is proportional to \( R_1 \) in the limit \( p \to 0 \).

In contrast, the opposite limit \( p \to \infty \) corresponds to the short-time behavior of the reaction rate. As particles diffuse on average over a distance \( \sqrt{Dt} \), the 6 balls trap first the particles in their close vicinity and thus do not compete. As a consequence, the total reaction rate does not depend on the distance \( L \) (if \( L \) exceeds \( \sqrt{Dt} \)), as clearly seen on Fig. 4. Moreover, in this limit, the second term dominates in Eq. (45), and the reaction rate is proportional to the squared radius that explains \( 1/6 \) as the limit of \( \tilde{J}(p)/J_{\text{sm}}(p) \) as \( p \to \infty \).
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C. Advantages and limitations

As discussed in Sec. I, different numerical methods have been applied for solving boundary value problems for the modified Helmholtz equation. In contrast to these conventional methods, the GMSV relies on the local spherical symmetries of perforated domains made of non-overlapping balls. In other words, the solution \( u(x,q) \) is decomposed on the basis functions \( \Psi_{mn} \), which are written in local spherical coordinates and thus respect locally the symmetry of the corresponding trap. As a consequence, decompositions can often be truncated after few terms and still yield accurate results. An important advantage of the method is that the dependence on \( x \) is analytical and explicit: once the coefficients are found numerically, the solution and its spatial derivatives can be easily calculated (and refined) at any set of points. Moreover, integrals of the solution over spherical boundaries or balls can be found analytically with the help of re-expansions (see Appendix A 5). The meshless character of the GMSV makes it an alternative to the method of fundamental solutions (see Ref. 75 and references therein).

Another important advantage of this method is the possibility of solving exterior problems (when \( \Omega = \mathbb{R}^3 \)), which are particularly difficult from the numerical point of view. In fact, a practical implementation of standard discretization schemes such as finite difference or finite elements methods would require introducing an artificial outer boundary to deal with a finite volume. An outer boundary is also needed in Monte Carlo simulations due to the transient character of the three-dimensional Brownian motion. In contrast, the present approach does not require any outer boundary because the solution is constructed on the appropriate basis functions that vanish at infinity. Exterior problems are actually simpler than interior ones, as there is no need to impose boundary condition on the outer boundary \( \partial \Omega_o \). In this light, the present approach is a rather unique numerical tool to deal with various exterior boundary value problems.

Finally, the GMSV opens access to such fundamental entities as the Green function \( G(x, y, q) \), the Laplace operator \( \nabla^2 \), and the Dirichlet-to-Neumann operator \( M_p \). For instance, the eigenbasis of the Laplace operator yields spectral decompositions of solutions of diffusion and wave equations. In turn, the eigenbasis of the Dirichlet-to-Neumann operator allows one to deal with inhomogeneous reactivity on traps. The spectral properties of both operators in perforated domains will be investigated in a separate paper.

As any numerical technique, the proposed method has its limitations from the numerical point of view. For the truncation order \( n_{\text{max}} \), there are \((n_{\text{max}}+1)^2\) basis functions \( \Psi_{mn} \) for each ball so that the total number of unknown coefficients \( A_{mn} \) for a domain with \( N \) traps is \( N(n_{\text{max}}+1)^2 \) for the exterior problem and \((N+1)(n_{\text{max}}+1)^2 \) for the interior problem. Their numerical computation involves the construction and inversion of the matrix \( W \) of size \( N(n_{\text{max}}+1)^2 \times N(n_{\text{max}}+1)^2 \). To speed up the construction of the matrix elements, we adapted recurrence relations for addition theorems from Ref. 76 (see Appendix B 2). However, the direct inversion of \( W \) becomes very time-consuming when the number of traps \( N \) and/or the truncation order \( n_{\text{max}} \) grow. As some re-expansion formulas have a limited validity range (see Appendix A 2), their truncations should include more basis functions when the balls are close to each other. In other words, computations for dense packings of balls need larger \( n_{\text{max}} \). In such cases, one has to resort to iterative methods (see discussion in Ref. 31). Significant numerical improvements of this approach can be achieved by using fast multipole methods. Note also that the size of the matrices is reduced to \( N(n_{\text{max}}+1) \times N(n_{\text{max}}+1) \) in the case of axisymmetrical problems by using special forms of re-expansion theorems. Another drawback of the method is that the parameter \( q \) enters in all matrix elements that require recomputing these matrices for each value of \( q \). This is inconvenient for a numerical computation of the inverse Laplace transform of a solution of the modified Helmholtz equation in order to get back to time domain (see discussion in Appendix B 3 and in Ref. 48). In turn, one can still analyze the short-time and long-time asymptotic behaviors by considering the large-\( q \) and small-\( q \) limits, respectively.

D. Extensions

The GMSV can be further extended. For instance, we assumed that \( a_i \) and \( b_i \) are nonnegative constants. This assumption can be relaxed by considering \( a_i \) and \( b_i \) as continuous nonnegative functions on each sphere \( \partial \Omega_0 \). The overall method is still applicable, even though its practical implementation is more elaborate. In fact, the matrix elements \( W_{mn,i}^{a,b} \) and \( F_{mn}^{a,b} \) will involve the scalar products of the form \((Y_{mn},a_i Y_{kl})_{L_1(\partial \Omega)} \) and \((Y_{mn},b_i Y_{kl})_{L_1(\partial \Omega)} \) that need to be computed. Even though such computations are rather standard (see Ref. 60), we do not discuss this general setting in detail. One can also consider other canonical domains (e.g., cylinders) for which re-expansion theorems are available. Another direction for extensions consists in considering more sophisticated kinetics on the boundary. The Robin boundary condition employed in the present work describes irreversible binding/reaction on an impermeable boundary (e.g., of a solid catalyst). In many biological and technological applications, the boundary is a semi-permeable membrane that separates liquid and/or gaseous phases (e.g., intracellular and extracellular compartments). To describe diffusion in both phases, one can introduce two Green functions (satisfying the modified Helmholtz equation in each phase) and couple them via two exchange boundary conditions. Expanding the Green function over basis functions in each phase,
one can establish the system of linear algebraic equations on their coefficients in a very similar way as done in Sec. II A (see Ref. 31 for a detailed implementation in the case of the Laplace equation). Yet another option is to allow for reversible binding to the balls. In the Laplace domain, the reversible binding can be implemented by replacing the constant reactivity by an effective $p$-dependent reactivity. In other words, the coefficients $a_i$ become $p$-dependent, but the whole method remains applicable without any change. Note that each trap can be characterized by its own dissociation rate. This extension allows one to investigate the role of immobile buffering molecules in signaling processes, DNA search processes, and gene regulations, as well as many other chemical reactions (see Refs. 69 and 89–91 and references therein).

IV. CONCLUSION

The GMSV was broadly employed for solving boundary value problems for the Laplace and ordinary Helmholtz equations in different disciplines ranging from electrostatics to hydrodynamics and scattering theory. Quite surprisingly, applications of this powerful method to the modified Helmholtz equation, which plays the crucial role for describing diffusion–reaction processes in chemical physics, are much less developed. In the present paper, we described a general analytical and numerical framework for solving such problems in perforated domains made of non-overlapping balls. In particular, we provided a semi-analytical solution $w(x,q)$ in which the dependence on the point $x$ enters analytically through explicitly known basis functions $\psi_{mn}^\pm$, while their coefficients are obtained numerically by truncating and solving the established system of linear algebraic equations. The high numerical efficiency of this approach relies on exploiting the local symmetries of the spherical traps and using the most natural basis functions.

We applied this method to derive a semi-analytical representation of the Green function that determines various characteristics of non-stationary diffusion among partially reactive traps such as the probability flux density, the reaction rate, the survival probability, and the associated probability density of the reaction time. We also showed how this method can be adapted to obtain the eigenvalues and eigenfunctions of the Laplace operator and the Dirichlet-to-Neumann operator. These operators play an important role in mathematical physics and have been applied in a variety of disciplines, including chemical physics.

We described several applications of this technique such as the first-passage properties and stationary diffusion of mortal particles. In particular, we checked the conjecture that reflecting obstacles cannot speed up the exit from the center of a ball. Interestingly, the presence of even large obstacles had a minor effect on the distribution of the first-exit time. We also discussed how the mutual distance between absorbing traps affects the reaction rate. This discussion brings complementary insights into the role of diffusion screening (or interaction) onto the reaction rate, which was thoroughly investigated in the steady-state limit ($t \to \infty$) but remains less known in the time-dependent regime. More generally, the developed framework provides a solid theoretical ground and efficient numerical tool for studying diffusion-controlled reactions in various media that can be modeled by spherical traps and obstacles.
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APPENDIX A: TECHNICAL DERIVATIONS

1. Re-expansion theorems

The efficiency of the GMSV relies on re-expansion (or addition) theorems that allow one to represent the basis functions $\psi_{mn}^\pm(qr_i, \theta_i, \phi_i)$ written in the local spherical coordinates $(r_i, \theta_i, \phi_i)$ associated with the ball $\Omega_i$ in terms of the basis functions $\psi_{mn}^\pm(qr, \theta, \phi)$ in the local spherical coordinates $(r, \theta, \phi)$ associated with the ball $\Omega$. We first recall three re-expansion theorems for the ordinary Helmholtz equation and then adapt them to the modified Helmholtz equation.

Let us denote by $L_i = x_i - x$, the vector connecting the centers of balls $j$ and $i$ and $(L_{ij}, \Theta_{ij}, \Phi_{ij})$ are the spherical coordinates of the vector $L_i$ (Fig. 3),

$$x_i = x_j + L_i \sin \Theta_{ij} \cos \Phi_{ij},$$
$$y_i = y_j + L_i \sin \Theta_{ij} \sin \Phi_{ij},$$
$$z_i = z_j + L_i \cos \Theta_{ij},$$  \hspace{1cm} (A1)

For the basis functions $\tilde{\psi}_{mn}^\pm$ of the ordinary Helmholtz equation (22), three translational re-expansion theorems are used:

(i) regular–regular (RR) addition theorem:

$$\tilde{\psi}_{mn}^\pm(qr_i, \theta_i, \phi_i) = \sum_{kd} \tilde{U}_{\pm}(q_{m,k}) \tilde{\psi}_{\pm}(qr_d, \theta_d, \phi_d),$$  \hspace{1cm} (A2)

where the matrix elements of the translation operator are

$$U_{\pm}(q_{m,k}) = \sum_{n=|l-n|}^{\infty} i^{n-l-n} b_{mn} \tilde{\psi}_{\pm}(qL_{ij}, \Theta_{ij}, \Phi_{ij});$$  \hspace{1cm} (A3)

in which

$$b_{mn} = (-1)^k \frac{4\pi(2l+1)(2n+1)/(2v+1)}{\langle n,l,0,0|n,l,0,0 \rangle},$$  \hspace{1cm} (A4)

with $\langle j_1, j_2, m_1, m_2|j_1, j_2, m \rangle$ being the Clebsch–Gordan coefficients (see Ref. 93, Sec. 27.9).

(ii) irregular–regular (IR) addition theorem:

$$\tilde{\psi}_{mn}^\pm(qr_i, \theta_i, \phi_i) = \sum_{kd} \tilde{U}_{\pm}(q_{m,k}) \tilde{\psi}_{\pm}(qr_d, \theta_d, \phi_d)$$

(for $r_i < L_i$), where

$$\tilde{U}_{\pm}(q_{m,k}) = \sum_{n=|l-n|}^{\infty} i^{n-l-n} b_{mn} \tilde{\psi}_{\pm}(qL_{ij}, \Theta_{ij}, \Phi_{ij});$$  \hspace{1cm} (A5)

for $r_i < L_i$), where

$$a_{mn} = (-1)^k \frac{4\pi(2l+1)(2n+1)/(2v+1)}{\langle n,l,0,0|n,l,0,0 \rangle} \times \langle n,l,0,0|n,l,0,0 \rangle,$$  \hspace{1cm} (A6)
ψ_{mn}(q_j) = \psi_{mn}^+(q_j) + \psi_{mn}^-(q_j)

\psi_{mn}^+(q_j) = \psi_{mn}(q_j, \theta_j, \phi_j)

\psi_{mn}^-(q_j) = \psi_{mn}^-(q_j, \theta_j, \phi_j)

(iii) irregular–irregular (II) addition theorem:

\[ \psi_{mn}(q_r, \theta_r, \phi_r) = \sum_{l, k} U_{mn,kl}^{(j-i)} \psi_{kl}(q_r, \theta_r, \phi_r) \]  

(A7)

(for \( r_1 > L_0 \)), where

\[ U_{mn,kl}^{(j-i)} = \sum_{v=0}^{l} \sum_{n'=0}^{l-n} b_{mnvl} \psi_{(m-k)l}^{(qL_j, \Theta_j, \Phi_j)}. \]

(A8)

We recall that the basis functions for the ordinary Helmholtz equation are

\[ \psi_{mn}(q_r, \theta_r, \phi_r) = j_n(q_r) Y_{mn}(\theta_r, \phi_r), \]

(A9a)

\[ \psi_{mn}(q_r, \theta_r, \phi_r) = h_n^{(1)}(q_r) Y_{mn}(\theta_r, \phi_r), \]

(A9b)

where

\[ j_n(z) = \sqrt{\pi/2z} \sin(z), \] sem_n_{1/2}(z)

\[ h_n^{(1)}(z) = \sqrt{\pi/2z} H_{n+1/2}^{(1)}(z), \]

are the spherical Bessel and Hankel functions of the first kind [note that \( h_n^{(1)}(z) = j_n(z) + i j_n(z) \)].

For convenience, the first sign in the superscript of the matrix elements \( U_{mn,kl}^{(j-i)} \) denotes the type of the basis function \( \psi_{mn}(q_r, \theta_r, \phi_r) \) to be expanded (+ for regular and − for irregular one), whereas the second sign refers to the type of the basis functions \( \psi_{kl}(q_r, \theta_r, \phi_r) \) over which the expansion is provided. The first addition theorem holds for any values of \( r_1 \) and \( r_2 \), the second and the third ones are applicable for \( r_1 < L_0 \) and \( r_1 > L_0 \), respectively (see Fig. 5). In the above expressions, we used tildes to outline that the involved basis functions and the matrix elements correspond to the ordinary Helmholtz equation.

Replacing \( q \) by \( iq \) and using the relations

\[ j_n(iq) = i^n h_n(iq), \]

(A10)

one gets three translational re-expansion (or addition) theorems for the modified Helmholtz equation (Fig. 5),

(i) regular–regular (RR) addition theorem:

\[ \psi_{mn}(q_r, \theta_r, \phi_r) = \sum_{k, l} U_{mn,kl}^{(j-i)} \psi_{kl}(q_r, \theta_r, \phi_r), \]

(A11)

with

\[ U_{mn,kl}^{(j-i)} = \sum_{v=0}^{l} \sum_{n'=0}^{l-n} (-1)^{v+n'} b_{mnvl} \psi_{(m-k)l}^{(qL_j, \Theta_j, \Phi_j)}. \]

(A12)

(ii) irregular–regular (IR) addition theorem:

\[ \psi_{mn}(q_r, \theta_r, \phi_r) = \sum_{k, l} U_{mn,kl}^{(j-i)} \psi_{kl}(q_r, \theta_r, \phi_r), \]

(A13)

(for \( r_1 < L_0 \)), where

\[ U_{mn,kl}^{(j-i)} = \sum_{v=0}^{l} \sum_{n'=0}^{l-n} (-1)^{v+n'} b_{mnvl} \psi_{(m-k)l}^{(qL_j, \Theta_j, \Phi_j)}. \]

(A14)

(iii) irregular–irregular (II) addition theorem:

\[ \psi_{mn}(q_r, \theta_r, \phi_r) = \sum_{l, k} U_{mn,kl}^{(j-i)} \psi_{kl}(q_r, \theta_r, \phi_r), \]

(A15)

(for \( r_1 > L_0 \)), where

\[ U_{mn,kl}^{(j-i)} = \sum_{v=0}^{l} \sum_{n'=0}^{l-n} (-1)^{v+n'} b_{mnvl} \psi_{(m-k)l}^{(qL_j, \Theta_j, \Phi_j)}. \]

(A16)

Importantly, all the matrix elements can be found from recurrence relations that considerably speed up their computation (see Appendix B 2).

2. Matrix elements \( W_{mn,kl}^{ij} \)

In this appendix, we derive the explicit formulas for the matrix elements \( W_{mn,kl}^{ij} \) defined in Eq. (11). Even though one could, in principle, compute these elements by numerical integration, the derived explicit expressions significantly improve the speed and accuracy of the semi-analytical solution.
The matrix elements are particularly simple for $i = j$ because the basis solution $\psi_{mn}^{i}(q_{r}, \theta, \phi_{j})$ is written in the local spherical coordinates associated with the boundary $\partial \Omega$. For $i = 1, 2, \ldots, N$, one has

$$
\left( a_{i} + b_{i}R \frac{\partial}{\partial n} \right) \psi_{mn}^{i}(q_{r}, \theta, \phi_{j}) = \left( a_{i}k_{n}(q_{r}) - b_{i}Rq_{n}^{i}(q_{r}) \right) \psi_{mn}(\theta, \phi_{j}),
$$

where prime denotes the derivative with respect to the argument and the sign minus appeared from the orientation of the normal derivative: $\partial/\partial n = -\partial/\partial r$. The scalar product with $Y_{kl}$ yields

$$
W_{mn,kl}^{i} = \delta_{m}^{0} \delta_{n}^{i} \left( a_{i}k_{n}(q_{r}) - b_{i}Rq_{n}^{i}(q_{r}) \right) \psi_{mn}^{i}(\theta, \phi_{j}),
$$

due to the orthonormality of the spherical harmonics. Similarly, one gets for the outer boundary $(i = j = 0)$

$$
W_{mn,kl}^{0} = \delta_{m}^{0} \delta_{n}^{0} \left( a_{0}k_{0}(q_{r}) + b_{0}R0q_{0}^{i}(q_{r}) \right).
$$

The major difficulty consists in computing the matrix elements $W_{mn,kl}^{i j}$ for $i \neq j$ as one needs to re-expand the basis functions $\psi_{mn}^{i}(q_{r}, \theta, \phi_{j})$ in terms of the basis functions $\psi_{mn}(q_{r}, \theta, \phi_{j})$ with the aid of the re-expansion theorems (Appendix A 1). We start with the case $i, j = 1, 2, \ldots, N$ for which the irregular–regular addition theorem is applied,

$$
\left( a_{i} + b_{i}R \frac{\partial}{\partial n} \right) \psi_{mn}^{i}(q_{r}, \theta, \phi_{j}) = \sum_{kl} U_{mn,kl}^{(i j)} \left( a_{i} + b_{i}R \frac{\partial}{\partial n} \right) \psi_{kl}^{i}(q_{r}, \theta, \phi_{i}) \bigg|_{\partial \Omega},
$$

$$
= \sum_{kl} U_{mn,kl}^{(-i j)} \left( a_{i} + b_{i}R \frac{\partial}{\partial n} \right) \psi_{kl}^{i}(q_{r}, \theta, \phi_{i}) \bigg|_{\partial \Omega},
$$

The scalar product of this expression with $Y_{kl}$ yields

$$
W_{mn,kl}^{i j} = U_{mn,kl}^{(i j)} \left( a_{i}k_{n}(q_{r}) - b_{i}Rq_{n}^{i}(q_{r}) \right) \psi_{mn}^{i}(\theta, \phi_{j}).
$$

When $i = 0$ and $j = 1, 2, \ldots, N$, one uses the irregular–irregular addition theorem,

$$
\left( a_{0} + b_{0}R \frac{\partial}{\partial n} \right) \psi_{mn}^{i}(q_{r}, \theta, \phi_{j}) = \sum_{kl} U_{mn,kl}^{(i j)} \left( a_{0} + b_{0}R \frac{\partial}{\partial n} \right) \psi_{kl}^{i}(q_{r}, \theta, \phi_{i}) \bigg|_{\partial \Omega},
$$

$$
= \sum_{kl} U_{mn,kl}^{(-i j)} \left( a_{0}k_{n}(q_{r}) + b_{0}R0q_{n}^{i}(q_{r}) \right) \psi_{mn}^{i}(\theta, \phi_{j}),
$$

from which

$$
W_{mn,kl}^{0 j} = U_{mn,kl}^{(-i j)} \left( a_{0}k_{n}(q_{r}) + b_{0}R0q_{n}^{i}(q_{r}) \right).
$$

Finally, when $i = 1, 2, \ldots, N$ and $j = 0$, one uses the regular–regular addition theorem,

$$
\left( a_{i} + b_{i}R \frac{\partial}{\partial n} \right) \psi_{mn}^{i}(q_{r}, \theta, \phi_{j}) = \sum_{kl} \left( \phi^{*}_{kl}(q_{r}) - b_{i}Rq_{kl}^{i}(q_{r}) \right) Y_{kl}(\theta, \phi_{i}),
$$

$$
= \sum_{kl} \left( a_{i}k_{n}(q_{r}) - b_{i}Rq_{n}^{i}(q_{r}) \right) Y_{kl}(\theta, \phi_{i}),
$$

from which

$$
W_{mn,kl}^{i 0} = U_{mn,kl}^{(-i j)} \left( a_{0}k_{n}(q_{r}) + b_{0}R0q_{n}^{i}(q_{r}) \right).
$$

In summary, the matrix $W$ is formed by $(N + 1) \times (N + 1)$ blocks corresponding to indices $i, j = 0, 1, \ldots, N$. It is convenient to represent this matrix as

$$
W = q + \bar{U},
$$

with

$$
U =
\begin{pmatrix}
0 & U^{(0,1)} & U^{(0,2)} & \cdots & U^{(0,N)} \\
U^{(-1,0)} & 0 & U^{(-1,2)} & \cdots & U^{(-1,N)} \\
U^{(-2,0)} & U^{(-2,1)} & 0 & \cdots & U^{(-2,N)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
U^{(-N,0)} & U^{(-N,1)} & U^{(-N,2)} & \cdots & 0
\end{pmatrix}
$$

where the block matrices $U^{(i j)}$ are formed by the elements $U^{(i j)}_{mn,kl}$ given above, and $q$ and $\bar{q}$ are block-diagonal matrices with the elements

$$
\begin{align*}
(p)^{i j}_{mn,kl} &= a_{i}(p)^{i j}_{mn,kl} + b_{i}R(q)^{i j}_{mn,kl}, \\
(q)^{i j}_{mn,kl} &= a_{i}(q)^{i j}_{mn,kl} + b_{i}R(q)^{i j}_{mn,kl},
\end{align*}
$$

with

$$
\begin{align*}
(p)^{i j}_{mn,kl} &= \delta_{i} \delta_{m} \delta_{n} \left( k_{0}(q_{r}) \right) \left( i = 0 \right), \left( i > 0 \right), \\
(q)^{i j}_{mn,kl} &= \delta_{i} \delta_{m} \delta_{n} \left( i_{0}(q_{r}) \right) \left( i = 0 \right), \left( i > 0 \right), \\
(p)^{i j}_{mn,kl} &= \delta_{i} \delta_{m} \delta_{n} \left( k_{0}(q_{r}) \right) \left( i = 0 \right), \left( i > 0 \right), \\
(q)^{i j}_{mn,kl} &= \delta_{i} \delta_{m} \delta_{n} \left( i_{0}(q_{r}) \right) \left( i = 0 \right), \left( i > 0 \right).
\end{align*}
$$

The first block row and the first block column of the matrix $U$ are different from the other blocks as they are related to the outer boundary $\partial \Omega$. For the exterior problem, all $A^{0}_{mn} \equiv 0$, and thus, the matrices $U$ and $W$ are reduced by removing the first block row and the first block column.

We can thus combine the above relations in a single expression,

$$
\begin{align*}
(a_{i} + b_{i}R \frac{\partial}{\partial n} \psi_{mn}^{i}(q_{r}, \theta, \phi_{j})) \bigg|_{\partial \Omega} &= \sum_{kl} (q + \bar{U})^{i j}_{mn,kl} Y_{kl}(\theta, \phi_{i}).
\end{align*}
$$
In particular, the restrictions of $\psi^G_{mn}(q_{ij}, \theta_i, \phi_i)$ and its normal derivative onto $\partial \Omega_i$ involve the matrices $\mathbf{p}, \mathbf{q}$ and $\mathbf{p}', \mathbf{q}'$, respectively [see Eqs. (A24a)].

As the vectors $L_0$ and $L_0'$ have opposite directions, one has

$$\psi^\pm_{mn}(q_{0j}, \Theta_j, \Phi_j) = (-1)^n \psi^\pm_{mn}(q_{0j}, \Theta_j, \Phi_j).$$

(A27)

Using the symmetry properties of Clebsch–Gordan coefficients (see Ref. 93, Sec. 27.9), one can show that the matrix $U$ is Hermitian: $U^T = U^*$. As a consequence, one has

$$W^{1,*} = \mathbf{q} + pU.$$

(A28)

3. Matrix elements $F^i_{mn}$ for the Green function

In order to compute the matrix elements $F^i_{mn}$ needed for the evaluation of the Green function, we use the following expansion of the fundamental solution (derived from Ref. 92):

$$G_i(x, y; q) = \sum_{m_n} \psi^{\ast e}_{mn}(y) \psi_{mn}(q_{ir}, \theta_i, \phi_i) \left( \begin{array}{c} r_i < L_i \\ \end{array} \right),$$

(A30)

in which we introduced the (row) vector $\mathbf{Y}$ with the components

$$\mathbf{Y}_{mn}(y) = \psi_{mn}(qL_i, \Theta_i, \Phi_i),$$

(A31)

where $(L_i, \Theta_i, \Phi_i)$ are the local spherical coordinates of $y$ with respect to the ball $\Omega_i$ for $i = 0, 1, \ldots, N$ (i.e., the spherical coordinates of the vector $y - x$). In addition, to replace $(-1)^n \psi^{\ast}_{mn}(y)$ by $\psi_{mn}$, we used the following identity for the normalized spherical harmonics:

$$Y^{\ast}_{mn}(\theta, \phi) = (-1)^n Y_{mn}(\theta, \phi),$$

(A32)

which follows from the identity for associated Legendre polynomials,

$$P^m_n(x) = (-1)^m (n - m)! \left( \frac{n+m}{n} \right) P^m_n(x).$$

(A33)

From Eq. (A30), we determine $f_i$ according to Eq. (9),

$$f_i = q \sum_{m_n} \psi^{\ast e}_{mn}(y) \left( a_i i_a(q_{ri}) - b_i R_i q_{i_a}(q_{ri}) \right) Y_{mn}(\theta_i, \phi_i),$$

(A34)

and thus,

$$F^i_{mn} = q \psi^{\ast e}_{mn}(y) \left( a_i i_a(q_{ri}) - b_i R_i q_{i_a}(q_{ri}) \right).$$

(A35)

Similarly, the representation of $G_i(x, y; q)$ in the local spherical coordinates of the ball $\Omega_0$ reads

$$G_i(x, y; q) = q \sum_{m_n} \psi^{\ast e}_{mn}(y) \psi_{mn}(q_{0r}, \theta_0, \phi_0) \left( r_0 > L_0 \right),$$

(A36)

where $(r, \theta, \phi)$ and $(r_0, \theta_0, \phi_0)$ are the spherical coordinates of $x$ and $y$ with respect to the origin, since the fundamental solution is translationally invariant, i.e., $G_i(x, y; q) = G_i(x - x_i, y - x_i; q)$ for any vector $x_i$, one can apply Eq. (A29) to represent $G_i(x, y; q)$ in the local spherical coordinates of the ball $\Omega_i$ (with $i = 1, 2, \ldots, N$),

$$G_i(x, y; q) = q \sum_{m_n} \psi^{\ast e}_{mn}(y) \psi_{mn}(q_{ri}, \theta_i, \phi_i) \left( r_i < L_i \right),$$

(A37)

from which we get

$$f_0 = q \sum_{m_n} \psi^{\ast e}_{mn}(y) \left( a_0 i_a(q_{0r}) + b_0 R_0 q_{i_a}(q_{0r}) \right) Y_{mn}(\theta_0, \phi_0),$$

(A38)

and thus,

$$F^0_{mn} = q \psi^{\ast e}_{mn}(y) \left( a_0 i_a(q_{0r}) + b_0 R_0 q_{i_a}(q_{0r}) \right).$$

(A39)

4. Normal derivative of the solution

Once the coefficients $A^i_{mn}$ are found, one can easily evaluate the solution $w(x; q)$ and its derivatives in any point $x$. For many applications, one needs to compute the restriction of the solution and the flux onto the boundary $\partial \Omega_i$, which requires finding the normal derivative of $w(x; q)$.

Using Eq. (A26) with $a_i = 1$ and $b_i R_i = 0$, one gets immediately

$$w^j_{\partial \Omega_i} = \sum_{m_n} (A\mathbf{W}^j)^{i}_{mn} Y_{mn}(\theta_i, \phi_i),$$

(A40)

where

$$\mathbf{W} = \mathbf{q} + U^T \mathbf{p},$$

(A41)

with matrices $\mathbf{p}$ and $\mathbf{q}$ given by Eq. (A25). In turn, setting $a_i = 0$ and $b_i R_i = 1$ in Eq. (A26), one has

$$\left( \frac{\partial w}{\partial n} \right)^{i}_{\partial \Omega_i} = \sum_{m_n} (A\mathbf{W}^j)^{i}_{mn} Y_{mn}(\theta_i, \phi_i),$$

(A42)

where

$$\mathbf{W}' = \mathbf{q}' + U' \mathbf{p}'.$$

(A43)

As a particular application, we evaluate the normal derivative of the Green function $G(x, y; q)$. Using the expansions [(5) and (A30)],
we get for $i > 0$

$$\frac{\partial G(x, y, q)}{\partial n} = - \sum_{m,n} \left( (q\Psi_{mn}^\epsilon (y) - (AU)_{mn}^\epsilon \right) q_k^\epsilon (qR_i) - A_{mn}^\epsilon q_k^\epsilon (qR_i) \right) Y_{mn}(\theta, \phi),$$

(A44)

where $\Psi_{mn}(y)$ are given explicitly by Eq. (A31), and

$$\frac{\partial G(x, y, q)}{\partial n} = \sum_{m,n} \left( (q\Psi_{mn}^\epsilon (y) - (AU)_{mn}^\epsilon \right) q_k^\epsilon (qR_i) \right) Y_{mn}(\theta, \phi).$$

(A45)

Using the matrices $\tilde{p}'$ and $\tilde{q}'$ from Eq. (A25) and the expressions [(13) and (A39)], the above relations can be written together (for any $i = 0, 1, \ldots, N$) as

$$\frac{\partial G(x, y, q)}{\partial n} = - \sum_{m,n} \left( (q\Psi_{mn}^\epsilon (y) - (AU)_{mn}^\epsilon \right) q_k^\epsilon (qR_i) \right) Y_{mn}(\theta, \phi).$$

(A46)

where

$$J(y) = q\Psi^\epsilon (y) (p(q + Up)^{-1}(q' + U\tilde{p}') - \tilde{p}').$$

(A47)

It is also convenient to represent the matrix in the large parentheses as

$$p(q + Up)^{-1}(q' + U\tilde{p}') - \tilde{p}' = (q + pU)(q' + U\tilde{p}') - (q + pU)p' = p\tilde{q}' - q\tilde{p}'. $$

(A48)

To prove this identity, both sides can be multiplied by $(q + pU)$ on the left to get

$$(q + pU)(q + Up)^{-1}(q' + U\tilde{p}') - (q + pU)p' = p\tilde{q}' - q\tilde{p}'. $$

As the matrices $p$ and $q$ are diagonal, they commute, and one has

$$(q + pU)(q + Up)^{-1}(q' + U\tilde{p}') - (q + pU)p' = p\tilde{q}' - q\tilde{p}'. $$

from which the identity (A48) follows. Moreover, the last matrix in Eq. (A48) has a particular simple form

$$\left( p\tilde{q}' - q\tilde{p}' \right)_{mn,kl} = \delta_i \delta_m \delta_{mk} \frac{a_i}{R_i^2}.$$

(A49)

which is easily obtained by using the Wronskian in (36). We conclude that

$$J_{mn}(y) = \frac{a_i}{R_i^2} \left( \Psi^\epsilon (y)(q + pU)^{-1} \right)_{mn}.$$

(A50)

5. Integration of the solution

The re-expansion theorems allow one to easily integrate the solution $w(x; q)$ of the modified Helmholtz equation over balls or spheres. In fact, one can re-expand basis functions $\psi_{mn}$ in Eq. (5) on the appropriate basis functions in the local spherical coordinate of a ball or a sphere over which the integral needs to be evaluated. After that, the integral can be evaluated explicitly. To illustrate this computation, we find the integral of the solution $w(x; q)$ over the whole domain $\Omega$, which is a more complicated setting. For this purpose, one needs to compute the integrals

$$\Psi^\epsilon_{mn} = \int_{\Omega} dx \psi_{mn}^\epsilon (qR_j, \theta_j, \phi_j)$$

(A51)

for $j = 0, 1, 2, \ldots, N$ (we recall that $e_j = -$ for $j > 0$ and $e_0 = +$). The following computation relies on the additivity of the integral over $\Omega = \Omega_1 \cup \cdots \cup \Omega_N$, with non-overlapping balls. For $j > 0$, one can split the integral over $\Omega$ into three parts,

$$\Psi^\epsilon_{mn} = \int_{\mathbb{R}^3\setminus\Omega_0} dx \psi_{mn}^\epsilon (qR_j, \theta_j, \phi_j) - \int_{\mathbb{R}^3\setminus\Omega_0} dx \psi_{mn}^\epsilon (qR_j, \theta_j, \phi_j)$$

(A52)

(55)

where $\Omega_0 = \mathbb{R}^3$, and there is no second term. The first term can be easily computed due to orthogonality of spherical harmonics. In turn, one uses the II and IR re-expansion theorems [(13) and (A39)] for the second and the third terms, respectively, in order to switch to the local spherical coordinates of the integration domain. After that, the corresponding basis functions can be easily integrated. We get

$$\Psi^\epsilon_{mn} = \frac{\sqrt{4\pi}}{q} \left( \delta_{i0} \delta_{mk} \delta_{kl} \frac{a_i}{R_i^2} \right)$$

(A53)

where $i_t(z)$ and $k_t(z)$ came from the integrals of $r^2 i_t(qr)$ and $r^2 k_t(qr)$, respectively. Similarly, we use the RR re-expansion theorem (A11) to get

$$\Psi^\epsilon_{mn} = \frac{\sqrt{4\pi}}{q} \left( \delta_{i0} \delta_{mk} \delta_{kl} \frac{a_i}{R_i^2} \right)$$

(A54)

For instance, these expressions help find the components of the vector $J$ used in Eq. (43),

$$J_{mn} = \int_{\Omega} \frac{dy}{R_i^2}$$

where the vector $\Psi$ is formed by $\Psi^\epsilon_{mn}$.

APPENDIX B: PRACTICAL IMPLEMENTATION

A practical implementation of the GMSV requires a truncation of all involved matrices. If $r_{\text{max}}$ denotes the truncation order for expansions over spherical harmonics (i.e., one keeps the terms with $n = 0, 1, 2, \ldots, n_{\text{max}}$), then the number of unknown coefficients $A_{mn}$ for each $i$ is $(n_{\text{max}} + 1)^2$ that accounts for the second index $n$ running from $-n$ to $n$. In total, there are $(N + 1)(n_{\text{max}} + 1)^2$ unknown
coefficients $\mathbf{A}_{mn}^i$, with $i = 0, 1, \ldots, N$. As discussed in detail in Ref. 31, the coefficients $\mathbf{A}_{mn}^i$ can be re-ordered to form a (row) vector as

$$
\mathbf{A} = \begin{bmatrix} 1 & A_{0,0} & A_{0,1,0} & A_{0,2,0} & \ldots & A_{0,L,0} & A_{0,0,1} & A_{0,1,1} & \ldots & A_{0,0,L} & A_{0,1,L} & \ldots \ldots & A_{N,0,L} & A_{N,1,L} & \ldots & A_{N,0,1} & A_{N,1,0} & \ldots \ldots & A_{N,0,0} \end{bmatrix}
$$

Using the same re-ordering scheme, one can build the matrix $\mathbf{W}$ of size $(N + 1)(n_{\text{max}} + 1)^2 \times (N + 1)(n_{\text{max}} + 1)^2$. For the exterior problem, there is no outer boundary $\partial\Omega_0$, all $\mathbf{A}_{mn}^i \equiv 0$, and the size of the matrix is reduced to $N(n_{\text{max}} + 1)^2 \times N(n_{\text{max}} + 1)^2$. While larger truncation order $n_{\text{max}}$ yields more accurate results, the computational time grows very rapidly with $n_{\text{max}}$, particularly due to the matrix inversion. When both $N$ and $n_{\text{max}}$ need to be large, the basic implementation of the GMSV is prohibitively time-consuming, and one needs to rely on advanced implementations (see the related discussion in Ref. 31), e.g., the matrix inversion should be implemented by iterative methods, while fast multipole methods can be employed. \cite{30,33,34,41} At the same time, quite accurate results can often be achieved with small $n_{\text{max}}$ (see Fig. 4).

1. Limits $q \to 0$ and $q \to \infty$

In the limit $q \to 0$, the modified Helmholtz equation is reduced to the Laplace equation, whereas the present method becomes identical with that from Ref. 31. In particular, the basis functions $\psi_{mn}^i$ are reduced to the basis functions satisfying the Laplace equation,

$$
q^{-n} \psi_{mn}^+(q r, \theta, \phi) \to \sqrt{\pi} \frac{2^{n+1} \Gamma(n+3/2)}{r^{n+1}} Y_{n}(\theta, \phi),
$$

$$
q^{n+1} \psi_{mn}^-(q r, \theta, \phi) \to \frac{2^n \Gamma(n+1/2)}{r^n} Y_{-n}(\theta, \phi),
$$

where we used the asymptotic behavior of the modified spherical Bessel functions. The re-expansion theorems and the elements of all the matrices can thus be recalculated (see Ref. 31 for details).\cite{31} However, it should be noted that the singular behavior of the basis functions $\psi_{mn}^i(q r, \theta, \phi)$ as $q \to 0$ may cause numerical errors and instabilities for small $q$, in particular, in the matrix inversion. This issue should be carefully addressed upon the implementation.

In the opposite limit of large $q$, the regular basis functions $\psi_{mn}^r(q r, \theta, \phi)$ grow as $\exp(q r)$, whereas $\psi_{mn}^s(q r, \theta, \phi)$ decays as $\exp(-q r)$. This exponential behavior may also cause numerical instabilities that can be amended by the rescaling modified spherical Bessel function by appropriate exponential factors that can be treated explicitly. When the balls are well separated from each other, their diffusion interaction is dramatically reduced in this limit, and the solution can become much simpler. These simplifications can be helpful for investigating the asymptotic behavior as $q \to \infty$.

2. Recurrence relations

The direct computation of the translation matrix $\mathbf{U}$ via explicit Eqs. (A11), (A13), and (A15) is time-consuming because these formulas require numerous evaluations of modified spherical Bessel functions, spherical harmonics, and Clebsch–Gordan coefficients. The computational time can be considerably reduced by adapting the recurrence relations that were originally derived by Chew\cite{25} for the elements $U_{mn,kl}^{ij}$ of the translation operator for regular basis functions $\psi_{mn}$ of the ordinary Helmholtz equation [see Eq. (A3)],

$$
a_{mn}^r \delta_{kl} = (-a_{mn}^l \delta_{kl}(n-1) + a_{n-1,l}^r \delta_{kl-1}^{mn} + a_{n-1,l}^r \delta_{kl}^{mn}),
$$

$$
b_{mn}^r \delta_{kl}(n+1) = (-b_{mn}^l \delta_{kl}(n) + b_{n+1,l}^r \delta_{kl+1}^{mn} + b_{n+1,l}^r \delta_{kl}^{mn}),
$$

where

$$
a_{mn}^r = \sqrt{2(n + 1)(n + 1)} \frac{1}{2n + 1},
$$

$$
a_{mn}^r = \frac{(n + m)(n - m)}{2n + 1},
$$

$$
b_{mn}^r = \sqrt{2(n + m + 1)(n + m + 1)} \frac{1}{2n + 1},
$$

$$
b_{mn}^r = \frac{(n - m)(n - m - 1)}{2n + 1},
$$

for $|m| \leq n$ and 0 otherwise. \cite{25} [Here, $\delta_{kl}^{mn}$ is a short-cut notation for $U_{mn,kl}^{ij}$, see below]. Later, Gumerov and Duraiswami re-derived these relations and also applied them to two other (IR and RR) re-expansion theorems. \cite{94}

As these recurrence relations result from the recurrence relations for spherical Bessel functions and spherical harmonics, they are also valid for the basis functions $\psi_{mn}^i$ of the modified Helmholtz equations. However, we could not find earlier derivations of such recurrence relations in this setting. Skipping tedious mathematical details (which are similar to that presented in Refs. 76 and 94), we briefly explain the use of these relations for computing the elements of the translation matrix $U_{mn,kl}^{ij}$.

Let us start from the RR re-expansion theorem. For given indices $(l, k)$, we aim at computing recursively the elements $\beta_{kl, mn}$ for all $0 \leq n \leq n_{\text{max}}$ and $|m| \leq n$, where $n_{\text{max}}$ is the truncation order. The starting point is the identity

$$
\beta_{kl, mn} = \sqrt{4\pi} (-1)^k \frac{1}{l} i_j(q L_0) Y_{-k,l}(\Theta_{\mu}, \Phi_{\phi}),
$$

where $L_{0}$ is the first term on the right-hand side is canceled, and this relation expresses $\beta_{kl, mn}$ in terms of $\beta_{kl', mn}$ with different indices $(k', l')$. As a consequence, each step of the recursive computation should be performed for the whole set of indices $(k', l')$. Once the sectorial elements are found, one can use the relation (B1) to express $\beta_{kl, mn}$ in terms of already known
\[ \beta_{k|p,m} \text{ and } \beta_{k|p,m(n-1)} \text{ (see Fig. 6). In this way, one can compute all the elements up to the truncation order } n_{\text{max}}. \text{ Note that the elements for negative } m \text{ can be found from} \]

\[ \beta_{k|l,m} = (1)^{k+l+m+n} \psi_{k-l,m}. \quad (B4) \]

We also stress that the computation of the element \( \beta_{k|n_{\text{max}},n_{\text{max}}} \) via \( n_{\text{max}} \) repeated applications of Eq. (B2) involves the element \( \beta_{k-(n_{\text{max}}+1)} \) so that for \( l = n_{\text{max}} \) one needs to know \( \beta_{k-(n_{\text{max}}+2)} \). As a consequence, even if the truncation order is \( n_{\text{max}} \) and the translation matrix \( \beta \) has to be of the size \((n_{\text{max}}+1)^2 \times (n_{\text{max}}+1)^2\), intermediate computations involve the elements of the order up to \( 2n_{\text{max}} \).

Once the matrix elements \( \beta_{k|l,m} \) are computed, one gets

\[ U^{|(+1)}_{m|kl} = (1)^{l-n} \beta_{k|l,m} \quad \text{and} \quad U^{|(-1)}_{m|kl} = (1)^{l+n} \beta_{k|l,m} \quad (B5) \]

which differ only by the sign factor.

Finally, in the case of the IR re-expansion theorem, the recurrence relations are the same but they have to be initialized by using the irregular basis function,

\[ \beta_{k|l,0} = \sqrt{4\pi} (1)^{k+l} \frac{qL_{l}^m(\Theta, \Phi)}{\psi_{l|k}(\Theta, \Phi)} \quad \text{as} \quad \beta_{k|l,0} \quad (B7) \]

(tilde distinguishes the matrix elements with this initialization from the former ones). Once such \( \beta_{k|l,m} \) are found using the above relations, one gets

\[ U^{|(+1)}_{m|kl} = (1)^{l-n} (1)^{2} \beta_{k|l,m} \quad (B8) \]

Note that modified spherical Bessel functions, their derivatives, and spherical harmonics can also be found via standard recurrence relations.

3. Numerical inversion of the Laplace transform

Throughout this paper, we focused on solving the modified Helmholtz equation and thus getting solutions of time-dependent diffusion problems in the Laplace domain. For instance, Sec. III provides semi-analytical representations for Laplace-transformed probability flux density \( j(x,p,y) \), first-passage time density \( H(p,y) \), and reaction rate \( J(p) \). Even so these quantities present their own interest, the natural next step consists in inverting the Laplace transform to get back to time domain. For this purpose, one needs to compute the Bromwich integral over a contour in the complex plane, either numerically or via the residue theorem. In both cases, one has to evaluate the quantity of interest [e.g., \( J(p) \)] at \( p \in C \), which requires extending the presented GMSV to \( q \in C \), i.e., beyond the declared assumption of nonnegative \( q \) (see Sec. II A). In particular, some formulas have to be adapted to be valid for \( q \in C \). Without pretending for generality and rigor, we briefly discuss several lines of such extension.

Basically, one needs to check the validity of relations with complex conjugation. For instance, in Eq. (A30), we wrote \( \Psi^\dagger_{nm} \) instead of \((1)^n\Psi_{nm}^\dagger \), which stood in Eq. (A29). This identification came from Eq. (A32) for spherical harmonics and is valid for a real \( q \) but fails for a complex \( q \). In other words, in all relations containing \( \Psi \), one has to replace \( \Psi_{nm} \) by \((1)^n\Psi_{nm}^\dagger \) to make it valid for a complex \( q \) (the same for \( \Psi \)). Similarly, we employed Eq. (B4), which is valid for a real \( q \) but fails for a complex \( q \). For evaluating \( \beta_{k|l,(-m)} \) with a complex \( q \), one can still rely on Eq. (B1) with negative \( m \). In turn, the evaluation of the sectorial element \( \beta_{k|l,(-n+1)} \) can be performed by replacing Eq. (B2) by

\[ \beta_{m|n,(-m+1)} = b_{nm} \beta_{k|l,(-n+1)} \quad (C1) \]

This modification allows one to evaluate the matrix elements of the translation operators for complex \( q \) and thus to apply numerical algorithms for inverting the Laplace transform.

APPENDIX C: TWO CONCENTRIC SPHERES

In this appendix, we illustrate the use of the GMSV for a domain between two concentric spheres of radii \( R_1 < R_0 \), for which the inversion of the matrix \( W \) can be performed explicitly. In this domain, one has

\[ U_{mn|kl} = \delta_{mn} b^{\pm}_{nm} / \sqrt{4\pi}, \]

\[ U_{nm|kl} = \delta_{mn} b^{\pm}_{nm} / \sqrt{4\pi} \]

because \( L_1 \approx 0 \) and we used \( i_{1,0}(0) = \delta_{10} \). Since \( b^{\pm}_{nm} = b^{\pm}_{nm} = \sqrt{4\pi} \), one finds \( U_{mn|kl} = U_{nm|kl} = 1 \), and thus,

\[ (q + U)^{\dagger}_{m|kl} = \delta_{m} b^{\dagger}_{m}, \quad (C1) \]
Inverting the block diagonal matrix, we find

$$\left(W^{-1}\right)_{m,n} \equiv \delta_{mk} w_{nm},$$

(C3)

with

$$w_{00} = v_{01} / v_{10},$$
$$w_{10} = -v_{11} / v_{10},$$
$$w_{01} = -v_{01} / w_{10},$$

and

$$w_n = v_{n1} - v_{11} + v_{10}.$$

(C4)

1. Green function

If one aims at computing the Green function $G(x, y; q)$, one also finds

$$F_{mn}^0 = \frac{q}{v_{nn}(qR_0)} Y_{mn}(\Theta_0, \Phi_0) v_{10},$$
$$F_{mn}^1 = \frac{q}{v_{nn}(qR_0)} Y_{mn}(\Theta_0, \Phi_0) v_{01},$$

where $(L_0, \Theta_0, \Phi_0)$ are the spherical coordinates of $y$ (we recall that both spheres are centered at the origin). As a consequence, one gets the coefficients

$$A_{mn}^0 = \frac{q}{v_{nn}(qL_0)} \left( \frac{v_{10}^0 i_0(qR_0) - v_{00}^1 i_0(qL_0)}{v_{10}^0 / v_{10}} - v_{11}^0 k_n(qL_0) \right),$$
$$A_{mn}^1 = \frac{q}{v_{nn}(qL_0)} \left( -\frac{v_{01}^1 i_0(qL_0) + v_{10}^0 k_n(qL_0)}{v_{01}^1 / v_{10}} \right).$$

(C6a)

(C6b)

Substituting these coefficients into Eq. (5), we get the Green function from Eqs. (4) and (15),

$$G(x, y; q) = G_0(x, y; q) - \frac{q}{4\pi} \sum_{n=0}^{\infty} \left[ (2n + 1) P_n \left( \frac{x \cdot y}{|x| |y|} \right) \times \left( \frac{v_{01}^0}{v_{10}} i_0(qy) + \frac{v_{10}^0}{v_{10}} k_n(qy) \right) i_n(qx) \left( \frac{v_{01}^0}{v_{10}} - \frac{v_{10}^0}{v_{10}} k_n(qy) \right) k_n(qx) \right].$$

(C7)

where $P_n(z)$ are Legendre polynomials, and we used the addition theorem for spherical harmonics to perform the sum over $m$,

$$\sum_{m=-n}^{n} Y_{mn}(\theta, \phi) Y_{mn}^*(\Theta_0, \Phi_0) = \frac{2n + 1}{4\pi} P_n \left( \frac{x \cdot y}{|x| |y|} \right).$$

(C8)

This general expression is reduced to two limiting cases:

(i) an interior problem inside a sphere of radius $R_0$ corresponds to the limit $R_0 \to 0$ in which $v_{10}^0 \to 0$, while $v_{01}^0 \to \infty$ so that

$$G(x, y; q) = G_0(x, y; q) - \frac{q}{4\pi} \sum_{n=0}^{\infty} (2n + 1) P_n \left( \frac{x \cdot y}{|x| |y|} \right) \times \frac{a_0 b_0}{r_{10}^2} \left( i_0(qR_0) + i_1(qR_1) \right) i_n(q|x|) k_n(q|y|),$$

(C9)

(ii) an exterior problem outside one sphere of radius $R_1$ corresponds to the limit $R_0 \to \infty$ in which $v_{10}^0 \to 0$, while $v_{01}^0 \to \infty$ so that

$$G(x, y; q) = G_0(x, y; q) - \frac{q}{4\pi} \sum_{n=0}^{\infty} (2n + 1) P_n \left( \frac{x \cdot y}{|x| |y|} \right) \times \frac{a_0 b_0}{r_{10}^2} \left( i_0(qR_0) + i_1(qR_1) \right) i_n(q|x|) k_n(q|y|).$$

(C10)

Note that the distribution of the reaction time for two concentric spheres was studied in Ref. 95.

2. Dirichlet-to-Neumann operator

Using the above explicit relations, we also compute the matrix $M$ determining the spectrum of the Dirichlet-to-Neumann operator,

$$\left( \mathbf{M} \right)_{mn,kl} = \delta_{mk} \delta_{nl} \left( \begin{array}{ll} v_{10}^0 i_0(qR_0) - v_{00}^1 i_0(qL_0) & -v_{10}^0 i_0(qR_0) + v_{01}^1 i_0(qL_0) \\ -v_{10}^0 i_0(qR_0) + v_{01}^1 i_0(qL_0) & v_{10}^0 i_0(qR_0) - v_{01}^1 i_0(qL_0) \end{array} \right).$$

(C11)

Let us first consider the case when only the inner sphere is reactive whereas the outer sphere is reflecting. Substituting $a_0 = 0, a_1 = 1, b_0 = 1, b_1 = 0$ into Eq. (2), we get

$$\left( \mathbf{M} \right)_{mn,kl} = \delta_{mk} \delta_{nl} \left( \begin{array}{ll} 1/R_0 & -1/(qR_0)^2/R_0 \\ 0 & q_{L_0}(qR_0)^2/q_{R_0}(qR_0)^2 \end{array} \right).$$

(C12)

The diagonal structure of this matrix allows one to easily determine its eigenvalues.
The eigenvalues are obtained by diagonalizing separately each $2 \times 2$ block of this matrix and can be expressed as solutions of the associated quadratic equation.
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While we focus on nonnegative $q$ throughout the main text, the method is implemented for any complex $q$, see Appendix B 3.

Since non-normalized spherical harmonics were used in Ref. 31, its formulas have to be renormalized via the normalization factor in Eq. (8) to coincide with formulas presented here.

Here and throughout the Appendixes, the index $i$ of the ball $\Omega_i$ should not be confused with the imaginary unit $i$, for which the same notation is used.