Clarifying the quantum mechanical origin of the covalent chemical bond
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Lowering of the electron kinetic energy (KE) upon initial encounter of radical fragments has long been cited as the primary origin of the covalent chemical bond based on Ruedenberg’s pioneering analysis of H⁺+ and H₂ and presumed generalization to other bonds. This work reports KE changes during the initial encounter corresponding to bond formation for a range of different bonds; the results demand a re-evaluation of the role of the KE. Bonds between heavier elements, such as H₃C–CH₃, F–F, H₃C–OH, H₃C–SiH₃, and F–SiF₃ behave in the opposite way to H⁺+ and H₂, with KE often increasing on bringing radical fragments together (though the total energy change is substantially stabilizing). The origin of this difference is Pauli repulsion between the electrons forming the bond and core electrons. These results highlight the fundamental role of constructive quantum interference (or resonance) as the origin of chemical bonding. Differences between the interfering states distinguish one type of bond from another.
The chemical bond is at the very heart of chemistry, as bond strengths determine most of the enthalpic component of the thermodynamic driving forces for reactions, and control key features of molecular structure and properties. The quantum origins of the forces holding atoms tightly and strongly near each other have been the focus of intense discussion as chemistry moved beyond pre-quantum concepts such as the "hooks and eyes" to Lewis’s shared electron pairs. In a quantum picture, the chemical bond was originally viewed, and is still sometimes discussed and taught, as being electrostatic in origin. This was based on the virial theorem: for a (negative) bond energy $\Delta E$, the electron potential energy (PE or $V$) changes (decreases) by $\Delta V = 2 \Delta E$; twice as much as the electron kinetic energy (KE or $T$) increases ($\Delta T = -\Delta E$) in an exact quantum calculation at the equilibrium geometry. Additional support comes from the fact that charge accumulates in the internuclear region of a bond relative to the superposition of free atom densities.

Seminal work by Ruedenberg established for $\text{H}_2^+$ and $\text{H}_2$ that despite the correctness of the virial theorem, roughly 66% of the binding energy can be associated with constructive quantum interference that lowers the KE. KE lowering occurs via delocalization of the electrons’ wavefunction across both centers, which is favorable relative to containment in individual 1s atomic orbitals. This process sets up an imbalance between KE and PE relative to the virial theorem, leading to a secondary effect, orbital contraction, in which the orbitals contract toward the nuclei, lowering PE and raising KE. This effect is most easily seen by optimizing the form of a spherical H 1s function as a function of bond length. For the last nearly 60 years, this KE-lowering paradigm has been used to explain the quantum origin of covalent bonds via extrapolation from $\text{H}_2^+$ and $\text{H}_2$. Recently, work has been done to develop key features of molecular structure and properties. The electron correlation key features of molecular structure and properties. The electron correlation
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Defining the ALMO-EDA for covalent bonds. The wavefunctions in ALMO-EDA (after assembling fragments into a singlet system) are mean-field for all electrons except for two orbitals (e.g., initially one from each fragment) which may engage in single bond formation. The final wavefunction, $\Psi_{\text{final}}$, is an unconstrained complete active-space SCF (CAS(2,2)) wavefunction) (also known as 1-pair perfect pairing, and two-configurational SCF). The ALMO-EDA may also be carried out using a density functional theory (DFT) formalism, but we report wavefunction results because the KE in ab initio theory is rigorously defined and does not rely on an approximate exchange-correlation functional. DFT results (using the Kohn–Sham kinetic energy) are qualitatively the same (see Supplementary Table 2 in the Supplementary Information). We summarize the procedure briefly below; further details are provided in the “Methods” section.

The interaction energy is $\Delta E_{\text{INT}} = E_{\text{final}} - E_{\text{frag}}$ where the energy of isolated fragments is $E_{\text{frag}}$ and the final energy is $E_{\text{final}}$. Using 3 intermediate energies ($E_{\text{prep}}, E_{\text{cov}},$ and $E_{\text{con}}$) that are variationally optimized with successively weaker constraints, $\Delta E_{\text{INT}}$ is decomposed in stepwise fashion as:

$$\Delta E_{\text{INT}} = \Delta E_{\text{prep}} + \Delta E_{\text{cov}} + \Delta E_{\text{con}} + \Delta E_{\text{PCT}}.$$  (1)

The first term, $\Delta E_{\text{prep}} = E_{\text{prep}} - E_{\text{frag}}$, describes the change in energy as the isolated fragments are distorted from infinitely separated geometrically and electronically relaxed fragments (with $E_{\text{frag}}$) to the geometric and hybridization of the interacting molecule, yielding $E_{\text{prep}}$. For radical fragments with $n_a > n_b$, the alpha density is fixed but the beta density is optimized in the span of the alpha density.

The second term, $\Delta E_{\text{cov}} = E_{\text{cov}} - E_{\text{prep}}$, describes the change in energy associated with constructive quantum interference between the prepared wavefunctions of the two individual fragments, subject to the constraint of fixed fragment orbitals. For 2-center, 2-electron chemical bonds, one forms a Heitler–London or valence-bond wavefunction by singlet spin coupling the two fragment unpaired electrons in their overlapping non-orthogonal fragment orbitals (A and B):

$$\Psi_{\text{cov}}^{le} = c_\alpha \mathbf{\hat{A}} \mathbf{[A]} [B] + c_\beta \mathbf{\hat{A}} \mathbf{[A]} [B].$$  (2)

where $\mathbf{\hat{A}}$ is the antisymmetrizer. For 1-electron chemical bonds, the constructive interference on initial bond formation arises from resonating a single electron between the fixed fragment orbitals of the two centers:

$$\Psi_{\text{cov}}^{le} = c_\alpha \mathbf{\hat{A}} \mathbf{[A]} [B] + c_\beta \mathbf{\hat{A}} \mathbf{[A]} [B].$$  (3)

Physically, $\Delta E_{\text{cov}}$ allows the wavefunctions of the two prepared fragments to interact, delocalizing the electron or electrons that will form a bond from one fragment to both, and spin coupling them if 2 (or more) are involved. Since the resonance character of (2) and (3) enables an electron (or two) in fixed fragment orbitals to delocalize, $\Delta E_{\text{cov}}$ is the energy change where KE lowering is anticipated, prior to orbital contraction. $\Delta E_{\text{cov}}$ is so named because it will be significant for covalent bonds (and conversely less or not at all significant for more ionic bonds and charge-shift bonds).

$$\Delta E_{\text{con}} = E_{\text{con}} - E_{\text{prep}}$$  (1) is the energy lowering due to orbital contraction. In our approach, one empty contraction response orbital is obtained per occupied orbital, as the exact linear response of that orbital to perturbing the nuclear charges. In other words, we determine how the fragment density would respond to, for example, an increase in the nuclear charge (by a contraction toward the nucleus) and based on this response, determine what virtual orbitals are necessary to describe this
density change via a coupled-perturbed SCF calculation. The variational energy stabilization obtained by allowing relaxation between occupied orbitals and these contraction orbitals is identified as the orbital contraction energy. This is the step where KE increases are anticipated for traditional covalent bonds. A discussion of how our approach compares with other methods to characterize contraction is provided in Supplementary Note 2 of the Supplementary Information. We note that the conclusions drawn below about changes in kinetic energy associated with the covalent bond formation step, ΔE_{cov}, are necessarily independent of the details of the contraction step, which comes afterwards. However, it is interesting to compare the kinetic energy changes of both processes because in H₂, the kinetic energy changes during the covalent bond formation necessitate the changes effected by contraction. We will see how these requirements are starkly different in other molecules, using our approach.

Finally, ΔE_{PCT} = E_{final} − E_{Con} in (1) is the energy lowering due to bond polarization (P) and charge-transfer (CT). Polarization, which is important for instance in polar bonds, is defined by the variational energy lowering obtained when only those virtual orbitals which describe the response of the fragment to dipolar and quadrupolar fields are included. CT includes the remainder of stabilization associated with CT (allowing us to reach the final 1-PP/TCSCF/CAS(2,2) wavefunction), and is important for instance in charge-shift bonds. In prior uses of the ALMO-EDA method, polarization and CT are considered separately. For the present analysis, however, we lump them together as energy changes that occur after the covalent step, ΔE_{cov}, that is of primary interest here. Overall, different types of bonds exhibit different “fingerprints” associated with the relative sizes of the terms defined above (e.g., nonpolar covalent bonds have large values of ΔE_{cov} and much more modest values for the other terms).

Analysis of kinetic energy during bond formation. With energy changes for each step of bond formation defined, let us specify how to test the role of kinetic energy changes in this process. KE changes can be defined for each term of (1): specifically ΔT_{Prep} = T_{Prep} − T_{Frag}, ΔT_{cov} = T_{cov} − T_{Prep}, and so on. We consider ΔT_{cov}, which involves use of the identical set of orbitals in the prepared fragments and the covalently coupled system to be the best test of whether KE lowering accompanies the covalent step of bond formation or not. These numbers are reported below. However, one can imagine alternative definitions, as discussed in Supplementary Note 3 of the Supplementary Information. For example, one alternative is the KE change relative to optimized isolated fragments: ΔT_{cov-Frag} = T_{cov} − T_{Frag} = ΔT_{Prep} + ΔT_{cov}. As shown in Supplementary Note 3, none of the results reported below change qualitatively when other definitions are considered.

We first verify the approach by investigating the well-studied cases of the 1-electron bond in H₂ and the 2-electron bond in H₂ as a function of H−H distance, as shown in Fig. 1. Cumulative binding energies (E relative rather than ΔE) relative to isolated, geometrically-relaxed fragments as well as changes in kinetic energy (ΔT) relative to the previous step are defined for each step and are what is reported. Thus the figure shows the differences ΔT_{cov}, ΔT_{cov-Frag}, and ΔT_{PCT} along with the covalent binding energy, (E_{cov}), the binding after contraction (E_{Con}), and the final energy (E_{PCT}) (E_{Prep} and ΔT_{Prep} are identically zero). The KE-stabilization picture is clearly recovered: covalent coupling of the fragments results in the majority of the bond strength and a large decrease in KE. Subsequently, contraction contributes a substantial further energetic stabilization (yielding E_{cov}) and significantly increases KE (ΔT_{cov}), while final bond polarization and charge resonance produces only modest changes to T and E.

To explore 1- and 2-electron bonds between heavier elements, we first examine the central C−C bond in butane and butane cation (chosen because the unpaired electron in the radical cation is well-localized to the central C−C bond). The covalent bond in butane and butane cation should be very similar to that in H₂ and H₂⁺, respectively. However, as Fig. 2 shows, this is not at all the case for KE at equilibrium in C₄H₁₀: after total energy-raising and KE-lowering fragment preparation (geometrically distorting from the isolated geometry and orienting the radical orbitals for bonding), ΔE_{cov} (i.e., primarily coupling the two spins, as in H₂) accounts for an appreciable fraction of the bond energy, but, at equilibrium, bringing two ethyl radical fragments together leads to a substantial increase, not a decrease of the kinetic energy. Contraction, ΔE_{cov-Frag}, as was already noted, plays a vanishingly small role energetically both for total and kinetic energy. At equilibrium, the KE is further increased by polarization/CT effects, as was seen for H₂ and H₂⁺. Butane radical cation, on the other hand, is unbound at the covalent and contraction stages, though stabilized significantly from the prepared fragments, and kinetic energy has increased modestly at equilibrium despite this substantial energy lowering (at the unbound energy minimum associated with the covalent level, the kinetic energy decreased slightly). Polarization and CT effects are required to obtain net binding in this weakly bound system. These contributions substantially increase the kinetic energy and lower the total energy.

The origins of the striking differences between H₂ and C₄H₁₀ may be due to interactions with electrons pairs outside of the bonding pair (other valence pairs and core electrons). Strong support for this hypothesis comes from the behavior of ΔT_{cov-Frag} for C₄H₁₀ at stretched bond distances. Beyond about 1.85 Å, ΔT_{cov-Frag} becomes negative, suggesting that its increase at equilibrium is associated with other CH electron pairs and/or core electrons. Evidently at shorter distances, interactions between these closed-shell pairs of one ethyl group and the unpaired spin of the other lead to KE-increasing effects, despite the fact that bringing the two fragments together is favorable from a total energy perspective due to constructive wavefunction interference associated with forming the Heitler–London type wavefunction, (2).

Similarly, the butane radical cation is substantially stabilized by bringing the two prepared fragments together even though the KE increases slightly, while at longer bond distances, the KE change is negative.

We can visualize the orbitals which are forming the bond along the relaxed butane dissociation curve, and these are shown in Fig. 3. At the stretched distance shown (2.2 Å), we see that the orbitals of the geometrically prepared fragment are just beginning to significantly overlap, but the cores of the atoms are still well separated. This is the location where we would hypothesize the kinetic energy to be most lowered, and indeed this is the minimum of ΔT_{cov-Frag}. Due to the poor overlap of radical orbitals, the bond is as yet far from fully formed. As we form the final wavefunction at this geometry, electron density can be seen to be pulled toward the other nucleus, increasing the overlap, but without significant KE increases. In contrast, at equilibrium, both the bonding orbitals and the non-bonding cores substantially overlap even at the covalent stage, leading to the increase in KE observed in Fig. 2. While subtle to see in this figure, the final orbitals at equilibrium have slightly increased in overlap, but this also increases the collision with the cores, leading to slightly elevated KE from further Pauli exclusion.

Kinetic energy in first-row hydrides. In order to obtain further evidence for this hypothesis we consider the valence isoelectronic series H₂, LiH, and BeH⁺ (see Table 1). We have posited that the
Fig. 1 Energy and kinetic energy changes for 1 and 2 e⁻ H-H bonds. a Energy decomposition (kcal/mol) for dissociation of $H_2^+$; energy terms are cumulative. b Kinetic energy decomposition (kcal/mol) for dissociation of $H_2^+$; kinetic energy changes, $\Delta T$, are increments. c Energy decomposition (kcal/mol) for dissociation of $H_2$. d Kinetic energy decomposition (kcal/mol) for dissociation of $H_2$. Note that a majority of the binding energy occurs due to covalent (Cov) interaction (blue curves in a, c), accompanied by a significant KE lowering at the equilibrium geometry (vertical dots). The preponderance of the remaining binding energy is contributed by the contraction process, which is accompanied by a substantial increase in KE.

Fig. 2 Energy and kinetic energy changes for 1 and 2 e⁻ C-C bonds. a Energy decomposition for relaxed dissociation of the central C-C bond in n-butane cation; energy terms are cumulative. b Kinetic energy decomposition for relaxed dissociation of the central C-C bond in n-butane cation; kinetic energy changes, $\Delta T$, are increments. c Energy decomposition for relaxed dissociation of the central C-C bond in n-butane. d Kinetic energy decomposition for relaxed dissociation of the central C-C bond in n-butane. In n-butane, almost half the binding energy occurs due to covalent interaction, but is accompanied by a significant KE increase at the equilibrium geometry (vertical dots). In the weakly bound cation, the KE also increases slightly upon covalent coupling of the fragments at equilibrium. These results are in striking contrast to $H_2^+$ and $H_2$ (see Fig. 1).
KE-raising may be due to the overlap of the orbitals principally involved in bonding with core orbitals. For H₂, this is impossible (as there are no core electrons) and there is strong lowering of the KE on covalent stabilization. For LiH, the 2s orbital overlaps with the H 1s orbital to form the bond, but there is also overlap of the core Li 1s orbital with the 1s H orbital. The net effect is a dramatic lowering of the KE on covalent stabilization. For LiH, the 2s orbital overlaps with the 1s core electron (as there are no inner electrons or radial nodes for hydrogen atoms), thereby making H contraction orbitals unavailable in the contraction orbital optimization step. As shown in Table 2 the result is dramatically reduced energy lowering through contraction on only the heavy atom (cf. Table 1).

### Discussion

Our results and conclusions may appear controversial in light of the literature discussed so far; therefore some additional comments that connect our work to other existing literature may be helpful. Analysis of electron density deformations from the primitive (superposed atomic densities) to the molecule, going back decades, shows that orbital contraction is significant for H₂ and for HA diatomics but is not significant in AB diatomics. Moreover, these authors discuss that the kinetic energy explanation of the covalent bond as described by Ruedenberg would be insufficient to explain ω-bonds in systems beyond H₂, (although they note that ω-bonded first-row diatomics might behave similarly to H₂ since there are no inner electrons or radial nodes for 2p orbitals) as the involvement of core electrons would necessarily complicate the kinetic energy situation. Early efforts to estimate energy lowering associated with contraction show that, while very significant for hydrogen, it is much smaller for non-hydrogen atoms. Our work, using very different methods, is broadly consistent with these conclusions concerning contraction, and is the first to show that there is no consistent KE lowering in A–B type bonds, in contrast to H–H and A–H bonds. Shaik, Hiberty, and others, using an entirely different formalism than the one presented here, also have noted apparent kinetic energy increases during bond formation. These authors also ascribe this behavior to Pauli repulsion.

By contrast, recent work by Ruedenberg and co-workers indicates that the KE-lowering is critical in all bonds. This qualitative difference is not because of any error on their part or ours. We believe, rather, it is due to a different choice of reference: our analysis is variational with respect to the radicals that combine to make the bond (i.e., separated atoms and molecular fragments, which are real, well-defined quantum mechanical entities). Ruedenberg and co-workers find KE lowering with respect to

| Table 2 Stabilizations for A–H bonds with H contraction orbitals removed (in kcal/mol). |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| H–H LI–H [Be–H]+ HBe–H B–H C–H |
| ΔE_{Prep} | −0.3 | −0.1 | −0.1 | −4.3 | −0.4 | −1.2 |
| ΔE_{Cov} | 29.0 | −27.6 | −39.1 | −16.2 | −37.7 | −50.5 |
| ΔE_{Con} | 2.2 | −6.5 | 4.4 | 37.8 | 7.7 | −8.1 |
| ΔT_{Prep} | 198.2 | 57.3 | 62.1 | 91.3 | 157.0 | 204.9 |

Fig. 3 Orbitals for C–C bond formation in butane. a) Radical orbital (isovalue 0.1 for all panels) for the ethyl radical at its isolated geometry; b) Radical orbitals for the nascent C–C bond in the covalent wavefunction at equilibrium (bold for left ethyl, faint for right ethyl); c) Radical orbitals for the fully optimized wavefunction at equilibrium; d) Radical orbitals for the covalent wavefunction at stretched (2.2 Å) bond length; e) Radical orbitals for the fully optimized wavefunction at 2.2 Å.
Fig. 4 Interpretation of the chemical bond. After orbital preparation, strong interaction between radicals that have degenerate (or close) energy levels gives rise to electron pairing with frozen orbitals ($\Delta E_{\text{Cov}}$, in green). This may or may not be accompanied by KE lowering as discussed in the text. Next, further energy lowering occurs by orbital mixing of the initial covalent state (green) with much higher states (pink). Such mixing has the effect of lowering the total energy ($\Delta E_{\text{Cov}}$, red) and contracting the electron density towards the atomic centers, as shown above the mixing diagrams (exaggerated for visual effect). This effect is significant for H-H and A-H bonds, but much less so for A-B bonds. Mixing with other unoccupied states (light blue) further lowers the energy via polarization and charge transfer ($\Delta E_{\text{PCT}}$, black), which is significant for many A-B bonds.9 While all of these terms are stabilizing in total energy, they may either increase or decrease the KE depending on the system (bottom pane).

The crux of the matter is schematically illustrated in Fig. 4. Constructive quantum mechanical wavefunction interference leads to stabilization in molecules relative to radical fragments. Wavefunction interference is due to the presence of off-diagonal matrix elements in the Hamiltonian when the fragments are permitted to interact. The Cauchy interlacing theorem (or min–max theorem or Poincare separation theorem or Hylleraas-Undheim-MacDonald theorem) guarantees that, by increasing the size of the Hamiltonian (and adding off-diagonal elements), the eigenvalue spectrum of the Hamiltonian splits, with some eigenvalues going up and some down in energy.32 This splitting is due to destructive and constructive wavefunction interference, respectively. In particular, what we have shown here is that wavefunction interference with frozen fragment orbitals, $\Delta E_{\text{Cov}}$, which lowers the total energy, is significant for all covalent bonds, and this lowering is uncorrelated with changes in the kinetic energy, which may increase or decrease due to the presence or absence of core electrons, in contrast to what has been previously advocated.

The old physical picture does not generalize because it conflated resonance (the true origin of the bond in H$_2$) with delocalization (the physical picture of lowered KE via spreading out the electrons).34 The interaction of different electron configurations need not be associated directly with either electron delocalization in space or its anticipated effects on kinetic energy, based on a particle-in-a-box picture. The perspective that wavefunction interference is the origin of the covalent bond has been found by not only this work, but also Ruedenberg, Nascimento, Bacsay, and many others.8,9,15,20,21,23,24,35–44. The fact that this picture is recovered by many models speaks to its primacy as the fundamental origin of bonding, while systematic kinetic energy lowering appears in only certain models and in certain systems.

The steps beyond initial covalent bond formation in Eq. (1) are contraction, polarization, and CT. These subsequent orbital optimizations are equivalent to mixing excited configurations into the initial covalent ground state formed with frozen fragment orbitals (see Fig. 4). While this mixing certainly plays a significant role in bond formation, the principal origin of covalent bonding is due to electrons lowering their total energy by superposition with nearly degenerate quantum states that are not fully occupied without mixing in excited states. In one-electron bonds, the nearly degenerate states are due to the electron fluctuating between the bond fragments (e.g., H$^+−$H and H−H$^+$). In two-electron bonds, it is the interference between (↑−↓) and (↓−↑) states built from fragment-localized orbitals (in a valence-bond picture) which gives rise to covalent stabilization. Multiple bonds have access to even more states (within a few kcal/mol of the ground state)45. It is important to note that for charge-shift bonds like in F$_2$, significant stabilization is also gained by the relaxation of the requirement of fragment locality, which results in a wavefunction (in a generalized valence-bond picture) in which both ionic and covalent structures are present. By contrast, interacting closed-shell fragments do not have low-lying empty quantum states to couple with and so there is no covalent bonding between these moieties. One can view this picture as the many-electron analog of the one-electron orbital interaction view of chemical bonding;46 it is also compatible with valence-bond pictures of chemical bonding.47

Methods
Computational details. All calculations were carried out with a development version of the Q-Chem program. The aug-cc-pVTZ basis set was used for all EDA and KE calculations. The geometries used for dissociation curves were those obtained from a constrained HF optimization with the aug-cc-pVTZ basis set. Equilibrium geometries were also obtained from HF/aug-cc-pVTZ calculations.

Description of ALMO-EDA method. We here describe the details of the methods used in this work. The method is based on the ALMO-EDA for bonded interactions.17,18

Step 1: The two halves of the bond are computed as isolated restricted open-shell systems at the geometry that they will adopt in the bonded system. The energy difference (due to geometric distortion) between the infinite separation geometry fragments and the geometry they adopt in the complex is termed $\Delta E_{\text{Cov}}$. In the case of 1-electron bonds, one half of the bond is treated as a radical and the other as a cation (in whichever configuration is lower in energy, all cases studied here are symmetrical).

There is additional electronic preparation which may also be included here. Many radicals have a different hybridization than in the corresponding bond. For example, an F atom has an unpaired electron in a p orbital, while an F atom in a bond will be sp-hybridized. This preparation may be determined by freezing the α density of the fragment and allowing the β density to rotate within that span (recall that the fragments are restricted open-shell) to be optimal in the spin-coupled complex described below. This gives rise to a strictly nonnegative $\Delta E_{\text{Hyb}}$ (in 1-electron bond cases, only the radical fragment has nonzero $\Delta E_{\text{Hyb}}$). As we discuss in detail in ref. 19, even though this is a type of polarization, we include it here because, in some systems, the geometric distortion accounts for some of the electronic preparation (e.g., planar CH$_3$ is sp$^3$-hybridized, while pyramidal CH$_3$ is sp$^2$-hybridized: the electronic preparation cost is tied up in the geometric preparation cost). In either case, including $\Delta E_{\text{Hyb}}$ as part of $\Delta E_{\text{SCF}}$ or $\Delta E_{\text{SCF,Full}}$ does not change the conclusions of this work. The result of step 1 is a strictly nonnegative preparation energy $\Delta E_{\text{Prep}} = \Delta E_{\text{Cov}} + \Delta E_{\text{Hyb}}$.

Step 2: These fragments are brought together and assembled into a generally nonorthogonal supersystem in the high-spin triplet configuration by block-diagonally concatenating the molecular orbitals of the fragments. In this way, the orbitals are partitioned ("absolutely localized") to each fragment, giving rise to a "frozen" term $\Delta E_{\text{Froz}}$ which includes electrostatics, Pauli repulsion, and, in DFT, dispersion.

Step 3: A spin-flip is then carried out to form a two-configurational wavefunction, forming a spin-coupled state that employs the fragment orbitals. This energy change $\Delta E_{\text{SCF}}$ is negative for covalent bonds. It is this spin-coupled system that is relaxed via orbital rotations between the doubly-occupied and half-occupied orbitals to produce the prepared fragments. "Spin-coupling" may be a bit of a misnomer as, in the case of 1-electron bonds (such as H$_2$), the SC
wavefunction is the charge-symmetrized wavefunction which contains favorable wavefunction interference but does not actually involve the coupling of two electrons. In this work, $\Delta E_{\text{spin}}$ and their interactions. $\text{J. Phys. Chem. A}$ 121, 1086–1165 (2017).

West, A. C., Schmidt, M. W., Gordon, M. S. & Ruedenberg, K. A comprehensive analysis in terms of molecule-intrinsic, quasi-atomic orbitals. III. The covalent bonding structure of urea. $\text{J. Phys. Chem. A}$ 119, 10368–10375 (2015).

West, A. C., Schmidt, M. W., Gordon, M. S. & Ruedenberg, K. A comprehensive analysis in terms of molecule-intrinsic, quasi-atomic orbitals. IV. Bond breaking and bond forming along the dissociative reaction path of dioxetane. $\text{J. Phys. Chem. A}$ 119, 10376–10389 (2015).

West, A. C., Duchimaza-Heredia, J. J., Gordon, M. S. & Ruedenberg, K. Identification and characterization of molecular bonding structures by ab initio quasi-atomic orbitals. $\text{J. Phys. Chem. A}$ 121, 8884–8898 (2017).

Duchimaza-Heredia, J. J., Ruedenberg, K. & Gordon, M. S. Quasi-atomic bonding analysis of Xe-containing compounds. $\text{J. Phys. Chem. A}$ 122, 3442–3454 (2018).

Levine, D. S., Horn, P. R., Mao, Y. & Head-Gordon, M. Variational energy decomposition analysis of chemical bonding. I. Spin-pure analysis of single bonds. $\text{J. Chem. Theory Comput.}$ 12, 4812–4820 (2016).

Levine, D. S. & Head-Gordon, M. Quantifying the role of orbital contraction in chemical bonding. $\text{J. Phys. Chem. Lett.}$ 8, 1967–1972 (2017).

Levine, D. S. & Head-Gordon, M. Energy decomposition analysis of single bonds within Kohn-Sham density functional theory. Proc. Natl. Acad. Sci. U.S.A. 114, 12649–12656 (2017).

Hiberty, P. C., Ramozzi, R., Song, L., Wu, W. & Shaik, S. The physical origin of large covalent-ionic resonance energies in some two-electron bonds. Faraday Discuss. 135, 261–272 (2006).

Shaik, S. et al. Charge-shift bonding: a new and unique form of bonding. Angew. Chem. Int. Ed. 59, 984–1001 (2020).

Horn, P. R. & Head-Gordon, M. Polarization contributions to intermolecular interactions revisited with fragment electric-field response functions. $\text{J. Chem. Phys.}$ 143, 114115 (2015).

Shaik, S., Maitre, P., Sini, G. & Hiberty, P. C. The charge-shift bonding concept. Electron-pair bonds with very large ionic-covalent resonance energies. $\text{J. Am. Chem. Soc.}$ 114, 7861–7866 (1992).

Shaik, S., Danovich, D., Wu, W. & Hiberty, P. C. Charge-shift bonding and its manifestations in chemistry. Nat. Chem. 1, 443–449 (2009).

McQuarrie, D. A. $\text{Quantum Chemistry,}$ 2nd edn (University Science Books: Sausalito, Calif, 2007).

Hirshfeld, F. L. & Rzotkiewicz, M. S. Electrostatic binding in the first-row AH and A2 diatomic molecules. $\text{Mol. Phys.}$ 27, 1319–1343 (1974).

Spackman, M. A. & Mailsen, E. N. Chemical properties from the promolecule. $\text{J. Phys. Chem.}$ 90, 2020–2027 (1986).

Silk, C. L. & Murrell, J. N. Optimum atomic orbital exponents for molecular wave functions. Mol. Phys. 18, 533–543 (1970).

Mannussson, E. Electronegativity Equalization and the deformation of atomic orbitals in molecular wavefunctions. $\text{Aust. J. Chem.}$ 41, 827–837 (1988).

Grunenberg, J. III-defined chemical concepts: the problem of quantification. Int. $\text{J. Quantum Chem.}$ 117, e25359 (2017).

Ayers, P. W., Fias, S. & Heidar-Zadeh, F. The axiomatic approach to chemical concepts. Comp. Theor. Chem. 1142, 83–87 (2018).

Andrés, J. et al. Nine questions on energy decomposition analysis. $\text{J. Comput. Chem.}$ 40, 2248–2283 (2019).

Drake, G. $\text{Springer Handbook of Atomic, Molecular, and Optical Physics.}$ 199–219 (Springer, New York, NY, 2006).

Truhlar, D. G. The concept of resonance. $\text{J. Chem. Educ.}$ 84, 781–782 (2007).

Bacskaay, G. B., Nordholm, S. & Ruedenberg, K. The virial theorem and covalent bonding. $\text{J. Phys. Chem. A}$ 122, 7880–7893 (2018).

Nascimento, M. A. C. The nature of the chemical bond. $\text{J. Braz. Chem. Soc.}$ 19, 245–256 (2008).

Cardozo, T. M. & Nascimento, M. A. C. Energy partitioning for generalized product functions: The interference contribution to the energy of generalized valence bond and spin coupled wave functions. $\text{J. Chem. Phys.}$ 130, 104102 (2009).

Ferri, F. & Nascimento, M. A. C. Description of polar chemical bonds from the quantum mechanical interference perspective. $\text{J. Chem. Theory Comput.}$ 10, 2322–2332 (2014).

Ferri, F., Cardozo, T. M. & Nascimento, M. A. C. Nature of the chemical bond and origin of the inverted dipole moment in boron fluoride: a generalized valence bond approach. $\text{J. Phys. Chem. A}$ 119, 5335–5343 (2015).

Souza, D. W. Od & Nascimento, M. A. C. Are one-electron bonds any different from standard two-electron covalent bonds? Acc. Chem. Res. 50, 2264–2272 (2017).

Biber, T., Wang, S. G., Ruedenberg, K. & Schwarz, W. H. E. Toward a physical understanding of electron-sharing two-center bonds. I. Pseudo-potential based analysis of diatomic molecules. $\text{Theor. Chem. Acc.}$ 127, 237–257 (2010).

Ruedenberg, K. & Schmidt, M. W. Why does electron sharing lead to covalent bonding? A variational analysis. $\text{J. Comput. Chem.}$ 28, 391–410 (2007).
Acknowledgements
This work was supported by grant CHE-1955643 from the U.S. National Science Foundation.

Author contributions
D.S.L. wrote the code, performed calculations and analysis, and co-wrote the paper. M.H. G. designed the research, performed analysis, and co-wrote the paper.

Competing interests
The authors declare the following competing interests: M.H.G. is a part-owner of Q-Chem Inc. whose software was used to perform this research; D.S.L. declares no competing interests.

Additional information
Supplementary information is available for this paper at https://doi.org/10.1038/s41467-020-18670-8.

Correspondence and requests for materials should be addressed to M.H.-G.

Peer review information Nature Communications thanks the anonymous reviewers for their contribution to the peer review of this work. Peer review reports are available.

Reprints and permission information is available at http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2020