On Solutions of a Higher Order Nonhomogeneous Ordinary Differential Equation
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Abstract

Higher order differential equations (ODE) has an important role in the modelling process. It is also much significant which the method is used for the solution. In this study, in order to get the approximate solution of a nonhomogeneous initial value problem, reproducing kernel Hilbert space method is used. Reproducing kernel functions have been obtained and the given problem transformed to the homogeneous form. The results have been presented with the graphics. Absolute errors and relative errors have been given in the tables.

1. Introduction

In this study, by using reproducing kernel method we aim to find the approximate solution of the problem in the form as:

\[(Lh)(x) = p(x)h'''(x) + q(x)h'(x) = f(x), \quad a \leq x \leq b\]  \hspace{1cm} (1.1)

The reproducing kernel method (RKM) have been used as an efficient way to solve different types of differential equations by many researcher for years. The theory of RKM was begin with the research of Aronszajn and Bergman [1, 2]. Since the method is very effective, many researcher applied the method to the several kind of problems. For instance Cui et al. [3] published a book about numerical analysis in the reproducing kernel space which is a comprehensive study. Syam et al. [4] used the method to solve a class of fractional Sturm-Liouville eigenvalue problems. Jiang and Tian [5] solved the Volterra integro-differential equations of fractional order by the reproducing kernel method. Li et al. [6] applied the method for numerical solutions of fractional Riccati differential equations. For more details see [7]-[9].

In many models and problems, the equations need to be solved numerically. Therefore many approaches have been used and there have been lots of efforts for solving non-linear higher order ordinary differential equations in researches. For instance, Homotopy perturbation method [10], Adomian decomposition method [11], Chebyshev collocation method [12] used. Adomian decomposition method for solving initial value problems in second-order ordinary differential equations is given in [13]. Lu et al. Furthermore Runge-Kutta method [14], Predictor-Corrector method [15], decomposition method [16], direct block method [17], have been used for solving IVP. For a further reading and more details one can see [18]-[26].
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2. RKM for higher order nonhomogeneous ordinary differential equations

In this section, we will discuss the solution of a class of higher order ODEs for IVPs in the following form:

\[
(\mathbb{L}h)(x) = p(x)h^m(x) + q(x)h'(x) = f(x), \quad a \leq x \leq b
\]
\[
h'(a) = \gamma, \quad 0 \leq i \leq 2
\]

(2.1)

where \(p(x)\) and \(q(x)\) are continuous functions on the interval \([a, b]\). With the purpose of finding the solution of the problem (2.1) by using RKM (reproducing kernel method), we first need to define the RKS (reproducing kernel space) to which the solution belongs. The space construction is relevant to the order and conditions of the ODE that wanted to be solved.

3. Construction of the method

To be able to solve the problem (2.1) using proposed method which we will denote RKM, we first construct reproducing kernel spaces. After the space construction, we will close to the approximate solution by obtaining the reproducing kernel functions suggested method.

Definition 3.1 (Reproducing Kernel). [2] Let \(Q\) be a nonempty set. A function \(R : Q \times Q \to \mathbb{F}\) is called a reproducing kernel of the Hilbert space \(\mathcal{H}\) if and only if

(a) \(R(\cdot, x) \in \mathcal{H}, \quad \forall x \in Q\),

(b) \(\langle \gamma, R(\cdot, x) \rangle = \gamma(x)\).

The item (b) is called "reproducing property" of kernel \(R\). The value of the function \(\gamma\) at the point \(x\) is reproduced by the inner product of \(\gamma\) with \(R(\cdot, x)\).

Definition 3.2. [3] The space \(S^m_2[a, b]\) consist of the functions \(h : [a, b] \to \mathbb{R}\) and define as follows:

\[
S^m_2[a, b] = \{ h(x)|h^{(m-1)}(x) \in AC[a, b], \quad h^{(m)}(x) \in L^2[a, b], \quad x \in [a, b] \}. \tag{3.1}
\]

\(S^m_2[a, b]\) equipped with the inner product

\[
\langle h, t \rangle_{S^m_2} = \sum_{i=0}^{m-1} h^{(i)}(a)t^{(i)}(a) + \int_a^b h^{(m)}(x)t^{(m)}(x)dx.
\]

Here we denote the vector space of absolutely continuous (real-valued) functions with \(AC[a, b]\) and the quadratically integrable functions on the interval \([a, b]\) with \(L^2[a, b]\).

Lemma 3.3. If a Hilbert space has a reproducing kernel, it is called a reproducing kernel Hilbert space (RKHS).

Lemma 3.4. [3] \(S^m_2[a, b]\) function space is a reproducing kernel space.

The reproducing kernel function of the space \(S^m_2\) can be written as:

\[
R_i(x) = \begin{cases} 
R(x, y) = \sum_{i=1}^{2m} h_i(y)x^{i-1}, \quad x \leq y, \\
R(y, x) = \sum_{i=1}^{2m} t_i(y)x^{i-1}, \quad x > y.
\end{cases}
\]

For the proof of Lemma 3.4 one can see [3].

In the next subsection, we present a special reproducing kernel function space on the interval \([0, 4\pi]\).
3.1. $S_2^4[0, 4\pi]$ Reproducing kernel space

According to the reproducing kernel theory, we construct the space with concerning of the order of the derivative in the problem. For this reason in the equation (3.1) we choose $m = 4$. Let we now define the function space

$$S_2^4[0, 4\pi] = \{ h(x)|h''(x) \in AC[0, 4\pi], \quad h'''(x) \in L^2[0, 4\pi], \quad x \in [0, 4\pi] \}$$

with the inner product

$$< h, R_y >_{S_2^4[0, 4\pi]} = h(0)R_y(0) + h'(0)R'_y(0) + h''(0)R''_y(0) - h''(0)R''_y(0)$$

$$+ \int_{0}^{4\pi} \left( h(x) + (4)(x)R''_y(x) \right) dx.$$ Integrating this equation by parts for four times, we have

$$< h, R_y >_{S_2^4[0, 4\pi]} = h(0)R_y(0) + h'(0)R'_y(0) + h''(0)R''_y(0) - h''(0)R''_y(0)$$

$$+ h''(4\pi)R''_y(4\pi) - h''(0)R''_y(0)$$

$$+ h''(4\pi)R''_y(4\pi) - h''(0)R''_y(0)$$

$$- h(4\pi)R''_y(4\pi) + h(0)R''_y(0) + \int_{0}^{4\pi} h(x)R''_y(x)dx.$$ Because of the conditions, we get the following equations:

1. $R_y(0) = 0$
2. $R'_y(0) = 0$
3. $R''_y(0) = 0$.

With these three functions being zero we obtain:

$$< h, R_y >_{S_2^4[0, 4\pi]} = h^{(3)}(0)R''_y(0) + h^{(4)}(0)R''_y(4\pi) - h^{(3)}(0)R''_y(0)$$

$$- h''(4\pi)R''_y(4\pi) + h''(4\pi)R''_y(4\pi) - h''(0)R''_y(0)$$

$$+ \int_{0}^{4\pi} h(x)R''_y(x)dx.$$ When the equation is rearranged we get the following equations:

4. $R''_y(0) - R''_y(4\pi) = 0$
5. $R''_y(4\pi) = 0$
6. $R''_y(4\pi) = 0$
7. $R''_y(4\pi) = 0$
8. $R''_y(4\pi) = 0$.

Then we will get:

$$< h, R_y >_{S_2^4[0, 4\pi]} = \int_{0}^{4\pi} h(x)R''_y(x)dx$$

With the knowledge of reproducing kernel property, the function $u(y)$ can be written in the form:

$$< h, R_y >_{S_2^4[0, 4\pi]} = h(y).$$
For this reason, we reach
\[ \int_0^{4\pi} h(x) R_y^{(8)}(x) \, dx = h(y). \] (3.2)

Because of the definition of Dirac-Delta function, it is obvious that the equation (3.2) is equal to the \( \delta(x - y) \). That gives us the following equation:
\[ R_y^{(8)}(x) = \delta(x - y). \]

When \( x \neq y \), the reproducing kernel function \( R_y \) can be written in the form as:
\[
R_y(x) = \begin{cases} \sum_{k=1}^{8} c_k x^{k-1}, & x \leq y, \\ \sum_{k=1}^{8} d_k x^{k-1}, & x > y. \end{cases}
\]

By using the feature of Dirac-Delta function, the following equations can be written:
9. \( R_y^{(9)}(y) = R_y^{(10)}(y) \)
10. \( R_y^{(9)}(y) = R_y^{(10)}(y) \)
11. \( R_y^{(11)}(y) = R_y^{(12)}(y) \)
12. \( R_y^{(11)}(y) = R_y^{(12)}(y) \)
13. \( R_y^{(13)}(y) = R_y^{(14)}(y) \)
14. \( R_y^{(13)}(y) = R_y^{(14)}(y) \)
15. \( R_y^{(15)}(y) = R_y^{(16)}(y) \)
16. \( R_y^{(17)}(y) = R_y^{(18)}(y) = 1. \)

In order to find the reproducing kernel function of the given space, we need to solve the differential equation system above. For this purpose, we needed sixteen equation since the (3.1) has sixteen coefficients and we obtained them. If we solve the system thus we get the reproducing kernel function as:
\[
R_y(x) = \frac{1}{36} y^3 x^3 + \frac{1}{144} y^3 x^4 - \frac{1}{240} y^2 x^5 + \frac{1}{720} y x^6 - \frac{1}{5040} x^7.
\]

The proof of the following theorem is similar to the proof of the Lemma 3.4, so we omit it.

**Theorem 3.5.** The function space \( S_2^m[0,4\pi] \) is a reproducing kernel Hilbert space.

Reproducing kernel function and the RKS has a vital role in the way to the solution. In the next section we give other essential part of the method.

**4. Implementation of the method**

Firstly, we define the linear operator as
\[ \mathbb{L} : S_2^m[0,4\pi] \longrightarrow S_2^{m-n}[0,4\pi] \]

such that
\[ \mathbb{L}h(x) = K(x,h(x),h'(x),...,h^{(n)}(x)). \]

It is known that the operator \( \mathbb{L} \) is bounded.

After the operator, we now construct the orthogonal system of the space \( S_2^m[0,4\pi] \). Let \( \eta_i(x) = R_{x_i}(x) \) and \( \psi_i(x) = L^* \eta_i(x) \). Here, \( L^* \) is adjoint operator of \( L \) and the set of \( x_i \) which denoted by \( \{ x_i \}_{j=1}^\infty \) is dens in the interval \( [0,4\pi] \).
Theorem 4.1. If \( \{x_i\}_{i=1}^{\infty} \) is dense in the \([0,4\pi]\), then \( \{\psi_i(x)\}_{i=1}^{\infty} \) is a complete system of \( S_2[0,4\pi] \).

Proof. Let \( \{x_i\}_{j=1}^{\infty} \) is dense in the interval \([0,4\pi]\). By using adjoint operator and reproducing kernel properties we can write

\[
(h(x), \psi_i(x)) = \langle h(x), \mathbb{L}^* \eta_i(x) \rangle = \langle \mathbb{L}h(x), \eta_i(x) \rangle = h(x_i) = 0, \ i = 1, 2,...
\]

With the knowledge of density of \( \{x_i\}_{j=1}^{\infty} \) and considering the continuity of \( h(x) \), we arrive that \( h(x) = 0 \). \( \square \)

In order to obtain the approximate solution, with the help of Gram-Schmidt orthogonalization process, the orthonormal system \( \{\bar{\psi}_i(x)\}_{i=1}^{\infty} \) need to be construct. It can be denoted as:

\[
\{\bar{\psi}_i(x)\}_{i=1}^{\infty} = \sum_{r=1}^{i} \zeta_{ir} \psi_r(x), \ \zeta_{ii} > 0, \ (i = 1, 2,...)
\]

Here the function \( \zeta_{ir} \) represents the orthogonal coefficients.

Theorem 4.2. Let \( \{x_i\}_{j=1}^{\infty} \) be dense in \([0,4\pi]\). If the problem (2.1) has a unique solution then it can be denoted as follow:

\[
h(x) = \sum_{i=1}^{\infty} \sum_{r=1}^{i} \zeta_{ir} \mathbb{K}(x_r, h(x_r), h'(x_r),..., h^{(n)}(x_r)) \bar{\psi}_i(x).
\]

Proof. Let we choose the solution of the equation (2.1) as \( h(x) \). By knowing that \( \{\bar{\psi}_i(x)\}_{i=1}^{\infty} \) is the orthonormal basis of the space, we can write the following equality:

\[
h(x) = \sum_{i=1}^{\infty} (h(x), \bar{\psi}_i(x)) \bar{\psi}_i(x) = \sum_{i=1}^{\infty} \sum_{r=1}^{i} \zeta_{ir} (h(x), \bar{\psi}_i(x)) \bar{\psi}_i(x).
\]

Let we now do apply the feature of adjoint operator at this step.

\[
\sum_{i=1}^{\infty} \sum_{r=1}^{i} \zeta_{ir} (h(x), \mathbb{L}^* \eta_r(x)) \bar{\psi}_i(x) = \sum_{i=1}^{\infty} \sum_{r=1}^{i} \zeta_{ir} (\mathbb{L}h(x), \eta_r(x)) \bar{\psi}_i(x)
\]

\[
= \sum_{i=1}^{\infty} \sum_{r=1}^{i} \zeta_{ir} \mathbb{K}(x_r, h(x_r), h'(x_r),..., h^{(n)}(x_r)) \bar{\psi}_i(x)
\]

With the last equation the proof is completed. \( \square \)

5. Application and numerical results

In this section we will apply the proposed method to the problem which in the form (2.1). By aiming to find the approximate solution we will use suitable reproducing kernel Hilbert space and kernel functions which belongs to the space. Once we obtained the solution we will present the absolute and relative errors in the tables. Let us begin by considering the initial value problem given below:

\[
h''(x) + 4h'(x) = x, \ 0 \leq x \leq 4\pi \\
h(0) = h'(0) = 0, \ h''(0) = 1.
\] (5.1)

The exact solution of the equation is

\[
h(x) = \frac{3}{16} (1 - \cos 2x) + \frac{1}{8} x^2.
\] (5.2)

We seek the solution function \( h \) of the form \( h(x) = H(x) + S(x) \). This will ensure that the new boundary conditions are homogeneous. Here \( S(x) \) denotes the transformation function which satisfies the initial conditions and \( H(x) \) denotes the terms of new initial value problem which will be homogeneous. If we do the required arrangements, we will be obtaining the new homogeneous equation with the homogeneous conditions.
As a first step, let we start to transform the conditions of the equation (5.1) to the homogeneous one. For this purpose let we use the transformation function given follow as:

\[ S(x) = \frac{x^2}{2}. \]

So we can write the \( h \) function as:

\[ h(x) = H(x) + \frac{x^2}{2}. \]

If we calculate the necessary derivatives then we get

\[
\begin{align*}
    h'(x) &= H'(x) + x \\
    h''(x) &= H''(x) + 1 \\
    h'''(x) &= H'''(x).
\end{align*}
\]

When we put this equations into the main problem (5.1), the equation will transform to the new version which is homogeneous as:

\[ H'''(x) + 4H''(x) = -3x, 0 \leq x \leq 4\pi \]

with the initial conditions

\[ H(0) = H'(0) = H''(0) = 0. \]

By using the reproducing kernel function which found in section 3.1 and with the help of the programme Matlab we obtained the approximate solutions of the problem (5.1). By taking the dense point \( M=100 \), the exact solution and approximate solution compared. Besides, absolute and relative errors of the results are presented in the Table 1, Table 2 and graphics below.

| x     | Exact  | RKM (App.) |
|-------|--------|------------|
| 0.1   | 0      | 0          |
| 0.2   | 0.004987516700 | 0.004986813148 |
| 0.3   | 0.01980106360 | 0.01979816350 |
| 0.4   | 0.04399957220 | 0.04399305315 |
| 0.5   | 0.07686749200 | 0.07685607747 |
| 0.6   | 0.1174433176 | 0.1174259428 |
| 0.7   | 0.1645579210 | 0.1645337905 |
| 0.8   | 0.2168811607 | 0.2168497896 |
| 0.9   | 0.2729749104 | 0.2729361522 |
| 1.0   | 0.3313503928 | 0.3313044491 |

**Table 1**: Exact solution and approximate solution.
| x    | RKM (AE)         | RKM (RE)         |
|------|-----------------|-----------------|
| 0.1  | 0               | 0               |
| 0.2  | $7.03552 \cdot 10^{-7}$ | 0.0001410625853 |
| 0.3  | 0.00000290010    | 0.0001464618295 |
| 0.4  | 0.00000651905    | 0.0001481616678 |
| 0.5  | 0.00001141453    | 0.0001484961939 |
| 0.6  | 0.0000173748     | 0.0001479420060 |
| 0.7  | 0.0000241305     | 0.0001466383378 |
| 0.8  | 0.0000313711     | 0.000144646963  |
| 0.9  | 0.0000387582     | 0.0001419844774 |
| 1.0  | 0.0000459437     | 0.0001386559394 |

Table 2: Absolute Errors (AE) and Relative Errors (RE).

Figure 5.1: 2D Comparison between exact solution and RKM solution

Figure 5.2: 3D Comparison
6. Conclusions

In this work, we presented the reproducing kernel method for solving an IVP which is a type of higher order differential equations. We found a new reproducing kernel space and used it to obtain the numerical results of the problem. When the exact solution and the approximate solution compared, it can easily seen that the method works quite well. The absolute and relative errors also a proof of that. As a result, it is clear that the method is effective and smooth. Moreover, it is an undeniable advantage that the method gives the result fast. This prevents waste of time and provides fast access to the solution.
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