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ABSTRACT

We demonstrate that testing for self-similarity in scale-free simulations provides an excellent tool to quantify the resolution at small scales of cosmological $N$-body simulations. Analysing two-point correlation functions measured in simulations using ABA-CUS, we show how observed deviations from self-similarity reveal the range of time and distance scales in which convergence is obtained. While the well-converged scales show accuracy below 1%, our results show that, with a small force softening length, the spatial resolution is essentially determined by the mass resolution. At later times the lower cut-off scale on convergence evolves in comoving units as $a^{-1/2}$ ($a$ being the scale factor), consistent with a hypothesis that it is set by two-body collisionality. A corollary of our results is that $N$-body simulations, particularly at high red-shift, contain a significant spatial range in which clustering appears converged with respect to the time-stepping and force softening but has not actually converged to the physical continuum result. The method developed can be applied to determine the resolution of any clustering statistic and extended to infer resolution limits for non-scale-free simulations.
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1 INTRODUCTION

As the quantity and quality of observational data constraining the distribution of both visible and dark matter at large scales in the Universe will increase dramatically over the coming years, the need for theoretical model predictions that are sufficiently precise in order to fully exploit these data has become an urgent issue. In practice the exclusive tool to calculate predictions for the non-linear regime of cosmological structure formation remains numerical simulation based on the $N$-body method, in which the evolution of the phase-space density of dark matter is approximated by following that of a finite particle sampling. This method imposes evidently an intrinsic limit on the spatial (or mass) resolution of the results obtained. However, because of the complexity of the non-linear gravitational dynamics, the quantification of this resolution is not simple to establish. The primary method used to address the question is “brute force” resolution study, in which the dependence of results on the relevant parameters is studied numerically. The limitation of this approach is that in practice the largest feasible simulation always sets the benchmark for what is converged. More insidiously, there is an implicit assumption that this numerical convergence also corresponds to a convergence to the true physical result.

Despite the impressive size of current simulations, that this remains a real practical concern is illustrated by the fact that the conclusions drawn from such studies continue to evolve in time. For example, the widely used “halofit” model of Smith et al. (2003) for power spectra were shown by higher resolution studies (Takahashi et al. 2012; Benhaiem, Joyce & Marcos 2013; Benhaiem, Joyce & Sylos Labini 2017) to very significantly underestimate power at small scales. A more recent example is the extensive convergence study of Knabenhans et al. (2019), carried out in the context of the preparation of the Euclid mission, which concludes, in agreement with another recent study of Klypin & Prada (2018), that the dimension of the smallest simulation box needed to attain one percent accuracy in the power spectrum for $k < 1 h^{-1}$Mpc is $1250 h^{-1}$Mpc, while an analogous large previous study by Schneider et al. (2014), for which the maximal size was...
slightly smaller, concluded that it would suffice to have a box of dimension $500 h^{-1} \text{Mpc}$. Another method to test simulation convergence which has been used recently in the same context is the comparison of different codes (see e.g. Schneider et al. 2016). The problem with this method is that it can only give confidence that codes are correctly calculating the clustering in the $N$-body system, while begging the essential question of the effect of the $N$-body discretisation.

In summary, despite numerous studies over the last two decades we do not have a method for determining reliably the precision even of two-point statistics calculated in $N$-body simulations. The methods which are currently used suffer, as we have underlined, from the limitation that they can establish relative convergence, i.e., proximity to a result that must itself be assumed to be correct. In this paper we show that an approach to the problem using a specific property of scale-free models — with an initial power-law power spectrum of fluctuations and an Einstein de Sitter expansion law — appear to provide a more reliable manner of establishing convergence and quantifying precision. These models are well known since early studies by Peebles (Peebles 1980), who highlighted their self-similarity and derived analytical predictions for them in the so-called stable clustering approximation. They have been quite extensively studied using $N$-body simulations. Such studies have focused either on their use in evaluating this stable clustering approximation (Efstathiou et al. 1989; Padmanabhan et al. 1996; Colombi, Bouchet & Herrquist 1996; Bertschinger 1998; Jain & Bertschinger 1998; Valageas, Lacey & Schaeffer 2006; Smith et al. 2003; Widrow et al. 2009; Benhaïem, Joyce & Marcos 2013; Benhaïem, Joyce & Sylos Labini 2017), or have exploited them as a simplified class of models on which to calibrate numerical ansatze for cosmological models, either for two-point properties (see e.g. Peacock & Dodds 1996; Smith et al. (2003)) or halo properties (see e.g. Navarro, Frenk & White 1997; Cole & Lacey 1996; Knollmann, Power & Knebe 2008; Diemer & Kravtsov 2013; Ludlow & Angelou 2017; Diemer & Joyce 2019).

Testing of the $N$-body method using scale-free models has in practice, however, almost exclusively been limited to a qualitative analysis, other than in some recent studies (Orban 2013; Benhaïem, Joyce & Marcos 2013; Benhaïem, Joyce & Sylos Labini 2017) that underline and show the possibility of obtaining quantitative information about resolution using scale-free models. We apply and develop here the kind of approach used by Benhaïem, Joyce & Marcos (2013; Benhaïem, Joyce & Sylos Labini 2017) that underlines the possibility of obtaining convergence and spatial resolution as a function of time at levels of precision which are as stringent as those required in the context of forthcoming observational programs.

The article is structured as follows. In the next section we explain the self-similar evolution of scale-free models and how it provides a method in principle for determining the precision with which any given statistical quantity is measured in an $N$-body simulation. In Section 3 we describe the ABACUS $N$-body code and then specify the parameters characterizing the set of scale-free simulations we perform. In Section 4 we consider carefully the convergence of our chosen $N$-body system with respect to its numerical parameters, and in particular the parameter controlling time-stepping. In Section 5 we then present our main results and analysis methods, showing in detail how we obtain, using the constraint of self-similarity, a determination of the scales in which the physical limit is resolved to an estimated precision. In Section 6 we describe our physical interpretation of these results and in particular show that the late time evolution of the lower cut-off to resolution agrees well with a simple analytical estimate derived assuming that it arises from two-body collisionality. In Section 7 we show how with simple and reasonable assumptions we can use our results to estimate also the resolution limits of LCDM simulations. We conclude with a discussion of our results in relation to the existing literature and outline how we intend to develop our study of related issues in forthcoming work.

2 RESOLUTION OF $N$-BODY SIMULATIONS AND SELF-SIMILARITY OF SCALE-FREE MODELS

The physical inputs to an $N$-body simulation of a cosmological model are its linear power spectrum $P(k)$ and the parameters fixing the evolution of the background. Setting up the $N$-body configuration and specifying the $N$-body dynamics involves necessarily the choice of three unphysical length scales: the mean interparticle spacing (which we will denote by $\Lambda$), the force softening scale (denoted $\epsilon$), and the side of the periodic box (denoted $L$). Finally it requires also a specification of the starting red-shift $z_i$, which can be conveniently parametrized by $\sigma$, the square root of the variance of normalized linear mass fluctuations in a top-hat sphere of radius $\Lambda$ (with $z_i$ being chosen so that this quantity is small). Depending on the code, there may also be further parameters: for example, $\epsilon$ itself may evolve as a function of time or the particle sampling itself may be modified (in codes implementing refinements). We will refer to these unphysical parameters as the discretization parameters. Solving the $N$-body problem numerically introduces further parameters controlling the approximations made in calculating the forces and integrating the dynamics, which we will refer to as the numerical parameters.

The issue of convergence of $N$-body simulations and their resolution breaks then naturally into two different questions. On the one hand, the convergence of the numerical solution of the well specified $N$-body problem at fixed values of $\Lambda$, $\epsilon$, $L$, and $\sigma$. On the other hand, the convergence of the quantities calculated from the $N$-body configurations at given discretization parameters to those in the underlying continuum cosmological model, obtained in principle by an appropriate extrapolation of the discretization parameters (with $\Lambda \rightarrow 0$, $\epsilon \rightarrow 0$, $L \rightarrow \infty$ and $\sigma \rightarrow 0$). The first question is in principle straightforward and can be treated by studying the stability of results under variation of the numerical parameters controlling time stepping and the accuracy of force calculations. The second question is the more complex one we are primarily concerned with here and which is
currently lacking a satisfactory answer. This is true in particular for what concerns the convergence with respect to the parameters $A$ and $\epsilon$, about which there is even qualitative disagreement in the literature (which we will discuss in the final section below).

The relevance of scale-free models in this context is the following. The question of physical resolution of $N$-body simulations is in practice that of the dependence of results on unphysical length (or time or mass) scales. Let us suppose now that the cosmological model simulated is a scale-free model, i.e. the input linear power spectrum is taken to be a pure power-law $P(k) \propto k^{n}$, and the input cosmology assumed to be Einstein-de-Sitter with expansion rate $H^2 \propto a^{-3}$ (and thus $a \propto t^{2/3}$, where $a$ is the scale factor).

In the limit that results of the corresponding $N$-body simulation do not depend on any of the unphysical parameters, there is then only one length scale and one time scale in the problem. The former is given by the normalisation of $P(k)$ which can be taken as the non-linearity scale $R_{NL}$ defined by

$$\sigma_{lin}^2(R_{NL}, a) = 1 \quad (1)$$

where $\sigma_{lin}^2(r, a)$ is the variance of the normalized linear mass fluctuations in a sphere of radius $r$. The single time scale is fixed by the normalisation of the Hubble law, i.e., by Newton’s constant $G$ and the initial mass density. It follows that for any dimensionless function $f$ characterising the clustering in the system as a function of spatial scales $x$, we may write

$$f(x_1, x_2, \cdots, a) = f(x_1/R_0, x_2/R_0, \cdots, a/a_0) \quad (2)$$

where $a_0$ is the reference scale factor and $R_0$ the value of $R_{NL}$ at this time. However, given that the choice of this reference time is itself arbitrary, we can always choose $a_0 = a$ as our reference, and thus obtain

$$f(x_1, x_2, \cdots, a) = f_0(x_1/R_{NL}(a), x_2/R_{NL}(a), \cdots) \quad (3)$$

where $f_0$ is independent of time. This expresses the self-similarity of the evolution: temporal evolution is equivalent to a rescaling of the spatial coordinates. Further we have that linear theory itself furnishes the functional form of the evolution: from Eq. 1 it follows that

$$R_{NL} \propto a \frac{\sigma}{\Pi} \quad (4)$$

Thus, for scale-free models, to the extent that the results do not depend on the unphysical simulation parameters, the clustering must be self-similar. This provides an absolute calibration in these models for physical results obtained from simulations: to the degree that they are self-similar, we can infer that they represent the desired physical limit. Further, by studying carefully deviation from self-similarity, we can in principle infer precise information about how close results obtained are to the physical result. Indeed such deviations manifest themselves as dependence on the unphysical parameters, which allow us to infer how resolution depends on them. We note this self-similar behaviour must apply to any physical quantity and thus the method can be used to evaluate the resolution of simulations for any statistic, with the form of the self-similar transformation easily inferred by writing an appropriate dimensionless form. For example for the halo mass function $n(M, a)$ it is convenient to define a characteristic non-linear mass scale $M_{NL} \propto R_{NL}^3$, and self-similar scaling corresponds to the combination $M_{NL}^2 n(M, a)$ being time invariant when expressed as a function of the dimensionless variable $M/M_{NL}$.

In this paper our goal is to develop this method for determining resolution and demonstrate its usefulness. To do so we will focus on just one statistic, the two-point correlation function (2PCF), and consider a single scale-free model, choosing $n = -2$ as this value is close to the logarithmic slope of the $LCDM$ power spectrum in a range of scales of moderately non-linear clustering at low redshift. We will discuss briefly in our conclusions how we envisage, in future work, both to refine the method using simulations of a class of scale-free models to determine very precisely the resolution in a class of $LCDM$ models, and to apply the method to other statistics.

3 NUMERICAL SIMULATIONS

In this section we give some background on the Abacus code and the setting up of initial conditions. We then detail our choice of simulation parameters.

3.1 The Abacus $N$-body code

Abacus is a code for large cosmological $N$-body simulations based on an exact decomposition of the near-field and far-field gravitational force. The near-field is solved with direct pair-wise summation, and the far-field is solved with a high-order multipole method. The exact nature of the decomposition means that high force accuracy may be achieved at relatively low computational cost. The near-field force computation is accelerated with GPUs, and the far-field is computed with a convolution over multipoles and is thus efficient in Fourier space. The mathematical method of the force decomposition was originally developed in [Metchnik (2004)]; the Abacus code will be presented in Garrison et al. (in prep.), with the modern version of the mathematical method given in Pinto et al. (in prep.).

We employ compact spline force softening in this work. The traditional Plummer softening [Plummer (1911)], with the form $F(r) = r/(r^2 + \epsilon^2)^{3/2}$, results in suppression of power on scales many times larger than the softening scale $\epsilon$ [Garrison et al. 2016; Garrison, Eisenstein & Pinto (2019)], Instead we adopt [Garrison et al. 2018] a spline softening from a Taylor expansion of Plummer softening in $r$, requiring continuity up to the second derivative in the transition to $1/r^2$ at the spline radius $\epsilon_s$. The resulting force law is

$$F(r) = \begin{cases} 
(10 - 15(r/\epsilon_s) + 6(r/\epsilon_s)^2) r/\epsilon_s^3, & r < \epsilon_s; \\
F(r)/r^3, & r \geq \epsilon_s.
\end{cases} \quad (5)$$

To ease comparison with the literature, we quote our softening length as the Plummer-equivalent value $\epsilon$, using $\epsilon_s = 2.16\epsilon$ as this is the value for which the two-body orbital times of the force laws agree at small radius.

Abacus is currently a globally time-stepped code, in which all particles share the same time step. This is a simple and accurate scheme, since the tightest orbit (usually in the center of a massive cluster) sets the time step for the entire simulation. It is computationally inefficient, however, due to the wide range of dynamical times in the simulation but has
the benefit of minimizing integration errors in the particle dynamics.

The time step $\Delta a$ is chosen based on the RMS velocity and maximum acceleration in cells. The Abacus domain decomposition is a simple cubic grid of such cells (with a mean particle occupation of a few dozen) and is static throughout the course of a simulation. These statistics are accumulated during the course of each time step, and at the beginning of the next time step, $\Delta a$ is chosen as

$$\Delta a = \eta \max \left( \min_{c \in \text{cells}} \left[ \frac{v_{\text{rms},c}}{a_{\text{max},c}} \right], \frac{v_{\text{rms},\text{global}}}{a_{\text{max},\text{global}}} \right),$$

where $\eta$ (denoted TimeStepAccel in the code) is our time-step parameter, and the minimum is taken over the ratio of RMS velocity to maximum acceleration computed within each cell (in suitable units). This minimum is compared with the ratio of global $v_{\text{rms}}$ to global $a_{\text{max}}$, and the maximum of the two is taken. This guards against taking catastrophically small time steps as a result of abnormally cold cells. Since the most demanding $v_{\text{rms}}/a_{\text{max}}$ requirement in the whole box sets the time step, we expect that an insufficient time step will most readily reveal itself in the cores of the most massive halos. In past work (Garrison, Eisenstein & Pinto 2014) we have observed stability of results in this range, e.g. of order 1% in the matter correlation function on scales close to the softening length. We explore the choice of time step parameter more rigorously in this work.

In addition to $\eta$, Abacus has a criterion that limits the time step as a fraction of the Hubble time, but this only matters near the beginning of the simulation before close particle encounters have begun. Aside from the softening length and time step, the remaining parameter controlling the simulation accuracy is the multipole order. We employ order 8 in this work, which is our standard choice for simulations. We consider order 8 conservative; the resulting median fractional force error is about $10^{-5}$ (Garrison, Eisenstein & Pinto 2014). The number of cells is a performance tuning parameter and has no impact on the accuracy for practical purposes.

An important aspect of Abacus for this work is its high force accuracy. With only one parameter controlling the accuracy of the entire force solver (the multipole order), we can focus on variations of the primary remaining numerical parameter—the time step—in addition to the discretization parameters common to all N-body codes.

### 3.2 Initial conditions

We set up initial conditions (ICs) as described in Garrison et al. (2014). The method begins with the standard procedure of generating a realization of the power spectrum amplitudes and phases on a mesh, but differs in how particle displacements are determined from these modes. Rather than assuming that the growing mode is the curl-free solution of a continuous density field, the method instead uses the growing mode of the particle system, which unavoidably contains a curl component. This “particle linear theory” (PLT) introduced in Joyce et al. (2005) (see also Marcos et al. 2006; Joyce & Marcos 2007) enables prediction of how the particle system’s growth will deviate from the prediction of continuum linear theory. We can thus correct for this deviation: initial mode amplitudes are modulated as a function of wave-vector such that the system will arrive at the prediction of linear theory at a target scale-factor $a_{\text{PLT}}$. Its choice for this work will be specified below. A more thorough examination of the effect of initial conditions on non-linear structures using scale-free simulations will be conducted in future work.

We generate 2LPT corrections using the configuration-space method of Garrison et al. (2016): the sum of two force calculations with opposing particle displacements yields the 2LPT correction. Since we use direct force evaluations, this is the correct 2LPT for the dynamical system represented by particles interacting via Abacus forces. The 2LPT corrections are generated via modified Kick and Drift operators as the first two time steps of each simulation.

### 3.3 Simulations parameters and outputs

We consider here an $n = -2$ scale-free cosmology, with a standard Einstein-de-Sitter expansion rate (i.e. $H^2 = 8\pi G \rho / 3$ where $\rho$ is the mass density). We choose this value of $n$ as it is close to the logarithmic slope of the power spectrum of LCDM models at physical scales probed in typical cosmological simulations, while also, as we will see, also being sufficiently far from $n = -3$ that finite box size effects remain sufficiently small for the particle numbers we simulate.

Given that we will be focusing in particular on the limits on resolution at small scales, it is convenient to use $\Lambda$ to define our units of length. To specify fully the N-body system we then need just the number of particles $N$ (or $L = N^{1/3}$), the ratio $\epsilon/\Lambda$, and, for the IC, the parameters $a_{p,\text{LT}}$ and $\sigma_\epsilon$.

We report here results of simulations of the N-body system with $N = 1024^3$ and $\epsilon/\Lambda = 1/30$ (a typical value of the force smoothing employed in cosmological simulations). For the amplitude of the initial conditions at the starting time, we take $\sigma_\epsilon = 0.03$, which is sufficiently small so that we expect no relevant improvement in accuracy can be attained by starting at lower amplitude. It is useful to define a reference scale-factor $a_0$ by

$$\sigma_\text{lin}(\Lambda, a_0) = 0.56$$

This corresponds to the time at which we expect fluctuations with value $\nu \approx 3$ of the standard peak height parameter to virialize, according to the standard estimate from the spherical collapse model ($\nu = \delta_c / \sigma_\text{lin}$ and $\delta_c = 1.68$). It gives an estimate of the time at which the very first non-linear structures appear in the simulation. Given that it is around such a time that we wish the linearly evolved fluctuations to most faithfully represent the continuum model, we also adopt it as the target scale factor $a_{p,\text{LT}}$ for our PLT correction i.e. we take $a_{p,\text{LT}} = a_0$. As noted we will study directly the effects of varying all these parameters in a subsequent article. Here our goal is to show that we can determine well the resolution limits imposed by these choices defining the N-body system by using self-similarity alone.

We run our simulations of this system up to a scale-factor $a_f$ which is determined in practice by the numerical cost of the integration. In Abacus we can integrate efficiently (given an appropriate time stepping criterion, as described above) until the time at which $\sigma_\text{lin}(100\Lambda) \approx 0.5$,
i.e. up to a time at which the typical virializing halos have of order one million particles. Irrespective of such numerical limitations, self-similarity will necessarily be broken strongly at some time due to the finite box size. In this respect it is relevant to characterize the final configuration (at $a = a_f$) by e.g.

$$\sigma_f = \sigma_{\text{ini}} \left( \frac{L}{a_f} \right)^3$$

(8)

which one expect may be a control parameter for the importance of finite size effects. We have stopped out simulation at $a_f/a_0 \approx 8.48$, which corresponds to $\sigma_f \approx 0.21$. We will see below that we do indeed detect such finite size effects in our simulations well before this time.

Starting from $a_0$ as defined in Eq. (7), we save our outputs at a series of $S$ scale-factors $\{a_0, a_1, \ldots, a_{S-1}\}$ with equal logarithmic spacing

$$\log_2 \left( \frac{a_{s+1}}{a_s} \right) = \frac{1}{12}. \quad (9)$$

Given that $M_{NL} \propto R_{NL}^2 \propto a^3$, this choice corresponds to

$$\log_2 \left( \frac{M_{NL}(a_{s+1})}{M_{NL}(a_s)} \right) = \frac{1}{2} \quad (10)$$

i.e. the intervals between successive outputs are such that the non-linear mass grows by a factor of $\sqrt{2}$ (and $R_{NL}$ grows by the same factor over three outputs). We will give all our results in terms of the time variable $\log_2 (a/a_0)$, where for snapshot $s$ ($s \in \{0, S-1\}$)

$$\log_2 \left( \frac{a_s}{a_0} \right) = s/12. \quad (11)$$

We have $S=38$ snapshots, corresponding to $a_f/a_0$ just slightly larger than 8. We note also that $a_0/a_0 = (0.56)/(0.03) \approx 18.7$ where $a_i$ is the scale factor at the starting time (when $\sigma_i = 0.03$). Thus if we define red-shift $z$ with $z = 0$ at our final time, the starting red-shift of our simulation is $z_i \approx 157$, while $a = a_0$ corresponds to $z \approx 7.5$.

We calculate 2PCFs on the particle data using the publicly available code CORRFUNC (Sinha & Garrison 2014, 2020) in about 40 equally spaced logarithmic bins per decade. For convenience, given that we wish to compare 2PCFs at rescaled distances, we calculate the 2PCFs directly in appropriately rescaled bins. As the calculation of the 2PCFs on the largest simulations becomes very costly as separation increases, we calculate only up to $r \sim 10\Lambda$, which is sufficient for our purposes.

4 RESULTS: CONVERGENCE OF N-BODY INTEGRATION

Before performing our self-similarity analysis, we need to consider how well the N-body simulation, specified by the parameters given above, is converged with respect to the numerical parameters controlling its accuracy. More specifically we need to know what accuracy we can assume for the 2PCF in the range of scales which will be relevant for our study. In practice, as we will show that self-similarity can be observed at the percent level (or even somewhat smaller), we need to be sure that the 2PCFs are accurate down to scales of order $\epsilon$ well below this level.

We adopt $\eta = 0.15$ as the timestep for our reference simulation. Previous work (Garrison, Eisenstein & Pinto 2013) found only a 1% change in LCDM simulations near the softening scale when doubling to $\eta = 0.3$. To further test this, we have run our scale-free simulations for the values 0.075, 0.15, 0.3, 0.45, 0.6, and 1.0. We find, as anticipated, that the latter three values are not sufficiently small to give convergence approaching the percent level. We thus focus on the simulations with half the reference time step ($\eta = 0.075$) and twice the reference time step ($\eta = 0.3$).

Figure 1 shows the ratios of the 2PCF measured in simulations with modified time stepping parameter $\eta$ to that in our reference simulation ($\eta = \eta_{\text{ref}} = 0.15$). The plot is for the latest time simulated when these ratios are maximal. Given the observed rapidity of the convergence, we infer a conservative upper bound of 0.5% on the accuracy of our reference simulation.
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pairs of simulations in which η differs by a factor of two is observed to decrease strongly (by roughly an order of magnitude), there is clear evidence for convergence of the 2PCF. Conservatively, the 2PCF in the reference simulation can be taken to be converged to below 0.3% at all scales (i.e. down to ε), and indeed to below 0.1% at all but the smallest scales (above r ≈ Λ/5).

Figure 2 shows again the ratio of the 2PCF measured in the simulation with η = 0.075 to that in the reference η = 0.15 simulation, but for a range of different times. The x-axis has been rescaled by RNL, as we have found that by doing so we obtain an approximate superposition of the curves. A characteristic scale r/RNL ≈ 0.2 marks the transition between very small errors in the 2PCF to a larger (albeit still small) suppression of its value due to finite time-stepping which increases systematically at smaller scales. This scale is thus clearly associated to the transition to strong non-linearity.

An important implication of Figure 2 is that the numerical errors due to time stepping show an approximate self-similar scaling. To the extent that this is the case, we do not expect that such errors can be inferred reliably using the criterion of self-similarity. Before using self-similarity to try to infer resolution limits with respect to the discretization parameters, it is indeed thus essential to perform, as we have just done here, a robust convergence study of the N-body simulation with respect to its numerical parameters. We will discuss this important point in further detail in a forthcoming article, quantifying to what degree self-similarity can in practice be used also to detect time-step dependence in results.

5 RESULTS: DETERMINATION OF RESOLVED SIMILARITY SCALES USING SELF-SIMILARITY

In this section we consider analysis of our reference N-body simulation of the n = −2 scale-free model (N = 1024^4, ε = Λ/30, σ = 0.03, apert = a0 and η = 0.15). We show in detail how we use the criterion of self-similarity to infer the range of scale in which the physical 2PCF is well approximated as a function of time.

5.1 Qualitative inspection of 2PCFs

Figure 3 shows the 2PCF as a function of time (specified by the scale factor a/a0). We have divided the time range into three, corresponding to an approximate division into three different phases that can be distinguished visually in these plots. In each case the panel on the left shows the 2PCFs as a function of comoving distance, in units of Λ, while the panel on the right shows the same quantities as a function of the rescaled distance i.e. divided by the scale RNL as defined by Eq. 1. Exact self-similarity therefore corresponds to the superposition of the curves in the right panels.

The uppermost pair of plots in Figure 3 correspond to evolution up to a = 2a0. In this time range, effects from the underlying lattice are still visibly present but progressively disappear. In the middle pair of plots, corresponding to an intermediate stage of our evolution, we observe on the other hand an apparent almost perfect self-similarity down to a lower cut-off in r/RNL, which monotonically decreases with time. The physical limit represented by the self-similar behaviour appears to be resolved at progressively higher values of the correlation amplitude as the system evolves. Finally, in the bottom pair of plots, corresponding to the latest times, we can observe now visible disagreements at the largest scales to which our 2PCFs extend. These are evidently effects arising from the finite simulation box, which at these times start to affect significantly even the small scales shown in these plots. The impact of such effects would be lesser in a LCDM simulation because the large-scale power spectrum is not as red as n = −2.

5.2 Convergence and precision analysis

We now turn to our quantitative analysis. Our goal is to determine, as a function of time, the range of comoving scale in which the 2PCF can be inferred to represent the physical 2PCF to some precision. To do so we consider the values of the 2PCF as a function of time at a fixed rescaled separation r/RNL, i.e. we consider the values of the 2PCF on a given vertical line in the right panels of Figure 2. In such a representation, exact self-similarity corresponds to a time-independent value. Figure 4 shows this time series for the 2PCF (denoted ξ), as well as its fractional variation between consecutive snapshots (denoted Δξ/ξ), for different chosen values of r/RNL spanning the relevant range. These plots show more quantitatively the trends which have been noted in our discussion of Figure 2 while at the smallest r/RNL a converged self-similar behaviour is never attained, as we move to progressively larger r/RNL the plots show a clear tendency to converge to a well defined value, which sets in earlier and becomes more and more stable as r/RNL increases. Further in all scales showing such a convergent plateau we observe a marked, and quite abrupt, break from this behaviour close to log(a/a0) = 2.5. As anticipated this can clearly be ascribed to the finite box size: at this time the linear theory amplitude in a sphere of radius L/2 is approximately 0.15 and structures of order the box size start to evolve non-linearly in a way which completely breaks the self-similarity.

The lower panels in each plot in Figure 4 show that the convergence, apparent visually as the flattening of the curves in the upper panels, has a clear signature: in these regions the fractional variation Δξ/ξ is not only small but its sign fluctuates about zero. This can be used to define converged regions and an estimated converged value for each rescaled bin. The level at which convergence may be obtained is quantified by these fluctuations, which represent a residual level of breaking of self-similarity due to sampling variance of the estimator. To identify the converged regions we thus simply identify a minimal number of consecutive snapshots in which Δξ/ξ is below this characteristic level. The vertical dashed lines in the upper panels in Figure 4 indicate the regions identified by choosing the threshold level as given by the horizontal dashed lines, and requiring at least three consecutive snapshots. The choice of threshold can be conveniently stated as a bound on the logarithmic derivative d(Δξ)/d(log a) since, given that Δ log a = 1/12, we have d(Δξ)/d(log a) ≈ (17.3)Δξ/ξ. The threshold in Figure 4 corresponds to d(Δξ)/d(log a) ≈ 0.1.

The mean 2PCF in each resolved regions gives an esti-
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Figure 3. Left panels: measured 2PCFs as a function of comoving separation $r$, in units of the initial grid spacing $\Lambda$, for different phases of the evolution (equal logarithmic spacing in scale-factor between the minima and maxima indicated in the legend); Right panels: same data plotted as a function of the rescaled distance in which self-similar evolution corresponds to an invariant 2PCF. At early time (upper panels) we see the imprint in the 2PCF of the initial grid and how it is progressively washed out; at intermediate times (middle panels) the deviation from self-similarity evolves monotonically to higher amplitudes of the 2PCF; at the latest times deviations from self-similarity due to finite box size begin to become visible.

mate for the true 2PCF in the corresponding bin, which we will denote $\xi_{\text{conv}}(r/R_{NL})$. We then estimate a “precision” for each bin, denoted $\Delta(r/R_{NL})$, calculated as the maximal fractional difference between any value of the 2PCF in the converged region and the estimated converged value $\xi_{\text{conv}}(r/R_{NL})$. We note that this quantity is thus not an estimated error on the determination of the mean, but an estimated upper bound to the difference between the 2PCF measured in a single snapshot in the resolved regions and the true converged value. The latter corresponds more to a practical definition of precision in the context of N-body simulation.

Finally the estimated converged value $\xi_{\text{conv}}(r/R_{NL})$ in each bin can be used to define temporal regions in which the measured CF is within some input fraction $f$ of this value, i.e. we can determine, for each rescaled bin, the range of
Figure 4. Each plot shows, for a given rescaled bin labelled by $r/R_{NL}$, the temporal evolution of the 2PCF $\xi$ (large upper panel) and of its fractional variation $\Delta \xi/\xi$ between adjacent snapshots (small lower panel). The vertical dashed lines in the upper panels indicate the range of scale-factors in which the convergence criterion corresponding to the horizontal dashed lines in the lower panel are satisfied: a region is considered converged if $|\Delta \xi/\xi|$ is below the chosen threshold variation for at least three consecutive snapshots. The vertical dotted lines indicates the time at which the comoving size of the rescaled bin is equal to the mean interparticle distance $\Lambda$. Starting from the second bin, we see that convergence sets in earlier as $r/R_{NL}$ increases, which corresponds to the behaviour observed visually in the middle panels of Figure 3. In the last two bins, corresponding to weakly non-linear scales, we can see that convergence is delayed by the imprint at these scales of the initial lattice. Deviations at later times due to finite box size are also apparent in all but the first bin.
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Figure 5. Left panel: Resolved comoving length scales in units of the initial grid spacing $\Lambda$ as a function of time. Right panel: the associated precision of the estimated 2PCF as a function of the rescaled distance $r/R_{NL}$. The plots correspond to the resolved regions shown by the vertical dashed lines in each panel of Figure 4, selected by the criterion that at least three consecutive snapshots have a fractional variation $\Delta \xi / \xi$ within the bounds given by the horizontal dashed lines in the subpanels ($d(\log \xi)/d(\log a) \lesssim 0.1$). The precision $\Delta$ is the maximal value of the absolute value of the fractional difference between any value and the mean 2PCF in the resolved region for each bin.

Figure 6. Same quantities as in previous figure, but corresponding to the criterion that the 2PCF in the defined regions differ by less than 5 percent from the converged 2PCF as estimated using the first criterion. The precision $\Delta$ is calculated in the same way, but relative to the average 2PCF in the new regions.

For $a/a_0$ for which

$$1 - f < \frac{\xi(r/R_{NL}, a)}{\xi_{conv}(r/R_{NL})} < 1 + f.$$  \hspace{1cm} (12)

Using the points in this range, we can then determine again the precision $\Delta(r/R_{NL})$ in the same way as above, taking the new average value of the CF in the range as the converged value in each bin. When $f$ is significantly larger than the initial estimated precision $\Delta(r/R_{NL})$, this new estimated precision would be expected to be of order $f$ for all bins. As we now discuss in detail, we can determine resolved regions for a desired level of precision, provided it is greater than the limiting intrinsic precision inferred from our analysis above.

6 INFERRED RESOLUTION LIMITS AND THEIR INTERPRETATION

Using the results detailed above, it is straightforward to infer the comoving sizes of all bins which are resolved at each time, as well as the associated precision. The results are shown in Figures 5 and 6. In both cases the left panels plots the resolved scale, in units of $\Lambda$, as a function of time, while the right panel shows the precision $\Delta(r/R_{NL})$. Figure 5 corresponds to the tight resolution limits inferred directly from the convergence plots as described in the previous section. The dashed lines indicate lines of constant $r/R_{NL}$ and constant amplitude of the 2PCF, for the indicated values. Figure 6 corresponds to the less restrictive condition given by using Eq. 12 with $f = 0.05$. The corresponding precision $\Delta(r/R_{NL})$ in the right panel of Figure 6 is, as would be expected, more uniform and of order $f$, except at the largest linear scales where, as we will discuss further below, its precision remains high (i.e. $\Delta(r/R_{NL})$ is small) at all times for which the 2PCF is measured.

Figures 5 and 6 are our central and most important results. To our knowledge they provide for the first time in the literature a precise quantification of the resolution of a statistic as a function of time in a cosmological $N$-body simulation. We now discuss in detail the copious information...
of initial correlation around this scale thus blocks the convergence (i.e. degrades the resolution around this scale until a later time). The same effect is responsible for the narrow missing stripe region in the left panel of Figure 5. The corresponding bins are located between the last two bins shown in Figure 4 where the region picked out as convergent by our chosen criteria becomes very sensitive to the precise position and amplitude of this bump feature. By using a slightly less constraining criterion the resolution plots of Figure 4 lose these features and have the greater regularity of Figure 5.

6.2 Precision

We next comment further on our estimated precision, shown in the right panels of Figures 5 and 6. As noted above, we have defined the precision \( \Delta \) as an estimator for the maximal difference between the measured 2PCF in the resolved regions and the converged value.

Examining carefully the convergence plots in Figure 4 it is straightforward to identify two distinct regimes in the range of \( \tau / R_{NL} \) in the right panel of Figure 6. Starting from the smallest values of \( \tau / R_{NL} \) at which convergence is obtained, and up to \( \tau / R_{NL} \approx 0.3 \), the width of the resolved regions grows and the distribution of the values about the mean appears to be fairly symmetric. The estimated precision, below one percent, reflects the points at the extreme of the regions. Thus it appears, for all but the smallest \( \tau / R_{NL} \) in which there are very few points in the resolved regions, to be a conservative upper bound on the precision in most of the region. Starting from values of \( \tau / R_{NL} \) between 0.3 and 0.5, we see emerge, in addition to the effect of the localized features discussed above, a different behaviour: a small but clear systematic decrease in amplitude as a function of time across the resolved regions (as can be seen by examining the sign of \( \Delta \xi / \xi \) in the last bins in Figure 4). This leads to the observed degraded precision in the right panel of Figure 4 starting from about \( \tau / R_{NL} \approx 0.3 \). The origin of this behaviour is clearly the finite box size: the associated comoving scales, in the weakly non-linear regime, grow with time and become increasingly sensitive to missing power at the box scale. The resulting growth of the precision continues up to about 5, when the mass used in our 2PCF calculation starts to limit the selected regions and artificially depresses the measured precision.

In summary our conclusion is that, in the resolved regions shown in the left panel of Figure 6 the precision in the non-linear regime is robustly below the percent level, except for the smallest scales — conservatively, below \( \tau / R_{NL} \approx 0.04 \) corresponding to \( \xi \approx 250 \), where the size of the converged regions is considerably smaller and the estimate of precision less reliable. At larger scales — in the very weakly non-linear and linear regime — precision is, on the other hand degraded by finite box size effects and possibly as large as two percent in the corresponding regions.

The precision corresponding to the resolved regions in Figures 4 is simpler to understand: these regions are constructed by definition to have a target precision of five percent. The strong suppression below this value at large scales is, as in the right panel of Figures 5, due simply to the upper cut-off imposed by the mask in our 2PCF calculation. The significant dispersion around \( \Delta \approx 0.04 \) in the rest of the plot...
arises because the precision has been defined with respect to the average 2PCF in the new regions.

6.3 Evolution of the lower cut-off at late times

We now consider more closely the evolution of the lower cut-off to the resolved scales at later times. The physical effects potentially contributing to this evolution are numerous (e.g. two-body interactions, finite $N$ instabilities, unresolved merging) and, in such a complex out-of-equilibrium system, they are poorly understood. Nevertheless in isolated $N$-body systems in dynamical equilibrium, there is excellent numerical evidence that the simple description of finite $N$ relaxation as due essentially to incoherent two-body scatterings originally proposed by Chandrasekhar is accurate. Farouki & Salpeter (1982, 1994); Theis (1998); Marcos, Gabrielli & Joyce (2017)). In the context of cosmological $N$-body simulations, several studies (e.g. Power et al. (2003); Ludlow, Schaye & Bower (2018)) have advocated that these kind of effects appear to model well resolution-dependent behaviours in the inner parts of halos (see also Knebe et al. (2000), which focusses on issues associated with poor numerical integration of strong two-body deflections). Given that the strongly non-linear 2PCF is dominated by halos, we might expect this to be the relevant mechanism here.

The two panels of Figure 6 show a zoom on the relevant part of the first panel in Figures 4 and 5. They show the smallest resolved scale as a function of time starting from times at which non-linear scales ($\xi > 10$) are resolved. In both plots a line decreasing as $a^{-1/2}$ is shown. It appears to provide a reasonable fit to the average trend, in particular for the lower (estimated 5%) resolution case. Figure 4 shows the corresponding maximal resolved value of the 2PCF, for exactly the same data points. In this case a line proportional $a^3$ is shown that provides a good phenomenological fit to the data. As we now explain, these functional behaviours appear to be very consistent with the conclusion that this evolution is indeed predominantly set by two-body collisionality.

A comoving resolution scale decreasing in proportion to $a^{-1/2}$ corresponds to a resolution scale in physical coordinates, $r_{\text{res}}$, growing in proportion to $a^{3/2}$. Given that $a \propto t^{2/3}$, the observed behaviour corresponds to a scaling $r_{\text{res}} \propto t$. Let us assume, as in Power et al. (2003); Ludlow, Schaye & Bower (2018) that two-body collisions inside a halo leads to progressive relaxation as a function of radius $r$ on an effective time-scale

$$t_{\text{2-body}}(r) \sim \frac{N(<r)}{\sqrt{G \rho_{av}(<r)}}$$

where $N(<r)$ is the number of particles enclosed, and $\rho_{av}(<r)$ is the average physical density in the region. (For simplicity, we have neglected the logarithmic correction to this behaviour in $N$ or the softening $\epsilon$). Identifying now $t = t_{\text{2-body}}(r_{\text{res}})$, we obtain

$$r_{\text{res}}^3 \sim \frac{N(<r_{\text{res}})}{\sqrt{G \rho_{av}(<r_{\text{res}})}}$$

As $N(<r_{\text{res}}) = (4\pi/3)\rho_{av}(<r_{\text{res}})r_{\text{res}}^3$, Eq. (14) is consistent on condition that $\rho_{av}(<r_{\text{res}})$ is constant in physical coordinates. As noted in Figure 5 the 2PCF at the resolution scale grows approximately in proportion to $a^3$, which, as the comoving density grows in proportion to $a^3$, is exactly the required behaviour. In other words, the lower limit to resolution appears to evolve at scales where the local physical density is constant. This also further justifies the use of the simple relation Eq. (13), which is derived assuming stationarity of the mass distribution. The validity of such an approximation in the context of cosmological clustering corresponds to so-called stable clustering. This apparent association between the evolution of resolution at small scales and stable clustering has been previously noted in Benhaiem, Joyce & Sylos Labini (2017). A detailed analysis of the evidence for the validity of the stable clustering approximation at small scales in our simulations will be reported in a separate forthcoming work.

Our conclusion here is based on several assumptions and simple approximations. It may be that processes such as unphysical merging like that analysed in detail by van den Bosch et al. (2015) and van den Bosch & Ogival (2015), and which can increase coupling to unresolved fluctuations at smaller scales, could be partly or wholly responsible for these behaviours. Further detailed analysis — in particular of any dependence of this evolution on force softening — will be undertaken elsewhere in search of a more definitive conclusion.

7 INFERENCES FOR SIMULATIONS OF NON-SCALE FREE COSMOLOGIES

Our underlying motivation is to quantify the resolution of simulations not of scale-free models, but of non-scale free cosmologies such as LCDM or variants of it. We have intentionally framed our characterization of resolution — given in the form of the left panels of Figures 4 and 5 — so that it can potentially be “mapped” easily onto such simulations. The resolved comoving scales are given, in units of $\Lambda$, and as a function of $(a/a_0)$ only. Given the input parameters of an LCDM simulation, $a_0$, as defined in Eq. (7), can be calculated unambiguously given the model parameters and $\Lambda$, and thus one can directly infer an estimate resolution at a function of red-shift in a simulation. The limitation on the reliability of this procedure comes from the facts that (1) the power spectrum of an LCDM cosmology is not a simple power law, and (2) the expansion history deviates from the Einstein-de-Sitter model at late times.

For the former, the question is thus how much the resolution depends on the initial spectrum: while $a_0$ does not depend on it by construction, any of the characteristics of the measured resolution may do so, even strongly. Such a dependence can be expected to be quantifiable in principle by studying scale-free models with exponents $n$, in range which can be inferred from Figure 7 which shows an effective exponent $n_{eff}$ characterizing fluctuations in a typical LCDM model (“Planck 2013”, see Planck Collaboration et al. (2014) ) as a function of red-shift, as inferred from the logarithmic slope of $\sigma_{lin}$ at a scale $R(z)$ defined by $\sigma_{lin}(R, z) = \sigma_{NL}$, for a few different values of $\sigma_{NL}$ are shown. We will report such a study in forthcoming work. However it is clear that, while resolution effects

\[ \text{The results in this figure and the next one have been obtained using the Python toolkit } \text{Colossus} \text{ (Dinedal 2018).} \]
associated with finite size box size are expected to depend strongly on the effective exponent, we do not expect a very significant dependence of the resolution at small scales on the initial spectrum. Indeed the factors which are relevant in fixing the relevant scales and behaviours are in principle very insensitive to the model. As discussed above, they are fixed essentially by \( \Lambda \), and by very general considerations about the processes of gravitational collapse and two-body relaxation. For the latter, our simple analytical model gives a behaviour which is model independent.

For what concerns the resolution at small scales and the deviation from Einstein-de-Sitter of the LCDM cosmology, we note that this reduces — assuming our attribution of its evolution predominantly to two-body collisionality is correct — to the question of how this evolution depends on the model. If the inferred late time evolution is expressed as a function of time, i.e. as \( r_{\text{res}} \propto t^{-1/3} \), it is then model independent, and, neglecting model dependence of any other feature, our result for \( n = -2 \) can be mapped onto LCDM without ambiguity. Using this method Figure 10 shows in a convenient form how the resolution, as a function of redshift, in an LCDM simulation with a specified initial grid spacing and given model (here again assumed to be Planck 2013), can then be inferred approximately from the results given in Figures 5 and 6. The value of \( \log_2 (a/a_0) \) at which the resolution should be inferred in these figures. For each given \( \Lambda \) we show both

\[ \log_2 \left( \frac{a}{a_0} \right) \]

\[ \propto \frac{3 \epsilon}{\Lambda} \]

\[ \propto a^{-1/2} \]
the inference with and without the small modification taking account of the non-Einstein-de-Sitter cosmology. To infer resolution at low red-shift in a very large cosmological simulation supposes evidently a simple extrapolation of the late time evolution we have found. As we have done here the LCDM simulation must be tested separately for its convergence with respect to numerical integration parameters.

8 DISCUSSION

Our analysis has shown that the self-similarity of a scale-free simulation is an excellent tool to quantify the resolution of cosmological N-body simulations. Scale-free simulations have been performed by numerous groups in the past, but with the exception of a few recent works (Orban 2013; Benhaiem, Joyce & Marcos 2013; Benhaiem, Joyce & Sylos Labini 2017), self-similarity tests have been applied only quite qualitatively (e.g. comparing plots of physical quantities at a few different low red-shifts). We have used it here to give, for the first time, a precise quantitative characterization of the evolution of resolution of a statistic measured in an N-body simulation. In doing so we have tested the accuracy of the ABACUS code, showing that it can measure the self-similar 2PCF to an accuracy well below the percent level in a range of scale. Requiring precision at the level of a few percent, we have been able to follow the evolution of the associated resolution scale over a range of scale-factor sufficiently large to allow us even to determine approximately their functional behaviours. The latter appear to be very consistent with the hypothesis that resolution at later times is limited by two-body collisionality inside halos that are approximately stable in physical coordinates, but we have not excluded definitively that other processes may be involved or even dominate.

The question of the small-scale resolution of the 2PCF, and the power spectrum (PS), measured in N-body simulations has been subject of discussion and even controversy in the literature. Given the satisfaction of appropriate criteria for parameters controlling the accuracy of the N-body integration, it is evident that resolution must be controlled by the parameters $\Lambda$ and $\epsilon$. An often used nomenclature which refers to $\epsilon$ as the spatial resolution of an N-body simulation (while $\Lambda$ is referred to as the mass resolution) corresponds to an apparently common idea that it is $\epsilon$ which determines the lower cut-off to spatial resolution. On the other hand, going back to work by Melott et al. (1997); Splinter et al. (1998), even the claim that resolution can be extended below the scale $\Lambda$ at all has been discussed and studied by several authors who reach quite different conclusions (Knebe et al. 2000; Romeo et al. 2002; Joyce, Marcos & Baertschiger 2009).

The methodology we have developed here is, we believe, one which can potentially resolve definitively these issues. The specific results we have presented for the 2PCF in the $n = -2$ model show how the spatial resolution at small scales is fundamentally determined by the scale $\Lambda$. The initial scale of resolution is initially fixed by $\Lambda$, and then evolves very non-trivially in a way which depends on both the dynamics of gravitational collapse itself and on processes like two-body relaxation. The gravitational softening $\epsilon/\Lambda = 1/30$ used here is sufficiently small that it is at all times, except perhaps in the very last few snapshots, very much smaller that the lower cut-off to resolution we have determined. If a significantly larger value of $\epsilon/\Lambda$ is used, we can anticipate that it will set an absolute lower limit on resolution starting from a correspondingly earlier time. Conversely using a smaller $\epsilon/\Lambda$ than that we have employed would not be expected to modify our resolution (although the numerical cost of accurate integration of trajectories may become prohibitive). In a forthcoming article we will test these conclusions more directly by studying simulations of the same scale free model with a range of different values of the force softening.

The results we have presented here are an illustration of the method we have developed, showing how powerful a tool it provides to understand and quantify resolution limits on simulations. Here we have used only a single scale-free model, simulated at fixed values of the discretization parameters, and a single statistic, but the method can be applied much more broadly. Doing so will allow us also to compare our results more directly and quantitatively to those of numerous other works in the literature which have used different methods to constrain the precision of cosmological N-body simulations; in particular such studies have focussed mostly on the precision of the power spectrum measured in cosmological N-body simulations (see e.g. Heitmann et al. 2014; Smith et al. 2014; Klypin & Prada (2018); Knabenhans et al. 2019; Smith & Angulo (2019) and of halo statistics (Power et al. 2016; Klypin et al. 2013; Ludlow, Schave & Bower (2018); van den Bosch et al. (2018); van den Bosch & Ogival (2018); Green & van den Bosch (2019)). We will extend our study to both kinds of statistics and explore how the method allows us, for example, to determine quantitatively how choices about initial conditions and force softening affect resolution and how these choices may be optimized.
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