Abstract—This paper investigates the state estimation problem for a class of complex networks, in which the dynamics of each node is subject to Gaussian noise, system uncertainties and nonlinearities. Based on a regularized least-squares approach, the estimation problem is reformulated as an optimization problem, solving for a solution in a distributed way by utilizing a decoupling technique. Then, based on this solution, a class of estimators is designed to handle the system dynamics and constraints. A novel feature of this design lies in the unified modeling of uncertainties and nonlinearities, the decoupling of nodes, and the construction of recursive approximate covariance matrices for the optimization problem. Furthermore, the feasibility of the proposed estimators and the boundedness of the estimation error covariances are ensured under a developed criterion, which is easier to check than some typical estimation strategies including the linear matrix inequalities-based and the variance-constrained ones. Finally, the effectiveness of the theoretical results is verified by a numerical simulation.
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I. INTRODUCTION

Over the past two decades, complex networks have drawn increasing attention since they can model many physical systems, such as cooperative unmanned aerial vehicles, networked manipulators and multi-satellite systems [1], [2]. One significant research issue is to estimate the state of nodes in complex networks by utilizing system models and measurements [3], [4]. The difference between the state estimation for a single system and that for a complex network lies in the coupling features between nodes, consequently the latter is much more complicated than the former. Moreover, there always exist disturbances, nonlinearities and uncertainties in system models, thus how to design a robust estimator for such a complex network is a great challenge. Generally, the existing robust estimation strategies can be divided into two categories: the linear matrix inequalities (LMIs)-based approach and the variance-constrained approach.

Derived from the $H_{\infty}$ filtering for a single uncertain system, a large number of LMIs-based techniques have been derived for complex networks with various constraints, achieving an $H_{\infty}$ estimation performance [6]–[12]. To name a few examples, in [6] an estimator was proposed for complex networks with randomly occurring sensor saturations, where the exponential mean-square stability of the estimation was ensured under an augmented LMIs-based condition.
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Further, in [8], to reduce the data transmission frequency, an event-triggered algorithm was embedded in the estimator for complex networks in the presence of mixed delays and Gaussian noise. In [9], randomly varying coupling and communication constraints in complex networks were handled by an asynchronous estimator, with gains derived utilizing the LMIs method. Note that the approaches in [6]–[9] are suitable for time-invariant systems (or those with time-invariant estimation error dynamics). Moreover, for time-varying complex dynamical networks, recursive LMIs approaches were designed on a finite horizon in [11], [12], where several LMIs are needed to be solved to obtain the estimator gains at every step. In general, although the LMIs-based approaches can handle the $H_{\infty}$ state estimation problem for complex networks, they are limited by the following drawbacks: 1) the LMIs are usually solved in an augmented form, which pays a high computational price; 2) the LMIs have to be solved at every step for a time-varying system, which limits the online operations of the estimation algorithms.

The variance-constrained approach is another efficient way to handle the robust state estimation problem for complex networks [13]–[17]. In [13], by employing the Riccati-like difference equations technique, an estimator was designed in an augmented form for a class of time-varying coupled complex networks with stochastic measurements. In this algorithm, the estimation error covariance is upper bounded by a sequence of recursive matrices. Later, this scheme was extended to the case with quantized measurements and uncertain inner coupling in [14]. Note that the estimator gain matrices in [13], [14] are determined in the compact form, which are solved by utilizing the global information. However, in terms of computational complexity and operation efficiency, it is preferable to resolve the gains in a distributed way for each node [15]–[17]. For this purpose, in [15], a non-augmented estimator was designed by solving two Riccati-like difference equations, without the need of calculating cross-covariance matrices between coupling nodes. In particular, two inequality conditions on the Riccati-like equations had to be satisfied at every step, which limits the estimator’s applicability. Recently, a boundedness analysis of the estimation error dynamics was presented in [17], where a sufficient condition concerning system matrices was introduced to ensure the estimator feasibility. However, this condition was ineffective since it contains several parameters implicitly in the estimators to be carefully designed. Therefore, the estimators designed by variance-constrained methods are subject to strict feasibility criteria. Besides, the estimators in [13]–[17] failed to handle the case of system parameters with uncertainties, which usually exist in physical systems, such as manipulators and artificial satellites. As a remedy, a penalization approach was introduced to handle the parametric errors for the state estimation of networked systems in [18]. However, it was assumed that every system matrix was first-order differentiable with respect to each parametric error, and a central unit was needed to derive all estimator gains. In this sense, the algorithm in [18] is not fully distributed.

This paper focuses on the state estimation problem for complex coupled networks with deterministic matrix uncertainties, Gaussian noise and nonlinearities in each node’s dynamics. Following the idea of regularized least-squares for a time-invariant single system [19]...
and using a decoupling technique, the problem is reformulated as an optimization problem such that the disturbances and nonlinearities can be simultaneously modeled under a unified framework. Then, based on the measurements of each node, a novel class of estimators are presented with gains solved in a distributed way. Moreover, a boundedness analysis of the estimator parameters and the estimation error covariances is presented. Compared to [19], this paper faces two main technical challenges: 1) the introduction of system nonlinearity will greatly increase the difficulty of the robust state estimation problem since the parametric errors and the linearization errors are heterogeneous; 2) the coupling in the networked system makes the derivation of the estimator gains more difficult, where the information of neighbors needs to be evaluated accurately and utilized effectively. Moreover, the analysis of the estimation performance, together with the feasibility of the estimator, is particularly challenging.

The main contributions of this paper are three-fold. First, the proposed estimators can deal with time-varying nonlinear system dynamics with norm-bounded system matrix uncertainties, more general than those in the literature. Second, by using a decoupling technique, the estimator gains are solved for each node individually, i.e., in a distributed way rather than in an augmented form as the LMIs-based approaches [6]–[12]. Thus, the proposed estimators have the superiority in terms of the computational complexity. Third, based on a rigorous boundedness analysis of the estimation error covariances, one criterion is derived to ensure the feasibility of the estimators, which is easier to check than those from variance-constrained approaches [13]–[15].

The rest of this paper is organized as follows. In section II, some notations, useful lemmas and the problem statement are presented. In section III, a class of robust state estimators for complex networks are designed in a distributed fashion, respectively. Both the feasibility of the estimators and the estimation performance are analyzed. In section IV, a numerical simulation is provided to verify the effectiveness of the theoretical results. In section V, some conclusions are drawn.

II. Preliminaries and Problem Statement

A. Notations and Useful Lemmas

Notations: $P^T$, $\|P\|_2$ and $P^{-1}$ stand for the transpose, the 2-norm and the inverse of matrix $P$, respectively. $P > Q$ means that $P - Q$ is a positive definite matrix. For a matrix $P \in \mathbb{R}^{n \times n}$ and a vector $q \in \mathbb{R}^{n \times 1}$, $\|q\|_P^2$ denotes $q^T P q$. $\text{diag} \{\cdot\}$ represents a block-diagonal matrix. $\mathcal{E}\{\cdot\}$ is the mathematical expectation of a random variable. $I_n$ is the $n \times n$ identity matrix. $0_n$ is the $n \times n$ zero matrix. $\sigma_{max}\{\cdot\}$ denotes the maximum singular value of a matrix. $S_{Re}\{\cdot\}$ is the set of eigenvalues’ real parts of a square matrix, and $S_{Abs}\{\cdot\}$ is the set of the absolute values of elements in $S_{Re}\{\cdot\}$.

Lemma 1: [20] For any given matrices $P \in \mathbb{R}^{n \times n}$, $Q \in \mathbb{R}^{n \times m}$ and $S \in \mathbb{R}^{m \times n}$, if $P^{-1}$ and $Q^{-1}$ exist, then

$$(P + S^T QS)^{-1} = P^{-1} - P^{-1} S^T (Q^{-1} + S P^{-1} S^T)^{-1} S P^{-1}.$$  

Lemma 2: For any given matrices $P \in \mathbb{R}^{n \times n}$ and $Q \in \mathbb{R}^{n \times m}$, and a positive scalar $\beta$, one has

$$(P + Q)^T (P + Q) \leq (1 + \beta)P^T P + (1 + \beta^{-1})Q^T Q.$$  

Lemma 3: For any given matrices $P_i \in \mathbb{R}^{n \times m}$, $i = 1, 2, \ldots, N$, one has

$$\left( \sum_{i=1}^{N} P_i \right)^T \left( \sum_{i=1}^{N} P_i \right) \leq N \sum_{i=1}^{N} P_i^T P_i.$$  

B. Problem Statement

Consider a class of discrete-time uncertain nonlinear networks consisting of $N$ nodes (agents) as follows:

$$x_{k+1,i} = f(x_{k,i}) + \sum_{j \in \mathcal{N}_i} \pi_{ij} g(x_{k,j}) + \omega_{k,i},$$  
$$y_{k,i} = h_i(x_{k,i}) + \nu_{k,i}, \quad i = 1, \ldots, N,$$

where $x_{k,i} \in \mathbb{R}^n$ is the state system of node $i$ at step $k$, $y_{k,i} \in \mathbb{R}^r$ is the measurement at step $k$, $a$ is a positive constant, $\pi_{ij}$ is the coupling strength between nodes with $\pi_{ij} \neq 0$ if $j \in \mathcal{N}_i$ (the set of node $i$’s neighbors, including node $i$ itself), otherwise $\pi_{ij} = 0$. $\omega_{k,i} \in \mathbb{R}^n$ is the process white Gaussian noise with covariance $Q_{k,i} > 0$; while $\nu_{k,i} \in \mathbb{R}^r$ is the measurement white Gaussian noise with covariance $R_{k,i} > 0$, $\omega_{k,i}$ and $\nu_{k,i}$, $i = 1, \ldots, N$, $k = 1, 2, \ldots$, are uncorrelated, and $f(\cdot)$, $g(\cdot)$ and $h_i(\cdot)$ are nonlinear system functions.

In some physical systems, such as cooperating unmanned aerial vehicles and multi-manipulator systems, the exact processing dynamics is difficult or even impossible to know due to imprecise system parameters and structures. This likely gives rise to the inaccuracy in $f(\cdot)$, $g(\cdot)$ and $h_i(\cdot)$ with the system model errors being bounded by positive definite matrices $\mathcal{E}\{\cdot\}$, $\mathcal{E}\{\cdot\}$ and $\mathcal{E}\{\cdot\}$, respectively. Under such situations, taking $f(\cdot)$ for example, it is more feasibly described by

$$f(x_{k,i}) = \hat{f}(x_{k,i}) + \Delta f_{k,i} x_{k,i},$$

where $\hat{f}(\cdot)$ is the known nominal system function, $\Delta f_{k,i}$ is the structured uncertain term with $\Delta f_{k,i} = E_{k,i} \Delta_1, \Delta_1$ is a class of known matrices such that $\Delta_1$ is a known matrix and $\|\Delta_1\|_2 \leq 1$, representing the structure and amplitude of the uncertainty, respectively. In the following, $E_{k,i}$ will play an important role in restraining system perturbation and ensuring the estimation performance. It is worth mentioning that only the coefficients $\Delta f_{k,i}$ is assumed to be bounded. Therefore, although such a model cannot characterize all uncertain nonlinear systems, it still can describe a large number of physical plants, such as Lu’re systems and all those satisfying the Lipschitz condition.

In this paper, the developed method for dealing with the nonlinearity and uncertainty of $f(\cdot)$ can be directly extended for $g(\cdot)$ and $h_i(\cdot)$. Hence, for simplicity, $g(x_{k,i})$ and $h_i(x_{k,i})$ are assumed to be $G x_{k,i}$ and $H_i x_{k,i}$, respectively, with known matrices $G$ and $H_i$. On the basis of the above discussion, the system dynamics is modified to be

$$x_{k+1,i} = \hat{f}(x_{k,i}) + \Delta f_{k,i} x_{k,i} + \sum_{j \in \mathcal{N}_i} \pi_{ij} G x_{k,j} + \omega_{k,i},$$  
$$y_{k,i} = H_i x_{k,i} + \nu_{k,i}, \quad i = 1, \ldots, N.$$  

To deal with the state estimation problem for the above nonlinear networks and measurements containing noise, uncertainty, and nonlinearity, some methods were developed [13], [15], [23], which are summarized as follows.

First, denote the priori estimate and the posteriori estimate by $\hat{x}_{k,i}$ and $\hat{x}_{k,i}$, respectively. Here, by utilizing previous estimates and current measurements, the structure for estimates at the current step is designed as

$$\hat{x}_{k+1,i} = \hat{x}_{k,i} + \sum_{j \in \mathcal{N}_i} \pi_{ij} G \hat{x}_{k,j},$$  
$$\hat{x}_{k+1,i} = \hat{x}_{k+1,i} + K_{k+1,i}(y_{k+1,i} - H_i \hat{x}_{k+1,i}).$$

where $K_{k+1,i}$ is the estimation gains to be optimized. This structure is proposed for good reasons. First, the priori estimate is designed by following the same structure as that of the plant. Then, this value is modified to obtain the posteriori estimate by using the innovation
error of node $i$. If innovation errors of neighbors are adopted to develop the estimator, then neighbors’ information of every neighbor is needed to derive the estimator gains of node $i$, which consumes much more communication resources. Besides, the introduction of such global information leads to complex coupled terms, making it practically impossible to solve the estimator gains in a distributed way.

Then, define the estimator error at step $k$ as $e_{k,i} = x_{k,i} - \hat{x}_{k,i}$. Note that the normal nonlinear function satisfies

$$f(x_{k,i}) - f(\hat{x}_{k,i}) = F_{k,i}e_{k,i} + O(e_{k,i}),$$

where $F_{k,i} = \frac{\partial f(x_{k,i})}{\partial x_{k,i}}|_{x_{k,i}}$ and $O(e_{k,i})$ represents the high-order terms. In many physical systems, $O(e_{k,i})$ can be described by [13, 16].

$$O(e_{k,i}) = E_{2,k,i}\Delta_{2,k,i}e_{k,i},$$

where $E_{2,k,i}$ is a known matrix and $\Delta_{2,k,i}$ is the uncertain matrix that satisfies $\|\Delta_{2,k,i}\|_2 \leq 1$.

Based on the above process for dealing with nonlinearities, the dynamics of the estimation error at step $k + 1$ can be derived as

$$e_{k+1,i} = [I - K_{k+1,i}H_i]\Delta f_{k,i}x_{k,i} + (F_{k,i} + E_{2,k,i}\Delta_{2,k,i})e_{k,i} + \omega_{k,i} + a \sum_{j \in N_i} \pi_{ij}G_{k,j}e_{k,i} - K_{k+1,i}\nu_{k+1,i}.$$  

Now, define the covariances of the estimation errors for node $i$ as $P(e_{k+1,i}) = E\{e_{k+1,i}e_{k+1,i}^T\}$. The estimation gains $K_{k+1,i}, i = 1, \ldots, N$, are optimized by

$$\{K_{k+1,i}\}_{optimal} = \arg \min_{K_{k+1,i}} P(e_{k+1,i}), \quad \forall i \in N.$$  

Since $P(e_{k+1,i})$ contains the error-estimate coupling term $e_{k,i}\hat{x}_{k,i}^T$, the linearization error $E_{2,k,i}\Delta_{2,k,i}e_{k,i}$ and the uncertain term $\Delta f_{k,i}x_{k,i}$, some matrix inequality techniques have to be employed. For example, in [15, 16], Young’s inequality and a quadratic matrix inequality are introduced to provide a deterministic upper bound of the estimation error covariance, which is generally too conservative. Thus, the estimation performance is degraded. Besides, they fail to handle the situation with an uncertain system state term $\Delta f_{k,i}x_{k,i}$. Moreover, in those methods, some complex conditions have to be checked to ensure the estimator feasibility at every estimation step. In this sense, these algorithms are centralized and the computational complexity is relatively high.

To address the above limitations, this paper focuses on the following two problems.

**Problem 1:** How to design a distributed estimator of low computational complexity in the simultaneous presence of noise, system uncertainties and nonlinearities?

**Problem 2:** How to guarantee the boundedness of the estimator gains and the estimation performance?

### III. MAIN RESULTS

In this section, a novel state estimation framework is introduced for dynamic networks [1] subject to Gaussian noise, nonlinearities and uncertainties. The boundedness of the estimator is analyzed. The estimation performance is theoretically evaluated.

#### A. Design of Distributed State Estimators

In this subsection, inspired by the regularized least-squares problem with uncertainties discussed in [19], the state estimation problem for the uncertain nonlinear networks [1] is investigated in the distributed form.

First, introduce an approximate covariance matrix for node $i$ at step $k + 1$ as

$$P_{k+1,i} = (I + a)(\hat{P}_{k+1,i} + H_i^T\hat{R}_{k+1,i}H_i + 2\hat{\Sigma}_{k,i}I_n)^{-1} + (a + a^2)\times (N - 1) \sum_{j \in N_i, j \neq i} \pi_{ij}^2G_{k,j}^T G_{k,j}^T + G_{k,j}^T H_i^T Z_{k,j,i} H_j G_{k,j}^{-1} G_{k,j}^T,$$

with

$$\hat{P}_{k+1,i} = (F_{k,i} + a\pi_{ij}G)P_{k,i}(F_{k,i} + a\pi_{ij}G)^T + Q_{k,i},$$

$$\hat{R}_{k+1,i} = (1 + a)^{-1}R_{k+1,i} - \hat{\Sigma}_{k,i}^{-1}H_i E_{k,i} E_{k,i}^T H_i^T,$$

$$Z_{k,i,j} = \pi_{ij}^2(a + a^2)(N - 1) R_{k+1,i}^{-1},$$

where $E_{k,i} = [E_{1,k,i}, E_{2,k,i}]$, parameters $\hat{\Sigma}_{k,i}$ and $\alpha_{k,i} \in [0, 1]$ are two scalars to be further optimized in the last part of this subsection.

In this paper, $P_{k,i}$ and $\hat{P}_{k,i}$ are not real estimation posterior and priori error covariance matrices, respectively, i.e., $\{e_{k,i}, e_{k+1,i}^T\} \neq P_{k,i}$ and $\{e_{k,i}, e_{k+1,i}^T\} \neq \hat{P}_{k,i}$. Instead, they are iterated similarly to those of the standard Kalman filter, in order to act as the real covariance matrices to evaluate the posterior and priori error statistical characteristics. In the following subsections, it will be proved that they indeed guarantee the boundedness of the estimator gains and $E\{e_{k,i} e_{k+1,i}^T\}$.

Then, design the following distributed estimator.

$$\hat{x}_{k+1,i} = \{1 - \alpha_{k,i}\}[\hat{\pi}_{k+1,i} + K_{1,k+1,i}b_{k+1,i}] + \alpha_{k,i}\tau_{k+1,i} + \sum_{j \in N_i, j \neq i} \alpha_{k,i} K_{2,k+1,i} b_{k+1,i} / \sum_{j \in N_i, j \neq i} \pi_{ij},$$

where

$$\hat{\pi}_{k+1,i} = f(\hat{x}_{k,i}) + a \sum_{j \in N_i} \pi_{ij} G_{k,j} \hat{x}_{k,j},$$

$$\tau_{u_{k+1,i}} = \hat{\pi}_{k+1,i} - \hat{\pi}_{k+1,i} - f(\hat{\pi}_{k+1,i} + a\pi_{ij}G)P_{k,i}\hat{x}_{k,i}/(1 - \alpha_{k,i}),$$

$$b_{k+1,i} = y_{k+1,i} - H_i \hat{\pi}_{k+1,i},$$

$$b_{u_{k+1,i}} = y_{k+1,i} - H_i \tau_{u_{k+1,i}},$$

$$K_{1,k+1,i} = (\hat{P}_{k+1,i}^{-1} + H_i^T \hat{R}_{k+1,i}^{-1} H_i + 2\hat{\Sigma}_{k,i} I_n)^{-1} H_i^T \hat{R}_{k+1,i}^{-1},$$

$$K_{2,k+1,i} = \pi_{ij} G(\hat{P}_{k+1,i}^{-1} + G_{k,j}^T H_i^T Z_{k,j,i} H_j G_{k,j}^{-1} G_{k,j}^T) \hat{P}_{k+1,i}^{-1},$$

With the appropriate parameters $\hat{\Sigma}_{k,i}$ and $\alpha_{k,i}$, the proposed state estimation algorithm for the uncertain nonlinear networks in a distributed sense is summarized as Algorithm [1]. The derivation of Algorithm [1] is given in Appendix A.

Actually, Algorithm [1] is designed based on the following optimization problem.

$$\min_{x_{k,i}(j = 1, \ldots, N), \omega_{k,i}} J_{1,1}(x_{k,1}, \ldots, x_{k,N}, \omega_{k,i}, x_{k+1,i}),$$

s.t. $x_{k+1,i} = f(x_{k,i}) + \Delta f_{k,i} x_{k,i} + a \sum_{j \in N_i} \pi_{ij} G_{k,j} x_{k,j} + \omega_{k,i}$, with

$$J_{1,1} = \|x_{k,i} - \hat{x}_{k,i}\|^2_{F_{k,i}} + \|\omega_{k,i}\|^2_{Q_{k,i}} + \|y_{k+1,i} - H_i x_{k+1,i}\|^2_{R_{k+1,i}} + \sum_{j \in N_i} \|x_{k,j} - \hat{x}_{k,j}\|^2_{P_{k,j}^{-1}},$$

(12)
Algorithm 1 State estimation for node $i$ at step $k + 1$ by the distributed method

Initialization: The parameters $\lambda_0,i$, $\tilde{P}_{0,i}$ and $P_{0,i}$ are set as:
\[
\lambda_0,i = (1 + \beta)||E_0^T H_0 R_{0,i}^{-1} H_0^T E_0||_2, \quad \beta > 0,
\]
\[
0 < \tilde{P}_{0,i} \leq Q_0,
\]
\[
P_{0,i} = (\tilde{P}_{0,i}^{-1} + H_0^T R_{0,i}^{-1} H_0)^{-1}.
\]

Input: $y_{k+1,i}$, $\hat{x}_{k,i}$ and $P_{k,j}$, $j \in N_i$;
Output: $\hat{x}_{k+1,i}$ and $P_{k+1,i}$:
1: Exchange the information package $(\hat{x}_{k,i}, P_{k,i})$ with its neighbors;
2: Calculate the recursive matrix $P_{k+1,i}$ by (7);
3: Get the priori state estimates $\bar{x}_{k+1,i}$ and $P_{k+1,i}$ by (10);
4: Compute the posterior state estimate $\hat{x}_{k+1,i}$ by (9).

where $P_{0,i}$ is designed in (7), and $Q_{k,i}$ and $R_{k+1,i}$ are given in Section II-B. The structure of $J_{1,i}$ in (12) can be interpreted as follows. Note that $x_{k+1,i}$ is driven by the state of node $i$ and its neighbors at step $k$, and the process noise. Correspondingly, the first three parts of $J_{1,i}$ are optimized to obtain the priori estimate according to the priori information, such as the system model and the noise covariance. Then, by adding the last term, the local measurement information is utilized efficiently to correct the priori estimate. Hence, the cost function attempts to balance the model prediction process and the measurement feedback process.

Remark 1: The parameter $\alpha_{k,i}$ is introduced to act as a regulatory indicator, balancing the weights of the innovation errors on node $i$ and its neighbors. Specifically, the priori estimate of node $i$ is corrected by $(1 - \alpha_{k,i}) \hat{x}_{k,i}$, while the ones of node $i$’s neighbors are corrected by $\alpha_{k,i} P_{k+1,i}$ according to the existing methods putting node $i$’s own and neighbors’ information together, this decoupling design simplifies the solution process. Meanwhile, by this technique, the impact of the whole network on the subsystems is decoupled onto the neighbors at each estimation step. Here, how to obtain the optimized $\alpha_{k,i}$ is the key to guarantee the decoupling effect, which will be studied in the following part.

Remark 2: Compared with the estimation algorithm in [18], Algorithm 1 possesses the following differences and advantages. First, the estimator gain of each node is developed based only on neighbors’ information, different from that in [18], where a central unit is needed to collect global information. Second, every system matrix is required to be first-order differentiable with respect to each parametric error in [18], while the system matrix uncertainties in this paper are described by bounded parameters based on graph theory. Third, in the presence of system uncertainties, rigorous proofs for the feasibility of the estimators and the boundedness of the estimation error covariances are provided in this paper.

Proposition 1: The computational complexity of Algorithm 1 is $O(|N_i|^3 + n^3)$, where $N_i$ is the neighbor set of node $i$.

proof 1: Note that Algorithm 1 consists of three recursive equations (7), (9) and (10) with several auxiliary matrices, and that $P_{k,i} \in \mathbb{R}^{n_x \times n_x}$, $G \in \mathbb{R}^{n_x \times n}$, $R_{k+1,i} \in \mathbb{R}^{n_x \times n_x}$ and $H_i \in \mathbb{R}^{n_x \times n}$ in (7). According to (24), the computational complexity of (7) can be evaluated as $O(|N_i|^3 + n^3)$. Similarly, the ones of (9) and (10) are $O(|N_i|^3 + n^3)$ and $O(n^3)$, respectively. Hence, the total computational complexity of Algorithm 1 is $O(|N_i|^3 + n^3)$.

Remark 3: Compared with the centralized algorithms in [13], [14], whose computational complexity is $O(N^3 n^2 + N^4 \lambda^2)$, Algorithm 1 in this paper shows great superiority of saving computational resources.

In the following, an optimization approach is presented for determining parameters $\lambda_{k,i}$ and $\alpha_{k,i}$ in (6).

Theorem 1: Consider networks (1) with measurements (2). The parameters $\lambda_{k,i}$ and $\alpha_{k,i}$ in estimator (5) can be optimized by
\[
\{\alpha_{k,i}^{opt}, \lambda_{k,i}^{opt}\} = \arg \min_{\alpha_{k,i}, \lambda_{k,i} \in [0, 1]} J_{2,i} (\bar{x}_{k,i}, \alpha_{k,i}),
\]
where $J_{2,i} (\bar{x}_{k,i}, \alpha_{k,i})$ is given in (34) in the Appendix.

The proof of Theorem 1 is given in Appendix B.

Remark 4: Although $J_{2,i} (\bar{x}_{k,i}, \alpha_{k,i})$ in (13) is not convex with respect to $\bar{x}_{k,i}$ and $\alpha_{k,i}$, some existing algorithms can be used to solve the problem, such as the quasi-Newton methods [25], [26]. Generally, the solving methods for (13) are mature and their computational complexity is acceptable.

As shown in [27] and [28], one can set $\bar{x}_{k,i} = (1 + \beta) \hat{x}_{k,i}$ for computational simplification, where $\beta \in (0, 1)$, and
\[
\hat{x}_{k,i} = (1 + a)^{-1} ||E_k^T H_{k} R_{k+1,i}^{-1} H_i E_k||_2.
\]
For example, in [28], $\beta = 0.5$ usually generates a desirable estimation performance. For linear time-invariant systems, when the estimator gains converge, $\bar{x}_{k,i}$ tends to a fixed value. Thus, in such situations, $\bar{x}_{k,i}$ can be pre-computed to achieve a satisfactory suboptimal estimation. Further, the analytical expression of $\alpha_{k,i}^{opt}$ is given as follows.

Corollary 1: If $\bar{x}_{k,i} = (1 + \beta) \hat{x}_{k,i}$, then $\alpha_{k,i}^{opt}$ can be optimized by
\[
\alpha_{k,i}^{opt} = \begin{cases} 0 & \text{if } \hat{x}_{k,i} < 0, \\ \Phi_{k,i} & \text{if } \hat{x}_{k,i} \in [0, 1], \\ 1 & \text{if } \hat{x}_{k,i} > 1, \end{cases}
\]
with
\[
\Phi_{k,i} = \left( \Phi_{k,i}^1 + 2 \Phi_{k,i}^2 \right) / \left( 2 \Phi_{k,i}^2 + 2 \sum_{j \in N_i \setminus \{i\}} \Phi_{k,j} \right),
\]
where $\Phi_{k,i}^1$, $\Phi_{k,i}^2$, and $\Phi_{k,j}$ are defined in (35) in the Appendix.

The proof of Corollary 1 is given in Appendix C.

From [15], $\Phi_{k,i}^1$ is related to the level of system perturbations while $\Phi_{k,i}^2$ is related to the confidence of node i’s neighbors’ information. If system perturbations are larger, which leads to a larger $\Phi_{k,i}^1$, then $\alpha_{k,i}^{opt}$ is larger. Similarly, if the neighbors’ information is less confident, which leads to a larger $\Phi_{k,i}^2$, then $\alpha_{k,i}^{opt}$ is smaller. In this sense, $\alpha_{k,i}$ acts as a regulatory indicator to determine the weight of the residual error for each node’s own and its neighbors’ information. In particular, if there are no system uncertainties and neighbors, i.e., $\Delta f_{k,i} = 0$ and $a = 0$, then the estimation problem becomes the standard Kalman filtering problem. In such case, one can show that $\Phi_{k,i}^1 = 0$ and $\Phi_{k,i}^2 = 0$, thus, $\alpha_{k,i} = 1$, which is consistent with the standard Kalman filter.

B. Boundedness Analysis of Estimator Gains

In this subsection, the boundedness of the distributed estimator gains in (9) is studied. The key issue is to analyze the uniform boundedness of $P_{k,i}$, $\bar{P}_{k,i}$ and $\tilde{P}_{k,i}$. Without losing generality, study the one of $P_{k,i}$ for any $k$.

Assumption 1: The matrix $F_{k,i} + a \sigma_n G$ is non-singular.
Remark 5: This assumption is automatically satisfied if the model and its Jacobian matrix $F_{k,i} + a \pi_i G$ are obtained by the discretization of a continuous-time system \([29]\). Besides, this assumption can be relaxed to be that the matrix $F_{k,i}$ is non-singular, where $F_{k,i}$ is a matrix in the “neighbourhood” of $F_{k,i} + a \pi_i G$, i.e., $\|F_{k,i} + a \pi_i G - F_{k,i}\| \leq \epsilon_i$ with $\epsilon_i$ being a small positive number. In Assumption 4, $F_{k,i} + a \pi_i G$ instead of $F_{k,i}$ is chosen just for readability and simplicity.

Assumption 2: $(F_{k,i} + a \pi_i G, H_i)$ is uniformly observable, i.e., there exists a positive scalar $\kappa$ and a positive integer $N$ such that

$$\kappa I \leq \sum_{h=0}^{N-1} \Psi_{k+h-1,k}^T H_i^T R_{k+1,h}^{-1} H_i \Psi_{k+h-1,k},$$

where

$$\Psi_{k+h-1,k} = \left\{ (F_{k+h-1,k} + a \pi_i G) \cdots (F_{k,i} + a \pi_i G) \right\} \text{ if } h \geq 1,$$

$$\{ \right\} \text{ if } h = 0.$$

For linear time-invariant systems, Assumption 2 is equivalent to that $(H, F_i + a \pi_i G)$ is observable, where $H = [H_i^T, \ldots, H_i^N]^T$.

Assumption 3: [16, 30] The parameters in (1) are uniformly bounded, i.e., there exist positive constants $\kappa F_1, \kappa F_2, \kappa E_1, \kappa E_2, \kappa H, \kappa_{\omega_1}, \kappa_{\omega_2}, \kappa_{\nu_1}$ and $\kappa_{\nu_2}$ such that $\|F_{k,i} + a \pi_i G\| \leq \kappa F_1$, $\|G\| \leq \kappa_\sigma$, $\|E_{k,i}\| \leq \kappa E_1$, $\|E_{2,k,i}\| \leq \kappa E_2$, $\|H_i\| \leq \kappa H$, $\kappa_{\omega_1} \leq \|Q_{k,i}\| \leq \kappa_{\omega_2}$, and $\kappa_{\nu_1} \leq \|R_{k,i}\| \leq \kappa_{\nu_2}$ for all $k = 1, 2, \ldots, N$.

Theorem 2: Consider networks (1) with measurements (2). If Assumptions 1 and $X_{k,i} = (1 + \beta)\lambda_{k,i}$ with $\lambda_{k,i}$ defined in (14), the recursive matrix $P_{k,i}$ is uniformly upper and lower bounded, provided that

$$\max \left\{ (\kappa F_{k,i} - \kappa E_1)^{-1} \right\} \leq \left( \frac{a + a^2}{\kappa F_1} \right)^{-1} (N - 1)^{-1} \pi_m^{-1},$$

where $\pi_m = \max \{ \pi_{ij}, \forall i, j \in [1, \ldots, N] \}$.

The proof of Theorem 2 is given in Appendix 2.

Remark 6: Theorem 2 provides a sufficient condition for the stability of the proposed estimation algorithm. Note that, in [15], the corresponding condition can be summarized as that one bound of the estimation error covariance must be smaller than a given (or chosen) positive number at each step. Instead, in this paper, one only needs to check a condition at the beginning of the estimation process, which shows its superiority in terms of online solving the state estimation problem for online applications.

Assumption 4: The system (1) reduces to a class of uncertain linear time-invariant complex network, i.e., $F_{k,i} = F_i, E_{1,k,i} = E_{1,i}, E_{2,k,i} = E_{2,i}, Q_{k,i} = Q_i$, and $R_{k,i} = R_i$.

Generally, for slowly varying systems with relatively fast-sampling sensors, this assumption naturally holds.

Corollary 2: Consider networks (1) with measurements (2). If Assumptions 1 hold and $X_{k,i} = (1 + \beta)\lambda_{k,i}$, then the recursive matrix $P_{k,i}$ is convergent.

The proof of Corollary 2 is given in Appendix 2.

Built on Theorem 2, Corollary 2 reveals that the convergence of the estimator gains in (9) is ensured for time-invariant systems.

C. Boundedness Analysis of Estimation Error Covariances

In this subsection, the boundedness of the estimation error covariance by the proposed distributed estimator is analyzed for two cases: 1) $\Delta f_{k,i} = 0$; 2) $\Delta f_{k,i} \neq 0$.

First, consider the case of $\Delta f_{k,i} = 0$, i.e., the uncertainty in the system function is omitted. The corresponding result on the estimation performance by the distributed estimator (9) is summarized as follows.

Theorem 3: Consider networks (1) with $\Delta f_{k,i} = 0$ and measurements (2). Then, the distributed estimator (9) is unbiased. Furthermore, suppose that Assumptions 1 hold and $X_{k,i} = (1 + \beta)\lambda_{k,i}$. Then, the estimation error covariance for node $i$ is ultimately upper bounded if

$$\|HF\| \leq \left( 1 + \kappa_{F_1}^{-1} \kappa_{E_2} + a \pi_m r_1 \kappa G \sqrt{N(N-1)} \right)^{-1},$$

where $\pi_m = \max \{ \pi_{ij}, i, j \in [1, \ldots, N] \}$ and $HF$ is given in (11).

The proof of Theorem 3 is given in Appendix 3.

Remark 7: Theorem 3 provides a condition for guaranteeing the estimation performance, i.e., the boundedness of Algorithm 1. Actually, by some calculations, this condition can be further relaxed as $\kappa_{F_1}^{-1} \kappa_{E_2} + a \pi_m r_1 \kappa G \leq \epsilon_2$ with $\epsilon_2$ being a positive scalar in terms of $N$, $\kappa_{E_2}$, etc. This equivalently requires that the observed system should evolve slowly or the sensors should have the ability of fast sampling, which is consistent with the intuition. Compared with the recursive methods used in [13, 15], the condition for the above algorithm only needs to be justified once while the ones in [13, 15] contain some parameters that must be carefully chosen at every step, e.g., $\alpha_{k,i}$ and $\beta_{k,i}$ in [15].

When it comes to the case of $\Delta f_{k,i} \neq 0$, the following assumption is needed.

Assumption 5: $\Delta f_{k,i}, x_{k,i}$ is uniformly upper bounded, i.e., there exist a positive scalar $\kappa_u$ such that $\|\Delta f_{k,i}, x_{k,i}\| \leq \kappa_u$.

Corollary 3: Consider networks (1) with measurements (2). If the conditions of Theorem 3 and Assumption 5 hold, the estimation error covariance for node $i$ is ultimately upper bounded.

The proof of Corollary 3 can be performed by simply combining the one in Theorem 3 above with the one in Theorem 3 in [27].

IV. SIMULATION EXAMPLE

In this section, the theoretical results are visualized by a comparative simulation, where a discrete time-varying complex coupled network of four nodes is considered. Similarly to the simulation model considered in [13], the system nonlinear function in (1) is set as

$$f(x_{k,i}) = \begin{bmatrix} 0.9 x_{k,i}(1) + \sin(0.5 x_{k,i}(2)) \\ 0.9 x_{k,i}(2) - \sin(0.5 x_{k,i}(1)) \end{bmatrix},$$

with $x_{k,i} = [x_{k,i}(1), x_{k,i}(2)]^T$, and the measurement matrices are given as

$$H_{k,1} = [0.90 \ 0.25], \ H_{k,2} = [0.95 \ 0.65],$$

$$H_{k,3} = [0.90 \ 0.35], \ H_{k,4} = [0.85 \ 0.20].$$

Besides, the coefficient $a = 0.1$, the coupling strength $\pi_{ij}$ is chosen as

$$\pi_{ij} = \begin{cases} 0.3, & i = j \\ 0.1, & i \neq j \end{cases},$$

and the inner-coupling matrix $G = 0.2 I_2$. The processing and measurement noise covariances for each node are given as $Q_{k,i} = 0.001 I_2$ and $R_{k,i} = 0.01, i = 1, \ldots, 2, k = 1, 2, \ldots$. The initial values of the system states and estimates are chosen as
\( x_{0,1} = [2.0 - 2.8]^T, \ x_{0,2} = [2.5 - 2.5]^T, \ x_{0,3} = [2.5 - 2.0]^T, \)
\( x_{0,4} = [2.0 - 2.0]^T, \tilde{x}_{0,i} = x_{0,i} + 0.2i \times [\delta_i, \delta_i]^T, \ i = 1, \ldots, 4, \)
where \( \delta_i \) is zero-mean Gaussian noise with unit covariance. Other parameters are given as \( \beta = 0.5, \bar{P}_{0,i} = 0.001, \alpha_{k,i} = 0.1, \forall k = 1, 2, \ldots. \)

The simulation results are illustrated from two aspects: 1) the estimation performance of each node by Algorithm 1; 2) a comparative study with several typical estimation algorithms; 3) a comparative study with different network structures.

**Part 1:** By using Algorithm 1 based on the above parameters, the numerical simulation results are shown in Figs. 1 and 2 where...
the states, the estimates, and the estimation errors of each node are plotted. It can be seen that the estimates well follow the real states of each node in the presence of disturbances and nonlinearities, which indicates that the estimation performance is ensured by the proposed distributed estimation algorithm.

Part 2: To better illustrate the performance of the proposed distributed robust estimation algorithm (DREA), a comparative simulation for network 1 with several typical estimation algorithms is presented, including the augmented recursive estimation algorithm (AREA) in [13, 14], the non-augmented variance-constrained estimation algorithm (NVEA) in [15-17]. Before proceeding to the comparative results, define the average mean-square errors for node i as follows.

\[ \text{MSE}_{k,i} = \frac{1}{1000} \sum_{l=1}^{1000} \| \hat{x}_{k,i} - x_{k,i} \|^2, \]

where \( l \) denotes the \( l \)-th trial. First, consider the dynamical network without uncertainties, i.e., \( \Delta f_{k,i} = 0 \) in [1]. Without the loss of generality, the average mean-square errors (dB: \(-10 \times \lg(\text{MSE}_{k,i})) for node 2 by the above algorithms are shown in Fig. 3. Then, consider the case with uncertainties, where the unknown real system nonlinear function is

\[ f(x_{k,i}) = \begin{bmatrix} 0.0x_{k,i}(1) + \sin(0.525x_{k,i}(2)) \\ 0.0x_{k,i}(2) - \sin(0.525x_{k,i}(1)) \end{bmatrix}, \]

and the known nominal system nonlinear function is given in (17). The average mean-square errors for node 2 of this uncertain case are provided in Fig. 3. It can be found that in either case, the estimation performance of DREA is better than that of AREA and NVEA. This further shows the superiority of the proposed estimators in terms of handling uncertainties, disturbances and nonlinearities.

Part 3: To better illustrate the effectiveness of the proposed algorithm in dealing with general network structures, the simulation for network 1 with different topologies is presented, including a star graph, a chain graph and a ring graph, as shown in Fig. 5. In this part, the system model is chosen to be the same as that in Part 1, expect the coupling strengths \( \pi_{j} \). For the star graph, \( \pi_{i1} = -0.1, \pi_{12} = 0.1, \pi_{21} = 0.1, \pi_{32} = -0.1, \pi_{33} = -0.1, \pi_{42} = 0.1, \pi_{44} = -0.1 \). For the ring graph, \( \pi_{11} = -0.2, \pi_{12} = 0.1, \pi_{14} = 0.1, \pi_{21} = 0.1, \pi_{22} = -0.1, \pi_{32} = 0.1, \pi_{33} = -0.2, \pi_{34} = 0.1, \pi_{42} = -0.1 \). Then, without losing the generality, take node 2 for example, of which the average mean-square errors (dB: \(-10 \times \lg(\text{MSE}_{k,i})) obtained by the proposed algorithm is shown in Fig. 6. It can be seen that the errors of node 2 with different topologies are similar, which indicates that the proposed algorithm can ensure the estimation performance under different network topologies.

From the above three aspects, the effectiveness of the theoretical results in Section III is well confirmed.

V. Conclusions

In this paper, a state estimator is proposed to estimate the states of a class of uncertain nonlinear networks. The uncertainties, disturbances and nonlinearities in system dynamics are modeled under a unified framework. By using the regularized least-squares estimating and a decoupling technique, the estimator gains are designed by solving a distributed optimization problem. Differing from the LMLs-based approach and the variance-constrained approach, the feasibility of the estimators and the boundedness of the estimation error covariances are guaranteed with an easily checked condition. The good estimation performance of the proposed estimation algorithm are illustrated by comparative simulations.

Appendix A

Derivation of Algorithm 1

First, the state estimation problem for the uncertain nonlinear networks (1) is investigated in the centralized form as a preliminary study. By designing a priori estimate \( \bar{x}_{k,i} \) evolving as (3), the priori estimation error can be defined as \( \bar{x}_{k,i} - \bar{x}_{k,i} \). From (1), (3), (5) and (6), the dynamics of \( \bar{x}_{k+1,i} \) are obtained as

\[ \begin{align*}
\bar{x}_{k+1,i} &= \left( F_{k,i} + E_{2,k,i} \Delta_{2,k,i} + E_{1,k,i} \Delta_{1,k,i} \right) \bar{x}_{k,i} + \omega_{k,i} \\
&\quad + \sum_{j \in N_{i}} \pi_{j,k} G_{k,j}, \tag{18}
\end{align*} \]

Then, borrowing the reformulation idea for the standard Kalman filtering problem discussed in [27], the optimization problem (11) for node i in complex networks (1) is considered. Substituting (18) into (12) yields

\[ J_{1,i}(x_{k,1}, ..., x_{k,N}, w_{k,i}, x_{k+1,i}) = \sum_{j \in N_{i}} \| e_{k,j} \|^2 + \| b_{k+1,i} + H_{i} \omega_{k,i} \|^2 + \| H_{i} E_{k,i} \Delta_{k,i} \|_{2} + \| H_{i} E_{k,i} \Delta_{1,k,i} \|_{2} \]

Furthermore, \( J_{1,i}(\eta_{k,i}) \) can be rewritten in the compact form as follows:

\[ J_{1,i}(\eta_{k,i}) = \| \eta_{k,i} \|^2 + \| \hat{A}_{k,i} \eta_{k+1,i} + M_{k,i} \Delta_{k,i} (E_{k,i} \eta_{k+1,i} - E_{k,i} \bar{x}_{k+1,i}) \|^2, \tag{19} \]

where

\[ \begin{align*}
\eta_{k,i} &= [e_{k,1}, ..., e_{k,N}, \bar{x}_{k+1,i}]^T, \\
\hat{A}_{k,i} &= H_{i} \left[ a_{i1} G_{i} \right], \quad ..., \quad a_{i1} G, \quad a_{i2} G, \quad ..., \quad a_{iN} G, \quad I_{n}, \\
M_{k,i} &= \text{diag} [P_{k,i}^{-1}, ..., P_{k,i}^{-1}], \\
E_{k,i} &= [I_{n}, I_{n}]^T \left[ 0_{n \times (n-1)}, I_{n}, 0_{n \times (N+1-1)} \right], \\
\bar{x}_{k,i} &= -\left[ I_{n} \right]^T \hat{A}_{k,i} \\
E_{k,i} &= -\left[ I_{n} \right]^T \bar{x}_{k,i},
\end{align*} \]

Taking uncertainties in \( J_{1,i}(\eta_{k,i}) \) into consideration, the optimization problem (11) can be reformulated as

\[ \min_{\eta_{k,i}} \max_{\| \hat{A}_{k,i} \| \leq \hat{L}} J_{1,i}(\eta_{k,i}). \tag{20} \]

The optimal value of \( \eta_{k,i} \) in (20) is derived as

\[ \eta_{k,i}^{\text{opt}} = \left[ \hat{S}_{k,i} + \hat{A}_{k,i}^T \hat{T}_{k,i} A_{k,i} \right]^{-1} \left[ \hat{A}_{k,i}^T \hat{T}_{k,i} b_{k+1,i} + \hat{\lambda}_{k,i} E_{a,k,i}^T E_{b,k,i} \right], \tag{22} \]

where \( \hat{S}_{k,i} = S_{k,i} + \hat{\lambda}_{k,i} E_{a,k,i}^T E_{a,k,i}, \quad \hat{T}_{k,i} = (T_{k,i}^{-1} - \hat{\lambda}_{k,i} M_{k,i} M_{k,i}^T)^{-1} \), and the scalar \( \hat{\lambda}_{k,i} \) is derived similarly to that discussed in [27].

In the following, the distributed algorithm is developed. According to (22), in order to design the distributed estimator, one needs to diagonalize \( \hat{A}_{k,i}^T \hat{T}_{k,i} A_{k,i} \), so as to relieve the coupling relations between \( e_{k,i} \) and \( e_{k,j} \) in \( J_{1,i}(\eta_{k,i}) \) or \( J_{1,i}(e_{k,1}, ..., e_{k,N}, \bar{x}_{k+1,i}) \).
On the basis of [19], by employing Lemma 2, one has

\[ J_{1,i}(e_{k,1}, \ldots, e_{k,N}, w_{k,i}) \leq \sum_{j \in N_i} \left( \|e_{k,j}\|^2_{P_{k,j}^{-1}} + \|w_{k,j}\|^2_{Q_{k,j}^{-1}} + (1 + a) \right) - (1 - \alpha_{k,i})b_{k+1,i} + H_i(F_{k,i} + \alpha_{k,i}G_{k,i})e_{k,i} + H_iE_{k,\Delta_{k,i}}[1 I]^{T}e_{k,i} + H_iE_{1,k,\Delta_{k,i},\hat{x}_{k,i}} + \sum_{j \in N_i} \|G_{k,j}\|_{R_{k+1,i}^{-1}}^2 \right) + (a + a^2) \left( - \alpha_{k,i}b_{k+1,i} + H_i \sum_{j \in N_i, j \neq i} \pi_{ij}G_{k,j} \right)_{R_{k+1,i}^{-1}}, \]

where \( \alpha_{k,i} \in [0, 1] \) is a scalar to be optimized.

Then, according to Lemma 3, the last term in the above inequality satisfies

\[ (a + a^2) \left( - \alpha_{k,i}b_{k+1,i} + H_i \sum_{j \in N_i, j \neq i} \pi_{ij}G_{k,j} \right)_{R_{k+1,i}^{-1}} \leq \sum_{j \in N_i, j \neq i} \|H_iG_{k,j} - \alpha_{k,i}b_{k+1,i}\|_{2}^2 Z_{k,ij}, \]

where \( Z_{k,ij} = \pi_{ij}^2(a + a^2)(N - 1)R_{k+1,i}^{-1} \) and \( \hat{\alpha}_{k,i} = \alpha_{k,i} / (\sum_{j \in N_i, j \neq i} \pi_{ij}). \)

Next, from the above two inequalities, one obtains

\[ J_{2,i}(e_{k,1}, \ldots, e_{k,N}, w_{k,i}) \leq \sum_{j \in N_i} \left( \|e_{k,j}\|^2_{P_{k,j}^{-1}} + \|w_{k,j}\|^2_{Q_{k,j}^{-1}} + (1 + a) \right) - (1 - \alpha_{k,i})b_{k+1,i} + H_i(F_{k,i} + \alpha_{k,i}G_{k,i})e_{k,i} + H_iE_{k,\Delta_{k,i}}[1 I]^{T}e_{k,i} + H_iE_{1,k,\Delta_{k,i},\hat{x}_{k,i}} + \sum_{j \in N_i, j \neq i} \|H_iG_{k,j} - \alpha_{k,i}b_{k+1,i}\|_{2}^2 Z_{k,ij} \]

(23)

Like [20], one can rewrite \( J_{2,i} \) in a compact form as

\[ J_{2,i}(\eta_{k,i}, e_{k,1}, \ldots, e_{k,N}, w_{k,i}) = J_{2,i}(\eta_{k,i}, e_{k,j}(j \in N_i, j \neq i)) = \left( \|\hat{\eta}_{k,i}\|_{\Sigma_{k,i}^{-1}}^2 + \sum_{j \in N_i, j \neq i} \left( \|\hat{\eta}_{k,i} - \eta_{k,i}\|_{\Sigma_{k,i}^{-1}}^2 \right) - (1 - \alpha_{k,i})b_{k+1,i} + M_i\hat{\Delta}_{k,i} \times (E_{a,k,i}\hat{\eta}_{k,i} - E_{b,k,i}) \right)^{T} \hat{\Sigma}_{k,i}^{-1} \left( \|\hat{\eta}_{k,i}\|_{\Sigma_{k,i}^{-1}}^2 + \sum_{j \in N_i, j \neq i} \left( \|e_{k,j}\|_{P_{k,j}^{-1}}^2 \right) + \|H_iG_{k,j} - \alpha_{k,i}b_{k+1,i}\|_{2}^2 Z_{k,ij} \right), \]

(24)

where

\( \hat{\eta}_{k,i} = \left( \eta_{k,i}, w_{k,i} \right), \quad \hat{\Sigma}_{k,i} = \text{diag}(P_{k,i}, Q_{k,i}), \quad \hat{T}_{k,i} = (1 + a)R_{k+1,i}^{-1}, \quad E_{a,k,i} = [I_n I_n]^{T}, \quad E_{b,k,i} = [-I_n I_n]^{T} \).

The above steps convert a centralized algorithm to a distributed one. In particular, the optimization problem (21) about \( J_{1,i} \) is translated to the following one about \( J_{2,i} \):

\[ \min_{\eta_{k,i}, e_{k,j}(j \in N_i, j \neq i)} \max_{\|\hat{\eta}_{k,i}\|_{\Sigma_{k,i}^{-1}}^2 \leq 1} J_{2,i}(\eta_{k,i}, e_{k,1}, \ldots, e_{k,N}, w_{k,i}) \]

(25)

Note that, by the above conversion process from \( J_{1,i} \) to \( J_{2,i} \), the components of the cost function are divided into two parts: 1) node \( i \)'s own estimate \( \eta_{k,i} \); 2) node \( i \)'s neighbors' estimates \( e_{k,j}, j \in N_i, j \neq i \). Since these two parts have been decoupled, \( \eta_{k,i} \) and \( e_{k,j} \) can be optimized respectively, i.e.,

\[ \eta_{k,i}^{\text{opt}} = \arg \min_{\eta_{k,i}} \max_{\|\hat{\eta}_{k,i}\|_{\Sigma_{k,i}^{-1}} \leq 1} J_{2,i}(\eta_{k,i}), \]

and

\[ e_{k,i}^{\text{opt}} = \arg \min_{e_{k,j}} \max_{\|\hat{\eta}_{k,i}\|_{\Sigma_{k,i}^{-1}} \leq 1} J_{2,i}(e_{k,j}), \]

(26)

By using the regularized least-squares strategies with and without system matrix uncertainties respectively, one can formulate \( \eta_{k,i}^{\text{opt}} \) and \( e_{k,i}^{\text{opt}} \) as

\[ \eta_{k,i}^{\text{opt}} = \left[ \hat{\eta}_{k,i} + \frac{\sum_{j \in N_i, j \neq i} \pi_{ij}}{\sum_{j \in N_i, j \neq i} \pi_{ij}} \right]^{-1} \left( [1 - \alpha_{k,i}]A_{k,i}^{T}T_{k,i}b_{k+1,i} + \sum_{j \in N_i, j \neq i} E_{a,k,i}\hat{E}_{b,k,i} \right), \]

(28)

and

\[ e_{k,i}^{\text{opt}} = \hat{\alpha}_{k,i}P_{k,i}^{-1} + G_{k,i}^{T}H_{k,i}G_{k,i}^{-1}G_{k,i}^{T}H_{k,i}b_{k+1,i}, \]

(29)

where the parameter \( \hat{\Sigma}_{k,i} \) is a scalar to be optimized later, and

\[ \hat{\Sigma}_{k,i} = \hat{\Sigma}_{k,i}^{\text{opt}}, \quad \hat{T}_{k,i} = \hat{T}_{k,i}^{\text{opt}}, \]

(30)

Similarly to the centralized algorithm, based on the structures of \( \hat{\Sigma}_{k,i} \) and \( \hat{T}_{k,i} \), the approximate covariance matrix \( F_{k+1,i} \) is derived as [7]. Now, one can propose the state estimator as

\[ \hat{x}_{k+1,i} = \hat{T}_{k,i}b_{k+1,i} + \left( F_{k,i} + \alpha_{k,i}G_{k,i} \right) \eta_{k,i}^{\text{opt}} + \sum_{j \in N_i, j \neq i} \alpha_{k,i}G_{k,j}^{\text{opt}}, \]

(32)

where \( \hat{x}_{k+1,i} \) is given in (10).

Moreover, since \( \eta_{k,i}^{\text{opt}} \) is augmented, to further reduce the computational cost, \( e_{k,i}^{\text{opt}} \) and \( w_{k,i}^{\text{opt}} \), the components of \( \eta_{k,i}^{\text{opt}} \), need to be solved in the decoupling form. Alternatively, \( [F_{k,i} + \alpha_{k,i}G_{k,i}] \eta_{k,i}^{\text{opt}} \), the second term in (32), needs to be computed in a non-augmented manner.

After some tedious computations, it follows from (28) and Lemma 1 that

\[ [F_{k,i} + \alpha_{k,i}G_{k,i}] \eta_{k,i}^{\text{opt}} = \left( 1 - \alpha_{k,i} \right) [F_{k,i} + \alpha_{k,i}G_{k,i}] \eta_{k,i}^{\text{opt}}, \]

(31)

\[ \left( 1 - \alpha_{k,i} \right) [F_{k,i} + \alpha_{k,i}G_{k,i}] \eta_{k,i}^{\text{opt}} = \left( 1 - \alpha_{k,i} \right) \left( [F_{k,i} + \alpha_{k,i}G_{k,i}] \eta_{k,i}^{\text{opt}} \right), \]

(32)

where \( \hat{T}_{k,i} = \hat{T}_{k,i}^{\text{opt}} \) can be re-written as [9].
APPENDIX B
PROOF OF THEOREM 1

Generally, the parameter $\lambda_{k,i}$ can be obtained by solving the following optimization problem

$$\lambda_{k,i}^{opt} (\alpha_{k,i}) = \arg \min_{\lambda_{k,i} \geq \|H^T TH\|} G_1 (\lambda_{k,i}, \alpha_{k,i}),$$

where

$$G_1 (\lambda_{k,i}, \alpha_{k,i})$$

First, substituting (28) and (29) into (33) yields

$$\tilde{J}_{2,i} (\alpha_{k,i}) = \alpha_{k,i}^2 + \sum_{j \in \mathcal{N}_i, j \neq i} \Phi_{k,ij}^0 + \Phi_{k,ij}^2,$$

where $\Phi_{k,ij}^0$, $\Phi_{k,ij}^1$, $\Phi_{k,ij}^2$, and $\Phi_{k,ij}^3$ are defined as

$$\Phi_{k,ij}^0 = -2\beta_1 e_{k,ij} (\tilde{T}_{k,i}^T \tilde{S}_{k,i}) - \| \tilde{T}_{k,i} \|^2 (\alpha_{k,i} + \sum_{j \in \mathcal{N}_i, j \neq i} \pi_{ij}),$$

Thus, the proof of Corollary 1 is complete.

APPENDIX C
PROOF OF COROLLARY 1

First, substituting (28) and (29) into (33) yields

$$\tilde{J}_{2,i} (\alpha_{k,i}) = \alpha_{k,i}^2 + \sum_{j \in \mathcal{N}_i, j \neq i} \Phi_{k,ij}^0 + \Phi_{k,ij}^2,$$

where $\Phi_{k,ij}^0$, $\Phi_{k,ij}^1$, $\Phi_{k,ij}^2$, and $\Phi_{k,ij}^3$ are defined as

$$\Phi_{k,ij}^0 = -2\beta_1 e_{k,ij} (\tilde{T}_{k,i}^T \tilde{S}_{k,i}) - \| \tilde{T}_{k,i} \|^2 (\alpha_{k,i} + \sum_{j \in \mathcal{N}_i, j \neq i} \pi_{ij}),$$

Thus, the proof of Theorem 2 is complete.

APPENDIX D
PROOF OF THEOREM 2

The proof of Theorem 2 is divided into two parts: 1) $P_{k,i}$ is uniformly upper bounded; 2) $P_{k,i}$ is uniformly lower bounded.  

**Part 1:** By the definition of $P_{k+1,i}$ in (37) and Lemma 1, one has

$$P_{k+1,i} \leq (1 + a) (\tilde{P}_{k+1,i}^{-1} + H^T \tilde{R}_{k+1,i} H + 2 \tilde{S}_{k,i} I_n)^{-1} + (1 + a) (N - 1) \sum_{j \in \mathcal{N}_i, j \neq i} \pi_{ij} G_{P_{k,j}} G_{P_{k,j}}^T.$$

Now, define an augmented recursive matrix $P_{k+1} = diag [P_{k+1,1}, \ldots, P_{k+1,N}]$. It follows from the above inequality that

$$P_{k+1} \leq (1 + a) (\tilde{P}_{k+1}^{-1} + H^T \tilde{R}_{k+1} H + 2 \tilde{S}_{k} I_n)^{-1} + \tilde{G}_k P_{k}^N \tilde{G}_k^T,$$

with

$$\tilde{P}_{k+1} = F_k P_k F_k^T + Q_k,$$

where $H = diag [H_1, \ldots, H_N]$, $\tilde{R}_{k+1} = diag [\tilde{R}_{k+1,1}, \ldots, \tilde{R}_{k+1,N}]$, $\tilde{G}_k = diag [G_1, \ldots, G_N]$ with $G_i = [\pi_{i1} G_i, \ldots, \pi_{ij} G_i, \ldots, \pi_{iN} G_i]$, $G_{P_{k,j}} = (a + a^2) (N - 1) \sum_{j \in \mathcal{N}_i, j \neq i} \pi_{ij} G_{P_{k,j}} G_{P_{k,j}}^T$.

According to (37), if Assumptions 1 and 2 hold, one has

$$\tilde{P}_{k+1}^{-1} = (F_k P_k F_k^T + Q_k)^{-1} \geq \beta_1 F_k^{-1} \tilde{P}_{k+1}^{-1} F_k^{-1},$$

with the positive scalar $\beta_1 \in (0, 1)$. Next, considering the inverse of $M_{k+1} = (1 + a) (\tilde{P}_{k+1}^{-1} + H^T \tilde{R}_{k+1} H + 2 \tilde{S}_{k})^{-1}$, it follows from (36) and (38) that

$$M_{k+1}^{-1} \geq (1 + a)^{-1} (\tilde{P}_{k+1}^{-1} + H^T \tilde{R}_{k+1} H + 2 \tilde{S}_{k}) > 2(1 + a)^{-1} \tilde{S}_{k},$$

Thus, the proof of Theorem 2 is complete.
Besides, $M_{k+1}^{-1}$ also satisfies

\[ M_{k+1}^{-1} \geq (1 + a)^{-1}(P_{k+1}^{-1} + H^T \hat{R}_{k+1}^{-1} H + 2\Sigma_{\lambda_k}) \]

\[ > (1 + a)^{-1}[\beta_1 \beta_2 (P_{k+1}^{-1})^T M_{k+1}^{-1} P_{k+1}^{-1} + H^T \hat{R}_{k+1}^{-1} H] \]

\[ > (1 + a)^{-1}[\beta_1 \beta_2 (P_{k+1}^{-1})^T (F_{k+1}^T)^{-1} M_{k+1}^{-1} F_{k+1}^{-1} + H^T \hat{R}_{k+1}^{-1} H] \]

\[ + (1 + a)^{-2} \beta_1 \beta_2 (F_{k+1}^T)^{-1} H \hat{R}_{k+1}^{-1} H_k \]

\[ + (1 + a)^{-1} H^T \hat{R}_{k+1}^{-1} H_k \]

\[ > \ldots \]

\[ > (1 + a)^{-\sum_{i=0}^{N-1}} [(1 + a)^{-1} \beta_1 \beta_2 (P_{k+1}^{-1})^T M_{k+1}^{-1} \Phi_{k+1}^{-1} \Phi_{k+1}^{-1}] \]

where $\beta_2$ is a positive scalar. When $\lambda_{\lambda_k} = (1 + \beta) \lambda_{\lambda_k}$, it follows that the estimation performance by Algorithm 1 with $P_{k+1}$ is uniformly lower bounded. Thus, the proof of Theorem 2 is complete.

---

**Appendix E**

**Proof of Corollary 2**

Note that the convergence of $P_{k,i}$ is equivalent to that of $\hat{P}_{k,i}$. Here, the latter is discussed.

First, consider the monotonicity of $\hat{P}_{k,i}$ under Assumption 3. From (7) and (8), the recursion between $\hat{P}_{k+1,i}$ and $\hat{P}_{k,i}$ is derived as

\[ \text{Val}(\hat{P}_{k+1,i}) = (a + \pi_i G)\hat{P}_{k,i}((a + \pi_i G)^T + Q_i), \]

\[ = (1 + a)^{-1}(F_{k+1} + a \pi_i G)(\hat{P}_{k+1,i} + H^T \hat{R}_{k+1}^{-1} H + 2\Sigma_{\lambda_k}^{-1}) \]

\[ \times (F_{k+1} + a \pi_i G)^T + Q_i + (a + \pi_i G)^{-1}(F_{k+1} + a \pi_i G)T \]

\[ + \sum_{j \in N_k \setminus i} \pi_j G (\hat{P}_{k+1,i} + \pi_j G) H^T Z_j H G^{-1} G^T (F_{k+1} + a \pi_i G)^T. \]

Next, the following proof is divided into two parts: 1) $k = 0$; 2) $k \geq 1$.

**Part 1:** When $k = 0$, according to the Initialization in Algorithm 1, one has

\[ P_{0,i} \geq Q_i \geq P_{0,i}, \quad \forall i \in [1, \ldots, N] \]

**Part 2:** When $k \geq 1$, one has

\[ \hat{P}_{k+1,i} - \hat{P}_{k,i} \]

\[ = (a + \pi_i G)(\hat{P}_{k+1,i} + H^T \hat{R}_{k+1}^{-1} H + 2\Sigma_{\lambda_k}^{-1}) \]

\[ - (a + \pi_i G) H^T \hat{R}_{k+1}^{-1} H + 2\Sigma_{\lambda_k}^{-1}) \]

\[ + (a + \pi_i G)^{-1}(F_{k+1} + a \pi_i G) \]

\[ + \sum_{j \in N_k \setminus i} \pi_j G (\hat{P}_{k+1,i} + \pi_j G) H^T Z_j H G^{-1} G^T (F_{k+1} + a \pi_i G)^T. \]

When $\hat{P}_{k,i} > \hat{P}_{k+1,i}$, $\forall i \in [1, \ldots, N]$, after some simple calculations, from (39) one can show that $\hat{P}_{k+1,i} > \hat{P}_{k,i}$.

Now, it can be concluded that $\hat{P}_{k,i}$ is a strictly monotonically increasing matrix. By combining it with the boundedness established in Theorem 2, $\hat{P}_{k,i}$ is convergent. Equivalently, $P_{k,i}$ is convergent.

Thus, the proof of Corollary 2 is complete.

---

**Appendix F**

**Proof of Theorem 3**

Note that $\lambda_{\lambda_k}(\alpha_{k,i} = 0) \geq \lambda_{\lambda_k}(\alpha_{k,i} = 1)$. Thus, based on the structure of $\lambda_{\lambda_k}$ and the relationship between the Kalman filtering problem and the Regularized Least-squares problem as discussed in (19), it follows that the estimation performance by Algorithm 4 with $\alpha_{k,i} = 1$ is better than that with $\alpha_{k,i} = 0$, in terms of the estimation error covariance. Hence, one only needs to study the case of $\alpha_{k,i} = 0$ to analyze the boundedness of the estimation error covariance. If $\Delta f_{k,i} = 0$, then $\lambda_{\lambda_k}(\alpha_{k,i} = 0) \geq \lambda_{\lambda_k}(\alpha_{k,i} = 1)$. Besides, when $\alpha_{k,i} = 0$ and Assumption 7 holds, the estimator (9) becomes

\[ \hat{x}_{k+1,i} = x_{k+1,i} + K_{1,k+1,i} b_{k+1,i}, \]

where

\[ \lambda_{\lambda_k} = f(x_{k,i}) + a \sum_{j \in N_k} \pi_j G \hat{x}_{k,j}, \]

\[ b_{k+1,i} = y_{k+1,i} - H_{k+1,i} \hat{x}_{k+1,i}, \]

\[ K_{1,k+1,i} = (\hat{P}_{k+1,i}^{-1} + H^T \hat{R}_{k+1,i}^{-1} H + 2\Sigma_{\lambda_k}^{-1})^{-1} H^T \hat{R}_{k+1,i}^{-1} i, \]

which means that $P_{k+1,i}$ is uniformly lower bounded. Thus, the proof of Theorem 2 is complete.
\( e_{k,i} = x_{k,i} - \hat{x}_{k,i} \), respectively. It follows from the above equations that
\[
e_{k+1,i} = [I_n - K_{1,k+1,i}H_i]\tilde{e}_{k+1,i} - K_{1,k+1,i}\nu_{k+1,i},
\]
and
\[
\tau_{k+1,i} = (F_i + a\pi_i)G + E_i(\Delta_2 h_{k,i})e_{k,i} + \sum_{j\in N_i,j \neq i} \pi_{ij}Ge_{k,j} + \omega_{k,i}.
\]
Subsequently, if Assumption 1 holds, the dynamics of the augmented state error \( e_{k+1} = [e_{k+1,1}, \ldots, e_{k+1,N}]^T \) can be derived as
\[
e_{k+1} = \mathcal{H}_{k+1}FTe_k - K_{1,k+1}\nu_k + \mathcal{H}_{k+1}\omega_k,
\]
where \( \mathcal{H}_{k+1} = I_{N_n} - K_{1,k+1}H, F = diag[F_1, \ldots, F_N], H = diag[H_1, \ldots, H_N], \Gamma_k = I_{N_n} + F^{-1}E_2\Delta_2 + aF^{-1}\bar{\Gamma}, K_{1,k+1} = diag[K_{1,k+1,1}, \ldots, K_{1,k+1,N}], \nu_k = diag[\nu_{k+1,1}, \ldots, \nu_{k+1,N}]^T, E_2 = diag[E_{2,1}, \ldots, E_{2,N}], \Delta_2 = diag[\Delta_2, \ldots, \Delta_2], \gamma_k = \sum_{j\in N_i,j \neq i} \pi_{ij}Ge_{k,j}, \gamma_k = [\gamma_1^T, \ldots, \gamma_N^T]^T, \bar{\Gamma} = [\Gamma_1^T, \ldots, \Gamma_N^T]^T \) with \( \Gamma = \gamma_1G, \ldots, \gamma_{i(k)}G, \ldots, \gamma_{N(k)}G \), and other matrices are given in (53).

As guaranteed by Theorem 2, the parameters of estimator (30) are bounded at every step \( k \), i.e., \( K_{1,k+1} \) and \( \mathcal{H}_{k+1} \) in (40) are uniformly bounded. To ensure that the covariance of \( e_{k+1} \) is bounded, it suffices to guarantee that \( \mathcal{H}_{k+1}FTe_k \) is ultimately stable, or sufficiently, \( \sigma(\mathcal{H}_{k+1}FT\gamma_k) \) is less than one. As presented in Appendix B and based on the existing results on Riccati recursions [20], as \( k \to \infty \), one has
\[
\mathcal{H}_{k+1}F = \mathcal{H}F = \left( I_{N_n} + (\bar{P}^{-1} + \lambda^{-1})H^T\bar{R}^{-1}H \right)^{-1}F,
\]
where \( \mathcal{H}F \) is stable and \( \bar{P} = (1+a)F(\bar{P}^{-1} + H^T\bar{R}^{-1}H+\bar{\lambda}^{-1})F + Q \). Thus, as \( k \to \infty \), one has
\[
\sigma_{\text{max}}(\mathcal{H}_{k+1}FT\gamma_k)^2 \geq \max\{\lambda(\mathcal{H}FT\gamma_k)^2F^HT^HF)\}
= \left\| \mathcal{H}FT\gamma_k \right\|_2^2 \leq \left\| \mathcal{H}F \right\|_2^2 \left\| \gamma_k \right\|_2.
\]
Based on Assumption 2 if [16] holds, one has
\[
\sigma_{\text{max}}(\mathcal{H}_{k+1}FT\gamma_k) < 1.
\]
Thus, the proof of Theorem 3 is complete.