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Abstract

We propose a method for incorporating object interaction and human body dynamics into the task of 3D ego-pose estimation using a head-mounted camera. We use a kinematics model of the human body to represent the entire range of human motion, and a dynamics model of the body to interact with objects inside a physics simulator. By bringing together object modeling, kinematics modeling, and dynamics modeling in a reinforcement learning (RL) framework, we enable object-aware 3D ego-pose estimation. We devise several representational innovations through the design of the state and action space to incorporate 3D scene context and improve pose estimation quality. We also construct a fine-tuning step to correct the drift and refine the estimated human-object interaction. This is the first work to estimate a physically valid 3D full body interaction sequence with objects (e.g., chairs, boxes, obstacles) from egocentric videos. Experiments with both controlled and in-the-wild settings show that our method can successfully extract an object-conditioned 3D ego-pose sequence that is consistent with the laws of physics.

1. Introduction

From a video captured by a single head-mounted wearable camera (e.g., smartglasses, action camera, body camera), we want to infer the wearer’s 3D pose and interaction with objects in the scene, as shown in Figure 1. This is crucial for applications such as virtual/augmented reality, sports analysis, medical monitoring, etc., where third-person views are often unavailable and high-quality estimates of complex and dynamic human motion are needed. However, this task is challenging since the wearer’s body is often unseen from a first-person view and the body motion needs to be inferred solely based on the visual context captured by the front-facing video. Furthermore, modeling physically realistic human-object interactions requires not only estimating the kinematic motion of the wearer, but also modelling the physical dynamics—the objects need to react to the forces applied by the human action in a physically realistic way. In this paper, we show that it is possible to infer accurate human motion and human-object interaction from a single, forward-facing wearable camera.

First and foremost, we address the important issue of using either 1) kinematics or 2) dynamics-based human pose estimation approaches. 1) Kinematics-based approaches study motion without regard to the forces that cause it. These methods directly output the joint angles of the human model and ignore physics (e.g., how much force is needed at each joint to hold the pose). They can often achieve better pose estimates but produce results that may violate physical constraints (e.g., joints bending the wrong way). Moreover, a kinematics-based model can not faithfully emulate human-object interactions—no physically realistic grasping, pushing, stepping, etc. can be performed without simulating...
physics. 2) Dynamics-based approaches represent methods that study motions that result from forces. They use a physics simulator and output joint torques to control the humanoid inside the simulator. Thus, these approaches output physically realistic human poses and can lead to convincing human-object interaction (pushing an object will make it move accordingly). However, since no ground truth joint torques are available, dynamics-based approaches are hard to learn and generalize. In this work, we argue that a hybrid approach is needed and propose using the output of the kinematics model as an additional signal to aid the training process and improve the performance of the dynamics model. Instead of training a dynamics model to directly map from the visual context to target joint angles like in prior works [24, 25], we propose to train an additional kinematics pose estimator and employ a novel action representation where the RL policy network is tasked to compute the residual pose against the output from a trained kinematics model. Such a formulation makes use of the accurate pose estimation from a kinematics model while using a dynamics model to refine the estimated pose to obey the laws of physics.

The second key missing piece is the scene context. Prior works [24, 25, 5] have long omitted the semantic scene context from the first-person view due to the complexity of modeling physically correct human-object interactions. However, the presence of objects in the first-person view can often provide a strong prior over the expected human behavior. For example, combining the presence of a chair and the motion of moving forward, turning around, and bending down, we can strongly infer the action of sitting down. Thus, it is imperative for learning models to draw upon this contextual information to make an educated guess about human motion and human-object interaction. To this end, we incorporate the 6-degree-of freedom (DoF) pose of the main object of interest into the state representation of our RL model to make our model aware of the objects’ states in the scene.

Another obstacle is the dynamics mismatch between the real world and simulation. As noted by prior work [25], global position and orientation drifts can often be observed over a long horizon of simulation. Such drift can lead to a catastrophic failure of human-object interaction: the humanoid can completely miss the box to push or the chair to sit on. To make sure the correct human-object interaction can be simulated, we propose a fine-tuning step against video evidence to correct the drift in the root trajectories. We use a monocular camera tracking technique, such as Visual Inertial Odometry (VIO) [22, 2], to extract the camera motion and fine-tune our learned policy to match against it. The fine-tuning step alleviates the mismatch between the estimated and real-world global trajectories, leading to a successful human-object interaction.

As there is no public available egocentric video dataset that contains the 3D full-body pose and the 3D object pose, we capture a large-scale motion capture (MoCap) dataset in which the person wears a head-mounted camera and interacts with various objects. We capture three types of interactions: 1)sitting on (and standing up from) a chair, 2)pushing a box, and 3)avoiding obstacles while walking. We also capture an in-the-wild dataset that contains the same set of interactions.

In summary, we tackle the challenging task of extrapolating 3D human motion and human-object interaction from egocentric videos. Our contributions are as follows: (1) We are the first to propose a DeepRL based method for physically valid 3D pose and human-object interaction estimation from egocentric videos. (2) We propose to use a hybrid of kinematics and dynamics approaches and employ a novel action representation in which the dynamics-based model outputs the residual of the action against a learned kinematics-based model. (3) We propose a fine-tuning step to reduce the drift and refine our estimation based on captured video evidence. (4) We experiment with a self-made large-scale MoCap dataset & an in-the-wild dataset, and show that our model outperforms other state-of-the-art methods on several pose-based and physics-based metrics, while generalizing to the in-the-wild settings. Upon visual inspection, our framework can not only recover the 3D human motion from egocentric videos, but also simulate physically correct human-object interactions.

2. Related Works

This section is divided into two parts. First, we will discuss kinematics-based approaches for 3D human pose estimation from egocentric videos. Second, we will discuss recent advancements in dynamics-based humanoid control methods.

2.1. 3D human pose estimation from egocentric videos

The task of estimating the 3D human pose from third-person videos is well researched in the computer vision community [18, 14, 3, 11, 7, 6, 9]. These methods are also all kinematics-based and often result in physically invalid motions.

On the other hand, there are only a handful of attempts at estimating 3D full body poses from egocentric videos, due to the ill-posed nature of this task. Most existing methods still assume partial visibility of body parts in the image [21, 17, 23], often through a downward-facing camera. Among works where the human body is mostly not observable, [5, 24, 25, 12], [5] uses a kinematics-based approach where they construct a motion graph from the training motions and recover the pose sequence by solving the optimal pose path. [12] focuses on modeling person-to-
person interactions from egocentric videos and infers the wearer’s kinematic pose conditioning on the other person’s pose. [24, 25, 4], on the other hand, use dynamics-based approaches where a RL-based agent is tasked to perform physically valid human motions. In comparison, our work combines kinematics-based and dynamics-based approaches to achieve both accurate and physically valid pose estimation. In contrast to previous works, we also model human-object interactions such as sitting on a chair and pushing a box on the table. To the best of our knowledge, we are the first approach to estimate the 3D human poses from egocentric video while factoring in human-object interactions.

2.2. Humanoid control for object manipulation

Our work is also connected to controlling humanoids to interact with objects in a physics simulator [15, 16, 1, 10, 26]. The core motivation of this line of work is to learn the necessary dynamics to imitate realistic human motion in a physics simulation.

[1] proposes a hierarchical reinforcement learning approach to generate realistic sitting motion. The authors manually decompose high-level actions (such as sitting) to low-level actions (such as walking, turning, and sitting) from which the proposed meta-controller can stochastically select. They do not aim to estimate the full body pose from egocentric videos, and their motion is limited to sitting. Our approach can not only replicate a diverse set of sitting motions, but also ground sitting motion on video evidence. [10] proposes an approach for enabling humanoid full-body manipulation and locomotion in simulation. They use a phased task in which the task policy is trained to solve different stages of the task and show impressive results in human-object manipulation. Similarly, their generated motion is not grounded on video evidence. [13] uses an action representation in which the target pose is the sum of the kinematic pose and the output of the policy network. Inspired by their work, we also employ this residual action representation to accelerate training and improve stability. Our task is also related to DeepMimic [15] and its video variant [16]. DeepMimic has shown remarkable results in imitating human locomotion skills and is able to combine learned skills to achieve different tasks. However, human-object interaction and video grounding are not considered in their approach.

3. Method

The problem of 3D body pose estimation from egocentric videos can be formulated as follows: from a wearable camera footage $I_{1:T}$, we want to estimate the person’s pose sequence $p_{1:T}$. We propose a three-step method: 1) A kinematic pose pose regression, 2) object-aware pose correction using dynamics, 3) a fine-tuning step. The overview of our proposed method is depicted in Figure 2.

3.1. Pose Estimation using Kinematics

To recover the kinematic 3D human pose from egocentric videos, we train a regressor that predicts the pose $\hat{p}_{1:T}$ from the input video sequence $I_{1:T}$. Specifically, at first, a
3.2. Object-Aware Pose Estimation using Dynamics

We formulate the task of estimating a physically valid pose sequence \( p_{1:T} \) from egocentric RGB images \( I_{1:T} \) as a Markov Decision Process (MDP) defined as a tuple \( M = \langle S, A, P, R, \gamma \rangle \) of states, actions, transition dynamics, reward function, and discount factor. The state \( S \) and the transition dynamics \( P \) are provided by the physics simulator, and the action \( A \) and the reward \( R \) are computed by the policy \( \pi \). At each time step \( t \), the agent in state \( s_t \) takes an action sampled from the policy \( \pi(a_t | s_t) \) while the environment generates the next state \( s_{t+1} \) based on that action through physics simulation. Comparing the resulting state of the humanoid with the ground truth, the agent will receive a reward \( r_t \). This process repeats until some termination condition is triggered, such as when the time horizon is reached or the humanoid falls onto the ground. We employ Proximal Policy Optimization (PPO) [19] to calculate the \( \pi^* \) that maximizes the expected discounted return \( E[\sum_{t=1}^T \gamma^{t-1}r_t] \). At the test time, we roll out the policy \( \pi^* \) to generate a state sequence \( s_{1:T} \) from which we extract the output pose sequence \( p_{1:T} \).

To enable object-aware motion estimation from egocentric videos that abide by the laws of physics, we innovate on two key points upon prior dynamics-based models: (1) we factor in the object pose into our RL agent’s state representation, (2) we use the result from the pre-trained regressor from the previous step as an additional input to the RL model. Each of the MDP elements is defined as follows:

### 3.2.1 State.

The state \( s_t \) at time step \( t \) consists of the humanoid state \( z_t \), the visual context \( \phi_t \), the kinematic pose state \( \hat{q}_t \), and the object state \( o_t \): \( s_t = < z_t, \phi_t, o_t, \hat{q}_t > \). \( z_t \) consists of the humanoid pose \( \hat{q}_t \) (position and orientation of the root + joint angles) and velocity \( v_t \) (linear and angular velocities of the root + joint velocity). \( \hat{q}_t \) is the output of the kinematic pose regressor \( \mathcal{F} \). Here, we factor in the 6DoF object pose \( o_t \) as an additional input to the control policy to enable object-aware 3D pose estimation.

### 3.2.2 Action.

The action \( a_t \) specifies the target joint angles for the proportional-derivative (PD) controller controller [20] at each degree of freedom (DoF) of the humanoid joints except for the root (Hip). We use a novel residual action representation:

\[
q_t^d = \hat{q}_t + \Delta q_t^d, \tag{1}
\]

\( q_t^d \) is the final PD target, \( \Delta q_t^d \) is the output (action \( a_t \)) of the control policy \( \pi \), and \( \hat{q}_t \) denotes the predicted pose of the kinematic pose regressor \( \mathcal{F} \). For joint \( i \), the torque to be applied is computed as \( \tau_i^d = k_p^i(q_i^d - \hat{q}_i^d) - k_d^i \| \dot{\hat{q}}_i \| \), where \( k_p \) and \( k_d \) are manually specified gains. Compared to directly estimating the target joint angle [25], predicting the residual of the target pose against the kinematic pose \( \hat{q}_t \) offers a better starting point for the RL policy and results in faster convergence and improved stability.

### 3.2.3 Policy.

The policy \( \pi_\theta(a_t | s_t) = \pi_\theta(a_t | z_t, \phi_t, o_t, \hat{q}_t) \) is represented by a Gaussian distribution with a fixed diagonal covariance matrix \( \Sigma \). We use a MLP parametrized by \( \theta \) as our policy network to map the state \( s_t \) to the predicted mean \( \mu_t \).

### 3.2.4 Reward function.

The reward function is as follows:

\[
r_t = w_p r_p + w_c r_c + w_v r_v + w_q r_q + w_{rp} r_{rp}, \tag{2}
\]

where \( w_p, w_c, w_v, w_q, w_{rp} \) are the weights of each reward. Our reward is similar to DeepMimic [15], with the exception that we separate the root reward from the pose reward to better motivate the model to match the ground truth root trajectory. More importantly, unlike the conventional object manipulation control methods [15, 10, 16], we do not set any manually designed goal reward for each specific task and only use the pose reward to match ground truth poses to handle multiple interactions. The pose reward \( r_p \) measures the difference between the generated pose \( q_t \) and the ground truth pose \( \hat{q}_t \) in quaternion for each joint on the humanoid except for nonroot joints. The end-effector reward \( r_e \) computes the distance between the estimated end-effector (foot, hand, head) position \( e_t \) and the ground truth position \( \hat{e}_t \). The root velocity reward \( r_v \) penalizes the deviation of the estimated root’s linear \( \dot{l}_t \) and angular \( \dot{\omega}_t \) velocity from the ground truth \( \dot{l}_t \) & \( \dot{\omega}_t \). The ground truth velocity is computed...
from the data via finite difference. The root position & orientation rewards \( r_{rp} \) & \( r_{rq} \) compute the difference between the generated 3D root position \( p_t \) & orientation \( q_t \) and the ground truth \( \hat{p}_t \) & \( \hat{q}_t \) in the world coordinate frame:

\[
\begin{align*}
    r_p &= \exp \left[ -5.0 \left( \sum_j |\hat{q}_j^p \otimes q_j^p|^2 \right) \right], \\
    r_e &= \exp \left[ -4.5 \left( \sum_e \| \hat{e}_t - \hat{e}_e \|^2 \right) \right], \\
    r_{rv} &= \exp \left[ -\| \hat{v}_t - \hat{v}_e \|^2 - 0.1 \| \hat{\omega}_t^c - \hat{\omega}_e^c \|^2 \right], \\
    r_{rq} &= \exp \left[ -40 \left( \| \hat{q}_t^r \otimes \hat{q}_r^r \|^2 \right) \right], \\
    r_{rp} &= \exp \left[ -45 \left( p_t - \hat{p}_t \right)^2 \right].
\end{align*}
\]

### 3.2.5 Initial state estimation.

During training, we set the initial humanoid state \( z_1 \) and the object state \( o_1 \) to the ground truth \( \hat{z}_1, \hat{o}_1 \). At the test time, the starting states of the humanoid and objects are given by the kinematic pose regressor and an off-the-shelf 6DoF object pose estimator, respectively.

### 3.3. Fine-tuning of the policy network

As mentioned previously, at the test time, the output of the RL model will drift from the ground truth root position and orientation, causing the humanoid to trip and the human-object interaction to fail. Moreover, as the training data cannot cover all object state (position & orientation), it is difficult for the policy to generalize to unseen states.

To overcome this problem, we propose to fine-tune the policy \( \pi_\theta \) with test-time video evidence. While capturing the egocentric video, the 6DoF camera motion (position \( \hat{h}_{tv}^c \) and orientation \( \hat{h}_{tv}^o \)) can be recovered using VIO techniques.

Using the camera trajectory as an approximation to head motion, we can fine-tune the trained dynamics-based pose estimator to come up with physically valid pose estimates that conform to the extracted camera trajectory from the video. However, a naive fine-tuning step that only attempts to match humanoid motion with the tracked camera motion may lead to unnatural human poses since the policy may forget how to produce valid human poses. To overcome this issue, we introduce two types of regularization, 1) the fine-tuned pose estimate \( \hat{p}_t \) must not deviate from the input kinematics result too drastically, 2) we regularize the action space by penalizing the difference of the output \( \hat{\mu} \) from the pretrained policy network \( \hat{\pi} \) and \( \mu \) from the fine-tuned policy \( \pi \).

This way, our policy is forced to not deviate too much from its original behavior while trying to conform to the tracked camera trajectory. The overall reward at the fine-tuning stage is as follows:

\[
\hat{r}_t = w_{hp} r_{hp} + w_{hq} r_{hq} + w_{hv} r_{hv} + w_\mu \lambda_t r_\mu + w_a (1 - \lambda_t) r_a
\]

where \( r_{hp}, r_{hq}, r_{hv}, r_\mu, r_a \) are the rewards for head position, head orientation, head linear and angular velocity, pose, and action, respectively. \( w_{hp}, w_{hq}, w_{hv}, w_\mu, w_a \) are the weighting factors. The head position \( r_{hp} \), orientation \( r_{hq} \), velocity \( r_{hv} \), and rewards are similar to their root counterparts \( r_{rp}, r_{rq}, r_{rv} \). They are computed similarly and here we use the extracted camera motion as an approximation to ground-truth head trajectory. The pose reward \( r'_p \) penalizes the difference of the generated pose \( \hat{p}_t \) and the kinematic pose \( \hat{p}_t \) for joints except for the root joint. The action reward penalizes the difference between the mean action of the pretrained policy \( \hat{\mu} \) and the mean action of the current policy \( \mu \). Furthermore, we introduce an adaptive weighting factor \( \lambda_t \) on the action reward: if the kinematic regressor \( \mathcal{F} \) generates unrealistic poses, the policy should avoid imitating that pose. To this end, we use a confidence value that puts more weight to the kinematic reward if the model has high confidence on the estimated kinematic pose (imitates the estimated kinematic pose more) and leans toward the action reward if the kinematic pose is deemed unrealistic (sticks to the original action more). We calculate this value based on the head linear velocity in local coordinates: where \( \hat{h}_{tv}^l \) denotes the linear velocity of the camera and the \( \hat{h}_{tv}^{lv} \) denotes the linear velocity of the humanoid head in the local frame, respectively:

\[
\begin{align*}
    r_{hp} &= \exp \left[ -10.0 \left( \| \hat{h}_{tv}^l - \hat{h}_{tv}^e \|^2 \right) \right], \\
    r_{hq} &= \exp \left[ -10.0 \left( \| \hat{h}_{tv}^o \otimes \hat{h}_{tv}^e \|^2 \right) \right], \\
    r_{hv} &= \exp \left[ -0.1 \left( \| \hat{h}_{tv}^l - \hat{h}_{tv}^e \|^2 \right) \right], \\
    r'_p (\hat{q}_t, q_t) &= \exp \left[ -5.0 \left( \sum_j |\hat{q}_j^p \otimes q_j^p|^2 \right) \right], \\
    r_\mu (\hat{\mu}, \mu) &= \exp \left[ -1.0 \left( \| \hat{\mu} - \mu \|^2 \right) \right], \\
    \lambda_t &= \exp \left[ -0.1 \left( \| \hat{h}_{tv}^{lv} - \hat{h}_{tv}^{lv} \|^2 \right) \right].
\end{align*}
\]

### 4. Experimental Setup

#### 4.1. Dataset

As there is no public dataset available containing the ground-truth full-body human pose and object pose annotations where the person interacts with objects, we record a large-scale egocentric video dataset inside a mocap studio. It includes three subjects and each subject is asked to wear a head-mounted camera and performs various complex human-object interactions for multiple takes. The actions consist of sitting on (standing up from) a chair, avoiding obstacles, and pushing a box. There are four categories
of objects: chairs, tables, boxes, and obstacles. MoCap markers are attached to the camera wearer and the objects to get the 3D full-body human pose and 6DoF object pose. To diversify the ways actions are performed, we ask the actors to vary their performance for each action. We also sample the actors’ initial facing directions and position uniformly from a circle of 3-meter radius. Each take is about six seconds long; 16 to 24 sequences exist for each combination of action and subject. As a result, our MoCap dataset consists of about 250 sequences. We use an 80–20 train test data split on this MoCap dataset. To further showcase the generalization of our method, we also collect an in-the-wild dataset has 15 takes in total, each lasting about 6 seconds. For in-the-wild, we use a third-person camera to capture a synchronized side-view of the person and use an off-the-shelf 3D human pose estimator. The in-the-wild dataset has 15 takes in total, each lasting about 6 seconds. In the in-the-wild, we use a third-person camera to capture a synchronized side-view of the person and use an off-the-shelf 3D human pose estimator [9] to estimate 3D poses as pseudo-ground truth for evaluation.

4.2. Evaluation metrics

To quantitatively evaluate for 3D pose accuracy and its physical correctness, we employ the following metrics:

**Root error (E\textsubscript{root})**: a pose-based metric that measures the difference between the ground truth and the generated root pose, both represented as the 4×4 transformation matrix \( M_t(q_t^R|g_t) \) composed of the root orientation \( q_t^R \) and the translation \( g_t \). The error is calculated using the Frobenious norm: \( \frac{1}{T} \sum_{t=1}^{T} \| I - (M_tM_t^{-1}) \|_F \) where \( I \) is the identity matrix.

**Pose Error (E\textsubscript{joint})**: a pose-based metric that measures the difference between the estimated pose sequence \( p_{1:T} \) and the ground truth \( \hat{p}_{1:T} \), both represented as Euler angles in radians: \( \frac{1}{T} \sum_{t=1}^{T} \| p_t - \hat{p}_t \|_2 \). This metric does not consider the root pose and only compares the body joint angles.

**Mean Per Joint Position Error (E\textsubscript{mpjpe})**: a pose-based metric used for our in-the-wild evaluation. As off-the-shelf pose estimator [9] from third-person view uses a different human model [8] than ours, we cannot directly compare the joints’ angles. Thus, we find the common joints (15 in total) between the two human models and directly compare their 3D positions in the global coordinate frame. Denote pseudo-ground truth joint position and the estimated joint position \( J_t, \hat{J}_t \in \mathbb{R}^{15 \times 3} \). The metric is calculated as \( \frac{1}{T} \sum_{t=1}^{T} \| J_t - \hat{J}_t \|_2 \), measured in millimeters. This metric factors in the root pose as well as the joint angles.

**Velocity Error (E\textsubscript{vel})**: a physics-based metric that measures the difference between the estimated joint velocity \( \hat{v}_{1:T} \) and the ground truth \( v_{1:T} : \frac{1}{T} \sum_{t=1}^{T} \| v_t - \hat{v}_t \|_2 \), where \( v_t \) and \( \hat{v}_t \) are computed by the finite difference. When ground-truth joint angles are available, this metric is calculated as the angular velocity in radians; for in-the-wild evaluation, it is measured in linear velocity in millimeters/second.

**Average Acceleration (A\textsubscript{accel})**: a physics-based metric that uses the average magnitude of joint acceleration to measure the smoothness of the predicted pose sequence, calculated as \( \frac{1}{T} \sum_{t=1}^{T} \| \ddot{v}_t \|_1 \) where \( \ddot{v}_t \) denotes the joint acceleration. Similar to the velocity error, for experiments with ground-truth pose available, this metric is calculated in angular acceleration in radians; for in-the-wild evaluation, it is measured in linear acceleration in millimeters/second².

More details about our network and the physics simulator (Mujoco) are provided in the supplementary material.

4.3. Baseline methods

To show the effectiveness of our framework, we compare against two baseline methods: (1) the previous state-of-the-art method in this task, EgoPose [25], a dynamics-based approach that produces physically realistic motion but does not factor in object states, and (2) the previous best
kinematics-based approach, also proposed in [25], which we will call PoseReg.

5. Results

5.1. Subject-Specific Evaluation.

In this evaluation, we train an individual model for each subject and evaluate on the test split of our MoCap dataset. From the quantitative results in Figure 3, we can see that PoseReg can produce accurate pose estimation, but does not obey the laws of physics (such as sitting in mid-air, walking into the table). EgoPose, on the other hand, often fails to perform the action correctly (falls down or hits the obstacle). Overall, our method (second row) produces 3D human poses closer to the ground truth (top-row) than any other baselines, and successfully performs human-object interaction. To better visualize the quantitative results, please refer to our supplementary video.

Table 1 shows the quantitative comparison of our method with the two baseline methods. All results are average across all three subjects. For all actions, we observe that our method outperforms the two baselines across almost all actions and metrics, with occasional worse performance in joint angle estimation with the kinematics-based method (PoseReg). This is expected as PoseReg disregards physics and can estimate poses without constraints, while our method requires estimating a physically valid pose. We find that the humanoid controlled by EgoPose often falls down to the ground and collides with the object, resulting in high pose error. This is expected as EgoPose does not factor in object states into its pose estimation and suffers from error accumulation in global root positions. On the other hand, our object-aware state representation and our fine-tuning step ensure a correct human-object interaction. From the quantitative results in Figure 3, we can see that our method consistently outperforms other baseline methods in almost all metrics. Especially for the smoothness of the pose ($A_{\text{accel}}$), our method estimates much smoother (2.0X) pose sequences than those generated from other baseline methods.

5.2. Cross-Subject Evaluation.

To further test the robustness, we perform cross-subject experiments where we train our model on two subjects and test on the remaining subject. This is a challenging setting, since people have unique styles and speeds for the same types of interactions. The quantitative results are summarized in Table 2: our method again outperforms other baseline methods in almost all metrics. Especially for the smoothness of the pose ($A_{\text{accel}}$), our method estimates much smoother (2.0X) pose sequences than those generated from other baseline methods.

5.3. In-the-wild Cross-subject Evaluation.

To demonstrate the generalization of our method to real-world use cases, we further test our method on an in-the-wild dataset. Since there is no ground-truth 3D poses available, we evaluate against pseudo-ground truth 3D pose extracted from a third-person view camera. As shown in Table 3, our method outperforms the baseline methods by a large margin, especially on avoiding and pushing actions where root drifts are prominent. Notice that this dataset is captured in a real-world setting using a different camera (iPhone) than used in the MoCap studio (GoPro), and our method is able to generalize and infer valid human poses and human-object interactions.

5.4. Quantitative Evaluation

As motion is best seen in video, we refer readers to our supplementary video for a comprehensive quantitative analysis.

5.5. Ablation Study.

To evaluate the importance of (1) our novel action representation and (2) our fine-tuning step and its reward design, we conduct an ablation study to quantify their benefits. This study is conducted for the first subject’s sitting action. The results of the ablation study are presented in Table 4. To investigate the importance of our action representation (b), we compare the representation employed by [25] (a) in which the policy outputs the target joint of PD control directly (instead of a residual of the kinematics model). The prediction accuracy is improved greatly in all metrics (31%, 48%, 23%, and 31%, respectively) after using our residual action representation.

To investigate the importance of the fine-tuning step and each of its reward terms, we train the comparison models with four types of rewards, (c) head (position, orientation, and velocity) reward, (d) head and kinematic regularization reward, (e) head and action regularization reward, (f) head, and kinematic and action regularization reward. Model (g) has the additional adaptive weighting factor $\lambda_t$ in addition to the reward (f). From Table 4, without the fine-tuning step, the model performs the worst (b). Our reward (g) outperforms all partial rewards (c-f) in the metrics except for the acceleration metric. Combining each reward term results in the best performance model across all spectrum, showcasing the benefit of our fine-tuning step and its respective rewards.

5.6. Failure cases and limitations

Although our method can produce realistic human pose and human-object interaction estimation from egocentric videos, we are still at the early stage of this challenging task. Our method performs well in the MoCap studio setting and out-performs state-of-the-art methods in-the-wild.
but can still fail to produce natural pose estimation for in-the-wild videos. Due to the severe domain shift, the result of the pose regressor is poor on in-the-wild data and can lead to unnatural motion such as severe foot sliding. As a result, our fine-tuning stage is forced to produce unnatural poses (e.g., long steps, awkward turns) to prevent falling. Furthermore, our method is still limited to a predefined set of interactions where we have data to learn from. To enable pose and human-object interaction estimation for arbitrary actions, much further investigation is needed.

6. Conclusion

In this paper, we tackle, for the first time, physically valid 3D pose estimation from an egocentric video while the person is interacting with objects. We collect a large-scale motion capture dataset to develop and evaluate our method, and extensive experiments have shown that our method outperforms all prior methods. Real-world experiments using an in-the-wild dataset further show that our method generalizes well to real-world use cases and can infer physically valid 3D human motion and human-object interaction from a front-facing camera feed.
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