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ABSTRACT

Microscopic images from different modality can provide more complete experimental information. In practice, biological and physical limitations may prohibit the acquisition of enough microscopic images at a given observation period. Image synthesis is one promising solution. However, most existing data synthesis methods only translate the image from a source domain to a target domain without strong geometric correlations. To address this issue, we propose a novel model to synthesize diversified microscopic images from multi-sources with different geometric features. The application of our model to a 3D live time-lapse embryonic images of C. elegans presents favorable results. To the best of our knowledge, it is the first effort to synthesize microscopic images with strong underlie geometric correlations from multi-source domains that of entirely separated spatial features.

Index Terms— Cross domain synthesis, Bidirectional adversarial networks, Multi-source microscopic images, Geometric matching

1. INTRODUCTION

Multi-source observation, which observes the same objective from different sources, has been widely used in many different areas, such as biology and medical fields. For example, microscopic imaging of cell nucleus and membrane separately, with different fluorescent materials, is one kind of multi-source observations. Cross-domain synthesis \cite{2, 7, 6, 3, 5, 1} is one potential solution to augment multi-source observation. Given a source domain A, cross-domain synthesis aims at generating corresponding images of the same objective in a target domain B, or vice versa. According to \cite{2}, such synthesis can be divided into two main types, registration-based \cite{2, 6, 3} and intensity-transformation-based methods \cite{5, 1}. The registration-based method assumes that the images within both source and target domain are geometrically related to each other. This method generates images from a co-registered set of images \cite{7}. On the other hand, the intensity-transformation-based method does not fully rely on the geometric relationship. For example, multimodal is a deep learning approach for MRI image synthesis \cite{1}. The model takes multi-source images as input from source contrasts and yields high-quality images in the target contrast. However, both types of methods mentioned above could not solve the issue that two domains come from different sources with quite different spatial features.

In this study, we propose a new model, Bidirectional Adversarial Networks for microscopic Image Synthesis (BA-NIS), which uses bidirectional adversarial network to synthesize geometrically matched images from multiple domains. To the best of our knowledge, this model is the first cross-domain synthesis application with multi-source images of entirely separated spatial patterns. We then deploy the model to a set of microscopic images from C. elegans embryogenesis to generate diversified, geometrically matched microscopic images. We will make the model source code and the C. elegans embryo microscopic dataset publicly available after the paper acceptance.

2. METHODOLOGY

2.1. Preliminary Background

Generative Adversarial Networks (GAN) is one of popular deep learning techniques for cross-domain synthesis. Vanilla GAN \cite{4} consists of two key components, a generator G and a discriminator D. Given a prior distribution Z as input, G maps a point \( z \sim Z \) from the latent space to the data space as \( G(z) \). On the other hand, D attempts to distinguish an instance \( x \) from a synthetic instance \( G(z) \), generated by G. The training process is set up as if \( G \) and \( D \) are playing a zero-sum game. On the one hand, \( G \) tries to generate the synthetic instances that are as close as possible to real instances. On the other hand, \( D \) distinguishes the synthetic instances from the real instances. After the model converges, both \( G \) and \( D \) reach a Nash equilibrium. At this point, \( G \) is able to generate instances which are very close to the real one. The objective function \( V \) of Vanilla GAN can be written as a summation of

\[
V(G, D) = \mathbb{E}_{x \sim p_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim p_{z}(z)}[\log (1 - D(G(z)))]
\]
two Expectation values $E$ as follows:

$$
\min_G \max_D V(D, G) = \mathbb{E}_{x \sim X} [\log D(x)] + \mathbb{E}_{z \sim Z} [\log(1 - D(G(z)))] 
$$

(1)

where $X$ and $Z$ are the corresponding distribution that $x$ and $z$ are sampled from.

In cross-domain synthesis, however, many instances are unpaired between domains [9]. Zhu et al. [9] propose cycle-consistent loss to map the synthetic instances as close as possible to the original instances through the cycled generation, which is combined with two sets of generators and discriminators. The cycle-consistent loss function is described as follows:

$$
L_{cyc}(G_A, G_B) = \mathbb{E}_{a \sim A} [\|G_B(G_A(a)) - a\|] + \mathbb{E}_{b \sim B} [\|G_A(G_B(b)) - b\|] 
$$

(2)

where $a$ and $b$ are instances from domain $A$ and $B$.

2.2. BANIS Model Architecture

The BANIS model (Figure 1) contains two Pioneers $P$, two Successors $S$ and two Coordinators $C$. The Pioneer is composed of a Generator $G$ and a Discriminator $D$. The $P$ is mainly responsible for pre-training in a warm-up stage to speed up the progress of synthesis. The Successor consists of an Encoder $E$ and shares the Generator $G$ with the Pioneer. The $S$ uses its $E$ to compress an input image into latent variables and then uses its $G$ to reconstruct new image from these latent variables. The Coordinator uses pixel-wise methods to preserve the geometric relationship between the images reconstructed by two Successors and the original observed images.

The BANIS model training procedure contains two stages. BANIS simultaneously takes the input images from domain $A$ and domain $B$. On a warm-up stage, $P_A$ and $P_B$ are trained with given random uniform priors $z$ and then respectively generate images $A_{gen}$ and $B_{gen}$. Preliminary images start forming without geometric matching between these images. After the warm-up stage, both $S$ and $C$ join the training to enforce the geometrical relationship between these synthesized images. $S_A$ and $S_B$ learn prior knowledge from observed images, $B$ and $A$, and reconstruct images with its pre-trained generators from the Pioneers. At the same time, $C_A$ and $C_B$ respectively reinforce the spatial similarity between observed images, $B$ or $A$, and reconstructed images, $B_{rec}$ and $A_{rec}$, separately. The model is trained until the geometric relationship between image pairs is formed. After that, we decrease the learning rate of both $S$ and $C$ on subsequent training to improve the quality of synthesized images.

2.3. Loss Functions

The BANIS model uses three types of loss functions to synthesize geometrically matched images. They are Adversarial Loss, Identical Loss and Pair-matched Loss.

Adversarial Loss [4] is employed to enforce the generated image $A_{gen}$ or $B_{gen}$ as similar as possible to the observed image $A$ or $B$. The adversarial loss is applied to the Pioneer in the whole training process. Given a random uniform prior, however, generated images don’t preserve the spatial information between multiple source domains. Note that our model synthesizes the pair of images simultaneously. Thus, this loss is applied to both domain $A$ and domain $B$.

$$
L_{adv}(G, D) = \mathbb{E}_{x \sim X} [\log D(x)] + \mathbb{E}_{z \sim Z} [\log(1 - D(G(z)))] 
$$

(3)

Identical Loss is applied to the Successor. To solve previous limitations, the Successor takes specific prior and attempts to reconstruct the images $A_{rec}$ or $B_{rec}$. Note that the Pioneer helps speed up the synthesis in the warm-up stage. Pioneer’s generator is shared with Successor. In other words, reconstructed images are expected to be as close as possible

![Fig. 1](image-url)
to both observed images $A$ or $B$ and generated images $A_{gen}$ or $B_{gen}$. Identical loss ensures the quality of reconstructed images. In this paper, we use mean squared error (MSE) to measure the similarity.

$$L_{id}(S_A, S_B, G_A, G_B) = \mathbb{E}_{b \sim A, a \sim A} \left[ \| S_A(b) - a \| \right] + \mathbb{E}_{b \sim B, a \sim B} \left[ \| S_A(b) - G_A(z) \| \right]$$

$$L_{id}(S_A, S_B, G_A, G_B) = \mathbb{E}_{b \sim B, a \sim A} \left[ \| S_B(a) - b \| \right] + \mathbb{E}_{a \sim A, z \sim Z} \left[ \| S_B(a) - G_B(z) \| \right]$$

Pair-matched Loss is applied to the Coordinator. This loss enforces the projection inside each Successor to ensure these two domains are spatial matched. The Coordinator sequentially connects these two Successors. $C_A$ takes $B$ as input and uses $S_A$ and $S_B$ sequentially to generate $B_{rec}$. Then it compares the new images with the observed image $B$. $C_B$ operates similarly with observed image $A$. In other words, pair-matched loss helps preserve spatial information among two domains. In this paper, we also use MSE to measure the quality of projection.

$$L_{pm}(C_A, C_B) = \mathbb{E}_{b \sim B} \left[ \| C_A(b) - b \| \right] + \mathbb{E}_{a \sim A} \left[ \| C_B(a) - a \| \right]$$

2.4. Geometric Matching Index

Although the individual synthesized images come from different domains and have different geometric patterns, the pair of images that should be geometrically matched. For example, in our microscopic data case, membrane and nucleus should be spatially matched without overlapping. For this purpose, we first extract the binary masks from the reconstructed images from $S$. Then, we use the Dice Similarity Coefficient (DSC) of two these masks to measure the image overlapping [10]. Less overlapping in our case means better matching. Given an overlapping threshold, such as 0.1 (or 10%), we count the number of well-matched image pairs whose DSC is lower than the threshold, and calculate the percentage of these well-matched image pairs within the total number of image pairs in the newly generated dataset. We defined the percentage as the Geometric Matching Index (GMI) to measure the quality of the BANIS data generation associated with a given threshold.

3. EXPERIMENTS

3.1. Dataset and Preprocessing

We use a set of C. elegans microscopy images that contains 15 embryos with ubiquitous fluorescent labeling of cell membrane and nuclei. Each raw image contains one 512 x 512 membrane image and one 512 x 512 nuclei image of one to three embryos. Raw images are arranged in sets, each set contains 100 image stacks taken at 75-second interval over the early stage of embryogenesis. Each stack is a pseudo 3D image that contains 30 slices at 1 um distance covering the entire embryo(s) [8].

We use ImageJ to split these image stacks and pick the raw images from the middle 15 layers of each stake for our model experiments. We split the raw images into two 512 x 512 images, each contains membrane- or nuclei-only information. These 512x512 images are then converted to gray scale and denoised with a Gaussian filter. Then, we resized these images into 128 x 128 for a better computational efficiency. After that, we crop out a single embryo and generate smaller 64 x 64 images. Finally, we normalize the pixel value of the image between -1 and 1. 10% of images is used as a test set and the rest part is for training. Some samples of the 64x64 microscopic images are illustrated in Figure [2].

![Fig. 2. Samples of the Observed Microscopic Images](image)

3.2. Model Parameters and Training

The shape of input images is 64 x 64 x 1. The latent dimension for both random uniform prior and encoded prior is 100. Both $D$ and $P$ are trained with Adam optimizer. The initial learning rate for $G_B$ is set as $1 \times 10^{-5}$ and the learning rates for $G_A$, $D_A$, and $D_B$ are set as $2 \times 10^{-5}$. Both $S$ and $C$ are trained with Stochastic Gradient Descent (SGD) optimizer with an initial learning rate of $1 \times 10^{-4}$. The batch size is empirically set as 128.

The model is trained with 17,000 epochs in the warm-up stage at the initial learning rate until adversarial the loss converges and the preliminary images start forming. After that, both $S$ and $C$ join the training for subsequent 13,000 epochs until both identical loss and pair-matched loss converge. To improve the quality of synthesized images, both $S$ and $C$ are trained with another 10,000 epochs at a new learning rate, which is decreased by 50%. The total model training with 40,000 epochs takes approximately 12.3 hours on a Linux machine, which configured with 4 Intel Xeon central processing units (E5-1620 v4), 64-GB memory, and a 16-GB Nvidia GP104 graphical processing unit.

After the training, we evaluate the BANIS performance by calculating the GMIs of the entire synthesized dataset with different overlapping thresholds $TS_{dsc}$. A lower $TS_{dsc}$ indicates a more strictly geometric matched is required.
3.3. Results

After the two-stage training, the BANIS model successfully synthesize satisfactory, geometrically matched image pairs (Figure 3). These synthesized images have clear C.elegans's image features of membrane or nuclei and simultaneously preserve geometric relationship between them. Note that these images are slices and thus may not display all nuclei in one slice. It is clear that the generated image pairs have a very similar patterns shown in Figure 2.

![Fig. 3. Exemplar Synthesized Images from BANIS](image)

The result of aforementioned GMI evaluation on the whole synthesized dataset is presented at Table 1. The result reveals that our model yields satisfied synthesized images under strict thresholds $T_{S_{dsc}}$. Most (over 95%) images of the total image pairs have an overlapping value less than 0.3. Even with a very restrict threshold requirement of 0.1 (that is less than 10% of overlapping between any two simultaneously generated image), the GMI value of the total synthesized image pairs reaches 75.26%.

| Threshold ($T_{S_{dsc}}$) | 0.1 | 0.2 | 0.3 |
|---------------------------|-----|-----|-----|
| GMI (%)                   | 75.26 | 87.27 | 95.39 |

4. CONCLUSION

This study presented a new model, BANIS, to synthesize microscopic images from multiple domains. To the best of our knowledge, BANIS is the first successful model that synthesizes geometrically matched images from multiple domains that have entirely separated spatial patterns. The experiment using microscopic data from C. elegans embryogenesis proved that our model is able to synthesize diversified and geometrically matched images very similar to the observed microscopic images.
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