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1 Introduction

In this review we cover the basics of efficient nonparametric parameter estimation (also called functional estimation), with a focus on parameters that arise in causal inference problems. We review both efficiency bounds (i.e., what is the best possible performance for estimating a given parameter?) and the analysis of particular estimators (i.e., what is this estimator’s error, and does it attain the efficiency bound?) under weak assumptions.

We consider the standard setup for functional estimation problems. Namely, we suppose we observe a sample of independent observations \((Z_1, ..., Z_n)\) all identically distributed according to some unknown probability distribution \(P\), which is assumed to lie in some model (i.e., set of distributions) \(\mathcal{P}\). Importantly, the goal is not to estimate all of \(P\), or even an individual component of \(P\) such as a regression or density function. Instead the goal is to estimate some structured combination of components, called a target parameter or functional \(\psi: \mathcal{P} \rightarrow \mathbb{R}^q\). A functional can be viewed as a map from the model to some space, which we take as the reals for simplicity (we will often focus on \(q = 1\), since extensions to the multivariate \(q \geq 2\) setup are typically straightforward).

We will see throughout this review that the special structure of functionals, being combinations of components of \(P\), endows this estimation problem with many interesting nuances. For example, fast \(\sqrt{n}\) rates of convergence can be achieved in nonparametric models, in stark contrast to the problems of nonparametric regression or density estimation.

By now, there are many reviews and resources available on the topic of parameter estimation in modern flexible nonparametric models, e.g., Bickel et al. [1993], van der Vaart [2000], van der Vaart [2002], van der Laan and Robins [2003], Tsiatis [2006], Kosorok [2008], van der Laan and Rose [2011], Petersen and van der Laan [2014], Kennedy [2016], Chernozhukov et al. [2018], Kennedy [2018], Díaz [2020], and Hines et al. [2022], among others. In this review, we put special emphasis on minimax-style efficiency bounds, worked examples, and practical shortcuts for easing derivations. We gloss over most technical details, in the interest of highlighting important concepts and providing intuition for main ideas.

1.1 Notation

We write counterfactual outcomes as \(Y^a\), i.e., the value of \(Y\) that would have been observed had we set \(A = a\). At times we subscript expectations and other quantities with the distribution under which they are taken, i.e., \(\mathbb{E}_P(Y \mid X = x)\) for an expectation under distribution \(P\). When the distribution is clear from context, we sometimes omit subscripts; in general, quantities without subscripts are meant to be taken under some generic \(P\) in the model, or else under the true distribution \(P\). We denote convergence in distribution by \(\rightsquigarrow\) and convergence in probability by \(\xrightarrow{P}\). We use standard big-oh and little-oh notation, i.e., \(X_n = O_P(r_n)\) means \(X_n/r_n\) is bounded in probability and \(X_n = o_P(r_n)\) means \(X_n/r_n \xrightarrow{P} 0\). To ease notation we sometimes omit arguments for functions of multiple arguments, e.g., \(\varphi = \varphi(z; P)\) when the arguments are clear or secondary to the discussion. We use \(\mathbb{P}_n\) to denote the empirical measure so that sample averages are written as \(\mathbb{P}_n(f) = \mathbb{P}_n\{f(Z)\} = \frac{1}{n} \sum_i f(Z_i)\). For a possibly random function \(\widehat{f}\), we similarly write \(\mathbb{P}(\widehat{f}) = \mathbb{P}(\widehat{f}(Z)) = \int \widehat{f}(z) \, d\mathbb{P}(z)\), and we let \(\|\widehat{f}\|^2 = \int \widehat{f}(z)^2 \, d\mathbb{P}(z)\) denote the squared \(L_2(\mathbb{P})\) norm.
2 Setup: Target Parameters & Model Assumptions

2.1 Examples of Functionals

Here we give a list of examples of functionals, some of which arise from causal inference problems, and some of which do not. Many (but certainly not all) functionals in causal inference and missing data take the form of regression functions averaged over covariate distributions.

Example 1. (Regression function) Suppose $Z = (X, Y)$. The regression of $Y$ on $X$ is given by $\psi(x) = \mathbb{E}(Y \mid X = x)$.

Example 2. (Average treatment effect) Suppose $Z = (X, A, Y)$ for confounders $X$, treatment $A$, and outcome $Y$. Then under causal positivity, consistency, and no unmeasured confounding assumptions, the mean outcome if all in the population were treated at level $A = a$ is identified as the expected regression function

$$\psi = \mathbb{E}(Y^a) = \mathbb{E}\{\mathbb{E}(Y \mid X, A = a)\},$$

where we use the convention $\mathbb{E}(Y \mid X, A = a) \equiv \mu_a(X)$ for $\mu_a(x) = \mathbb{E}(Y \mid X = x, A = a)$, so the outer expectation in the above is over the marginal distribution of $X$. Corresponding contrasts are identified as $\mathbb{E}(Y^1 - Y^0) = \mathbb{E}\{\mathbb{E}(Y \mid X, A = 1) - \mathbb{E}(Y \mid X, A = 0)\}$, for example.

Remark 1 (Identifying Assumptions). Since the focus of this work is on statistical estimation and inference, rather than identification, we only briefly mention causal identifying assumptions, as in the previous example. The discussion in subsequent sections holds for the parameters of interest defined purely in statistical terms, regardless of whether the causal assumptions hold (excepting statistical assumptions like positivity, which we also mostly gloss over).

Example 3. (Mean missing outcome) Suppose $Z = (X, A, AY)$ for covariates $X$, missing indicator $A$, and outcome $Y$ (which is only observed when $A = 1$). Then under positivity and missing at random assumptions, the mean outcome in the population is identified as the expected regression function

$$\psi = \mathbb{E}(Y) = \mathbb{E}\{\mathbb{E}(Y \mid X, A = 1)\}.$$

This is mathematically equivalent to the mean outcome if all were treated at level $A = 1$ from the previous example, and so statistical methods are identical.

Example 4. (Variance-weighted treatment effect) Suppose $Z = (X, A, Y)$ for confounders $X$, treatment $A$, and outcome $Y$. Then under causal positivity, consistency, and no unmeasured confounding assumptions, a variance-weighted average treatment effect is identified as

$$\psi = \mathbb{E}\{w(X)\mathbb{E}(Y^1 - Y^0 \mid X)\} = \frac{\mathbb{E}\{\text{cov}(A, Y \mid X)\}}{\mathbb{E}\{\text{var}(A \mid X)\}}$$

for weights $w(X) = \text{var}(A \mid X)/\mathbb{E}\{\text{var}(A \mid X)\}$ [Li et al., 2011, Robins et al., 2008].
Example 5. (Stochastic intervention effect) Suppose \( Z = (X, A, Y) \) for confounders \( X \), treatment \( A \), and outcome \( Y \). Then under positivity, consistency, and no unmeasured confounding assumptions, the mean outcome if treatments were sampled as \( A \sim dG(a \mid x) \) for everyone in the population is identified as

\[
\psi = \mathbb{E}\{\mathbb{E}(Y \mid X, A^*)\} = \int \int \mathbb{E}(Y \mid X = x, A = a) \ dG(a \mid x) \ d\mathbb{P}(x).
\]

We refer to Díaz and van der Laan [2012], Haneuse and Rotnitzky [2013], Young et al. [2014], and Kennedy [2019] for further discussion.

Example 6. (Instrumental variable effects) Suppose \( Z = (X, R, A, Y) \) for confounders \( X \), instrumental variable (IV) \( R \), treatment \( A \), and outcome \( Y \). Then under positivity, consistency, IV-unconfoundedness, exclusion, instrumentation, and monotonicity assumptions, the average treatment effect among compliers with \( A^r = 1 > A^r = 0 \) is given by

\[
\psi = \mathbb{E}(Y^{a = 1} - Y^{a = 0} \mid A^r = 1 > A^r = 0) = \frac{\mathbb{E}\{\mathbb{E}(Y \mid X, R = 1) - \mathbb{E}(Y \mid X, R = 0)\}}{\mathbb{E}\{\mathbb{E}(A \mid X, R = 1) - \mathbb{E}(A \mid X, R = 0)\}}.
\]

Replacing monotonicity with an effect homogeneity assumption, the same statistical functional instead represents an effect on the treated [Ogburn et al., 2015]. Under a different effect homogeneity assumption, the related but different ratio estimator

\[
\psi = \mathbb{E}\left\{\frac{\mathbb{E}(Y \mid X, R = 1) - \mathbb{E}(Y \mid X, R = 0)}{\mathbb{E}(A \mid X, R = 1) - \mathbb{E}(A \mid X, R = 0)}\right\}
\]

identifies the average treatment effect [Wang and Tchetgen Tchetgen, 2018].

Example 7. (Time-varying treatment effects) Suppose \( Z = (X_1, A_1, ..., X_t, A_t, ..., X_T, A_T, Y) \) for time-varying confounders \( X_t \), treatments \( A_t \), and final outcome \( Y \). Then under consistency, with sequential versions of positivity and no unmeasured confounding assumptions, the mean outcome if all in the population followed treatment sequence \( \overline{a}_T = (a_1, ..., a_T) \) is identified as

\[
\psi = \mathbb{E}(Y^{\overline{a}_T}) = \int \cdots \int \mathbb{E}(Y \mid \overline{X}_T = \overline{x}_T, \overline{A}_T = \overline{a}_T) \prod_{t=1}^{T} d\mathbb{P}(x_t \mid \overline{x}_{t-1}, \overline{a}_{t-1}).
\]

This is known as Robins’ g-formula [Robins, 1986, Robins and Hernán, 2009, van der Laan and Robins, 2003]. The projection of this quantity (as a function of \( \overline{a}_T \)) onto an approximating marginal structural model \( g(\overline{a}_T; \beta) \) is given by

\[
\psi = \arg \min_{\beta \in \mathbb{R}^p} \int w(\overline{a}_T)\left\{\mathbb{E}(Y^{\overline{a}_T}) - g(\overline{a}_T; \beta)\right\}^2 \ d\nu(\overline{a}_T)
\]

where \( \mathbb{E}(Y^{\overline{a}_T}) \) is identified via the expression above, \( w \) is a specified weight function, and \( \nu \) is a dominating measure for the distribution of \( \overline{A}_T \).
**Example 8.** (Mediation effects) Suppose $Z = (X,A,M,Y)$ for confounders $X$, treatment $A$, mediator $M$, and outcome $Y$. Then under positivity, consistency, and no unmeasured confounding assumptions for $(A,M)$, the controlled direct effect of treatment $A$, keeping the mediator fixed at $M = m$, is identified by

$$\mathbb{E}(Y^{a,m} - Y^{a',m}) = \mathbb{E}\{\mathbb{E}(Y \mid X,A = a, M = m) - \mathbb{E}(Y \mid X, A = a', M = m)\}.$$ 

Indirect effects can be identified analogously [Imai et al., 2010, Pearl, 2009, Tchetgen Tchetgen and Shpitser, 2012]. The natural direct effect of treatment, when the mediator is set to what it would have been under $A = a$, is identified by

$$\mathbb{E}(Y^a,M^a - Y^a',M^a) = \mathbb{E}\{\mathbb{E}(Y \mid X,A = a)\} - \mathbb{E}\int \mathbb{E}(Y \mid X, A = a', M = m) \, d\mathbb{P}(m \mid X,A = a).$$

with indirect effects again identified similarly. Natural mediation effects require weaker positivity assumptions than controlled effects.

**Example 9.** (Treatment effect bounds) Suppose $Z = (X,A,Y)$ for confounders $X$, treatment $A$, and outcome $Y$. Then under consistency and positivity assumptions, the average treatment effect is bounded within

$$\psi = [\psi_L, \psi_U] = \mathbb{E}\{\mathbb{E}(Y \mid X,A = a)\} \pm \delta \mathbb{P}(A \neq a)$$

as long as $|\mathbb{E}(Y^a \mid X,A = a) - \mathbb{E}(Y^a \mid X,A \neq a)| \leq \delta$ (note this is weaker than no unmeasured confounding, which implies $\delta = 0$) [Luedtke et al., 2015, Richardson et al., 2014].

**Example 10.** (Expected density) Let $Z$ have density $p$. Then the expected density is

$$\psi = \mathbb{E}\{p(Z)\} = \int p(z)^2 \, dz.$$ 

This functional is a staple of the classical functional estimation literature and arises in tuning parameter selection in density estimation [Bickel and Ritov, 1988, Birgé and Massart, 1995].

**Example 11.** (Entropy) Let $Z$ have density $p$. Then the entropy is

$$\psi = -\int p(z) \log p(z) \, dz = -\mathbb{E}\{\log p(Z)\}.$$ 

**Example 12.** $(f$-divergence) Let $Z = (A,Y)$ for $A \in \{0,1\}$ a group indicator and $Y$ a random variable with conditional density $p(y \mid a)$. Then the $f$-divergence of $p(y \mid a = 1)$ from $p(y \mid a = 0)$ is

$$\psi = \int f\left(\frac{p(y \mid a = 1)}{p(y \mid a = 0)}\right) p(y \mid a = 0) \, dy$$

for a known function $f$. Particular choices of $f$ yield Kullback-Leibler, Hellinger, total variation, and $\chi^2$ distances, for example [Kandasamy et al., 2015].
2.2 Model Assumptions

Recall from Section 1 that the distribution \( \mathbb{P} \) from which we sample is assumed to lie in a model, i.e., set of distributions \( \mathcal{P} \). In this review we focus on nonparametric models; in Section 3 we typically take \( \mathcal{P} \) to be the simplest nonparametric model, consisting of all probability distributions on the sample space, while in Section 4 we introduce models with smoothness or sparsity. We focus on nonparametric rather than semiparametric models mostly for simplicity; many ideas extend to the more restricted semiparametric case, and we refer to Bickel et al. [1993], van der Laan and Robins [2003], and Tsiatis [2006] for more details there. As noted in Remark 1, we only briefly mention identifying assumptions, despite their importance, since the focus of this review is on the statistical aspects of causal inference, post-identification.

3 Benchmarks: Nonparametric Efficiency Bounds

After having selected an appropriate target parameter \( \psi \) matching the scientific question of interest, identifying (or bounding) it under appropriate causal or other assumptions, and laying out a statistical model \( \mathcal{P} \) (which in our case will be nonparametric), a next line of business is to understand lower bounds or benchmarks for estimation error. In other words, how well can we possibly hope to estimate the parameter \( \psi \) over the model \( \mathcal{P} \)? This is important both theoretically, as a fundamental measure of the statistical difficulty of estimating \( \psi \), as well as practically, since it helps tell us whether a particular method is optimally efficient, making the best use of the data (if not, one may need to search for better, more efficient methods). Note there are two parts to showing optimality: (i) that no estimator can do better than some benchmark, and (ii) that a particular estimator does in fact attain that benchmark. Part (i) is discussed in this section, and part (ii) in the next section.

A classic benchmarking or lower bound result for smooth parametric models is the Cramer-Rao bound [Casella and Berger, 2001, van der Vaart, 2002]. In its simplest form, this result states that for smooth parametric models \( \mathcal{P} = \{P_\theta : \theta \in \mathbb{R}\} \) and smooth functionals (i.e., with \( P_\theta \) and \( \psi(\theta) \) differentiable in \( \theta \)), the variance of any unbiased estimator \( \hat{\psi} \) must satisfy

\[
\text{var}_\theta(\hat{\psi}) \geq \frac{\psi'(\theta)^2}{\text{var}_\theta\{s_\theta(Z)\}},
\]

where \( s_\theta(z) = \frac{\partial}{\partial \theta} \log p_\theta(z) \) is the score function, i.e., no unbiased estimator can have smaller variance than the above ratio. A standard way to benchmark estimation error more generally is through minimax lower bounds of the form

\[
\inf_{\hat{\psi}} \sup_{P \in \mathcal{P}} \mathbb{E}_P \left[ \left\{ \hat{\psi} - \psi(P) \right\}^2 \right] \geq R_n.
\]

These kinds of lower bounds say that the risk for estimating \( \psi \) (in this case, in terms of worst-case mean squared error), over the model \( \mathcal{P} \), cannot be smaller than \( R_n \). For example, when \( \psi(P) \) is a density or regression function, and \( \mathcal{P} \) is the class of all \( s \)-smooth Hölder densities, then \( R_n = Cn^{-1/(1+d/2s)} \) [Tsybakov, 2009].

Indeed the Cramer-Rao bound (1) also acts as a benchmark in a more general minimax sense. In fact, for smooth parametric models, one can go beyond global lower bounds of the
form (2) and say something about more nuanced local minimax behavior. This is illustrated in the following theorem.

**Theorem 1** (Theorem 8.11, van der Vaart [2000]). Assume $P_\theta$ is differentiable in quadratic mean at $\theta$ with nonsingular Fisher information $I_\theta = \text{var}_\theta \{s_\theta(Z)\}$. If $\psi(\theta)$ is differentiable at $\theta$, with $\psi'(\theta) = \frac{\partial}{\partial \theta} \psi(\theta)$, then for any estimator $\hat{\psi}$ it follows that

$$\inf_{\delta > 0} \liminf_{n \to \infty} \sup_{\|\theta - \theta_0\| < \delta} n \ E_{\theta'} \left[ \left( \hat{\psi} - \psi(\theta') \right)^2 \right] \geq \psi'(\theta) \text{var}_\theta \{s_\theta(Z)\}^{-1} \psi'(\theta)^T.$$

Intuitively, Theorem 1 says the (asymptotic, worst-case) mean squared error cannot be smaller than $\psi'(\theta)^2/n \text{var}_\theta \{s_\theta(Z)\}$, for any estimator $\hat{\psi}$ in a smooth parametric model.

Thus optimality in the above local asymptotic minimax sense is somewhat settled for smooth parametric models. However, what if anything does this say about larger semi- or nonparametric models? Can the above Cramer-Rao bounds be exploited to construct lower bound benchmarks there as well? These questions will be answered in the following subsection.

### 3.1 Parametric Submodels

The standard way to connect classic Cramer-Rao bounds for parametric models to larger more complicated nonparametric models is through a technical device called the parametric submodel [Stein, 1956]. We first give a definition, then describe high-level ideas and give some examples.

**Definition 1.** A parametric submodel is a smooth parametric model $P_\epsilon = \{P_{\epsilon} : \epsilon \in \mathbb{R}\}$ that satisfies (i) $P_\epsilon \subseteq P$, and (ii) $P_{\epsilon=0} = \mathbb{P}$.

Thus, in words, a parametric submodel is a parametric model that (i) is contained in the larger model $P$ of interest, and (ii) equals the true distribution at $\epsilon = 0$, i.e., contains the truth $\mathbb{P}$. It is important to recognize that a parametric submodel is a technical device used to extend theory from parametric to nonparametric models, and not a tool for data analysis [Tsiatis, 2006]; in particular, to ensure that property (ii) $P_{\epsilon=0} = \mathbb{P}$ holds, parametric submodels must depend on the true distribution $\mathbb{P}$, which is of course unknown.

The high-level idea behind using submodels is that it is never harder to estimate a parameter over a smaller model, relative to a larger one in which the smaller model is contained. So any lower bound for a submodel will also be a valid lower bound for the larger model $P$. Of course, valid but vacuous lower bounds are easy to construct (e.g., the mean squared error can be no less than zero), so in the next section we will also have to show that these bounds are relevant, in the sense that they can actually be attained under some plausible conditions.

It turns out that, for the purposes of constructing lower bound benchmarks for functional estimation, it often suffices to use one-dimensional parametric submodels. A common choice of submodel for nonparametric $P$ is, for some mean-zero function $h : \mathcal{Z} \to \mathbb{R}$,

$$p_\epsilon(z) = d\mathbb{P}(z)\{1 + \epsilon h(z)\} \quad (3)$$
where \( \|h\|_\infty \leq M < \infty \) and \( \epsilon < 1/M \) so that \( p_\epsilon(z) \geq 0 \). Note for this submodel the score function is \( \frac{\partial}{\partial \epsilon} \log p_\epsilon(z)\big|_{\epsilon=0} = \frac{\partial}{\partial \epsilon} \log \{1 + \epsilon h(z)\}\big|_{\epsilon=0} = h(z) \). Therefore the Cramer-Rao lower bound for some \( P_\epsilon \) in the example one-dimensional submodel \( \mathcal{P}_\epsilon \) above is given by

\[
\frac{\psi'(P_\epsilon)^2}{\text{var}_{P_\epsilon}\{s_\epsilon(Z)\}} = \frac{\left\{ \frac{\partial}{\partial \epsilon} \psi(P_\epsilon)\big|_{\epsilon=0} \right\}^2}{\mathbb{E}_{P_\epsilon}\{h(Z)^2\}}.
\]

Other examples of submodels can be found in Section 4.2 of Tsiatis [2006], for example.

Since any lower bound for the submodel \( \mathcal{P}_\epsilon \) is also a lower bound for \( \mathcal{P} \), the best and most informative is the greatest such lower bound. Can we say anything about the best such lower bound for generic functionals and/or submodels? The next two subsections consider this question.

### 3.2 Pathwise Differentiability

Recall the Cramer-Rao bound

\[
\frac{\left\{ \frac{\partial}{\partial \epsilon} \psi(P_\epsilon)\big|_{\epsilon=0} \right\}^2}{\mathbb{E}_{P_\epsilon}\{s_\epsilon(Z)^2\}}
\]

for submodel \( \mathcal{P}_\epsilon \) described in the previous subsection. To find the best such lower bound, we would like to optimize the above over all \( P_\epsilon \) in some submodel. It is not a priori clear how generally this can be accomplished, since different functionals \( \psi \) could yield very different numerators. Therefore let us first consider what we can say about the derivative in the numerator of (4), for a large class of pathwise differentiable functionals.

Namely, suppose the functional \( \psi : \mathcal{P} \mapsto \mathbb{R} \) is smooth, as a map from distributions to the reals, in the sense that it admits a kind of distributional Taylor expansion

\[
\psi(\mathcal{T}) - \psi(P) = \int \varphi(z; \mathcal{T}) \, d(\mathcal{T} - P)(z) + R_2(\mathcal{T}, P)
\]

for distributions \( \mathcal{T} \) and \( P \), often called a von Mises expansion, where \( \varphi(z; P) \) is a mean-zero, finite-variance function satisfying \( \int \varphi(z; P) \, dP(z) = 0 \) and \( \int \varphi(z; P)^2 \, dP(z) < \infty \), and \( R_2(\mathcal{T}, P) \) is a second-order remainder term (which means it only depends on products or squares of differences between \( \mathcal{T} \) and \( P \)).

Intuitively, the von Mises expansion above is just an infinite-dimensional or distributional analog of a Taylor expansion, with \( \varphi(z; Q) \) acting as a usual derivative term; it describes how the functional \( \psi \) changes locally when the distribution changes from \( P \) to \( \mathcal{T} \). For example, when \( Z \in \{1, \ldots, k\} \) is discrete and so \( \mathcal{T} \) and \( P \) have \( k \) countable components, the von Mises expansion reduces to a standard multivariate Taylor expansion with

\[
R_2(\mathcal{T}, P) = \psi(\overline{p}_1, \ldots, \overline{p}_k) - \psi(p_1, \ldots, p_k) - \sum_j \frac{\partial}{\partial t_j} \psi(t_1, \ldots, t_k) \bigg|_{t=\overline{p}} (\overline{p}_j - p_j).
\]

We refer to Fisher and Kennedy [2021] for more intuition and visual illustrations.
The von Mises terminology comes from, e.g., von Mises [1947], and has been used by Fernholz [1983], van der Vaart [2000], Robins et al. [2009], Kandasamy et al. [2015], among others. The function $\varphi(z; P)$ has been referred to as an influence function, pathwise derivative, gradient, and Neyman orthogonal score [Bickel et al., 1993, Chernozhukov et al., 2018, Newey, 1994, Pfanzagl, 1982, Tsiatis, 2006, van der Laan and Robins, 2003]. However it can be important to distinguish between the influence function for a parameter, as in (5), and the influence function for an estimator; this point will be discussed in more detail in the next section. To distinguish between the two, we typically refer to the influence function for a parameter as in (5) as an influence curve. Note that for now, the expansion (5) is only a smoothness property of the functional $\psi : P \mapsto \mathbb{R}$, and has nothing to do yet with any data or estimation procedure.

Many important functionals satisfy the expansion (5); we detail a few in the following examples.

**Example 2** (continued). The average treatment effect or missing outcome functional

$$\psi(P) = \mathbb{E}_P\{\mathbb{E}_P(Y \mid X, A = 1)\}$$

satisfies (5) with

$$\varphi(Z; P) = \frac{1(A = 1)}{P(A = 1 \mid X)} \{Y - \mathbb{E}_P(Y \mid X, A = 1)\} + \mathbb{E}_P(Y \mid X, A = 1) - \psi(P)$$

and

$$R_2^2(P, P) = \int \left\{ \frac{1}{\pi(x)} - \frac{1}{\bar{\pi}(x)} \right\} \left\{ \mu(x) - \bar{\mu}(x) \right\} \pi(x) \, dP(x)$$

where $\pi(x) = P(A = 1 \mid X = x)$ and $\bar{\pi}(x) = \bar{P}(A = 1 \mid X = x)$, and similarly for $\mu(x) = \mathbb{E}_P(Y \mid X = x, A = 1)$.

**Example 4** (continued). The expected conditional covariance functional

$$\psi(P) = \mathbb{E}_P\{\text{cov}_P(A, Y \mid X)\}$$

satisfies (5) with

$$\varphi(Z; P) = \left\{ A - \mathbb{E}_P(A \mid X) \right\} \left\{ Y - \mathbb{E}_P(Y \mid X) \right\} - \psi(P)$$

and

$$R_2^2(\bar{P}, P) = \int \left\{ \pi(x) - \bar{\pi}(x) \right\} \left\{ \bar{\pi}(x) - \mu(x) \right\} \, dP(x)$$

where $\pi(x) = \mathbb{E}_P(A \mid X = x)$ and $\mu(x) = \mathbb{E}_P(Y \mid X = x)$, with $\bar{\pi}$ and $\bar{\mu}$ corresponding versions under $\bar{P}$.
Example 10 (continued). The expected density functional

$$\psi(P) = \mathbb{E}_P\{p(Z)\} = \int p(z)^2 \, dz$$

satisfies (5) with

$$\varphi(Z; P) = 2\left\{p(Z) - \psi(P)\right\}$$

and

$$R_2(P, P) = -\int \left\{\overline{p}(z) - p(z)\right\}^2 \, dz.$$ 

A related notion of smoothness is *pathwise differentiability*, i.e., that

$$\frac{\partial}{\partial \epsilon} \psi(P_{\epsilon}) \bigg|_{\epsilon=0} = \int \varphi(z; \mathbb{P}) s_{\epsilon}(z) \, d\mathbb{P}(z)$$

for every smooth submodel $P_{\epsilon}$. This is implied by the von Mises expansion (5), under regularity conditions, by taking $(P, Q) = (P_{\epsilon}, P)$, differentiating both sides and noting that $R_2$ being second order means

$$\frac{\partial}{\partial \epsilon} R_2(P, P_{\epsilon}) \bigg|_{\epsilon=0} = 0.$$ 

For more details, see for example Lemma 2 of Kennedy et al. [2021]; the above condition is essentially equivalent to what Chernozhukov et al. [2018] refer to as Neyman orthogonality. Pathwise differentiability (6), and the von Mises expansion (5) more generally, play key roles in both deriving lower bound benchmarks (via the *efficient influence function*) and constructing estimators that attain the benchmark. We will continue exploring this first role in the following subsection.

### 3.3 The Best Lower Bound & Efficient Influence Function

Armed with the smoothness of our functional $\psi$, as characterized by the von Mises expansion (5) and related pathwise differentiability (6), we now have enough to characterize the greatest lower bound for generic smooth parametric submodels.

For simplicity consider the particular submodel in (3); it turns out this class of submodel is often sufficient to yield relevant (attainable) lower bounds. For this submodel, the score is $s_{\epsilon}(z) = h(z)$ and by pathwise differentiability we have

$$\frac{\partial}{\partial \epsilon} \psi(P_{\epsilon}) \bigg|_{\epsilon=0} = \int \varphi(z; \mathbb{P}) h(z) \, d\mathbb{P}(z).$$

Therefore over all Cramer-Rao bounds at $\epsilon = 0$ we have

$$\sup_{P_{\epsilon}} \frac{\psi'(P_{\epsilon})^2}{\text{var}\{s_{\epsilon}(Z)\}} = \sup_h \frac{\mathbb{E}\{\varphi(Z; \mathbb{P}) h(Z)\}^2}{\mathbb{E}\{h(Z)^2\}^2} \leq \frac{\mathbb{E}\{\varphi(Z; \mathbb{P})^2\}}{\mathbb{E}\{\varphi(Z)^2\}} = \text{var}\{\varphi(Z)\}$$

where the first equality follows by pathwise differentiability and the form of the submodel, and the inequality by Cauchy-Schwarz. The fact that the greatest lower bound is not just bounded above by $\mathbb{E}\{\varphi^2\} = \text{var}\{\varphi\}$, but that this upper bound is actually attained follows from the fact that, for one of the submodels we can take $h(z) = \varphi(z; \mathbb{P})$, as long as $\varphi$ is in the tangent space (i.e., closure of submodel score space). We refer to Lemma 25.19 of van der Vaart [2000] for more details and discussion.
Remark 3. Recall in this review we are mostly focusing on proper nonparametric models, where the tangent space is the whole Hilbert space of mean-zero, finite-variance functions (see Theorem 4.4 of Tiatis [2006]); in that case (5) only holds for at most one influence curve \( \varphi \), which must also be a valid score. However, in proper semiparametric models with a restricted tangent space, the expansion (5) can hold for potentially many influence curves \( \varphi \), and then the one that is also a valid score is called the efficient influence function. In contrast, in nonparametric models, there is only one influence curve, and that influence curve is also the efficient influence function.

Therefore the variance of the efficient influence function

\[
\text{var}\{\varphi(Z; P)\}
\]

acts as a nonparametric analog of the Cramer-Rao bound. This is critically important, as it implies no estimator can have smaller mean squared error than (7), in a local asymptotic minimax sense. In particular, if we can show for a particular estimator \( \hat{\psi} \) that

\[
\sqrt{n}(\hat{\psi} - \psi) \Rightarrow N\left(0, \text{var}\{\varphi(Z)\}\right)
\]

then we can say the estimator attains the nonparametric efficiency bound. This local asymptotic minimaxity can be formalized as in the following result, for example.

**Theorem 2** (Corollary 2.6, van der Vaart [2002]). Let \( \psi : \mathcal{P} \mapsto \mathbb{R} \) be pathwise differentiable with efficient influence function \( \varphi \). Assume the model is nonparametric or the tangent space is a convex cone. Then

\[
\inf_{\delta > 0} \liminf_{n \to \infty} \sup_{\text{TV}(P,Q) < \delta} n \ E_Q[\{\hat{\psi} - \psi(Q)\}^2] \geq \text{var}\{\varphi(Z; P)\}
\]

for any estimator sequence \( \hat{\psi} = \hat{\psi}_n \).

### 3.4 Deriving Influence Functions

In the previous section we showed the crucial importance of the von Mises expansion (5), whose derivative term (i.e., influence curve) is the efficient influence function in nonparametric models, and thus the key component of local minimax lower bounds for functional estimation. Further, the efficient influence function not only yields efficiency bounds, but also indicates how to construct efficient estimators and sheds light on the conditions required for such estimators to be efficient (these latter points will be discussed shortly, in the next section). In the last subsection we gave some examples of functionals for which the expansion holds, with particular influence curves and remainder terms, but it may not be clear how to derive these expansions from scratch. This is the main topic of this subsection.

There are several ways to derive influence curves. The most general approach is to explicitly compute the pathwise derivative \( \psi'(P) \) for appropriate submodels, set this equal to the right-hand-side of the pathwise differentiability equation (6), and solve for the influence curve \( \varphi \). In the following example we show how this works in two simple cases, for regression functions with discrete \( X \) and the expected density.
Example 1 (continued). Consider the regression function \( E(Y \mid X = x) \). Here we will show that

\[
\varphi(z; P) = \frac{1_{(X = x)}}{P(X = x)} \left\{ Y - E_P(Y \mid X = x) \right\}
\]

is the efficient influence function when \( X \) is discrete, by showing that (6) holds for this choice of \( \varphi \). Let \( s_\epsilon(z) = \frac{\partial}{\partial \epsilon} \log dP_\epsilon(z) \mid_{\epsilon = 0} \) denote the submodel score, and note

\[
\mathbb{E}\{s(Z) \mid X = x\} = \int \frac{\partial}{\partial \epsilon} \log dP_\epsilon(z) \mid_{\epsilon = 0} \ dP(y \mid x)
\]

\[
= \int \frac{\partial}{\partial \epsilon} \log \left\{ P_\epsilon(X = x) dP_\epsilon(y \mid x) \right\} \mid_{\epsilon = 0} \ dP(y \mid x)
\]

\[
= \int \left\{ \frac{\partial}{\partial \epsilon} P_\epsilon(X = x) \right\} + \frac{\partial}{\partial \epsilon} \log dP_\epsilon(y \mid x) \mid_{\epsilon = 0} \ dP(y \mid x)
\]

\[
= \frac{\partial}{\partial \epsilon} \log P_\epsilon(X = x) \mid_{\epsilon = 0}
\]

where the last equality uses the facts that \( \int dP(y \mid x) = 1 \) and that scores have mean zero, i.e.,

\[
\int \frac{\partial}{\partial \epsilon} \log dP_\epsilon(y \mid x) \mid_{\epsilon = 0} \ dP(y \mid x) = \int \frac{\partial}{\partial \epsilon} dP_\epsilon(y \mid x) \mid_{\epsilon = 0} \ dP(y \mid x)
\]

\[
= \int \frac{\partial}{\partial \epsilon} dP_\epsilon(y \mid x) \mid_{\epsilon = 0} = \frac{\partial}{\partial \epsilon} \int dP_\epsilon(y \mid x) \mid_{\epsilon = 0} = 0
\]

where the first equality used the fact that \( \frac{\partial}{\partial \epsilon} \log dP_\epsilon(y \mid x) = \frac{\partial}{\partial \epsilon} dP_\epsilon(y \mid x) / dP_\epsilon(y \mid x) \). Thus in this case the pathwise derivative on the left-hand side of (6) is

\[
\frac{\partial}{\partial \epsilon} \int y \ dP_\epsilon(y \mid x) \mid_{\epsilon = 0} = \int \left\{ \frac{\partial}{\partial \epsilon} \log dP_\epsilon(y \mid x) \right\} \mid_{\epsilon = 0} dP(y \mid x)
\]

\[
= \int \left\{ \frac{\partial}{\partial \epsilon} \log \frac{dP_\epsilon(z)}{P_\epsilon(X = x)} \right\} \mid_{\epsilon = 0} dP(y \mid x)
\]

\[
= \int \left\{ \frac{\partial}{\partial \epsilon} \log dP_\epsilon(z) - \frac{\partial}{\partial \epsilon} \log P_\epsilon(X = x) \right\} \mid_{\epsilon = 0} dP_\epsilon(y \mid x)
\]

\[
= \mathbb{E}\{Y s_\epsilon(Z) \mid X = x\} - \mathbb{E}\{s_\epsilon(Z) \mid X = x\} \mathbb{E}(Y \mid X = x)
\]

where the first equality holds as long as we can exchange integrals and derivatives and since \( P_{\epsilon=0} = P \). Now for the right-hand side of (6) we have

\[
\int \varphi(z; P)s_\epsilon(z) \ dP(z) = \mathbb{E} \left[ \frac{1_{(X = x)}}{P(X = x)} \left\{ Y - E(Y \mid X = x) \right\} s_\epsilon(Z) \right]
\]

\[
= \mathbb{E}\{Y s_\epsilon(Z) \mid X = x\} - \mathbb{E}\{s_\epsilon(Z) \mid X = x\} \mathbb{E}(Y \mid X = x)
\]

by iterated expectation. This yields the result.
Example 10 (continued). Let \( p_0 \) denote the density of \( \mathbb{P} \). Under regularity conditions, the pathwise derivative for the expected density functional is given by

\[
\frac{\partial}{\partial \epsilon} \int p_\epsilon(z)^2 \, dz \bigg|_{\epsilon=0} = \int \frac{\partial}{\partial \epsilon} p_\epsilon(z)^2 \, dz \bigg|_{\epsilon=0} = \int 2p_\epsilon(z) \frac{\partial}{\partial \epsilon} p_\epsilon(z) \, dz \bigg|_{\epsilon=0} = \int 2\{p_0(z) - \psi(\mathbb{P})\} \left\{ \frac{\partial}{\partial \epsilon} \log p_\epsilon(z) \right\} \bigg|_{\epsilon=0} p_0(z) \, dz
\]

where the first equality holds as long as we can exchange integrals and derivatives, the second by the chain rule, the third since \( \frac{\partial}{\partial \epsilon} \log p_\epsilon(z) = \frac{\partial}{\partial \epsilon} p_\epsilon(z)/p_\epsilon(z) \), and the last since the score function \( s_\epsilon(z) = \frac{\partial}{\partial \epsilon} \log p_\epsilon(z) \bigg|_{\epsilon=0} \) has mean zero so that subtracting \( \psi \) times the mean does not change the expression. Now equating the above with the right-hand side of (6) shows that \( 2\{p(z) - \psi\} \) is the efficient influence function for the expected density.

3.4.1 Two Simple Strategies

As was seen above, even for two very simple functionals, the previously described general approach is somewhat indirect and non-constructive. For the mean we had a putative efficient influence function at our disposal, which may not always be the case, and for the expected density we had to solve an integral equation (which was straightforward in that case, but can be complicated in general). Luckily there are some tricks for making influence function derivations easier and less time-consuming. We will give two strategies that build off of each other and can both be useful:

1. Compute Gateaux derivatives assuming data are discrete.

2. Use derivative rules with simple influence functions as building blocks.

The first strategy is somewhat commonplace and has been used and detailed for example in Kandasamy et al. [2015] and Hines et al. [2022], for example. We have not seen the second strategy described in the literature.

The first step in both strategies is to initially pretend that the data are discrete. This eases calculations and allows for direct computation rather than solving integral equations, while typically still leading to influence functions that are valid in the general continuous or mixed case. The latter can always be verified by checking the general integral version of the pathwise differentiability condition (6), for a putative influence function computed by potentially ad hoc means. Ichimura and Newey [2022] show that similar calculations can be used in the general case by replacing indicators with kernels indexed by a bandwidth converging to zero; however, dealing with indicators eases notation so we use that approach here.
3.4.2 Strategy 1

After reducing to discrete data, the first strategy is to compute the Gateaux derivative of the parameter in the direction of a point mass contamination. Specifically, letting $\delta_z = \mathbb{1}(Z = z)$ denote the Dirac measure at $Z = z$, one computes the Gateaux derivative

$$\frac{\partial}{\partial \epsilon} \psi\{(1 - \epsilon)d\mathbb{P}(z) + \epsilon\delta_{z'}\}\bigg|_{\epsilon=0}$$

which equals the influence function $\varphi(z'; \mathbb{P})$. This approach is based on computing the pathwise derivative described in the previous section, but at a special submodel of the form $(1 - \epsilon)d\mathbb{P}(z) + \epsilon\delta_{z'}$, for which the right-hand side of (6) happens to equal the influence function itself, rather than its covariance with the score. The reason the latter is true is because the score for this submodel is

$$\frac{\partial}{\partial \epsilon} \log\{(1 - \epsilon)d\mathbb{P}(z) + \epsilon\delta_{z'}\}\bigg|_{\epsilon=0} = \frac{\delta_{z'} - d\mathbb{P}(z)}{(1 - \epsilon)d\mathbb{P}(z) + \epsilon\delta_{z'}} \bigg|_{\epsilon=0} = \frac{\delta_{z'}}{d\mathbb{P}(z)} - 1$$

which implies

$$\int \varphi(z; \mathbb{P}) s_\epsilon(z) d\mathbb{P}(z) = \varphi(z'; \mathbb{P}).$$

Therefore this strategy can be described as choosing a clever submodel, so that the pathwise derivative immediately returns the influence function itself, at least in discrete models. (Though again, one can either use the approach of Ichimura and Newey [2022] to generalize, or else check that the pathwise differentiability condition (6) holds in the general case for the putative influence function that is derived.)

In what follows we show an example of using this strategy for the regression function parameter in the discrete case. We refer to Hines et al. [2022] for more examples, including the expected density and average treatment effect.

Example 1 (continued). Now we compute the influence function for $\mathbb{E}(Y \mid X = x)$ in the discrete case, using Strategy 1 via the Gateaux derivative. Let $\delta_z$ be the Dirac measure at $Z = z$, and note that for the submodel $\mathbb{P}_\epsilon(Z = z) = (1 - \epsilon)\mathbb{P}(Z = z) + \epsilon\delta_{z'}$ we have

$$\mathbb{P}_\epsilon(Y = y \mid X = x) = \frac{\mathbb{P}_\epsilon(Z = z)}{\mathbb{P}_\epsilon(X = x)} = \frac{(1 - \epsilon)\mathbb{P}(Z = z) + \mathbb{1}(z = z')}{(1 - \epsilon)\mathbb{P}(X = x) + \mathbb{1}(x = x')}.$$

Therefore the Gateaux derivative is

$$\frac{d}{d\epsilon} \psi\{(1 - \epsilon)\mathbb{P}(z) + \epsilon\delta_{z'}\}\bigg|_{\epsilon=0} = \frac{d}{d\epsilon} \sum_y y \frac{(1 - \epsilon)\mathbb{P}(Z = z) + \mathbb{1}(z = z')}{(1 - \epsilon)\mathbb{P}(X = x) + \mathbb{1}(x = x')}\bigg|_{\epsilon=0}$$

$$= \sum_y y \left\{ \frac{1(z = z') - \mathbb{P}(Z = z)}{\mathbb{P}(X = x)} - \frac{1(x = x') - \mathbb{P}(X = x)}{\mathbb{P}(X = x)} \right\} \mathbb{P}(Y = y \mid X = x)$$

$$= \sum_y y \left\{ \frac{1(z = z') - 1(x = x')\mathbb{P}(Y = y \mid X = x)}{\mathbb{P}(X = x)} \right\}$$

$$= \frac{y'\mathbb{1}(x = x')}{\mathbb{P}(X = x)} - \frac{1(x = x')\mathbb{E}(Y \mid X = x)}{\mathbb{P}(X = x)} = \varphi(z'; \mathbb{P})$$
where the second equality follows from the quotient rule, and the rest by rearranging. This gives the result.

As illustrated above, the Gateaux derivative strategy is more constructive and direct, and only requires simple derivative calculations.

3.4.3 Strategy 2

Strategy 2 is similar in spirit to Strategy 1, but allows for extra shortcuts and can bypass unnecessary derivative calculations required in the standard Gateaux derivative approach. The main idea consists of the following tricks:

**Trick 1.** Pretend the data are discrete.

**Trick 2.** Treat influence functions as derivatives, allowing use of differentiation rules.

**Trick 3.** Use influence function building blocks, e.g., that the influence function of $E(Y | X = x)$ is $\frac{1(X = x)}{\pi(x)} \{Y - E(Y | X = x)\}$.

To help make ideas concrete, we introduce an operator $\mathbb{IF}: \Psi \rightarrow L_2(\mathbb{P})$ that maps functionals $\psi: \mathcal{P} \rightarrow \mathbb{R}$ to their influence functions $\varphi(z) \in L_2(\mathbb{P})$ in a nonparametric model. Then Trick 2 can for example include

**Trick 2a.** (product rule) $\mathbb{IF}(\psi_1 \psi_2) = \mathbb{IF}(\psi_1)\psi_2 + \psi_1 \mathbb{IF}(\psi_2)$

**Trick 2b.** (chain rule) $\mathbb{IF}(f(\psi)) = f'(\psi)\mathbb{IF}(\psi)$

and Trick 3 can be written as $\mathbb{IF}(E(Y | X = x)) = \frac{1(X = x)}{\pi(x)} \{Y - E(Y | X = x)\}$.

For comparison, we include derivations of the influence function for the average treatment effect using the general indirect approach and the Gateaux approach of Strategy 1 in the Appendix. The former requires about two pages of calculations, and the latter about one page. Contrast this with the following calculations, which only comprise four lines (in addition to not requiring explicit submodels or complicated derivative calculations).

**Example 2** (continued). Let $\mu(x) = E(Y | X = x, A = 1)$, $\pi(x) = P(A = 1 | X = x)$, and $p(x) = P(X = x)$, and let $\psi = E\{E(Y | X, A = 1)\}$ denote the average treatment effect functional. Then the influence function is given by

$$\mathbb{IF}(\psi) = \mathbb{IF}\left\{\sum_x \mu(x)p(x)\right\} = \sum_x \left[\mathbb{IF}\{\mu(x)\}p(x) + \mu(x)\mathbb{IF}\{p(x)\}\right]$$

$$= \sum_x \frac{1(X = x, A = 1)}{p(1, x)} \{Y - \mu(x)\}p(x) + \mu(x)\{1(x = X) - p(x)\}$$

$$= \frac{A}{\pi(X)} \{Y - \mu(X)\} + \mu(X) - \psi$$

where the first equality follows by Trick 1, the second by Trick 2a, the third by Trick 3, and the fourth by rearranging.
Example 5 (continued). Let \( \psi = \int \int \mu(x, a) dG(a \mid x) \, d\mathbb{P}(x) \) denote the stochastic intervention effect, where \( \mu(x, a) = \mathbb{E}(Y \mid X = x, A = a) \) and \( \pi(a \mid x) = \mathbb{P}(A = a \mid X = x) \) as usual. Then

\[
\mathbb{IF}(\psi) = \mathbb{IF}\left\{ \sum_{x,a} \mu(x, a) g(a \mid x)p(x) \right\} = \sum_{x,a} [\mathbb{IF}\{\mu(x, a)\} g(a \mid x)p(x) + \mu(x, a)g(a \mid x)\mathbb{IF}\{p(x)\}]
\]

\[
= \sum_{x,a} \left[ \frac{\mathbb{1}(A = a, X = x)}{\pi(a \mid x)p(x)} \{Y - \mu(x, a)\} g(a \mid x)p(x) + \mu(x, a)g(a \mid x) \{\mathbb{1}(X = x) - p(x)\} \right]
\]

\[
= \frac{g(A \mid X)}{\pi(A \mid X)} \{Y - \mu(X, A)\} + \sum_a \mu(X, a)g(a \mid X) - \psi
\]

where the first equality follows by Trick 1, the second by Trick 2a, the third by Trick 3, and the fourth rearranging. In general when \( A^* \sim dG(a \mid x) \) this influence function would be

\[
g(A \mid X) \{Y - \mu(X, A)\} + \int \mu(X, a) \, dG(a \mid X) - \psi.
\]

Example 6 (continued). Let \( \psi = \mathbb{E}(Y | R = 1 - Y \mid R = 0) - \mathbb{E}(Y | X \mid A = 1) - \mathbb{E}(A \mid X \mid R = 0) \) denote the local average treatment effect with instrument \( R \). First note that \( \psi = \psi_{iv,num} / \psi_{iv,den} \) where \( \psi_{iv,num} = \mathbb{E}(Y^R=1 - Y^R=0) \) and \( \psi_{iv,den} = \mathbb{E}(A^R=1 - A^R=0) \), so that

\[
\varphi_{iv,num} \equiv \mathbb{IF}(\psi_{iv,num}) = \frac{2R - 1}{\varpi(R \mid X)} \{Y - \mu(X, R)\} + \mu(X, 1) - \mu(X, 0) - \psi_{iv,num}
\]

\[
\varphi_{iv,den} \equiv \mathbb{IF}(\psi_{iv,den}) = \frac{2R - 1}{\varpi(R \mid X)} \{A - \eta(X, R)\} + \eta(X, 1) - \eta(X, 0) - \psi_{iv,den}
\]

for \( \varpi(r \mid x) = \mathbb{P}(R = r \mid X = x) \). Therefore

\[
\mathbb{IF}(\psi) = \mathbb{IF}\left( \frac{\psi_{iv,num}}{\psi_{iv,den}} \right) = \frac{\mathbb{IF}(\psi_{iv,num})}{\psi_{iv,den}} - \left( \frac{\psi_{iv,num}}{\psi_{iv,den}} \right) \frac{\mathbb{IF}(\psi_{iv,den})}{\psi_{iv,den}}
\]

\[
= \frac{1}{\psi_{iv,den}} \left( \frac{2Z - 1}{\varpi(Z \mid X)} \{Y - \mu(X, Z)\} + \mu(X, 1) - \mu(X, 0) \right.
\]

\[
- \left. \psi \left[ \frac{2Z - 1}{\varpi(Z \mid X)} \{A - \eta(X, Z)\} + \eta(X, 1) - \eta(X, 0) \right] \right)
\]

where the second equality follows by Trick 2a, and the third by Trick 3.

Example 7 (continued). Let \( \mu_{11}(x_2, x_1) = \mathbb{E}(Y \mid A_2 = 1, X_2 = x_2, A_1 = 1, X_1 = x_1) \), \( \pi_t(h_t) = \mathbb{P}(A_t = 1 \mid H_t = h_t) \) for \( H_t = (X_t, A_{t-1}) \), and let

\[
\psi \equiv \mathbb{E}(Y^{11}) = \int \int \mathbb{E}(Y \mid A_2 = 1, X_2, A_1 = 1, X_1) \, d\mathbb{P}(X_2 \mid A_1 = 1, X_1) \, d\mathbb{P}(X_1)
\]
denote the $g$-formula functional. Then using the same logic as in previous examples, we have

$$\mathbb{IF}(\psi) = \mathbb{IF} \left\{ \sum_{x_1, x_2} \mathbb{E}(Y \mid A_2 = 1, X_2 = x_2, A_1 = 1, X_1 = x_1) p(x_2 \mid a_1 = 1, x_1) p(x_1) \right\}$$

$$= \sum_{x_1, x_2} \left[ \mathbb{IF} \left\{ \mathbb{E}(Y \mid A_2 = 1, X_2 = x_2, A_1 = 1, X_1 = x_1) \right\} p(x_2 \mid a_1 = 1, x_1) p(x_1) \right.$$

$$+ \mathbb{E}(Y \mid A_2 = 1, X_2 = x_2, A_1 = 1, X_1 = x_1) \mathbb{IF} \left\{ p(x_2 \mid a_1 = 1, x_1) \right\} p(x_1)$$

$$+ \mathbb{E}(Y \mid A_2 = 1, X_2 = x_2, A_1 = 1, X_1 = x_1) p(x_2 \mid a_1 = 1, x_1) \mathbb{IF} \left\{ p(x_1) \right\} \right]$$

$$= \sum_{x_1, x_2} \left[ \frac{A_2 A_1 \mathbb{I}(X_2 = x_2, X_1 = x_1)}{\pi_2(h_2) \pi_1(h_1)} \left\{ Y - \mu_{11}(x_2, x_1) \right\} \right.$$

$$+ \mu_{11}(x_2, x_1) \frac{A_1 \mathbb{I}(X_1 = x_1)}{\pi_1(h_1)} \left\{ \mathbb{I}(X_2 = x_2) - p(x_2 \mid a_1 = 1, x_1) \right\}$$

$$+ \mu_{11}(x_2, x_1) p(x_2 \mid a_1 = 1, x_1) \left\{ \mathbb{I}(X_1 = x_1) - p(x_1) \right\} \right]$$

$$= \frac{A_2 A_1}{\pi_2(H_2) \pi_1(H_1)} \left\{ Y - \mu_{11}(X_2, X_1) \right\} + \frac{A_1}{\pi_1(H_1)} \left[ \mu_{11}(X_2, X_1) - \mathbb{E}\{\mu(X_2, X_1) \mid A_1 = 1, X_1\} \right]$$

$$+ \mathbb{E}\{\mu(X_2, X_1) \mid A_1 = 1, X_1\} - \psi.$$

**Example 10** (continued). For $\psi = \mathbb{E}\{p(Z)\}$ the expected density functional we have

$$\mathbb{IF}(\psi) = \mathbb{IF} \left\{ \sum_x p(x)^2 \right\} = \sum_x 2p(x) \mathbb{IF} \{p(x)\}$$

$$= \sum_x 2p(x) \left\{ \mathbb{I}(X = x) - p(x) \right\} = 2 \left\{ p(X) - \psi \right\}$$

where the first equality follows by Trick 1, the second by Trick 2b, and the third by Trick 3.

### 4 Methods: Influence Function-Based Estimators

We now have a generic minimax lower bound, i.e., benchmark for efficient estimation, in non-parametric models (e.g., Theorem 2). Further we have some simple practical tools for deriving efficient influence functions, which are the key components in these minimax lower bounds. However at this point nothing has been said about whether these bounds are actually attainable in any generality with real estimators. This is the goal of the present section.

#### 4.1 Using IFs to Correct Plug-In Estimators

Recall the von Mises (i.e., distributional Taylor) expansion (5), in which the functional $\psi : \mathcal{P} \mapsto \mathbb{R}$ satisfies

$$\psi(\overline{P}) - \psi(P) = \int \varphi(z; \overline{P}) d(\overline{P} - P)(z) + R_2(\overline{P}, P) \quad (8)$$
for distributions \( P \) and \( P' \), where \( \varphi(z; P) \) is a mean-zero, finite-variance function satisfying 
\[
\int \varphi(z; P) \, dP(z) = 0 \quad \text{and} \quad \int \varphi(z; P)^2 \, dP(z) < \infty,
\]
and \( R_2(P', P) \) is a second-order remainder term (which means it only depends on \( P' \) or \( P \)). This expansion suggests that generic plug-in estimators of the form \( \hat{\psi}_{pi} = \psi(P') \) have a first-order bias, since evaluating the expansion at \( (P', P) \) gives
\[
\psi(P') - \psi(P) = -\int \varphi(z; P') \, dP(z) + R_2(P', P)
\]
after noting that \( \int \varphi(z; P') \, dP(z) = 0 \) since the influence curve \( \varphi \) has mean zero. The following example illustrates with the average treatment effect parameter.

**Example 2** (continued). A plug-in estimator for the average treatment effect functional \( \psi = \mathbb{E}\{\mathbb{E}(Y \mid X, A = 1)\} \) is given by \( \hat{\psi}_{pi} = \mathbb{P}_n\{\hat{\mu}(X)\} \), for \( \hat{\mu}(x) = \mathbb{E}(Y \mid X = x, A = 1) \). Suppose for simplicity that \( \hat{\mu} \) is estimated on a separate sample independent of the sample on which \( \mathbb{P}_n \) operates. Then the bias of this plug-in estimator is given by
\[
\mathbb{E}(\hat{\psi}_{pi} - \psi) = \int \mathbb{E}\{\hat{\mu}(x) - \mu(x)\} \, d\mathbb{P}(x),
\]
which is just the integrated bias of the regression estimator \( \hat{\mu} \) itself. For generic estimators \( \hat{\mu} \) this integrated bias would be expected to be of the same order as the say pointwise bias itself, and so in large nonparametric models with standard tuning (e.g., via cross-validation) would be larger than \( 1/\sqrt{n} \). Intuitively, this plug-in estimator (if used without special tuning) essentially makes the problem of parameter estimation as hard as regression estimation, whereas the results of the previous section suggest the former should be easier (e.g., in terms of smaller mean squared errors, of the order \( 1/\sqrt{n} \), being achievable).

Crucially, the expansion (5) also suggests how to correct or de-bias generic plug-in estimators, namely by estimating the bias term \( -\int \varphi(z; P') \, dP(z) \) and subtracting it off. Since this expression is just a mean, a natural estimator is given by the corresponding sample average 
\( \mathbb{P}_n\{\varphi(Z; P')\} \), leading to the bias-corrected estimator
\[
\hat{\psi} = \psi(P') + \mathbb{P}_n\{\varphi(Z; P')\}.
\]
This estimator is also often called a one-step estimator, and can be viewed as a generalization of Newton methods for mimicking maximum likelihood estimators in parametric models [Bickel et al., 1993, Pfanzagl, 1982].

**Example 2** (continued). The one-step estimator for the average treatment effect functional \( \psi = \mathbb{E}\{\mathbb{E}(Y \mid X, A = 1)\} \) is
\[
\hat{\psi} = \mathbb{P}_n\left[\hat{\mu}(X) + \frac{A\{Y - \hat{\mu}(X)\}}{\pi(X)}\right]
\]
where \( \hat{\mu} \) and \( \pi \) are estimators of \( \mu(x) = \mathbb{E}(Y \mid X = x, A = 1) \) and \( \pi(x) = \mathbb{P}(A = 1 \mid X = x) \).
Example 5 (continued). Let \( \psi = \int \int \mu(x,a) dG(a \mid x) \, d\mathbb{P}(x) \) denote the stochastic intervention effect, where \( \mu(x,a) = \mathbb{E}(Y \mid X = x, A = a) \) and \( \pi(a \mid x) = \mathbb{P}(A = a \mid X = x) \). The one-step estimator is given by

\[
\hat{\psi} = \mathbb{P}_n \left[ \sum_a \hat{\mu}(X,a) g(a \mid X) + g(A \mid X) \left\{ Y - \hat{\mu}(X,A) \right\} \right].
\]

Example 6 (continued). Let \( \psi = \frac{\mathbb{E}(Y \mid X,R=1) - \mathbb{E}(Y \mid X,R=0)}{\mathbb{E}(A \mid X,R=1) - \mathbb{E}(A \mid X,R=0)} \equiv \frac{\mathbb{E}(\mu(X,1) - \mu(X,0))}{\mathbb{E}(\eta(X,1) - \eta(X,0))} \) denote the local average treatment effect with instrument \( R \). The one-step estimator is given by

\[
\hat{\psi} = \frac{\mathbb{P}_n \{ \hat{\mu}(X,1) - \hat{\mu}(X,0) \}}{\mathbb{P}_n \{ \hat{\eta}(X,1) - \hat{\eta}(X,0) \}} \left[ 1 - \frac{\mathbb{P}_n \{ \varphi_{\text{den}}(Z; \hat{\mathbb{P}}) \}}{\mathbb{P}_n \{ \hat{\eta}(X,1) - \hat{\eta}(X,0) \}} \right] + \frac{\mathbb{P}_n \{ \varphi_{\text{num}}(Z; \hat{\mathbb{P}}) \}}{\mathbb{P}_n \{ \hat{\eta}(X,1) - \hat{\eta}(X,0) \}}
\]

where

\[
\varphi_{\text{num}}(z; \mathbb{P}) = \frac{2Z - 1}{\varphi(Z \mid X)} \left\{ Y - \mu(X,Z) \right\} + \mu(X,1) - \mu(X,0)
\]

\[
\varphi_{\text{den}}(z; \mathbb{P}) = \frac{2Z - 1}{\varphi(Z \mid X)} \left\{ A - \eta(X,Z) \right\} + \eta(X,1) - \eta(X,0).
\]

Alternatively one could use the one-step estimators for the numerator and denominator separately, yielding \( \hat{\psi} = \mathbb{P}_n \{ \varphi_{\text{num}}(Z; \hat{\mathbb{P}}) \} / \mathbb{P}_n \{ \varphi_{\text{den}}(Z; \hat{\mathbb{P}}) \} \).

Example 7 (continued). Let \( \mu_{11}(x_2,x_1) = \mathbb{E}(Y \mid A_2 = 1, X_2 = x_2, A_1 = 1, X_1 = x_1), \)

\( \pi_t(h_t) = \mathbb{P}(A_t = 1 \mid H_t = h_t) \) for \( H_t = (X_t, \text{A}_{t-1}) \), and let

\( \psi \equiv \mathbb{E}(Y^{11}) = \int \int \mathbb{E}(Y \mid A_2 = 1, X_2 = x_2, A_1 = 1, X_1 = x_1) \, d\mathbb{P}(X_2 \mid A_2 = 1, X_1 = x_1) \, d\mathbb{P}(X_1) \)

denote the g-formula functional. The one-step estimator is given by

\[
\hat{\psi} = \mathbb{P}_n \left( \frac{A_2 A_1}{\pi_2(H_2) \pi_1(H_1)} \left\{ Y - \hat{\mu}_{11}(X_2, X_1) \right\} + \frac{A_1}{\pi_1(H_1)} \left[ \hat{\mu}_{11}(X_2, X_1) - \mathbb{E}\{ \hat{\mu}(X_2, X_1) \mid A_1 = 1, X_1 \} \right] \right) \\
+ \mathbb{E}\{ \hat{\mu}(X_2, X_1) \mid A_1 = 1, X_1 \}.
\]

Example 10 (continued). The one-step estimator for the expected density functional \( \psi = \mathbb{E}\{ p(Z) \} \) is

\[
\hat{\psi} = 2\mathbb{P}_n \{ \hat{\mu}(Z) \} - \int \hat{p}(z)^2 \, dz.
\]

The one-step estimator (9) can be analyzed in some generality, as it is a simple average of an estimated function. By definition we have the important decomposition

\[
\hat{\psi} - \psi = \psi(\hat{\mathbb{P}}) + \mathbb{P}_n \{ \varphi(Z; \hat{\mathbb{P}}) \} - \psi(\mathbb{P}) \\
= (\mathbb{P}_n - \mathbb{P}) \{ \varphi(Z; \hat{\mathbb{P}}) \} + R_2(\hat{\mathbb{P}}, \mathbb{P}) \\
= (\mathbb{P}_n - \mathbb{P}) \{ \varphi(Z; \mathbb{P}) \} + (\mathbb{P}_n - \mathbb{P}) \{ \varphi(Z; \hat{\mathbb{P}}) - \varphi(Z; \mathbb{P}) \} + R_2(\hat{\mathbb{P}}, \mathbb{P}) \\
\equiv S^* + T_1 + T_2
\]

(10)
where the first line follows by definition of the one-step estimator \( \hat{\psi} \), the second by the expansion (5), and the third after adding and subtracting \((\mathbb{P}_n - \mathbb{P})\{\varphi(Z; \mathbb{P})\}\). The first term

\[
S^* = (\mathbb{P}_n - \mathbb{P})\{\varphi(Z; \mathbb{P})\}
\]

is a simple sample average of a fixed function, and so by the central limit theorem, for example, it behaves as a normally distributed random variable with variance \( \text{var}(\varphi)/n \), up to error \( o_P(1/\sqrt{n}) \). The second term

\[
T_1 = (\mathbb{P}_n - \mathbb{P})\{\varphi(Z; \hat{\mathbb{P}}) - \varphi(Z; \mathbb{P})\}
\]

is often called an empirical process term, and is typically of smallest order since it is a sample average of a term with shrinking variance (as long as \( \varphi(z; \hat{\mathbb{P}}) \) converges to \( \varphi(z; \mathbb{P}) \) in a sense to be made formal shortly). The third term

\[
T_2 = R_2(\hat{\mathbb{P}}, \mathbb{P}) = \psi(\hat{\mathbb{P}}) - \psi(\mathbb{P}) + \int \varphi(z; \mathbb{P}) \, d\mathbb{P}(z)
\]

is the really crucial one. For non-bias-corrected plug-in estimators, this term will generally dominate, but for one-step estimators it will generally involve second-order products of errors, which can be negligible under nonparametric conditions (such as sparsity or smoothness).

Remark 4 (Alternatives to One-Step Correction). Although the above one-step estimator is intuitive and relatively straightforward to analyze, it is not the only way to construct efficient estimators of pathwise differentiable functionals in nonparametric models. For example, one alternative (which sometimes reduces to one-step estimation) is to solve an estimating equation of the form

\[
\mathbb{P}_n\{\varphi(z; \hat{\mathbb{P}}, \psi)\} = 0
\]

in \( \psi \), where we write the influence curve as \( \varphi(z; \hat{\mathbb{P}}) = \varphi(z; \hat{\mathbb{P}}, \psi) \) to stress that in general it depends on the parameter of interest \( \psi \). Of course if the influence curve is linear in the parameter, i.e., taking the form \( \varphi(z; \mathbb{P}) = \phi(z; \mathbb{P}) - \psi(\mathbb{P}) \), then the estimating equation approach is equivalent to the one-step correction; however in the general nonlinear case these could lead to distinct estimators. Another alternative to one-step correction is to use targeted maximum likelihood estimation (TMLE) [van der Laan and Rose, 2011, van der Laan and Rubin, 2006]. TMLE does not correct bias on the parameter scale by adding an estimate of bias to the plug-in estimator; instead, it aims to correct bias on the distributional scale, by constructing a fluctuated estimate \( \hat{\mathbb{P}}^* \) for which \( \mathbb{P}_n\{\varphi(Z; \hat{\mathbb{P}}^*)\} \approx 0 \), so that

\[
\psi(\hat{\mathbb{P}}^*) \approx \psi(\mathbb{P}) + \mathbb{P}_n\{\varphi(Z; \hat{\mathbb{P}}^*)\},
\]

i.e., a plug-in estimator based on the fluctuated distribution \( \hat{\mathbb{P}}^* \) solves the efficient influence curve estimating equation and behaves like a one-step estimator asymptotically. Despite its asymptotic equivalence to the one-step estimator, an argument for using TMLE is that it could give better finite-sample properties, for example if \( \psi(\mathbb{P}) \) and \( \psi(\hat{\mathbb{P}}^*) \) are bounded, e.g., in \([0, 1]\). A simple one-step estimator can potentially lie outside such bounds on the parameter space depending on the behavior of the correction term \( \mathbb{P}_n\{\varphi(z; \hat{\mathbb{P}})\} \).

Based on the decomposition (10), the task of analyzing the one-step estimator \( \hat{\psi} \) (e.g., deriving its rate of convergence and limiting distribution, and determining if and when it attains
the nonparametric efficiency bound of Theorem 2) boils down to understanding the behavior of the empirical process term \( T_1 \) and bias term \( T_2 \).

In particular, when the \( T_1 \) and \( T_2 \) terms are of the order \( o_P(1/\sqrt{n}) \), then the sample average term \( S^* \) dominates the decomposition, and so

\[
\sqrt{n}(\hat{\psi} - \psi) = \sqrt{n}S^* + o_P(1) \rightsquigarrow N\left(0, \text{var}\{\varphi(Z; \hat{P})\}\right)
\]

by the central limit theorem and Slutsky’s theorem. Such a conclusion would yield several crucial insights, including:

1. \( \hat{\psi} \) is root-n consistent,
2. \( \hat{\psi} \) is asymptotically normal, with asymptotically valid 95\% confidence intervals for \( \psi \) given by the closed-form expression \( \hat{\psi} \pm 1.96\sqrt{\text{var}\{\varphi(Z; \hat{P})\}/n} \),
3. \( \hat{\psi} \) is efficient in the local asymptotic minimax sense of Theorem 2.

The next two subsections detail conditions under which the terms \( T_1 \) and \( T_2 \) can be negligible relative to \( S^* \), even in large nonparametric models where one only assumes some smoothness or sparsity, for example.

4.2 Empirical Process Term \( T_1 \)

There are two main approaches for arguing that the empirical process term

\[
T_1 = (\hat{P}_n - P)\{\varphi(Z; \hat{P}) - \varphi(Z; P)\}
\]

is of the order \( o_P(1/\sqrt{n}) \): one is based on assuming the function class \( \{\varphi(z; P) : P \in \mathcal{P}\} \) and corresponding estimators are not too complex (e.g., Donsker), and the other is to use sample splitting. Both approaches can be viewed as ways to avoid a certain kind of overfitting, as will be discussed in detail shortly.

Regardless of which of these two approaches is used, at minimum it is generally also required that \( \varphi(Z; \hat{P}) \) be converging to \( \varphi(Z; P) \) in \( L_2(P) \) norm, i.e., that

\[
\|\varphi(\hat{P}) - \varphi(P)\|^2 \equiv \int \left\{\varphi(z; \hat{P}) - \varphi(z; P)\right\}^2 dP(z) = o_P(1).
\]

Some intuition for this latter requirement is that if \( \varphi(Z; \hat{P}) \) is converging to \( \varphi(Z; P) \), then \( T_1 \) is a sample average of a quantity tending to zero, and so would not only be bounded after scaling by \( \sqrt{n} \) (i.e., of order \( O_P(1/\sqrt{n}) \)), but tending to zero in probability (i.e., of order \( o_P(1/\sqrt{n}) \)). In general this would be satisfied if \( \hat{P} \) converges to \( P \) (or for relevant estimated components appearing in \( \varphi \)) and if \( \varphi(P) \) is smooth in \( P \). The next example illustrates with the average treatment effect functional.
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Example 2 (continued). For the average treatment effect functional \( \psi = \mathbb{E}\{E(Y \mid X, A = 1)\} \) the one-step estimator is given by
\[
\hat{\psi} = \mathbb{P}_n \left[ \hat{\mu}(X) + \frac{A\{Y - \hat{\mu}(X)\}}{\hat{\pi}(X)} \right]
\]
and we have
\[
T_1 = (\mathbb{P}_n - \mathbb{P}) \left[ \hat{\mu}(X) + \frac{A\{Y - \hat{\mu}(X)\}}{\hat{\pi}(X)} - \mu(X) - \frac{A\{Y - \mu(X)\}}{\pi(X)} \right] = (\mathbb{P}_n - \mathbb{P}) \{\hat{f}(Z) - f(Z)\}
\]
since \((\mathbb{P}_n - \mathbb{P})(\hat{\psi} - \psi) = (\hat{\psi} - \psi)(\mathbb{P}_n - \mathbb{P})(1) = 0\). Now note that
\[
\hat{f} - f = \left( 1 - \frac{1}{\pi} \right) (\hat{\mu} - \mu) + \frac{A(Y - \hat{\mu})}{\hat{\pi}} (\pi - \hat{\pi})
\]
and so one set of simple sufficient conditions for (11) to hold for \((\hat{f} - f)\) is that
1. \( \pi(x) \geq \epsilon \) and \( \hat{\pi}(x) \geq \epsilon \) with probability one, for some \( \epsilon > 0 \),
2. \( |Y - \hat{\mu}| \leq C \) with probability one, for some \( C < \infty \), and
3. \( \|\hat{\mu} - \mu\| = o_\mathbb{P}(1) \) and \( \|\hat{\pi} - \pi\| = o_\mathbb{P}(1) \),

since under these conditions it follows that
\[
\|\hat{f} - f\| \leq \left( 1 + \frac{1}{\epsilon} \right) \|\hat{\mu} - \mu\| + \left( \frac{C}{\epsilon^2} \right) \|\pi - \hat{\pi}\|.
\]

Note boundedness of \( |Y - \hat{\mu}| \) could be relaxed to bounded moment conditions, as usual (e.g., using Holder’s inequality).

Remark 5. For so-called doubly robust influence functions, it can in some cases be enough to argue \( T_1 = o_\mathbb{P}(1/\sqrt{n}) \) for \( T_1 = (\mathbb{P}_n - \mathbb{P})\{\varphi(Z; \bar{P}) - \varphi(Z; \overline{\mathbb{P}})\} \), where only some components of \( \overline{\mathbb{P}} \) equal \( \mathbb{P} \), while others can merely be set to whatever corresponding estimators converge to. For the average treatment effect functional, for example, one may only have consistency of \( \hat{\pi} \) but not \( \hat{\mu} \), in which case one could define \( \varphi(Z; \overline{\mathbb{P}}) = \overline{\pi}(X) + \frac{A\{Y - \overline{\pi}(X)\}}{\overline{\pi}(X)} \), where \( \overline{\pi} \neq \mu \) is defined as the misspecified limit of \( \hat{\mu} \). However, in this case the influence function \( \varphi(Z; \overline{\mathbb{P}}) \) would not be the efficient one, and in general the \( T_2 \) term would be too large to be of order \( o_\mathbb{P}(1/\sqrt{n}) \), and so would contribute to the limiting distribution. If \( \hat{\pi} \) and \( \hat{\mu} \) were estimated with parametric models, the contribution from the \( T_2 \) term could behave like a sample average asymptotically, but for nonparametric estimators this would not hold in general, and so there the rate of convergence would in general degrade from \( 1/\sqrt{n} \) to something slower, depending on the rate at which \( \pi \) was estimated.

Now we briefly describe a first approach for analyzing the empirical process term \( T_1 \) in nonparametric models, which is based on assuming the function class \( \{\varphi(z; P) : P \in \mathcal{P}\} \) and corresponding estimators are not too complex (e.g., Donsker). We only briefly describe this approach for two primary reasons: (i) as the more classical approach, there are already widely available references [Andrews, 1994, Kennedy, 2016, Kosorok, 2008, van der Vaart, 2000, 2002, van der Vaart and Wellner, 1996], (ii) the second way to control the term \( T_1 \), using sample
splitting, is much simpler and requires weaker assumptions. Nonetheless we give some intuition for the main idea here.

Intuitively, when not using sample splitting (i.e., when \( \hat{P} \) is estimated on the same sample on which \( P_n \) operates), the bias correction in the one-step estimator (9) is using the same data twice, for two different tasks, in a kind of “double-dipping”. One task is to construct relevant nuisance components in \( \hat{P} \), and the other to estimate the bias term \( P_n(\varphi(Z;\hat{P})) \). This double-dipping introduces a threat of overfitting. A nice illustration of this overfitting can be found in Figure 2 of Chernozhukov et al. [2018], and the surrounding discussion. One natural way to avoid overfitting in general is to not fit overly complex models; this is precisely what a Donsker-type assumption on the complexity of \( P \) and \( \hat{P} \) achieves. In particular, Donsker classes include smooth parametric models, but also bounded monotone functions, smooth functions with bounded partial derivatives, Sobolev classes, functions with bounded sectional variation, etc. (van der Vaart [2000] has a nice review in Chapter 19).

However, Donsker assumptions can still be restrictive, as noted for example by Robins et al. [2008] (Remark 2.8), Zheng and van der Laan [2010], and Chernozhukov et al. [2018], and may require avoiding commonly used methods such as lasso or random forests. Chernozhukov et al. [2018] points out how high-dimensional models can fail to be Donsker, and more generally have large entropy unless one imposes potentially overly strict sparsity assumptions.

Luckily, there is a straightforward alternative to employing Donsker-type conditions, which is simpler to analyze despite requiring weaker assumptions: sample-splitting (and its swapped analog, now commonly referred to as cross-fitting). Sample-splitting allows one to completely avoid complexity restrictions (only requiring consistency (11)), but also greatly simplifies proofs. The latter advantage seems to have driven its initial use in functional estimation problems, as in, e.g., Hasminskii and Ibragimov [1978], Pfanzagl [1982], Schick [1986], Bickel and Ritov [1988], etc. It is important to note that although using sample-splitting and cross-fitting for handling terms like \( T_1 \) has become popular recently, it does have a long history, going back nearly half a century, at least.

Using sample splitting has some straightforward and simple intuition in this context: to avoid the overfitting that can come with the aforementioned “double-dipping” (i.e., using the data twice, once to estimate \( \hat{P} \) and again to estimate the mean \( P_n(\varphi(Z;\hat{P})) \)), just formally separate these two estimation tasks, performing them on different independent samples.

More specifically, cross-fitting works as follows. First randomly split observations \( Z^n = (Z_1, ..., Z_n) \) into \( K \) disjoint folds. This can be formalized notationally via \( n \) realizations of a random variable \( F \in \{1, ..., K\} \), drawn independently of the data \( Z^n \), where \( F_i = k \) means subject \( i \) is assigned to fold \( k \). Then we can let \( \hat{P}_{-k} \) denote an estimator of \( P \) (or its relevant components appearing in the influence curve \( \varphi \)) that only uses observations \( F_i \neq k \), i.e., excludes fold \( k \). Note that there will be \( K \) different such estimators, since there are \( K \) folds. Then, rather than constructing the estimator in (9), where \( \hat{P} \) and \( P_n \) are built from and operator on the same sample, instead one constructs the estimator

\[
\hat{\psi} = \sum_{k=1}^K \left( \frac{N_k}{n} \right) \hat{\psi}_k
\]

(12)
where \( N_k = \sum_i 1(F_i = k) \) is the number of observations in the \( k \)th fold and
\[
\hat{\psi}_k = \psi(\hat{\mathbb{P}}_{-k}) + \mathbb{P}_n^k \left\{ \varphi(Z; \hat{\mathbb{P}}_{-k}) \right\}
\]  
(13)
is the usual one-step estimator in the \( k \)th fold, with \( \mathbb{P}_n^k f(Z) = N_k^{-1} \sum_{F_i = k} f(Z_i) \) the empirical measure over the \( k \)th fold. Then for each \( \hat{\psi}_k \) the decomposition (10) becomes
\[
\hat{\psi} - \psi = (\mathbb{P}_n - \mathbb{P}) (\varphi(Z; \hat{\mathbb{P}}_{-k}) - \varphi(\hat{\mathbb{P}}_{-k}, \mathbb{P}))
\]

(14)
by the exact same logic as before, and similarly
\[
\hat{\psi} - \psi = S^* + \sum_{k=1}^{K} \left( \frac{N_k}{n} \right) \left( T_{1k} + T_{2k} \right) \equiv S^* + T_1 + T_2
\]
which follows since \( \sum_{k=1}^{K} \left( \frac{N_k}{n} \right) S^*_k = (\mathbb{P}_n - \mathbb{P}) \left\{ \varphi(Z; \mathbb{P}) \right\} = S^* \). If the number of folds \( K \) is finite, then the order of the terms \( \sum_{k=1}^{K} (N_k/n)(T_{1k} + T_{2k}) \) is the same as \( \max_k (T_{1k} + T_{2k}) \), and one can just focus on \( T_{1k} \) and \( T_{2k} \) separately. Note the number of folds \( K \) would not be finite if it scaled with \( n \), as in leave-one-out cross-validation, which requires a different analysis.

Remark 6. Typically one uses equally sized folds so that \( N_k = n/K \), at least approximately, in which case \( \psi \) is just an average of the fold-specific estimators \( \hat{\psi}_k \), and similarly \( T_1 \) and \( T_2 \) are averages of the \( T_{1k} \) and \( T_{2k} \) terms, respectively.

Here we assume a fixed number of folds \( K \), and so can analyze the terms \( T_{1k} \) and \( T_{2k} \) on their own (the former here, and the latter in the next subsection). By virtue of the sample splitting, somewhat remarkably, a simple bias-variance analysis combined with Chebyshev’s inequality is enough to control the \( T_{1k} \) terms. This is illustrated in the following lemma from Kennedy et al. [2020], though the same ideas are found in aforementioned earlier work using sample splitting as well.

**Lemma 1 (Kennedy et al. [2020])**. Let \( \hat{f}(z) \) be a function estimated from a sample \( Z^N = (Z_{n+1}, \ldots, Z_N) \), and let \( \mathbb{P}_n \) denote the empirical measure over \( (Z_1, \ldots, Z_n) \), which is independent of \( Z^N \). Then
\[
(\mathbb{P}_n - \mathbb{P})(\hat{f} - f) = O_\mathbb{P} \left( \frac{\|\hat{f} - f\|}{\sqrt{n}} \right).
\]

**Proof.** First note that, conditional on \( Z^N \), the term in question has mean zero since
\[
\mathbb{E} \left\{ \mathbb{P}_n(\hat{f} - f) \mid Z^N \right\} = \mathbb{E}(\hat{f} - f \mid Z^N) = \mathbb{P}(\hat{f} - f).
\]
The conditional variance is
\[
\text{var} \left\{ (\mathbb{P}_n - \mathbb{P})(\hat{f} - f) \mid Z^N \right\} = \text{var} \left\{ \mathbb{P}_n(\hat{f} - f) \mid Z^N \right\} = \frac{1}{n} \text{var}(\hat{f} - f \mid Z^N) \leq \|\hat{f} - f\|^2/n.
\]
Therefore by iterated expectation and Chebyshev’s inequality we have
\[
\mathbb{P}\left\{ \frac{|(\mathbb{P}_n - \mathbb{P})(\hat{f} - f)|}{\|f - \hat{f}\|/\sqrt{n}} \geq t \right\} = \mathbb{E}\left[ \mathbb{P}\left\{ \frac{|(\mathbb{P}_n - \mathbb{P})(\hat{f} - f)|}{\|f - \hat{f}\|/\sqrt{n}} \geq t \mid Z^N \right\} \right] \leq \frac{1}{t^2}.
\]
Thus for any \( \epsilon > 0 \) we can pick \( t = 1/\sqrt{\epsilon} \) so that the probability above is no more than \( \epsilon \), which yields the result. \( \square \)

Thus the above lemma shows how, as long as \( \varphi(z; \hat{\mathbb{P}}) \) is consistent for \( \varphi(z; \mathbb{P}) \) in \( L_2(\mathbb{P}) \) norm, and there are finitely many folds \( K \), then sample-splitting/cross-fitting ensures that \( T_1 = \sum_k (N_k/n) T_{1k} = o_P(1/\sqrt{n}) \), which is asymptotically negligible relative to the sample average term \( S^* \). Importantly, no complexity-restricting conditions using Donsker classes or entropy bounds are required, which means arbitrarily flexible methods can be accommodated (e.g., lasso, random forests), as long as they are consistent. Due to its simplicity, the sample-splitting-based approach is arguably also more transparent, as it only requires reasoning about means and variances, rather than Donsker classes and empirical processes.

We summarize the above results in the following proposition.

**Proposition 1.** Let \( \hat{\psi} \) denote the cross-fit estimator in (12). Assume \( K \leq C < \infty \) is finite, and that \( \|\varphi(z; \hat{\mathbb{P}}_{-k}) - \varphi(z; \mathbb{P})\| = o_P(1) \) for each \( k \). Then
\[
\hat{\psi} - \psi = (\mathbb{P}_n - \mathbb{P})\{\varphi(Z; \mathbb{P})\} + T_2 + o_P(1/\sqrt{n})
\]
for \( T_2 = \sum_{k=1}^K \left( \frac{N_k}{n} \right) R_2(\hat{\mathbb{P}}_{-k}, \mathbb{P}) \) and \( R_2(\mathbb{P}, P) = \psi(\mathbb{P}) - \psi(P) + \int \varphi(z; \mathbb{P}) \, dP(z) \).

### 4.3 Remainder Bias Term \( T_2 \)

We are now a step closer to obtaining estimators that are: (i) root-n consistent, (ii) asymptotically normal, and (iii) efficient in the local asymptotic minimax sense of Theorem 2. The last step is to analyze the bias term \( T_2 \), which typically needs to be studied on a case-by-case basis. This \( T_2 \) term is what makes bias-corrected estimators like (9) and (12) special, e.g., allows them to be asymptotically unaffected by nuisance estimation. For example, simple plug-in estimators would have similar decompositions as in Proposition 1, with similarly small \( T_1 \) terms, but the analog of the \( T_2 \) term would in general never be \( o_P(1/\sqrt{n}) \). In contrast, for influence function-based estimators given above, the \( T_2 \) term just equals
\[
T_2 = R_2(\hat{\mathbb{P}}, \mathbb{P})
\]
for \( R_2(\mathbb{P}, P) = \psi(\mathbb{P}) - \psi(P) + \int \varphi(z; \mathbb{P}) \, dP(z) \) the remainder of the distributional Taylor expansion (5) (or \( T_2 = \sum_{k=1}^K \left( \frac{N_k}{n} \right) R_2(\hat{\mathbb{P}}_{-k}, \mathbb{P}) \) in the cross-fitting case, which is basically the same, as we assume \( K \) is finite throughout). Therefore the bias term \( T_2 \) is essentially a byproduct of deriving and verifying the expansion (5), and in such cases will involve second-order products of differences between \( \hat{\mathbb{P}} \) and \( \mathbb{P} \). Thus if each such error is of the order \( n^{-1/4} \), the product of will be of the order \( 1/\sqrt{n} \). In what follows we illustrate with several examples.
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Example 2 (continued). For the average treatment effect or missing outcome functional
\[ \psi(P) = \mathbb{E}_P\{ \mathbb{E}_P(Y \mid X, A = 1) \} \]
the remainder in (5) is given by
\[ R_2(\widehat{P}, P) = \int \left\{ \frac{1}{\pi(x)} - \frac{1}{\widehat{\pi}(x)} \right\} \left\{ \mu(x) - \pi(x) \right\} \widehat{\pi}(x) \, dP(x) \]
where \( \pi(x) = P(A = 1 \mid X = x) \) and \( \widehat{\pi}(x) = \widehat{P}(A = 1 \mid X = x) \), and similarly for \( \mu(x) = \mathbb{E}_P(Y \mid X = x, A = 1) \). Therefore if \( \widehat{\pi}(x) \geq \epsilon \) with probability one we have
\[ |R_2(\widehat{P}, P)| \leq \left( \frac{1}{\epsilon} \right) \int |\pi(x) - \widehat{\pi}(x)||\mu(x) - \widehat{\mu}(x)| \, d\widehat{P}(x) \leq \left( \frac{1}{\epsilon} \right) \|\widehat{\pi} - \pi\|\|\widehat{\mu} - \mu\| \]
by Cauchy-Schwarz. Thus if \( \|\widehat{\pi} - \pi\| = o_P(n^{-1/4}) \) and \( \|\widehat{\mu} - \mu\| = o_P(n^{-1/4}) \), for example, then \( T_2 = o_P(1/\sqrt{n}) \), as desired (though note that \( \pi \) and \( \mu \) do not have to be estimated at the same rates for \( T_2 = o_P(1/\sqrt{n}) \) to hold: any such combination whose product is \( o_P(1/\sqrt{n}) \) would suffice). Conditions under which \( L_2(\widehat{P}) \) errors satisfy, e.g., \( \|\widehat{\pi} - \pi\| = o_P(n^{-1/4}) \) are available for many popular estimators. For example, if \( \pi \) is \( s \)-smooth (i.e., contained in a Hölder class with index \( s \), so that all partial derivatives up to order \( s - 1 \) are bounded and the highest order are continuous), and \( \widehat{\pi} \) is a minimax optimal estimator (e.g., using local polynomials) then with appropriate tuning
\[ \|\widehat{\pi} - \pi\| = O_P\left( n^{-\frac{1}{2(s+d)}} \right) \]
[GYÖRFI et al., 2002, TSYBAKOV, 2009], and so for example the rate would be \( o_P(n^{-1/4}) \) if \( d/s < 2 \), i.e., the smoothness was more than half the dimension. Similarly, if \( \pi \) is \( s \)-sparse and estimated say via lasso at a rate like
\[ \|\widehat{\pi} - \pi\| = O_P\left( \sqrt{s \log d / n} \right) \]
[BRADIC et al., 2019b, CHERNOZHUKOV et al., 2018, FARRELL, 2015], then the rate would be \( o_P(n^{-1/4}) \) if \( s = o(\sqrt{n}/\log d) \), i.e., the sparsity \( s \) scales slower than \( \sqrt{n} \) up to log factors. Similar results can be obtained for random forests, neural networks, etc., under appropriate conditions [FARRELL et al., 2021].

Example 4 (continued). For the expected conditional covariance functional
\[ \psi(P) = \mathbb{E}_P\{ \text{cov}_P(A, Y \mid X) \} \]
the remainder in (5) is given by
\[ R_2(\widehat{P}, P) = \int \left\{ \pi(x) - \widehat{\pi}(x) \right\} \left\{ \mu(x) - \widehat{\pi}(x) \right\} \, dP(x) \]
where \( \pi(x) = \mathbb{E}_P(A \mid X = x) \) and \( \mu(x) = \mathbb{E}_P(Y \mid X = x) \). Therefore
\[ |R_2(\widehat{P}, P)| \leq \|\widehat{\pi} - \pi\|\|\widehat{\mu} - \mu\| \]
by Cauchy-Schwarz, and so this functional has the same kind of double robustness properties as the average treatment effect function in Example 2.
Example 10 (continued). For the expected density functional

\[ \psi(P) = \mathbb{E}_P\{p(Z)\} = \int p(z)^2 \, dz \]

the remainder in (5) is given by \( R_2(\overline{P}, P) = -\int (\overline{p}(z) - p(z))^2 \, dz \), so that

\[ |R_2(\overline{P}, P)| = \|\overline{p} - p\|^2 \]

where in a slight abuse of notation \( \| \cdot \| \) above denotes the \( L_2(\nu) \) norm for \( \nu \) the uniform measure. Thus for the expected density, the standard one-step estimator is not doubly robust, but still has nuisance errors that consist of a second-order product; therefore this estimator will still be root-n consistent, asymptotically normal, and efficient as long as the density is estimated at faster than \( n^{-1/4} \) rates.

The above examples illustrate the kinds of arguments one can use to show the bias term \( T_2 \) is of order \( o_P(1/\sqrt{n}) \). For some functionals, the remainder term in the expansion (5) can take multiple possible forms, some of which may be more or less useful depending on context (e.g., consider the expected conditional covariance in Example 4 and note that \( \mu = \pi \mu_1 + (1 - \pi)\mu_0 \) for \( \mu_a(x) = \mathbb{E}(Y \mid X = x, A = a) \), and in some cases the remainder terms can be quite complicated to derive (e.g., for longitudinal causal effects like Example 7 when there are more than two timepoints).

We summarize the above results in the following proposition.

**Proposition 2.** Let \( \hat{\psi} \) denote the cross-fit estimator in (12). Assume \( K \leq C < \infty \) is finite, \( \|\varphi(z; \hat{P}_{-k}) - \varphi(z; P)\| = o_P(1) \) for each \( k \), and that \( T_2 = \sum_{k=1}^K \left( \frac{N_k}{n} \right) R_2(\hat{P}_{-k}, P) = o_P(1/\sqrt{n}) \), where \( R_2(\overline{P}, P) = \psi(\overline{P}) - \psi(P) + \int \varphi(z; \overline{P}) \, dP(z) \). Then

\[ \hat{\psi} - \psi = (P_n - P)\{\varphi(Z; P)\} + o_P(1/\sqrt{n}) \]

and so \( \hat{\psi} \) is root-n consistent, asymptotically normal, and minimax optimal in the local asymptotic sense of Theorem 2 if \( \varphi \) is the efficient influence function.

5 Some Extensions & Open Problems

Although the theory sketched in previous sections has by now a relatively long history and is quite well-developed, there are many extensions and open problems still remaining, which will be important to further develop in coming years. Here we briefly detail some recent examples.

5.1 New Functionals

First, every functional has a somewhat unique remainder term \( R_2 \) in the expansion (5), leading to corresponding unique bias term \( T_2 \) in the decomposition (10) (though see Rotnitzky et al. [2019] for some unifying properties). Thus, as new parameters are developed in causal inference and other fields, for example for newly defined causal effects (e.g., Díaz and van der Laan...
[2012], Haneuse and Rotnitzky [2013], Kennedy [2019], Young et al. [2014] for stochastic intervention effects), or with new data structures (e.g., Ogburn et al. [2017], Tchetgen Tchetgen and VanderWeele [2012], van der Laan [2014] for network data), or under new identifying assumptions (e.g., Tchetgen Tchetgen et al. [2020]), it will be crucial to understand the operating characteristics of these new quantities. This includes understanding terms like $R_2$ in (5) and $T_2$ in (10), even if this uses some already well-developed theoretical tools or arguments. One of the fascinating aspects of causal inference is that there are many different ways to characterize causal effects, each with its own nuances and subtleties.

5.2 High Complexity Regimes

In this review we focused on discussing conditions under which estimators are root-n consistent and asymptotically normal. However, when underlying nuisance functions are not smooth or sparse enough relative to the dimension, root-n consistency will be impossible to attain. For example, if a regression function is $s$-smooth with $s = 5$, but the dimension of the covariates is 50, then the minimax rate is $n^{-1/12}$, much slower than the $n^{-1/4}$ rates discussed in the previous section. This opens up several questions not addressed in this review: When influence function-based estimators like (9) and (12) are not root-n consistent, can any other estimator be? When are root-n rates achievable? What is the best possible rate that can be achieved when root-n rates are not achievable? Important progress along these lines has been made for complex causal effect-style functionals in the last decade by Robins et al. [2008, 2009, 2017], but many open problems remain, including: (i) minimax rates for other functionals beyond the average treatment effect and expected conditional covariance, and (ii) minimax rates for models with nuisances in non-Hölder function spaces [Bradic et al., 2019a].

5.3 Non-Pathwise Differentiable Functionals

Throughout this review we have considered functionals that satisfy the von Mises / distributional Taylor expansion (5). As explained and illustrated throughout, many important parameters in causal inference and other fields do satisfy this expansion; however, there are also many parameters that do not. These parameters are often referred to as non-pathwise differentiable. Non-pathwise differentiability arises in at least two prominent settings: (i) non-smooth finite-dimensional parameters, and (ii) infinite-dimensional parameters. By non-smooth finite-dimensional parameters, we mean parameters that resemble those studied in this review (e.g., take values in $\mathbb{R}$ and, e.g., can be represented as expectations over nuisance functions), but involve non-differentiable functions of nuisance quantities, such as indicators, maximums, absolute values, etc. These arise often, e.g., in the optimal treatment regime literature [Hirano and Porter, 2012, Laber et al., 2014, Luedtke and van der Laan, 2016, Murphy, 2003]. For example, under standard no unmeasured confounding and other assumptions, the value of the mean-optimal treatment regime is given by

$$\mathbb{E}\left[\mu_1(X)\mathbb{1}\{\mu_1(X) \geq \mu_0(X)\} + \mu_0(X)\mathbb{1}\{\mu_1(X) < \mu_0(X)\}\right]$$

where $\mu_a(x) = \mathbb{E}(Y \mid X = x, A = a)$. Since the nuisance functions $\mu_a$ appear inside non-smooth indicator functions, many arguments from the previous sections cannot be applied directly. Interestingly, though, it can be shown that the influence function for the value still exists under a margin condition [Luedtke and van der Laan, 2016, van der Laan, 2013], but in
A second place where pathwise differentiability fails is for parameters that are not simple expectations, but are instead given by infinite-dimensional curves or functions, like regression and density functions. These arise in many important and common settings in causal inference, for example: effects of continuous treatments [Díaz and van der Laan, 2013, Kennedy et al., 2017, Rubin and van der Laan, 2006], counterfactual density estimation [Kennedy et al., 2021, Kim et al., 2018, Robins and Rotnitzky, 2001, Westling and Carone, 2020], heterogeneous effect estimation [Foster and Syrgkanis, 2019, Kennedy, 2020, Kennedy et al., 2022, Nie and Wager, 2021, Semenova and Chernozhukov, 2017], etc. Interestingly, although these quantities take values in infinite-dimensional function spaces like densities or regressions, they also involve structured combinations of nuisance quantities, and so are really regression/functional hybrids; it turns out that tools and concepts from standard functional estimation can therefore be adapted to these settings. For example, consider the conditional average treatment effect parameter

$$\tau(x) = \mathbb{E}(Y \mid X = x, A = 1) - \mathbb{E}(Y \mid X = x, A = 0);$$

the function $\tau(x)$ can be very smooth or sparse, even when the individual regression functions it differences are not. Exploiting such smoothness or sparsity when it exists requires adapting ideas described in this review to the infinite-dimensional context. We refer to Foster and Syrgkanis [2019], Kennedy [2020], Kennedy et al. [2022], Nie and Wager [2021], Semenova and Chernozhukov [2017] for some examples of such adaptation.
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A Appendix

A.1 Two Derivations of the Influence Function of the ATE

A.1.1 Integral Equation Approach

To derive the influence function via the pathwise differentiability condition, one needs to first calculate the derivative of the parameter

\[ \frac{\partial}{\partial \epsilon} \psi(P_\epsilon) \bigg|_{\epsilon=0} \]  \hspace{1cm} (15)

on any smooth parametric submodel \( P_\epsilon \) (satisfying \( P_0 = \mathbb{P} \)), set it equal to the inner product (i.e., covariance)

\[ \int \varphi(z) \left( \frac{\partial}{\partial \epsilon} \log dP_\epsilon(z) \right) \bigg|_{\epsilon=0} d\mathbb{P}(z) \]  \hspace{1cm} (16)

and solve this integral equation for the influence function \( \varphi(z) \). In what follows we tackle these two tasks separately, for the average treatment effect parameter.

Derivative of parameter

First we will compute the derivative of the parameter in (15) for \( P_\epsilon \) a generic smooth parametric submodel satisfying \( P_0 = \mathbb{P} \). Note that the submodel score decomposes as a sum

\[ s_\epsilon(z) \equiv \frac{\partial}{\partial \epsilon} \log dP_\epsilon(z) = \frac{\partial}{\partial \epsilon} \log dP_\epsilon(y \mid x,a) + \frac{\partial}{\partial \epsilon} \log dP_\epsilon(a \mid x) + \frac{\partial}{\partial \epsilon} \log dP_\epsilon(x) \]

\[ \equiv s_\epsilon(y \mid x,a) + s_\epsilon(a \mid x) + s_\epsilon(x). \]

Therefore, using the definition of the parameter, its derivative equals

\[ \frac{\partial}{\partial \epsilon} \psi(P_\epsilon) = \frac{\partial}{\partial \epsilon} \int \int y \, dP_\epsilon(y \mid x,1) \, dP_\epsilon(x) \]

\[ = \int \int y \, \frac{\partial}{\partial \epsilon} dP_\epsilon(y \mid x,1) \, dP_\epsilon(x) + \int \int y \, dP_\epsilon(y \mid x,1) \, \frac{\partial}{\partial \epsilon} dP_\epsilon(x) \]

\[ = \int \int y \, s_\epsilon(y \mid x,1) \, dP_\epsilon(y \mid x,1) \, dP_\epsilon(x) + \int \int y \, dP_\epsilon(y \mid x,1) \, s_\epsilon(x) \, dP_\epsilon(x), \]

where in the third equality we used the derivative of a logarithm, i.e., that \( \frac{\partial}{\partial \epsilon} \log f_\epsilon(z) = \frac{\partial}{\partial \epsilon} f_\epsilon(z)/f_\epsilon(z) \). Therefore the derivative of the ATE on a submodel at \( \epsilon = 0 \) is given by

\[ \frac{\partial}{\partial \epsilon} \psi(P_\epsilon) \bigg|_{\epsilon=0} = \int \int \left\{ y \, s_0(y \mid x,1) + \mu(x)s_0(x) \right\} d\mathbb{P}(y \mid x,1) \, d\mathbb{P}(x). \]  \hspace{1cm} (17)

Now our task is to write this derivative in inner product form as in (16).

Expressing as inner product

Specifically here we aim to write the derivative (17) in the form

\[ \int \varphi(z) \left\{ s_0(y \mid x,a) + s_0(a \mid x) + s_0(x) \right\} d\mathbb{P}(z) \]
for a mean zero function \( \varphi \), i.e., we need to solve the integral equation

\[
\int \left\{ \int y \ s_0(y \mid x, 1) \ d\mathbb{P}(y \mid x, 1) + \mu(x)s_0(x) \right\} \ d\mathbb{P}(x) = \int \varphi(z)s_0(z) \ d\mathbb{P}(z)
\]

for \( \varphi \). This does not have an obvious solution if the correct form for \( \varphi \) is not already known (in which case one can just check that the equation holds). A potentially time-consuming and error-bound path is to keep conjecturing candidates for \( \varphi \), until one works.

Instead it can be helpful to start by decomposing the influence function as \( \varphi(z) = \varphi_y(y, x, a) + \varphi_a(a, x) + \varphi_x(x) \) where

\[
\begin{align*}
\int \varphi_y(y, x, a) \ d\mathbb{P}(y \mid x, a) &= 0 \\
\int \varphi_a(a, x) \ d\mathbb{P}(a \mid x) &= 0 \\
\int \varphi_x(x) \ d\mathbb{P}(x) &= 0.
\end{align*}
\]

Note that this decomposition holds for any random variable \( \varphi = \varphi(Z) \) by simply centering appropriately, i.e., defining \( \varphi_y(Y, X, A) = \varphi - \mathbb{E}(\varphi \mid X, A) \), \( \varphi_a(A, X) = \mathbb{E}(\varphi \mid X, A) - \mathbb{E}(\varphi \mid X) \), and \( \varphi_x(X) = \mathbb{E}(\varphi \mid X) - \mathbb{E}(\varphi) \). Importantly, with this decomposition, the inner product on the right-hand side of (18) simplifies to

\[
\int \left\{ \varphi_y(y, x, a) + \varphi_a(a, x) + \varphi_x(x) \right\} \left\{ s_0(y \mid x, a) + s_0(a \mid x) + s_0(x) \right\} \ d\mathbb{P}(z) = \int \left\{ \varphi_y(y, x, a)s_0(y \mid x, a) + \varphi_a(a, x)s_0(a \mid x) + \varphi_x(x)s_0(x) \right\} \ d\mathbb{P}(z)
\]

by virtue of the restrictions in (19), and the fact that \( s_0(y \mid x, a) \), \( s_0(a \mid x) \), and \( s_0(x) \) are score functions and so similarly have conditional mean zero, i.e.,

\[
\begin{align*}
\int s_0(y \mid x, a) \ d\mathbb{P}(y \mid x, a) &= 0 \\
\int s_0(a \mid x) \ d\mathbb{P}(a \mid x) &= 0 \\
\int s_0(x) \ d\mathbb{P}(x) &= 0.
\end{align*}
\]

By using the decomposition (19) we have essentially transformed our problem from solving one big integral equation to solving three smaller and easier integral equations. Specifically we now need to solve for \( (\varphi_y, \varphi_a, \varphi_x) \) in

\[
\int \int \left\{ y \ s_0(y \mid x, 1) + \mu(x)s_0(x) \right\} \ d\mathbb{P}(y \mid x, 1) \ d\mathbb{P}(x) = \int \left\{ \varphi_y(y, x, a)s_0(y \mid x, a) + \varphi_a(a, x)s_0(a \mid x) + \varphi_x(x)s_0(x) \right\} \ d\mathbb{P}(z)
\]

This immediately leads us to the choices \( \varphi_a(a, x) = 0 \) and \( \varphi_x(x) = \mu(x) - \mathbb{E}\{\mu(X)\} = \mu(x) - \psi \).
The remaining task is to find $\varphi_y(y,x,a)$, which based on the above amounts to solving the integral equation

$$\int \int y \ s_0(y \mid x, 1) \ d\mathbb{P}(y \mid x, 1) \ d\mathbb{P}(x) = \int \varphi_y(y,x,a) s_0(y \mid x, a) \ d\mathbb{P}(z)$$

Note the derivative term on the left-hand side above equals

$$\int \int y \ s_0(y \mid x, 1) \ d\mathbb{P}(y \mid x, 1) \ d\mathbb{P}(x) = \int \int \int y \ s_0(y \mid x, 1) \ d\mathbb{P}(y \mid x, 1) \ d\mathbb{P}(a \mid x) \ d\mathbb{P}(x)$$

where in the first equality we simply introduced the treatment distribution $d\mathbb{P}(a \mid x) = a\pi(x) + (1 - a)(1 - \pi(x))$, and in the second we multiplied by the indicator $a$ to pick out the required $s_0(y \mid x, 1)$ term, and then divided by $\pi(x)$ to cancel out the additional $\pi(x)$ term that appears due to averaging the indicator $a$. We note this logic is perhaps still a bit mysterious for those who have not used it before. The term $ay / \pi(x)$ has the right mean, but needs to be centered so that it has conditional mean zero and thus satisfies the first line of (19). This leads to the choice

$$\varphi_y(y,a,x) = \frac{ay}{\pi(x)} - \int \frac{ay}{\pi(x)} \ d\mathbb{P}(y \mid x, a) = \frac{a}{\pi(x)} \left\{ y - \mu(x) \right\}.$$

Combining with $\varphi_a(a,x)$ and $\varphi_x(x)$ above gives the overall influence function

$$\varphi(Z) = \frac{A}{\pi(X)} \left\{ Y - \mu(X) \right\} + \mu(X) - \psi. \quad (20)$$

Since the work above shows that this satisfies the pathwise differentiability condition for any sufficiently smooth parametric submodel, it is the influence function.

### A.1.2 Gateaux Derivative Approach

The Gateaux derivative approach can be viewed as a special case of the above, where one uses a particular choice of parametric submodel, for which the pathwise derivative is actually equal to the influence function, rather than an integral equation that needs to be solved. This is accomplished by using a submodel whose score is a point mass, as described in the main text.

One simple such submodel is given by $\mathbb{P}_\epsilon^z(z) = (1 - \epsilon)\mathbb{P}(z) + \epsilon \delta_z$, where $\delta_z$ is the Dirac measure at $z = Z$. Since $z$ is discrete, we can just work with the mass function $p_\epsilon^z(z) = (1 - \epsilon)p(z) + \epsilon 1(z = Z)$. First note that for the submodel $p_\epsilon^z(z)$ we have

$$p_\epsilon^z(y \mid x,a) = \frac{p_\epsilon^z(z)}{p_\epsilon^z(a,x)} = \frac{(1 - \epsilon)p(z) + \epsilon 1(z = Z)}{(1 - \epsilon)p(a,x) + \epsilon 1(a = A, x = X)}$$

$$p_\epsilon^z(a \mid x) = \frac{p_\epsilon^z(a,x)}{p_\epsilon^z(x)} = \frac{(1 - \epsilon)p(a,x) + \epsilon 1(a = A, x = X)}{(1 - \epsilon)p(x) + \epsilon 1(x = X)}$$

$$p_\epsilon^z(x) = (1 - \epsilon)p(x) + \epsilon 1(x = X)$$
and
\[
\frac{\partial}{\partial \epsilon} p^*_\epsilon(y \mid x, a) \bigg|_{\epsilon=0} = \frac{1}{(1-\epsilon)p(a, x) + \epsilon \mathbb{1}(a = A, x = X)} \left( \mathbb{1}(z = Z) - p(z) - p^*_\epsilon(y \mid x, a) \right) \bigg|_{\epsilon=0}
\]
\[
\frac{\partial}{\partial \epsilon} p^*_\epsilon(a, x) \bigg|_{\epsilon=0} = \frac{\mathbb{1}(a = A, x = X) - p(a, x)}{p(a, x)} \left( \frac{1}{(1-\epsilon)p(a, x) + \epsilon \mathbb{1}(a = A, x = X)} \mathbb{1}(z = Z) - p(z) - p^*_\epsilon(y \mid x, a) \right) \bigg|_{\epsilon=0}
\]
\[
\frac{1}{(1-\epsilon)p(a, x) + \epsilon \mathbb{1}(a = A, x = X)} \mathbb{1}(a = A, x = X) - p(a, x)
\]
\[
= \mathbb{1}(a = A, x = X) \left\{ \frac{1}{p(a, x)} (\mathbb{1}(y = Y) - p(y \mid x, a)) \right\}
\]
(21)

where the first equality follows from the chain rule, and the rest by just rearranging.

Now we evaluate the parameter on the submodel, differentiate, and set \( \epsilon = 0 \), which gives
\[
\frac{\partial}{\partial \epsilon} \psi(p^*_\epsilon) \bigg|_{\epsilon=0} = \frac{\partial}{\partial \epsilon} \sum_{x,y} y p^*_\epsilon(y \mid x, 1) p^*_\epsilon(x) \bigg|_{\epsilon=0}
\]
\[
= \sum_{x,y} \left\{ \frac{\partial}{\partial \epsilon} p^*_\epsilon(y \mid x, 1) p^*_\epsilon(x) + p^*_\epsilon(y \mid x, 1) \frac{\partial}{\partial \epsilon} p^*_\epsilon(x) \right\} \bigg|_{\epsilon=0}
\]
\[
= \sum_{x,y} \left[ \mathbb{1}(1 = A, x = X) \left\{ \frac{1}{p(1, x)} (\mathbb{1}(y = Y) - p(y \mid x, 1)) \right\} p(x) + p(y \mid x, 1) \left\{ \mathbb{1}(x = X) - p(x) \right\} \right]
\]
\[
= \frac{A}{\pi(X)} \left\{ Y - \mu(X) \right\} + \mu(X) - \psi
\]

where the second equality follows by the chain rule, the third by substituting in the expression in (21), and the fourth rearranging.

Therefore the Gateaux derivative approach gives the same influence function as the more involved integral equation approach, though even the Gateaux derivative required more than a page of calculations, and some care with the submodel derivatives. Note also that the influence function we arrived at is perfectly well-defined outside of the discrete setup, as long as the regression functions \( \pi \) and \( \mu \) are well-defined.