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Abstract

We consider Schur function expansion for the partition function of the model of normal matrices. We show that this expansion coincides with Takasaki expansion [5] for tau functions of Toda lattice hierarchy. We show that the partition function of the model of normal matrices is, at the same time, a partition function of certain discrete models, which can be solved by the method of orthogonal polynomials. We obtain discrete versions of various known matrix models: models of non-negative matrices, unitary matrices, normal matrices.

1 Introduction

The model of normal matrices (MNM) was introduced and studied in [1], [2] and [3]. A matrix $M$ is called normal, if it commutes with hermitian conjugated matrix:

$$[M, M^\dagger] = 0 \quad (1.1)$$

One can bring the matrix $M$ to its diagonal form via the unitary matrix $U$: $M = UZU^\dagger$, where $Z = \text{diag}(z_1, \ldots, z_n)$, with $z_i$ the eigenvalues of $M$. It is clear that $M^\dagger = UZU^\dagger$, where the diagonal matrix $\bar{Z}$ is the complex conjugate of $Z$.

The model of the normal matrices is defined by its partition function as follows:

$$Z_n = C \int d\Omega(M) e^{\text{Tr} V_1(M) + \text{Tr} V_2(M^\dagger) + \text{Tr} V(M, M^\dagger)}, \quad (1.2)$$

where $C$ is a normalization constant. The integration measure is defined as

$$d\Omega(M) = d_s U |\Delta(z)|^2 \prod_{i=1}^n d^2 z_i,$$

where $d_s U$ is the Haar measure on the unitary group $U(n)$, and $\Delta(z)$ is the Vandermonde determinant:

$$\Delta(z) = \det(z_i^{n-k})_{i,k=1,\ldots,n} = \prod_{i<k}(z_i - z_k)$$

For the case $n = 0$, one sets $\Delta(z) = 1$.  
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The potentials $V_1(M), V_2(M^\dagger)$ are defined by their Taylor series as follows:

$$V_1(M) := \xi(t, M) := \sum_{m=1}^{\infty} t_m M^m, \quad V_2(M^\dagger) := \xi(t', M^\dagger) = \sum_{m=1}^{\infty} t'_m (M^\dagger)^m,$$

where $t = (t_1, t_2, \ldots), t' = (t'_1, t'_2, \ldots); t_m, t'_m$ are called coupling constants. The interaction term $V$, a function of two variables, is not specified here. Integral (1.2) is supposed to be convergent; in the present paper, we consider it as its perturbation series in the coupling constants.

After the change of variables $M \to (U, Z)$ and the integration over $U(n)$, one obtains

$$Z_n = Z_n(V; t, t') = \int_{\mathbb{C}} \cdots \int_{\mathbb{C}} |\Delta(z)|^2 \prod_{i=1}^{n} e^{V_1(z_i) + V_2(\bar{z}_i)} e^{V(z_i, \bar{z}_i)} d^2 z_i,$$

where the integration is over the complex planes of eigenvalues $z_i$. Here we choose the normalization constant $C = C(n)$ in such a way that $C \cdot \text{Vol}(U(n)) = 1$.

The model of normal matrices has applications in a description of quantum Hall droplets. As it was shown in [1], the particular case of the model, namely, the case when $V(z, \bar{z}) = -|z|^2$ in its $n \to \infty$ limit, is related to the interface dynamics of water spot with a constant source surrounded by oil; in addition, it is related to certain old problems of complex analysis. The relation of these problems to Toda lattice equations [15] and its dispersionless analogue [8] was found and discussed in [1].

The integrable structure of the model of normal matrices was found and discussed in [8]. The coupling constants $t, t'$ and the size of matrices $n$ were identified with the so-called Toda lattice higher times.

**Remark 1** One can absorb both $V_1$ and $V_2$ into the term $V$. We prefer not to do so, since we are interested in the integrable structure of the model; we therefore keep the parameters $t = (t_1, t_2, \ldots), t' = (t'_1, t'_2, \ldots)$ as the Toda lattice higher times, see below.

**Remark 2** If the term $V$ enjoys axial symmetry

$$V(z, \bar{z}) = V_{\text{axi}}(|z|^2),$$

then, for a certain choice of coupling constants, there exists a different integrable structure: partition function (1.2) is an infinite-soliton tau function of a “dual” TL hierarchy, higher times of the dual hierarchy being related to the moments of $e^{V_{\text{axi}}}$. See [17] about this and related topics.

**Schur functions and partitions** Polynomial functions in many variables, like the Schur functions, are parameterized by partitions. A *partition* is a sequence of non-negative integers in the non-increasing order:

$$\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_r, \ldots), \quad \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_r \geq \ldots,$$

where we identify $(\lambda_1, \ldots, \lambda_n)$ with $(\lambda_1, \ldots, \lambda_n, 0)$, and in the case of infinite sequence, assume $\lambda_r = 0$ as $r \to \infty$. The $\lambda_i$ in (1.3) are called the *parts* of the $\lambda$. The number of nonzero parts is the *length* of $\lambda$, denoted by $\ell(\lambda)$. The sum of the parts is the *weight* of $\lambda$, denoted by $|\lambda|$. If $n = |\lambda|$, we say that the $\lambda$ is a *partition* of $n$. The partition of zero (where $\lambda_1 = 0$) is denoted by boldface $\mathbf{0}$, to distinguish it from number 0. The set of all partitions, including $\mathbf{0}$, is denoted by $P$. 
The \textit{(Young) diagram} of a partition $\lambda$ is defined as the set of points (or nodes) $(i, j) \in \mathbb{Z}^2$, such that $1 \leq j \leq \lambda_i$. Thus, it is a subset of a rectangular array with $\ell(\lambda)$ rows and $\lambda_1$ columns. We denote the diagram of $\lambda$ by the same symbol $\lambda$. For example,
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is the diagram of $(3,3,1)$. The weight of this partition is 7, the length is equal to 3.

The partition whose diagram is obtained by the transposition of the diagram $\lambda$ with respect to the main diagonal is called the conjugated partition and denoted by $\lambda^t$.

The \textit{product of hook lengths} $H_\lambda$ is defined as

$$H_\lambda = \prod_{i,j \in \lambda} h_{ij}, \quad h_{ij} = \lambda_i - i + \lambda_j^t - j + 1,$$  \hspace{1cm} (1.7)

where the product ranges over all nodes of the diagram of the partition $\lambda$.

Given number $q$, the so-called hook polynomial $H_\lambda(q)$ is defined as:

$$H_\lambda(q) = \prod_{i,j \in \lambda} (1 - q^{h_{ij}}), \quad h_{ij} = \lambda_i - i + \lambda_j^t - j + 1$$  \hspace{1cm} (1.8)

In what follows, we also need notations:

$$n(\lambda) := \sum_{i=1}^k (i - 1)\lambda_i,$$  \hspace{1cm} (1.9)

$$a_\lambda := (a)_{\lambda_1}(a - 1)_{\lambda_2} \cdots (a - k + 1)_{\lambda_k}, \quad (a)_m := \frac{\Gamma(a + m)}{\Gamma(a)}.$$

$$(q^a;q)_\lambda := (q^a;q)_{\lambda_1}(q^{a-1};q)_{\lambda_2} \cdots (q^{a-k+1};q)_{\lambda_k}, \quad (q^a;q)_m := (1-q^a) \cdots (1-q^{a+m-1}).$$

$$(1.10)$$

$$(1.11)$$

where $k = \ell(\lambda)$. We set $(a)_0 = 1$ and $(q^a;q)_0 = 1$.

We now consider a semi-infinite set of variables $t = (t_1, t_2, t_3, \ldots)$. Given partition $\lambda$, the Schur function $s_\lambda(t)$ is defined by

$$s_\lambda(t) = \det(h_{\lambda_i - i + j}(t))_{1 \leq i, j \leq \ell(\lambda)}, \quad \text{where} \quad \sum_{k=0}^\infty z^k h_k(t) = \exp \sum_{m=1}^\infty z^m t_m,$$  \hspace{1cm} (1.12)

and, for $k < 0$, we put $h_k = 0$. The $h_k(t)$ is called the elementary Schur function.

There is another definition of the Schur function; it is the following symmetric function in the different variables $x := x^{(n)} := (x_1, \ldots, x_n)$, where $n \geq \ell(\lambda)$:

$$s_\lambda(x) = \frac{\det(x^{\lambda_i-j+n})_{1 \leq i, j \leq n}}{\det(x^{n-j})_{1 \leq i, j \leq n}};$$  \hspace{1cm} (1.13)

for the zero partition one puts $s_0(x) = 1$. If

$$t = t(x^{(n)}) = (t_1(x^{(n)}), t_2(x^{(n)}), \ldots), \quad t_m(x^{(n)}) = \frac{1}{m} \sum_{i=1}^n x_i^m,$$

then definitions (1.12) and (1.13) are equivalent \cite{9}:

$$s_\lambda(t(x^{(n)})) = s_\lambda(x^{(n)}).$$  \hspace{1cm} (1.14)
Remark 3 From definition (1.12) it follows that \( s_\lambda(t(x^n)) = 0 \) if \( \ell(\lambda) > n \).

The Schur functions \( s_\lambda(x_1, \ldots, x_n) \), where \( \ell(\lambda) \leq n \), form a basis in the space of symmetric functions in \( n \) variables. We use the underline in \( s_\lambda \) only to distinguish the two definitions. If an \( n \times n \) matrix \( X \) has eigenvalues \( x_1, \ldots, x_n \), we may denote \( s_\lambda(x_1, \ldots, x_n) \) by \( s_\lambda(X) \), without underline, since in this paper the Schur function with uppercase argument is used only in this sense.

Remark 4 If any of \( x_i \) coincides with any of \( \bar{y}_i \), say, \( x_k = \bar{y}_j \), then we assume that the function \( e^{\psi(z, \bar{z})} \) vanishes at \( z = x_k^{-1} \) so that the integral (1.3) is convergent.

**Soliton theory** While the KP hierarchy of equations, [10], [12], [13], is the most popular example in the soliton theory, the two-dimensional Toda lattice (TL) is another important equation, first integrated in [14], and carefully studied in [15] in the framework of [12]:

\[
\partial_t \partial_{t'} \varphi_n = e^{\varphi_{n+1}} - e^{\varphi_n - \varphi_{n-1}}
\]

(1.15)

This equation gives rise to the TL hierarchy which contains derivatives with respect to the higher times \( t_1, t_2, \ldots \) and \( t'_1, t'_2, \ldots \). This equation was applied to the study of models of random Hermitian matrices (the so-called one- and two-matrix models) in [16], [17].

The key point of the soliton theory is the notion of tau function, introduced by Sato (for KP tau function; see [12]). The tau function, a sort of a potential which gives rise to the TL hierarchy, is a function of the two sequences of higher times, \( t_1, t_2, \ldots \) and \( t'_1, t'_2, \ldots \), and the discrete variable \( n \): \( \tau = \tau(n, t, t') \). More explicitly, we have [12], [15]:

\[
u = 2 \partial_{t_1}^2 \ln \tau(n, t, t') , \quad \varphi_n(t, t') = \ln \frac{\tau(n + 1, t, t')}{\tau(n, t, t')}
\]

**Power series solutions** The formal power series solutions of the TL hierarchy were described by Takasaki in the form of double series in the Schur functions over partitions [5] (see also [6], [7]):

\[
\tau(n, t, t') = \sum_{\lambda, \lambda' \in P} g_{\lambda, \lambda'}(n)s_\lambda(t)s_{\lambda'}(t') ,
\]

(1.16)

where the coefficients \( g_{\lambda, \lambda'} \) can be presented as certain determinants or, alternatively, just solve special bilinear equations [12]. We are interested in the semi-infinite Toda lattice, i.e., when the index \( n \) runs over the set of nonnegative integers \( \mathbb{Z}_{\geq 0} \). In the semi-infinite case, we have the restriction

\[
\ell(\lambda), \ell(\lambda') \leq n
\]

of the summation range on the right hand side of (1.16). By Theorem 1 of [5], in this case

\[
g_{\lambda, \lambda'}(n) = \det \left( G_{h_i h'_j} \right)_{i,j=1, \ldots, n} ,
\]

\[
h_i = \lambda_i - i + n \geq 0 , \quad h'_i = \lambda'_i - i + n \geq 0 ,
\]

and semi-infinite matrix \( G \) is related to the factorization problem \( \Psi^+(t, t') = \Psi^-(t, t')G \), where the semi-infinite matrices \( \Psi^\pm \) are Baker-Akhiezer functions [15].

If all but finitely many terms in (1.16) vanish, it gives a rational solution, in which case the formula may be best known. We are mainly interested in the case where (1.16) gives an infinite sum.
Tau functions of hypergeometric type  In the sequel, we shall also consider the diagonal case: \( g_{\lambda',\lambda}(n) = 0 \) if \( \lambda \neq \lambda' \). In this case, generically (i.e., if \( g_{0,0}(n) \neq 0 \) (\( \forall n \)); this restriction is not essential) we have \( g_{\lambda',\lambda}(n) = \delta_{\lambda',\lambda}r_{\lambda}(n)g_{0,0}(n) \), where the coefficients \( r_{\lambda}(n) \) are given in the following way:

Consider a function \( r = r(n) \) of a single variable \( n \in \mathbb{Z} \). Given partition \( \lambda \), we define

\[
r_{\lambda}(x) = \prod_{i,j \in \lambda} r(x + j - i), \quad r_{0} \equiv 1.
\]

Namely, we place \( r(x + j - i) \) at each node \((i,j)\) of diagram \( \lambda \), and multiply them over all nodes.

The “content” \( j - i \) of node \((i,j)\) vanishes on the main diagonal. For instance, if \( \lambda = (3,3,1) \), then (see the diagram in (1.6)) \( r_{\lambda}(x) = r(x + 2)(r(x + 1))^{2}(r(x))^{2}r(x - 1)r(x - 2) \).

We define the tau function of hypergeometric type as

\[
\tau_{r}(n, t, t') = \sum_{\lambda} r_{\lambda}(n)s_{\lambda}(t)s_{\lambda}(t') , \quad (1.17)
\]

which solves the TL equation (1.16), rewritten in the form

\[
\partial_{t_{1}}\partial_{t'}\phi_{n} = r(n)e^{\phi_{n-1} - \phi_{n}} - r(n + 1)e^{\phi_{n} - \phi_{n+1}}, \quad \varphi_{n} = -\phi_{n} + \xi_{n} , \quad (1.18)
\]

where we set \( r(k) = e^{\xi_{k} - \xi_{k-1}} \) and

\[
\phi_{n}(t, t') = -\ln \frac{\tau_{r}(n + 1, t, t')}{\tau_{r}(n, t, t')}
\]

When \( r(0) = 0 \), we obtain semi-infinite Toda lattice (1.18). In what follows, when we consider semi-infinite Toda tau function of the form \( \tau_{r} \), we always assume \( r(0) = 0 \).

A simplest example yields a useful and simple relation (bosonic (left hand side) and fermionic (right hand side) representations of the vacuum TL tau:

\[
\exp \sum_{m=1}^{\infty} m\gamma_{m}\gamma'_{m} = \sum_{\lambda \in P} s_{\lambda}(\gamma)s_{\lambda}(\gamma') , \quad (1.19)
\]

which is a generalized version of the Cauchy-Littlewood identity [9]. Here we use notations \( \gamma = (\gamma_{1}, \gamma_{2}, \ldots) \) and \( \gamma' = (\gamma'_{1}, \gamma'_{2}, \ldots) \) in place of \( t \) and \( t' \), for future purposes. (Since we did not find this identity in literature, we presented a proof in [23]).

2 Discrete matrix models

By discrete matrix model we mean models of random matrices, with eigenvalues lying on a lattice, the type of the lattice is different for different models and will be specified later in the section ”Associated discrete models and discrete one-matrix models”. We shall consider discrete counterparts of the following models, where integrals over eigenvalues are replaced by sums. Namely, we shall consider the following replacements.

Model of normal matrices:

\[
\int_{\mathcal{C}^{n}} |\Delta(z)|^{2} \prod_{i=1}^{n} e^{V(z_{i}) + V_{2}(z_{i})} e^{V(z_{i}, z_{i})} dz_{i} \rightarrow \sum_{\ldots} \sum_{\ldots} |\Delta(z)|^{2} \prod_{i=1}^{n} e^{V(z_{i}) + V_{2}(z_{i})} e^{V(z_{i}, z_{i})} = Z_{1} \quad (2.1)
\]
Model of two positive Hermitian matrices:
\[
\int_{\mathbb{R}^n_+} \Delta(x) \Delta(y) \prod_{i=1}^n e^{V_1(x_i)+V_2(y_i)} e^{V(x_i,y_i)} \, dx_i dy_i \to \sum \cdots \sum \Delta(x) \Delta(y) \prod_{i=1}^n e^{V_1(x_i)+V_2(y_i)} e^{V(x_i,y_i)} = Z_2
\]

(2.2)

Let us notice that the well-known standard two-matrix model is described by specific choice of the interaction term: \( V(x,y) = xy \).

Model of positive Hermitian matrices:
\[
\int_{\mathbb{R}^n_+} \Delta(x)^2 \prod_{i=1}^n e^{V(x_i)} \, dx_i \to \sum \cdots \sum \Delta(x)^2 \prod_{i=1}^n e^{V(x_i)} = Z_3
\]

(2.3)

Model of unitary matrices
\[
\int_{\mathbb{R}^n_+} \Delta(x) \Delta(y) \prod_{i=1}^n e^{V_1(x_i)+V_2(y_i)} e^{V(x_i,y_i)} \, dx_i dy_i \to \sum \cdots \sum \Delta(x) \Delta(y) \prod_{i=1}^n e^{V_1(x_i)+V_2(y_i)} e^{V(x_i,y_i)} = Z_4
\]

where, for the standard case, one takes \( V(x,y) = x^{-1} y^{-1} \).

Model of unitary matrices
\[
\int |\Delta(z)|^2 \prod_{i=1}^n e^{V_1(z_i)+V_2(\bar{z}_i)} e^{V(z_i,\bar{z}_i)} \, d^2 z_i \to \sum \cdots \sum |\Delta(z)|^2 \prod_{i=1}^n e^{V_1(z_i)+V_2(\bar{z}_i)} e^{V(z_i,\bar{z}_i)} = Z_5
\]

(2.4)

Kontsevich-like model:
\[
\int_{\mathbb{R}^n_+} \Delta(x) \prod_{i=1}^n e^{x_i y_i} e^{V(x_i)} \, dx_i \to \sum \cdots \sum \Delta(x) \prod_{i=1}^n e^{x_i y_i} e^{V(x_i)} = Z_6
\]

(2.6)

The multiply integrals in the left hand sides are integrals over the eigenvalues of the related matrix models. The cases of the generalized interaction term \( V(x,y) \) in (2.2) and (2.4) should be considered separately in order to be considered as integrals over matrices. We do it in section "Two-matrix models with generalized interaction term" below.

What we are going to prove is that by choosing parameters \( t, t' \) in a special way we obtain
\[
Z_n(V; t, t') = \text{partition function of discrete matrix models }, Z_1, \ldots, Z_6
\]

(2.7)

### 3 Schur function expansion of the partition function

In [22], [23], for the Gaussian interaction term \( V(z, \bar{z}) = -|z|^2 \), the following perturbation series was obtained
\[
Z_n(V; t, t') = n! \sum_{\lambda \in \mathcal{P}} (n)_{\lambda} s_{\lambda}(t) s_{\lambda}(t') ,
\]

(3.1)

where \((n)_{\lambda}\) is defined in (1.10). At the present paper we generalize this result.

Given \( V(z, \bar{z}) \), let us introduce bi-moments \( g_{km} \), where \( k, m = 0, 1, 2, \ldots \), as
\[
g_{km} = \int z^k \bar{z}^m e^{V(z, \bar{z})} d^2 z ,
\]

(3.2)

assuming the integral on the right hand side is well-defined.
Theorem 1 The partition function of the model of the normal matrices (1.2) has the following perturbation series in the coupling constants $t$ and $t'$:

$$Z_n(V; t, t') = n! \sum_{\lambda, \lambda' \in P} g_{\lambda, \lambda'}(n) s_\lambda(t) s_{\lambda'}(t') \tag{3.3}$$

where

$$g_{\lambda, \lambda'}(n) = \det \left( g_{h_i, h'_j} \right)_{i, j = 1, \ldots, n},$$

$$h_i = \lambda_i - i + n \geq 0, \quad h'_i = \lambda'_i - i + n \geq 0 \tag{3.4}$$

Proof. The proof repeats one of the proofs of (3.1), written down in [22]. Taking $\gamma_m = t_m$, $\gamma'_m = (1/m) \text{Tr} M^m$, and applying (1.19) to the term $e^{V_i}$, and applying it again to the term $e^{V_i}$, with $\gamma_m = t'_m$, $\gamma'_m = (1/m) \text{Tr}(M^i)^m$, we obtain

$$Z_n(V; t, t') = \sum_{\lambda, \lambda' \in P} s_\lambda(t) s_{\lambda'}(t') \int_{\mathbb{C}^n} \det (z^h_k)_{1 \leq k, i \leq n} \prod_{i=1}^n e^{V(z_i, z_i')} d^2 z_i,$$

where we used definition (1.13) to get the determinants in the integrands; these determinants are parameterized by the sets $\{h_i \mid i = 1, \ldots, n\}$ and $\{h'_i \mid i = 1, \ldots, n\}$. The rest of the proof is quite similar to the calculation suggested by John Harnad for [22].

Given a pair of partitions (or, by (3.5), given a pair of sets $\{h_i\}$, $\{h'_i\}$), we develop each determinant as a sum of $n!$ monomial terms: the first determinant yields the sum of monomials over all permutations $\sigma$ of numbers $1, \ldots, n$: $\sum_{\sigma \in S_n} (-)^{\text{sign}(\sigma)} \prod_{i=1}^n z_i^{h_{\sigma(i)}}$, each monomial is parameterized by the set of non-negative numbers $\{h_i\}$ and by an element of the permutation group $\sigma$. Similarly, the second determinant yields $\sum_{\sigma} (-)^{\text{sign}(\sigma)} \prod_i z_i^{h'_{\sigma(i)}}$, each monomial is parameterized by the set $\{h'_i\}$ and by $\sigma$. After integration, each pair of monomials produces the product of $n$ integrals of type (3.2). Notice the restriction $\ell(\lambda), \ell(\lambda') \leq n$, which follows from Remark 4. Given a pair of sets $\{h_i\}$ and $\{h'_i\}$, we gather all the terms into determinant (3.1) and obtain the Theorem.

Note that the very first term of (3.3) yields the formula presented in [3]

$$Z_n(V; 0, 0) = n! g_{0, 0} = n! \det \left( \int z^{n-1} z^{-i} e^{V(z, z')} d^2 z \right)_{i, j = 1, \ldots, n}$$

Corollary 1 Using Theorem 1 of (4), we get another proof of the fact that the partition function of the model of normal matrices is a tau function of the (semi-infinite) TL hierarchy, [3], [4].

Inverse moment problem One can ask what kind of potential $V(\bar{z}, \bar{z})$ of MNM (1.2) provides a given form of potentials in the discrete matrix models we have obtained. We need to present the following comment.

Remark 5 Since the moments $g_{nm}$ are the higher derivatives at the origin of the Fourier transform of $e^V$, and since every formal power series is the (formal) Taylor series at the origin of some $C^\infty$ function, one can, in principle, regard the moments $g_{nm}$ as independent variables. Having this fact in mind, in the future we may write each bi-moment $g_{nm}$ of (3.2) in a form analogous to $e^{V_1 + V_2} e^V$ in (1.6):

$$g_{km} = e^{\tilde{V}_1(k) + \tilde{V}_2(m)} \tilde{V}_{km}, \tag{3.6}$$

and assume certain kind of parameter dependence for $\tilde{V}_1(k)$ and $\tilde{V}_2(m)$.
Note that, since the Taylor series of a $C^\infty$ function does not determine the function uniquely, the moments $\{g_{mn}\}_{m,n \geq 0}$ do not determine $e^V$ uniquely. Moreover, in popular function spaces like $L^2$ or Sobolev, the set of all $e^V$’s whose bi-moments coincide with given $\{g_{mn}\}$ is not closed and may even be dense, so it is hard to give an explicit method or formula to reconstruct one.

Nevertheless, among those $e^V$ there is at most one which decays exponentially, i.e., $O(e^{-|z|^2})$ as $|z| \to \infty$, since the Fourier transform of exponentially decreasing function is real analytic, and hence is determined uniquely by its Taylor series.

Parameter dependence of $\{g_{km}\}$, like in (3.0), may often be introduced easily: Suppose, as a function of $r \in \mathbb{R}$ and $w = e^{i\theta} \in \{|w| = 1\}$, $e^{V(z, \tilde{z})} = e^{V(w, rw^{-1})}$ has analytic continuation in the $w$-variable to $\mathbb{C} \setminus \{0\}$, and the resulting function still is rapidly decreasing in $r$ for any $w \in \mathbb{C} \setminus \{0\}$. (This is slightly more general than the axial symmetric case. It includes, e.g., polynomials in $z$ and $\tilde{z}$ with coefficients being rapidly decreasing functions in $|z|$.) Let $e^{V_{km}} := \int_C z^k \bar{z}^m e^{V(z, \tilde{z})} d^2z$. Then for any $q_1, q_2 > 0$ we have

$$q_1^{-1} q_2^{-1} \int_C z^k \bar{z}^m e^{V(q_1^{-1} z, q_2^{-1} \tilde{z})} d^2z = q_1^{k} q_2^{m} e^{\tilde{V}_{km}};$$

hence, introducing two sets of parameters $\bar{t} = (\bar{t}_1, \bar{t}_2, \ldots)$ and $\tilde{t}' = (\tilde{t}_1', \tilde{t}_2', \ldots)$, and setting

$$e^{V_{\bar{t}, \tilde{t}'}(z, \tilde{z})} := e^{\xi(\bar{t}, q_1^{1}) + \xi(\tilde{t}', q_2^{1})} e^{V(z, \tilde{z})} = \sum_{i,j \geq 0} h_i(\bar{t}) h_j(\tilde{t}') q_1^{-i} q_2^{-j} e^{V(q_1^{-1} z, q_2^{-1} \tilde{z})},$$

(3.7)

where $D := -z \partial / \partial z - 1$ and $\bar{D} := -\tilde{z} \partial / \partial \tilde{z} - 1$, at least as a formal power series in $\bar{t}$ and $\tilde{t}'$ we have

$$\int_C z^k \bar{z}^m e^{V_{\bar{t}, \tilde{t}'}(z, \tilde{z})} d^2z = e^{\xi(\bar{t}, q_1^{1}) + \xi(\tilde{t}', q_2^{1})} e^{\tilde{V}_{km}}.$$

A simple diagram summarizes what we get:

$$e^{V(z, \tilde{z})} \xrightarrow{\text{deformation}} e^{V_{\bar{t}, \tilde{t}'}(z, \tilde{z})}$$

$$\xrightarrow{\text{bimoments}} e^{\tilde{V}_{km}} \quad \xrightarrow{\text{bimoments}}$$

(3.8)

It is more illuminating to put $e^{\xi(\bar{t}, q_1^{1}) + \xi(\tilde{t}', q_2^{1})} e^{V(z, \tilde{z})}$ in place of $e^{V_{\bar{t}, \tilde{t}'}(z, \tilde{z})}$ in this diagram, but the construction (3.7) may not work if $e^{V}$ is in more general form, or if the condition $q_1, q_2 > 0$ is not satisfied. Nevertheless, we can rely on less explicit argument in Remark 3 to assume the existence of $e^{V_{\bar{t}, \tilde{t}'}}$ subject to (3.8).

**Axial-symmetric interaction term** If we take axial-symmetric interaction term (1.4), $V(z, \tilde{z}) = V_{axi}(|z|^2)$, then $g_{km} = \delta_{km} g_{mm}$ is a diagonal matrix, which we parametrize by a set of numbers $\xi_0, \xi_1, \xi_2, \ldots$ as follows:

$$g_{mm} = \pi \int_0^{+\infty} x^m e^{V_{axi}(x)} dx = e^{\xi_m - \xi_0} ,$$

so that

$$g_{\lambda, \lambda'}(n) = \delta_{\lambda, \lambda'} \prod_{i=1}^{n} e^{\xi_{\lambda'} + n_{\lambda'} - \xi_{n_{\lambda'}}}$$

If both $\lambda, \lambda'$ are zero partitions, we have $g_{0,0} = \prod_{m=0}^{n-1} g_{mm}$. Then we obtain

$$Z_n(V_{axi}; t, t') = g_{0,0} n! \sum_{\lambda \in P} e^{\sum_{i=1}^{\infty} (\xi_{n_{\lambda}} - \xi_{n_{\lambda'-i}} - \xi_{n_{\lambda-i}})} s_{\lambda}(t) s_{\lambda}(t')$$

(3.10)
Let us notice that a number of matrix integrals (including the generalization of Itzykson-Zuber, Gross-Witten and Kontsevich integrals, and various integrals over complex and rectangle matrices) may be written in form of series (3.10), where the variables $\xi$ are specialized via the choice of matrix model, see [20].

In the following sections, we consider the right hand side of (3.3) and of (3.10) as models $Z_1, \ldots, Z_6$, where sums over numbers $h = (h_1, \ldots, h_n)$ and $h' = (h'_1, \ldots, h'_n)$ play the role of sums over eigenvalues.

### 4 Specialization of coupling constants. Associated discrete models and discrete one-matrix models

Using the Schur function development (3.3), we shall show that there exist associated discrete models of random matrices, whose partition functions coincide with the partition function of the model of the normal matrices.

We introduce the following notations:

$$t_{\infty} = (1, 0, 0, 0, \ldots),$$

$$t(a, 1) = \left(\frac{a}{1}, \frac{a}{2}, \frac{a}{3}, \ldots\right),$$

$$t(\infty, q) = (t_1(\infty, q), t_2(\infty, q), \ldots), \quad t_m(\infty, q) = \frac{1}{m(1 - q^m)}, \quad m = 1, 2, \ldots, \quad (4.3)$$

$$t(a, q) = (t_1(a, q), t_2(a, q), \ldots), \quad t_m(a, q) = \frac{1 - (q^a)^m}{m(1 - q^m)}, \quad m = 1, 2, \ldots \quad (4.4)$$

These choice of times was also used in [18]–[21].

Note that $t(a, q)$ tends to $t(\infty, q)$ (resp. $t(a, 1)$) as $a \to \infty$ (resp. $q \to 1$). As for $t_\infty$, if $f$ satisfies $f(c t_1, c^2 t_2, c^3 t_3, \ldots) = c^d f(t_1, t_2, t_3, \ldots)$ for some $d \in \mathbb{Z}$, we have $h^d f(t(\infty, q)) \to f(t_\infty)$ as $h := \ln q \to 0$.

**Lemma 1** For a partition $\lambda = (\lambda_1, \lambda_2, \ldots)$, let $h_i := n + \lambda_i - i \ (1 \leq i \leq n)$, where $n \geq \ell(\lambda)$. Then

$$s_\lambda(t_\infty) = \frac{1}{H_\lambda} = \frac{\Delta(h)}{\prod_{i=1}^n h_i!}, \quad (4.5)$$

$$s_\lambda(t(a, 1)) = \frac{(a)_\lambda}{H_\lambda} = \frac{\Delta(h)}{\prod_{i=1}^n \Gamma(a - n + h_i + 1)} \prod_{i=1}^n \frac{\Gamma(a - n + h_i + 1)}{\Gamma(a - i + 1)}, \quad (4.6)$$

$$s_\lambda(t(\infty, q)) = \frac{q^{n(\lambda)}}{H_\lambda(q)} = \frac{\Delta(q^h)}{\prod_{i=1}^n \Gamma(q^h)} \prod_{i=1}^n \frac{\Gamma(q^h)}{\Gamma(q^{h_i})}, \quad (4.7)$$

$$s_\lambda(t(a, q)) = \frac{q^{n(\lambda)}(q^a; q)_\lambda}{H_\lambda(q)} = \frac{\Delta(q^h)}{\prod_{i=1}^n \Gamma(q^h) h_i} \prod_{i=1}^n \Gamma(q^h) h_i - n + i - 1, \quad (4.8)$$

where for $H_\lambda$, $H_\lambda(q)$, $n(\lambda)$, $(a)_\lambda$ and $(q^a; q)_\lambda$ see respectively (1.17), (1.18), (1.19), (1.20) and (1.21). Note that those quantities (4.5)–(4.8) are independent of the choice of $n \geq \ell(\lambda)$. 


Relations (4.3) and (4.6) can be found in [9] (some notations are different) for \( n = \ell(\lambda) \), and we only need to add that if we have (4.3) and other formulas in the Lemma for the value \( n = \ell(\lambda) \), then we have it for all \( n > \ell(\lambda) \), as seen by a straightforward calculation. First equalities in the relations (4.7) and (4.8) can be easily obtained from well-known relations of [9]. The second equality in (4.8) follows from known formulae of [9].

Using this Lemma, we consider the Schur function development of the partition function of the model of the normal matrices:

For a pair of partitions \( \lambda, \lambda' \), take any \( n \in \mathbb{Z} \) such that \( n \geq \ell(\lambda), \ell(\lambda') \), and let \( h_i := n+\lambda_i-i \), \( h_i' := n+\lambda_i'-i \), for \( 1 \leq i \leq n \). Then by using (4.3), the perturbation series for the partition function of the model of the normal matrices becomes

\[
Z_n(V; t, t') = C \int d\Omega(M) e^{Tr V(M,M^\dagger)+t_1 Tr M+t_1' Tr M^\dagger} = n! \sum_{\lambda,\lambda'} \prod_{i=1}^n h_i h_i' \Delta(h) \Delta(h') \prod_{i=1}^n e^{-\ln \Gamma(h_i+1)-\ln \Gamma(h_i'+1)} \det \left( g_{h_i h_i'} \right)_{i,j=1,...,n},
\]

(4.10)

where we got the factor \( 1/n! \) instead of \( n! \), as we switched from the summation over the cones \( h_1 > \cdots > h_n \geq 0, h_1' > \cdots > h_n' \geq 0 \) to the summations over all non-negative integers \( h_1, \ldots, h_n \) and \( h_1', \ldots, h_n' \), denoted by \( \sum_{h_i \geq 0} \) and by \( \sum_{h_i' \geq 0} \) throughout the text. According to (3.2), the factor \( \det \left( g_{h_i h_i'} \right)_{i,j=1,...,n} \) is defined by the interaction term \( V \) in the model of the normal matrices and describes the interaction between the random matrices of the discrete model.

Using the skew-symmetry of \( \Delta(h) \Delta(h') \), one can replace the determinant on the right hand side of (4.10) by the product of \( n \) terms \( g_{h_i h_i'} \), getting \( n! \) as a multiplier.

Recall that \( |\lambda| = \sum_i h_i - (n^2 - n)/2 \). Finely, we find that the perturbation series for the partition function of the model of the normal matrices is equal to the following partition function of a discrete model:

\[
Z_n(V; t, t') = (t_1 t_1')^{n-2} g_{0,0} \sum_{h_i h_i' \geq 0} \Delta(h) \Delta(h') \prod_{i=1}^n e^{-\ln \Gamma(h_i+1)-\ln \Gamma(h_i'+1)+h_i t_1+h_i' t_1'+\ln g_{h_i h_i'}},
\]

(4.11)

where each sum ranges over the \( n \)-tuples of all non-negative integers, \( h_1, \ldots, h_n \) and \( h_1', \ldots, h_n' \), respectively; the times \( t, t' \) in the left hand side are chosen according to (4.9), and we remind that

\[
g_{km} = \int_{\mathbb{C}} z^k \bar{z}^m e^{V(z,\bar{z})} d^2z, \quad \Delta(h) = \prod_{i<j} (h_i - h_j), \quad \Delta(h') = \prod_{i<j} (h_i' - h_j').
\]
We notice that the first non-trivial term in sum (4.11), corresponding to \( h_i = h_i' = n - i \), is equal to one.

In case \( g_{km} = f(km)e^{V_1(k) + V_2(m)} \) (see Remark 3) the sum (4.11) is a discrete analogue of the model of two Hermitian random matrices with non-negative eigenvalues with generalized interaction term \( Z_2 \), see (4.13) below. In case \( f(km) = e^{-km} \) we obtain a discrete analogue of standard model of two Hermitian random matrices.

If we take axial-symmetric interaction term (3.10), we obtain the partition function of the discrete one-matrix model of non-negative matrices \( Z_3 \):

\[
Z_n(V_{axi}; t, t, t) = (t_1 t')^{n-2} g_{0,0} \sum_{h, h' \geq 0} \Delta(h) \Delta(h') \prod_{i=1}^{n} e^{-2 \ln h_i h_i' + \ln(t_i t_i') + \xi_i - \xi_{n-i}} \tag{4.12}
\]

(B) We obtain different versions of models \( Z_2, Z_3 \) if we choose

\[
t = (x a, x^2 a, x^3 a, \ldots), \quad t' = (y a', y^2 a', y^3 a', \ldots) \tag{4.13}
\]

Then, (as done in [20]) one can see that (4.12) takes the form

\[
Z_n(V; t, t') = C \int d\Omega(M) e^{\text{Tr}(V(M, M^\dagger))} \text{det}(I_n - x M)^{-a} \text{det}(I_n - y M^\dagger)^{-a'}
\]

Using results of [9] and the definition of \( h_i \), we find that, for \( t \) as in (4.13),

\[
s_\lambda(t) = \frac{x^{h_i} h_i}{H_\lambda} \prod_{i=1}^{n} \frac{\Gamma(a - n + h_i + 1)}{\Gamma(a - i + 1)}
\]

Now, for \( t, t' \) of form (4.13), we get a partition function with the potential terms slightly different of the similar terms in (4.11):

\[
Z_n(V; t, t') = (xy)^{n-2} g_{0,0} \sum_{h, h' \geq 0} \Delta(h) \Delta(h') \prod_{i=1}^{n} e^{\ln \frac{\Gamma(a - n + h_i + 1)}{\Gamma(a - i + 1)} + \ln \frac{\Gamma(a' - n + h_i' + 1)}{\Gamma(a' - i + 1)} + h_i \ln x + h_i' \ln y + \ln g_{h_i h_i'}}
\]

For axial-symmetric case (4.14), we obtain the following partition function of the discrete model of random non-negative matrices:

\[
Z_n(V_{axi}; t, t') = (xy)^{n-2} g_{0,0} \sum_{h, h' \geq 0} \Delta(h) \Delta(h') \prod_{i=1}^{n} e^{\ln \frac{\Gamma(a - n + h_i + 1) \Gamma(a' - n + h_i' + 1)}{\Gamma(a - i + 1) \Gamma(a' - i + 1)} - 2(h_i h_i' + h_i \ln(x y) + \xi_i - \xi_{n-i})} \tag{4.14}
\]

where variables \( T_k \) are related to the axial-symmetric \( V \) via (3.9).

Another example: Take the axial symmetric Gauss interaction term \( V_{axi} = -\text{Tr}(M M^\dagger) \).

Then

\[
Z_n(V_{axi}; t(a, 1), t) = C \int d\Omega(M) e^{-\text{Tr}(M M^\dagger) + t_1 \text{Tr} M} \text{det}(I_n - y M^\dagger)^{-a} = g_{0,0} \sum_\lambda (yt_1)_{\lambda} |n\lambda(a)_{\lambda} H_\lambda^2
\]

\[
= (yt_1)^{n-2} g_{0,0} \sum_{h \geq 0} \Delta(h) \prod_{k=1}^{n} k! e^{\ln \frac{\Gamma(a - n + h_k + 1)}{\Gamma(a - i + 1)} - 2 \ln h_k! + h_k \ln(y t_1)}
\]
(C) Discrete models related to unitary, $Z_4$, $Z_5$, and to normal matrices $Z_1$ Choosing the times as in (1.3), we obtain that the partition function of the MNM (1.2) takes a form

$$Z_n(V; t, t') = C \int e^{Tr V(M,M^\dagger)} \frac{d\Omega(M)}{\det(xM; q_1)_{\infty} \det(yM^\dagger; q_2)_{\infty}},$$

where we use the notation (1.11) for $m = \infty$, and where

$$t = \left(\frac{1}{1 - q_1}, \frac{x^2}{2} \frac{1}{1 - q_1^2}, \frac{x^3}{3} \frac{1}{1 - q_1^3}, \ldots\right), \quad t' = \left(\frac{1}{1 - q_2}, \frac{y^2}{2} \frac{1}{1 - q_2^2}, \frac{y^3}{3} \frac{1}{1 - q_2^3}, \ldots\right)$$

Using the arguments similar to the previous cases, we obtain the following discrete model

$$Z_n(V; t, t') = (xy)^{\frac{n-2}{2}} g_{0,0} \sum_{h, h' \geq 0} \Delta(q_1^h) \Delta(q_2^{h'}) \prod_{i=1}^{n} e^{-\ln(q_1^{h_i}) - \ln(q_2^{h_i}) + h_i \ln x + h_i' \ln y + \ln g_{h_i h_i'}}$$

Let us take $q_1 = q_2 = q$ and $|q| = 1$ (then we set $q = e^{\sqrt{-1}h}$).

In case $g_{km} = f(q^k q^m) e^{V_1(q^{-k}) + V_2(q^{-m})}$ (see Remark 5) the sum (1.11) is a discrete analogue of the model of two unitary random matrices with generalized interaction term $Z_4$, see (7.13) below. In case $f(q^k q^m) = e^{q^k q^m}$ we obtain a discrete analogue of standard model of two unitary random matrices.

For axial-symmetric interaction term $V(1.4)$ in case $q_1 = q_2 = q$ and using parametrization (3.9), we obtain the discrete model one-matrix model:

$$Z_n(V_{axi}; t, t') = (xy)^{\frac{n-2}{2}} g_{0,0} \sum_{h \geq 0} |\Delta(q^h)|^2 \prod_{i=1}^{n} e^{-2\ln(q^h) + h_i \ln(xy) + \xi_{h_i} - \xi_{n-i}},$$

which, in the case where $|q| = 1$, can be interpreted as model of unitary matrices $Z_5$, and in the case where $|q| < 1$, gives a discrete version of the model of the normal random matrices $Z_1$, where instead of the integration over the complex plane, we have summation over the spiral \{${q^h | h = 0, 1, \ldots}$\}.

(D) This case is rather close to the previous one. The choice of times as

$$t = \left(\frac{1}{1 - q_1^2}, \frac{x^2}{2} \frac{1}{1 - q_1^2}, \frac{x^3}{3} \frac{1}{1 - q_1^3}, \ldots\right), \quad t' = \left(\frac{1}{1 - q_2^2}, \frac{y^2}{2} \frac{1}{1 - q_2^2}, \frac{y^3}{3} \frac{1}{1 - q_2^3}, \ldots\right)$$

in the MNM model (1.2) yields the integral

$$Z_n(V; t, t') = C \int d\Omega(M) e^{Tr V(M,M^\dagger)} \frac{(xy^2 M^\dagger; q_1)_{\infty} (y q_2^2 M^\dagger; q_2)_{\infty}}{(x M; q_1)_{\infty} (y M^\dagger; q_2)_{\infty}}$$

This matrix integral have the perturbation series, described by the following discrete model:

$$Z_n(V; t, t') = (xy)^{\frac{n-2}{2}} g_{0,0} \sum_{h, h' \geq 0} \Delta(q_1^h) \Delta(q_2^{h'}) \prod_{i=1}^{n} e^{-\ln(q_1^{h_i}) - \ln(q_2^{h_i}) + h_i \ln x + h_i' \ln y + \ln g_{h_i h_i'}}$$

For axial-symmetric case (1.4), and for the case $q_1 = q_2 = q$, we have the model

$$Z_n(V_{axi}; t, t') = (xy)^{\frac{n-2}{2}} g_{0,0} \sum_{h \geq 0} |\Delta(q^h)|^2 \prod_{i=1}^{n} e^{-\ln(q^h) + h_i \ln(xy) + \xi_{h_i} - \xi_{n-i}},$$

where the right hand side in the case $|q| = 1$ can be interpreted as a discrete one-matrix model $Z_5$, and for $q_{1,2} = \rho e^{\pm\sqrt{-1}h}$ it is a version of discrete MNM model $Z_1$. 
(E) Kontsevich-like discrete model $Z_6$. To get model (2.6) we consider the axial symmetric case.

First, we choose the variables $t' = t'(y^{(n)})$. Then, we specialize $t$ according to any of (4.1), (4.2), (4.3), or (4.4).

Let us consider only the case when $t$ is specialized by (4.4) (which is the most general case among specializations (4.1), (4.2), (4.3), (4.4)). Then, using (3.10), using definition (1.13) of the Schur function, using (4.8) and using antisymmetry of the Vandermonde determinant, we can rewrite (3.3) in the form

$$Z_n(V_{axi}, t(a, q), t(y^{(n)})) \Delta(y) = g_{0,0} n! \sum_{h \geq 0} \Delta(q^h) \prod_{i=1}^{n} (q^{a_i} - q^{n+i}) e^{\sum_{i=1}^{\infty} (\xi_{h_i} - \xi_{n-i} + h_i) \ln y_i}$$

By changing $\log y_i \rightarrow y_i$ we obtain $Z_6$.

We mark that the relations between continues and discrete models of type, different of presented here, were considered in the papers [24], [25].

5 Dual Schur functions. Associated discrete models and discrete matrix models

In this section, we shall specify the sets of coupling constants $t$ and $t'$ in (3.3) in a different way, via partitions, say, $\lambda^*$ and $\lambda'^*$. To do it, we consider the Schur function $s_\lambda(x)$ in (1.13) as the function of a partition $\lambda$. We show that if $x_i = q^{h_i^*}$, where $h_i^*$ are integers, one can interchange the roles of $x$ and $\lambda$. Using this fact we differently relate series (3.3) to discrete analogs of partition functions of matrix models.

Given partitions $\lambda$ and $\lambda^*$, whose lengths do not exceed a given number $n$, we let

$$h_i = \lambda_i - i + n, \quad h_i^* = \lambda_i^* - i + n, \quad (5.1)$$

so that we have $h_1 > h_2 > h_3 > \cdots > h_n \geq 0$, and $h_1^* > h_2^* > h_3^* > \cdots > h_n^* \geq 0$. Let

$$x_i^* = q^{h_i^*}, \quad x_i = q^{h_i}, \quad i = 1, \ldots, n, \quad (5.2)$$

where $q$ is a given complex number.

By definition (1.13) of the Schur function, we obtain the following Lemma

Lemma 2 For any $q$, let $x = (x_1, \ldots, x_n)$ and $x^* = (x_1^*, \ldots, x_n^*)$ be as in (5.2). Then we have

$$\Delta(x) s_\lambda(x) = \Delta(x^*) s_{\lambda^*}(x^*) \quad (5.3)$$

Thus, given $s_\lambda(x)$, with $x$ as described above, we obtain the dual Schur function $s_{\lambda^*}(x^*)$, where the roles of $h$ and $h^*$ are interchanged. Letting $q \rightarrow 1$ in (3.3), we get $\Delta(h^*) s_{\lambda^*}(t(n, 1)) = \Delta(h) s_\lambda(t(n, 1))$ in accordance with (1.8).

We remark that the case (1.3) results from (5.2) for $h_i^* = n - i$ and $n \rightarrow \infty$.

Given complex $q_1$ and $q_2$ and given partitions $\lambda^*$ and $\lambda'^*$, we now consider

$$x_i = q_1^{h_i^*}, \quad y_i = q_2^{h_i^*}, \quad (5.4)$$
where
\[ h_i^* = \lambda_i - i + n \geq 0, \quad h_i'^* = \lambda_i' - i + n \geq 0, \] (5.5)
putting
\[ x_i^* = q_1^{h_i}, \quad y_i^* = q_2^{h_i'}, \]
\[ h_i = \lambda_i - i + n \geq 0, \quad h_i' = \lambda_i' - i + n \geq 0. \]

We choose \( t(x) = (t_1, t_2, \ldots), \ t'(y) = (t'_1, t'_2, \ldots) \) as
\[ t_m = \frac{1}{m} \sum_{i=1}^{n} q_1^{mh_i^*}, \quad t'_m = \frac{1}{m} \sum_{i=1}^{n} q_2^{mh_i'^*}, \quad m = 1, 2, \ldots \] (5.6)
For the case when \( x_i = q^{n-i}, \ i = 1, \ldots, n, \) that is \( \lambda^* = 0, \) we shall write
\[ t(n, q) = (t_1(n, q), t_2(n, q), \ldots), \quad t_m(n, q) = \frac{1}{m} \sum_{i=1}^{n} q^{m(n-i)}, \quad m = 1, 2, \ldots \] (5.7)

Then, using Lemma 1, we obtain for (5.3)
\[ Z_n(V; t(x), t'(y)) \Delta(x) \Delta(y) = n! \sum_{h, h'} \det g_{h, h'}^{\lambda^*}(q_1^{h}) s_{\lambda'^*}(q_2^{h'}) \Delta(q_1^{h}) \Delta(q_2^{h'}) , \]
where the sums range over the cones
\[ \infty > h_1 > \cdots > h_n \geq 0, \quad \infty > h'_1 > \cdots > h'_n \geq 0, \]

For the choice of \( t(x) \) and \( t'(y), \) given by partitions \( \lambda^* \) and \( \lambda'^* \) via (5.6) and (5.8), we shall use the notation
\[ Z_n(V; \lambda^*, \lambda'^*; q_1, q_2) := Z_n(V; t(x), t'(y)) \Delta(x) \Delta(y) , \] (5.8)
where the right hand side is defined by (5.3). The case \( \lambda^* = \lambda'^* = 0 \) is related to (5.7).

Let us note that, in the case \( n \to \infty, \) the choice of the coupling constants in form (5.6) is rather general.

Using skew-symmetry properties of the factors, and changing the sum over partitions to the sum over all non-negative integers, we get
\[ Z_n(V; \lambda^*, \lambda'^*; q_1, q_2) = n! g_{0,0} \sum_{h, h' \geq 0} \frac{1}{(n!)^2} \Delta(q_1^{h}) \Delta(q_2^{h'}) s_{\lambda^*}(q_1^{h}) s_{\lambda'^*}(q_2^{h'}) \prod_{i=1}^{n} (g_{h, h'_i}) , \]
where we use notation (5.8), and where the sums range over all the \( n \)-tuples of non-negative integers \( h_1, \ldots, h_n \) and \( h'_1, \ldots, h'_n. \) (We kept \( 1/(n!)^2 \) only to explain that the \( (n!)^2 \) in the denominator is obtained when we change the sum over cones to the sum over all non-negative integers).

**Associated discrete model** Let us introduce the following partition function
\[ Z_n^{\text{discr}}(V; \tilde{t}, \tilde{t}'; q_1, q_2) = \frac{1}{n!} \sum_{h, h' \geq 0} \Delta(q_1^{h}) \Delta(q_2^{h'}) \prod_{i=1}^{n} e^{\xi(t_1, h_i^{1}) + \xi(t', h_i')}) e^{\tilde{V}_{h, h'_i}} , \] (5.9)
This sum can be viewed as a partition function of different models, which are discrete analogue of the models of random matrices, the choice of the model of random matrices depending on the specialization of the complex numbers \( q_1 \) and \( q_2. \) For instance, for \( q_1 = \rho e^{\sqrt{-1}h} \) and \( q_2 = \rho e^{-\sqrt{-1}h}, \) where \( \rho \neq 1, \) sum (5.9) can be considered as a discrete version of (1.1).

Considering the perturbation series in coupling constants \( \tilde{t}, \tilde{t}' \) of (5.9), we can repeat the same trick we used to get Theorem 1. We obtain the series of type (5.3).
Theorem 2 Let

\[ \tilde{g}_{km} = A \sum_{h,h' \geq 0} \prod_{i=1}^{n} q_i^{kh_i} q_2^{mh'_i} e^{\tilde{V}_{h,h'}} (\neq \infty) , \quad k, m = 0, 1, 2, \ldots , \]

(5.10)

where the sum range over all non-negative numbers \( h_1, \ldots, h_n \) and \( h'_1, \ldots, h'_n \), and \( q_1 \) and \( q_2 \) are given complex numbers. The perturbation series in the coupling constants \( \tilde{t} \) and \( \tilde{t}' \) for partition function of the model (5.9) can be presented as follows:

\[ Z_n^{\text{discr}} (\tilde{V}; \tilde{t}, \tilde{t}'; q_1, q_2) = \sum_{\lambda, \lambda' \in P} s_{\lambda}(\tilde{t}) s_{\lambda'}(\tilde{t}') , \]

where the sums range over all non-negative numbers \( h_1, \ldots, h_n \) and \( h'_1, \ldots, h'_n \), and where

\[ \tilde{g}_{\lambda,\lambda'}(n) = \det \left( \tilde{g}_{h_kh'_m} \right)_{k,m=1,\ldots,n} , \]

\[ \tilde{h} = \lambda_i - i + n \geq 0 , \quad \tilde{h}' = \lambda'_i - i + n \geq 0 \]

This shows that sum (5.10) is a TL tau function, where \( n, \tilde{t}, \tilde{t}' \) play the role of higher times.

Remark 6 The sums (4.10), (5.9) can be studied by the method of (discrete) orthogonal polynomials (about the discrete version see, for instance, [30]), which links these sums with tau functions of integrable hierarchies, as done in [17] for the continuous case (namely, when we have integrals, instead of sums).

Consider the differential operator \( s_{\lambda^*}(\tilde{t}) \), which is evaluated as the Schur function (1.12), where each variable \( t_m \) is replaced by the differential operator \( \tilde{\partial}_m = (1/m)(\partial/\partial t_m) \), and where the partition \( \lambda^* \) is related to the variables \( x \) by (5.3) and (5.4). Similarly, consider \( s_{\lambda^*}(\tilde{\partial}') \), which is the Schur function (1.12), where each variable \( t_m \) is replaced by \( \tilde{\partial}'_m = (1/m)(\partial/\partial t'_m) \), and where the partition \( \lambda'^* \) is related to the variables \( y \) by (5.3) and by (5.4).

By Lemma 2, we obtain

Theorem 3 Let \( g_{km} = e^{\tilde{V}_{km}} \). Suppose conditions (5.12) and (5.10) of Theorems 1 and 2 are satisfied. Let \( a_n := g_{0,0}(n)/\tilde{g}_{0,0}(n) \). In the notation (5.8), we have

\[ Z_n(V; 0, 0; q_1, q_2) = a_n Z_n^{\text{discr}} (\tilde{V}; \tilde{t}, \tilde{t}'; q_1, q_2) |_{\tilde{t}, \tilde{t}' = 0} , \]

(5.11)

\[ Z_n(V; \lambda^*, \lambda'^*; q_1, q_2) = a_n s_{\lambda^*}(\tilde{\partial}) s_{\lambda'^*}(\tilde{\partial}') \cdot Z_n^{\text{discr}} (\tilde{V}; \tilde{t}, \tilde{t}'; q_1, q_2) |_{\tilde{t}, \tilde{t}' = 0} \]

(5.12)

If, moreover, the potential \( V \) is deformed to \( V_{\tilde{t}, \tilde{t}'} \) subject to the diagram (5.8), then we can remove the restriction to \( \tilde{t}, \tilde{t}' = 0 \) in (5.11) and (5.12):

\[ Z_n(V_{\tilde{t}, \tilde{t}'}; 0, 0; q_1, q_2) = a_n Z_n^{\text{discr}} (\tilde{V}; \tilde{t}, \tilde{t}'; q_1, q_2) , \]

(5.13)

\[ Z_n(V_{\tilde{t}, \tilde{t}'}; \lambda^*, \lambda'^*; q_1, q_2) = a_n s_{\lambda^*}(\tilde{\partial}) s_{\lambda'^*}(\tilde{\partial}') \cdot Z_n^{\text{discr}} (\tilde{V}; \tilde{t}, \tilde{t}'; q_1, q_2) \]

(5.14)

We hope that the problem of averaging of the partition function (1.3) over initial data, namely, over \( t \) and \( t' \), can be related to the problem of random partitions (32), \( \lambda^* \) and \( \lambda'^* \).
Axial-symmetric case (1.4) In this case \( h = h' \). We denote \( \tilde{V}(h_i) := \tilde{V}_{h_i} \). We have

\[
Z_n^{\text{discr}}(\tilde{V}; \tilde{t}, \tilde{t}'; q_1, q_2) = \frac{\tilde{g}_0 0}{n!} \sum_{h \geq 0} \Delta(q_1^h) \Delta(q_2^h) \prod_{i=1}^n e^{\xi(\tilde{t}, q_1^h) + \xi(\tilde{t}', q_2^h)} e^{\tilde{V}(h_i)},
\]

where the sum ranges over all non-negative integer \( h_1, \ldots, h_n \), and

\[
Z_n(V_{\text{axi}}; \lambda^*, \lambda'^*; q_1, q_2) = a_n s_{\lambda^*}(\tilde{\partial}) s_{\lambda'^*}(\tilde{\partial}') \cdot Z_n^{\text{discr}}(\tilde{V}; \tilde{t}, \tilde{t}'; q_1, q_2)|_{\tilde{t}, \tilde{t}' = 0},
\]

where \( \bar{t}(x) \) and \( \bar{t}'(y) \) are described by the partitions \( \lambda^* \) and \( \lambda'^* \) as described by (5.6) and (5.5). For \( \lambda^* = \lambda'^* = 0 \), we have \( s_{\lambda^*}(\tilde{\partial}) = s_{\lambda'^*}(\tilde{\partial}') = 1 \), therefore, the partition functions of the continues and discrete models coincide.

We have different models for different \( q_1 \) and \( q_2 \):

(A) If \( q_1 = \bar{q}_2 = e^{\sqrt{-1} h} \) and all \( V_{mm} = 0 \), then, (6.16), where \( \tilde{p} = \tilde{p}' = 0 \), is a discrete version of the partition function of unitary one-matrix model [17], [21], that is

\[
\int_{U(n)} e^{\sum_i t_i \text{Tr} U_i^* + \sum_{i'} t_{i'} \text{Tr} U_{i'}^*} d_\mathcal{U} = \sum_{\lambda: \ell(\lambda) \leq n} s_{\lambda}(t) s_{\lambda}(t') = \tau_r(n, t, t'),
\]

where we set \( t = \tilde{t} \), \( t' = \tilde{t}' \). In [6.17], the \( r \) is the following step function: \( r(k) = 1 \) if \( k > 0 \), \( r(k) = 0 \) if \( k \leq 0 \).

(B) Now, \( q_1 = q = \rho e^{\sqrt{-1} h} \) is a complex conjugate to \( q_2 \), and \( |\rho|, |h| \ll 1 \). Let each \( t_m' = \bar{t}_m \) is a complex conjugate to \( t_m \), that is, by (5.6), we have \( h_1 = h'^* \) for each \( i \). We obtain

\[
Z_n(V_{\text{axi}}; 0, 0; q, \bar{q}) = \frac{a_n}{n!} \sum_{h \geq 0} |\Delta(q^h)|^2 \prod_{i=1}^n e^{\tilde{V}(h_i)} ,
\]

which is a discrete analogue of the axial-symmetric model of the normal matrices (1.3) and (1.4), and

\[
Z_n(V_{\text{axi}}; \lambda^*, \lambda'^*; q_1, q_2) = \frac{a_n}{n!} s_{\lambda^*}(\tilde{\partial}) s_{\lambda'^*}(\tilde{\partial}') \cdot \sum_{h \geq 0} |\Delta(q^h)|^2 \prod_{i=1}^n e^{\xi(\tilde{t}, q^h) + \xi(\tilde{t}', q^h)} e^{\tilde{V}(h_i)}|_{\tilde{t}, \tilde{t}' = 0}
\]

6 Discrete models as soliton solutions

Here we consider the axial-symmetric case. In Frobenius notations (see [9]), \( \lambda = (\alpha|\beta) \), we have

\[
e^{\sum_{i=1}^k (\xi_{n_i} - \xi_{n_i - 1})} = e^{\sum_{i=1}^k (\xi_{n_i} + \alpha_i - \xi_{n_i - \beta_i - 1})}
\]

and the series (3.10) may be restated as

\[
Z_n(V_{\text{axi}}; t, t') = n! g_{0,0} \left( 1 + \sum_{k=1}^\infty \sum_{\alpha_1 > \ldots > \alpha_k \geq 0} \sum_{n > \beta_1 > \ldots > \beta_k \geq 0} e^{\sum_{i=1}^k (\xi_{n_i} + \alpha_i - \xi_{n_i - \beta_i - 1})} s_{(\alpha_1|\beta)}(t) s_{(\alpha|\beta)}(t') \right)
\]

(6.1)

According to (12), when we specialize \( t \) by (4.1)–(4.4), we obtain soliton tau functions of certain (dual) TL equation.

For instance, if we take \( t = t_{\infty} \), we obtain

\[
(n! g_{0,0})^{-1} Z_n(V_{\text{axi}}; t_{\infty}, t') =
\]
Lemma 3

Then, if we take the collection \( \xi_0, \xi_1, \xi_2, \ldots \) by \( \xi_m := \xi(\tilde{t}, m+a) - \xi(\tilde{t}', (m+a)^{-1}) = \sum_{k=1}^{\infty}((m+a)^k\tilde{t}_k - (m+a)^{-k}\tilde{t}'_k), \) which, for any choice of \( \xi' \), is a degenerate soliton tau function of a (dual) TL hierarchy, where the variables \( \tilde{t}_k, \tilde{t}'_k \) play the role of higher times, see [19] for details.

Another example: if we take \( t = t(\infty, q) \) and choose the collection \( \xi_0, \xi_1, \xi_2, \ldots \) by \( \xi_m = \xi(\tilde{t}, q^m) - \xi(\tilde{t}', q^{-m}) \), then we obtain another soliton tau function of the dual TL equation:

\[
1 + \sum_{k=1}^{\infty} \frac{\prod_{i<j}(q^{a_i+1} - q^{a_j+1})(q^{-\beta_j} - q^{-\beta_i})}{\prod_{i,j=1}(q^{-\beta_i} - q^{\beta_j})} \frac{s(a_0)(t')}{\prod_{i=1}^{k} (q; q)_a \prod_{i=1}^{k} (q; q)_\beta} e^{\sum_{i=1}^{k} (\xi_n + a_i - \xi_n - \beta_{i-1})} \]

(6.2)

The partition functions of our discrete matrix models (4.12), (4.14), (4.15), and (4.16) are also soliton tau functions. This fact is clear after re-writing sums using the Frobenius notations.

It will be interesting to compare these results with [28], where some models of random matrices where interpreted as a limit of infinite-soliton tau function in a different way.

7 Two-matrix models with generalized interaction term

(A) Development of determinants in the Schur functions

Consider the power series

\[
f(z) = \sum_{n=0}^{\infty} e^{\xi_n - \xi_0} z^n
\]

(7.1)

Lemma 3 Let \( x = (x_1, \ldots, n), \) \( y = (y_1, \ldots, y_n) \). Then

\[
c_n \frac{\det(f(x_i y_k))_{i,k=1}^{n}}{\Delta(x)\Delta(y)} = \sum_{\lambda \in P,t(\lambda) \leq n} e^{\sum_{i=1}^{n} (\xi_{h_i} - \xi_{a_i})} \xi_{\lambda}(x) \xi_{\lambda}(y)
\]

(7.2)

where \( \Delta(x) = \prod_{i \leq j \leq n} (x_i - x_j), c_1 = 1, \) and \( c_n = \prod_{i=0}^{n-1} e^{\xi_0 - \xi_i} \) for \( n > 1 \).

Putting \( a_n := e^{\xi_n - \xi_0} \) so that \( e^{\sum_{i}^{n} (\xi_{h_i} - \xi_{a_i})} = c_n \prod_{i=1}^{n} a_{h_i} \), defining \( n \times \infty \) matrix \( M \) by \( M_{ij} = a_{j} x_i^j \) and \( \infty \times n \) matrix \( N \) by \( N_{jk} = y_k^j \), and using (1.13), we observe that (7.2) reduces to the following well-known formula for the determinant of product of two matrices:

\[
\det(MN) = \sum_{h_1, h_2, \ldots, h_n \geq 1} \det(M_{i, h_1}^{h_1}) \det(N_{h_1, \ldots, h_n}^{h_n}).
\]

While this may be the simplest proof of the lemma, the following proof based on the known facts about tau functions is equally simple: First, we identify \( f(x_i y_j) \) with the tau function

\[
\tau_r(1, x_i y_j) = 1 + r(1)x_i y_j + r(1)r(2)x_i^2 y_j^2 + \cdots
\]

(7.3)

by \( r(k) = e^{\xi_k - \xi_{k-1}} \). It may be shown by Wick’s theorem (or the determinantal Fay identity [29, Theorem 4.2]) that

\[
\tau_r(n, t(x), t^*(y)) = c_n \frac{\det(\tau_r(1, x_i y_j))_{i,k=1}^{n}}{\Delta(x)\Delta(y)},
\]

(7.4)
where
\[ c_1 = 1, \quad c_n = \prod_{k=1}^{n-1} r(k)^{k-n}, \quad n > 1 \] (7.5)

It means that for any power series \( f \) as in (7.1) we have
\[
c_n \frac{\det(f(x_i y_k))_{i,k=1,...,n}}{\Delta(x)\Delta(y)} = \tau_r(n, t(x^{(n)}), t'(y^{(n)})) := \sum_{\lambda} e^{\xi_{\lambda}} s_{\lambda}(t(x^{(n)}))s_{\lambda}(t'(y^{(n)}))
\]

(Here \( c_n^{-1} \Delta(x)\Delta(y) \) is assumed to be non-vanishing; otherwise formula (7.4) should be modified.)

**Remark 7** Choosing \( r(k) = (k + n - M)^{-1} \prod_{i=1}^{p} (k + a_i) \prod_{i=1}^{s} (k + b_i)^{-1} \) for the tau function of hypergeometric type, we obtain the hypergeometric functions of two matrix arguments \( X, Y \) [27, 18]:
\[
p^F_s \left( a_1 + M, \ldots, a_p + M \bigg| X, Y \right) = \tau_r(M, t(x^{(n)}), t'(y^{(n)})) = \sum_{\lambda} \frac{\prod_{k=1}^{r} s_{\lambda}(t(a_k + M, 1))}{\prod_{k=1}^{s} s_{\lambda}(t(b_k + M, 1))} \left( s_{\lambda}(t_{\infty}) \right)^{s-p+1} \frac{s_{\lambda}(X)s_{\lambda}(Y)}{s_{\lambda}(I_n)}
\]

(7.6)

Here \( x^{(n)} = (x_1, \ldots, x_n) \) and \( y^{(n)} = (y_1, \ldots, y_n) \) are the eigenvalues of the matrices \( X \) and \( Y \), respectively.

Examples of \( p^F_s \): \( 0_F(X, I_n) = e^{Tr X}, 1_F(a|X, I_n) = \det(I_n - X)^{-a} \). Example of (7.1):
\[
p^F_s \left( a_1 + n, \ldots, a_p + n \bigg| X, Y \right) = \frac{c_n}{\Delta(x)\Delta(y)} \frac{\det(p^F_s \left( a_1 + 1, \ldots, a_p + 1 \bigg| x_i y_j \right))_{i,j=1}^n}{\Delta(x)\Delta(y)}
\]

(7.7)

which relates hypergeometric function of matrix arguments to hypergeometric functions of one variable.

**(B) Angle integration of determinants** We shall exploit the following formulae for integrations of Schur functions over the unitary group [9]. Let \( d_U \) be the normalized Haar measure on \( U(n) \), and let \( \delta_{\mu,\lambda} \) be the Kronecker symbol. By \( I_n \) we shall denote \( n \) by \( n \) unit matrix. Let \( A \) and \( B \) be \( n \) by \( n \) matrices with the eigenvalues \( a_1, \ldots, a_n \) and \( b_1, \ldots, b_n \) respectively. (We are interested mainly in hermitian and unitary matrices, where eigenvalues are, respectively, real numbers or numbers on the unit circle).

Then
\[
\int_{U(n)} s_{\lambda}(AUBU^\dagger)d_U = \frac{s_{\lambda}(A)s_{\lambda}(B)}{s_{\lambda}(I_n)},
\]

(7.8)

and then consider the following model of two hermitian (or two unitary) random matrices
\[
J_n = \int e^{Tr V_1(M_1) + Tr V_2(M_2)} g(M_1 M_2) dM_1 dM_2,
\]

(7.9)

where the measures \( dM_1 \) and \( dM_2 \) are defined in a standard way (see [8]), and where the interaction term \( g \) is a hypergeometric tau function (see (1.17)) of the form
\[
g(X) = \tau_r(n, t(X), t(I_n)) := \sum_{\lambda \in \mathcal{P}} e^{\xi_{\lambda}} s_{\lambda}(X)s_{\lambda}(I_n),
\]

(7.10)
where $r(k) = e^{\xi_k - \xi_{k-1}}$ is not fixed, and where

$$t(X) = \left( \frac{1}{1} \text{Tr } X, \frac{1}{2} \text{Tr } X^2, \frac{1}{3} \text{Tr } X^3, \ldots \right) \quad (7.11)$$

Then due to (7.8) it is possible to perform the angle integration over $U(n)$, where $M_1 = U_1 A U_1^\dagger$, $M_2 = U_2 B U_2^\dagger$, $A = \text{diag}(a_1, \ldots, a_n)$, $B = \text{diag}(b_1, \ldots, b_n)$.

$$\int_{U(n)} g(M_1 M_2) dU = \tau_r(n, t(M_1), t(M_2)) \quad (7.12)$$

Finally we obtain the following integral over eigenvalues $a_i$ and $b_i$:

$$J_n = c_n \int \Delta(a) \Delta(b)^2 \frac{\text{det } f(a_i b_k)}{\Delta(a) \Delta(b)} \prod_{i=1}^n e^{\tilde{V}_1(a_i) + \tilde{V}_2(b_i)} da_i db_i$$

$$= n! c_n \int \Delta(a) \Delta(b) \prod_{i=1}^n f(a_i b_i) e^{\tilde{V}_1(a_i) + \tilde{V}_2(b_i)} da_i db_i \quad (7.13)$$

8 Conclusion

Starting with the partition function of the model of normal matrices and using the duality relations for Schur functions, we get a Zoo of discrete models. In axially symmetric case these discrete models may be identified with soliton tau functions. The next step is to study the $n \to \infty$ limit of these models. Our results means that we should obtain a behavior common for groups of different models. Let us notice that discrete models $Z_1 - Z_5$, we have obtained, can be studied by the method of orthogonal polynomials. It will be interesting to consider continuous vs. discrete models in the framework of different duality problems, see [34]. These topics together with a generalization of all results to multi-matrix models we shall study in a more detailed paper.
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