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Abstract

We establish Luzin $N$ and Morse–Sard properties for functions from the Sobolev space $W^{n,1}(\mathbb{R}^n)$. Using these results we prove that almost all level sets are finite disjoint unions of $C^1$-smooth compact manifolds of dimension $n-1$. These results remain valid also within the larger space of functions of bounded variation $BV_n(\mathbb{R}^n)$. For the proofs we establish and use some new results on Luzin–type approximation of Sobolev and $BV$–functions by $C^k$–functions, where the exceptional sets have small Hausdorff content.
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Introduction

The starting point of the paper is the following classical result (see also [11] for more general expositions):

**Theorem (Morse-Sard, 1942, [15], [18]).** Let $f: \mathbb{R}^n \to \mathbb{R}^m$ be a $C^k$–smooth mapping with $k \geq \max(n-m+1, 1)$. Then

$$L^m(f(Z_f)) = 0,$$

where $L^m$ denotes the $m$-dimensional Lebesgue measure and $Z_f$ denotes the set of critical points of $f$: $Z_f = \{x \in \mathbb{R}^n : \text{rank} \nabla f(x) < m\}$.

The order of smoothness in the assumptions of this theorem is sharp on the scale $C^l$ (see [21]). However, some analogs of the Morse–Sard theorem remain valid for functions lacking the required smoothness in the classical theorem. Although (1) may be no longer valid then, Dubovitski˘ı [9] obtained some results on the structure of level sets in the case of reduced smoothness (also see [3]).
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Another direction of the research was the generalization of the Morse–Sard theorem to functions in more refined scales of spaces, and especially in Hölder and Sobolev spaces (for examples, see [2, 3, 7, 12, 16]). In particular, De Pascale ([7], see also [12]) proved that (1) holds when \( f \in W^{k,p}(\mathbb{R}^n, \mathbb{R}^m) \) with \( p > n, k \geq \max(n-m+1, 2) \). Note that in this case \( v \) is \( C^1 \)-smooth by virtue of the Sobolev imbedding theorem, and so the critical set is defined as usual.

For a historical review for the plane case \( n = 2, m = 1 \) see for instance [5]. We mention only the paper [17] where it was proved that (1) holds for Lipschitz functions \( f \) of class \( BV^1(\mathbb{R}^2) \), where \( BV^1(\mathbb{R}^2) \) is the space of functions \( f \in L^1(\mathbb{R}^2) \) such that all its partial (distributional) derivatives of the second order are \( \mathbb{R} \)-valued Radon measures on \( \mathbb{R}^2 \).

In this paper we consider the case of \( \mathbb{R} \)-valued Sobolev functions \( v \in W^{n,1}(\mathbb{R}^n) \). It is known (see, e.g., [8]) that such a function admits a continuous representative which is (Fréchet–)differentiable \( H^1 \)-almost everywhere. The critical set \( Z_v \) is defined as the set of points \( x \), where \( v \) is differentiable with total differential \( v'(x) = 0 \). As our main result we prove that \( L^1(v(Z_v)) = 0 \) (see Theorem 4.1).

Also we show that for any \( v \in W^{n,1}(\mathbb{R}^n) \) and \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for all subsets \( E \subset \mathbb{R}^n \) with \( H_\infty^1(E) < \delta \) we have \( L^1(v(E)) < \varepsilon \), where \( H_\infty^1 \) is the Hausdorff content. In particular, it follows that \( L^1(v(E)) = 0 \) whenever \( H_\infty^1(E) = 0 \) (see Theorem 2.1). So the image of the exceptional “bad” set, where the differential is not defined, has zero Lebesgue measure. This ties nicely with our definition of the critical set and our version of the Morse–Sard result.

Finally, using these results we prove that almost all level sets of \( W^{n,1} \)-functions defined on \( \mathbb{R}^n \), are finite disjoint unions of \( C^1 \)-smooth compact manifolds of dimension \( n - 1 \) without boundary (see Theorem 5.3).

The proof of the last result relies in turn on new Luzin–type approximation results for \( W^{l,1} \) Sobolev functions by \( C^k \)-functions, \( k \leq l \), where the exceptional sets are of small Hausdorff content (see Theorem 3.1). The \( L^p \) analogs of such results are well-known when \( p > 1 \), see, e.g., [4], [23], [20], where Bessel and Riesz capacities are used instead of Hausdorff content. In fact, the exceptional set can be precisely characterized in terms of the Bessel and Riesz capacities in the cases \( f \in W^{l,p}(\mathbb{R}^n) \), \( p > 1 \).

We extend our results also to the space \( BV_n(\mathbb{R}^n) \) consisting of functions \( v \in L^1(\mathbb{R}^n) \) for which all partial (distributional) derivatives of the \( n \)-th order are \( \mathbb{R} \)-valued Radon measures on \( \mathbb{R}^n \) (see Section 6).

For the plane case \( n = 2 \) these results were obtained in [5].

As main tools, we use the deep results of [14] on advanced versions of Sobolev imbedding theorems (see Theorem 1.3), of [11] on Choquet integrals of Hardy-Littlewood maximal functions with respect to Hausdorff content (see Theorem 1.5), and of [22] on the entropy estimate of near-critical values of differentiable functions (see Theorem 1.6). The key step in the proof of the assertion of the Morse–Sard Theorem is contained in Lemma 4.2.
1 Preliminaries

By an \( n \text{-dimensional interval} \) we mean a closed cube in \( \mathbb{R}^n \) whose sides are parallel to the coordinate axes: \( I = [a_1, a_1 + l] \times \ldots \times [a_n, a_n + l] \). Furthermore we write \( l(I) = l \) for its sidelength.

We denote by \( L_n^\infty(F) \) the outer Lebesgue measure of a set \( F \subseteq \mathbb{R}^n \). Denote by \( H_k^\alpha, H_k^\infty \) the \( k \)-dimensional Hausdorff measure, Hausdorff content, respectively: for any \( F \subseteq \mathbb{R}^n \), \( H_k^\alpha(F) = \lim_{\alpha \to 0} H_k^\alpha(F) = \sup_{\alpha > 0} H_k^\alpha(F) \), where for each \( 0 < \alpha \leq \infty \),

\[
H_k^\alpha(F) = \inf \left\{ \sum_{i=1}^{\infty} (\text{diam } F_i)^k : \text{diam } F_i \leq \alpha, F \subseteq \bigcup_{i=1}^{\infty} F_i \right\}.
\]

It is well known that \( H_n^\alpha(F) \sim H_n^\infty(F) \sim L_n^\infty(F) \) for sets \( F \subseteq \mathbb{R}^n \).

To simplify the notation, we write \( \|f\|_{L^1} \) instead of \( \|f\|_{L^1(\mathbb{R}^n)} \), etc.

The space \( W^{k,1}(\mathbb{R}^n) \) is as usual defined as consisting of those functions \( f \in L^1(\Omega) \) whose distributional partial derivatives of order \( l \leq k \) belong to \( L^1(\mathbb{R}^n) \) (for detailed definitions and differentiability properties of such functions see, e.g., [10], [23], [8]). Denote by \( \nabla^l f \) the vector-valued function consisting of all \( l \)-th order partial derivatives of \( f \). We use the norm

\[
\|f\|_{W^{k,1}} = \|f\|_{L^1} + \|\nabla^1 f\|_{L^1} + \cdots + \|\nabla^k f\|_{L^1}.
\]

When working with Sobolev functions we always assume that the precise representatives are chosen. If \( w \in L^1_{\text{loc}}(\Omega) \), then the precise representative \( w^* \) is defined by

\[
w^*(x) = \begin{cases} 
\lim_{r \to 0} \frac{1}{\mathcal{L}^n(B(x,r))} \int_{B(x,r)} w(z) \, dz, & \text{if the limit exists and is finite,} \\
0, & \text{otherwise,}
\end{cases}
\]

where the dashed integral as usual denotes the integral mean,
Definition 1.2. Let $\mu$ be a positive measure on $\mathbb{R}^n$. We say that $\mu$ has property $(\ast - l)$ for some $l \leq n$, if

$$\mu(I) \leq (\ell(I))^{n-l}$$

for any $n$-dimensional interval $I \subset \mathbb{R}^n$.

Theorem 1.3 (see [14], §1.4.3). If $f \in W^{l,1}(\mathbb{R}^n)$ and $\mu$ has property $(\ast - l)$, then

$$\int |f|d\mu \leq C\|\nabla^l f\|_{L^1},$$

where $C$ does not depend on $\mu$, $f$.

For a function $u \in L^1(I)$, $I \subset \mathbb{R}^n$, define the polynomial $P_{I,k}[u]$ of degree at most $k$ by the following rule:

$$\int_I y^\alpha (u(y) - P_{I,k}[u](y)) \, dy = 0$$

for any multi-index $\alpha = (\alpha_1, \ldots, \alpha_n)$ of length $|\alpha| = \alpha_1 + \cdots + \alpha_n \leq k$.

We will often use the following simple technical assertion.

Lemma 1.4. Suppose $v \in W^{n,1}(\mathbb{R}^n)$. Then $v$ is a continuous function and for any $k = 0, \ldots, n-1$ and for any $n$-dimensional interval $I \subset \mathbb{R}^n$ the estimate

$$\sup_{y \in I} |v(y) - P_{I,k}[v](y)| \leq C\left(\frac{\|\nabla^{k+1} v\|_{L^1(I)}}{(I)^{n-k-1}} + \|\nabla^n v\|_{L^1(I)}\right)$$

holds, where $C$ depends on $n$ only. Moreover, the function $v_{I,k}(y) = v(y) - P_{I,k}[v](y)$, $y \in I$, can be extended from $I$ to the whole of $\mathbb{R}^n$ such that $v_{I,k} \in W^{n,1}(\mathbb{R}^n)$ and

$$\|\nabla^n v_{I,k}\|_{L^1(\mathbb{R}^n)} \leq C_0 R(I, k),$$

where $C_0$ also depends on $n$ only and $R(I, k)$ denotes the right hand side of the estimates (6) (in brackets).

Proof. The existence of a continuous representative for $v$ follows from Remark 2 of §1.4.5 in [14]. Because of coordinate invariance it is sufficient to prove the estimate (6)–(7) for the case when $I$ is a unit cube: $I = [0, 1]^n$. By results of [14, §1.1.15] for any $u \in W^{n,1}(I)$ the estimates

$$\sup_{y \in I} |u(y)| \leq c\|u\|_{W^{n,1}(I)} \leq c\left(\|P_{I,k}[u]\|_{L^1(I)} + \|\nabla^{k+1} u\|_{L^1(I)} + \|\nabla^n u\|_{L^1(I)}\right),$$

hold, where $c = c(n, k)$ is a constant. Taking $u(y) = v(y) - P_{I,k}[v](y)$, the first term on the right–hand side of (8) vanishes and so the inequality (8) turns to the estimates (6)–(7) (here we used also the following fact: every function $u \in W^{n,1}(I)$ can be extended to a function $u \in W^{n,1}(\mathbb{R}^n)$ such that the estimate $\|\nabla^n u\|_{L^1(\mathbb{R}^n)} \leq c\|u\|_{W^{n,1}(I)}$ holds, see [14, §1.1.15]).
The following two results are crucial for our proof.

**Theorem 1.5** ([1]). If \( f \in W^{k,1}(\mathbb{R}^n), k = 1, \ldots, n - 1 \), then

\[
\int_0^\infty \mathcal{H}_{\infty}^{n-k}(\{ x \in \mathbb{R}^n : Mf(x) \geq \lambda \}) d\lambda \leq C \int_{\mathbb{R}^n} |\nabla^k f(y)| dy,
\]

where \( C \) depends on \( n, k \) only and

\[
Mf(x) = \sup_{r > 0} r^{-n} \int_{B(x,r)} |f(y)| dy
\]

is the usual Hardy-Littlewood maximal function of \( f \).

**Theorem 1.6** ([2]). For \( A \subset \mathbb{R}^m \) and \( \epsilon > 0 \) let \( \text{Ent}(\epsilon, A) \) denote the minimal number of balls of radius \( \epsilon \) covering \( A \). Then for any polynomial \( P: \mathbb{R}^n \to \mathbb{R} \) of degree at most \( k \), for each ball \( B \subset \mathbb{R}^n \) of radius \( r > 0 \), and any number \( \epsilon > 0 \) the estimate

\[
\text{Ent}(\epsilon r, \{ P(x) : x \in B, |\nabla P(x)| \leq \epsilon \}) \leq C
\]

holds, where \( C \) depends on \( n, k \) only.

To apply Theorem 1.5, we need also the following simple estimate and its corollary.

**Lemma 1.7** (see Lemma 2 in [8]). Let \( u \in W^{1,1}(\mathbb{R}^n) \). Then for any ball \( B(z,r) \subset \mathbb{R}^n \), \( B(z,r) \ni x \), the estimate

\[
\left| u(x) - \int_{B(z,r)} u(y) dy \right| \leq Cr(M\nabla u)(x)
\]

holds, where \( C \) depends on \( n \) only and \( M\nabla u \) is a Hardy–Littlewood maximal function of \( \nabla u \).

**Corollary 1.8.** Let \( u \in W^{1,1}(\mathbb{R}^n) \). Then for any ball \( B \subset \mathbb{R}^n \) of a radius \( r > 0 \) and for any number \( \epsilon > 0 \) the estimate

\[
\text{diam}(\{ u(x) : x \in B, (M\nabla u)(x) \leq \epsilon \}) \leq C_* \epsilon r
\]

holds, where \( C_* \) is a constant depending on \( n \) only.

We will use the following \( k \)-order analog of Lemma 1.7.

**Lemma 1.9** (see Lemma 2 in [8]). Let \( u \in W^{k,1}(\mathbb{R}^n), k \leq n \). Then for any \( n \)-dimensional interval \( I \subset \mathbb{R}^n \), \( x \in I \), and for any \( m = 0,1, \ldots, k-1 \) the estimate

\[
|\nabla^m u(x) - \nabla^m P_{I,k-1}[u](x)| \leq C\ell(I)^{k-m}(M\nabla^k u)(x)
\]

holds, where the constant \( C \) depends on \( n, k \) only.
2 On images of sets of small Hausdorff contents

The main result of this section is the following Luzin $N$–property for $W^{n,1}$–functions:

**Theorem 2.1.** Let $v \in W^{n,1}(\mathbb{R}^n)$. Then for each $\varepsilon > 0$ there exists $\delta > 0$ such that for any set $E \subset \mathbb{R}^n$ if $H^1_\infty(E) < \delta$, then $H^1(v(E)) < \varepsilon$. In particular, $H^1(v(E)) = 0$ whenever $H^1(E) = 0$.

For the plane case, $n = 2$, Theorem 2.1 was obtained in the paper [5].

For the remainder of this section we fix a function $v \in W^{n,1}(\mathbb{R}^n)$. To prove Theorem 2.1, we need some preliminary lemmas that we turn to next.

By a dyadic interval we understand an interval of the form $[\frac{k_1}{2^m}, \frac{k_1+1}{2^m}] \times \cdots \times [\frac{k_n}{2^m}, \frac{k_n+1}{2^m}]$, where $k_i, m$ are integers. The following assertion is straightforward, and hence we omit its proof here.

**Lemma 2.2.** For any $n$-dimensional interval $I \subset \mathbb{R}^n$ there exist dyadic intervals $Q_1, \ldots, Q_{2^n}$ such that $I \subset Q_1 \cup \cdots \cup Q_{2^n}$ and $\ell(Q_1) = \cdots = \ell(Q_{2^n}) \leq 2\ell(I)$.

Let $\{I_\alpha\}_{\alpha \in A}$ be a family of $n$-dimensional dyadic intervals. We say that the family $\{I_\alpha\}$ is $k$-regular, if for any $n$-dimensional dyadic interval $Q$ the estimate

$$\ell(Q)^k \geq \sum_{\alpha: I_\alpha \subset Q} \ell(I_\alpha)^k$$

holds.

The next two assertions are the multidimensional analogs of the corresponding plane results from the paper [5].

**Lemma 2.3.** Let $k = 1, \ldots, n$ and let $I_\alpha$ be a family of $n$-dimensional dyadic intervals. Then there exists a $k$-regular family $J_\beta$ of $n$-dimensional dyadic intervals such that $\cup_{\alpha} I_\alpha \subset \cup_{\beta} J_\beta$ and

$$\sum_{\beta} \ell(J_\beta)^k \leq \sum_{\alpha} \ell(I_\alpha)^k.$$

**Proof.** Define

$$\mathcal{F} = \left\{ J : J \subset \mathbb{R}^n \text{ dyadic interval; } \sum_{I_\alpha \subset J} \ell(I_\alpha)^k \geq \ell(J)^k \right\}.$$

Thus $I_\alpha \in \mathcal{F}$ for each $\alpha$. Denote by $\mathcal{F}^* = \{J_\beta\}$ the collection of maximal elements of $\mathcal{F}$. Clearly

$$\bigcup_{\alpha} I_\alpha \subset \bigcup_{\beta} J_\beta,$$

and since dyadic intervals are either disjoint or contained in one another, the $\{J_\beta\}$ are mutually disjoint. It follows that

$$\sum_{\beta} \ell(J_\beta)^k \leq \sum_{\beta} \sum_{I_\alpha \subset J_\beta} \ell(I_\alpha)^k \leq \sum_{\alpha} \ell(I_\alpha)^k.$$
Observe also that for any dyadic interval $Q \subset \mathbb{R}^n$,
\[
\sum_{J_\beta \subseteq Q} \ell(J_\beta)^k \leq \ell(Q)^k.
\] (13)

We used here that if $J_\beta \subseteq Q$ for some $\beta$, then either $J_\beta = Q$ (and then the estimate (13) is immediate), or $Q \not\in \mathcal{F}$ (because $J_\beta$ is maximal), and hence in the last case
\[
\sum_{J_\beta \subseteq Q} \ell(J_\beta)^k \leq \sum_{I_\alpha \subseteq Q} \ell(I_\alpha)^k < \ell(Q)^k.
\]

\[\square\]

**Lemma 2.4.** Let $k = 0, \ldots, n - 1$. Then for each $\varepsilon > 0$ there exists $\delta = \delta(\varepsilon, v, k) > 0$ such that for any $(k + 1)$-regular family $I_\alpha \subset \mathbb{R}^n$ of $n$-dimensional dyadic intervals we have if
\[
\sum_\alpha \ell(I_\alpha)^{k+1} < \delta,
\]
then
\[
\sum_\alpha R(I_\alpha, k) < \varepsilon.
\]

**Proof.** Fix $\varepsilon > 0$ and let $I_\alpha \subset \mathbb{R}^n$ be a $(k + 1)$-regular family of $n$-dimensional dyadic intervals with
\[
\sum_\alpha \ell(I_\alpha)^{k+1} < \delta,
\]
where $\delta > 0$ will be specified below. By virtue of Lemma 1.1 we can find a decomposition $v = v_0 + v_1$, where $\|\nabla^j v_0\|_{L^\infty} \leq K = K(\varepsilon, v)$ for all $j = 0, 1, \ldots, n$ and
\[
\|\nabla^n v_1\|_{L^1} < \varepsilon.
\] (14)

Assume that
\[
\sum_\alpha \ell(I_\alpha)^{k+1} < \delta < \frac{1}{K+1}\varepsilon.
\] (15)

Define the measure $\mu$ by
\[
\mu = \left(\sum_\alpha \frac{1}{\ell(I_\alpha)^{n-k-1}} 1_{I_\alpha}\right) \mathcal{L}^n,
\] (16)

where $1_{I_\alpha}$ denotes the indicator function of the set $I_\alpha$.

**Claim.** $\frac{1}{2^{n+k+1}} \mu$ has property $(* - (k + 1))$.

Indeed, write for a dyadic interval $Q$
\[
\mu(Q) = \sum_{I_\alpha \subseteq Q} \ell(I_\alpha)^{k+1} + \sum_{Q \subseteq I_\alpha} \frac{\ell(Q)^n}{\ell(I_\alpha)^{n-k-1}} \leq 2\ell(Q)^{k+1},
\]
where we invoked (10) and the fact that $Q \subseteq I_\alpha$ for at most one $\alpha$. Then for any interval $I$ we have the estimate $\mu(I) \leq 2^{n+k+2}\ell(I)^{k+1}$ (see Lemma 2.2). This proves the claim.

Now return to the estimate of $\sum_\alpha R(I_\alpha, k)$. In addition to (15) we now decrease $\delta > 0$ further such that
\[
\sum_\alpha \|\nabla^n v\|_{L^1(I_\alpha)} < \varepsilon/2.
\] (17)
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By definition of $R(I, k)$ (see Lemma 2.4 and properties (14), (16) (applied to $f = \nabla^{k+1} v_1$, $l = n - k - 1$), we have

$$
\sum_{\alpha} R(I_\alpha, k) = \sum_{\alpha} \|\nabla^n v\|_{L^1(I_\alpha)} + \sum_{\alpha} \frac{1}{\ell(I_\alpha)^{n-k-1}} \int_{I_\alpha} |\nabla^{k+1} v| \\
\leq \varepsilon/2 + \frac{k}{k+1} \varepsilon + \sum_{\alpha} \frac{1}{\ell(I_\alpha)^{n-k-1}} \int_{I_\alpha} |\nabla^{k+1} v_1| \\
= C' \varepsilon + C \int |\nabla^{k+1} v_1| d\mu \leq C'' \varepsilon.
$$

Since $\varepsilon > 0$ was arbitrary, the proof of Lemma 2.4 is complete.

Now the assertion of Theorem 2.1 follows immediately from the above lemmas with $k = 0$. Further, if we apply the above lemmas with $k = n - 1$, we obtain

**Corollary 2.5.** Let $v \in W^{n,1}(\mathbb{R}^n)$. Then for each $\varepsilon > 0$ there exists $\delta > 0$ such that for any family $\{I_\alpha\}$ of disjoint $n$-dimensional intervals we have that if $\sum_{\alpha} \ell(I_\alpha)^n < \delta$, then $\sum_{\alpha} \|\nabla^n v_{I_\alpha,n-1}\|_{L^1(\mathbb{R}^n)} < \varepsilon$, where the function $v_{I_\alpha,n-1}$ was defined in Lemma 2.4.

### 3 On approximation of $W^{l,1}$ Sobolev functions

**Theorem 3.1.** Let $k, l \in \{1, \ldots, n\}$, $k \leq l$. Then for any $f \in W^{l,1}(\mathbb{R}^n)$ and for each $\varepsilon > 0$ there exist an open set $U \subset \mathbb{R}^n$ and a function $g \in C^k(\mathbb{R}^n)$ such that $H_{\infty}^{n-l-k}(U) < \varepsilon$ and $f \equiv g$, $\nabla^m f \equiv \nabla^m g$ on $\mathbb{R}^n \setminus U$ for $m = 1, \ldots, k$.

The proof of Theorem 3.1 is based on the results of [1], [8] and on the classical Whitney Extension Theorem:

**Theorem 3.2.** Let $k \in \mathbb{N}$ and let $f = f_0, f_\alpha$ be a finite family of functions defined on the closed set $E \subset \mathbb{R}^n$, where $\alpha$ ranges over all multi-indices $\alpha = (\alpha_1, \ldots, \alpha_n)$ with $|\alpha| = \alpha_1 + \cdots + \alpha_n \leq k$. For $x, y \in E$ and a multi-index $\alpha$, $|\alpha| \leq k$, put

$$
T_\alpha(x; y) = \sum_{|\beta| \leq k - |\alpha|} \frac{1}{\beta!} f_{\alpha + \beta}(x) \cdot (y - x)^\beta,
$$

$$
R_\alpha(x; y) = f_\alpha(y) - T_\alpha(x; y).
$$

Suppose that there exists a function $\omega : [0, +\infty) \rightarrow [0, +\infty)$ such that $\omega(t) \to 0$ as $t \searrow 0$ and for each multi-index $\alpha$, $|\alpha| \leq k$, and for all $x, y \in E$ the estimate

$$
|R_\alpha(x; y)| \leq \omega(|x - y|)|x - y|^{k - |\alpha|}
$$

holds. Then there exists a function $g \in C^k(\mathbb{R}^n)$ such that $f \equiv g$, $f_\alpha \equiv \partial^\alpha g$ on $E$ for $|\alpha| \leq k$. 
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Proof of Theorem 3.1. Let the assumptions of Theorem 3.1 be fulfilled. For the case \( k = l \) the assertion of the Theorem is well-known (see, e.g., [13], [4], or [23]).

Now fix \( k < l \). Then the gradients \( \nabla^m f(x), m \leq k \), are well-defined for all \( x \in \mathbb{R}^n \setminus A_k \), where \( \mathcal{H}^{n-l+k}(A_k) = 0 \) (see [8]). For a multi-index \( \alpha \) with \( |\alpha| \leq k \) denote by \( T_\alpha(f, x; y) \) the Taylor polynomial of order at most \( k - |\alpha| \) for the function \( \partial^\alpha f \) with the center at \( x \):

\[
T_\alpha(f, x; y) = \sum_{|\beta| \geq k-|\alpha|} \frac{1}{\beta!} \partial^{\alpha+\beta} f(x) \cdot (y-x)^\beta.
\]

By virtue of the Whitney Extension Theorem 3.2, we finish the proof of Theorem 3.1 by checking that for each multi-index \( \alpha \) with \( |\alpha| \leq k \) the corresponding Taylor remainder term satisfies the estimate \( \partial^\alpha f(y) - T_\alpha(f, x; y) = o(|x-y|^{k-|\alpha|}) \) uniformly for \( x, y \in \mathbb{R}^n \setminus U \), where \( \mathcal{H}^{n-l+k}(U) \) is small.

Take a sequence \( f_i \in C_0^\infty(\mathbb{R}^n) \) such that

\[
\|\nabla^i f_i - \nabla^i f\|_{L^1} < 4^{-i}.
\]

Denote \( \tilde{f}_i = f - f_i \). Put

\[
B_i = \{ x \in \mathbb{R}^n : (\mathcal{M} \nabla^k \tilde{f}_i)(x) > 2^i \},
\]

\[
G_i = A_k \cup \bigcup_{j=i}^\infty B_j.
\]

Then by Theorem 1.5 we have

\[
\mathcal{H}^{n-l+k}(B_i) \leq C 2^{-i},
\]

and consequently,

\[
\mathcal{H}^{n-l+k}(G_i) \leq C 2^{-i}.
\]

By construction,

\[
|\nabla^k \tilde{f}_j(x)| \leq 2^{-j}
\]

for all \( x \in \mathbb{R}^n \setminus G_i \) and all \( j \geq i \). For a multi-index \( \alpha \) with \( |\alpha| \leq k-1 \) denote by \( T_{\alpha,k-1}(f, x; y) \) the Taylor polynomial of order \( k - 1 - |\alpha| \) for the function \( \partial^\alpha f \) with the center at \( x \):

\[
T_{\alpha,k-1}(f, x; y) = \sum_{|\beta| \leq k-1-|\alpha|} \frac{1}{\beta!} \partial^{\alpha+\beta} f(x) \cdot (y-x)^\beta.
\]

In our notation,

\[
T_\alpha(f, x; y) = T_{\alpha,k-1}(f, x; y) + \sum_{|\beta|=k-|\alpha|} \frac{1}{\beta!} \partial^{\alpha+\beta} f(x) \cdot (y-x)^\beta.
\]

We start by estimating the remainder term \( \partial^\alpha \tilde{f}_j(y) - T_{\alpha,k-1}(\tilde{f}_j; x, y) \) for a multi-index \( \alpha \) with \( |\alpha| \leq k-1 \). Fix \( x, y \in \mathbb{R}^n \setminus G_i \), \( j \geq i \), and an \( n \)-dimensional interval \( I \) such that \( x, y \in I \), \( |x-y| \sim \ell(I) \). By construction and Lemma 1.9

\[
|\partial^\alpha \tilde{f}_j(y) - \partial^\alpha P_{I,k-1}[\tilde{f}_j](y)| \leq C\ell(I)^{k-|\alpha|} (\mathcal{M} \nabla^k \tilde{f}_j)(y) \leq C |x-y|^{k-|\alpha|2^{-j}}.
\]
For the same reasons we find for any multi-index $\beta$ with $|\beta| \leq k - 1 - |\alpha|$ that
\[
|\partial^{\alpha+\beta} \tilde{f}_j(x) - \partial^{\alpha+\beta} P_{I,k-1}[\tilde{f}_j](x)| \leq C\ell(I)^{k-|\alpha|-|\beta|}(M\nabla^k \tilde{f}_j)(x) \leq C|x-y|^{k-|\alpha|-|\beta|}2^{-j}.
\]
Consequently,
\[
|\partial^{\alpha} \tilde{f}_j(y) - T_{\alpha,k-1}(\tilde{f}_j, x; y)| \leq |\partial^{\alpha} \tilde{f}_j(y) - \partial^{\alpha} P_{I,k-1}[\tilde{f}_j](y)| + |\partial^{\alpha} P_{I,k-1}[\tilde{f}_j](y) - T_{\alpha,k-1}(\tilde{f}_j, x; y)| \\
\leq C|x-y|^{k-|\alpha|}2^{-j} \\
+ \sum_{|\beta| \leq k-1-|\alpha|} \frac{1}{|\beta|}(|\partial^{\alpha+\beta} \tilde{f}_j(x) - \partial^{\alpha+\beta} P_{I,k-1}[\tilde{f}_j](x)| \cdot (y-x)^{\beta} \\
\leq C_1|x-y|^{k-|\alpha|}2^{-j}.
\]
Finally from the last estimate and (19) we have
\[
|\partial^{\alpha} f(y) - T_{\alpha}(f, x; y)| \leq |\partial^{\alpha} \tilde{f}_j(y) - T_{\alpha}(\tilde{f}_j, x; y)| + |\partial^{\alpha} f_j(y) - T_{\alpha}(f_j, x; y)| \\
\leq |\partial^{\alpha} \tilde{f}_j(y) - T_{\alpha,k-1}(\tilde{f}_j, x; y)| + |\nabla^k \tilde{f}_j(x)| \cdot |x-y|^{k-|\alpha|} \\
+ \omega_{f_j}(|x-y|) \cdot |x-y|^{k-|\alpha|} \\
\leq C^*|x-y|^{k-|\alpha|}2^{-j} + \omega_{f_j}(|x-y|) \cdot |x-y|^{k-|\alpha|} \\
= (C^*2^{-j} + \omega_{f_j}(|x-y|)) \cdot |x-y|^{k-|\alpha|},
\]
where $\omega_{f_j}(r) \to 0$ as $r \to 0$ (the latter holds since $f_j \in C^\infty_0(\mathbb{R}^n)$). We emphasize that the last inequality is valid for all $j \geq i$ and $x, y \in \mathbb{R}^n \setminus G_i$. Take an open set $U_i \supset G_i$ such that
\[
\mathcal{H}^{n-l+k}_\infty(U_i) < C2^{-i}.
\]
Put $E_i = \mathbb{R}^n \setminus U_i$. Then by construction
\[
|\partial^{\alpha} f(y) - T_{\alpha}(f, x; y)| \leq (C^*2^{-j} + \omega_{f_j}(|x-y|)) \cdot |x-y|^{k-|\alpha|}
\]
for all $j \geq i$, $|\alpha| \leq k$, and $x, y \in E_i$. Then the assumptions of the Whitney Extension Theorem 3.2 are fulfilled, and hence the proof of Theorem 3.1 is complete.

\[\square\]

**Remark 3.3.** Using the extension formula and the methods from the proof of Theorem 6.2 (see Section 6 below; this approach was originally introduced in [4]), one can prove that for $k < l$ the function $g$ from the assertion of Theorem 3.1 can be constructed such that in addition the estimate $\|f - g\|_{W^{k+1,1}} < \varepsilon$ holds.

## 4 Morse–Sard theorem in $W^{n,1}(\mathbb{R}^n)$

Recall that if $v \in W^{n,1}(\mathbb{R}^n)$ and $k = 1, \ldots, n$, then $\nabla^k v(x)$ is well-defined for $\mathcal{H}^k$-almost all $x \in \mathbb{R}^n$ (see [8]). In particular, $v$ is differentiable (in the classical Fréchet sense) and the
classical derivative coincides with $\nabla v(x) = \lim_{r \to 0} \frac{1}{r^n} \int_{B(x,r)} \nabla v(z) \, dz$ at all points $x \in \mathbb{R}^n \setminus A_v$, where $H^1(A_v) = 0$. Consequently, in view of Theorem 2.1, $\mathcal{H}^1(v(A_v)) = 0$.

Denote $Z_v = \{ x \in \mathbb{R}^n \setminus A_v : \nabla v(x) = 0 \}$. The main result of the section is as follows:

**Theorem 4.1.** If $v \in W^{n,1}(\mathbb{R}^n)$, then $\mathcal{H}^1(v(Z_v)) = 0$.

For the remainder of the section we fix a function $v \in W^{n,1}(\mathbb{R}^n)$.

The key point of the proof is contained in the following lemma.

**Lemma 4.2.** For any $n$-dimensional dyadic interval $I \subset \mathbb{R}^n$ the estimate

$$\mathcal{H}^1(v(Z_v \cap I)) \leq C' \| \nabla^n v_{I,n-1} \|_{L^1(\mathbb{R}^n)}$$

holds, where the function $v_{I,n-1}$ was defined in Lemma 1.4.

**Proof.** Fix an $n$-dimensional dyadic interval $I \subset \mathbb{R}^n$. To simplify the notation, we will write $v_I$ and $P_I$ instead of $v_{I,n-1}$ and $P_{I,n-1}[v]$ respectively. In particular, $v_I(x) = v(x) - P_I(x)$ for all $x \in I$. Denote

$$\sigma = \| \nabla^n v_I \|_{L^1(\mathbb{R}^n)}, \quad E_j = \{ x \in \mathbb{R}^n : (\mathcal{M} \nabla v_I)(x) \in (2^{j-1}, 2^j] \}, \quad j \in \mathbb{Z}.$$

Denote also $\delta_j = \mathcal{H}^1(E_j)$. Then by Theorem 1.5

$$\sum_{j=-\infty}^{\infty} \delta_j 2^j \leq C_1 \sigma,$$

where $C_1$ depends on $n$ only. By construction, for each $j \in \mathbb{Z}$ there exists a family of balls $B_{ij} \subset \mathbb{R}^n$ of radii $r_{ij}$ such that

$$E_j \subset \bigcup_{i=1}^{\infty} B_{ij} \quad \text{and} \quad \sum_{i=1}^{\infty} r_{ij} \leq 3 \delta_j.$$

Denote

$$Z_{ij} = Z_v \cap I \cap E_j \cap B_{ij} \quad \text{and} \quad Z_{\infty} = Z_v \cap I \setminus \left( \bigcup_{i,j} Z_{ij} \right).$$

By construction $Z_{\infty} \subset \{ x \in \mathbb{R}^n : (\mathcal{M} \nabla v_I)(x) = \infty \}$, so by Theorem 1.5 $\mathcal{H}^1(Z_{\infty}) = 0$ and hence by Theorem 2.1 $\mathcal{H}^1(v(Z_{\infty})) = 0$. Thus it is sufficient to estimate $\mathcal{H}^1(v(Z_{ij}))$.

Since $\nabla P_I(x) = -\nabla v_I(x)$ at each point $x \in Z_v \cap I$, we have by construction for all $i, j$:

$$Z_{ij} \subset \{ x \in B_{ij} : |\nabla P_I(x)| = |\nabla v_I(x)| \leq (\mathcal{M} \nabla v_I)(x) \leq 2^j \}.$$

Applying Theorem 1.6 and Corollary 1.8 to functions $P_I, v_I$, respectively, with $B = B_{ij}$ and $\varepsilon = 2^j$, we find a finite family of balls $T_k \subset \mathbb{R}$ each of radius $(1 + C_*)2^j r_{ij}$, $k = 1, \ldots, C_*$, such that

$$\bigcup_{k=1}^{C_*} T_k \supset v(Z_{ij}).$$
Therefore
\[ \mathcal{H}^1(v(Z_{ij})) \leq 2C_*(1 + C_*)^2 r_{ij}, \]
and consequently,
\[ \mathcal{H}^1(v(Z \cap I)) \leq \sum_{j=-\infty}^{\infty} \sum_{i=1}^{\infty} 2C_*(1 + C_*)^2 r_{ij} \leq 6C_*(1 + C_*)^2 \sum_{j=-\infty}^{\infty} 2^j \delta_j \leq C'_\sigma. \]
The last estimate finishes the proof of the Lemma.

From the last result and Corollary 2.5 we infer

**Corollary 4.3.** For any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for any set \( E \subset \mathbb{R}^n \) if \( \mathcal{H}_\infty^1(E) \leq \delta \), then \( \mathcal{H}^1(v(Z \cap E)) \leq \varepsilon \). In particular, \( \mathcal{H}^1(v(Z_v \cap E)) = 0 \) for any \( E \subset \mathbb{R}^n \) with \( \mathcal{H}_\infty^1(E) = 0 \).

Because of the classical Morse-Sard Theorem for \( g \in C^n(\mathbb{R}^n) \), Theorem 3.1 (applied to the case \( k = n \)) implies

**Corollary 4.4.** There exists a set \( Z_{0,v} \) of \( n \)-dimensional Lebesgue measure zero such that \( \mathcal{H}^1(v(Z_v \setminus Z_{0,v})) = 0 \). In particular, \( \mathcal{H}^1(v(Z_v)) = \mathcal{H}^1(v(Z_{0,v})) \).

From Corollaries 4.4, 4.3 we conclude the proof of Theorem 4.1.

5 Application to the level sets of \( W^{1,1} \) functions

Theorem 3.1 for the case \( k = 1 \) implies the following

**Theorem 5.1.** Let \( v \in W^{1,1}(\mathbb{R}^n) \). Then for any \( \varepsilon > 0 \) there exist an open set \( U \subset \mathbb{R}^n \) and a function \( g \in C^1(\mathbb{R}^n) \) such that \( \mathcal{H}_\infty^1(U) < \varepsilon \) and \( v \equiv g, \nabla v \equiv \nabla g \) on \( \mathbb{R}^n \setminus U \).

If we apply Theorems 2.1, 4.1 to the last assertion, we obtain

**Corollary 5.2.** Let \( v \in W^{1,1}(\mathbb{R}^n) \). Then for any \( \varepsilon > 0 \) there exist an open set \( V \subset \mathbb{R}^n \) and a function \( g \in C^1(\mathbb{R}^n) \) such that \( \mathcal{H}^1(V) < \varepsilon \), \( v(A_v) \subset V \) and \( v|_{v^{-1}(\mathbb{R} \setminus V)} = g|_{v^{-1}(\mathbb{R} \setminus V)}, \nabla v|_{v^{-1}(\mathbb{R} \setminus V)} = \nabla g|_{v^{-1}(\mathbb{R} \setminus V)} \neq 0 \).

Finally we have

**Theorem 5.3.** Let \( v \in W^{1,1}(\mathbb{R}^n) \). Then for almost all \( y \in \mathbb{R} \) the preimage \( v^{-1}(y) \) is a finite disjoint family of \((n-1)\)-dimensional \( C^1 \)-smooth compact manifolds (without boundary) \( S_j, j = 1, \ldots, N(y) \).

**Proof.** The inclusion \( v \in W^{1,1}(\mathbb{R}^n) \) and Lemma 1.4 easily imply the following statement:

(i) For any \( \varepsilon > 0 \) there exists \( R_\varepsilon \in (0, +\infty) \) such that \( |v(x)| < \varepsilon \) for all \( x \in \mathbb{R}^n \setminus B(0, R_\varepsilon) \).
Fix arbitrary \( \varepsilon > 0 \). Take the corresponding set \( V \) and function \( g \in C^1(\mathbb{R}^n) \) from Corollary 5.2. Let \( 0 \neq y \in v(\mathbb{R}^n) \setminus V \). Denote \( F_v = v^{-1}(y) \), \( F_g = g^{-1}(y) \). We assert the following properties of these sets.

(ii) \( F_v \) is a compact set;

(iii) \( F_v \subset F_g \);

(iv) \( \nabla v = \nabla g \neq 0 \) on \( F_v \);

(v) The function \( v \) is differentiable (in the classical sense) at each \( x \in F_v \), and the classical derivative coincides with \( \nabla v(x) = \lim_{r \to 0} \int_{B(x,r)} \nabla v(z) \, dz \).

Indeed, (ii) follows from (i), (iii)-(iv) follow from Corollary 5.2, and (v) follows from the condition \( v(A_v) \subset V \) of Corollary 5.2.

We require one more property of these sets:

(vi) For any \( x_0 \in F_v \) there exists \( r > 0 \) such that \( F_v \cap B(x_0, r) = F_g \cap B(x_0, r) \).

Indeed, take any point \( x_0 \in F_v \) and suppose the claim (vi) is false. Then there exists a sequence of points \( F_g \setminus F_v \ni x_i \to x_0 \). Denote by \( I_x \) the straight line segment of length \( r \) with the center at \( x \) parallel to the vector \( \nabla v(x_0) = \nabla g(x_0) \). Evidently, for sufficiently small \( r > 0 \) the equality \( I_x \cap F_g = \{ x \} \) holds for any \( x \in F_g \cap B(x_0, r) \). Then by construction \( I_{x_i} \cap F_v = \emptyset \) for sufficiently large \( i \). Hence for sufficiently large \( i \) either \( v > y \) on \( I_{x_i} \) or \( v < y \) on \( I_{x_i} \). For definiteness, suppose \( v > y \) on \( I_{x_i} \) for all \( i \in \mathbb{N} \). In the limit we obtain the inequality \( v \geq y = v(x_0) \) on \( I_{x_0} \). But the last assertion contradicts (iv)-(v). This contradiction finishes the proof of (vi).

Obviously, (ii)-(vi) imply that each connected component of the set \( F_v = v^{-1}(y) \) is a compact \((n-1)\)-dimensional \( C^1 \)-smooth manifold (without boundary).

\[ \square \]

6 On the case of \( BV_n \) functions

For signed or vector–valued Radon measures \( \mu \) we denote by \( \| \mu \| \) the total variation measure of \( \mu \). The space \( BV_k(\mathbb{R}^n) \) is as usual defined as consisting of those functions \( f \in L^1(\Omega) \) whose distributional partial derivatives of order \( k \) are Radon measures with \( \| D^k f \| (\mathbb{R}^n) < \infty \), where we denote by \( D^k f \) the vector-valued measure consisting of all \( k \)-order partial derivatives of \( f \) (for detailed definitions and differentiability properties of such functions see, e.g., [10], [23], [8]). In particular, the following fact is well-known.

**Lemma 6.1.** Let \( f \in BV_k(\mathbb{R}^n) \). Then there exists a sequence \( f_i \in C_0(\mathbb{R}^n) \) such that

\[
\| f_i - f \|_{W^{k-1,1}} \to 0, \quad \| \nabla f_i \|_{L^1} \leq C, \quad \text{and}
\]

\[
\| \nabla f_i \|_{L^1(U)} \to \| D^k f \| (U)
\]

for any open subset \( U \subset \mathbb{R}^n \) with \( \| D^k f \| (\partial U) = 0 \).
The results obtained in the previous sections were established for functions of class BV\(_d(\mathbb{R}^2)\) in [5], hence in the present section we consider only functions of class BV\(_n(\mathbb{R}^n)\) for \(n \geq 3\). Recall that in this case \(\nabla^k v(x)\) is well-defined for \(H^k\)-almost all \(x \in \mathbb{R}^n, k = 1, \ldots, n-2\) (see [8]). In particular, \(v\) is differentiable (in the classical Fréchet sense) at all points \(x \in \mathbb{R}^n \setminus A_v\), where \(H^1(A_v) = 0\). Denote \(Z_v = \{x \in \mathbb{R}^n \setminus A_v : \nabla v(x) = 0\}\). Most of the results from the previous sections remain valid for functions \(v \in BV_n(\mathbb{R}^n)\). More precisely, Theorem 2.1 Lemma 2.4 for \(k \leq n-2\), Theorem 4.1 Theorems 5.1 and 5.3 are also true in this more general BV context. Except for Theorem 4.1, whose proof we discuss below, the proofs are entirely analogous. Also, the assertion of approximation Theorem 3.1 remains valid for \(f \in BV_l(\mathbb{R}^n)\), \(k, l \in \{1, \ldots, n\}\), \(k \leq l\), \(k \neq l-1\) (for the case \(k = l\) it follows immediately from the results of [8] and [13]; the proof for \(k \leq l-2\) will be discussed below).

On the other hand, the assertion of Corollary 2.5 (and Lemma 2.4 for \(k = n-1\)) is not valid for a general \(v \in BV_n(\mathbb{R}^n)\). Also the assertion of the Approximation Theorem 3.1 is not valid for \(f \in BV_l(\mathbb{R}^n)\) when \(k = l-1\).

To prove the assertion of the Approximation Theorem 3.1 for \(f \in BV_l(\mathbb{R}^n), k, l \in \{1, \ldots, n\}\) when \(k \leq l-2\), one can repeat the arguments from the proof for the Sobolev case (see Section 3). Proceeding in this manner, one notices that in the first step it is necessary to have a sequence of functions \(f_i \in C^k(\mathbb{R}^n)\) with \(\|f - f_i\|_{BV_l} \to 0\). Such a sequence exists because of the following result.

**Theorem 6.2.** Let \(f \in BV_l(\mathbb{R}^n)\), \(l \leq n\). Then for any \(\varepsilon > 0\) there exists a function \(g \in BV_l(\mathbb{R}^n)\) such that

1. \(\|f - g\|_{BV_l} < \varepsilon\);
2. \(g \in C^{l-2,1}(\mathbb{R}^n)\), i.e., \(g \in C^{l-2}(\mathbb{R}^n)\) and \(\nabla^{l-2} g\) is a Lipschitz function;
3. there exist an open set \(U \subset \mathbb{R}^n\) such that \(H^{n-1}(U) < \varepsilon\) and \(f \equiv g, \nabla^m f \equiv \nabla^m g\) on \(\mathbb{R}^n \setminus U\) for \(m = 1, \ldots, l-2\).

Very similar results were proved in [4] for the case of Sobolev functions \(f \in W^{l,p}(\mathbb{R}^n)\) with \(p > 1\), and our proof follows the ideas from [4].

To prove Theorem 6.2, we need some preliminary results.

**Lemma 6.3.** Let \(f \in BV_l(\mathbb{R}^n), l \leq n\). Then for each \(\varepsilon > 0\) there exists \(\delta > 0\) such that for any open set \(U \subset \mathbb{R}^n\) we have that if \(H^{n-1}(U) < \delta\) then \(\|D^kf\|(U) < \varepsilon\).

**Proof.** It is an easy consequence of the Coarea Formula, and we leave details to the interested reader (or see [5] Lemma 2.4).

**Remark 6.4.** Using the methods of the proof of Lemma 2 in [8], one can prove the following result. Let \(u \in BV_{k+1}(\mathbb{R}^n), k + 1 \leq n\). Then for any \(n\)-dimensional interval \(Q \subset \mathbb{R}^n\) and any point \(x \in \mathbb{R}^n\) with \(\text{dist}(x, Q) \leq 9n\ell(Q)\) the estimates

\[
|\nabla^k P_{Q,k}[u](x)| \leq C(\mathcal{M}\nabla^k u)(x), \quad |\nabla^m u(x) - \nabla^m P_{Q,k}[u](x)| \leq C\ell(I)^{k-m}(\mathcal{M}\nabla^k u)(x) \quad (23)
\]

hold for each \(m \in \{0, \ldots, k-1\}\), where the constant \(C\) depends on \(n\) only.
Proof of Theorem 6.2. Fix \( \varepsilon \in (0, 1) \). Let \( U \) be an open set such that
\[
\mathcal{H}^{n-1}(U) < \varepsilon, \tag{24}
\]
\[
\| D^l f \| (U) < \varepsilon, \tag{25}
\]
\[
(\mathcal{M} \nabla^{l-1} f)(x) \leq C \varepsilon \quad \forall x \in \mathbb{R}^n \setminus U \tag{26}
\]

The existence of \( U \) follows from Theorem 1.5 that remains valid for \( f \in BV_1(\mathbb{R}^n) \) provided the \( L^1 \) norm is replaced by the total variation norm (see [1]), and Lemma 6.3. Denote \( F = \mathbb{R}^n \setminus U \). Take a Whitney cube decomposition \( U = \bigcup_{j=1}^{\infty} Q_j \), where all cubes \( Q_j \) are dyadic, and select an associated smooth partition of unity \( \{ \varphi_j \}_{j \in \mathbb{N}} \). Recall the standard properties of \( Q_j, \varphi_j \) (see [19, Chapter VI]):

(i) \( \text{diam}(Q_j) \leq \text{dist}(Q_j, F) \leq 4 \text{diam}(Q_j) < 1 \);

(ii) every point \( x \in U \) is covered by at most \( N = (12)^n \) different cubes \( Q_j^* \), where the cube \( Q_j^* \) has the same center as \( Q_j \) and \( \ell(Q_j^*) = \#\ell(Q_j) \);

(iii) for each \( j \in \mathbb{N} \), \( \text{supp} \varphi_j \subset Q_j^* \subset U \), moreover, \( | \nabla^m \varphi_j | \leq C_m \ell(Q_j)^{-m} \) for all \( m \in \mathbb{N} \);

(iv) all \( \varphi_j \geq 0 \) and \( \sum_{j=1}^{\infty} \varphi_j(x) \equiv 1 \) on \( U \).

Now we define the function \( g: \mathbb{R}^n \to \mathbb{R} \) by
\[
g(x) = \begin{cases} 
    f(x), & x \in F; \\
    \sum_{j=1}^{\infty} \varphi_j(x) P_{Q_j^*;l-1}[f](x), & x \in U. 
\end{cases} \tag{27}
\]

Recall the following properties of the polynomials \( P_{Q_j^*;l-1}[f](x) \) (see [8, page 1034]):
\[
\int_{Q_j^*} | \nabla^m f(z) - \nabla^m P_{Q_j^*;l-1}[f](z) | \, dz \leq C \ell(Q_j)^{l-m} \| D^l f \| (Q_j^*); \tag{28}
\]
\[
\| D^l(f - P_{Q_j^*;l-1}[f]) \| (Q_j^*) = \| D^l f \| (Q_j^*),
\]

where \( m \in \{0, 1, \ldots, l - 1\} \). From these properties and assumption (25) we get by direct calculation for each \( m = 0, \ldots, l - 1 \) the estimates
\[
\sum_{j=1}^{\infty} \| \nabla^m (\varphi_j(f - P_{Q_j^*;l-1}[f])) \|_{L^1(Q_j^*)} \leq C \| D^l f \| (U) < C \varepsilon. \tag{29}
\]

Analogously,
\[
\sum_{j=1}^{\infty} \| D^l(\varphi_j(f - P_{Q_j^*;l-1}[f])) \| (Q_j^*) \leq C \| D^l f \| (U) < C \varepsilon. \tag{30}
\]
From the convergence of the above series and from the completeness of the space $\text{BV}_I(\mathbb{R}^n)$ it follows readily that $f - g = \sum_{j=1}^{\infty} \varphi_j(f - P_{Q_j,t-1}[f]) \in \text{BV}_I(\mathbb{R}^n)$. Consequently,

$$g \in \text{BV}_I(\mathbb{R}^n)$$

and

$$\|f - g\|_{\text{BV}_I} < C\varepsilon. \tag{32}$$

Thus to finish the proof of the Theorem, it is sufficient to check that

$$\|\nabla^{l-1}g\|_{L^\infty} < \infty. \tag{33}$$

From (26) by construction it follows that

$$\text{ess sup}_F |\nabla^{l-1}g| = \text{ess sup}_F |\nabla^{l-1}f| \leq C\varepsilon. \tag{34}$$

Now estimate $|\nabla^{l-1}g(y)|$ for $y \in U$. Let $y \in Q_{j_0}$. Take $x \in F$ such that $\text{dist}(x, Q_{j_0}) = \text{dist}(F, Q_{j_0})$. Then $C_0\ell(Q_{j_0}^*) \leq |y - x| \leq C_1\ell(Q_{j_0}^*)$ for each $Q_{j_0}^* \ni y$. Consider the $(l-2)$-order Taylor polynomial

$$T(f, x; y) = \sum_{|\beta| \leq l-2} \frac{1}{\beta!} \partial^\beta f(x) \cdot (y - x)^\beta.$$

From assumption (26) and Remark 6.4 (with $k = l - 1$) it follows that for arbitrary multi-index $\alpha$ with $|\alpha| \leq l - 1$

$$|\partial^\alpha(P_{Q_j,t-1}[f](y) - T(f, x; y))| \leq |\nabla^{l-1}P_{Q_j,t-1}[f](x)| \cdot |x - y|^{l-1-\alpha} + \sum_{|\beta| \leq l-2-|\alpha|} \frac{1}{|\beta|!} \left| (\partial^{\alpha+\beta}P_{Q_j,t-1}[f](x) - \partial^{\alpha+\beta}f(x)) \cdot (y - x)^\beta \right| \leq C_2|x - y|^{l-1-|\alpha|} \leq C_3\ell(Q_{j_0}^*)^{l-1-|\alpha|}. \tag{35}$$

From the last estimate we have

$$|\nabla^{l-1}g(y)| = |\nabla^{l-1}(g(y) - T(f, x; y))| = \left| \sum_{j:Q_j^* \ni y} \nabla^{l-1}(\varphi_j(y)(P_{Q_j,t-1}[f](y) - T(f, x; y))) \right| \leq \sum_{j:Q_j^* \ni y} \sum_{m=0}^{l-1} |\nabla^{l-1-m}\varphi_j(y)| \cdot |\nabla^m(P_{Q_j,t-1}[f](y) - T(f, x; y))| \leq C_4, \tag{36}$$

where the constant $C_4$ does not depend on $y \in U$. The last estimate finishes the proof of the target assertion (33).

Now we discuss the proof of Theorem 4.1 in the BV-case, which is more delicate than the Sobolev case.

The assertion of the key Lemma 4.2 remains valid for $v \in \text{BV}_n(\mathbb{R}^n)$ with identical proof if we replace in its formulation $\|\nabla^n v_{I,n-1}\|_{L^1(I)}$ by $\|D^n v_{I,n-1}\| (I)$. From the last fact one can easily deduce the following:
Lemma 6.5. Let \( v \in BV_n(\mathbb{R}^n) \). Then \( \mathcal{H}^1(v(Z_v \cap E)) = 0 \) whenever \( \|D^n v\|(E) = 0 \).

From this Lemma and from Lemma 6.3 we infer easily the

Corollary 6.6. Let \( v \in BV_n(\mathbb{R}^n) \). Then \( \mathcal{H}^1(v(Z_v \cap E)) = 0 \) whenever \( \mathcal{H}^{n-1}(E) = 0 \).

We need a more refined version of Lemma 6.4 in the BV case.

Lemma 6.7. Suppose \( v \in BV_n(\mathbb{R}^n) \) and \( S \subset \mathbb{R}^n \) is an \((n-1)\)-dimensional \(C^1\)-smooth compact manifold (without boundary). Then there exist \( \delta = \delta(S) > 0 \) such that for any ball \( B = B(z, r) \) with \( z \in S \) and \( r < \delta \) the estimates

\[
\sup_{y \in B_+} |v(y) - P_{B_+,n-1}[v](y)| \leq C\|D^n v\|(B_+), \tag{37}
\]

\[
\sup_{y \in B_-} |v(y) - P_{B_-,n-1}[v](y)| \leq C\|D^n v\|(B_-) \tag{38}
\]

hold, where \( C \) depends on \( n \) only, \( B_+, B_- \) are the connected components of the open set \( B \setminus S \), and the polynomials \( P_{B_+,n-1}[v] \) are defined by formula (5) with \( I \) replaced by \( B_+ \), respectively. Moreover, each function \( v_{B_\pm}(y) = v(y) - P_{B_\pm,n-1}[v](y) \), \( y \in B_\pm \), can be extended from \( B_\pm \) to the whole of \( \mathbb{R}^n \) such that \( v_{B_\pm} \in BV_n(\mathbb{R}^n) \) and

\[
\|D^n v_{B_\pm}\|(\mathbb{R}^n) \leq C_0\|D^n v\|(B_\pm), \tag{39}
\]

where \( C_0 \) also depends on \( n \) only.

The proof of this lemma is similar to the proof of Lemma 6.7 with the following addition: we must apply the advanced version of Sobolev Extension Theorem from bounded Lipschitz domains to the whole of \( \mathbb{R}^n \) with the estimate of the norm of the extension operator depending on \( n \) and on the Lipschitz constant of the domain only (see [19, Chapter VI, §3.2, Theorem 5’]).

From Lemmas 6.7 and 4.2 (more precisely, from its proof), we have

Corollary 6.8. Suppose \( v \in BV_n(\mathbb{R}^n) \) and \( S \subset \mathbb{R}^n \) is an \((n-1)\)-dimensional \(C^1\)-smooth compact manifold (without boundary). Then there exist \( \delta = \delta(S) > 0 \) such that for any ball \( B = B(z, r) \) with \( z \in S \) and \( r < \delta \) the estimate

\[
\mathcal{H}^1(v(Z_v \cap B \setminus S)) \leq C\|D^n v\|(B_+), \tag{40}
\]

holds, where \( C \) depends on \( n \) only and \( B_+ \) is a connected component of the open set \( B \setminus S \).

The next lemma follows from the elementary observation that for any finite measure \( \mu \) we have that \( \mu\left(\{x \in \mathbb{R}^n : 0 < \text{dist}(x, S) < \varepsilon\}\right) \to 0 \) as \( \varepsilon \to 0 \).

Lemma 6.9. Suppose \( v \in BV_n(\mathbb{R}^n) \) and \( S \subset \mathbb{R}^n \) is an \((n-1)\)-dimensional \(C^1\)-smooth compact manifold (without boundary). Then for any \( \varepsilon > 0 \) there exists a finite family of balls \( B^j = B(z_j, r_j), j = 1, \ldots, N, \) such that \( z_j \in S, r_j < \varepsilon, \) and

\[
S \subset \bigcup_{j=1}^N B^j, \quad \sum_{j=1}^N \|D^n v\|(B^j_+) < \varepsilon.
\]
Combining these results we find the

**Corollary 6.10.** Suppose $v \in BV_n(\mathbb{R}^n)$ and $S \subset \mathbb{R}^n$ is an $(n-1)$-dimensional $C^1$-smooth compact manifold. Then $\mathcal{H}^1(v(Z_v \cap S)) = 0$.

Recall, that a set $K \subset \mathbb{R}^n$ is called $(n-1)$-rectifiable, if there exists an at most countable family of $C^1$-surfaces $S_i \subset \mathbb{R}^n$ of dimension $(n-1)$ such that $\mathcal{H}^{n-1}(K \setminus \bigcup_i S_i) = 0$.

We can therefore reformulate the Corollaries 6.10, 6.6 in the following form.

**Corollary 6.11.** Suppose $v \in BV_n(\mathbb{R}^n)$ and $K \subset \mathbb{R}^n$ is an $(n-1)$-rectifiable set. Then $\mathcal{H}^1(v(Z_v \cap K)) = 0$.

We say that a function $f : \mathbb{R}^n \to \mathbb{R}$ is $k$-times Peano differentiable at $x \in \mathbb{R}^n$, if there exists a polynomial $T(y) = T(f, x; y)$ of degree at most $k$ such that

$$|f(y) - T(f, x; y)| = o(|x - y|^k) \quad \text{as } y \to x.$$

In this case the polynomial is uniquely determined, and we use the natural notation $\nabla^m f(x) = \nabla^m T(f, x; x)$ for $m = 1, \ldots, k$.

The following fact is well-known.

**Theorem 6.12** (see [8], Theorems B and 1). Suppose that $v \in BV_n(\mathbb{R}^n)$. Then there exists a decomposition $\mathbb{R}^n = K_v \cup G_v$ with the following properties:

(i) $K_v$ is $(n-1)$-rectifiable;

(ii) $v$ is $(n-1)$-times Peano differentiable at each $x \in G_v$.

We say that a function $f : \mathbb{R}^n \to \mathbb{R}$ is $k$-times uniformly Peano differentiable on the set $E \subset \mathbb{R}^n$ if $f$ is $k$-times Peano differentiable at each $x \in E$ and there exist a function $\omega : [0, 1) \to [0, +\infty)$ (not depending on $x$) such that $\omega(r) \to 0$ as $r \searrow 0$ and

$$|f(y) - T(f, x; y)| \leq \omega(|x - y|)|x - y|^k$$

for all $y \in B(x, 1)$, $x \in E$. Using the methods of [8], [1], one can prove the following analog of Theorem 6.12.

**Theorem 6.13.** Suppose that $v \in BV_n(\mathbb{R}^n)$. Then there exists a decomposition $\mathbb{R}^n = K_v \cup G_v$ with the following properties:

(i) $K_v$ is $(n-1)$-rectifiable;

(ii) $G_v = \bigcup_j G_j$ as an at most countable union, where each $G_j$ is a compact set and $v$ is $(n-1)$-times uniformly Peano differentiable on the set $G_j$.

The next lemma is proved in a straight-forward manner by linear coordinate transformation.
Lemma 6.14. Let $P, Q$ be polynomials on $\mathbb{R}^n$ of degrees at most $k$ and $B \subset \mathbb{R}^n$ be a ball of radius $r$. Suppose $\sup_{y \in B} |P(y) - Q(y)| \leq \varepsilon r^k$ with some $\varepsilon > 0$. Then for each $m \in \{1, \ldots, k\}$,

$$\sup_{y \in B} |\nabla^m P(y) - \nabla^m Q(y)| \leq C \varepsilon r^{k-m},$$

where $C$ depends on $k, n$ only.

From the above lemma and the Whitney Extension Theorem [3.2] we deduce

Lemma 6.15. Let $f : \mathbb{R}^n \to \mathbb{R}$ be $k$-times uniformly Peano differentiable on the set $E \subset \mathbb{R}^n$. Then there exists $g \in C^k(\mathbb{R}^n)$ such that $f \equiv g$, $\nabla^m f \equiv \nabla^m g$ on $E$ for each $m = 1, \ldots, k$.

Corollary 6.16. Suppose that $v \in \text{BV}_n(\mathbb{R}^n)$. Then there exists a decomposition $\mathbb{R}^n = K_v \cup G_v$ with the following properties:

(i) $K_v$ is $(n - 1)$-rectifiable;

(ii) $G_v = \bigcup_j G_j$ as an at most countable union, where each $G_j$ is a compact set and there exists $g_j \in C^{n-1}(\mathbb{R}^n)$ such that $v \equiv g_j$, $\nabla^m v \equiv \nabla^m g_j$ on $G_j$ for each $m = 1, \ldots, n-1$.

Now we are able to prove the following main result:

Theorem 6.17. Suppose $v \in \text{BV}_n(\mathbb{R}^n)$. Then $\mathcal{H}^1(v(Z_v)) = 0$.

Proof. Let $v \in \text{BV}_n(\mathbb{R}^n)$. Consider the sets $K_v, G_v = \bigcup_j G_j$ from Corollary 6.16. In view of Corollary [6.11] we have

$$\mathcal{H}^1(v(Z_v \cap K_v)) = 0. \quad (41)$$

So we need only prove that $\mathcal{H}^1(v(Z_v \cap G_j)) = 0$ for all $j$.

Because of Corollaries [6.10] [6.16] and the Implicit Function Theorem for smooth functions we have

$$\mathcal{H}^1(v(Z_v \cap \{x \in G_j : \exists m = 2, \ldots, n-1 \ \nabla^m v(x) \neq 0\})) = 0. \quad (42)$$

On the other hand, by Coarea Formula (see [10])

$$\|D^nv\|(\{x \in G_v : \nabla^{n-1}v(x) = 0\}) = 0,$$

hence by Lemma [6.5]

$$\mathcal{H}^1(v(\{x \in G_v : \nabla^{n-1}v(x) = 0\})) = 0. \quad (43)$$

From the last equality, (41) and (42) we have the target equality $\mathcal{H}^1(v(Z_v)) = 0$. \qed
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