The porous medium equation on Riemannian manifolds with negative curvature: the superquadratic case
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Abstract We study the long-time behaviour of nonnegative solutions of the Porous Medium Equation posed on Cartan–Hadamard manifolds having very large negative curvature, more precisely when the sectional or Ricci curvatures diverge at infinity more than quadratically in terms of the geodesic distance to the pole. We find an unexpected separate-variable behaviour that reminds one of Dirichlet problems on bounded Euclidean domains. As a crucial step, we prove existence of solutions to a related sublinear elliptic problem, a result of independent interest. Uniqueness of solutions vanishing at infinity is also shown, along with comparison principles, both in the parabolic and in the elliptic case. Our results complete previous analyses of the porous medium equation flow on negatively curved Riemannian manifolds, which were carried out first for the hyperbolic space and then for general Cartan–Hadamard manifolds with a negative curvature having at most quadratic growth. We point out that no similar analysis seems to exist for the linear heat flow. We also translate such results into some weighted porous medium equations in the Euclidean space having special weights.
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1 Introduction

We study the porous medium equation (PME for short)

\[
\begin{align*}
    u_t &= \Delta u^m \quad \text{in } M \times \mathbb{R}^+, \\
    u(\cdot, 0) &= u_0 \quad \text{in } M,
\end{align*}
\]

where \( m > 1, \Delta = \Delta_g \) is the Laplace-Beltrami operator on a complete Riemannian manifold \((M, g)\) of dimension \( n \geq 2 \) and the initial datum \( u_0 \) is assumed to be nonnegative, bounded and, in some of our results, compactly supported. \(^1\) The main assumption on \( M \) is that it is a Cartan–Hadamard manifold, namely that it is complete, simply connected and has everywhere nonpositive sectional curvature. It is well known that a minimal solution to (1.1) always exists for bounded data, see Sect. 2.1 for some detail.

The study of the above problem has been initiated in [27], where the accurate long-time behaviour of the PME was established on the hyperbolic space \( \mathbb{H}^n \) by means of sharp space-time asymptotic estimates for solutions corresponding to compactly supported data. The results on the size and shape of the solutions for large times, as well as the size of their support, are completely different from the well-known results on the Euclidean space, see [26]. They were then considerably extended in [14], where corresponding asymptotic results were shown to hold for general Cartan–Hadamard manifolds under only appropriate (sectional, radial) curvature conditions. In fact, let \( K_\omega(x) \) denote the sectional curvature with respect to any 2-dimensional tangent subspace \( \omega \) at \( x \) that contains the radial direction w.r.t. a pole \( o \). The bound we assume will be of the form

\[
    K_\omega(x) \leq -Q r^{2\mu} \quad \forall x \in M \setminus B_R(o),
\]

where \( Q > 0, B_R(o) \) is the geodesic ball of radius \( R > 0 \) centered at \( o \), and \( r = r(x) \) represents the geodesic distance \( d(x, o) \) between \( o \) and \( x \), or similar lower bounds on the radial Ricci curvature. In [14] the range of exponents \( -\infty < \mu \leq 1 \) was covered, and a precise classification was found: the exponents \( \mu < -1 \) correspond to quasi-Euclidean behaviour, namely

\[
    \|u(t)\|_{L^\infty(M)} \sim t^{-\frac{1}{m-1+2/n}}
\]

\(^1\) These conditions can be relaxed, see below, but they allow to simplify the presentation.
at large $t$. On the contrary, for $-1 < \mu < 1$ we speak of quasi-hyperbolic behaviour, which is characterized, still for large times, by the decay rate

$$\|u(t)\|_{L^\infty(M)}^{m-1} \sim \frac{(\log t)^{1-\mu}}{t^{1+\mu}},$$

as well as the support propagation rate

$$R(t) \sim \kappa (\log t)^{\frac{1}{1+\mu}}, \quad \kappa > 0,$$

(1.3)

where $R(t)$ indicates the location of any point of the free boundary measured in terms of geodesic distance from $o$. The delicate transition at $\mu = -1$ is also considered in detail in [14], and it corresponds to Euclidean-type behaviours with a “fractional” dimension that depends on $n$ and $Q$.

The following more precise information is relevant. It happens that the behaviour of all solutions we have considered so far mimics the fundamental solution of the corresponding problem, i.e. the solution with initial datum a Dirac mass located at a fixed point that we take as origin of coordinates and origin of the geodesic distance. As shown in [27] for the hyperbolic case, such a solution is not self-similar and this is usually a source of difficulties, but in fact it is approximately self-similar for all large times. In [14] such approximation is expressed for $\mu \in (-1, 1)$ by means of sub- and super-solutions of the form

$$U(x, t)^{m-1} \sim C \left[ (\mu - 1) \left( \gamma [\log t]^{1-\mu} - r^{1-\mu} \right) \right],$$

(1.4)

for suitable constants $C, \gamma > 0$ involving the initial datum.

Finally, the analysis ends at the critical case $\mu = 1$, which exhibits special asymptotic features, typical of a borderline situation. In particular, the $L^\infty$ asymptotic estimate is shown to be

$$\|u(t)\|_{L^\infty(M)}^{m-1} \sim \frac{\log \log t}{t}.$$

New problem on Cartan–Hadamard manifolds and main results. It was pointed out in [14] that if sectional curvatures are very negative in the sense that $\mu > 1$, i.e. if they are allowed to grow faster than quadratically at infinity, a new type of asymptotic pattern should arise. Investigating the properties of flows on manifolds with such a highly divergent curvature seems to go beyond the scope of the existing literature. We stress that, to the best of our knowledge, there is no existing discussion of the linear case, namely of heat kernel behaviour, under the present curvature conditions. See [14, Sect. 10] for further details.

- The purpose of this paper is to address that open problem and find the missing behaviour. More precisely, we study the asymptotic behaviour of solutions to (1.1) under the curvature condition (1.2) with $\mu > 1$. For the validity of some of our
results, a matching lower bound on the radial Ricci curvature will be also assumed. It turns out that the long-time asymptotics is significantly different from the case \( \mu \leq 1 \). Indeed, the evolution is now controlled by a \textit{separable} solution \( \mathcal{U} \) of the form

\[
\mathcal{U}(x, t) = \frac{v(x)}{t^{\frac{1}{m-1}}} \quad \forall (x, t) \in M \times \mathbb{R}_+,
\]

in which the spatial part is a positive solution of the \textit{nonlinear elliptic problem}

\[
-\Delta v^m = \frac{1}{m-1} v \quad \text{in } M.
\]  

(1.5)

In fact, a crucial part of the present work consists in showing that problem (1.5) does have a \textit{minimal, positive} regular solution, which tends to zero at infinity with a certain explicit power rate, see Theorem 2.2 below.

As just pointed out, the key assumption for such result to be true is that the curvature condition (1.2) holds with \( \mu > 1 \): indeed, in this case, problem (1.5) is reminiscent of its analogue for the PME posed on a \textit{bounded domain} in the Euclidean space, or a certain \textit{weighted} nonlinear elliptic problem in the whole \( \mathbb{R}^n \) as studied in [5]. Actually, the latter connection is more than a mere analogy, since a suitable change of variables introduced in [27] and then carefully studied in [14] turns (1.5) exactly into a related weighted Euclidean problem (at least in the radial setting), see Sect. 4 for further details.

- Thanks to the above-mentioned existence result for a minimal, positive solution to (1.5), a corresponding strong asymptotic result follows for solutions to (1.1) (starting from a suitable class of initial data):

\[
\lim_{t \to +\infty} \left\| t^{\frac{1}{m-1}} u(\cdot, t) - v \right\|_{L^\infty(M)} = 0.
\]

We refer the reader to Theorem 2.4 below for the precise statement. The latter has the look of the theorems for solutions of the Dirichlet problem in a bounded Euclidean domain, but of course this gives significant information mainly inside a given ball.

- We also need to better understand the behaviour in \textit{exterior} regions, where we know that \( u(x, t) = o(t^{-1/(m-1)}) \) but we also know that there must be a finite bound for the support that needs being determined. Therefore, we investigate pointwise space-time bounds for solutions to (1.1) in the spirit of [14]. In fact, we shall prove (see Theorems 2.8 and 2.9 below) sharp upper and lower bounds on such solutions in terms of barriers which are similar, from an algebraic point of view, to the ones found in [14] in the case \( \mu < 1 \), given by formula (1.4). More specifically, for \( \mu > 1 \) the long-time asymptotics of solutions is still approximately described by the profile (1.4), though inside the positive part signs are reversed. The barrier is actually good for \( r \) away from zero, and it immediately allows us to locate the free boundary, cf. (2.21). Thus, a remarkable formal similarity holds across the
dividing value $\mu = 1$, with quite different qualitative consequences. It does not hold of course at the very critical value $\mu = 1$ as shown in [14].

- Another major contribution of this work concerns uniqueness of the minimal solutions to problems (1.5) and (1.1). This will be obtained in the class of solutions that, in an appropriate sense, tend to zero at (spatial) infinity, and will follow from comparison principles “at infinity”, that have an independent interest. Uniqueness need not hold outside this class. See Theorem 2.2, ii) for the elliptic result, and Theorem 2.5 for the parabolic one. The proofs in the parabolic case are delicate applications of the duality methods of [3,23] and make essential use of the Dirichlet Green’s function on geodesic balls, whereas the elliptic result follows from the parabolic ones. Some of the ideas are inspired from [5]. We notice that non-uniqueness results for solutions to the heat equation under the present curvature conditions are well known: see e.g. [9,15–17,21,22].

We state all of the results here discussed in Sect. 2 and prove them in Sect. 3.

**New results for weighted Euclidean Porous Medium Flows.** In [27] a strong connection was found between Porous Medium flows on the hyperbolic space $H^n$ and a class of weighted Porous Medium flows on the Euclidean space $\mathbb{R}^n$. Actually, there exists a change of variable that transforms radially symmetric solutions of the first problem into solutions of the second, for a precise choice of the weight. This is interesting since the theory of weighted PME’s is well developed in an independent way. The equivalence was then extended in [14] to cover PME flows on a wide class of Cartan–Hadamard manifolds, i.e. those mentioned above, and a corresponding large class of weighted PME’s. In the final Sect. 4 of this paper we exploit such change-of-variable technique to obtain a result concerning the *weighted Euclidean PME*

\[
\begin{aligned}
\rho \ u_t &= \Delta u^m \quad \text{in } \mathbb{R}^n \times \mathbb{R}^+, \\
\ u(\cdot, 0) &= u_0 \quad \text{in } \mathbb{R}^n,
\end{aligned}
\]  

(1.6)

for a class of (supercritical) weights $\rho$ which had not been addressed in [14]. More precisely, the weights behave at infinity like

\[
\rho(x) \sim \frac{C}{|x|^2 (\log |x|)^\nu}
\]

for some $\nu > 1$, where $|x|$ stands for Euclidean distance to the origin. In Sect. 4 we show precise upper and lower bounds for solutions to (1.6), and prove a convergence result in terms of the separable solution constructed from the solution to the weighted nonlinear (sublinear in fact) elliptic problem

\[-\Delta V^m = \frac{\rho(x)}{m-1} \quad \text{in } \mathbb{R}^n.
\]

This elliptic equation is to be compared with (1.5).
2 Preliminaries and statements of the results on manifolds

As mentioned above, we shall work with general Cartan–Hadamard manifolds, but in order to prove our results it will be crucial to deal with the particular type called a Riemannian model manifold. The latter is defined as a Riemannian manifold which is spherically symmetric with respect to a given pole \( o \in M \), and whose metric \( dl \) is given by

\[
dl^2 = dr^2 + \psi^2(r) \, d\theta^2
\]

for a given (sufficiently) smooth, nonnegative function \( \psi \) defined on \([0, +\infty)\) and satisfying \( \psi(0) = 0, \psi'(0) = 1 \) (what we shall call a model function from now on).

Here, \( r = r(x) \) represents the geodesic distance \( d(x, o) \) between \( o \) and a given point \( x \), while \( d\theta \) represents the standard metric on the sphere \( S^{n-1} \). Because a model manifold is fully identified by \( \psi \), in such case we shall write \( M \equiv M_{\psi} \). In order to give a flavour of the class of manifolds we treat, consider the following explicit choice, given \( \alpha > 2 \) and \( a, A > 0 \):

\[
\psi(r) = \begin{cases} 
  r & \text{if } r \in [0, \bar{r}], \\
  A \left(e^{ar^\alpha} - e^{ar^\alpha} \right) + \bar{r} & \text{if } r > \bar{r},
\end{cases}
\]

where \( \bar{r} \) is the unique solution of \( aA\alpha \bar{r}^{\alpha-1}e^{a\bar{r}^\alpha} = 1 \), so that \( \psi \) is at least globally \( C^1 \).

Upon denoting for short by \( K(x) \) the sectional curvature at \( x \in M_{\psi} \) with respect to any plane containing the radial direction, it is well known that on any model manifold \( K(x) = -\psi''(r)/\psi(r) \), so that a trivial computation in our case yields

\[
K(x) \sim -a^2 \alpha^2 r^{2\alpha-2} \quad \text{as } r \to +\infty, \quad \text{i.e. } \mu = \alpha - 1,
\]

and \( \alpha > 2 \) is equivalent to \( \mu > 1 \).

- One can use model manifolds \( M_{\psi} \) for (Laplacian) comparison with our original manifold \( M \) as follows. Let us write the Laplace-Beltrami operator on \( M \) in polar coordinates (this is always possible, see e.g. [14, Sect. 2.2]), namely

\[
\Delta = \frac{\partial^2}{\partial r^2} + m(r, \theta) \frac{\partial}{\partial r} + \Delta_{S_r}, \tag{2.1}
\]

where again \( r \) := \( d(x, o) \), \( o \) is a given (fixed) pole on \( M \), \( \theta \in S^{n-1} \), \( S_r := \partial B_r(o) \), \( B_r(o) \) is the geodesic ball of radius \( r \) on \( M \) centered at \( o \), \( \Delta_{S_r} \) is the Laplace-Beltrami operator on \( S_r \) and \( m \) is an appropriate function which coincides with \( \Delta r \) away from the pole. In the case of a model manifold (2.1) reads

\[
\Delta = \frac{\partial^2}{\partial r^2} + (n-1) \frac{\psi'(r)}{\psi(r)} \frac{\partial}{\partial r} + \frac{1}{\psi(r)^2} \Delta_{S^{n-1}}. \tag{2.2}
\]
By classical results (see for instance the monograph [8]), if the sectional curvature \( K_\omega(x) \), with respect to any 2-dimensional tangent subspace \( \omega \) at \( x \) that contains the radial direction, satisfies the upper bound

\[
K_\omega(x) \leq -\frac{\psi''(r)}{\psi(r)} \quad \text{for all } x \equiv (r, \theta) \in M \setminus \{o\}
\]

for a given model function \( \psi \), then the Laplacian of the distance function on \( M \) satisfies the lower bound

\[
m(r, \theta) \geq (n - 1) \frac{\psi'(r)}{\psi(r)} \quad \text{for all } r > 0, \theta \in S^{n-1}.
\]

(2.3)

- On the other hand, if we denote by \( \text{Ric}_\omega(x) \) the Ricci curvature in the radial direction at \( x \) and the lower bound

\[
\text{Ric}_\omega(x) \geq -(n - 1) \frac{\psi''(r)}{\psi(r)} \quad \text{for all } x \equiv (r, \theta) \in M \setminus \{o\}
\]

holds for another given model function \( \psi \), then the Laplacian of the distance function on \( M \) satisfies the upper bound

\[
m(r, \theta) \leq (n - 1) \frac{\psi'(r)}{\psi(r)} \quad \text{for all } r > 0, \theta \in S^{n-1}.
\]

These two comparison principles are crucial to our goals since, as put in evidence by (2.1), \( m(r, \theta) \) is involved in the polar formula for the Laplacian of any function, i.e. not necessarily radial.

In the following, since integrals on \( M \) will also appear, we shall denote by \( d\mu \) the Riemannian volume measure on \( M \).

### 2.1 Precise statements of the main results

We can now state in detail our main results: in order to simplify notations, at certain points we will write \( \lim \inf \), \( \lim \sup \) or \( \lim \) even though \textit{essential} limits would be more appropriate, as long as this does not create ambiguity. Since we shall often deal with limits as \( r \to +\infty \), we point out that they are always understood to be \textit{uniform} w.r.t. \( \theta \in S^{n-1} \).

The first result we address is concerned with the sublinear elliptic problem (1.5). Before, we need to provide appropriate definitions.

**Definition 2.1** We say that \( v \in L^\infty(M) \), \( v \geq 0 \), is a (very weak, or distributional) solution of the equation

\[
-\Delta v^m = \frac{1}{m - 1} v \quad \text{in } M
\]

(2.4)
if it satisfies
\[ -\int_M v^m \Delta \phi \, d\mu = \frac{1}{m-1} \int_M v \phi \, d\mu \] (2.5)
for all \( \phi \in C_c^\infty(M) \). Similarly, we say that \( v \in L^\infty(M), v \geq 0, \) is a (very weak, or distributional) subsolution (supersolution) of Eq. (2.4) if (2.5) holds with “=” replaced by “≤” (“≥”), for all \( \phi \in C_c^\infty(M) \) with \( \phi \geq 0 \).

**Theorem 2.2** Let \( M \) be an \( n \)-dimensional Cartan–Hadamard manifold of dimension \( n \geq 2 \). Let a pole \( o \in M \) be fixed and \( r = r(x) := d(x, o) \).

(i) Assume that
\[ K_\omega(x) \leq -Q_1 r^{2\mu_1} \quad \forall x \in M \setminus B_R(o) \] (2.6)
holds for some \( \mu_1 > 1 \) and \( Q_1, R > 0 \). Then there exists a minimal positive solution to the nonlinear elliptic Eq. (2.4), which is regular, globally bounded and satisfies the upper estimate
\[ \limsup_{r \to +\infty} r^{\frac{\mu_1-1}{m-1}} v(x) \leq \frac{1}{[m(\mu_1 - 1)(n - 1)\sqrt{Q_1}]^{\frac{1}{m-1}}} . \] (2.7)

(ii) The following comparison principle holds: if \( \overline{v} \) is a positive, bounded supersolution of (2.4) and \( \underline{v} \) is a nonnegative, bounded subsolution of (2.4) such that
\[ \liminf_{r \to +\infty} \left( \overline{v}(x) - \underline{v}(x) \right) \geq 0, \] (2.8)
then \( \overline{v} \geq \underline{v} \) a.e. in \( M \). In particular, under the validity of (2.6) the minimal solution \( v \) is unique in the class of nonnegative, nontrivial, bounded solutions satisfying
\[ \lim_{r \to +\infty} v(x) = 0. \] (2.9)

On the other hand, in this case uniqueness in the class of merely bounded solutions fails since for any \( \alpha > 0 \) there exists a (unique) positive, bounded solution \( v_\alpha \) of (2.4) such that
\[ \lim_{r \to +\infty} v_\alpha(x) = \alpha. \] (2.10)

(iii) If in addition to (2.6) there holds
\[ \text{Ric}_{\omega}(x) \geq -(n - 1) Q_2 r^{2\mu_2} \quad \forall x \in M \setminus B_R(o) \] (2.11)
for some \( \mu_2 \geq \mu_1 \) and \( Q_2, R > 0 \), then \( v \) also satisfies the matching lower estimate
\[ \liminf_{r \to +\infty} r^{\frac{\mu_2-1}{m-1}} v(x) \geq \frac{1}{[m(\mu_2 - 1)(n - 1)\sqrt{Q_2}]^{\frac{1}{m-1}}} . \] (2.12)
As a consequence, the constants in the right-hand sides of (2.7) and (2.12) are sharp on model manifolds \( M_\psi \) satisfying the curvature conditions (2.6) or (2.11) as equalities outside a suitable ball.

The solution \( v \) of the elliptic problem (1.5) has a crucial role in the study of the asymptotic behaviour of nonnegative solutions of the Porous Medium Eq. (1.1). To this aim, let us start by giving the precise definition of solution we shall work with; since some of our results will also hold for sign-changing solutions, in such case the power \( u^m \) appearing in (1.1), as usual, is to be understood as \( |u|^{m-1} u \).

**Definition 2.3** Let \( u_0 \in L^\infty(M) \). We say that \( u \in L^\infty(M \times (0, +\infty)) \) is a (very weak, or distributional) solution of problem (1.1) if it satisfies

\[
- \int_0^{+\infty} \int_M u \varphi_t \, d\mu \, dt = \int_0^{+\infty} \int_M u^m \Delta \varphi \, d\mu \, dt + \int_M u_0(x) \varphi(x, 0) \, d\mu \tag{2.13}
\]

for all \( \varphi \in C_c^\infty(M \times [0, +\infty)) \). Similarly, we say that \( u \in L^\infty(M \times (0, +\infty)) \) is a (very weak, or distributional) subsolution (supersolution) of problem (1.1) if (2.13) holds with “=” replaced by “≤” (“≥”), for all \( \varphi \in C_c^\infty(M \times [0, +\infty)) \) with \( \varphi \geq 0 \).

The existence of a minimal solution to (1.1), for nonnegative bounded initial data, is a rather standard fact. Indeed, it can be obtained as a monotone limit, as \( R \to \infty \), of solutions \( u_R \) to the following auxiliary homogeneous Dirichlet problems on balls:

\[
\begin{cases}
\partial_t u_R = \Delta u_R^m & \text{in } B_R(o) \times \mathbb{R}^+, \\
u_R = 0 & \text{on } \partial B_R(o) \times \mathbb{R}^+, \\
u_R(\cdot, 0) = u_0 & \text{in } B_R(o).
\end{cases}
\tag{2.14}
\]

By construction and comparison on balls, the map \( R \mapsto u_R \) is nondecreasing and therefore the limit object is well defined to be a bounded solution to (1.1), which is the smallest one among all nonnegative, bounded distributional solutions. For bounded and possibly sign-changing data, one can proceed e.g. as pointed out in [13, Sect. 3.3] by using appropriate (signed) constants as barriers.

**Theorem 2.4** Let \( M \) be a Cartan–Hadamard manifold of dimension \( n \geq 2 \) satisfying the upper curvature bound (2.6) for some \( \mu_1 > 1 \) and \( Q_1, R > 0 \). Let \( u \) be the minimal solution to (1.1) corresponding to any nonnegative, nontrivial initial datum \( u_0 \in L^\infty(M) \). Let \( v \) be the minimal, positive solution to (2.4) as in Theorem 2.2 (i). Then there holds

\[
\lim_{t \to +\infty} \| t^{\frac{1}{m-1}} u(\cdot, t) - v \|_{L^\infty(M)} = 0. \tag{2.15}
\]

Moreover, \( u \) satisfies the following universal upper bound:

\[
u(x, t) \leq \frac{v(x)}{t^{\frac{1}{m-1}}} \quad \text{for a.e. } (x, t) \in M \times \mathbb{R}^+; \tag{2.16}\]
in particular, the absolute bound

\[ \|u(t)\|_{L^\infty(M)} \leq \frac{C}{t^{\ell(m-1)}} \text{ for a.e. } t > 0 \]  

(2.17)

holds for a suitable constant \( C > 0 \) independent of \( u_0 \).

In the present framework, the above-constructed minimal solution turns out to be the unique solution in a rather large class of solutions, as the next result shows.

**Theorem 2.5** Let \( M \) be a Cartan–Hadamard manifold of dimension \( n \geq 2 \). Let a pole \( o \in M \) be fixed and \( r = r(x) := d(x, o) \). Then the minimal solution to (1.1) corresponding to a nonnegative, bounded initial datum \( u_0 \) is unique in the class of bounded solutions \( u \) satisfying, for all \( T, \epsilon \) such that \( T > \epsilon > 0 \), the condition

\[
\lim_{r(x) \to +\infty} \int_{\epsilon}^{T} u(x, t)^m \, dt = 0. 
\]  

(2.18)

More generally, the comparison principle holds in the following form. Let \( \bar{u} \) be a bounded supersolution of (1.1) and \( u \) be a bounded subsolution of (1.1) corresponding to the bounded initial data \( \bar{u}_0 \) and \( u_0 \), respectively, with \( \bar{u}_0 \geq u_0 \). Assume moreover that \( \bar{u} \) and \( u \) satisfy

\[
\liminf_{r(x) \to +\infty} \int_{\epsilon}^{T} [\bar{u}(x, t)^m - u(x, t)^m] \, dt \geq 0  
\]  

(2.19)

for all \( T, \epsilon \) such that \( T > \epsilon > 0 \). Then \( \bar{u} \geq u \) a.e. in \( M \times \mathbb{R}^+ \).

**Remark 2.6** Condition (2.18) is crucial for uniqueness. Indeed, it is already known that uniqueness does not hold e.g. in the class of merely bounded solutions, see [24, Remark 3.12 and Theorem 3.8] and [13, Remark 2.4]. Note that this fact also follows at once from our results, by considering the minimal solution to (1.1) corresponding to \( u_0 \equiv 1 \), which cannot coincide with the constant solution in view of the absolute bound (2.17). We also remark that our comparison principle bears, as a straightforward corollary, uniqueness results with additional conditions at infinity in the spirit e.g. of [11,18]. As concerns analogous problems in the context of weighted Euclidean spaces, we refer the reader to [7] for similar techniques in exterior domains of Euclidean space with a weight or to [18,20] and references quoted therein for other types of weighted Euclidean problems.

**Remark 2.7** Our main interest here is in nonnegative solutions, so we prefer to write our statements focusing on such solutions. Nevertheless, we observe that, by using both \( v/t^{1/(m-1)} \) and \( -v/t^{1/(m-1)} \) as barriers, it is not difficult to show that the universal bounds (2.16) and (2.17) in fact also hold for sign-changing solutions, up to replacing \( u \) with \( |u| \). Therefore, the same uniqueness result as in Theorem 2.5 also holds for bounded and sign-changing solutions.
We can also prove explicit space-time upper and lower estimates for solutions to (1.1) corresponding to compactly supported initial data, which in particular give information on the speed of propagation of the support.

**Theorem 2.8** (Upper Estimates) Let $M$ be a Cartan–Hadamard manifold of dimension $n \geq 2$. Let a pole $o \in M$ be fixed and $r = r(x) := d(x, o)$. Suppose that the upper curvature bound (2.6) holds for some $\mu_1 > 1$ and $Q_1, R > 0$. Let $u$ be the minimal solution to (1.1) corresponding to a nonnegative, bounded and compactly supported initial datum $u_0$. Then the following pointwise estimate holds:

$$u(x, t) \leq \frac{C_1}{(t + t_1)^{\frac{1}{m-1}}} \left[ \frac{1}{(r + r_1)^{\mu_1-1}} - \frac{\chi_1}{[\log(t + t_1)]^{\frac{\mu_1-1}{\mu_1+1}}} \right]^{\frac{1}{m-1}} + (2.20)$$

for a.e. $x \in M$ and $t \geq 0$, where $C_1, \chi_1, r_1, t_1$ are positive constants depending on $n, m, \mu_1, Q_1, R, u_0$. In particular, the estimate

$$\bar{R}(t) \leq \kappa_1 (\log t)^{\frac{1}{1+\mu_1}} (2.21)$$

holds for a suitable $\kappa_1 > 0$ and all $t$ large enough, where $\bar{R}(t)$ stands for the radius of the smallest ball centered at $o$ that contains the support of the solution at time $t$.

We comment that well-known smoothing effects (see [10]) for the here considered evolution show that (2.20) also holds for integrable and compactly supported initial data provided $t$ is large enough, since the solution becomes instantaneously bounded and stays compactly supported. Note also that the bound in (2.21) is formally the same as the one given in (1.3) for the range $\mu \in (-1, 1]$.

**Theorem 2.9** (Lower Estimates) Let $M$ be a Cartan–Hadamard manifold of dimension $n \geq 2$. Let a pole $o \in M$ be fixed and $r = r(x) := d(x, o)$. Suppose that the lower curvature bound (2.11) holds for some $\mu_2 > 1$ and $Q_2, R > 0$. Let $u$ be the minimal solution to (1.1) corresponding to a nonnegative, nontrivial and compactly supported initial datum $u_0 \in L^\infty(M)$. Then the following pointwise estimate holds:

$$u(x, t) \geq \frac{C_2}{(t + t_2)^{\frac{1}{m-1}}} \left[ \frac{1}{(r + r_2)^{\mu_2-1}} - \frac{\chi_2}{[\log(t + t_2)]^{\frac{\mu_2-1}{\mu_2+1}}} \right]^{\frac{1}{m-1}} + (2.22)$$

for a.e. $x \in M \setminus B_1(o)$ and $t \geq 0$, where $C_2, \chi_2, r_2, t_2$ are positive constants depending on $n, m, \mu_2, Q_2, R, u_0$ and (locally) on the metric of $M$. In particular, the estimates

$$\|u(t)\|_\infty \geq \frac{K}{t^{\frac{1}{m-1}}} \text{ and } \bar{R}(t) \geq \kappa_2 (\log t)^{\frac{1}{1+\mu_2}} (2.23)$$

hold for suitable $K, \kappa_2 > 0$ and all $t$ large enough, where $\bar{R}(t)$ stands for the radius of the largest ball that is contained in the support of the solution at time $t$. 
We observe again that the above-mentioned smoothing effects for the equation at hand ensure that in fact (2.22) also holds e.g. for nonnegative, nontrivial integrable initial data, provided \( t \) is large enough.

**Remark 2.10** It is apparent that the upper and lower estimates stated above match if the corresponding upper and lower curvature bounds match, i.e. if \( \mu_1 = \mu_2 = \mu > 1 \). In such case, the resulting two-sided estimate falls within the so-called *global Harnack principles*, following the terminology of [4, 6, 14]. Analogous global Harnack principles had been established in [14] in the cases \( \mu \in (-\infty, 1] \).

### 3 Proofs of the results on manifolds

We start by stating two preliminary lemmas related to the Laplacian-comparison discussion of Sect. 2, which will be very useful and whose proofs are completely analogous to the ones of Lemmas 4.1 and 4.2 in [14], respectively.

**Lemma 3.1** Let \( R, Q > 0 \) and \( \mu > 1 \) be fixed parameters. Let \( \psi \) be the solution to the following ODE:

\[
\psi''(r) = w(r) \psi(r) \quad \forall r > 0, \quad \psi(0) = 0, \quad \psi'(0) = 1, \quad (3.1)
\]

where

\[
w(r) := \begin{cases} 
0 & \forall r \in [0, R], \\
\frac{Q(2R)^{2\mu}}{R} (r - R) & \forall r \in (R, 2R], \\
Q r^{2\mu} & \forall r > 2R.
\end{cases}
\]

Then \( \psi \in C^2([0, +\infty)) \), \( \psi \) is positive on \((0, +\infty)\) with \( \lim_{r \to +\infty} \psi(r) = +\infty \), \( \psi' \) is positive on \([0, +\infty)\) and there holds

\[
\lim_{r \to +\infty} \frac{\psi'(r)}{r^\mu \psi(r)} = \sqrt{Q}. \quad (3.2)
\]

**Lemma 3.2** Let \( Q, D > 0 \) and \( \mu > 1 \) be fixed parameters. Let \( \psi \) be the solution to the same ODE as in (3.1), with

\[
w(r) := \max \left\{ D, Q r^{2\mu} \right\}.
\]

Then \( \psi \in C^2([0, +\infty)) \), \( \psi \) is positive on \((0, +\infty)\) with \( \lim_{r \to +\infty} \psi(r) = +\infty \), \( \psi' \) is positive on \([0, +\infty)\) and (3.2) holds.

### 3.1 The nonlinear elliptic equation: existence and asymptotic properties

In order to prove existence and asymptotic properties of the minimal positive solution to Eq. (2.4), we shall proceed by means of careful barrier arguments. Throughout, we
shall tacitly adopt the same notations as in Sect. 2. On the other hand, the uniqueness statements will be proved in Sect. 3.2, by exploiting the parabolic results.

**Lemma 3.3** Let \( M \) be a Cartan–Hadamard manifold of dimension \( n \geq 2 \), satisfying the upper curvature bound (2.6) for some \( \mu_1 > 1 \) and \( Q_1, R > 0 \). Then there exists \( r_0 = r_0(n, m, \mu_1, Q_1, R) > 0 \) such that the function

\[
\overline{v}(x) \equiv \overline{v}(r) := \frac{C}{(r^2 + r_0^2)^{\frac{1}{2(m-1)}}}
\]

is a supersolution of (2.4) for all \( C = C(n, m, \mu_1, Q_1, R) \) sufficiently large.

**Proof** In view of the curvature bound, Lemma 3.1 (with \( \mu = \mu_1 \) and \( Q = Q_1 \)) and the Laplacian-comparison results recalled in Sect. 2 (concerning \( K_\omega \)), we can assert that there exists a constant \( \beta > 0 \) (depending on \( n, \mu_1, Q_1, R \)) such that

\[
m(r, \theta) \geq \frac{n - 1}{r} \quad \text{in } M, \quad m(r, \theta) \geq \beta r^{\mu_1} \quad \text{in } M \setminus B_1(o).
\] (3.3)

For the sake of better readability, from now on we set \( Q_1 \equiv Q \) and \( \mu_1 \equiv \mu \). Because \( \overline{v} \) is radially decreasing, we can replace \( m(r, \theta) \) with the lower bounds (3.3) in the supersolution inequality. The radial derivatives of \( \overline{v} \) read

\[
\overline{v}_r = - C^m \frac{m(\mu - 1)}{m - 1} \frac{r}{(r^2 + r_0^2)^{\frac{1}{2(m-1)}}},
\]

\[
\overline{v}_{rr} = - C^m \frac{m(\mu - 1)}{m - 1} \frac{1}{(r^2 + r_0^2)^{\frac{1}{2(m-1)}}} \left[ 1 - \left( \frac{m(\mu + 1) - 2}{m - 1} \right) \frac{r^2}{r^2 + r_0^2} \right].
\]

Therefore, in order to make \( \overline{v} \) a supersolution in \( B_1(o) \), it is enough to ask

\[
C^{m-1} \left[ n - \frac{m(\mu + 1) - 2}{m - 1} \frac{r^2}{r^2 + r_0^2} \right] \geq \frac{(r^2 + r_0^2)^{\frac{\mu + 1}{2}}}{m(\mu - 1)} \quad \forall r \in (0, 1).
\] (3.4)

It is immediate to check that inequality (3.4) is equivalent to

\[
C^{m-1} \left[ n - \frac{m(\mu + 1) - 2}{m - 1} \frac{1 + r_0^2}{(1 + r_0^2)(1 + r_0^2)} \right] \geq \frac{(1 + r_0^2)^{\frac{\mu + 1}{2}}}{m(\mu - 1)}.
\] (3.5)

Similarly, in order to make \( \overline{v} \) a supersolution in \( M \setminus B_1(o) \), it suffices to require

\[
C^{m-1} \left[ * - \frac{m(\mu + 1) - 2}{m - 1} \frac{1 + r_0^2}{(1 + r_0^2)(r^2 + r_0^2)} \right] \geq \frac{(r^2 + r_0^2)^{\frac{\mu + 1}{2}}}{m(\mu - 1) r^{\mu + 1}} \quad \forall r \geq 1.
\]
which is again equivalent to the validity of the inequality itself at \( r = 1 \), that is
\[
C^{m-1} \left[ \beta - \frac{m(\mu + 1) - 2}{(m - 1)(1 + r_0^2)} \right] \geq \frac{(1 + r_0^2)^{\frac{\mu + 3}{2}}}{m(\mu - 1)}. \tag{3.6}
\]

It is then apparent that one can choose \( r_0 = r_0(n, m, \mu, \beta) \) so large that for all \( C = C(n, m, \mu, \beta, r_0) \) large enough both conditions (3.5) and (3.6) are fulfilled. \( \square \)

**Lemma 3.4** Let \( M \) be a Cartan–Hadamard manifold of dimension \( n \geq 2 \), satisfying the lower curvature bound (2.11) for some \( \mu_2 > 1 \) and \( Q_2, R > 0 \). Then the function
\[
v(x) \equiv v(r) := C_\varepsilon \left[ \frac{1}{(r^2 + r_0^2)^{\frac{\mu - 1}{2}}} - \delta \right]^{1\over m-1},
\]
\[
C_{\varepsilon}^{m-1} := \frac{1}{m(\mu_2 - 1)(n - 1)\sqrt{Q_2 + \varepsilon}},
\]
is a subsolution of (2.4) for all \( \varepsilon, \delta > 0 \) and all \( r_0 \) large enough (depending on \( \varepsilon \) but independent of \( \delta \)).

**Proof** As above, we set \( Q_2 \equiv Q \) and \( \mu_2 \equiv \mu \). The radial derivatives of \( v^m \) then read (we let \( C_\varepsilon \equiv C \) free for the moment)
\[
(v^m)_r = - C_m \frac{m(\mu - 1)}{m - 1} \frac{r}{(r^2 + r_0^2)^{\frac{\mu - 1}{2}}} \left[ \frac{1}{(r^2 + r_0^2)^{\frac{\mu - 1}{2}}} - \delta \right]^{1\over m-1},
\]
\[
(v^m)_{rr} = - C_m \frac{m(\mu - 1)}{m - 1} \left[ \frac{1}{(r^2 + r_0^2)^{\frac{\mu - 1}{2}}} - \frac{(\mu + 1) r^2}{(r^2 + r_0^2)^{\frac{\mu + 3}{2}}} \right] \left[ \frac{1}{(r^2 + r_0^2)^{\frac{\mu - 1}{2}}} - \delta \right]^{1\over m-1} + C_m \frac{m(\mu - 1)^2}{(m - 1)^2} \frac{r^2}{(r^2 + r_0^2)^{\mu + 1}} \left[ \frac{1}{(r^2 + r_0^2)^{\frac{\mu - 1}{2}}} - \delta \right]^{\frac{2-m}{m-1}}.
\]

By virtue of the curvature bound (2.11), Lemma 3.2 and the Laplacian-comparison results recalled in Sect. 2 (concerning \( \text{Ric}_o \)), we can infer that for all \( \varepsilon > 0 \) there exist two constants \( \alpha, R > 0 \), depending on \( n, \mu, Q, R, \varepsilon \) and on
\[
D := - \inf_{x \in B_R(o)} \text{Ric}_o(x)/(n - 1),
\]
such that
\[
m(r, \theta) \leq \frac{\alpha}{r} \quad \text{in } B_R(o), \quad m(r, \theta) \leq (n - 1)\sqrt{Q + \varepsilon} r^\mu \quad \text{in } M \setminus B_R(o).
\]
Hence, in order to make \( v \) a subsolution in \( B_R(o) \), it is enough to ask that (note that \( v \) is still radially decreasing)

\[
C^{m-1} \alpha + 1 - \frac{(\mu + 1)r^2}{r^2 + r_0^2} \frac{1}{(r^2 + r_0^2)^{\frac{\mu + 1}{2}}} - \delta \leq \frac{r^2}{m - 1} \frac{1}{(r^2 + r_0^2)^{\frac{\mu + 1}{2}}} + \frac{\mu - 1}{m - 1} r^2
\]

\[
\leq \frac{(r^2 + r_0^2)^{\frac{\mu + 1}{2}}}{m(\mu - 1)} \frac{1}{(r^2 + r_0^2)^{\frac{\mu + 1}{2}}} - \delta \quad \forall r \in (0, R),
\]

which is implied e.g. by

\[
C^{m-1} (\alpha + 1) \leq \frac{r_0^{\mu + 1}}{m(\mu - 1)}. \tag{3.7}
\]

On the other hand, \( v \) is a subsolution in \( M \setminus B_R(o) \) provided

\[
C^{m-1} \left[ 1 - \frac{(\mu + 1)r^2}{(r^2 + r_0^2)[(n-1)\sqrt{Q} + \varepsilon r_{\mu + 1} + 1]} \right] \frac{1}{(r^2 + r_0^2)^{\frac{\mu + 1}{2}}} - \delta \right]_+ \leq \frac{(\mu - 1)r^2}{(m - 1)[(n-1)\sqrt{Q} + \varepsilon r_{\mu + 1} + 1]} \frac{1}{(r^2 + r_0^2)^{\frac{\mu + 1}{2}}} \frac{r_0^{\mu + 1}}{m(\mu - 1)[(n-1)\sqrt{Q} + \varepsilon r_{\mu + 1} + 1]} \frac{1}{(r^2 + r_0^2)^{\frac{\mu + 1}{2}}} - \delta \right]_+ \quad \forall r \geq R,
\]

which is straightforwardly satisfied e.g. if

\[
C^{m-1} \leq \frac{1}{m(\mu - 1)(n-1)\sqrt{Q} + \varepsilon}, \quad r_0^2 \geq \frac{1}{(n-1)\sqrt{Q} + \varepsilon R_{\mu - 1}}. \tag{3.8}
\]

Note that \( C^{m-1} \) can be picked exactly equal to the right-hand side of the first inequality in (3.8), provided \( r_0 \) is so large that also (3.7) holds with such choice.

Having at our disposal the barriers constructed in Lemmas 3.3–3.4, we are now in position to prove our main result as regards existence and asymptotic properties of solutions to Eq. (2.4).

**Proof of Theorem 2.2 (i), (iii)** To begin with, for all \( k \in \mathbb{N} \) one starts by considering the positive solutions to the Dirichlet problems

\[
\begin{align*}
-\Delta v_k^m &= \frac{1}{m-1} v_k \quad \text{in} \ B_k(o), \\
v_k &= 0 \quad \text{on} \ \partial B_k(o).
\end{align*}
\tag{3.9}
\]
Existence and inner regularity can be shown by standard techniques e.g. as in [5], whose methods are rather general and apply to the present situation as well. If the curvature bound (2.6) holds, thanks to the comparison principle for subsolutions and positive supersolutions of (3.9), for which we refer again to [5], we can assert that $v_k \leq v_{k+1}$ in $B_k$ and, by virtue of Lemma 3.3, the validity of the estimate

$$v_k(x) \leq \frac{C}{(r^2 + r_0^2)^{\frac{\mu_1 - 1}{2(m-1)}}} \quad \forall x \in B_k(o).$$

Therefore, we can pass to the limit monotonically as $k \to \infty$ to obtain the existence of a positive solution $v$ to (2.4), which satisfies

$$v(x) \leq \frac{C}{(r^2 + r_0^2)^{\frac{\mu_1 - 1}{2(m-1)}}} \quad \forall x \in M$$

with the same constants $r_0, C > 0$ as in Lemma 3.3. The fact that such solution is minimal in the class of positive (and locally bounded) solutions is a direct consequence of the construction procedure. Regularity then follows again by positivity and standard elliptic estimates.

We are left with proving the upper estimate (2.7). To this end, consider the function $\psi$ given in Lemma 3.1 with the choices $\mu = \mu_1$, $Q = Q_1$, and denote by $M_\psi$ the Riemannian model associated with it. By construction, as in the proof of Lemma 3.3, the upper curvature bound (2.6) ensures that $M_\psi$ can be used for Laplacian comparison, namely (2.3) holds on $M$. It is apparent that on $M_\psi$ the solution $v$ of (2.4), constructed exactly as above, can be assumed to be radial. Let us write down explicitly the ordinary differential equation solved by $v(r) \equiv v(x)$ (by using (2.2)), which reads

$$\left(\psi^{n-1}(v^m)\right)' = -\frac{\psi^{n-1}}{m-1} v \quad \text{in } (0, +\infty).$$

(3.10)

where $'$ denotes derivation with respect to $r$. Because $v$ is positive, hence regular, we can integrate (3.10) to get

$$(v^m)'(r) = -\frac{1}{(m - 1)} \int_0^r \psi^{n-1}(s) v(s) \, ds \quad \forall r > 0.$$ \hfill (3.11)

Upon integrating further (3.11) from $r$ to infinity (thanks to Lemma 3.3 we already know that $v(r)$ vanishes $r \to \infty$), we end up with

$$v^m(r) = \frac{1}{m - 1} \int_r^{+\infty} \left( -\frac{1}{\psi^{n-1}(t)} \int_0^t \psi^{n-1}(s) v(s) \, ds \right) dt \quad \forall r > 0.$$ \hfill (3.12)

Suppose now that the a priori estimate

$$\limsup_{r \to +\infty} r^{\frac{\mu_1 - 1}{m-1}} v(r) \leq C$$ \hfill (3.13)
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holds for some $C > 0$. We know, still from Lemma 3.3, that (3.13) does hold for a suitable $C > 0$; moreover, Lemma 3.4 entails that

$$C^{m-1} \geq \frac{1}{m(\mu_1 - 1)(n-1)\sqrt{Q_1}}, \quad (3.14)$$

since $M_\psi$ also satisfies the curvature bound from below (2.11) with $\mu_2 = \mu_1$ and $Q_2 = Q_1$. Let us insert the asymptotic information given by (3.13) into identity (3.12). So, by virtue of (3.13), l'Hôpital’s rule and (3.2), it is not difficult to infer that for every $\varepsilon > 0$ there exists $R_\varepsilon > 0$ such that

$$\int_0^t \psi^{n-1}(s) v(s) \, ds \leq \frac{C + \varepsilon}{(n-1)\sqrt{Q_1}} \psi^{n-1}(t) t^{-\frac{m\mu_1-1}{m-1}} \quad \forall t \geq R_\varepsilon. \quad (3.15)$$

Thus, by plugging the bound (3.15) in (3.12) we obtain the estimate

$$v^m(r) \leq \frac{C + \varepsilon}{m(\mu_1 - 1)(n-1)\sqrt{Q_1}} r^{-m\frac{\mu_1-1}{m-1}} \quad \forall r \geq R_\varepsilon.$$

It follows that the constant $C$ in (3.13) is improved by

$$\left[ \frac{C}{m(\mu_1 - 1)(n-1)\sqrt{Q_1}} \right]^{\frac{1}{m-1}}.$$

Notice that the validity of the bound from below (3.14) ensures that this latter constant is actually not larger than $C$. By iterating such procedure, it is straightforward to show that (3.13) eventually holds on $M_\psi$ with

$$C = \frac{1}{[m(\mu_1 - 1)(n-1)\sqrt{Q_1}]^{\frac{1}{m-1}}}.$$

In fact we have proved more, namely the last part of the statement: estimate (3.13) is satisfied with equality as a limit on $M_\psi$. The validity of (2.7) on the original manifold $M$ is then a simple consequence of Laplacian comparison, since the just-constructed solution $v$ becomes a supersolution on $M$ (here it is key that $v$ is radially decreasing).

Suppose now that also the lower bound on the Ricci curvature (2.11) holds. By arguing as above, we can deduce that the positivity of $v_k$ in $B_k$, comparison and Lemma 3.4 yield

$$v_k(x) \geq \left[ \frac{1}{m(\mu_2 - 1)\sqrt{Q_2} + \varepsilon} \right] \left[ \frac{1}{(r^2 + r_0^2)^{\frac{\mu_2-1}{2}}} - \delta \right]^{\frac{1}{m-1}} \quad \forall x \in B_k, \quad (3.16)$$

provided $k$ is so large that the support of the r.h.s. is contained in $B_k$. Hence, estimate (2.12) just follows by letting first $k \to \infty$, then $\delta \to 0$, then $r \to +\infty$ and finally $\varepsilon \to 0$ in (3.16). \qed
3.2 Comparison principles, uniqueness and non-uniqueness results

Our strategy of proof as concerns the comparison principle “at infinity” for (1.1) (and as a consequence for (1.5)) borrows some ideas and techniques both from [5] and [13]. To some extent, we combine a celebrated “duality method”, which goes back to [3,23], and suitable estimates that take advantage of the Green function $G_R$ on the Riemannian balls $B_R(o)$ associated with the Dirichlet Laplace-Beltrami operator. In a few words, such a method consists in choosing a smart enough test function, which is in fact the solution of a proper dual problem, to be plugged in the (very) weak formulation satisfied by $u - u$, $u$ and $u$ being super- and subsolutions respectively. Then one exploits $G_R$ in order to bound the normal derivative of the dual solution (in particular its integral over $\partial B_R(o)$): this allows us to prove that remainder terms arising from the integrations by parts carried out vanish as $R \to \infty$. The integral inequality we obtain in the end has, as a free parameter, the final datum of the dual problem; since the latter is arbitrary, the claimed inequality follows. We stress that we use only Green functions on balls, hence nonparabolicity of the manifold need not be assumed.

Proof of the parabolic uniqueness and comparison: Theorem 2.5 Since $\bar{u}$ and $u$ are a distributional supersolution and subsolution, respectively, of (1.1), it is straightforward to check that they satisfy the following inequality:

$$
\int_0^T \int_M \left[ (\bar{u} - u) \xi_t + (\bar{u}^m - u^m) \Delta \xi \right] d\mu dt 
\leq \int_M \left[ \bar{u}(x, T) - u(x, T) \right] \xi(x, T) d\mu,
$$

for a.e. $T > 0$ and for any nonnegative $\xi \in C^\infty_c(M \times [0, T])$. Let

$$
a(x, t) := \begin{cases} 
\frac{\bar{u}(x, t)^m - u(x, t)^m}{\bar{u}(x, t) - u(x, t)} & \text{if } \bar{u}(x, t) \neq u(x, t), \\
0 & \text{if } \bar{u}(x, t) = u(x, t).
\end{cases}
$$

Clearly $a$ is everywhere nonnegative and bounded. So, due to (3.18), inequality (3.17) can be rewritten as

$$
\int_0^T \int_M (\bar{u} - u) (\xi_t + a \Delta \xi) d\mu dt \leq \int_M \left[ \bar{u}(x, T) - u(x, T) \right] \xi(x, T) d\mu.
$$

Now let us take $R_0 > 0$ and $R > R_0 + 1$: in the sequel, $R_0$ is meant to be fixed once for all, while $R$ will eventually go to infinity. In order to simplify notations, we set $B_r(o) \equiv B_r$ for all $r > 0$. Let

$$
\{a_n, R\}_{n \in \mathbb{N}} = \{a_n\}_{n \in \mathbb{N}} \subset C^\infty(M \times [0, T]), \quad a_n > 0 \quad \text{in } B_R \text{ for every } n \in \mathbb{N},
$$

$$
\omega \in C^\infty_c(M), \quad \omega \geq 0, \quad \omega \equiv 0 \quad \text{in } M \setminus B_{R_0}.
$$
For every $n \in \mathbb{N}$, we call $\xi_n$ the solution of the backward parabolic (dual) problem

$$
\begin{cases}
\partial_t \xi_n + a_n \Delta \xi_n = 0 & \text{in } B_R \times (0, T), \\
\xi_n = 0 & \text{on } \partial B_R \times (0, T), \\
\xi_n = \omega & \text{in } B_R \times \{T\}.
\end{cases}
$$

(3.19)

It is plain that $\xi_n$ is positive in $B_R \times (0, T)$, regular and satisfies

$$
\frac{\partial \xi_n}{\partial v} \leq 0 \quad \text{on } \partial B_R \times (0, T).
$$

(3.20)

For all $0 < \varepsilon < 1/2$ we can pick a family of nonincreasing cut-off functions $\tilde{\phi}_\varepsilon$ such that

$$
\tilde{\phi}_\varepsilon \in C^\infty_c([0, \infty)), \quad 0 \leq \tilde{\phi}_\varepsilon \leq 1, \quad \tilde{\phi}_\varepsilon \equiv 1 \quad \text{in } [0, R - 2\varepsilon), \\
\tilde{\phi}_\varepsilon \equiv 0 \quad \text{in } (R - \varepsilon, \infty),
$$

(3.21)

and then set

$$
\phi_\varepsilon(x) := \tilde{\phi}_\varepsilon(r(x)) \quad \forall x \in M.
$$

(3.22)

We are therefore allowed to plug $\xi \equiv \xi_n \phi_\varepsilon$ in (3.17), which yields

$$
\begin{align*}
\int_0^T \int_M (\overline{u} - u) \phi_\varepsilon (a - a_n) \Delta \xi_n \, d\mu \, dt \\
+ \int_0^T \int_M (\overline{u}^m - u^m) \left(2\langle \nabla \phi_\varepsilon, \nabla \xi_n \rangle + \xi_n \Delta \phi_\varepsilon \right) \, d\mu \, dt \\
\leq \int_M \max_{t \in [0, T]} \left| \partial \xi_n / \partial v \right| (x, t) \omega(x) \, d\mu.
\end{align*}
$$

(3.23)

Let us set

$$
I_{n, \varepsilon}(R) := \int_0^T \int_M (\overline{u} - u) \phi_\varepsilon (a - a_n) \Delta \xi_n \, d\mu \, dt,
$$

(3.24)

$$
J_{n, \varepsilon}(R) := \int_0^T \int_M (\overline{u}^m - u^m) \left(2\langle \nabla \phi_\varepsilon, \nabla \xi_n \rangle + \xi_n \Delta \phi_\varepsilon \right) \, d\mu \, dt.
$$

(3.25)

By standard computations, thanks to (3.21)–(3.22), the positivity and regularity of $\xi_n$ as well as the fact that the latter vanishes on $\partial B_R$, it is not difficult to show that (recall also (3.20))

$$
\lim_{\varepsilon \downarrow 0} \int_M \max_{t \in [0, T]} (2\langle \nabla \phi_\varepsilon, \nabla \xi_n \rangle + \xi_n \Delta \phi_\varepsilon)_+ \, d\mu = \int_{S_R} \max_{t \in [0, T]} \left| \partial \xi_n / \partial v \right| (x, t) \, d\sigma,
$$

$$
\lim_{\varepsilon \downarrow 0} \int_M \max_{t \in [0, T]} (2\langle \nabla \phi_\varepsilon, \nabla \xi_n \rangle + \xi_n \Delta \phi_\varepsilon)_- \, d\mu = 0,
$$

(3.26)
where $S_R := \partial B_R$ and $d\sigma$ is the Hausdorff measure on $S_R$. By virtue of (2.19), for every $\epsilon \in (0, T)$ we know that there exists some positive function $\alpha_\epsilon(R)$ such that 

$$\lim_{R \to \infty} \alpha_\epsilon(R) = 0$$

and

$$\int_{\epsilon}^{T} \left[ \bar{u}(x, t)^m - u(x, t)^m \right] dt \geq -\alpha_\epsilon(R) \quad \text{for a.e. } x \in M \setminus B_{R-1};$$

(3.27)

on the other hand, $\bar{u}$ and $u$ being globally bounded,

$$\int_{0}^{\epsilon} \left( |\bar{u}(x, t)|^m + |u(x, t)|^m \right) dt \leq \left( \|\bar{u}\|_\infty^m + \|u\|_\infty^m \right) \epsilon =: C\epsilon$$

for a.e. $x \in M \setminus B_{R-1}$.

(3.28)

Thus, by combining (3.25), (3.26), (3.27) and (3.28), we end up with

$$J_n(R) := \liminf_{\epsilon \downarrow 0} J_{n,\epsilon}(R) \geq -\left( \alpha_\epsilon(R) + C\epsilon \right) \int_{S_R} \max_{t \in [0, T]} \left| \frac{\partial \xi_n}{\partial \nu}(x, t) \right| d\sigma.$$  

(3.29)

We now need to provide a suitable bound on

$$\left| \frac{\partial \xi_n}{\partial \nu}(x, t) \right| \quad \text{for every } x \in S_R \text{ and } t \in (0, T).$$

To this aim, let us denote by $x \mapsto G_R(x, o)$ the Green function of the Dirichlet Laplace-Beltrami operator on $B_R$, namely the unique positive solution to

$$\begin{cases} 
-\Delta G_R(x, o) = \delta_o & \text{in } B_R, \\
G_R(x, o) = 0 & \text{on } S_R,
\end{cases}$$

(3.30)

$\delta_o$ being the Dirac mass centered at $o$. Note that, upon integrating the differential equation in (3.30) and observing that $\frac{\partial G_R}{\partial \nu} \leq 0$ on $S_R$, we end up with

$$\int_{S_R} \left| \frac{\partial G_R}{\partial \nu} \right| d\sigma = 1,$$

(3.31)

a crucial identity we shall exploit below. It is well known that $R \mapsto G_R(x, o)$ is nondecreasing and $x \mapsto G_R(x, o)$ is strictly positive in $B_R$: in particular there exists $\lambda > 0$, independent of $R$, such that

$$\lambda G_R(x, o) \geq \|\omega\|_\infty \quad \forall x \in S_{R_0}, \quad \forall R > R_0 + 1.$$

(3.32)

On the other hand, the comparison principle for problem (3.19) ensures that $0 \leq \xi_n \leq \|\omega\|_\infty$ in $B_R \times (0, T)$. As a consequence, thanks to (3.32) and (3.30) we infer that
\[ x \mapsto \lambda G_R(x, o) \] is a supersolution of
\[
\begin{cases}
\partial_t u + \alpha_n \Delta u = 0 & \text{in } (B_R \setminus B_{R_0}) \times (0, T), \\
u = 0 & \text{on } S_R \times (0, T), \\
u = \xi_n & \text{on } S_{R_0} \times (0, T), \\
u = 0 & \text{in } (B_R \setminus B_{R_0}) \times \{T\},
\end{cases}
\]
whereas \( \xi_n \) is a solution to the same problem. Hence, still by comparison, there follows the validity of the inequality \( \xi_n(x, t) \leq \lambda G_R(x, o) \) for all \((x, t) \in (B_R \setminus B_{R_0}) \times (0, T)\). Since both \( \xi_n \) and \( G_R \) are nonnegative and vanish on \( S_R \), from such inequality we also deduce that
\[
\left| \frac{\partial \xi_n}{\partial \nu} (x, t) \right| \leq \lambda \left| \frac{\partial G_R}{\partial \nu} (x, o) \right| \quad \forall (x, t) \in S_R \times (0, T). \tag{3.33}
\]
By plugging (3.33) in (3.29) and exploiting (3.31), we therefore obtain
\[
J_n(R) \geq -\lambda (\alpha \varepsilon (R) + C \varepsilon) ; \tag{3.34}
\]
if we let first \( n \to \infty \), then \( R \to +\infty \) and finally \( \varepsilon \to 0 \), estimate (3.34) yields
\[
\lim_{R \to +\infty} \liminf_{n \to \infty} J_n(R) \geq 0. \tag{3.35}
\]
As for the term \( I_{n, \varepsilon}(R) \) defined in (3.24), the proof goes exactly as the one of Theorem 3.1 of [13], so we just sketch the main points. First of all, by multiplying the differential equation in (3.19) by \( \Delta \xi_n \) and integrating over \( B_R \times (0, T) \) we get
\[
\frac{1}{2} \int_{B_R} |\nabla \xi_n(x, 0)|^2 \, d\mu + \int_0^T \int_{B_R} a_n (\Delta \xi_n)^2 \, d\mu \, dt = \frac{1}{2} \int_M |\nabla \omega|^2 \, d\mu,
\]
so that
\[
|I_{n, \varepsilon}(R)| \leq \frac{\|u\|_\infty + \|v\|_\infty}{\sqrt{2}} \left( \int_M |\nabla \omega|^2 \, d\mu \right)^{1/2} \left( \int_0^T \int_{B_R} \frac{(a - a_n)^2}{a_n} \, d\mu \, dt \right)^{1/2}. \tag{3.36}
\]
It is easily shown that one can exhibit positive, regular approximations \( a_n \) of \( a \) in such a way that, at every fixed \( R > R_0 + 1 \),
\[
\lim_{n \to \infty} \int_0^T \int_{B_R} \frac{(a - a_n)^2}{a_n} \, d\mu \, dt = 0 ;
\]
the basic idea is to regularize \( a \) allowing for an \( L^2(B_R) \) error of order e.g. \( 1/n \) and then lift the corresponding regularizations by \( 1/n \). As a consequence, thanks to (3.29),
(3.35) and (3.36), we end up with

$$\lim_{R \to +\infty} \lim_{n \to \infty} \lim_{\varepsilon \downarrow 0} \inf \left( I_{n,\varepsilon}(R) + J_{n,\varepsilon}(R) \right) \geq 0,$$

whence, recalling (3.23),

$$\int_{M} \left[ \omega(x, T) - u(x, T) \right] \omega(x) \, d\mu \geq 0.$$

The conclusion follows given the arbitrariness of $T$ and the test function $\omega$.

Finally, the uniqueness statement is a trivial consequence of comparison. $\square$

**Proof of the elliptic (non-) uniqueness and comparison: Theorem 2.2 (ii)** Our aim is to prove that $v \geq v$; to this end, we shall exploit the validity of the comparison principle for the parabolic problem (1.1) as stated in Theorem 2.5 and proved above. Indeed, the separable function

$$u(x, t) := \frac{v(x)}{(t + 1)^{\frac{1}{m-1}}}$$

is by construction a subsolution of (1.1) with initial datum $v$. On the other hand, it is immediate to check that the function

$$\overline{u}(x, t) := \frac{\overline{v}(x)}{t^{\frac{1}{m-1}}} \wedge \|v\|_{\infty}$$

is a bounded supersolution of (1.1) with initial datum $\|v\|_{\infty}$ (recall that $\overline{v}$ is positive by assumption). Thanks to (2.8) it is plain that (2.19) holds, and we are therefore in position to apply the above-mentioned parabolic comparison principle to deduce that

$$\frac{v(x)}{(t + 1)^{\frac{1}{m-1}}} \leq \frac{\overline{v}(x)}{t^{\frac{1}{m-1}}} \wedge \|v\|_{\infty} \quad \text{for a.e. } (x, t) \in M \times \mathbb{R}^{+}. \quad (3.37)$$

The thesis follows by letting $t \to +\infty$ in (3.37).

- Uniqueness of the minimal solution in the class of nonnegative, nontrivial, bounded solutions complying with (2.9) then follows by the just proved comparison result, upon noticing that as a consequence of standard strong maximum principles any nonnegative, nontrivial, bounded solution to (2.4) is in fact positive.

- As for the construction of a positive, bounded solution satisfying (2.10), let us start by showing that, thanks to (2.6), equation

$$-\Delta w = 1 \quad \text{in } M \quad (3.38)$$

has a positive, bounded supersolution vanishing at infinity. First of all, we look for a supersolution of the form $W(x) \equiv W(r) := K/r^{\mu+1-1}$ in $M \setminus B_{r_0}$ (from here
on we set \( \mu_1 \equiv \mu \) for notational simplicity), where \( K > 0, r_0 \geq 1 \) are suitable constants to be chosen, and we set again \( B_r(o) \equiv B_r \) for all \( r > 0 \). As in the beginning of the proof of Lemma 3.3, from the curvature assumption we infer the validity of (3.3). By the monotonicity of \( r \mapsto W(r) \), it is therefore enough to require that

\[-W''(r) - \beta r^\mu W'(r) \geq 1 \quad \forall r > r_0,\]

and an explicit elementary computation shows that this can be done up to picking \( K \) and \( r_0 \) large enough. In order to make it a barrier in the whole of \( M \), we extend it in a Lipschitz fashion as follows (we keep denoting by \( W \) such an extension):

\[
W(r) := \begin{cases} \frac{K}{r^{\mu-1}} \left[ \mu - (\mu - 1) \frac{r}{r_0} \right] & \text{if } r \in [0, r_0), \\ \frac{K}{r^{\mu-1}} & \text{if } r \geq r_0. \end{cases}
\]

Recalling the left-hand inequality of (3.3), it is apparent that \( W \) becomes a weak supersolution of (3.38) provided \( K \) is sufficiently large. We can now construct, for a given \( \alpha > 0 \), a supersolution \( V \) of (2.4) which satisfies the additional condition \( V \geq \alpha \) in \( M \). Indeed, by means of a direct calculation one checks that \( V \) can be chosen in the following way:

\[ V(x) \equiv V(r) := \left[ C W(r) + \alpha^m \right]^{\frac{1}{m}}, \]

for any \( C > 0 \) fulfilling

\[ C \geq \frac{1}{m - 1} \left[ C W(0) + \alpha^m \right]^{\frac{1}{m}}. \]

To provide the claimed solution \( v_\alpha \) we use the same strategy as in [5, Remark 4], namely we introduce the (positive) solutions \( v_{\alpha,R} \) to the Dirichlet problems

\[
\begin{cases}
-\Delta v_{\alpha,R}^m = \frac{1}{m-1} v_{\alpha,R} & \text{in } B_R, \\
v_{\alpha,R} = \alpha & \text{on } \partial B_R.
\end{cases}
\]

The comparison principle in \( B_R \) ensures that \( R \mapsto v_{\alpha,R} \) is monotonically increasing and \( \alpha \leq v_{\alpha,R} \leq V \) in \( B_R \). The conclusion follows by letting \( v_{\alpha} := \lim_{R \to +\infty} v_{\alpha,R} \), noting that \( V \) tends to \( \alpha \) at infinity. Uniqueness is clear from (2.8) and the comparison principle established in the beginning.
3.3 Asymptotics and pointwise estimates for solutions to the PME

In the first part of this section we prove Theorem 2.4, namely the result relating the asymptotics of minimal solutions to (1.1) to the separable solution constructed in terms of the minimal solution to the nonlinear elliptic Eq. (2.4).

The method of proof is by now classical, so we shall only stress the main points. As references, see [25, Theorem 1.1] or [26, Theorem 20.1] in the framework of Euclidean bounded domains, [19, Theorem 5.1] in the case of a weighted Euclidean PME in the whole space and [12, Theorem 3.1] for its fractional (nonlocal) counterpart.

Proof of Theorem 2.4 First of all, the validity of (2.16) is a straightforward consequence of the fact that \( v \) is strictly positive. Indeed, recalling the definition of minimal solution through the approximate solutions \( u_R \) of (2.14), there exists \( t_0 = t_0(R) > 0 \) such that

\[
u_0(x) \leq \frac{v(x)}{t_0^{\frac{1}{m-1}}} \quad \text{for a.e. } x \in B_R(o);
\]

hence, as a consequence of the comparison principle on balls, there follows

\[
u_R(x, t) \leq \frac{v(x)}{(t + t_0)^{\frac{1}{m-1}}} \quad \text{for a.e. } (x, t) \in B_R(o) \times \mathbb{R}^+
\]

and so (2.16) upon letting \( R \to \infty \). The absolute bound (2.17) is then guaranteed by the boundedness of \( v \) (Theorem 2.2 (i)).

In order to prove (2.15), let us introduce the following rescaled solution \( U \):

\[
u(x, t) = e^{-\frac{\tau}{m-1}} U(x, \tau), \quad t = e^\tau \quad \forall (x, \tau) \in M \times [0, +\infty).
\] (3.39)

It is immediate to check that \( U \) is a (very weak) nonnegative solution of the equation

\[
u_t = \Delta U^m + \frac{1}{m-1} U \quad \text{in } M \times (0, +\infty),
\]

in the sense that

\[
-\int_0^{+\infty} \int_M U \varphi_t \, d\mu d\tau = \int_0^{+\infty} \int_M U^m \Delta \varphi \, d\mu d\tau + \frac{1}{m-1} \int_0^{+\infty} \int_M U \varphi \, d\mu d\tau
\] (3.40)

for all \( \varphi \in C_c^\infty(\mathbb{R}^d \times (0, +\infty)) \). Moreover, thanks to (2.16)–(2.17),

\[
u(x, \tau) \leq v(x) \leq C \quad \text{for a.e. } (x, \tau) \in M \times (0, +\infty).
\] (3.41)
On the other hand, by the Bénilan-Crandall inequality, we know that
\[ u_t \geq -\frac{u}{(m-1)t} \quad \text{in } M \times (0, +\infty), \quad (3.42) \]
in the sense of distributions. This is a remarkable inequality that was first proved in [2] in Euclidean frameworks, but in fact only depends on the time-scaling properties of the PME (see e.g. [26, p. 182]), so it also holds on manifolds. Note that (3.42) can be rewritten equivalently as
\[ U_\tau \geq 0 \quad \text{in } M \times (-\infty, +\infty). \quad (3.43) \]
In particular, from (3.43) we deduce that \( \tau \mapsto U(\cdot, \tau) \) is (essentially) monotone increasing: therefore, the fact that \( u_0 \not\equiv 0 \) and (3.41) yield the existence of the (essential) monotone limit \( \hat{v}(x) := \lim_{\tau \to +\infty} U(x, \tau) \), which satisfies
\[ 0 \leq \hat{v} \leq v, \quad \hat{v} \not\equiv 0. \quad (3.44) \]
Let us show that \( \hat{v} \) is a solution of (2.4). By means of a standard in-time truncation argument, from (3.40) it is direct to deduce the validity of
\[
\int_M U(x, \tau_2) \phi(x) \, d\mu - \int_M U(x, \tau_1) \phi(x) \, d\mu = \int_{\tau_1}^{\tau_2} \int_M U^m \Delta \phi \, d\mu \, d\tau + \frac{1}{m-1} \int_{\tau_1}^{\tau_2} \int_M U \phi \, d\mu \, d\tau \quad (3.45)
\]
for all \( \phi \in C^\infty_c(M) \) and a.e. \( \tau_2 > \tau_1 > 0 \). By setting \( \tau_2 = \tau_1 + 1 + o(1) \) and letting \( \tau_1 \to +\infty \) in (3.45), we end up with the identity
\[
0 = \int_M \hat{v}^m \Delta \phi \, d\mu + \frac{1}{m-1} \int_M \hat{v} \phi \, d\mu
\]
for all \( \phi \in C^\infty_c(M) \), namely \( \hat{v} \) is a solution to (2.4). Thanks to (3.44) and the definition of minimal solution, it follows that \( \hat{v} \) necessarily coincides with \( v \).

We have therefore proved that \( U(\cdot, \tau) \) converges pointwise to \( v \) as \( \tau \to +\infty \). The fact that such convergence occurs locally uniformly just follows by the Hölder-regularity properties of bounded solutions to the PME on bounded, regular domains of \( M \): see e.g. [26, Sect. 7.6] and references therein (methods can be adapted straightforwardly on Riemannian manifolds). In order to apply these regularity results to \( U \), one can perform a direct time-scaling argument as in the proof of [26, Theorem 20.1, Step 7]. We skip details.

In conclusion, the family \( \{U(\cdot, \tau)\}_{\tau \geq 0} \) is locally uniformly Hölder continuous, so it converges to \( v \) as \( \tau \to +\infty \) locally uniformly by the Ascoli-Arzelà Theorem. The convergence then becomes global by virtue of the decaying bounds (3.41) and (2.7). Finally, one retrieves the asymptotic result in terms of \( u(x, t) \) by undoing the change of variables (3.39).
We now turn to the pointwise upper and lower bounds for compactly-supported solutions given in Theorems 2.8 and 2.9. Since computations similar to those expanded in [14, Proofs of Theorems 3.1 and 3.2] are involved, we shall be fairly concise.

Proof of Theorem 2.8 (upper estimates) For the sake of better readability, we set again \( \mu_1 \equiv \mu \). If the upper curvature bound (2.6) holds, thanks to Lemma 3.1 and Laplacian comparison as recalled in Sect. 2, by reasoning as in the proof of Lemma 3.3, in the region \((M \setminus B_1(\rho)) \times \mathbb{R}^+\) it is enough to construct a radially-decreasing supersolution of the equation

\[
u_t = (u^m)_{rr} + \beta r^\mu (u^m)_r \quad \text{in} \quad [1, +\infty) \times \mathbb{R}^+,
\]

for a suitable constant \( \beta = \beta(n, \mu_1, Q_1, R) > 0 \) whose precise value here is immaterial. Indeed, the latter will also be a supersolution of \( u_t = \Delta u^m \) in \((M \setminus B_1(\rho)) \times \mathbb{R}^+\).

To this purpose, let us consider the following function, which is compactly supported in space for all \( t \geq 0 \):

\[
\bar{u}(r, t) := \frac{C}{(t + t_0)^{\frac{1}{m-1}}} \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\frac{\mu - 1}{\mu + 1}}} \right]_+^{\frac{1}{m-1}},
\]

\[
\forall (r, t) \in [0, +\infty) \times \mathbb{R}^+,
\]

where \( C, \gamma, r_0, t_0 \) are positive parameters to be chosen later (with \( t_0 > 1 \)). Elementary calculations, similar to those carried out in the proofs of Lemmas 3.3 and 3.4, show that for \( \bar{u} \) to be a supersolution in the above region one must require that, for all \( r \geq 1 \) and \( t \geq 0 \), there holds

\[
- \frac{C}{m-1} \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\frac{\mu - 1}{\mu + 1}}} \right]_+^{\frac{1}{m-1}} + C \gamma (\mu - 1) [\log(t + t_0)]^{-2 \frac{\mu}{\mu + 1}} \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\frac{\mu - 1}{\mu + 1}}} \right]_+^{\frac{2-m}{m-1}} \geq C^m \frac{m \mu (\mu - 1)}{m - 1} (r + r_0)^{-\mu - 1} \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\frac{\mu - 1}{\mu + 1}}} \right]_+^{\frac{1}{m-1}} \]

\[
+ C^m \frac{m (\mu - 1)^2}{(m - 1)^2} (r + r_0)^{-2 \mu} \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\frac{\mu - 1}{\mu + 1}}} \right]_+^{\frac{2-m}{m-1}},
\]

\[
- C^m \frac{\beta (\mu - 1)}{m - 1} r^\mu (r + r_0)^{-\mu} \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\frac{\mu - 1}{\mu + 1}}} \right]_+^{\frac{1}{m-1}}.
\]

It is not difficult to check that, if \( r_0 \geq \tilde{r}_0 \) and \( C \geq \bar{C}_0 \) for suitable \( \tilde{r}_0, \bar{C}_0 > 0 \) depending on \( n, m, \mu, \beta \) and on \( n, m, \mu, \beta, r_0 \), respectively, inequality (3.47) is in
fact equivalent to

\[
C^{m-1} k_1 \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\mu - 1}} \right]_{+}^{\frac{1}{m-1}} + \gamma k_2 \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\mu - 1}} \right]_{+}^{\frac{2-\mu}{m-1}} \geq C^{m-1} (r + r_0)^{-2\mu} ,
\]

(3.48)

where \(k_1, k_2 > 0\) are other numerical constants that we need not make explicit: we just point out that \(k_2\) depends only on \(n, m, \mu, \beta\), whereas \(k_1 > 0\) depends on \(n, m, \mu, \beta\) and continuously on \(r_0\), behaving like \(r_0^{-\mu}\) as \(r_0\) grows. It suffices to consider inequality (3.48) in the space-time region

\[
\{(r, t) \in [1, +\infty) \times \mathbb{R}^+ : r + r_0 < \gamma^{-\frac{1}{m-1}} [\log(t + t_0)]^{\frac{1}{m-1}} \},
\]

(3.49)
i.e. where the quantity appearing in the positive-part brackets is indeed positive (outside the region (3.49) the differential inequality is trivially satisfied in a weak sense). There (3.48) amounts to

\[
C^{m-1} k_1 \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\mu - 1}} \right] + \gamma k_2 \frac{2-\mu}{[\log(t + t_0)]^{\frac{2-\mu}{m-1}}} \geq C^{m-1} \frac{2-\mu}{(r + r_0)^{2\mu}} ,
\]
or equivalently

\[
C^{m-1} \left[ \frac{k_1}{(r + r_0)^{\mu - 1}} - \frac{1}{(r + r_0)^{2\mu}} \right] - \frac{C^{m-1}}{[\log(t + t_0)]^{\frac{\mu - 1}{m-1}}} \gamma k_1 \geq 0.
\]

(3.50)

It is readily seen that, for instance, if \(r_0^{\mu + 1} \geq 2\mu/[k_1(\mu - 1)]\) (which is always possible provided \(r_0\) is large – recall that \(k_1 \sim r_0^{-\mu}\)) then the l.h.s. of (3.50) is decreasing as a function of \(r\), so that the validity of (3.50) in the region (3.49) is equivalent to the validity of the latter at its (spatial) right-hand extremum, which in turn reads
\[ \gamma_{\mu}^{\mu+1} \frac{C_{m-1}}{C_{m-1}}. \tag{3.51} \]

We have therefore established that under the conditions \( r_0 \geq r_0, C \geq C_0 \) and \( (3.51) \), the function \( (3.46) \) is indeed a supersolution in \( (M \setminus B_1(o)) \times \mathbb{R}^+. \) Note that \( t_0 > 1 \) for the moment is left as a free parameter.

In order to make \( \bar{u} \) a global supersolution, we still have to deal with the region \( B_1(o) \times \mathbb{R}^+ \). Thanks to Theorem 2.4, we know in particular that there exist \( \tau, M > 0, \) depending on \( v \) and on \( \|u_0\|_{\infty} \), such that

\[ u(x, t) \leq M/(t + \tau)^{\frac{1}{1-m}} \text{ for a.e. } (x, t) \in B_1(o) \times \mathbb{R}^+. \]

Some elementary calculations show that \( u \geq M/(t + \tau)^{\frac{1}{1-m}} \text{ in } B_1(o) \times \mathbb{R}^+ \) if e.g.

\[ \gamma \leq \frac{(\log t_0)^{\mu+1}}{2(1 + r_0)\mu^{\mu-1}}, \quad t_0 \geq \tau, \quad C_{m-1} \geq 2(1 + r_0)^{\mu-1} \frac{t_0}{\tau} M^{m-1}. \tag{3.52} \]

Finally, in addition to \( r_0 \geq r_0, C \geq C_0, (3.51) \) and \( (3.52) \), we have to impose that \( \bar{u}(x, 0) \geq u(x, 0) \) for a.e. \( x \in M \setminus B_1(o) \), which is easily achieved upon choosing \( \gamma \) small enough, to make sure that the support of \( \bar{u}(x, 0) \) covers the one of \( u(x, 0) \), and \( C \) large enough, to make sure that the minimum of \( \bar{u}(x, 0) \) restricted to the support of \( u(x, 0) \) is larger than the (essential) maximum of \( u(x, 0) \). Upon labeling any of such choices by \( C = C_1, \gamma = \gamma_1, r_0 = r_1 \) and \( t_0 = t_1 \), we end up with \( (2.20) \). \( \square \)

**Proof of Theorem 2.9 (lower estimates)** Again, in order to make notations more readable, we set \( \mu_2 \equiv \mu \). If the lower curvature bound \( (2.11) \) holds, thanks to Lemma 3.2 and Laplacian comparison, by reasoning as in the proof of Lemma 3.4, in the region \( (M \setminus B_1(o)) \times \mathbb{R}^+ \) it is enough to find a radially-decreasing subsolution of the equation

\[ u_t = (u^m)_{rr} + \hat{\beta} r^\mu (u^m)_r \text{ in } [1, +\infty) \times \mathbb{R}^+, \]

for a suitable \( \hat{\beta} = \hat{\beta}(n, \mu_2, Q_2, R, \inf_{x \in B_R(o)} \text{Ric}_o(x)) > 0 \) whose precise value is unnecessary to our purposes. The latter will also be a subsolution of \( u_t = \Delta u^m \) on \( (M \setminus B_1(o)) \times \mathbb{R}^+ \). We consider a subsolution \( u(r, t) \) of the same type as \( (3.46) \): hence, for all \( r \geq 1 \) and \( t \geq 0 \) we need to require the validity of the analogue of \( (3.47) \) with reverse inequality. By arguing similarly to above, one sees that if e.g. \( r_0 \geq 1 \) and \( 0 < C \leq C_0 \) (for a suitable \( C_0 > 0 \) depending only on \( n, m, \mu, \hat{\beta} \)) such inequality turns out to be equivalent, for all \( r \geq 1 \) and \( t \geq 0, \) to
\[- \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\frac{\mu - 1}{\mu + 1}}} \right]_{+}^{\frac{1}{m - 1}} + \gamma k_1 [\log(t + t_0)]^{\frac{2\mu}{\mu + 1}} \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\frac{\mu - 1}{\mu + 1}}} \right]_{+}^{\frac{2 - m}{m - 1}} \leq C^{m - 1} k_2 (r + r_0)^{-2\mu} \left[ \frac{1}{(r + r_0)^{\mu - 1}} - \frac{\gamma}{[\log(t + t_0)]^{\frac{\mu - 1}{\mu + 1}}} \right]_{+}^{\frac{2 - m}{m - 1}} \right],

(3.53)

where \(k_1, k_2 > 0\) are other suitable constants depending only on \(n, m, \mu, \hat{\beta}\). Again, it suffices to make sure that (3.53) holds in the region (3.49), which leads to

\[- \left[ \frac{1}{(r + r_0)^{\mu - 1}} + \frac{\gamma}{[\log(t + t_0)]^{\frac{\mu - 1}{\mu + 1}}} \right]_{+}^{\frac{\mu + 1}{\mu - 1}} + \gamma k_1 [\log(t + t_0)]^{\frac{2\mu}{\mu + 1}} \leq \frac{C^{m - 1} k_2}{(r + r_0)^{2\mu}}. \tag{3.54}

By monotonicity, it is readily seen that the worst case occurs at the (spatial) right-hand extremum of (3.49), where (3.54) amounts to

\[ \gamma^{\frac{\mu + 1}{\mu - 1}} \geq \frac{k_1}{C^{m - 1} k_2}. \tag{3.55} \]

Hence, under the conditions \(r_0 \geq 1, 0 < C \leq C_0\) and (3.55), the function (3.46) is a subsolution in \((M \setminus B_1(o)) \times \mathbb{R}^+\). We remark that \(t_0 > 1\) is still left as a free parameter.

Let us deal with inner barriers. As observed in [14, Proof of Theorem 3.2], due to the diffusive nature of the PME it is plain that there exists \(T > 0\), depending on \(u_0, m\) and the metric of \(M\) (only locally), such that

\[ \inf_{x \in B_2(o)} u(x, T) > 0. \]

Therefore, a standard separable-subsolution argument on \(B_1(o)\) ensures that there exists a suitable constant \(\mathcal{I} > 0\) (depending on the just mentioned quantities) complying with

\[ u(x, t) \geq \frac{\mathcal{I}}{t^{\frac{m - 1}{m}}} \text{ for a.e. } (x, t) \in B_1(o) \times (T, +\infty). \]

Finally, it is straightforward to check that the further conditions

\[ C \leq \mathcal{I} r_0^{\mu - 1}, \quad \gamma \geq \frac{[\log(T + t_0)]^{\frac{\mu - 1}{\mu + 1}}}{r_0^{\mu - 1}}, \tag{3.56} \]

\[ \odot \] Springer
yield $u(x, t) \equiv 0$ for all $(x, t) \in (M \setminus B_1(o)) \times (0, T)$ and $u(x, t) \leq \mathcal{I}/t^{n-1}$ for all $(x, t) \in \partial B_1(o) \times [T, +\infty)$, which is enough to assert the validity of (2.22), upon labeling by $C = C_2$, $\gamma = \gamma_2$, $r_0 = r_2$ and $t_0 = t_2$ any of the above choices that satisfy $0 < C \leq C_0$, $r_0 \geq 1$, (3.55) and (3.56).

\[\square\]

4 Application to weighted Euclidean porous medium equations

In this section we state and briefly prove asymptotic results for nonnegative solutions to the following weighted Euclidean PME posed in the whole space:

$$
\begin{cases}
\rho u_t = \Delta u^m & \text{in } \mathbb{R}^n \times \mathbb{R}^+, \\
u(\cdot, 0) = u_0 & \text{in } \mathbb{R}^n,
\end{cases}
$$

with a new class of decaying weights $\rho$ that had not been treated before. We require that $n \geq 3$ for technical reasons. In fact, the barriers we use in this section do not work in the case $n = 2$. We proceed again by means of barrier arguments, where the choice of the explicit barriers is strictly related to results on manifolds proved in this paper, through a change of (radial) variable first introduced in [27] and then exploited in greater generality in [14]. The curvature assumptions required here translate, according to the just-mentioned change of variables, into precise assumptions on the asymptotic behaviour of the weight. More precisely, this leads us to deal with weights having a supercritical decay (though near critical), in the sense that

$$
\rho(x) \sim |x|^{-2} (\log |x|)^{-\nu} \quad \text{as } |x| = d(x, 0) \to +\infty, \quad \text{with } \nu > 1,
$$

a range that had not been considered in the study of subcritical weights carried out in [14, Sect. 9] (see Theorems 9.1 and 9.2 there).

**Theorem 4.1** Let $\rho(x)$ be a positive function such that $\rho \in L^\infty(\mathbb{R}^n) \ (n \geq 3)$, $\rho^{-1} \in L^\infty(\mathbb{R}^n)$ and

$$
\frac{K_1}{|x|^2 (\log |x|)^\nu} \leq \rho(x) \leq \frac{K_2}{|x|^2 (\log |x|)^\nu} \quad \text{for a.e. } x \in \mathbb{R}^n \setminus B_2(0),
$$

for some $\nu > 1$ and $K_1, K_2 > 0$. Let $u$ be the minimal solution to (4.1) corresponding to a nonnegative, nontrivial and compactly supported initial datum $u_0 \in L^\infty(M)$. Then:

(i) The pointwise estimates

$$
\begin{align*}
\frac{C_1}{(t + t_0)^{\frac{1}{m-1}}} \frac{1}{(\log |x|)^{\nu-1} - \left[\log(t+t_0)\right]^{\nu-1}} & \leq u(x, t) \leq \\
\frac{C_2}{(t + t_0)^{\frac{1}{m-1}}} \frac{1}{(\log |x|)^{\nu-1} - \left[\log(t+t_0)\right]^{\nu-1}}
\end{align*}
$$

(4.3)
hold for a.e. \( x \in \mathbb{R}^n \setminus B_{R_0}(0) \) and \( t \geq 0 \), where \( C_1, C_2, \gamma_1, \gamma_2, R_0, t_0 \) are suitable positive constants depending on \( n, m, \nu, \rho, u_0 \).

(ii) Furthermore,

\[
\lim_{t \to +\infty} \left\| t^{\frac{1}{m-1}} u(\cdot, t) - V \right\|_{L^\infty(\mathbb{R}^n)} = 0, \tag{4.4}
\]

where \( V \) is the minimal, positive solution to the equation

\[
-\Delta V^m = \frac{\rho(x)}{m-1} V \quad \text{in} \quad \mathbb{R}^n \tag{4.5}
\]

as constructed in [5], which satisfies the asymptotic estimates

\[
\left[ \frac{K_1}{m(v-1)(n-2)} \right]^{\frac{1}{m-1}} \leq \liminf_{|x| \to +\infty} V(x) (\log |x|)^{\frac{v-1}{m-1}} \leq \limsup_{|x| \to +\infty} V(x) (\log |x|)^{\frac{v-1}{m-1}} \leq \left[ \frac{K_2}{m(v-1)(n-2)} \right]^{\frac{1}{m-1}}. \tag{4.6}
\]

The above theorem is to be compared to the results of [19] for weights with decay \( \rho(x) \sim |x|^{-\gamma} \) for some \( \gamma \) mildly larger than 2. So, by combining the results of [14, Sect. 9] and Theorem 4.1, we can conclude that the behaviour

\[
\rho(x) \sim |x|^{-2} (\log |x|)^{-1} \quad \text{as} \quad |x| \to +\infty
\]

is critical with respect to the appearance of a separable asymptotics as in (4.4).

Proof of Theorem 4.1 As concerns the bound (4.3), first of all let us show that the function

\[
\overline{u}(x, t) := \frac{C_2}{(t + t_0)^{\frac{1}{m-1}}} \left[ \frac{1}{(\log |x|)^{\nu-1}} - \frac{\gamma_2}{[\log(t + t_0)]^{\nu-1}} \right]^{\frac{1}{m-1}}. \tag{4.7}
\]

is a supersolution of Eq. (4.1). In order to improve readability, we set

\[
A(x, t) := \left[ \frac{1}{(\log |x|)^{\nu-1}} - \frac{\gamma_2}{[\log(t + t_0)]^{\nu-1}} \right]_{+}.
\]
By direct calculations one sees that \( \overline{u} \) is a supersolution in \( (\mathbb{R}^n \setminus B_{R_0}(0)) \times \mathbb{R}^+ \) if and only if, in such region, there holds

\[
- \frac{K_2 C_2}{m-1} \frac{\mathcal{A}(x, t)^{\frac{1}{m-1}}}{|x|^2 (\log |x|)^\nu} + \frac{K_2 \gamma_2 C_1}{m-1} \frac{(v - 1) \mathcal{A}(x, t)^{\frac{2-m}{m-1}}}{|x|^2 (\log |x|)^\nu [\log(t + t_0)]^\nu} \geq - \frac{C_2^m m (v - 1)}{m-1} \left( n - 2 - \frac{\nu}{\log |x|} \right) \mathcal{A}(x, t)^{\frac{1}{m-1}} |x|^2 (\log |x|)^\nu + \frac{C_2^m m (v - 1)^2}{(m-1)^2} \frac{\mathcal{A}(x, t)^{\frac{2-m}{m-1}}}{|x|^2 (\log |x|)^{2\nu}},
\]

where \( R_0 > 2 \) and \( t_0 > 1 \) with no loss of generality. By close analogy with the explicit computations expanded in the proof of Theorem 2.8, it is possible to show that (4.8) is satisfied in the required space-time range provided \( C_2, R_0, t_0 \) are large enough and \( \gamma_2 \) is small enough. A very similar calculation shows that the function

\[
u(x, t) := \frac{C_1}{(t + t_0)^{\frac{1}{m-1}}} \left[ \frac{1}{(\log |x|)^{v-1}} - \frac{\gamma_1}{[\log(t + t_0)]^{v-1}} \right]^{\frac{1}{m-1}} \]

is a subsolution of (4.1) provided \( t_0 \) is the one chosen above, \( C_1 \) is small enough and \( \gamma_1, R_0 \) are large enough. Such barriers can be fixed inside a ball by reasoning likewise the final parts of the proofs of Theorems 2.8 and 2.9. Parameters can also be selected so that the resulting barriers are above and below \( u_0 \), respectively. As for (4.4), one proceeds as in the proof of Theorem 2.4 provided existence of a positive (minimal) solution to the nonlinear elliptic Eq. (4.5) is guaranteed. The latter fact follows from a direct application of the results of [5], or by barrier arguments of the same type as those used in the proof of Theorem 2.2. Indeed, the analogues of such barriers arguments yield precisely the asymptotic estimates (4.6). \(\Box\)

**Remark 4.2** The explicit form of the sub- and supersolutions exploited in the previous theorem is strictly related to the analogous results on manifolds, namely Theorems 2.8 and 2.9. Indeed, let us briefly recall the change of variables introduced in [14,27]. Consider a model manifold \( M_\psi \) as in Sect. 2, on which the PME (1.1) reads

\[
u_t = \Delta_g \left( \nu^m \right) \quad \text{with} \quad \Delta_g f = f'' + (n - 1) \frac{\psi'}{\psi} f'
\]

for all regular radial functions \( f = f(r) \), where the metric \( g \) on \( M_\psi \) is completely determined by \( \psi \). When looking for radial solutions to (4.10), through a suitable change of variables \( s = s(r) \) one can transform (4.10) into an equation for \( \hat{u}(s, t) = u(r(s), t) \) of the form

\[ho(s) \hat{u}_t = \Delta_s \left( \hat{u}^m \right),
\]
where now $\Delta_s$ is the Euclidean radial Laplacian in dimension $n$ (the radial coordinate being $s \equiv |x|$) and $\rho(s)$ is a suitable positive weight. The required condition for the change of variables to work as above turns out to be

\[
\frac{ds}{s^{n-1}} = \frac{dr}{\psi(r)^{n-1}}.
\] (4.11)

Upon integrating (4.11) between $r$ and $+\infty$ and using the asymptotic properties of $\psi$ that follow from our curvature bounds, one can show (see [14] for details) that $\rho$ is implicitly given by

\[
\rho(s) = \frac{[\psi(r(s))]^{2(n-1)}}{s^{2(n-1)}} \quad \forall s \in (0, +\infty),
\]

that it is regular, positive and complies with the bounds (4.2). Hence, in principle under additional assumptions on $\rho$, one can translate the results we proved on manifolds to the weighted Euclidean setting. However, a posteriori, barriers as in (4.7) and (4.9) yield super- and subsolutions of (4.1) under the sole assumption (4.2).

5 Comments and extensions

- We have extended our previous investigations on asymptotic behaviour of the Porous Medium Equation on Riemannian manifolds to the case of very curved Cartan–Hadamard manifolds with curvature exponents $2\mu > 2$. We note that the bulk behaviour is quite new, in the form of a separate-variable behaviour related to a special nonlinear elliptic equation, whose study has independent interest, and this is reminiscent of Dirichlet problems on bounded domains.

- On the other hand, the propagation properties depend on the outer behaviour and then there is continuity for the radius (and to some extent volume) size of the support across the value $\mu = 1$. Actually, the support radius behaves like $\left(\log t\right)^{1/(1+\mu)}$, the exponent going all the way from infinity at $\mu = -1$ to 0 as $\mu \to +\infty$. Regarding the estimate of the volume of the support, at least on model manifolds we have

\[
V(t) := \text{Vol}(B_{R(t)}(o)) = C(n) \int_0^{R(t)} \psi(r)^{n-1} r^\mu \, r, \quad \frac{\psi'}{\psi} \sim r^\mu;
\]

if we knew that $R(t) \sim (c \log t)^{1/(1+\mu)}$ for a precise $c > 0$, we would get at leading order the behaviour $V(t) \sim t^{(n-1)c/(\mu+1)}$ as $t \to +\infty$, with possible logarithmic corrections. A bound of this form for $R(t)$ is natural on model manifolds satisfying our curvature conditions as equalities, in view of (2.21) and (2.23). In order to make comparisons we need an accurate value of $c$: this was done in the case of the hyperbolic space in [27] but is nontrivial in the present situation and is left as an open problem. Nonetheless, a general lower bound can be estimated by an easy argument and holds under the sole upper curvature assumption: thus, if
\[ B(t) := B_{R(t)}(o) \] we get, by the mass conservation property and (2.17),

\[ M := \int_{B(t)} u(x, t) \, d\mu \leq \|u(t)\|_{L^\infty(M)} \, V(t) \leq C \, t^{-\frac{1}{m-1}} \, V(t), \]

which yields

\[ V(t) \geq C \, M \, t^{\frac{1}{m-1}}. \]

This is a good bound from below and it gives a lower estimate on the above constant \(c\). In particular, volume filling occurs at least as fast as in \(\mathbb{H}^n\) and faster than in \(\mathbb{R}^n\). Clearly, a bound from above in terms of a different power of \(t\) also holds in view of (2.21) under upper curvature bounds. We conjecture that the correct power is indeed \(t^{1/(m-1)}\), with possible logarithmic corrections.

- We have considered a representative family of curvatures with power divergence \(O(r^{2\mu})\) as \(r \to \infty\) and we have found explicit support rates with exponents that go to zero as \(\mu \to +\infty\). Moreover, by taking a more divergent curvature function we could have obtained support propagation rates as slow as we wanted. Finally, the Dirichlet problem in a bounded domain \(\Omega\) of \(M\) could be obtained as limit of the solutions in perturbations \(M_k\) of \(M\) (having \(\Omega\) in common) that have increasing curvatures in the complement of \(\Omega\). We leave these developments to the interested reader.

- The sublinear elliptic equation is important in itself and is worth a final comment. Brezis and Kamin in [5] show uniqueness of solutions to such equation in the weighted Euclidean case, under appropriate conditions on the weight; they consider a wider class of solutions, namely those whose \(\lim \inf\) at infinity vanishes. However, their arguments cannot be easily adapted to the manifold framework, since they involve Liouville-type results that may fail under the present geometric assumptions on \(M\), see e.g. [1]. It is an open problem to establish whether uniqueness holds in even larger classes of solutions, possibly after requiring additional properties of the manifold.
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