A giant cluster emerges discontinuously in bond percolation in various networks when the growth of large clusters is globally suppressed. It was recently revealed that this phenomenon occurs even in a scale-free (SF) network, where hubs accelerate the growth of large clusters. The SF network used in the previous study was disassortative, though, so it is necessary to check whether the phenomenon also occurs in an assortative SF network, where each hub prefers to be connected to another hub and thus the large cluster growth is accelerated. In this paper, we find that the phenomenon, namely the discontinuous emergence of a giant cluster in bond percolation with the global suppression of large clusters, also occurs in an assortative SF network. Interestingly, the generated network is also assortative but not a SF network at the transition point, unlike the disassortative SF network generated at the transition point in the previous study. We observe similar behaviors in two additional models and discuss the results.
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I. INTRODUCTION

The explosive percolation (EP) model is a type of percolation model in which a giant cluster emerges abruptly at a transition point due to the suppression of the growth of large clusters \([1, 4]\). In this model, \(N\) isolated nodes are given at the beginning \(t = 0\). At each time step \(t \to t + 1/N\), a link is attached between a disconnected pair of nodes following a given rule to suppress the growth of large clusters \([5, 11]\), and the fraction of nodes belonging to the largest cluster denoted by \(G\) is the order parameter. Then, a giant cluster emerges abruptly at a transition point, with \(G\) becoming \(G > 0\) abruptly as \(t\) exceeds the transition point \(t_c\). After the first EP model (the so-called product rule) was introduced \([5]\), diverse EP models were suggested, and the transition nature of the models was examined \([12, 15]\). As a result, it was concluded that a giant cluster emerges continuously with abnormal critical behaviors when the growth of large clusters is locally suppressed \([16-24]\), whereas a giant cluster emerges discontinuously when the growth of large clusters is globally suppressed \([21, 23]\).

In \([26]\), a rule with an external parameter \(g \in (0, 1]\) was applied to the Erdős–Rényi (ER) model to suppress the growth of large clusters globally. In this model, two nodes \(i, j\) to be connected by a link at each time \(t\) are chosen as follows.

(i) All clusters are ranked in ascending order by size as \(\{c_1, c_2, \ldots\}\).

(ii) A set of nodes \(R(t)\) belonging to the \(k\) smallest clusters satisfying \(\sum_{f=1}^{k-1} s_f < [gN] \leq \sum_{f=1}^k s_f\) is determined, where \(s_f\) is the size of the cluster \(c_f\). Therefore, \(R(t)\) includes approximately \(g\) fraction of nodes belonging to the smallest clusters.

(iii) One node \(i\) is selected randomly from the whole set, and another node \(j\) is selected randomly from the restricted set \(R(t)\).

Here, the growth of large clusters is globally suppressed because the connection between a pair of nodes both belonging to the complement of \(R(t)\) is not allowed, and global information of the cluster sizes is used in step (i). This model is called the restricted ER (r-ER) model.

The transition nature of the r-ER model has been carefully studied in \([26, 27]\). In these works, it was revealed that the model exhibits a hybrid transition, where a giant cluster emerges discontinuously and criticality appears at a transition point. In \([28]\), it was asked whether the transition nature changes when the global suppression rule is applied to the generation of a scale-free (SF) network, because the existence of hubs in a SF network would accelerate the growth of large clusters, which in turn would compete with the global suppression rule \([23, 30]\). To answer this question, the authors considered the static model \([31]\) to generate SF networks and studied the transition nature when the global suppression rule is applied to the static model.

In the static model, \(N\) nodes are indexed \(i = 1, 2, \ldots, N\). At each time \(t\), two nodes \(i, j\) are chosen randomly according to the probability \((ij)^{-\mu}/(\sum_{\ell=1}^N \ell^{-\mu})^2\). If \(i, j\) are not connected yet, they are connected by a link and \(t\) is increased by \(1/N\). As
a result, a SF network with the degree distribution $P_k(k) \propto k^{-\lambda}$ is generated, where $\lambda = 1 + 1/\mu$. It has been shown that a giant cluster emerges continuously from the beginning $t = 0$ for $2 < \lambda < 3(1/2 < \mu < 1)$ in the thermodynamic limit $N \to \infty$ [32,33]. These properties are presented in Fig. 1(a) and (b).

We remark that the average nearest neighbor degree of a node of degree $k$ denoted by $\langle k_{nn}\rangle (k)$ decreases as $k$ increases in a large $k$ range, as shown in Fig. 1(c), and thus the generated SF network is disassortative. It has also been shown that this degree–degree correlation is an intrinsic property of the static model that arises because hubs avoid multiple edges and self-loops [34].

The following process is considered in [28] to apply the global suppression rule to the static model. At each time $t$, a set of nodes $R(t)$ is determined with an external parameter $g \in (0,1)$ following steps (i) and (ii) given above. Then one node $i$ is selected randomly from the whole set according to the probability $i^{-\mu}/(\sum_{j=1}^{N} j^{-\mu})$, and another node $j$ is selected randomly from the restricted set $R(t)$ according to the probability $j^{-\mu}/(\sum_{j \in R} j^{-\mu})$. If $i \neq j$ and they are not connected yet, they are connected by a link and $t$ is increased by $1/N$. This model is called the restricted scale-free (r-SF) network model.

The transition nature of the $r$-SF model has been carefully studied in [28], where it was revealed that a hybrid percolation transition is observed as in the $r$-ER model, and that the generated network is a scale-free network. We check these results in Fig. 1(d) and (e): $G(t)$ exhibits a shape like that of a hybrid percolation transition in Fig. 1(d), and SF networks with the degree exponent $\lambda = 1 + 1/\mu$ are generated in Fig. 1(e).

We remark that $\langle k_{nn}\rangle (k)$ decreases as $k$ increases, as shown in Fig. 1(f), and thus the generated SF network is disassortative as in the static model. Moreover, high-degree nodes have lower values of $\langle k_{nn}\rangle$ compared to those of the nodes of the static model (Fig. 1(c)) with the same $k$ at the same $t$. We guess that this result may occur because the global suppression rule in the $r$-SF model induces the high-degree nodes in the complement of $R(t)$ to connect with low-degree nodes in $R(t)$.

For a fixed degree distribution $P(k) \sim k^{-\lambda}$, it is known that the transition point is advanced in bond percolation in an assortative SF network compared to those in bond percolation in disassortative and uncorrelated SF networks [35-37]. This is probably because in assortative SF networks, each hub prefers to be connected to another hub and thus the growth of large clusters is accelerated in bond percolation. Therefore, it is still a remaining problem to check whether a giant cluster emerges continuously by overcoming the global suppression rule when an assortative SF network is used instead of the disassortative SF network used in [28].

In this paper, we show that a giant cluster indeed emerges discontinuously at a transition point in bond percolation even in assortative SF networks when the global suppression rule is applied. Unexpectedly though, we obtain the result that the generated network is not a scale-free network at the transition point. For simplicity, we do not determine whether the transition is a hybrid transition through further investigation into the existence of criticality at the transition point.

The rest of this paper is organized as follows. In Sec. II, we introduce a system where the global suppression rule is applied to bond percolation in an assortative SF network and show that it exhibits a discontinuous emergence of a giant cluster. We also investigate the degree distribution and degree–degree correlation at the transition point. In Sec. III, we obtain similar results for several variants of the model used in Sec II. In Sec. IV, we discuss the results.

II. APPLICATION OF THE GLOBAL SUPPRESSION RULE TO BOND PERCOLATION IN ASSORTATIVE SF NETWORKS

In this section, we generate assortative SF networks and apply the global suppression rule to bond percolation in them. At first, we generate assortative SF networks following the rule introduced in [37] as described below. At each time step, one node $i$ $(i = 1, \ldots, N)$ is chosen randomly according to the probability $i^{-\mu}/(\sum_{j=1}^{N} j^{-\mu})$. Another node $j$ is selected randomly among the nodes with the same degree as $i$. If the two nodes $i$ and $j$ are not already connected by a link, a link is attached between them. We generate a network by attaching $N(k)/2$ number of links in this way, where $\langle k \rangle$ is the average degree.

We note that this process is a variant of the static model modified to connect nodes with the same degree. It is known that a
network generated from this process is an assortative SF network with the degree exponent $\lambda = 1 + 1/\mu$ [37]. We observe the properties of such generated networks in Fig. 2a and (b) where $P_t \sim k^{-\lambda}$, and $\lambda = 1 + 1/\mu$ and $(k_{in})(k) \sim k$ are observed in Fig. 2a and (b), respectively. In Fig. 2c, we measure the assortativity coefficient $r$, which is the Pearson correlation coefficient between the degrees of neighboring nodes, where $r > 0$ and increases monotonically with $N$. The results in Fig. 2b and (c) support that the generated networks are indeed assortative.

We occupy the bonds in the generated networks where the nodes are connected by occupied bonds. We now apply the global suppression rule to bond percolation in the generated networks as described below. At each time $t$, the set $R(t)$ of approximately $gN$ nodes included in the smallest clusters is determined with an external parameter $g \in [0, 1]$ following steps (i) and (ii) in Sec. II. An unoccupied bond is then randomly selected and occupied unless both nodes of the bond belong to the complement of $R(t)$. Figure 3 presents the simulation results of this model.

In Fig. 3a, $G$ increases more abruptly near the transition point as $N$ increases. In Fig. 3b, we follow the analysis in [28] to show that $G$ exhibits a discontinuity in the thermodynamic limit $N \to \infty$. Specifically, we measure distributions of $G$ denoted by $P_G$ by changing $t$ near the transition point for a fixed $N$. From this, we find that there exist $t^*_c$ and $t^*_c$, where $P_G$ has double peaks for $t^*_c < t < t^*_c$ and that the peak in the small (large) $G$ region disappears as $t$ becomes larger (smaller) than $t^*_c$. Therefore, a giant cluster with the size $G(t^*_c)$ similar to the location of the peak of $P_G$ in the large $G$ region emerges as $t$ exceeds $t^*_c$. In this respect, $G(t^*_c)$ can be regarded as the giant cluster size just after the transition. As shown in the inset of Fig. 3b, $G(t^*_c)$ converges to $G_0 > 0$ as $G(t^*_c) - G_0 \sim N^{-0.21}$. We also check that $t^*_c \to t^*_c$ as $N \to \infty$, such that $G$ indeed exhibits a discontinuity with the finite gap size $G_0 > 0$ at $t_c$, where $t_c$ is the limit of $t^*_c$, $t^*_c$ as $N \to \infty$.

In Fig. 3c, $r(t)$ drastically increases for $t > t^*_c$. To understand this phenomenon, we observe $G(t^*_c) > (1 - g)$, which results in all nodes belonging to $R(t)$ thereby rendering the global suppression rule ineffective for $t > t^*_c$. Consequently, this model reduces to random bond percolation in the assortative SF networks, and $r(t)$ drastically increases to the $r$ values in Fig. 2c as $t$ increases.

In Fig. 3d, both $r(t^*_c), r(t^*_c)$ are positive and increase with $N$ such that we expect $r(t_c) > 0$ in the limit $N \to \infty$. This result means that an assortative network is constructed at $t_c$ in the assortative SF networks even though the global suppression rule induces the constructed network to be disassortative, as described in Sec. II when discussing the difference between Fig. 1c and (f). As expected from $r(t^*_c), r(t^*_c) > 0$ in Fig. 3d, $(k_{in})(t^*_c)$ and $(k_{in})(t^*_c)$ increase with $k$ as shown in Fig. 3e and (f), respectively. Interestingly, $P_k(t^*_c)$ and $P_k(t^*_c)$ decrease exponentially as shown in Fig. 3g and (h), respectively, even though the underlying network follows $P_k \sim k^{-\lambda}$. In other words, the constructed networks at $t_c$ are not SF networks, in contrast to the underlying network being a SF network. This result also differs from the construction of SF networks at the transition.
point when the global suppression rule is applied to the static model, see Fig. 1(e) [28].

We interpret this phenomenon qualitatively as follows. If the global suppression rule is applied to bond percolation in the SF networks, hubs may belong to the complement of \( R \). Since the bond between nodes belonging to the complement of \( R \) cannot be occupied according to the global suppression rule, link occupation between hubs may not be allowed.

The underlying networks in our model are assortative SF networks, whereas the static model generates disassortative SF networks. In the assortative SF networks of our model, the neighbors of each hub are mostly hubs, as shown in Fig. 2(b), unlike the disassortative SF networks generated by the static model. Therefore, most of the bonds connected to each hub are not occupied up to \( t_c \) where the global suppression rule is effective in the assortative SF networks of our model. As a result, \( P_S \) of the occupied bonds at \( t_c \) decreases exponentially, as shown in Fig. 3(g) and (h).

### III. MODIFIED RESTRICTED SCALE-FREE NETWORK MODELS TO REDUCE THE DEGREE DIFFERENCE BETWEEN NEIGHBORS

In the previous section, we applied the global suppression rule to bond percolation in assortative SF networks. In the model, a giant cluster emerges discontinuously, and the constructed network is an assortative network with a positive assortativity coefficient at the transition point. Moreover, it was shown that the constructed network is not a SF network even though the underlying network is a SF network.

In this section, we introduce two additional models and show that they exhibit similar behaviors. In both models, at each time \( t \), the set \( R(t) \) of approximately \( gN \) nodes is determined for the external parameter \( g \in (0, 1] \) following steps (i) and (ii) in Sec. I and a node \( i \in R(t) \) is chosen randomly according to the probability \( \frac{i^{-\mu}}{\sum_{R(t)} i^{-\mu}} \). The difference between the two models appears when \( i \) selects another node to connect to.

In the first additional model, \( i \) connects to the node with the most similar degree among all nodes. In the second additional model, two candidates \( j_1 \) and \( j_2 \) are randomly selected among all nodes, and then \( i \) connects to the node with a smaller difference in degree between the two candidates.

We note that these models are variants of the \( r \)-SF model [28] modified to reduce the difference in degree between neighbors. Moreover, we choose \( i \) from the restricted set \( R(t) \) rather than from the entire system, for the following reason. If \( i \) is selected randomly from the entire system according to the probability \( \frac{i^{-\mu}}{\sum_{i=1}^{N} i^{-\mu}} \) while the node to be connected with \( i \) is selected from the restricted set \( R(t) \), \( i \) will be mainly a hub. Accordingly, the degree difference between these nodes should be large because \( R(t) \) may contain only low-degree nodes and thus no hubs.

Figure 4 presents the results of applying the analysis used in Fig. 3 to the first additional model. In Fig. 4(a), \( G \) increases more abruptly near the transition point as \( N \) increases. In Fig. 4(b), we follow the analysis in Fig. 3(b) and show that \( G \) exhibits a discontinuity in the thermodynamic limit \( N \to \infty \) with the finite gap size \( G_0 > 0 \) at \( t_c \), where \( G_0 \) and \( t_c \) are limits of \( G(t_c^+) \) and \( t_c^+ \) as \( N \to \infty \), respectively. In Fig. 4(c), \( r \) increases drastically for \( t > t_c^+ \). To understand this phenomenon, we observe \( G(t_c^+) \) \( > \) \( 1 - g \), where all nodes belong to \( R(t) \). Therefore, links would mainly connect between hubs, and thus \( r \) would increase drastically for \( t > t_c^+ \). In Fig. 4(d), we expect \( t_c^+ \) \( > \) 0 in the limit \( N \to \infty \). This result means that an assortative network is constructed at \( t_c \) because of the rule that \( i \in R \) is connected to the node with the most similar degree among all nodes, even though the global suppression rule induces the constructed network to be disassortative, as
In summary, we modified rules to make the degrees of connected nodes become similar in hybrid percolation transition models generating disassortative SF networks at the transition point. In the three models that we used, assortative networks are generated at the transition points as expected, but the generated networks are not SF networks. We also checked that a giant cluster emerges discontinuously at the transition point.

The motivation of this work was to observe continuous transitions by accelerating connections between hubs even when the global suppression rule is applied. However, continuous transitions were not observed in the models that we considered. In [25], it was reported that percolation in assortative networks share common properties with percolation in growing networks. Therefore, the existing result in [25] that a giant cluster emerges discontinuously when the global suppression rule is applied to percolation in growing networks might explain our results. Furthermore, applying the global suppression rule to percolation in assortative growing networks can be an attempt to observe continuous transition by overcoming the global suppression rule.

We note that all of these models fail to generate assortative SF networks at the onset of the transitions. Therefore, future work should find a new rule that generates assortative SF networks at the onset of the transition when applied to hybrid percolation transition models. Studying the transition nature of such a model would be of interest.
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