Feature Extraction from Turbulent Channel Flow Databases via Composite DMD Analysis
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Abstract. In this contribution we consider the Dynamic Mode Decomposition (DMD) framework as a purely data-driven tool to investigate a \( Re \approx 950 \) turbulent channel database. Specifically, composite-based DMD analyses are conducted, with hybrid snapshots composed by skin friction and Reynolds stress. A small number of dynamic modes (less than 1\% of the number of snapshots) is found to be able to recover accurately the DNS Reynolds stresses near the wall, with a weighted factor as an indicator for the modes selections. As a possibility of analysis large turbulent database, we conclude that composite DMD is an attractive, purely data-driven, feature extraction tool to study turbulent flows.

1. Introduction

Turbulent flows involve a wide ranges of spatial and temporal scales, which impose stringent constrains on the experimental tools and/or numerical techniques employed to describe such flows. Dense grids of computational/data-acquisition points and high time resolution are required to obtain a well-resolved, statistically independent description of a turbulent flow. Modern data-acquisition systems (\textit{e.g.} particle image velocimetry, PIV [1]) fulfill the requirements to gain an accurate description. Advances in high-performance computing systems and development of stable and accurate numerical schemes, designed to exploiting parallel architectures, make possible to compute and analyze the complex real world processes with higher resolution and wider flow conditions (\textit{e.g.} via direct numerical simulation, DNS [2]). However, the application of such techniques to the turbulent flow lead to an enormous size of data, and the computational grids even scales roughly as \( Re^{9/4} \), where \( Re \) is the Reynolds number of the flow. Then the analyses of those data become a challenging task.

Feature extraction algorithms assist on the classification of the information buried in the data from experiments or DNS computations. In recent years, Proper Orthogonal Decomposition (POD, [3, 4]) and Dynamic Mode Decomposition (DMD, [5, 6]) have arisen as probably the most wide spread techniques.
Proper Orthogonal Decomposition techniques, which work on the sequences of snapshots acquired at successive time interval either from experimental measurements or numerical solutions, provide an optimal representation of these sequences. Features identified by POD are orthogonal to each other [4], and are classified by a decreasing energy content. Applications of POD techniques to the analysis of turbulent flow are reported in [7, 8].

POD algorithms can also be leveraged to build Reduced Order Models (ROMs) for the turbulent flows. Recently, [9] introduced a low-order model through a two-step Galerkin projection of the Navier-Stokes equations, which simulated regeneration of the streaks by the lift-up effect and reproduced the periodic spatial-temporal flow patterns. The link to the near-wall dynamics of turbulent boundary layers also attracted our attention on the features in the inner region of the turbulent boundary layers.

Dynamic mode decomposition (DMD) techniques, which emerged about ten years ago with the contributions of Schmid [6] and Rowley and collaborators [5], have arisen as prominent feature identification methods in the field of fluid dynamics. DMD also operates on a sequence of snapshots, but structures retrieved oscillate harmonically at specific frequencies. Many variants of the DMD method exist, allowing to retrieve meaningful flow structures from either experimental or numerical flow data in a purely data-driven (i.e., equation free) manner. Examples of successful application of variants of the method to a great variety of flow data can be found in [10, 11, 12, 13, 14].

Recently, Le Clainche and her collaborators [15, 16] introduced a High Order version of the DMD algorithm. Reference [17] describes an Optimized variant of DMD which is less sensitive to noise in the input data. Contribution [18] describes a Sparsity-Promoting variant of DMD, which assists in the selection of a subset of dynamic modes retained. The Non-Uniform DMD strategy of [19], standing on compressed-sensing principles, is capable of handling snapshots sampled at varying temporal separation. It also offers the opportunity to reduce the size of the snapshots considered by having recourse to K-means algorithms. By combining both effects, an effective reduction of the computational effort needed to perform the DMD is achieved. Alternatively, [20] offers a distributed-memory implementation of DMD, based upon a parallelized QR decomposition. This same algorithm was later on applied on composite snapshots -i.e., snapshots formed by considering two or more different magnitudes (velocity components, skin friction, $\lambda_2$ invariant, ...) - to compute laminar-to-turbulent transition in [13].

However, no matter which specific implementation of POD/DMD is considered, handling large turbulent databases is invariably problematic. Indeed, since a wide range of temporal and spatial scales interacting in complex fashion is involved, it is never trivial to select a few of them which can reproduce the flow behavior accurately enough. However, the attempt of reproducing a specific feature or functional (e.g., drag) rather than the complete system behavior may ease the work at hand, as done e.g. in aerodynamic design [21, 22].

In this contribution we investigate the performance of composite DMD techniques when applied to a turbulent channel flow database at a moderate friction Reynolds
number \( Re_\tau \approx 950 \). In particular, we are interested in the flow physics in the near-wall region. Considering the work about the near-wall dynamics in the boundary layers [9, 10, 23], we will focus on the region \( y^+ \in [0, 50] \).

In a recent work [24], we conducted a composite DMD analysis of a turbulent channel flow database obtained at the relatively low \( Re_\tau \approx 200 \). By considering a temporal sequence of composite snapshots assembled by concatenating Reynolds stress field \( u'v'(\vec{x}, t) \) and wall skin friction \( C_f(t) \) we were capable of establishing an informed classification of the DMD modes retrieved. This classification ultimately allowed us to identify a few modes that reconstruct accurately the Reynolds stress distribution responsible of drag generation.

Our goal in this work is to assess whether the methodology set up in [24] is still applicable to turbulent channel flows at moderate friction Reynolds number. We thus consider the \( Re_\tau \approx 950 \) database, provided by Prof. Jiménez’ group [25]. The long term goal is to reveal whether flow features linked to drag exist by comparing the it with previous works [24] and -if that is the case- learn how those structures could be modified to better understand the near-wall dynamics with the change of the Reynolds number.

This contribution is organized as follows: next section describes the DNS solver employed to generate the turbulent databases and the specific implementations of DMD strategies applied to analyze them. Section 3 discusses the results obtained. Finally, section 4 presents the conclusions of our work.

2. Numerical Methodology

2.1. Databases description

The work conducted pertains to the \( Re_\tau \approx 950 \) database in [25]. However, whenever necessary, we refer to prior results on a \( Re_\tau \approx 200 \) database [24]. Accordingly, we will indicate with either R950 or R200 to which specific database we are referring to. The parameters of the DNS database studied are summarized in Table 1. The R200 database was generated by the incompressible DNS solver described in [26]. The code follows the paradigm introduced in [27]: it solves for the wall-normal components of velocity \( v \) and vorticity \( \eta \). This quantities are Fourier-transformed (de-aliased using the \( 2/3 \) rule) along the homogeneous directions, and discretized using explicit compact finite-differences along the wall normal direction. Both the streamwise \( u \) and spanwise \( w \) velocity components are retrieved using the continuity equation with the relation \( \eta = \frac{\partial w}{\partial x} - \frac{\partial u}{\partial z} \). Time integration is accomplished by an explicit third order, low-storage Runge–Kutta method, combined with an implicit second-order Crank–Nicolson scheme. The simulations have been conducted under the assumption of constant mass flux, and more detailed see [24].

The case R950 is described in more detail in Lozano-Durán & Jiménez [28, 29]. The code employed also follows [27]. The spatial discretization employed dealiased Fourier
Table 1. Parameters of the simulation.

| Case | $Re$ | $L_x/h$ | $L_z/h$ | $\Delta x^+$ | $\Delta z^+$ | $\Delta y_{\text{max}}^+$ | $N_x, N_z$ | $N_y$ | $\Delta t_s^+$ | $u_\tau$ |
|------|------|---------|---------|--------------|--------------|----------------|-----------|------|----------------|--------|
| R200 | 200  | $2\pi$  | $\pi$   | 6.54         | 3.27         | 5.18           | 192       | 129  | 0.1            | 0.04198|
| R950 | 932  | $2\pi$  | $\pi$   | 11           | 5.7          | 7.6            | 768       | 385  | 0.8            | 0.04539|

in the two wall-parallel directions, and either Chebychev or seven-point compact finite differences in the wall-normal one.

The streamwise and spanwise coordinates are $x$ and $z$, and the wall-normal coordinate, $y$, is zero at the wall. Throughout this paper, $u'$, $v'$ and $w'$ are streamwise, wall-normal and spanwise velocity fluctuations, measured with respect to their mean, which is defined over the two homogeneous directions and time.

The channel half-height is $h$, and ‘$+$’ superscripts denote wall units defined in terms of the friction velocity $u_\tau$ and of the kinematic viscosity $\nu$. The Kármán number is $Re_\tau = u_\tau h/\nu$. The Kolmogorov length and time scales are $\mu = (\nu^3/\varepsilon)^{1/4}$ and $t_\mu = (\mu/\varepsilon)^{1/2}$, respectively, where $\varepsilon$ is the mean dissipation rate of the kinetic energy.

The analysis of the temporal evolution of the flow requires storing approximately $10^3 \sim 10^4$ snapshots for each simulation, implying hundreds of gigabytes (GBs) to tens of terabytes (TBs) for each channel in Table 1. For the channel dimensions, they had been shown in [30, 28] that this box size is the minimum needed to accommodate the widest flow structures and results in correct one-point statistics. For the analyses in this work, we may try several efforts to reduce the burden of applying the DMD techniques, which make it possible to analyses the turbulent flow of multiscales in considerable time and memory requirements.

2.2. Feature detection algorithms: composite DMD

We present here a brief summary of the DMD technique, as proposed in [6]. Given a sequence of instantaneous flow fields numbered from 1 to $n_s$ (e.g., taking one or all recorded variables), the following data matrix can be constructed:

$$V^{n_s}_{1} = \{v(t_1), v(t_2), \ldots, v(t_{n_s})\},$$

where the subindex and superindex identify, respectively, the first and last time instants of the sequence. The data is ordered in time, and separated by a constant sampling time interval $\Delta t^a$ such that: $t_{k+1} = t_k + \Delta t^a$ for all $k = 1, \ldots, n_s - 1$. In the case of linear stability analysis and within the exponential growth region, it is possible to define a linear operator $A$ (i.e., a numerical approximation of the linearized Navier–Stokes operator) such that $v(t_{k+1}) = A v(t_k)$. For non-linear systems, $A$ represents the Koopman operator. Eq. 1 can then be rewritten as a Krylov sequence (see [31]):

$$V^{n_s}_{1} = \{v(t_1), A v(t_1), \ldots, A^{n_s-1} v(t_1)\}.$$
For an ordered sequence, Eq. 2 can be equated to Eq. 1:

$$A\{v(t_1), v(t_2), ..., v(t_{n_s-1})\} = \{v(t_2), v(t_3), ..., v(t_{n_s})\},$$

which can alternatively be written in matrix form as:

$$AV_1^{n_s-1} = V_2^{n_s}. \quad (4)$$

Next, the Singular Value Decomposition (SVD) of the matrix $V_1^{n_s-1} = U\Sigma W^H$ is obtained; the superscript $H$ denotes conjugate transposition. Matrix $\Sigma$ is a diagonal matrix with entries $\sigma_i$ the singular values. The left singular vectors – the columns of $U$ – can be related to the POD modes of the input data sequence [32]; the DMD algorithm of Schmid [6] offers the POD modes as a by-product.

The SVD of the snapshot matrix is then inserted into Eq. 4, which yields $AU\Sigma W^H = V_2^{n_s}$. The reduced matrix $\tilde{A} = U^H A U$ associated with the initial system described by $A$, can be rewritten using the former equality as:

$$\tilde{A} = U^H A U = U^H V_2^{n_s} W \Sigma^{-1}. \quad (5)$$

The reduced matrix $\tilde{A}$ is the projection of the matrix $A$ onto the space contained in $U$, and previously obtained through the SVD operation [6]. The DMD operates under the assumption that the projected matrix $\tilde{A}$ conveys most of the information codified into operator $A$.

Once the reduced matrix $\tilde{A}$ has been calculated, the reduced DMD modes $y_i$ can be obtained, as well as the associated eigenvalues $\mu_i$ (i.e., growth rates $\Re(\mu_i)$ and frequencies $\Im(\mu_i)$ mapped to the unit circle) of the reduced system by solving the eigenvalue problem $\tilde{A}y_i = \mu_i y_i$. The approximated eigenmodes of the matrix $A$ can then be recovered via a projection onto the original space, using relation $\phi_i = U y_i$. Eventually, the growth rates and frequencies in the complex half-plane can be recovered from the eigenvalues as $\lambda_i = \log(\mu_i)/\Delta t_s$ (do not mistake the $i$-th eigenvalue $\lambda_i$ with the $\lambda_2$ invariant).

Finally, note that the DMD decomposition allows to reconstruct the original data sequence as:

$$v(t) = \sum_{i=1}^{n_s-1} \alpha_i \phi_i e^{\lambda_i t}. \quad (6)$$

In this contribution, the amplitudes $\alpha_i$ are computed following the formulation in [18]. That is, the $\alpha_i$’s stem from the minimization problem in the Fröhbenius norm:

$$\min_{\alpha_i} \|\Sigma W^H - YD_\alpha V\|_F^2, \quad (7)$$

where the columns in matrix $Y$ are the eigenvectors $y_i$, diagonal matrix $D_\alpha$ contains the unknown amplitudes $\alpha_i$ and $V$ is a Vandermonde matrix whose columns are generated by the successive powers of the column vector $[\mu_1^k, \ldots, \mu_{n_s-1}^k]^T$, with $k = 0, \ldots, n_s - 1$. 


2.3. Composite DMD analysis of the turbulent databases

The DNS solver provides the flow state at every $\Delta t^*$ time instant, which we obtained the velocity field from the R950 database.

In this work two types of DMD analyses have been considered: classical DMD analysis –performed on snapshots of instantaneous Reynolds stress distribution, $u'v'(\vec{x}, t_k)$– and composite DMD analysis performed on snapshots obtained by concatenating instantaneous skin friction at the wall $C_f(t_k)$ and Reynolds stress $u'v'(\vec{x}, t_k)$. The reason why we do this choice could source back to the link between both magnitudes, as the FIK identity confirms [33]:

$$C_f = \frac{12}{Re_b} \text{Laminar} + 12 \int_{0}^{1} 2 (1 - y) < -u'v'> dy \text{ Turbulent}.$$  

(8)

In equation above, operator $< \circ >$ represents the temporal and spatial (along the homogeneous directions $x$ and $z$) averaging.

It should be noted that if the upper limit in expansion Eq. 6 is truncated -i.e., if a smaller number $n_r < n_s - 1$ is considered- a reduced order model for the process is obtained. Different criteria exist to discriminate which dynamic modes are to be retained, e.g., the cardinality-penalization-based criterion introduced in [18] or by the criterion of significant time-integrated contributions on the amplitude in [12].

In this work we have considered instead two simple criteria. The first criterion consists in retaining only those modes fulfilling $|\alpha_i| \geq 10\%$, where the $\alpha_i$’s are the amplitudes in Eq. 6. The second criterion retains in the expansion those modes that contribute most to the skin friction at the wall. This can be accomplished by defining the quantities $\beta_i \equiv (\phi_i \cdot e_{C_f})\alpha_i$. If $e_{C_f}$ is the unit vector along the component of the skin friction, then factor $(\phi_i \cdot e_{C_f})$ extracts the $C_f$-related component from the dynamic mode $\phi_i$ obtained in a composite DMD analysis. This second weighted criterion, shows the links between Reynolds stresses and skin friction. As we shall see in section 3.2, retaining those modes with $|\beta_i| \geq 10\%$ allows to recover with sufficient accuracy the Reynolds stresses distribution for $n_r \ll n_s$.

Finally, whatever the upper limit $n_r$ taken in expansion Eq. 6, note that the Reynolds stress profile extracted from the DMD analysis, are obtained as:

$$< u'v' >^{DMD} (y) = \frac{1}{n_s \Delta t^*} \sum_{i=1}^{n_r} \alpha_i < \phi_i - (\phi_i \cdot e_{C_f})e_{C_f} > \int_{0}^{n_s \Delta t^*} e^{\lambda_i t} dt.$$  

(9)

It is those profiles which, averaged by the $n_r$ reconstructed modes selected, will be compared against those retrieved directly from the DNS simulation in section 3.
3. Results and discussion

In this section, we firstly identify a subset of temporal snapshots that could relatively accurately represent the turbulent flow statistics at section 3.1. The subdomain taken into consideration is also discussed. Next, the results obtained by DMD with or without composite data will be discussed in section 3.2.

3.1. Data sequence definition and verification

First, since achieving a statistically converged representation of turbulent process requires averaging on large domains and over long times, processing the whole database with the DMD method is, quite often, not affordable. Accordingly, we investigate what spatial resolution and number of snapshots can be considered that is adequate to approximate the turbulent physics we are attempting to analyze.

To address this question, we show the second-order moments obtained from shorter snapshot subsequences \( n_s = 400, 500 \) and 800 applying different spatial decimation along the homogeneous directions \( x \) and \( z \), e.g., retaining every other three point (indicated as \( s_x = s_z = 4 \)). As visible in Fig. 1(a), considering spatially decimated snapshots does not impact second-order quantities. And for the number of snapshots retained, Fig. 1(b) also shows that at least in the near-wall region \( y^+ < 50 \), the error incurred is relatively small. Therefore, the data sequence considered in the rest of this work is the one consisting of the first \( n_s = 500 \) snapshots spatially decimated along both \( x \) and \( z \) directions with \( s_x = s_z = 4 \). Invoking vertical symmetry, one can also consider a half of the domain. In this manner, the data to be processed by DMD is reduced from the original 15754 snapshots of \( n_x \times n_y \times n_z \approx 2.27 \times 10^8 \) points to 500 snapshots of size \( \frac{n_x}{s_x} \times (\text{floor}(\frac{n_y}{s_y}) + 1) \times \frac{n_z}{s_z} \approx 3.16 \times 10^6 \). We considered as well sequences of snapshots in the range \( y^+ \in [0, y^+_{\text{max}}] \) for \( y^+_{\text{max}} = 50 \), which include the viscous and buffer layers, see Fig. 2.

Since then, the whole over time of the instantaneous flow-fields taken in this analysis are from \( t_1 \approx 806.044 \) to \( t_{500} \approx 814.204 \) with a time gap of \( \Delta T \approx 8.160 \) (note that \( \Delta T \neq \Delta t_x \)). One thing should be mentioned is that, as the sampling times of the snapshots provided in R950 database are slightly non-uniform, we did a linear interpolation to these sequences we are going to study, which helps to promote the analyses by DMD techniques.

3.2. DMD analysis

We have applied DMD analysis to \( n_s = 500 \) data sequences, considering snapshots formed either by just \( u'v'(\vec{x}, t_k) \) fields (classical DMD) or snapshots joining \( u'v'(\vec{x}, t_k) \) fields and \( C_f(t_k) \) values (composite DMD). From the eigenvalues distribution, Fig. 3, we find that the most of the modes lie near the locus \( |\mu| = 1 \), which respects the statistically stationary nature of this turbulent flow. Still some modes located inside the unit circle. From the eigenvalues distributions shown in Fig. 3, we also observe that both for the...
R200 and the R950 cases, classical and composite DMD eigenvalues practically coincide (see Figs. 3(a) and 3(c)).

As we said, classical and composite DMD give the practically the same eigenvalues distribution (see Fig. 3). However, by sorting according to the $\beta_i$ factor introduced in section 2.3, a smaller number of modes of a certain relevance is retrieved. Indeed, we observe how -no matter the Reynolds number considered - the number of modes associated either with large values of $|\beta_i|$ is always smaller than the number of modes associated with large $|\alpha_i|$, see Figs. 3(b) and 3(d).

Figure 4, in turn, establishes how the superposition of those few (less than 1%) composite DMD modes associated with large values of $|\beta_i|$ reconstructs (Eq. 9) quite accurately the Reynolds stress profile. On the contrary, still a fair amount of classical DMD modes associated with large values of $|\alpha_i|$ is not capable of providing an accurate

---

Figure 1. Reynolds shear stress $\langle u'v' \rangle$: data sequence sensitivity to length $n_s$ and spatial decimation $s_x$, $s_z$, based on the R950 database. In (a), sensitivity to length $n_s$; (b), sensitivity to spatial decimation.

Figure 2. The friction velocity normalized wall normal streamwise velocity profile.
reconstruction of the Reynolds stress. This seems to indicate that modes selected by large values of $|\beta|$ are more relevant to the physics investigated than those associated with large values of $|\alpha|$.

Finally, let us visualize the Dynamic modes from the composite DMD analyses. Fig. 5(a) shows the reconstructed $u'v'$ field for the R200 case using the $n_r = 6$ modes with $|\beta_i| / |\beta_{max}| > 10\%$. Fig. 5(b) does the same for single mode fulfilling previous condition. In both cases, features staying $\Delta z^+ \approx 100 - 120$ apart from each other are visible, which is consistent with the findings in e.g. [10, 23].
4. Conclusion

In this contribution, we presented a strategy to perform a composite DMD analysis on a turbulent channel flow at moderate Reynolds number ($Re \approx 950$). On this turbulent flow with more than $2.27 \times 10^8$ grid points per snapshot, we conducted the composite based DMD analyses on sequence of snapshots formed by skin friction $C_f(t_k)$ and the Reynolds shear stress field $u'v'$. Since the database memory size is far beyond the capacity of our machine, the first step was to find a proper scheme to reduce the data size while keeping the turbulent flow physics. The reduction of both the spatial resolution and temporal extent have been undertaken. Finally, we have retained a snapshot sequence of $n_s = 500$ snapshots and the resolution decimation $s_x = s_z = 4$ as an acceptable input for our investigation; also half channel was considered. We found that the first DMD mode (out of 499) can
As for the composite DMD analyses, and the classification of the modes according to factor $\beta_i$, we can identify a small number of dynamic modes (less than 1% of the original sequence length) and still reconstruct the shear stress properly.

To summarize, this work has described the application of the composite DMD technique to a higher Reynolds number turbulent channel flow, showing the possibility of investigating large database by the DMD techniques. Future work will consist of composite DMD analyses on either $C_f(t_k) - u'v'(\vec{x}, t_k)$ or $C_f(t_k) - u'(\vec{x}, t_k)$ on longer data sequences for which the strategies described in [34] will be leveraged.
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