Volume Statistics as a Probe of Large-Scale Structure
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We investigate the application of volume statistics to probe the distribution of underdense regions in the large-scale structure of the Universe. This statistic measures the distortion of Eulerian volume elements relative to Lagrangian ones and can be built from tracer particles using tessellation methods. We apply Voronoi and Delaunay tessellation to study the clustering properties of density and volume statistics. Their level of shot-noise contamination is similar, as both methods take into account all available tracer particles in the field estimator. The tessellation causes a smoothing effect in the power spectrum, which can be approximated by a constant window function on large scales. The clustering bias of the volume statistic with respect to the dark matter density field is determined and found to be negative. We further identify the Baryon Acoustic Oscillation (BAO) feature in the volume statistic. Apart from being smoothed out on small scales, the BAO is present in the volume power spectrum as well, without any systematic bias. These observations suggest that the exploitation of volume statistics as a complementary probe of cosmology is very promising.

I. INTRODUCTION

Modern large-scale structure surveys probe both the background expansion and the growth of structure, which can be used to constrain the energy content of the Universe and help resolve the mystery behind the cosmic expansion [1]. These surveys have been remarkably successful in constraining the parameters in ΛCDM and its extensions [2–9]. Because most observed galaxies trace the high-density regions of the Universe [10], previous analyses typically focus on the clustering statistics of overdensities. However, the dominant part of the Universe exhibits a low density compared to its mean value. The clustering of underdensities may therefore contain additional information that is complementary to that obtained via conventional methods.

Cosmic voids are extended regions of relatively low matter content in the large-scale structure, they are potential ideal proxies for studying the underdense parts of the Universe [11–13]. Because of their unique environment, interesting phenomena such as the dark energy [14–17], modified gravity [18–22], and the influence of massive neutrinos [23–26] become more visible in voids. Recently, there have been numerous studies on the clustering of voids using samples derived from cosmological surveys, exploiting effects such as Redshift-Space Distortions (RSD) in the void-galaxy correlation function [27–35], the Alcock-Paczynski test [36–41], and the Baryon Acoustic Oscillations (BAO) [42, 43]. However, the spatial number density of voids is generally low due to their large size, hence their auto-clustering statistic exhibits a considerable shot noise contribution [44–46]. While small voids are more abundant, they actually reside in regions of higher density (so-called voids-in-clouds [13]), only larger voids truly trace the underdense regime of large-scale structure. To mitigate the shot noise, cross-correlations with other more abundant tracers, such as galaxies [44] or clusters [47, 48], are considered. Another option is the use of overlapping spherical voids, as demonstrated by Ref. [43] in the measurement of the BAO in the void auto-correlation function. Allowing voids to overlap increases their number density by up to two orders of magnitude, but the signal-to-noise ratio of the resulting clustering statistic is more difficult to interpret.

In practice voids are identified via sparse tracers, as the full mass distribution cannot be observed directly in all three dimensions. Since many tracers are needed to define a single void, the resulting void distribution is even more sparse. Therefore, the question arises whether one can construct a field estimator for the low density regions with low level of shot noise and without overlap. The volume statistic proposed in this paper satisfies these conditions. In Sec. II, we define the volume statistic in detail. In order to implement it in data, we need to estimate the density field using tessellation methods. We briefly review two tessellation interpolation methods and contrast them with the conventional mass assignment scheme in Sec. III. The possibility of approximating its impact on the power spectrum by an effective window is discussed in Sec. IV. Sec. V is devoted to studying the overall clustering properties of the volume statistic, such as the bias parameter and the BAO feature. We conclude in Sec. VI.

In the appendices, we review the the Kernel Density Estimation method (Appendix A) and the effects of a window function on the power spectrum (Appendix B).

II. VOLUME STATISTICS

Voids are extended underdense regions in the Universe and it has been shown that they furnish a biased tracer of
the large-scale structure [13, 25, 44, 49–53]. Small voids tend to reside in overdense environments and therefore exhibit positive bias parameters, they are in the so-called void-in-cloud regime [13]. Large voids, on the contrary, are anti-correlated with overdense structures and thus exhibit a negative clustering bias [44], i.e. they trace large-scale underdensities (it is interesting to note that the quadratic bias of voids follows a similar trend to that of halos [52]). However, their number density is significantly lower than that of small voids (owing to their size), which results in a high shot-noise contribution and hence a low signal-to-noise ratio of their large-scale auto-power spectrum. In this work, instead of defining single objects from a large number of tracers, we assign a volume to each individual tracer particle, which helps to mitigate the shot noise.

In the Lagrangian picture of large-scale structure, we can think of each tracer particle carrying a volume element that is being distorted over time. This evolution is governed by mass conservation, and for the case of dark matter we have [54]

\[ d^3q = (1 + \delta)d^3x, \quad (1) \]

where \(d^3q\) and \(d^3x\) are the volume elements in the Lagrangian (initial) and Eulerian (evolved) space, respectively, and \(\delta\) is the matter density contrast in Eulerian space. Then we define

\[ J \equiv \frac{d^3x}{d^3q} = \frac{1}{1 + \delta}. \quad (2) \]

\(J\) is the Jacobian of the transformation from the Lagrangian coordinate \(q\) to the Eulerian coordinate \(x\). It quantifies the change in volume compared to that in the Lagrangian space. When the displacement is small, \(J\) reduces to \(1 - \delta\) with a symmetric distribution around a mean equal to 1. For large displacements and hence nonlinear \(\delta\), \(J\) has a mean larger than 1 and the distribution becomes skew symmetric with a singular tail at \(\delta = -1\). This indicates that inside empty regions in Eulerian space, a tremendous amount of expansion in volume has occurred. After shell crossing, the volume element \(d^3q\) can split into multiple parts and the fluid description by Eq. (1) is no longer valid. Nonetheless, shell crossing occurs mainly in the high density regions, which are down-weighted in \(J\), and hence its impact on our statistic is minimal.

In analogy to the density contrast, we can define the volume statistic as

\[ V \equiv \frac{\bar{J}}{J} - 1 = \frac{1}{\bar{J}(1 + \delta)} - 1, \quad (3) \]

where \(\bar{J}\) is the mean of \(J\). For small \(\delta\), it reduces to \(-\delta\).

For halos the situation is more complicated, because the density is no longer uniform in Lagrangian space, and we have instead (e.g. [55, 56])

\[ (1 + \delta_L)d^3q = (1 + \delta_h)d^3x, \quad (4) \]

where \(\delta_L\) and \(\delta_h\) are the halo density contrast in Lagrangian and Eulerian space, respectively. However, in observations we have no direct access to \(\delta_L\). One practical way to bypass this difficulty is to define \(J\) as

\[ J \equiv \frac{d^3x}{(1 + \delta_L)d^3q} = \frac{1}{1 + \delta_h} \quad (5) \]

even for the case of halos. We can think of it as the volume change inversely weighted by the halo density in Lagrangian space.

The advantage of the volume statistic is as follows. Firstly, it is a fundamental measure of the volume change induced by the large-scale structure evolution. From a theoretical perspective it is likely more amenable to models than the statistics of voids, which are defined by the complicated nonlinear topology of the cosmic web.

In the linear regime the volume statistic reduces to the one of linear density fluctuations. In the weakly nonlinear regime it can be treated with perturbation theory or other analytic methods. Secondly, the volume statistic makes use of all the available tracer particles, resulting in a shot-noise level comparable to its original tracer field. Nevertheless, because the majority of particles are located inside collapsed regions, the sampling is still poor compared to the conventional density statistic. On the other hand, because of the denominator \(1 + \delta\), \(V\) is undefined when \(\delta = -1\). This can pose problems in the density estimation for sparse samples, such as massive halos. We will therefore consider tessellation methods to avoid such singularities.

The volume statistic up-weights underdense regions and down-weights overdense ones, hence it is similar to certain types of marked correlation functions in spirit. If each particle is assigned a mark \(m\), the marked correlation \(M\) for the mark can be generally defined as [59]

\[ M(r) = \frac{1}{N(r)m^2} \sum_{ij} m_i m_j, \quad (6) \]

where \(N(r)\) is the total number of pairs with separation \(r\) and \(m\) is the mean of the mark. The mark can be chosen to highlight any particular physics of interest. For example, [60] proposed to consider a mark of the form

\[ m = \left( \frac{\rho_s + 1}{\rho_s + 1 + \delta} \right)^p, \quad (7) \]

where \(\rho_s\) and \(p\) are free parameters. This mark has been applied to study modified gravity [61]. If we set \(\rho_s = 0\) and \(p = 1\), it reduces to the volume statistic. However, the value of \(\rho_s\) is often taken to be order unity, e.g. in [61], so as to avoid the singularity problem mentioned above.

Moreover, the definition of the volume statistic is similar to the log-transform of the density field [62]

\[ A = \log(1 + \delta). \quad (8) \]

\(1\) This can be generalized to the marked power spectrum [57, 58].
It was found that the field $A$ is more Gaussian than $\delta$ at late times, and some higher-order information in $\delta$ is pulled back into the two-point statistics of $A$ [62, 63]. Both transformations up-weight the low-density regions and down-weight the high density ones. In fact, both the log-field and the volume statistic diverge at $\delta = -1$. The log-transform aims to recover the information in the initial density field, as it accommodates both the low-density and the high-density regions. Our goal is less ambitious and we merely want to recover the information from the underdense regions. By restricting our target, it is easier to define a density reconstruction method that suits precisely this purpose.

### III. INTERPOLATION METHODS

In order to compute the volume statistic one needs a density estimate that is finite everywhere. To this end we use interpolation by tessellation to reconstruct the density field from a discrete particle distribution. As this type of method is rarely used directly for clustering analyses, we shall first compare it against the commonly used mass interpolation method.

#### A. Mass interpolation

For the large-scale clustering analysis, the density field is often interpolated to a grid$^2$. The interpolation methods usually employed include Nearest Grid Point (NGP), Cloud-in-Cell (CIC), and Triangular-Shaped Cloud (TSC). We collectively denote them as mass-interpolation methods, they are discussed extensively in the monograph [64]. In these methods, particles are smoothed by a window function (or cloud function) $W$ of fixed size and these windows can overlap with each other. The density at the grid point $x_p$ is given by

$$\rho(x_p) = \sum_\alpha \int_{[x_p]} d^3 x \ W(x - x_\alpha),$$

where $[x_p]$ denotes the grid cell enclosing $x_p$, and the sum is over all the particles.

The 3D window can be constructed from its 1D form as $W(x) = W(x)W(y)W(z)$. In 1D, the NGP window function is the Dirac delta, for CIC it is a top-hat, and for TSC it is a triangular-shaped cloud centered on the particle position. In fact these are the first three members of an infinite hierarchy of interpolating functions that can be generated via iterative convolution with the top-hat window function [64]. In NGP the particle mass is interpolated to the nearest grid point, in CIC the mass

is assigned to the grid points of the cell enclosing the particle (8 points in 3D), and the particle mass is interpolated to the neighboring 27 points in TSC. Thus, the window becomes more extended as the order of the interpolation scheme increases. Because the window function is a constant linear operator, its effect can be removed by division of $W$ in Fourier space. To represent the density field for clustering analyses, the grid size is usually chosen sufficiently large to mitigate resolution effects $^3$. Among the mass-interpolation methods, CIC is the most common one, so we use it as our benchmark.

#### B. Tessellation interpolation

The tessellation method can generate a space-filling field with finite values (non-vanishing) everywhere in configuration space, it is often used as an intermediate step to obtain a smooth density field and to define extended structures in the cosmic web, e.g. [67–73]. However, it has rarely been used directly for clustering analyses of the density field. Given a set of points (generators) $x_\alpha$, a tessellation generates cells that are space-filling and mutually disjoint [74, 75]. Applications of the tessellation methods in cosmology were introduced in [75–80].

In the Voronoi tessellation, each Voronoi cell encloses one generator and every point $x$ belongs to a Voronoi cell $V_x$ if the distance $|x - x_\alpha|$ is smaller than $|x - x_\beta|$ for any other $\beta$. The simplest possibility is to assume that the particle mass spreads out uniformly within a Voronoi cell and the density within each cell is estimated by the mass of the particle and the volume of the Voronoi cell. This method yields a piece-wise constant field and the field value is discontinuous across the boundaries. We shall refer to the technique to estimate densities in this way as the Voronoi Tessellation Field Estimator (VTFE).

To obtain a continuous field we can tessellate the space into Delaunay cells. In 3D, a triangulation divides space into tetrahedrons. A Delaunay tessellation is such a triangulation with the additional property that the circumsphere of each tetrahedron does not contain any generators. The field value inside a tetrahedron can then be obtained by linear interpolation from the vertices. Explicitly, the number density at a point $x$ inside a Delaunay cell with vertices $x_0$, $x_1$, $x_2$, and $x_3$, is given by [75]

$$n(x) = n(x_0) + (x - x_0) \cdot J^{-1} \Delta n_\alpha,$$

where $\Delta n_\alpha$ indicates the difference in density between vertex $x_\alpha$ and the reference vertex $x_0$, $n(x_\alpha) - n(x_0)$. A Latin index denotes the spatial component of the vector

---

$^2$ The configuration-space estimation of correlation functions uses counting of pairs directly without the need for a grid.

$^3$ Discrete sampling of the continuous field introduces aliasing effect [64–66], which is especially serious for modes close to the Nyquist frequency. We are limited to the large-scale modes because of the tessellation interpolation, we shall not consider it here.
and a Greek index represents the vertex (also from 1 to 3). The Jacobian $J$ is the transformation matrix between the coordinate $x$ and the barycentric coordinate $\zeta$:

$$J_{\alpha} = \frac{\partial x_i}{\partial \zeta_\alpha} = (x_\alpha - x_0)_i. \quad (11)$$

The number density at the generator can be estimated by [75, 80]

$$n(x_\alpha) = \frac{1 + D}{\sum_{\alpha} V_{\text{adj}}(x_\alpha)}, \quad (12)$$

where $D$ is the dimension of space, $V_{\text{adj}}$ denotes all the adjacent Delaunay cells with $x_\alpha$ as one of their generators, and $V_{\text{adj}}$ is the volume of the adjacent Delaunay cells. This construction ensures that the integral of the density field obtained from Eq. (10) is equal to the total particle mass. We refer to this method of estimating the density as the Delaunay Tessellation Field Estimator (DTFE) in this paper.

Effectively, tessellation methods smooth out the particle mass adaptively based on the local density. For high-density regions, the effective window size is small, while it is large in the low-density regime. For the mass-interpolation methods, such as the CIC, as the size of the grid increases the resulting density field approaches a sum of Dirac delta distributions. Thus, this method can produce the same type of distribution as the point set. On the other hand, the tessellation method aims at reconstructing a smooth (piecewise constant for VTFE and continuous for DTFE) density field from the discrete particle distribution. This additional requirement introduces a smoothing to the small-scale power spectrum. The smoothing scale is dictated by the mean particle separation of the distribution. In summary, in the mass-interpolation scheme, the effective window-function size is controlled by the grid size, while that of the tessellation method is determined by the mean particle separation.

C. Effects of the tessellation: an analytic estimate

In the mass-interpolation scheme, a fixed window is used to smooth the particle distribution. An analytic estimate can be made if the particles are assumed to Poisson sample the underlying density field\(^4\). The density estimated by smoothing the particle distribution is akin to the kernel density estimation (KDE) method in statistics, which is used to estimate the probability density distribution (see e.g. [83]). In Appendix A, we review the KDE and show that given a sample of particles it can be used to estimate the number density of the sample, $n$ [Eq. (A11)]. In particular, it is shown that smoothing introduces a bias to the density estimate [Eq. (A12)]. At a peak (trough) of the density field, the window-estimated density field is biased low (high). However, the advantage of smoothing the density field is that it can suppress the variance of the estimator [Eq. (A13)]: it is inversely proportional to the average volume of the window size. In statistics, the mean squared error, which is a sum of the variance and the bias squared, matters if the signal-to-noise ratio of the measurement is not high. Thus the KDE is useful if its suppression to the variance is larger than its bias.

For the case of density estimation by tessellation, the density at the position $x$ depends on the particles spanning the cell. It is hard to make an analytic estimate of its bias and variance, because of the irregular shape of the cell and the interpolation scheme depending on all the points in the cell. For the case of VTFE, because there is only one generator inside a Voronoi cell, we can write down the density estimate as ($N = 1$)

$$\hat{n}_{\text{VTFE}}(x) = \frac{1}{h_\alpha^3} W_{\text{VTFE}} \left( \frac{x - x_\alpha}{h_\alpha} \right), \quad (13)$$

where $W_{\text{VTFE}}$ describes the Voronoi cell around a point $x$, $x_\alpha$ is the generator of the Voronoi cell, and $h_\alpha$ schematically represents the characteristic size of the cell.

Because the Voronoi cell is generally not symmetric about its generator, the bias reads

$$\langle \hat{n}(x) \rangle - n(x) = -h_\alpha \sum_i I_i^{(1)} \frac{\partial n}{\partial x_i} + \frac{h_\alpha^2}{2} \sum_{ij} \frac{\partial^2 n}{\partial x_i \partial x_j} I_i^{(1)}, \quad (14)$$

where the function $I$ is defined in general in Eq. (A6). In particular, because of the irregular shape of the Voronoi cells, $I_i^{(1)}$ is in general non-vanishing. However, if we now further average over the shape of the Voronoi cell $W_{\text{VTFE}}$, $\langle I_i^{(1)} \rangle$ vanishes and we obtain

$$\langle \hat{n}(x) \rangle - n(x) = -\frac{h_\alpha^2}{2} \sum_{ij} \frac{\partial^2 n}{\partial x_i \partial x_j} \langle I_i^{(1)} \rangle. \quad (15)$$

Similar to the standard KDE case [Eq. (A12)], we recover the result that the bias is sourced by the second derivatives of the density. The variance of the estimator reads

$$\text{Var}(\hat{n}(x)) = \frac{1}{h_\alpha^6} \text{Var} \left( W_{\text{VTFE}} \left( \frac{x - x_\alpha}{h_\alpha} \right) \right)$$

$$\approx \frac{I^{(2)}}{h_\alpha^4} n(x). \quad (16)$$

Further averaging over the shape of the Voronoi cell, we have

$$\text{Var}(\hat{n}(x)) = \left( \frac{1}{h_\alpha^6} \right) \langle I^{(2)} \rangle n(x). \quad (17)$$

\(^4\) In the case of halos and voids there are exclusion effects that violate this assumption [44, 49, 81, 82].
For DTFE, the density at \( x \) [Eq. (10)] depends on the position of the vertices nonlinearly and the previous analytic arguments do not apply. Nonetheless, we shall see that the features of the DTFE are qualitatively similar to those of the VTFE.

IV. EFFECTIVE WINDOW FUNCTION

In this section we investigate whether the effects of the tessellation can be modeled by an effective window function. The width of the window involved in the mass interpolation is controlled by the grid size, which can be chosen such that the grid effects are negligible, or the window function effect can be divided out in Fourier space. Hence we may treat the density field obtained from the CIC, \( \delta_{\text{CIC}} \), as the unsmoothed field for comparison.

In Appendix B we review the effects of the window function on the power spectrum. We show that if the power spectrum is controlled by the grid size, which can be chosen such that the grid effects are negligible, or the window function effect can be divided out in Fourier space. Hence we may treat the density field obtained from the CIC, \( \delta_{\text{CIC}} \), as the unsmoothed field for comparison. The width of the window involved in the mass interpolation is controlled by the grid size, which can be chosen such that the grid effects are negligible, or the window function effect can be divided out in Fourier space. Hence we may treat the density field obtained from the CIC, \( \delta_{\text{CIC}} \), as the unsmoothed field for comparison.

We test these relations using simulation data, the details of which are described in the following. The assumed cosmology is a flat \( \Lambda \)CDM model with parameters \( \Omega_m = 0.3 \), \( \Omega_{\Lambda} = 0.7 \), \( h_0 = 0.7 \), \( n_s = 0.967 \), and \( \sigma_8 = 0.85 \). Each simulation consists of a cubic box of 1000 Mpc\( h^{-1} \) side length and contains 512\(^3\) particles. The Gaussian initial conditions are generated by CLASS [84] at redshift \( z = 49 \). In order to study the BAO signature, we ran another set of simulations with Eisenstein-Hu initial conditions without the BAO wiggles [85] (NoWiggle). The particle displacements are implemented using 2LPTic [86] and are evolved with the N-body code Gadget2 [87]. Halos are identified using the halo finder AHF [88]. They are defined via a spherical overdensity threshold of 200 times the background density and contain at least 20 particles. Each simulation set, 20 realizations are used. The results derived from the halo samples will be our primary interest in this paper. We shall illustrate our results using four halo samples at \( z = 0 \) and 1, with two sets of initial conditions, respectively. Unless otherwise stated, the error bars are the standard deviation of the measurements among all realizations.

The effective window function of the tessellation using random catalogs and halo samples. Without intrinsic clustering it is easier to identify the impact of the effective window on the power spectrum, since the remaining clustering amplitude is simply white noise. To generate the random catalogs, particle positions are randomly placed in a cubic box of size 1000 Mpc\( h^{-1} \) until the desired number density is reached (we match it with the halo sample density). Assuming that halos Poisson-sample the underlying continuous density field, the shot-noise contribution to their power spectrum is given by [91]

\[
P_{\text{shot}} = \frac{1}{(2\pi)^3 \bar{n}},
\]

where \( \bar{n} \) is the mean halo density. We show in Appendix B that there is an additional factor of \( |W|^2 \), if the particle distribution is smoothed by a window \( W \).

The effective VTFE window obtained using Eq. (18) and Eq. (19) from the random catalog are shown in Fig. 1. In this case the CIC power spectrum is given by Eq. (20). The size of the effective window can be characterized by the mean separation wavenumber \( k_{\text{ms}} \equiv \pi \bar{n}^{1/3} \). We find that using the variable \( q \equiv k/k_{\text{ms}} \), the effective window obtained from different tracers falls on a universal curve. Thus, \( k_{\text{ms}} \) represents the characteristic size of the tessellation cell in Fourier space and it is analogous to the role of mass for Lagrangian halos [92]. Although the window from the auto- and cross-power spectra (denoted as \( W_a \) and \( W_c \), respectively) agree with each other at low \( k \), \( W_a \) is more extended than \( W_c \). In fact, \( W_c \) turns negative at \( q \sim 1.8 \), while \( W_a \) remains positive everywhere. These differences indicate that taking the window to be a non-stochastic function is a valid assumption only on large scales and is consistent with the interpretation that the effective window is density dependent.
Even if the particle distribution is intrinsically clustered, the window function still factors out. In Fig. 1 we also show the effective window function extracted from \( P_{\text{ess}}/P_{\text{CIC}} \) and \( P_{\text{ess,CIC}}/P_{\text{CIC}} \), with \( P_{\text{ess}} \) and \( P_{\text{CIC}} \) being the halo auto-power spectra obtained with the tessellation and the CIC method, and \( P_{\text{ess,CIC}} \) the cross-power spectra between them. Note that we have not subtracted shot noise in any of those cases. The curves from halo samples are somewhat less universal than for the randoms, especially at high \( q \). This is expected, as the halos exhibit intrinsic clustering that is scale-dependent, making their effective window more extended due to stronger clustering on smaller scales.

We find that the overall window function shape can be described well by the functional form

\[
(2\pi)^3 W(q) = \frac{1}{(1+aq)(1+(bq)^n)}.
\]

(21)

with \( q = k/k_{\text{ms}} \). For the halo sample the best-fit values are \( a = -0.08, b = 1.55, \) and \( n = 2.08 \) for \( W_a \) \( (a = 0.37, b = 1.35, \) and \( n = 3.14 \) for \( W_c \). The corresponding results for the random catalog are \( a = 0.09, b = 1.49, \) and \( n = 2.47 \) for \( W_a \) \( (a = 0.50, b = 1.36, \) and \( n = 3.94 \) for \( W_c \)). These best fits are also shown in Fig. 1. Up to \( q \lesssim 1 \), the accuracy of the fit is about 10% within the scatter of the data. As there are significant differences between \( W_a \) and \( W_c \), obtaining a universal fit that is accurate at \( q \gtrsim 1 \) is not possible.

The corresponding results for the DTFE are presented in Fig. 2. Overall, they are qualitatively in agreement with the VTFE case. However, we find that the measurements of \( W_{\text{DTFE}} \) are slightly more extended than \( W_{\text{VTFE}} \). This implies that the DTFE window is more compact in configuration space. We have also fitted the DTFE window using Eq. (21) and the results are: for the halo sample, \( a = -0.09, b = 1.37, \) and \( n = 2.20 \) for \( W_a \) \( (a = 0.20, b = 1.28, \) and \( n = 3.25 \) for \( W_c \)). For the random sample, \( a = 0.07, b = 1.36, \) and \( n = 2.75 \) for \( W_a \) \( (a = 0.37, b = 1.29, \) and \( n = 4.18 \) for \( W_c \)). The quality of the fits is similar to the case of VTFE.

### B. Power spectrum ratio

After having measured the effective window functions of the tessellation methods, we are now in the position to test whether we can use this window to recover the unsmoothed power spectrum. We utilize the ratio

\[
R = \frac{P^X_{\text{fit}}}{P_{\text{CIC}}} - P_{\text{shot}}.
\]

(22)

to quantify the accuracy of this reconstruction, where \( X \) denotes auto- \( (n = 2) \) or cross-power spectra \( (n = 1) \). In Fig. 3 we show the ratio \( R \) for the auto-power spectrum using the VTFE windows \( W_a \) and \( W_c \) from halo and random samples. For the rest of this paper, we will exclusively show the results based on these four samples. At low \( k \), \( W_a \) appears to yield a better agreement than \( W_c \). However, inspection of Fig. 1 reveals that this can be explained by the fact that \( W_c \) is a bit lower than \( W_a \).
at small $q$. This is an artifact of the fitting formula. On the other hand, when $k$ is close to $k_{ms}$, the ratio deviates substantially from 1. A division by the window function is prone to noise and systematic error, which become inflated at high $k$ when $W$ is small. Even if we use $W_c$ from a direct measurement, the pattern at high $k$ in $R$ remains unchanged. Also, the trends are very similar for both the halo and the random samples. In Fig. 4 we show the corresponding results for the DTFE, which are qualitatively similar to the VTFE case. The ratios using the cross-power spectra in Eq. (22) are very similar, so we do not show them here.

Our results suggest that approximating the tessellation with a constant effective window function is valid on large scales, but above $k_{ms}$ the density-dependent nature of the tessellation method is important and smoothing effects cannot be removed by division of a window function. In this case, it is necessary to determine the tessellation-smoothed density field numerically.

V. CLUSTERING OF THE VOLUME FIELD

A. The shot noise of the volume field

We estimate the shot noise of the volume field $P_{Vn}$ using the random catalog again and showcase the auto-power spectra of the volume statistic before and after shot noise subtraction in Fig. 5. Although the volume statistic is obtained via nonlinear transformation of the halo tracer field, on large scales the shot noise still approaches $P_{\text{shot}}$ as given by Eq. (20). However, it is suppressed by the effects of the tessellation on smaller scales. After shot noise is subtracted from the power spectra, the results from the VTFE and DTFE agree with the shot-noise subtracted CIC case. Thus, since all available tracer particles are used to construct the volume field, its shot-noise contamination is indeed similar to that of the original tracer field.

B. The bias of the volume field

The volume field can be regarded as a biased tracer of the underlying dark matter density field. As it traces the underdense regions of large-scale structure, we expect it to exhibit a negative clustering bias, similar to large voids [13, 44, 49]. To guide our interpretation of the volume statistic, we first investigate the bias of the more common density field obtained via the tessellation method in Fig. 6. We compare the bias parameters $b_{\text{hh}}$ and $b_{\text{hm}}$ derived from the halo auto- and halo-matter cross-power spectra, $P_{\text{hh}}$ and $P_{\text{hm}}$,

$$b_{\text{hh}} = \sqrt{\frac{P_{\text{hh}} - P_{\text{hm}}}{P_{\text{mm}}}}$$

$$b_{\text{hm}} = \frac{P_{\text{hm}}}{P_{\text{mm}}}$$

where $P_{\text{mm}}$ denotes the matter auto-power spectrum and $P_{\text{hm}}$ is the halo shot noise contribution obtained from the random catalog. As a comparison, we also show $b_{\text{hh}}$ and $b_{\text{hm}}$ obtained from the CIC method.

On large scales the density-bias parameter obtained via the tessellation methods approaches the one obtained via
FIG. 5. Auto-power spectra of the volume statistic before (triangles) and after shot-noise subtraction (circles) for the VTFE (blue) and the DTFE (red). The conventional halo-density power spectra are shown for comparison (gray), along with the shot noise contamination estimated from the randoms (stars). The vertical dashed line indicates the mean tracer separation scale \( k_{mn} \) and the horizontal one shows the Poisson power spectrum \( P_{shot} \).

The CIC mass assignment, which already reaches a constant value at \( k \lesssim 0.08 \text{ Mpc}^{-1} h \). On smaller scales, the bias parameter from the tessellation is damped by the effective window function, as discussed in the previous section. The differences between \( b_{hh} \) and \( b_{hm} \) are apparent for \( k \gtrsim 0.1 \text{ Mpc}^{-1} h \). Consistent with the findings in Sec. IV A, Fig. 6 shows that the DTFE window is more compact than the VTFE window in configuration space.

To fit the large-scale bias function, the scale dependence of the window must be taken into account and a possible functional form is a quartic polynomial

\[
b(k) = c_0 + c_2 k^2 + c_4 k^4,
\]

where \( c_0 \), \( c_2 \), and \( c_4 \) are the fit parameters. In Fig. 6 we have also plotted the best-fit curves, using modes up to \( k_{\text{max}} = 0.06 \text{ Mpc}^{-1} h \), yielding a good agreement with the simulation data.

We now turn to the bias of the volume field, presented in Fig. 7. The auto- and cross-bias for the volume field is defined in analogy to Eqs. (23) and (24),

\[
b_{VV} = -\sqrt{\frac{P_{VV} - P_{Vn}}{P_{mm}}},
\]

\[
b_{Vm} = \frac{P_{Vm}}{P_{mm}},
\]

with \( P_{VV} \) being the auto-power spectrum of the volume field and \( P_{Vm} \) the cross-power spectrum between the volume field and the matter density field. The shot noise of the volume field \( P_{Vn} \) is estimated using the random catalog again. Note that because the volume field anti-correlates with the dark matter density field, its bias is negative. To ease comparison with the magnitude of the halo bias, we have also shown \( -b_{hm} \). The overall shape of the bias functions of the volume field is similar to the density ones. On large scales the bias of the volume field approaches the halo bias in magnitude. This is expected for large-scale fluctuations that are small, since in that limit \( V \) reduces to \( -\delta_h \). However, although \( b_{Vm} \) agrees with the halo bias well, there is a marked deviation of \( b_{VV} \) from the former. We presume there to be loop corrections to the power spectrum of quadratic order in density, analogous to the shot-noise renormalization effect in the local bias case ([93], see also [63]). These additional shot-noise like contributions cause deviations from the linear bias on large scales. On small scales, the density field is suppressed by the tessellation and the definition of \( V \) is designed such that it approaches zero in the limit of vanishing \( \delta_h \). Hence the behavior of the bias of \( V \) is qualitatively similar to that of the tessellation density field.

Like cosmic voids, the volume field furnishes a nega-
FIG. 6. The clustering bias of the halo density field obtained with the CIC, VTFE, and DTFE methods. The measurements originate from the halo auto-power spectrum, \( b_{hh} \) (CIC: grey stars, VTFE: blue triangles, DTFE: red triangles) and the halo-matter cross-power spectrum, \( b_{hm} \) (CIC: black stars, VTFE: blue circles, DTFE: red circles). The fit using Eq. (25) is over-plotted, dashed for \( b_{hh} \) and solid for \( b_{hm} \); cyan, green, and orange for CIC, VTFE, and DTFE measurements, respectively. Redshifts and mean halo masses are indicated on top of each panel.

FIG. 7. As Fig. 6, but for the clustering bias of the volume field \( V \). To compare with the magnitude of the conventional halo-density bias, the negative of \( b_{hm} \) is shown. The properties of the halo samples used to construct the volume statistics are indicated on top of each panel.
tively biased tracer of large-scale structure. Although the small-scale power is suppressed by the tessellation, the large-scale field is proportional to the underlying density field. In scenarios involving local primordial non-Gaussianity (PNG), the void bias exhibits a scale dependence on large linear scales [51]. Because the amplitude of void bias can be negative, this may be used to complement the traditional halo bias in constraining PNG [94]. Ref. [51] demonstrated that a combination of halos and voids, taking advantage of the so-called multi-tracer approach [95, 96], allows to substantially tighten constraints on the non-Gaussianity parameter $f_{\text{NL}}$. However, the gain in the constraining power of that analysis is limited by the shot noise in void auto-clustering statistics. As the volume field also exhibits a negative bias, similar gains can be expected, but with a lower level of shot-noise contamination. One can think of the volume field as a “dual” of the density field with negative bias within the same survey volume. Thanks to their very different bias amplitudes, but comparable shot-noise levels, the density and volume fields together may provide optimal conditions for conducting a multi-tracer analysis [97–99].

Although $b_{\text{V}}$ is not directly observable in galaxy surveys, this can be circumvented by considering

$$ b_{\text{hV}} = \frac{P_{\text{hV}}}{P_{\text{mm}}}, \tag{28} $$

where $P_{\text{hV}}$ is the observable cross-power spectrum between $\delta_{\text{h}}$ and $V$. The dark matter power spectrum $P_{\text{mm}}$ can be modeled numerically or using perturbation theory. On large scales, where the fluctuations are small and the bias is linear, we have $b_{\text{hV}} \approx b_{\text{hm}}b_{\text{V}}$. In Fig. 8 we plot the $b_{\text{hV}}$ measurement from our simulation. We note that since the volume field is constructed from the halos, there is a residual correlation analogous to the standard shot noise in the halo auto-power spectrum. We measure the cross-power spectrum between the density field and the volume field obtained from the random catalog with the same number density as the halo field and subtract it from $P_{\text{hV}}$. Both the results before and after this shot-noise subtraction are shown. We indeed find that the shot-noise subtracted results are in good agreement with the prediction $b_{\text{hm}}b_{\text{V}}$, for which we have used the fit results from $b_{\text{hm}}$ and $b_{\text{V}}$ obtained with Eq. (25).

### C. The BAO in the volume field

In the early Universe, photons and baryons couple to form a hot plasma in which acoustic oscillations are excited. These oscillations leave important imprints in large-scale structure of the late Universe [100, 101]. The BAO features are regarded as one of the most important probes of the large-scale structure and have been detected in numerous galaxy surveys [1].

Physically, the BAO manifests itself as an excess probability of finding galaxies at a distance $r_{\text{d}}$, the sound horizon at the drag epoch. This appears as a peak at the scale $r_{\text{d}}$ in the galaxy density correlation function and as oscillations (wiggles) in Fourier space. Analogously, given a depression of $V$ at some location, it is more likely to find another depression of $V$ at a distance of $r_{\text{d}}$. This also gives rise to a positive enhancement in the correlation function of $V$ at the scale of $r_{\text{d}}$. We now go on to investigate the anticipated BAO signals in the volume statistic in more detail. To do so we use two sets of simulations, one with the fiducial setup, and another one with the Eisenstein-Hu initial conditions without BAO wiggles [85].

#### 1. Real space

We begin with the BAO features measured in the real-space density field using the tessellation methods. To highlight the BAO features, we show the ratio between power spectra from the fiducial and the no-wiggle initial conditions in Fig. 9. The results for different halo groups obtained with three interpolation methods are compared. The BAO feature in the dark matter field is also shown for reference, which is determined with the CIC method. The number density of dark matter particles is so high that its density field can be regarded as continuous here.

On large scales (small $k$) all methods produce similar results, as the large-scale modes are unaffected by the interpolation methods. At higher $k$ (compared to $k_{\text{ms}}$), the CIC halo field is still able to reproduce the BAO features imprinted in the dark matter density field, albeit with more noise. On the other hand, for the VTFE and DTFE fields the BAO wiggles start to be smoothed out close to $k_{\text{ms}}$ and are suppressed significantly at $k \gtrsim k_{\text{ms}}$. Following Appendix B, when the particle distribution is smoothed by a constant window function, the window factors out and cancels in the power spectrum ratio. Thus, the smoothing of the BAO wiggles must arise from the density-dependent nature of the tessellation methods. Numerous works have shown that the nonlinearity of density fields causes a smoothing of the BAO and its effect on the power spectrum can be approximated by a Gaussian window [55, 102–104]. Because the tessellation methods adaptively track the evolution of the particle distribution, the associated window has a similar effect, resulting in a smoothing of the BAO wiggles.

We now turn to the BAO imprints in the volume field, as presented in Fig. 10. The BAO measurement in the volume field is noisier than that in the density. In particular, although the VTFE and DTFE behave similarly for the density case, the DTFE yields more noisy results than the VTFE for the volume field. Overall, the BAO wiggles imprinted in the volume field follow those in the matter density field without any systematic bias. As in the density case above, beyond $k_{\text{ms}}$ the BAO signature is washed out.

In the standard CIC interpolation, $V$ is ill-defined for regions with $\delta_{\text{h}} = -1$, which happens for empty grid cells.
FIG. 8. The clustering bias $b_{hV}$ obtained from the cross-power spectrum between the halo density field and the volume field using the VTFE (blue) and the DTFE (red) methods. Because the volume field is derived from the halo distribution, there is a shot-noise contribution. Both the results before (triangles) and after shot-noise subtraction (squares) are compared. The halo bias $b_{hm}$ (black stars) and volume bias $b_{V\nu}$ (VTFE: blue circles, DTFE: red circles) is shown for reference. The solid curves (cyan for VTFE and orange for DTFE) are the predictions obtained using the fit results from Eq. (25).

To overcome this problem, we can instead define

$$J_{\epsilon} = \frac{1}{1 + \delta_h + \epsilon}, \quad (29)$$

$$V_{\epsilon} = \frac{J_{\epsilon}}{J_{\epsilon}} - 1,$$

with some constant $\epsilon > 0$, which ensures that $V_{\epsilon}$ is always well-defined. We show the results for $\epsilon = 0.1$ in Fig. 10. This method yields noisier results than the tessellation methods. We have checked that other values of $\epsilon$, such as 0.01 or 0.2, do not improve this.

2. Redshift space

Observationally, we can only perform BAO measurements in redshift space. As the coordinates of the galaxies along the line-of-sight direction are deduced from redshifts in galaxy surveys, the density field is subject to additional perturbations due to their peculiar motion. These perturbations cause RSD, and we shall consider them in the plane-parallel limit, with the comoving coordinate in the $z$-direction $r_z$ modified to

$$s_z = r_z + \frac{v_z}{aH} \quad (30)$$

where $v_z$ is the peculiar velocity in $z$-direction and $H$ is the Hubble parameter. We can adapt Eq. (4) to redshift space as

$$(1 + \delta_L) d^3 q = (1 + \delta_h(x) \frac{\partial x}{\partial s} | d^3 s = (1 + \delta_h(s)) d^3 s. \quad (31)$$

Accordingly, we have

$$J = \frac{d^3 s}{(1 + \delta_L) d^3 q} = \frac{1}{1 + \delta_h(s)}. \quad (32)$$

Hence, the extension of the volume statistic to redshift space is straightforward.

The redshift-space power spectrum can be expressed in terms of multipoles,

$$P_\ell = \frac{2\ell + 1}{2} \int_{-1}^{1} d\mu P_s(k, \mu) L_\ell(\mu), \quad (33)$$

where $P_s$ is the power spectrum in redshift space, $\mu$ the cosine of the angle between $\hat{k}$ and the line of sight, and $L_\ell$ is the Legendre polynomial of order $\ell$. Here we only show results for the monopole of the halo power spectrum, as the quadrupole measurements are noisy even for 20 realizations.
FIG. 9. Ratio between real-space halo density power spectra from simulations with fiducial and no-wiggle initial conditions. The results for different halo density fields obtained with the CIC (blue), VTFE (red), and DTFE (green) method are shown. The corresponding measurements from the dark matter (black solid curve) are overplotted as reference. The vertical dashed line indicates the mean separation scale $k_{\text{ms}}$ of the halos.

FIG. 10. As Fig. 9, but for the volume field constructed from the halo distribution. The black curve shows the BAO from the dark matter density field. The blue data points are the CIC measurement of the modified $V_{\epsilon}$ statistic with $\epsilon = 0.1$. 
FIG. 11. As Fig. 9, but for the monopole power spectrum of the density statistics in redshift space.

FIG. 12. As Fig. 10, but for monopole power spectrum of the volume statistics in redshift space.
The monopole power spectrum for the halo density field in redshift space is shown in Fig. 11. The results are similar to the real-space case. The halo monopole from the CIC interpolation appears to trace the wiggles in the dark matter monopole power spectrum well. While the tessellation results are slightly less noisy than the CIC ones for \( k < k_{\text{ms}} \), they are suppressed for \( k \gtrsim k_{\text{ms}} \). Fig. 12 displays the monopole power spectrum for the volume statistics. As in real space, \( \mathcal{V}_r \) yields the most noisy estimator and the VTFE results are the most robust in reproducing the dark matter BAO.

3. Discussion

Besides the auto-power spectrum, we can measure the BAO using the cross-power spectrum between \( \delta_h \) and \( \mathcal{V} \). The results are similar to those obtained from the auto-power spectrum on large scales, but they are more noisy for \( k \gtrsim k_{\text{ms}} \), since the volume field lacks the BAO feature on small scales. So far we have exclusively investigated Fourier-space statistics. In configuration space, the effect of the tessellation is a smoothing of the BAO peak as well. Thus, the BAO feature measured from the correlation function of the volume field is broadened and becomes less sharp, making it harder to differentiate from the broad-band correlation function.

In order to fully capture the BAO features in the power spectrum of the volume statistics, the number density of the tracer sample must be sufficiently high. For example, at \( z = 0 \) the halo sample with mean mass \( 1.8 \times 10^{13} \, M_\odot h^{-1} \) and number density \( 2.3 \times 10^{-4} \, (\text{Mpc} \, h^{-1})^{-3} \) is sufficient. At higher redshift, the BAO wiggles are less damped by nonlinearities, so a higher number density is necessary to push \( k_{\text{ms}} \) to a larger value. For instance, at \( z = 1 \) the halo number density needs to be at least \( 7 \times 10^{-4} \, (\text{Mpc} \, h^{-1})^{-3} \) to fully capture the BAO wiggles.

To summarize the virtues of each method: for the density statistics the CIC interpolation method is recommended, as it offers an unbiased estimate of the small-scale density field, while the VTFE and DTFE smooth out the field for scales above \( k_{\text{ms}} \). The tessellation imposes additional conditions such that the resultant field is smooth and space-filling. These requirements modify the small-scale behavior of the field. On the other hand, in order to exploit volume statistics the tessellation method is preferred, as it is able to construct a space-filling field with non-vanishing density everywhere. The results from the VTFE is similar to the DTFE for the density statistics, but VTFE yields more robust results for the volume statistics. Another advantage of the VTFE is its lower computational overhead compared to DTFE. Hence, for the clustering analysis of volume statistics, we recommend usage of the VTFE.

A measurement of the BAO feature from the distribution of underdense regions is interesting on its own, but it may also provide valuable information on cosmology in addition to what is available from halo clustering alone. We have demonstrated that the volume statistic traces the large-scale structure with a negative bias parameter. What remains to be shown is how correlated the volume statistic and the traditional halo density statistic are. Since the volume statistic is constructed via the halo tracer distribution, the answer is not obvious. For example, one can construct a trivial field \( -\delta_h \), which exhibits negative linear bias\(^6\), but perfectly correlates with \( \mathcal{V} \). In order to investigate the correlation between \( \delta_h \) and \( \mathcal{V} \), one could determine the covariance of the power spectrum from both the density and the volume field using many different realizations, which is beyond the scope of this paper.

A simple (albeit less conclusive) test is to consider the cross-correlation coefficient between \( \delta_h \) and \( \mathcal{V} \)

\[
 r = \frac{P_{h\mathcal{V}}}{\sqrt{P_{hh} P_{\mathcal{V}\mathcal{V}}}},
\]

where \( P_{hh} \), \( P_{\mathcal{V}\mathcal{V}} \), and \( P_{h\mathcal{V}} \) are the halo auto-, volume auto-, and halo-volume cross-power spectra.

The results for fields constructed from four different halo groups are shown in Fig. 13. We have used the full redshift-space monopole power spectra including shot noise. On large scales, both \( \delta_h \) (estimated via CIC) and \( \mathcal{V} \) (estimated via VTFE or DTFE) are (anti-) correlated with the dark matter \( \delta \) and with each other, but due to the presence of shot noise and other sources of stochastic noise in the volume field, \( r \) is slightly above \(-1\). At smaller scales there are oscillations before \( r \) approaches a value of zero. This arises from the exclusion effect between \( \delta_h \) and \( \mathcal{V} \). If the volume statistics were as trivial as \(-\delta_h \), \( r \) would be equal to \(-1\) on all scales.

Finally we note that the BAO features are also detectable using overlapping voids\([42, 43]\), which are defined to be the circumspheres of the tetrahedrons resulting from the Delaunay tessellation of the galaxies\([105]\). Although this approach is similar to ours in using the tessellation to partition the point set, we do not define objects on it. There can be substantial overlap between the circumspheres of neighboring tetrahedrons. In the void construction algorithm, the void center and size are determined entirely by the four particles spanning the tetrahedron. The point-like nature of the void-center position prevents any additional smoothing of the BAO, however, the resultant BAO measurement may be more correlated with the density statistic.

VI. CONCLUSIONS

In large-scale structure analyses it is common to exploit statistics based on the galaxy distribution, which

---

\(^6\) However, for voids the behavior of quadratic bias is similar to that of halos\([49, 52]\), so at second order the bias of this artificial field is opposite to that of the genuine underdense tracer.
predominantly traces high-density regions in the Universe. However, a large fraction of its volume exhibits relatively low density. Hence, the clustering of underdense regions may bear cosmologically relevant information that is complementary to the conventional clustering of overdensities. In principle, cosmic voids are ideal proxies for probing the underdense regions, but their autocorrelation statistics suffer a large shot-noise contamination due to their low number density. In this work we propose to apply the volume statistic $V$ to probe the volume distribution of large-scale structure. This statistic provides a measure of the volume change between Eulerian and Lagrangian space. As it makes use of all the tracer particles available, its shot-noise level is similar to that of the conventional tracer density field. Furthermore, the definition of the volume statistic is closely related to the density contrast, so it may be more amenable to theoretical models based on perturbation theory than objects that are defined via nonlinear topological characteristics of the cosmic web, such as voids. Also, an extension of its definition to redshift space is straightforward.

Traditional mass-assignment methods, such as CIC interpolation, yield empty regions with $\delta_h = -1$ for sparse halo samples, which make the volume statistic estimator ill-defined there. To overcome this difficulty, we apply tessellation interpolation methods to estimate the volume field. We study the clustering statistics obtained via the tessellation methods in detail. The power spectrum from the tessellated field is smoothed by an effective window function, which on large scales can be approximated by the same simple function for different tessellation methods. On small scales this approximation fails due to the density dependence of the tessellation.

For the density clustering, the conventional mass interpolation methods are recommended because they can reproduce the original discrete point distribution for sufficiently large grid size. Because of the additional smoothness condition imposed, the tessellation methods cause smoothing of the field at scales smaller than the mean particle separation. When the tessellation is used for the volume statistics, the VTFE provides the most satisfactory results in terms of signal-to-noise ratio. At the same time the VTFE is computationally less expensive than the DTFE.

The clustering amplitude of the volume statistic is negatively biased with respect to the dark matter density field $\delta$ on large scales, reflecting the fact that it traces underdense regions in the Universe. This bias can also be measured without knowledge of $\delta$ via the observable cross-power spectrum between the fields $\delta_h$ and $V$, which are strongly anti-correlated on large scales. Furthermore, the BAO features are imprinted in the volume statistic as well. Apart from a smoothing beyond the mean tracer separation scale $k \gtrsim k_{\text{ms}}$, they are reproduced without
systematic bias. Hence, to avoid loss of any clustering information, the number density of the tracer used to generate the volume statistic must be sufficiently high. An investigation of the covariance between the BAO information in the density and volume statistic is left for future work.

As the signal-to-noise ratio of void clustering is significantly limited by shot noise, we expect volume statistics to complement the available information from the clustering of underdense regions. For example, a cross-correlation with galaxy positions and shapes, quasars, the CMB and even three-point statistics of the volume statistic should be detectable at high significance. Voids have been suggested to be a sensitive probe for rich phenomena, such as the imprints of dark energy, modified gravity and massive neutrinos [106]. The volume statistic opens up a new avenue towards exploring these ideas. For example, in analogy to Ref. [51] the bias of the volume statistic can be used to constrain the inflationary paradigm via PNG. This can be combined with the multi-tracer approach [95–99] to optimize the statistical gain of this method.
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Appendix A: Kernel Density Estimation (KDE)

In this Appendix, we show that the density can be estimated using the method of Kernel Density Estimation (KDE) in statistics. See e.g. [83] for more details on KDE. Given a number of data points \( x_\alpha \) sampling the underlying probability distribution, instead of estimating the probability density by histogram, the sample points are smoothed by a window (or kernel) \( W \) of characteristic size \( h_\alpha \). Note that the stochastic variables are the sampling points and the underlying probability density is fixed. The probability density \( p \) can be estimated by the estimator

\[
\hat{p}(x) \Delta V = \frac{1}{N} \sum_{\alpha=1}^{N} W \left( \frac{x - x_\alpha}{h_\alpha} \right), \tag{A1}
\]

where \( N \) is the total number of particles contributing to density estimation. For overlapping windows it includes all the particles available. The volume element \( \Delta V \) is to be fixed later on. The expectation of \( \hat{p}(x) \) is

\[
\langle \hat{p}(x) \rangle = \frac{1}{N \Delta V} \sum_{\alpha=1}^{N} \left\langle W \left( \frac{x - x_\alpha}{h_\alpha} \right) \right\rangle = \frac{1}{N \Delta V} \sum_{\alpha=1}^{N} \int d^3 x_\alpha W \left( \frac{x - x_\alpha}{h_\alpha} \right) p(x_\alpha) = \frac{1}{N \Delta V} \sum_{\alpha=1}^{N} \int d^3 y_\alpha h_\alpha^3 W \left( y_\alpha \right) p(x - h_\alpha y_\alpha) \tag{A2}
\]

By expanding the probability density to second order we have

\[
\langle \hat{p}(x) \rangle \approx \frac{1}{N \Delta V} \sum_{\alpha=1}^{N} \int d^3 y_\alpha h_\alpha^3 W \left( y_\alpha \right) \left[ p(x) - h_\alpha \sum_i y_{\alpha i} \frac{\partial p}{\partial x_i} + \frac{1}{2} \sum_{ij} h_\alpha^2 y_{\alpha i} y_{\alpha j} \frac{\partial^2 p}{\partial x_i \partial x_j} \right] \tag{A3}
\]

The window satisfies the property that

\[
\int d^3 y W(y) = 1 \tag{A4}
\]

and it is chosen to be an even function. Therefore it simplifies to

\[
\langle \hat{p}(x) \rangle = \frac{\sum_{\alpha=1}^{N} h_\alpha^3}{N \Delta V} p(x) + \sum_{\alpha=1}^{N} h_\alpha^3 \sum_{ij} \frac{\partial^2 p}{\partial x_i \partial x_j} f_{ij}^{(1)}, \tag{A5}
\]

where for convenience we define the notation

\[
I_{ij...k}^{(n)} \equiv \int d^3 y W^n(y) y_i y_j \cdots y_k. \tag{A6}
\]

For \( \hat{p} \) to be unbiased to the lowest order, we require

\[
\Delta V = \frac{1}{N} \sum_{\alpha=1}^{N} h_\alpha^3. \tag{A7}
\]

Then the bias arises from the second derivative term:

\[
\langle \hat{p}(x) \rangle - p(x) = \frac{\sum_{\alpha=1}^{N} h_\alpha^3}{2} \sum_{ij} \frac{\partial^2 p}{\partial x_i \partial x_j} f_{ij}^{(1)}. \tag{A8}
\]

In particular, at the peak (trough), the estimated probability density is lower (higher) than the true one.

If we assume that the sampling points are independent of each other, the variance of \( \hat{p} \) is given by

\[
\text{Var}(\hat{p}(x)) = \frac{1}{(N \Delta V)^2} \sum_{\alpha=1}^{N} \text{Var} \left( W \left( \frac{x - x_\alpha}{h_\alpha} \right) \right) = \frac{1}{(N \Delta V)^2} \sum_{\alpha=1}^{N} \{ \int dx_\alpha W^2 \left( \frac{x - x_\alpha}{h_\alpha} \right) p(x_\alpha) - \left[ \int dx_\alpha W \left( \frac{x - x_\alpha}{h_\alpha} \right) p(x_\alpha) \right]^2 \}. \tag{A9}
\]
To the lowest order in \( h \) we have
\[
\text{Var}(\hat{n}(x)) \approx \frac{I^{(2)} p(x)}{\sum_{\alpha} h_\alpha^3}, \quad (A10)
\]
Note that the variance is inversely proportional to the total volume of the windows.

Now suppose that we have \( N \) particles, and we would like to estimate the number density of the sample, \( n(x) \), by applying a smoothing window to the particles. This can be done by simply replacing \( p \) by \( n(x)/N \), which is non-negative and normalized to 1. The estimator for \( n \) reads
\[
\hat{n}(x) = \frac{N}{\sum_{\alpha} h_\alpha^3} \sum_{\alpha} W \left( \frac{x - x_\alpha}{h_\alpha} \right). \quad (A11)
\]
The bias and the variance of the estimator are given by
\[
\langle \hat{n}(x) \rangle - n(x) = \frac{\sum_{\alpha} h_\alpha^3}{2 \sum_{\alpha} h_\alpha^3} \sum_{ij} \frac{\partial^2 n}{\partial x_i \partial x_j} I^{(1)}, \quad (A12)
\]
\[
\text{Var}(\hat{n}(x)) = \frac{n(x) I^{(2)}}{\sum_{\alpha} h_\alpha^3}. \quad (A13)
\]
These results apply to the density estimation using the usual mass interpolation method. It is important to remember that these results are obtained assuming that the sampling points Poisson-sample the underlying density field.

**Appendix B: Effects of the window function on the power spectrum**

The standard shot noise power spectrum result [Eq. (20)] can be derived by considering the particle distribution given by a sum of Dirac deltas, see e.g. the Appendix of [107]. Using the number density given by
\[
n(x) = \sum_\alpha \delta_D(x - x_\alpha), \quad (B1)
\]
the discrete two-point correlation can be written as
\[
\langle n(x_1)n(x_2) \rangle = \delta_D(x_1 - x_2) \left( \sum_\alpha \delta_D(x_1 - x_\alpha) \right) + \bar{n}^2 [1 + \xi(x_{12})], \quad (B2)
\]
where \( \bar{n} \) is the mean number density given by
\[
\bar{n} = \langle \sum_\alpha \delta_D(x - x_\alpha) \rangle, \quad (B3)
\]
and \( \xi \) is the correlation function due to continuous clustering. The discrete correlation function then reads
\[
\xi_d(x_1 - x_2) = \frac{1}{\bar{n}} \delta_D(x_1 - x_2) + \xi(x_{12}). \quad (B4)
\]

Upon Fourier transform, we obtain
\[
P_d(k) = \frac{1}{(2\pi)^3 \bar{n}} + P(k). \quad (B5)
\]
with the first term being Eq. (20).

The Dirac delta function can be thought of as a special kind of window function. We now consider the case when the particles are smoothed by an extended window function \( W \). The number density then reads
\[
n_W(x) = \sum_\alpha W(x - x_\alpha). \quad (B6)
\]
Note that because the window smoothing respects mass conservation, \( \bar{n} = \langle n_W \rangle \). Then the two-point correlation reads
\[
\langle n_W(x_1)n_W(x_2) \rangle = \bar{n}^2 \int d^3x' \int d^3x'' W(x_1 - x')W(x_2 - x'') \xi(|x' - x''|) + \bar{n}^2 \bar{n} \int d^3x' W(x_1 - x')W(x_2 - x'). \quad (B7)
\]
The discrete correlation can then be written as
\[
\xi_{W}(|x_1 - x_2|) = \frac{1}{\bar{n}} \int d^3x' W(x_1 - x')W(x_2 - x') \]
\[
+ \int d^3x' \int d^3x'' W(x_1 - x') \delta_D(x_2 - x'') \xi(|x' - x''|) \quad (B8)
\]
In Fourier space we have
\[
P_{W}(k) = (2\pi)^6 |W(k)|^2 \left[ P(k) + \frac{1}{(2\pi)^3 \bar{n}} \right]. \quad (B9)
\]
The first term in the square bracket is analogous to the 2-halo term and the second is the analog of the 1-halo term in the halo model [108]. For both the continuous and the shot noise term, the effect of the window function is the same and can be accounted for by a \( |W(k)|^2 \) factor.

Similarly the cross-correlation function between \( n \) and \( n_W \) is given by
\[
\xi_{W}(|x_1 - x_2|) = \frac{1}{\bar{n}} W(x_1 - x_2)
\]
\[
+ \int d^3x' \int d^3x'' W(x_1 - x') \delta_D(x_2 - x'') \xi(|x' - x''|) \quad (B10)
\]
and the cross-power spectrum reads
\[
P_{W}(k) = (2\pi)^3 W(k) \left[ P(k) + \frac{1}{(2\pi)^3 \bar{n}} \right]. \quad (B11)
\]
Again we find that the effect of the window function is captured by a factor of \( W(k) \).
P. Zivick, P. M. Sutter, B. D. Wandelt, B. Li, and I. Achitouv, Phys. Rev. D 94
E. Massara, F. Villaescusa-Navarro, M. Viel, and D. Mota, Mon. Not. Roy. Astron. Soc. 462, 2465 (2016), arXiv:1603.05184 [astro-ph.CO].
I. Achitouv, C. Blake, P. Carter, J. Koda, and F. Beutler, Phys. Rev. D 95, 083502 (2017), arXiv:1606.03902 [astro-ph.CO].
A. Hawken et al., Astron. Astrophys. 607, A54 (2017), arXiv:1611.07046 [astro-ph.CO].
C.-H. Chung, F.-S. Kitaura, Y. Liang, A. Font-Ribera, C. Zhao, P. McDonald, and C. Tao, Phys. Rev. D 95, 063528 (2017), arXiv:1605.05352 [astro-ph.CO].
N. Hamaus, M.-C. Cousinou, A. Pisani, M. Aubert, S. Evstigneev, and J. Weller, JCAP 07, 014 (2017), arXiv:1705.05328 [astro-ph.CO].
M. Aubert et al., arXiv e-prints, arXiv:2007.09013 (2020), arXiv:2007.09013 [astro-ph.CO].
S. Nadathur et al., arXiv:2008.06060 [astro-ph.CO].
G. Lavaux and B. D. Wandelt, Mon. Not. Roy. Astron. Soc. 403, 1392 (2010), arXiv:0906.4101 [astro-ph.CO].
P. M. Sutter, G. Lavaux, B. D. Wandelt, and D. H. Weinberg, ApJ 761, 187 (2012), arXiv:1208.1058 [astro-ph.CO].
N. Hamaus, A. Pisani, P. M. Sutter, G. Lavaux, S. Evstigneev, B. D. Wandelt, and J. Weller, Phys. Rev. Lett. 117, 091302 (2016), arXiv:1602.01784 [astro-ph.CO].
Q. Mao, A. A. Berlind, R. J. Scherrer, M. C. Neyrinck, R. Scoccimarro, et al., Astrophys. J. 835, 160 (2017), arXiv:1602.06306 [astro-ph.CO].
C. M. Correa, D. J. Paz, N. D. Padilla, A. N. Ruiz, R. E. Angulo, and A. G. Sánchez, Mon. Not. Roy. Astron. Soc. 485, 5761 (2019), arXiv:1811.12251 [astro-ph.CO].
N. Hamaus, A. Pisani, J.-A. Choi, G. Lavaux, B. D. Wandelt, and J. Weller, (2020), arXiv:2007.07895 [astro-ph.CO].
Y. Liang, C. Zhao, C.-H. Chung, F.-S. Kitaura, and C. Tao, Mon. Not. Roy. Astron. Soc. 459, 4020 (2016), arXiv:1511.04391 [astro-ph.CO].
F.-S. Kitaura et al., Phys. Rev. Lett. 116, 171301 (2016), arXiv:1511.04405 [astro-ph.CO].
N. Hamaus, B. D. Wandelt, P. M. Sutter, G. Lavaux, and M. S. Warren, Phys. Rev. Lett. 112, 041304 (2014), arXiv:1307.2571.
P. Sutter, G. Lavaux, N. Hamaus, B. D. Wandelt, D. H. Weinberg, and M. S. Warren, Mon. Not. Roy. Astron. Soc. 442, 462 (2014), arXiv:1309.5087 [astro-ph.CO].
N. Hamaus, P. Sutter, G. Lavaux, and B. D. Wandelt, JCAP 12, 013 (2014), arXiv:1409.3580 [astro-ph.CO].
G. Pollina, N. Hamaus, K. Dolag, J. Weller, M. Baldi, and L. Moscardini, Mon. Not. Roy. Astron. Soc. 469, 787 (2017), arXiv:1610.06176 [astro-ph.CO].
G. Pollina et al. (DES), Mon. Not. Roy. Astron. Soc. 470, 083502 (2017), arXiv:1606.03902 [astro-ph.CO].
[100] P. J. E. Peebles and J. T. Yu, ApJ 162, 815 (1970).

[101] R. A. Sunyaev and Y. B. Zeldovich, Astrophysics and Space Science 7, 3 (1970).

[102] S. Bharadwaj, ApJ 472, 1 (1996), arXiv:astro-ph/9606121 [astro-ph].

[103] D. J. Eisenstein, H.-J. Seo, and M. White, ApJ 664, 660 (2007), astro-ph/0604361.

[104] M. Crocce and R. Scoccimarro, Phys. Rev. D 77, 023533 (2008), arXiv:0704.2783 [astro-ph].

[105] C. Zhao, C. Tao, Y. Liang, F.-S. Kitaura, and C.-H. Chuang, Mon. Not. Roy. Astron. Soc. 459, 2670 (2016), arXiv:1511.04299 [astro-ph.CO].

[106] A. Pisani et al., (2019), arXiv:1903.05161 [astro-ph.CO].

[107] K. C. Chan and L. Blot, Phys. Rev. D96, 023528 (2017), arXiv:1610.06585 [astro-ph.CO].

[108] A. Cooray and R. K. Sheth, Phys. Rept. 372, 1 (2002), arXiv:astro-ph/0206508.