Numerical analysis of a Neumann boundary control problem with a stochastic parabolic equation
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Abstract We analyze the discretization of a Neumann boundary control problem with a stochastic parabolic equation, where additive noise occurs in the Neumann boundary condition. The convergence is established for general filtration, and the convergence rate $O(\tau^{1/4-\epsilon} + h^{1/2-\epsilon})$ is derived for the natural filtration of the $Q$-Wiener process.
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1 Introduction

Let $(\Omega, \mathcal{F}, P)$ be a given complete probability space with a normal filtration $\mathbb{F} = \{\mathcal{F}_t\}_{t \geq 0}$ (i.e., $\mathbb{F}$ is right-continuous and $\mathcal{F}_0$ contains all the $P$-null sets in $\mathcal{F}$). Assume that $\mathcal{O} \subset \mathbb{R}^d$ ($d = 2, 3$) is a convex polygonal domain with the boundary $\Gamma$. Let $W$ be a $Q$-Wiener process in $L^2(\Gamma)$ of the form

$$W(t) = \sum_{n=0}^{\infty} \sqrt{\lambda_n} \beta_n(t) \phi_n, \quad t \geq 0,$$

where the following conditions hold: $\{\lambda_n\}_{n=0}^{\infty}$ is a sequence of strictly positive numbers satisfying $\sum_{n=0}^{\infty} \lambda_n < \infty$; $\{\beta_n\}_{n=0}^{\infty}$ is a sequence of real-valued Brownian motions defined on $(\Omega, \mathcal{F}, P)$, mutually independent and $\mathbb{F}$-adapted; $\{\phi_n\}_{n=0}^{\infty}$ is an orthonormal basis of $L^2(\Gamma)$. We consider the following model problem:

$$\min_{u \in U_{ad}} \mathcal{J}(u, y) := \frac{1}{2} \|y - y_d\|^2_{L^2(\Omega; L^2(0, T; L^2(\mathcal{O})))} + \frac{\nu}{2} \|u\|^2_{L^2(\Omega; L^2(0, T; L^2(\Gamma)))}$$

*Corresponding author
subject to the state equation

\[
\begin{align*}
\frac{\partial}{\partial t} y(t, x) - \Delta y(t, x) + y(t, x) &= 0, \quad 0 \leq t \leq T, \quad x \in \mathcal{O}, \\
\partial_n y(t, x) &= u(t, x) + \sum_{n=0}^{\infty} \lambda_n^{1/2} (\sigma(t) \phi_n)(x) \frac{d\beta_n(t)}{dt}, \quad 0 \leq t \leq T, \quad x \in \Gamma, \\
y(0, x) &= 0, \quad x \in \mathcal{O},
\end{align*}
\]

where \(0 < \nu, T < \infty, y_d\) and \(\sigma\) are two given processes, and \(n\) is the outward unit normal vector to \(\Gamma\).

The above admissible space \(U_{ad}\) is defined by

\[
U_{ad} := \{ u \in L^2(\Omega; L^2(0, T; L^2(\Gamma))) \mid u_* \leq u \leq u^* \},
\]

where \(u_* < u^*\) are two given constants.

In the past four decades, a considerable number of papers have been published in the field of optimal control problems of stochastic partial differential equations (see [2,8,9,11,12,17,18,21], [27,28,34,38] and the references therein). By now it is still a highly active research area. However, the numerical analysis of stochastic parabolic optimal control problems is quite rare. The numerical analysis of stochastic parabolic optimal control problems consists of two main challenges. The first is to derive the convergence rate for the rough data. To keep the co-state \(F\)-adapted, the adjoint equation has a correction term \(z(t) dW(t)\).

The process \(z\) is of low temporal regularity for the rough data, and this makes the convergence rate difficult to derive. Here, we especially emphasize the case where the filtration is not the natural one of the Wiener process. Since in this case, the martingale representation theorem cannot be utilized, generally there is essential difficulty in analyzing the adjoint equation of the stochastic optimal control problems (see [27]). The second is to design efficient fully implementable algorithms. Generally, the discretization of the adjoint equation will be used for the construction of an efficient algorithm for a parabolic optimal control problem. The adjoint equation of a stochastic optimal control problem is a backward stochastic parabolic equation. To solve a backward parabolic equation requires computing a conditional expectation at each time step. However, computing conditional expectations is a challenging problem (see [1,3,14,26] and the references therein).

We briefly summarize the numerical analysis of stochastic parabolic optimal control problems in the literature as follows. Dunst and Prohl [10] analyzed a spatial semi-discretization of a forward-backward stochastic heat equation, and using the least squares Monte-Carlo method to compute the conditional expectations, they constructed two fully implementable algorithms. Levajković et al. [22] presented an approximation framework for computing the solution of the stochastic linear quadratic control problem on Hilbert spaces; however, the time variable is not discretized in this framework. Recently, Prohl and Wang [32,33] numerically analyzed the distributed optimal control problems of the stochastic heat equation driven by additive and multiplicative noise, and Li and Zhou [25] analyzed a distributed optimal control problem of a stochastic parabolic equation driven by the multiplicative noise. We refer the readers to [15] and the references therein for the numerical analysis of optimal control problems governed by stochastic differential equations, and refer the readers to [5,19] and the references therein for the numerical analysis of optimal control problems governed by random partial differential equations. The above works of stochastic parabolic optimal control problems generally require that \(\mathcal{F}\) should be the natural filtration of the Wiener process, and to the best of our knowledge, no numerical result is available for the stochastic parabolic optimal control problems with boundary noise.

Since the noise is additive and the state equation is linear, we essentially use a backward parabolic equation parameterized by the argument \(\omega \in \Omega\) as the adjoint equation, instead of using the backward stochastic parabolic equation. This enables us to establish the convergence of the discrete stochastic optimal control problem for general filtration, which is the main novelty of our theoretical results. Furthermore, under the condition that \(\mathcal{F}\) is the natural filtration of \(W(\cdot)\), we mainly use the mild solution theory of the backward stochastic parabolic equations to derive the convergence rate \(O(\tau^{1/4-\epsilon} + h^{1/2-\epsilon})\)
for the rough data $y_d \in L^2_γ(\Omega; L^2(0, T; L^2(\mathcal{O})))$ and
\[
\sigma \in L^2_γ(\Omega; L^2(0, T; \mathcal{L}^2_0)) \cap L^\infty(0, T; L^2(\Omega; \mathcal{L}^2_0)),
\]
where $\epsilon$ is a sufficiently small number. Our numerical analysis can be easily extended to the distributed optimal control problems governed by linear stochastic parabolic equations with the additive noise and general filtration. When the filtration is the natural one of the $Q$-Wiener process, our analysis can remove the restrictions on the data imposed in [32].

The rest of this paper is organized as follows. In Section 2, we introduce some notations and the first-order optimality condition of the problem (1.1). In Section 3, we present a discrete stochastic optimal control problem. In Section 4, we prove the convergence of this discrete stochastic optimal control problem. In Section 5, we conclude this paper. In Appendix A, we give an interpolation space result.

## 2 Preliminaries

**Conventions.** For any random variable $v$ defined on $(\Omega, \mathcal{F}, P)$, $E_v$ denotes the expectation of $v$, and $E_vv$ denotes the conditional expectation of $v$ with respect to $\mathcal{F}_t$ for any $t > 0$. We use $\langle \cdot, \cdot \rangle_\mathcal{O}$ and $\langle \cdot, \cdot \rangle_\Gamma$ to denote the inner products of $L^2(\Omega)$ and $L^2(\Gamma)$, respectively, and use $[\cdot, \cdot]$ and $\langle \cdot, \cdot \rangle$ to denote the inner products of $L^2(\Omega; L^2(\mathcal{O}))$ and $L^2(\Omega; L^2(\Gamma))$, respectively. The notation $I$ denotes the identity mapping. For any Hilbert space $X$, we simply use $\|\cdot\|_X$ to denote the norm of the Hilbert space $L^2(\Omega; X)$. For any two separable Hilbert spaces $X_1$ and $X_2$, $\mathcal{L}(X_1, X_2)$ denotes the set of all the bounded linear operators from $X_1$ to $X_2$, and $\mathcal{L}_2(X_1, X_2)$ denotes the set of all the Hilbert-Schmidt operators from $X_1$ to $X_2$. Define

$$L^2_\lambda := \left\{ \sum_{n=0}^{\infty} c_n \sqrt{\lambda_n} \phi_n \mid \sum_{n=0}^{\infty} c_n^2 < \infty \right\}$$

and endow this space with the inner product

$$\left( \sum_{n=0}^{\infty} c_n \sqrt{\lambda_n} \phi_n, \sum_{n=0}^{\infty} d_n \sqrt{\lambda_n} \phi_n \right)_{L^2_\lambda} = \sum_{n=0}^{\infty} c_n d_n$$

for all $\sum_{n=0}^{\infty} c_n \sqrt{\lambda_n} \phi_n \in L^2_\lambda$ and $\sum_{n=0}^{\infty} d_n \sqrt{\lambda_n} \phi_n \in L^2_\lambda$. In particular, $\mathcal{L}_2(L^2_\lambda, L^2(\Gamma))$ is abbreviated to $\mathcal{L}_2(\mathcal{O})$. For any separable Hilbert space $X$, define

$$L^2_\mathcal{O}(\Omega; L^2(0, T; X)) := \{ \varphi : [0, T] \times \Omega \to X \mid \varphi \text{ is } \mathcal{F} \text{-progressively measurable and } \|\varphi\|_{L^2(0, T; X)} < \infty \},$$

and let $\mathcal{E}_\mathcal{O}$ be the $L^2(\Omega; L^2(0, T; X))$-orthogonal projection onto $L^2_\mathcal{O}(\Omega; L^2(0, T; X))$. In addition, let $L^2_\mathcal{O}(\Omega; C([0, T]; X))$ be the space of all the $X$-valued and $\mathcal{F}$-adapted continuous processes. By saying that $\mathcal{F}$ is the natural filtration of $W(\cdot)$, we mean that $\mathcal{F}$ is generated by $W(\cdot)$ and augmented by

$$\{ \mathcal{N} \in \mathcal{F} \mid P(\mathcal{N}) = 0 \}.$$

**Definition of $\hat{H}^\gamma$.** Let $A$ be the realization of the partial differential operator $\Delta - I$ in $L^2(\mathcal{O})$ with the homogeneous Neumann boundary condition. More precisely,

$$\text{Domain}(A) := \{ v \in H^2(\mathcal{O}) \mid \partial_n v = 0 \text{ on } \Gamma \} \quad \text{and} \quad Av := \Delta v - v \quad \text{for all } v \in \text{Domain}(A).$$

For any $\gamma \geq 0$, define

$$\hat{\mathcal{H}}^\gamma := \{ (-A)^{-\gamma/2} v \mid v \in L^2(\mathcal{O}) \}$$

and endow this space with the norm

$$\| v \|_{\hat{\mathcal{H}}^\gamma} := \| (-A)^{\gamma/2} v \|_{L^2(\mathcal{O})}, \quad \forall v \in \hat{\mathcal{H}}^\gamma.$$
For each $\gamma > 0$, we use $\dot{H}^{-\gamma}$ to denote the dual space of $\dot{H}^\gamma$, and use $\langle \cdot, \cdot \rangle_{\dot{H}^\gamma}$ to denote the duality pairing between $\dot{H}^{-\gamma}$ and $\dot{H}^\gamma$. In the sequel, we mainly use the notation $\dot{H}^0$ instead of $L^2(O)$ for convenience.

**Definitions of $S_0$ and $S_1$.** Extend $A$ as a bounded linear operator from $\dot{H}^0$ to $\dot{H}^{-2}$ by

$$\langle Av, \varphi \rangle_{\dot{H}^2} := \langle v, A\varphi \rangle_0$$

for all $v \in \dot{H}^0$ and $\varphi \in \dot{H}^2$. The operator $A$ then generates an analytic semigroup $\{e^{tA}\}_{t \geq 0}$ in $\dot{H}^{-2}$ (see [36, Theorems 2.5 and 2.8]), possessing the following property (see [31, Theorem 6.13, Chapter 2]): for any $-2 \leq \beta \leq \gamma \leq 2$ and $t > 0$,

$$\|e^{tA}\|_{\mathcal{L}(\dot{H}^\beta, \dot{H}^\gamma)} \leq Ce^{(\beta - \gamma)/2},$$

(2.1)

where $C$ is a positive constant depending only on $\beta$ and $\gamma$. For any $g \in L^2(0,T; \dot{H}^{-2})$, the equation

$$\begin{cases}
y'(t) - Ay(t) = g(t), & \forall 0 \leq t \leq T, \\
y(0) = 0
\end{cases}$$

(2.2)

admits a unique mild solution

$$(S_0 g)(t) := \int_0^t e^{(t-s)A}g(s)ds, \quad 0 \leq t \leq T.$$ 

(2.3)

Symmetrically, for any $g \in L^2(0,T; \dot{H}^{-2})$, the equation

$$\begin{cases}
y'(t) - Ay(t) = g(t), & \forall 0 \leq t \leq T, \\
y(T) = 0
\end{cases}$$

(2.4)

admits a unique mild solution

$$(S_1 g)(t) := \int_0^T e^{(s-t)A}g(s)ds, \quad 0 \leq t \leq T.$$ 

(2.5)

For any $f, g \in L^2(0,T; \dot{H}^{-1})$, a routine energy argument yields

$$\|S_0 f\|_{L^2(0,T; \dot{H}^1)} \leq \|f\|_{L^2(0,T; \dot{H}^{-1})},$$

(2.6)

$$\|S_1 g\|_{L^2(0,T; \dot{H}^1)} \leq \|g\|_{L^2(0,T; \dot{H}^{-1})},$$

(2.7)

and it is easily verified that

$$\int_0^T \langle g(t), (S_0 f)(t) \rangle_{\dot{H}^1} dt = \int_0^T \langle f(t), (S_1 g)(t) \rangle_{\dot{H}^1} dt.$$ 

(2.8)

**Definition of $G$.** Assume that $\sigma \in L^2(\Omega; L^2(0,T; \dot{L}_2^0))$. Let $G$ be the mild solution of the stochastic evolution equation

$$\begin{cases}
dG(t) = AG(t)dt + \mathcal{R}\sigma(t)dW(t), & \forall 0 \leq t \leq T, \\
G(0) = 0
\end{cases}$$

(2.9)

where $\mathcal{R} \in \mathcal{L}(L^2(\Gamma), \dot{H}^{-1/2-\epsilon})$ $(0 < \epsilon \leq 1/2)$ is defined by

$$\langle \mathcal{R}v, \varphi \rangle_{\dot{H}^{1/2+\epsilon}} := \langle v, \varphi \rangle_{\dot{H}^{1/2+\epsilon}}$$

for all $v \in L^2(\Gamma)$ and $\varphi \in \dot{H}^{1/2+\epsilon}$.

(2.10)

For any $0 \leq t \leq T$, we have (see [13, Chapter 3] and [7, Chapter 5])

$$G(t) = \int_0^t e^{(t-s)A}\mathcal{R}\sigma(s)dW(s) \quad \text{P.-a.s.},$$

(2.11)
If \( \sigma \in L^2_T(\Omega; L^2(0,T; \mathcal{L}_F^2)) \cap L^\infty(0,T; L^2(\Omega; \mathcal{L}_F^2)) \), then for any \( 0 < t \leq T \) and \( 0 \leq \gamma < (1/2 - \epsilon)/2 \),

\[
\| G(t) \|_{\mathcal{H}^{2\gamma}}^2 = \int_0^t \| e^{(t-s)A} \mathcal{R} \sigma(s) \|_{\mathcal{L}_F(L^2(\mathcal{H}^{1/2-\epsilon})))}^2 ds
\]

\[
\leq C \int_0^t (t-s)^{-2\gamma-1/2-\epsilon} \| R \|_{\mathcal{L}(L^2(\mathcal{H}^{1/2-\epsilon}-1/2-\gamma}) \| \sigma(s) \|_{\mathcal{L}_F(L^2(\mathcal{H}^{1/2-\epsilon}-1/2-\gamma})}^2 ds (by (2.1))
\]

\[
\leq C t^{1/2-2\gamma-\epsilon} \| R \|^2_{\mathcal{L}(L^2(\mathcal{H}^{1/2-\epsilon}-1/2-\gamma}} \| \sigma \|^2_{\mathcal{L}^\infty(0,T; L^2(\Omega; \mathcal{L}_F^2))}(by (2.1)).
\]

so that by the fact that \( \mathcal{R} \in \mathcal{L}(L^2(\Gamma), \mathcal{H}^{1/2-\epsilon}) \), we obtain

\[
\| G(t) \|_{\mathcal{H}^{2\gamma}} \leq C t^{1/4-\gamma-\epsilon/2} \| \sigma \|_{\mathcal{L}^\infty(0,T; L^2(\Omega; \mathcal{L}_F^2))}.
\]

The above \( C \) denotes a positive constant depending only on \( \epsilon, \gamma \) and \( \mathcal{O} \), and its value may differ in different places. For more theoretical results, we refer the readers to [6].

**Remark 2.1.** By [16, Theorem 1.5.1.2], we see that \( \mathcal{H}^{1/2+\epsilon} \) is continuously embedded into \( L^2(\Gamma) \), so the above operator \( \mathcal{R} \) is well defined.

**First-order optimality condition.** We call \( \bar{u} \in U_{ad} \) a solution to the problem (1.1) if \( \bar{u} \) minimizes the cost functional

\[
\mathcal{J}(u) := \frac{1}{2} \| S_0 \mathcal{R} u + G - y_d \|^2_{L^2(0,T; L^2(\Omega))} + \nu u^2_{L^2(0,T; L^2(\Gamma))}, \quad u \in U_{ad}.
\]

It is standard that the problem (1.1) admits a unique solution \( \bar{u} \). Moreover, by (2.8) and (2.10), we have the first-order optimality condition

\[
\int_0^T \langle \bar{p} + \nu \bar{u}, u - \bar{u} \rangle dt \geq 0 \quad \text{for all } u \in U_{ad}.
\]

where

\[
\bar{p} := S_0 \bar{R} \bar{u} + G,
\]

\[
\bar{p} := S_1 (\bar{y} - y_d).
\]

It follows that

\[
\bar{u} = \mathcal{P}_{[u_*, u^*]} \left( -\frac{1}{\nu} \mathcal{E}_2(\text{tr} \bar{p}) \right),
\]

where \( \text{tr} \) is the trace operator from \( \mathcal{H}^1 \) to \( L^2(\Gamma) \) and

\[
\mathcal{P}_{[u_*, u^*]}(r) := \begin{cases} u_*, & \text{if } r < u_*, \\ r, & \text{if } u_* \leq r \leq u^*, \\ u^*, & \text{if } r > u^*. \end{cases}
\]

**Remark 2.2.** Assume that \( \mathbb{F} \) is the natural filtration of \( \mathcal{W}(\cdot) \). The usual first-order optimality condition of the problem (1.1) is that (see [2,8,9,12,17,18])

\[
\int_0^T \langle \bar{p} + \nu \bar{u}, u - \bar{u} \rangle dt \geq 0 \quad \text{for all } u \in U_{ad}.
\]

The above \( \bar{p} \) is the first component of the solution \( (\bar{p}, \bar{z}) \) to the backward stochastic parabolic equation

\[
\begin{cases}
\frac{d\bar{p}(t)}{dt} = -\langle Ap + S_0 \mathcal{R} \bar{u} + G - y_d \rangle(t) dt + \bar{z}(t) d\mathcal{W}(t), & 0 \leq t \leq T, \\
\bar{p}(T) = 0,
\end{cases}
\]
where $\bar{W}$ is a cylindrical Wiener process in $L^2(\mathcal{O})$ defined later by (4.33). Moreover, following the proof of Lemma 4.15, we can obtain

$$\bar{u} \in L^2_F(\Omega; C([0, T]; H^{1/2}(\Gamma))),$$

where $H^{1/2}(\Gamma)$ is a standard fractional order Sobolev space on $\Gamma$.

### 3 Discrete stochastic optimal control problems

Let $J > 0$ be an integer and define $t_j := j \tau$ for each $0 \leq j \leq J$, where $\tau := T/J$. Let $\mathcal{K}_h$ be a conventional conforming, shape regular and quasi-uniform triangulation of $\mathcal{O}$ consisting of $d$-simplexes, and we use $h$ to denote the maximum diameter of the elements in $\mathcal{K}_h$. Define

$$\mathcal{V}_h := \{ v_h \in C(\overline{\mathcal{O}}) \mid v_h \text{ is linear on each } K \in \mathcal{K}_h \},$$

$$\mathcal{X}_{h, \tau} := \{ v : [0, T] \times \Omega \to \mathcal{V}_h \mid V(t_j) \in L^2(\Omega; \mathcal{V}_h) \text{ and } V \text{ is constant on } [t_j, t_{j+1}] \text{ for each } 0 \leq j < J \}.$$

For any $V \in \mathcal{X}_{h, \tau}$, by $V_j$ we mean $V(t_j)$ for each $0 \leq j \leq J$. Define $Q_h : \dot{H}^{-1} \to \mathcal{V}_h$ by

$$\langle Q_h v, v_h \rangle_\mathcal{O} = \langle v, v_h \rangle_{H^1} \quad \text{for all } v \in \dot{H}^{-1} \text{ and } v_h \in \mathcal{V}_h,$$

and define $A_h : \mathcal{V}_h \to \mathcal{V}_h$ by

$$\langle A_h v_h, w_h \rangle_\mathcal{O} = -\int_{\mathcal{O}} \nabla v_h \cdot \nabla w_h + v_h w_h \quad \text{for all } v_h, w_h \in \mathcal{V}_h.$$

For any $g \in L^2(\Omega; L^2(0, T; H^{-1}))$, define $S_{0}^{h, \tau} g \in \mathcal{X}_{h, \tau}$, an approximation of $S_0 g$, by

$$\begin{aligned}
(S_{0}^{h, \tau} g)_0 &= 0, \\
(S_{0}^{h, \tau} g)_{j+1} - (S_{0}^{h, \tau} g)_j &= \tau A_h (S_{0}^{h, \tau} g)_{j+1} + \int_{t_j}^{t_{j+1}} Q_h g(t) dt, \quad 0 \leq j < J. 
\end{aligned} \quad (3.1)$$

Define $G_{h, \tau} \in \mathcal{X}_{h, \tau}$, an approximation of $G$, by

$$\begin{aligned}
(G_{h, \tau})_0 &= 0, \\
(G_{h, \tau})_{j+1} - (G_{h, \tau})_j &= \tau A_h (G_{h, \tau})_{j+1} + \int_{t_j}^{t_{j+1}} Q_h R \sigma(t) dW(t), \quad 0 \leq j < J. 
\end{aligned} \quad (3.2)$$

**Remark 3.1.** For any $g \in L^2(\Omega; L^2(0, T; L^2(\Gamma)))$, a routine energy argument (see [35, Chapter 12] and [30]) yields that

$$\max_{0 \leq j \leq J} \| (S_{0}^{h, \tau} R g)_j \|_{H^0} \leq C \| g \|_{L^2(0, T; L^2(\Gamma))}, \quad (3.3)$$

where $C$ is a positive constant depending only on $\mathcal{O}$.

**Remark 3.2.** Although $\mathcal{X}_{h, \tau} \not\subset L^2_F(\Omega; L^2(0, T; \dot{H}^0))$, we have

$$G_{h, \tau} \in L^2_F(\Omega; L^2(0, T; \mathcal{V}_h)).$$

Moreover, $S_{0}^{h, \tau} g \in L^2_F(\Omega; L^2(0, T; \mathcal{V}_h))$ for all $g \in L^2_F(\Omega; L^2(0, T; \dot{H}^{-1}))$.

The discrete stochastic optimal control problem is to seek a discrete control $\bar{U} \in U_{ad, \tau}$ such that

$$J_{h, \tau}(\bar{U}) = \min_{U \in U_{ad, \tau}} J_{h, \tau}(U), \quad \text{ (3.4)}$$

where the discrete admissible control space is defined by

$$U_{ad, \tau} : = \{ U \in U_{ad} \mid U \text{ is constant on } [t_j, t_{j+1}], \forall 0 \leq j < J \}$$

and the discrete cost functional is defined by

$$J_{h, \tau}(U) := \frac{1}{2} \| S_{0}^{h, \tau} RU + G_{h, \tau} - y \|_{L^2(0, T; H^0)}^2 + \nu \| U \|_{L^2(0, T; L^2(\Gamma))}^2, \quad \forall U \in U_{ad, \tau}.$$
Remark 3.3. Note that the discrete control is not discretized in space. This is just for the sake of numerical analysis, and there is no essential difficulty in extending the numerical analysis of this paper to the case where the discrete control is discretized by the standard continuous piecewise linear element method in space.

Then let us present the first-order optimality condition for the above discrete problem. For any \( g \in L^2(\Omega; L^2(0, T; \tilde{H}^{-1})) \), define \( S^h_{1, \tau} g \in X_{h, \tau} \) by

\[
\begin{aligned}
(S^h_{1, \tau} g)_j &= 0, \\
(S^h_{1, \tau} g)_j - (S^h_{1, \tau} g)_{j+1} &= \tau A_h(S^h_{1, \tau} g)_j + \int_{t_j}^{t_{j+1}} Q_h g(t) dt, \quad 0 \leq j < J.
\end{aligned}
\]  

(3.5)

In view of (3.1) and (3.5), a straightforward calculation yields that for any \( f \in L^2(\Omega; L^2(0, T; L^2(\Gamma))) \) and \( g \in L^2(\Omega; L^2(0, T; \tilde{H}^0)) \),

\[
\int_0^T [S^h_{0, \tau} R f, g] dt = \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} (f(t), (S^h_{1, \tau} g)_{j+1}) dt.
\]  

(3.6)

Using this equality, we readily conclude that

\[
\sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} (\tilde{P}_{j+1} + \nu \tilde{U}, U - \tilde{U}) dt \geq 0 \quad \text{for all } U \in U^h_{ad},
\]  

(3.7)

where \( \tilde{U} \) is the unique solution of the problem (3.4) and

\[
\tilde{P} := S^h_{1, \tau} (S^h_{0, \tau} R \tilde{U} + G_{h, \tau} - y_d).
\]  

(3.8)

It is evident from (3.7) that for any \( 0 \leq j < J \),

\[
\tilde{U}_j = \mathcal{P}_{[u_0, u^*]} \left( -\frac{1}{\rho} E_{t_j} \text{tr} \tilde{P}_{j+1} \right).
\]

Remark 3.4. Let \( \tilde{U} \) be the solution to the problem (3.4), and let

\[
\tilde{Y} := S^h_{0, \tau} R \tilde{U} + G_{h, \tau}, \quad \tilde{P} := S^h_{1, \tau} (\tilde{Y} - y_d).
\]  

Assume that there exist deterministic functions \( \mathcal{U} \) and \( \mathcal{P} \) such that

\[
\tilde{U} = \mathcal{U}(\tilde{Y}) \quad \text{and} \quad \tilde{P} = \mathcal{P}(\tilde{Y}).
\]  

(3.9)

Assume that \( \sigma(t) = 0 \) for all \( 0 \leq t \leq T \). From the fact that \( \tilde{U}(t_0) \) is deterministic, it follows that \( \tilde{Y}(t_1) \) is deterministic. Hence, according to the assumption, \( \tilde{U}(t_1) \) and \( \tilde{P}(t_1) \) are deterministic. Similarly, \( \tilde{Y}(t_j) \) and \( \tilde{P}(t_j) \) are deterministic for all \( 2 \leq j \leq J \). It follows that \( \tilde{Y}, \tilde{U} \) and \( \tilde{P} \) are deterministic. However, in general this is evidently incorrect, since \( y_d \) is a stochastic process. The above example illustrates that for our model problem, generally we cannot expect the existence of deterministic functions \( \mathcal{U} \) and \( \mathcal{P} \) such that (3.9) holds. Since (3.9) is crucial for the application of the algorithms in [10] to the problem (3.4), these algorithms are not applicable.

Finally, we present the convergence of the discrete stochastic optimal control problem (3.4). For any \( v \in L^2_\mathcal{F}(\Omega; L^2(0, T; X)) \) with \( X \) being a separable Hilbert space, define \( \mathcal{P}_\tau v \) by

\[
(\mathcal{P}_\tau v)(t) = \frac{1}{\tau} E_{t_j} \int_{t_j}^{t_{j+1}} v(s) ds
\]  

(10.30)

for all \( t_j \leq t < t_{j+1} \) with \( 0 \leq j < J \).
We also have the following two well-known estimates (see [4, Theorems 4.4.4, 4.5.11 and 5.7.6]):

For each $\sigma \in L^2_\varrho(\Omega; L^2(0, T; \hat{H}^0))$ and $\sigma \in L^2_\varrho(\Omega; L^2(0, T; \hat{L}^0)) \cap L^\infty(0, T; L^2(\Omega; \hat{L}_2^0))$.

Let $\bar{u}$ be the solution of (1.1), $p$ be defined by (2.16), and $\bar{U}$ be the solution of (3.4). Then

$$
\|\bar{u} - \bar{U}\|_{L^2(0, T; \hat{H}^0)} + \|S_0 R \bar{u} - S_0 h^{-1} R \bar{U}\|_{L^2(0, T; \hat{H}^0)} \leq C(\tau^{1/4}\epsilon + h^{1/2}\epsilon + \|I - P_\tau\|_{\hat{L}^2(0, T; \hat{L}^2(\Gamma))} + \|I - P_\tau\|_{\hat{L}^2(\Omega; \hat{L}^2(\Gamma))}).
$$

Moreover, if $F$ is the natural filtration of $W(\cdot)$, then

$$
\|\bar{u} - \bar{U}\|_{L^2(0, T; \hat{H}^0)} + \|S_0 R \bar{u} - S_0 h^{-1} R \bar{U}\|_{L^2(0, T; \hat{H}^0)} \leq C(\tau^{1/4}\epsilon + h^{1/2}\epsilon).
$$

The above $\epsilon$ is a sufficiently small positive number and the above $C$ is a positive constant depending only on $u_\ast$, $u^\ast$, $y_d$, $\sigma$, $\nu$, $\mathcal{O}$, $T$ and the regularity parameters of $K_h$.

4 Proofs

Throughout this section, we use the following conventions: $\epsilon > 0$ denotes a sufficiently small number, and its value may differ in different places; $a \lesssim b$ means $a \leq C b$, where $C$ is a positive constant depending only on $\epsilon$, $\mathcal{O}$, $T$, the regularity parameters of $K_h$ and the indexes of the Sobolev spaces where the underlying functions belong.

4.1 Preliminary estimates

For each $\gamma \in \mathbb{R}$, let $\hat{H}^\gamma_h$ be the space $\mathcal{V}_h$ endowed with the norm

$$
\|v_h\|_{\hat{H}^\gamma_h} := \|(-A_h)^{\gamma/2} v_h\|_{\hat{H}^\gamma}, \quad \forall v_h \in \mathcal{V}_h.
$$

By the fact that $R \in \mathcal{L}(L^2(\Gamma), \hat{H}^{-1/2-\epsilon})$ and

$$
\|Q_h\|_{\mathcal{L}(\hat{H}^{-1/2-\epsilon}, \hat{H}^{-1/2-\epsilon})} \lesssim 1,
$$

we obtain

$$
\|Q_h R\|_{\mathcal{L}(L^2(\Gamma), \hat{H}^{1/2+\epsilon})} \lesssim 1.
$$

We also have the following two well-known estimates (see [4, Theorems 4.4.4, 4.5.11 and 5.7.6]):

$$
\|I - Q_h\|_{\mathcal{L}(\hat{H}^1, \hat{H}^0)} \lesssim h,
$$

$$
\|I - A_h^{-1} Q_h A\|_{\mathcal{L}(\hat{H}^1, \hat{H}^0)} \lesssim h.
$$

Remark 4.1. For any $v \in \hat{H}^{-1}$ we have

$$
\|Q_h v\|_{\hat{H}^{-1}_h} = \sup_{0 \neq \varphi_h \in \mathcal{V}_h} \frac{(Q_h v, \varphi_h)_\mathcal{O}}{\|\varphi_h\|_{\hat{H}^{-1}_h}} = \sup_{0 \neq \varphi_h \in \mathcal{V}_h} \frac{\langle v, \varphi_h \rangle_{\hat{H}^{-1}_h}}{\|\varphi_h\|_{\hat{H}^{-1}_h}} \quad \text{(by the definition of } Q_h) \leq \sup_{0 \neq \varphi_h \in \mathcal{V}_h} \frac{\|v\|_{\hat{H}^{-1}} \|\varphi_h\|_{\hat{H}^{1}_h}}{\|\varphi_h\|_{\hat{H}^{1}_h}}.
$$

Noting the fact that $\|\varphi_h\|_{\hat{H}^{1}_h} = \|\varphi_h\|_{\hat{H}^{1}_h}, \forall \varphi_h \in \mathcal{V}_h$, we readily conclude that

$$
\|Q_h v\|_{\mathcal{L}(\hat{H}^{-1}, \hat{H}^{-1}_h)} \leq 1.
$$

In addition, by definition, the restriction of $Q_h$ to $\hat{H}^0$ is the $L^2(\mathcal{O})$-orthogonal projection onto $\mathcal{V}_h$, and hence,

$$
\|Q_h\|_{\mathcal{L}(\hat{H}^0, \hat{H}^0_h)} \leq 1.
$$

Using the above two estimates, by interpolation (see [27, Theorems 2.6 and 4.36]), we readily obtain (4.1).
By the techniques in the proofs of [35, Lemmas 3.2 and 7.3], a straightforward computation yields the following lemma.

**Lemma 4.2.** For any $-2 \leq \beta \leq \gamma \leq 2$ and $t > 0$, we have
\[
\|e^{tA_h}\|_{L(H_h^\beta, H_h^\gamma)} \lesssim t^{(\beta-\gamma)/2}.
\]
(4.5)

For any $0 \leq \beta \leq \gamma \leq 2$ and $t > 0$,
\[
\|I - e^{tA_h}\|_{L(H_h^\beta, H_h^\gamma)} \lesssim t^{(\gamma-\beta)/2}.
\]
(4.6)

For any $0 \leq \gamma \leq 2$ and $j > 1$,
\[
\|(I - \tau A_h)^{-j}\|_{L(H_h^\gamma, H_h^\gamma)} < (j\tau)^{-\gamma/2}.
\]
(4.7)

**Lemma 4.3.** Assume that $0 \leq \gamma \leq 1$, $0 \leq k \leq j < J$ and $t_k \leq t < t_{k+1}$. Then
\[
\|e^{(t_{j+1}-t)A_h} - e^{(t_{j+1}-t_k)A_h}\|_{L(H_h^{\gamma}, H_h^{\gamma})} \lesssim \tau^{(1-\gamma)/2}((t_j+1-t) - t)^{-1/2}.
\]
(4.8)

**Proof.** We have
\[
\|e^{(t_{j+1}-t)A_h} - e^{(t_{j+1}-t_k)A_h}\|_{L(H_h^{\gamma}, H_h^{\gamma})}
= \|(I - e^{(t-t_k)A_h})e^{(t_{j+1}-t)A_h}\|_{L(H_h^{\gamma}, H_h^{\gamma})}
\leq \|I - e^{(t-t_k)A_h}\|_{L(H_h^{\gamma}, H_h^{\gamma})}\|e^{(t_{j+1}-t)A_h}\|_{L(H_h^{\gamma}, H_h^{\gamma})}.
\]
so (4.8) follows from (4.5) and (4.6).

**Lemma 4.4.** For any $0 \leq \gamma \leq 2$ and $1 \leq j \leq J$,
\[
\|e^{j\tau A_h} - (I - \tau A_h)^{-j}\|_{L(H_h^{\gamma}, H_h^{\gamma})} \lesssim \tau^{-\gamma/2}j^{-1}.
\]
(4.9)

**Proof.** By [35, Theorem 7.2], we have
\[
\|e^{j\tau A_h} - (I - \tau A_h)^{-j}\|_{L(H_h^{\gamma}, H_h^{\gamma})} \lesssim j^{-1}.
\]

Also, by (4.5) and (4.7), we have
\[
\|e^{j\tau A_h} - (I - \tau A_h)^{-j}\|_{L(H_h^{\gamma}, H_h^{\gamma})} \lesssim (j\tau)^{-1}.
\]

Hence, by interpolation (see [29, Theorems 2.6 and 4.36]), we obtain (4.9).

4.2 Convergence of $G_{h,\tau}$

Let $G_h$ be the mild solution of the equation
\[
\begin{cases}
    dG_h(t) = A_h G_h(t) dt + Q_h R \sigma(t) dW(t), & 0 \leq t \leq T, \\
    G_h(0) = 0.
\end{cases}
\]
(4.10)

Similar to (2.11), we see that for each $0 \leq t \leq T$,
\[
G_h(t) = \int_0^t e^{(t-s)A_h} Q_h R \sigma(s) dW(s) \quad \text{P-a.s.}
\]
(4.11)

Let us first estimate $\|G - G_h\|_{L^2(0,T;H^0)}$.

**Lemma 4.5.** If $\sigma \in L^2_s(\Omega; L^2(0,T; L^2_0))$, then
\[
\|G - G_h\|_{L^2(0,T;H^0)} \lesssim h^{1/2-\epsilon}\|\sigma\|_{L^2(0,T;L^2_0)}.
\]
(4.12)
Proof. For any $g \in L^2_0(\Omega; L^2(0, T; L_2(\tilde{A}, \tilde{H}^{-1})))$, let $\Pi g$ and $\Pi_h g$ be the mild solutions of the equations
\[
\begin{aligned}
    d(\Pi g)(t) &= A(\Pi g)(t)dt + g(t)dW(t), \quad 0 \leq t \leq T, \\
    (\Pi g)(0) &= 0 
\end{aligned}
\]
and
\[
\begin{aligned}
    d(\Pi_h g)(t) &= A_h(\Pi_h g)(t)dt + Q_h g(t)dW(t), \quad 0 \leq t \leq T, \\
    (\Pi_h g)(0) &= 0, 
\end{aligned}
\]
respectively. By the celebrated Itô’s formula, we have the following standard estimates:
\[
\begin{aligned}
    \|\Pi g\|_{L^2(0, T; H^{\alpha+1})} &\lesssim \|g\|_{L^2(0, T; L_2(\tilde{A}, H^{\alpha}))}, \\
    \|\Pi_h g\|_{L^2(0, T; H^{\alpha+1})} &\lesssim \|Q_h g\|_{L^2(0, T; L_2(\tilde{A}, H^{\alpha}))} 
\end{aligned}
\]
for any $g \in L^2_0(\Omega; L^2(0, T; L_2(\tilde{A}, \tilde{H}^{\alpha})))$ with $\alpha \geq -1$. Using the above estimates with $\alpha = -1$ and the fact that $\|Q_h\|_{L(H^{-1}, H^{\alpha})} \leq 1$, we then obtain
\[
\|\Pi - \Pi_h\|_{L^2(\tilde{A}(\Omega; L^2(0, T; L_2(\tilde{A}, \tilde{H}^{-1}))), H^{\alpha})} \lesssim 1. 
\]
Let $g \in L^2_0(\Omega; L^2(0, T; L_2(\tilde{A}, \tilde{H}^{0})))$. For any $0 \leq t \leq T$, we have (see [13, Chapter 3])
\[
(\Pi g)(t) = \int_0^t A(\Pi g)(s)ds + \int_0^t g(s)dW(s) \quad \text{P-a.s.,}
\]
so
\[
(Q_h \Pi g)(t) = \int_0^t Q_h A(\Pi g)(s)ds + \int_0^t Q_h g(s)dW(s) \quad \text{P-a.s.}
\]
It follows that
\[
\begin{aligned}
    d(Q_h \Pi g)(t) &= Q_h A(\Pi g)(t)dt + Q_h g(t)dW(t), \quad 0 \leq t \leq T, \\
    (Q_h \Pi g)(0) &= 0. 
\end{aligned}
\]
Letting $e_h := \Pi_h g - Q_h \Pi g$, by (4.13) and (4.17), we get
\[
\begin{aligned}
    de_h(t) &= A_h e_h(t)dt + (A_h Q_h g - A_h \Pi g)(t)dt, \quad 0 \leq t \leq T, \\
    e_h(0) &= 0. 
\end{aligned}
\]
It follows that
\[
\|e_h\|_{L^2(0, T; H^{\alpha})} \lesssim \|(A_h Q_h - A_h \Pi g)\|_{L^2(0, T; H^{-2})} = \|(Q_h - A_h^{-1} Q_h A) \Pi g\|_{L^2(0, T; H^\alpha)},
\]
so
\[
\|(\Pi - \Pi_h) g\|_{L^2(0, T; H^{\alpha})}
\leq \|e_h\|_{L^2(0, T; H^{\alpha})} + \|(I - Q_h) \Pi g\|_{L^2(0, T; H^{\alpha})} 
\lesssim \|(Q_h - A_h^{-1} Q_h A) \Pi g\|_{L^2(0, T; H^{\alpha})} + \|(I - Q_h) \Pi g\|_{L^2(0, T; H^{\alpha})} 
\lesssim \|(I - A_h^{-1} Q_h A) \Pi g\|_{L^2(0, T; H^{\alpha})} + \|(I - Q_h) \Pi g\|_{L^2(0, T; H^{\alpha})} 
\lesssim h \|\Pi g\|_{L^2(0, T; H^{\alpha})} \quad \text{by (4.3) and (4.4))} 
\lesssim h \|g\|_{L^2(0, T; L_2(\tilde{A}, \tilde{H}^{0})))} \quad \text{(by (4.14) with $\alpha = 0$)}.
\]
This implies that
\[
\|\Pi - \Pi_h\|_{L^2(\tilde{A}(\Omega; L^2(0, T; L_2(\tilde{A}, \tilde{H}^{0}))), H^{\alpha})} \lesssim h.
\]
In view of (4.16), (4.19) and Lemma A.1, by interpolation we obtain
\[
\|\mathbb{I} - \Pi_h\|_{\mathcal{L}(L^2(\Omega;L^2(0,T;L^2_h(t_k^2,\hat{H}^{-1/2-\epsilon})))},H^0) \lesssim h^{1/2-\epsilon}.
\]
Therefore, the desired estimate (4.12) follows from the following facts:
\[
\begin{align*}
G &= \Pi R\sigma, \\
G_h &= \Pi_h R\sigma, \\
\mathcal{R} &\in \mathcal{L}(L^2(\Gamma),\hat{H}^{-1/2-\epsilon}), \\
\sigma &\in L^2(\Omega;L^2(0,T;L^2(0,T;L^2_h(0,T;L^2)))).
\end{align*}
\]
This completes the proof. \(\square\)

Then let us estimate \(\|G_h - G_h,\tau\|_{L^2(0,T;H^0_h)}\).

**Lemma 4.6.** If \(\sigma \in L^2(\Omega;L^2(0,T;L^2_h(0,T;L^2_h(0,T;L^2)))\), then
\[
\max_{0 \leq j \leq J} \| (G_h - G_h,\tau)(t_j) \|_{H^0_h} \lesssim \tau^{1/4-\epsilon} \| \sigma \|_{L^\infty(0,T;L^2(\Omega;L^2_h(0,T;L^2)))}.
\]

**Proof.** Let \(0 < j < J\) be arbitrary but fixed. By (3.2) and (4.11), we obtain P-a.s.
\[
(G_h - G_h,\tau)(t_{j+1}) = \sum_{k=0}^j \int_{t_k}^{t_{k+1}} (e^{(t_{j+1}-t)A_h} - (I - \tau A_h)^{-(j-k)} - 1) Q_h \mathcal{R}\sigma(t) dW(t)
\]
so that
\[
\begin{align*}
\| (G_h - G_h,\tau)(t_{j+1}) \|_{H^0_h}^2 &\leq \sum_{k=0}^j \left\| \int_{t_k}^{t_{k+1}} (e^{(t_{j+1}-t)A_h} - (I - \tau A_h)^{-(j-k)+1}) Q_h \mathcal{R}\sigma(t) dW(t) \right\|_{H^0_h}^2 \\
&\leq \sum_{k=0}^j \int_{t_k}^{t_{k+1}} \| e^{(t_{j+1}-t)A_h} - (I - \tau A_h)^{-(j-k)+1} \|_{\mathcal{L}(H^{-1/2-\epsilon},H^0_h)}^2 \\
&\quad \times \| Q_h \mathcal{R}\sigma(t) \|_{\mathcal{L}(L^2(\Gamma),H^{-1/2-\epsilon})}^2 \| \sigma(t) \|_{L^2}^2 dt.
\end{align*}
\]

By (4.2), we then conclude that
\[
\| (G_h - G_h,\tau)(t_{j+1}) \|_{H^0_h}^2 \lesssim \| \sigma \|_{L^\infty(0,T;L^2(\Omega;L^2_h(0,T;L^2)))}^2 \sum_{k=0}^j \int_{t_k}^{t_{k+1}} \| e^{(t_{j+1}-t)A_h} - (I - \tau A_h)^{-(j-k)+1} \|_{\mathcal{L}(H^{-1/2-\epsilon},H^0_h)}^2 dt.
\]

By (4.5) and (4.7), we have
\[
\int_{t_j}^{t_{j+1}} \| e^{(t_{j+1}-t)A_h} - (I - \tau A_h)^{-(j-k)+1} \|_{\mathcal{L}(H^{-1/2-\epsilon},H^0_h)}^2 dt \lesssim \tau^{1/2-\epsilon},
\]
and by (4.8) and (4.9), we have
\[
\begin{align*}
\sum_{k=0}^{j-1} \int_{t_k}^{t_{k+1}} \| e^{(t_{j+1}-t)A_h} - (I - \tau A_h)^{-(j-k)+1} \|_{\mathcal{L}(H^{-1/2-\epsilon},H^0_h)}^2 dt \\
&\lesssim \sum_{k=0}^{j-1} \int_{t_k}^{t_{k+1}} \| e^{(t_{j+1}-t)A_h} - e^{(t_{j+1}-t_k)A_h} \|_{\mathcal{L}(H^{-1/2-\epsilon},H^0_h)}^2 dt
\end{align*}
\]
Hence, by (4.21) we get

\[ \tau^{1/2-\varepsilon} \sum_{k=0}^{j-1} \int_{t_k}^{t_{k+1}} (t_{j+1} - t)^{-1} dt + \tau^{1/2-\varepsilon} \sum_{k=0}^{j-1} (j - k + 1)^{-1} \]

\[ \lesssim \tau^{1/2-\varepsilon} (\ln(1/\tau) + \ln(j + 1)) \]

Combining the above two estimates yields

\[ \sum_{k=0}^{j} \int_{t_k}^{t_{k+1}} \|e^{(t_{j+1} - t)A_h} - (I - \tau A_h)^{(j-k+1)}}^{2} \|_{L(L^2(\Omega; L^2(\mathbb{C}^2)))} \lesssim \tau^{1/2-\varepsilon}. \]

Hence, by (4.21) we get

\[ \|G_h - G_{h,\tau})(t_{j+1})\|_{H^0_h(0, T; L^2(\Omega; L^2(\mathbb{C}^2)))} \lesssim \tau^{1/4-\varepsilon} \|\sigma\|_{L^\infty(0, T; L^2(\Omega; L^2(\mathbb{C}^2)))}. \]

Hence, as 0 \leq j < J is arbitrary, (4.20) follows from the fact that

\[ (G_h - G_{h,\tau})(0) = 0. \]

This completes the proof.

**Lemma 4.7.** Under the condition of Lemma 4.6, we have

\[ \|G_h - G_{h,\tau}\|_{L^2(0, T; H^0_h(\Omega; L^2(\mathbb{C}^2)))} \lesssim \tau^{1/4-\varepsilon} \|\sigma\|_{L^\infty(0, T; L^2(\Omega; L^2(\mathbb{C}^2)))}. \]

**Proof.** By (4.20), we only need to prove

\[ \sum_{j=0}^{J-1} \|G_h - G_{h}(t_j)\|_{L^2(t_j, t_{j+1}; H^0_h)}^2 \lesssim \tau^{1/2-\varepsilon} \|\sigma\|_{L^\infty(0, T; L^2(\Omega; L^2(\mathbb{C}^2)))}. \]

(4.23)

To this end, we proceed as follows. For any \( t_j \leq t \leq t_{j+1} \) with 0 \leq j < J, we have

\[ G_h(t) - e^{(t-t_j)A_h} G_h(t_j) = \int_{t_j}^{t} e^{(t-s)A_h} Q_h \mathcal{R} \sigma(s) dW(s) \quad \text{P-a.s.,} \]

so

\[ \|G_h(t) - e^{(t-t_j)A_h} G_h(t_j)\|_{H^0_h}^2 \]

\[ = \int_{t_j}^{t} \|e^{(t-s)A_h} Q_h \mathcal{R} \sigma(s)\|_{L^2(L^2(\mathbb{C}^2))}^2 ds \]

\[ \leq \int_{t_j}^{t} \|e^{(t-s)A_h}\|_{L(L^2(\mathbb{C}^2))}^2 \|Q_h \mathcal{R}\|_{L^2(\mathbb{C}^2)}^2 \|\sigma(s)\|_{L^2(\mathbb{C}^2)}^2 ds \]

\[ \lesssim \int_{t_j}^{t} (t - s)^{-1/2-\varepsilon} ds \|\sigma\|_{L^\infty(0, T; L^2(\Omega; L^2(\mathbb{C}^2)))}^2 \] (by (4.2) and (4.5))

\[ \lesssim (t - t_j)^{1/2-\varepsilon} \|\sigma\|_{L^\infty(0, T; L^2(\Omega; L^2(\mathbb{C}^2)))}^2. \]

It follows that

\[ \int_{t_j}^{t_{j+1}} \|G_h(t) - e^{(t-t_j)A_h} G_h(t_j)\|_{H^0_h}^2 dt \lesssim \tau^{3/2-\varepsilon} \|\sigma\|_{L^\infty(0, T; L^2(\Omega; L^2(\mathbb{C}^2)))}^2. \]

(4.24)

Following the proof of (2.13), we obtain

\[ \|G_h(t_j)\|_{H^{1/2-\varepsilon}} \lesssim \|\sigma\|_{L^\infty(0, T; L^2(\Omega; L^2(\mathbb{C}^2)))}. \]
so that
\[
\int_{t_j}^{t_{j+1}} \left\| (I - e^{(t-t_j)A_h})G_h(t_j) \right\|^2_{H^p_h} dt \\
\lesssim 
\int_{t_j}^{t_{j+1}} (t - t_j)^{1/2-\epsilon} \left\| G_h(t_j) \right\|^2_{H^{1/2-h}} dt \quad \text{(by (4.6))}
\lesssim \tau^{3/2-\epsilon} \left\| G_h(t_j) \right\|^2_{H^{1/2-h}} \\
\lesssim \tau^{3/2-\epsilon} \| \sigma \|^2_{L^\infty(0,T;L^2(\Omega;L^2_\gamma))}.
\]

Combining the above estimate with (4.24) yields
\[
\left\| G_h - G_h(t_j) \right\|^2_{L^2(t_j,t_{j+1};H^p_h)} \lesssim \tau^{3/2-\epsilon} \| \sigma \|^2_{L^\infty(0,T;L^2(\Omega;L^2_\gamma))},
\]
and hence,
\[
\sum_{j=0}^{J-1} \left\| G_h - G_h(t_j) \right\|^2_{L^2(t_j,t_{j+1};H^p_h)} \lesssim \sum_{j=0}^{J-1} \tau^{3/2-\epsilon} \| \sigma \|^2_{L^\infty(0,T;L^2(\Omega;L^2_\gamma))} \\
\lesssim \tau^{1/2-\epsilon} \| \sigma \|^2_{L^\infty(0,T;L^2(\Omega;L^2_\gamma))}.
\]

This proves (4.23) and thus completes the proof. \(\square\)

Finally, combining Lemmas 4.5 and 4.7, we readily conclude the following error estimate.

**Lemma 4.8.** If \( \sigma \in L^2_h(\Omega;L^2(0,T;L^2_\gamma)) \cap L^\infty(0,T;L^2(\Omega;L^2_\gamma)) \), then
\[
\| G - G_h,\tau \|_{L^2(0,T;H^0)} \lesssim (\tau^{1/4-\epsilon} + h^{1/2-\epsilon}) \| \sigma \|_{L^\infty(0,T;L^2(\Omega;L^2_\gamma))}.
\] (4.25)

### 4.3 Convergence of \( S_0^{h,\tau} \) and \( S_1^{h,\tau} \)

**Lemma 4.9.** For any \( g_h \in L^2(0,T;V_h) \), define \( \{ Y_j \}_{j=0}^J \subset V_h \) by

\[
\begin{dcases}
Y_0 = 0, \\
Y_{j+1} - Y_j = \tau A_h Y_j + \int_{t_j}^{t_{j+1}} g_h(t) dt, \quad 0 \leq j < J.
\end{dcases}
\] (4.26)

Then for any \( 0 \leq \gamma \leq 1 \),
\[
\left( \sum_{j=0}^{J-1} \| Y_{j+1} - Y_j \|^2_{H^p_h} \right)^{1/2} \lesssim \tau (1-\gamma)^{1/2} \| g_h \|_{L^2(0,T;H^{-\gamma}_h)}.
\] (4.27)

**Proof.** Following the proof of [30, Theorem 4.6], we obtain
\[
\left( \sum_{j=0}^{J-1} \| Y_{j+1} - Y_j \|^2_{H^p_h} \right)^{1/2} \lesssim \tau^{1/2} \| g_h \|_{L^2(0,T;H^{-\gamma}_h)},
\] (4.28)
\[
\left( \sum_{j=0}^{J-1} \tau \| Y_j \|^2_{H^p_h} \right)^{1/2} \lesssim \| g_h \|_{L^2(0,T;H^{-\gamma}_h)}.
\] (4.29)

From (4.29), it follows that
\[
\left( \sum_{j=0}^{J-1} \| Y_{j+1} - Y_j \|^2_{H^p_h} \right)^{1/2} \lesssim \tau^{-1/2} \| g_h \|_{L^2(0,T;H^{-\gamma}_h)}.
\] (4.30)

In view of (4.28) and (4.30), by interpolation we obtain (4.27). This completes the proof. \(\square\)
Lemma 4.10. For any \( g \in L^2_2(\Omega; L^2(0, T; L^2(\Gamma))) \), we have
\[
\|(S_0 - S_0^{h, \tau})Rg\|_{L^2(0, T; H^0)} \lesssim (\tau^{3/4 - \epsilon} + h^{3/2 - \epsilon})\|g\|_{L^2(0, T; L^2(\Gamma))}. \tag{4.31}
\]

Proof. A routine energy argument (see [35, Chapter 12] and [30, Theorems 5.1 and 5.5]) gives that
\[
\left( \sum_{j=0}^{J-1} \left\| S_0 Rg - (S_0^{h, \tau} Rg)_{j+1} \right\|_{L^2(t_j, t_{j+1}; H^0)}^2 \right)^{1/2} \lesssim (\tau^{3/4 - \epsilon} + h^{3/2 - \epsilon})\|g\|_{L^2(0, T; L^2(\Gamma))}.
\]

We also have
\[
\left( \sum_{j=0}^{J-1} \left\| (S_0^{h, \tau} Rg)_{j+1} - (S_0^{h, \tau} Rg)_{j+1} \right\|_{L^2(t_j, t_{j+1}; H^0)}^2 \right)^{1/2} \lesssim \tau^{1/4 - \epsilon} \|Q_n \|_{L^2(0, T; H^{-1/2, -\epsilon})} \quad \text{(by (4.27))}
\]
\[
\lesssim \tau^{1/4 - \epsilon} \|g\|_{L^2(0, T; L^2(\Gamma))} \quad \text{(by (4.2)).}
\]

Hence,
\[
\|(S_0 - S_0^{h, \tau}) Rg\|_{L^2(0, T; H^0)}
= \left( \sum_{j=0}^{J-1} \left\| S_0 Rg - (S_0^{h, \tau} Rg)_{j+1} \right\|_{L^2(t_j, t_{j+1}; H^0)}^2 \right)^{1/2}
\leq \left( \sum_{j=0}^{J-1} \left\| (S_0 Rg - (S_0^{h, \tau} Rg)_{j+1} \right\|_{L^2(t_j, t_{j+1}; H^0)}^2 \right)^{1/2} + \left( \sum_{j=0}^{J-1} \tau \| (S_0^{h, \tau} Rg)_{j+1} - (S_0^{h, \tau} Rg)_{j+1} \|_{H^0}^2 \right)^{1/2}
\lesssim (\tau^{3/4 - \epsilon} + h^{3/2 - \epsilon})\|g\|_{L^2(0, T; L^2(\Gamma)).}
\]

This proves (4.31) and thus completes the proof. \(\square\)

Lemma 4.11. For any \( g \in L^2_2(\Omega; L^2(0, T; H^0)) \), we have
\[
\left( \sum_{j=0}^{J-1} \left\| S_1 g - (S_1^{h, \tau} g)_{j+1} \right\|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2 \right)^{1/2} \lesssim (\tau^{3/4 - \epsilon} + h^{3/2 - \epsilon})\|g\|_{L^2(0, T; H^0)}. \tag{4.32}
\]

Since this lemma can be proved by using similar techniques to those in the proof of Lemma 4.10, its proof is omitted here.

4.4 Proof of Theorem 3.5

Let \( \{ \varphi_n : n \in \mathbb{N} \} \subset H^2 \) be an orthonormal basis of \( H^0 \) such that (see [16, Theorem 3.2.1.3] and [37, Theorem 4.A and Subsection 4.5])
\[-A \varphi_n = r_n \varphi_n \quad \text{for each } n \in \mathbb{N},
\]
where \( \{ r_n : n \in \mathbb{N} \} \) is a nondecreasing sequence of strictly positive numbers with limit \(+\infty\). Let \( \tilde{W}(t) \) \((t \geq 0)\) be a cylindrical Wiener process in \( L^2(\Omega) \) defined by
\[
\tilde{W}(t)(v) = \sum_{n=0}^{\infty} \langle v, \varphi_n \rangle_{\mathcal{O}} \beta_n(t) \quad \text{for all } t \geq 0 \text{ and } v \in H^0. \tag{4.33}
\]

Under the condition that \( F \) is the natural filtration of \( W(\cdot) \), for any \( g \in L^2_2(\Omega; L^2(0, T; H^0)) \), the backward stochastic parabolic equation
\[
\left\{ \begin{array}{l}
 dp(t) = -(Ap + g)(t)dt + z(t)d\tilde{W}(t), \quad \forall 0 \leq t \leq T, \\
p(T) = 0
\end{array} \right. \tag{4.34}
\]
admits a unique strong solution \((p, z)\), and
\[
\|p\|_{L^2(0,T;H^\gamma)} + \|p\|_{C([0,T];H^{1})} + \|z\|_{L^2(0,T;\mathcal{L}_2(\bar{H}^\alpha,H^\gamma))} \leq C \|g\|_{L^2(0,T,H^n)}, \tag{4.35}
\]
where \(C\) is a positive constant independent of \(g\) and \(T\). Moreover, for any \(0 \leq s < t \leq T\),
\[
p(s) - e^{(t-s)A}p(t) = \int_s^t e^{(r-s)A}g(r)dr - \int_s^t e^{(t-r)A}z(r)d\bar{W}(r) \quad \text{P-a.s.} \tag{4.36}
\]
Using the fact \(p(T) = 0\), by (4.36) we obtain that for any \(0 \leq s < T\),
\[
p(s) = \int_s^T e^{(r-s)A}g(r)dr - \int_s^T e^{(t-r)A}z(r)d\bar{W}(r) \quad \text{P-a.s.} \tag{4.37}
\]

**Remark 4.12.** For the above theoretical results of (4.34), we refer the readers to [21] and [28, Chapter 4].

**Lemma 4.13.** Assume that \(F\) is the natural filtration of \(W(\cdot)\). For any \(g \in L^2_2(\Omega; L^2(0,T;H^0))\), we have
\[
\|I - \mathcal{P}_T\mathcal{E}_F S_1 g\|_{L^2(0,T;L^2(\Gamma))} \lesssim \tau^{1/2} \|g\|_{L^2(0,T;H^0)}. \tag{4.38}
\]

**Proof.** Let \((p, z)\) be the strong solution of (4.34). Since (4.37) implies that for each \(0 \leq t \leq T\),
\[
p(t) = \mathcal{E}_F S_1 g.
\]
by (2.5) we then obtain
\[
p = \mathcal{E}_F S_1 g. \tag{4.39}
\]
Therefore, it remains to prove
\[
\|I - \mathcal{P}_T\| p\|_{L^2(0,T;L^2(\Gamma))} \lesssim \tau^{1/2} \|g\|_{L^2(0,T;H^0)}. \tag{4.40}
\]
To this end, we proceed as follows. Let \(1/2 < \gamma < 1\) be arbitrary but fixed. For any \(t_j \leq t \leq t_{j+1}\) with \(0 \leq j < J\), by (4.36) we have
\[
p(t_j) - e^{(t-t_j)A}p(t_j) = \int_{t_j}^t e^{(s-t_j)A}g(s)ds - \int_{t_j}^t e^{(s-t_j)A}z(s)d\bar{W}(s) \quad \text{P-a.s.}
\]
so
\[
\|p(t_j) - e^{(t-t_j)A}p(t_j)\|_{H^\gamma}^2 \leq 2 \left\| \int_{t_j}^t e^{(s-t_j)A}g(s)ds \right\|_{H^\gamma}^2 + 2 \left\| \int_{t_j}^t e^{(s-t_j)A}z(s)d\bar{W}(s) \right\|_{H^\gamma}^2
\]
\[
= 2 \left\| \int_{t_j}^t e^{(s-t_j)A}g(s)ds \right\|_{H^\gamma}^2 + 2 \left\| \int_{t_j}^t e^{(s-t_j)A}z(s)ds \right\|^2_{\mathcal{L}_2(\bar{H}^\alpha,H^\gamma)} ds
\]
\[
\leq 2 \left( \int_{t_j}^t \left\| e^{(s-t_j)A}g(s) \right\|_{H^\gamma}^2 ds \right)^2 + 2 \left( \int_{t_j}^t \left\| e^{(s-t_j)A}z(s) \right\|^2_{\mathcal{L}_2(\bar{H}^\alpha,H^\gamma)} ds \right)^2
\]
\[
\lesssim (t - t_j)^{1-\gamma} \|g\|^2_{L^2(t_j,t;H^\gamma)} + \|z\|^2_{L^2(t_j,t;\mathcal{L}_2(\bar{H}^\alpha,H^\gamma))},
\]
It follows that for any \(0 \leq j < J\),
\[
\int_{t_j}^{t_{j+1}} \left\| p(t_j) - e^{(t-t_j)A}p(t_j) \right\|^2_{H^\gamma} dt \lesssim \tau^{2-\gamma} \|g\|^2_{L^2(t_j,t_{j+1};\bar{H}^\alpha)} + \|z\|^2_{L^2(t_j,t_{j+1};\mathcal{L}_2(\bar{H}^\alpha,H^\gamma))}.
\]
Hence,
\[
\sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \|p(t_j) - e^{(t-t_j)A} p(t)\|_{H^s}^2 dt \lesssim \tau^{2-\gamma} \|g\|_{L^2(0,T;H^0)}^2 + \tau \|\tau\|_{L^2(0,T;\mathcal{L}_2(H^0,H^\gamma))}^2.
\]
We also have
\[
\sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \|I - e^{(t-t_j)A} p(t)\|_{H^s}^2 dt \lesssim \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} (t-t_j)^{2-\gamma} \|p(t)\|_{H^2}^2 dt \lesssim \tau^{2-\gamma} \|p\|_{L^2(0,T;H^2)},
\]
by the evident estimate (see (4.6))
\[
\|I - e^{tA}\|_{\mathcal{L}(H^2,H^\gamma)} \lesssim t^{1-\gamma/2}.
\]
Consequently,
\[
\sum_{j=0}^{J-1} \|p - p(t_j)\|_{L^2(t_j,t_{j+1};H^\gamma)}^2 \lesssim \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \|p(t_j) - e^{(t-t_j)A} p(t)\|_{H^s}^2 dt + \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \|I - e^{(t-t_j)A} p(t)\|_{H^s}^2 dt \lesssim \tau^{2-\gamma} \|g\|_{L^2(0,T;H^0)}^2 + \tau \|\tau\|_{L^2(0,T;\mathcal{L}_2(H^0,H^\gamma))}^2 + \tau^{2-\gamma} \|p\|_{L^2(0,T;H^2)}^2 \lesssim \tau \|g\|_{L^2(0,T;H^0)}^2
\]
by (4.35). Therefore, from the inequality
\[
\|(I - P_\tau)p\|_{L^2(t_j,t_{j+1};H^\gamma)} \lesssim \|p - p(t_j)\|_{L^2(t_j,t_{j+1};H^\gamma)}, \quad \forall 0 \leq j < J,
\]
we conclude that
\[
\|(I - P_\tau)p\|_{L^2(0,T;H^\gamma)} \lesssim \tau^{1/2} \|g\|_{L^2(0,T;H^0)}.
\]
The desired estimate (4.40) then follows from the trace inequality (see [16, Theorem 1.5.1.2])
\[
\|v\|_{L^2(\Gamma)} \lesssim \|v\|_{H^\gamma}, \quad \forall v \in H^\gamma.
\]
This completes the proof.
\[\]
**Lemma 4.14.** For any \(v \in L^2(\Omega; L^2(0,T;H^1))\), we have
\[
\mathcal{E}_F \text{tr} v = \text{tr} \mathcal{E}_F v.
\]
**Proof.** Let \(\text{tr}^* : L^2(\Gamma) \rightarrow \hat{H}^{-1}\) be the adjoint of \(\text{tr}\). By definition, \(\mathcal{E}_F \text{tr} v\) is the \(L^2(\Omega; L^2(0,T;L^2(\Gamma)))\)-orthogonal projection of \(\text{tr} v\) onto \(L^2(\Omega; L^2(0,T;L^2(\Gamma)))\), and \(\mathcal{E}_F v\) is the \(L^2(\Omega; L^2(0,T;\hat{H}^1))\)-orthogonal projection of \(v\) onto \(L^2(\Omega; L^2(0,T;\hat{H}^1))\). For any \(\varphi \in L^2(\Omega; L^2(0,T;L^2(\Gamma)))\), we have
\[
\int_0^T \langle \mathcal{E}_F \text{tr} v, \varphi \rangle dt = \int_0^T \langle \text{tr} v, \varphi \rangle dt = \int_0^T E(\text{tr}^* \varphi, v)_{H^1} dt = \int_0^T E(\text{tr}^* \varphi, E_F v)_{H^1} dt = \int_0^T \langle \text{tr} \mathcal{E}_F v, \varphi \rangle dt,
\]
which implies (4.43).
\[\]
**Lemma 4.15.** Assume that \(F\) is the natural filtration of \(W(\cdot)\). For any \(g \in L^2(\Omega; L^2(0,T;H^0))\), we have
\[
\|(I - P_\tau)u\|_{L^2(0,T;L^2(\Gamma))} \lesssim \tau^{1/2} \nu^{-1} \|g\|_{L^2(0,T;H^0)},
\]
where
\[
u := P_{[u_\tau,u_\tau]}(-\nu^{-1} \mathcal{E}_F (\text{tr} S g)).
\]
Proof. Let \((p, z)\) be the solution of (4.34). As stated in the proof of Lemma 4.13, we have

\[ p = E_p S_t g \]

so that by (4.43) we get

\[ u = \mathcal{P}_{[u^*, u^*]}(-\nu^{-1} \text{tr} p). \]

From the fact that \( p \in L^2_0(\Omega; C([0, T]; \dot{H}^1)) \), we then conclude that

\[ u \in L^2_0(\Omega; C([0, T]; L^2(\Gamma))). \]

Moreover,

\[
\sum_{j=0}^{J-1} \left\| u - u(t_j) \right\|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2 \\
= \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \left\| \mathcal{P}_{[u^*, u^*]}(-\nu^{-1} \text{tr} p(t)) - \mathcal{P}_{[u^*, u^*]}(-\nu^{-1} \text{tr} p(t_j)) \right\|_{L^2(\Gamma)}^2 dt \\
\leq \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \left\| (p(t) - p(t_j))/\nu \right\|_{L^2(\Gamma)}^2 dt \\
\leq \tau \nu^{-2} \| g \|_{L^2(0, T; H^0)}^2,
\]

by (4.41) and the trace inequality

\[ \| v \|_{L^2(\Gamma)} \lesssim \| v \|_{H^\gamma}, \quad \forall \, v \in \dot{H}^\gamma. \]

Therefore, (4.44) follows from the inequality

\[
\left\| (I - \mathcal{P}_\tau)u \right\|_{L^2(0, T; L^2(\Gamma))} \leq \left( \sum_{j=0}^{J-1} \left\| u - u(t_j) \right\|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2 \right)^{1/2}.
\]

This completes the proof. \(\square\)

Finally, we use the argument in the numerical analysis of optimal control problems with partial differential equation (PDE) constraints (see [20, Theorem 3.4]) to prove Theorem 3.5.

Proof of Theorem 3.5. In this proof, \(C\) is a positive constant depending only on \(u^*, \, u^*, \, y_d, \, \epsilon, \, \sigma, \, \nu, \, \mathcal{O}, \, T\) and the regularity parameters of \(K_h\), and its value may differ in different places. Let \(\hat{P}\) be defined by (3.8), and define

\[ P := S_1^{h, \tau}(S_0 \mathcal{R} \hat{u} + G - y_d). \]  

(4.45)

By (3.31) and the fact that \(\hat{u} \in U_{ad}\), we obtain

\[ \left\| (S_0 - S_0^{h, \tau}) \mathcal{R} \hat{u} \right\|_{L^2(0, T; H^0)} \leq C(\tau^{3/2} + h^{3/2}). \]  

(4.46)

By (2.8) and (2.13), we have

\[ \| S_0 \mathcal{R} \hat{u} + G - y_d \|_{L^2(0, T; H^0)} \leq C \]

so that (4.32) implies

\[
\left( \sum_{j=0}^{J-1} \left\| \hat{P} - P_{j+1} \right\|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2 \right)^{1/2} \leq C(\tau^{3/2} + h^{3/2}).
\]

(4.47)

By the definition of \(\mathcal{P}_\tau\), we have the following two evident equalities:

\[ \int_0^T \langle \hat{U}, \mathcal{P}_\tau \hat{u} \rangle dt = \int_0^T \langle \hat{U}, \hat{u} \rangle dt, \]

(4.48)
\[
\| \bar{u} - \bar{U} \|_{L^2(0,T;L^2(\Gamma))}^2 = \| \bar{u} - \mathcal{P}_r \bar{u} \|_{L^2(0,T;L^2(\Gamma))}^2 + \| \bar{U} - \mathcal{P}_r \bar{u} \|_{L^2(0,T;L^2(\Gamma))}^2.
\]

Since (3.12) follows from (3.11) and Lemmas 4.13 and 4.15, we only need to prove (3.11). The rest of this proof is divided into the following three steps.

**Step 1.** Let us prove that
\[
\nu \| \bar{u} - \bar{U} \|_{L^2(0,T;L^2(\Gamma))}^2 + \frac{1}{2} \| S_0 \bar{u} - S_0 \mathcal{P}_r \bar{u} \|_{L^2(0,T;H^\nu)}^2 \leq I_0 + I_1 + I_2,
\]
where
\[
I_0 := \frac{1}{2} \| S_0 \bar{u} - S_0 \mathcal{P}_r \bar{u} \|_{L^2(0,T;H^\nu)}^2,
\]
\[
I_1 := \int_0^T [G - G_{h,\tau}, S_0 \mathcal{P}_r (\bar{U} - \mathcal{P}_r \bar{u})] dt,
\]
\[
I_2 := \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \langle \bar{p} - E_{t_j} P_{j+1}, \bar{U} - \bar{u} \rangle dt.
\]

Inserting \( u := \bar{U} \) into (2.14) yields
\[
\int_0^T \langle \bar{p} + \nu \bar{u}, \bar{U} - \bar{u} \rangle dt \geq 0,
\]
which implies
\[
\nu \int_0^T \langle \bar{u}, \bar{U} - \bar{u} \rangle dt \leq \int_0^T \langle \bar{p}, \bar{U} - \bar{u} \rangle dt.
\]

Inserting \( U := \mathcal{P}_r \bar{u} \) into (3.7) gives
\[
\sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \langle \bar{P}_{j+1} + \nu \bar{U}, \mathcal{P}_r \bar{u} - \bar{U} \rangle dt \geq 0,
\]
which together with (4.48) implies
\[
- \nu \int_0^T \langle \bar{U}, \bar{u} - \bar{U} \rangle dt \leq \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \langle \bar{P}_{j+1}, \mathcal{P}_r \bar{u} - \bar{U} \rangle dt.
\]

From (4.54) and (4.55), we conclude that
\[
\nu \| \bar{u} - \bar{U} \|_{L^2(0,T;L^2(\Gamma))}^2 \leq \int_0^T \langle \bar{p}, \bar{U} - \bar{u} \rangle dt + \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \langle \bar{P}_{j+1}, \mathcal{P}_r \bar{u} - \bar{U} \rangle dt
\]
\[
= \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \langle \bar{p} - E_{t_j} P_{j+1}, \bar{U} - \bar{u} \rangle dt + \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \langle E_{t_j} P_{j+1}, \bar{U} - \bar{u} \rangle dt
\]
\[
+ \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \langle \bar{P}_{j+1}, \mathcal{P}_r \bar{u} - \bar{U} \rangle dt
\]
\[
= I_2 + \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \langle E_{t_j} P_{j+1}, \bar{U} - \bar{u} \rangle dt + \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \langle \bar{P}_{j+1}, \mathcal{P}_r \bar{u} - \bar{U} \rangle dt \text{ (by (4.53))}
\]
\[
= I_2 + \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \langle P_{j+1} - \bar{P}_{j+1}, \bar{U} - \mathcal{P}_r \bar{u} \rangle dt.
\]
by the definition of $P_\tau$. Since

$$
\sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} (P_{j+1} - P_j, \bar{U} - P_\tau \bar{u})dt
= \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} \langle (S_1^{h,\tau} (S_0 R \bar{u} - S_0^{h,\tau} R \bar{U} + G - G_{h,\tau}))_{j+1}, \bar{U} - P_\tau \bar{u} \rangle dt \text{ (by (3.8) and (4.45))}
= \int_0^T [S_0 R \bar{u} - S_0^{h,\tau} R \bar{U} + G - G_{h,\tau}, S_0^{h,\tau} R (\bar{U} - P_\tau \bar{u})]dt \text{ (by (3.6))}
= I_1 + \int_0^T [S_0 R \bar{u} - S_0^{h,\tau} R \bar{U}, S_0^{h,\tau} R (\bar{U} - P_\tau \bar{u})]dt \text{ (by (4.52)),}
$$

it follows that

$$
\nu \|\bar{u} - \bar{U}\|^2_{L^2(0,T;L^2(\Gamma))} \leq I_1 + I_2 + \int_0^T [S_0 R \bar{u} - S_0^{h,\tau} R \bar{U}, S_0^{h,\tau} R (\bar{U} - P_\tau \bar{u})]dt. \tag{4.56}
$$

We also have

$$
\int_0^T [S_0 R \bar{u} - S_0^{h,\tau} R \bar{U}, S_0^{h,\tau} R (\bar{U} - P_\tau \bar{u})]dt
= -\|S_0 R \bar{u} - S_0^{h,\tau} R \bar{U}\|^2_{L^2(0,T;H^v)} + \int_0^T [S_0 R \bar{u} - S_0^{h,\tau} R \bar{U}, S_0 R \bar{u} - S_0^{h,\tau} R P_\tau \bar{u}]dt
\leq -\frac{1}{2} \|S_0 R \bar{u} - S_0^{h,\tau} R \bar{U}\|^2_{L^2(0,T;H^v)} + \frac{1}{2} \|S_0 R \bar{u} - S_0^{h,\tau} R P_\tau \bar{u}\|^2_{L^2(0,T;H^v)}
= -\frac{1}{2} \|S_0 R \bar{u} - S_0^{h,\tau} R \bar{U}\|^2_{L^2(0,T;H^v)} + I_0 \text{ (by (4.51)).}
$$

Inserting the above inequality into (4.56) yields

$$
\nu \|\bar{u} - \bar{U}\|^2_{L^2(0,T;H^v)} \leq I_1 + I_2 - \frac{1}{2} \|S_0 R \bar{u} - S_0^{h,\tau} R \bar{U}\|^2_{L^2(0,T;H^v)} + I_0,
$$

and then a simple calculation proves (4.50).

**Step 2.** Let us estimate $I_0$, $I_1$ and $I_2$. For $I_0$, we have

$$
I_0 = \frac{1}{2} \| (S_0 - S_0^{h,\tau}) R \bar{u} + S_0^{h,\tau} R (I - P_\tau) \bar{u} \|^2_{L^2(0,T;H^v)} \text{ (by (4.51))}
\leq \| (S_0 - S_0^{h,\tau}) R \bar{u} \|^2_{L^2(0,T;H^v)} + \| S_0^{h,\tau} R (I - P_\tau) \bar{u} \|^2_{L^2(0,T;H^v)}
\leq \| (S_0 - S_0^{h,\tau}) R \bar{u} \|^2_{L^2(0,T;H^v)} + C \| (I - P_\tau) \bar{u} \|^2_{L^2(0,T;\dot{L}^2(\Gamma))} \text{ (by (3.3))}
$$

so that (4.46) implies

$$
I_0 \leq C (\tau^{3/4-\epsilon} + h^{3/2-\epsilon})^2 + C \| (I - P_\tau) \bar{u} \|^2_{L^2(0,T;\dot{L}^2(\Gamma))}. \tag{4.57}
$$

For $I_1$, we have

$$
I_1 \leq \| G - G_{h,\tau} \|^2_{L^2(0,T;H^v)} \| S_0^{h,\tau} R (\bar{U} - P_\tau \bar{u}) \|_{L^2(0,T;H^v)} \text{ (by (4.52))}
\leq C \| G - G_{h,\tau} \|^2_{L^2(0,T;H^v)} \| \bar{U} - P_\tau \bar{u} \|_{L^2(0,T;\dot{L}^2(\Gamma))} \text{ (by (3.3))}
\leq C \| G - G_{h,\tau} \|^2_{L^2(0,T;H^v)} \| \bar{u} - \bar{U} \|_{L^2(0,T;\dot{L}^2(\Gamma))} \text{ (by (4.49))}
$$

so that by (4.25), we obtain

$$
I_1 \leq C (\tau^{3/4-\epsilon} + h^{1/2-\epsilon}) \| \bar{u} - \bar{U} \|_{L^2(0,T;L^2(\Gamma))}. \tag{4.58}
$$
Now let us estimate $I_2$. By definition, we have

$$(P_\tau \tilde p)(t_j) = (P_\tau \mathcal{E}_\tau \tilde p)(t_j), \quad 0 \leq j < J,$$

so

$$
\sum_{j=0}^{J-1} \| \mathcal{E}_\tau \tilde p - (P_\tau \tilde p)(t_j) \|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2 = \| (I - P_\tau) \mathcal{E}_\tau \tilde p \|_{L^2(0, T; L^2(\Gamma))}. \tag{4.59}
$$

We also have

$$
\sum_{j=0}^{J-1} \| (P_\tau \tilde p)(t_j) - E_{t_j} P_{j+1} \|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2
= \sum_{j=0}^{J-1} \tau \| (P_\tau \tilde p)(t_j) - E_{t_j} P_{j+1} \|_{L^2(\Gamma)}^2
= \sum_{j=0}^{J-1} \tau^{-1} \left\| E_{t_j} \int_{t_j}^{t_{j+1}} (\tilde p(t) - P_{j+1}) dt \right\|_{L^2(\Gamma)}^2
\leq \sum_{j=0}^{J-1} \tau^{-1} \left\| \int_{t_j}^{t_{j+1}} (\tilde p(t) - P_{j+1}) dt \right\|_{L^2(\Gamma)}^2
\leq \sum_{j=0}^{J-1} \| \tilde p - P_{j+1} \|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2.
$$

Combining the above estimate with (4.59) yields

$$
\left( \sum_{j=0}^{J-1} \| \mathcal{E}_\tau \tilde p - E_{t_j} P_{j+1} \|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2 \right)^{1/2}
\leq \left( \sum_{j=0}^{J-1} \| \mathcal{E}_\tau \tilde p - (P_\tau \tilde p)(t_j) \|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2 \right)^{1/2}
+ \left( \sum_{j=0}^{J-1} \| (P_\tau \tilde p)(t_j) - E_{t_j} P_{j+1} \|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2 \right)^{1/2}
\leq \| (I - P_\tau) \mathcal{E}_\tau \tilde p \|_{L^2(0, T; L^2(\Gamma))} + \left( \sum_{j=0}^{J-1} \| \tilde p - P_{j+1} \|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2 \right)^{1/2}.
$$

Hence,

$$
I_2 = \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} (\mathcal{E}_\tau \tilde p - E_{t_j} P_{j+1}, \tilde u - \bar u) dt \quad \text{(by (4.53))}
= \sum_{j=0}^{J-1} \int_{t_j}^{t_{j+1}} (\mathcal{E}_\tau \tilde p - E_{t_j} P_{j+1}, \tilde u - \bar u) dt \quad \text{(by (4.43))}
\leq \left( \sum_{j=0}^{J-1} \| \mathcal{E}_\tau \tilde p - E_{t_j} P_{j+1} \|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2 \right)^{1/2} \| \tilde u - \bar u \|_{L^2(0, T; L^2(\Gamma))}
\leq \left( \| (I - P_\tau) \mathcal{E}_\tau \tilde p \|_{L^2(0, T; L^2(\Gamma))} + \left( \sum_{j=0}^{J-1} \| \tilde p - P_{j+1} \|_{L^2(t_j, t_{j+1}; L^2(\Gamma))}^2 \right)^{1/2} \right)
\times \| \tilde u - \bar u \|_{L^2(0, T; L^2(\Gamma))},
$$

which together with (4.47) implies

$$
I_2 \leq \left( C(\tau^{3/4-\epsilon} + h^{3/2-\epsilon}) + \| (I - P_\tau) \mathcal{E}_\tau \tilde p \|_{L^2(0, T; L^2(\Gamma))} \right) \| \tilde u - \bar u \|_{L^2(0, T; L^2(\Gamma))}. \tag{4.60}
$$
Step 3. Combining (4.50), (4.57), (4.58) and (4.60), we conclude that

\[
\nu \| \bar{u} - \bar{U} \|_{L^2(0,T;L^2(\Gamma))} + \| S_0 \mathcal{R} \bar{u} - S_0^{h,\tau} \mathcal{R} \bar{U} \|_{L^2(0,T;H^0)} \\
\leq C (\tau^{3/4-\epsilon} + h^{3/2-\epsilon})^2 + \| (I - P_\tau) \bar{u} \|_{L^2(0,T;L^2(\Gamma))} \\
+ (\tau^{1/4-\epsilon} + h^{1/2-\epsilon}) \| \bar{u} - \bar{U} \|_{L^2(0,T;L^2(\Gamma))} \\
+ \| (I - P_\tau) \mathcal{E}_p \bar{p} \|_{L^2(0,T;L^2(\Gamma))} \| \bar{u} - \bar{U} \|_{L^2(0,T;L^2(\Gamma))}).
\]

Using Young’s inequality with \(\epsilon\), we then obtain

\[
\| \bar{u} - \bar{U} \|_{L^2(0,T;L^2(\Gamma))} + \| S_0 \mathcal{R} \bar{u} - S_0^{h,\tau} \mathcal{R} \bar{U} \|_{L^2(0,T;H^0)} \\
\leq C (\tau^{1/4-\epsilon} + h^{1/2-\epsilon}) + \| (I - P_\tau) \bar{u} \|_{L^2(0,T;L^2(\Gamma))} + \| (I - P_\tau) \mathcal{E}_p \bar{p} \|_{L^2(0,T;L^2(\Gamma))},
\]

namely, the inequality (3.11). This completes the proof. \(\square\)

5 Conclusion

In this paper, we analyze the discretization of a Neumann boundary control problem, where the state equation is a linear stochastic parabolic equation with the boundary noise. With the rough data, we establish the convergence for general filtration, and we derive the convergence rate \(O(\tau^{1/4-\epsilon} + h^{1/2-\epsilon})\) for the natural filtration of the \(Q\)-Wiener process, where \(0 < \epsilon < 1/4\) can be arbitrarily small.

The numerical analysis in this paper can be extended to the distributed optimal control problems governed by linear stochastic parabolic equations with the additive noise and general filtration. For the case where the noise is multiplicative or the coefficient before the \(Q\)-Wiener process contains the control variable, there will be essential difficulty in the numerical analysis, especially for general filtration. To solve these issues is our ongoing work.
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Appendix A An interpolation space result

Throughout this appendix, let \((\cdot, \cdot)_{1-\theta, 2}\) \((0 < \theta < 1)\) denote the interpolation space defined by the \(K\)-method (see [29, Chapter 1]).

**Lemma A.1.** The space \(L^2_\theta(\Omega; L^2_\lambda(0, T; L^2_\lambda, \hat{H}^{-\theta}))\) is continuously embedded into
\[
(L^2_\theta(\Omega; L^2_\lambda(0, T; L^2_\lambda, \hat{H}^{-1}))), (L^2_\theta(\Omega; L^2_\lambda(0, T; L^2_\lambda, \hat{H}^0)))_{1-\theta, 2},
\]
where \(0 < \theta < 1\).

**Proof.** For any \(B \in \mathcal{L}_2(L^2_\lambda, (\hat{H}^{-1}, \hat{H}^0)_{1-\theta, 2})\), by definition we have
\[
\|B\|^2_{(\mathcal{L}_2(L^2_\lambda, \hat{H}^{-1}), \mathcal{L}_2(L^2_\lambda, \hat{H}^0))_{1-\theta, 2}}
\]
Proof. With equivalent norms. This completes the proof.

Therefore, the desired claim follows from the result that (see [29, p. 38])

\[
\begin{align*}
B \in L^2(B^0, H^{-1}) \\
B_0 \in L^2(B^0, H^{-1}) \\
B_1 \in L^2(B^0, H^0)
\end{align*}
\]

\[
\inf_{B = B_0 + B_1} \left( \|B_0\|_{L^2(B^0, H^{-1})} + t\|B_1\|_{L^2(B^0, H^0)} \right)^2 dt
\]

\[
\leq 2 \int_0^\infty t^{2\theta - 3} \inf_{B = B_0 + B_1} \left( \|B_0\|_{L^2(B^0, H^{-1})} + t^2\|B_1\|_{L^2(B^0, H^0)} \right) dt
\]

\[
= 2 \int_0^\infty t^{2\theta - 3} \inf_{B = B_0 + B_1} \sum_{n=0}^{\infty} \lambda_n (\|B_0 \phi_n\|_{H^{-1}} + t^2\|B_1 \phi_n\|_{H^0}) dt
\]

\[
= 2 \int_0^\infty t^{2\theta - 3} \inf_{B = B_0 + B_1} \sum_{n=0}^{\infty} \lambda_n (\|B_0 \phi_n\|_{H^{-1}} + t\|B_1 \phi_n\|_{H^0}) dt
\]

\[
= 2 \int_0^\infty t^{2\theta - 3} \inf_{B = B_0 + B_1} \sum_{n=0}^{\infty} \lambda_n (\|B_0 \phi_n\|_{H^{-1}} + t\|B_1 \phi_n\|_{H^0}) dt
\]

This implies that \(L^2(B^0, H^{-1}, H^0)_{1-\theta, 2}\) is continuously embedded into \((L^2(B^0, H^{-1}), L^2(B^0, H^0))_{1-\theta, 2}\).

Since \(H^{-\theta} = (H^{-1}, H^0)_{1-\theta, 2}\) with equivalent norms, we readily conclude that \(L^2(B^0, H^{-\theta})\) is continuously embedded into \((L^2(B^0, H^{-1}), L^2(B^0, H^0))_{1-\theta, 2}\).

Therefore, the desired claim follows from the result that (see [29, p. 38])

\[
L^2(B^0, H^{-1}, H^0)_{1-\theta, 2}
\]

is identical to

\[
(L^2(\Omega; L^2(0, T; L^2(B^0, H^{-1}))), L^2(\Omega; L^2(0, T; L^2(B^0, H^0))))_{1-\theta, 2}
\]

with equivalent norms. This completes the proof. \(\square\)

**Lemma A.2.** For any \(t > 0\) and \(B \in L^2(B^0, (H^{-1}, H^0)_{1-\theta, 2})\) with \(0 < \theta < 1\), we have

\[
\inf_{B = B_0 + B_1} \sum_{n=0}^{\infty} \lambda_n (\|B_0 \phi_n\|_{H^{-1}} + t^2\|B_1 \phi_n\|_{H^0}) = \sum_{n=0}^{\infty} \lambda_n \inf_{B = B_0 + B_1} \left( \|v_0\|_{H^{-1}} + t^2\|v_1\|_{H^0} \right).
\]

**Proof.** By the evident inequality

\[
\inf_{B = B_0 + B_1} \sum_{n=0}^{\infty} \lambda_n (\|B_0 \phi_n\|_{H^{-1}} + t^2\|B_1 \phi_n\|_{H^0}) \geq \sum_{n=0}^{\infty} \lambda_n \inf_{B = B_0 + B_1} \left( \|v_0\|_{H^{-1}} + t^2\|v_1\|_{H^0} \right),
\]

\[
\inf_{B = B_0 + B_1} \sum_{n=0}^{\infty} \lambda_n (\|B_0 \phi_n\|_{H^{-1}} + t^2\|B_1 \phi_n\|_{H^0}) \leq \sum_{n=0}^{\infty} \lambda_n \inf_{B = B_0 + B_1} \left( \|v_0\|_{H^{-1}} + t^2\|v_1\|_{H^0} \right).
\]
it remains only to prove
\[
\inf_{B=B_0+B_1} \sum_{n=0}^{\infty} \lambda_n (\| B_0 \phi_n \|_{H^{-1}}^2 + t^2 \| B_1 \phi_n \|_{H^0}^2) \leq \sum_{n=0}^{\infty} \lambda_n \inf_{B_0=v_0, B_1=v_1} (\| v_0 \|_{H^{-1}}^2 + t^2 \| v_1 \|_{H^0}^2). \tag{A.2}
\]

To this end, we proceed as follows. Let \( \{ v_{0,n} \mid n \in \mathbb{N} \} \subset \dot{H}^{-1} \) and \( \{ v_{1,n} \mid n \in \mathbb{N} \} \subset \dot{H}^0 \) be arbitrary such that
\[
B \phi_n = v_{0,n} + v_{1,n}, \quad \forall \ n \in \mathbb{N}
\]
and
\[
\inf_{\| v_0 \|_{H^{-1}} = \| v_1 \|_{H^0}} \sum_{n=0}^{\infty} \lambda_n (\| v_{0,n} \|_{H^{-1}}^2 + t^2 \| v_{1,n} \|_{H^0}^2) < \infty. \tag{A.3}
\]

Define \( B_0 \in \mathcal{L}_2(L^2, \dot{H}^{-1}) \) by \( B_0 \phi_n := v_{0,n}, \forall \ n \in \mathbb{N} \), and define \( B_1 \in \mathcal{L}_2(L^2, \dot{H}^0) \) by \( B_1 \phi_n := v_{1,n}, \forall \ n \in \mathbb{N} \). By (A.3), it is easily verified that the above \( B_0 \) and \( B_1 \) are both well defined. Clearly, we have
\[
B = B_0 + B_1 \quad \text{and} \quad \sum_{n=0}^{\infty} \lambda_n (\| B_0 \phi_n \|_{H^{-1}}^2 + t^2 \| B_1 \phi_n \|_{H^0}^2) = \sum_{n=0}^{\infty} \lambda_n (\| v_{0,n} \|_{H^{-1}}^2 + t^2 \| v_{1,n} \|_{H^0}^2).
\]

Because of the arbitrary choices of \( \{ v_{0,n} \mid n \in \mathbb{N} \} \) and \( \{ v_{1,n} \mid n \in \mathbb{N} \} \), we readily conclude (A.2). This completes the proof. \( \square \)