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A B S T R A C T

Individuals with dyslexia exhibit increased brainstem variability in response to sound. It is unknown as to whether increased variability extends to neocortical regions associated with audition and reading, extends to visual stimuli, and whether increased variability characterizes all children with dyslexia or, instead, a specific subset of children. We evaluated the consistency of stimulus-evoked neural responses in children with (N = 20) or without dyslexia (N = 12) as measured by magnetoencephalography (MEG). Approximately half of the children with dyslexia had significantly higher levels of variability in cortical responses to both auditory and visual stimuli in multiple nodes of the reading network. There was a significant and positive relationship between the number of risk alleles at rs6935076 in the dyslexia-susceptibility gene KIAA0319 and the degree of neural variability in primary auditory cortex across all participants. This gene has been linked with neural variability in rodents and in typical readers. These findings indicate that unstable representations of auditory and visual stimuli in auditory and other reading-related neocortical regions are present in a subset of children with dyslexia and support the link between the gene KIAA0319 and the auditory neural variability across children with or without dyslexia.

1. Introduction

Dyslexia is a heritable, neurobiological disorder that is diagnosed by difficulty in acquiring reading as compared to typically-developing (TD) peers despite average nonverbal IQ and adequate schooling (Lyon et al., 1995; Peterson and Pennington, 2012; Schulte-Körne, 2010; Shaywitz, 1998). The precise neural and genetic bases for dyslexia are unknown. Given the observation that there is no causal gene for dyslexia (Galaburda et al., 2006; Müller et al., 2016; Scerri and Schulte-Körne, 2010) and even some controversy about the neural (Boets et al., 2013; Ramus and Szenkovits, 2008) and behavioral deficits present (Lorusso et al., 2014; Morris et al., 1998; Vaessen et al., 2009; Ziegler et al., 2008), it is likely that there is no unitary basis for dyslexia. Instead, it is likely that there are several subgroups within this broad diagnostic category. One such subgroup may be marked by inconsistent neural responses to speech sounds, which may in turn interfere with efficient letter-to-sound mapping during reading acquisition. Here, we tested the hypotheses that some, but not all, children with dyslexia have a specifically unstable neocortical response to visual and auditory stimuli and that this instability is associated with a specific risk gene for dyslexia (KIAA0319).

Although dyslexia is often conceptualized as a specific language-based disorder, there is also evidence suggesting a broader perceptual basis. Individuals with dyslexia often have difficulty with phoneme awareness that both developmentally precedes learning to read and accompanies difficulty in reading (Harm and Seidenberg, 1999; Rey et al., 2002; Schulte-Körne et al., 1999). There is evidence, however, that this deficit in phoneme awareness may be caused by abnormal neural responses to auditory stimuli (Hornickel and Kraus, 2013; Kovelman et al., 2012; Lehongre et al., 2008; Neef et al., 2017, 2016). These abnormal responses include delayed latency, reduced amplitude, and diminished mismatch negativity (Kujala, 2007; Näätänen et al., 1978) and are present in response to verbal (speech sounds) and non-verbal (tones) auditory stimuli (Erez and Pratt, 1992; Mcanalley and Stein, 1996; Schulte-Körne and Deimel, 1999). In addition, struggling readers with no formal diagnosis of dyslexia exhibit increased neural variability in response to synthetic consonant sounds in the auditory brainstem compared to their typically reading peers (Hornickel and Kraus, 2013; Neef et al., 2017, 2016).
Increased variability in brain responses to perceptual inputs may be linked with a specific gene that is associated with some, but not all, instances of dyslexia. There is a strong genetic component to dyslexia, with approximately 68% concordance in monozygotic twins (DeFries et al., 1987) and a number of genes have been identified as susceptibility genes (Galaburda et al., 2006; Lind et al., 2010; Scerri et al., 2011). One of these genes, KIAA0319, is located on chromosome 6p22.3 and is involved in neuronal migration (Galaburda et al., 2006) and inhibition of axonal growth (Franquinho et al., 2017). Reduced expression of KIAA0319 in rats causes increased variability in neural responses to tones, to bursts of broadband noise, and to speech sounds (Centanni et al., 2014a). A genetic composite in KIAA0319, including the single nucleotide polymorphisms (SNPs) rs6935076 and rs761100, was related to the degree of speech sound response variability observed in the auditory brainstem of typically developing children as well as performance on spelling measures (Neef et al., 2017). These SNPs have been consistently named as risk SNPs for dyslexia, with the minor allele conferring increased risk (Cope et al., 2005; Neef et al., 2017). Taken together, these results suggest that the gene KIAA0319 plays a role in the consistency of neural responses in typical readers. It is unknown whether this gene is associated with neural inconsistency in children with dyslexia.

The current study was designed to test four specific hypotheses. First, we hypothesized that increased variability for sound would occur not only in the brainstem as previously found (Hornickel and Kraus, 2013), but also in neocortical regions associated with audition. We therefore examined whether variability in stimulus-driven neural responses to consonant-vowel-consonant speech sounds was significantly higher in the primary auditory cortex (found on Heschl’s gyrus in humans) in children with dyslexia compared to their typically reading peers. Second, we hypothesized that only a subset of children with dyslexia would show increased neural variability. This hypothesis is consistent with others who propose that not all children with dyslexia are characterized by altered basic perception (Boets et al., 2013; Paul et al., 2006). If only a subset of children with dyslexia demonstrate significantly increased variability, then it is possible either that globally increased variance is a marker of this subgroup or that such variance is specific to the auditory domain. Third, we hypothesized that increased variability is not limited to speech (verbal stimuli) and extends to other kinds of stimuli and to reading network regions beyond auditory cortex. To test this hypothesis, we examined variability of response to non-verbal auditory (tones), verbal visual (printed letters), and nonverbal visual (unnamable shapes) stimuli in several reading network regions. Fourth, we hypothesized that either or both of two specific variants in the dyslexia-susceptibility gene KIAA0319 (rs6935076 or rs761100) are related to the level of neural variability observed. This hypothesis was motivated by evidence that this gene is associated with greater variability of brain responses in rats (Centanni et al., 2014a, 2014b). We focused on these specific SNPs because they have been linked to dyslexia in humans (Cope et al., 2005; Müller et al., 2016; Paracchini et al., 2008).

2. Methods and Materials

2.1. Participants

We recruited 48 children from the greater Boston area (7-14 y/o). From this sample, a subset of 32 participants with dyslexia (DYS, N = 20, 6 females) or without dyslexia (typically developing/TD, N = 12, 4 females) were selected so that participants across groups were age-matched (10.10 ± 2.05 y/o in TD vs. 11.18 ± 2.01 y/o in DYS; unpaired t-test, t (29) = 1.43, p = 0.16). All children were required to have been exposed to English from birth with no history of neuropsychological conditions, including ADHD and autism. All children scored in the average range (greater than a standard score of 85) on measures of nonverbal IQ (Reynolds Intelligence Assessment Scales; RIAS; Reynolds and Kamphaus, 2003) and oral language (Clinical Evaluation of Language Fundamentals; CELF-4; Semel et al., 1987).

Children were placed in the dyslexia group if they had a previous dyslexia diagnosis and if they scored below 90 on at least two of the following four subtests: Sight Word Efficiency (SWE; TOWRE; Torgersen et al., 1999), Phonemic Decoding Efficiency (PDE; TOWRE), Word Identification (WID; Woodcock Reading Mastery Test/WRMT-3; Woodcock et al., 2001), and Word Attack (WA; WRMT-3). This approach takes into account both performance-based models of dyslexia (including the 25th percentile approach; Catts et al., 2005; Meyer et al., 1998) as well as IQ-cutoff definitions (above -1 standard deviation on nonverbal IQ and < -1 standard deviation on 2 of the 4 reading measures; (Catts et al., 2005). Of the 16 children who were excluded from the original 48 participants, 3 were excluded for low oral language scores, 1 was excluded due to age exceeding the target range, 1 was excluded from the TD group for having a sibling with a diagnosed reading impairment, 4 were excluded for having a prior dyslexia diagnosis with reading scores above our threshold for dyslexia, 1 was excluded from the dyslexia group for neural variability greater than 3 standard deviations above the group mean, and 6 were excluded for poor neural imaging quality. Characteristics of the finalized groups are summarized in Table 1. All parents provided written consent and children provided written and verbal assent to participate in the study.

2.2. Stimuli

We presented verbal and nonverbal stimuli in the auditory or visual domain. Auditory verbal stimuli consisted of four consonant-vowel-consonant (CVC) speech sounds which were spoken by a female, native English speaker and recorded in a double-walled soundproof booth (/bad/, /dad/, /gad/, /tad/) (Centanni et al., 2013; Engineer et al., 2008). Visual verbal stimuli (printed letters) consisted of the lower-case first letter of each of these CVC sounds presented in black, Arial font in the center of a gray screen. The chosen sounds were initial consonants that are commonly difficult to discriminate by children with dyslexia (Marshall et al., 2001) and have been used in previous studies (Centanni et al., 2014a, 2014b, 2013; Engineer et al., 2008). Auditory nonverbal stimuli consisted of 500 ms tones at four frequencies (200, 500, 1500, and 2000 Hz) and visual nonverbal stimuli were four unnamable shapes (based on polygons reported previously; Alt et al., 2016) outlined in black and presented in the center of the screen. All trials were approximately 500 ms in length. To avoid habituation due to predictable stimulus onset times (Budd et al., 1998; Butler, 1968; Polich, 1990), the interstimulus interval was randomly selected between 750-1750 ms.

Table 1

Participant characteristics, including all children with either usable genetics data, usable imaging data, or both. Data are reported as mean ± standard deviation.

| Age (Years) | IQ (RIAS) | Oral Language (CELF-4) | Timed sight word reading (TOWRE-SWE) | Timed phonemic decoding (TOWRE-PDE) | Untimed sight word reading (WRMT-WID) | Untimed pseudoword reading (WRMT-WID) |
|-------------|-----------|------------------------|-------------------------------------|-----------------------------------|--------------------------------------|---------------------------------------|
| TD (N = 12) | DYS (N = 20) | p value |
| 10.10 ± 2.05 | 11.18 ± 2.01 | 108.05 ± 8.15 | 0.03 |
| 133.75 ± 9.61 | 99.89 ± 10.72 | 0.001 |
| 113.50 ± 10.94 | 86.20 ± 10.92 | < 0.0001 |
| 107.83 ± 10.82 | 80.05 ± 9.58 | < 0.0001 |
| 112.00 ± 14.17 | 84.44 ± 9.08 | < 0.0001 |
| 102.60 ± 19.62 | 82.13 ± 10.58 | 0.002 |
2.3. Imaging task

Participants were passively exposed to auditory-only and visual-only stimuli (speech sounds, tones, letters, and unnamable shapes; Fig. 1). To ensure attention to the task, participants were instructed to press a button when a visual-only ‘X’ (vigilance target) appeared on the screen, which accounted for approximately 10% of trials. The imaging session included a total of 8 blocks of 100 stimuli each (2 blocks of each of the 4 stimulus types). Both stimulus and block order were randomized to eliminate effects of imaging bias and neural fatigue across participants. The data collection portion of the imaging session lasted approximately 20 minutes in addition to customized short breaks every 3 minutes to minimize movement and ensure attention in this young population. No session lasted longer than 30 minutes. Custom Matlab programs were used to control stimulus presentation and timing (Mathworks, Natick, MA). Visual stimuli were presented using Psychtoolbox (www.psychtoolbox.org). All behavioral assessment and neural imaging procedures were approved by the Institutional Review Boards of MGH Institute of Health Professions and Massachusetts Institute of Technology.

2.4. Magnetoencephalography data acquisition and processing

Brain activation measurements were obtained using an Elekta Neuromag Triux system equipped with a whole brain sensor array comprising 102 magnetometers and 204 planar gradiometers (306 total magnetic sensors). Magnetoencephalography (MEG) recordings were obtained at a sampling rate of 1,000 Hz and filtered between 0.03 and 330 Hz. The position of the head was measured continuously during the recordings using a set of 5 head position indicator coils placed on the head.

Raw MEG data were preprocessed using the Maxfilter software (Elekta Neuromag, Stockholm) to compensate for head movements and perform noise reduction with spatiotemporal filters (Taulu et al., 2004; Taulu and Simola, 2006). We used default parameters (harmonic expansion origin in head frame = [0 0 40] mm; expansion limit for external multipole base = 3; bad channels automatically excluded from harmonic expansions = 7 s.d. above average; temporal correlation limit = 0.98; buffer length = 10 s). MEG data were then analyzed using the Brainstorm software (Tadel et al., 2011). Heartbeat and eye blink artifacts were identified by an experienced observer and projected out of the signal. We then extracted trials with 200 ms baseline and 500 ms post-stimulus recordings, and every trial was baseline-corrected to remove the mean (-200 ms to 0 ms) from each channel. Trials with excessive movement (peak-to-peak value greater than 10,000 fT) were labeled and removed from the database. Children with fewer than 25 good trials per stimulus type were excluded (6 children out of the original 48). The time series were then temporally smoothed with a 40 Hz low pass filter. For each trial, the MEG data were mapped on the cortical mantle derived from Freesurfer automatic segmentation (Fischl et al., 2004). This was accomplished by first calculating a head model using an overlapping spheres model (Huang et al., 1999). Next, an inverse model was computed using a dynamic statistical parametric mapping approach (dSPM) (Dale et al., 2000). Finally, we extracted the time-series from multiple cortical regions of interest (ROIs), including auditory, visual, and language cortical areas, derived from the Destrieux-Killiany atlas (Destikan et al., 2006). These ROIs comprised left-hemisphere brain areas involved in reading and language perception: Heschl’s gyrus (transverse temporal/primary auditory cortex) as well as superior temporal gyrus, inferior frontal gyrus, and fusiform gyrus (Destrieux et al., 2010; Hickok and Poeppel, 2007) (Fig. 2).

2.5. Calculation of neural variability and statistical methods

Neural activation responses in each ROI were analyzed for variability across trials within every participant using variance as the metric. Two time windows were analyzed corresponding to different components of neural processing of the speech signal. First, a window including 50-100 milliseconds (ms) post stimulus onset was chosen to correspond with basic sensory processing of both the tone and the initial consonant portion (phoneme-level) of the consonant-vowel-consonant stimulus (CVC) in transverse temporal (Travis et al., 2013). Second, a window including 150-300 ms post stimulus onset was chosen to capture syllable-level processing in the remaining regions of interest (Poeppel, 2003). We first calculated the mean response within each of these windows, and then calculated variance within these means across trials of the same stimulus.

When reporting neural response variance, we describe mean and standard error of the mean (sem) across participants. To evaluate whether the amount of trial-by-trial variability was related to cognitive factors (such as IQ), phoneme awareness and/or reading ability, we compared the neural variance with the corresponding behavioral measures using Pearson’s r. Bonferroni correction was used to control for multiple comparisons. All t-tests were paired or unpaired, as appropriate, and post hoc tests were one-sided.

2.6. Sample acquisition and testing for KIAA0319 SNPs

As an optional component of the study, children were asked to
provide a saliva sample for genetic testing of dyslexia-susceptibility genes. As such, children and their parents provided written consent for this component of the study, separate from the assessment and neural imaging tasks. In the subset of participants who consented to genetic testing, DNA was extracted from 2.5 mL of saliva collected in 2.5 mL of DNA stabilization buffer at Nationwide Children's Hospital (Columbus, OH; Bruse et al., 2008). In another subset, saliva was collected using Oragene-DNA self-collection kit (OG-500; DNA Genotek Inc, Ottawa, Ontario, Canada). DNA was extracted using prepl-T-L2P (DNA Genotek Inc, Ottawa, Ontario, Canada) at the Yale Center for Genome Analysis (Orange, CT). Genotyping for rs6935076 and rs761100 was conducted using allele-specific PCR-based KASP assay at LGC (Beverly, MA), with initial genotyping quality control and SNP genotype calls conducted using LGC's in-house Kraken software and standardized protocols. rs6935076 and rs761100 had a call rate of 1 and 0.97, respectively, and satisfied Hardy-Weinberg equilibrium (p > 0.05). Minor allele frequencies for rs6935076 and rs761100 in the sample were 0.34 and 0.38, respectively. MEG and genotyping data from thirty-three participants (N = 10 typically developing readers and N = 23 children with dyslexia) were examined further. Saliva collection and analysis procedures were approved by the Institutional Review Boards of Massachusetts General Hospital, Massachusetts Institute of Technology, Nationwide Children's Hospital, and Yale University.

3. Results

3.1. Auditory cortex responses to speech sounds are more variable in children with dyslexia

We first used the transverse temporal (TT) ROI, which is a region that includes Heschl’s gyrus (Destrieux et al., 2010), to extract activation in left primary auditory cortex (Fig. 2) and calculated variability across multiple repetitions of each stimulus within a time window of 50-100 ms after stimulus onset. This time window was chosen to correspond with basic sensory processing of the initial consonant portion (phoneme-level) of the consonant-vowel-consonant stimuli (CVC) (Travis et al., 2013).

We first evaluated the hypothesis that there would be increased variability in response to speech sounds in the transverse temporal ROI (TT) of children with dyslexia (DYS group) compared to their typical peers (TD group). The DYS group exhibited a significantly higher variability of 0.37 ± 0.09 compared to 0.16 ± 0.03 in the TD group (unpaired, one-tailed t-test, t (30) = 1.82, p = 0.039; Fig. 3A).

There was no relationship between neural variability and age (r = -0.13, p = 0.48) and no difference in neural variability between males and females overall (t (30) = 0.59, p = 0.56) or within the group of children with dyslexia (t (18) = 0.30, p = 0.76). There were also no relationships between neural variability and IQ scores overall (r = -0.04, p = 0.82) or in either group (TD: r = 0.36, p = 0.25 and DYS: r = 0.02, p = 0.94). Finally, there were no relationships between neural variability and oral language scores (across groups: r = -0.21, p = 0.25, TD: r = -0.28, p = 0.37, and DYS: r = -0.05, p = 0.83), suggesting no influence of these two cognitive-linguistic traits on neural variability.

3.2. Increased variability in primary auditory cortex was found in only a subset of children with dyslexia

Within the DYS group, there was a notable distinction in the degree of neural variability observed: 10 out of 20 participants (50%) exhibited variability greater than that expected based on the control group (threshold was defined as TD mean + 3 standard deviations; dashed horizontal line in Fig. 3A). The group of 10 children with high variability (DYS-high) averaged 0.53 ± 0.15 compared to 0.18 ± 0.02 in children with low variability (DYS-low; Fig. 3A). Representative examples of trial-by-trial variability in each group are shown in Fig. 4. There were no significant differences in behavioral performance on oral language (t (17) = 0.94, p = 0.82) or any of the reading measures between the DYS-high and DYS-low groups (Table 2), demonstrating that the subgroup with higher variability was not due to a general language impairment.

If exhibiting high or low variability is a trait of a child with dyslexia, then such variability ought to be reliably exhibited by a child. To examine such reliability in each child, we calculated the relationships between even-numbered trials versus odd-numbered trials (as in Hornickel and Kraus, 2013). There were significant positive correlations between variability on even- numbered versus odd-numbered trials in both the TD group (r = 0.89, p = 0.0001) and the DYS group (r = 0.85, p < 0.0001). Within the DYS group, there were significant and positive correlations in both the DYS-high children (r = 0.84, p = 0.0003), and in the DYS-low children (r = 0.85, p = 0.01). These consistent relationships indicate that these measures of variability were stable within each child.

3.3. Increased neural variability extended to nonverbal stimuli in the subset of children with dyslexia

To determine whether the increased variability in TT was specific to verbal stimuli or a general response to sound, we evaluated variability to nonverbal stimuli (e.g. tones). There was a significant and positive correlation between variability to tones and variability to speech sounds across groups (r = 0.95, p < 0.0001; Fig. 3B) such that individuals with high variability to speech sounds also exhibited high variability to tones. The strong correlation between variability to tones compared to speech sounds was present in both the DYS group (r = 0.95, p < 0.0001) and in the TD group (r = 0.79, p = 0.002).

Because the increased neural variability was consistently present in some children with dyslexia and consistently absent in other children...
with dyslexia, we separated these two groups in subsequent independent analyses involving different stimuli and different brain regions.

3.4. Increased cortical variability was not present in the left-FFG in response to either auditory or visual stimuli

To determine whether cortical variability extends beyond primary auditory cortex in dyslexia, we calculated variability to speech sounds (at the syllable-level), tones, letters, and shapes in three main components of the left-hemisphere reading network (Hickok and Poeppel, 2007): fusiform gyrus (FFG), inferior frontal gyrus (IFG), and superior temporal gyrus (STG); Fig. 2). In these regions, we analyzed variability at the syllable level: 150-300 ms after stimulus onset to account for the delay in processing time between primary sensory cortices and these association areas. We chose these regions for their specific contributions to reading-visual processing of letters within FFG (Centanni et al., 2017; Cohen et al., 2002), integration of phonemes and graphemes in the IFG (Fiez and Petersen, 1998), and phonological awareness in the STG (Blomert, 2011; McCandliss and Noble, 2003).

We ran two 3 × 2 repeated measures ANOVAs in each region of interest. One evaluated variability to auditory stimuli (group: TD, DYS-high, DYS-low vs. stimulus: speech sounds vs. tones) and the other evaluated variability to visual stimuli (group: TD DYS-high, DYS-low vs. stimulus: letters vs. shapes). In response to auditory stimuli, there was no main effect of stimulus type (F (1, 29) = 1.01, p = 0.32) or group (F (2, 29) = 2.68, p = 0.09) in the left FFG region. There were also no main effects of stimulus type (F (1, 29) = 0.74, p = 0.40) or group (F (2, 29) = 2.25, p = 0.12) in response to visual stimuli. The lack of significant effects of group or stimulus in FFG demonstrates that increased variability was not present at the level of the FFG in dyslexia in response to any of the stimulus types tested.

3.5. Increased cortical variability was present in the left-IFG to auditory and visual stimuli

In left IFG in response to auditory stimuli, there was no significant positive relation between variability to speech sounds and variability to tones (r = 0.95, p < 0.00001).
main effect of stimulus type (F (1, 29) = 3.43, p = 0.07) but there was a significant main effect of group (F (2, 29) = 6.11, p = 0.006). There was no interaction between stimulus type and group (F (2, 29) = 1.21, p = 0.31). Post hoc t-tests revealed significantly higher variability in the DYS-high variability group compared to the TD group in response to speech sounds (DYS-high: 0.39 ± 0.11 vs. TD: 0.16 ± 0.03; unpaired, one-tailed t-test, t (21) = 2.27, p = 0.017; Fig. 5A), as well as in response to tones (DYS-high: 0.31 ± 0.05 vs. TD: 0.14 ± 0.02; unpaired, one-tailed t-test, t (21) = 3.14, p = 0.003; Fig. 5B). The DYS-high group also had significantly higher variance compared to the DYS-low group in response to speech sounds (DYS-low: 0.14 ± 0.02; unpaired, one-tailed t-test, t (18) = 2.21, p = 0.02) and tones (DYS-low: 0.14 ± 0.02; unpaired, one-tailed t-test, t (18) = 2.84, p = 0.006; Fig. 5B).

In response to visually presented stimuli, there was no significant main effect of stimulus type (F (1, 29) = 1.82, p = 0.19) but there was a significant main effect of group (F (2, 29) = 7.79, p = 0.002. There was no interaction between stimulus type and group (F (2, 29) = 0.84, p = 0.44). DYS-high children exhibited significantly higher variability (0.28 ± 0.05) compared to the TD group (0.13 ± 0.03) in response to letters (unpaired, one-tailed t-test, t (21) = 2.60, p = 0.008; Fig. 5C). DYS-high children also exhibited higher variability (0.20 ± 0.03) than the TD group in response to shapes (0.12 ± 0.02), (unpaired, one-tailed t-test, t (18) = 2.11, p = 0.024; Fig. 5D). There was also a significant difference between letter-evoked variability in the DYS-high vs DYS-low groups (DYS-low: 0.14 ± 0.03; unpaired, one-tailed t-test, t (18) = 2.19, p = 0.021; Fig. 5C). There was a nominally significant difference in shape-evoked variability between the DYS-high and DYS-low groups (t (18) = 1.80, p = 0.04; Fig. 5D), but this comparison did not survive Bonferroni correction. The findings that DYS-high children exhibit higher variability in response to letters and shapes supports the hypotheses that increased variability is not limited to auditory stimuli nor is it limited to primary auditory cortex.

3.6. Increased cortical variability was present in the left-STG to auditory stimuli only

The comparison of the responses to the auditory stimuli revealed no significant main effect of stimulus type in left STG (F (1, 29) = 0.05, p = 0.82) but there was a significant main effect of group (F (2, 29) = 6.31, p = 0.005). There was no interaction between stimulus type and group (F (2, 29) = 0.09, p = 0.91). Post hoc t-tests in STG revealed significantly higher variability in DYS-high children compared to the TD group in response to speech sounds (DYS-high: 0.17 ± 0.04 vs. TD: 0.06 ± 0.02; unpaired, one-tailed t-test, t (21) = 2.52, p = 0.01; Fig. 5E) and tones (DYS-high: 0.18 ± 0.04 vs. TD: 0.07 ± 0.03; unpaired, one-tailed t-test, t (21) = 2.42, p = 0.012; Fig. 5F). DYS-high children also exhibited significantly higher variability compared to DYS-low children in response to speech sounds (DYS-low: 0.07 ± 0.01; t (18) = 2.19, p = 0.021) and tones (DYS-low: 0.06 ± 0.005; unpaired, one-tailed t-test, t (18) = 2.72, p = 0.007).

In response to visual stimuli, there was no significant main effect of stimulus type (F (1, 29) = 1.16, p = 0.29) but a trend in the main effect of group (F (2, 29) = 3.18, p = 0.06) in left STG (Fig. 5G-H). These findings, along with those observed in IFG, support the hypothesis that increased variability propagates through the reading network, but that increased variability to visual stimuli is only present at a later node (IFG) associated with letter-to-sound integration.

3.7. Risk alleles in KIAA0319 are related to the degree of variability in primary auditory cortex

We collected saliva samples from 33 children. Because allele frequencies vary across racial and ethnic backgrounds that could confound statistical genetic analysis, we considered only samples from non-Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia). We then quantified the number of Hispanic white children as per parent report (N = 7 typical readers and N = 16 children with dyslexia).
(TD and DYS) for further analyses.

To evaluate the relationship between these SNPs and neural variability, we evaluated a total of 22 children (N = 6 TD and N = 16 DYS) whose MEG data met the minimum criterion for quality and were reported in the previous sections. We used separate ANOVAs to determine the influence of each SNP on neural variability in primary auditory cortex. Due to the high correlation between speech sound variance and tone variance in primary auditory cortex, we averaged across all auditory stimuli for these measures. Because this gene has been associated with reading skills (Paracchini et al., 2008) and auditory brainstem stability in the general population (Neef et al., 2017), we combined across groups (TD and DYS) for this analysis to increase statistical power. We first ran univariate ANOVAs to determine the effect of a minor allele (one or two) compared to no minor allele at each SNP. There was a significant main effect of minor allele at rs6945076 (F (1, 20) = 5.8, p = 0.03) but not for rs761100 (F (2, 19) = 0.25, p = 0.62).

To determine whether there was an additive effect of multiple minor alleles we ran an additional ANOVA with three groups: no minor allele at rs6935076 (N = 10), one minor allele (N = 7), and two minor alleles (N = 5). There was a trend in the main effect of the minor allele at rs6935076 (F (2, 19) = 2.8, p = 0.09). A linear regression confirmed a significant positive relationship between number of minor alleles at rs6935076 and neural variability (F (2, 20) = 4.47, p = 0.04, R² = 0.753), indicating that additional minor alleles corresponded with increased neural variability. In support of this finding, children with 2 minor alleles at rs6935076 (N = 5, all dyslexic) had significantly higher variability compared to children with 1 (N = 7, 5 dyslexic) or 0 minor alleles (N = 10, 4 dyslexic, 0.67 ± 0.38 vs. 0.23 ± 0.03; one-tailed t-test, t (20) = 2.41, p = 0.01; Fig. 6).

In response to auditory stimuli in IFG, there was no main effect for stimulus type (F (1, 19) = 0.79, p = 0.39) and a trend in the main effect of the minor allele (F (2, 19) = 2.72, p = 0.09). There was a trend in the linear model for the effect of additional minor alleles on variability to auditory stimuli in IFG (F (2, 20) = 3.92, p = 0.06). In response to visual stimuli in IFG, there were no main effects for either stimulus type (F (1, 19) = 2.53, p = 0.13) or minor allele (F (2, 19) = 0.39, p = 0.68).

In response to auditory stimuli in STG, there was no significant main effect of stimulus type (F (1, 19) = 0.17, p = 0.69) and a trend in the main effect of the minor allele (F (2, 19) = 2.94, p = 0.08). There was a trend in the linear model for the effect of additional minor alleles on variability to auditory stimuli in STG (F (2, 20) = 3.57, p = 0.07). In response to visual stimuli in STG, there were no main effects for either stimulus type (F (1, 19) = 1.36, p = 0.26) or minor allele (F (2, 19) = 1.14, p = 0.34).

4. Discussion

4.1. Summary of results

We discovered novel insights into the role of high neural variability in dyslexia. First, we confirmed the hypothesis that greater variability was reliably present in a subset of children with dyslexia, so that half of the children with dyslexia exhibited high neural variance and half of the children with dyslexia did not. Second, we confirmed the hypothesis that a subset of children with dyslexia exhibited high variability in primary auditory cortex in response to auditory stimuli, including speech sounds and tones. Third, we confirmed the hypothesis that greater variability extended beyond auditory cortex and beyond auditory stimuli. Specifically, we observed greater variability to a variety of stimulus types in IFG and STG, but only in the subgroup of children with greater neural variability as defined by primary auditory cortex responses. The current study is the first to find that inconsistent neural responses to perceptual inputs in children with dyslexia are not limited to auditory brainstem responses (Hornickel and Kraus, 2013; Neef et al., 2017), but extend to primary auditory cortex, and additional components of the reading network. Fourth, we confirmed the hypothesis that risk alleles in the dyslexia-susceptibility gene KIAA0319 (rs6935076) were significantly associated with neural variability in primary auditory cortex across groups, which confirms the relationship between risk alleles in KIAA0319 and neural variability in typically reading children and extends this finding, for the first time, into children with dyslexia.

4.2. Cortical evidence for subgroups within the dyslexia diagnosis

Our findings provide support for the hypothesis that some, but not all, children with dyslexia demonstrate stimulus-evoked variability in the brain. Half of the children with dyslexia demonstrated levels of variability in primary auditory cortex that were significantly higher than those in dyslexia-free children. The presence of two minor alleles at rs6935076 is associated with high variability in children with dyslexia. Five children, all with dyslexia, had two minor alleles at a specific SNP in KIAA0319. These children exhibited significantly higher variability compared to children with 1 (N = 7, including 5 dyslexic) or 0 (N = 10, including 4 dyslexic) minor alleles at this location. * = one-tailed t-test, p = 0.01.
their typically developing peers. The idea that inconsistent processing of auditory input is observed in some but not all children with dyslexia is consistent with often-cited evidence that around half of a previous sample of children with dyslexia exhibited deficits in auditory temporal processing (Tallal, 1980). We speculate that increased neural variability, as reported in the current study, likely interferes with reliable coding of a stimulus and therefore can lead to inaccurate perception and incorrect behavioral decisions. In support of this hypothesis, neural responses to distinct consonant sounds in rats with reduced KIAA0319 expression were more difficult for a computer algorithm to distinguish compared to control brain responses (Centanni et al., 2014a). To test the hypothesis that inconsistent neural responses relate to abnormal temporal processing, future research should measure neural variance in humans in the high-variance dyslexia subgroup while completing the original rapid auditory temporal processing task (Tallal, 1980). If confirmed, this would provide a biological explanation for a finding that has been both well-known and fiercely debated in the field for many years.

It could have been the case that the higher variance observed in primary auditory cortex was limited to this brain region and to auditory stimuli, as no study to date has investigated variance outside of primary auditory regions: auditory brainstem in humans (Hornickel and Kraus, 2013; Neef et al., 2017) and primary auditory cortex in rodent models (Centanni et al., 2014a; Centanni et al., 2014b). We observed instead that children in the high-variability subgroup exhibited increased variance in other brain regions and to additional stimulus conditions. The DYS-high subgroup was defined by higher variability to speech sounds in primary auditory cortex, but that subgroup also exhibited higher variability to several kinds of stimuli in multiple left-hemisphere regions associated with language and reading. Children in the DYS-high group also exhibited higher variability for tones in a region encompassing primary auditory cortex, in the STG for both kinds of auditory stimuli, and in the IFG for all stimulus types tested. The STG (Blomert, 2011; McCandliss and Noble, 2003) and IFG (Boets et al., 2013; Fiez and Petersen, 1998; Grande et al., 2011; Shaywitz et al., 1998) have been implicated in speech perception and reading. These findings support the view that dyslexia is not a disorder with a unitary basis but instead, that there are several subgroups within this broad diagnostic category, including a distinct group with increased variability in brain responses to perceptual inputs.

### 4.3. Variability to multiple stimulus types in reading network regions

Increased variability in brain responses was found to extend to multiple regions and in response to multiple stimulus types. We discovered increased cortical variability in the DYS-high group in response to auditory stimuli in the STG and to all stimuli in the IFG. Both of these brain areas are critical components of the reading network (McCandliss and Noble, 2003). The STG appears to specialize in phonological comparisons (in a rhyming task; Paulesu et al., 1996) and complexity (Shaywitz et al., 1998). The STG exhibits increased activation in typical readers during a word pronunciation task but such activity is reduced in individuals with dyslexia (Shaywitz et al., 1998). The STG exhibits increased activation in typical readers during a word pronunciation task but such activity is reduced in individuals with dyslexia (Shaywitz et al., 1998). The STG appears to specialize in phonological representations in neocortex (also referred to as increased neural noise) may interfere with the formation of letter-to-sound correspondences in newly forming reading networks (Hancock et al., 2017). Increased variability in the reading network could disrupt reading acquisition because reading is a multisensory process which requires the integration of auditory speech sound representations with visual representations of letters. Although variability in primary sensory brain regions may be disruptive for reading acquisition, variability associated with cognitive flexibility in the inferior frontal gyrus is positively correlated with reading scores in typically developing individuals based on data.

Increased variability in the DYS-high group compared to the TD group. Further research will be needed to determine whether increased variability to unnameable visual objects in the IFG is due to the influence of a multi-sensory integration region that is amplifying the variability that originates in the auditory system or due to some other mechanism.

### 4.4. Role of KIAA0319 in cortical variability

The current findings also support existing evidence that dyslexia genes, specifically KIAA0319, may play a role in causing variability throughout the brain and points to this SNP as a potential marker for this feature. Specific gene variants in KIAA0319 are present in children with increased neural variability in auditory brain stem responses, but are not present in children with control level neural consistency (Neef et al., 2017). Neef et al., (2017) used a single composite value derived from minor alleles in three individual SNPs (rs6935076, rs761100, and rs2179515) to reflect genetic variation in KIAA0319. One of our aims was to unpack the involvement of this gene and to determine whether specific SNPs in this gene were associated with neural variability. In the current study, we observed a significant relationship between risk alleles in rs6935076 but not rs761100 and neural variability. It is therefore possible that the significant associations between KIAA0319 SNPs, auditory brainstem variability, and spelling performance reported in Neef et al., 2017, can be accounted for by rs6935076. Although rs6935076 is a non-functional polymorphism, it could be in linkage disequilibrium with a nearby functional element mediating neural variability. Future research is needed to better understand the functional consequences of the region surrounding rs6935076 in the genome, as well as its role in other ethnicities. In the genetic analysis, one child in the TD group with self-reported non-Caucasian ancestry was excluded from the genetic analysis due to the confounding effects of differences in allele frequency of rs6935076 across different populations. However, it is important to note that this child carried a minor allele at rs6935076 and exhibited increased neural variability above the threshold for outliers. Although we cannot draw any conclusions about how this particular variant is associated with neural variability in diverse populations given a single data point, this observation supports additional studies on this gene in different world populations.

### 4.5. Potential implications for increased variability for reading acquisition

The presence of inconsistent speech sound and/or letter representations in neocortex (also referred to as increased neural noise) may interfere with the formation of letter-to-sound correspondences in newly forming reading networks (Hancock et al., 2017). Increased variability in the reading network could disrupt reading acquisition because reading is a multisensory process which requires the integration of auditory speech sound representations with visual representations of letters. Although variability in primary sensory brain regions may be disruptive for reading acquisition, variability associated with cognitive flexibility in the inferior frontal gyrus is positively correlated with reading scores in typically developing individuals based on data.
from an fMRI study (Malins et al., 2018). We observed increased variance in both IFG and in primary sensory areas, perhaps due to the greater temporal resolution of MEG compared to fMRI. It may be that the millisecond level precision detected through MEG is required to detect differences in processing speech signals, given the fine temporal structure of individual speech sounds. In any case, the precise negative or positive consequence of increased variability of brain responses for language or reading may depend on the specific mental operations and brain measures involved.

Our findings suggest that increased stimulus-evoked variability in the brain may be a biomarker of a dyslexia subtype. In support of this hypothesis, neural habituation to a variety of repetitive stimuli is reduced in individuals with dyslexia and, importantly, this effect is not specific to linguistic stimuli (Perrachione et al., 2016). If a stimulus were represented in an unstable or noisy fashion, the resultant variability would reduce habituation because a repeated stimulus would be encoded as different percepts across repetitions. There is also evidence that variability may be present even in the absence of a stimulus. Reading-related group differences in response to a variety of stimuli are present in both the Alpha (Duffy et al., 1980) and Beta (Dimitriadis et al., 2013) frequency bands of the neural response and also occur during rest conditions, suggesting these differences are reflective of baseline differences in brain function across groups. The strength of temporal correlations present during rest in these frequency bands correspond with reading scores (Dimitriadis et al., 2013), supporting the hypothesis that widespread increases in variability may have a negative impact on reading acquisition.

Additional evidence for increased baseline variability in dyslexia comes from research in animal models of impaired auditory processing relevant to dyslexia. Suppression of either KIAA0319 or Dcdc2 in a rat model causes increased spontaneous firing within auditory cortex in the absence of an external stimulus (Centanni et al., 2016; Centanni et al., 2014a). Although it is difficult to determine whether increased spontaneous firing is the cause of the increased resting variability observed in humans (Dimitriadis et al., 2013; Duffy et al., 1980), a greater amount of spontaneous neural firing in the absence of any external stimulus is likely to increase the variability across time windows. Further studies are needed to determine whether abnormal habituation responses are driven by the same mechanisms that drive inconsistent cortical responses, or whether these represent separate processes.

4.6. Limitations of the current study

The small sample size in our study is a limitation in interpreting our results. In the current study, we evaluated neural responses to a variety of stimuli in 20 children with dyslexia and 12 age-matched, typically reading peers. This sample size was too small to determine whether the proportion of children with inconsistent neural responses generalizes to the population of children with reading disorders. The small sample size is also a limitation for our genetic finding, although research showing a link between these same SNPs and auditory brainstem consistency in a larger sample supports our results (Neef et al., 2017). Further, with regard to the genetic results, we were forced to restrict our genetic analyses to a replication on a small number of SNPs due to limited power conferred by our small sample size and were unable to fully investigate the hypothesis that this gene confers an increased risk of high cortical variability in dyslexia. Ideally, more adequately powered genome-wide association studies could identify any additional variants of small effect size that contribute to cortical variability. In addition, we included samples only from non-Hispanic white children. The relationship between KIAA0319 and neural variability should be evaluated in other populations to determine whether these findings are generalizable.

A second limitation is the low spatial resolution of the reconstructed cortical activation maps due to MEG physics. While this technique provides better spatial precision than EEG and better temporal precision than fMRI, the MEG reconstructed maps encompass overlapping activity. Therefore, activity attributed to nearby cortical regions of interest are likely blurred, which may bias some statistical tests. The regions of interest selected here should be sufficiently spatially separated to allow for confidence in these findings, but future studies should confirm these results when new techniques and/or algorithms are developed to better separate these sources. Finally, in the current study, we did not acquire structural images of each child and instead used an MRI scan from one of our enrolled children (which was acquired in a separate study) as the default anatomy for all participants. Therefore, the exact location of each region of interest may vary slightly.

4.7. A neuro-genetic trait for greater or lesser neural variability

The present findings suggest a trait-like, or stable individual difference, in neural variability that spans typical reading ability and atypical reading disability and that is associated with KIAA0319. Children with typical reading ability, children with reading disability but typical neural variability, and children with reading disability plus enhanced neural variability all exhibited consistent neural variability across odd-and-even numbered trials to auditory stimuli in primary auditory cortex. These findings indicate that degree of neural variability is a trait-like characteristic of all the children. Similarly, the correlation between neural variability and KIAA0319 spanned all the children. Further research will need to elucidate how such an apparently continuous neuro-genetic trait appears to be problematic in only half of children with dyslexia. It is noteworthy that the two groups of children with dyslexia who differed so much in the typicality or atypicality of neural variability differed so little on all language, cognition, and reading scores.

The present findings, therefore, point to potential alternative neuro-genetic pathways to similar phenotypical disabilities in reading in general, and more mechanistically toward one specific neuro-genetic pathway in particular. Increased neural variability in some children with dyslexia may decrease the strength of the association between speech sound representations in the brain and the corresponding letter. Weaker sound-to-letter associations may impede the brain’s ability to develop automaticity and therefore impede reading acquisition, leading to dyslexia in a subset of children.
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