Re-identification of Individuals in Genomic Datasets Using Public Face Images
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ABSTRACT

DNA sequencing is becoming increasingly commonplace, both in medical and direct-to-consumer settings. To promote discovery, collected genomic data is often de-identified and shared, either in public repositories, such as OpenSNP, or with researchers through access-controlled repositories. However, recent studies have suggested that genomic data can be effectively matched to high-resolution three-dimensional face images, which raises a concern that the increasingly ubiquitous public face images can be linked to shared genomic data, thereby re-identifying individuals in the genomic data. While these investigations illustrate the possibility of such an attack, they assume that those performing the linkage have access to extremely well-curated data. Given that this is unlikely to be the case in practice, it calls into question the pragmatic nature of the attack. As such, we systematically study this re-identification risk from two perspectives: first, we investigate how successful such linkage attacks can be when real face images are used, and second, we consider how we can empower individuals to have better control over the associated re-identification risk. We observe that the true risk of re-identification is likely substantially smaller for most individuals than prior literature suggests. In addition, we demonstrate that the addition of a small amount of carefully crafted noise to images can enable a controlled trade-off between re-identification success and the quality of shared images, with risk typically significantly lowered even with noise that is imperceptible to humans.
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Introduction

Direct-to-consumer DNA testing has made it possible for people to gain information about their ancestry, traits and susceptibility to various health conditions and diseases. The simplicity of testing services by companies like 23andMe, AncestryDNA and FamilyTree DNA has drawn a consumer base of tens of millions of individuals. These sequenced genomes are of great use to the medical research community, providing more data for genome-phenome association studies, aiding in early disease diagnoses, and personalized medicine.

While genome sequencing data gathered in medical settings is anonymized and its use often restricted, individuals may also choose to share their sequenced genomes in the public domain via services like OpenSNP1 and Personal Genome Project2. Moreover, even the sharing of de-identified data for medical research typically faces tension between open sharing within the research community and exposure to privacy risks. These risks generally stem from the ability of some data recipients to link the genomic data to the identities of the corresponding individuals. One particularly acute concern raised in recent literature is in the ability to link a genome to the photograph of an individual’s face3–6. Specifically, these studies have shown that one can effectively match high-quality three-dimensional face maps of individuals with their associated low-noise sequencing data. However, for a number of reasons, it is unclear whether these demonstrations translate into practical privacy concerns. First, these studies to date have relied on high-quality, and often proprietary data that is not publicly available. This is a concern because such high-quality data is in fact, quite difficult to obtain in practice. While many people post images of their face in public, these are generally two-dimensional, with varying degrees of quality. In addition, observed phenotypes in real photographs need not match actual phenotypes thereby making it challenging to correctly infer one’s genotype and vice versa. For example, people may color their hair, or eyes (through contact lenses). Finally, increasing population size poses a considerable challenge to the performance of genome-photograph linkage. Given a targeted individual and a fixed feature-space (namely the predicted phenotypes in our case), the chances of encountering an individual that are similar to the target individual...
in this feature-space increase with population size. Another related study by Humbert et al. investigates the re-identification risk of OpenSNP data, but assumes accurate knowledge of a collection of phenotypes, including many that are not observable from photographs, such as asthma and lactose intolerance. We consider this approach to be a theoretical upper-bound in our study, that is, matching performance when ground-truth phenotypes are known apriori, as opposed to when predicted from face images.

Given these potential confounders in the real world, in this paper we study the risk of re-identification of shared genomic data when it can potentially be linked to publicly posted face images. To this end, we use the OpenSNP database, along with a new dataset of face images collected from an online setting and paired with a select subset of 126 genomes. We develop a re-identification method that integrates deep neural networks for face-to-phenotype prediction (e.g., eye color) with probabilistic information about the relationship between these phenotypes and SNPs to score potential image-genome matches. The first purpose of our study is to assess how significant the average risk is, as a function of population size, given the nature of available data as well as current technology. Our second purpose is to introduce a practical tool to manage individual risk that enables either those who post face images online, or social media platforms that manage this data, to trade off risk and utility from posted images according to their preferences. We find that the overall effectiveness of re-identification and, thus, privacy risk is substantially lower than suggested by the current literature that relies upon high-quality single nucleotide polymorphisms (SNP) and three-dimensional face map data. While some of this discrepancy can be attributed to the difficulty of inferring certain phenotypes—eye color, in particular—from images, we also observe that the risk is relatively low, especially in larger populations, even when we know the true phenotypes that can be observed from commonly posted face images. Indeed, even using synthetically generated data that makes optimistic assumptions about the nature of SNP to phenotype relationships, we find that the average re-identification success rate is relatively low.

For our second contribution, we propose a method based on adding adversarial perturbations to face images prior to posting them that aims to minimize the score of the correct match. This framework is tunable in the sense that the user can specify the amount of noise they can tolerate, with greater noise added having greater deliterious effect on re-identification success. We show that even using imperceptible noise we can often successfully reduce privacy risk, even if we specifically train deep neural networks to be robust to such noise. Furthermore, adding noise that is mildly perceptible further reduces success rate of re-identification to no better than random guessing.

Results

We investigate the risk of re-identification in genomic datasets "in the wild" based on linkage with publicly posted photos. Using the public OpenSNP dataset, we identified 126 individual genotypes for which we were able to successfully find publicly posted photographs (e.g., some were posted along with genomic data on OpenSNP itself). We used a holistic approach to associate genomes to images as follows. If a user’s picture was posted on OpenSNP, higher-quality pictures could often be found under the same username on a different website. When no picture was posted for a certain user on OpenSNP, we found pictures posted on different websites under the same username, and used self-reported phenotypes on OpenSNP to ensure with a reasonable degree of certainty that the image corresponds to the genome. This resulted in a dataset of SNPs with the corresponding photos of individuals, which we refer to as the Real dataset. To characterize the error rate in phenotype prediction from images, we constructed two synthetic datasets, leveraging a subset of the CelebA face image dataset and OpenSNP. We created artificial genotypes for each image (here, genotype refers only to the small subset of SNPs we are interested in - we refer the reader to Supplementary Table 1 for a full list) using all available data from OpenSNP where self-reported phenotypes are present. First, we consider an ideal setting where for each individual, we select a genotype from the OpenSNP dataset that corresponds to an individual with the same phenotypes, such that the probability of the selected phenotypes is maximized, given the genotype. In other words, we pick the phenotype from the OpenSNP data that is most representative of an individual with a given set of phenotypes. We refer to this dataset as Synthetic-Ideal. Second, we consider a more realistic scenario where for each individual we select a genotype from the OpenSNP dataset that also corresponds to an individual with the same phenotypes, but this time at random according to the empirical distribution of phenotypes for particular SNPs in our data. Since CelebA does not have labels for all considered phenotypes, 1000 images from this dataset were manually labeled by one of the authors, the results of which were confirmed by another of the authors. After cleaning and removing ambiguous cases, the resulting dataset consisted of 456 records. We refer to this dataset as Synthetic-Realistic.

Our re-identification method works as follows. First, we learned deep neural network models to predict visible phenotypes from face images, leveraging the CelebA public face image dataset, in the form of 1) sex, 2) hair color, 3) eye color, and 4) skin color. We learned a model separately for each phenotype by fine-tuning the VGGFace architecture for face classification. The result of each such model is a predicted probability distribution over phenotypes for an input face image. Second, for each input face image $x_i$, and for each phenotype $p$, we use the associated deep neural network to predict the phenotype $z_{i,p}$, that is the most likely phenotype in the predicted distribution. Third, we assign a score, based on the log-likelihood, to each...
genotype-image pair, \((x_i, y_j)\) as follows:

\[
p_{i,j} = \sum_{z_i,p} \log P(z_i,p|y_j)
\]

This approach is similar to the one introduced by Humbert et al., but differs in that we predict phenotypes from face images as opposed to assuming complete knowledge. Finally, armed with the predicted log-likelihood scores \(p_{i,j}\) for genotype-image pairs, we select the top-\(k\)-scored genotypes for each face image, where \(k\) is a tunable parameter that allows for a trade-off in the precision and recall of predictions.

The effectiveness of re-identification is strongly related to both the choice of \(k\) above, as well as the size of the population that one is trying to match against. More specifically, as we increase \(k\), one would naturally expect recall (and, thus, the number of successful re-identifications) to increase. On the other hand, a larger population raises the difficulty of the task by increasing the likelihood of spurious matches. We therefore evaluate the impact of both of these factors empirically.

**Average Re-identification Risk is Low in Practice**

We evaluate the effectiveness of re-identification attacks using two complementary measures: 1) the fraction of successful matches and 2) the area under the receiver operating characteristic (ROC) curve (AUC). The former enables us to study re-identification success (while focusing on recall) as a function of population size, while the latter paints a more complete picture of the tradeoff between precision and recall.

First, we consider the proportion of successful matches as a function of the population size; i.e., the number of individuals in the genomic database. To do this, we consider several fixed values of \(k\), where a match from a face image \(x_i\) to a genome \(y_j\) is considered successful if the associated log-likelihood score \(p_{i,j}\) is among the top-\(k\) for the image \(x_i\).

![Figure 1. Effectiveness of matching individuals’ photos to their DNA sequences in OpenSNP.](image)

(a) Success rate for top-1 matching for the Real dataset; (b) success rate for top-5 matching for the Real dataset; (c) Success rate for top-1 matching in the Synthetic-Ideal dataset; (d) ROC curve for 126 individuals. (a), (b), and (c) present matching success results as a function of the population size (the number of individual genomes to match a face image to) for a fixed \(k\).

The results for the Real dataset for \(k = 1\) and \(k = 5\) are shown in Fig. 1 (a) and 1 (b) respectively. We compare the success of
our re-identification approach to two baselines: 1) when matches are made randomly (a lower bound) and 2) when matches use actual, rather than predicted, phenotypes (an upper bound). Based on Fig. 1 (a), it can be seen that the matching success (where we solely take the top-scoring match) is relatively low even for the upper bound, where we actually know the phenotypes (and, consequently, do not need the images). However, the top-1 matching success rate is close to the upper bound (which assumes perfect knowledge of phenotypes) and is considerably better than random. As expected, prediction efficacy reduces as the population size grows. Fig. 1 (c) shows that in an idealized setting, re-identification accuracy can be considerably higher; however, effectively predicting eye color is crucial, and this is also a major limitation of existing techniques. Fig. 1 (d) shows that when we treat matching as a binary prediction problem, the effectiveness is well above that achieved by randomly guessing. Nevertheless, re-identification risk “in the wild” does not appear to be especially high. While we observe success rate as high as 25%, this is only achieved when the genomic dataset is extremely small - on the order of 10 individuals. By contrast, the success rate for top-1 matching drops quickly and is negligible for populations of over 100 individuals. And, it should be kept in mind that this result assumes we can predict the phenotypes perfectly.

The overall pattern does not substantially change when $k = 5$. However, in this case the matching success rates naturally increase, approaching 80% for small populations, and slightly below 20% for populations above 100 individuals. In this case, we do observe that our re-identification approach, while significantly better than random, is also considerably below the theoretical upper bound. This suggests that, when more than a single re-identification claim is permitted for each image, the error in phenotype prediction from face images has a greater influence.

Next, we delve more deeply into the nature of re-identification risk using the larger synthetic datasets. We present the results for Synthetic-Ideal in Fig. 1 (c). Additional results for both the Synthetic-Ideal and Synthetic-Real datasets when the top $1, 3, 5$ matches are predicted to be true matches are provided in Supplementary Fig. 9 (a)-(f). These results offer two insights. First, if an attacker has access to particularly high-quality data, re-identification risk can be relatively high for small populations. For example, the upper bound is now over 60% in some cases. However, it can also be seen that of the phenotypes we aim to predict, eye color is both the most difficult and highly influential in matching. If we assume that we know this phenotype, and only have to predict the others, re-identification risk is near its upper bound (which assumes that we know the true phenotypes). This is even more striking in the case of the Synthetic-Real data, as shown in Supplementary Fig. 12 (a)-(d). To determine if this result was an artifact of the specific method we selected for eye color prediction, we considered several alternative methods for eye color prediction, ranging from conventional computer vision techniques to deep learning (see Supplementary Fig. 12 (e)-(g)). None of these methods were particularly efficacious.

Precision-Recall Tradeoff
We then turned our attention to a different evaluation of prediction efficacy: the tradeoff between false positives and false negatives that obtains as we vary $k$. The results, shown in Fig. 1 (d) for a population size of 126 individuals, suggest that the overall re-identification method is relatively effective (AUC >70%), particularly when compared to random matching when viewed as a binary predictor (match vs. non-match) for given genome-image pairs. ROC curves when thresholding on $k$ for various population sizes are presented in Supplementary Fig. 4 (a)-(l). In Supplementary Fig. 4 (m)-(x), we also consider a common alternative where we use a tunable threshold $\theta$ on the predicted log-likelihood to claim when a match occurs.

Overall, our results suggest that there is some relationship between face images and public genomic data, but the success rates are well below what other prior literature appears to suggest, even in idealized settings. We believe there are several contributing factors behind this observation. First, the quality of face images in the wild is much lower than the high-definition 3D images obtained in highly controlled settings in prior studies. Second, there is a relative scarcity of high-quality training and validation data for this particular task. While there are large, well-labeled datasets for face classification, the data required for re-identification requires paired instances of genomes and images, which is far more challenging to obtain at scale. Third, visible phenotypes are influenced by factors other than just the SNPs that are known to have a relationship with them, particularly when you add artificial factors, such as by dyeing one’s hair or wearing tinted contact lenses, introducing considerable noise in the matching. Finally, our analysis assumes (as did all prior studies) that we already know that there is, in fact, a match in the genomic dataset corresponding to each face. In reality, success rates would be even lower, since a malicious actor is unlikely to be certain about this.

Achieving Privacy through Adversarial Image Perturbations
While our assessment of re-identification risk above suggests that the risk to an average individual exhibited in prior literature are likely somewhat inflated in prior literature, we are, indeed, able to successfully re-identify a subset of individuals. Moreover, some of the settings, such as situations where there is sufficient prior knowledge that can narrow down the size of the population to which a face can be matched, are indeed quite risky. This led us to investigate the natural question: how can we most effectively mitigate re-identification risks associated with the joint public release of both genomic data and face images. Our specific goal is to provide tools that can reduce re-identification risks to individuals who publicly post their photos. Such tools can then be used either directly by individuals to manage their own risks, or by platforms where photos are posted to manage
risks to their subscribers. In particular, we show that this can be accomplished by adding small adversarial image perturbations (via adversarial examples) to reduce the effectiveness of genomic linkage attacks.

The idea behind adversarial examples is to inject a small amount of noise into an image, where “small” is quantified using an $l_p$ norm, in order to cause a misprediction. In our case, however, we do not have a single deep neural network making predictions, but rather a collection of independent phenotype predictors using the same image as input. One direct application of adversarial examples in our setting would be to arbitrarily choose a phenotype (say, sex, which is the most informative) and target this phenotype for misprediction, with the anticipation that this would cause re-identification attacks to fail. However, we can actually do much better at protecting privacy by tailoring adversarial examples to our specific task. This is because our ultimate goal is not to cause mispredictions of phenotypes per se, but rather to cause an attacker to fail to link the image with the correct genome. Leveraging the scoring function in Equation (1), we aim to minimize the score $p_{ij}$ for image $x_i$ and the correct corresponding genome $y_j$. However, this is a non-trivial task because the scoring function has a discontinuous dependence on predicted phenotypes (since we use only the most likely phenotype given image in computing it). To address this issue, we augment the score with the log of the predicted probabilities. More precisely, let $s(x, y)$ denote the probability that the neural network predicts a variant $v_p$ for a phenotype $p$ (e.g., eye color) given the input face image $x_i$. The problem we aim to solve is to find adversarial perturbation to the input image $\delta^*$ that solves the following problem

$$\min_{-\varepsilon \leq \delta \leq \varepsilon} \sum_{p \in \{\text{sex, hair, skin, eye}\}} \sum_{v_p} \log g_p(v_p, x_i + \delta) \log P(v_p | y_j).$$

Since this expression is differentiable with respect to the adversarial noise $\delta$, we can solve it using standard gradient-based methods (see Materials and Methods for further details).

Our first evaluation, shown in Fig. 2, presents the effectiveness of our method for preserving privacy in public face images. Fig. 2(a), in particular, demonstrates that when we take deep neural networks for phenotype prediction as a given, the effectiveness of the re-identification attack described above declines significantly even for very small levels of noise added to images. For sufficiently large noise (e.g., $\varepsilon = 0.01$), the success rate is close to zero, which is considerably lower than random matching. Moreover, by comparing Fig. 2(a) to Fig. 2(b), it can be seen that our approach is also more effective than designing adversarial perturbations that target a single sex phenotype. The effectiveness of targeting other phenotypes is provided in Supplementary Fig. 5 (d)-(f), where it can be seen that attacking only hair color, eye color or skin color alone is insufficient to induce a significant level of misclassification. While the presented results are only for $k = 1$ (i.e., the attacker only considers the top-scoring match), results for $k = 3$ and $k = 5$ offer similar qualitative insights (as shown in Supplementary Fig. 6).

The visual effect of the designed image perturbations is illustrated on the right in Fig. 2 using images drawn from the public celebrity face image dataset. As can be seen, most of the levels of added noise have negligible visual impact. It is only when we add noise at $\varepsilon = 0.025$ that we begin to clearly discern the perturbations. However, to address the re-identification problem, it appears sufficient for privacy to use levels of noise of $\varepsilon = 0.01$ or smaller, which leads to near-zero matching-score.

While introducing adversarial noise appears to be sufficiently reduce the risk of re-identification introduced by publicly shared photographs, this still supposes that re-identification makes use of deep neural network models trained in the regular fashion, such as on the CelebA dataset. However, there are various techniques for enabling the training of such models that yield significantly better resistance to adversarial noise, the most effective of which is adversarial training$^{2,18}$. The adversarial training approach learns a model by augmenting each iteration with training images that are adversarially perturbed, using the model from the previous iteration as a reference. The main limitation of adversarial training is that it also results in lower accuracy on data that is not adversarially perturbed. Given the relatively limited effectiveness of the re-identification approach above and all of the practical limitations of that exercise, we now investigate whether, in practice, adversarial training sufficiently handicaps re-identification, such that its increasing robustness to added perturbations offers little value.

To evaluate the effect of adversarial training on re-identification, we run further training iterations on the phenotype-prediction models with adversarial examples generated over subsets of the original training sets. We make five passes over adversarial examples, each time using the model from the previous iteration to generate these examples. Since the match score depends on images as well as corresponding genomes, we use paired genome-image datasets for adversarial training (the most optimistic setting from the re-identification perspective). Specifically, we use a random subset of 77 image-DNA pairs (approximately 60%) from our OpenSNP dataset for training, and the remaining 49 for testing the matching accuracy. We construct five sets of adversarially robust phenotype prediction models using this procedure, each set adversarially trained using a different amount of added adversarial noise, from $\varepsilon = 0.001$ to $\varepsilon = 0.05$.

As expected, Fig. 3 (a) illustrates that baseline prediction accuracy (i.e., using original face images without perturbations) reduces as strength of the perturbation used for adversarial training increases. Indeed, once $\varepsilon > 0.01$, the effectiveness of matching is essentially equivalent to random, suggesting that the most robust model that holds any utility is the one with $\varepsilon = 0.01$. Next, we consider how robust this model is to images that now have adversarial perturbations of varying magnitudes. The results are shown in Fig. 3(b). Notably, adversarial noise with $\varepsilon = 0.025$ again yields near zero matching success. A
Figure 2. Evaluating adversarial perturbations as a defense. (a) Effectiveness of adversarial perturbation as a defense against re-identification for \( k = 1 \) (i.e., the attacker considers only the top match). Pixel values are normalized to a \([0, 1]\) interval, and perturbation strengths \( \varepsilon \) are with respect to these normalized pixel values. It can be seen that prediction accuracy is near zero at a perturbation strength \( \varepsilon \geq 0.01 \). Moreover, even for very small amounts of adversarial noise, such as \( \varepsilon = 0.001 \), matching success is nearly indistinguishable from random matching if we have at least 20 individuals in a consideration pool. (b) Effectiveness of perturbations that only target sex prediction from a face image. The effect of larger perturbations (\( \varepsilon \geq 0.01 \) is similar to Fig. 2 (a). However, smaller perturbations are considerably less effective. Example images on the right (drawn from the public celebrity face image dataset) illustrate the extent of visible effect of introduced adversarial perturbations to images. The perturbations are essentially imperceptible to a human until \( \varepsilon > 0.01 \), when the effect becomes clearly visible.

Discussion

Our findings suggest that the concerns about privacy risks to shared genomic data stemming from the attacks matching genomes to publicly published face photographs are low, and relatively easy to manage to allay even the diverse privacy concerns of individuals. Of course, our results do not imply that shared genomic data is free of concern. There are certainly other potential privacy risks, such as membership attacks on genomic summary statistics\(^{19-27} \), which would allow the recipient of the data to determine the presence of an individual in the underlying dataset. This type of attack is of concern because it would allow an attacker to associate the targeted individual with the semantics inherent in the dataset. For instance, if the dataset was solely composed of individuals diagnosed with a sexually transmitted disease, then membership detection would permit the attacker to learn that the target had the disease in question. Moreover, we emphasize that our results are based on current technology; it is possible that improvements in either the quality of data, such as broad availability of high-definition 3D photography, or the smaller amount of noise that preserves imperceptibility, such as \( \varepsilon = 0.01 \), is still effective in reducing the accuracy of the robust model, although the resulting re-identification success rate is still above random matching. Nevertheless, re-identification success even in this case is now \(~ 20\%\) even in the most optimistic case. Moreover, our framework is sufficiently flexible that a particularly risk-averse individual may simply raise the noise level to 0.025, accepting some visible corruption to the image, but effectively eliminating privacy risk.
Figure 3. Evaluation of models that are trained to increase robustness to perturbations through adversarial training when only the top match is considered in re-identification. a) Matching accuracy of “robust” models trained by adding adversaries with varying adversarial noise levels $\varepsilon$ when unperturbed face images are used as inputs. Using $\varepsilon > 0.01$ causes matching accuracy to be effectively equivalent to random. b) Matching accuracy of “robust” models trained by adding adversaries with $\varepsilon = 0.01$ when input face images are perturbed with varying levels of adversarial noise. Using $\varepsilon > 0.01$ is sufficient to cause sub-random matching accuracy. For noise with $\varepsilon = 0.01$, matching accuracy degrades from original, but remains higher than random.

Materials and Methods

Re-Identification Attack with Public Face Images

In our attack, we consider the following phenotypes to be readily visible in face images: eye color, hair color, sex, and skin color. To this end, we first collected genomes uploaded to OpenSNP that were sequenced by 23andMe. We then filtered the users who have self-reported all four phenotypes we are interested in. Some of these users also uploaded their face images directly on OpenSNP. For others, we found their faces through a Google reverse search using their OpenSNP usernames, which we then manually verified these using the self-reported phenotypes. This process yielded 126 pairs of face images and DNA profiles of individuals that were carefully curated. The full study was approved by the Washington University in St. Louis Institutional Review Board, with the condition that we will not publicly release this curated dataset (in order to mitigate any possible harm to these individuals). However, we are able to share it privately with other researchers for validation purposes, subject to an agreement preventing public release.

Predicting Phenotypes from Images

To predict phenotypes from facial images, we leveraged the VGGFace\textsuperscript{9} convolutional neural network architecture. Due to the relative scarcity of labeled training data for phenotypes of interest, we employed transfer learning\textsuperscript{28}, which has been extensively and successfully used for various classification tasks where labeled data is scarce\textsuperscript{29–36}. Specifically, we started with a model previously trained on a the CelebA dataset\textsuperscript{8} for a face recognition task. We then fine-tuned these models on subsets of the CelebA dataset. For sex and hair color, the CelebA dataset already contains labels for all $\sim 200,000$ images, and we thus used the entire dataset to fine-tune the sex prediction classifier. For hair color, we find that fine-tuning on a subset of 10000 images with equal number of blonde, brown, and black hair color images outperforms a model trained on the entire dataset; we thus use the latter. For skin color, 1000 images were labeled on a 5-point scale by Amazon Mechanical Turk (AMT) workers, and then manually sorted into 3 classes. For eye color prediction, 1000 images were labeled by AMT workers; however, after manual verification of these labels, we retained $\sim 850$ images, dropping the rest because the eye color was indeterminate.

Matching Faces to DNA

Once we learned phenotype classifiers for each visible phenotype, we then for each face image in test data predicted the most likely variant (i.e., the one with the largest predicted probability) for each face image in test data. We then used this prediction quality of AI, such as highly effective approaches for inferring eye color from images, will indeed significantly elevate risks or re-identification. However, through several studies which include synthetic variants controlling for the quality of data, as well as evaluations that assume we can infer observable face phenotypes with perfect accuracy (see, for example, the results in Fig. 1, as well as in the Supplementary Figures 9 and 12), we show that even with advances in technology the risk is likely to remain limited.
for matching the face image to a DNA record as follows. Let an image be denoted by $x_i$ and a genome by $y_j$. We use the following matching score, where phenotype variant $z_{i,p}$ is the most likely predicted variant:

$$ P_{ij} = \prod_{p \in \{\text{sex, hair, skin, eye}\}} P(z_{i,p}|y_j). $$

To ensure numerical stability, we transform it into log-space, resulting in

$$ \log P_{ij} = \sum_{p \in \{\text{sex, hair, skin, eye}\}} \log P(z_{i,p}|y_j). $$

The variant $z_{i,p}$ is predicted from $\{F, M\}$ for sex, $\{\text{blue, brown, intermediate}\}$ for eye color, $\{\text{black, blonde, brown}\}$ for hair color and $\{\text{pale, intermediate, dark}\}$ for skin color. The probability of each phenotype variant given a genome, $P(z_{i,p}|y_j)$, is in turn expressed as a product of probabilities over relevant SNPs (see Supplementary Table 1 for these lists). The probability of a specific phenotypic variant given a certain SNP is calculated empirically from the available data, with priors of the phenotypic variant used where SNPs are missing.

Having calculated the likelihood of a match between image $X_i$ and DNA sequence $y_j$ for all images, for all DNA sequences, we rank the DNA sequences in decreasing order of matching likelihood for each image. The presented results correspond to when the correct match resides in the top scored 1, 3 or 5 entries in this sorted list.

**Protecting Privacy by Adding Noise to Face Images**

Recall that our goal is to minimize the score $p_{ij}$ where $x_i$ is the image and $y_j$ the correct corresponding genome. Since the score function has a discontinuous dependence on phenotype predictions, we augment the score with the log of the predicted phenotype probabilities. Specifically, let $g_p(v_p, x_i)$ denote the probability that the neural network predicts a variant $v_p$ for a phenotype $p$ (e.g., eye color) given the input face image $x_i$; these are just the outputs of the corresponding softmax layers of the neural networks. The problem we aim to solve is to find adversarial perturbation to the input image $\delta^*$ that solves the following problem:

$$ \min_{-\epsilon \leq \delta \leq \epsilon} \sum_{p \in \{\text{sex, hair, skin, eye}\}} \sum_{v_p} \log g_p(v_p, x_i + \delta) \log P(v_p|y_j). $$

We use projected gradient descent to solve this problem, invoking a combination of automated differentiation in pytorch and the Adam optimizer. After each gradient descent step, we simply clip the noise to be in the $[-\epsilon, \epsilon]$ range, and to ensure that the resulting pixel values are valid. We use the original image as the starting point in this procedure (i.e., initializing $\delta = 0$).

**Training Robust Phenotype Classification Models**

While the idea of adding noise as privacy-protection works well when we use regularly trained phenotype prediction models, one can make such models more robust, albeit at a cost to accuracy on noise-free data. As such, we investigate how effective adversarial training, a state-of-the-art approach for making predictions robust to adversarial noise, is at overcoming our noise injection approach.

The main premise of adversarial training is as follows. The broad goal is to solve the following optimization problem:

$$ \min_{\theta, \delta^*} \sum_{x, y \in \mathcal{D}} L(\theta, x + \delta^*, y), $$

where $\delta^*$ is adversarially induced noise and $L(\cdot)$ is the loss function. In practice, computing an optimal noise to add is difficult, and we instead use the approaches such as gradient descent described above. However, adversarial training proceeds like regular training (using gradient descent), except that each training input is $x + \delta^*$ rather than $x$, that is, we use adversarially perturbed inputs in place of regular inputs.

where $||\delta|| \leq \epsilon$. A standard way of achieving empirically robust models is to simply augment training data with adversarial examples generated over a subset of the training data. In generating these instances, we use random starting points for generating adversarial examples. The downside of adversarial training, however, is that robustness to adversarial images often comes at the cost of accuracy on unaltered images, and a careful balance must be achieved between adversarial robustness and baseline accuracy.
References

1. Greshake, B., Bayer, P. E., Rausch, H. & Reda, J. Opensnp--a crowdsourced web resource for personal genomics. *PLoS One* **9**, e89204 (2014).

2. Ball, M. P. et al. Harvard personal genome project: lessons from participatory public research. *Genome medicine* **6**, 1–7 (2014).

3. Lippert, C. et al. Identification of individuals by trait prediction using whole-genome sequencing data. *Proc. Natl. Acad. Sci.*** **114**, 10166–10171 (2017).

4. Crouch, D. J. et al. Genetics of the human face: Identification of large-effect single gene variants. *Proc. Natl. Acad. Sci.*** **115**, E676–E685 (2018).

5. Qiao, L. et al. Detecting genome-wide variants of eurasian facial shape differentiation: Dna based face prediction tested in forensic scenario. *bioRxiv* 062950 (2016).

6. Caliebe, A. et al. The more the merrier? how a few snps predict pigmentation phenotypes in the northern german population. *Eur. J. Hum. Genet.* **24**, 739–747 (2016).

7. Humbert, M., Huguenin, K., Hugonot, J., Ayday, E. & Hubaux, J.-P. De-anonymizing genomic databases using phenotypic traits. *Proc. on Priv. Enhancing Technol.* **2015**, 99–114 (2015).

8. Liu, Z., Luo, P., Wang, X. & Tang, X. Deep learning face attributes in the wild. In *Proceedings of International Conference on Computer Vision* (2015).

9. Parkhi, O. M., Vedaldi, A. & Zisserman, A. Deep face recognition. In *British Machine Vision Conference* (2015).

10. Zhang, K., Zhang, Z., Li, Z. & Qiao, Y. Joint face detection and alignment using multitask cascaded convolutional networks. *IEEE Signal Process. Lett.* **23**, 1499–1503 (2016).

11. Panetta, K. et al. A comprehensive database for benchmarking imaging systems. *IEEE transactions on pattern analysis machine intelligence* (2018).

12. Kazemi, V. & Sullivan, J. One millisecond face alignment with an ensemble of regression trees. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, 1867–1874 (2014).

13. Grgic, M., Delac, K. & Grgic, S. Sface--surveillance cameras face database. *Multimed. tools applications* **51**, 863–879 (2011).

14. Georgiades, A., Belhumeur, P. & Kriegman, D. From few to many: Illumination cone models for face recognition under variable lighting and pose. *IEEE Trans. Pattern Anal. Mach. Intell.* **23**, 643–660 (2001).

15. Weyrauch, B., Heisele, B., Huang, J. & Blanz, V. Component-based face recognition with 3d morphable models. In 2004 *Conference on Computer Vision and Pattern Recognition Workshop*, 85–85 (IEEE, 2004).

16. Xia, W. et al. Process-driven data privacy. In *Proceedings of the 24th ACM International on Conference on Information and Knowledge Management, CIKM ’15*, 1021–1030, DOI: 10.1145/2806416.2806580 (Association for Computing Machinery, New York, NY, USA, 2015).

17. Madry, A., Makelov, A., Schmidt, L., Tsipras, D. & Vladu, A. Towards deep learning models resistant to adversarial attacks. *arXiv preprint arXiv:1706.06083* (2017).

18. Vorobeychik, Y. & Kantarcioglu, M. *Adversarial Machine Learning* (Morgan and Claypool, 2018).

19. Hagestedt, I. et al. Membership inference against dna methylation databases. In 2020 *IEEE European Symposium on Security and Privacy (EuroS P)*, 509–520, DOI: 10.1109/EuroSP48549.2020.00039 (2020).

20. Liu, Y. et al. Detecting the presence of an individual in phenotypic summary data. In *AMIA Annu Symp Proc*, 760–769 (2018).

21. Chen, J., Wang, W. H. & Shi, X. Differential privacy protection against membership inference attack on machine learning for genomic data. *bioRxiv* DOI: 10.1101/2020.08.03.235416 (2020). https://www.biorxiv.org/content/early/2020/08/04/2020.08.03.235416.full.pdf.

22. Wan, Z., Vorobeychik, Y., Kantarcioglu, M. & Malin, B. Controlling the signal: Practical privacy protection of genomic data sharing through beacon services. *BMC medical genomics* **10**, 87–100 (2017).

23. Wan, Z. et al. Expanding access to large-scale genomic data while promoting privacy: a game theoretic approach. *The Am. J. Hum. Genet.* **100**, 316–322 (2017).

24. Zerhouni, E. A. & Nabel, E. G. Protecting aggregate genomic data. *Science* (2008).
25. Raisaro, J. L. et al. Addressing beacon re-identification attacks: quantification and mitigation of privacy risks. *J. Am. Med. Informatics Assoc.* 24, 799–805 (2017).

26. Shringarpure, S. S. & Bustamante, C. D. Privacy risks from genomic data-sharing beacons. *The Am. J. Hum. Genet.* 97, 631–646 (2015).

27. Craig, D. W. et al. Assessing and managing risk when sharing aggregate genetic variant data. *Nat. Rev. Genet.* 12, 730–736 (2011).

28. Pratt, L. Y. Discriminability-based transfer between neural networks. In *Advances in neural information processing systems*, 204–211 (1993).

29. Cao, X., Wipf, D., Wen, F., Duan, G. & Sun, J. A practical transfer learning algorithm for face verification. In *The IEEE International Conference on Computer Vision* (ICCV) (2013).

30. Ng, H.-W., Nguyen, V. D., Vonikakis, V. & Winkler, S. Deep learning for emotion recognition on small datasets using transfer learning. In *Proceedings of the 2015 ACM on International Conference on Multimodal Interaction, ICMI ’15*, 443–449, DOI: 10.1145/2818346.2830593 (Association for Computing Machinery, New York, NY, USA, 2015).

31. Rajagopal, A. K. et al. Exploring transfer learning approaches for head pose classification from multi-view surveillance images. *Int. journal computer vision* 109, 146–167 (2014).

32. Mao Xu, Wei Cheng, Qian Zhao, Li Ma & Fang Xu. Facial expression recognition based on transfer learning from deep convolutional networks. In *2015 11th International Conference on Natural Computation (ICNC)*, 702–708 (2015).

33. Zhu, R., Zhang, T., Zhao, Q. & Wu, Z. A transfer learning approach to cross-database facial expression recognition. In *International Conference on Biometrics*, 293–298 (2015).

34. Xia, S., Shao, M. & Fu, Y. Kinship verification through transfer learning. In *International Joint Conference on Artificial Intelligence* (2011).

35. Dornaika, F., Arganda-Carreras, I. & Belver, C. Age estimation in facial images through transfer learning. *Mach. Vis. Appl.* 30, 177–187 (2019).

36. Rossler, A. et al. Faceforensics++: Learning to detect manipulated facial images. In *The IEEE International Conference on Computer Vision (ICCV)* (2019).

37. Paszke, A. et al. Pytorch: An imperative style, high-performance deep learning library. In Wallach, H. et al. (eds.) *Advances in Neural Information Processing Systems* 32, 8024–8035 (Curran Associates, Inc., 2019).

38. Kingma, D. P. & Ba, J. Adam: A method for stochastic optimization (2014). 1412.6980.

**Acknowledgements**

We acknowledge support of this work by the National Human Genome Research Institute, National Institutes of Health under grant number RM1HG009034.

**Author Contributions Statement**

R.V., B.A.M. and Y.V. jointly designed the study. R.V. implemented the study, and all authors analysed the results. B.A.M. and Y.V. jointly supervised this work. All authors contributed to writing, editing and reviewing the manuscript.

**Competing Interests**

The authors declare no competing interests.

**Data Availability**

The *Synthetic-Real* and *Synthetic-Ideal* datasets generated as part of the study are available along with our code in a publicly available GitHub repository. As this study was approved by Washington University in St. Louis Institutional Review Board under the condition that the *Real* dataset will not be publicly released to protect the identity of the individuals involved, this dataset is made available privately upon reasonable request to rajagopal@wustl.edu, subject to a data-sharing agreement prohibiting public release.

**Code Availability**

The code used in this work, the synthetic data generated in the study, and instructions to set up a similar Python environment are available in a publicly accessible GitHub repository: [https://github.com/rajagopalvenkat/GenomicReID](https://github.com/rajagopalvenkat/GenomicReID).
Supplementary Information

Introduction to the Supplement

This supplement provides additional methods, descriptions and results for our study, Re-identification of Individuals in Genomic Datasets Using Public Face Images. Section 1 outlines the SNPs and corresponding phenotypes considered in our study. Section 2 presents a brief overview of the deep-learning architecture used for phenotype extraction from face images. We present results when treating the re-identification process as a binary prediction problem - Receiver Operating Characteristic curves for various population sizes when the prediction threshold is varied - in Section 3, and Section 4 illustrates the use of a Support Vector Machine to make binary matching predictions. While the main body focuses primarily on re-identification risk, and steps taken to mitigate it in the top-1 case, i.e. only the genome with the maximum calculated log-likelihood is predicted to be a true match, in the supplement, we also present results in the top-3 and top-5 cases. Sections 5 and 6 contain results for adding adversarial noise, and the effects of adversarial training. Additionally, when attacking a single-phenotype, the main body focuses on the prediction of sex from face images; results for the other phenotypes - namely skin color, hair color and eye color - as well as top-3 and top-5 results when attacking sex prediction are explored here. Finally, Section 7 elaborates upon our experiments with the two synthetic datasets referred to in the main body, with particular emphasis on the impact of eye color prediction on the matching pipeline.

1 SNP-Phenotype Associations

Single Nucleotide Polymorphisms (SNPs) are variations in an individual’s DNA that are probabilistically linked to various phenotypes. In the context of our study, the phenotypes we are interested in are the individual’s sex, skin color, eye color and hair color. To associate phenotypes predicted from images to genomes, we consider the same set of SNPs as used in the study\(^1\) used to produce what we refer to as the upper-bound ‘ground-truth’ baseline for the relevant phenotypes. The SNPs considered in the study are presented in Supplementary Table 1.

| Phenotype     | Traits | SNPs                           |
|---------------|--------|--------------------------------|
| Sex           | M F    | Sex Chromosome                 |
| Skin Color    | Pale   | rs26722                         |
|               | Int    | rs1667394                       |
|               | Dark   | rs16891982                      |
| Hair Color    | Blonde | rs12821256                      |
|               | Brown  | rs35264875                      |
|               | Black  |                                 |
| Eye Color     | Blue   | rs916977                         |
|               | Brown  | rs1129038                        |
|               | Int    | rs1800401                        |
|               |        | rs2238289                        |
|               |        | rs2240203                        |
|               |        | rs3935591                        |
|               |        | rs4778241                        |
|               |        | rs7183877                        |
|               |        | rs8028689                        |
|               |        | rs12593929                       |
|               |        | rs1800407                        |
|               |        | rs7495174                        |

Supplementary Table 1. Phenotypes considered for matching images to DNA, and corresponding SNPs.

2 Matching accuracy with varying prediction thresholds - Receiver Operating Characteristic (ROC) curves

When predicting that an image matches with a particular genome, we can use thresholds to make predictions in two different ways. The first method is by thresholding with an integral value \( k \), where we predict a positive match when a selected genome is
in the top-\(k\) potential matches by likelihood, given an image. Alternatively, we can predict a positive match for each image-DNA pair if the matching likelihood is above a real valued threshold \(\theta\). These approaches complement each other, in the sense that in the former case, we understand precision-recall tradeoff in terms of narrowing potential matches down to a likely subpopulation, whereas the latter allows us to understand the performance of making independent predictions for image-DNA pairs. Supplementary Fig. 4 (a)-(l) show the precision recall curves for various population sizes, when \(k\) is increased from 1, where a single match is predicted, to the population size where everyone is predicted to be a match. Similarly, Supplementary Fig. 4 (m)-(x) show ROC curves for various population sizes, when the threshold \(\theta\) is increased from 0 to 1 in real-valued increments. In both cases, we observe that the classifier performs better than a random-guessing baseline, although the area under the curve remains relatively low, around 0.7 for the top-\(k\) method, and 0.6 when making independent predictions.

3 SVM - Matching as Binary Classification

For the sake of completeness, we also study the use of classical machine learning methods to predict matches between images and DNA, given a vector representing the likelihood of phenotypes detected in an image corresponding to a selected genome. We train a linear SVM with equal number of true and false matches, selected from subsets of the 126 individuals (10-fold cross-validated). From results in Supplementary Fig. 5 (a)-(c), we see that this approach does not contribute much to matching accuracy, likely arising from limited signal present in the small dataset. Linear SVM was found to outperform SVM with a non-linear (rbf) kernel, as well as several other learning methods.

4 Protecting Privacy with Adversarial Noise

To defend against potential re-identification by a malicious actor, we propose the use of adversarial examples as a tool to preserve privacy. Here, adversarial noise is calculated using gradient based methods to minimize the matching log-likelihood. We present results for both directly solving this minimization using projected gradient descent where the noise is calculated over all phenotype classifiers (Universal Noise attack), as well as using PGD to attack one phenotype classifier at a time by maximizing the corresponding neural network’s cross entropy loss. The former was described in the main body. We now briefly review the PGD attack targeting a single phenotype at a time (e.g., sex phenotype prediction); see Madry et al.\(^2\) for further details.

Recall that \(g_p(v_p, x_i)\) denotes the probability that a phenotype variant \(v_p\) is predicted from image \(x_i\). Slightly abusing notation, let \(g_p(x_i)\) be the probability distribution over variants given an input \(x_i\). Let \(L(g_p(x_i), y_p)\) be the loss associated with the true variant \(y_p\) and predicted variant distribution \(g_p(x_i)\). The goal of the PGD approach for generating adversarial noise is to maximize loss:

\[
\max_{-\varepsilon \leq \delta \leq \varepsilon} L(g_p(x_i + \delta), y_p).
\]

We can do this by using a form of gradient descent. Specifically, let \(\delta_k\) be the value of noise in iteration \(k\) (starting with \(\delta_0 = 0\), or a small random noise). Then

\[
\delta_{k+1} = \delta_k + \alpha \text{sgn} \nabla L(g_p(x_i + \delta_k), y_p),
\]

where \(\alpha\) is the learning rate. This process is run for a fixed number of iterations, or until convergence.

Results for top-1 matching when attacking sex are explored in the main body of the paper, while here in the supplement, we first explore the scenario when other phenotypes are attacked independently, and when the correct match lies within the top-3 or top-5 most likely genomes. Consider first, the top-1 matching accuracy when attacking eye-color, hair-color and skin-color predictions using PGD in Supplementary Fig. 5 (d)-(f). While attacking with increasing values of \(\varepsilon\) does degrade performance compared to clean images, these attacks are not as effective as fooling the sex-prediction model. Independently, these phenotypes do not seem to contribute greatly to matching accuracy, in contrast to sex, where accuracy drops below random for small populations for \(\varepsilon = 0.01\). This problem is addressed in the Universal Noise setting where all phenotypes are attacked in parallel by directly minimizing the matching log-likelihood.

Next, we look at the top-3 and top-5 matching accuracy for attacking all phenotypes individually, as well as the Universal Noise attack. The random baseline in these cases makes 3 and 5 random guesses out of the population in question respectively. This approach illustrates the scenario when a malicious actor is trying to narrow down an individuals genome down to a small subset of the population as possible matches. Supplementary Fig. 6 (a)-(e) present results in the top-3 case and Supplementary Fig. 6 (f)-(j) present results in the top-5 case. Naturally, performance improves compared to the top-1, albeit at the cost of an increase in the number of false positives (\(k\) or \(k - 1\) false positives per image). Similar to the results in the top-1 case, attacking sex, and the Universal Noise approach prove to be highly effective, while independently attacking other phenotypes does not drop accuracy below random for any population size.
Supplementary Figure 4. (a)-(l): Receiver Operating Characteristic curves for various population sizes, when top $k$ entries in the sorted list of DNA sequences per image are predicted to be matches. (m)-(x): Receiver Operating Characteristic curves for various population sizes, when predictions are made independently for each image-DNA pair.
Supplementary Figure 5. (a)-(c): Matching accuracy when SVMs are used on the 126 individuals to fine-tune. From left to right, a) Top 1, b) Top 3, c) Top 5 matching accuracy with SVMs. The input to the SVM for an image-DNA pair is a vector of probabilities of phenotypes, where phenotypes are extracted from the image, and conditional probabilities are calculated from the DNA sequence, and the labels are binary indicating a match or otherwise. For each image in the test set, we rank all DNA sequences in order of their distance from the separating hyperplane, from most likely match to least likely match, and consider the top $k$ as true matches. We note that this approach does not significantly improve matching accuracy, which we believe to be the result of low signal-noise ratio. (d)-(f): Top-1 matching performance when attacking phenotypes other than sex independently. While effective relative to clean images, attacking hair color, skin color or eye color alone does not reduce accuracy to below random except for fairly large populations, where matching accuracy is low to begin with.
Supplementary Figure 6. (a)-(e): Accuracy of Top-3 matching with adversarially perturbed facial images, at different strengths of attack, i.e. values of $\epsilon$, for a) Sex, b) Skin Color, c) Eye Color, d) Hair Color and e) Universal Noise. Similar to the top-1 case, attacking sex is much more effective compared to attacking other phenotypes independently, and directly minimizing overall matching log-likelihood remains highly effective. (f)-(j): Accuracy of Top-5 matching with adversarially perturbed facial images, at different strengths of attack, i.e. values of $\epsilon$, for f) Sex, g) Skin Color, h) Eye Color, i) Hair Color and j) Universal Noise. Once again, while attacking sex manages to lower accuracy to below random for even small populations, attacking other phenotypes proves relatively ineffective. Yet again, direct minimization of the matching log-likelihood proves highly effective in preserving privacy.
5 Adversarial Training

We next investigate if our adversarial noise defense may be impacted if the malicious actor in question trains phenotype-prediction models robust to such perturbations. A common way of doing this is adversarial training, where training is augmented with adversarial examples. First we look at the effect of retraining on adversarially perturbed images for various attack strengths. We use a value of $\epsilon = 0.01$ to train each classifier, as our evaluation show it to be a somewhat optimal point, with regards to the tradeoff between effectiveness as a defense and perceptibility of image perturbation. Supplementary Fig. 7 (a)-(d) show top-1 matching results for phenotype classifiers adversarially trained at $\epsilon = 0.01$ and attacked at various values of $\epsilon$ ranging from 0.001 to 0.05. Similarly, Supplementary Fig. 8 (a)-(d) show top-3 matching results.

In case of sex and skin color, adversarial training boosts robustness to perturbed images as expected, it makes no difference, or even degrades performance slightly for eye color and hair color prediction. The slight loss in performance on adversarial examples is somewhat unusual, and most likely due to limited training data. Adversarial training against the *Universal Noise* approach boosts accuracy for small populations, but quickly falls to zero as population size approaches 50.

Next we are interested in how adversarial training affects baseline performance, i.e. matching accuracy on clean images. It is typical for baseline performance to degrade for more robust models. Supplementary Fig. 7 (e)-(h) and Supplementary Fig. 8 (f)-(j) present top-1 and top-3 matching results respectively for various values of $\epsilon$ at which the model was adversarially trained, but using clean images. In all cases, we observe a performance decrease, compared to the original models’ performance on the same clean images. We observe that performance degrades to the point where adversarial training may be more detrimental than beneficial to a malicious actor attempting re-identification on a genomic dataset, especially in the case of sex classification, where training against sufficiently strong adversarial noise ($\epsilon = 0.025$) reduces accuracy to below random guessing. In case of the *Universal Noise* approach, while accuracy remains above random, note that retraining was only run for a very small number of data-points, due to the lack of paired image-DNA data, which is not required when individually retraining phenotype classifiers against PGD.

6 Evaluation on a Synthetic Dataset

While our results on the OpenSNP dataset portray a realistic picture of what the risk of re-identification is, given publicly available data, we wish to also test how our approach performs on a larger dataset of higher quality - essentially controlling for model transfer error in the transfer-learning process, while accounting for much larger population sizes. To accomplish this, we create a synthetic dataset using the CelebA dataset, by predicting genomes using existing OpenSNP data. We consider two settings - a) an ‘ideal’ scenario where each image is assigned a genmoe that maximizes the probability of the phenotypes detected in the image (*Synthetic-Ideal*), and b) a ‘realistic’ scenario where genomes are randomly picked from a subset of OpenSNP individuals with the same set of phenotypes (*Synthetic-Realistic*). Note that we do not require the OpenSNP individuals to be of the same sex in this synthesis process due to data sparsity - the considered facial phenotypes being independent of sex is a reasonable assumption. As not all phenotypes are labeled in the CelebA dataset, we start with 1000 manually annotated images, and after cleaning and removing ambiguous cases, we are left with 456 individuals in the synthetic dataset.

We run similar evaluations on these two synthetic datasets as we did on the 126 OpenSNP individuals - matching accuracy (Supplementary Fig. 9 (a)-(f)), attacking the sex classifier with PGD (Supplementary Fig. 9 (g)-(l)), we refrain from evaluating for other phenotypes as they proved to be largely ineffective on the OpenSNP data, baseline performance of an adversarially trained sex classifier (Supplementary Fig. 10 (a)-(f)), robustness of the adversarially trained sex classifier to perturbed images (Supplementary Fig. 10 (g)-(l)), and attacking with the *Universal Noise* (Supplementary Fig. 11).

Next, we seek to explain the significantly larger gap between the accuracy of predicted matches and the accuracy with ground-truth phenotypes in case of the synthetic datasets. Experiments reveal that this behavior is rooted in the poor performance of our eye-color classification model, owing to both sparsity and low-quality of data available for training, and the fact that eye-color problem remains an open problem in computer vision - an especially hard one at that. Having evaluated multiple approaches (including segmentation of the eyes and classic machine learning methods with color histograms), we did not have much success in improving our predictions for this particular phenotype. The following are its implications to matching accuracy. We present as evidence two complementary sets of results - matching accuracy when eye color is entirely ignored, and matching accuracy when predicted variants from images are used for all phenotypes but for eye color, where we swap in favor of the ground-truth variants instead.

Results in Supplementary Fig. 12 (a)-(d) confirm our suspicions. Ground truth accuracy drops significantly when eye-color is entirely disregarded, signalling the importance of the phenotype in matching, while our predicted accuracy slightly increases upon disregarding eye-color, signalling high volume of noise in our predictions. Subsequently, replacing our eye-color predictions with ground truth values produce accuracies that are nearly the ground-truth upper bound, strongly indicating our eye-color prediction models act as a bottleneck in the matching pipeline.

To be thorough, we try various techniques to try and solve this issue, ranging from conventional machine learning to neural
Supplementary Figure 7. (a)-(d): Top-1 Matching accuracy with robust classifiers, with images perturbed at $\varepsilon$ between 0 and 0.05 for a) Sex, b) Skin Color, c) Eye Color, d) Hair Color. Each classifier was trained with adversarial examples at $\varepsilon = 0.01$. (e)-(h): Top-1 Baseline accuracy of matching with adversarially trained classifiers, but clean images for a) Sex, b) Skin Color, c) Eye Color, d) Hair Color. Legends in each figure show the values of $\varepsilon$ used for training the network.
Supplementary Figure 8. (a)-(e): Top-3 Matching accuracy with robust classifiers, with images perturbed at $\varepsilon$ between 0 and 0.05 for a) Sex, b) Skin Color, c) Eye Color, d) Hair Color and e) Universal Noise. Each classifier was trained with adversarial examples at $\varepsilon = 0.01$. (f)-(j): Top-3 Baseline accuracy of matching with adversarially trained classifiers, but clean images for a) Sex, b) Skin Color, c) Eye Color, d) Hair Color and e) Universal Noise. Legends in each figure show the values of $\varepsilon$ used for training the network.
Supplementary Figure 9. (a)-(f): Matching Accuracy with the Ideal (top row) and Realistic (bottom row) synthetic datasets for top-1, top-3 and top-5. The ground truth accuracy is much higher in the ideal scenario - this is to be expected as genomes are explicitly picked to be the most representative of a corresponding image. The accuracy of predicted matches is much lower than results on the OpenSNP individuals would suggest. We narrow the cause of this down to the challenges in predicting eye-color from images. (g)-(l): Matching Accuracy with PGD-perturbed images targeting the sex-classifier, for the synthetic datasets for top-1, top-3 and top-5. Much like the OpenSNP data, fooling the prediction of sex from images proves to be a highly effective defense for the synthetic datasets, although at a higher value of $\varepsilon = 0.025$. 
Supplementary Figure 10. (a)-(f): Matching accuracy with sex-classifiers adversarially trained at various values of $\epsilon$ but using clean images for the ideal (top row) and realistic (bottom row) synthetic datasets, for top-1, top-3 and top-5. Yet again, we observe that training against a strong enough adversarial noise attack incurs a significant performance penalty on clean images, making retraining detrimental to the malicious actor attempting re-identification. (g)-(l): Matching accuracy with a sex-classifier adversarially trained at $\epsilon = 0.01$, attacked with adversarial images for various values of $\epsilon$, for the ideal (top row) and realistic (bottom row) synthetic datasets, for top-1, top-3 and top-5. Similar to our results on the OpenSNP data, retraining boosts robustness to attacks of equal or lower strength as the retraining $\epsilon$, but fail to be robust to stronger attacks. However, in contrast to the OpenSNP data, to reduce accuracy below random in this scenario requires an attack with $\epsilon = 0.05$, at which point adversarial noise starts to become visually evident.
Supplementary Figure 11. Matching Accuracy with images perturbed with the Universal Noise attacking all phenotype-classifiers in parallel, for the Ideal (top row) and Realistic (bottom row) synthetic datasets for top-1, top-3 and top-5. Here, the effectiveness of this method relative to simply attacking sex is much more pronounced. For a very reasonable attack $\varepsilon$ of 0.01, the accuracy is reduced to near-random, and for attacks that are stronger, accuracy is reduced to zero, even for very small populations.
Supplementary Figure 12. (a)-(b): Matching accuracies with and without considering the eye-color phenotype, both predicted and ground-truth for a) Ideal and b) Realistic synthetic datasets. Notice the significant drop in ground-truth accuracy when eye-color is disregarded entirely. This points to the high importance of eye-color in matching. At the same time, notice that in the ideal dataset, disregarding eye-color entirely produces better matching accuracy than when including it, although it does not make a significant difference to the realistic dataset. This points to the presence of significant noise in our eye-color predictions. (c)-(d): Matching accuracies when the eye-color predictions from images are replaced by ground-truth values, for c) Ideal and d) Realistic synthetic datasets. The significant increase in matching accuracy (nearly the upper bound) in both synthetic datasets strongly suggests that we are limited in our matching ability by the poor performance of eye-color prediction. (e)-(g): Top-1, Top-3 and Top-5 matching accuracies with various eye-color prediction techniques. None of them are particularly effective.
networks. Because eyes are a small fraction of a face image, it could be very likely that the rest of the image makes eyecolor prediction harder. To understand the impact of this, we segment the eyes from each image using Multitask Cascade CNNs\(^3\), and use each approach on the segmented eyes (with the exception of VGGFace, which was designed specifically to work on full face images). From conventional machine learning, we report results using K-Nearest-Neighbors and a Support Vector Machine with the rbf kernel, which outperform others with test accuracies of 57.89% and 51.75% respectively. We also build a shallow convolutional neural network, whose accuracy seems to be high at 60%. Unfortunately, this CNN converges to always predicting the majority class (Brown eyes), leading to its seemingly high performance. By contrast, the VGGFace classifier achieves a test accuracy of 59%.

Supplementary Fig. 12 (e)-(g) show reidentification performance when using each approach to predict eye color. None of the approaches are particularly different from the VGGFace classifier. Future advances in computer vision could solve this problem, proposing an increased risk of re-identification in the wild.
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