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Abstract:
Smartphone-based human activity recognition has become a considerable research field as a subdomains of pattern recognition and pervasive computing. With the increasing popularity of smartphones, HAR has prominent applications in number of fields such as health care, education, entertainment and etc. Smart devices have a huge advantage in convenience as the main acquisition and processing equipment, but the battery life of smartphone and other resources are limited for long-duration tasks. In this paper, we propose a lightweight HAR system. The system realizes HAR algorithm with deep learning algorithm. Beyond that, we introduce a clustering-center based pre-classification strategy to reduce the call frequency of the DL model. Meanwhile, we add a sampling frequency control mechanism to the inertial sensor. The goal of the whole system is to achieve low power consumption and time delay. According to the final experiment results, the energy consumption reduces about 49% and time delay reduces about 55% while the overall recognition accuracy only suffers about 10% reduction.
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1 Introduction
Human activity recognition (HAR) is a vital research filed in pervasive computing and also provides the background of various applications. By using internal sensors of smart phones, researchers can collect daily information in areas such as healthcare, entertainment, education, etc. [1-3]. For example, an application is specifically developed for fall-detection to help the elderly in [4]. A medical monitoring system integrated multiple sensors is designed to detect physiological data in [5]. Most of these HAR researches focus on improving the recognition accuracy under the specific application background.

In recent years, inertial sensors in phones have become a primary HAR data source with the increasing popularity of smart devices. Wang et al. [6] build a cloud platform using smart phone as the core device, and recognize activities (including running, riding bike, driving, etc.) of students

¹ Department of Computer Science and Technology, Harbin Institute of Technology, Heilongjiang, China
* Corresponding author
This work described in this paper was supported by the National High-tech R&D Program of China (863 program) under Grant 2013AA01A215
More author information available on the last page of the article.
to evaluate psychological state and academic performance of the users by gathering sorts of sensing data. Generally, smartphone-based HAR is a long-duration sensing task while the power of smart phones is limited, which makes energy-efficient necessary for activity recognition. In a system involving multiple types of sensors, it is usually necessary to turn off some sensors (such as GPS) with high energy consumption to save power [7], while in some single sensor activity recognition systems, the energy saving is realized by reducing sampling frequency of the sensor. For example, Morillo et al. [8] use a constantly changing data sampling frequency from 32Hz to 50Hz to collect data and identify activities (including walking, jumping, cycling, etc.). As mentioned above, energy-saving methods inevitably reduce the accuracy of HAR. Therefore, the core of the problem lies in the balance between low power consumption and recognition accuracy (or other performance indexes).

In our work, we proposed a lightweight HAR system for daily activities. The mainframe is based on deep learning (DL) algorithm for activity recognition, and pre-classification strategies are introduced to save energy. The overall work is detailed as follows:

First, we utilize the accelerometer in the mobile phone to form an activity dataset of multiple subjects. Meanwhile, a public dataset is also utilized in our work. Based on fully convolutional network (FCN), which is a classic DL network, we conduct cyclic training and testing with the previous dataset to gain the best network structure and parameter settings through fine-tuning. In order to show the advantages of DL, we introduce 4 machine learning classifiers which are commonly used in similar pattern recognition systems for comparison, including Support Vector Machine (SVM), Random Forest (RF), Decision Tree (DT), K-Nearest Neighbor (KNN) [9-12]. Moreover, we also introduce another 2 works using DL models. In [13], Chi Yoon Jeong et al. designed a deep learning model based on fully convolutional network structure, which is proved to be energy-efficient. In [14], Pienaar et al. proposed a Long Short-Term Memory (LSTM) based classifier.

Second, we define the concept of cluster-center is also proposed for pre-classification. For all activities in the dataset, the cluster-center is calculated respectively, which is regarded as the core feature of an activity. The detailed information is depicted in the following parts. Meanwhile, we conduct experiments to explore the influence of sensor sampling frequency on recognition accuracy. Finally, we transplant the whole system on Android platform and deploy it on smartphone. By testing on new subjects, we record the classification accuracy, power consumption and time delay of the proposed system to certificate the energy saving effect.

We mainly make three contributions in our work: 1) An activity recognition model based on DL, which is a simplified fully convolutional network (SFCN), is trained by fine-tuning parameters, and the model is transplanted to the Android platform for real scenario test. 2) We introduce the pre-classification strategy to reduce the energy consumption and time delay of our HAR system, we call the whole model as pre-classification-based deep learning model (PC-DL). 3) We explore the relationship between sampling frequency and recognition accuracy through experiments, and determine the most appropriate sampling frequency for the purpose of power control.

The rest of this paper is organized as follows: In part 2, we introduce related work about our research. Part 3 depicts details about each module of our HAR system. Part 4 shows the experiment results about model training and testing and parameter configuration of our pre-classification strategies. Finally, conclusion and future work is given in Part 5.

2 Related Work
2.1 Sensor-based activity recognition

Sensor-based human activity recognition has been studied for years. Some early researches make particular sensing device for specific recognition targets. Pansiot et al. [15] develop the e-ar sensor, which can be worn on the ear to detect human body signs data for health care. Minnen et al. [16] put multiple sensors on military suit to recognize tactical actions and provide battlefield information. Angelini et al. [17] design a smart bracelet for the elderly. With the popularity of smart phones, many studies on activity recognition take advantage of smart phones as the core device to collect, process and identify data. Akhavian et al. [18] attach mobile phone to the upper arm of construction workers in their study to collect work data for identifying the activities of workers. Tran et al. [19] deploy the SVM model on a smartphone to recognize the daily activities of the human body. Bisio et al. [20] utilize sensors integrated in smart phones for medical monitoring on patients. Smart phone is a potential pervasive computing platform due to its convenience and popularity. However, as a device for long-duration tasks like HAR, its computing and energy resources are limited.

2.2 Deep learning algorithm

DL algorithms have attracted much attention these years and make excellent performance in image processing, NLP (natural language processing), data mining and other fields [21-23]. Some classical network structures are designed such as AlexNet [24], Resnet [25], etc. The features extracted by the DL model are believed to be able to reveal deep character of the data. DL model is also applied to the research of sensor-based activity recognition recently. Yang et al. [26] utilized CNN network structure to the recognition of multi-channel human activity data sequence, and the results were superior to the traditional classifier. Hammerla et al. [27] compared performance of various DL network on HAR. In general, DL method has better recognition performance and robust characteristics, while it consumes more computing and memory resource than traditional machine learning algorithm, which limits its availability on smart phones [28]. Due to the advantage of LSTM in dealing with time series issues, several efforts focus on using LSTM for HAR. T. Zebin et al. [29] present a Long-Short Term Memory (LSTM) deep recurrent neural network for the classification of six daily life activities from accelerometer and gyroscope data. Wang et al. [30] propose a Hierarchical LSTM architecture for activity recognition.

2.3 Energy-efficient strategy

The existing energy-efficient strategy for based HAR realizes low power consumption by adjusting sensor sampling frequency. For example, Reddy et al. [31] change sampling frequency via detecting the user location information using GPS, they achieve an overall recognition accuracy of 93.6% with data from 16 subjects, but GPS consumes huge power and is not suitable for indoor tasks. Luis et al. [32] discretize origin data to reduce the computation load, and experiments on smart phones showed that the battery life is extended to 27 hours, but the minimum sampling frequency still reached to 32 Hz. Yan et al. [33] propose an adaptive method, which established relationship between sampling frequency and feature set, and achieved 20%-25% energy consumption reduction. Qi et al. [34] design the AdaSense model, and prove that multiple activity recognition consumed more resource than judging a single activity is in progress or not, hence the algorithm increases the time proportion of single activity detection, and reduces the energy consumption by 39.4%.

The above energy-efficient strategies only reduce power consumption through adjusting sampling frequency and feature subset selection, without consideration on the classifier optimization.
Meanwhile, there is no discussion on time delay of the proposed systems, which is crucial to wearable applications especially like epilepsy detection, fall detection, etc. [35]. So our work attempt to propose a pre-classification method based on the clustering-center, which can be seen as a simple core feature for HAR.

Also, some energy efficient works presuppose more complex scenarios. In [36], David Chu et al. propose a tool Kobe aids mobile classifier development, and kinds of scenarios and sensors are involved. In [37], the author weights sensors to activities and synthesizes the context information for energy saving. Comparing with these works, our target activity set is designed simpler. This is based on the consideration that the systems may be utilized in recognizing military tactical operations, which are relatively simple and standard. The background of our work is quite different from the above research, still we benefit from these works.

3 System architecture

3.1 System main frame

We develop an Android app for HAR, the architecture is shown in Fig. 1.

![System architecture](image)

**Figure 1 System architecture**

Our system architecture mainly consists of two parts. One is offline training module, which is in charge of training DL model and pre-classification. The other is online recognition module. In this module, the system utilizes pre-classification model to obtain primary recognition results. These results can be considered as final results if they are acceptable through judgment, otherwise the DL model will be activated for recognition and final results are fed back to cluster-center calculating as correction reference. Meanwhile, the activity fluctuation is also calculated, and sampling frequency is real-time controlled according to the computing result.

3.2 Data acquisition and preprocessing

In our work, we utilize two dataset to conduct the experiments. First, we introduce a public dataset—WISDM [38] as a benchmark. This dataset (v 1.1) contains accelerometer data of 6 activities (including Walking, Jogging, Upstairs, Downstairs, Sitting, Standing) collected from 36 subjects. The sampling frequency is 20 Hz (1 sample every 50ms). This dataset has been adopted in amount of studies such as Reference [39], therefore it is representative in the HAR filed.

Moreover, we build a HAR data set using the accelerometer in a MI phone on the right thigh of subject to train the model and here we simply name it as self-collected dataset (SCD). The
experiment invites 8 subjects (6 male and 2 female, age 22-27) to perform 8 activities, including sitting, standing, lying on the left side, upstairs, downstairs, walking, running, quick walk. For each activity of a subject, we gather data at a frequency of 50Hz for 3 minutes. A 3-order low-pass Butterworth filter is applied to eliminate the noise, then the data is segmented with sliding window algorithm. According to previous experimental experience, we define the window size as 2s, which is close to the activity duration [40].

3.3 DL-HAR model

AlexNet is a DL model designed by Hinton and his team in 2012, which is one of classical DL models. It includes 5 convolutional layers and 3 full-connected layers, and each layer contains thousands or even more neurons. Given the size of our HAR tasks, we simplify AlexNet by cycling fine-tuning to form our DL-HAR model. The final net structure is given in Table 1.

| Layer | FCN | SFCN |
|-------|-----|------|
| 1     | Input(50*3) | Input(50*3) |
| 2     | Conv2D 16 filter *(3*3) | Conv2D 16 filter *(3*3) |
| 3     | Conv2D 16 filter *(3*3) | Conv2D 16 filter *(3*3) |
| 4     | Max Pooling (2*2) | Max Pooling (2*2) |
| 5     | Conv2D 32 filter *(3*3) | Conv2D 16 filter *(3*3) |
| 6     | Max Pooling (2*2) | GAP |
| 7     | Conv2D 6 filter *(3*3) | Softmax |
| 8     | GAP | |
| 9     | Softmax | |

Refer to [41], we use a full-connected convolutional net (FCN) structure, which replace the full-connected layers with global average pooling (GAP) layers. The GAP contains less parameters that can lighten the net structure. Furthermore, we design another simplified-FCN (SFCN) in our work to further reduce the energy consumption. The final structure preserves 3 convolutional layer and 1 GAP layer. The segmented data blocks are sent to the DL model for recognition. We use $X$ to represent the input data. Fig 2 gives the process of convolution.

After convolution, feature maps are produced. The element $E_{p,q}^k$ of the kth feature map can be represented as:

$$E_{p,q}^k = F(b^k + \sum_{(\alpha, \beta)=(1,1)}^{i,j} \omega_{\alpha,\beta}^k x_{p,q}^{\alpha,\beta})$$  \hspace{1cm} (1)

Where $p$ and $q$ represent the location of $E_{p,q}^k$ in the feature map. $b^k$ is the bias of the feature map. Convolution kernel size is expressed as $i \times j$. $\omega_{\alpha,\beta}^k$ represents the weight of the convolution kernel and $(\alpha, \beta)$ is filter index. $X_{p,q}^{\alpha,\beta}$ represents the sensing data matrix with its first element locates in the position $(p,q)$. $F$ is the activation function, which can be denoted as follow formula:

$$F(x) = \max(0, x)$$  \hspace{1cm} (2)

After the convolution, all the feature maps are changed to 1D vector after the GAP layers as follow formula:

$$GAP(M) = \text{average}(m_1, m_2, ..., m_n)$$  \hspace{1cm} (3)

Where $M$ depict a feature map and $m_i \in M$ (1≤i≤n).
The recognition results are obtained in form of probability after the softmax layer. We then realize the whole net and train it. The forward propagation is performed and error values are calculated after every epoch. Meanwhile, weight update and error cost minimization is performed using the Root Mean Square Prop (RMSProp) algorithm on minibatches of the data examples. More information about the training stage is given in Section 4.1.

3.4 Pre-classification strategy

We propose two pre-classification strategies to improve the overall performance of the model in this section. We define the concept of clustering-center for pre-classification. DL model performs excellent on pattern recognition issues with high energy and other resources consumption. The proposed pre-classification strategy in our work is to save energy by reducing the call frequency of DL model.

In the HAR field, a feature vector consists of time-domain and frequency-domain features extracted from activity data for recognition. Frequency-domain features perform well on periodic activities while the computational complexity and delay are relatively large than time-domain features which are more commonly used. Therefore, our system only takes advantage of time-domain features and the recursive feature elimination (RFE) algorithm is applied to reduce the dimension of feature vector to 36. (Feature 1-11 are extracted from the accelerometer data of 3-axis and Feature 12 is the coefficient of 3-axis data as shown in Table 2).
Table 2

Features of Activity data

| No. | Feature       | Formula                                      |
|-----|---------------|----------------------------------------------|
| 1   | Mean          | \( \bar{a} \)                                |
| 2   | Variance      | \( \sum_{i=1}^{n}(a_i - \mu)^2 \)            |
| 3   | Maximum       | \( \max(a_i) \)                              |
| 4   | Minimum       | \( \min(a_i) \)                              |
| 5   | Range         | \( \max(a_i) - \min(a_i) \)                  |
| 6   | ZCR           | \( \sum_{i=1}^{n}(a_i > 0) \)                |
| 7   | Median        | \( \text{median}(a_i) \)                     |
| 8   | MAD           | \( \text{median}(|a_i - \text{median}(a_i)|) \) |
| 9   | Information Entropy | \( -\sum_{i=1}^{n}(p_i \log(p_i)) \)     |
| 10  | Kurtosis      | \( E[(a_i - \mu)^4/\sigma^4] \)              |
| 11  | Skewness      | \( E[(a_i - \mu)^3/\sigma^3] \)              |
| 12  | Coefficient   | \( \text{cov}(X,Y) \)                        |

*ZCR: Zero crossing rate MAD: Absolute median difference

In the offline training stage, feature vectors of all data blocks from same activity are calculated, and then we define the clustering-center as the clustering value of all feature vectors of an activity. We denote the clustering-center set of all activities as \( T = \{ T_i | i \in \{1,2,\ldots,c\} \} \), where \( c \) represents the number of activities to be classified. The feature center can be calculated as:

\[
T_i = \arg \min_{V_{ij}} \sum_{k \in N_i} \text{dist}(V_{ij}, V_{ik})
\]  
(4)

Where \( V_{ij} \) is the feature vector extracted from the jth training data of ith activity (denote as \( A_i \)), \( N_i = \{1,2,\ldots,n_i\} \), where \( n_i \) is the training size of \( A_i \), the \text{dist} is the distance between two vectors and depicted as Equation (5):

\[
\text{dist}(X,Y) = \sqrt{\sum_{i=1}^{n}(x_i - y_i)^2}
\]  
(5)

In the online recognition stage, for current time window \( t \), \( X_t \) is the time domain feature of \( t \), and calculate the distance between the feature center \( T_i \) and \( X_t \), denoted as \( \text{dist}(X_t, T_i) \), and the \( E = (e_1, e_2, \ldots, e_c) \) represents the Euclidean distance between elements of \( T \) and the to-be-classified feature vector. \( e_i \) reflects the possibility whether the current activity in the current time window is \( A_i \); the greater \( e_i \) is, the more \( X_t \) deviates the feature center of \( A_i \), and so the lower the possibility that the user is carrying out \( A_i \) and vice versa.

For the vector \( E \) above, there may be some cases that little difference between \( e_i \) and \( e_j \), which means pre-classification strategy is unable to recognize \( t \). Consider of this, we define a constraint to determine whether accepting the pre-classification results. The formula is as follow:

\[
\min(e_1, e_2, \ldots, e_c) \leq \text{conf}_i
\]  
(6)

Where \( \text{conf}_i \) is the pre-classification confidence of \( A_i \) and calculated as follow:

\[
\text{conf}_i = \text{Quantile}_{\beta}([\text{dist}(V_{ij}, T_i) | j \in N_i])
\]  
(7)

In (7), the function \( \text{Quantile}_{\beta} \) gets the \( \beta \)-quantile of a sequence. The experiment of determining \( \beta \) is depicted in Part 4. If (7) is considered true, the pre-classification result will be taken as the final recognition result. For each \( A_i \), \( \text{conf}_i \) is a constant after being calculated in offline training stage.

3.5 Adaptive frequency control strategy

The complexity of activities differs from each other. Obviously, static activities like sitting and lying are significantly less complex than dynamic activities include running and walking. In the
study, we believe that activity recognition with low complexity also requires less data or features compare with high complex activity, which is the main theoretical basis to reduce the sampling frequency to save energy. Therefore, we propose an adaptive sampling frequency control strategy, which adjust sampling frequency referring to the history record, to realize energy-efficient recognition.

We introduce the concept Activity Changing Rate (ACR) to measure the probability of the user staying in the current activity. The formula is shown as follow:

$$\sigma_t = \sqrt{\frac{1}{\lambda} \sum_{i=1}^{\lambda} (stren_i - stren)^2}$$

Where \( t \) represents the current time window and \( stren_i \) is the activity intensity of \( A_i \). The concept of activity intensity is a constant and based on the value of energy consumed by the activity [34] as shown in Table 3. Since the sampling frequency of WISDM is fixed, here we use the SCD data, which is in multi sampling frequency, as a benchmark.

### Table 3

| Activity | Sitting | Standing | Lying | Upstairs |
|----------|---------|----------|-------|----------|
| Intensity| 1.0     | 2.0      | 1.0   | 8.0      |

\( \sigma_t \) is the standard deviation of the activity intensity calculated from the past \( \lambda \) time windows, which is just the ACR we defined. When \( \sigma_t \) is smaller than threshold represented as \( \delta \), the activity state is considered stable which means the sampling frequency can be reduced. Obviously, the threshold \( \delta \) has a decisive influence on the system sampling frequency. On the other hand, the parameter \( \lambda \) represents the quantity of referred historical time windows when calculating \( \sigma_t \).

It is objective using long enough historical data when recognizing activity, while large data lead to more storage and computation resource consumption. We determine the value of \( \delta \) and \( \lambda \) through experiments in Section 4.

### 4 Experiment and result

#### 4.1 DL model training and classifier comparison

The DL model in our system stems from the structure of AlexNet through fine-tuning. Fig. 3 shows the optimization process:
In the net training, we find multiple convolutional layers have no positive effect on the overall accuracy. Too many layers may lead to the degradation of the effect, which was consisted with many related studies [35]. Since the data blocks were 100*3, the 3*3 kernel size was suitable for the system. 5 training epochs were appropriate and more epochs had little effect on accuracy.

To see the recognition ability of DL model, we take several other traditional machine learning model and DL model for comparison. First, we compare the recognition accuracy of various classifiers through experiments. We divide the WISDM dataset into 10 sections and utilize 10-fold cross validation on these 7 models (SVM, RF, DT, KNN, FCN, LSTM, and SFCN). The results are shown in Fig 4, where the A01-A06 represent “Walking”, “Jogging”, “Sitting”, “Standing”, “Upstairs”, “Downstairs”.

The relation between DL model recognition accuracy and training epochs (a) and kernel size (b)
According to the results in Fig 4, all the classifiers perform well on A01-A04, with an accuracy rate close to 100%. However, the FCN, LSTM has obvious advantages over traditional machine learning classifiers on recognizing A05 and A06, and the recognition accuracy are all above 80%. The overall results of SFCN is almost the same as that of FCN, which indicates that deep structure may not always improve the performance of the model. In addition, we also take time delay as another important parameter into consideration when choosing the model. We believe that time delay and energy consumption are positively correlated, so its value can also partly reflect the energy consumption degree. We deploy the experiment on the computer with a configuration as Table 4 shows.
Table 4
Configuration of the PC platform

| Attribute | Value        |
|-----------|--------------|
| CPU       | Intel i5-7500 CPU 3.40GHz |
| RAM       | 16GB         |
| OS        | Windows 10   |

We run the experiment for 10 times and take average time delay per sample of all the 5 classifiers as the final results, which are given in Fig 5.

![Figure 5 Time delay of the classifiers](image)

It is obvious that DL algorithms such as FCN, LSTM and SFCN have high latency due to their complex structures. The time consumption is between 1 ms and 1.2 ms per sample. In contrast, the time delay of traditional machine learning algorithms is below 0.7 ms per sample.

In order to test the generalization ability of the models, we conduct a leave-one-out validation. In the WISDM dataset, we find 36 subjects totally. Due to the lack of a small amount of data, we finally utilize 32 of them for the experiment. The results are shown in Table 5.

Table 5
Leave-one-out Validation Result

| Subject No. | SVM   | RF    | DT    | KNN   | FCN   | LSTM  | SFCN  |
|-------------|-------|-------|-------|-------|-------|-------|-------|
| 33          | 0.9158 | 0.9443 | 0.7501 | 0.9049 | 0.9389 | 0.9171 | 0.9145 |
| 17          | 0.5731 | 0.4541 | 0.3896 | 0.4323 | 0.6412 | 0.3143 | 0.6921 |
| 29          | 0.7909 | 0.8254 | 0.7997 | 0.7763 | 0.8991 | 0.8071 | 0.9148 |
| 13          | 0.8879 | 0.9186 | 0.8124 | 0.8927 | 0.9763 | 0.9704 | 0.9768 |
| 20          | 0.8616 | 0.8457 | 0.8125 | 0.8397 | 0.7475 | 0.6871 | 0.8824 |
| 27          | 0.7872 | 0.6808 | 0.5755 | 0.6922 | 0.6693 | 0.7065 | 0.6997 |
| 6           | 0.8755 | 0.9125 | 0.7860 | 0.8466 | 0.8957 | 0.8849 | 0.8917 |
| 15          | 0.9482 | 0.9283 | 0.8629 | 0.9176 | 0.8814 | 0.8352 | 0.8587 |
| 32          | 0.8699 | 0.8958 | 0.8592 | 0.8778 | 0.8925 | 0.9065 | 0.8739 |
| 36          | 0.8327 | 0.8730 | 0.5985 | 0.7720 | 0.9232 | 0.9102 | 0.8717 |
| 18          | 0.8903 | 0.8927 | 0.8221 | 0.8934 | 0.7672 | 0.5911 | 0.8123 |
| 11          | 0.6153 | 0.5578 | 0.4201 | 0.5559 | 0.6519 | 0.6519 | 0.7284 |
As the results show, the average accuracy of FCN, LSTM and SFCN is significantly higher than that of other models. It suggests that the DL methods has better generalization ability. Furthermore, SFCN is slightly more outstanding than FCN and LSTM. Although SFCN is slightly inferior to the machine learning models on the latency, it is still tolerant in our scenario. Considering the outstanding performance on recognition accuracy and generalization ability comparing with other DL models, we finally choose SFCN as the core classifier of the system.

4.2 Determination of sampling frequency

After the model choosing step, the whole system was implemented and tested on the Android platform. Since the sampling frequency of WISDM is fixed, here we utilize SCD dataset. We collect activity data of different frequencies through multi-sampling and sub-sampling. We extracted the statistical features shown in Table 2 from the data blocks of all 8 subjects as train and test data to explore the relation between accuracy and sampling frequency. The experiment utilized 10-fold cross validation method to obtain the final results as shown in Table 6.

### Table 6

| Activity  | 10Hz   | 20Hz   | 25Hz   | 30Hz   | 40Hz   | 50Hz   |
|-----------|--------|--------|--------|--------|--------|--------|
| Sitting   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   |
| Standing  | 0.89   | 0.91   | 0.93   | 0.94   | 0.93   | 0.94   |
| Lying     | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   |
| Walking   | 0.77   | 0.89   | 0.89   | 0.90   | 0.92   | 0.93   |
| Upstairs  | 0.66   | 0.78   | 0.82   | 0.87   | 0.93   | 0.96   |

Average 0.7875 0.7876 0.6930 0.7523 0.8305 0.7929 0.8332
It is obvious that when sampling frequency down to 10Hz, the recognition accuracy of static activities remains almost 100%, while the negative effect on dynamic activity is significant. The minimum sampling frequency is determined by real scene. Considering that both the total and dynamic activity recognition accuracy achieve a remarkable decline (by 5% on average) when sampling frequency drops from 20Hz to 10Hz, we set the minimum sampling frequency as 20Hz, which means if the activity changes little, the sampling frequency will be reduced from 50Hz to 20Hz to save energy while the accuracy remained over 85%.

4.3 Settings of pre-classification strategies

In this part, we determine the parameters of the pre-classification methods through experiments. First, we try to find a proper value of $\beta$. The parameter conf affects the HAR accuracy and also the call frequency of SFCN. A proper value of conf can make full use of pre-classification results and effectively reduce the high delay and energy consumption caused by SFCN. We set different value of $\beta$, which directly relates to conf, to obtain the change of accuracy and the call frequency of SFCN model (shown in Fig. 6). The experiment is repeated 3 times to exclude the influence of random factors, and the mean value is taken as final results. According to the results, when $\beta = 90$ and sampling frequency =50Hz, the accuracy was over 90% while the call frequency of SFCN model was reduced to 10%. When $\beta = 50$ and sampling frequency =20Hz, the accuracy still meets requirement and also reduce the call frequency of SFCN model by half. Therefore, in the system, the parameter set ($\beta = 90$, SF=50Hz) and ($\beta = 50$, SF=20Hz) are applied to online recognition stage.

Second, we have discuss the influence of $\lambda$ and $\delta$ on the pre-classification strategy, and the determination process of the two parameters is given in this part. We use the Android app mentioned above to collect daily data and recognize activities of 8 subjects. When the app

| Downstairs | 0.61 | 0.69 | 0.75 | 0.78 | 0.81 | 0.84 |
| Running    | 0.83 | 0.86 | 0.87 | 0.85 | 0.87 | 0.89 |
| Quick Walk | 0.71 | 0.78 | 0.83 | 0.85 | 0.92 | 0.98 |
| **Total**  | 0.81 | 0.86 | 0.89 | 0.90 | 0.92 | 0.94 |
ran, the analysis tool PowerTutor is employed to record energy consumed. We also record the time delay of a recognition task by Android API.

We utilized grid search for parameter tuning. There is no significant change in accuracy or energy consumption when $\lambda < 10$ or $\lambda > 50$, so the value range is set as $\{10, 20, 30, 40, 50\}$. Similarly, the $\delta$ is set as $\{0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0\}$. The results are shown in Fig. 7.

![Figure 7 Influence of $\lambda$ and $\delta$ on Accuracy(a) and Power Consumption(b)](image)

It is clear that when $\delta$ changed from 0.5 to 0.4, power consumption reduction plummet from 39.6% to 35.4%. According to the experiment result, the $\delta$ needs to remain at 0.5 to keep an acceptable energy-efficient effect while the recognition accuracy is still above 84%. Meanwhile, when $\lambda$ changes from 10 to 20, the average power consumption reduction decreases by 13.4% due to larger $\lambda$ will introduce more time window for computing and so to increase the value of $\sigma_t$ and also the power consumption indirectly. Based on this, we finally set ($\delta = 0.5, \lambda = 10$).

### 4.4 Overall system performance

In this section, we conduct experiments to show to overall system performance. The DL in this section is just the SFCN model we propose in the above parts.

We first test the PC-DL model on the PC platform using the SCD dataset. Comparing with DL, the overall accuracy of PC-DL is lower. Still, it remains an 84% overall accuracy, which is a better performance than the traditional learning model. Meanwhile, the time delay of PC-DL
reduces to about 0.6ms per sample, which is a large promotion comparing with DL model. We finally perfect the Android app and use the parameter set for testing. We take 2 new subjects, who have similar physical features with the former 8 ones, for data collection and activity recognition. Each activity lasts for 1 minute and repeats for 10 times. A single experiment contained two parts, one for pure DL model and another introduces the proposed pre-classification strategy with DL model (PC-DL) to recognize activities. Energy consumption, time delay and recognition accuracy are recorded during the experiment. The results are shown in Table 7.

Table 7

| Activity     | Power consumption/J | Time delay/ms | Recognition Accuracy |
|--------------|----------------------|---------------|----------------------|
|              | DL       | PC-DL | Reduction | DL       | PC-DL | Reduction | DL       | PC-DL | Reduction |
| Sitting      | 31.5     | 19.9  | 0.37      | 1299.3 | 773.0 | 0.41      | 1.000   | 1.000 | 0.000     |
| Standing     | 31.6     | 13.2  | 0.58      | 1274.6 | 453.9 | 0.64      | 0.947   | 0.920 | 0.027     |
| Lying        | 28.3     | 8.2   | 0.71      | 1261.4 | 265.5 | 0.79      | 1.000   | 1.000 | 0.000     |
| Walking      | 31.2     | 24.9  | 0.20      | 1297.8 | 832.1 | 0.36      | 0.863   | 0.817 | 0.046     |
| Up stairs    | 27.9     | 13.1  | 0.53      | 1260.0 | 514.7 | 0.59      | 0.785   | 0.756 | 0.029     |
| Down stairs  | 33.4     | 4.3   | 0.87      | 1291.8 | 139.2 | 0.89      | 0.777   | 0.730 | 0.047     |
| Running      | 30.3     | 36.2  | -0.19     | 1313.3 | 1336.4 | -0.02     | 1.000   | 0.973 | 0.027     |
| Quick Walk   | 38.5     | 8.3   | 0.78      | 1307.0 | 290.0 | 0.78      | 0.886   | 0.826 | -0.066    |
| Average      | 31.6     | 16.0  | 0.49      | 1288.1 | 575.6 | 0.55      | 0.907   | 0.878 | 0.014     |

According to the records, the energy consumption of PC-DL decreases by 49% on average due to it can reduce the computing load and the sampling frequency of mobile device. In addition, the PC-DL reduced the time delay by 55% on average. Meanwhile, the recognition accuracy is reduced but still remained at 87.78%, the transition diagram helps slightly reducing the misclassification, because the errors always happens between linked activities in the diagram.

Moreover, to further verify the advantage of PC-DL on energy-efficiency we test the battery life of two Android phones in 3 scenarios: 1) Recognition with DL. 2) Recognition with PC-DL. 3) No recognition. To ensure the initial conditions are identical, we set the phone power 100% before start the experiment. We require users to avoid other operation (such as watching video or playing game) on the phone during the experiment. Figure 8 shows the energy consumption of the two smartphones in 3 scenarios. According to the figure, comparing with DL model, the PC-DL method is significantly reduced the power by 31%-39%.
In this work, we develop a lightweight HAR system for recognizing simple daily activities based on PC-DL model. We utilize convolutional network as the core classification algorithm. Meanwhile, we introduce the pre-classification strategies to reduce energy consumption and time delay by lower the algorithm complexity and sampling frequency of the sensors in smart phones.

In terms of recognition algorithm design, we compress and simplify the AlexNet for HAR task so as to ensure the over performance of the system. In addition, a transition diagram and the pre-classification strategy based on clustering-center are proposed. The clustering-center calculates the Euclidean distance between the objective activity and the whole set to achieve pre-classified results. The strategy avoids the classification mode on statistics and greatly reduces the hardware resource occupation and time complexity of the algorithm. On the other hand, we also propose the activity change based on activity intensity, which reflects the
The probability of maintaining the current activity state. The system changes sampling frequency in real-time if the activity change increases over the threshold. Considering that HAR is a long duration process, the control strategy allows the system to operate at a lower sampling frequency in most of the time, which can reduce both the energy consumption and computation load of the mobile phone.

By deploying the HAR app developed on the Android platform, this research verifies the good performance of the PC-DL algorithm on energy-efficiency and time delay: the overall accuracy of recognizing 8 activities remains about 85%, while energy consumption is reduced by 49% and the time delay is reduced by 55%. In the long-time test, the experiment showed that the PC-DL algorithm can reduce the consumption of battery by 31%-39% compared with the DL algorithm.

In future work, we will expand the activity dataset. Also, we will consider multiple kinds of sensors for complex activity recognition.
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