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Abstract—In the era of the fourth industrial revolution, the rapid relay on using the Internet made online resources explosively grow. This revolution emphasized the demand for new approaches to utilize the use of online resources such as texts. Thus, the difficulty to compare unstructured resources (text) is urging the demand of proposing a new approach, which is the core of this paper. In fact, text summarization technology is a vital part of text processing, therefore. The focus is on the semantic information not just on the basic information. It requires mining topic features in order to obtain topic-words and topic-sentences relationships. This automatic text summarization is document decomposition according to relative entropy analysis; which means measuring the difference of the probability distribution to measure the correlation between sentences. This paper introduced a new method for document decomposition, which categorizes the sentences into three types of content. The performance demonstrated the efficiency of using the relative entropy of the topic probability distribution over sentences, which enriched the horizon of text processing and summarization research field.
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I. INTRODUCTION

At present, the rapid popularization of the Internet makes resources explosively grow. On the one hand, rich information resources bring great convenience. On the other hand, it also makes people difficult to select suitable resources. From the view of network information resources, the proportion of unstructured resources has been growing rapidly, and the processing of this type of data is more difficult compared to structured data. A text is a typical unstructured data, its effective analysis and processing has practical significance for Internet users.

Text summarization technology is a very important part of text processing. From a technical point of view, the techniques based on slight semantic features are different from those based on word features. The focus of this paper is not the basic information that can be observed in the composition of a document, such as words or sentences, but the deeper semantic information behind. By mining topic features, we can get topic-word features and topic-sentence features. Based on the relationship between sentences, it is possible to measure the ability to express the topic of a document, and then choose a sentence as a text summarization.

In this context, this paper proposes a new method of automatic text summarization based on relative entropy and document decomposition. The relative entropy is used to measure the difference of the probability distribution in order to measure the correlation between sentences. Also, a new document decomposition method is introduced for categorizing sentences as three types of content.

The remainder of this paper is organized as follows. In Section II, some important related works to text summarization are presented. A brief review of the LDA model is presented in Section III. Section IV is devoted to the presentation of probability distribution of topics over sentences. An improved sentence similarity calculation method is proposed in Section V. In Section VI, a candidate abstract sentence selection method based a greedy algorithm is proposed. The experimental results are presented in Section VII. Finally, Section VIII summarizes this research work.

II. LITERATURE REVIEW

In the 1950s, the rise of statistics prompted the germination of text summarization techniques, and statistical methods were limited to the surface features of documents. For example, according to the position of the sentence in the paragraph, the position of the paragraph in the article, the word frequency and the inverse text word frequency, the similarity between the sentence and the title and other characteristics to evaluate the importance of the sentence. Lunh [1] believed that words with a large number of occurrences are relatively closely related to the topic of the document, so the weight of words can be calculated according to the number of times they appear in the document, and sentence weights can be obtained based on the weight of words. Select sentences with higher weights as the abstract of the document. This idea has also become a cornerstone of the subsequent development of text summarization technology. Although the principle seems simple, the implementation results have a high accuracy rate, even surpassing many later more complex algorithms. Later, Baxendale [2] proposed that some summary words in the document also represent the topic of the document and should be given a higher weight. Edmundson [3] measures the importance of sentences according to three factors: clue words, keywords, and location, and selects sentences with greater weight as abstracts. In statistics, text is a linear sequence of sentences, and a sentence is a linear sequence of words. When analyzing text, it can finally be attributed to the analysis of words, and the weight of sentences can be obtained by analyzing the characteristics of words. In recent years, the academic community has further proposed methods based on integer linear programming [4]–[6] and methods of maximizing sub-
modular functions, which can consider sentence redundancy in the process of sentence selection [7], [8].

In the 1990s, with the rise of the Internet, the number of documents increased exponentially. At the same time, the rise of machine learning has made great progress in natural language processing, which has given new inspiration to text summarization technology. On the basis of statistics, Kupiec et al. [9] proposed a Naïve Bayes classification model to select document summary sentences. With the development of machine learning, more advanced algorithms have been applied to text summarization techniques, such as decision tree model, hidden Markov model, conditional random field model, neural network, etc. Conroy and O’leary [10] calculated the correlation between words based on the hidden Markov model and on mutual dependencies, Goularte et al. [11] used linear regression model modeling, Svore et al. [12] proposed a neural network-based abstract method. Machine learning methods mainly focus on how to convert text summarization problems into machine learning problems. Although the text summarization obtained by the machine learning method has achieved good results, the lack of corpus in this aspect greatly restricts the training effect. In some recent work, the summarization is represented as a word or sentence level classification problem based on neural network architectures, and it is addressed by computing sentence representations [13]–[17]. Zhong et al. [18] reranked extractive summaries using document-level features.

A recent comprehensive and consistent review of text summarization for papers published between 2008 and 2019 can be found in Widyassari et al. [19]. Some in-depth investigation and analysis of automatic text summarization techniques have been provided by [20]–[22].

III. TEXT SUMMARIZATION BASED ON LDA MODEL

Since the LDA (Latent Dirichlet Analysis) [23] model was proposed, it has been widely used in the literature. It can be seen that the effect of the LDA model in the field of text topic extraction has been extremely recognized, and it has become a popular technology in the direction of text mining.

LDA is a hierarchical Bayesian model, in order to represent topics in each document in the form of a probability distribution. It is a “bag of words” model that treats the document as a set of words. There is no order of words, each one in the document is selected according to a certain probability from the thesaurus of the input document topic.

From a topology perspective, the LDA model assumes that the text consists of several randomly selected topics, and each topic is expressed by several randomly selected words in the corresponding thesaurus. This is an assumption that obeys objective reality. Based on this document composition method, the topic can be regarded as the probability distribution on the vocabulary (topic-word), and the document can be regarded as the probability distribution on the topic (doc-topic). This assumption can also be applied to large-scale data processing, that is, mapping documents to the subject space, so as to achieve the effect of dimensionality reduction.

A. Model Solving

The solution for the LDA model is a very complex optimization solution process, and it is very difficult to solve it optimally. For solving this model approximately, heuristic methods are used. There are roughly three types: One is an approach based on expectation advancement, one is based on variational EM solving, and one is based on Gibbs sampling [24]. Generally speaking, Gibbs sampling method is simpler than the other two types and works well. Therefore, for most computing tasks, this method is used to solve the LDA model.

B. Determination of the Number of Topics

A parameter that needs to be specified manually is the number of topics in the training corpus. The determination of the number of topics is a process of selecting models corresponding to different numbers of topics, which is a difficult problem to solve. There are generally two ways to determine the number of topics:

1) **Experience setting:** In the process of text mining, the corpus usually used as training needs to be relatively comprehensive, and the corpus can be basically determined in several aspects. For example, it is known in advance that these topics are about: culture, news, sports, politics, entertainment. Then the number of topics can be clearly set to 5. However, for most of the training corpus, it is not known in advance which topics it contains, which requires repeated debugging or the use of enumeration methods. Since there is no model that can evaluate the results well, the debugging process needs to observe the correspondence between words and topics in the results to judge in the way of human understanding, and then determine a reasonable number of topics.

2) **Perplexity-based determination method:** This metric represents the uncertainty in predicting data. If a topic model obtains a low perplexity degree on the test corpus, then the model is considered to be very expressive, and the number of topics determined by the model is considered reasonable.

The characteristic of the LDA model is that the more accurate the model is, the narrower the scope of use is. Therefore, for different corpora, the size of the number of topics cannot be set completely by experience. Instead, the number of topics is determined by two methods: experience setting and perplexity calculation. The number of topics needs to be continuously set, and the number of topics with the lowest perplexity is taken as the training parameter.

IV. PROBABILITY DISTRIBUTION OF TOPICS OVER SENTENCES

From the analysis in Section III, it can be seen that the LDA model represents the document in the form of a topic by representing the document as a certain probability distribution of the topic. Similarly, the topic is also represented as a certain probability distribution of words, thus forming a hierarchical structure: document-sentence-topic-word. Since we know the probability distribution of topic-words, we can use this hierarchical model to calculate the probability distribution of sentences-topics.
In Arora and Ravindran [25], three methods (generative, semi-derivative, and derivation) are proposed to estimate the probability distribution of sentences given a topic based on a hierarchical Bayesian model, and there is a strong assumption about the calculation: All sentences of a document express a topic, and each word in each sentence corresponds to only one topic. The performance of these methods has been verified, and in this paper, the derivation method with relatively good performance is selected for improvement.

Let assume that \( S_i \) \((i \leq \text{length}(D))\) are the sentences in a document \( D \), \( W_j \) \((j \leq n, \text{where } n \text{ is the number of words})\) is a word in the document, and \( T_k \) \((k \leq K, \text{where } K \text{ is the number of all topics})\) are the topics contained in the document. We calculate the probability \( P(T|S) \) of topic \( T \) given a sentence \( S \), thereby calculating the probability that the topic \( T_k \) belongs to the sentence \( S_i \).

To find the topic probability distribution over a sentence, it can be given by the Bayesian formula:

\[
P(T|S) = \frac{P(S|T) \cdot P(T)}{P(S)} (1)
\]

From the output of the LDA model, the topic probability \( P(T) \) of the document can be obtained, so that:

\[
P(T) = \sum_{k=1}^{K} P(T_k|D) (2)
\]

For the probability \( P(S) \) of a sentence, it can be calculated according to the words contained in the sentence. Similarly, it can be calculated by the known \( P(W_i|S) \) as follows:

\[
P(S) = \sum_{j=1}^{n} P(W_j|S) (3)
\]

where \( n \) is the length of the sentence \( S \).

In order to calculate \( P(S|T) \), we assume that each sentence in the document contains only one topic, and each word expresses only one topic. Then, in the case of known topics, we calculate the probability that the sentence belongs to each topic.

From Arora and Ravindran [25], three methods are pointed out for computing \( P(S|T) \) for multiple documents. Since the text summarization of a single document is similar to the text summarization of multiple documents, we propose an explicit improvement using partially generated derivation as follows:

\[
P(S_i|T_k) = P(D|T_k) \cdot \sum P(T_k|W_j) (4)
\]

where \( P(S_i|T_k) \) represents the probability that sentence \( S_i \) expresses topic \( T_k \); \( P(D|T_k) \) represents the probability that document \( D \) generates topic \( T_k \); \( P(T_k|W_j) \) represents the probability that topic \( T_k \) generates word \( W_j \).

From the Bayesian generation formula, the above formula can be rewritten as:

\[
P(S_i|T_k) = \frac{P(T_k|D)P(D)}{P(T_k)} \cdot \frac{P(\prod W_j|T_k)}{P(T_k)\prod_{W_j \in S_i} W_j} (5)
\]

In order to calculate \( P(W_j) \), it can be calculated according to the output data of LDA:

\[
P(W_j) = \sum_{k=1}^{K} P(W_j|T_k) \cdot P(T_k) (6)
\]

Combining the above Eq. 1 - 6, we can get the representation of \( P(T|S) \) as follows:

\[
P(T_k|S_i) = \frac{P(T_k|D)\prod_{W_j \in S_i} P(W_j|T_k)}{\sum_{j=1}^{n} P(W_j|S_i) \cdot \prod_{W_j \in S_i} \sum_{k=1}^{K} P(W_j|T_k)P(T_k|D)} (7)
\]

V. IMPROVEMENT OF SENTENCE SIMILARITY CALCULATION METHOD

The goal of extraction-based text summarization is to use a good method to calculate the weight of each sentence as a basis for measuring their importance. Among several methods used for automatic text summarization, machine learning methods use sentences and words of documents as learning features. Statistical methods measure sentence weights according to word frequency, position of sentences in paragraphs, and similarity of sentences and topics on words. In graph model, the same words are used as the basis for establishing edges between nodes (sentences). The vector space model uses the words as the vector dimension, and each document forms a matrix to calculate keywords through singular value decomposition. All these methods build models based on the features of sentences or words in sentences.

A big drawback of modeling based on word features is that it cannot solve semantic associations well. Different words may express the same topic. In this case, how to determine the semantic association between words is a key point that needs to be improved. The characteristics of topic model can just make up for the shortcomings of the semantic relationship that cannot be mined in word-based modeling. This paper combines the characteristics of the topic model to calculate the similarity of two sentences in the semantic dimension.

Combined with the computational model presented in Section IV, the probability distribution of topic over sentence is transformed into sentence-to-sentence, sentence-to-document similarity through relative entropy, so the calculation method of sentence weight is obtained.

A. Relative Entropy Definition

Relative Entropy (also known as Kullback–Leibler Divergence, KLD for short) is a measure of the difference between two probability distributions \( P \) and \( Q \). It can be expressed...
in the form of $D_{KL}(P||Q)$, where $Q$ is the probability distribution of theoretical data, as a measurement standard, and $P$ is the probability distribution of real data, as the object of estimation. $D_{KL}(P||Q)$ represents the loss, or difference, when fitting the probability distribution $P$ of real data with the probability distribution $Q$ of theoretical data. The biggest feature of relative entropy is asymmetry, that is to say $D_{KL}(P||Q) \neq D_{KL}(Q||P)$, and relative entropy does not satisfy the triangle inequality relation.

In Shannon’s information theory, if the probability distribution of the character set is given, then a way to encode the character set is

$$H(x) = \sum_{x \in X} P(x) \log \left( \frac{1}{P(x)} \right)$$ (8)

On the same character set, there is also another probability distribution $Q(x)$, if the optimal encoding based on $P(x)$ is used to encode characters conforming to $Q(x)$. Due to the difference in probability distribution, the number of bits required for encoding will be higher. In this case, the concept of relative entropy is proposed, which measures the average number of bits used to encode each character. According to this relationship, the divergence between two probability distributions $P$ and $Q$ is measured as follows.

$$D_{KL}(P||Q) = \sum_{x \in X} P(x) \log \left( \frac{1}{Q(x)} \right) - \sum_{x \in X} P(x) \log \left( \frac{1}{P(x)} \right)$$

(9)

Relative entropy is greater than zero and has a value of 0 if and only if the two probability distributions are the same. From Eq. (9), it can be concluded that when the probability distributions $P$ and $Q$ are discrete random variables, the calculation method of relative entropy is as follows.

$$D_{KL}(P||Q) = \sum_{x \in X} P(x) \ln \left( \frac{P(x)}{Q(x)} \right)$$ (10)

B. Application of Relative Entropy to Distance Metrics

Since relative entropy is based on a probability distribution, it is tested against another probability distribution, and the difference between test distribution and reference distribution is not an absolute method to measure the distance, because it does not have symmetry and transitivity.

It is generally believed that if the topic distribution on a sentence is closer to the topic distribution on the document than the topic distribution on other sentences is closer to the topic distribution on the document, then it can be considered that the ideas expressed in this sentence can more comprehensively include the theme of the entire document. For a sentence, what you want to get is the similarity of the sentence relative to the article on the topic, without calculating the similarity of the document relative to a sentence on the topic. Therefore, the asymmetric nature of relative entropy will not have any effect on the content that needs attention.

Based on the above ideas, the topic distribution on the document is regarded as a theoretical probability distribution, and the probability distribution on the sentence is regarded as the actual probability distribution. Then, with the help of relative entropy, a method to measure sentence similarity and sentence weight is obtained.

The similarity between the topic probability distribution on the sentence and the document can be expressed as:

$$D_{KL}(P(T|S_t)||P(T|D)) = \sum_{k=1}^{K} P(T_k|S_t) \log \left( \frac{P(T_k|S_t)}{P(T_k|D)} \right)$$ (11)

At the same time, the similarity of two sentences $S_r$ and $S_t$ can be calculated:

$$D_{KL}(P(T|S_r)||P(T|S_t)) = P(T|S_r) \log \left( \frac{P(T|S_r)}{P(T|S_t)} \right)$$ (12)

VI. SELECTION OF CANDIDATE ABSTRACT SENTENCES

The strategy usually used for the selection of the center is to uniformly calculate the weight of the sentences in the document. After the weights of all sentences are obtained, several sentences with larger weights are selected as text summaries, and then subsequent semantic modification is performed.

Although this strategy has the ability to better express the main idea of the document, but through the understanding of the writing characteristics, we can know that an expository writing usually has some general statements to describe the summary of all central points described in the document. Then it will be expanded according to the specific content of each center point, and this will be clearly explained. So, a document can be seen as three levels of content:

1) The central sentence that describes all the ideas of the document, referred here as the general thesis.
2) The general situation described by each central idea of the document becomes a sub-thesis here.
3) Other auxiliary sentences describing each central idea become general descriptive sentences.

For a good abstract, it should include two levels of content: general thesis and sub-thesis, including sentences describing all the central ideas of the document, as well as sentences explaining what each central idea is, but not the content of general descriptive sentences. That is, it does not include examples or analytic sentences to demonstrate a central idea, which are redundant information for the abstract.

We believe that this paper is the first work considering the decomposition of sentences that constitute a document according to three levels, by observing their characteristics.
Three kinds of sentences make up a document: sentences that express the general thesis (first-level sentences), sentences that express the sub-thesis (second-level sentences), and general descriptive sentences (third-level sentences). The sentences describing the general thesis are concise and comprehensive, including the most important topics of the document, which appear most often in expository texts or news. It is the most needed content in the summarizing task of this document. The sub-thesis is used to illustrate or enrich the general thesis. The topics of the general thesis are scattered and included in different sub-themes, with relatively more length. It is usually argued from several different aspects and is the composition of an ideal summary. For general descriptive sentences, which are the lengthiest and contain the largest number of topics but are all irrelevant and don’t appear many times throughout the document.

In order to select a sentence set that contains all the topics of the document, that is, when selecting the general thesis sentence and the sub-thesis sentence, it is only necessary to consider the number of topics contained in the sentence. The more topics are included, the more topics are included in the candidate set. Although feasible, this method ignores the importance of the narrative in the document itself.

For example, let a document containing only three central ideas. The document introduces these three central ideas in different proportions, respectively 20%, 30%, and 50%. If both sentences contain these three topics, but the topic probability distribution is different, one is 15%, 35%, 40%, and the other is 40%, 30%, 30%. Obviously the first sentence is more in line with the content of the document, and they state the same central idea in “similar” proportions. This coincides with the application of relative entropy to the distance measure mentioned above. Based on the concept of relative entropy, a summary sentence that is more representative of the document can be found.

A. Selection of Candidate Sentences for General Thesis

The first-level sentences are used in order to more accurately clarify all the points of view in the document. Thus, it is necessary to express more topics in a sentence as short as possible, i.e. playing the role of an outline. These sentences contain relatively few and important topics that will not only appear in the general thesis of the document, but also in the sub-thesis and general descriptive sentences. So, the number of occurrences in the entire document will be much more than other topics. The high frequency of such topics coincides with the relative entropy characteristics introduced in Section IV. Therefore, a strategy is proposed: For each sentence in the document, the relative entropy of the probability distribution between this sentence and the document topic is calculated. If a sentence has a high degree of coincidence with the topic of the document, it means that the content of its expression is closer to the overall document. In this way, using relative entropy, a sentence that is as similar as possible to the topic of the document is selected as the sentence that expresses the general thesis of the document. The implementation of this strategy is presented in Algorithm 1.

Algorithm 1 General thesis candidate sentences selection algorithm

**Input:** Document sentences $S = \{S_1, S_2, ..., S_m\}$; number of abstracts $L$; number of topics $K$

**Output:** General thesis candidate sentences $\Theta$

1. Candidate sentences set $\psi = \emptyset$; General thesis sentences set $\Theta = \emptyset$; Topics $T = \{T_1, T_2, ..., T_K\}$; $L = K$
2. **while** $i < m$ **do**
3. **if** length($\psi$) < $L$ **then**
4. $\psi = \psi \cup S_i$
5. **else if** $D_{KL}(P(T|S_i)||P(D)) < \arg\max(\psi)$ **then**
6. $\psi = [\psi - \arg\max(\psi)] \cup S_i$
7. **end if**
8. **end while**
9. **while** $|\Theta| < K$ **do**
10. $\Theta = \Theta \cup \max(\psi)$
11. **end while**
12. **return** $\Theta$

The basic idea of Algorithm 1 is based on the greedy algorithm. The most similar sentences to the topic of the document are selected as candidate sentences. The process of the proposed algorithm can be stated as follows.

1) First of all, it is necessary to determine the size of the candidate sentence. Since the LDA model requires the user to input the number of topics, and the text summarization model requires the user to input the number of abstracts, the size of the candidate sentence can be jointly determined according to the required number of abstracts and the number of topics of the article. Here, it is set to be the same as the number of abstract sentences, and further selections will be made in the last step.

2) Based on the idea of a greedy algorithm, the topic similarity of each sentence to the document (relative entropy-based method) is calculated, and sentences with a high degree of similarity with the document topic are selected. If the number of current candidate sentences is less than the target number, the current sentence will be added. Otherwise, the sentence will be used as a candidate sentence only when the current sentence has a high degree of similarity with the topic of the document.

3) Again, based on the greedy algorithm, from the candidate sentences selected in the second step, the smallest set of sentences that can cover all topics is selected. We end up with the smallest set of sentences that cover the most topics.

B. Selection of Candidate Sentences for Sub-thesis

Sub-thesis candidate sentences refer to a certain length of description in a document in order to clearly describe a certain point of view, and select sentences that can summarize the sub-thesis. These sentences are sub-thesis candidate sentences. A notable feature of sub-thesis writing is that each sentence describing the relevant content expresses the same content to a large extent, and the topics contained in the sentences are basically the same. But it will also be mixed with some third-level content, that is, general construction sentences, which
will cause the deviation of the topic center. Therefore, how to eliminate the influence of the topic of the general construction sentence as much as possible, and choose the sentence that really expresses the point of view, needs further analysis.

For a paragraph in a document that expresses a sub-thesis as the object of analysis, in order to clarify an idea, it is usually necessary to use other sentences to explain and supplement, and usually the sub-thesis will appear in each sentence. For example, for the paragraph analysis of a document during the two sessions on "people’s livelihood", the author will illustrate through examples of environmental protection, food, safety, etc. Through the topic analysis of LDA, three topics of environment, food and life will be obtained, and the most of the content is related to the topic of "life".

Based on this writing habit, this paper proposes a selection strategy of candidate sentences for sub-thesis based on topic selection: Taking the paragraph as the basic unit of analysis, after the LDA model analysis, the topic distribution of the paragraph is obtained, and several topics with the highest probability are selected as the target probability distribution. After that, the relative entropy of each sentence with this distribution is calculated. Then, the sentence with the smallest entropy value is selected as the candidate sentence for sub-thesis.

### Algorithm 2 Sub-thesis candidate sentences selection algorithm

**Input:** Document \( D = \{C_1, C_2, ..., C_m\} \)

**Output:** The sub-thesis candidate sentences \( \theta \)

1. Abstract sentences set \( \theta = \emptyset \); Topics \( T = \{T_1, T_2, ..., T_K\} \); Paragraph \( C_i = \{S_{i1}, S_{i2}, ..., S_{in}\} \)
2. Divide sentences according to paragraphs, taking sentences of the same paragraph as a unit of analysis
3. while \( i < m \) do
4. Count topics included in paragraph \( C_i \)
5. Calculate the probability distribution \( P(T|C_i) \) of the topic on the paragraph
6. while \( j < \text{length}(C_i) \) do
7. if \( \theta_i = \emptyset \) or \( D_{KL}(P(T|S_{ij})||P(T|C_i)) < \text{value}(\theta_i) \) then
8. \( \theta_i = S_{ij} \)
9. end if
10. end while
11. end while
12. return \( \theta \)

In Algorithm 2, the input text \( D \) consists of \( m \) paragraphs of text. For each paragraph \( C_i \), first count the topics contained in the paragraph and the probability distribution of the topics. Then for each sentence \( S_{ij} \) in the paragraph \( C_i \), we calculate the relative entropy of the topic probability distribution over the sentence and the paragraph. If the paragraph \( C_i \) has no candidate, that is, \( \theta_i = \emptyset \) or the current relative entropy is greater than the relative entropy of the most similar sentence in the paragraph, that is, \( D_{KL}(P(T|S_{ij})||P(T|C_i)) < \text{value}(\theta_i) \), set the current sentence as the candidate center sentence of the current paragraph, i.e. \( \theta_i = S_{ij} \). In this way, until the calculation of all paragraphs is completed, the sentence saved in the \( \theta_i \) array is the central sentence of each paragraph, that is, the sub-thesis of the document.

### VII. Experimental Results and Analysis

The purpose of this experiment is to use the relative entropy method on the basis of the topic model to verify the correctness of the general thesis and sub-thesis summary methods, and how to set the parameters to maximize their accuracy.

#### A. Dataset and Evaluation Method

This paper uses the NLPCC 2015 [26] corpus as the experimental object. NLPCC2015 has three tasks. The third one is to perform news text summarization task for Weibo. The dataset consists of 250 news predictions that have been sentenced, completely sourced from Sina.com. The model training data uses the Internet corpus provided by Sogou Lab, involving 1761 articles in 9 aspects of recruitment, tourism, military, health, IT, sports, finance, market, and culture.

The evaluation method used for scoring is ROUGE [27] adapted to Chinese. It’s a recall-based calculation method adopted by most works as an automatic evaluation tool for the quality of text summaries. ROUGE measures the quality of automatic text summarization by calculating the degree of overlap between automatic summaries and expert summaries on various evaluation criteria. Usually, the degree of overlap between automatic summarization and expert summarization in N-grams or the length of the maximum co-occurrence subsequence is used. Among them, \( N = \{1, 2, 3, 4\} \), indicating the coverage ability of automatic summarization on the content of expert summarization. It is generally believed that the 1-gram-based ROUGE score (ROUGE-1) reflects the closeness of automatic summarization and expert summarization [28], while ROUGE-2 reflects the smoothness of automatic summarization. The value range of the ROUGE score is \([0, 1]\). The closer to 1, the closer the automatic abstract to the expert abstract.

#### B. Experimental Results

The LDA model is used for model training on the training dataset. Since the main categories contained in the dataset are known, the number of topics of the LDA model is artificially set to 9. The output model of LDA is a two-dimensional array representing the corresponding probability of word-topic. Since the number of vocabulary is too large, the top ten words with the highest probability under each category are selected for display here. The output results are presented in Table I.

From Table I, we can see that the categories corresponding to the nine topics are: recruitment, tourism, military, health, IT, sports, finance, market, and culture.

1. Experiment of General thesis Abstract Method: Based on the output results of the LDA model, Algorithm 1 is used to extract the sentences expressing the general thesis in the text, and compare the accuracy with the manual summary. The accuracy of the result is only about 30%, and the effect is very poor. Although there are many topics that may be

---

1. All experiments were re-run by ourselves since our algorithm did not participate in the NLPCC.
expressed in a document, most of them have nothing to do with the main thesis expressed, so the topics in the document are ordered in non-descending order of probability, and the topics with relatively small probability are gradually removed. The relative entropy of the topic distribution in the document and the topic distribution of each sentence is calculated, and the accuracy is calculated for different reduction rates (the interval between two reductions is 3%).

Observing Fig. 1, we can see that although there are some fluctuations (caused by the reduction of the interval), it can be observed that when the subject of a document is reduced to between 26% and 33%, the accuracy rate is the highest, that is, the calculation is performed at this time. The resulting automatic summary is the most likely to be a manual summary. Based on this conclusion, this paper sets the text topic reduction rate as 30% as the calculation parameter for the subsequent experiments.

The requirement of NLPCC2015 for text summarization is for Sina Weibo [29]. Given a document, it needs to be summarized into an abstract that can be used as a Weibo (up to 140 words), so the summary needs to be as short as possible. This is in line with the concept of the general thesis presented...
in this paper. Our proposed algorithm (denoted GenSubE) is compared to the following algorithms:

- SentenceRank [30]: It evaluates the importance of sentences by measuring the relationship between them.
- Team-Best [25]: It’s based on a super-edge sorting method, first find the subject word, calculate the sentence weight, and then use the edge-based random walk algorithm.
- WUST-1 and WUST-2 [26]: The best systems from the NLPCC 2015.
- FMAS as the baseline on the dataset. It’s a pure statistical-based summarization method, considering TF-IDF (Term Frequency Inverse Document Frequency), sentence position, sentence length, and sentence similarity to calculate sentence weights.

The comparative results of the performance of the compared algorithms are presented in Tables II and III in terms of ROUGE evaluation indicators, when the target abstract lengths are 80 and 140 characters, respectively.

From Table II, it can be seen that for the 80-word abstract, the score of our proposed algorithm (WUST-1 and WUST-2) with the highest scores in the dataset, which are higher than the commonly used SentenceRank algorithm and the statistics-based FMAS algorithm. The ROUGE-1 evaluation index is usually regarded as the best criterion for judging automatic summaries and manual summaries. It can be seen that the recall rate achieved on ROUGE-1 is close to the best results. On the 140-word abstract, in Table III, the results of our proposed algorithm are not particularly outstanding. Only higher than the FMAS algorithm, and there is no advantage in the ROUGE score compared to the other text summarization methods. This is because the sentences extracted by the general thesis abstract method are usually not very long, usually only two sentences, so it has a good performance on the 80-word abstract. In the comparison of the 140-word abstract, it only maintains an above-average level.

TABLE II. ROUGE Score of Each Algorithm When the Abstract Length is 80

| Algorithm   | ROUGE-1 | ROUGE-2 | ROUGE-3 | ROUGE-4 | ROUGE-L |
|-------------|---------|---------|---------|---------|---------|
| WUST-1      | 0.563   | 0.322   | 0.234   | 0.189   | 0.624   |
| WUST-2      | 0.572   | 0.331   | 0.239   | 0.191   | 0.631   |
| Team-Best   | 0.542   | 0.312   | 0.229   | 0.178   | 0.610   |
| FMAS        | 0.483   | 0.297   | 0.211   | 0.164   | 0.601   |
| SentenceRank| 0.470   | 0.308   | 0.226   | 0.175   | 0.598   |
| GenSubE     | 0.571   | 0.328   | 0.232   | 0.198   | 0.637   |

TABLE III. ROUGE Score of Each Algorithm When the Abstract Length is 140

| Algorithm   | ROUGE-1 | ROUGE-2 | ROUGE-3 | ROUGE-4 | ROUGE-L |
|-------------|---------|---------|---------|---------|---------|
| WUST-1      | 0.586   | 0.395   | 0.275   | 0.206   | 0.650   |
| WUST-2      | 0.599   | 0.409   | 0.290   | 0.218   | 0.653   |
| Team-Best   | 0.587   | 0.413   | 0.264   | 0.212   | 0.639   |
| FMAS        | 0.511   | 0.332   | 0.217   | 0.201   | 0.621   |
| SentenceRank| 0.535   | 0.386   | 0.283   | 0.207   | 0.582   |
| GenSubE     | 0.532   | 0.351   | 0.254   | 0.203   | 0.631   |

2) Experiment of Sub-thesis Abstract Method: In this section, the general thesis and sub-thesis abstracting methods are used, and only the 140-word text abstract task is compared with other algorithms to observe the performance results. Algorithms 1 and 2 are combined to extract the sentences of the document’s general thesis and sub-thesis, respectively. The performance of our method is compared with the other summary algorithms on the 140-word summary task. The performance results are presented in Fig. 2.

Fig. 2 shows that after extending the length of the abstract to 140 words, the score of our proposed method has been greatly improved compared with the method of simply extracting the general thesis. Compared with the SentenceRank algorithm and the statistics-based FMAS algorithm, it has great advantages in all ROUGE evaluation indicators. The results show that our algorithm outperforms the best competition algorithms on all scores except on ROUGE-2 which is very close. Compared with the general thesis method, the text summaries obtained by the combined method have a great improvement in sentence fluency and comprehensive coverage. At the same time, compared with the other algorithms, it has obtained better than the best competition algorithms. The method proposed in this paper performs very well on the NLPCC2015 dataset.

VIII. Conclusion

In this paper, we propose a new method for document summarization. After processing the document through the LDA model, the probability distribution of the word-topic can be obtained. Firstly, we convert the probability distribution of word-topic into the probability distribution of topic-sentence to extract sentences in the document based on semantic analysis. After that, in order to measure the relationship between two sentences or sentences and document, relative entropy is introduced to measure the similarity of two probability distributions. The relative entropy of the topic probability distribution of the sentence over the document, and of the sentence over the paragraph are calculated, respectively. The smallest entropy value indicates that the difference is relatively small, and can be used as the central sentence of the paragraph. Also, this paper introduces a new document decomposition method based on relative entropy analysis. Through experiments and analysis on the NLPCC 2015 dataset, it can be known that when the
number of document topics is reduced to 30%, the probability distribution of abstract sentences and document topics are the most similar. At the same time, the results obtained on the 80-word abstract task and the 140-word abstract task are compared with other methods. The performance results demonstrated the efficiency of using the relative entropy of the topic probability distribution over sentences to measure sentence relations.
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