POLYNOMIAL MIXING OF A STOCHASTIC WAVE EQUATION WITH DISSIPATIVE DAMPING
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Abstract. We study the long time statistics of a class of semi-linear wave equations modeling the motions of a particle suspended in continuous media while being subjected to random perturbations via an additive Gaussian noise. By comparison with the nonlinear reaction settings, of which the solutions are known to possess geometric ergodicity, we find that, under the impact of nonlinear dissipative damping, the mixing rate is at least polynomial of any order. This relies on a combination of Lyapunov conditions, the contracting property of the Markov transition semigroup as well as the notion of $d$–small sets.

1. Introduction

Let $\mathcal{O} \subset \mathbb{R}^d$, $d \leq 3$ be a bounded open domain with smooth boundary. We consider the following system in the unknown variable $u(t) = u(x, t) : \mathcal{O} \times [0, \infty) \to \mathbb{R}$

\[
\begin{align*}
\partial_t u(t) &= -\partial_t u(t) + \Delta u(t) - \varphi'(\partial_t u(t)) + Q \partial_t w(t), \\
u(t)|_{\partial\mathcal{O}} &= 0, \quad u(0) = u_0 \in H^1_0(\mathcal{O}), \quad \partial_t u(0) = v_0 \in L^2(\mathcal{O}),
\end{align*}
\]

where $\varphi \in C^2(\mathbb{R})$ is the nonlinearity satisfying certain polynomial growth conditions, $w(t)$ is a cylindrical Wiener process taking values in $L^2(\mathcal{O})$ and $Q : L^2(\mathcal{O}) \to L^2(\mathcal{O})$ is a symmetric linear bounded map. By Newton’s second law, equation (1.1) can be interpreted as the displacement field of a particle suspended in a randomly continuous medium, under the impact of the stochastic forcing term $Q \partial_t w$, the interactions with surrounding particles represented by the Laplacian, a constant damping force as well as a nonlinear damping force depending on the velocity $[0, 20, 29]$.

In the absence of the nonlinear damping ($\varphi' \equiv 0$), large–time behaviors of equation (1.1), including those settings with the appearance of a reaction term $f(u)$, are well studied $[2, 6, 7, 23, 28]$. That is under suitable assumptions on the potentials, the following equation

\[
\partial_t u(t) = -\partial_t u(t) + \Delta u(t) + f(u(t)) + Q \partial_t w(t),
\]

is known to admit a unique invariant measure which is exponentially attractive $[6, 23, 28]$. On the other hand, although ergodicity of the full equation (1.1) was investigated in $[1, 20]$, to the best of the author’s knowledge, a mixing rate has not been addressed before. The goal of this paper is to make progress on bridging this gap in the convergent speed toward equilibrium between (1.2) with reaction and (1.1) with nonlinear damping.

Historically, stochastic wave equations of the form (1.1) was studied as early as in the work of $[29]$. Under a broad class of the nonlinearity $\varphi$, the well–posedness was established in $[1]$ whereas finite–time explosions in the presence of multiplicative noise was proven in $[13]$. By employing the classical Krylov–Bogoliubov, one can construct invariant probability measures in $H^1_0(\mathcal{O}) \times L^2(\mathcal{O})$ for (1.1) $[1, 20]$. Unique ergodicity was proven in $[1]$ by showing that regardless of initial conditions, the solutions always converge to one another as time tends to infinity. In our work, we tackle the problem of mixing rate and prove the following result: given sufficient regular initial conditions, the dynamics is attractive toward the unique invariant probability measure at least polynomially fast in a suitable Wasserstein distance; see Theorem 2.4 for a precise statement.
Despite of a rich literature on geometric ergodicity for stochastic partial differential equations (SPDEs) [16, 17, 18, 23, 24, 27, 28], settings satisfying only subgeometric mixing rates seem to receive less attention, owing to the fact that the dynamics typically do not possess a strong dissipative mechanism. To mention a few examples, results in this direction were established for non-linear Schrödinger equations [9], and complex Ginzburg–Landau equation [26]. In both cases, Foias–Prodi type estimates together with coupling arguments are exploited to show that the solutions are polynomially attractive toward their unique invariant probability measures. Traditionally, if the Markov transition process is strong Feller, one can employ the strategy of small sets [25] while making use of Lyapunov technique to measure the convergent rate in total variation metric. In our present work, since we do not expect (1.1) to satisfy such a strong Feller property, we draw upon the framework developed in [18] and later popularized in [4, 5, 11, 21, 22] to overcome the difficulty. More specifically, the method is based on the concepts of $d$–small sets and the contracting property of the Markov kernels with respect to a suitably chosen distance $d$. Here, we note that the notion of $d$–small sets is weaker than the mentioned small sets [4, 25]. Nevertheless, it turns out to be useful for the investigation of ergodicity of equation (1.1). In addition to our work, this approach has found many applications in a variety of continuous time systems [4, 5, 14, 18, 27], as well as discrete time settings [11]. On the other hand, unlike the usual approach where the distance $d$ is bounded, the significant difference of our work from literature is the appearance of unbounded distances in the mixing results, which amounts to the lack of irreducibility. To circumvent the issue, we slightly modify the contracting argument in [4, 21] tailored to (1.1). Although the argument is specifically presented for stochastic wave equations, we hope the technique may be applicable for other systems where neither strong dissipation nor irreducibility are available.

Another important key ingredient in the mixing result is the Lyapunov functional that is needed to quantify the convergent rate. As demonstrated previously in [1], it is not known whether (1.1) possesses “nice” exponential decaying estimates. Instead, given sufficient regular initial conditions $U_0$, we obtain a polynomial bound of the form

$$P_t g(U_0) + \int_0^t P_s (g^\varepsilon)(U_0)\,ds \leq g(U_0) + t, \quad t \geq 0,$$

(1.3)

for a constant $\varepsilon \in (0, 1)$, an appropriately chosen function $g$; see Lemma 3.3 below. In (1.3), $P_t$ denotes the Markov transition semigroup associated with (1.1). As a result, following the approach detailed in [4, 21], it can be shown that the returning time to $d$–small sets possesses polynomial moment bounds [10, 25]. This together with the fact that $P_t$ is non–expanding and bounded sets are $d$–small, we conclude the convergent rate is at least polynomial of any order; see Theorem 2.4. It is worth to mention that the analysis in this note as well as in [1, 20] are all valid thanks to the assumption that the nonlinear effect from $\varphi'$ is dominated by the constant damping force. As a trade–off on the nonlinear restrictions, we are able to obtain the Lyapunov estimate of (1.3)–typed, which is very convenient for the purpose of establishing the mixing results. Also, as a bypass product of (1.3), we derive higher moment bounds of the invariant measure, thereby concluding the polynomial convergent rate of any power.

The rest of the paper is organized as follows: in Section 2, we introduce all the functional settings as well as the main assumptions on the nonlinear damping term and noise structure. We also state our main results in this section, including Proposition 2.3 on the moment bounds of invariant measures and Theorem 2.4 on the polynomial ergodicity. In Section 3, we perform a priori energy estimates on the solutions that will be employed to prove the main results. In Section 4, we prove the main results while making use of the auxiliary estimates from Section 3.
2. Assumptions and main results

2.1. Functional setting. Given \( \mathcal{O} \) a smooth bounded domain in \( \mathbb{R}^d \), let \( L^p, 1 \leq p \leq \infty \), denote the usual space \( L^p(\mathcal{O}) \). In particular, when \( p = 2 \), we denote by \( H \) the Hilbert space \( L^2(\mathcal{O}) \) endowed with the inner product \( \langle \cdot, \cdot \rangle_H \) and the induced norm \( \| \cdot \|_H \).

Let \( A \) be the realization of \(-\Delta\) in \( H \) endowed with the Dirichlet boundary condition and the domain \( \text{Dom}(A) = H^1_0(\mathcal{O}) \cap H^2(\mathcal{O}) \). It is well–known that there exists an orthonormal basis \( \{e_k\}_{k \geq 1} \) in \( H \) that diagonalizes \( A \), i.e.,

\[
Ae_k = \alpha_k e_k,
\]

for a sequence of positive numbers \( \alpha_1 \leq \alpha_2 \leq \ldots \) diverging to infinity.

For each \( r \in \mathbb{R} \), we denote

\[
H^r = \text{Dom}(A^{r/2}),
\]

endowed with the inner product

\[
\langle u_1, u_2 \rangle_{H^r} = \langle A^{r/2}u_1, A^{r/2}u_2 \rangle_H.
\]

In view of (2.1), the inner product in \( H^r \) may be rewritten as [30]

\[
\langle u_1, u_2 \rangle_{H^r} = \sum_{k \geq 1} \alpha_k^r \langle u_1, e_k \rangle_H \langle u_2, e_k \rangle_H.
\]

The induced norm in \( H^r \) then is given by

\[
\| u \|_{H^r}^2 = \sum_{k \geq 1} \alpha_k^r |\langle u_1, e_k \rangle_H|^2.
\]

It is well–known that the embedding \( H^{r_1} \subset H^{r_2} \) is compact for \( r_1 > r_2 \).

For each \( \beta \in \mathbb{R} \), let \( \mathcal{H}^\beta \) be the product space given by

\[
\mathcal{H}^\beta = H^\beta \times H^{\beta-1},
\]

endowed by the norm

\[
\| (u, v) \|_{\mathcal{H}^\beta}^2 = \| u \|_{H^\beta}^2 + \| v \|_{H^{\beta-1}}^2.
\]

Let \( \mathcal{P}(\mathcal{H}^\beta) \) be the space of Borel probability measures in \( \mathcal{H}^\beta \). Given a Borel measurable function \( f : \mathcal{H}^\beta \to [0, \infty) \), we denote \( \mathcal{P}_f(\mathcal{H}^\beta) \) to be the subset of \( \mathcal{P}(\mathcal{H}^\beta) \) consisting of elements that are integrable with respect to \( f \). If \( \nu \in \mathcal{P}_f(\mathcal{H}^\beta) \), we denote \( \nu(f) := \int_{\mathcal{H}^\beta} f(U) \nu(dU) \).

2.2. Assumptions. In this subsection, we state the main assumptions on the nonlinearity and noise structure that will be employed throughout the rest of the paper.

Regarding the noise, we assume that \( w(t) \) is a cylindrical Wiener process on \( H \), whose decomposition is given by

\[
w(t) = \sum_{k \geq 1} e_k B_k(t),
\]

where \( \{e_k\}_{k \geq 1} \) is the orthonormal basis of \( H \) as in (2.1) and \( \{B_k(t)\}_{k \geq 1} \) is a sequence of independent standard one–dimensional Brownian motions, each defined on the same stochastic basis \( S = (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) \) [19]. Concerning the linear operator \( Q \), we impose the following nominal assumption [1, 2, 3, 7, 8]:

**Assumption 2.1.** \( Q : H \to H \) is a symmetric, non–negative, bounded linear map. We assume that \( Q \) is diagonalizable by the orthonormal basis \( \{e_k\}_{k \geq 1} \) given by (2.1), i.e., there exists a non–negative sequence \( \{\lambda_k\}_{k \geq 1} \) such that

\[
Qe_k = \lambda_k e_k, \quad k \geq 1,
\]

and that

\[
\text{Tr}(QAQ) = \sum_{k \geq 1} \lambda_k^2 \alpha_k < \infty,
\]

(2.4)
where \( \{ \alpha_k \}_{k \geq 1} \) are eigenvalues of \( A \) as in (2.1).

Here, we recall the notion \( \text{Tr}(f) = \sum_{k \geq 1} \langle fe_k, e_k \rangle_H \) for \( f : H \to H \). We also remark that all of the constants \( \lambda_k \) need not be strictly positive, as long as they satisfy the condition (2.4). Concerning the nonlinearity \( \varphi : \mathbb{R} \to \mathbb{R} \), we impose the following conditions: [1, 20]

**Assumption 2.2.** \( \varphi \in C^2 \) satisfies \( \varphi'(0) = 0 \).

1. There exist positive constants \( a_1, a_2, a_3 \) and \( \lambda \) such that for all \( x \in \mathbb{R} \),
   \[
   |\varphi'(x)| \leq a_1(1 + |x|^\lambda),
   \]
   and
   \[
   x\varphi'(x) \geq a_2|x|^{\lambda+1} - a_3.
   \]

2. There exist a positive constant \( a_4 \) and a real constant \( a_5 \) such that the second derivative \( \varphi'' \) satisfies
   \[
   |\varphi''(x)| \leq a_4(|x|^{\lambda-1} + 1), \quad x \in \mathbb{R},
   \]
   and
   \[
   \inf_{x \in \mathbb{R}} \varphi''(x) = a_5 > -1.
   \]

3. The constant \( \lambda \) satisfies the following condition depending on the dimension \( d \)
   \[
   \lambda \in [1, 3] \quad \text{if} \quad d = 1, \quad \lambda \in [1, 3) \quad \text{if} \quad d = 2, \quad \lambda \in [1, 2] \quad \text{if} \quad d = 3.
   \]

2.3. **Main results.** Following [1, 2] and setting \( v(t) = \partial_t u(t) \), we may recast (1.1) as
   \[
   \begin{align*}
   du(t) &= v(t)dt, \\
   dv(t) &= -Au(t)dt - v(t)dt - \varphi'(u(t))dt + Qdw(t),
   \end{align*}
   \]
   (2.10)

The generator associated with (2.10) is denoted by [7]
\[
\mathcal{L}g(u, v) = \langle Du, g \rangle_H + \langle Dv, g, -Au - v(t) - \varphi'(u(t)) \rangle_H + \text{Tr}(D_v g Q Q^*),
\]
and is defined for all \( g \in C^2(\mathcal{H}^1; \mathbb{R}) \) such that \( \text{Tr}(D_v g Q Q^*) < \infty \).

Under the assumptions imposed in Section 2.2, it can be shown that (2.10) admits a unique mild solution \( U(t) = (u(t), v(t)) \) in the sense of [1, Definition 2.1]. The argument of the well–posedness can be derived via either the classical existence results for second order stochastic equations of hyperbolic type [29, Theorem 2.1], Yosida approximation [1, Theorem 2.3], or Galerkin approximation [20]. As a consequence of the well–posedness, we can thus introduce the Markov transition probabilities of the solution \( U(t) \) by

\[
P_t(U_0, A) := \mathbb{P}(U(t; U_0) \in A),
\]
which are well–defined for \( t \geq 0 \), initial states \( U_0 \in \mathcal{H}^1 \) and Borel sets \( A \subseteq \mathcal{H}^1 \). Letting \( \mathcal{B}_b(\mathcal{H}^1) \)

\[
\text{denote the set of bounded Borel measurable functions } f : \mathcal{H}^1 \to \mathbb{R}, \text{ the associated Markov semigroup } P_t : \mathcal{B}_b(\mathcal{H}^1) \to \mathcal{B}_b(\mathcal{H}^1) \text{ is defined and denoted by}
\]

\[
P_t f(U_0) = \mathbb{E}[f(U(t; U_0))], \quad f \in \mathcal{B}_b(\mathcal{H}^1).
\]

Let \( \mathcal{P}(\mathcal{H}^1) \) be the space of probability measures in \( \mathcal{H}^1 \). The push–forward of \( \nu \in \mathcal{P}(\mathcal{H}^1) \) under the action of \( P_t \) is denoted by \( P_t \nu \) and defined as

\[
P_t \nu(A) = \int_{\mathcal{H}^1} P_t(U, A) \nu(dU).
\]

We now turn to the topic of ergodicity for (2.10). Recall that a probability measure \( \nu \in \mathcal{P}(\mathcal{H}^1) \) is said to be **invariant** for the semigroup \( P_t \) if

\[
P_t \nu = \nu.
\]
It is well–known that under Assumption 2.1 and Assumption 2.2, $P_t$ admits a unique invariant probability measure $\nu$. The existence of $\nu$ was obtained via the classical Krylov–Bogoliubov tightness argument [1, 20] applied to a sequence of time–averaged measures. On the other hand, the uniqueness of $\nu$ was established in [1, Theorem 4.1] by showing that two solutions always converge to the same limit, regardless of initial conditions.

In Proposition 2.3 below, we assert that the unique invariant probability measure $\nu$ satisfies moment bound of any order in higher regularity.

**Proposition 2.3.** Let $\nu$ be the unique invariant measure of (2.10). Then, for all $p > 0$,

$$\int_{\mathcal{H}} \left( \|u\|_{H^2} + \|v\|_{H^1} + \|v\|^{\lambda+1}_{L^{\lambda+1}} \right)^p \nu(du, dv) < \infty. \tag{2.13}$$

The moment bound of $\nu$ will be obtained via a priori energy estimates of the solution $U(t)$ in $\mathcal{H}^2$, presented in Lemma 3.3. Later in Section 4.1, the proof of Proposition 2.3 will be supplied in detail. Also, the moment bounds on $\nu$ allows us to establish the polynomial convergence rate of any order, which we describe next.

With regard to the mixing rate of (2.10), as mentioned in the introduction, we will draw upon the framework developed in [15, 16] and later popularized in [4, 5, 17, 18, 21, 22], tailored to our settings. Since the analysis involves Wasserstein distances, we briefly review related notions below.

Recall that a function $d : \mathcal{H}^1 \times \mathcal{H}^1 \to [0, \infty)$ is called distance–like if it is symmetric, lower semi–continuous and $d(U, \bar{U}) = 0$ if and only if $U = \bar{U}$; see [18, Definition 4.3]. Let $W_d$ be the Wasserstein distance in $\mathcal{P}(\mathcal{H}^1)$ associated with $d$ and given by

$$W_d(\nu_1, \nu_2) = \inf \mathbb{E} d(X, Y), \tag{2.14}$$

where the infimum is taken over all bivariate random variables $(X, Y)$ such that $X \sim \nu_1$ and $Y \sim \nu_2$. On the one hand, we remark that since $d$ is only distance–like, $W_d$ need not satisfy the usual triangle inequality. Nevertheless, $W_d$ provides a reasonable way to measure distance between probability measures in the sense that $W_d(\nu_1, \nu_2) = 0$ if and only if $\nu_1 = \nu_2$ [5, 18]. On the other hand, in case $d$ is indeed a metric, by the dual Kantorovich Theorem, $W_d$ is equivalently defined as [31, Theorem 5.10]

$$W_d(\nu_1, \nu_2) = \sup_{\|f\|_{\text{Lip}, d} \leq 1} \left| \int_{\mathcal{H}^1} f(U)\nu_1(dU) - \int_{\mathcal{H}^1} f(U)\nu_2(dU) \right|, \tag{2.15}$$

where

$$[f]_{\text{Lip}, d} = \sup_{U \neq \bar{U}} \frac{|f(U) - f(\bar{U})|}{d(U, \bar{U})} \tag{2.16}$$

To measure the convergence of $P_t$ toward $\nu$, we introduce the distance–like function

$$d(U, \bar{U}) = \|U - \bar{U}\|_{\mathcal{H}^1}^2, \quad U, \bar{U} \in \mathcal{H}^1. \tag{2.17}$$

As mentioned in Section 1, since the dynamics is not strongly dissipative in $\mathcal{H}^1$ [1], we are only able to obtain Lyapunov functionals in higher regularity. As a consequence, given any initial data in $\mathcal{H}^2$, the solutions of (2.10) are polynomially attractive toward $\nu$. This is summarized in the main result below:

**Theorem 2.4.** Let $U \in \mathcal{H}^2$ be given, $\nu$ be the unique invariant measure of (2.10) and $\lambda$ be the constant as in Assumption 2.2. Then, there exists $T^* > 0$ such that for all $n \geq 4$, $\gamma \in (0, 1/\lambda)$, the following holds

$$W_d(P_t(U, \cdot), \nu) \leq C \left( 1 + \|U\|_{\mathcal{H}^2}^{2n} \right)^{\frac{\gamma(1+\gamma)}{2(n+1)}} t^{\frac{3(n+1+\gamma)}{4n+3}}, \quad t \geq T^*, \quad U \in \mathcal{H}^2, \tag{2.18}$$

where $W_d$ is the Wasserstein distance associated with $d$ defined in (2.17), and $C > 0$ is a positive constant independent of $U$ and $t$. 
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Following the framework in [4, 5, 18], the argument of the proof of (2.18) combines the contracting property of \( \mathcal{W}_d \) where \( d \) is defined above in (2.17), the existences of Lyapunov functions as well as “good” \( d \)-small sets in \( \mathcal{H}^2 \). However, we note that we are not able to directly employ [4, Theorem 2.4] since the distance \( d \) is unbounded. As a result, it is necessary to modify the argument found in [4] adapted to our setting. In Section 4.1, we will supply the terminologies of contracting and \( d \)-small sets, as well as provide the proof of Theorem 2.4 in detail.

It is also worth to point out that (2.18) alone is not sufficient to guarantee the existence and uniqueness of invariant probability measures in \( \mathcal{P}(\mathcal{H}^1) \). Nevertheless, unique ergodicity follows from the estimates in Section 3, and was previously established in [1, 20].

3. A priori moment estimates

Throughout the rest of the paper, \( c \) and \( C \) denote generic positive constants that may change from line to line. The main parameters that they depend on will appear between parenthesis, e.g., \( c(T, q) \) is a function of \( T \) and \( q \).

In this section, we collect useful moment estimates on the solutions of (2.10). In Lemma 3.1, stated and proven next, we assert an exponential moment bounds of (2.10), \( u(t), v(t) \) in \( \mathcal{H}^1 \). Lemma 3.1 will be particularly employed in the proof of Lemma 3.2 below. In turn, Lemma 3.2 will be invoked to prove the main results.

**Lemma 3.1.** Given \((u_0,v_0) \in \mathcal{H}^1\), let \((u(t),v(t))\) be the solution of (2.10) with initial condition \((u_0,v_0)\). Then, the following holds for all \( \beta > 0 \) sufficiently small and \( t \geq 0 \) independent of \((u_0,v_0)\)

\[
\mathbb{E} \exp \left\{ \sup_{r \in [0,t]} \beta \left( \|u(r)\|_{\mathcal{H}^1}^2 + \|v(r)\|_{\mathcal{H}^1}^2 \right) + \beta \int_0^t \|v(r)\|_{\mathcal{H}}^2 + 2a_2\|v(r)\|_{\mathcal{L}^{\lambda+1}} \, dr \right\} 
\leq (1+4\beta \text{Tr}(QQ^*)) \exp \left\{ \beta \left( \|u_0\|_{\mathcal{H}^1}^2 + \|v_0\|_{\mathcal{H}^1}^2 \right) + \beta (\text{Tr}(QQ^*) + 2a_3|\mathcal{O}|)t \right\}. \tag{3.1}
\]

*Proof.* From (2.10), by Itô’s formula, we have

\[
d\left( \|u(t)\|_{\mathcal{H}^1}^2 + \|v(t)\|_{\mathcal{H}^1}^2 \right) = -2\|v(t)\|_{\mathcal{H}}^2 \, dt - 2\langle \varphi'(v(t)), v(t) \rangle_{\mathcal{H}} \, dt + 2\langle v(t), Qdw(t) \rangle_{\mathcal{H}} + \text{Tr}(QQ^*) \, dt.
\]

In view of condition (2.6),

\[-2\langle \varphi'(v(t)), v(t) \rangle_{\mathcal{H}} \leq -2a_2\|v(t)\|_{\mathcal{L}^{\lambda+1}} + 2a_3|\mathcal{O}|,\]

where \( a_2, a_3 \) are as in (2.6). It follows that

\[
d\left( \|u(t)\|_{\mathcal{H}^1}^2 + \|v(t)\|_{\mathcal{H}^1}^2 \right) \leq -2\|v(t)\|_{\mathcal{H}}^2 \, dt - 2a_2\|v(t)\|_{\mathcal{L}^{\lambda+1}} \, dt + 2\langle v(t), Qdw(t) \rangle_{\mathcal{H}} + (\text{Tr}(QQ^*) + 2a_3|\mathcal{O}|) \, dt.
\]

In particular, for all \( \beta > 0 \), it holds that

\[
\beta \left( \|u(t)\|_{\mathcal{H}^1}^2 + \|v(t)\|_{\mathcal{H}^1}^2 \right) - \beta \left( \|u_0\|_{\mathcal{H}^1}^2 + \|v_0\|_{\mathcal{H}^1}^2 \right) \leq -\beta \int_0^t 2\|v(r)\|_{\mathcal{H}}^2 + 2a_2\|v(r)\|_{\mathcal{L}^{\lambda+1}} \, dr + M(t) + \beta (\text{Tr}(QQ^*) + 2a_3|\mathcal{O}|)t,
\]

where the Martingale term \( M(t) \) is defined as

\[
M(t) = \int_0^t 2\beta \langle v(r), Qdw(r) \rangle_{\mathcal{H}}.
\]
Turning to (3.1), we aim to employ the exponential Martingale inequality applied to $M(t)$. To see this, note that the quadratic variation process $(M)(t)$ satisfies
\[
d(M)(t) = 4\beta^2\|Qv(t)\|^2_H dt \leq 4\beta^2\text{Tr}(QQ^*)\|v(t)\|^2_H dt,
\]
whence
\[
-\beta \int_0^t \|v(r)\|^2_H dr = -\frac{1}{2} \cdot \frac{1}{2\beta\text{Tr}(QQ^*)} \int_0^t 4\beta^2\text{Tr}(QQ^*)\|v(r)\|^2_H dr \leq -\frac{1}{2} \cdot \frac{1}{2\beta\text{Tr}(QQ^*)}(M)(t).
\]
As a consequence, we obtain
\[
\beta\left(\|u(t)\|^2_{H^1} + \|v(t)\|^2_H\right) - \beta\left(\|u_0\|^2_{H^1} + \|v_0\|^2_H\right)
\leq -\beta \int_0^t \|v(r)\|^2_H + 2a_2\|v(r)\|_{L^{\lambda+1}} dr + \beta\left(\text{Tr}(QQ^*) + 2a_3|O|\right)t
\]
\[\] + \frac{1}{2} \cdot \frac{1}{2\beta\text{Tr}(QQ^*)}(M)(t).
\]
Now applying the exponential Martingale inequality to $M(t)$ gives
\[
\mathbb{P}\left(\sup_{t \geq 0} \left[ M(t) - \frac{1}{2} \cdot \frac{1}{2\beta\text{Tr}(QQ^*)}(M)(t) \right] \geq R \right) \leq e^{-\frac{1}{2\beta\text{Tr}(QQ^*)}R}.
\]
Hence, for $\beta$ sufficiently small, we obtain
\[
\mathbb{E}\exp\left\{ \sup_{t \geq 0} \left[ M(t) - \frac{1}{2} \cdot \frac{1}{2\beta\text{Tr}(QQ^*)}(M)(t) \right] \right\}
\]
\[\leq 1 + \int_1^\infty \mathbb{P}\left( \sup_{t \geq 0} \left[ M(t) - \frac{1}{2} \cdot \frac{1}{2\beta\text{Tr}(QQ^*)}(M)(t) \right] \geq \log R \right) dR
\]
\[\leq 1 + \int_1^\infty R^{-\frac{1}{2\beta\text{Tr}(QQ^*)}} dR = 1 + \frac{1}{\frac{1}{2\beta\text{Tr}(QQ^*)} - 1} \leq 1 + 4\beta\text{Tr}(QQ^*).
\]
Altogether, we arrive at the bound for all $\beta$ sufficiently small and $t \geq 0$,
\[
\mathbb{E}\exp\left\{ \sup_{r \in [0,t]} \beta\left(\|u(r)\|^2_{H^1} + \|v(r)\|^2_H\right) + \beta \int_0^t \|v(r)\|^2_H + 2a_2\|v(r)\|_{L^{\lambda+1}} dr \right\}
\]
\[\leq \mathbb{E}\exp\left\{ \sup_{t \geq 0} \left[ M(t) - \frac{1}{2} \cdot \frac{1}{2\beta\text{Tr}(QQ^*)}(M)(t) \right] \right\}
\]
\[\] \times \exp\left\{ \beta\left(\|u_0\|^2_{H^1} + \|v_0\|^2_H\right) + \beta\left(\text{Tr}(QQ^*) + 2a_3|O|\right)t \right\}
\[
\leq (1 + 4\beta\text{Tr}(QQ^*)) \exp\left\{ \beta\left(\|u_0\|^2_{H^1} + \|v_0\|^2_H\right) + \beta\left(\text{Tr}(QQ^*) + 2a_3|O|\right)t \right\}.
\]
This establishes (3.1), as claimed. \qed

Next, in Lemma 3.2, we establish moment bounds on the difference $\|U(t;U_0) - U(t;\tilde{U}_0)\|_{H^1}$ while specifically making use of condition (2.9) of $\lambda$. In particular, the results of Lemma 3.2 will be employed in the proof of Proposition 4.3 in Section 4.2.

Lemma 3.2. Given $(u_0, v_0), (\tilde{u}_0, \tilde{v}_0) \in H^1$, let $(u(t), v(t))$ and $(\tilde{u}(t), \tilde{v}(t))$, respectively, be the solutions of (2.10) with initial conditions $(u_0, v_0)$ and $(\tilde{u}_0, \tilde{v}_0)$. Then, the following holds:
1. For all $t \geq 0$,
\[
\|u(t) - \tilde{u}(t)\|^2_{H^1} + \|v(t) - \tilde{v}(t)\|^2_H \leq \|u_0 - \tilde{u}_0\|^2_{H^1} + \|v_0 - \tilde{v}_0\|^2_H.
\]
2. For all $\varepsilon > 0$ sufficiently small,

$$
\mathbb{E}\left[\|u(t) - \tilde{u}(t)\|_H^2 + \|v(t) - \tilde{v}(t)\|_H^2 + \varepsilon \langle u(t) - \tilde{u}(t), v(t) - \tilde{v}(t) \rangle_H\right]
\leq \left(\|u_0 - \tilde{u}_0\|_H^2 + \|v_0 - \tilde{v}_0\|_H^2 + \varepsilon \langle u_0 - \tilde{u}_0, v_0 - \tilde{v}_0 \rangle_H\right)
\times \left(1 + C\varepsilon^2\right) \exp\left\{\varepsilon^2 C (\|(u_0, v_0)||_H^2 + \|(\tilde{u}_0, \tilde{v}_0)||_H^2) - \frac{1}{2}\varepsilon t\right\}, \quad t \geq 0.
$$

(3.3)

In the above, $C$ is a positive constant independent of $\varepsilon$, $t$, $(u_0, v_0)$, and $(\tilde{u}_0, \tilde{v}_0)$.

It is worth to mention that the factors of $\varepsilon^2$ as well as $-\varepsilon t$ on the right-hand side of (3.3) are crucial for the mixing results. To be more specific, we will ultimately choose $\varepsilon$ sufficiently small in order to establish the existence of $d$-small sets. See the proofs of Proposition 4.3 and Lemma 4.11 for a further discussion of this point.

**Proof of Lemma 3.2.** 1. Setting $\pi(t) = u(t) - \tilde{u}(t)$ and $\tau(t) = v(t) - \tilde{v}(t)$, observe that $(\pi(t), \tau(t))$ satisfies the equation

$$
\frac{d}{dt}\pi(t) = \tau(t), \quad \frac{d}{dt}\tau(t) = -A\pi(t) - \tau(t) - [\varphi'(v(t)) - \varphi'(\tilde{v}(t))],
$$

$$
\pi(0) = \pi_0 = u_0 - \tilde{u}_0, \quad \tau(t) = \tau_0 = v_0 - \tilde{v}_0.
$$

A routine calculation while making use of (2.8) gives

$$
\frac{d}{dt}(\|\pi(t)\|_H^2 + \|\tau(t)\|_H^2) = -2\langle \pi(t), \tau(t) \rangle_H - 2\langle \varphi'(v(t)) - \varphi'(\tilde{v}(t)), \pi(t) \rangle_H
\leq -2(1 + a_5)\|\pi(t)\|_H^2,
$$

(3.4)

where $a_5$ is as in (2.8). Estimate (3.2) now follows by integrating both sides of (3.4) with respect to time.

2. With regard to (3.3), we first note that

$$
\frac{d}{dt}(\pi(t), \tau(t))_H = \|\pi(t)\|_H - \|\pi(t)\|_H^2 - \langle \pi(t), \tau(t) \rangle_H - \langle \varphi'(v(t)) - \varphi'(\tilde{v}(t)), \tau(t) \rangle_H.
$$

(3.5)

To estimate the last term on the above right-hand side, we follow along the lines of the proof of [1, Theorem 4.1] while making use of Assumption 2.2, part 3 on $\lambda$. By Holder’s inequality, we have that

$$
\langle \varphi'(v(t)) - \varphi'(\tilde{v}(t)), \tau(t) \rangle_H \leq \|\pi(t)\|_H^2 \|\varphi'(v(t)) - \varphi'(\tilde{v}(t))\|_{H^{-1}}.
$$

Using Sobolev embedding, we further estimate

$$
\|\varphi'(v(t)) - \varphi'(\tilde{v}(t))\|_{H^{-1}} \leq c\|\varphi'(v(t)) - \varphi'(\tilde{v}(t))\|_{L^{q^*}}
\leq c\left(\int_{\Omega} |\pi(t)| q^* \left(|v(t)|^{\lambda-1} + |\tilde{v}(t)|^{\lambda-1} + 1\right)^{q^*} dx\right)^{1/q^*}.
$$

In the above, $q^*$ is such that $\frac{1}{q^*} = 1 - \frac{1}{p^*}$ where $p^* = \infty$ if $d = 1$, $p^* \geq 2$ if $d = 2$ and $p^* = 6$ if $d = 3$ [1]. Also, the choice $\lambda$ as in (2.9) implies

$$
\frac{q^*}{2} + \frac{(\lambda - 1)q^*}{\lambda + 1} \leq 1.
$$

So, we invoke Holder’s inequality again to obtain

$$
\left(\int_{\Omega} |\pi(t)| q^* \left(|v(t)|^{\lambda-1} + |\tilde{v}(t)|^{\lambda-1} + 1\right)^{q^*} dx\right)^{1/q^*} \leq c\|\pi(t)\|_H (\|v(t)\|_{L^{q^*+1}}^{\lambda-1} + \|\tilde{v}(t)\|_{L^{q^*+1}}^{\lambda-1} + 1),
$$

whence

$$
\langle \varphi'(v(t)) - \varphi'(\tilde{v}(t)), \tau(t) \rangle_H \leq \|\pi(t)\|_H^2 \|\varphi'(v(t)) - \varphi'(\tilde{v}(t))\|_{H^{-1}}
\leq c\|\pi(t)\|_H^2 \|\pi(t)\|_H (\|v(t)\|_{L^{q^*+1}}^{\lambda-1} + \|\tilde{v}(t)\|_{L^{q^*+1}}^{\lambda-1} + 1).
$$
This together with (3.5) yields the estimate
\[ \frac{d}{dt} \langle \nabla(t), \nu(t) \rangle \leq ||\nabla(t)||^2_H + ||\nu(t)||^2_H - \langle \nabla(t), \nu(t) \rangle_H \\
+ c||\nabla(t)||_{H^1} ||\nu(t)||_{H^1} (||v(t)||_{L^\lambda+1}^{\lambda-1} + ||\tilde{v}(t)||_{L^\lambda+1}^{\lambda-1} + 1). \tag{3.6} \]

Turning back to (3.3), let \( \epsilon > 0 \) be given and be chosen later. We combine (3.6) with (3.4) to obtain
\[ \frac{d}{dt} \langle \nabla(t), \nu(t) \rangle \leq -\left[ 2(1 + a_5) - \epsilon \right] ||\nabla(t)||^2_H - \epsilon ||\nabla(t)||_{H^1}^2 - \epsilon \langle \nabla(t), \nu(t) \rangle_H \\
+ \epsilon c||\nabla(t)||_{H^1} ||\nu(t)||_H (||v(t)||_{L^\lambda+1}^{\lambda-1} + ||\tilde{v}(t)||_{L^\lambda+1}^{\lambda-1} + 1). \]
Since \( \epsilon \) is assumed to be sufficiently small and \( C \) does not depend on \( \epsilon \), we infer
\[ -\left[ 2(1 + a_5) - \epsilon \right] ||\nabla(t)||^2_H - \epsilon ||\nabla(t)||_{H^1}^2 - \epsilon \langle \nabla(t), \nu(t) \rangle_H + \epsilon c||\nabla(t)||_{H^1} ||\nu(t)||_H \leq -(1 + a_5)||\nabla(t)||_{H^1}^2 - \frac{1}{2}c||\nabla(t)||_{H^1}^2. \]

Also, (recalling \( \lambda \leq 3 \))
\[ \epsilon c||\nabla(t)||_{H^1} ||\nu(t)||_H (||v(t)||_{L^\lambda+1}^{\lambda-1} + ||\tilde{v}(t)||_{L^\lambda+1}^{\lambda-1}) \]
\[ \leq \epsilon^2 c||\nabla(t)||_{H^1}^2 (||v(t)||_{L^\lambda+1}^{2(\lambda-1)} + ||\tilde{v}(t)||_{L^\lambda+1}^{2(\lambda-1)}) + \frac{1}{2}(1 + a_5)||\nabla(t)||_H^2 \]
\[ \leq \epsilon^2 c||\nabla(t)||_{H^1}^2 (||v(t)||_{L^\lambda+1}^{\lambda+1} + ||\tilde{v}(t)||_{L^\lambda+1}^{\lambda+1} + 1) + \frac{1}{2}(1 + a_5)||\nabla(t)||_H^2. \]

It follows that by taking \( \epsilon \) small enough
\[ \frac{d}{dt} \langle \nabla(t), \nu(t) \rangle \leq -\frac{1}{2}(1 + a_5)||\nabla(t)||_{H^1}^2 - \frac{1}{2}c||\nabla(t)||_{H^1}^2 (||v(t)||_{L^\lambda+1}^{\lambda+1} + ||\tilde{v}(t)||_{L^\lambda+1}^{\lambda+1} + 1) \]
\[ \leq \left[ -\frac{1}{2}c + \epsilon^2 c(||v(t)||_{L^\lambda+1}^{\lambda+1} + ||\tilde{v}(t)||_{L^\lambda+1}^{\lambda+1}) \right] (||\nabla(t)||_{H^1}^2 + ||\nu(t)||_H^2 + \epsilon \langle \nabla(t), \nu(t) \rangle_H), \]
implying
\[ ||\nabla(t)||_{H^1}^2 + ||\nu(t)||_H^2 + \epsilon \langle \nabla(t), \nu(t) \rangle_H \leq (||\nabla_0||_{H^1}^2 + ||\nu_0||_{H^1}^2 + \epsilon \langle \nabla_0, \nu_0 \rangle_H) \exp \left\{ -\frac{1}{2}ct + \epsilon^2 c \int_0^t (||v(r)||_{L^\lambda+1}^{\lambda+1} + ||\tilde{v}(r)||_{L^\lambda+1}^{\lambda+1}) dr \right\}. \]

In view of (3.1), the following holds
\[ \mathbb{E} \exp \left\{ \epsilon^2 c \int_0^t (||v(r)||_{L^\lambda+1}^{\lambda+1} + ||\tilde{v}(r)||_{L^\lambda+1}^{\lambda+1}) dr \right\} \leq (1 + C \epsilon^2) \exp \left\{ \epsilon^2 C (||u_0, v_0||_{H^2}^2 + ||\tilde{u}_0, \tilde{v}_0||_{H^1}^2) + \epsilon^2 Ct \right\}. \]

As a consequence, we obtain the bound in expectation for all \( \epsilon \) sufficiently small
\[ \mathbb{E} \left[ ||\nabla(t)||_{H^1}^2 + ||\nu(t)||_H^2 + \epsilon \langle \nabla(t), \nu(t) \rangle_H \right] \]
\[ \leq (||\nabla_0||_{H^1}^2 + ||\nu_0||_{H^1}^2 + \epsilon \langle \nabla_0, \nu_0 \rangle_H) (1 + C \epsilon^2) \exp \left\{ \epsilon^2 C (||u_0, v_0||_{H^2}^2 + ||\tilde{u}_0, \tilde{v}_0||_{H^1}^2) - \frac{1}{8}ct \right\}. \]

We emphasize that \( C \) is a positive constant independent of \( \epsilon \). This establishes (3.3), thereby finishing the proof.

\[ \square \]

Lastly, we establish a moment bound in \( H^2 \) provided the initial data \((u_0, v_0) \in H^2\). For this purpose, we introduce the function
\[ \Phi(u, v) = ||u||_{H^2}^2 + ||v||_{H^1}^2 + \langle u, v \rangle_{H^1} + \frac{1}{2}||u||_{H^1}^2 + ||\varphi(v)||_{L^1}. \tag{3.7} \]
Lemma 3.3. Given \((u_0, v_0) \in \mathcal{H}^2\), let \((u(t), v(t))\) be the solution of (2.10) with initial condition \((u_0, v_0)\). Then, for all \(n \geq 1\) and \(\gamma \in (0, 1/\lambda)\) where \(\lambda\) is as in Assumption 2.2, the following holds

\[E[\Phi(u(t), v(t))]^n + c_{n, \gamma} \int_0^t E[\Phi(u(s), v(s))]^{n+1} ds \leq \Phi(u_0, v_0)^n + C_{n, \gamma} t, \quad t \geq 0. \quad (3.8)\]

In the above, \(\Phi\) is the function defined in (3.7), \(c_{n, \gamma}\) and \(C_{n, \gamma}\) are positive constants independent of \((u_0, v_0)\) and \(t\).

Proof. We proceed to prove (3.8) by induction on \(n\). We start with the base case \(n = 1\). From equation (2.10), a routine calculation gives

\[L\|\varphi(v)\|_{L^1} = -\langle Au, \varphi'(v) \rangle_H - \langle v, \varphi'(v) \rangle_H - \|\varphi'(v)\|^2_H + \frac{1}{2} \text{Tr}(\varphi''(v)QQ^*).\]

Also,

\[L \left(\|u\|^2_{H^2} + \|v\|^2_{H^1} + \langle u, v \rangle_{H^1} + \frac{1}{2}\|u\|^2_{H^1} \right)\]

\[= -2\|v\|^2_{H^1} - 2\langle \varphi''(v)\nabla v, \nabla v \rangle_H + \text{Tr}(QAQ^*) - \|u\|^2_{H^2} - \langle Au, \varphi'(v) \rangle_H.\]

Combining the above identities with \(\Phi\) as in (3.7), we obtain

\[L \Phi(u, v) = -2\|v\|^2_{H^1} - 2\langle \varphi''(v)\nabla v, \nabla v \rangle_H + \text{Tr}(QAQ^*) - \|u\|^2_{H^2} - \langle Au, \varphi'(v) \rangle_H + \frac{1}{2} \text{Tr}(\varphi''(v)QQ^*). \quad (3.9)\]

In view of condition (2.6), we readily have

\[-\langle v, \varphi'(v) \rangle_H \leq -a_2\|v\|^{\lambda+1}_{L^{\lambda+1}} + a_3|\mathcal{O}|,\]

where \(a_2, a_3, \lambda\) are as in Assumption 2.2 and \(|\mathcal{O}|\) denotes the volume of \(\mathcal{O}\). Also, from (2.8), \(\inf_{x \in \mathbb{R}} \varphi''(x) = a_5 > -1\) implies

\[-2\|v\|^2_{H^1} - 2\langle \varphi''(v)\nabla v, \nabla v \rangle_H \leq -2(1 + a_5)\|v\|^2_{H^1}.

With regards to the trace terms on the right-hand side of (3.9), we invoke (2.4) to see that

\[\text{Tr}(QAQ^*) = \sum_{k \geq 1} \lambda_k^2 \alpha_k < \infty.\]

Also, together with (2.7), we estimate

\[\text{Tr}(\varphi''(v)QQ^*) = \sum_{k \geq 1} \lambda_k^2 \int_{\mathcal{O}} \varphi''(v)|e_k|^2 dx \]

\[\leq \sum_{k \geq 1} \lambda_k^2 \|e_k\|_{L^\infty} (a_4\|v\|^{\lambda-1}_{L^{\lambda+1}} + a_4|\mathcal{O}|).\]

Since \(H^2 \hookrightarrow L^\infty\), we further deduce

\[\sum_{k \geq 1} \lambda_k^2 \|e_k\|^2_{L^\infty} \leq c \sum_{k \geq 1} \lambda_k^2 \|Ae_k\|^2_H = c \sum_{k \geq 1} \lambda_k^2 \alpha_k^2 < \infty,\]

whence

\[\frac{1}{2} \text{Tr}(\varphi''(v)QQ^*) \leq c \sum_{k \geq 1} \lambda_k^2 \alpha_k^2 (a_4\|v\|^{\lambda-1}_{L^{\lambda+1}} + a_4|\mathcal{O}|) \leq \frac{1}{4} a_2\|v\|^{\lambda+1}_{L^{\lambda+1}} + C.\]

As a consequence, we obtain

\[L \Phi(u, v) \leq -2(1 + a_5)\|v\|^2_{H^1} - \frac{1}{2} a_2\|v\|^{\lambda+1}_{L^{\lambda+1}} - \|Au + \varphi'(v)\|^2_H + C. \quad (3.10)\]

Now, fixing a \(\gamma \in (0, 1)\) to be chosen later, we note that

\[\|Au\|^2_{H^\gamma} \leq c\|Au + \varphi'(v)\|^2_{H^{2\gamma}} + c\|\varphi'(v)\|^2_{H^{2\gamma}}.\]
Recalling condition (2.5), since $\lambda \leq 3$, we use Holder’s inequality together with the fact that $H^1 \hookrightarrow L^6$ to estimate

$$\|\varphi'(v)\|_{H^1}^{2\gamma} \leq c\|v\|_{L^2}^{2\gamma} + c \leq c\|v\|_{L^6}^{2\gamma} + c \leq c\|v\|_{H^1}^{2\gamma} + c.$$  

So,

$$\|Au\|_{H^1}^{2\gamma} \leq c(\|Au + \varphi'(v)\|_{H^1}^{2\gamma} + \|v\|_{H^1}^{2\gamma} + 1).$$

Choosing $\gamma < 1/\lambda$, it follows that

$$\|Au\|_{H^1}^{2\gamma} \leq \frac{1}{\gamma}\|Au + \varphi'(v)\|_{H^1}^{2} + (1 + a_5)\|v\|_{H^1}^{2} + C.$$  

From (3.10), we obtain

$$\mathcal{L} \Phi(u,v) \leq -(1 + a_5)\|v\|_{H^1}^{2} - \frac{1}{2}a_2\|v\|_{L^{\lambda+1}}^{\lambda+1} - \frac{1}{2}\|Au + \varphi'(v)\|_{H^1}^{2} - \|Au\|_{H^1}^{2\gamma} + C.$$  

Since $U$ is dominated by $|x|^\lambda+1$, we further deduce

$$\mathcal{L} \Phi(u,v) \leq -c\Phi(u,v)\gamma + C. \quad (3.11)$$

By Itô’s formula, this implies estimate (3.8) for the base case $n = 1$.

Now, assuming (3.8) holds for up to $n - 1$, consider the case $n \geq 2$. We compute

$$\mathcal{L} \Phi^n = n\Phi^{n-1}\mathcal{L} \Phi + \frac{1}{2}n(n-1)\Phi^{n-2}\sum_{k \geq 1}\lambda_k^2\langle 2Av + Au + \varphi'(v), e_k \rangle_H^2. \quad (3.12)$$

With regard to the first term on the above right hand side, we invoke (3.10) and (3.11) to estimate

$$n\Phi^{n-1}\mathcal{L} \Phi \leq -c\Phi^{n-1}(\|v\|_{H^1}^{2} + \|Au + \varphi'(v)\|_{H^1}^{2})$$

$$- c\Phi^{n-1+\gamma} + C\Phi^{n-1}.$$  

Reasoning as in the base case $n = 1$, we also have

$$\Phi \geq c(\|u\|_{H^2}^{2} + \|v\|_{H^1}^{2}) \geq c(\|u\|_{H^2}^{2} + \|v\|_{H^1}^{2} + \|\varphi'(v)\|_{H^1}^{2\gamma} - C$$

$$\geq c(\|v\|_{H^1}^{2} + \|Au + \varphi'(v)\|_{H^1}^{2})^\gamma - C.$$  

It follows that

$$n\Phi^{n-1}\mathcal{L} \Phi \leq -c\Phi^{n-2}(\|v\|_{H^1}^{2} + \|Au + \varphi'(v)\|_{H^1}^{2})^{1+\gamma}$$

$$- c\Phi^{n-1+\gamma} + C\Phi^{n-1} + C\Phi^{n-2},$$

whence

$$n\Phi^{n-1}\mathcal{L} \Phi \leq -c\Phi^{n-2}(\|v\|_{H^1}^{2} + \|Au + \varphi'(v)\|_{H^1}^{2})^{1+\gamma} - c\Phi^{n-1+\gamma} + C. \quad (3.13)$$

With regard to the second term on the right–hand side of (3.12), we invoke Cauchy–Schwarz inequality to obtain

$$\frac{1}{2}n(n-1)\Phi^{n-2}\sum_{k \geq 1}\lambda_k^2\langle 2Av + Au + \varphi'(v), e_k \rangle_H^2$$

$$\leq n(n-1)\Phi^{n-2}\text{Tr}(QQ^*)(4\|v\|_{H^1}^{2} + \|Au + \varphi'(v)\|_{H^1}^{2})$$

$$\leq \frac{1}{2}\Phi^{n-2}(\|v\|_{H^1}^{2} + \|Au + \varphi'(v)\|_{H^1}^{2})^{1+\gamma} + C\Phi^{n-2}. \quad (3.14)$$

We now combine (3.12) together with (3.13) and (3.14) to deduce

$$\mathcal{L} \Phi^n \leq -c\Phi^{n-1+\gamma} + C.$$  

By Itô’s formula, the above produces (3.8) for the general case $n \geq 2$, thereby concluding the proof. □
4. Ergodicity of (2.10)

4.1. Proof of the main results. In this subsection, we prove the main results while making use of the moment estimates established in Section 3.

We start with Proposition 2.3, which is consequence of Lemma 3.3. The proof of Proposition 2.3 is quite standard and can be found in literature. Since the argument is short, we include it here for the sake of completeness.

Proof of Proposition 2.3. Let $\nu_t \in \mathcal{P}(\mathcal{H}^1)$ be the time–average measure defined as

$$\nu_t(\cdot) = \frac{1}{t} \int_0^t P_s(0, \cdot) ds.$$  

By the Krylov–Bogoliubov procedure as well as the uniqueness of $\nu$, it is known that $\nu_t$ converges weakly to $\nu$. With regard to the moment bound (2.13), for $R > 0$, we invoke (3.8) to obtain the bound

$$\frac{1}{t} \int_0^t E[\Phi(u(s), v(s))^{n-1+\gamma} \wedge R] ds \leq C, \quad t > 0,$$

for some positive constant $C$ independent of $R$. Since the above left–hand side converges to $\nu(\Phi^{n-1+\gamma} \wedge R)$ as $t \to \infty$, we deduce

$$\nu(\Phi^{n-1+\gamma} \wedge R) \leq C.$$  

By virtue of the Monotone Convergence Theorem, we obtain

$$\nu(\Phi^{n-1+\gamma}) < \infty,$$

implying

$$\int_{\mathcal{H}^1} (\|u\|_{\mathcal{H}^2}^2 + \|v\|_{\mathcal{H}^1}^2 + \|v\|_{L^{\lambda+1}}^{\lambda+1})^n \nu(du, dv) < \infty,$$

thanks to the fact that $\Phi(u, v)$ dominates $\|u\|_{\mathcal{H}^2}^2 + \|v\|_{\mathcal{H}^1}^2 + \|v\|_{L^{\lambda+1}}^{\lambda+1}$. Since this holds for all $n \in \mathbb{N}$, we conclude (2.13), as claimed. $\square$

We now turn to Theorem 2.4. For the reader’s convenience, we recall the notions of contracting and $d$–small sets below:

Definition 4.1. 1. A Wasserstein distance $W_d$ is called contracting for $P_t$ if the following holds [4, 5, 22]

$$W_d(P_t(U, \cdot), P_t(\tilde{U}, \cdot)) \leq d(U, \tilde{U}), \quad t \geq 0,$$

for all $U, \tilde{U} \in \mathcal{H}^1$.

2. A set $A \in \mathcal{H}^1$ is called $d$–small for $P_t$ if there exists $\rho = \rho(t, A) \in (0, 1)$ such that [4, Definition 2.2]

$$W_d(P_t(U, \cdot), P_t(\tilde{U}, \cdot)) \leq (1 - \rho)d(U, \tilde{U}), \quad U, \tilde{U} \in A.$$

Remark 4.2. We note that the notion of contracting in Definition 4.1, part 1, is similar to [4, Condition (2.2)]. In particular, it is weaker than the usual notion of contracting found in [5, Definition 2.1] and [18, Definition 4.6], where it is required that

$$W_d(P_t(U, \cdot), P_t(\tilde{U}, \cdot)) \leq \alpha d(U, \tilde{U}),$$

for $\alpha < 1$ whenever $d(U, \tilde{U}) < 1$.  
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In order to actually measure the convergence rate via Lyapunov functions, we introduce the function
\[ \psi_n(x) = |x|^\frac{n-1+\gamma}{n}, \quad x \in \mathbb{R}, \]  
defined for \( n \geq 1 \) and \( \gamma \in (0, 1/\lambda) \) as in (3.8). Three of the main ingredients to prove Theorem 2.4 are given below in Proposition 4.3 whose proof is deferred to Section 4.2.

**Proposition 4.3.** 1. (Lyapunov functions) Let \( \Phi \) be defined in (3.7). Then,
\[ P_t \Phi^n(U) \leq \Phi(U)^n - c \int_0^t P_s(\psi_n \circ \Phi^n)(U) \, ds + Ct, \quad U \in \mathcal{H}^2, \quad t \geq 0, \]  
where \( \psi_n \) is as in (4.1), \( c \) and \( C \) are positive constants independent of \( U \) and \( t \).

2. (Contracting property) For all \( t \geq 0 \),
\[ W_d(P_t(U_0, \cdot), P_t(\tilde{U}_0, \cdot)) \leq d(U_0, \tilde{U}_0), \quad U_0, \tilde{U}_0 \in \mathcal{H}^1, \]  
where \( d(U_0, \tilde{U}_0) = \|U_0 - \tilde{U}_0\|_{\mathcal{H}^1}^2 \) as in (2.17), and \( W_d \) is the Wasserstein distance associated with \( d \).

3. (\( d \)-small sets) There exists \( t_0 > 0 \) such that for all \( R > 0 \), \( t \geq t_0 \),
\[ W_d(P_t(U_0, \cdot), P_t(\tilde{U}_0, \cdot)) \leq (1 - \rho)d(U_0, \tilde{U}_0), \]  
holds for a positive constant \( \rho = \rho(R, t) \) and for all \( U_0, \tilde{U}_0 \in B^R_n \) where
\[ B^R_n = \{ U \in \mathcal{H}^2 : \Phi(U)^n \leq R \}. \]  

**Remark 4.4.** We note that while the contracting property (4.3) holds in \( \mathcal{H}^1 \), the Lyapunov estimate (4.2) as well as the existence of \( d \)-small sets only hold in \( \mathcal{H}^2 \), hence the convergent rate result, cf. Theorem 2.4, for every initial data \( U \in \mathcal{H}^2 \).

Assuming the results of Proposition 4.3, we turn to the polynomial mixing stated in Theorem 2.4. As mentioned in Section 2.3, we are not able to directly employ [4, Theorem 2.4] owing to the fact that \( d(U, \tilde{U}) = \|U - \tilde{U}\|_{\mathcal{H}^1}^2 \) is unbounded. It is thus necessary to modify the argument from [4] tailored to our settings. More specifically, Theorem 2.4 is established via a series of lemmas below, of which, the first result (in Lemma 4.5) relies on Lyapunov structure (4.2). The proof of Lemma 4.5 can be found in [4, Theorem 2.4] and thus omitted.

**Lemma 4.5.** Let \( \psi_n \) and \( \Phi \) respectively be as in (4.1) and (3.7). Then, there exists a function \( W_n : \mathcal{H}^2 \to [1, \infty) \) such that
\[ \psi_n(\Phi(U)^n) \leq W_n(U) \leq C\Phi(U)^n + C, \quad U \in \mathcal{H}^2, \]  
and
\[ P_{t_0} W_n(U) \leq W_n(U) - \psi_n(K_1 W_n(U)) + K_2 \quad U \in \mathcal{H}^2. \]  
In the above, \( t_0 \) is the time constant as in Proposition 4.3, part 3, \( C, K_1 \) and \( K_2 \) are positive constants independent of \( U \).

**Remark 4.6.** Following closely the proof of [4, Theorem 2.4], \( W_n \) is actually constructed via the returning time to \( B^R_n \) defined in (4.5). More specifically, given \( U_0 \in \mathcal{H}^2 \), denote
\[ \sigma_{n, R} = \inf \{ m \in \mathbb{N} : U(mt_0; U_0) \in B^R_n \}. \]  
As a consequence of the energy estimate in Lemma 3.3, by employing an argument similar to the proof of [4, Lemma 4.7], it can be shown that \( \sigma_{n, R} \) is finite a.s. See also [12, Proposition 22]. Then, there exists \( R = R(t_0) \) sufficiently large such that
\[ W_n(U_0) = \mathbb{E} \left[ \sum_{i=0}^{\sigma_{n, R}} \Phi(U(it_0; U_0))^n \right], \]  
satisfies (4.6) and (4.7). To ensure \( W_n \in [1, \infty) \), we simply replace \( W_n \) by \( W_n + 1 \).
Next, we establish a contracting property for $P_{t_0}$ making use of Lemma 4.5. For this purpose, letting $W_n$ be the function as in Lemma 4.5, we introduce the distance–like function $\tilde{d}_{\beta,n} : \mathcal{H}^2 \times \mathcal{H}^2 \to [0, \infty)$ for $\beta > 0$ and $n \in \mathbb{N}$ given by

$$\tilde{d}_{\beta,n}(U, \tilde{U}) = \sqrt{d(U, \tilde{U}) \left[1 + \beta \psi_n(W_n(U) + W_n(\tilde{U}))\right]}, \quad U, \tilde{U} \in \mathcal{H}^2,$$

(4.8)

where $\psi_n$ is defined in (4.1).

**Lemma 4.7.** Let $\tilde{d}_{\beta,n}$ be defined in (4.8), $t_0$ be the time constant as in Proposition 4.3, part 3, and $W_n$ be the function from Lemma 4.5. Then, for all $n \geq 4$, there exists $\beta, c_n^* > 0$ such that the following holds

$$W_{\tilde{d}_{\beta,n}}(P_{t_0} \nu_1, P_{t_0} \nu_2) \leq \left[1 - c_n^* \psi_n \left(\psi_n^{-1} \left(C_n^* [\nu_1(W_n) + \nu_2(W_n)]^{1/4} \left[W_{\tilde{d}_{\beta,n}}(\nu_1, \nu_2)\right]^{1/4}\right)\right]\right] W_{\tilde{d}_{\beta,n}}(\nu_1, \nu_2),$$

(4.9)

for all $\nu_1 \neq \nu_2 \in \mathcal{P}_{\psi_n}(\mathcal{H}^2)$ where $\psi_n$ and $\Phi$ are respectively defined in (4.1) and (3.7).

**Proof.** We follow along the lines of [4, Lemma 4.3] tailored to our settings where $d(U, \tilde{U}) = \|U - \tilde{U}\|_{\mathcal{H}^2}$ is unbounded.

By convexity of $W_{\tilde{d}_{\beta,n}}$, cf. [31, Theorem 4.8], it holds that

$$W_{\tilde{d}_{\beta,n}}(P_{t_0} \nu_1, P_{t_0} \nu_2) \leq \int_{\mathcal{H}^2} W_{\tilde{d}_{\beta,n}}(P_{t_0}(U_0, \cdot), P_{t_0}(\tilde{U}_0, \cdot)) \pi(dU_0, d\tilde{U}_0),$$

(4.10)

for any coupling $\pi$ of $(\nu_1, \nu_2)$. We proceed to compare $W_{\tilde{d}_{\beta,n}}(P_{t_0}(U_0, \cdot), P_{t_0}(\tilde{U}_0, \cdot))$ with $\tilde{d}_{\beta,n}(U_0, \tilde{U}_0)$.

Recalling $\tilde{d}_{\beta,n}$ from (4.8) and letting $(X, Y)$ be a coupling of $(P_{t_0}(U_0, \cdot), P_{t_0}(\tilde{U}_0, \cdot))$, we apply Cauchy–Schwarz inequality together with the expression (2.14) and the concavity of $\psi_n$ to see that

$$W_{\tilde{d}_{\beta,n}}(P_{t_0}(U_0, \cdot), P_{t_0}(\tilde{U}_0, \cdot)) \leq \mathbb{E} \tilde{d}_\beta(X, Y)$$

$$\leq \sqrt{\mathbb{E}d(X, Y) \cdot \sqrt{1 + \beta \psi_n(W_n(X) + W_n(Y))}}$$

$$\leq \sqrt{\mathbb{E}d(X, Y) \cdot \sqrt{1 + \beta \psi_n(EW_n(X) + EW_n(Y))}}$$

$$= \sqrt{\mathbb{E}d(X, Y) \cdot \sqrt{1 + \beta \psi_n(P_{t_0}W_n(U_0) + P_{t_0}W_n(\tilde{U}_0)).}}$$

Since the last implication above holds for all pairs of random variables $(X, Y)$, we invoke (2.14) again to obtain

$$W_{\tilde{d}_{\beta,n}}(P_{t_0}(U_0, \cdot), P_{t_0}(\tilde{U}_0, \cdot)) \leq \sqrt{W_d(P_{t_0}(U_0, \cdot), P_{t_0}(\tilde{U}_0, \cdot)) \cdot \sqrt{1 + \beta \psi_n(P_{t_0}W_n(U_0) + P_{t_0}W_n(\tilde{U}_0)).}}$$

(4.11)

Now, let $N > R$ be two large constants and to be chosen later. There are three cases to be considered, depending on the value of $W_n(U_0) + W_n(\tilde{U}_0)$.

**Case 1:** $W_n(U_0) + W_n(\tilde{U}_0) \leq R$. In this case, we invoke (4.6) to see that $\max\{\Phi(U_0)^n, \Phi(\tilde{U}_0)^n\} \leq \psi_n^{-1}(\frac{1}{c_n^*} R)$. In view of Proposition 4.3, part 3, cf. (4.4), there exists $\rho_1 = \rho_1(t_0, R) \in (0, 1)$ such that

$$W_d(P_t(U_0, \cdot), P_t(\tilde{U}_0, \cdot)) \leq (1 - \rho_1)d(U_0, \tilde{U}_0).$$

Also, from (4.7), we have

$$P_{t_0}W_n(U_0) + P_{t_0}W_n(\tilde{U}_0) \leq W_n(U_0) + W_n(\tilde{U}_0) + 2K_2 \leq R + 2K_2.$$
Combined the above estimates with (4.11) yields
\[ W_{d_{\beta,n}}(P_{t_0}(U_0,\cdot), P_{t_0}((\bar{U}_0,\cdot)) \leq \sqrt{(1 - \rho_1)d(U_0, \bar{U}_0)} \cdot \sqrt{1 + \beta \psi_n(R + 2K_2)}. \]
Setting
\[ \beta = \frac{\rho_1}{\psi_n(R + 2K_2)}, \]
we infer (recalling \(d_{\beta,n}\) in (4.8))
\[ W_{d_{\beta,n}}(P_{t_0}(U_0,\cdot), P_{t_0}((\bar{U}_0,\cdot)) \leq \sqrt{(1 - \rho_2^2)d(U_0, \bar{U}_0)} \leq (1 - \frac{3}{2}\rho_2^2)\sqrt{d(U_0, \bar{U}_0)} \leq (1 - \frac{3}{2}\rho_2^2)d_{\beta,n}(U_0, \bar{U}_0). \] (4.12)

Case 2: \(R < W_n(U_0) + W_n(\bar{U}_0) \leq N\). In this case, we once again invoke (4.7) and the concavity of \(\psi_n\) to see that
\[ \psi_n(P_{t_0}W(U_0) + P_{t_0}W(\bar{U}_0)) \leq \psi_n(W_n(U_0) + W_n(\bar{U}_0)) - \psi_n(\rho K_1 W_n(U_0)) + 2K_2 \]
\[ \leq \psi_n(W_n(U_0) + W_n(\bar{U}_0) - \psi_n(\rho K_1 W_n(U_0) + K_1 W_n(\bar{U}_0)) + 2K_2. \] (4.13)
Picking \(R\) sufficiently large enough such that \(\psi_n(R) > 2K_2/\psi_n(K_1)\), observe that for \(x \in (R, N]\)
\[ \psi_n(x - \psi_n(K_1 x + 2K_2) - \psi_n(x) \leq -\psi'(N)(\psi_n(K_1 x) - 2K_2), \]
implying (recalling \(\psi_n\) from (4.1))
\[ \psi_n(x - \psi_n(K_1 x + 2K_2) \leq \psi_n(x) \left(1 - \left[\frac{\psi_n(K_1 x)}{\psi_n(x)} - \frac{2K_2}{\psi_n(x)}\right]\psi'(N)\right) \]
\[ = \psi_n(x) \left(1 - \left[\psi_n(K_1) - \frac{2K_2}{\psi_n(x)}\right]\psi'(N)\right) \]
\[ \leq \psi_n(x) \left(1 - \left[\psi_n(K_1) - \frac{2K_2}{\psi_n(x)}\right]\psi'(N)\right). \]
Since \(\lim_{N \to 0} \psi'_n(N) = 0\), for all \(N\) sufficiently large,
\[ 1 - \rho_2 \psi'_n(N) := 1 - \left[\psi_n(K_1) - \frac{2K_2}{\psi_n(x)}\right]\psi'(N) \in (0, 1). \]
From (4.11) together with (4.3), we deduce
\[ W_{d_{\beta,n}}(P_{t_0}(U_0,\cdot), P_{t_0}((\bar{U}_0,\cdot)) \]
\[ \leq \sqrt{W_{d}(P_{t_0}(U_0,\cdot), P_{t_0}((\bar{U}_0,\cdot)) \cdot \sqrt{1 + \beta \psi_n(P_{t_0}W(U_0) + P_{t_0}W(\bar{U}_0))} \]
\[ \leq \sqrt{d(U_0, \bar{U}_0)} \cdot \sqrt{1 + \beta \psi_n(W(U_0) + W(\bar{U}_0))(1 - \rho_2 \psi'_n(N))} \]
\[ \leq \sqrt{1 - \rho_2 \psi'_n(N)} \sqrt{d(U_0, \bar{U}_0)} \cdot \sqrt{1 + \beta \psi_n(W(U_0) + W(\bar{U}_0)). \]
It follows that (recalling \(d_{\beta,n}\) in (4.8))
\[ W_{d_{\beta,n}}(P_{t_0}(U_0,\cdot), P_{t_0}((\bar{U}_0,\cdot)) \leq (1 - \frac{1}{2}\rho_2 \psi'_n(N))d_{\beta,n}(U_0, \bar{U}_0). \] (4.14)

Case 3: \(W_n(U_0) + W_n(\bar{U}_0) > N\). In this case, we combine (4.11) with (4.13) and (4.3) to infer
\[ W_{d_{\beta,n}}(P_{t_0}(U_0,\cdot), P_{t_0}((\bar{U}_0,\cdot)) \]
\[ \leq \sqrt{W_{d}(P_{t_0}(U_0,\cdot), P_{t_0}((\bar{U}_0,\cdot)) \cdot \sqrt{1 + \beta \psi_n(P_{t_0}W(U_0) + P_{t_0}W(\bar{U}_0))} \]
\[ \leq \sqrt{d(U_0, \bar{U}_0)} \cdot \sqrt{1 + \beta \psi_n(W_n(U_0) + W_n(\bar{U}_0) - \psi_n(K_1 W_n(U_0) + K_1 W_n(\bar{U}_0)) + 2K_2).} \]
Since $\psi_n(N) > \psi_n(R) > 2K_2/\psi_n(K_1)$, we deduce

$$W_{\hat{d}_{\beta,n}}(P_{\nu_0}(U_0, \cdot), P_{\nu_0}(\hat{U}_0, \cdot))$$

$$\leq \sqrt{d(U_0, \hat{U}_0)} \cdot \sqrt{1 + \beta\psi_n(W_n(U_0) + W_n(\hat{U}_0))} = \hat{d}_{\beta,n}(U_0, \hat{U}_0). \quad (4.15)$$

Turning back to (4.10), we collect (4.12), (4.14) and (4.15) to infer

$$W_{\hat{d}_{\beta,n}}(P_{\nu_1}, P_{\nu_2}) \leq \int_{H^2 \times H^2} W_{\hat{d}_{\beta,n}}(P_{\nu_1}(U_0, \cdot), P_{\nu_2}(U_0, \cdot))\pi(dU_0, d\hat{U}_0)$$

$$\leq (1 - \frac{1}{2}\rho_1^2 + \frac{1}{2}\rho_2\psi_n'(N)) \int_{H^2 \times H^2} \hat{d}_{\beta,n}(U_0, \hat{U}_0)\pi(dU_0, d\hat{U}_0)$$

$$+ \frac{1}{2}\rho_1^2 + \frac{1}{2}\rho_2\psi_n'(N) \int_{W_n(U_0) + W_n(\hat{U}_0) > N} \hat{d}_{\beta,n}(U_0, \hat{U}_0)\pi(dU_0, d\hat{U}_0). \quad (4.16)$$

In order to estimate the last integral on the above right-hand side, we slightly modify the proof of [4, Lemma 4.3], owing to the fact that $d(U_0, \hat{U}_0) = ||U_0 - \hat{U}_0||_{H^1}$ is unbounded. To circumvent the difficulty, we note that for $n \geq 4$, (recalling $\psi_n$ and $\Phi$ as in (4.1) and (3.7), respectively)

$$d(U, \hat{U}) \leq 2\|U\|^2_{H^1} + 2\|\hat{U}\|^2_{H^1} \leq c\Phi(U) + c\Phi(\hat{U})$$

$$\leq c + c(\Phi(U) + \Phi(\hat{U}))\frac{(n+1)^2}{2n}$$

$$\leq c + c(\psi_n \circ \psi_n \circ \Phi(U) + \psi_n \circ \psi_n \circ \Phi(\hat{U}))^{\frac{1}{2}}$$

$$\leq c(1 + \beta\psi_n(W_n(U) + W_n(\hat{U})))^{\frac{1}{2}}. \quad (4.17)$$

In the last implication above, we invoked (4.6). It follows from (4.8) that

$$\hat{d}_{\beta,n}(U, \hat{U}) \leq c(1 + \beta\psi_n(W_n(U) + W_n(\hat{U})))^{\frac{3}{2}}, \quad U, \hat{U} \in H^2, \quad (4.18)$$

holds for a positive constant $c = c(\beta, n)$ independent of $U, \hat{U}$. In particular, (4.18) implies

$$\int_{W_n(U_0) + W_n(\hat{U}_0) > N} \hat{d}_{\beta,n}(U_0, \hat{U}_0)\pi(dU_0, d\hat{U}_0) \leq c \int_{W_n(U_0) + W_n(\hat{U}_0) > N} (1 + \beta\psi_n(W_n(U_0) + W_n(\hat{U}_0)))^{\frac{3}{2}}\pi(dU_0, d\hat{U}_0),$$

where $c > 0$ is a positive constant independent of $N$. To bound the above right-hand side, observe that

$$\int_{W_n(U_0) + W_n(\hat{U}_0) > N} (1 + \beta\psi_n(W_n(U_0) + W_n(\hat{U}_0)))^{\frac{3}{2}}\pi(dU_0, d\hat{U}_0)$$

$$\leq \int_{W_n(U_0) + W_n(\hat{U}_0) > N} 1 + \beta^{\frac{3}{4}}\psi_n(W_n(U_0) + W_n(\hat{U}_0))^{\frac{3}{2}}\pi(dU_0, d\hat{U}_0)$$

$$\leq \left(\psi_n(N)^{-\frac{4}{3}} + \beta^{\frac{3}{4}}\right) \int_{W_n(U_0) + W_n(\hat{U}_0) > N} \psi_n(W_n(U_0) + W_n(\hat{U}_0))^{\frac{3}{2}}\pi(dU_0, d\hat{U}_0)$$

$$\leq \left(K_2^{-\frac{4}{3}} + \beta^{\frac{3}{4}}\right) \int_{W_n(U_0) + W_n(\hat{U}_0) > N} \psi_n(W_n(U_0) + W_n(\hat{U}_0))^{\frac{3}{2}}\pi(dU_0, d\hat{U}_0).$$
We invoke Holder and Markov inequalities to further deduce
\[
\int_{W_n(U_0) + W_n(\tilde{U}_0) > N} \psi_n(W_n(U_0) + W_n(\tilde{U}_0))^\frac{4}{3} \pi(dU_0, d\tilde{U}_0)
\]
\[
\leq \psi_n(N)^{-\frac{2}{3}} \int_{H^2 \times H^2} \psi_n(W_n(U_0) + W_n(\tilde{U}_0)) \pi(dU_0, d\tilde{U}_0)
\]
\[
\leq \psi_n(N)^{-\frac{2}{3}} \left( \nu_1(\psi_n \circ W_n) + \nu_2(\psi_n \circ W_n) \right).
\]
It follows that
\[
\int_{W_n(U_0) + W_n(\tilde{U}_0) > N} \tilde{d}_{\beta,n}(U_0, \tilde{U}_0) \pi(dU_0, d\tilde{U}_0)
\]
\[
\leq C(K_1, K_2, \beta, R) \psi_n(N)^{-\frac{2}{3}} \left( \nu_1(\psi_n \circ W_n) + \nu_2(\psi_n \circ W_n) \right).
\]
In the above, we emphasize that \(C(K_1, K_2, \beta, R)\) does not depend on \(N\). Hence, provided \(N\) is large enough such that
\[
C(K_1, K_2, \beta, R) \psi_n(N)^{-\frac{2}{3}} \left( \nu_1(\psi_n \circ W_n) + \nu_2(\psi_n \circ W_n) \right) \leq \frac{1}{2} W_{\tilde{d}_{\beta,n}}(\nu_1, \nu_2),
\]
and that
\[
\psi_n'(N) < \rho_1^2 / \rho_2,
\]
we have
\[
W_{\tilde{d}_{\beta,n}}(P_{t_0} \nu_1, P_{t_0} \nu_2) \leq (1 - \frac{1}{2} \rho_2 \psi_n'(N)) W_{\tilde{d}_{\beta,n}}(\nu_1, \nu_2).
\]
We note that from (4.18),
\[
W_{\tilde{d}_{\beta,n}}(\nu_1, \nu_2) \leq c \left( 1 + \beta(\nu_1(\psi_n \circ W_n) + \nu_2(\psi_n \circ W_n)) \right),
\]
whereas
\[
\nu_1(\psi_n \circ W_n) + \nu_2(\psi_n \circ W_n) \geq 2 \psi_n(1),
\]
thanks to the fact that \(W_n \geq 1\). In other words, it holds that
\[
\inf_{\nu_1 \neq \nu_2 \in \mathcal{P}_{n \circ p_n} (H^2)} \frac{\nu_1(\psi_n \circ W_n) + \nu_2(\psi_n \circ W_n)}{W_{\tilde{d}_{\beta,n}}(\nu_1, \nu_2)} \geq c > 0.
\]
As a consequence, we infer the existence of \(C_n^* = C_n^*(K_2, \beta, R, \rho_1) > 0\) such that \(N\) given by
\[
N := \psi_n^{-\frac{1}{3}} \left( C_n^* \left( \frac{\nu_1(\psi_n \circ W_n) + \nu_2(\psi_n \circ W_n)}{W_{\tilde{d}_{\beta,n}}(\nu_1, \nu_2)} \right)^{\frac{2}{3}} \right),
\]
satisfies (4.19), (4.20), (4.21) as well as the requirement \(N > R\). Here, we emphasize that \(C_n^*\) is independent of \(\nu_1\) and \(\nu_2\). Finally, it follows from (4.21) that (4.9) holds. The proof is thus complete.

\[\square\]

**Remark 4.8.** In view of the estimate (4.17), we see that the proof of Lemma 4.7 is still valid for any other distance \(\tilde{d}\) as long as it satisfies Proposition 4.3 and is dominated by \(\psi_n(W_n)\) in the following sense
\[
\tilde{d}(U, \tilde{U}) \leq c \left( 1 + \beta \psi_n(W_n(U) + W_n(\tilde{U})) \right)^{\epsilon},
\]
for some constants \(\epsilon \in (0, 1)\) and \(c > 0\) independent of \(U, \tilde{U}\).

Having established the contracting property of \(P_{t_0}\) with respect to \(W_{\tilde{d}_{\beta,n}}\) in one step, we upgrade (4.9) to a polynomial decaying bound for a sequence of suitably chosen time steps.
Lemma 4.9. Given \( \nu_1, \nu_2 \in \mathcal{P}_{\psi_0^1}(\mathcal{H}^2) \), suppose that \( \{m_k\}_{k \geq 1} \) is a sequence of strictly increasing positive integers satisfying
\[
P_{m_k t_0} \nu_1(\psi_n \circ W_n) + P_{m_k t_0} \nu_1(\psi_n \circ W_n) \leq C(\nu_1, \nu_2), \quad k \geq 1,
\] (4.22)
for some positive constant \( C(\nu_1, \nu_2) \) independent of \( k \). Let \( \tilde{d}_{\beta,n} \) be the distance–like function from Lemma 4.7. Then, the following holds
\[
W_{\tilde{d}_{\beta,n}}(P_{m_k t_0} \nu_1, P_{m_k t_0} \nu_2) \leq c_n C(\nu_1, \nu_2) k^{-\frac{3(n-1+\gamma)}{4(1-\gamma)}},
\] (4.23)
for some positive constant \( c_n \) independent of \( k, \nu_1 \) and \( \nu_2 \).

Proof. The argument is similarly to that of [4, Lemma 4.4] while making use of (4.18).

From (4.18), observe that
\[
W_{\tilde{d}_{\beta,n}}(\nu_1, \nu_2) \leq c \left( 1 + \frac{3}{4} \beta [\nu_1(\psi_n \circ W_n) + \beta \nu_2(\psi_n \circ W_n)] \right) \leq c [\nu_1(\psi_n \circ W_n) + \nu_2(\psi_n \circ W_n)].
\]

In the last implication above, \( c_* > 0 \) is a positive constant independent of \( \nu_1, \nu_2 \in \mathcal{P}_{\psi_0^1}(\mathcal{H}^2) \). As a consequence of (4.22), we obtain
\[
W_{\tilde{d}_{\beta,n}}(P_{m_k t_0} \nu_1, P_{m_k t_0} \nu_2) \leq c_* [P_{m_k t_0} \nu_1(\psi_n \circ W_n) + P_{m_k t_0} \nu_2(\psi_n \circ W_n)] \leq c_* C(\nu_1, \nu_2). \quad (4.24)
\]

Turning to (4.23), we set
\[
a_k = \frac{W_{\tilde{d}_{\beta,n}}(P_{m_k t_0} \nu_1, P_{m_k t_0} \nu_2)}{c_* C(\nu_1, \nu_2)}.
\]

In view of (4.9), it holds that
\[
a_{k+1} \leq \left[ 1 - c_n^* \psi_n^t \left( \psi_n^{-1} \left( C_n^* \left[ P_{m_k t_0} \nu_1(\psi_n \circ W_n) + P_{m_k t_0} \nu_2(\psi_n \circ W_n) \right] \right)^{\frac{4}{3}} a_k^* \right) \right] a_k,
\]

where in the last implication above, we invoked (4.24) with the fact that \( \psi_n^{-1} \) is increasing whereas \( \psi_n^t \) is decreasing. In light of [4, Lemma 4.2], we deduce
\[
a_k \leq g_n^{-1}(k),
\]
where
\[
g_n(x) = \int_x^1 \frac{1}{t \cdot c_n^* \psi_n^t \left( \psi_n^{-1} \left( C_n^* t^{-\frac{4}{3}} \right) \right) dt}, \quad 0 < x \leq 1.
\]

By making a change of variable \( y := \psi_n^{-1}(C_n^* t^{-\frac{4}{3}}) \), we deduce (recalling \( \psi_n \) as in (4.1))
\[
g_n(x) = \frac{3}{4c_n^* (1 - p_n)} \left( (C_n^* x^{-\frac{4}{3}})^{1 - p_n} - (C_n^*)^{1 - p_n} \right),
\]
where \( p_n = \frac{n-1+\gamma}{n} \). It follows that
\[
a_k \leq c (k+1)^{-\frac{3p_n}{4(1-p_n)}}, \quad k \geq 1.
\]

This establishes (4.23), as claimed.

Next, we construct a sequence \( \{m_k\} \) satisfying (4.22) in such a way that they diverge to infinity not much faster than \( k \).
Lemma 4.10. given $U \in \mathcal{H}^2$, define $m_0 = 0$ and for $k \geq 1$

$$m_k = \inf \{ m > m_{k-1} : P_{mt_0}(\psi_n \circ K_1W_n)(U) \leq 2K_2 + W_n(U) \}. \quad (4.25)$$

Then, for all $k \geq 1$, $m_k \leq 2k$. Furthermore,

$$P_{mt_0}\delta_U(\psi_n \circ W_n) + P_{mt_0}\nu(\psi_n \circ W_n) \leq \frac{3K_2 + W_n(U)}{\psi_N(K_1)}, \quad (4.26)$$

where $\nu$ is the unique invariant measure of $P_1$.

Proof. From (4.7), we note that for $U \in \mathcal{H}^2$

$$P_{it_0}(\psi_n \circ K_1W_n)(U) \leq P_{it_0}W_n(U) - P_{(i+1)t_0}W_n(U) + K_2, \quad i = 0, 1, 2, \cdots$$

It follows that

$$\sum_{i=0}^{2k} P_{it_0}(\psi_n \circ K_1W_n)(U) \leq W_n(U) + (2k + 1)K_2. \quad (4.27)$$

Now suppose by contradiction that $m_k \geq 2k + 1$. Observe that

$$\text{card}\{\{1, \ldots, 2k\} \setminus \{m_1, \ldots, m_{k-1}\}\} \geq k + 1.$$  

By the definition of $m_k$, we infer

$$\sum_{i=0}^{2k} P_{it_0}(\psi_n \circ K_1W_n)(U) \geq (k + 1)(2K_2 + W_n(U)),$$

which contradicts (4.27). We therefore conclude that $m_k \leq 2k$.

Turning to (4.26), since $\nu$ has finite $p$–moments in $\mathcal{H}^2$ for all $p > 0$ (see (2.13)), we deduce from (4.7) while making use of invariance that

$$\nu(\psi_n \circ K_1W_n) \leq K_2.$$  

In particular, this implies that

$$P_{mt_0}\nu(\psi_n \circ K_1W_n) \leq K_2,$$

i.e.,

$$P_{mt_0}\nu(\psi_n \circ W_n) \leq \frac{K_2}{\psi_n(K_1)}.$$

On the other hand, we invoke the definition of $m_k$ in (4.25) to see that

$$P_{mt_0}\delta_U(\psi_n \circ K_1W_n) = P_{mt_0}(\psi_n \circ K_1W_n)(U) \leq 2K_2 + W_n(U).$$

Hence,

$$P_{mt_0}\delta_U(\psi_n \circ W_n) + P_{mt_0}\nu(\psi_n \circ W_n) \leq \frac{3K_2 + W_n(U)}{\psi_N(K_1)},$$

thereby finishing the proof. \qed

Having obtained the required auxiliary results, we are now in a position to conclude Theorem 2.4. See also [4, Theorem 2.4].

Proof of Theorem 2.4. Fixing $U \in \mathcal{H}^2$, let $\{m_k\}_{k \geq 1}$ be the sequence defined in (4.25). In view of (4.26), the pair of probability measures $(\delta_U, \nu)$ satisfies condition (4.22) with $C(\delta_U, \nu) = 3K_2 + \cdots$
As a consequence, we infer from (4.23) the existence of a positive constant $c$ independent of $k$ and $U$ such that
\[
W_{d, \beta, n}(P_{m_k t_0} \delta_U, \nu) \leq c(1 + W_n(U))(k + 1)^{-\frac{3(n-1+\gamma)}{4(1-\gamma)}} \leq c(1 + \Phi(U)^n)(k + 1)^{-\frac{3(n-1+\gamma)}{4(1-\gamma)}},
\]
In the last implication above, we invoke the fact that $W_n$ is dominated by $\Phi^n$ (see (4.6)). Also, since $m_k \leq 2k$ by virtue of Lemma 4.10, we invoke (4.9) to see that
\[
W_{d, \beta, n}(P_{2k t_0} \delta_U, \nu) \leq W_{d, \beta, n}(P_{m_k t_0} \delta_U, \nu) \leq c(1 + \Phi(U)^n)(k + 1)^{-\frac{3(n-1+\gamma)}{4(1-\gamma)}}, \quad k \geq 1.
\]
To deduce a bound in term of $W_d$, we note that for $n \geq 3$,
\[
d(U, \bar{U}) \leq c\Phi(U) + c\Phi(\bar{U})
\]
\[
\leq c + c(\Phi(U) + \Phi(\bar{U}))^{(n-1+\gamma)^2} \leq c(1 + \beta\psi_n(W_n(U) + W_n(\bar{U})),
\]
whence $W_d(\nu_1, \nu_2) \leq cW_{d, \beta, n}(\nu_1, \nu_2)$. It follows that
\[
W_d(P_{2k t_0} \delta_U, \nu) \leq c(1 + \Phi(U)^n)(k + 1)^{-\frac{3(n-1+\gamma)}{4(1-\gamma)}}, \quad k \geq 1.
\]
So, for all $t \geq 2t_0$, we deduce
\[
W_d(P_t \delta_U, \nu) \leq W_d(P_{\frac{t}{2t_0}} \delta_U, \nu) \leq c(1 + \Phi(U)^n)(\frac{t}{2t_0} + 1)^{-\frac{3(n-1+\gamma)}{4(1-\gamma)}} \leq c(1 + \Phi(U)^n)(t + 1)^{-\frac{3(n-1+\gamma)}{4(1-\gamma)}}.
\]
This establishes (2.18) for $T_0 = 2t_0$, thereby finishing the proof.

\[\Box\]

4.2. Proof of Proposition 4.3. Turning to Proposition 4.3, we will employ Lemma 3.2 to established the required contracting property and $d$–small sets. As an intermediate step, though, in Lemma 4.11 below, we assert an estimate analogous to (3.3) in term of $W_d(P_t(U_0, \cdot), P_t(\bar{U}_0, \cdot))$.

**Lemma 4.11.** For all $t \geq 0$, and $U_0, \bar{U}_0 \in H^1$,
\[
W_d(P_t(U_0, \cdot), P_t(\bar{U}_0, \cdot)) \leq \|U_0 - \bar{U}_0\|_{H^1}^2 (1 + C\varepsilon) \exp\left\{\varepsilon^2 C(\|U_0\|_{H^1}^2 + \|\bar{U}_0\|_{H^1}^2) - \frac{1}{8}\varepsilon t\right\},
\]
(4.28)
holds for some positive constants $C$ independent of $\varepsilon$, $t$, $U_0$ and $\bar{U}_0$.

For the sake of clarity, we defer the proof of Lemma 4.11 to the end of this section. We now provide the proof of Proposition 4.3.

**Proof of Proposition 4.3.** 1. The estimate (4.2) is the same as (3.8), established in Lemma 3.3.

2. With regard to (4.3), let $U(t)$ and $\bar{U}(t)$ respectively be the solutions of (2.10) with initial conditions $U_0$ and $\bar{U}_0$. In view of the expression (2.14), we see that
\[
W_d(P_t(U_0, \cdot), P_t(\bar{U}_0, \cdot)) \leq E d(U(t), \bar{U}(t)) = E \|U(t) - \bar{U}(t)\|_{H^1}^2 \leq \|U_0 - \bar{U}_0\|_{H^1}^2.
\]
In the last implication above, we employed (3.2). The estimate (4.3) now follows from the above inequality.
3. Turning to (4.4), we note that \( \Phi \) as in (3.7) satisfies
\[
\Phi(u, v) = \|u\|_H^2 + \|v\|_H^2 + \langle u, v \rangle_H + \frac{1}{2} \|u\|_H^2 + \|v\|_H^2 + \frac{1}{2} \|\varphi(v)\|_{L^1}
\]
\[
\geq \frac{1}{2} \alpha_1 (\|u\|_H^2 + \|v\|_H^2),
\]
where \( \alpha_1 \) is the first eigenvalue of \( A \) as in (2.1). Hence, \( U \in B^n_0 \) implies \( \|U\|_{H^2}^2 \leq 2R/\alpha_1 \).

Now, in view of (4.28), for all \( \varepsilon \) sufficiently small, it holds that
\[
W_d(P_t(U_0, \cdot), P_t(\bar{U}_0, \cdot))
\]
\[
\leq \|U_0 - \bar{U}_0\|_{H^1}^2 (1 + \varepsilon) \exp \left\{ \varepsilon \int C \left( \|U_0\|_{H^3}^2 + \|\bar{U}_0\|_{H^3}^2 \right) - \frac{1}{8} \varepsilon t \right\}
\]
\[
\leq \|U_0 - \bar{U}_0\|_{H^1}^2 (1 + \varepsilon) \exp \left\{ C \varepsilon R^{1/n} - \frac{1}{8} \varepsilon t \right\}.
\]

In the above, we emphasize that \( C > 0 \) is independent of \( \varepsilon, R, t, U_0 \) and \( \bar{U}_0 \). We now pick \( \varepsilon \) small and \( t_0 \) large enough such that
\[
CR^{1/n} \varepsilon < \frac{1}{16}, \quad \text{and} \quad t_0 \geq \max\{16C, 1\}.
\]

It follows that for \( t \geq t_0 \)
\[
(1 + \varepsilon) \exp \left\{ C \varepsilon R^{1/n} - \frac{1}{8} \varepsilon t \right\} \leq (1 + \varepsilon) \exp \left\{ - \frac{1}{16} \varepsilon t \right\} < 1,
\]
whence
\[
W_d(P_t(U_0, \cdot), P_t(\bar{U}_0, \cdot)) \leq (1 - \rho) \|U_0 - \bar{U}_0\|_{H^1}^2,
\]
where \( 1 - \rho = (1 + \varepsilon) \exp \left\{ - \frac{1}{16} \varepsilon t \right\} \in (0, 1) \). This produces (4.4), thereby finishing the proof. \( \square \)

Lastly, we provide the proof of Lemma 4.11, which ultimately concludes the proof of Theorem 2.4.

**Proof of Lemma 4.11.** For all \( \varepsilon > 0 \) sufficiently small, by Sobolev embedding and Cauchy–Schwarz inequality, we note that
\[
(1 - \frac{2\varepsilon}{2\max_1 \{\alpha_1, 1\}}) (\|u\|_{H^1}^2 + \|v\|_H^2) \leq \|u\|_{H^1}^2 + \|v\|_H^2 + \varepsilon \|u, v\|_H
\]
\[
\leq \left( 1 + \frac{\varepsilon}{2\max_1 \{\alpha_1, 1\}} \right) \left( \|u\|_{H^1}^2 + \|v\|_H^2 \right),
\]
(4.29)

where \( \alpha_1 \) is the first eigenvalue of \( A \) as in (2.1). Next, let \( U(t) \) and \( \bar{U}(t) \) respectively be the solutions of (2.10) with initial conditions \( U_0 \) and \( \bar{U}_0 \). Recall from (3.3) that
\[
\mathbb{E} \left[ \|u(t) - \bar{u}(t), v(t) - \bar{v}(t))\|_{H^1}^2 + \varepsilon \|u(t) - \bar{u}(t), v(t) - \bar{v}(t)\|_H \right]
\]
\[
\leq \left( \|u_0 - \bar{u}_0, v_0 - \bar{v}_0\|_{H^1}^2 + \varepsilon \|u_0 - \bar{u}_0, v_0 - \bar{v}_0\|_H \right)
\]
\[
\times \left( 1 + C \varepsilon \right) \exp \left\{ \varepsilon \int C \left( \|u_0, v_0\|_{H^1}^2 + \|\bar{u}_0, \bar{v}_0\|_{H^1}^2 \right) - \frac{1}{8} \varepsilon t \right\}, \quad t \geq 0.
\]

This together with (4.29) implies
\[
\mathbb{E} \left[ \|u(t) - \bar{u}(t), v(t) - \bar{v}(t))\|_{H^1}^2 \right.
\]
\[
\leq \|U_0 - \bar{U}_0\|_{H^1}^2 \left( 1 + \frac{\varepsilon}{2\max_1 \{\alpha_1, 1\}} \right) \left( 1 - \frac{2\varepsilon}{2\max_1 \{\alpha_1, 1\}} \right)
\]
\[
\times \left( 1 + C \varepsilon \right) \exp \left\{ \varepsilon \int C \left( \|U_0\|_{H^1}^2 + \|\bar{U}_0\|_{H^1}^2 \right) - \frac{1}{8} \varepsilon t \right\},
\]
whence (by taking \( \varepsilon \) small enough)
\[
\mathbb{E} \left[ \|u(t) - \bar{u}(t), v(t) - \bar{v}(t))\|_{H^1}^2 \right.
\]
\[
\leq \|U_0 - \bar{U}_0\|_{H^1}^2 \left( 1 + C \varepsilon \right) \exp \left\{ \varepsilon \int C \left( \|U_0\|_{H^1}^2 + \|\bar{U}_0\|_{H^1}^2 \right) - \frac{1}{8} \varepsilon t \right\},
\]
(4.30)

for some positive constant \( C \) independent of \( \varepsilon, t, U_0 \) and \( \bar{U}_0 \).
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Turning back to (4.28), we invoke (4.30) together with (2.14) to obtain
\[
\mathcal{W}_d(P_t(U_0, \cdot), P_t(\tilde{U}_0, \cdot)) \leq \mathbb{E} \|u(t) - \tilde{u}(t), v(t) - \tilde{v}(t)\|^2_{H^1} \\
\leq \|U_0 - \tilde{U}_0\|^2_{H^1} (1 + C\varepsilon) \exp \left\{\varepsilon^2 C \left(\|U_0\|^2_{H^1} + \|\tilde{U}_0\|^2_{H^1}\right) - \frac{1}{8} \varepsilon^2 t\right\}.
\]
This establishes (4.28), as claimed.

\[\square\]
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