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Abstract

In this paper we propose a new method for exemplar-free class incremental training of ViTs. The main challenge of exemplar-free continual learning is maintaining plasticity of the learner without causing catastrophic forgetting of previously learned tasks. This is often achieved via exemplar replay which can help recalibrate previous task classifiers to the feature drift which occurs when learning new tasks. Exemplar replay, however, comes at the cost of retaining samples from previous tasks which for some applications may not be possible. To address the problem of continual ViT training, we first propose gated class-attention to minimize the drift in the final ViT transformer block. This mask-based gating is applied to class-attention mechanism of the last transformer block and strongly regulates the weights crucial for previous tasks. Secondly, we propose a new method of feature drift compensation that accommodates feature drift in the backbone when learning new tasks. The combination of gated class-attention and cascaded feature drift compensation allows for plasticity towards new tasks while limiting forgetting of previous ones. Extensive experiments performed on CIFAR-100, Tiny-ImageNet and ImageNet100 demonstrate that our method outperforms existing exemplar-free state-of-the-art methods without the need to store any representative exemplars of past tasks. Code is available here: https://github.com/OcraM17/GCAB-CFDC

1. Introduction

The initial excellent results of transformers for language tasks [49] have encouraged its application also for vision applications [12]. Vision Transformers (ViTs) currently achieve excellent results for many applications [6,29,44]. Most existing work on ViT training assumes that all training data is jointly available, an assumption which does not hold for real-world applications in which data arrives in a sequence of non-overlapping tasks. Continual learning considers learning from a non-IID stream of data. Applying a naive finetuning approach to such data results in a phenomenon called catastrophic forgetting which results in a drastic drop in performance on previous tasks [18]. The main goal of continual learning algorithms is to maximize the stability-plasticity trade-off [35], i.e. to mitigate forgetting of previously learned classes while maintaining the plasticity required to learn new ones.

One of the most successful approaches to preventing forgetting of previous tasks is exemplar rehearsal in which a subset of images from previous tasks is stored and then rehearsed when learning new ones [2, 4, 5, 9, 30, 38, 39]. Because of its success, the rehearsal technique has also been adopted by the initial works on continual learning for ViTs [14, 51]. However, for many applications the storage of previous task data might not be possible. This is especially true for applications with strict memory constraints and those where privacy or data use legislation prevents the long-term storage of data. In order to overcome this limitation, exemplar-free methods have been investigated [23,27,54,55]. These methods do not store any data from previous tasks, however their application to continual learning of ViTs has not been fully explored.

In this paper we propose one of the first exemplar-free ViT-based methods for class-incremental learning (CIL). One of the challenges of exemplar-free continual learning is that these models tend to forget previously learned features while they are learning features for new tasks. The architecture we propose is based on a gated class-attention mechanism applied to the ViT decoder in order to mitigate the forgetting of learned features. As proposed by Serra et al. [42], mask-based gating mechanisms are usually associated with the task-incremental scenario (i.e. scenarios in which a task
id is known at inference time). We propose a solution to overcome this limitation by applying the masking mechanism only on the transformer decoder via multiple forward passes. This solution allows us to use mask-based gating in a class-incremental setup.

Mask-based gating prevents the drift of weights in the decoder, however it does not mitigate the drift in the transformer encoder. In fact, learning a stable backbone in the exemplar-free scenario is very difficult due to the drift in encoder weights that occurs during the learning of new tasks. To address this, we propose a method for backbone regularization in combination with a feature drift compensation mechanism that uses a cascade of projection networks that map the current backbone features to those of the previous backbone. This allows increased plasticity while maintaining stability across tasks, incurring a small computational cost due to the feature projection cascade. We also show, however, that knowledge distillation can be used to alleviate the computational burden of the projection cascade and the need for multiple forward passes at inference time.

The main contribution of this work are:

- a gated class-attention mechanism inspired by [42], called GCAB, that mitigates weight drift in the transformer decoder while also overcoming the need for a task id at inference time;
- a novel method for backbone regularization and feature drift compensation that increases plasticity towards new classes while maintaining the stability of previously learned ones;
- a method for GCAB distillation that reduces the computational overhead due to multiple forward passes and the memory overhead of storing projection networks; and
- experiments on multiple benchmarks demonstrate that our exemplar-free approach achieves state-of-the-art performance compared to other exemplar-free methods and outperforms recent continual learning methods developed for ViT by a large margin even when these are equipped with a small memory of exemplars.

2. Related Work

Continual Learning. Continual learning algorithms can be grouped in three categories [33]: regularization approaches, parameter-based regularization [23, 26, 28, 56], and data-based regularization [7, 11, 21, 22, 27, 53, 58]; rehearsal approaches, which store [8, 38] or generate exemplars [50, 57]; and bias-correction approaches [7, 21, 53].

Continual Learning with ViTs. Visual Transformers recently outperform convolutional neural networks and in particular resnet [19] in several tasks like classification [12] or segmentation [59]. Although ViTs are considered state-of-the-art models, their application in continual learning has not been fully explored. Douillard et al. [14] proposed a transformer-based architecture, called DyToX, with a dynamic task-token expansion for mitigating catastrophic forgetting. Wang et al. [51] proposed an inter-task attention mechanism for ViTs. Wang et al. [52] described a prompting method for continually learning a classifier using a pre-trained, frozen ViT backbone. Even if the performances showed in these work are very remarkable, the challenge of continually learning the parameters of a ViT without storing exemplars or using a pretrained model, is still open. Differently from previous work, we propose an exemplar-free ViT approach to class-incremental learning. Our work is inspired by DyToX [14], which applies a task conditioned class-attention block. However, DyToX shares the class-attention block parameters between tasks which leads to forgetting, and it therefore requires exemplars to counter this. Instead, we replace the task token with a task-specific gating function that prevents forgetting and does not require exemplars. In addition, we introduce feature drift compensation, which allows for more plasticity in the backbone.

Parameter Isolation in Continual Learning. In this family of algorithms, learnable masks are applied to the weights of the model in order to reduce forgetting. Mallaya et al. [31] proposed Piggyback, a masked-based method able to learn the weight masks while training a backbone. The same group proposed Packnet [32] which, via iterative pruning and sequential re-training, is able to add multiple tasks to a single network. Serra et al. [42] proposed to apply masks to layer activations in order to limit the update of the parameters more relevant to a specific task. Masana et al. [34] proposed a system of ternary-masks applied on to layer activations for preventing catastrophic forgetting and backward transfer. Yan et al. [54] proposed a Dynamical Expandable Representation (DER) for continual learning. In this work, channel-level masks are used for pruning the feature extractor. Rajasegaran et al. [37] proposed Random Path Selection (RPS). This approach uses a parameter isolation mechanism, distillation, and a replay-buffer to learn different paths for each task without the need for a task id during inference.

Exemplar-Free Continual Learning. This is one of the most challenging scenario in continual learning. In this paradigm, it is not possible to store any exemplars from the previously observed classes. Li et al. [27] proposed an exemplar-free data regularization approach to mitigate forgetting. This method distills knowledge of the previously observed classes to the new model into the new one in order to prevent weight drift while learning the new task data. Kirkpatrick et al. [23] described an exemplar-free weight regularization approach called Elastic Weight Consolidation (EWC) for preventing weight drift. Similarly, Aljundi et al. [1] proposed a method
that accumulates the importance of each model parameter by analyzing the effect of their change to the predicted output. Yu et al. [55] proposed a semantic drift compensation mechanism to compensate for feature drift in previous tasks by approximating it with the drift estimated with current task data. Toldo et al. [45] presented a framework for modeling the semantic drift of model weights of and estimating feature drift in the representation of previously learned classes. Pelosin et al. [36] proposed an attention distillation mechanism for exemplar-free visual transformer in task-incremental learning.

3. Method

In this section, we propose our approach to exemplar-free ViT-based class-incremental learning. We begin by introducing the problem setup for class-incremental learning and the transformer architecture used in subsequent sections to perform exemplar-free class-incremental learning with Vision Transformers.

3.1. Problem setup

Here we define the class-incremental learning setup and the specific Vision Transformer architecture we use.

Class-incremental learning setup. In class-incremental learning the model must learn a sequence of $T$ tasks, where each task $t$ introduces a number of new classes $C^t$. The data $D^t$ of task $t$ contains samples $(x_i, y_i)$, where $x_i$ is input data labeled by $y_i \in C^t$. Note that we consider the case in which there is no overlap between different task label sets: $C^i \cap C^j = \emptyset$ if $i \neq j$, as is commonly assumed [33]. The model is evaluated on all previously seen classes $C^{\leq t} = \bigcup_{j \leq t} C^j$. Class-incremental learning differs from task-incremental learning in that it has no access to the task label $t$ at inference time, and is therefore considered a more challenging setting [10, 47]. Furthermore, in this paper, we consider the more restrictive setup of exemplar-free class-incremental learning in which no data from previous tasks is saved.

Transformer architecture. We use a vision transformer based on the one proposed by [12] and the recent improvements of [46]. It consists of transformer encoder and decoder, each built with several multi-head attention blocks. In Figure 1 we give a schematic diagram of our architecture. Formally, the input image $x \in \mathbb{R}^{H \times W \times C}$ is passed through a patch tokenizer that splits $x$ into $N$ patches and projects them using a 2D convolutional layer to obtain a set of $N$ patch tokens $x_0 \in \mathbb{R}^{N \times D}$. A learnable position embedding is added to the patch tokens as in [16]. The patch tokens $x_0$ are passed as input to a sequence of $M$ transformer encoder blocks, each yielding tensors of the same dimensions. Each block is composed of a multi-head self-attention (SA) mechanism [49], layer normalization and a Multi-layer Perceptron (MLP), each with residual connections:

$$x_{l+1} = x_l + \text{MLP}(x_l)$$

We follow the design of CaiT [46], and only insert a class token in combination with a class-attention layer in the last block of the decoder. In our solution, the transformer decoder is composed of one single block. To distinguish the various parts of the transformer network, we define the image output prediction $\hat{y} = c(f(b(x; \Psi)))$, where the backbone features $b(x; \Psi) \in \mathbb{R}^{(N+1) \times D}$ parameterized by $\Psi$ are the output of the self-attention blocks, and $f(b(x; \Psi))$ refers to the feature output of the decoder before classifier $c$.

3.2. Gated class-attention

Parameter isolation methods work by isolating a limited set of parameters after learning each task [10, 32, 41]. We build upon the work of Hard Attention to the Task (HAT) [42] in which attention masks are learned for each task. The masks operate on the activations of the network. Parameters of the network used by previous tasks can be exploited by new tasks, thereby allowing for forward transfer,
but their update is restricted to prevent forgetting. The main strengths of this approach are the good forward transfer with little or no forgetting of previous tasks, together with the ability to automatically learn which neurons to dedicate to each task within the capacity limit of the neural network.

The forward pass of parameter isolation methods is usually conditioned on the task, and is therefore restricted to task-incremental learning. A possible way to extend these methods to class-incremental learning would be to run one forward pass for each task and then combine the task predictions (e.g., by concatenation). However, this would increase the run time linearly in the number of tasks. To limit computational overhead, we propose to only apply attention masks to the last block of the ViT. In Section 3.5, we investigate distillation to further reduce computational overhead.

**Mask-based class-attention gating.** We apply the attention-gating in the last transformer block, i.e. the decoder, which contains class-attention [46]. This block combines the patch tokens from previous blocks with a learnable class token \( \theta \). In Figure 2 (left) we give a schematic diagram of the gated class-attention block. We define a number of learnable masks \( m \) for task \( t \) as:

\[
m^t = \sigma(s A t^T),
\]

where, slightly abusing notation, \( t \) represents both a task index and a one-hot vector identifying the current task, \( A \) is a learnable embedding matrix, \( \sigma \) is the sigmoid activation function, and \( s \) is a positive scaling parameter. Here \( m^t \) refers to the neurons that have been selected for task \( t \).

We can now define the gated forward pass through the final class-attention block by introducing a mask for all the activations contributing to the final class token output. These masks correspond to: the input tokens \( (m_i^t) \), queries and keys \( (m_{Q,K}^t) \), values \( (m_v^t) \), the MLP \( (m_1, m_2) \), and the class-attention output \( (m_o) \). We can then compute the query \( (Q) \), key \( (K) \), value \( (V) \), attention \( (A) \) and self attention output \( (O) \) given the block token inputs \( O^t \) and these masks:

\[
p = [\theta, b] \in \mathbb{R}^{(N+1) \times D}
\]

\[
Q^t = W_q(p \odot m_i^t), \quad K^t = W_k(p \odot m_i^t), \quad V^t = W_v(p \odot m_i^t)
\]

\[
A^t = \text{softmax} \left\{ \left( (Q^t \odot m_{Q,K}^t) (K^t \odot m_{Q,K}^t)^T \right) / \sqrt{d/k} \right\}
\]

\[
O^t = W_o A^t (V^t \odot m_v^t).
\]

The gating mechanism is also applied to the MLP (see Eq. 1) according to:

\[
\begin{align*}
    y^t &= O^t + \theta \\
    u^t &= W_1 (b^t \odot m_i^t) , \quad v^t = W_2 (u^t \odot m_v^t) \\
    f^t &= v^t + O^t
\end{align*}
\]

We call this the Gated Class-Attention Block (GCAB). The masks are learned during the training of task \( t \) and their role is twofold: they select those activations that are used to compute the task-conditioned output and they restrict the backpropagation of future tasks, preventing changes to weights that used by previous tasks. Given that both \( m_i^t \) and \( m_v^t \) operate on the class token embedding \( \theta \), we set \( m_i^t = m_v^t \). In the experimental section, we show that good results are obtained when sharing the weights and setting \( m_{Q,K} = m_V = m_1 = m_o = m_i \), resulting in only two learnable masks \( m_1, m_2 \). In Figure 2 (left) we show the interaction between the masks \( m_1, m_2 \) and the class-attention block.

For each task a dedicated classifier \( c^t \) is added which produces predictions \( \hat{y}^t = W_{clf} f^t \odot m_o^t \) using the vector \( f^t \) output from the GCAB. We perform multiple forward passes of patches extracted from the backbone \( b^t \) through the decoder \( f^t \) (i.e. we pass it \( t \) times). For each pass \( s \), the obtained vectors \( l^s \) are then passed to the corresponding classifier \( c^s \). The classifier outputs are then concatenated \( C = [c^1, \ldots, c^t] \) and the binary cross entropy loss \( L_{BCE} \) is computed using the target vector.

**Training.** During the training of the current task \( t \) the scaling parameter \( s \) from equation 2, is scaled with the batch index: \( s = \frac{1}{s_{max}} + \frac{1}{s_{max}} (1 - \frac{i}{t_{max} - 1}) \), where \( i \) current batch index and \( t \) is the total number of batches in an epoch. This was found to be beneficial in [42].
At the end of the current task, the learned masks are accumulated as $m_t^{<t} = \max(m_t^{<t}, m_{t-1}^{<t})$, where $\cdot^{<t}$ stands for any of the specific mask subscripts introduced above. Accumulated masks $m_t^{<t}$ are used during backpropagation to prevent updating weights considered important for the tasks observed so far. The masks are learned by minimizing the following loss function:

$$L_{\text{GCAB}} = \lambda_{\text{GCAB}} \frac{\sum_x m_t^{<t} (1 - m_t^{<t})}{\sum_x 1 - m_t^{<t}}, \quad (5)$$

where $m_t^x$ is the mask learned at the current task $t$ for component $x$ of the GCAB. $x$ ranges over the mask subscripts described above, and $m_t^{<t}$ is the cumulative mask. $\lambda_{\text{GCAB}}$ is a tunable hyperparameter controlling the capacity of the masks learned during the tasks. This equation encourages new task mask $m_t^x$ to be sparse, however it permits use of activations already used by previous tasks $m_t^{<t}$ at no cost.

The cumulative masks also play a pivotal role during the training of new tasks. Consider, for example, weights $W_q$ that map from the input tokens (masked by $m_q^t$) to the queries (masked by $m_{QK}^{<t}$). We then define the elements of the weight mask according to $M_{q,k}^{<t} = 1 - \min(m_{q,t}^{<t}, m_{QK,t}^{<t})$ where $m_{q,t}^{<t}$ refers to the $k$-th element of $m_{q,t}^{<t}$. The update rule for the backpropagation of the gradient is then: $W_q = W_q - \lambda M_{q}^{<t} \odot \frac{\partial L}{\partial W_q}$. This update rule prevents the updating of part of the weights learned for previous tasks. The input mask also influences the updating of the class token embedding which is given by $W_\theta = W_\theta - \lambda (1 - m_\theta^{<t}) \odot \frac{\partial L}{\partial W_\theta}$. In the Supplementary Material we show the update rules for all weight matrices in the class-attention block.

### 3.3. Backbone Regularization and Cascaded Feature Drift Compensation

In the previous section we applied gating only to the last transformer block to limit computational overhead. Gating ensures that only minimal changes occur to the weights relevant to previous tasks, however the network can still suffer from forgetting due to backbone feature drift. To mitigate forgetting in the backbone, we apply regularization to these features.

A straightforward way to prevent forgetting in the backbone network via regularization is feature distillation [21]. Feature distillation encourages backbone features at task $t$ to remain close to those at task $t-1$, however, this was found to limit plasticity [13]. To ensure stability without sacrificing plasticity, some recent works in continual learning of self-supervised representations have proposed to learn a projector between feature extractors [15, 17]. This approach, called Projected Functional Regularization (PFR), introduces a projection network $p^t$ that maps the current backbone features to those of the previous backbone. PFR allows the new backbone to learn new features without imposing a high regularization penalty as long as the new features can still be projected back to those of the previous backbone. The PFR loss function is:

$$L_{\text{pfr}} = \lambda_{\text{pfr}} \mathbb{E}_{x \sim D^t} \left[ S \left( p^t (b (x; \Psi^t)), b (x; \Psi^{t-1}) \right) \right] \quad (6)$$

where $S$ is the cosine distance, $\lambda_{\text{pfr}}$ is a trade-off parameter, and $\Psi^t$ refers to the parameters of the backbone after learning task $t$.

The gained plasticity induced by PFR leads to a misalignment of the current backbone with previous class-attention layers and classifiers. Consider the predictions of the system after training $t$ tasks on data of task $s \leq t$: $\hat{y}_s = c^t(f^t(b^t(x)))$. The gating mechanism described above ensures that $c^t(f^t(\cdot)) \approx c^s(f^s(\cdot))$, however $b^t \neq b^s$. That is, the backbone feature representation at task $t$ has drifted away from the representation at previous task $s$. To address this we perform cascaded feature drift compensation (FDC) (see Fig. 2(b)) and exploit the learned projection networks $p^s$ in a cascade to align the current backbone with the learned class-attention block at any previous task $s$:

$$\hat{y}_s = c^t(f^t(p^{s+1}(p^{s-1}(p^{t-1}(p^t(b^t(x))))))) \quad (7)$$

All projection networks $p^s$ must be saved in this formulation in order to compute the projection cascade that compensates.
for backbone feature drift. In Section 3.5 we show how knowledge distillation can be used to eliminate the need for projection networks $p'$ at inference time.

To illustrate the effectiveness of cascaded feature drift compensation, we analyzed the embeddings produced by the GCAB. In Figure 3 we visualize the embedding produced by the GCAB using t-SNE [48]. The embedding of the images from the test set of the first task are shown after the training of the first task (Stage 1) and the second task (Stage 2). Only applying PFR during training results in a latent space where classes no longer align with their location after Stage 1 (see Figure 3(c)). This is problematic since the previously trained classifier of task 1 no longer aligns with them and will therefore suffer a significant drop in performance (as verified in our ablation study). After applying the cascaded feature drift compensation, the class distributions are mapped back to their original locations and align again with the classifier head (see Figure 3(d)). In conclusion, this illustration shows that cascaded feature drift compensation can be a strong tool to recover from feature drift in the backbone. This is important since it allows for high plasticity during the continual learning process.

### 3.4. Training Objective and Inference

The final objective we use for incremental training of the model is the sum of the three loss functions:

$$
\mathcal{L} = \mathcal{L}_{\text{BCE}} + \mathcal{L}_{\text{pfr}} + \mathcal{L}_{\text{GCAB}}
$$

After training the current task, an evaluation phase is performed over all classes seen so far. At task $t$, the model is tested for the tasks $t' \leq t$. All images are passed through the backbone to obtain tokens $b$. The tokens are passed $t$ times through the Gated Class-Attention Block. Based on the task index of the forward pass $t'$, the composition of the previously stored projection networks is used as in Equation 7 to align the current backbone features to those of previous task $t'$. In Figure 2 we give a schematic diagram of the Feature Drift Compensation mechanism during inference. During inference the parameter $s$ of Equation 2 is equal to $s_{\text{max}}$.

### 3.5. GCAB Distillation

To overcome the increased computational cost due to multiple forward passes for all tasks and the cascaded projection layers, we perform knowledge distillation [20] to transfer the class-conditioned GCAB (the teacher) into a single class-attention block (CAB) with the same architecture as the GCAB but without masks, and an aggregated classifier $c^{A_t}$ (student). This reduces the number of parameters, since the task projection networks are no longer needed, and eliminates the need for multiple forward passes. As shown in Fig. 4, the CAB and $c^{A_t}$ trained by minimizing the Kullback–Leibler (KL) divergence between the logits output by the teacher and student models. Note that this distillation is conducted only with the data from task $t$, while the transformer backbone $b$ and teacher hyper-classifier are frozen during training. We also investigate the use of static masks in the CAB to leave unused capacity in the student network in order to accommodate potential future tasks (see Section 4.3 for details).

### 4. Experimental Results

For our experiments, we consider three datasets: CIFAR-100 [24], Tiny-ImageNet [25] and ImageNet100 [40] (for details see the Supplementary Material). We set the number of transformer encoder blocks to $M = 5$, each one with $H = 12$ heads for the multi-head self-attention mechanism. The dimension of the embeddings is set to $D = 384$. We train each task for 500 epochs using Adam with $lr = 1e^{-4}$ and a batch size of 128. At inference time, we deactivate layer normalization in the classifier for the experiments with a larger first task, since it induces a task bias. We set hyper-parameters $\lambda_{\text{pfr}} = 0.001$, $\lambda_{\text{GCAB}} = 0.05$ and $s_{\text{max}} = 800$.

### 4.1. Comparison with the State-of-the-art

**Equal task split scenarios.** We consider two different CIL scenarios: 5 tasks and 10 tasks equally split among all classes. For CIFAR-100, tasks contain 20 classes for the 5 task scenario and 10 for the 10 task scenario. For Tiny-ImageNet and ImageNet100 we consider only the 10-task scenario, with 20 and 10 classes in each task, respectively. For CIFAR-100 and Tiny-ImageNet the images are split in $N = 64$ patches. For ImageNet100 the number of patches is $N = 196$. We report the task-agnostic top-1 accuracy over all the classes of the dataset after training the last task:

$$
\text{ACC}_{T, \text{TAG}} = \frac{1}{N} \sum_{i=1}^{N} a_i,
$$

where $N$ is the total number of classes in the dataset. For the task-aware scenario we report the mean accuracy over all the tasks after training the last task:

$$
\text{ACC}_{T, \text{AW}} = \frac{1}{T} \sum_{t=1}^{T} a_t,
$$

where $T$ is the total number of tasks. We compare our approach with several methods: ER [39], AGEM [9], iCarl [38], FDR [3], DER++ [4], ERT [5], RM [2], LVT [51], DyToX [14], and A-D [36]. The memory buffer for the exemplar-based methods is lim-
with higher accuracy at the cost of storing more exemplars. Increasing the buffer further allows DyToX to obtain significantly higher task-agnostic accuracy on CIFAR-100 in the 10-task scenario. The performance of our method is higher than all the other competitors by a large margin. Especially notable is the improved results with respect to DyToX which is based on the same architecture as ours but uses exemplars.

We compare our model with several state-of-the-art methods. For this scenario we report the average incremental accuracy defined as: \( ACC_{AVG} = \frac{1}{T} \sum_{t=1}^{T} a_t \) where \( a_t \) is the task-agnostic accuracy computed over the classes observed up to task \( t \) (as used by [45] for this experiment). In Table 2, we observe that our method obtains the best performance on CIFAR-100 and TinyImageNet. The gain on the CIFAR-100 5-task scenario is especially notable, where we outperform the state-of-the-art by over 5%.

### Table 1. Comparison on CIFAR-100, Tiny-ImageNet, and ImageNet100.

| Method         | # Params | Exemplar-Free | CIFAR-100 5 Tasks | Tiny-ImageNet | ImageNet100 |
|----------------|----------|---------------|-------------------|---------------|-------------|
|                |          |               | (Class-IL, Task-IL) | (Class-IL, Task-IL) | (Class-IL, Task-IL) |
| ER [39]        | 11.2     | ✓             | 21.94, 62.41      | 14.23, 67.57  | 8.79, 39.16  |
| AGEM [9]       | 11.2     | ✓             | 17.97, 53.55      | 9.44, 55.04   | 8.28, 23.79  |
| icARL [38]     | 11.2     | ✓             | 30.12, 55.70      | 22.38, 60.81  | 8.64, 28.41  |
| FDR [3]        | 11.2     | ✓             | 22.84, 63.57      | 14.85, 65.88  | 8.77, 40.15  |
| DER++ [4]      | 11.2     | ✓             | 27.46, 62.55      | 21.76, 59.54  | 11.16, 40.91 |
| ERT [5]        | 11.2     | ✓             | 21.61, 54.75      | 12.91, 58.49  | 10.85, 39.54 |
| RM [2]         | 11.2     | ✓             | 32.23, 62.05      | 22.71, 66.28  | 13.58, 41.96 |
| LVT [51]       | 8.9      | ✓             | 39.68, 66.92      | 35.41, 72.80  | 17.34, 46.15 |
| DyToX† [14]    | 10.7     | ✓             | 36.52, -          | 25.04, -      | 13.14, -     |
| A-D† [36]      | 5.6      | ✓             | 15.61, 42.82      | 16.77, 55.53  | -            |
| Ours†          | 12.4     | ✓             | 49.36, 81.01      | 35.90, 82.08  | 26.82, 65.92 |
| Ours (dis-80)† | 10.7     | ✓             | 48.85, 79.75      | 35.42, 81.97  | 26.44, 65.02 |

Table 1. Comparison on CIFAR-100, Tiny-ImageNet, and ImageNet100. All methods except ours and A-D use a memory buffer of 200 exemplars. The accuracies reported here are the average incremental accuracies (as used by [45] for this experiment). In parentheses are the number of layers of the MLP used for PFR.

| Method         | CIFAR-100 | Tiny-ImageNet |
|----------------|-----------|---------------|
|                | (Class-IL, Task-IL) | (Class-IL, Task-IL) |
| EWC [23]       | 26.26     | 14.63         |
| LWF [27]       | 39.51     | 40.62         |
| LWM [11]       | 40.49     | 28.39         |
| PASS [60]      | 56.53     | 47.00         |
| SDC [55]       | 57.62     | 47.89         |
| Evanescent [45]| 59.37     | 48.56         |
| Ours           | 65.05     | 50.01         |

Table 2. Comparison of methods on CIFAR-100 and TinyImageNet on the larger first task scenario for 5 tasks. The accuracies reported here are the average incremental accuracies \( ACC_{AVG} \).

| Method         | Gated Attention | Backbone Regularization | Feature Drift Compensation | ACC_{TAG} |
|----------------|-----------------|-------------------------|---------------------------|-----------|
|                |                  |                         |                           | 11.90     |
| ✓              | ✓               | ✓                       |                           | 31.35     |
| ✓              | ✓               | ✓                       | FDR                       | 30.50     |
| ✓              | ✓               | ✓                       | PFR (2)                   | 7.96      |
| ✓              | ✓               | ✓                       | PFR (1)                   | 31.82     |
| ✓              | ✓               | ✓                       | PFR (2)                   | 35.90     |

Table 3. Ablation study on the components of our architecture. Results are on the 10-task scenario on CIFAR-100. We report the average incremental accuracy \( ACC_{TAG} \). In parentheses are the number of layers of the MLP used for PFR.

### Larger first task scenarios.

In this setting the number of classes involved in the training of the architecture during the first task is 40 for CIFAR-100 and 100 for TinyImageNet. The remaining classes (60 and 100, respectively) are then split into 5 tasks. This scenario is less challenging than the \( \text{equal task split scenario} \) because it allows training of a high-quality backbone on the first task. This setup is often used by exemplar-free methods which during continual learning can then rely on the backbone trained during the first task. We only compare to other exemplar-free methods in this experiment.

We compare our model with several state-of-the-art methods. For this scenario we report the average incremental accuracy defined as: \( ACC_{AVG} = \frac{1}{T} \sum_{t=1}^{T} a_t \) where \( a_t \) is the task-agnostic accuracy computed over the classes observed up to task \( t \) (as used by [45] for this experiment). In Table 2, we observe that our method achieves this performance on CIFAR-100 and TinyImageNet. The gain on the CIFAR-100 5-task scenario is especially notable, where we outperform the state-of-the-art by over 5%.
4.2. Ablation Study

We ablate on the importance of the different components of our approach. In Table 3 we report six possible configurations on the 10-task split of CIFAR-100. First, we consider fine-tuning our architecture without applying any continual learning strategy to the base architecture (11.90%). Then we apply the gated class-attention mechanism to the transformer decoder. This solution increases the average accuracy by 20%, showing the importance of preventing forgetting in the final block. As explained in Section 3.2, we use only two masks for gating the transformer decoder. This does not prevent backbone weight drift when passing from one task to the next. Therefore, we apply a simple backbone regularization based on feature distillation [21] which does not increase overall performance (30.50%). When we replace feature distillation with the projected function regularization in combination with feature drift compensation, we obtain better performance – notably, a more than 5% increase when using a 2-layer MLP. These results confirm the importance of projecting the learned backbone features to the previous features space.

We additionally analyze the design of the masks considered in the Gated Class-Attention Block. We consider the larger first task scenario, 40 classes in the first task, and the remaining are split equally split in 5 tasks. As reported in the left part of Figure 5, we plot the results obtained with two different choices for the masks: 1) For the orange curve $m_{QK} \neq m_V \neq m_1 \neq m_o \neq m_2$. 2) For the blue curve $m_{QK} = m_V = m_1 = m_o = m_2$. From the figure we see that using the two masks for the gated class-attention block provides the best results. In the Supplementary Material we report the percentage of masked capacity used in relation to the increase in the number of classes observed on CIFAR-100 for both 5- and 10-task scenarios.

4.3. GCAB Distillation

We conduct the experiments with GCAB distillation in four scenarios: CIFAR-100 with 5 and 10 tasks, and TinyImageNet with 5 and 10 tasks. We freeze the transformer encoder, projection network, GCAB, and classifiers after the last task and train the student CAB (as shown in Figure 4) with an Adam optimizer and a learning rate $5 \times 10^{-3}$ for 200 epochs with only data from the last task. When performing GCAB distillation we use static binary masks at the same position as the masks in GCAB (see Fig. 2 (right)) to control the capacity usage in the student CAB (this potentially allows us to continue training on further tasks).

From the results in Figure 6 we see that GCAB distillation obtains almost the same performance as the model before distillation when the capacity usage is higher than 80%, and only a small performance drop at 60% capacity usage. As shown in Table 4, GCAB distillation can overcome the increased computational cost from multiple forward passes for all tasks during inference.

5. Conclusion

We presented an exemplar-free approach to class-incremental Visual Transformer training. Our method, through the Gated Class-Attention Mechanism, achieves low forgetting by learning and masking important neurons for each task. High plasticity is ensured via backbone regularization and Feature Drift Compensation using a cascade of feature projection networks. Through classifier distillation, we are able to overcome the limitations due to the multiple forward passes and computational overhead required by multiple forward passes through a task-conditioned network. Ours is one of the first effective approaches to exemplar-free, class-incremental training of ViTs.
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A. Supplementary Material

A.1. Datasets

The CIFAR-100 dataset is composed of 60,000 images, each 32 × 32 pixels and divided into 100 classes. Each class has 500 training and 100 test images. The Tiny-ImageNet is a reduced version of the original ImageNet dataset with 200 classes. The classes are split into 500 training, 50 for validation, and 50 for test (for a total number of 120,000 images). The images are 64 × 64 pixels. The ImageNet100 dataset is a selection of 100 classes from the larger ImageNet dataset (composed of 1000 classes). The images in this reduced version are 120,000 for training and 5000 for test. For our purposes, we resized the images of this third dataset to 224 × 224.

A.2. Update Rules for Gated Class-Attention

The backpropagation update rules are the following:

\[
\begin{align*}
W_Q &= W_Q - \lambda M_Q^{ct} \odot \frac{\partial L}{\partial W_Q} \\
W_v &= W_v - \lambda M_v^{ct} \odot \frac{\partial L}{\partial W_v} \\
W_q &= W_q - \lambda (1 - m_v^{ct}) \odot \frac{\partial L}{\partial W_q} \\
W_k &= W_k - \lambda M_k^{ct} \odot \frac{\partial L}{\partial W_k} \\
W_W &= W_W - \lambda M_W^{ct} \odot \frac{\partial L}{\partial W_W} \\
W_{aw} &= W_{aw} - \lambda (1 - m_W^{ct}) \odot \frac{\partial L}{\partial W_{aw}}
\end{align*}
\]

and the weight masks are defined as:

\[
\begin{align*}
M_Q^{ct} &= 1 - \min(m_Q^{ct}, m_Q^{ct,K,l}) \\
M_v^{ct} &= 1 - \min(m_v^{ct}, m_v^{ct,l}) \\
M_k^{ct} &= 1 - \min(m_k^{ct}, m_k^{ct,l}) \\
M_W^{ct} &= 1 - \min(m_W^{ct}, m_W^{ct,l}) \\
M_{aw}^{ct} &= 1 - \min(m_{aw}^{ct}, m_{aw}^{ct,l})
\end{align*}
\]

A.3. Additional results

Accuracy Matrices. In Figures 7 and 8, we show the task aware and task agnostic accuracy matrices for the 5-task scenario on CIFAR-100. We observe that, through our gated class-attention block, we achieve stable accuracy on previous tasks in the task-aware scenario. In Figure 8 the task-agnostic matrix shows a drop in performance when learning new tasks. However, this behaviour is expected since the problem becomes increasingly complex when adding new tasks.

Cumulative Metrics. To verify the accuracy and forgetting of our method, we compute the Cumulative Accuracy and Cumulative Forgetting as defined by [43]. We see from Figure 9 that the cumulative accuracy of our model in the 10-task scenario on CIFAR-100 is stable without any drop when increasing the number of observed tasks. We report in Figure 10 the cumulative forgetting for each task. Even if there is a slight increase for early tasks, the cumulative forgetting does not increase above 4%.

Gating Capacity. In Figure 11, we show the percentage of used masked capacity as tasks are added. The experiments were performed on CIFAR-100 dataset for 5- and 10-task scenarios. We observe that most of the available capacity is used during the firsts tasks. For subsequent ones the percentage of occupied capacity is significantly lower compared to the first ones. From the 5-task scenario...
Figure 9. Cumulative Accuracy on the 10-task scenario of CIFAR-100.

Figure 10. Cumulative Forgetting on the 10-task scenario of CIFAR-100.

curve we that there is almost 10% of the capacity available for possible new incoming tasks. For the 10-task scenario, however, after completing 60% of the tasks the capacity is almost full and the last tasks are using less than 2% of capacity each.

Equal task split scenarios: Exemplar-free comparison. In Table 5 we compare our method with other exemplar-free approaches from the state-of-the-art on the equal task split scenario. We observe that our method outperforms PASS [60] (that uses self-supervision for guiding incremental learning) and SDC [55]. The results show a significant drop SDC performance compared to the results in Table 2. This is because SDC is very sensitive to the size of the initial task since it requires a strong backbone. The original paper only includes results on larger first tasks. The good results of PASS show the strength of self-supervised representations which generalize well to new tasks. We think that this observation is complementary to our method and that they could also be combined in future work.

A.4. Hyperparameter Analysis

We analyze the importance and the robustness of our method with respect to the hyperparameters described in Section 3. In Figure 13 we show the behavior of our method in terms of $ACC_{TAG}$ on the CIFAR-100 5-task scenario under changing hyperparameters. In particular, in the upper part of the figure the accuracy as a function of $\lambda_{GCAB}$ is shown. In this plot the other hyperparameter $\lambda_{pfr}$ is kept fixed at 0.001 (as described in Section 4 of the main text). The accuracy is stable, confirming the robustness of our method over a wide range of values of $\lambda_{GCAB}$. Only for extremely large values of $\lambda_{GCAB}$ does the accuracy significantly drop.

In the lower part of Figure 13 we show the variation of the $ACC_{TAG}$ as a function of $\lambda_{pfr}$, when $\lambda_{GCAB} = 0.05$. For higher values of $\lambda_{pfr}$, the value of $L_{BCE}$ and $L_{GCAB}$, pushing the model to not correctly learn useful features for the classification and the mask. For smaller values of $\lambda_{pfr}$ the magnitude of this term of the loss function is comparable with the others, which emphasizes the importance of correctly learning a projector net-

|       | CIFAR-100 10 Splits | Tiny-ImageNet 10 Splits | ImageNet100 10 Splits |
|-------|---------------------|-------------------------|-----------------------|
| Ours  | 49.36               | 35.90                   | 26.82                 |
| PASS  | 48.28               | 33.76                   | 24.23                 |
| SDC   | 6.65                | 7.41                    | 3.94                  |

Table 5. Exemplar-free methods comparison on Equal task split scenarios.
Figure 12. t-SNE visualization of embedding space (output of $f(\cdot)$) at the first two tasks (task-agnostic). (a) Results after Stage 1. Results after Stage 2 (b) without PFR during training, (c) with PFR during training but without feature drift compensation, and (d) with PFR during training and with feature drift compensation.

A.5. Additional Embedding Visualizations

We report here the complete visualization of the embeddings produced with and without the projection network cascade. In column (a) of the Figure 12 we show the embedding obtained after the training of the first task. In column (b) we report the result of the embedding without PFR during training. In column (c) and (d) we show the embeddings obtained using the PFR during training. The difference between (c) and (d) is the use of the Feature Drift Compensation mechanism during inference. The different rows of the figure show the embeddings produced by the network for the different tasks.

The projection network learned during the training of the second task is used to align the embeddings produced by the current backbone to the ones produced by the previous one. We see that during inference on first task data after the training of the second task (i.e. Stage 2 in Figure 12) the Feature Drift Compensation better preserves first-task clusters in embedding space: using the projection network, the embeddings of first task classes are clearly clustered. We also analyze the test set embedding features of the second task (second row), after the training of the second task. In Figure 14 the task-aware feature embeddings with and without the use of the Feature Drift Compensation during the inference are reported.
A.6. Comparison of Our Contribution with Other Methods

To clarify our contribution in this paper, we summarize the difference compared with recent continual learning methods in Table 6 and Table 7. As shown in Table 6, our method is the first exemplar-free class incremental learning method based on the transformer. [36] also propose a transformer-based CL method with attention distillation, but for task-incremental learning. The method of [52] requires a pre-trained backbone and dynamically prompts it to a sequence of tasks. [14] propose a transformer-based method with dynamic token expansion for continual learning. This method achieves very good performances on CIL, but requires exemplars for mitigating the forgetting. Finally [51] propose a lifelong vision transformer without any pretraining but requiring exemplars.

| Method   | Architecture | Exemplars-Free | Non-Pretrained |
|----------|--------------|----------------|----------------|
| Ours     | ViT          | ✓              | ✓              |
| Dytox [14] | ViT          | ✗             | ✓              |
| LVT [51] | ViT          | ✗             | ✓              |
| A-D [36] | ViT          | ✓              | ✓              |
| Prompt [52] | ViT          | ✓              | ✓              |

Table 6. Comparison with published state-of-the-art approaches.

In Table 7 we report recent parameter-isolation continual learning methods. To the best of our knowledge, ours is the first exemplar-free class-incremental learning method trained completely from scratch. Piggyback [31] uses task-specific binary masking for adapting the backbone network to new tasks. Although it does not use exemplar rehearsal, it is based on a pretrained backbone. Similarly, [32] describe PackNet which is based on task-aware iterative pruning and re-training to mitigate forgetting and increase plasticity. These methods apply the learned masks directly to the weights of the network. Another category of parameter-isolation methods instead apply the masks to the layer activations. [42] describe a task-aware method for preventing updates to weights that are most useful for previous tasks. Similarly, [34] propose a ternary-mask method without the need for pretraining or exemplars. Despite their effectiveness, these activation masking methods are task-aware. Our instead is the first parameter isolation, task-agnostic and exemplar-free approach trained entirely from scratch.

| Method      | Weight/Activations | Class-incremental | Scratch | Exemplar-free |
|-------------|---------------------|-------------------|---------|---------------|
| Piggyback [31] | Weights            | ✗                 | ✓       | ✓             |
| PackNet [32] | Weights            | ✓                 | ✓       | ✓             |
| HAT [42]    | Activations         | ✓                 | ✓       | ✓             |
| Ternary [34] | Activations         | ✓                 | ✓       | ✓             |
| Ours        | Activations         | ✓                 | ✓       | ✓             |

Table 7. Comparison with different parameter-isolation approaches from the state-of-the-art.
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