Systematically improved melting point prediction: a detailed physical simulation model is required†
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Accurate prediction of fundamental properties such as melting points using direct physical simulation is challenging. Here, we investigate the melting point (Tm) of alkali halides that are often considered to be the simplest category of salts. Popular force fields that have been examined for this task leave considerable room for improvement. Recently we introduced a new force field for alkali halides (WBK) as part of the Alexandria project, featuring explicit polarisation and distributed charges. This new force field significantly improves the prediction of a large set of physicochemical properties and in this contribution we show that the same is valid for the prediction of Tm. For reference, we calculated Tm using a non-polarisable force field by Joung and Cheatham (JC), and compare our results to existing literature data on the widely used Tosi–Fumi (TF) parameters. In contrast to the predictions of the WBK model, the JC force field consistently overestimates the experimental Tm, while the accuracy of the TF model strongly depends on the investigated salt. Our results show that the inclusion of more realistic physics into a force field opens up the possibility to accurately describe many physicochemical properties over a large range of temperatures, even including phase transitions.

Phase transitions are an everyday phenomenon that have considerable impact on our lives. Despite their ubiquity and technological importance, the atomistic details, microscopic kinetics and thermodynamics are not yet completely understood.1−4 This can partially be attributed to the challenge to study such transitions experimentally on an atomistic level, in particular the initial stages and underlying dynamics.2,5 The development of accurate models for computer simulations can contribute to this critical issue and we have recently published a new set of polarisable interionic potentials for alkali halides.6 Their widespread existence and relevance in nature and technological applications make alkali halides an important target for study.7−15 The force field was developed to accurately describe gas phase properties, such as vibrational frequencies and dipole moments, as well as crystal densities at room temperature, with the ultimate goal to be phase transferable.6 In our recent contributions, we showed that this is the case. The force field performs well for molten salts, both pure alkali halides and mixtures, with improved results for equilibrium and dynamical properties in comparison to both experiments and other force fields.6,16,17

In contrast to molecular mechanics, ab initio quantum chemistry calculations are in general considered to provide the most accurate approach to calculate physicochemical properties via computer simulations. Melting points have been determined using ab initio Molecular Dynamics (MD), however this is computationally demanding, in particular for strongly ionic substances,18 and the accuracy is limited by sampling and system size convergence.19 Wang et al. determined e.g. the melting point of tungsten with an error of 7% of the experimental value. A more recent study by Rang & Kresse determined e.g. the melting point of MgO using a first principles approach with an accuracy of ≈2–11%, depending on the applied functionals.18 To our knowledge no ab initio melting simulations for alkali halides have been reported. Besides melting points, other properties were evaluated for alkali halides using first principle calculations. Gopikrishnan et al.20 calculated lattice energies of alkali halides with an RMSD of ≈70 kJ mol−1 that, in fact, can be predicted more accurately by our polarizable model using classical MD simulations (RMSD 16 kJ mol−1) and other force fields.6 On the other hand, first principle calculations offer the possibility to calculate properties such as the band-structures of materials that cannot be obtained with classical simulations.20 However, quantum chemistry methods remain severely limited by computational demands.
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†Electronic supplementary information (ESI) available: Further simulation details are described. The determined melting points are tabulated for the WBK and JC (TIP3P-compatible) model, and for reference also experimental values and other simulation results are provided. In addition plots showing the final file size vs. the simulation temperature, the diffusion coefficient vs. the simulation temperature, and the radial distribution functions for the respective temperature are provided for each salt and force field. See DOI: 10.1039/c9cc06177k
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and nanosecond simulations for systems of thousands of particles are still firmly out of reach for first principles MD simulations. Therefore, accurate classical MD simulations remain the most practical route to study properties such as melting points of complex systems.

In a previous evaluation, Aragones et al. pointed out that “there is still room for improvement in the area of force-fields for alkaline halides, given that so far most models are still unable to describe a simple yet important property such as the melting point”. In the energy industry molten salts play an important role for use as solvent, e.g. in the production of aluminium or in pyroprocessing of nuclear waste, as heat transfer medium, as thermal energy storage in concentrated power plants, or as electrolyte in liquid metal batteries. In these applications, the melting point, \( T_m \), is of particular interest as it defines the minimal temperature at which the salts can be used in the liquid state. Often eutectic salt mixtures are used in industry, providing the advantage of a significantly lowered melting point, and a direct liquid–solid phase transition thereby avoiding mixed phases, that is where solid and liquid phase are present at the same time. In our latest contribution we showed that our polarisable force field is indeed able to accurately predict physicochemical properties, such as the conductivity, of such a mixture.

As an alternative to using polarisable models, Leontyev and Stuchebrukhov introduced ions with effective charges that are scaled down in order to mimic the electronic dielectric screening in condensed matter. Such models work in conjunction with other effective-charge empirical models such as popular water models. Fuentes-Azcárt et al. explored this charge scaling approach for some alkali halide ions (Na\(^+\), K\(^+\), Cl\(^-\) and Br\(^-\)) and observed that in pure alkali halide salts the lattice energies are significantly off (\(>10\%\)) despite correct crystal densities.

The theory behind the melting of alkali halides, of both single component and binary mixtures, was reviewed by Galwey. In general, the structural changes that occur when crystals melt are not known in detail, and the physical mechanism is not properly understood. Indeed, little is known about the spatial interrelationships of the components within the melt formed at temperatures at and immediately above \( T_m \). It is pointed out that the knowledge of the molten state is incomplete, including the relationships between thermodynamic properties and structures. Using our new force field we were able to contribute to this issue, by directly connecting structural, dynamical and thermodynamical properties in molten salts.

Two main definitions have been used to investigate melting: (i) the melting point is considered to be the point where the Gibbs free energy of the solid equals that of the melt; (ii) there are characteristic changes in the solid as \( T_m \) is approached, e.g. the formation of a critical concentration of Schottky defects. However, there is still no generally acceptable theoretical model for melting or identification of the factors that control the transformation of solid crystal to liquid melt.

For determining the melting points computationally we choose the so-called liquid–solid direct coexistence method (Fig. 1). Other applicable methods would be e.g. free energy calculations or the Hamiltonian Gibbs–Duhem integration. These different methods were tested by Aragones et al. on alkali halides, and shown to give consistent results. Regarding the liquid–solid coexistence method, a starting configuration has to be set up where the solid crystal is in direct contact with its melt (Fig. 1). The liquid–solid coexistence box is then simulated using constant pressure simulations at different temperatures. Depending on the temperature, the system evolves either to become a crystal or a melt. The different salts are simulated in a wide range of temperatures around the experimental melting point to determine the melting point of the force field, \( T_{m,ff} \). It is determined here by the average of the highest temperature where the salt is still a solid and the lowest temperature where the salt is a melt. In order to evaluate the final phase (i.e. solid or liquid) of the simulated salt boxes that were run for 5 ns at each temperature, both diffusion coefficients and radial distribution functions were evaluated for the last 100 ps. Using the diffusion coefficients it was determined whether the salt was liquid or solid, while the radial distribution function allowed us in addition to investigate the solid’s crystallinity (i.e. whether the crystal structure was stable). For more details the reader is referred to the ESI.

Recently, Martiniani et al. proposed an information-theoretic approach to detect phase transitions from the size of a compressed trajectory file. The rationale for this is that a solid is more ordered than a liquid and therefore compression algorithms should be able to decrease file size more. We tested this approach on the final structure files of our WBK coexistence simulations and confirmed that the method yielded the same results as the diffusion test described above (see ESI, Fig. S1).

For the evaluation of the melting points of alkali halides with a fcc structure at high temperature (i.e. all alkali halides except CsBr and CsI), we employed our polarisable force field (called WBK, Wang-Buckingham) and a non-polarisable force field due to Joung & Cheatham, dubbed JC (the variant that is compatible with TIP3P water was used). Our results are compared to literature results from Aragones et al. who tested three force fields for NaCl (JC (SPC/E-compatible), Smith–Dang (SD), and Tosi–Fumi (TF)). In that work, the salt-specific TF parameters were applied for eleven alkali halides (LiF, LiCl, NaF, NaCl, KF, KCl, RbF, RbCl and RbBr). Joung & Cheatham presented three sets of ion-specific parameters for the AHs, which are compatible with the water models TIP3P.
TIP4P-Ew\textsuperscript{44} and SPC/E.\textsuperscript{45} While Aragones \textit{et al.} tested the SPC/E-compatible set for NaCl, we choose to test the TIP3P-compatible set. There are several differences that distinguish the applied force fields: (i) the WBK, JC and SD force field use ion-specific parameters, whereas the TF model uses salt-specific parameters; (ii) the WBK model is polarisable using a core–shell model, while the JC, SD and TF model are non-polarisable; (iii) the WBK model uses distributed charges, while the JC, SD and TF model use point charges; (iv) the van der Waals interactions are modelled differently: WBK uses a buffered Buckingham potential that has no singularity and has in general a softer repulsive part.\textsuperscript{46} JC and SD use a 12-6 Lennard-Jones (LJ) potential, and the TF model employs a Buckingham potential that is extended by a $r^{-8}$ term. (v) JC and SD use the Lorentz–Berthelot combining rules, TF has no combining rules as the parameters are salt-specific, and WBK uses combining rules introduced by Hogervorst.\textsuperscript{47}

Fig. 2 shows the calculated melting points for all alkali halides (AHs) that reside in a NaCl-structure at high temperature in comparison to experimental data (black). In addition to our results using the polarisable force field (WBK, light blue) and the non-polarisable force field (JC (TIP3P-compatible), green rhomb), also results from Aragones \textit{et al.} are shown for comparison.\textsuperscript{21} Most of the results from Aragones, \textit{i.e.} melting points for 11 AHs, were calculated applying the Born–Mayer–Huggins potential using the Tosi–Fumi (TF) salt-specific parameters that have been used extensively for simulating AHs (red).\textsuperscript{48–54} Additionally, Aragones \textit{et al.} calculated the melting point of NaCl with two other force fields, namely JC (SPC/E-compatible),\textsuperscript{19} and the model by Smith \& Dang (SD).\textsuperscript{41,42}

From Fig. 2 it is clear that the non-polarisable force field from JC (TIP3P-compatible) systematically overestimates the melting points with a root mean square deviation (RMSD) of 250 K and a mean signed error (MSE) of 237 K. In contrast, the accuracy of the melting points determined using the non-polarisable TF model vary. There is good agreement with the experimental melting points for certain salts, such as NaCl, NaBr, KCl and KBr, but less good agreement for the other tested salts, with the largest deviation for NaF ($\approx$ 600 K). The results show that in principle it is possible to obtain accurate melting points using a non-polarisable force field; the key being the parameterisation of the force field and the properties that the model is optimised for. While it might be simple to predict one specific property, it is very challenging to model many different properties accurately at the same time, even more so over a large range of temperatures that might include phase transitions.\textsuperscript{56} Already in the 70s it was noticed by Adams \& McDonald,\textsuperscript{48} Lewis \textit{et al.},\textsuperscript{49} Michielsen \textit{et al.} and Cicotti \textit{et al.}\textsuperscript{50} that the TF potential has severe deficiencies to describe certain physicochemical properties of some salts. In particular the inclusion of polarisability might be crucial for a better description of high temperature physicochemical properties.\textsuperscript{48,58} The TF model does not seem to be reliable enough to predict many different physicochemical properties which suggests that even more care is needed when applying such a force field to mixtures of salts. Nevertheless, there are recent examples of the use of TF salt-specific parameters for mixtures.\textsuperscript{51,52} The $T_m$ for the 11 salts investigated\textsuperscript{21} has an RMSD of 226 K with a MSE or $-93$ K, caused by the fact that the TF parameters significantly underestimate some of the melting points. Lewis \textit{et al.}\textsuperscript{49} investigated LiI (which is not included in the study by Aragones \textit{et al.}) using the TF parameters, and observed that the crystal (simulated with 3-dimensional boundary conditions) is not stable at the melting point, but melts: this indicates that the force field's melting point is at least 20–30% too low for this salt.\textsuperscript{59} The other tested force fields, JC (SPC/E-compatible) and SD, overestimate the experimental value of NaCl by more than 200 K, and are very close to the predicted value by JC (TIP3P-compatible).

The polarisable WBK force field (stars, light blue) performs significantly better than the other non-polarisable force fields, and the systematically improved predicted melting points follow the experimental trend rather well, with the largest deviation for LiCl, LiBr and LiI. For the polarisable force field WBK we find an RMSD of 79 K and a MSE of 21 K. The RMSD is three times lower than for JC and the accuracy of prediction of the melting points of alkali halides using computer simulations is to the best of our knowledge unprecedented.

The Li-salts seem to be more challenging to model accurately and this could be related to the stability of the crystal structure in the liquid–solid coexistence box. While no stability issues were observed with the solid fraction using the WBK force field, we indeed observed that the crystal structure of LiBr and LiI changed using the JC (TIP3P-compatible) force field. In fact, it was not possible to obtain a stable starting configuration where on the one side the solid would remain in the NaCl-structure with the other side being a melt for these two salts using the JC force field. Instead the crystal structure changed (see ESI,\textsuperscript{†} radial distribution functions). The melting
dramatically increases the predictive power, to the point where even physical van der Waals interaction in models of alkali halides due to the larger difference in size between cation and anion.†

In this contribution we have demonstrated that the inclusion of explicit polarisation and distributed charges as well as more physical van der Waals interaction in models of alkali halides dramatically increases the predictive power, to the point where even very challenging properties such as $T_m$ can be derived with reasonable accuracy. It is important to point out that the WBK model resulted from systematic testing and development of a range of different potentials. Therefore, it is now possible to model many physicochemical properties, over a large range of temperatures, even including phase transitions. A polarisable model comes at extra computational costs, however, especially when investigating properties that rely on an accurate description of dynamic properties the inclusion of polarisability is the road ahead.16,17 The mechanisms behind melting and phase-transitions at large are still not completely understood but we are confident that with improved accurate force fields in general it will be possible to gain further insights in these processes. Such theoretical methods can contribute to the prediction of phase-transition processes that are challenging to capture experimentally.
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