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Abstract. Predictive modeling is the key factor for saving time and resources with respect to manufacturing processes such as fermentation processes arising e.g. in food and chemical manufacturing processes. According to Zhang et al. [36] the open-loop dynamics of yeast are highly dependent on the initial cell mass distribution. This can be modeled via population balance models describing the single-cell behavior of the yeast cell. There have already been several population balance models for wine fermentation in the literature. However, the new model introduced in this paper is much more detailed than the ones studied previously. This new model for the white wine fermentation process is based on a combination of components previously introduced in literature. It turns it into a system of highly nonlinear weakly hyperbolic partial/ordinary integro-differential equations. This model becomes very challenging from a theoretical and numerical point of view. Existence and uniqueness of solutions to a simplified version of the introduced problem is studied based on semigroup theory. For its numerical solution a numerical methodology based on a finite volume scheme combined with a time implicit scheme is derived. The impact of the initial cell mass distribution on the solution is studied and underlined with numerical results. The detailed model is compared to a simpler model based on ordinary differential equations. The observed differences for different initial distributions and the different models turn out to be smaller than expected. The outcomes of this paper are very interesting and useful for applied mathematicians, winemakers and process engineers.

1. Introduction. Many processes arising in diverse contexts can be classified as fermentation processes, such as manufacturing of some food products and of some industrial and pharmaceutical chemicals. An overview of fermentation products can be found in Chojnacka [3]. This work deals with the process of white wine fermentation. In the literature many models based on ordinary differential equations (ODEs) exist to model the process of wine fermentation e.g. David et al. [7, 8], Günther and Velten [13]. Miller and Block [22] recently published a review looking at several different ways of modeling the process of wine fermentation also including heat transfer and convective mixing but mostly focused on red wine fermentation. However, Zhang et al. [36] claimed that the open-loop dynamics of yeast are highly dependent on the initial cell mass distribution. This is why, we introduce a new model consisting of a combination of different components from the literature. This model describes the wine fermentation process taking the yeast cell growth dynamics into account. It is based on partial/ordinary integro-differential equations. Models based on integro-differential equations (IDEs) describing the development of the yeast population taking the single cell into account had already been proposed e.g. by Daoutidis and Henson [4], Henson [16], Mantzaris et al. [19]. This research work arose from the collaborative project RENOBO (2013 – 2017, Robust Energy-Optimization of Fermentation Processes for the Production of Biogas and Wine), where a new model modeling the reaction kinetics had already been proposed [2, 30]. This model is based on Michaelis–Menten kinetics [21] and ODEs.
Compared to previous models in the literature, this model takes oxygen and ethanol-related death of yeast into account.

The IDE model investigated in this study combines these two modeling approaches into one. It is based on the earlier population balance models and describes the rates related to the reaction kinetics and death of yeast cells as in the new ODE model [30]. Thereby, a partial IDE describes the population balance and ordinary IDEs describe the evolution of the other substrate concentrations and the product concentration.

This new model describing the yeast cell dynamics based on IDEs proposes a challenge from the theoretical and numerical side. That is why, we investigate it in this sense.

The study of existence and uniqueness of a solution of this hyperbolic system is strongly dependent on the characteristics of the advection term and the reaction rates. Here a simplified semilinear hyperbolic problem is studied. For semilinear hyperbolic systems, many different approaches exist, e.g. Engel et al. [11], Pazy [25], Qamar and Warnecke [28], Wloka [35]. This work shows that this particular problem admits a unique solution based on the concept of semigroups in a similar fashion as described in Daoutray and Lions [6].

In the last decades, mass-structured cell population balance models have been solved numerically using various solution approaches ranging from the method of characteristics to finite difference to Galerkin to finite volume schemes. A finite volume method (FVM) was first used for the solution of a nonlinear aggregation-breakage population balance equation by Kumar et al. [18]. However, this paper goes one step further as it introduces a finite volume scheme for a nonlinear hyperbolic system based on a population balance equation and several ordinary integro-differential equations, using an upwind scheme for the discretization of the nonlinear advection term. According to the initial motivation to model the single-cell growth dynamics, different initial distributions are studied and compared. The simulation results for this model based on IDEs are compared with the much simpler model based on ODEs [29, 30]. More details of the current study can be found in Schenk [29].

In Section 2 the main model describing the white wine fermentation process is introduced. Furthermore, the numerical methods for the simulation of this system are introduced. Moreover, the outcomes of theoretical investigations regarding existence and uniqueness of the solution to a simplified problem are presented. In Section 3 the introduced methods are applied to the white wine fermentation model. The numerical results are discussed for different initial yeast distributions. Conclusions are presented in Section 4.

2. Model, Methods and Theory.

2.1. Model Derivation. The central component of this paper is the model introduced in this section. This model was derived based on the population balance models, introduced in Daoutidis and Henson [4], Henson [16], Kremling [17], Mantzaris et al. [19] and the ODE model introduced in Schenk et al. [30]. This model was introduced for the first time in Schenk [29] and represents the yeast cell growth dynamics during wine fermentation taking the single cell into account. The deterministic concept is based on Figure 2.1. This figure shows the simplified cell cycle for budding yeast. A cell starts as a daughter cell and grows until it is of mass $m_t$ (transient mass) where it becomes a mother cell. It starts budding and when it reaches a mass of $m_d$ (division mass) cell division takes place and it divides into a daughter and mother cell again. According to Morgan [23, Chapter 2.2] a yeast cell cycle like this takes about 90 to 120 minutes.
Fig. 2.1: Simplified cell cycle for budding yeast.

The population balance equation (PBE), which models the development of the cell number density depending on its cell mass, is expressed by

\[
\frac{\partial W(m,t)}{\partial t} = - \frac{\partial (r_c(m,N,S,O)W(m,t))}{\partial m} + 2 \int_{m_{\min}}^{m_{\max}} p(m,m') \Gamma(m') W(m',t) dm' - \Gamma(m)W(m,t) - \Phi(E)W(m,t) - k_d W(m,t)
\]

with the following initial condition

\[
W(m,0) = W_0(m)
\]

and boundary conditions

\[
r_c(m_{\min},N,S,O)W(m_{\min},t) = 0 = r_c(m_{\max},N,S,O)W(m_{\max},t).
\]

These boundary conditions imply that for cells of minimum or maximum mass, i.e. \(m_{\min}\) or \(m_{\max}\) respectively, growth is impossible. In this model, \(m\) is the cell mass and \(W(m,t)\) is the cell number density. Furthermore, \(S, N, O\) and \(E\) are the sugar, nitrogen, oxygen and ethanol concentration. The function \(p(m,m')\) is the partitioning function which allocates the probability of a mother cell \(m'\) giving birth to a daughter cell \(m\). In addition to this, \(\Gamma(m)\) is the division rate or in other words the breakage frequency. The single cell growth rate \(r_c(m,N,S,O)\) is represented by

\[
r_c(m,N,S,O) = \mu_{\max}(T) \frac{N}{K_N + N} + \frac{S}{K_S + S} \left( \frac{O}{K_O + O} + \epsilon \right) m.
\]

This rate is dependent on the constant \(\epsilon > 0\), as first introduced in Schenk et al. [30]. This constant serves the purpose of guaranteeing that other nutrients can still be consumed by the yeast to stay active even without the presence of oxygen.

For modeling the ethanol-related death in detail, the function \(\Phi(E)\) with

\[
\Phi(E) = \left( 0.5 + \frac{1}{\pi} \arctan(k_{d_1}(E - tol)) \right) k_{d_2} (E - tol)^2
\]

is considered, where \(tol > 0\) is the tolerance of the ethanol concentration, e.g. \(tol = 79\ g/l\), which was determined by a set of data produced at Geisenheim University. Furthermore, \(k_{d_1} > 0\) and \(k_{d_2} > 0\) are parameters associated with the death of yeast cells due to ethanol exceeding the tolerance \(tol\). This death function is illustrated in Figure 2.2. In detail the partitioning function
Fig. 2.2: Ethanol-related death function $\Phi(E)$ for $tol = 79 \text{ g/l}$, $k_{d_1} = 99.86$, $k_{d_2} = 0.0021$ and $E \in [0, 110 \text{ g/l}]$.

is represented by

$$p(m, m') = \begin{cases} 
\lambda e^{-\beta(m-m_t)^2} + \lambda e^{-\beta(m'-m_t)^2}, & m' > m \text{ and } m' > m_t \\
0, & \text{else}
\end{cases}$$

and the division rate is given by

$$\Gamma(m) = \begin{cases} 
0, & m \leq m_t \\
\gamma e^{-\delta(m-m_d)^2}, & m_t < m < m_d \\
\gamma, & \text{else}
\end{cases}$$

where $m_t$ and $m_d$ are the cell transition and division mass. Moreover, $\lambda$, $\beta$, $\gamma$ and $\delta$ are the deterministic parameters.

The partitioning function $p(m, m')$ according to Mantzaris et al. [19] should fulfill a normalization condition, i.e.

$$\int_{m_{\text{min}}}^{m_{\text{max}}} p(m, m') \, dm = 1,$$

which assures that it is a density function. Furthermore, biomass should be conserved at cell division according to Mantzaris et al. [19]. This means that the following condition should be satisfied for $p(m, m')$, namely

$$p(m, m') = p(m' - m, m').$$

For example the partitioning function and division rate for the values $m_t = 0.3784$, $m_d = 0.8525$, $\gamma = 200$, $\delta = 50$, $\lambda = 5.6419$, $\beta = 400$, fixed $m' = 0.999$ and $m \in [0.001, 0.999]$ are illustrated in Figure 2.3. The upper graphic in Figure 2.3 shows two peaks. These peaks represent cell division in mother and daughter cell where one of the peaks is centered at $m_t$ and the other peak is centered at $m' - m_t$. Moreover, the lower graphic in Figure 2.3 shows that beginning from the value of $m_t$ the probability of cell division rises.

The six terms in eq. (2.1) can be interpreted in the following way. The first term describes the accumulation of cells in time and the second term describes the loss of cells of mass $m$ because they grow into larger cells. Moreover, the third term expresses the birth of cells of mass $m$ resulting from the division of larger cells. Furthermore, the fourth term stands for the loss of
cells of mass $m$ due to cell division resulting in the birth of smaller cells. The fifth and sixth term represent the loss of cells due to death, related to a high ethanol concentration and due to other circumstances.

To describe the process of white wine fermentation, in addition to this population balance equation (2.1), differential equations for the other substrates are needed. The reaction rates used in the following come from our ODE model introduced in Schenk et al. [30].

The consumption of the nutrient nitrogen is described by the following equation

$$\frac{dN}{dt} = -k_1 \int_{m_{\text{min}}}^{m_{\text{max}}} r_\epsilon(m, N, S, O) W(m, t) dm$$  \hfill (2.10)

with the initial condition

$$N(0) = N_0$$  \hfill (2.11)

and, analogously, the consumption of the nutrient oxygen is represented by

$$\frac{dO}{dt} = -k_4 \int_{m_{\text{min}}}^{m_{\text{max}}} r(m, N, S, O) W(m, t) dm$$  \hfill (2.12)

with the initial condition

$$O(0) = O_0.$$

For the differential equation of oxygen the growth rate $r$ is not dependent on $\epsilon$, such that

$$r(m, N, S, O) = \mu_{\text{max}}(T) \frac{N}{K_N + N} \frac{S}{K_S + S} \frac{O}{K_O + O} m.$$  \hfill (2.14)

Thereby, $k_1 > 0$ and $k_4 > 0$ are the yield coefficient for nitrogen or respectively oxygen.

Moreover, the sugar consumption due to the conversion into alcohol and the consumption for yeast activity described by

$$\frac{dS}{dt} = -\int_{m_{\text{min}}}^{m_{\text{max}}} q(m, N, S, E, O) W(m, t) dm$$  \hfill (2.15)
with the initial condition

\begin{equation}
S(0) = S_0.
\end{equation}

The consumption rate \(q(m, N, S, E, O)\) is represented by

\begin{equation}
q(m, N, S, E, O) = k_2 q_E(m, S, E) + k_3 r_e(m, N, S, O).
\end{equation}

\(k_2 > 0\) and \(k_3 > 0\) are the yield coefficients associated with the part of sugar converted into alcohol and the part of sugar consumed as a nutrient for the yeast, respectively. The accumulation of ethanol is modeled by

\begin{equation}
\frac{dE}{dt} = \int_{m_{\min}}^{m_{\max}} q_E(m, S, E) W(m, t) dm
\end{equation}

with the initial condition

\begin{equation}
E(0) = 0.
\end{equation}

The ethanol accumulation rate \(q_E(m, S, E)\) is expressed by

\begin{equation}
q_E(m, S, E) = \beta_{\text{max}}(T) \frac{S}{K_S + S} \frac{K_E(T)}{K_E(T) + E} m.
\end{equation}

Thereby, \(\mu_{\text{max}}\) and \(\beta_{\text{max}}\) are reaction rates, \(K_E\) describes the growth inhibition by ethanol and \(K_N, K_O, K_{S_1}, K_{S_2} > 0\) denote the Michaelis constants for nitrogen, oxygen and sugar. Besides, \(\mu_{\text{max}}, \beta_{\text{max}}\) and \(K_E\) are assumed to be linearly dependent on the temperature \(T\), i.e. \(\mu_{\text{max}}(T) = \mu_1 T - \mu_2\) with \(\mu_1, \mu_2 \geq 0\) and \(\beta_{\text{max}}(T) = \beta_1 T - \beta_2\) with \(\beta_1, \beta_2 \geq 0\) and \(K_E(T) = -K_{E_1} T + K_{E_2}\) with \(K_{E_1}, K_{E_2} \geq 0\) and with \(T\) according to a temperature profile used in practice, a constant temperature for the first half of the fermentation process, a linear increase to a second constant higher temperature that is kept for the second half of the fermentation process. All these rates should be non-negative.

### 2.2. Numerical Scheme.

#### 2.2.1. Spatial Discretization: Discretization of PIDE in Mass.

FVMs are popular for the discretization of hyperbolic governing equations. The method makes immediate use of the conservation laws like the law for the conservation of mass. The equations are discretized by division of the space into a finite number of control volumes. More information related to the finite volume method in general can be found e.g. in Blazek [1], Munz and Westermann [24], Wesseling [34].

In the following, the finite volume scheme for the discretization in mass of the system of integro-differential equations, introduced in Section 2.1 is derived. One major advantage of this method is that by using it the conservation of mass is guaranteed. Here the position definition of the control volume is described by a cell-centered scheme. The integration of the population balance equation (2.1) over the control volume \(\Omega_i = [m_i, m_{i+1}]\) results in

\begin{equation}
\int_{\Omega_i} \frac{\partial W(m, t)}{\partial t} dm + \int_{\Omega_i} \frac{\partial (r_e(m, N, S, O) W(m, t))}{\partial m} dm = \int_{\Omega_i} g_i dm,
\end{equation}

where
The cell number density \( W(m,t) \) is chosen to be piecewise constant on \( \Omega_i \), such that \( W(m,t) = w_i(t) \), \( \forall m \in [m_i, m_{i+1}] \). An illustration of these piecewise constant approximations can be found in Figure 2.4. The first term in eq. (2.21) becomes

\[
\int_{\Omega_i} \frac{\partial W(m,t)}{\partial t} dm = \dot{w}_i(m_{i+1} - m_i).
\]

For the second term, the first order upwind scheme taking the velocity at the right hand side boundary of the cell is used for the approximation of the flux. This yields

\[
\int_{\Omega_i} \frac{\partial (r_c(m,N,S,O)W(m,t))}{\partial m} dm = r_c(m_{i+1},N,S,O)W(m_{i+1},t) - r_c(m_i,N,S,O)W(m_i,t) \\
\approx r_c(m_{i+1},N,S,O)w_i(t) - r_c(m_i,N,S,O)w_{i-1}(t),
\]

where the velocity or in other words the growth rate \( r_c \) is affine linear in \( m \). The first part of the source term (2.22) yields

\[
2 \int_{\Omega_i} \int_{\Omega_j} k(m,m')W(m',t)dm' dm \\
= 2 \sum_{j=0}^{N_W} \int_{\Omega_i} \int_{\Omega_j} k(m,m')W(m',t)dm' dm \\
= 2 \sum_{j=0}^{N_W} w_j(t) \left( \int_{\Omega_i} \int_{\Omega_j} k(m,m')dm' dm \right) \\
= 2 \sum_{j=0}^{N_W} w_j(t)K_{ij}
\]
and the second part of the source term (2.22) becomes

$$(2.27) \int_{\Omega_i} \Gamma(m) W(m, t) dm = w_i(t) \int_{\Omega_i} \Gamma(m) dm$$

and both death terms can be written in the following way as

$$(2.28) \int_{\Omega_i} k_d W(m, t) dm = w_i(t)(m_{i+1} - m_i) \quad \text{and}$$

$$(2.29) \int_{\Omega_i} \Phi(E) W(m, t) dm = w_i(t)(m_{i+1} - m_i).$$

All in all, equation (2.1) in discretized form looks like the following

$$\begin{align*}
\dot{w}_i &= \frac{1}{m_{i+1} - m_i} \left[ - (r_e(m_{i+1}, N, S, O) w_i(t) - r_e(m_i, N, S, O) w_{i-1}(t)) \\
&+ 2 \sum_{j=0}^{N_W-1} \left( w_j(t) \int_{\Omega_i} \int_{\Omega_j} p(m, m') \Gamma(m') dm' dm \right) - w_i(t) \int_{\Omega_i} \Gamma(m) dm \right] \\
&\quad - \Phi(E) w_i(t) - k_d w_i(t), \quad i = 1, 2, \ldots, N_W - 1,
\end{align*}$$

(2.30)

where $N_W$ is the number of cells used in the finite volume scheme. Additionally, we have the following boundary conditions

$$(2.31) \frac{1}{\Delta m} r_e(m_0, N, S, O) w_0(t) = 0 = \frac{1}{\Delta m} r_e(m_{N_W}, N, S, O) w_{N_W}(t).$$

To describe the process of wine fermentation, the whole system of equations introduced in Section 2.1, needs to be put in discretized form. Thus, the ordinary integro-differential equations for the product and substrates concentration development have to be discretized and added to (2.30) and (2.31). The application of the finite volume discretization for these equations yields the following.

For the sugar consumption, it follows

$$(2.32) \frac{dS}{dt} = - \sum_{i=1}^{N_W-1} \tilde{q}(N, S, E, O) \left( \frac{m_{i+1} + m_i}{2} \right) w_i(m_{i+1} - m_i),$$

where $q = \tilde{q}(N, S, E, O)m$.

The accumulation of ethanol results in

$$(2.33) \frac{dE}{dt} = \sum_{i=1}^{N_W-1} \tilde{q}_E(S, E) \left( \frac{m_{i+1} + m_i}{2} \right) w_i(m_{i+1} - m_i),$$

where $q_E = \tilde{q}_E(S, E)m$.

For the nutrients, this results in

$$(2.34) \frac{dN}{dt} = - k_1 \sum_{i=1}^{N_W-1} \tilde{r}_e(N, S, O) \left( \frac{m_{i+1} + m_i}{2} \right) w_i(m_{i+1} - m_i)$$
for the nitrogen consumption and in

\[
\frac{dO}{dt} = -k_4 \sum_{i=1}^{N_W-1} \tilde{r}(N,S,O) \left( \frac{m_{i+1} + m_i}{2} \right) w_i (m_{i+1} - m_i)
\]

for the oxygen consumption, where as above \(r_c(m,N,S,O) = \tilde{r}_c(N,S,O)m\) and \(r(m,N,S,O) = \tilde{r}(N,S,O)m\). This yields the following system of differential equations

\[
(2.36) \quad \dot{y} = f(t,y(t)), \quad \text{where } y = (w_i, N, E, S, O)^T \text{ for } i = 0, \ldots, N_W.
\]

### 2.2.2. Temporal Discretization.

To receive a numerical solution to eq. (2.36), it still needs to be discretized in time. There are a lot of different methods available for solving such a system and there are several advantages and disadvantages for the use of certain methods. In the following, the implicit trapezoidal rule will be used. The time steps are chosen with respect to the Courant-Friedrichs-Lewy condition for explicit methods as e.g. in Blazek [1], Wesseling [34]. The CFL condition is an informative criterion related to the relationship in between the product of the velocity and the time step to here the mass interval length.

The implicit trapezoidal rule is a second order method and A-stable. Discretization with these schemes yields a system of nonlinear equations. This can be solved using Newton’s method.

**Remark 2.1.** The implicit trapezoidal rule for PIDE as in Section 2.1 which has to be discretized regarding space and time results in

\[
(2.37) \quad g(y_{i}^{n+1}) = y_{i}^{n+1} - y_{i}^{n} - \frac{h}{2} (f(t_{i}^{n+1}, y_{i}^{n+1}) + f(t_{i}^{n}, y_{i}^{n})) = 0
\]

with \(n\) denoting the time iterate and \(i\) the space iterate. Newton’s method applied to this, results in

\[
y_{i}^{n+1} = y_{i}^{n} - J_g^{-1}(y_{i}^{n}) g(y_{i}^{n})
\]

\[
= y_{i}^{n} - \left( I - \frac{h}{2\Delta m} J_f(y_{i}^{n}) \right)^{-1} (y_{i}^{n} - y_{i}^{n-1} - \frac{h}{2\Delta m} (f(y_{i}^{n}) + f(y_{i}^{n-1}))).
\]

More details for the methods used here and related stability and convergence results can be found e.g. in Deuflhard and Bornemann [9], Hairer [14], Plato [26], Stoer and Bulirsch [33].

### 2.3. Existence and Uniqueness of the Solution.

In the following, existence and uniqueness of the solution of a simplified version of the IDE model, introduced in Section 2.1, is studied. For this simplified case, the growth rate \(r_c\) is given, such that we mainly consider the population balance equation (2.1) with its initial and boundary conditions (2.2) and (2.3) but a different \(r_c\) in that case. Let us first reformulate the equation introduced in (2.1). In this paper, results for a simplified case with constant velocity and constant substrate concentrations are presented. In detail, here the other substrates like sugar, nitrogen, oxygen and ethanol are assumed to be constant, such that \(r_c\) is given by \(\tilde{r}\). Therefore, in the following \(\tilde{r}\) refers to \(r(m,N,S,O)\) and \(r_c(m,N,S,O)\) but with constant substrate concentrations and not dependent on \(m\). Then with the classification concept for first order PDEs [15, 27, 32], the equation can be classified as a semilinear hyperbolic partial integro-differential equation. Investigations for the more complex semilinear case with linear velocity in \(m\) and the quasilinear case are currently in progress.
This equation studied here is weakly hyperbolic because its characteristic polynomial has exactly one real distinct eigenvalue which is represented by $\bar{r}$.

What follows in this section is mainly based on Dautray and Lions [5, 6]. In general, an approach based on semigroup theory is used.

With the velocity term $\bar{r}$ given as a constant, the considered problem in this section is represented by

$$\frac{\partial W(m,t)}{\partial t} + \bar{r} \cdot \text{div}(W(m,t)) + \Sigma(m)W(m,t) = KW(m,t),$$

where $m \in M$, $\bar{r} \in \mathbb{R}^+$, $t > 0$.

$$W|_{\Theta} = 0, \ \Theta = \{m_{\min}, m_{\max}\}$$

$$W(m,0) = W_0 \text{ on } M, \ W_0 \text{ given.}$$

As $E$ is constant $\Phi(E)$ is constant as well, such that we can rewrite the death terms for this case as:

$$\tilde{k}_d := \Phi(E) + k_d$$

$\Sigma$ is a positive function of $m$ with

$$\Sigma(m) = \Gamma(m) + \tilde{k}_d$$

and the given operator $K$ is given by

$$(KW)(m) = \int_M f(m,m')W(m',t)dm' \text{ with}$$

$$f(m,m') = p(m,m')\Gamma(m')$$

a given positive function that is measurable with respect to $m$ and $m'$. Moreover, $M$ is represented by $M := (m_{\min}, m_{\max})$. In the following, $L^2(M)$ is always assumed to be a real Banach space with the norm $x \rightarrow \|x\|_{L^2(M)}$ and $\{G(t)\}_{t \geq 0}$ a semigroup of class $C^0$ over $L^2(M)$. In general for $x \in L^2(M)$, the function $t \rightarrow G(t)x$ is not differentiable unless $x \in D(A)$, where $D(A)$ as in Definition 2.3. Let $\mathcal{L}(L^2(M))$ be the vector space of continuous linear mappings of $L^2(M)$ into $L^2(M)$.

Before we start with the existence and uniqueness investigations, let us first clarify some terms and definitions regarding semigroup theory according to Dautray and Lions [5].

**Definition 2.2. Semigroup of class $C^0$**

Let $\{G(t)\}_{t \geq 0}$ be a family of elements $G(t) \in \mathcal{L}(L^2(M))$ for $t \geq 0$. This family forms a semigroup of class $C^0$ in $L^2(M)$ if it fulfills these conditions

$$G(s + t) = G(s)G(t) \ \forall s, t \geq 0 \quad (i) \quad \text{(algebraic property)}$$

$$G(0) = \text{Id} \quad (ii) \quad \text{(identity in } \mathcal{L}(L^2(M)))$$

$$\lim_{t \to +0} \|G(t)x - x\|_{L^2(M)} = 0 \ \forall x \in L^2(M) \quad (iii) \quad \text{(topological property).}$$
Definition 2.3. Set of differentiable vectors
We call $D(A)$ the set of differentiable vectors in $L^2(M)$, i.e. the subset of elements $x \in L^2(M)$ such that the function $t \rightarrow G(t)x$ is differentiable for $t \geq 0$. Because of the algebraic property (2.43)(i), $D(A)$ is represented by

\begin{equation}
D(A) = \{x \in L^2(M); \frac{G(h)x - x}{h} \text{ converges in } L^2(M) \text{ as } h \to +0\}.
\end{equation}

From now on, let $A_h$ be an operator defined by

\begin{equation}
A_h := \frac{G(h) - Id}{h}
\end{equation}

with $A_h \in \mathcal{L}(L^2(M)) \quad \forall h > 0$.

Definition 2.4. Infinitesimal generator of a semigroup
An operator $A$ defined as a linear mapping from $D(A)$ into $L^2(M)$, precisely as

\begin{equation}
\lim_{h \to +0} A_h m = Am
\end{equation}

with $D(A)$ as in (2.44), is called the infinitesimal generator of the semigroup $\{G(t)\}_{t \geq 0}$.

Let $A$ be the unbounded operator in $L^2(M)$ defined by

\begin{equation}
\begin{cases}
(AW)(m) = -\bar{r} \cdot \text{div}(W(m, t)) \\
D(A) = \{W \in L^2(M); AW \in L^2(M), W|_\Omega = 0\}.
\end{cases}
\end{equation}

Then, $A$ is called advection operator. Problem (2.38) is equivalent to

\begin{equation}
\begin{cases}
\frac{\partial W}{\partial t} = TW \\
W(0) = W_0 \quad \text{with}
\end{cases}
\end{equation}

\begin{equation}
T = A - \Sigma(m) + K
\end{equation}

where $K$ is an integral operator, defined by (2.41), which is bounded in $L^2(M)$ under certain assumptions for the kernel $f$. In order to solve problem (2.47), we first have to determine the semigroup generated by the operator $T$. This semigroup should be a semigroup of class $C^0$ in $L^2(M)$.

Proposition 2.5. Let $A$ be the infinitesimal generator of a semigroup of class $C^0$ in $L^2(M)$, $\Sigma \in L^\infty(M)$ be a given function and $K$ a continuous linear operator from $L^2(M)$ into $L^2(M)$, then the operator

\begin{equation}
\begin{cases}
T = A - \Sigma(m) + K \quad (i) \\
D(T) = D(A) \quad (ii)
\end{cases}
\end{equation}

is the infinitesimal generator of a semigroup of class $C^0$ in $L^2(M)$. If further $K$ and the semigroup generated by $A$ operate in the positive cone of functions of $L^2(M)$ or respectively $L^2(M)$, then the semigroup generated by $T$ operates in the cone of positive functions of $L^2(M)$. 

Proof. The proof can be found in Dautray and Lions [6].

Remark 2.6. The family \( \{ G(t) \}_{t \geq 0} = e^{tA} \) forms a semigroup in \( L^2(M) \) with infinitesimal generator \( A \) and the family \( \{ G_1(t) \}_{t \geq 0} = e^{t(A-A+K)} \) forms a semigroup in \( L^2(M) \) with infinitesimal generator \( T \).

Lemma 2.7. Let \( f(m,m') \) be a given real positive function \((f \geq 0)\) and measurable with respect to \( m \) and \( m' \). Then there exist positive constants \( C_a \) and \( C_b \) such that

\[
\begin{align*}
\int_M f(m,m') \, dm &\leq C_a \quad \forall m' \in M \quad (a) \\
\int_M f(m,m') \, dm' &\leq C_b \quad \forall m \in M \quad (b)
\end{align*}
\]

Proof. (a) First, let

\[
\int_M f(m,m') \, dm = 2 \int_M p(m,m') \Gamma(m') \, dm.
\]

Due to the structure of \( p(m,m') \) and \( \Gamma(m') \) we distinguish between three different cases.

1. \( m' > m \) and \( m' > m_t \) and \( m_t > m_d \): Then, we have

\[
\int_M f(m,m') \, dm = 2 \int_M p(m,m') \Gamma(m') \, dm \\
= 2 \int_M (\lambda e^{-\beta(m-m_s)^2} + \lambda e^{-\beta(m-m'+m_s)^2}) \gamma \, dm \\
= 2\lambda \gamma \int_M (\lambda e^{-\beta(m-m_s)^2} + \lambda e^{-\beta(m-m'+m_s)^2}) \gamma \, dm \\
\leq 2\lambda \gamma \int_M 2 \, dm \\
= \lambda \gamma 4m |_M \\
< \lambda \gamma 4 m_{ma} := C_a \tag{2.50}
\]

with \( M = (m_{min},m_{max}) \).

2. \( m' > m \) and \( m' > m_t \) and \( m_t < m' < m_d \): It holds

\[
\int_M f(m,m') \, dm = 2 \int_M p(m,m') \Gamma(m') \, dm \\
= 2 \int_M (\lambda e^{-\beta(m-m_s)^2} + \lambda e^{-\beta(m-m'+m_s)^2}) e^{-\delta(m'-m_d)^2} \, dm \\
= 2\lambda \gamma \int_M (\lambda e^{-\beta(m-m_s)^2} + \lambda e^{-\beta(m-m'+m_s)^2}) e^{-\delta(m'-m_d)^2} \, dm \\
\leq 2\lambda \gamma \int_M 2 \, dm \\
= \lambda \gamma 4m |_M \\
< \lambda \gamma 4 m_{ma} := C_a \tag{2.50}
\]

with \( M = (m_{min},m_{max}) \).

3. else: We obtain

\[
\int_M 0 \, dm = \text{const} := C_a.
\]
(b) The cases for
\[
\int_M f(m,m')dm' = 2 \int_M p(m,m')\Gamma(m')dm'
\]
can be shown analogously to (a).

Now, all the preconditions for the following lemma are given.

**Lemma 2.8.** Let Lemma 2.7 hold. Then the operator $K$ defined by
\[
(K\eta)(m) = \int_M f(m,m')\eta(m')dm' \quad \forall \eta \in L^2(M)
\]
is linear and continuous from $L^2(M)$ into $L^2(M)$.

**Proof.** The proof works analogously to the proof of Lemma 1 in Dautray and Lions [6, Chapter XXI, §2] with the special case $p = p' = 2$, i.e. Cauchy-Schwarz inequality.

Let $W_2$ be the space defined by
\[
W_2 = \{ W \in L^2(M) : \bar{r} \cdot \text{div} W \in L^2(M) \}
\]

**Remark 2.9.** $W$ is called a weak solution of (2.38) if $y \in W_2$, $W(0) = W_0$ and
\[
\frac{d}{dt} \int_M v(m)W(m,t)dm + \int_M (\bar{r}W(m,t)) \cdot \text{div}(v(m))dm = -\int_M KW(m,t)v(m)dm + \int_M (\Sigma(m) + \bar{r})W(m,t)v(m)dm \quad \forall v \in H^1(M),
\]
which can be derived making use of Gauss’s theorem or integration by parts in multidimensions respectively as e.g. in Forster [12] and $W(m,t) = 0$ on $\Theta$.

The solution of problem (2.38) is given by

**Theorem 2.10.** Let the data of problem (2.38) satisfy $\Sigma \in L^\infty(M)$ with $\Sigma(m) \geq 0 \forall m$, $K$ be the operator defined in Lemma 2.8, where $f$ is a positive function in terms of Lemma 2.7 and $W_0 \in L^2(M)$.

Then, problem (2.38) has a unique weak solution $W$ in the space $W_2$ and $W \in C([0,t_f]; L^2(M))$. If for $W_0$ it holds also that $\bar{r} \text{div}(W_0) \in L^2(M)$ and $W_0|_{\Theta} = 0$ ($W_0 \in D(A)$), then $W$ is a strong solution of problem (2.38).

This solution satisfies $W \in C([0,t_f]; L^2(M))$, $\bar{r} \cdot \text{div}(W(m,t)) \in C([0,t_f]; L^2(M))$ and $W(t)|_{\Theta} = 0 \forall t \in [0,t_f]$ ($W \in C([0,t_f], D(A))$).

Furthermore, with $W_0 \geq 0$ we have $W \geq 0$.

**Proof.** See below.

Before we prove this theorem, let us first show a necessary precondition for Theorem 2.10.

**Proposition 2.11.** $\Sigma \in L^\infty(M)$.

**Proof.**
\[
\text{ess sup} \|\Sigma\|_{L^\infty(M)} = \inf \{ C \geq 0 : |\Sigma(m)| \leq C \text{ for almost every } m \},
\]
where
\[ |\Gamma(m) + \bar{k}_d| \leq |\Gamma(m)| + \bar{k}_d \]
\[ < \gamma + \bar{k}_d =: C_1 \geq 0 \text{ and } < \infty \quad \forall m, \]

Then
\[ \inf \{ C \geq 0 : |\Sigma(m)| \leq C \text{ for almost every } m \} < \infty \]

with \( C < C_1 \) holds.

**Proof of Theorem 2.10.** We apply Proposition 2.5 with \( A \) defined by
\[ (2.53) \quad A W = \bar{r} \text{div}(W(m, t)) \]
and
\[ (2.54) \quad D(A) = \{ W \in W^2(M); W|_\Theta = 0 \}, \]
with \( W^2(M) = \{ W \in L^2(M); \bar{r} \cdot \text{div} W \in L^2(M) \} \) and set
\[ (2.55) \quad W(t) = e^{(A + \bar{K} - \Sigma)} W_0. \]

\( W \) is a weak solution of (2.38). Furthermore, we will also demonstrate that this is a solution in the sense of distributions (i.e. \( \in D'(M \times (0, t_f)) \) of (2.38a).

Let us now show the uniqueness of our solution. Therefore suppose that \( W_0 = 0 \) and that \( W \in W_2 \) fulfills (2.38). The application of formula 2.33 from Dautray and Lions [6, Chapter XXI, §2] to \( W \) (with \( w = W \) and \( u = W \)) results in

\[
\int_0^\tau \left( \langle W(t), \bar{r} \text{div} W(t) + \frac{\partial W}{\partial t}(t) \rangle_{L^2(M)} + \langle \bar{r} \text{div} W(t) + \frac{\partial W}{\partial t}(t), W \rangle_{L^2(M)} \right) dt \\
= 2 \int_0^\tau (W(t), KW(t) - \Sigma W(t))_{L^2(M)} dt \\
= \| W(\tau) \|^2_{L^2(M)} + \int_0^\tau ([W(t)]_{|_\Theta} \| W(t) \|^2_{L^2(\Theta)}) dt - \| W(0) \|^2_{L^2(M)} \\
\geq \| W(\tau) \|^2_{L^2(M)},
\]

where const is a positive constant.

Moreover, with \( \Sigma \) being a positive function, we receive
\[
\| W(\tau) \|^2_{L^2(M)} \leq 2 \int_0^\tau (W(t), KW(t) - \Sigma(m) W(t))_{L^2(M)} dt \\
\leq 2\| K \|_{L^2(M)} \int_0^\tau \| W(t) \|^2_{L^2(M)} dt.
\]

With Gronwall’s lemma (see e.g. Chapter XVIII, §5 in Dautray and Lions [5]), we get \( W = 0. \square \)
3. Numerical Results and Discussion. To solve the nonlinear system of equations as explained in Remark 2.1, the derivatives of the right hand side are required. These could be approximated e.g. via finite difference schemes. Nevertheless providing gradient information can enhance the algorithm and is recommended to be made available for the discretization scheme.

For the numerical results presented in the following, the analytically derived Jacobian of the right hand side \( f \) of the system of integro-differential equations as in Appendix 4 of this article is used. The system is given by

\[
\frac{\partial y}{\partial t} = f(y, m, t)
\]

with \( f(y, m, t) = (f_{w_i}, f_{N}, f_{E}, f_{S}, f_{O})^T \) \( \forall i = 1, \ldots, N_W \) with \( y = (w_i, N, E, S, O)^T \) in discretized form. As explained in Section 2.2.1 for the discretized form using a first order upwind scheme for the flux approximation, it is distinguished between \( w \) at cell \( i \) and cell \( i - 1 \). Note that the right hand side \( f \) here also includes the advection term. All of the results presented in this section were computed in MATLAB [20], with the MATLAB backslash operator as the underlying linear system solver.

In the following first some clarifications for the cell mass are given. The mass of cells measured in experiments available in literature differs from \( 5 \times 10^{-7} \) mg (C. N"ageli) to \( 5 \times 10^{-8} \) mg (M. Rubner) to \( 6.3 - 37 \times 10^{-8} \) mg (G. Seliber and R. Katzenelson) [31]. For the comparison with the model based on ordinary differential equations, an average cell mass of \( 5 \times 10^{-7} \) mg (C. N"ageli; [31]) is used. In this work, cell masses of \( m \in [0, 1 \times 10^{-9} \text{g}] \) are considered. For computational purposes this is scaled to \( m \in [0.001, 0.999] \), such that with the values for the allowed cell masses and \( m_t \) and \( m_d \) from Henson [16], this yields \( m_t = 3.7917 \times 10^{-10} \) and \( m_d = 8.5417 \times 10^{-10} \) for \( m \in [0, 1 \times 10^{-9} \text{g}] \) and furthermore, \( m_t = 0.3784 \) and \( m_d = 0.8525 \) for \( m \in [0.001, 0.999] \). In detail for \( m \in [0, 12 \times 10^{-13}] \), Henson [16] use \( m_{t_0} = 4.55 \times 10^{-13} \) g and \( m_{d_0} = 10.25 \times 10^{-13} \) g, such that \( m_t \) and \( m_d \) are chosen based on these values combined with a dependence on the effective substrate concentration. Here a simplification is used and the values of \( m_{t_0} \) and \( m_{d_0} \) are chosen as orientation values for \( m_t \) and \( m_d \). This results in

\[
m_{t_{an}} = \frac{(10^{-9} - 0)}{12 \times 10^{-13} - 0} (4.55 \times 10^{-13} - 0) + 0 = 3.7917 \times 10^{-10},
\]

where \( m_{t_{an}} \) denotes the transient mass normalized to \( [0, 1 \times 10^{-9}] \), and further this yields

\[
m_{t} = \frac{(0.999 - 0.001)}{10^{-9} - 0} (3.7917 \times 10^{-10} - 0) + 0 = 0.3784,
\]

where \( m_t \) represents the transient mass normalized to \( [0.001, 0.999] \).

In the same way, this yields

\[
m_{d_{an}} = \frac{(10^{-9} - 0)}{12 \times 10^{-13} - 0} (10.25 \times 10^{-13} - 0) + 0 = 8.5417 \times 10^{-10},
\]

\[
m_{d} = \frac{(0.999 - 0.001)}{10^{-9} - 0} (8.5417 \times 10^{-10} - 0) + 0 = 0.8525.
\]
where \(m_{dn}\) denotes the division mass normalized to \([0, 1 \times 10^{-9}]\), and further this results in

\[
m_{dn} = \frac{(0.999 - 0.001)(8.5417 \times 10^{-10} - 0) + 0}{10^{-9}} = 0.8525,
\]

where \(m_{dn}\) represents the division mass normalized to \([0.001, 0.999]\).

For all results computed in this section, we use the finite volume discretization with an upwind scheme for the flux approximation as derived in Section 2.2.1. The involved integrals are approximated by the composite trapezoidal rule with thirty subintervals.

The kinetic parameters for this model and the model based on ordinary differential equations, to which it will be compared to later in this section, according to Table 3.1. Moreover, the parameters related to yeast cell division in the IDE model are set to the values, given in Table 3.2, where the parameters \(\gamma, \delta\) and \(\beta\) were set to values based on experience geared to literature values. Then, \(\lambda\) is calculated based on these parameter values ensuring that

\[
\int_M p(m, m') \, dm = 1
\]

holds. This property assures that the partition probability density function or partitioning function is truly a density function as explained in Section 2.1.

For the temperature, a traditional fermentation temperature profile as used for example in some fermentation processes performed in 2011 at the DLR (Dienstleistungszentrum Ländlicher Raum) Mosel in Bernkastel-Kues, one of our public research partners in the RENOBOIO project, is used. This means that the temperature is set to 15°C for the first half of the fermentation and then it is increased to 18°C for the second half of the fermentation, where a linear increase in between is assumed here. This profile is illustrated for instance in the last subplot in Figure 9 in blue.

All of the numerical results presented in the following were generated on a 64bit Dell XPS 13 7390 Laptop with Intel(R) Core(TM) i7-10510U CPU at 1.8 GHz with 16.1 GB of RAM.

First, the cell number densities for a mass discretization with 30, 50, 100 and 150 mass cells using the implicit trapezoidal rule for the time discretization are compared. The time step for the different cases is selected with respect to the CFL condition and with respect to the convergence of the Newton’s method. The convergence tolerance is set to \(1 \times 10^{-10}\) and the maximum number of iterations is set to 100 iterations for the Newton’s method. Figure 3.1 shows cell number densities for the first 24 hours at different points in time. Thereby in Figure 3.1, the

| Parameters set | Parameters set |
|----------------|----------------|
| \(\mu_1\) 0.1681 | \(\beta_1\) 0.1348 |
| \(\mu_2\) 0.0 | \(\beta_2\) 0.0 |
| \(K_Y\) 0.1096 | \(k_d\) 99.86 |
| \(k_i\) 0.018 | \(k_d\) 0.0021 |
| \(K_{S1}\) 29.5 | \(K_O\) 0.0007 |
| \(K_{S2}\) 4.3262 | \(k_i\) 0.0006 |
| \(K_{E1}\) 0.2616 | \(tol\) 70 |
| \(K_{E2}\) 38.90 | \(k_d\) 0.01 |
| \(\epsilon\) 0.02 | |

Table 3.1: Kinetic parameter values for the IDE model and the ODE model.

| Parameters set | Parameters set |
|----------------|----------------|
| \(\gamma\) 200 | \(\delta\) 50 |
| \(\lambda\) 5.6419 | \(\beta\) 400 |

Table 3.2: Cell division parameter values for the IDE model.
discretization in the mass component is realized with 30, 50, 100 and 150 cells and the discretization in time with a time step of \( h = \frac{1}{48} \approx 0.0208, h = \frac{1}{72} \approx 0.0139, h = \frac{1}{144} \approx 0.0069 \) and \( h = \frac{1}{192} \approx 0.0052 \) respectively. In Figure 3.1, for thirty mass cells a trend is already visible and more cells basically yield finer trajectories.

Figure 3.2 approves this observation for the cell number density at more time instances along the whole time horizon. The computation times here range from 33.38 to 180.45 CPUs for 30 to 150 cells.

From now on, 150 mass cells for the mass discretization are used and as above the time step is always chosen with respect to the CFL condition and with respect to the convergence of the Newton’s method. In Figures 3.3 and 3.4, the cell number density with respect to the different cell masses for some time instances in the first 24 hours and for the twenty days of fermentation is illustrated for different cell initial distributions respectively, i.e. a constant initial distribution, a beta initial distribution, a small to medium cell initial distribution and a two normal peak initial distribution. In Figure 3.3, all the large cells are gone after two hours, i.e. cell division already took place and they were divided into daughter and mother cells again as explained in Section 2.1. According to Morgan [23], experiments have shown that a cell-cycle lasts 90 to 120 minutes or in other words yeast cells divide every 90 to 120 minutes.

The trajectories for the different initial distributions look very similar for Figures (a)-(c) in
(a) Mass discretization with 30 mass cells and time discretization with $h = \frac{1}{48} \approx 0.0208$.

(b) Mass discretization with 50 mass cells and time discretization with $h = \frac{1}{72} \approx 0.0139$.

(c) Mass discretization with 100 mass cells and time discretization with $h = \frac{1}{144} \approx 0.0069$.

(d) Mass discretization with 150 mass cells and time discretization with $h = \frac{1}{192} \approx 0.0052$.

Fig. 3.2: Cell number density for different cell masses for twenty days with constant initial distribution and implicit trapezoidal rule: Mass discretization with 30, 50, 100, 150 cells.

Figure 3.3 but differ more remarkably for (c), in particular for the first 12 hours. For the next days, as illustrated in Figure 3.4, the trajectories do not visibly differ much either apart from the one for the small to medium cell initial distribution. Overall, for all distributions two peaks appear which grow until day ten. One of these two peaks forms for cells of small mass and the other one for cells of medium mass until the point where division can take place. Later in time, more and more cells die due to the increasing ethanol concentration. The peak for the smaller cells becomes larger than the one for the medium cells. After twenty days there are mainly just small cells left.

Figure 3.5 illustrates the state trajectories, i.e. the logarithm of the cell number in log(#)/ml for the yeast and all other substrate concentration developments in g/l. For both methods, the yeast goes through all its growth phases apart from the lag phase which was not included in the model. The yeast growth phases can be found in Dittrich and Großmann [10, Chapter 3]. Sugar is consumed for yeast activity and its conversion into ethanol until there is only 18 g/l residual sugar left after twenty days and ethanol is accumulated up to a final ethanol concentration of 99 g/l which corresponds to approximately 12.5%. The oxygen is consumed within the first few days, from where nitrogen is consumed more slowly and approximately 0.019 g/l still remains after twenty days of fermentation time.

For all of the distributions, the initial cell amount comprises 1 million cells per ml. In Figure 3.5
Fig. 3.3: Cell number density for different cell masses for twenty days with different cell initial distributions and implicit trapezoidal rule: Mass discretization with 150 cells and time discretization with $h = \frac{1}{192} \approx 0.0052$.

The four initial distributions (2n-IDE, b-IDE, c-IDE, s-IDE) already considered for Figure 3.3 and Figure 3.4 are compared to the results coming from the model based on ODEs without modeling the yeast cell dynamics on a single-cell level coming from the simulation of a comparable ODE model version [29, 30]. The main differences occur for yeast growth and yeast death but overall the differences are insignificant. The computation times here range from 116.29s to 180.37 CPUs for the different IDE initial distributions with s-IDE being the least computationally expensive and c-IDE being the most computationally expensive (b-IDE: 137.73 CPUs, 2n-IDE: 124.02 CPUs). In contrast, the solution of the ODE model only takes 0.39 CPUs. Thus, the IDE model computation is about 298 to 462 times as expensive as the ODE model computation.

4. Conclusions. To determine the impact of the yeast cell mass initial distribution and the impact of the cell dynamics in general, a new model, based on a combination components previously introduced in the literature, was proposed. This model describes the reaction kinetics based on Michaëlis-Menten kinetics and includes the oxygen and ethanol-dependent death. Furthermore it describes the single-cell behavior of the yeast with respect to growth, cell division and death. The resulting population balance model is based on strongly nonlinear weakly hyperbolic partial/ordinary integro-differential equations. For its solution a numerical solution scheme based on a finite volume approach was introduced and combined with the implicit trapezoidal rule. Existence and uniqueness of the solution of a simplified version investigat-
Fig. 3.4: Cell number density for different cell masses for twenty days with different cell initial distributions and implicit trapezoidal rule: Mass discretization with 150 cells and time discretization with $h = \frac{1}{192} \approx 0.0052$.

Fig. 3.5: Comparison of log cell number, substrate/product concentration trajectories, temperature profile for entire time horizon for IDE model (2n-IDE: 2 normal peak initial distribution, b-IDE: beta initial distribution, s-IDE: small to medium cell initial distribution) and ODE model (ODE).
ing a semilinear population balance model was shown based on semigroup theory. The more complex semilinear case with linear velocity in \( m \) and the quasilinear case are currently under investigation.

The numerical scheme was applied to the proposed model and the corresponding numerical results were presented with respect to a comparison of different cell mass initial distributions and a comparison to a reduced ODE model. The results for a constant, beta, small to medium and a two normal peak cell initial distribution were compared. The results reveal that the impact of the initial distribution is smaller than expected. The cell number densities differ significantly for the first 24 hours but in the long run differ hardly. The simulation results for the IDE model with the different initial cell distributions were compared to results without modeling the yeast cell dynamics on a single-cell level coming from the simulation of a comparable ODE model version. The main differences occur for the yeast growth and yeast death. Thus, the impact of modeling the cell dynamics is much less than expected and almost negligible. So, it is questionable whether it brings much more value to use this as the descriptive process model with respect to process optimization. Moreover, this would also require more data related to the dynamics in order to estimate the dynamic parameters. To collect this kind of data is very expensive or not even possible in the scope as it would be useful. Another bottleneck of using this model for process optimization is that its solution is computationally expensive.

Nevertheless, the investigated model is very interesting from a mathematical point of view. The outcomes of this work can be useful for other models based on integro-differential equations from other fields of application in finance, engineering sciences including physical and other biological processes.

Moreover, the outcomes for the particular wine fermentation model studied here can be very useful for winemakers in understanding the evolution of the yeast cell population with respect to cell mass and can support process engineers with useful mathematical investigations and making a process model choice. This is essential for process optimization, i.e. for increasing profit and process efficiency.

Appendix A. The Jacobian of the Right Hand Side \( f \) in Section 3. We start with the first component of \( f \), namely \( f_{w_i} \), and form the derivatives with respect to all other components, in detail

\[
\frac{\partial f_{w_i}}{\partial w_i} = \frac{1}{\Delta m} \left( -r_c(m_{i+1}, N, S, O) - 2 \sum_{j=1}^{N_{w-1}} K_{ij} - \int_{m_i}^{m_i+1} \Gamma(m) \, dm - \Phi(E) - k_d \right),
\]

\[
\frac{\partial f_{w_i}}{\partial w_{i-1}} = \frac{1}{\Delta m} (r_c(m_i, N, S, O)),
\]

\[
\frac{\partial f_N}{\partial N} = \frac{1}{\Delta m} \left( -r_c(m_{i+1}, N, S, O) + \frac{S \mu_{\text{max}}(T) m_{i+1}}{(K_N + N)(K_S + S)} \left( \frac{O}{K_O + O + \epsilon} \right) \right) w_i
\]

\[
+ \frac{r_c(m_i, N, S, O)}{K_N + N} - \frac{S \mu_{\text{max}}(T) m_i}{(K_N + N)(K_S + S)} \left( \frac{O}{K_O + O + \epsilon} \right) w_{i-1},
\]

\[
\frac{\partial f_{w_i}}{\partial E} = k_d_1 k_d_2 (E - \text{tol})^2 / (\pi (1 + k_d_1^2 (E - \text{tol})^2))
\]
\[
+ 2 k_d_2 (E - \text{tol})(0.5 + \text{atan}(k_d_1 (E - \text{tol})/\pi)) w_i,
\]
\[
\frac{\partial f_{w_i}}{\partial S} = -\frac{1}{\Delta m} \left( \left( -\tau_i(m_i+1,N,S,O) \right) \left( \sigma_i(m_i,N,S,O) \right) \left( N \mu_{\max}(T) \right) \left( \frac{O}{K_O + O} + \epsilon \right) \right) w_i \\
+ \left( \frac{\partial}{\partial S} \left( \frac{O}{K_O + O} + \epsilon \right) \right) w_{i-1}
\]
and
\[
\frac{\partial f_{w_i}}{\partial O} = -\frac{1}{\Delta m} \left( \left( -\tau_i(m_i+1,N,S,O) \right) \left( \sigma_i(m_i,N,S,O) \right) \left( S \mu_{\max}(T) \right) \left( \frac{O}{K_O + O} + \epsilon \right) \right) w_i \\
+ \left( \frac{\partial}{\partial O} \left( \frac{O}{K_O + O} + \epsilon \right) \right) w_{i-1}
\]

Let us continue with the derivatives of \( f_N \) with respect to all states apart from \( E \), i.e.
\[
\frac{\partial f_N}{\partial w_i} = -k_1 \tilde{r}_i(N,S,O) \left( \frac{m_i + m_{i+1}}{2} \Delta m \right),
\]
\[
\frac{\partial f_N}{\partial N} = -k_1 \sum_{i=1}^{N_{w-1}} \Delta m \left( \frac{m_i + m_{i+1}}{2} \right) w_i \left( -\frac{\tilde{r}_i(N,S,O)}{K_N + N} \right) \\
+ \frac{\mu_{\max}(T)S}{(K_N + N)(K_{S_1} + S)} \left( \frac{O}{K_O + O} + \epsilon \right),
\]
\[
\frac{\partial f_N}{\partial S} = -k_1 \sum_{i=1}^{N_{w-1}} \Delta m \left( \frac{m_i + m_{i+1}}{2} \right) w_i \left( -\frac{\tilde{r}_i(N,S,O)}{K_{S_1} + S} \right) \\
+ \frac{\mu_{\max}(T)N}{(K_N + N)(K_{S_1} + S)} \left( \frac{O}{K_O + O} + \epsilon \right)
\]
and
\[
\frac{\partial f_N}{\partial O} = -k_1 \sum_{i=1}^{N_{w-1}} \Delta m \left( \frac{m_i + m_{i+1}}{2} \right) w_i \left( -\tilde{r}_i(N,S,O) \right) \\
+ \frac{\mu_{\max}(T)NS}{(K_N + N)(K_O + O)(K_{S_1} + S)}.\]

Moreover, the derivatives of \( f_E \) with respect to \( w_i \), \( E \) and \( S \) are represented by
\[
\frac{\partial f_E}{\partial w_i} = \tilde{q}(S,E) \left( \frac{m_i + m_{i+1}}{2} \Delta m \right),
\]
\[
\frac{\partial f_E}{\partial E} = \sum_{i=1}^{N_{w-1}} \Delta m \left( \frac{m_i + m_{i+1}}{2} \right) w_i \left( \frac{-\tilde{q}(S,E)}{E + K_E(T)} \right)
\]
and
\[
\frac{\partial f_E}{\partial S} = \sum_{i=1}^{N_{w-1}} \Delta m \left( \frac{m_i + m_{i+1}}{2} \right) w_i \left( \frac{-\tilde{q}(S,E)}{S + K_{S_2}} \right) + \frac{\beta_{\max}(T)K_{E}(T)}{(E + K_E(T))(K_{S_2} + S)}.
\]

Furthermore, for the derivatives of \( f_S \) with respect to all states we obtain
\[
\frac{\partial f_S}{\partial w_i} = (-k_2 \tilde{q}(S,E) - k_3 \tilde{r}_i(N,S,O)) 0.5(m_i + m_{i+1}) \Delta m,
\]
\[
\frac{\partial f_S}{\partial N} = -k_3 \sum_{i=1}^{N_{w-1}} \Delta m \left( \frac{m_i + m_{i+1}}{2} \right) w_i \left( -\tilde{r}_i(N,S,O) \right) \left( \frac{K_{N} + N}{K_N} \right)
\]
Finally, the derivatives of \( f_O \) with respect to \( w_i \), \( N \), \( S \) and \( O \) look like the following:

\[
\frac{\partial f_O}{\partial w_i} = -k_4 \tilde{r}(N,S,O) \Delta m \frac{(m_i + m_{i+1})}{2},
\]
\[
\frac{\partial f_O}{\partial N} = -k_4 \sum_{i=1}^{m_{w-1}} \Delta m \frac{(m_i + m_{i+1})}{2} \frac{w_i}{K_N + N} - \frac{\mu_{max}(T)S}{(K_N + N)(K_{S_1} + S)}.
\]
\[
\frac{\partial f_O}{\partial S} = -k_4 \sum_{i=1}^{m_{w-1}} \Delta m \frac{(m_i + m_{i+1})}{2} \frac{w_i}{K_{S_1} + S} - \frac{\mu_{max}(T)O}{(K_N + N)(K_{O} + O)(K_{S_1} + S)}.
\]
\[
\frac{\partial f_O}{\partial O} = -k_4 \sum_{i=1}^{m_{w-1}} \Delta m \frac{(m_i + m_{i+1})}{2} \frac{w_i}{K_O + O} - \frac{\mu_{max}(T)N}{(K_N + N)(K_{O} + O)(K_{S_1} + S)}.
\]

All other derivatives apart from the derivatives of the boundary conditions are equal to zero.

The derivatives of the boundary conditions for the yeast population are of the following form:

\[
\frac{\partial f_{w_0}}{\partial w_0} = \frac{1}{\Delta m} r_c(m_{min}, N, S, O).
\]
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