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Abstract—This paper presents a low-overhead optimizer for the ubiquitous sparse matrix-vector multiplication (SpMV) kernel. Architectural diversity among different processors together with structural diversity among different sparse matrices lead to bottleneck diversity. This justifies an SpMV optimizer that is both matrix- and architecture-adaptive through runtime specialization. To this direction, we present an approach that first identifies the performance bottlenecks of SpMV for a given sparse matrix on the target platform either through profiling or by matrix property inspection, and then selects suitable optimizations to tackle those bottlenecks. Our optimization pool is based on the widely used Compressed Sparse Row (CSR) sparse matrix storage format and has low preprocessing overheads, making our overall approach practical even in cases where fast decision making and optimization setup is required. We evaluate our optimizer on three x86-based computing platforms and demonstrate that it is able to distinguish and appropriately optimize SpMV for the majority of matrices in a representative test suite, leading to significant speedups over the CSR and Inspector-Executor CSR SpMV kernels available in the latest release of the Intel MKL library.

I. INTRODUCTION

Sparse matrix-vector multiplication (SpMV) is a fundamental building block of iterative methods for the solution of large sparse linear systems and the approximation of eigenvalues of large sparse matrices arising in applications from the scientific computing, machine learning and graph analytics domains. It has been repeatedly reported to achieve only a small fraction of the peak performance of current computing systems due to a number of inherent performance limitations, that arise from the algorithmic nature of the kernel, the employed matrix storage format and the sparsity pattern of the matrix. In particular, SpMV is characterized by a very low flop:byte ratio, since the kernel performs $O(NZZ)$ operations on $O(N + NZZ)$ amount of data, indirect memory references as a result of storing the matrix in a compressed format and irregular memory accesses to the right-hand side vector due to sparsity.

SpMV is typically a memory bandwidth bound kernel for the majority of sparse matrices on multicore platforms. Its bandwidth utilization is strongly dependent on the sparsity pattern of the matrix and the underlying computing platform. Consequently, most optimization efforts proposed in the literature over the past years have focused on reducing traffic between caches and main memory, primarily by compressing the memory footprint of the matrix [1]–[12]. With the advent of many-core architectures, including GPGPUs and the Intel Xeon Phi processors, the performance landscape has become more diverse. For instance, the larger number of cores available in such architectures make SpMV performance more sensitive to the workload distribution among threads. As the performance of SpMV is becoming increasingly dependent on both the input problem and the underlying computing platform, there is no one-size-fits-all solution to attain high performance. Thus, we advocate the significance of matrix- and architecture-aware runtime specialization. The value of cherry-picking optimizations for SpMV is further emphasized by the fact that blindly applying optimizations can actually hinder performance. As an example, Fig. 1 shows the effect of different optimizations on an Intel Xeon Phi processor. Even though each optimization achieves significant gains for some matrices, it may result in nonnegligible slowdowns for others. Optimizing SpMV usually involves a preprocessing step to analyze the sparse matrix structure and may include format conversion, parameter tuning, etc. While the overhead of this step may be amortized for applications that reuse the same matrix over many invocations of SpMV, it can outweigh any performance benefit when a smaller number of iterations is required for solver convergence, which is often the case in preconditioned solvers [13], or when the structure of the matrix changes frequently, e.g. in graph applications. This is why many recent efforts have focused on designing more lightweight optimizations [14], [15].

In this paper, we propose an adaptive SpMV optimizer that seeks to provide performance stability, i.e., improved performance for all sparse matrices, and low overhead in order to be beneficial to problems that require a small number of iterations to converge. We especially focus on designing an optimizer that is more lightweight than a trivial one that runs all optimizations and selects the best for the target application.

In order to provide performance stability, our optimizer

---

1We define $NZZ$ as the number of nonzero elements and $N$ as the number of rows/columns in the matrix. For simplicity, we assume a square matrix.
relies on SpMV bottleneck analysis of the input matrix on the target platform. We formulate bottleneck detection as a classification problem (Section III-A) and first develop a profile-guided classifier (Section III-C), that relies on micro-benchmarks to classify the matrix. As the online profiling phase has a nonnegligible cost, we go one step beyond, and propose a classifier that relies only on matrix properties that can be cheaply computed (Section III-D). This feature-guided classifier is pre-trained during an offline stage with the use of machine learning techniques and performs feature extraction on-the-fly. The runtime overhead of this classifier is very low, making it extremely lightweight (Section IV-D).

Once the performance bottlenecks of a matrix have been detected, we apply suitable optimizations to tackle them. We employ a simple and easy-to-implement set of optimizations (Section III-E), based on the general-purpose Compressed Sparse Row (CSR) sparse matrix storage format. Our approach, however, is compatible with a plethora of other optimizations found in the literature. Again here, the idea is to resort to optimizations that require short preprocessing times, further contributing to our objective for a lightweight scheme.

We evaluate our optimizer using both classifiers on two generations of Intel’s Xeon Phi many-core processor and an Intel Broadwell processor. The performance analysis in Section III demonstrates the diversity of SpMV bottlenecks among different matrices, while our experimental results in Section IV show the diversity of SpMV bottlenecks among different computing platforms and the effectiveness of the proposed approach in distinguishing and appropriately optimizing the majority of matrices, leading to significant speedups over the CSR and Inspector-Executor CSR SpMV implementations available in the latest Intel MKL SpMV implementations.

III. OPTIMIZATION TUNING METHODOLOGY

Optimization selection can be solved in various ways. For example, one could simply take an empirical approach: measure how different optimizations work for a particular matrix on the target machine and then apply the most efficient optimization on future runs of the same matrix. This is the most accurate method, however, it incurs a substantial overhead to sweep over all candidate optimizations, some of them requiring significant preprocessing time including format conversion and autotuning parameters. In order to reduce this overhead, one could employ a “blind” machine learning approach. By defining optimizations as classes, one could train a classifier with machine learning techniques to select a proper optimization. However, in this case, the classifier would need to be rebuilt whenever an optimization is added or replaced and, furthermore, no intuition would be provided into when and why an optimization works.

We propose a solution that is lightweight, intuitive and enables a modular framework design. We formulate optimization selection as a multiclass, multilabel classification problem, where classes represent performance bottlenecks. For
every class, we implement an optimization that is designed to address the corresponding bottleneck. Given an input matrix, its bottlenecks are identified through classification and the corresponding optimizations are jointly applied. Since most optimizations proposed in the literature are designed with a specific bottleneck in mind, by detecting bottlenecks instead of optimizations, our classifier explains why an optimization actually improved performance for a particular matrix. Furthermore, by decoupling bottleneck identification from the application of optimizations, one can build a classifier once and optimizations can be henceforth added or replaced in a plug-and-play fashion.

A. Formulation as a Classification Problem

Based on the analysis presented in Section II and the extensive research that has been realized over the past few decades in SpMV performance analysis and optimization, we define the following classes, each representing a potential SpMV performance bottleneck:

**MB** This class includes matrices that achieve memory bandwidth utilization values close to the peak (which may differ depending on the working set size) and are, therefore, Memory Bandwidth bound. Such matrices usually exhibit a regular sparsity structure.

**ML** This class refers to matrices that are Memory Latency bound. Such matrices exhibit poor locality in the accesses to the right-hand side vector due to a highly irregular sparsity pattern, which cannot be detected by hardware prefetching mechanisms available in current architectures.

**IMB** This class includes matrices with highly uneven row lengths or regions with completely different sparsity patterns that exhibit thread IMBalance due respectively to an uneven workload distribution or computational uneveness.

**CMP** This class includes matrices that present CoMPutational bottlenecks. Such matrices either fit in the system’s cache hierarchy and have an operational intensity closer to the corresponding dense kernel, pushing them closer to the ridge point of the Roofline model [17], or have the majority of nonzero elements concentrated in a few dense rows, e.g., power law matrices.

The above classes are quite generic and cover a wide variety of matrices with different structural characteristics.

B. Per-Class Performance Bounds

In this section, we perform a thorough bound and bottleneck analysis for the SpMV kernel. Inspired by the “bounding techniques” described in [20], for every class defined in Section II-A, we derive an upper bound on performance that represents the maximum performance that can be achieved by completely eliminating the corresponding bottleneck. The idea here is that by comparing the actual performance with the per-class upper bounds, we are able to estimate which bottlenecks are important to address and what is the potential performance gain. In the following analysis, P stands for performance, M for memory traffic, B for bandwidth, S for size and t for execution time.

**P_{MB}** For matrices of this class the available memory bandwidth is saturated. Thus, an upper performance bound can be derived by assuming maximum sustainable main memory bandwidth as

\[ P_{MB} = \frac{2 \cdot NNZ}{\max(M_{A,\text{N}} + M_{xy,\text{min}})} \]

where \( B_{\text{max}} \) is the maximum sustainable memory bandwidth of the system, while \( M_{A,\text{N}} \) and \( M_{xy,\text{min}} \) are the minimum memory traffic that can be generated by the matrix \( A \) stored in format and the vectors \( x, y \) respectively. Note that compulsory misses set the minimum memory traffic and, hence, \( M_{A,\text{N}} = S_{\text{format}} \) and \( M_{xy,\text{min}} = S_x + S_y \).

**P_{ML}**

An upper bound for this class can be estimated using the median execution time \( t_{\text{median}} \) among all threads as

\[ P_{ML} = \frac{2 \cdot NNZ}{t_{\text{median}}} \]

We use the median instead of the mean, as we require reduced importance to be attached to outliers.

**P_{CMP}**

For matrices of this class, we can define a very loose upper bound by running a modified SpMV kernel where we completely eliminate indirect memory references, resulting in unit-stride accesses only. In case of the CSR format, we no longer use \( \text{colind} \) to index vector \( x \), but always access \( x[i] \), where \( i \) is the current row index.

A generic upper bound on SpMV performance, independent of the format used to store the sparse matrix, can be defined as follows:

\[ P_{\text{peak}} = \frac{2 \cdot NNZ}{\max(M_{A,\text{min}} + M_{xy,\text{min}})} \]

where \( B_{\text{max}} \) and \( M_{xy,\text{min}} \) are defined as before. In order to estimate \( M_{A,\text{min}} \) we assume we can only compress the indexing information of a sparse matrix (not the values). In this case, a minimum can be determined by completely eliminating the indexing structures, i.e., \( M_{A,\text{min}} = S_{\text{values}} \).

We apply the bound and bottleneck analysis on an Intel Xeon Phi co-processor using the CSR format as our baseline SpMV implementation. You may refer to Section IV-A for details on the experimental setup. The performance of the baseline kernel is denoted by \( P_{\text{CSR}} \). Among the previously defined performance bounds, only \( P_{ML} \) and \( P_{\text{CMP}} \) require a
micro-benchmark to be run on-the-fly. $P_{\text{peak}}$ and $P_{MB}$ only require $B_{\text{max}}$ to be measured on the target system, while $P_{IMB}$ can be deduced from the baseline run. Fig. 3 shows the performance of the baseline along with the per-class and generic upper bounds for a representative set of matrices from the University of Florida Sparse Matrix Collection \cite{21}. The relation of each per-class upper bound to the baseline differs among matrices, indicating a potential diversity in the bottlenecks of each matrix.

\subsection*{C. Profile-Guided Classifier}

By comparing the per-class upper bounds to the baseline performance presented in the previous section, we are able to derive heuristics that can be used to determine the class(es) of each matrix. Examining Fig. 3 in more detail, we distinguish the following cases:

- $P_{\text{CSR}} \approx P_{\text{ML}}$ (consph, rajat30, circuit5M, etc.) Performance did not improve by eliminating irregular memory accesses, hence SpMV does not suffer from excessive cache misses. Note that these matrices incurred a slowdown with software prefetching in Fig. 1.
- $P_{\text{CSR}} \approx P_{\text{IMB}}$ (citationCiteseer, web-Google, nd24k, etc.) This implies a balanced execution time among all threads.
- $P_{\text{CSR}} \approx P_{\text{MB}}$ (consph, nd24k, boneS10, etc.) In this case, either SpMV has saturated the available main memory bandwidth and, thus, the matrix is a candidate of the MB class.
- $P_{\text{ML}} \gg P_{\text{CSR}}$ and/or $P_{\text{IMB}} \gg P_{\text{CSR}}$ (poisson3Db, parabolic_fem, offshore) In this case CSR SpMV benefited from eliminating irregularity and/or balancing thread execution time, indicating it may belong to the ML and/or IMB classes.
- $P_{\text{CMP}} \ll P_{\text{MB}}$ (ASIC_680k, rajat30, degme) This suggests that SpMV using the CSR format might be limited by computational bottlenecks, based on the following analysis:

\[ \frac{2 \cdot \text{NNZ}}{M_{\text{NCMP}}} < 1 \]

\[ \frac{M_{\text{ACS R, min}} + M_{xy, \text{min}}}{M_{\text{ACS R, CMP}} + M_{xy, \text{CMP}}} \cdot \frac{B_{\text{CMP}}}{B_{\text{max}}} < 1 \quad (1) \]

Since the memory footprint of the matrix in the computation of $P_{\text{CMP}}$ is smaller (we no longer use the colind array) and we have eliminated irregularity as well, we can assume that $M_{\text{ACS R, CMP}} < M_{\text{ACS R, min}}$ and $M_{xy, \text{CMP}} < M_{xy, \text{min}}$. Thus, in order for (1) to hold, $B_{\text{CMP}} < B_{\text{max}}$. This, the matrix is not memory bound (neither latency nor bandwidth). If additionally $P_{\text{IMB}} \gg P_{\text{CSR}}$ the execution is imbalanced and the threads causing the imbalance are compute-limited. This condition holds for matrices that have the majority of nonzero elements concentrated in a few dense rows, e.g., ASIC_680k, rajat30, degme, FullChip and circuit5M.

Note that these matrices improve with vectorization in Fig. 1. If $P_{\text{CMP}} \gg P_{\text{ML}}$, the matrix may be suffering from loop overheads in the presence of very short rows, e.g., webbase-1M, flickr, circuit5M.

- $P_{\text{CMP}} \gg P_{\text{PEAK}}$ Based on a theoretical analysis similar to the previous one, we conclude that this condition may occur when SpMV’s working set fits in the system’s cache hierarchy and the system’s bandwidth vastly improves for such working sets. This case does not appear in our matrix suite on KNC, it does however on other platforms.

Our analysis clearly exposes a diversity in performance bottlenecks on Intel Xeon Phi. Many matrices suffer from thread imbalance and excessive cache misses, while a subset of those seem to have competing bottlenecks, e.g., parabolic_fem, offshore, webbase-1M, etc. This diversity justifies an SpMV optimizer that is matrix-adaptive. Towards this direction, we design a rule-based classification algorithm based on the previous observations. Since we collect data for the performance bounds during an online profiling phase, we will henceforth refer to this classifier as the profile-guided classifier.

The algorithm is depicted in Fig. 4. The classification is performed by comparing per-class performance bounds and by evaluating their impact on the baseline kernel. The values of $T_{\text{ML}}$ and $T_{\text{IMB}}$, which form the hyperparameters of our classifier, have been tuned using grid search, which simply performs an exhaustive search through the specified hyperparameter space for a combination of values that maximizes some performance metric. We choose to maximize the average performance gain of the corresponding optimizations on a large set of matrices (see Section III-E). Notice that it is possible for a matrix not to be classified. This reflects cases for which it is not worth applying any of the optimizations in our pool. Also note that this classifier implicitly deduces SpMV performance characteristics on the underlying computing platform through hyperparameter tuning and profiling, making it architecture-adaptive.

Fig. 3. SpMV performance using the CSR format and per-class upper bounds on Intel Xeon Phi (codename Knights Corner).
Fig. 4. Profile-guided classifier. Parameters $T_{ML} = 1.25$ and $T_{IMB} = 1.24$ were optimized through exhaustive grid search.

D. Feature-Guided Classifier

We go one step further and design a classifier that relies on structural features of the sparse matrix to perform the classification. The intuition behind this approach is that one can devise features that represent comprehensive characteristics of a sparse matrix that are closely related to SpMV performance. For example, the number of nonzero elements per row can reveal workload imbalance during SpMV execution. In particular, if a matrix contains very uneven row lengths and a row-partitioning scheme is being employed for workload distribution, then threads that are assigned long rows will take longer to execute resulting in thread imbalance. We leverage supervised learning techniques to build this classifier. The advantage of this approach is that, given a set of labeled matrices, the classification rules can be automatically deduced. We will henceforth refer to this classifier as the feature-guided classifier.

We experiment with a Decision Tree classifier and adjust it to perform multilabel classification in order to detect all bottlenecks. We also add a dummy class to reflect matrices not worth optimizing with any of our optimizations (see Section III-E). Learning is performed using an optimized version of the CART algorithm, which has a runtime cost of $O(N_{features} \cdot N_{samples} \cdot \log N_{samples})$ for the construction of the tree, where $N_{features}$ is the number of features used and $N_{samples}$ is the number of samples used to build the classifier. The query time for this classifier is $O(\log N_{samples})$. We generate the classifier using the scikit-learn machine learning toolkit [22].

1) Feature Extraction: This classifier uses real-valued features to perform the classification. Table I shows all the features we experimented with, along with the time complexity of their extraction from the input matrix. $N$ denotes the number of rows in the matrix and $NNZ$ the number of nonzero elements. We define $nnz_i$ as the number of nonzero elements of row $i$, $bw_i$ the column distance between the first and last nonzero element of row $i$, $scatter_i = \frac{nnz_i}{bw_i}$, $clustering_i = \frac{ngroups_i}{nnz_i}$, where $ngroups_i$ is the number of groups formed by consecutive elements in row $i$ and, finally, $misses_i$ is the number of nonzero elements in row $i$ that can generate cache misses. We naively say that an element will generate a cache miss when its distance from the previous element in the same row exceeds the number of elements that fit in a cache line of the system.

2) Training Data Selection: We train our classifier with a data set consisting of sparse matrices from the University of Florida Sparse Matrix Collection [21]. We have selected a matrix suite consisting of 210 matrices from a wide variety of application domains, to avoid being biased towards a specific sparsity pattern.

3) Training Data Labeling: Since the classes of a matrix cannot be determined in a straightforward manner, we use our profile-guided classifier for this purpose. An issue that arises by this choice is that the validity of the labels and, consequently, the accuracy of the trained classifier, depends on the behavior of the profile-guided classifier.

E. Optimization Pool

Table I gives a mapping of classes to optimizations. We have incorporated optimizations that require minimal pre-processing time, further contributing to our objective for a lightweight scheme. Note that in case multiple bottlenecks are detected, we jointly apply the corresponding optimizations.

For matrices that are memory bandwidth limited, we employ a rather simple compression scheme, just for illustrative purposes. We use delta indexing on the column indices of the nonzero elements of the matrix, a technique which was originally applied to SpMV by Pooch and Nieder [23]. We use 8- or 16-bit deltas wherever possible, but never both, in order to limit the branching overhead during SpMV computation. We employ vectorization as well, which helps attain a higher bandwidth utilization value on modern processors with wide SIMD units.

For the ML class of matrices, we employ software prefetching, since the source of excessive cache misses in SpMV is
MAPING OF MATRIX CLASSES TO OPTIMIZATIONS

| Class | Optimization |
|-------|--------------|
| MB    | column index compression through delta encoding [23] + vectorization |
| ML    | software prefetching on vector x |
| IMB   | matrix decomposition, auto scheduling (OpenMP) |
| CMP   | inner loop unrolling + vectorization |

![Fig. 5. Matrix decomposition optimization for matrices with very long rows.](image)

A result of indirect memory addressing to the right-hand side vector, which cannot be efficiently tackled by current hardware prefetching mechanisms. A single prefetch instruction was inserted in the inner loop of SpMV, with a fixed prefetch distance equal to the number of elements that fit in a single cache line of the hardware platform. Data are prefetched into the L1 cache.

For matrices that suffer from thread imbalance, we include multiple optimizations, as thread imbalance can be a result of either workload imbalance (number of nonzero elements per thread) or computational unevenness. We select the final optimization based on structural features of the matrix. The first subcategory includes matrices with highly uneven row lengths that we detect by comparing the $nnz_{max}$ and $nnz_{avg}$ features from Table [I]. For these matrices, we basically decompose the matrix into two parts stored in a modified CSR format, depicted in Fig. [5]. SpMV is performed in two steps, described in Fig. [6]. First, SpMV is performed as usual by skipping the long rows, and then long rows are computed with a different assignment of computation to threads. Every row is computed by all threads and a reduction of partial results follows. For the second subcategory, which we detect with the $bw_{adj}$ feature, we employ the auto scheduling policy available in the OpenMP runtime system [24]. When the auto schedule is specified, the decision regarding scheduling is delegated to the compiler, which has the freedom to choose any possible mapping of iterations (rows in this case) to threads.

Finally, for matrices that present computational bottlenecks, we combine inner loop unrolling with vectorization.

IV. EXPERIMENTAL EVALUATION

Our experimental evaluation focuses on three aspects: matrix classification accuracy, the performance benefit of applying our methodology for optimizing SpMV, as well as the runtime cost of the optimization workflow.

```plaintext
1: procedure SpMV(A:in, x:in, y:out)
2: for i ← 1, N do
3: for j ← A.rowptr[i], A.rowptr[i + 1] do
4: off[i] ← A.offset[i]
5: y[i] ← A.val[i] + off[i] · x[A.colind[j] + off[i]]
6: end for
7: end for
8: for i ← 1, N do → N': number of long lines
9: row ← lrowind[i]
10: off[i] ← A.offset[row]
11: offi+1 ← A.offset[row + 1]
12: for j ← A.rowptr[row] + offi do
13: y[row] ← A.val[j] + offi · x[A.colind[j] + offi]
14: end for
15: end for
16: end procedure
```

Fig. 6. Decomposed SpMV implementation for matrices with highly uneven row lengths.

A. Experimental Setup and Methodology

Our experiments were performed on a first generation Intel Xeon Phi co-processor (KNC), a second generation Intel Xeon Phi bootable processor (KNL) configured in the Flat mode, in which the high-bandwidth MCDRAM memory (HBM) is directly addressable, and an Intel Broadwell processor (Broadwell). On KNL, we allocate the entire application on HBM using the numactl tool. Table [II] lists the technical specifications of each platform. We disabled the turbo boost technology to avoid fluctuations in the measurements.

We used the OpenMP parallel programming interface and compiled our software using Intel ICC-17.0.1 and the Intel OpenMP library. The benchmarks used for the profile-guided classifier as well as the baseline SpMV implementation use the CSR format and are compiled with the -03 -qopt-prefetch=0 -qopt-threads-per-core=4 flags. To simulate the typical SpMV computation in scientific applications, we used double precision floating-point values for the nonzero elements. Unless stated otherwise, the baseline and optimized implementations employ a static one-dimensional row partitioning scheme, where each partition has approximately equal number of nonzero elements and is assigned to a single thread. For comparison purposes we used Intel MKL 2017.0. Finally, we enforced the thread affinity policy by setting OMP_PLACES=threads and OMP_PROC_BIND=close using all the cores in each system.

Whenever we report performance rates for SpMV, e.g. Gflops, they have been summarized over 5 benchmark runs using the harmonic mean. The rate of each individual run is the rate of the arithmetic means of the absolute counts (floating-point operations and seconds) of 128 SpMV operations, that is, we perform warm cache measurements.

B. Feature-Guided Classifier Accuracy

First, we evaluate our feature-guided classifier in terms of accuracy, assuming the labels generated by the profile-guided classifier are correct. We estimate how accurately our models perform using Leave-One-Out cross validation. According to
this methodology, for a training set of $k$ matrices ($k = 210$), $k$ experiments are performed. For each experiment $k-1$ matrices are used for training and one for testing. The computed performance metric per experiment is the Exact Match Ratio, which is defined as the percentage of samples for which the predicted set of classes is fully correct, i.e., it exactly matches the set of labels produced by our profile-guided classifier. However, since we apply at least one optimization per matrix we can tolerate predictions that are partially correct, thus, we also define a performance metric, denoted by Partial Match Ratio, that considers a prediction to be correct if it contains at least one correct class. The final accuracy score reported by cross validation is the average of the values computed in the loop of $k$ experiments.

Table IV reports the most accurate feature-guided classifiers on KNC. Due to space limitations, we do not present the classifiers of the other platforms; however, they employ a similar set of features and similar accuracies. We report classifiers with increasing time complexity in the feature extraction phase along with their achieved accuracy score based on both the Exact and Partial Match Ratio performance metrics. The selection of features for the classifiers has been a result of exhaustive search.

### C. Performance of selected optimizations

Contrary to standard classification problems, our key measure of success is not classifier accuracy—rather, we aim to maximize the average performance improvement of our optimizer over the baseline implementation, as well as the CSR mkl_dcsrmv() kernel available in the Intel MKL library. In this way, we designate the value of optimization tuning for SpMV. We also evaluate the recently introduced Inspector-Executor CSR mkl_sparse_d_mv() kernel of Intel MKL.

Fig. 7 presents SpMV performance achieved by MKL CSR, MKL Inspector-Executor CSR, our baseline CSR implementation, our profiling- and feature-guided classifiers, as well as the oracle—the perfect optimizer that always selects the best optimization available—on all experimental platforms for a representative set of matrices. The classes of each matrix according to the profile-guided classifier are also reported. We note that we used the feature-guided classifier with the highest accuracy reported in Table IV.

On KNC and KNL, our initial observation concerns the diversity of performance bottlenecks detected by our profile-guided classifier. This was expected based on our bound and bottleneck analysis in Section III-B and is mainly due to the architectural characteristics of the Xeon Phi processors. Both KNC and KNL contain a large number of cores, a fact that favors workload imbalance, and a very expensive (an order of magnitude higher compared to multi-cores) cache miss latency, which further exposes irregularity in the accesses to the right-hand side vector. Thus, there are many matrices that fall out of the standard MB class. Our classifiers manage to successfully capture this trend and select proper optimizations due to their matrix- and architecture-awareness. Notice that the largest speedups for our classifiers are achieved by combining optimizations from different classes.

Specifically on KNC, rajat30 and flickr are the only matrices where our classifiers do not detect the optimal optimization. In case of rajat30, which is characterized with a high concentration of nonzero elements in a few dense rows, our classifiers do not recognize it as a candidate of the ML class and, consequently, do not apply software prefetching which offers the additional performance boost. By further exploring, we discovered that the benchmark that exposes irregularity for the profile-guided classifier (see Section III-B), can actually detect the irregularity in this matrix by looking at it in partitions, instead of looking at it as a whole. We intend to extend our classification approach to incorporate this idea in future work. In case of flickr, the combination of auto scheduling, prefetching and vectorization did not pay off, with the best performance being achieved by simply applying prefetching. In total, the profile- and feature-guided classifiers achieve an impressive average $2.72 \times$ and $2.63 \times$ speedup over MKL CSR respectively.

On KNL, the profile- and feature-guided classifiers achieve an average $6.73 \times$ and $6.48 \times$ speedup over MKL CSR respectively. The MKL Inspector-Executor also significantly improves over MKL CSR by $4.89 \times$ on average, but our classifiers manage to further improve performance in most cases. The largest speedups over the Inspector-Executor occur for matrices with imbalanced execution, that is either due to highly uneven row lengths ({$\text{IMB, CMP}$} set of classes), e.g., A$\text{SIC}_{680k}$, rajat30, degme, or computational unevenness ({$\text{ML, IMB}$} set of classes), e.g., parabolic$_{fem}$, thermal2. Also notice how some matrices present different or additional bottlenecks compared to KNC. For instance, human$_{gene1}$ is latency bound (ML class) on KNC, while on KNL it is bandwidth bound (MB class).
Finally, on Broadwell the profile- and feature-guided classifiers achieve an average 2.02× and 1.86× speedup over MKL CSR respectively. Speedups occur mostly for matrices that entirely or partially fit in the system’s cache hierarchy and include the ML or IMB classes. The MKL Inspector-Executor also achieves an average 1.49× over MKL CSR, but our classifiers manage to further improve performance in most cases.

**D. Runtime Overhead**

The work-flow of the proposed optimization process comprises two basic steps: bottleneck detection through classification and generation of optimized code based on the classification results. Concerning the first step, our profile-guided classifier runs a number of micro-benchmarks on the input matrix and applies the empirically-tuned classification algorithm (see Section III-C), while the feature-guided classifier extracts matrix properties and applies a pre-trained classifier (see Section III-D). Runtime code generation is performed Just-In-Time (JIT). Depending on the selected optimizations, e.g. compression, an intermediate preprocessing step may be required.

In order to provide a meaningful illustration of how lightweight the proposed optimizers are, we are going to evaluate them in the context of iterative methods for the solution of large sparse linear systems, e.g., variations of the Conjugate Gradient (CG) and the Generalized Minimal Residual (GMRES) methods. Such solvers repeatedly call SpMV and usually require hundreds to thousands of iterations to converge, making it possible to amortize the overhead of the optimization process, e.g., optimization selection, format conversion, runtime code generation, parameter tuning etc. However, it is quite common in real-life applications to run preconditioned versions of these methods to accelerate convergence. In this case, the number of iterations may be significantly smaller, ranging from dozens to hundreds, thus, limiting the online overhead that can be tolerated [13].
The table shows the minimum number of solver iterations required to amortize the autotuning runtime overhead of different optimizers on KNL.

| Optimizer          | \(N_{\text{iters, best}}\) | \(N_{\text{iters, avg}}\) | \(N_{\text{iters, worst}}\) |
|--------------------|-----------------------------|-----------------------------|-----------------------------|
| trivial-single     | 455                         | 910                         | 8016                        |
| trivial-combined   | 1992                        | 3782                        | 37111                       |
| profile-guided     | 145                         | 267                         | 3145                        |
| feature-guided     | 27                          | 60                          | 567                         |
| MKL Inspector-Executor | 28                      | 336                         | 1229                        |

In Table[V] we present the minimum number of iterations required for our optimizers, as well as the MKL CSR Inspector-Executor and two trivial optimizers—one that runs all single optimizations (total of 5 in our case) and one that also includes combinations of 2 (total of 15 in our case) and selects the best for each matrix—to be beneficial over CSR MKL in the context of an iterative solver. Specifically, if \(t_{\text{solver}}\) and \(t'_{\text{solver}}\) are the total execution times of the solver using a baseline and an optimized SpMV implementation respectively, and \(t_{\text{pre}}\) the optimizer overhead, then the number of solver iterations required to amortize that cost can be estimated as follows:

\[
t'_{\text{solver}} + t_{\text{pre}} \ll t_{\text{solver}} \iff N_{\text{iters}} \cdot t'_{\text{iter}} + t_{\text{pre}} \ll N_{\text{iters}} \cdot t_{\text{iter}} \iff N_{\text{iters}} \cdot (t_{\text{other}} + t_{\text{spmv}}) + t_{\text{pre}} \ll N_{\text{iters}} \cdot (t_{\text{other}} + t'_{\text{spmv}}) \iff N_{\text{iters}} \cdot t_{\text{spmv}} + t_{\text{pre}} \ll N_{\text{iters}} \cdot t'_{\text{spmv}} \iff N_{\text{iters}} \gg \frac{t_{\text{pre}}}{t_{\text{spmv}} - t'_{\text{spmv}}}.
\]

where \(N_{\text{iters}}\) is the number of iterations required for the solver to converge, and \(t_{\text{spmv}}\) and \(t'_{\text{spmv}}\) the execution time of SpMV before and after optimization. For simplicity, we have assumed that the performance of other computations \(t_{\text{other}}\) in the solver are not affected by changes in the SpMV implementation. By setting \(t_{\text{spmv}} = t_{\text{MKL}}\) an \(t'_{\text{spmv}} = t_{\text{optimizer}}\) we get:

\[
N_{\text{iters, min}} = \frac{t_{\text{pre}}}{t_{\text{MKL}} - t_{\text{optimizer}}}
\]

In Table[V] we report the worst and best observed cases among our representative matrix suite, as well as the average over all matrices. We run 64 SpMV iterations to get valid timing measurements. Note that the trivial optimizers incur the preprocessing overheads of every iteration, while our optimizers only incur the overheads of the selected optimizations based on their predictions. As expected, both optimizers that leverage the profiling- and feature-guided classifiers have a significant advantage over the trivial optimizers. The same stands for the MKL Inspector-Executor. However, our feature-guided optimizer requires by far the smallest number of iterations to provide a speedup over CSR MKL, making it the most lightweight approach.

V. RELATED WORK

Different sparse matrices have different sparsity patterns, and different architectures have different strengths and weaknesses. In order to achieve the best SpMV performance for the target sparse matrix on the target platform, an autotuning approach has long been considered to be beneficial. The first autotuning approaches attempted to tune parameters of specific sparse matrix storage formats. Towards this direction, the Optimized Sparse Kernel Interface (OSKI) library\[25] was developed as a collection of high performance sparse matrix operation primitives on single core processors. It relies on the SPARITY framework\[27] to tune the SpMV kernel, by applying multiple optimizations, including register blocking and cache blocking. Autotuning has also been used to find the best block and slice sizes of the input sparse matrix on modern CMPs and GPUs\[28].

There have been some research efforts closer to our work. The c1spMV framework\[29] is the first framework that analyzes the input sparse matrix at runtime, and recommends the best representation of the given sparse matrix, but it is restricted to GPU platforms. Towards the same direction, the authors in\[30] present an analytical and profiling-based performance modeling to predict the execution time of SpMV on GPUs using different sparse matrix storage formats, in order the select the most efficient format for the target matrix. For each format under consideration, they establish a relationship between the number of nonzero elements per row in the matrix and the execution time of SpMV using that format, thus encapsulating to some degree the structure of the matrix in their methodology. Similarly, in\[31], the authors propose a probabilistic model to estimate the execution time of SpMV on GPUs for different sparse matrix formats. They define a probability mass function to analyze the sparsity pattern of the target matrix and use it to estimate the compression efficiency of every format they examine. Combined with the hardware parameters of the GPU, they predict the performance of SpMV for every format. Since compression efficiency is the determinant factor in this approach, it is mainly targeted for memory bandwidth bound matrices. Closer to our approach is the SMAT autotuning framework\[32]. This framework selects the most efficient format for the target matrix using feature parameters of the sparse matrix. It treats the format selection process as a classification problem, with each format under consideration representing a class, and leverages a data mining approach to generate a decision tree to perform the classification, based on the extracted feature parameters of the matrix. The distinguishing advantage of our optimization selection methodology over the aforementioned approaches, is that it decouples the decision making from specific optimizations, by predicting the major performance bottleneck of SpMV instead of SpMV execution time using a specific optimization. Thus, in contrary to the above frameworks, where incorporating a new optimization requires either retraining a model or defining a new one, our decision-making approach allows an autotuning framework to be easily extended, simply by assigning the new optimization to one of the classes.

VI. CONCLUSIONS

In this paper, we show how a matrix- and architecture-adaptive optimizer can provide significant speedups for SpMV.
The proposed optimizer treats SpMV optimization as a classification problem. It classifies the input matrix based on its performance bottlenecks and applies suitable optimizations to tackle them. We describe two classifiers: a) a profile-guided classifier that relies on online profiling to perform the decision making, and b) a classifier trained offline with machine learning techniques that only extracts structural properties of the matrix on-the-fly. All aspects of the optimization process focus on minimizing online overheads in order to be applicable in real-life scenarios. Experimental evaluation on a representative matrix suite on one multi- and two many-core platforms shows that our methodology is very promising, achieving significant speedups over the Intel MKL library with an online overhead that can be easily amortized.
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