A Power Transformer Fault Diagnosis Method Based on Random Vector Functional-Link Neural Network

Qian Wang,1 Shinan Wang,1 Rong Shi,2 and Yong Li3

1School of Automation and Information Engineering, Xi’an University of Technology, Xi’an, Shaanxi 710054, China
2State Grid Shaanxi Electric Power Company Economic Research Institute, Xi’an, Shaanxi 710065, China
3Trinity International Ltd., Chaoyang, Beijing 100022, China

Correspondence should be addressed to Qian Wang; qianqian82126.com

Received 12 October 2020; Revised 29 December 2020; Accepted 10 March 2021; Published 23 March 2021

Academic Editor: Haoran Zhang

Copyright © 2021 Qian Wang et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The random vector functional link (RVFL) network is suitable for solving nonlinear problems from transformer fault symptoms and different fault types due to its simple structure and strong generalization ability. However, the RVFL network has a disadvantage in that the network structure, and parameters are basically determined by experiences. In this paper, we proposed a method to improve the RVFL neural network algorithm by introducing the concept of hidden node sensitivity, classify each hidden layer node, and remove nodes with low sensitivity. The simplified network structure could avoid interfering nodes and improve the global search capability. The five characteristic gases produced by transformer faults are divided into two groups. A fault diagnosis model of three layers with four classifiers was built. We also investigated the effects of the number of hidden nodes and scale factors on RVFL network learning ability. Simulation results show that the number of implicit layer nodes has a large impact on the network model when the number of input dimensions is small. The network requires a higher number of implicit layer neurons and a smaller threshold range. The size of the scale factor has significant influence on the network model with larger input dimension. This paper describes the theoretical basis for parameter selection in RVFL neural networks. The theoretical basis for the selection of the number of hidden nodes, and the scale factor is derived. The importance of parameter selection for the improvement of diagnostic accuracy is verified through simulation experiments in transformer fault diagnosis.

1. Introduction

Urban construction and sustainable development have become the focus of modern social development. The sustainable development of a city is inseparable from the safe and stable operation of the urban power grid. An important part of city construction and planning is the power network. The power transformer is one of the most important components in the power system. A good fault diagnosis method for power transformers is very important to improve the reliability of transformers [1–7]. Dissolved gas analysis (DGA) method is an effective method for transformer fault diagnosis. DGA methods can be divided into two categories: conventional and intelligent methods, including critical gas, IEC ratio, Rogers ratio, Doernenburg ratio, etc., all of which detect faults by the amount of gas released in the transformer oil. Fault diagnosis in these methods is based on the decisions of human experts. They explain the different gas releases due to temperature and energy variations of the fault [8]. All of these methods are relatively simple to implement, but their percentage of fault detection is quite low and may not be sufficient to reliably determine the type of fault [9]. Poor fault diagnosis results prompted researchers to look for new techniques.

With the development of artificial intelligence, machine learning techniques are also widely used to solve complex classification and regression problems in power systems. Among them are artificial neural networks, Bayesian networks, and support vector machines. Using intelligent methods can achieve a considerably higher diagnostic accuracy than traditional similar methods. However, the complex and variable relationship between power
transformer fault symptoms and different fault types makes it difficult to establish simulation models for power transformer fault diagnosis and network training.

The Artificial Neural Network (ANN) diagnostic method has a high diagnostic capability and compensates for the shortcomings of the three-ratio method for determining mixed fault types [10–16]. However, the method suffers from overfitting and nonconvergence in the learning process [17]. Bayesian multicore learning method was proposed and applied in transient stability assessment, but the method requires large-scale training data and the threshold range is chosen empirically [18–21]. Least-squares support vector machine (LS-SVM) was applied for load prediction [22–28]. The main drawback is that the kernel functions are difficult to select and must satisfy the Mercer condition [29, 30]. The key parameters directly affect the generalization performance but lack a structured approach to achieve optimal parameter selection.

The random vector function link (RVFL) network is a single hidden layer feedforward neural network [21–33]. It is widely used in deep and transfer learning [34–37]. Also, it has good potential for handling large-scale data, fast dynamic modeling, and real-time data processing [38–40]. In recent years, RVFL network models have been used in classification and regression, but there are few studies involving the number of hidden nodes and scale factor values. Neural network models with few hidden nodes cannot guarantee modeling performance, but neural network models with more hidden nodes may be overfitted leading to poor generalization performance [41–45]. Over the past few years, some constructive solutions have received considerable attention. These solutions start with a smaller network and gradually generate hidden nodes and output weights until an acceptable learning performance is achieved [46, 47].

This paper examines common shortcomings in RVFL network data modeling and transformer fault diagnosis. Radbas activation functions and uniformly distributed unbiased network models are selected. This study explains the instability of the neural network model used in numerous literatures. The importance of randomly assigning ranges to implicit parameters in RVFL networks is illustrated by an arithmetic example that points out the validity and infeasibility of two-step generation of RVFL networks with randomly assigned inputs. Furthermore, modeling data on RVFL networks with fixed range settings is risky. The main contributions of this paper are summarized as follows:

Firstly, an improved RVFL network model is proposed to introduce the concept of hidden node sensitivity. Each hidden node is classified and the hidden nodes with low sensitivity are eliminated in Section 2. Second, a standardization method using characteristic inputs is proposed in Section 3. The proposed method of processing the input data ensures full utilization of the sample. Finally, the theoretical basis for the number of hidden layer nodes and the scale factor values of the RVFL neural network and the value rules are presented in Section 4. It is verified with a transformer fault diagnosis model.

2. The Improved Random Vector Functional Link Algorithm

2.1. The RVFL Algorithm. The feedforward neural network (FNN) is one of the most popular algorithms in small sample machine learning [48–51]. One of the most commonly used topologies is the single hidden layer feedforward neural network (SLFN). Neurons between adjacent layers (input layer to hidden layer and hidden layer to output layer) are interconnected, but there is no interconnection between neurons in nonadjacent layers. The algorithm has been widely applied in classification and regression problems.

The random vector functional link (RVFL) network is a single hidden layer feedforward neural network (SLFN) [52]. The red line in Figure 1 indicates the direct connection between the input neuron and the output neuron. The RVFL combines the advantages of random weights and function chains and can be used to solve classification, regression, and prediction problems in many fields. In addition, RVFL networks can be combined with other learning methods to generate hybrid algorithms.

The RVFL network is a random weighted neural network. Suppose the output \( y \in R \), the RVFL neural network can be described as a weighted sum of the outputs of the nodes in the \( L \) hidden layer:

\[
y = \sum_{m=1}^{L} \beta_m \mathbf{h}_m(x; \mathbf{w}_m) = \beta^T \mathbf{h}(x; \mathbf{w}_1, \ldots, \mathbf{w}_L).
\]

Here \( \beta \) is the output weight, and the input is a d-dimensional real vector \( x \in R_d \). The \( m \)th transform is parameterized by the vector \( \mathbf{w}_m \). Here, \( h: x \rightarrow R \) is called a base. The sigmoid activation function is used in the simulation:

\[
h_k(i, w) = f(x_k) = \frac{1}{1 + e^{-\sum_{m=1}^{M} w_{mk} \mathbf{i}_m^T}}.
\]

At the beginning of the learning process, \( w_1, \ldots, w_b \) are selected at first. In the RVFL neural network, parameters of the implicit function are randomly selected from a predefined probability distribution. Assuming that the basis function is continuous and stationary, the general approximation ability of RVFL can be guaranteed if \( L \) is large enough. By using this method, equation (1) can be transformed into a linear regression equation for coefficients \( \beta = \beta_1, \beta_2, \ldots, \beta_L \). If the required function for \( N \) samples is provided, it is called a training set, \( S = \{x_i, y_i\}, i = 1, 2, \ldots, N \).

\[
\mathbf{H} = \begin{pmatrix}
h_1(x_1) & \cdots & h_L(x_N) \\
\vdots & \ddots & \vdots \\
h_1(x_N) & \cdots & h_L(x_N)
\end{pmatrix}.
\]

The optimal parameter \( \beta \) can be obtained by using a standard regular least squares method

\[
\beta^* = \arg \min_{\beta \in R^L} \frac{1}{2} \| \mathbf{H} \beta - \mathbf{y} \|^2 + \frac{\lambda}{2} \| \beta \|^2.
\]
Let the gradient of $J(\beta)$ be zero, which is

$$\frac{\partial J}{\partial \beta} = H^T H \beta - H^T Y + \lambda \beta = 0. \tag{5}$$

The optimal parameter can be written as

$$\beta^* = (H^T H + \lambda I)^{-1} H^T Y. \tag{6}$$

The parameter $I$ is the identity matrix. The inverse of the $L \times L$ matrix affects the computational complexity of RVFL. In the case of $N \ll L$, for any $\lambda > 0$, it can be simplified by the following equation:

$$(H^T H + \lambda I)^{-1} H^T = H^T (H H^T + \lambda I)^{-1}. \tag{7}$$

By combining equations (6) and (7), the optimal weight $\beta$ can be obtained.

$$\beta^* = H^T (H H^T + \lambda I)^{-1} Y. \tag{8}$$

The RVFL algorithm is simple and has short training time, but it is also weak in computational complexity and generating ability. The concept of hidden node sensitivity is introduced, and each hidden node is classified according to its sensitivity. Finally, several hidden nodes with the lowest sensitivity are removed, which leads to a simplified network structure. This method has been applied to ELM [53–55]. This paper uses the same idea to optimize and improve RVFL.

2.2. Description of the Improved RVFL. The sensitivity of hidden nodes is the space distance between the output results before and after removing hidden nodes.

$$E(l, i) = ||f_{\text{bef}} - f_{\text{aft}}|| = |h_{li}||\beta||. \tag{9}$$

If $E(l, i)$ is larger, the greater the sensitivity. $E(l, i)$ is only based on one sample, which is not enough to measure the real state. Therefore, it needs a large amount of samples, which enables it to fully show its change law and trends. As a result, the equation could be transformed to

$$E_{\text{avg}}(l) = \frac{1}{N} \sum_{i=1}^{N} |h_{li}||\beta||. \tag{10}$$

$E_{\text{avg}}(l) \rightarrow +\infty$ shows the sensitivity is the greatest. For different practical applications, the sensitivity of hidden nodes cannot be decided only by the value of $E(l, i)$ due to the uncertainty of its value. For instance, its sensitivity is very large in some programs, but very small in others. Therefore, a novel solution is proposed in this paper.

Given a training sample $(x_i, y_i)$, $i = 1, \ldots, N$, the sensitivity based on each sample is $E(l, 1)$, $E(l, 2)$, $\ldots$, $E(l, N)$. Therefore, the sensitivity of the hidden node can be represented by a point $S_e$, where $S_e = (E(l, 1), E(l, 2), \ldots, E(l, N))$. In practical applications, the $S_e$ cannot be directly measured. So the Murkowski distance between $S_e$ and space original point $O$ can be used when $q = 2$, which is the Euclidean distance.

$$d(S_e, O) = \left( \sum_{i=1}^{N} |E(l, i) - O_i|^q \right)^{1/q} = \left( \sum_{i=1}^{N} |E(l, i)|^q \right)^{1/q}. \tag{11}$$

$S_e$ is similar to $E_{\text{avg}}(l)$. However, it is inconsistent with people’s cognitive habits. Therefore, it can be transformed to

$$\text{Sen}(l) = e^{-\alpha/d(S_e, O)} = e^{-\alpha |h_{li}| (S_e^T [h_{li}])^{(q-2)/q}}. \tag{12}$$

$\text{Sen}(l) \in (0, 1)$, $\alpha$ is the adjustment factor governing the sensitivity distribution. $\text{Sen}(l) \rightarrow 1$ indicates higher sensitivity.

After the above detailed analysis, the description of improved RVFL is shown in Figure 2:

1. According to the specific problem, the threshold parameters $\epsilon$ and $\delta_{\text{sc}}$ are initialized first, and then the SLFN with sufficient hidden nodes is established through the RVFL. Finally, the output weight $\beta$ and the output matrix of the hidden node are obtained according to equation (8).

2. For each input training sample, the sensitivity of each hidden node $E(s, i)$ is obtained using equation (9), and then the sensitivity $\text{Sen}(l)$ is calculated using equation (12).

3. For current input samples $x_{N+1}$, the output of SLFNs $y_{N+1}$ can be obtained at a given threshold $\epsilon$. If the error of the actual output $y_{N+1}'$ and the expected output $y_{N+1}$ are satisfied with $\text{SSE} (y_{N+1}' - y_{N+1}) < \epsilon$, it can remove some hidden nodes with lower sensitivity and go to step (4). Otherwise, it should be prepared for prediction or classification based on the next new sample.
molecules, including hydrogen (H₂), methane (CH₄), ethane (C₂H₆), ethylene (C₂H₄), and acetylene (C₂H₂). Therefore, five kinds of gases mentioned above are analyzed.

3.1. Fault Diagnosis Flow. After determining the feature variables and sample data, and building a transformer fault diagnosis model, the classification model can be learned on the training set according to Figure 3. In addition, four classifiers can be constructed. The diagnosis process is shown in Figure 3:

The four RVFL classifiers are constructed in the following steps. Firstly, the activation function is chosen as a Gaussian kernel function and a suitable number of nodes in the hidden layer are selected. Then weights and biases are calculated to adjust the inputs, while the input-output relationship of the diagnostic model is obtained based on the correlation vector and the correlation function. Finally, the training is completed and the test data set is tested.

The random vector function chain neural network (RVFL) is simple in structure and training. The nonlinear problem in transformer faults is reasonably solved with a very fast convergence rate using the strong learning ability and the principle of approximating the minimum value in the RVFL network model.

3.2. Diagnostic Model Based on RVFL Network. In this paper, a diagnostic model is built using a binary tree approach to transform the five classification problems into a three-level, four-classification problem. Each classifier is binary and the model is shown in Figure 4. Each set of input data of the RVFL neural network model is five-dimensional, representing five characteristic gases. The output data are one-dimensional. The five-dimensional inputs correspond to a set of one-dimensional outputs. The output type is normal or one of the four fault types.

The RVFL network model has three layers. It contains four classifiers and five different running states. A classifier 1 (RVFL1) in the first layer is used to diagnose whether the power transformer is in a fault or normal state. Classifier 2 (RVFL2) located in the second layer is responsible for determining whether the specific fault of the transformer in the fault state is a thermal or electrical fault. The third layer has two classifiers. Classifier 3 (RVFL3) is used to distinguish between low-energy discharge and high-energy discharge faults of transformers with electrical faults. Classifier IV (RVFL4) is responsible for the diagnosis of specific faults of power transformers in the thermal fault state, such as low temperature heating faults or high temperature heating faults. The stage value of each classifier is set up, as shown in Table 1. It should be pointed out that each classifier is independent of each other when constructing the model. Since each binary classifier is independent of each other, they can perform their own classification without interfering with each other.

3.3. Selection of Characteristic Variables. Dissolved gas samples in transformer oil usually have a large variation and dispersion due to differences in voltage levels and
transformer capacities. In some specific cases, the model is not sensitive to smaller inputs. If raw data are used directly as inputs, some important information will be missed. In order to improve the accuracy of diagnosis, different neural network models are built for different feature variables. In addition, more effective information needs to be fully utilized to reduce the effect of magnitude differences. It should be noted that the characteristic gas samples need to be normalized as inputs. Therefore, there are two scenarios for selecting the feature variables.

3.3.1. Characteristic Gas Content Ratio as a Characteristic Variable. The ratio of the separated gas content in the five transformer oils was selected as the input characteristic. Obviously, there are some differences in the order of magnitude of each group of gas content data compared to the original characteristic gas content. Using it directly as the input data of the simulation model is likely to complicate the network model structure or overfit the test results.

To investigate the diagnostic value and runtime of the test results, the training set data were tested again. The model was trained using these data and the accuracy of the

![Flow chart of transformer fault diagnosis based on the RVFL network.](image)

**Figure 3:** Flow chart of transformer fault diagnosis based on the RVFL network.

![Fault diagnosis model of power transformer based on the RVFL.](image)

**Figure 4:** Fault diagnosis model of power transformer based on the RVFL.
In this paper, the RVFL neural network normalizes the input gas content was preprocessed according to the requirements of the model parameters and results. Data with larger dimensions were normalized based on the choice of scale factors. The significant effect of dimensional differences on the test results was eliminated.

The ratios of the five gases of H\textsubscript{2}, CH\textsubscript{4}, C\textsubscript{2}H\textsubscript{6}, C\textsubscript{2}H\textsubscript{4}, and C\textsubscript{2}H\textsubscript{2} to the total gas content are selected as the characteristic variables. Because the ratio of the five characteristic gas contents is between 0 and 1, it does not need to be standardized and can be directly used as input data.

### 3.3.2. Standardized Processing of Characteristic Gas Content as a Characteristic Variable

There is a large difference between the data sets in terms of raw characteristic gas content. If the characteristic content is used directly as input data, it is not only complicated to operate but also the fault diagnosis accuracy is low. In this paper, the minimum distance obtained by normalized least squares method is used to normalize the raw characteristic gas content, which avoids the significant influence of input data with different dimensions on the simulation model.

\[
X_{\text{new}} = C_{\text{min}} + \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} (C_{\text{max}} - C_{\text{min}}),
\]

where \(X_{\text{new}}\) is the gas content after standardization, \(X_{\text{min}}\) and \(X_{\text{max}}\) are the minimum and maximum value of the gas content, respectively, \(C_{\text{min}}\) and \(C_{\text{max}}\) are the upper and lower bounds of the gas content standardization, respectively.

Different neural network models are built for different feature variables to obtain different diagnostic results. In order to reduce the effect caused by the size difference, more effective information can be fully utilized. Assume that we have \(n\) samples, where \(X = \{x_{n1}, x_{n2}, x_{n3}, x_{n4}, x_{n5}\}\). Five of them represent the input quantities of five gases, namely, hydrogen (H\textsubscript{2}), methane (CH\textsubscript{4}), ethylene (C\textsubscript{2}H\textsubscript{4}), and acetylene (C\textsubscript{2}H\textsubscript{2}) [56]. Each set of input data has five dimensions and the output data have one dimension. Depending on the five characteristic gases of the inputs, each output represents a fault state or a normal state of the transformer output.

The diagnostic results of the two models with feature variables as input data will be compared in the simulation. More effective information will be fully explored by analyzing the requirements and relationships of the relevant parameters of the RVFL network model under different input types.

### 3.4. Selection of Sample Data

In the establishment of any neural network model, in order to achieve a good fault diagnosis effect, the most representative and universal sample data should be selected. When selecting the type of dissolved gas in the transformer oil, the sample data should contain all the data in the operating state.

In addition, try to satisfy each run with roughly the same proportion of input data. However, because of the influence of the transformer internal and external uncertainties, the real amount of dissolved gas in transformer span is greater than the training sample span. Hence, small sample training cannot meet the practical requirements of transformer fault diagnosis, and large sample size training sample spans a wide range of existence. The problem of sample dispersion will reduce the generalization ability of the neural network. Therefore, for samples with large amount of data and discrete order of magnitude of features, the input feature scaling is used to normalize the sample data.

When the network model is tested, it is also necessary to include every running state in the test data. The proportion is basically the same. The data volume of the training set and the test set are divided in a ratio of roughly 2:1. Each data set should contain transformer data in various operating states. And each run state has a roughly equal share of each data set.

### 4. Simulation Results

#### 4.1. The Experimental Setup

To verify the effectiveness of the proposed algorithm, four independent fault detectors with no direct relationship between diagnostic results are used to identify four transformer states. The RVFL1, RVFL2, RVFL3, and RVFL4 classifiers are used to distinguish normal from fault, thermal from electrical fault, low-energy from high-energy discharge, and low-temperature from high-temperature fever, respectively. The simulation results and diagnostic accuracy \(\alpha\) of each classifier will be introduced separately below (\(\alpha = \) the correct number of test samples/the total number of test samples).

First, the scale factor values are determined for different sample data and input characteristics. Considering the effects of model structure and input parameters, the model produces more accurate results when diagnosing the training set. However, the model has higher error in the results when diagnosing the test set data. Therefore, it is necessary to preprocess the input data to ensure the validity of the experiment and the accuracy of the simulation results.

In this paper, the RVFL neural network normalizes the input feature data before diagnosis. Data standardization avoids large network diagnostic errors caused by large numerical differences between input data and output data. Secondly, network diagnostics are not always faster and more accurate when using a scaling range of \([-1, 1]\), and optimal performance is not always guaranteed. Therefore, in
order to achieve the desired order of magnitude of input sample data in each dimension and to ensure the validity of RVFL neural network diagnosis, simulation was carried out to study the input characteristics in two different cases, that is, the content characteristic variables of the five characteristic gases as input data and the content characteristic variables of the characteristic gases as standardized input data. After that, the number of hidden layer neurons under different sample data and input characteristics was determined. The number of nodes in the hidden layer has an important influence on the accuracy of model diagnosis during the construction of the RVFL neural network. The experiment was performed by separately changing the characteristics of two different variables as input data for the number of hidden nodes. Observe the data model of transformer fault diagnosis with the same number of hidden layer nodes in different neural networks. Record the running time of training data and test data, and diagnose the difference in accuracy of test data set and test data set diagnosis.

As a case study, the sample data set contains 162 groups of content data of five characteristic gases of transformer during operation, namely, hydrogen (H2), methane (CH4), ethane (C2H6), ethylene (C2H4), and acetylene (C2H2) [18]. Among them, there are 64 groups of characteristic gas content data in normal operation state and 98 groups of data in fault operation state. In this simulation experiment, 162 samples of characteristic gas content extracted from 10 kV power transformer oil were provided by our cooperative enterprise.

4.2. Analysis of Test Results

4.2.1. RVFL1 Simulation and Test Results. In order to ensure the reliability of learning, 120 sets of data were randomly selected from 162 sample data as training sets. The remaining 42 sets of data serve as test sets. When the characteristic variable is the characteristic gas content, the value of the scaling factor \( S \) is adjusted to obtain the new simulation results, as shown in Figure 5.

It can be seen from Figure 5 that the expected purpose can be achieved by adjusting the scale of the two data sets on the premise that the testing process of the training set and the test set is not affected. The total amount of the training data set is appropriately expanded, so it can be seen that the scaling factor \( S = 10 \) is the optimal threshold for diagnostic accuracy and running time. Therefore, when the input data are the transformer gas content, the selected scale factor \( S = 10 \) is the best value of the existing data set, and its random range \([-S, S]\) is \([-10, 10]\).

When the characteristic variable is the characteristic gas content, adjust the value of \( N \), select the optimal number of hidden layer nodes, and sort out selected partial results, as shown in Figure 6.

The observation of the test data shows that starting from \( N = 1 \), the diagnostic accuracy of the RVFL neural network for both the training and test sets grows rapidly in a stepwise manner as the number of hidden nodes increases. When the number of hidden nodes is \( 13 = N < 20 \), the diagnostic accuracy reaches a saturation peak for both the training and test sets, and the running time is slightly higher than the other hidden node numbers. When the hidden nodes \( N \geq 20 \), the network diagnostic capability gradually decreases. Considering that too many neurons in the hidden layer will complicate the network structure, prolong the convergence time, and even result in “overfitting,” we choose the number of nodes \( N = 13 \) in the hidden layer as the best choice for the available sample data set.

When the characteristic variable is the standardized characteristic gas content, the value of the scaling factor \( S \) is adjusted to obtain the new simulation result, as shown in Figure 7.

It can be seen that when the scaling range increases, the accuracy of the RVFL neural network diagnostic training set changes greatly, while the data of the diagnostic accuracy test set changes less. When the scaling factor was greater than 2.1, it remained basically the same. After the diagnostic accuracy of the training set data reached the peak, the scale
factor value was greater than 4, which was difficult to adjust due to the small sample data set. In the experiment, if the value of $S$ continues to increase, the diagnostic accuracy of the training set reaches a relatively high value floating around 0.9 after $S = 500$, but the diagnostic accuracy of the test set data does not improve. At the same time, considering the impact of running time, the scale factor $S = 2.1$ is selected as the best value of the existing data set, and its random range $[-S, S]$ is $[-2.1, 2.1]$.

When the characteristic variable is the standardized characteristic gas content, adjust the value of $N$, select the optimal number of hidden layer nodes, and sort out selected partial results, as shown in Figure 8.

When the input feature is the normalized gas content, the diagnostic accuracy of changing the number of hidden nodes is less than that of the feature vector being the characteristic gas content. The effect of this on the diagnostic accuracy of the test set is almost negligible. At the same time, it can be concluded that when the number of nodes in the hidden layer reaches 130, the RVFL network shows an obvious “overfitting” phenomenon. The diagnostic accuracy of trained data is high but the diagnosis of untrained data is often unsatisfactory. Therefore, considering the running time and diagnostic accuracy, the number of nodes in the hidden layer $N = 100$ is chosen as the optimal value for the existing data set.

The optimal parameters tested were $N = 13$, $S = 10$ for the characteristic gas content as a feature variable and $N = 100$, $S = 2.1$ for the normalized gas content as a feature variable. $N$ is the number of nodes in the hidden layer and $S$ is the scale factor. The specific process is not repeated here. Table 2 shows the diagnostic results for the characteristic gas content ratio and the results after normalizing the characteristic variable gas content. The results of the partial test of the RVFL1 classifier are shown in Table 2:

Fault type 1 is the normal state, and fault state 0 is the fault state. $Y_{t_t}$ and $Y_t$ denote the network diagnosis results of the test set before and after the standardization process. The $trY$ represents the true failure type of the test set. The diagnostic accuracy is 95.24% and 97.99%, respectively, when the characteristic gas content ratio and the standard gas content ratio are used as the characteristic variables. The test times are 0.004952 seconds and 0.004212 seconds.

### 4.2.2. RVFL2 Simulation and Test Results

The classifier RVFL2 contains a total of 98 sets of characteristic gas data for electrical transformer fault operation states. Among them, there are 55 sets of data in electrical fault operation state, and the remaining 43 sets of data in thermal fault operation state. Seventy of the 98 sample data are selected as training data. The remaining 28 groups are used as test data.

The input data transformer characteristic gas content was reduced due to the sample data when the number of hidden layer nodes was $N = 13$ and the random range was still $[-10, 10]$. The diagnostic accuracy of the training set in RVFL2 with 70 sets of sample data is 82.86% and the convergence time is 0.008460 seconds. The diagnostic accuracy of the test set in the remaining 28 sets of sample data in RVFL2 is 73.57%, and the convergence time is 0.005415 seconds.

This shows that the simulation output is not satisfactory. From the results, it was found that the RVFL fault diagnosis model outputs all results as “electrical fault”. The network fault diagnosis accuracy for both training data and test data

| $H_2$ | CH$_4$ | C$_2$H$_6$ | C$_2$H$_4$ | C$_2$H$_2$ | trY | $Y_{t_t}$ | Y$_t$ |
|-------|--------|------------|------------|------------|-----|-----------|-------|
| 1     | 155    | 581        | 215        | 293        | 142 | 0         | 1     | 0     |
| 2     | 477    | 566        | 734        | 239        | 116 | 0         | 0     | 0     |
| 3     | 117    | 5.8        | 7          | 15.9       | 12.8 | 0         | 0     | 0     |
| 4     | 52.5   | 32.9       | 79.3       | 9.73       | 9.8  | 0         | 0     | 0     |
| 5     | 19.8   | 9.6        | 2.29       | 1.17       | 0    | 1         | 1     | 1     |
| 6     | 21.1   | 8.97       | 2.25       | 1.08       | 0    | 1         | 0     | 0     |
| 7     | 166.6  | 28.31      | 6.72       | 12.4       | 0.3  | 1         | 1     | 1     |
is not satisfactory. Therefore, it is necessary to adjust the relevant parameters in the model to ensure the effectiveness of the RVFL network training. Attempts to adjust the number of nodes \( N \) in the hidden layer were made, and it was found that adjusting the number of hidden nodes could not improve the accuracy of fault diagnosis and had very little effect on detection. Therefore, we adjusted the randomization range.

When the characteristic variable is the characteristic gas content, the value of the scaling factor \( S \) is adjusted to obtain the new simulation results, as shown in Figure 9.

According to the data in the above table, the randomization range is adjusted, and it is found that when the scale factor is within the range of \( 1 = S \leq 15 \), the detection accuracy keeps increasing. In addition, after the range is exceeded, the model gradually appears as an overfitting phenomenon. Therefore, \( S = 15 \) is selected as the optimal scale factor value of classifier RVFL2. Adjust the random range \([-S, S]\) to \([-15, 15] \) and keep the number of hidden layer nodes \( N \) unchanged.

When the number of hidden layer nodes is \( N = 13 \) and the initial value \( S = 10 \) and the optimal value \( S = 15 \) are selected by the scale factor, the diagnosis results of transformer fault by RVFL network are compared. Where \( Y_{t1}\_temp \) and \( Y_{1}\_temp \), respectively, represent the diagnostic output results of the network to the training set and the test set when the randomization range \([-S, S]\) is the initial value \([-10, 10]\), \( Y_{t2}\_temp \) and \( Y_{2}\_temp \), respectively, represent the optimal threshold range \([-S, S]\) of debugging randomization \([-15, 15] \) and the diagnostic output results of the network to the training set and the test set. The diagnostic output results of the network to the training set and the test set are shown in Table 3.

The simulation test results with the number of hidden nodes \( N = 13 \) and the scale factor \( S = 10 \) are compared with the test results with the scale factor \( S \) adjusted to 15. When the classifier RVFL2 adjusted the parameters to \( N = 13 \), \( S = 15 \), the diagnostic accuracy of 70 sets of data in the training set of classifier RVFL2 was 94.29%, and the convergence time was 0.003247 seconds. The accuracy of 28 sets of test data was 90.71% and the test time was 0.003544s.

The scaling range \([-15, 15] \) was set according to Table 3. The detection accuracy of the training data is improved by 11.43% and the detection accuracy of the test data is improved by 17.14% after parameter optimization. It can be seen that the parameter tuning of the RVFL2 classifier achieves the expected effect when the input feature is the characteristic gas content of the transformer.

The optimal parameters for the tested characteristic gas content as a feature variable are \( N = 13 \), \( S = 15 \), and the optimal parameters for the normalized gas content as a feature variable are still \( N = 100 \), \( S = 2.1 \). \( N \) is the number of hidden layer nodes and \( S \) is the scale factor. Table 4 shows the diagnostic results for the characteristic gas content ratio and the results after normalizing the gas content of the characteristic variables. Some test results of the RVFL2 classifier are shown in Table 4.

Failure type 1 is electrical failure, and 0 is thermal failure. The letters mean the same as above. The diagnostic accuracy was 90.71% and 93.10%, respectively. The test time was 0.002975 seconds and 0.004761 seconds, respectively.

### Table 3: Comparison of RVFL2 diagnosis results.

| \( Y_{t1}\_temp \) | \( Y_{t2}\_temp \) | testY | \( Y_{1}\_temp \) | \( Y_{2}\_temp \) | trainY |
|------------------|------------------|-------|------------------|------------------|--------|
| 1                | 1                | 1     | 1                | 1                | 0      |
| 2                | 1                | 1     | 0                | 1                | 0      |
| 3                | 1                | 1     | 1                | 1                | 1      |
| 4                | 1                | 0     | 1                | 1                | 1      |
| 5                | 1                | 1     | 1                | 1                | 1      |
| 6                | 1                | 1     | 1                | 1                | 1      |
| 7                | 1                | 1     | 0                | 1                | 0      |
| 8                | 1                | 1     | 1                | 1                | 1      |
| 9                | 1                | 0     | 0                | 1                | 1      |
| 10               | 1                | 0     | 1                | 1                | 1      |
| 11               | 1                | 1     | 0                | 1                | 1      |
| 12               | 0                | 0     | 0                | 1                | 1      |
| 13               | 1                | 0     | 0                | 1                | 0      |
| 14               | 1                | 1     | 1                | 1                | 1      |
| 15               | 1                | 1     | 0                | 1                | 0      |

### Table 4: Comparison of RVFL4 diagnosis results under standardized input characteristics.

| \( H_2 \) | \( CH_4 \) | \( C_2H_6 \) | \( C_2H_4 \) | \( C_2H_2 \) | \( trY \) | \( Y_{t1} \) | \( Y_{t1} \) |
|-----------|-----------|-----------|-----------|-----------|--------|-----------|-----------|
| 1         | 117       | 5.8       | 7         | 15.9      | 12.8   | 1         | 1         |
| 2         | 52.5      | 32.9      | 79.3      | 9.73      | 9.8    | 1         | 0         |
| 3         | 421       | 135       | 351       | 27.7      | 374    | 1         | 1         |
| 4         | 46        | 98        | 26.3      | 41.3      | 0      | 0         | 0         |
| 5         | 25        | 85        | 178       | 9.6       | 1.4    | 0         | 0         |
| 6         | 56.4      | 42.7      | 1413      | 167       | 17.1   | 0         | 1         |
| 7         | 74.8      | 482       | 1409      | 297       | 7.5    | 0         | 1         |

4.2.3. RVFL3 Simulation and Test Results. The classifier RVFL3 contains a total of 55 groups of characteristic gas data of power transformers under the operation state of electrical faults, among which 22 groups are gas content data under...
the operation state of low energy discharge, and the other 33 groups are gas content data under the operation state of high energy discharge. Take any 40 of the 55 sample data as training data. The remaining 15 groups are used as test data. The characteristic variable is the characteristic gas content, the hidden layer node \( N = 13 \), and the scale factor is \([10,10]\). The diagnostic model of the test data and the resultant output of the training data are 1.

At this time, it can be concluded that the accuracy rate of 40 groups of sample data in the classifier RVFL3 diagnosis training set is 67.50%, and the training time is 0.004132 seconds. The accuracy of the 15 sample data in the classifier RVFL3 diagnostic test set is 64.57%, and the test time is 0.005092 seconds. After trying to adjust the number of nodes in the hidden layer \( N \), it is found that under the sample data of classifier RVFL3, adjusting the number of hidden nodes cannot improve the fault diagnosis accuracy of RVFL3, and the impact on the detection time is extremely small. Therefore, the adjustment scale factor is selected. The test results of classifier RVFL3 under the change of scale factor are shown in Figure 10.

According to the above data, it is found that before the scale factor \( S = 17 \), with the expansion of the threshold range, the diagnosis time also increases rapidly. But accuracy does not change for either the training data or the test data. When the scale factor is within the range of \( 17 \leq S < 22 \), the detection accuracy begins to rise slowly. After exceeding this range, the training effect of the model becomes significantly worse. From the above data, it is found that when the scale factor \( S \) increases, the diagnostic accuracy of the classifier RVFL3 to the training data is slightly improved. However, with the increase of the scale factor value, the diagnostic accuracy of the network for the test set data begins to decline.

Therefore, the first consideration is that the diagnostic accuracy of the training set data is not greatly improved. Second, according to the figure above, the improvement of the diagnostic accuracy of training data does not improve the diagnostic performance of training data, but shows a small decline. Third, considering that the increase of scale factor \( S \) will prolong the training and detection time of the neural network, it is not applicable to the real power network. Therefore, under the condition of ensuring the diagnosis accuracy of RVFL network to the maximum extent, choosing the minimum random range will make the fault diagnosis network more practical, which is conducive to the RVFL fault detection model to judge the occurrence of faults in the first time, and reduce the fault loss to the minimum to ensure the economic efficiency of the power system.

Therefore, in the case that the number of hidden nodes \( N = 13 \), \( S = 20 \) are selected as the optimal scale factor values of classifier RVFL3.

As shown in Table 5, when the number of hidden layer nodes is constant, the input feature variable characteristic gas content scaling factor \( S \) is compared as its initial values 10 and 20 corresponding to the optimal value of classifier RVFL3 and the diagnosis results of transformer faults in RVFL network, respectively. Yt1_temp and Y1_temp, respectively, represent the diagnostic output results of the network to the training set and the test set when the randomization range \([-S, S]\) is the initial value \([-10, 10]\). Yt2_temp and Y2_temp, respectively, represent the diagnostic output results of the network to the training set and the test set when the optimal threshold range \([-S, S]\) is set \([-20, 20]\) after debugging.

Combined with the data in the table, the simulation test results in the case of the hidden node number \( N = 13 \) and scale factor \( S = 10 \) before adjusting the relevant parameters of classifier RVFL3 are compared with the test results in the case of tuning scale factor \( S \) to 20.

When the relevant parameters of the classifier RVFL3 are adjusted, that is, when the number of hidden nodes \( N = 13 \) and the scaling factor \( S = 20 \), the diagnostic accuracy of the 40 training sets of the classifier RVFL3 is 80.3% and the training time is 0.003361 seconds. The accuracy of the 15 sample data in the classifier RVFL3 diagnostic test set is 85.6%, and the test time is 0.004706 seconds. It is clear that after parameter optimization, the detection accuracy of the network model improved by 12.8% for the training data and 21.03% for the test data. It can be seen that the parameter

![Figure 10: Selection of scale factor S of classifier RVFL3.](image-url)
tuning of the RVFL3 classifier is very successful when the input feature is the characteristic gas content of the transformer.

The input data are the standardized transformer characteristic gas content, the number of hidden layer nodes \( N = 100 \), and the randomization range is \([-2.1, 2.1]\). At this point, the diagnostic results of the RVFL3 network model are acceptable for the training data set but not optimal for the test data set. The effectiveness of the network training process is poor.

At this time, the accuracy of 40 sets of sample data in the classifier RVFL3 diagnostic training set was 67.28%, and the training time was 0.004133 seconds. The accuracy of 15 sets of sample data in the RVFL3 diagnostic test set classifier was 74.67%, and the test time was 0.004709 seconds. By debugging the relevant parameters, it was found that adjusting the scaling factor did not significantly improve the diagnostic outputs of the test classifier RVFL3 for the corresponding sample data under the input type. Therefore, we try to improve the training effect by changing the number of hidden layer nodes \( N \).

When the scaling range remains unchanged as \([-2.1, 2.1]\), change the number of nodes in the hidden layer \( N \) to observe the changes in the simulation results of classifier RVFL3, as shown in Figure 11.

According to the data in the figure, when the scale factor \( S \) is still 2.1 and the number of hidden layer nodes is selected, \( N = 20 \), the fault diagnosis accuracy of classifier RVFL3 reaches the highest value. When the number of hidden nodes is \( N > 20 \), the diagnostic accuracy of the RVFL network model to the training data still increases, but the diagnostic accuracy of the test data does drop one level. Although with the increase of the number of hidden nodes, the diagnostic accuracy of the network for the training set data is improved to some extent, the first consideration is that the diagnostic accuracy of the training set data is not greatly improved. Second, the improvement of the diagnostic accuracy of training data does not improve the diagnostic performance of test data but shows a small decline. Third, considering that the increase in the number of hidden layer nodes will prolong the training and detection time of the neural network, it can be seen that it is not applicable to the real power network.

The results show that on the premise of ensuring the transformer fault diagnosis of the RVFL neural network, choosing the number of hidden nodes \( N \) can effectively reduce the complexity of the network model. This method is helpful to determine the RVFL fault detection model to reduce the loss degree for the first time and ensure the safety of the power system. By analyzing the relationship between the number of hidden nodes in Figure 11 and the test accuracy and the length of test time, the number of hidden layer nodes \( N = 20 \) is finally selected as the optimal value of this classifier.

As shown in Table 6, the scale factor is \([-2.1, 2.1]\), and the number of nodes in the hidden layer is used as the initial optimum when the normalized characteristic gas content is the input feature compared with the optimum value of the classifier RVFL3. \( Y_{t1\_\text{temp}} \) and \( Y_{1\_\text{temp}} \) denote the diagnostic outputs of the network for the training and test sets, respectively, when the number of hidden nodes \( N \) is an initial value of 100. \( Y_{t2\_\text{temp}} \) and \( Y_{2\_\text{temp}} \) represent the diagnostic output of the network for both the training and test sets, respectively. The optimal value of 20 is obtained when the number of hidden nodes is optimized.

When the relevant parameters of the classifier RVFL3 are adjusted, that is, when the number of hidden nodes is \( N = 20 \) and the scale factor is \( S = 2.1 \), the accuracy rate of the 40 groups of sample data in the diagnostic training set of the classifier RVFL3 is 73.62% and the training time is 0.003713 seconds. The accuracy of the 15 sample data in the classifier RVFL3 diagnostic test set is 88.00% and the test time is 0.006346 seconds.

Obviously, after parameter optimization, the detection accuracy of network model training data increases by 6.34%, and the detection accuracy of test data increases by 13.33%. It can be seen that the parameter adjustment of classifier RVFL3 is very successful when the input feature is the normalized characteristic gas content of transformer.

![Figure 11: Selection of hidden layer node \( N \) in classifier RVFL3 after standardization.](image-url)
Through the test, the characteristic gas content is obtained as the best parameter of the characteristic variable, \( N = 13, S = 20 \). After standardized treatment on characteristic variables, the optimal gas content parameters were \( N = 20 \) and \( S = 2.1 \). Where \( N \) is the number of hidden layer nodes, and \( S \) is the scale factor. The diagnostic results shown in Table 7 are the characteristic gas content ratio and the standardized treatment of gas content as the characteristic variables, respectively. Some test results for the RVFL3 classifier are shown in Table 7.

Fault 1 is low energy discharge, and fault 0 is high energy discharge. The letters mean the same as above. The diagnostic accuracy is 85.6% and 88%, respectively. The test times are 0.003132 seconds and 0.006254 seconds, respectively.

4.2.4. RVFL4 Simulation and Test Results. The classifier RVFL4 contains a total of 43 groups of characteristic gas data of power transformers under thermal failure operation state, among which 14 groups are gas content data under medium and low temperature heating operation state, and the remaining 27 groups are gas content data under high temperature heating operation state. Take 35 groups of gas characteristic variables as training data. The remaining 8 groups of characteristic variables are test data.

When the input data are the characteristic gas content of the transformer, that is, when the number of hidden layer nodes is \( N = 13 \) and the randomization range is still \([-10, 10]\), the simulation results of the classifier RVFL4 are good. When the input data are the standardized characteristic gas content and the parameters are not optimized, that is, the number of hidden layer nodes \( N = 100 \) and the randomization range is \([-2.1, 2.1]\), the detection accuracy of classifier RVFL4 for 35 groups of sample data in the training set is 72.14%, and the training time is 0.002364 seconds. However, the diagnostic accuracy of the classifier RVFL4 for 8 groups of sample data in the test set is 62.50% and the test time is 0.001845 seconds.

It can be seen that the RVFL network model has an ideal simulation result for the training set but has low simulation accuracy for the test set. According to the model test results, it can be found that the diagnostic accuracy of the training set data is much smaller than that of the test set by 9.64%. Therefore, the training process of the network model is basically ineffective at the current parameter settings.

According to the above assumptions, it is found through simulation and debugging related parameters that under the input type, for the corresponding sample data, the adjustment scale factor \( S \) does not significantly improve the test results of the classifier RVFL4. Therefore, by changing the value of the hidden layer node \( N \), a certain rule can be observed. The relationship between the simulation results of classifier RVFL4 and the number of hidden layer nodes is shown in Figure 12:

As shown in the figure, it can be seen that when the number of hidden layer nodes \( N = 1 \), the test results for both the training data and the test data set are the best, and the fault diagnosis accuracy is also the highest. When the number of nodes in the hidden layer is \( N > 2 \), the diagnostic accuracy of the network for the training data set is basically stable, while the diagnostic accuracy of the data for the test set is also gradually decreasing, and the network gradually shows the phenomenon of overfitting. Because the increase of the number of hidden layer nodes prolongs the training and detection time of the neural network, it is not applicable to the real power network. Therefore, in order to ensure the diagnostic accuracy of the RVFL network to the maximum extent, the least hidden layer neurons are selected. The fault type can be diagnosed and processed in the shortest time with the lowest model complexity, and the loss can be reduced to the lowest degree. Therefore, the number of hidden layer nodes \( N = 1 \) is selected as the optimal value of classifier RVFL4.

As shown in Table 8, the diagnosis results of transformer faults by the RVFL network are compared under two different conditions, in which the initial value of 100 is selected for the number of hidden layer nodes and the optimal value 1 corresponding to classifier RVFL4 is selected. \( Y_{11\_temp} \) and \( Y_{1\_temp} \) represent the diagnostic output of the network for the training and test sets, respectively, of classifier RVFL4 when the number of hidden nodes \( N \) is the initial value of 100. \( Y_{2\_temp} \) and \( Y_{2\_temp} \) represent the diagnostic output of the network for the training and test sets, respectively, when the number of hidden nodes is adjusted and the optimal value of 1 is chosen with the same scaling range.

### Table 7: Comparison of RVFL3 diagnosis results under standardized input characteristics.

| \( H_2 \) | \( CH_4 \) | \( C_2H_6 \) | \( C_2H_4 \) | \( C_2H_2 \) | \( Y_{t\_t} \) | \( Y_{t\_1} \) |
|---|---|---|---|---|---|---|
| 1 | 26.5 | 29.8 | 69.3 | 0 | 8.6 | 1 | 1 | 1 |
| 2 | 34.4 | 21.9 | 45 | 3.2 | 19.6 | 1 | 0 | 1 |
| 3 | 316 | 36.1 | 109 | 37.3 | 440 | 1 | 1 | 1 |
| 4 | 29 | 7.52 | 14.8 | 5.5 | 5.4 | 0 | 0 | 0 |
| 5 | 6.3 | 7.87 | 3.03 | 6.97 | 11.1 | 0 | 0 | 1 |
| 6 | 413 | 6.8 | 4.6 | 40.4 | 8.15 | 1 | 0 | 0 |
| 7 | 23.4 | 14.3 | 9.71 | 7.12 | 3.44 | 0 | 0 | 0 |

### Figure 12: Selection of the hidden layer node \( N \) in classifier RVFL4 after standardization.
The comparison of the data in Table 8 illustrates the simulation test results of the classifier RVFL4 for both the test data and the training data. The simulation result data when the number of hidden nodes N is set to 1 and the scale factor S remains 2.1 are compared with the simulation data when the number of hidden nodes N = 100 and the scale factor S = 2.1. The accuracy of the diagnostic training set classifier RVFL4 for 35 sets of sample data in RVFL4 with the optimized number of hidden nodes N = 1 and scale factor S = 2.1 is 75.00%, and the training time is 0.002135 seconds. The accuracy of classifier RVFL4 for diagnostic test set of 8 sample data is 80.00%, and the test time is 0.002235 seconds.

It can be found that by optimizing the number of hidden nodes in the classifier RVFL4, the diagnostic accuracy of the RVFL neural network for training data is improved by 2.86%, and the diagnostic accuracy of test data is increased by 17.50%. It can be seen that the parameter adjustment of classifier RVFL4 is successful when the input feature is the transformer gas content ratio.

The simulation experiment shows that the optimal parameter of characteristic gas content as the characteristic variable is N = 1, S = 2.1, and the optimal parameter of characteristic variable after standardized treatment is N = 13, S = 10. Where N is the number of hidden layer nodes and S is the scale factor. The diagnostic results shown in Table 9 are the characteristic gas content ratio and the standardized treatment of gas content as the characteristic variable, respectively. Some test results shown in Table 9.

Fault type 1 is a medium to low temperature heating fault, and fault type 0 is a high temperature heating fault. The meaning of these letters is the same as above. The correct diagnosis rate is 75.7% and 80.00%, respectively. The convergence times are 0.003525 and 0.002235 seconds, respectively.

### 4.3. Comparison with the Five Classification Methods

#### 4.3.1. RVFL Simulation and Test Results

A classifier is constructed to classify the five operating conditions of transformers using the available 162 sets of transformer gas characteristic data. There are 64 sets of transformer normal working condition operation data, 22 sets of low energy discharge fault data, 33 sets of high energy discharge data, 14 sets of medium and low temperature overheating fault data, and 27 sets of high temperature overheating fault data. The randomly selected 120 sets of data are used as the training set, and the remaining 42 sets are used as the test set. Considering the influence of input characteristics and related parameter values on the simulation test results, the unification of parameter values with input characteristics of order of magnitude will improve the network diagnosis function.

When the input feature is the gas content extracted from transformer oil, and when the scaling range [−S, S] is still [−10, 10], the influence of the numerical selection of the number of hidden layer nodes N on the five classifiers is first considered, as shown in Figure 13:

With the gradual increase in the number of nodes in the hidden layer, the fault diagnosis accuracy of the network steadily improves for both training and test data. The convergence speed increases slightly when the network structure tends to be complex. The accuracy of RVFL neural network for training set and test set data diagnosis is the highest when the number of hidden nodes N = 290. When N = 290, the diagnostic accuracy of the training set decreases slightly and then continues to increase. Meanwhile, the diagnostic accuracy of the neural network for the test set data will remain at the peak after a sharp drop until the neural network overfitting occurs. Therefore, in order to minimize the complexity of network construction, shorten the convergence time and improve the learning effect of the model; the number of hidden layer nodes N = 290 is selected as the characteristic input for five characteristic gas contents of the transformer, and the optimal value of hidden nodes in the overall classification is obtained.

The parameter scale factor S has a significant effect on the gas content of the relative dispersion of the input features. The effect of different values of the scale factor S on the overall classification simulation test results is shown in Figure 14.

The scale factor range increases with the classification accuracy of the training data and test data of the RVFL network model, and the diagnostic accuracy of the training data network slowly steps up. The accuracy of both training data and test data showed an overall increasing trend. When the value of the scale factor is in the range of 23 = S ≤ 39, the detection accuracy starts to rise slowly. Beyond this range, the training effect becomes significantly worse.

Therefore, choosing the smallest scale factor value S = 35 under the condition of ensuring the diagnostic accuracy of RVFL will make the fault diagnosis network more practical. This facilitates the RVFL fault detection model to determine the occurrence of faults in the first time and reduce the fault loss to a minimum. S = 35 was chosen as the optimal scale factor value for the overall classification of the model, and the random range [−S, S] was adjusted to [−35, 35].

### Table 8: Hidden node optimization RVFL4 diagnosis comparison.

| Yt1_temp | Yt2_temp | testY | Y1_temp | Y2_temp | trainY |
|----------|----------|-------|---------|---------|--------|
| 1        | 0        | 0     | 0       | 0       | 0      |
| 2        | 0        | 0     | 0       | 0       | 0      |
| 3        | 0        | 0     | 1       | 1       | 1      |
| 4        | 0        | 1     | 0       | 0       | 1      |
| 5        | 0        | 0     | 0       | 1       | 1      |
| 6        | 1        | 0     | 0       | 0       | 0      |
| 7        | 0        | 1     | 0       | 0       | 0      |
| 8        | 0        | 0     | 1       | 0       | 1      |

### Table 9: Comparison of RVFL4 diagnosis results under standardized input characteristics.

| H2 | CH4 | C6H6 | C2H4 | C2H2 | trY | Yt_t | Y_t |
|----|-----|------|------|------|-----|------|-----|
| 1  | 18  | 12   | 0    | 0    | 0   | 1    | 1   |
| 2  | 46  | 26.3 | 41.3 | 0    | 1   | 0    | 0   |
| 3  | 25  | 178  | 9.6  | 1.4  | 1   | 1    | 1   |
| 4  | 155 | 215  | 293  | 142  | 0   | 0    | 0   |
| 5  | 477 | 734  | 239  | 116  | 0   | 1    | 1   |
| 6  | 56.4| 1413 | 167  | 17.1 | 0   | 1    | 0   |
| 7  | 74.8| 1409 | 297  | 7.5  | 0   | 0    | 0   |

Where

\[ S \text{ is the number of hidden layer nodes and } S \text{ is the scale factor, } S = 1. \]
When the input feature is the characteristic gas content of the transformer after standardization, and when the number of hidden layer neurons $N$ is still 100, the influence of the value selection of scale factor $S$ on the five classifiers is first considered, as shown in Figure 15.

From Figure 15, it can be seen that the fault diagnosis accuracy of both training and test data has increased but the change in model convergence time is small. When the scale factor $S$ is [2.4, 2.4], the diagnostic accuracy set saturation of the network model for the test data is fixed at 69.05% without rising. If we continue to debug the scale factor, some of the diagnostic results are shown in Table 10 for the characteristic gas content ratio and the results after normalizing the gas content of the characteristic variables.

![Figure 13: Selection of hidden layer node $N$ in classifier RVFL.](image)

![Figure 14: Selection of scale factor $S$ of classifier RVFL.](image)

![Figure 15: Selection of scale factor $S$ of classifier RVFL after standardization.](image)

The optimal parameters tested for the characteristic gas content as a characteristic variable are $N = 13$, $S = 10$, and the optimal parameters tested for the standardized gas content as a characteristic variable are $N = 100$, $S = 2.1$. $N$ is the number of hidden layer nodes, and $S$ is the scale factor. Some of the diagnostic results are shown in Table 10 for the characteristic gas content ratio and the results after normalizing the gas content of the characteristic variables.
The data in the table show the diagnosis results of test set and training set, respectively, by RVFL network. Among them, fault type 1 represents normal operation state, 2 represents high energy discharge fault, 3 represents low energy discharge fault, 4 represents high temperature heating fault, and 5 represents medium and low temperature heating fault. \( Y_{t} \) and \( Y_{\hat{t}} \) denote the fault diagnosis results of the test set before and after normalization, respectively. \( \text{trY} \) denotes the true failure type of the tester. The correct diagnosis rate is 51.14% and 71.43%, respectively. The convergence time is 0.005356 seconds and 0.006428 seconds, respectively.

In summary, the fault diagnosis accuracy of the RVFL neural network for overall classification is much lower than that of the fault detection model consisting of four binary classifiers. The convergence rate of the overall classification, which is nearly twice faster than that of the step classification, is not favorable for transformer fault diagnosis in real power grids. Meanwhile, the weight scaling effect of the classification model network becomes worse for the input feature of gas content. The diagnostic accuracy of the training set with standardized gas content as input feature is 8.4% higher than that with gas content as input. When the input feature is normalized gas content, the diagnostic accuracy of the test data is 14.29% higher than that when the input feature is gas content ratio.

### 4.3.2. Analysis of Test Results

In part B, a three-layer, four-classifier model is constructed for five different operating states of the power transformer. Under two different types of input characteristics, four different sets of sample data are obtained by experimenting on the test set and training set data through the classifier. Two different types of feature variables, pre-standardized and post-standardized gas content, are taken as input data, and the feature scaling of different input sample data is performed according to the optimal threshold range, so that the feature data of different dimensions can be compared. At the same time, it speeds up the search for the optimal solution and greatly improves the accuracy of fault diagnosis.

In the five-classification model, the number of data types for the five samples varies considerably, resulting in an inadequate theoretical basis for the weighting values of a particular fault type when the training set data is small. The network needs to acquire more fault information and data volumes to learn, so that a significant increase in convergence time can be observed. Not surprisingly, the fault diagnostic accuracy of the RVFL neural network is lower than that of the fault detection model consisting of four dichotomous classifiers. In addition, the convergence of the five-classifier algorithm is slower than the stepwise classification, which is not conducive to the diagnosis of transformer faults in real power grids. Meanwhile, the weight scaling of the network is poor for the classification model with gas content as the input feature.

Thus, the three-layer, four-type classification model constructed in this paper for five different types of power transformer faults is superior to the five-class classification processing of the sample data.

### 5. Conclusion

In this paper, the relationship between RVFL neural network-based transformer fault diagnosis and the values of the associated parameters is investigated. The method yields stable ranges and diagnostic accuracies of the relevant parameters of the network model under two different input features and data sets, and the optimal range of values is discussed. To improve the diagnostic accuracy of the model, the traditional RVFL neural network model is modified and the input data are standardized. The method also reduces the complexity of the network model and simplifies the network model. The experiments validate the validity of the
parameters associated with the RVFL neural network. After adjusting the parameters, it was found that RVFL2 improved the diagnostic accuracy by 11.43% for the training set and 17.14% for the test set. The diagnostic accuracy of RVFL3 standardized on the training set improved by 6.34% and the diagnostic progress of the test set improved by 13.33%. Diagnostic accuracy improved by 2.86% for the RVFL4 training set and by 17.5% for the test set. The diagnostic accuracy of each classifier is substantially improved. Adjusting the number of hidden nodes when the input sample data are uniform can improve the accuracy of network diagnostics. When the input sample data are scattered, adjusting the scale range can improve the accuracy of network testing. For different sample data, the network testing accuracy is more sensitive to the change of scale factor than the change of the number of hidden nodes under the premise of ensuring the validity of model training.

This paper describes the theoretical basis for the number of implied nodes and scale factor assignment in the RVFL network model. It effectively improves the diagnostic accuracy of transformer faults. This study is of reference value for the analysis of other neural network engineering applications.
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