HOW CONVOLUTIONAL NEURAL NETWORKS DEAL WITH ALIASING
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ABSTRACT

The convolutional neural network (CNN) remains an essential tool in solving computer vision problems. Standard convolutional architectures consist of stacked layers of operations that progressively downscale the image. Aliasing is a well-known side-effect of downsampling that may take place: it causes high-frequency components of the original signal to become indistinguishable from its low-frequency components. While downsampling takes place in the max-pooling layers or in the strided-convolutions in these models, there is no explicit mechanism that prevents aliasing from taking place in these layers. Due to the impressive performance of these models, it is natural to suspect that they, somehow, implicitly deal with this distortion. The question we aim to answer in this paper is simply: "how and to what extent do CNNs counteract aliasing?" We explore the question by means of two examples: In the first, we assess the CNNs capability of distinguishing oscillations at the input, showing that the redundancies in the intermediate channels play an important role in succeeding at the task; In the second, we show that an image classifier CNN, while, in principle, capable of implementing anti-aliasing filters, does not prevent aliasing from taking place in the intermediate layers.
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1. INTRODUCTION

In signal processing applications, low-pass filters are often placed before the downsampling operations to prevent aliasing from happening. These filters remove the high-frequency components that would otherwise be distorted during the downsampling operation and become indistinguishable from the low-frequency signal components.

While, earlier CNN models do implement rudimentary low-pass filters before subsampling by means of average pooling [1]. Average pooling has gradually lost space to the max-pooling layer, which shows a better task performance [2], and to strided-convolutions, which became very popular and that are used in architectures such as the residual neural network [3]. However, neither of these mechanisms provide an explicit way of preventing aliasing from occurring.

The rather natural idea of introducing anti-aliasing filters before the downsampling operations in CNNs has been explored recently [4, 5, 6, 7, 8, 9]. For instance, in the context of image classification, Zhang [4] presented a successful implementation of a CNN with anti-aliasing filters, showing that such an approach yields CNNs invariant to shifts, with extra robustness and, even, improved accuracy.

Our work, however, takes a different route: rather than trying to explicitly include anti-aliasing mechanisms in a CNN, we aim to explain how these architectures still manage to be successful without it and what mechanisms are implicitly learned to counteract aliasing.

Aliasing results in loss of information and the inability to distinguish between frequency components. The first question we address is: "does this happen in a CNN?" This question is studied by means of a toy example, designed to indicate whether a convolutional neural network can distinguish between oscillatory components at its input, and what role do the network width and depth play in it.

In the second experiment, we go one step further and try to assess if CNNs actually prevent aliasing from taking place in the intermediate layers. Convolutional layers are, in principle, capable of implementing anti-aliasing filters. Hence, even if these are not hard-coded in the structure, CNNs could learn it. The experiment tries to establish whether this happens for image classification problems.

Code Availability: The code for reproducing the experiments is available at: https://github.com/antonior92/aliasing-in-cnns.
2. TOY EXAMPLE: CLASSIFYING OSCILLATIONS

In this section, we describe a simple toy example that requires the model to learn to distinguish between oscillatory components. In CNNs, the components are downsampled in the intermediate layers and hence might suffer aliasing. We try to establish whether this behavior in the intermediate layers affects the global ability of the CNN to distinguish between frequencies at its input.

2.1. Task description

The model receive as input a 32 by 32 oscillatory two-dimensional signal $x$ and need to classify it according to the frequency $\omega = (\omega_1, \omega_2)$. Here, each component $\omega_i$ is the frequency of the oscillations in one direction. The training and validation sets consist of pairs $\{x, \omega\}$, where $\omega$ belongs to the set $\{(\frac{k\pi}{N}, \frac{l\pi}{N}) \mid k, l \in \{0, \ldots, N−1\} \}$, which contain $N^2$ uniformly spaced frequencies in $[0, \pi) \times [0, \pi)$. And, the input $x$ is oscillatory, with its $(i, j)$-th entry

$$x_{i,j} = \cos(\omega_1 i + \theta_1) \cos(\omega_2 j + \theta_2) + A\alpha_{i,j},$$  \hspace{1cm} (1)$$

where the phases $\theta_1$ are $\theta_2$ are sampled from uniform distributions: $\theta_1 \sim U(0, 2\pi)$, $\theta_2 \sim U(0, 2\pi)$. The signal is also corrupted by additive white noise, $\alpha_{i,j} \sim U(-1/2, 1/2)$, generated independently for each $i$ and $j$. The amplitude of this additive white noise is $A$. Fig. 1 show samples generated by this procedure.

Every time the signal $x$ is downsampled by a factor of two, the number of frequencies that can be distinguished drops by a factor of four due to aliasing. For instance, the oscillatory patterns in Fig. 1 would become indistinguishable after being downsampled by a factor of 2. For the CNN models, however, these downsampling operations happen at intermediate layers and the goal of this task is to assess what is the resolution CNNs can resolve between distinct frequency components at the input.

2.2. Results

In Fig. 2, we compare the accuracy of the residual neural network (ResNet) [3] with that of fully connected neural networks (fully connected neural networks). The reported accuracy is on the test set of 10,000 samples and was obtained for models trained on 20,000 samples. The models were generated, independently, using Eq. (1). We set $N = 20$ for generating a uniform grid of frequencies with $N^2 = 400$ possibilities. Both the training and test sets are balanced, with each one of the 400 classes occurring the same number of times. The models have been trained during 50 epochs using a batch size of 128, the Adam optimizer [10] with default betas, a weight decay of $10^{-4}$ and an initial learning rate of 0.001, which is decreased by a factor of ten in epoch 35.

The ResNet implementations have two downsampling operations taking place in the forward direction. Hence, without any way of circumventing aliasing, which might occur during down sampling, the CNNs would perform poorly at the task. The fact that they perform better than the fully connected networks (which do not downsample the image) strongly suggests that CNNs can indeed somehow circumvent aliasing. Furthermore, as the problem gets harder due to extra noise, increasing the number of channels can improve the performance. Increasing the depth, however, does not help and can even degrade performance. We hypothesize that, while the signals in individual channels might suffer from aliasing, the redundancy allows the information to still be recovered by the neural network in later stages. This mechanism is further investigated in the following sections.

This task has the same spirit as the experiments in [11]. There they perform, in a uni-dimensional signal setup, experiments assessing the ability of CNNs to distinguish between different input frequencies. However, while in their experiments, the CNN model fails to effectively distinguish between frequency components, ours succeeds at it. We hypothesize that one reason is the low number of filters in the intermediate layers used in their model. These filters are critical for succeeding in the task (i.e., Fig. 2). Their choice of model architecture, which stacks temporal and 2-D convolutional layers, might also help to explain the differences in the results.

3. BACKGROUND

3.1. The discrete Fourier transform

There is a one-to-one correspondence between the signal and the amplitudes and phases of the sine components it can be decomposed into. For discrete signals with finite length such a representation is obtained by means of the Discrete Fourier Transform (DFT). Let $X$ denote the DFT
4. ALIASING IN CNNS

Convolutional layers are, in principle, capable of implementing anti-aliasing filter banks. Hence, even if anti-aliasing mechanisms are not directly encoded in the structure, CNNs could learn them and prevent aliasing from occurring in the intermediate signals. One question is: “do they actually learn such filter banks?” In this section, we assess whether fully trained CNNs prevent aliasing from occurring for inputs taken from: i) the distribution the model has been trained on; and, ii) an adversarial distribution.

4.1. Methodology: quantifying aliasing

Here, we describe the methodology used to quantify the occurrence of aliasing in the intermediate layers of the CNN. Let \( x \) and \( x' \) be the signals before and after the downsampling operation and \( X \) and \( X' \) the corresponding DFT. To each value of \( X' \) we attribute one of four mutually exclusive categories \{no pass, non-aliased, aliased, aliased-tangled\}, described below. Fig. 3 exemplify how the DFT entries of the CNN intermediate signals can be classified into these categories. We perform the analysis for all the layers in the CNN where the signal is downsampled: the strided convolutional layers are decomposed into normal convolutions followed by a downsampling operation; and, max-pooling layers, into a dense evaluation of max pooling (stride=1) followed by a downsampling operation. Then, we perform the analysis considering the signals immediately before and after the downsampling operation. We do that for all the channels.

Let \( X^{(i,j)} \) be the block matrices that sum up to \( X' \) in Eq. (3) and fix a threshold value \( T \). For instance, in the example below, we use \( T = \max_{j,t} \|X'_{j,t}\|/10 \). We say the \((p,q)\)-th entry of the block \((i,j)\) contribute significantly to \( X'_{p,q} \) whenever \( \|X^{(i,j)}_{p,q}\| > T \). We classify the entry \((p,q)\) as \{no pass\} if no entry from the block matrices contribute significantly to \( X'_{p,q} \). Hence, these frequency components have a relatively small magnitude and removing them would have little to no effect on the signal \( x' \).

Now, assume that at least one block matrix contributes significantly to \( X'_{p,q} \). If the block matrix contributing is \((i,j) = (1,1)\), and only this one, we say that this is a \{non-aliased\} entry, since the signal distortion due to aliasing is small (or zero). If a single block \((i,j) \neq (1,1)\) contribute significantly to \( X'_{p,q} \), we say that this entry is \{aliased\}. If more than one block contributes significantly to \( X'_{p,q} \) we say the entry is \{aliased-tangled\}. We distinguish between these two types of aliasing because, while in the first case a high-frequency component might appear as a low-frequency component after downsampling, the reconstruction of the original component could be made easy by the knowledge that this has happened and of which block have contributed significantly to this point. In the second case, multiple frequency components are summed together, making the reconstruction harder due to the need of distinguishing between multiple additive components.
Aliasing when classifying oscillations: Fig. 4(b) shows the same experiment for a residual neural network with 20 layers (Resnet20) used for the task described in Section 2. The model has only 4 intermediate downsampling points \{1, ∗1, 2, ∗2\} and achieves an accuracy of 99.2% (for noise intensity \(A = 1\)). The task requires the neural network to be able to distinguish between the input frequencies, and while the model succeeds at the task, it does not do so by explicitly implementing anti-aliasing mechanisms, since more than half of the frequency components of the intermediate signals suffer aliasing.

Aliasing in correct and incorrect classified instances: In Fig. 5, we compare the fraction of aliased components for correct vs incorrect classified examples in ImageNet. The obtained distribution is almost identical for correctly and incorrectly classified examples. This, in turn, suggests that, during inference, the occurrence of aliasing in a CNN has little to do with its capability of classifying images from the test distribution.

Aliasing in adversarial examples: We also analyse the classification of images coming from an adversarial distribution. That is, instead of an input \(x\) from the test set, the neural network will be fed an input \(x + v\), being the vector \(v\) chosen adversarially, in the region \(||v||_\infty \leq \epsilon\), to yield the worst possible model prediction (i.e., for which the loss function achieves its highest value). Fig. 6 contain the accuracy as a function of \(\epsilon\) together with the fraction of frequency components that actually suffer aliasing in the intermediate signals. While there is a small increase in the fraction of aliased components, the small magnitude of it does not seem to point to aliasing as the main weakness explored by the adversarial attack.
5. DISCUSSION

Nyquist’s sampling theorem [15] gives a sufficient criterion for guaranteeing the possibility of reconstructing signals. In light of this theorem, anti-aliasing filters are a practical solution to downsampling without losing information. Nonetheless, later developments in signal processing have shown that it is possible to reconstruct signals sampled below the Nyquist rate given that the signal is sparse in some domain [16, 17]. In the case of CNNs, despite aliasing taking place in intermediate signals (see Section 4) the possibility of reconstruction is simplified by the channel redundancy, which might play an important role in distinguishing between frequency components, cf. Section 2.
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