Method for Predicting Failure Rate of Airborne Equipment Based on Optimal Combination Model
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Accurate prediction of airborne equipment failure rate can provide correct repair and maintenance decisions and effectively establish a health management mechanism. This plays an important role in ensuring the safe use of the aircraft and flight safety. This paper proposes an optimal combination forecasting model, which mixes five single models (Multiple Linear Regression model (MLR), Gray model GM (1, N), Partial Least Squares model (PLS), Artificial Neural Network model (BP), and Support Vector Machine model (SVM)). The combined model and its single model are compared with the other three algorithms. Seven classic comparison functions are used for predictive performance evaluation indicators. The research results show that the combined model is superior to other models in terms of prediction accuracy. This paper provides a practical and effective method for predicting the airborne equipment failure rate.

1. Introduction

Complex equipment plays an important role in military industry and civilian production. Once equipment fails or its performance deteriorates, it will not only seriously affect task execution and production efficiency but also lead to vicious incidents and cause immeasurable losses. Therefore, abnormal detection and fault diagnosis technology of this kind of equipment has been paid much attention by scholars [1]. As a typical complex equipment, airplanes play an important role in the development of military and civil fields, and their airborne equipment plays a key role as an important part of the aircraft system. Due to the influence of various factors such as external factors and the equipment itself, it will cause the failure of airborne equipment. The failure of airborne equipment directly affects the progress of the aircraft’s development, testing, and delivery, and affects the normal use of the aircraft. Failure prediction is the pre-event of failure. Its essence is to use the acquired monitoring information to predict the degradation trend and predict the future failures under the premise that the system or components can still work normally [2]. It can be engaged in the transformation from post-maintenance to condition-based maintenance and for health management. Fault prediction has more research value than post-fault diagnosis. It not only provides good repair and maintenance decisions but also improves the health management level of airborne equipment. The failure prediction of airborne equipment is generally divided into three aspects: failure time prediction, remaining life prediction, and failure rate prediction. The failure rate is the main basis for the allocation of failure samples in airborne equipment maintenance and testing. The prediction results directly affect maintenance and the credibility of the test results [3]. The failure rate prediction of airborne equipment has become the prerequisite and foundation for the integrity of the aircraft. The research and application of the failure rate prediction of airborne equipment is of great significance for ensuring the stability, reliability, and safety of aircraft systems. The main influencing factors of the failure rate of airborne equipment include its own factors, working hours, ambient temperature, ambient humidity, and maintenance quality.

In the past few decades, many researchers have used various models to predict equipment failure rates. The current failure rate prediction methods include traditional reliability predictions, statistical predictions, and data-
driven predictions. Traditional reliability prediction mainly includes the prediction method based on fault tree analysis [4] and the prediction method based on life distribution [5]. Al Badawi et al. designed a fault tree model to identify the failure mechanism in the EMD system. They collect and investigate the fault data of more than 100 electromagnetic drive system faults from the field, establish mathematical models and risk failure models, and the predicted results are accurate. Verma et al. established a prediction model for the failure rate of blood analyzer medical equipment based on Weibull life distribution. They collect failure data of five automatic blood analyzers and draw a Weibull probability map. The results show that the Weibull distribution can be well applied to the modeling of the blood analyzer failure data, and the obtained information is helpful for maintenance cost analysis and facilitates the decision-making for the maintenance mode of the analyzer. However, the characteristics of traditional reliability prediction method are simple to predict and easy to operate. It is widely used, but the prediction accuracy is relatively low.

In addition to traditional reliability predictions, statistical predictions are also widely used in equipment failure rate prediction. Commonly used statistical prediction methods include Bayesian models and regression analysis models (mainly univariate linear regression analysis prediction method, multiple regression analysis prediction method, and nonlinear regression analysis prediction method), HMM, hidden semi-Markov model, etc. Bayesian-based failure rate prediction method (1996: Louis Hart et al.) [6] carried out related research; based on regression analysis model method, (Ma et al.) [7], first carried out regression analysis based on failure rate. In the research, a spare part failure rate prediction model based on regression analysis was established based on the failure rate data of a certain spare part, and the failure rate of a certain spare part was predicted using this model, and the failure rate was modeled and predicted by the unary linear regression method. The results show that based on the regression method, the correlation coefficient $r$ is 0.9409, and the value is close to 1, and the number of use years has a very close linear relationship with the failure rate of spare parts. The forecast result is basically correct. However, the influence of environment, climate, storage method, and other conditions on the failure rate is ignored. Many scholars subsequently improved the method and gradually improved the accuracy of prediction. E.g. (Motiee et al. [8], Altinisik et al. [9]) have carried out regression analysis model research. At the same time, some scholars also conducted other statistical methods (including HMM and Hidden Semi-Markov Model [10]), and their effects are significant. The characteristic of the statistical-based fault prediction method is that it does not need to establish a physical model of the equipment. As long as the mapping relationship between the current state and the future fault is found, the prediction can be made, and the operability and achievability are strong. However, when the length of the prediction is greater than the length of the original data, the accuracy of the prediction result cannot be guaranteed when this method is used for prediction.

With the development of sensor detection and data processing technology, the operation status and faults of equipment can be effectively monitored by collecting and analyzing data. The data-driven prediction method is also widely used in the modeling and prediction of equipment failure rate. The use of this method improves the accuracy of predicting equipment failure rate. The data-driven fault prediction method is based on a large amount of monitoring historical data to analyze the mapping relationship between system input, output, and system state to establish a prediction model, which is used for fault prediction. In recent years, it has received extensive attention and research. Commonly used data-driven forecasting methods include: time series-based forecasting methods (including linear stationary models such as AR models, MA models, and ARMA models) and ANN-based time series forecasting (including BP neural networks, RBF neural networks, and wavelet neural networks). Based on the time series forecasting method (Ruiying et al. [11]), the data of the Boeing 757–700 aircraft in the past two years is analyzed and processed and the failure rate is predicted. The error between the predicted value and the true value is within 40%. The more traditional reliability prediction and reliability test evaluation results have been greatly improved, and the predicted results provide references for reliability maintenance. But, the error is larger. Subsequently, other researchers used the ARMA model to predict the equipment failure rate and improved the accuracy of the prediction. In 2015, Shengbiao [12] also carried out related research. At the same time (Yang et al. in 2017) [13] carried out research on the prediction of aircraft fault rate. They proposed a seasonal ARIMA model and introduced the mathematical model and modeling process of the system in detail. The application of the SARIMA model in aircraft failure rate prediction is analyzed through examples. The application examples show that the SARIMA model can make full use of the historical data and accurately predict aircraft failure rates by characterizing periodic fluctuations. Time series-based forecasting methods are convenient and quick to calculate, and can provide the identification of linear and stationary forecasting models. Many parameters need to be determined. However, it is difficult to fully reflect the complex nonlinear relationships in the series data. With the rapid development and application of artificial neural networks (ANN), (Kutylowska et al.) [14] proposed an artificial neural network based on multi-layer perception to evaluate the failure rate of 143 centrifugal pumps in a refinery. In order to optimize and fully support the effect of the final preventive maintenance plan, scholars have also carried out ANN-based failure rate prediction research, such as in (Al-Garni et al.) [15], (Ruiying et al.) [16], (Al-Garnii) [17], (Dirya et al.) [18], and (Chen) [19], etc. Although the ANN method has the characteristics of fast processing multivariate analysis, providing nonlinear prediction, and not requiring prior knowledge, it generally requires a large amount of data, which is not suitable for the case of a small amount of data.

In addition to the above prediction methods, many scholars have carried out research on other methods for failure rate prediction, such as the gray prediction failure
rate method, such as (Xiaodong et al.) [20], (Ming et al.) [21], (Yanjun et al.) [22], and some other prediction algorithm research, such as (Wang et al.) [23], (Kutylowska et al.) [24]. However, the prediction method does not consider the randomness of the system, and the medium and long-term prediction accuracy is poor. At the same time, some scholars use other methods to study the failure rate prediction, such as (Yang et al. [25]) which proposes a cloud-model-based uncertain reasoning method to predict the failure of power transmission and transformation equipment. The results of the case analysis show that when the equipment health index is greater than 60, the prediction result of this method is more in line with the actual equipment situation than the traditional inversion method.

However, for some equipment, due to the complexity of its system composition and failure mechanism, there is a strong coupling between different components, and single-item modeling is used for failure prediction. The existing prediction methods are difficult to achieve the desired prediction effect [26] In addition, single-item failure prediction methods have their own limitations and applicable conditions. Therefore, if multiple prediction methods can be combined to perform fault prediction together, it can overcome the shortcomings of traditional single-item prediction methods and improve the accuracy of prediction. The combination prediction method is the main development direction of current research. For this reason, some scholars propose combined failure rate prediction methods, such as genetic neural network [27], Hidden Semi-Markov Model (HSMM) [10], life and data-driven models [28], Holt-Winters seasonal model [29], EMD and RVM-GM model [30], EMD-GMDH model [31], Weighted Hierarchical Bayes (WHB) method [32], Well distribution and time series [33], BP and dual-parameter Weibull distribution [34], cloud model and clolesky sub-model [35], radar chart and SVM model [36], and neural network and fuzzy recognition [37]. Researchers have carried out research on the use of combined models to predict equipment failure rates. The review of combined models in various scientific applications shows that these models have very high accurate prediction capabilities and can predict equipment failure rates well. However, these studies still have limitations. First, the number of models used in the mixed model is limited to two or three. Second, the prediction accuracy needs to be further improved. Third, there are certain deficiencies in the analysis and research of multi-factor influence. Compared with the single model, the prediction results of the combined model are improved to different degrees, but its prediction accuracy, reliability, and application still cannot meet the requirements of some predictions. At the same time, due to the complex fault cross-linking of airborne equipment, the high uncertainty of the cause of the fault, and the small number of samples of the fault, the above prediction methods have certain deficiencies.

In view of this, the article will consider the strong coupling of the airborne equipment operating state, the complexity of the failure mechanism, and the diversity of influencing factors; will study the failure rate prediction method of the airborne equipment; and propose a combined model to improve the performance of the airborne equipment. In the combined model developed in this research, first consider the parameters that affect the failure of the airborne equipment. Since it is impossible to give all the parameters that affect the failure rate of the airborne equipment, the focus is on the flight time, the number of take-offs and landings, the maneuvering proficiency, and the abnormal ambient temperature. Abnormal environmental humidity, maintenance quality, and historical failure times information are effective variables to carry out research. Secondly, in order to overcome the limitations of the models in previous studies, the combined model uses five types of statistical and data-driven models, including multiple linear regression (MLR) model, grayGM (1,N) model, partial least squares (PLS) model, artificial neural network (BP) model, and support vector machine (SVM) model to predict the failure rate of the airborne equipment of a certain UAV flight control system. Finally, without increasing the complexity, based on the optimal weighted combination modeling theory, the minimum error square sum of the combination model is used as the objective function to solve the optimal weighting coefficients, and the optimal weighted geometric average combination prediction model is derived to combine the five models. A single predicted failure rate value of airborne equipment is regarded as an independent input variable, and the predicted failure rate value is used as a dependent output variable of the combined model for research. And, it verifies the validity and applicability of the proposed method in the failure prediction of airborne equipment, and provides an effective basis for its fault diagnosis and health maintenance. The rest of this paper is organized as follows: Section 2 introduces in detail the selection of airborne equipment failure rate samples and detailed analysis of the corresponding influencing factors. Section 3 analyzes the modeling process of the combined model, introduces the individual single models involved in the combined model in detail, proposes the optimal combination model, and analyzes the model evaluation indicators. Section 4 conducts detailed research and discussion on single models and combined models. Section 5 compares the prediction results and accuracy of each model in detail. Section 6 analyzes the applicability system of different models. Finally, Section 7 gives conclusions and corresponding suggestions.

2. Sample Selection and Influencing Factors
Analysis of Failure Rate of Airborne Equipment

At present, UAVs have been widely used in the fields of military, police, agriculture, geology, meteorology, and urban management, and they play an important role in all walks of life. As a key airborne equipment, its flight control system is the core system for the drone to complete the entire flight process such as take-off, air flight, mission execution, and return and recovery. Once the airborne equipment fails, it will affect the normal operation of the drone. Operation and use may even endanger the flight safety of drones. The
2.3. Product Quality. Airborne equipment with good product quality, high system integration, and high reliability will reduce the failure rate of airborne equipment to a certain extent. At the same time, products with poor quality and low stability will also lead to increased failures of airborne equipment. During use, better-quality airborne equipment should be selected to ensure its own performance and quality. Airborne equipment with better product quality can reduce the overall failure rate of UAVs and play a key role in the normal use and integrity of UAVs.

2.4. Technical Quality of Control. UAV, as an unmanned aircraft, puts forward higher requirements on the proficiency of operators and their control capabilities. After systematic learning and training, and obtaining relevant level qualification certificates, technical personnel with certain driving experience and skilled manipulation play a good role in the overall success of airborne equipment and unmanned equipment, and will reduce the failure rate of airborne equipment. The technical quality factors of drone control will affect the direct or indirect failure rate of airborne equipment.

2.5. Comprehensive Airport Security Conditions. Airport security conditions include objective conditions such as the airport’s runway quality, communications, navigation, power, and related facilities, all of which will have a certain impact on the failure rate of airborne equipment. If the airport’s comprehensive support capability is stronger, the failure rate of airborne equipment will be correspondingly lower, while the airport’s comprehensive support capability is weaker and the opposite is true.

2.6. Maintenance Quality. During the operation of airborne equipment, corresponding maintenance (external cleaning and internal dust removal, etc.), regular maintenance (weekly, monthly, and annual maintenance, etc.), and fault repairs are required. The maintenance quality determined by the abovementioned maintenance operation content, time interval, and the technical level of the maintenance personnel directly affects the success rate of the airborne equipment. Therefore, the maintenance quality can also be regarded as the main factor affecting the failure rate.

Since the failure rate of airborne equipment has many influencing factors and has a wide coverage, involving multiple dimensions and aspects, it is generally impossible to give all the parameters and related indicators that affect the failure rate of airborne equipment during the research process. Most of the key influences are selected. Factors are studied. The main influencing factors are flight time, number of take-offs and landings, control proficiency, abnormal environmental temperature, abnormal environmental humidity, and maintenance quality. These characteristic data are used as input vectors. At the same time, the failure rate of airborne equipment is expressed in thousands time failure rate calculation, that is, the number of failures occurring every 1000 h is used as the output vector of the failure rate.
prediction model to carry out related research. Collecting information about the failure rate of airborne equipment with 25 failures from 2015 to 2018, the characteristic parameters, and data of the airborne equipment failures studied are shown in Table 1.

### 3. Combination Prediction Method for Failure Rate of Airborne Equipment

#### 3.1. Combined Model Modeling Process

In order to study the failure rate prediction model of airborne equipment, an integrated hybrid combination model is used. The combined models proposed in this study include MLR model, GM(1, N) model, PLS model, BP model, SVM model, and make the optimal combination to form a combined forecasting model. The structure of the combined forecasting method is shown in Figure 2, and specifically includes the following four parts:

1. Information collection of failure rate and influencing factors: This stage analyzes and studies the failure of a drone’s airborne equipment from 2015 to 2018, collects relevant data from the airborne equipment BIT, and also collects information about the failure rate from historical failure data. Information on factors, including the number of failures, flight time, number of take-offs and landings, manipulation proficiency, abnormal temperature, abnormal humidity, maintenance quality, according to the degree of influence of each feature in the influencing factors on the failure rate, determine different influencing factors as characteristic data, and then the failure rate of the computer-borne equipment, the failure rate per thousand hours is regarded as the overall failure rate research.

2. The value of the influencing factor is regarded as an independent input variable, and the predicted failure rate value is used as the dependent output variable of the single model for research. Carry out modeling analysis and research one by one, and predict the failure rate of airborne equipment based on the relevant data of the input data model.

3. The realization of the combined model: At this stage, an innovative combined model is realized based on the five single models to predict the failure rate value (as the test data parameter) and the observed failure rate value (as the output parameter). Based on the optimal weighted combination modeling theory, the minimum
error square sum of the combination model is used as the objective function to solve the optimal weighting coefficients, and the optimal weighted geometric average combination prediction model is derived to calculate the failure rate values of the airborne equipment for the five individual predictions. The predicted failure rate is studied as the dependent output variable of the combined model, which provides a more effective model for accurately predicting the failure rate of airborne equipment.

| Parameter                          | Value          |
|-----------------------------------|----------------|
| Types of airborne equipment (N)   | 1              |
| Time period under study (year)    | 2015–2018      |
| Flight time (h)                   | 1000–2000      |
| Number of take-offs and landings (N) | 200–420     |
| Operator proficiency (%)          | 60–95          |
| Abnormal environmental humidity (%) | 0.1–0.9      |
| Abnormal environmental humidity (%) | 0.1–0.9      |
| Maintain quality (%)              | 70–95          |
| Number of failures (N)            | 25             |
| Failure rate per thousand hours N/1000 h | 0.3–4.7  |
(4) Accuracy analysis and comparison of different models: Finally, evaluate the performance of the combined model and compare it with other single models. Using multiple indicators as evaluation criteria, the accuracy of the single model verification data is compared with the results of the proposed combined forecasting model, systematic comparison and analysis, and specific applications and verifications are carried out.

3.2. Single Model Analysis

3.2.1. Multiple Linear Regression (MLR) Model. The MLR analysis method is a commonly used analysis method to explain the change law of a single dependent variable depending on multiple independent variables, which is used to explore the relationship between independent variables and dependent variables. Assuming that there are \( n \) independent variables and \( y \) is a dependent variable, then there is \( y = b_0 + b_1x_1 + b_2x_2 + \cdots + b_nx_n \), where \( b_i \) is the regression coefficient. Assuming that \( \hat{b}_i \) is the fitted value of \( b_i \), the regression equation is obtained as the following formula:

\[
\hat{y} = \hat{\beta}_0 + \hat{\beta}_1x_1 + \hat{\beta}_2x_2 + \cdots + \hat{\beta}_nx_n \tag{1}
\]

In formula (1), \( \hat{\beta}_i \) is the partial regression coefficient, which can be solved according to the least square method and other optimization methods. Generally, the least square method can be used to solve the related regression parameters, and the required regression parameters need to be brought in. The regression equation is tested for statistics; usually, F test, T test, and multicollinearity test are used to determine whether the requirements are met. If the test requirements are not met, the independent variables need to be screened for re-modeling, and the output can be directly output until the requirements are met. Model, and finally obtain the regression coefficients of the multiple linear regression equation, and get the corresponding regression equation as formula:

\[
\hat{y} = X\hat{\beta} = X(X^TX)^{-1}X^Ty. \tag{2}
\]

3.2.2. Gray GM(1,N) Model. The gray system theory was first proposed by Professor Deng Julong to deal with "small samples, poor information" system prediction, and it has been widely used in many fields. The prediction steps of the gray GM(1, N) model are as follows:

Step 1. Use data to accumulate and generate calculations, in formula (3):

\[
X_{i}^{(1)}(k) = \sum_{j=1}^{m} x_{i}^{(0)}(j), \quad (k = 1, 2, \ldots, m).
\]

\[
X_{i}^{(1)} = \{x_{i}^{(1)}(1), x_{i}^{(1)}(2), \ldots, x_{i}^{(1)}(m)\}. \tag{3}
\]

Step 2. Generate a sequence of values immediately adjacent to the mean

Opposite the \( X_{i}^{(0)} \) next to mean generation. \( Z_{i}^{(1)} = (z_{i}^{(1)}(2), z_{i}^{(1)}(3), \ldots, z_{i}^{(1)}(m)) \)

Among these: \( z_{i}^{(1)}(k) = 1/2[x_{i}^{(1)}(k) + x_{i}^{(1)}(k - 1)] \), then the GM(1, N) model is: \( \tilde{x}_{i}^{(1)}(k + 1) + a\tilde{x}_{i}^{(1)}(k + 1) = \sum_{j=2}^{m} b_{j}x_{j}^{(1)}(k + 1) \), the corresponding whitening equation is:

\[
d\tilde{x}_{i}^{(1)}(k)/dt + ax_{i}^{(1)}(k) = \sum_{j=2}^{m} b_{j}x_{j}^{(1)}(k), \quad \text{among these}: \quad z_{i}^{(1)}(k) \]

is the background value, \( a \) is the system development coefficient, and \( b_i \) is the system drive coefficient.

Step 3. Establish approximate time response

Order \( B = \begin{bmatrix} -z^{(1)}(2) & x^{(1)}(2) & \cdots & x^{(1)}(2) \\ -z^{(1)}(3) & x^{(1)}(3) & \cdots & x^{(1)}(3) \\ \vdots & \vdots & \ddots & \vdots \\ -z^{(1)}(n) & x^{(1)}(m) & \cdots & x^{(1)}(m) \end{bmatrix}, \quad Y = \begin{bmatrix} x^{(0)}(2) \\ x^{(0)}(3) \\ \vdots \\ x^{(0)}(m) \end{bmatrix} \tag{4}
\]

Then, the least square estimation parameter is listed as

\[
\hat{a} = (B^TB)^{-1}B^TY, \quad \text{order the parameter list} \quad \hat{a} = [a \ b_2 \ \cdots \ b_n]^{T}, \quad \text{the approximate time response is:}
\]

\[
\tilde{x}_{i}^{(1)}(k + 1) = \left[ x^{(0)}(1) - \frac{1}{a} \sum_{j=2}^{m} b_{j}x_{j}^{(1)}(k + 1) \right] e^{-ak} + \frac{1}{a} \sum_{j=2}^{m} b_{j}x_{j}^{(1)}(k + 1). \tag{5}
\]

Step 4. Accumulate and reduce the prediction model

\[
\tilde{x}^{(0)}(k + 1) = \tilde{x}^{(1)}(k + 1) - \tilde{x}^{(1)}(k). \tag{6}
\]

3.2.3. Partial Least Squares (PLS) Model. Partial least squares model was first proposed by Wood (S. Wold) and Abano (C. Albano), etc., and it has been developed rapidly in theory, method, and application. The PLS model prediction steps are as follows:

Step 5. Data standardization processing

Standardize independent variables \( X = (x_1, x_2, \ldots, x_m) \) \((m) \) is the number of independent variables) and dependent variables \( Y \). The standardization process is:

\[
E_{0i} = x^* = \frac{(x_i - \bar{x})}{S_x}, \
F_0 = y^* = \frac{(y - \bar{y})}{S_y}. \tag{7}
\]

In formula (7): \( E_{0i}, F_0 \) are the standardized vectors of \( x_i, y \), respectively; \( \bar{x}, \bar{y} \) are the mean values of \( X, y \), respectively; \( S_x, S_y \) are the mean square deviations of \( X, y \) respectively.
Step 6. Extract the input principal components \( t_k \) and output principal components \( u_h \).

If there are \( m \) variables in the original data, use principal component analysis to recombine the information in the group of data, and extract \( h \) new comprehensive variables \( F_1, F_2, \ldots, F_h \) \((h < m)\) from them, so that the \( h \) comprehensive variables can summarize the information in the original data group at most, and take the new comprehensive variable as the principal component. The method of continuously extracting principal components \( t_k \) and \( u_h \) from the input variable \( E_k \) and output variable \( F_h \) is:

\[
\begin{align*}
  t_h &= E_{h-1} w_h \\
  w_h &= E_{h-1}^T F_{h-1} / \| E_{h-1}^T F_{h-1} \| \\
  E_h &= t_h F_h^T + E_{h-1} \\
  F_h &= t_h r_h^T + F_{h-1} \\
  p_h &= E_h^T t_h / \| t_h \|^2 \\
  r_h &= F_{h-1}^T t_h / \| t_h \|^2.
\end{align*}
\]

(8)

Step 7. Find the partial least squares model

Calculate in turn, if the rank of \( X \) is \( A \), then we get:

\[
\begin{align*}
  E_0 &= t_1 P_1^T + \cdots + t_h P_h^T, \\
  F_0 &= t_1 r_1^T + \cdots + t_h r_h^T + F_h.
\end{align*}
\]

Equation (9) is reduced to the form of the regression equation of \( y_k^* = F_{0k} \) on \( x_j^* = E_{0j} \), and the regression equation is:

\[
y_k^* = \alpha_{k1} x_1^* + \cdots + \alpha_{kp} x_p^*.
\]

(10)

3.2.4. Artificial Neural Network (BP) Model. In 1985, the BP algorithm proposed by Rumelhart systematically solved the problem of learning the weights of hidden units in multiple networks. At present, the BP model has become one of the important models of artificial neural networks and has been widely used.

The artificial neural network imitates the learning state of the human brain to judge and analyze things in the process of understanding things, and finally solves the problems in different fields. The model has good fault tolerance, and can describe the nonlinear relationship between variables and targets through its good nonlinear approximation ability, usually using BP neural network. The structure of the BP neural network is shown in Figure 3. The BP neural network is composed of an input layer, a hidden layer, and an output layer. The working process of BP neural network is divided into forward propagation of information flow and back propagation of error. During forward propagation, the data transfer direction is input layer—hidden layer—output layer, and each layer of neurons is only affected by the previous layer. If the error between the output data and the expected data is greater than the expected error, the back propagation of the error is entered. These two processes are performed alternately. The neural network performs gradient descent of the error function in the weight vector space, and dynamically iterates the weight vector values of the neurons in each layer until the output data are within the error range and the calculation is stopped.

3.2.5. Support Vector Machine (SVM) Model. The SVM algorithm is a machine statistical learning theory based on minimizing structural risks. Through the learning strategy of maximizing the interval, it is finally transformed into the solution of a convex quadratic programming problem. SVM has the advantages of adapting to small sample learning and strong robustness.

The estimation function of the support vector machine is as follows:

\[
f(x) = w^T \phi(x) + b.
\]

(11)

In formula (11), \( w \) is the normal vector and \( b \) is a constant. The value of \( w \) and \( b \) are obtained by minimizing and by the objective function. The objective function is as follows:

\[
\begin{align*}
  R(w) &= \frac{1}{2} w^T w + C \sum_{i=1}^{n} \max \{ 0, |y_i - f(x_i)| - \xi_i \} \\
  &\leq \epsilon.
\end{align*}
\]

(12)

In formula (12), the penalty parameter \( C \), the insensitive loss function \( \epsilon \), \( \xi_i \) and \( \xi_i^* \) are the introduction of slack variables and the above formula are transformed into the following:

\[
\begin{align*}
  \frac{1}{2} w^T w + C \sum_{i=1}^{n} (\xi_i + \xi_i^*) \\
  (w^T \phi(x_i) + b) - y_i \leq \epsilon + \xi_i \\
  y_i - (w^T \phi(x_i) + b) \leq \epsilon + \xi_i^* \\
  \xi_i \geq 0, \xi_i^* \geq 0.
\end{align*}
\]

(13)

Lagrangian function is introduced to equation (13), \( \partial L / \partial w = 0; \partial L / \partial b = 0; \partial L / \partial \xi_i = 0; \partial L / \partial \xi_i^* = 0 \). After solving, the following formula is obtained:
3.3. Propose an Optimal Combination Model with the Error Sum of Squares as the Goal. Due to the complexity of certain phenomena and the diversity of various factors, the performance of single-term models in forecasting is always limited, so a combined forecasting model is established. Combination forecasting model is to use appropriate methods to combine multiple single forecasting models, comprehensively process the forecast results of various single forecasting models, and generate a total forecasting model containing the forecasting information of multiple forecasting models. Due to the complexity of the failure rate of airborne equipment and the influence of various factors on this phenomenon, the use of a single model has certain limitations in predicting the failure rate, which reduces the accuracy of the single prediction model. For this reason, five different single models are used in this study, including MLR model, GM (1, N) model, PLS model, BP model, and SVM model. On the basis of single prediction, a combined prediction method with the sum of squared errors as the objective function is proposed for combined prediction. At the same time, the following methods are used to solve the weights using the optimal combination model prediction method to select an objective function that can describe the prediction error, and then minimize the objective function to determine the optimal weight. Combining the failure rate prediction error of the five algorithms of MLR model, GM (1, N) model, PLS model, BP model, and SVM model, the error function can be determined. The sum of squares of the prediction errors is the objective function to construct the optimal combination model. Calculate the corresponding optimal weight. \(x_i(t)\) are the prediction values of MLR, GM(1,N), PLS, BP, and SVM algorithms at time \(t\), respectively; the prediction error at time \(t\) can be obtained by \(e_i(t) = x(t) - x_i(t)\); forecast error information matrix is \(E = \{ (e_i)_\text{sum} | (e_i)_\text{norm} \}\); five kinds of prediction results are analyzed and calculated with unequal weight combination; \(W = [w_1, w_2, \ldots, w_n]^T\) are the corresponding output weight values of the two prediction methods, and the combined prediction result is \(\hat{X}(t) = \sum_{i=1}^{n} w_i x_i(t)\), and \(\sum_{i=1}^{n} w_i = 1\). Then, the sum of squared errors of the prediction model is:

\[
S = \sum_{t=1}^{m} e_i^2 = \sum_{t=1}^{m} (\sum_{i=1}^{n} w_i e_i)^2 = W^T E W,
\]

the quadratic programming model will be solved with the minimum sum of square error \(S\) to determine the optimal weight as:

\[
\min S = W^T E W, \quad s.t. \quad R^T W = 1, \quad and \quad R = [1, 1, \ldots, 1]^T,
\]

and by introducing the Lagrange multiplier \(\lambda\), we get formula:

\[
W^T E W - 2\lambda (R^T W - 1) = 0.
\]

Calculate the derivation of \(W\) and \(\lambda\), respectively, to obtain the \(W = \lambda E^{-1} R, \lambda = 1/R^T E^{-1} R\). Finally, the corresponding optimal weight can be obtained as: \(W = E^{-1} R / R^T E^{-1} R\).

The execution steps of the combined model are shown in Figure 4.

1. Collect detailed data on key factors affecting the failure rate of airborne systems, including flight time, number of take-offs and landings, manipulation proficiency, abnormal environmental temperature, abnormal environmental humidity, maintenance quality and failure rate data per thousand hours, and divide the collected data set into two parts; one part is used as test input data, and the other part is used as inspection data.

2. Use a single model to predict the failure rate of airborne equipment. The models in MLR, GM (1,N), PLS, BP, and SVM 5 will be used to predict the failure rate to obtain the corresponding actual and predicted values of the failure.

3. Based on five single prediction models, an optimized combination model with the error sum of squares as the goal is established. The failure rate value predicted by the single model selected in the previous step is the input variable of the combined model, and the combined model is formed to generate input and sum. Check the data set.

4. Determine the combination function on the basis of the combination weight, make an overall prediction of the failure rate, and use the corresponding accuracy evaluation indicators for comparison and analysis.

3.4. Model Evaluation Index. Evaluating the predictive performance of a predictive model requires measurement and analysis of the predictive results. Different evaluation indicators can be used, and different indicators have different emphasis and scope of adaptation [38–40]. This study uses five evaluation indicators to evaluate the applicability and accuracy of the model in the failure rate of airborne equipment, and to measure the error between the predicted value and the true value, so as to test the effectiveness of single and combined forecasting methods. Assume that the predicted value is \(\hat{y} = \{ \hat{y}_1, \hat{y}_2, \ldots, \hat{y}_n \}\) and the true value is \(y = \{ y_1, y_2, \ldots, y_n \}\).
4. Model Research and Discussion

Taking the statistical data of the UAV flight control system as an example to carry out the study of single and combined forecasting models. In this study, in order to measure the accuracy of different models and prevent over fitting, the collected data are divided into two subsets: Test input data set (including 70% of data) and inspection data set (including 30% of data). Use the sample 1–25 group working time distribution data of 1000–2000 hours as an example for analysis. The first 17 sets of data of samples 1–17 are selected as modeling input, and the last 8 sets of data of samples 18–25 are data whose working hours are distributed between 1500 and 2000 hours for predictive model testing, and the MLR model and GM(1, N) are established, respectively. Model, PLS model, BP model, SVM model, taking flight time, number of take-offs and landings, maneuvering proficiency, abnormal environmental temperature, abnormal environmental humidity, and maintenance quality as independent variables, and the thousand-hour failure rate as the dependent variable to obtain sample data is shown in the Figure 5. Related models are established and studied.

4.1. MLR Model Analysis. The MLR model process is shown in Figure 6.

Taking flight time (X1), number of take-offs and landings (X2), maneuvering proficiency (X3), abnormal environmental temperature (X4), abnormal environmental humidity (X5), and maintenance quality (X6) as the input independent variables of the multiple linear regression, it affects the machine. The thousand-hour failure rate (Y) of the load equipment failure rate is used as the dependent variable to establish a multiple linear regression equation. The MLR model obtained according to the steps described in section3.2.1 is:

\[
y = -2.2367 + 0.0004X1 + 0.0131X2 + 0.0044X3 - 1.4078X4 - 0.7413X5 + 0.0107X6.
\] (17)
When performing statistical tests on formula (17), it is found that the variance inflation factor (VIF) corresponding to the failure rate (Y) is 13.94, and the VIF corresponding to the number of ups and downs (X2) is 13.26, indicating that the model is built with serious multicollinearity (VIF > 10), which may bring large errors to the regression results. Therefore, the input variables of the model need to be revised to eliminate multicollinearity.

The common method to eliminate multicollinearity is to eliminate the variable corresponding to the maximum value of VIF, namely, the number of take-offs and landings (X2). The independent variables of the MLR correction model after elimination are flight time (X1), handling proficiency (X3), abnormal ambient temperature (X4), abnormal ambient humidity (X5), and maintenance quality (X6). The MLR correction model obtained
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Figure 7: Partial failure rate prediction results of MLR model.

according to the steps described in Section 3.2.1 is model obtained according to the steps described in section 3.2.1 is:

\[
y = -5.3841 + 0.0054X1 + 0.0094X3 + 0.2445X4 - 2.3446X5 + 0.0212X6. \tag{18}
\]

Through the test, formula (18) has eliminated the multicollinearity, and all the indexes of the F test and the T test meet the significance condition. The revised MLR model is used to predict the failure rate of 8 groups of airborne equipment in samples 18–25, and some of the predicted values and relative errors are shown in Figure 7.

4.2. GM(1,N) Model Analysis. The GM(1, N) model process is shown in Figure 8.

Select failure rate, flight time, number of take-offs and landings, manipulation proficiency, abnormal environmental temperature, abnormal environmental humidity, and maintenance quality as independent variables. Time series are the original data series:

\[
X_j^{(0)} = \{X_1^{(0)}, X_2^{(0)}, X_3^{(0)}, X_4^{(0)}, X_5^{(0)}, X_6^{(0)}, X_7^{(0)}\}. \tag{19}
\]

When the failure rate data sequence X1 is the system characteristic data sequence, flight time X2, takeoff and landing times X3, operator proficiency X4, abnormal ambient temperature X5, abnormal ambient humidity X6, and maintenance quality sequence X7 are all related factor sequences. Select samples 1–17 sets of data for modeling according to the steps described in 3.2.2, set the whitening equation of the GM(1,7) model as

\[
\frac{dx_1^{(1)}}{dt} + ax_1^{(1)} = b_2x_2^{(1)} + b_3x_3^{(1)} + b_4x_4^{(1)} + b_5x_5^{(1)} + b_6x_6^{(1)} + b_7x_7^{(1)}.
\]

Use China Southern Airlines Gray System Theory and Application Software (GSTA V7.0) to analyze the data of samples 1–17 in Table 1, and obtain estimated parameters: 

\[
\hat{a} = [a_1, b_2, b_3, b_4, b_5, b_6]^T = [2.133, 0.545, 0.031, 0.056, 0.143, 0.532, 0.342, 0.251].
\]

The estimated model and the approximate time response are obtained as well as the GM(1,7) prediction model through cumulative reduction. On this basis, the prediction values of the last 8 groups of test data are obtained.

4.3. PLS Model Analysis. The PLS model process is shown in Figure 9.

Based on the calculation of the PLS modeling program, the cross-validity of each component is extracted, and the target of multivariate correction is directly positioned on the prediction. Therefore, the principle of determining the number of extracted principal components is to minimize the prediction error PRESS. Based on this, it is determined to extract 6 principal components. It can cover most of the information of the original data, and the model is more reasonable. According to the principle of minimum prediction error PRESS and the principle of cross-validity \(Q^2 \geq 0.0975\), the number of extracted principal components is the same in most cases. However, if the sum of squares of prediction errors (PRESS) is not much different between the extracted principal components, the principal components should be selected by referring to the size of the sum of squares of fitting errors (SS). The mathematical model of partial least squares standardized data obtained by calculation is:
\[ Y = 0.116X_1 + 0.096X_2 + 0.306X_3 + 0.108X_4 + 0.213X_5 + 0.221X_6. \]  
\hspace{2cm} (20)

And, we also get the original mathematical model as
\[ Y = 8.281 + 0.675X_1 + 0.1091X_2 + 0.542X_3 + 0.115X_4 + 0.179X_5 + 0.635X_6. \]  
\hspace{2cm} (21)

And, the value of VIPj, the projected importance index of the variable, is obtained:
X_1 \approx 1.559, X_2 \approx 1.718, X_3 \approx 0.366, X_4 \approx 0.477, X_5 \approx 0.421, and X_6 \approx 0.269. The variable projection table is shown in Figure 10. The effect of each independent variable on the explanatory dependent variable is as follows: X_2 > X_1 > X_4 > X_5 > X_3 > X_6. According to the principle of VIPj > 1 that Xj has an important role in explaining the dependent variable, flight take-offs and landings X_2 and flight time X_1 play an important role in interpreting the number of failure rates Y (number) of airborne equipment in the set of dependent variables, including the number of flight take-offs and landings. X_2 has the greatest effect on explaining the failure rate Y (number) of airborne equipment. Eight groups of independent variables of test data are brought into the equation, and the predicted values of eight groups of data are obtained on this basis.

4.4. BP Model Analysis. The BP model process is shown in Figure 11.

Using BP artificial neural network algorithm, created and implemented in MATLAB, first determine the number of input and output neurons. Since the failure rate of airborne equipment includes flight time, number of take-offs and landings, manipulation proficiency, abnormal environmental temperature, abnormal environmental humidity, and maintenance quality, it can be determined that there are 6 input layers in the neural network model. For each neuron, the output result only includes one output of failure rate, so the number of neurons in one output layer is determined. Secondly, determine the number of neurons in the hidden layer. How to determine the number of neurons in the hidden layer that enables the neural network to output the most accurate number of neurons in the hidden layer has not been given a definite rule in theory until now. In most cases, the trial and error method is used to determine the number of hidden layer nodes. According to preliminary experiments, when the hidden layer is 3 layers and the number of neurons is greater than or equal to 8, the training error has...
stabilized, so the number of hidden layer nodes in this model is 8. In the selection of activation function, the activation function of BP neural network includes logarithmic sigmoid (Log-sigmoid), hyperbolic tangent function (Tan-sigmoid), and linear function (Purelin) 3 types, this model is in MATLAB software. The logsig function is used as the activation function. The target convergence error is set to 0.00001, the maximum number of training times is set to 300, and the error function is selected as the variance performance analysis function (MSE). Therefore, the established neural network is a three-layer BP neural network with 6 neurons in the input layer, 8 neurons in the middle layer, and 1 neuron in the output layer. Input 1–17 sets of training data into the network for training, and the output error of the BP neural network is obtained as shown in Figure 12. After 226 iterations, the output error is less than the convergence error. Based on this algorithm, 8 sets of test data prediction values are obtained.

4.5. SVM Model Analysis. The SVM model process is shown in Figure 13.

Select the sequence data of sample 1–17 sets of data such as flight time, number of take-offs and landings, manipulation proficiency, abnormal environmental temperature, abnormal environmental humidity, maintenance quality, failure rate, and other sequence data to train the SVR model, and use the trained model to predict 18–8 groups of airborne equipment failure rate of 25. The gamma parameter $g$ and the penalty factor $C$ of the support vector machine kernel function are the parameters that need to be determined in the model. The initial ranges of the given parameters $C$ and $g$ are both $[-10, 10]$. The optimal parameters $C$ and $g$ of the SVR model are $C = 1.325$, and $g = 0.256$ by using the interactive test method. According to the optimal parameters $C$ and $g$, the SVR model was trained to predict the 8 sets of data and obtain 8 sets of test data prediction values.

4.6. Combination Algorithm Coefficient Solving and Construction. The combination algorithm coefficient solving and construction process is shown in Figure 14.

Based on the prediction of the abovementioned single model, the prediction values of the corresponding failure rates of 8 groups were obtained. Assuming that the predicted value of airborne equipment failure rate obtained by MLR model is $\hat{y}_{1t}$, the predicted value of airborne equipment failure rate obtained by GM(1, N) model is $\hat{y}_{2t}$, the predicted value of airborne equipment failure rate obtained by PLS model is $d$, and the predicted value of airborne equipment failure rate obtained by BP model is $\hat{y}_{3t}$. The predicted value of equipment failure rate is $\hat{y}_{4t}$, and the predicted value of airborne equipment failure rate obtained by SVM model is $\hat{y}_{5t}$; without increasing complexity, based on the optimal weighted combination modeling theory, the minimum error square sum of the combined model is used as the objective function to solve each optimal weighting coefficient, $w_1 = 0.093, w_2 = 0.212, w_3 = 0.321, w_4 = 0.209, w_5 = 0.165$;
therefore, the available combined model expression is:
\[ y_t = w_1 y_{1t} + w_2 y_{2t} + w_3 y_{3t} + w_4 y_{4t} + w_5 y_{5t}. \]
Bringing in the data obtained from the single model, the predicted value of 8 sets of test data is obtained through the combined model.

5. Comparative Analysis of Prediction Results of Various Models

The failure rate of the last 8 groups of data is predicted by combining the single item and combined prediction models, and the real-value failure rate and the corresponding failure rate prediction value change trend of each model are shown in Figure 15:

Figure 15 shows that the 20–25th sample point of the MLR model has a large deviation from the actual failure rate value. When establishing the MLR model equation, in order to meet the requirements of the statistical test, the number of ups and downs of one of the independent variables (X2) is caused by discarding. In MLR analysis, due to various reasons, such as incomplete consideration of the problem, meeting an indicator of the system, or when the explanatory variable cannot be measured or observed, some explanatory variables are often lost or omitted in the regression equation, and sometimes some explanatory variables that should not be included are included in the regression equation. Whether it is the loss or omission of explanatory variables, or the incorrect addition of explanatory variables, it will have an adverse effect on the authenticity of the regression equation and regression coefficients, and even obvious deficiencies and contradictions. This situation should be avoided in the engineering as much as possible. Otherwise, it will lead to poor forecasting effect, and the failure rate forecast needs to be further improved. Using other single prediction models, it can be seen from Figure 15 that the predicted value of the airborne equipment failure rate required by different models is similar to the actual value. In the single prediction model, the deviation between the actual value and the predicted value of the BP model is small. The degree of compatibility is higher. However, the combined model has the highest degree of fit, and the deviation between the actual value and the predicted value is also the smallest.

Use the constructed prediction model to systematically predict the input of 1–17 groups of samples, and analyze and evaluate the accuracy and performance of various models for predicting failure rates through 6 evaluation indicators. Calculate the corresponding average absolute error (MAE), root mean square error (RMSE), average absolute percentage error (MAPE), mean square percentage error (MSPE), normalized root mean square error (NRMSE) coefficient of determination \( R^2 \), and get the input data model and error as shown in Table 2.

From the comparison of the index data in Table 2, it can be seen that the MAE value of the BP model in the five single models is smaller, while the RMSE, MAPE, MSPE, and NRMSE values of the PLS model are the smallest, and the coefficient of determination \( R^2 \) of the BP model is the largest. The \( R^2 \) of the PLS model is second, indicating that the single model uses the BP model and the PLS model to predict deviation and volatility, and has the highest prediction accuracy among the individual models. In addition, it can be seen from Table 2 that in the single-phase prediction model, the GM(1, N) model also has good prediction accuracy, and all indicators are similar to the BP model and PLS model.

In order to choose the best prediction model, we compared the error indices of the verification data in
different models, and selected 8–25 groups of the last 8 groupsoftestsamplesforsinglemodelandcombinedmodel
for error calculation. ff"_he corresponding MAE, RMSE, MAPE, MSPE, NRSME, and
R
2 using different models are
obtained, respectively, as shown in Figures 16–21.

The comparison of the error index between the com-
bined model and the five individual models in Figures 18 and
21 shows that the coefficient of determination R2 index rate
of the combined model has increased by 1.4% (compared
with the BP model) to 10% (compared with the MLR
model). It also reduced the MAPE index rate by 59.7%
(compared to the BP model) to 88.4% (compared to the MLR
model). Moreover, RMSE is the square root of the ratio of
the square of the deviation between the predicted value and
the true value to the number of observations
n. ff"_he smaller
the RMSE index of the root mean square error, the stronger
the predictive ability of the model. As shown in Figure 17,
the RMSE value is 0.2803, which is the smallest compared to
other models. At the same time, the MAE error index is a
measure of the average absolute deviation between the
predicted value and the observed value. The lower the value
of the index, the higher the accuracy and precision of the
model. The MAE index value of the verification data
According to the combined model in Figure 16, the MSPE index is 0.2801. According to Figure 19, the MSPE index of the combined model is 0.1124, and the NRMSE index of the combined model from Figure 20 is 0.0722, which is the smallest compared with other models, thus indicating that the combined model has better effects. Therefore, the combined model proposed in this paper improves the performance and accuracy of airborne equipment failure rate prediction.

The above error indicators only show the average value of the errors of the prediction model. In order to evaluate the model more effectively, we use the airborne equipment failure rate of the model in the inspection phase and the Theil inequality coefficient of the observations for analysis and research, which makes the prediction performance evaluation index reach seven classic functions. Theil inequality coefficient is used to calculate the consistency index of two
sequences. When the Theil inequality coefficient is closer to 0, the two sequences are more consistent, that is, the closer the predicted value is to the actual value, the better the model fitting effect. When it is closer to 1, the second sequence is more inconsistent (in 2021, Zhou Zhou, etc.) [41], which is:

$$ \text{Theil} = \frac{\left[ T^{-1} \sum_{i=1}^{T} (y - \bar{y})^2 \right]^{0.5}}{\left[ T^{-1} \sum_{i=1}^{T} (y)^2 \right]^{0.5} + \left[ T^{-1} \sum_{i=1}^{T} (\hat{y})^2 \right]^{0.5}} $$ (22)

Among them, \( y = \{y_1, y_2, \ldots, y_n\} \) represents the actual value, \( \bar{y} = \{\bar{y}_1, \bar{y}_2, \ldots, \bar{y}_n\} \) represents the predicted value, and \( T \) represents the sample size. In order to calculate the Theil inequality coefficient of the model at the test stage, \( T \) is selected as 8, and the Theil inequality coefficient of each model is shown in Figure 22.

It can be seen from Figure 22 that the Theil inequality coefficient of the combined model is 0.034, which is the lowest compared with the single model, indicating that the prediction error of the combined model is smaller, and that it has accuracy, performance, and higher reliability.

In order to verify the accuracy of the combined model, the ARIMA model [42], the GRNN model [43], and the EMD-SVM model [44] methods are used for comparison and analysis. The accuracy indexes of different models are shown in Table 3.

Table 3 provides a comprehensive comparison of the prediction accuracy indicators between the proposed model and the ARIMA model, GRNN model, and EMD-SVM model. It can be seen from the table that compared with other models, the seven accuracy indicators of the combined model are all smaller. Therefore, it can be verified that the proposed model is better than other models. In other words, the proposed optimal combined model has better prediction performance.

6. Applicability Analysis of Different Models

Airborne equipment has the characteristics of small batches, multiple varieties, complicated system cross-links, and strong random failures, resulting in fewer data sources for failure rate information samples of airborne equipment, lack of effective fault characteristics, and diversified faults, making it difficult for the system to fail. Troubleshoot. It is difficult to accurately predict the failure rate. Due to the particularity of the prediction object and the complexity of the conditions, the used prediction model is not fixed. MLR model not only has simple structure and convenient calculation but also has the characteristics of wide application and strong applicability, which can cover the failure rate prediction applications of more airborne equipment. The GM (1, N) model can take advantage of the less historical sample data required for gray system prediction and high prediction accuracy. At the same time, it does not have to have typical distribution characteristics and regular requirements for the original data. It is suitable for airborne equipment with less original information and data. Lack of airborne equipment failure rate predictions. The PLS model can not only fully consider the multi-factor information that affects the failure rate of airborne equipment, and effectively mine the potential variable relationships between the influencing factors and the failure rate data, but also can use a small sample size to obtain reliable predictive values. It reflects the dynamics, advancement, and effectiveness of using this method for small samples and multiple correlation data analysis, which is suitable for the prediction of the failure rate of airborne equipment with a small sample size and the correlation of various influencing factors. The BP model is more suitable for occasions where the fault samples of airborne equipment change randomly and nonlinearly, and has good generalization ability and fault tolerance. The SVM model also has certain advantages in the collection of small samples of failure influencing factors and failure rates, as well as the failure rate prediction for nonlinear and high-dimensional pattern recognition problems. Based on the combined model, all the information of multiple single-phase models can be comprehensively utilized, and the characteristics of the combined model can be used to make the prediction error smaller than the single model error, improve the prediction accuracy, and reduce the risk of greater accuracy. Suitable for airborne equipment failures rate prediction, the combination method has strong applicability, and provides a certain idea for the failure rate prediction of airborne equipment.
7. In Conclusion
In order to provide good maintenance and maintenance decision-making, and establish the health management mechanism of airborne equipment, and improve the prediction accuracy of the failure rate of airborne equipment, 5 single models (multiple line regression (MLR) model, gray GM (1, N) model, partial least squares (PLS) model, artificial neural network (BP) model, and support vector machine (SVM) model) based on the optimal combination prediction model were used. The accuracy, performance, and predictive ability of the combined model are studied, and compared with different individual models. The use of the combined model increases the R2 index rate from 1.4% (compared to the BP model) to 10% (compared to the MLR model). It also reduced the MAPE index rate from 59.7% (compared to the BP model) to 88.4% (compared to the MLR model). In addition, the RMSE and MAE MSPE indexes are small compared with other models, and the Theil inequality coefficient is also small. The accuracy of prediction has been further improved, indicating that the combined model has the accuracy and ability to predict the failure rate of airborne equipment.

It provides a new method of failure rate prediction for airborne equipment. This method can be used to predict the remaining life, failure time, and other aspects of airborne equipment. In addition, the prediction method has certain reference significance and engineering application value in the field of complex equipment fault diagnosis and prediction. In the future, new applications of combination models will be further explored, and complex multi-combination models will be developed to achieve more accurate prediction results.
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