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Abstract

In contemporary workplaces, spouses, parents, and children are frequently able to reach employees through telephone, text, or email. Although some employees may welcome this level of accessibility to their families, others may react negatively, but we know little about the individual differences or situational characteristics that relate to these reactions. To examine these reactions, we recruited samples of US residents, employed outside the home in a variety of occupations, who reported that they were recently interrupted at work by a family member. We measured four reactions to the episode (anger, sadness, complaining about the interruption, and the degree to which the employee forgave the family member). Results showed reactions related to interactions between two features of the interruption (the importance of the interruption and the severity of the disruption to one’s work) and the employee’s preference for integrating family and work roles.
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In recent decades, the workplace has been typically separated from one’s family. Although it was possible to contact family members at work, most interactions with family members waited until employees returned home. However, this line may be dissolving in many workplaces. Family members now have greater ability to contact each other at work through technologies such as email and mobile devices. Furthermore, the increase in practices such as telecommuting permit even greater access to
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employees during work hours—a trend that has been dramatically exacerbated by the COVID-19 pandemic, and particularly for families with children.

The increased ability to communicate with family members, either through technology or proximity, is likely to increase the extent to which family members are interrupted while they are working, potentially increasing perceptions of conflict between one’s work and family roles. Therefore, it is important to understand the impact of interruptions. How do employees react to interruptions from family? Are all types of interruptions equally detrimental? Do some individuals tolerate interruptions better than others?

Although the work-family conflict literature suggests that overall perceptions of conflict may aggregate from discrete instances of interruptions and other boundary intrusions, few studies have examined the impact of a specific interruption from family at work. Furthermore, the existing studies have examined only a limited range of employee reactions, and have not examined how situational factors and individual differences may work in conjunction to influence these reactions. Our study extends existing research by focusing on reactions to a single interruption, examining how two characteristics of the interruption—its importance and severity—interact with employees’ boundary management strategies.

Work-Family Conflict and Boundary Management

Individuals engage in many life domains such as work and family (e.g., Greenhaus & Beutell, 1985). They may devote differing amounts of time to each domain, and may enact different schemas or roles within each of those domains. These roles or time demands may not always be compatible with each other. For instance, one might be forced to choose between spending time with family in the evening or returning to one’s home office to finish a project. Competition between work and family roles is typically described as work-family conflict (WFC). WFC is not a unidimensional phenomenon. Types of conflict include issues of time, of different behaviors that are effective in one domain but not another, or even a spillover of strains from one domain into another. Furthermore, Frone et al. (1992) clarify the importance of the direction of the relationship. Work roles can interfere with family responsibilities (WIF) to a different extent than family interferes with work (FIW). WFC has been linked to a host of outcomes including job and family satisfaction and other strains (see numerous meta-analyses including Allen et al., 2020; Michel et al., 2009; Nohe et al., 2015).

To help manage potential conflicts between work and non-work roles, individuals establish and maintain psychological boundaries between the domains (e.g., Ashforth et al., 2000; Clark, 2000; Nippert-Eng, 1996). These boundaries can vary in both permeability and flexibility. Permeable boundaries allow elements of one domain to be present in the other (e.g., family communications during work time), and flexible boundaries allow work to be rearranged in order to accommodate demands of another domain (e.g., leaving work early to care for a family member while making up the time later). The degrees of permeability and flexibility may be arranged along a continuum from integration (in which elements of work and family mix freely) to segmentation (in which each domain is kept as separate as possible). Furthermore, like WFC, boundary management may be asymmetrical (Ashforth et al., 2000); one domain may be
protected from intrusions more than another. In our study, we focus on permeability – the extent to which communications from family members enter one’s work role.

Permeable boundaries imply that one domain may intrude upon another. It is likely that regardless of the domain, an individual would be engaged in domain-related activity when such an intrusion occurs. For instance, although it is possible that family members call or text while the employee is on a work break, in many workplaces it is also likely that such communications may occur when the individual is engaged in a work task. Therefore, permeability leads to workplace interruptions. Below, we briefly discuss the literature on task interruptions, and more specifically the cross-domain interruptions known as boundary violations.

Task Interruptions, Intrusions, and Boundary Violations

A variety of interruptions permeate the modern workplace. Jett and George (2003) differentiated between four primary types of interruptions: intrusions, breaks, distractions, and discrepancies. We focus on the intrusion, defined as “an unexpected encounter initiated by another person that interrupts the flow and continuity of an individual’s work and brings that work to a temporary halt” (p. 495). Within the realm of border theory, an intrusion from one domain into another (e.g., family contacting an employee during work) is described as a “boundary violation.”

Jett and George (2003) described a number of reasons why intrusions may lead to negative outcomes for individuals and organizations. For instance, the amount of time required to address the intrusion reduces the amount of time that may be available to complete the primary task. Consequently, interrupted employees may experience increased anxiety and stress. Furthermore, switching between tasks may limit the extent to which one can become fully immersed in the target task, reducing engagement and “flow.” Baethge and Rigotti’s (2013) review of previous literature on interruptions highlighted several other reasons to expect intrusions to have negative effects. For instance, the interruption may result in the individual forgetting to complete the original task unless additional effort is devoted to rehearsing one’s intention to resume the task. Switching tasks also require additional cognitive resources, particularly if the knowledge and skill requirements for the primary task and the interrupting task differ. Finally, in order to compensate for the loss of time, individuals may decrease both the quantity and the quality of their work when they return to the original task. Such loss may occur in part due to the effects of ‘attention residue,’ whereby rumination about a previous task impairs performance on the next task (e.g., Newton et al., 2020).

Empirical research has provided support for the proposed negative effects of intrusions. For instance, Baethge and Rigotti (2013) found that interruptions related to mental demands, time pressure, reduced (forgotten) intentions to complete the primary task, and irritation. Pachler et al. (2018) related interruptions to outcomes such as increased stress, time needed to complete the primary task, emotional exhaustion, and satisfaction with performance. Wilkes et al. (2018) tied their measure of interruptions to outcomes like stress, exhaustion, and interpersonal conflict. More specific to the present study, Hunter et al. (2019) related boundary violations to work goal obstruction, which led to negative affect at work, which in turn led to family-to-work conflict.
Jett and George (2003) also discussed the possibility that intrusions have positive effects at times. For instance, interruptions may result in improved communication, higher quality relationships, and improving coworkers’ performance (e.g., if the intrusion involved a coworker seeking help or knowledge). This perspective is a reminder that individuals rarely adopt a single goal in isolation. Although individuals may focus on one goal at a time, they may have multiple tasks to accomplish in a given day at work, and furthermore must remain aware of the goals that they hold for other roles (e.g., spouse or parent). Thus, an intrusion or boundary violation may hinder one goal, but it may also facilitate the attainment of other goals. For instance, Hunter et al. (2019) also found that boundary violations at work led to a greater sense of family goal facilitation, which then related to positive affect.

Reactions to Interruptions

Employees may experience a host of reactions to an interruption, but we chose to focus on four – two affective and two behavioral. First, consistent with recent calls to investigate emotional reactions to boundary violations (e.g., Hunter et al., 2019; Newton et al., 2020), we explored two affective reactions. Anger (or closely related emotions such as agitation and frustration; also see Baethge & Rigotti’s 2013, relationship between interruptions and irritation) may be common. Anger may have important implications both for family functioning (e.g., if the anger is expressed to family members in maladaptive ways) as well as for the workplace, as affective reactions may color subsequent job performance or interactions with coworkers (e.g., Beal et al., 2005). Similarly, we examined potential effects on sadness (e.g., violations may result in a state of helplessness). Third, we examined the extent to which employees complained or vented to others. Complaining to the interrupting party may be one way to communicate and manage one’s boundaries. Furthermore, complaining to others may be a way to seek emotional support such as empathy, a common coping mechanism for workplace stressors (e.g., Viswesvaran et al., 1999). Finally, we examined the extent to which employees forgave their family member for the interruption. Forgiveness has been related to positive outcomes like greater life satisfaction and lower depression and anxiety, as well as to job performance and employee morale (Madsen et al., 2009; Riek & Mania, 2012), and as such is an important outcome to study.

Characteristics of Boundary Violations

As shown above, intrusions and boundary violations may generate negative reactions, although this may not always be the case. When will a violation be perceived more negatively? Wilkes et al. (2018) speculated that characteristics related to particular interruptions may influence outcomes. Pachler et al. (2018) noted the dearth of studies that explored different types of interruptions and called for more research. Therefore, below, we extend this line of research by examining two characteristics of interruptions that we believe may influence one’s reactions.
**Interruption Importance**

First, we expected that the importance of the interruption would generate more positive reactions (i.e., lower sadness, anger, and complaining, as well as higher forgiveness). Some interruptions legitimately require the employee to respond during work hours (e.g., a family emergency), whereas other interruptions are less important or might have waited until after work (e.g., helping a child with a homework problem). Hunter et al. (2019) argued that individuals are motivated to satisfy goals in multiple life domains (e.g., work and family). This argument reflects theories of multiple-goal self-regulation (e.g., Sun & Frese, 2013) that discuss how individuals allocate their time and attention across multiple goals, by incorporating the role of each goal’s valence or importance. For instance, Schmidt et al. (2009) found that individuals allocated more resources to goals with more deficient progress. From the perspective of a boundary intrusion, an important family goal may be one that cannot wait until work is over, thereby increasing the perceived discrepancy between the current state and the desired state of that domain. Consequently, we hypothesize the following:

Hypothesis 1: The importance of the interruption is related to more positive reactions to the interruption (i.e., lower anger, sadness, and complaining, but higher forgiveness).

**Interruption Severity**

Interruptions also differ in severity. For instance, some interruptions may require considerable time (e.g., leaving work to drive home) or cognitive effort (e.g., helping a child with a homework problem on differential calculus). Furthermore, severity may also relate to the task being interrupted. For instance, if one’s work task was cognitively demanding, it may require greater time to reengage in the task once one is able to resume work. Lee and Duffy (2015) found that when the primary task was cognitively demanding, it took greater time to complete following an interruption – particularly if the interruption was also cognitively demanding. While not studying interruptions specifically, Smit et al. (2016) found that cognitively transitioning between work and family roles led to increased self-regulatory depletion, which in turn reduced job performance. Conservation of Resources Theory (e.g., Hobfoll, 1989) argues that individuals are motivated to acquire and protect their resources. Thus, the potentially deleterious effect of interruptions on cognitive and temporal resources should lead interrupted employees to experience more negative reactions (i.e., increased anger, sadness, and complaining, as well as lower forgiveness):

Hypothesis 2: The severity of the interruption is related to more negative reactions to the interruption (i.e., higher anger, sadness, and complaining, but lower forgiveness).

Furthermore, the importance of the interruption may buffer the impact of severity. That is, as the valence of the family goal increases (perhaps leading to a decrease in the
relative importance of the primary task), an employee may be more amenable to expending greater resources on that goal regardless of the cost to the primary task.

Hypothesis 3: Interruption importance will moderate the relationship between severity and reactions, such that the effect of severity will be weaker for more important interruptions.

Boundary Management Preferences

Several authors (e.g., Hunter et al., 2019; Pachler et al., 2018; Wilkes et al., 2018) have recently called for an increased investigation of individual difference factors related to workplace interruptions. Earlier, we discussed how boundary management can be arrayed on a continuum from integration (allowing permeable boundaries between domains) to segmentation (keeping the domains separate), and we believe that boundary management styles play an important role in reactions to interruptions.

Hunter et al. (2019) proposed that integrators would not be as affected by boundary violations given their familiarity with, and perhaps even preferences for, such interruptions. This view is supported by Smit et al. (2016), who found that the relationship between cognitive role transitions and resource depletion was weaker for integrators than for segmenters. Although both of these studies appeared to address typical, or enacted, boundary management styles, it is important to recognize that one’s actual boundary management may differ from one’s preferences for boundary management (e.g., Kossek & Lautsch, 2012; Kreiner et al., 2009). We propose that individuals who prefer segmenting will react more negatively to boundary violations than those who prefer integrating. That is, they will experience more anger and sadness, and will complain more and forgive less. Furthermore, consistent with Hunter et al. and Smit et al. we believe that individuals who prefer to integrate will tend to have positive reactions to boundary violations regardless of the interruption’s severity or importance, as interruptions are relatively expected and welcome. However, those who prefer segmentation may see an interruption as a violation of their expectations, which may lead to greater cognitive processing of the reasons behind the interruption. In other words, individuals who prefer segmentation may view a boundary violation as a threat during a primary appraisal process (e.g., Lazarus, 1966), breaking out of automatic processes and initiating subsequent cognition. Thus, these individuals may be more likely to evaluate the features of the interruption and subsequently experience an interaction between them.

Hypothesis 4: Individuals who prefer segmentation will react more negatively to an interruption (i.e., higher anger, sadness, and complaining, but lower forgiveness) than individuals who prefer integration.

Hypothesis 5: There will be a three-way interaction between boundary management preferences, interruption importance, and interruption severity, such that the two-way interaction between importance and severity will be more prominent for individuals who prefer segmentation.
In summary, Hunter et al. (2019, p. 1285) wrote that “a focus on the process linking boundary violation events to outcomes is critical, because individuals may experience very different outcomes based on the extent to which they appraise the boundary violation events positively or negatively.” Our research advances our understanding of these processes. Understanding how the features of boundary violations affect reactions will allow for more structured approaches to boundary management. Knowing whether certain individuals are more likely to be influenced by boundary violation features can also lead to new processes such as improved communication about specific issues between employees and their families.

**Method**

**Participants**

Our data collection consisted of two samples (the first in the summer of 2018 and the second in February 2020). We drew both samples from Amazon’s Mechanical Turk (MTurk), using MTurk IDs to prevent duplicate participants. Participants from the first sample received $.25 and participants from the second sample were compensated $1.21.1

We recruited 364 total participants. Sixty-five were eliminated based on “attention check” questions and 102 were eliminated for not following given instructions (see Procedures below), for a total usable sample size of 197. Out of the participants who responded to demographic questions, 51.0% were women. The age of participants ranged from 20 to 67 years old ($M = 36.55, SD = 10.91$). With regard to race, 84.8% indicated being White/Caucasian, 6.6% were Black/African American, 6.6% were Hispanic/Latino, 4.6% were Asian, and .5% were American Indian. As far as education level, .8% of participants had some high school, 10.7% were high school graduates, 20.3% had some college but no degree, 12.2% had an associate’s degree, 47.7% had a bachelor’s degree, and 8.6% had a postgraduate degree. The relationship status of the participants are as follows: 54.8% were married, 1.0% were widowed, 5.6% were divorced, 1.5% were separated, 5.6% were in a domestic partnership or civil union, 9.6% were single but cohabiting with a significant other, and 21.3% were single. When asked if they have children, 52.6% of participants responded that they did. Participants worked between 2 to 77 h per week ($M = 38.94, SD = 10.59$), with 21.3% of participants working from home, 50.3% of participants not working from home, and 28.4% of participants sometimes working from home.

**Procedure**

Individuals who chose this study from a list of potential tasks on Mechanical Turk were directed to a SurveyMonkey survey. After answering demographic questions, they were asked to focus on “the last time you were contacted by a family member while you were working.” They were asked to describe the event, including who interrupted
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them and what the interruption was about (not all individuals provided all of this information, but individuals who did not clearly describe a specific interruption were removed from the dataset). Of the individuals who named a specific family member, the most common was the spouse or partner (37%), followed by parents (30%), children (15%), and siblings (12%). (Using only these four groups, we did not find that the type of family member related to the focal variables in this study, although some analyses approached significance.) After describing the event, participants responded to our questions regarding this interruption.

Measures

All measures used 5-point Likert-type scales with anchors ranging from “Strongly Disagree” to “Strongly Agree.” Preference for Integration was assessed using five items adapted from Kossek et al. (2012; e.g., “I prefer to take care of personal or family needs at work”). The remaining measures were created for this study. We created five items to assess the interruption’s Severity (e.g., “The interruption required a lot of my attention”), four for the interruption’s Importance (e.g., “The interruption was important”), four for Anger (e.g., “I was angry”), five for Sadness (e.g., “I was sad”), four for Forgiveness (e.g., “I easily forgave the person who interrupted me”), and six for Complaining (e.g., “I complained about the interruption to the person who interrupted me;” this measure listed a number of potential targets, e.g., the family member, coworkers, etc.).

Measure Validation and Refinement

We employed multiple strategies to refine and validate the measures that we used. First, we showed each item (in randomized order) to a sample of 14 Masters level students in psychology, asking them to sort each item into the best fitting category (including an option indicating no fit with any category). In general, we eliminated items when fewer than 85% of the subject matter experts agreed about the item (exceptions were one Importance item, rated 71% correctly, and many Severity items; for this scale all items were correctly sorted between 64% and 86% of the time). We retained all items for boundary management preferences and anger, two items for sadness, four items for complaining, three items for forgiveness, and three items for importance of the interruption. The example items in the previous section were all included.

Next, we subjected the remaining items to an exploratory factor analysis (principal axis factoring with a Promax rotation). Seven factors emerged with eigenvalues greater than one. Furthermore, all items loaded on their intended constructs with no substantial crossloadings with one exception: one of the forgiveness items loaded on the complaining scale. This particular item immediately followed the complaining items on the survey, and was written in the same direction as the complaining items (and reversed from the two other forgiveness items). Thus, we interpret this as a statistical artifact, but recommend that our results be replicated with other scales.

2 We measured several other constructs not reported here that were not related to the hypotheses in this article.
Finally, for some of our constructs we were able to locate pre-existing measures of the same construct (i.e., Hostility and Sadness subscales from the PANAS-X, Watson & Clark, 1994, Venting and Support from the COPE scale, Carver et al., 1989). We administered these measures in our second sample, and given the relatively small sample size we did not use these variables for anything other than convergent validity analyses. Correlations between our measures and these existing measures were strong; for Anger/Hostility, \( r = .58, p > .001 \), for Sadness, \( r = .80, p < .001 \), and our Complaining measure correlated .68 with the Venting subscale and .90 with the Support subscale, both \( p\)'s < .001. Thus, we have additional support for the convergent validity of these scales.

**Results**

**Descriptive Statistics**

Descriptive statistics can be found in Table 1. With the exception of Forgiveness (.67), all of the dependent variables had internal consistency reliabilities above .85. The focal variables of this study were rarely (and then, only weakly) related to the demographic variables. Participants in the second sample were more likely to rate the interruption as important, to report working more hours, and to be less likely to be living with a partner, but the samples did not differ on the basis of the other variables in the study.

Analyses of the dependent variables showed substantial deviations from normality, and it was not possible to correct these deviations with a nonlinear transformation. Therefore, we dichotomized each of the dependent variables. For Forgiveness, we differentiated between individuals who reported less than total forgiveness (i.e., less than 5) from those who completely forgave the person who interrupted them (i.e., exactly 5). For the other three variables, we differentiated between individuals who reported absolutely no complaining, anger, or sadness (i.e., exactly 1) from those who reported some amount of these variables (i.e., greater than 1). Table 1 reports both the original and the dichotomized versions of these variables, but our analyses focused on the dichotomized versions.

As shown in Table 1, the importance of the interruption was uncorrelated with all four (dichotomized) dependent variables, but the severity of the interruption related to increased anger, sadness, complaining, and decreased forgiveness. The number of hours worked was correlated significantly with the dichotomized Anger variable, so this variable was included as a covariate when predicting Anger.

**Hypothesis Tests**

Given that we tested all four hypotheses for each dependent variable separately, this section is organized by variable rather than by hypothesis. Hierarchical logistic regressions were used for all analyses because the dependent variables were dichotomous. We therefore report the Nagelkerke \( R^2 \) value as an estimate of effect size. Results of the final step of the hierarchical regression for each dependent variable can be found in Tables 2, 3, 4 and 5.
Table 1  Descriptive statistics

| Variable                  | M    | SD   | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   | 11   | 12   | 13   | 14   | 15   | 16   | 17   |
|---------------------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 1. Angera                 | 1.69 | .88  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 2. Sadness                 | 1.52 | .82  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 3. Complaininga            | 1.52 | .79  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 4. Forgivenessb            | 4.28 | .82  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 5. Dichotomized Anger     | .54  | .50  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 6. Dichotomized Sadness   | .37  | .48  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 7. Dichotomized Complaining | .42  | .49  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 8. Dichotomized Forgiveness | .40  | .49  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 9. Importance             | 3.37 | 1.18 | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 10. Severity              | 1.87 | .85  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 11. Preference for Integration | 3.31 | .85  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 12. Age                   | 36.55 | 10.91 | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 13. Samplec               | .35  | .48  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 14. Typical Hours Worked  | 38.94 | 10.91 | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 15. Ethnicityd            | .85  | .36  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 16. Gendere               | .51  | .50  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 17. Household statusf     | .70  | .46  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 18. Presence of childreng | .53  | .50  | .90  |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |

Coefficient alphas are in the diagonal where appropriate. * Coded 0 = none, 1 = at least some; b coded 0 = less than total, 1 = total; c coded 0 = first sample, 1 = second sample; d coded 0 = not White, 1 = White; e coded 0 = male, 1 = female; f coded 0 = not living with a partner, 1 = living with a partner; g coded 0 = no, 1 = yes. * p < .05; ** p < .01
Table 2  Logistic regression of anger on hours worked, integration preferences, importance, and severity

| Variable                      | $\chi^2$  | $\Delta \chi^2$ | $R^2$  | $\Delta R^2$ | $B$  | $\beta$ | $p^a$ |
|-------------------------------|-----------|-----------------|--------|--------------|------|---------|-------|
| Step 1                        | 5.43*     | .04*            | .04*   | .020         |      |         |       |
| Intercept                     |           | .50*            | 1.66*  | .013         |      |         |       |
| Hours Worked                  |           | −.05*           | .96    | .011         |      |         |       |
| Step 2                        | 53.84**   | 48.41**         | .32**  | .28**        | <.001|         |       |
| Importance                    |           | −.58**          | .56**  | <.001        |      |         |       |
| Severity                      |           | 1.63**          | 5.09** | <.001        |      |         |       |
| Preference for Integration    |           | −.67*           | .51    | .021         |      |         |       |
| Step 3                        | 58.92**   | 5.08*           | .35**  | .03*         | .024*|         |       |
| Importance × Severity         |           | −.53*           | .59    | .024*        |      |         |       |
| Step 4                        | 59.36**   | 0.44            | .35**  | .00          | .802 |         |       |
| Importance × Preference for Integration | | .18 | 1.20 | .405 | | | |
| Severity × Preference for Integration | | −.18 | .84 | .676 | | | |
| Step 5                        | 59.66**   | 0.31            | .35**  | .00          | .580 |         |       |
| Importance × Severity × Preference for Integration | | .16 | 1.17 | .580 | | | |

Regression coefficients are from Step 5 of the model, and all variables were centered around their means. $\chi^2$ values refer to changes in the $-2$ Loglikelihood value. Nagelkerke $R^2$ values are reported for effect size. $a$ $p$ values refer to the change between models for the rows labeled Step 1, Step 2, etc.

* $p < .05$; ** $p < .01$

Table 3  Logistic regression of sadness on integration preferences, importance, and severity

| Variable                      | $\chi^2$  | $\Delta \chi^2$ | $R^2$  | $\Delta R^2$ | $B$  | $\beta$ | $p^a$ |
|-------------------------------|-----------|-----------------|--------|--------------|------|---------|-------|
| Step 1                        | 40.01**   | 40.01**         | .25**  | .25**        | <.001|         |       |
| Intercept                     |           | −.56**          | .57**  | <.001        |      |         |       |
| Importance                    |           | −.21            | .81    | .180         |      |         |       |
| Severity                      |           | 1.45**          | 4.26** | <.001        |      |         |       |
| Preference for Integration    |           | −.22            | .80    | .252         |      |         |       |
| Step 2                        | 43.54**   | 3.52            | .27    | .02          | .061 |         |       |
| Importance × Severity         |           | −.45*           | .64    | .037         |      |         |       |
| Step 3                        | 46.74**   | 3.21            | .29    | .02          | .201 |         |       |
| Importance × Preference for Integration | | −.04 | .96 | .768 | | | |
| Severity × Preference for Integration | | .53* | 1.69* | .031 | | | |
| Step 4                        | 47.70**   | 0.96            | .29    | .00          | .327 |         |       |
| Importance × Severity × Preference for Integration | | −.17 | .84 | .311 | | | |

Regression coefficients are from Step 4 of the model, and all variables were centered around their means. $\chi^2$ values refer to changes in the $-2$ Loglikelihood value. Nagelkerke $R^2$ values are reported for effect size. $a$ $p$ values refer to the change between models for the rows labeled Step 1, Step 2, etc.

* $p < .05$; ** $p < .01$
### Table 4  Logistic regression of complaining on integration preferences, importance, and severity

| Variable                                | $\chi^2$ | $\Delta \chi^2$ | $R^2$ | $\Delta R^2$ | $B$   | $e^B$ | $p$  |
|-----------------------------------------|---------|-----------------|-------|--------------|-------|-------|------|
| Step 1                                  | 42.87**| 42.87**         | .26** | .26**        | <.001 |  .   |      |
| Intercept                               | −.16   | .85             | .373  |              |       |       |      |
| Importance                              | −.54** | .58**           | .002  |              |       |       |      |
| Severity                                | 1.68** | 5.35**          | <.001 |              |       |       |      |
| Preference for Integration              | .12    | 1.13            | .564  |              |       |       |      |
| Step 2                                  | 53.74**| 10.86**         | .32** | .06**        | .001  |  .   |      |
| Importance × Severity                    | −.68** | .50**           | .002  |              |       |       |      |
| Step 3                                  | 59.05**| 5.32            | .35** | .03          | .070  |  .   |      |
| Importance × Preference for Integration | −.24   | .79             | .132  |              |       |       |      |
| Severity × Preference for Integration   | .64*   | 1.90*           | .020  |              |       |       |      |
| Step 4                                  | 59.36**| 0.30            | .35** | .00          | .582  |  .   |      |
| Importance × Severity × Preference for Integration | −.11 | .90             | .565  |              |       |       |      |

Regression coefficients are from Step 4 of the model, and all variables were centered around their means. $\chi^2$ values refer to changes in the $-2 \log$likelihood value. Nagelkerke $R^2$ values are reported for effect size. $^{a}$p values refer to the change between models for the rows labeled Step 1, Step 2, etc

* $p < .05$; ** $p < .01$

### Table 5  Logistic regression of forgiveness on integration preferences, importance, and severity

| Variable                                | $\chi^2$ | $\Delta \chi^2$ | $R^2$ | $\Delta R^2$ | $B$   | $e^B$ | $p$  |
|-----------------------------------------|---------|-----------------|-------|--------------|-------|-------|------|
| Step 1                                  | 16.81**| 16.81**         | .11** | .11**        | .001  |  .   |      |
| Intercept                               | −.62** | .54**           | .001  |              |       |       |      |
| Importance                              | .44**  | 1.54**          | .006  |              |       |       |      |
| Severity                                | −.88** | .42**           | .001  |              |       |       |      |
| Preference for Integration              | .49    | 1.63            | .065  |              |       |       |      |
| Step 2                                  | 20.85**| 4.04*           | .14** | .02*         | .045  |  .   |      |
| Importance × Severity                    | .39*   | 1.48*           | .047  |              |       |       |      |
| Step 3                                  | 23.55**| 2.70            | .15** | .01          | .259  |  .   |      |
| Importance × Preference for Integration | −.38   | .68             | .053  |              |       |       |      |
| Severity × Preference for Integration   | .41    | 1.51            | .271  |              |       |       |      |
| Step 4                                  | 25.02**| 1.47            | .16** | .01          | .225  |  .   |      |
| Importance × Severity × Preference for Integration | −.30 | .74             | .232  |              |       |       |      |

Regression coefficients are from Step 4 of the model, and all variables were centered around their means. $\chi^2$ values refer to changes in the $-2 \log$likelihood value. Nagelkerke $R^2$ values are reported for effect size. $^{a}$p values refer to the change between models for the rows labeled Step 1, Step 2, etc

* $p < .05$; ** $p < .01$
In the first step of the analysis we entered the number of hours participants typically worked. This step was significant, \( \chi^2 = 5.43, p = .02, R^2 = .04 \), such that individuals who reported working more hours were less likely to report anger at the interruption. In the second step we entered Importance, Severity, and Preference for Integration. This step added to prediction, \( \chi^2 = 53.84, p < .001, \Delta \chi^2 = 48.41, p < .001, \Delta R^2 = .28 \). Hypotheses 1, 2, and 4 were supported. The likelihood of reporting anger was positively related to the severity of the interruption, negatively related to the interruptions’ importance, and negatively related to one’s preference for integrating.

In Step 3 we entered the Importance\( \times \)Severity interaction, which was significant, \( \chi^2 = 58.92, p < .001, \Delta \chi^2 = 5.08, p = .02, \Delta R^2 = .03 \). As shown in Fig. 1 (graphing values one standard deviation above and below the means of the predictors), Hypothesis 3 was supported. The severity of the interruption was more likely to result in anger when the interruption was unimportant.

To test Hypothesis 5, we added two additional steps to the logistic regression. In Step 4 we added the two-way interactions between Preference for Integration and the features of the interruption. This step did not improve the prediction of anger, \( \chi^2 = 59.36, p < .001, \Delta \chi^2 = .44, p = .80, \Delta R^2 < .01 \). Finally, in Step 5 we added the three-way interaction, which was also not significant, \( \chi^2 = 59.663, p < .001, \Delta \chi^2 = .31, p = .58, \Delta R^2 < .01 \). Thus, Hypothesis 5 was not supported for anger.

![Fig. 1 Anger as a function of interruption importance and severity, at mean levels of hours worked and preference for integration](image-url)
Sadness

In Step 1 the main effects of our predictor variables significantly explained Sadness, \( \chi^2 = 40.01, p < .001, R^2 = .25 \). Hypothesis 2 was supported; more severe interruptions were more likely to generate sadness. However, neither Importance nor Preference for Integration were significantly related to Sadness. Therefore, Hypotheses and 1 and 4 were not supported.

In Step 2 the Importance\( \times \)Severity interaction approached significance, \( \chi^2 = 43.54, p < .001, \Delta \chi^2 = 3.52, p = .06, \Delta R^2 = .02 \) (note that in Table 3 this effect appears to be significant due to the inclusion of terms in future steps of the model). Figure 2 shows results similar to that for Anger. Given that this result was not quite significant, it lends partial support for Hypothesis 3.

Similar to the results for Anger, Steps 3 and 4 (adding 2-way interactions and the predicted 3-way interaction, respectively) did not add to the prediction of Sadness; Hypothesis 5 was not supported.

Complaining

The results for Step 1, \( \chi^2 = 42.87, p < .001, R^2 = .26 \), showed that Complaining was negatively related to Importance, positively to Severity, and not significantly related to Preference for Integration. Step 2 provided support for Hypothesis 3, \( \chi^2 = 53.74, p < .001, \Delta \chi^2 = 10.86, p < .001, \Delta R^2 = .06 \). Figure 3 shows that the effect of Severity is much stronger for unimportant interruptions.

In Step 3 we entered the two-way interactions between Preference for Integration and the features of the interruption. This step approached significance, \( \chi^2 = 59.053, p < .001, \Delta \chi^2 = \)

Fig. 2 Sadness as a function of interruption importance and severity, at mean levels of preference for integration
5.318, $p = .07$, $\Delta R^2 = .03$. In this step the Severity×Preference for Integration interaction was significant, $B = .57$, $p = .03$. As shown in Fig. 4, a preference for integration was positively related to complaining for severe interruptions, but negatively related for interruptions that

![Fig. 3](Complaining as a function of interruption importance and severity, at mean levels of preference for integration)

![Fig. 4](Complaining as a function of interruption severity and preference for integration, at mean levels of severity)
were not as severe. This interaction was not hypothesized and only approached significance, so it should be interpreted with caution. Finally, Step 4 did not add to the prediction of complaining; Hypothesis 5 was not supported.

Forgiveness

Step 1 paralleled the results of Complaining, \( \chi^2 = 16.81, p < .001, R^2 = .11 \). Hypotheses 1 and 2 (Importance and Severity) were supported, but Hypothesis 4 (Preference for Integration) was not. Similarly, the interaction between Importance and Severity was significant, \( \chi^2 = 20.85, p < .001, \Delta \chi^2 = 4.04, p = .04, \Delta R^2 = .02 \). Figure 5 shows that the effect of Severity is more pronounced and the interruption was unimportant, thus supporting Hypothesis 3. However, like the other dependent variables, the three-way interaction for Hypothesis 5 was not supported.

Discussion

We found mixed results for our hypotheses. The first two hypotheses had consistent support. With one exception (Sadness), the importance of the interruption related to more positive reactions, suggesting that individuals do understand that particular interruptions may be necessary (or, and others may not be). Similarly, across all four dependent variables, interruptions that posed a more substantial disruption to the workday generated more negative reactions.

For three of the reactions these effects were substantial, explaining about a quarter of the variability in reactions (along with boundary management preferences, which did

![Fig. 5 Forgiveness as a function of interruption importance and severity, at mean levels of preference for integration](image-url)
not relate strongly to most reactions). We have thus found strong evidence that the type of interruption matters. An examination of Table 1 (using tests of dependent correlations, Lee & Preacher, 2013) shows that Severity has stronger direct relationships than Importance for Anger, Sadness, and Complaining. Indeed, Importance did not have significant direct relationships with the dichotomized DV’s; its effect only became significant in the logistic regressions after the effects of Severity and Preference for Integration had been controlled for. Given the low correlations among the predictors, we do not believe that multicollinearity can account for Importance’s significant effects. Rather, we think it likely that controlling for these other predictors allowed for this effect to emerge. Furthermore, as we explain later, the role of importance is not limited to its direct relationships with the DV’s.

The effect size for forgiveness was about half that of the other three reactions. We encourage future research to replicate and explore possible reasons for this relatively weaker effect. For instance, typically close ties with many family members may tend to engender forgiveness regardless of circumstances, leading to restricted range in this variable. The relatively lower reliability of this variable may also contribute to this difference.

We also found consistent support for Hypothesis 3. As shown in the figures, interruptions that were viewed as important ameliorate the effect of severity. The variance explained by this interaction was relatively smaller than the main effects, but they do provide support for the importance of interruption characteristics. Our results show that not all interruptions generate negative reactions. Indeed, interruptions from family that present minor disruptions are not generally seen as aversive. Furthermore, even severe interruptions are less likely to generate negative reactions when there is a good reason for them. Our finding is consistent with arguments made by researchers such as Hunter et al. (2019) that employees focus on satisfying goals in multiple domains, and interruptions at work may be seen as a legitimate way to satisfy those goals.

We found less support for hypotheses related to boundary management preferences (H4 and H5). Individuals who prefer integration did report less anger, but preferences did not relate to the other three outcomes. Furthermore, preferences did not qualify the Severity×Importance interaction. It is possible that our preferences items, which were related to general tendencies, might not relate to discrete events such as the ones we studied. Instead, such a measure might be better suited for aggregate interruptions and reactions. We encourage future research to measure such preferences and expectations at a daily level.

Although we did not hypothesize it, we found an interaction between preferences and the severity of the interruption for Complaining (see Fig. 4). Individuals who prefer integration seemed to complain less about low-disruption interruptions than those who preferred segmentation. However, they were more likely to complain about severe interruptions. We found this result counterintuitive, but we speculate that individuals who prefer integration may have greater expectations that family members do not take advantage of their openness, or perhaps such individuals experience more frequent interruptions, making a severe interruption particularly frustrating. Given the nature of this finding and the fact that we did not find it consistently across all outcomes, we recommend caution in interpreting this interaction and encourage replication.
Based on these results, our study makes several important contributions to the literature. First, we add to the small but growing body of research examining discrete instances of boundary violations in the workplace. Specifically, we respond to calls to extend the range of reactions studied (e.g., Hunter et al., 2019; Newton et al., 2020), adding anger, sadness, complaining, and forgiveness to outcomes such as negative affect and perceived goal obstruction. We thus show that boundary violations may generate a range of complex reactions, providing many potential mediating avenues for boundary violations to aggregate into perceptions of WFC. Second, although our results were not as strong, by focusing on preferences for boundary management we contribute to our understanding of the role individual differences play in WFC perceptions. We address a third gap in the literature (e.g., Pachler et al., 2018; Wilkes et al., 2018) by showing that not all interruptions are the same—characteristics of boundary violations affect reactions and interact with each other to exacerbate or ameliorate such reactions. In addition to building on other typologies of interruptions (e.g., Jett & George, 2003), these results also illustrate applications of other theories. For instance, severity’s effect is consistent with theories such as Conservation of Resources Theory (Hobfoll, 1989). As time is a limited resource, interruptions that deplete one’s temporal resources are likely to generate negative reactions. Furthermore, the effect of importance supports theories such of multiple goal self-regulation (Sun & Frese, 2013), showing how individuals balance satisfying family and work goals.

**Future Research Directions and Limitations**

As the research on episodic boundary interruptions is novel, directions for future research abound and we discuss only a few here. First, we measured only a small subset of possible outcomes. In addition to anger, sadness, complaints, and forgiveness, future research should add workplace variables such as perceived changes in workload (e.g., rearranging work as a result of the interruption) or subsequent job performance. Exploring mediators and potential moderators of these relationships would also be fruitful. For instance, Newton et al.’s (2020) concept of attention residue suggests that rumination about the interruption might affect subsequent task performance, indicating the need to measure rumination and resource depletion. It would be interesting to see if facets of the interaction (such as whether the reason for the interruption was resolved) altered the effects of the interruption on rumination. Next, although we did not find support for boundary management preferences moderating the effects of the interruption’s features, it is possible that other similar constructs (e.g., polychronicity, Pachler et al., 2018) may moderate such relationships.

Additionally, we realize that episodic boundary management research will ultimately need to connect with the more common approach (i.e., that relates typical boundary management to broader outcomes such as general WFC perceptions). Future research needs to explore the mechanisms through which individual episodes of interruptions manifest in outcomes such as overall job or relationship satisfaction. For instance, is a single violation of expectations sufficient to affect more holistic outcomes among those who prefer segmentation, or must a particular threshold be reached?

Next, we recommend expanding beyond the workplace. In addition to workplace outcomes, we expect that the effects of interruptions extend to the family domain, so we recommend extending our research to employee and family members’ interactions after
work (e.g., marital satisfaction; quality of relationships with family). Next, by focusing on interruptions from family into work we neglected potentially parallel effects of work interruptions into family or personal time. Similarly, by specifically asking for instances of interruptions, we limited our study of boundary violations in a single direction, as only those who prefer segmentation could perceive a boundary violation. It may be interesting to examine the effects of an absence of interruptions among individuals who desire more frequent contact with family during work.

Our study focused on the negative effects of interruptions (e.g., anger, sadness, complaining and forgiveness that arose from an initially negative reaction). However, interruptions can also be positive. Hunter et al. (2019) discuss how interruptions into one domain may allow for the satisfaction of goals in the other domain. Jett and George (2003) similarly discuss how interruptions may allow for coworker needs to be met, strengthening the organization, and this argument can easily extend to family outcomes. Such interruptions, for instance, could be construed as restorative and enjoyable breaks. We encourage research that explores positive reactions to interruptions and the characteristics that may lead to such positive outcomes.

One of the study’s salient limitations is the cross sectional and retrospective nature of the design. As we measured all variables at the same time, and as all were based on recall of a past event, it is difficult to establish causality. For instance, individuals who were angry at the time of the interruption may have consequently judged the severity of the incident more negatively. Alternatively, individuals’ negative affectivity may have led to both anger and more negative judgments. Variables such as the degree of affection for the family member may simultaneously influence perceived judgments of the interruption or even boundary management preferences. Given the nature of the variables under study it may be difficult to employ an experimental design, but future research may consider techniques such as experience sampling.

One limitation of our study is that we created several of the measures that we used. Although we employed some content validity and convergent validity strategies to improve the measures and assure their quality, our results still may not generalize to other measures. In particular, our measure of forgiveness had low reliability and effect sizes lower than those for the other dependent variables, suggesting the need for an improved measure. We recommend that future research replicate our results with other measures.

The source of the data (Mechanical Turk) may be another limitation of the study. As reviewed by Walter et al. (2019), questions have been raised regarding participant honesty, representativeness, and other factors. However, there is also evidence supporting results drawn from online panel studies. For instance, Walter et al.’s meta-analysis showed minimal evidence or differences in reliabilities or effect sizes between online panel and traditional samples. Nevertheless, our results should be replicated in different samples.

A related concern is the number of individuals we screened out prior to our analyses. One reason that we did so is the concern that automated computer programs were masquerading as participants around the time of our first sample (e.g., Dreyfuss, 2018; Moss & Litman, n.d.a). Subsequent research suggested that the decrease in data quality around that time may be attributable to server farms that allowed individuals outside the United States to participate in studies that were supposed to be limited to US participants (Moss & Litman, n.d.b).
Regardless of the source, we observed that many individuals were not paying sufficient attention. For instance, while many participants correctly responded when asked to provide a qualitative description of a specific incident of interruption, some talked about interruptions in general, whereas others responded with nonsensical answers such as “Talk a little bit about what your current role is, the scope of it, and perhaps a big recent accomplishment.” If we were to have included these individuals the quality of our results would have been questionable. As support for our practice, we draw on researchers such as Thomas and Clifford (2017). Their review of the use of screener questions showed that failure rates can be as high as 52%; our study (46%) is not out of the ordinary. Furthermore, they found that screening out low-quality respondents can improve the power of the study, with limited effects on the external validity of the results.

**Practical Implications**

The results of our study suggest multiple ways to ameliorate the effects of specific interruptions and improve workplace functioning. First, we echo Pachler et al.’s (2018) recommendation to educate employees and managers about the effects of interruptions – in the present case, effects on anger, sadness, complaining, and forgiveness. The particularly unique effect of unimportant interruptions that generate substantial disruptions should be highlighted.

Relatedly, employees could be trained to compensate for the effects of such interruptions. For instance, assuming that one reason for negative reactions to severe interruptions is the likelihood that it is affecting performance, employees could be taught to implement strategies that may help them resume their task (e.g., making a quick note about where they were in the task before addressing the interruption; generating implementation intentions or jotting down a reminder to complete the task later). Additionally, training could include strategies to deal with the emotional reactions generated by the interruption (e.g., taking a moment to calm down; actively forgiving the person who interrupted; choosing not to engage in work tasks on which one’s negative affect would have an effect).

Finally, employees and managers should work to find ways to eliminate severe and unimportant interruptions. Policies (personal or organizational) that prohibit all interruptions may work, although such policies may be perceived as unfair and may block necessary communications. Instead, employees could explicitly converse with their family members (cf. Kreiner et al., 2009) about their expectations, relying on these “border keepers” (Clark, 2000) to help protect the boundaries between home and work lives. Furthermore, in some workplaces it may be possible to structure one’s day to permit or encourage family communications at certain times (e.g., Hunter et al., 2019; Pachler et al., 2018). Employees may be able to structure their days so that during these times they are not working on complex tasks to which interruptions would be particularly disruptive.
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