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Abstract

We introduce a new concept of sparsity for the stochastic elliptic operator \(-\text{div}(a(x,\omega)\nabla u(x,\omega))\), which reflects the compactness of its inverse operator in the stochastic direction and allows for spatially heterogeneous stochastic structure. This new concept of sparsity motivates a heterogeneous stochastic finite element method (HSFEM) framework for linear elliptic equations, which discretizes the equations using the heterogeneous coupling of spatial basis with local stochastic basis to exploit the local stochastic structure of the solution space. We also provide a sampling method to construct the local stochastic basis for this framework using the randomized range finding techniques. The resulting HSFEM involves two stages and suits the multi-query setting: in the offline stage, the local stochastic structure of the solution space is identified; in the online stage, the equation can be efficiently solved for multiple forcing functions. An online error estimation and correction procedure through Monte Carlo sampling is given. Numerical results for several problems with high dimensional stochastic input are presented to demonstrate the efficiency of the HSFEM in the online stage.

1 Introduction and Main Results

Analysis of complex systems requires not only a fine understanding of the underlying physics, but also recognition of the intrinsic uncertainties and their influence on the quantities of interest. Uncertainty Quantification (UQ) is an emerging discipline that aims at addressing the latter issue and has attracted growing interest recently. In this paper we consider UQ of the following linear elliptic equation with stochastic coefficient, which can be used to model diffusion processes in random media:

\[
\begin{aligned}
\begin{cases}
-\text{div}(a(x,\omega)\nabla u(x,\omega)) = f(x), & x \in D, \; \omega \in \Omega, \\
u(x,\omega)|_{\partial D} = 0.
\end{cases}
\end{aligned}
\]

(1.1)

Here \(D\) is a bounded convex polygon domain in \(R^d\), and \((\Omega, \mathcal{F}, P)\) is a probability space with \(\Omega \subset R^m\), i.e., the dimension of the stochastic input \(\omega\) is \(m\). We assume that \(f(x) \in L^2(D)\), and \(a(x,\omega)\) is bounded and uniformly elliptic, i.e., there exist \(\lambda_{\text{min}}\) and \(\lambda_{\text{max}}\) such that

\[
P(\omega \in \Omega : a(x,\omega) \in [\lambda_{\text{min}}, \lambda_{\text{max}}], \; \forall x \in D) = 1.
\]

(1.2)

The solution to equation (1.1) is \(u(x,\omega) \in L^2(H^1_0(D), \Omega)\), such that for any \(\phi(x,\omega) \in L^2(H^1_0(D), \Omega)\),

\[
\int_{\Omega} \int_{D} \nabla u(x,\omega)^T a(x,\omega) \nabla \phi(x,\omega) dx dP = \int_{\Omega} \int_{D} f(x) \phi(x,\omega) dx dP,
\]

(1.3)

where the function space \(L^2(H^1_0(D), \Omega)\) is a Hilbert space with inner product defined as

\[
\langle u(x,\omega), v(x,\omega) \rangle = \int_{\Omega} \int_{D} \nabla u(x,\omega)^T \nabla v(x,\omega) dx dP.
\]

(1.4)

The existence of solution to equation (1.1) can be obtained using the Lax-Milgram Theorem,

\[
\|u(x,\omega)\|_{L^2(H^1_0(D), \Omega)} \leq C\|f(x)\|_{H^{-1}(D)},
\]

(1.5)

and more theoretical aspects of this equation can be found in [3].

Several types of numerical methods have been proposed for UQ of Stochastic Partial Differential Equations (SPDE). Perturbation Methods (PM) [15, 22] start with expanding the stochastic solution via Taylor expansion and result in a system of deterministic equations by truncating after certain
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order. Typically at most second-order expansions are used as the system of equations becomes very cumbersome if higher-order terms are included. One limitation of perturbation methods is that the magnitude of the input and output uncertainty must be small compared with their respective means. Monte Carlo Methods (MC) \cite{7 27} remain popular for SPDE problems because of its non-intrusive nature especially when the dimension of the stochastic input is high. According to the law of large numbers, the convergence rate of MC is only $O(M^{-1/2})$, where $M$ is the number of realizations. This low convergence rate limits its application. MC Methods are also sensitive to the random number generator and typically produce output with uncertain accuracy. Stochastic Collocation Methods (SC) \cite{2 26 31 20 30} collocate the problem in zeros of tensor product orthogonal polynomials and the solution is recovered using interpolation. SC methods attain high accuracy when the solution is smooth with respect to the random variables. However, a very large number of collocation points are required to obtain accuracy when the stochastic input has high dimension because of the tensor product. This is called the curse of dimensionality. Polynomial Chaos Methods (PC) \cite{35 8 20 27 14} project the solution $u(x, \omega)$ to an orthogonal polynomial basis $H_\alpha(\omega)$ with respect to the underlying probability distribution, and approximate the solution by $u(x, \omega) \approx \sum u_\alpha(x) H_\alpha(\omega)$. The coefficients $u_\alpha(x)$ can be obtained by solving a system of coupled elliptic equations. PC Methods also suffer from the curse of dimensionality because a large number of polynomial basis functions are required when the stochastic dimension is high.

SPDE problems with high stochastic dimension are very challenging because of the curse of dimensionality. There have been many attempts in the literature, e.g. \cite{5 10 11 12 13 23 30 3 4} to attack these challenging problems. Most of them take advantage of the fact that even though the stochastic input has high dimension, the solution actually lives in a relatively low dimensional space, i.e., enjoys some sense of sparsity. In \cite{13 23 30} the compressive sensing technique is employed to identify a sparse representation of the solution in the stochastic direction. In \cite{11 11 12}, the Karhunen-Loève expansion of the solution is used to compactly represent the solution and reduce degrees of freedom. In \cite{21 29}, the authors construct a reduced spatial basis using snapshots of the solutions to obtain computational savings for each realization of the stochastic equation. The present work also seeks to attack the curse of dimensionality by exploring the sparsity of the solution space. Our methodology differs from the previous sparsity-exploiting methods in the following two aspects: we use different stochastic basis functions in different regions of the domain to approximate the solution, allowing for spatially heterogeneous stochastic structure of the solution space; we seek a sparse representation of the whole solution space for all $f(x) \in L^2(D)$, not a specific solution, thus our method suits the multi-query setting.

In this work we first introduce a new concept of sparsity for the stochastic operator $-\nabla (u(x, \omega) \nabla (\cdot))$. We consider a finite dimensional approximation to the solution space of \cite{11} taking the form of

$$V_h = \{ \sum_{i=1}^{n} \sum_{j=0}^{k_i} c_{ij}^i \phi_i(x) \xi_j^i(\omega) : c_{ij}^i \in R \},$$

where $\{ \phi_i(x) \}$ is a standard piecewise linear basis that can resolve the spatial variation of the solution, and $\xi_j^i(\omega)$, $j = 0, \ldots, k_i$ are the local stochastic basis functions associated with $\phi_i(x)$. Note that in \cite{11}, different local stochastic basis functions are used in different regions of the domain to approximate the solution, and this allows for spatially heterogeneous stochastic structure of the solution space to (1.1). To obtain certain accuracy using \cite{11}, the required $k = \sum_{i=1}^{n} k_i/n$, which is the relative size of $V_h$ to the approximate solution space of the corresponding deterministic equation, measures the compactness of the inverse of the stochastic operator in the stochastic direction. If $k$ is small, then we say the stochastic operator enjoys the Operator-Sparsity. We call it weak or strong Operator-Sparsity depending on whether the approximation is taken to be in $L^2(D \times \Omega)$ or $L^2(H_0^1(D), \Omega)$. An interpretation of this Operator-Sparsity in terms of the decay rate of the singular values in the Karhunen-Loève expansion of the Green’s function is given. We also prove that to obtain certain approximation accuracy using $V_h$ in $L^2(D \times \Omega)$, the required $k$ has an upper bound that only depends on the ellipticity of the operator, $\lambda_{\min}$ and $\lambda_{\max}$, and in particular, does not depend on the dimension of the stochastic input.

This new concept of sparsity motivates a heterogeneous stochastic finite element method framework (HSFEM) for linear elliptic equations. We first construct a local stochastic basis $\{ \xi_j^i(\omega) \}$ and trial space $V_h$ \cite{11}. Then based on \cite{11}, we define the numerical solution as $u_h(x, \omega) \in V_h$, such that

$$\int_D \int_D \nabla u_h(x, \omega)^T a(x, \omega) \nabla v(x, \omega) dxdP = \int_D \int_D f(x)v(x, \omega) dxdP, \quad \forall v(x, \omega) \in V_h.$$

The numerical solution defined as above satisfies the following quasi-optimality property

$$\| u(x, \omega) - u_h(x, \omega) \|_{L^2(H_0^1(D), \Omega)} \leq \lambda_{\max}/\lambda_{\min} \inf_{v \in V_h} \| u(x, \omega) - v(x, \omega) \|_{L^2(H_0^1(D), \Omega)}.$$
The key difference of this HSFEM framework from classical methods like PC or SC methods is that different local stochastic basis functions are used in different regions of the domain to discretize the equation, which allows for spatially heterogeneous stochastic structure of the solution space. If the operator enjoys the (strong) Operator-Sparsity, this HSFEM framework can attain high accuracy using only a small trial space $V_h$. This HSFEM framework can be viewed as a generalization of the PC methods using problem-dependent and local stochastic basis, and provides a novel direction to attack the curse of dimensionality by exploiting the local stochastic structure of the solution space.

We also provide a sampling method to construct the local stochastic basis for the HSFEM framework using the randomized range finding techniques. Given the HSFEM framework, a suitable local stochastic basis $\{\xi^i_j(\omega)\}$ still need to be constructed. Since the spatial basis $\phi_i(x)$ has local support around the node point $x_i$, the local stochastic basis functions $\xi^i_j(\omega), j = 0, \ldots, k_i$ in the trial space $(1.6)$ are only used to approximate the solution in the stochastic direction near $x_i$. So we consider the following linear operator which maps the forcing function to the stochastic part of the solution at $x_i$,

$$T_i : L^2(D) \rightarrow L^2(\Omega), \quad f(x) \rightarrow u(x_i, \omega) = E[u(x_i, \omega)].$$

$T_i$ can be shown to be a compact linear operator thus can be approximated by a matrix. We apply the randomized range finding techniques [19] to $T_i$ to construct the local stochastic basis functions $\xi^i_j(\omega), j = 1, \ldots, k_i$. The resulting local stochastic basis functions are close to optimal in approximating the range of $T_i$ in the $L^2(\Omega)$ sense if the singular values of $T_i$ decay fast.

The HSFEM framework combined with the sampling method to construct the local stochastic basis constitutes a heterogeneous stochastic finite element method. This method involves two stages:

- In the offline stage we identify the sparse structure of the solution space. We construct the local stochastic basis by solving the SPDE for a number of randomly chosen forcing functions followed by some orthogonalization process, and then build the corresponding stiffness matrix.

- In the online stage, the equation can be efficiently solved for multiple forcing functions using the stiffness matrix constructed in the offline stage, which is small and sparse.

The offline computation of the HSFEM is expensive since it involves solving the SPDE for a number of times using traditional methods, and this limits its application to the multi-query setting, which means the equation needs to be solved multiple times using different forcing functions. Our method suits the multi-query setting because the linear system we solve online is sparse and small. Methods to reduce the offline computation cost and an online error estimation and correction procedure are given.

We present numerical results for several problems with high dimensional stochastic input to demonstrate the efficiency of the HSFEM. In our numerical examples, we show that the solution space to stochastic elliptic equation has spatially heterogeneous stochastic structure, and this heterogeneity can be recognized by the HSFEM in the offline stage. Moreover, the number of the constructed local stochastic basis functions is small and the online numerical solutions have high accuracy, which implies that the stochastic operators that we consider enjoy the Operator-Sparsity and the local stochastic basis constructed using the sampling method works well within the HSFEM framework. We also compare the accuracy of the HSFEM numerical solution with the truncated Karhunen-Loève expansion of the solution to demonstrate the advantage of approximating the stochastic part of the solution locally.

The rest part of this paper is organized as follows. In section 2 we introduce the Karhunen-Loève expansion and the new concept of sparsity. In section 3 we develop the HSFEM framework. In section 4 we discuss the sampling method to construct the local stochastic basis. In section 5 we address several issues related to the numerical implementation of the HSFEM. In section 6 we present our numerical results. Section 7 is devoted to concluding remarks and future work.

## 2 A New Concept of Sparsity for Stochastic Elliptic Operator

In this section, we first introduce the Karhunen-Loève (KL) expansion [15, 32] and the sense of sparsity related to the KL expansion. Two observations are made on the KL expansion, which motivate an Operator-Sparsity allowing for spatially heterogeneous stochastic structure of the corresponding solution space. An interpretation of this new concept of sparsity in terms of the Green’s function is given.
2.1 Karhunen-Loève Expansion

If a stochastic process \( u(x, \omega) \in L^2(D \times \Omega) \), then it can be expanded in a Fourier-type series as:\[15\]

\[ u(x, \omega) = \bar{u}(x) + \sum_{i=1}^{\infty} \sqrt{\lambda_i} \psi_i(x) \xi_i(\omega), \quad \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_i \geq \cdots > 0, \tag{2.1} \]

where \( \bar{u}(x) = \int_{\Omega} u(x, \omega) d\mathcal{P}, \psi_i(x) \) are orthonormal in \( L^2(D) \) and \( \xi_i(\omega) \) are uncorrelated uni-variate random variables with mean 0. (2.1) is called the Karhunen-Loève (KL) expansion of \( u(x, \omega) \), and \( \psi_i(x) \) can be computed as eigenfunctions of the covariance function of \( u(x, \omega) \). The \( k \)-term truncation

\[ \sum_{i=1}^{k} \sqrt{\lambda_i} \psi_i(x) \xi_i(\omega) \tag{2.2} \]

is the best rank-\( k \) approximation of \( u(x, \omega) = \bar{u}(x) \) in \( L^2(D \times \Omega) \).[15]

If the singular values \( \sqrt{\lambda_i} \) decay very fast in the KL expansion, then the solution has data-sparsity in the sense that a few data can provide an accurate description of the solution. More discussion about the data-sparsity can be found in [17] [18]. This sense of sparsity has been exploited to reduce the computation cost in [9] [10] [11] [12], and we refer it as the KL-sense sparsity.

**Definition 2.1** (KL-sense Sparsity). The solution \( u(x, \omega) \) to equation \( (1.1) \) is said to have KL-sense sparsity if the singular values \( \sqrt{\lambda_i} \) in its KL expansion decay very fast (e.g. exponential decay), and a small number of modes are sufficient to represent the solution accurately.

**Remark 2.1.** Here we leave the notions ‘decay very fast’ and ‘accurately’ vague, because they depend on the nature of the problem and the desired order of accuracy.

We make the following two observations on the KL expansion and the KL-sense sparsity:

- The KL-sense sparsity reflects the property of some solution to equation \( (1.1) \) with a specific forcing, not the property of the solution space. The first several stochastic basis functions \( \xi_i(\omega) \) in the KL expansion of one specific solution do not necessarily approximate another solution well.
- The truncated KL expansion \([2.2]\) seeks to approximate the stochastic behavior of the solution in different regions of the domain using the same set of random variables \( \xi_i(\omega), i = 1, \ldots, k \), which is quite restrictive since the solution may have spatially heterogeneous stochastic structure.

These two observations motivate us to define the following Operator-Sparsity.

2.2 A New Concept of Sparsity for the Stochastic Operator

We consider the inverse of the stochastic elliptic operator \( L(x, \omega) = -\text{div}(a(x, \omega) \nabla(\cdot)) \), which is denoted as \( L^{-1}(x, \omega) \). Then \( L^{-1}(x, \omega) \) maps \( f(x) \in L^2(D) \) to \( u(x, \omega) \), which is the solution to equation \( (1.1) \).

**Remark 2.2** (Random Forcing Functions). In this paper, we only consider deterministic forcing \( f(x) \).

For the case that the right hand side of \( (1.1) \) has randomness which we denote by \( f(x, \omega) \), we can first decompose \( f(x, \omega) \) (for example, using KL expansion) to

\[ f(x, \omega) \approx f_0(x) + \sum_{i=1}^{N_f} f_i(x) \xi_i(\omega). \]

Then based on \( (1.1) \), the corresponding solution can be approximated using

\[ u(x, \omega) \approx L^{-1}(x, \omega)f_0(x) + \sum_{i=1}^{N_f} \xi_i(\omega)L^{-1}(x, \omega)f_i(x), \]

which means once we have obtained an efficient solver for equation \( (1.1) \) with deterministic forcing, we can also solve the equation with random forcing efficiently.

We seek to construct a finite dimensional linear operator \( L_h^{-1}(x, \omega) \) to approximate \( L^{-1}(x, \omega) \). It is known that the Lagrange basis (piecewise polynomials) can approximate the solution to deterministic
elliptic equation very well [33] if the coefficient $a(x)$ is in $C^1(D)$. For the SPDE, it is natural to use the product (not tensor product) of these Lagrange basis functions with some stochastic basis to approximate the solution to equation (1.1). To be specific: assume $D$ is equipped with a triangular mesh with node points $x_i, i = 1, \ldots, n$, and $\phi_i(x)$ are the piecewise linear functions on $D$ satisfying

$$\phi_i(x_j) = \delta_{ij}.$$  

Then we want to construct a stochastic basis $\{\xi_i^j(\omega)\}$, and use

$$V_h = \{\sum_{i=1}^n \sum_{j=0}^{k_i} c_i^j \phi_i(x) \xi_i^j(\omega) : c_i^j \in R\}$$  \hspace{1cm} (2.3)

to approximate the solution space of equation (1.1). Note that $V_h$ consists of the heterogeneous coupling of spatial basis with stochastic basis, namely, we use different stochastic basis functions to couple with different spatial basis functions to approximate the solution space to (1.1), and this allows for spatially heterogeneous stochastic structure of the solution space. We want

$$\sup_{f(x) \in L^2(D)} \frac{\inf_{c_i^j \in R} \|u(x, \omega) - \sum_{i=1}^n \sum_{j=0}^{k_i} c_i^j \phi_i(x) \xi_i^j(\omega)\|_H}{\|f(x)\|_{L^2(D)}} \le \epsilon,$$  \hspace{1cm} (2.4)

where $\| \cdot \|_H$ can be taken to be the $L^2(H_0^1(D), \Omega)$ norm or $L^2(D \times \Omega)$ norm.

We call $\{\phi_i(x) \xi_i^j(\omega)\}$ the **Coupling Basis**. Assume that to obtain certain order of accuracy, the total number of the coupling basis functions in the above approximation (2.4) is

$$S = \sum_{i=1}^n (k_i + 1).$$

The ratio of $S$ over $n$ is the relative size of the approximate solution space of (1.1), $V_h$, to the corresponding deterministic equation, thus measures the compactness of the inverse operator $L^{-1}(x, \omega)$ in the stochastic direction. This motivates us to define the following sense of sparsity.

**Definition 2.2** (Operator-Sparsity). For the stochastic elliptic operator

$$L(x, \omega) = -\text{div} (a(x, \omega) \nabla (\cdot)),$$

if the inverse of $L(x, \omega)$ can be well-approximated using finite dimensional operator in the sense of (2.4), and the average number of stochastic basis functions for each node point is small, i.e.,

$$k = \frac{1}{n} \sum_{i=1}^n k_i$$

is small,

then we say that $L(x, \omega)$ has Operator-Sparsity.

If the approximation is taken to be in the $L^2(H_0^1(D), \Omega)$ sense, we call it the **strong** Operator-Sparsity. Or if the approximation is taken to be in the $L^2(D \times \Omega)$ sense, we call it the **weak** Operator-Sparsity.

**Remark 2.3.** We leave the notions ‘well-approximated’ and ‘small’ vague since they depend on the desired order of accuracy and the nature of the problem.

### 2.3 Interpretation of the Operator-Sparsity

Since $\phi_i(x)$ has compact support near $x_i$, the $\xi_i^j(\omega), 0 = 1, \ldots, k_i$, in (2.4) are only used to approximate the solution in the stochastic direction near $x_i$. So we call $\{\xi_i^j(\omega)\}$ the **Local Stochastic Basis**.

To give an interpretation of this new concept of sparsity, we consider the local stochastic behavior of the solution near $x_i$. Let $G(x, y, \omega)$ be the Green’s function corresponding to the elliptic operator $-\text{div} (a(x, \omega) \nabla (\cdot))$, then the solution to equation (1.1) at $x_i$ is

$$u(x_i, \omega) = \int_D G(x_i, y, \omega) f(y)dy.$$  

For $d \le 3$, based on the estimates of Green’s function in [10, 34], we have that for fixed $x_i$ and $\omega \in \Omega$,

$$\|G(x_i, y, \omega)\|_{L^2(D)} \le C_i,$$  \hspace{1cm} (2.5)
where $C_i$ depends on $x_i$, $\lambda_{\min}$, $\lambda_{\max}$ and the domain $D$, but does not depend on the dimension of $\omega$. Integrating (2.5) in $\Omega$, we get

$$\|G(x, y, \omega)\|_{L^2(D \times \Omega)} \leq C_i < +\infty.$$ 

So the Green’s function $G(x, y, \omega)$ has KL expansion

$$G(x, y, \omega) = \hat{G}(x, y) \sum_{j=1}^{\infty} \sigma_j^i \varphi_j^i(y) \eta_j^i(\omega), \quad \sum_{j=1}^{\infty} (\sigma_j^i)^2 \leq C_i^2,$$ 

(2.6)

where $\varphi_j^i(y)$ and $\eta_j^i(\omega)$, $j = 1, \ldots, \infty$ are orthonormal in $L^2(D)$ and $L^2(\omega)$ respectively. Then

$$u(x, \omega) - \bar{u}(x_i) = \sum_{j=1}^{\infty} \sigma_j^i \eta_j^i(\omega) \int_D f(y) \varphi_j^i(y) dy.$$ 

(2.7)

Denote $k_i$ as the number of required terms to make the singular values $\sigma_j^i$ decay to $\epsilon$, i.e.,

$$k_i = \min\{j : \sigma_j^i < \epsilon\}.$$ 

(2.8)

Since $\sum_{j=1}^{\infty} (\sigma_j^i)^2 \leq C_i^2$, we have

$$k_i \leq [C_i^2 / \epsilon^2],$$ 

(2.9)

where the right hand side does not depend on the dimension of the stochastic input $\omega$.

When the first $k_i$ stochastic basis functions are used to approximate the stochastic solution, we have

$$\|u(x_i, \omega) - \bar{u}(x_i) - \sum_{j=1}^{k_i} \sigma_j^i \eta_j^i(\omega) \int_D f(y) \varphi_j^i(y) dy\|_{L^2(\Omega)} \leq \sigma_{k_i+1} \|f(x)\|_{L^2(\Omega)} \leq \epsilon \|f(x)\|_{L^2(D)}.$$ 

(2.10)

**Remark 2.4.** The estimate (2.9) corresponds to the worst case that the first $[C_i^2 / \epsilon^2]$ singular values in the KL expansion of $G(x_i, y, \omega)$ are equal to $\epsilon$ and others are 0. It is a very pessimistic estimate, and according to our numerical results in section 6.2.1, the singular values $\sigma_j^i$ actually decay exponentially fast (for that particular example), which means there exist $c_i, C_i > 0$, such that

$$\sigma_j^i \leq C_i e^{-c_i j}.$$ 

Then to obtain $\epsilon$-accuracy in approximating the stochastic part of the solution at $x_i$, only

$$k_i = \left\lfloor \frac{\log C_i - \log \epsilon}{c_i} \right\rfloor.$$ 

(2.11)

stochastic basis functions are needed. The decay rate of the singular values in the KL expansion of the Green’s function $G(x_i, y, \omega)$ will be investigated in another work.

So if the singular values in the KL expansion of $G(x_i, y, \omega)$, $\sigma_j^i$, decay fast, a small number of stochastic basis functions $\eta_j^i(\omega)$, $j = 1, \ldots, k_i$ can approximate the local stochastic behavior of the solution near $x_i$ well. This is very close to (but not exactly the same as) our definition of Operator-Sparsity, so we can interpret the Operator-Sparsity as the low-rankness of the Green’s function $G(x_i, y, \omega)$ for fixed $x$.

To make this interpretation rigorous, we denote $Ju(x, \omega)$ as the piecewise linear interpolation of the solution $u(x, \omega)$ using the spatial basis $\phi_i(x)$, which means $Ju(x_i, \omega) = u(x_i, \omega)$. We assume that the spatial basis $\phi_i(x)$, $i = 1, \ldots, n$ can resolve the variation of the solution in the spatial direction, then

$$\|u(x, \omega) - Ju(x, \omega)\|_{L^2(D \times \Omega)} \leq C \epsilon \|f(x)\|_{L^2(D)}.$$ 

(2.12)

is small and we ignore this interpolation error. We assume that the domain is divided into elements $\tau_i$, $i = 1, \ldots, n$, which are triangles for $d = 2$ and tetrahedrons for $d = 3$, and let $x_i^1$ be the nodes of $\tau_i$.

**Lemma 2.1.** Choose the first $k_i$ stochastic basis functions in the KL expansion of $G(x, y, \omega)$, $\eta_j^i(\omega)$, $j = 1, \ldots, k_i$ as the local stochastic basis in (2.6) and let $\xi_0^i(\omega) = 1$. Then

$$\inf_{v(x, \omega) \in V_n} \|u(x, \omega) - v(x, \omega)\|_{L^2(D \times \Omega)} \leq C \epsilon \|f(x)\|_{L^2(D)}.$$ 

(2.13)
Proof. Let \( c^0_i = \bar{u}(x_i) \), \( c^j_i = \sigma^j_i f_D \int_D f(y) \psi_i^j(y) \mathrm{d}y \) for \( j > 0 \), and denote \( Pu(x, \omega) \in V_h \) as

\[
P u(x, \omega) = - \sum_{i=1}^n \sum_{j=0}^{k_i} c^j_i \phi_i(x) \eta^j_i(\omega).
\]

Then

\[
J u(x_i, \omega) - Pu(x_i, \omega) = u(x_i, \omega) - \bar{u}(x_i) - \sum_{j=1}^{k_i} \sigma^j_i \eta^j_i(\omega) \int_D f(y) \psi_i^j(y) \mathrm{d}y.
\]

According to (2.11),

\[
\| Ju(x_i, \omega) - Pu(x_i, \omega) \|_{L^2(\Omega)} \leq \epsilon \| f(x) \|_{L^2(D)}.
\]

Consider the \( L^2(D \times \Omega) \) norm of the error,

\[
\| Ju(x, \omega) - Pu(x, \omega) \|_{L^2(D \times \Omega)}^2 = \int_{\Omega} \| Ju(x, \omega) - Pu(x, \omega) \|_{L^2(D)}^2 \mathrm{d}P.
\]

Since for fixed \( \omega \), \( Ju(x, \omega) - Pu(x, \omega) \) is piecewise linear, we have

\[
\| Ju(x, \omega) - Pu(x, \omega) \|_{L^2(D \times \Omega)}^2 = \sum_{i=1}^{n_i} \| Ju(x_i, \omega) - Pu(x_i, \omega) \|_{L^2(\Omega)}^2 \leq \sum_{i=1}^{n_i} |\tau_i| \| Ju(x_i, \omega) - Pu(x_i, \omega) \|_{L^2(\Omega)}^2.
\]

Putting the estimate (2.15) in (2.17), we get

\[
\| Ju(x, \omega) - Pu(x, \omega) \|_{L^2(D \times \Omega)}^2 \leq \sum_{i=1}^{n_i} |\tau_i| \| Ju(x_i, \omega) - Pu(x_i, \omega) \|_{L^2(\Omega)}^2.
\]

According to (2.11), we get

\[
\| Ju(x, \omega) - Pu(x, \omega) \|_{L^2(D \times \Omega)} \leq C \epsilon \| f(x) \|_{L^2(D)}.
\]

With (2.12), we complete the proof. \( \Box \)

Remark 2.5. To obtain a similar estimate for the approximation error of \( V_h \) in the \( L^2(H^1_0(D), \Omega) \) sense, we need the regularity of the error in the spatial direction. We leave this issue to our future work.

Based on (2.9) and estimate (2.13), we have that to obtain certain approximation accuracy of the solution space to (1.1) using finite dimensional space (2.3) in \( L^2(D \times \Omega) \), the required number of local stochastic basis functions \( k_i \) has an upper bound that only depends on the ellipticity of the stochastic operator, \( \lambda_{\min} \) and \( \lambda_{\max} \), and in particular, does not depend on the dimension of the stochastic input.

Before we go to the next section, we make the following observations on this Operator-Sparsity.

- The Operator-Sparsity reflects the compactness of \( L^{-1}(x, \omega) \) in the stochastic direction, but it is stronger than compactness because we have restricted the finite dimensional space approximating the range of \( L^{-1}(x, \omega) \) to take the form of (2.3).
- The Operator-Sparsity permits using different stochastic basis functions in different regions of the domain to approximate the solution thus allows for spatially heterogeneous stochastic structure of the solution space. In this sense it is weaker than the KL-sense Sparsity.
- The Operator-Sparsity reflects the property of the stochastic elliptic operator \(-\text{div}(\sigma(x, \omega) \nabla(\cdot))\) independent of the forcing function, thus it can be naturally exploited to solve equation (1.1) for multiple forcing functions and significantly reduce the computation cost.

Our definition of Operator-Sparsity (2.4) together with the weak formulation of the stochastic elliptic equation (1.3) leads to a heterogeneous stochastic finite element method framework \((\text{HSFEM})\) to solve linear stochastic elliptic equations, which is discussed in detail in the next section.
3 A Heterogeneous Stochastic FEM Framework

Define a functional $J$ on $L^2(H^1_0(D), \Omega)$ as

$$J(u(x, \omega)) = \frac{1}{2} \int_D \int_D \nabla u(x, \omega)^T a(x, \omega) \nabla u(x, \omega) dx \, d\omega - \int_D \int_D u(x, \omega) f(x) dx \, d\omega.$$ 

Then we have

**Theorem 3.1** (Variational Formulation). The weak formulation of the stochastic elliptic equation [1, 3] is equivalent to finding

$$u(x, \omega) \in L^2(H^1_0(D), \Omega),$$

such that

$$J(u(x, \omega)) \leq J(v(x, \omega)), \quad \forall v(x, \omega) \in L^2(H^1_0(D), \Omega). \quad (3.1)$$

Based on (3.1), given a finite dimensional subspace of $L^2(H^1_0(D), \Omega)$, $V_h$, the corresponding finite element formulation of equation (1.1) is finding $u_h(x, \omega) \in V_h$ such that

$$J(u_h(x, \omega)) \leq J(v(x, \omega)), \quad \forall v(x, \omega) \in V_h. \quad (3.2)$$

**Theorem 3.2** (Finite Element Formulation). The finite element formulation (3.2) is equivalent to finding

$$u_h(x, \omega) \in V_h,$$

such that

$$\int_D \int_D \nabla u_h(x, \omega)^T a(x, \omega) \nabla v(x, \omega) dx \, d\omega = \int_D \int_D f(x) v(x, \omega) dx \, d\omega. \quad \forall v \in V_h. \quad (3.3)$$

The numerical solution defined in this way has the following property.

**Theorem 3.3** (Quasi-Optimality).

$$\|u(x, \omega) - u_h(x, \omega)\|_{L^2(H^1_0(D), \Omega)} \leq \lambda_{\max}/\lambda_{\min} \inf_{v \in V_h} \|u(x, \omega) - v(x, \omega)\|_{L^2(H^1_0(D), \Omega)}. \quad (3.4)$$

If we choose the finite dimensional subspace of $L^2(H^1_0(D), \Omega)$ to be of the form (2.3), i.e., the trial space $V_h$ is chosen to be the heterogeneous coupling of spatial basis with local stochastic basis, then we get the following HSFEM framework for solving linear stochastic elliptic equations.

### The Heterogeneous Finite Element Method Framework

- Construct the local stochastic basis $\xi^i_0(\omega)$, $i = 1, \ldots, n$, $j = 0, \ldots, k_i$, which can capture the stochastic behavior of the solution near $x_i$. Let $\xi^0_0(\omega) = 1$.

- Find $c^i_j$, $i = 1, \ldots, n$, $j = 0, \ldots, k_i$, such that for all $i' = 1, \ldots, n$, $j' = 0, \ldots, k_{i'}$,

$$\int_D \int_D \sum_{i=1}^n \sum_{j=0}^{k_i} c^i_j \xi^i_0 \nabla \phi_i(x)^T a(x, \omega) \xi^j_{\omega} \nabla \phi_{i'}(x) dx \, d\omega = \int_D \int_D f(x) \xi^i_0 \phi_{i'}(x) dx \, d\omega.$$ 

The corresponding linear system is uniquely solvable if for each $i$, $\xi^i_0(\omega)$, $j = 0, \ldots, k_i$ are linearly independent, i.e.,

$$\sum_{j=0}^{k_i} c^i_j \xi^i_0(\omega) = 0 \iff c^i_j = 0.$$

- Recover the numerical solution as

$$u_h(x, \omega) = \sum_{i=1}^n \sum_{j=0}^{k_i} c^i_j \phi_i(x) \xi^i_0(\omega).$$

- A posteriori error estimation and correction.
The novelty of the HSFEM framework is that the equation is discretized in the stochastic and spatial directions simultaneously using the heterogeneous coupling of spatial basis with local stochastic basis, and this allows for spatially heterogeneous stochastic structure of the solution space. Given this HSFEM framework, a suitable local stochastic basis still need to be chosen. Different choices of \( \{ \xi_i^j(\omega) \} \) lead to different numerical formulations of equation (1.4). For example, if \( \xi_i^j(\omega) \) are chosen to be the orthonormal polynomials \( H_\alpha(\omega) \) in the PC methods for all \( i \), then the HSFEM is equivalent to the PC methods. This implies that the HSFEM framework is a generalization of the PC methods using problem-dependent and local stochastic basis to approximate the solution space. If the stochastic operator enjoys the (strong) Operator-Sparsity and a suitable local stochastic basis \( \{ \xi_i^j(\omega) \} \) is chosen, then based on (2.4) and (3.4), this HSFEM framework can attain high accuracy using only a small number of coupling basis functions \( S = \sum_i^{n} k_i + n \). So the HSFEM framework provides a novel direction to attack the curse of dimensionality by exploiting local stochastic structure of the solution space.

In the following section, we provide a sampling method to construct the local stochastic basis using the randomized range finding approximations of (4.2). The basic idea is using

where \( \epsilon \) is the best accuracy in approximating \( \xi_i^j(\omega) \) to the stochastic part of the solution at \( x \). \( \xi_i^j(\omega) \) are good candidates for the local stochastic basis functions. Since the local stochastic basis functions are close to optimal in capturing the local stochastic behavior of the solution space in the \( L^2(\Omega) \) sense if the singular values in the KL expansion of the Green’s function decay fast.

4 A Sampling Method to Construct the Local Stochastic Basis

In this section we first introduce the compact linear operator \( T_i \), which maps the forcing \( f(x) \) to the stochastic part of the solution at node point \( x_i \). We apply the randomized range finding techniques to \( T_i \) to construct the local stochastic basis. Numerical implementation details are given.

4.1 The Linear Compact Operator \( T_i \)

Since the local stochastic basis functions \( \xi_i^j(\omega), j = 1, \ldots, k_i \) are used to approximate the behavior of the solution in the stochastic direction near \( x_i \), we consider the following linear operator that maps the forcing function to the stochastic part of the solution at \( x_i \):

\[
T_i : f(x) \mapsto u(x_i, \omega) - E[u(x_i, \omega)].
\]

(4.1)

In dimension \( d \leq 3 \), \( T_i \) is actually a compact linear operator mapping from \( L^2(D) \) to \( L^2(\Omega) \), whose singular value decomposition has already been given by (2.7),

\[
T_i f(y) = \sum_{j=1}^{\infty} \sigma_i^j \eta_i^j(\omega) \int_D \psi_i^j(y)f(y)dy,
\]

where \( \sigma_i^j, \eta_i^j(\omega) \) and \( \psi_i^j(x) \) come from the KL expansion of the Green’s function (2.9). The subspace of \( L^2(\Omega) \) spanned by the first \( k \) left singular vectors of \( T_i \)

\[
\text{span}\{\eta_1^i(\omega), \eta_2^i(\omega), \ldots, \eta_k^i(\omega)\}
\]

(4.2)

is the best \( k \) dimensional approximation of the range of \( T_i \) in the \( L^2(\Omega) \) sense. So \( \eta_i^j(\omega), j = 1, \ldots, k_i \), are good candidates for the local stochastic basis functions \( \xi_i^j(\omega), j = 1, \ldots, k_i \).

Based on our analysis of the Green’s function in section 2.3, we have \( \sum_{j=1}^{\infty} (\sigma_i^j)^2 < C_i^2 \). So to obtain \( \epsilon \) accuracy in approximating \( T_i \) in the \( L^2(\Omega) \) sense, at most \( [C_i^2/\epsilon^2] \) stochastic basis functions are required, which depends on the ellipticity of the operator, but is independent of the dimension of \( \omega \).

However, it is impractical to construct \( \text{span}\{\eta_1^i(\omega), \eta_2^i(\omega), \ldots, \eta_k^i(\omega)\} \) by doing KL expansion to the Green’s function. In this section we develop a sampling method using the randomized range finding algorithm to construct the local stochastic basis, which can capture the main action of \( T_i \) and is an approximation of (1.2). The basic idea is using \( T_i \) to act on some random matrix \( \Omega \), then the main action of \( T_i \) can be extracted through an orthogonalization process from the image \( T_i \Omega \).

4.2 Discretization of \( T_i \)

We first discretize the domain of \( T_i, L^2(D) \) using a set of orthonormal basis functions

\[
\hat{D} = \{ \Phi_1(x), \Phi_2(x), \ldots, \Phi_N(x) \}.
\]

(4.3)
In our numerical examples in section 6, the domain \( D \) is chosen to be \([0, 1]^d\), and we discretize \( D \) using uniform mesh of size \( h \). \( \hat{D} \) is chosen to be the first \( N = (2l + 1)^d \) Fourier modes with \( l = \frac{1}{2\pi} \), i.e.,

\[
\hat{D} = \otimes_{i=1}^d \{1, \ldots, 2 \sin(2\pi l x_i), 2 \cos(2\pi l x_i)\},
\]

which contains all the Fourier modes that can be resolved by the given mesh.

**Remark 4.1.** \( L^2(D) \) is an infinite dimensional space and cannot be approximated using finite basis functions. However, in this paper we seek to construct finite dimensional space \( \mathcal{V}_h \) (2.4) to approximate the solution space to (1.1). Assuming now the constructed space \( \mathcal{V}_h \) can make (2.4) hold for all \( f(x) \in \hat{D} \), i.e., for any \( f(x) \in \hat{D} \), there exists \( u_h(x, \omega) \in \mathcal{V}_h \) such that

\[
\| u(x, \omega) - u_h(x, \omega) \|_H \leq \epsilon \| f(x) \|_{L^2(D)}.
\]

where \( \| \cdot \|_H \) can be either \( L^2(D \times \Omega) \) or \( L^2(H^1(D), \Omega) \) norm. Then for any \( f(x) \in L^2(D) \), we have \( f(x) = f_1(x) + f_2(x) \), where \( f_1(x) \in \hat{D} \) and \( f_2(x) \in \hat{D}^\perp \). \( \hat{D}^\perp \) is the orthogonal complement of \( \hat{D} \) in \( L^2(D) \) and consists of high frequency Fourier modes. Then for \( f_2(x) \in \hat{D}^\perp \), \( \| f_2(x) \|_{H^{1/2}(D)} \leq C \| f_2(x) \|_{L^2(D)} \leq Ch \| f_2(x) \|_{L^2(D)} \) according to (4.4) and the fact that we have chosen \( l = 1/2h \).

The solution \( u(x, \omega) \) can be divided into \( u(x, \omega) = u_1(x, \omega) + u_2(x, \omega) \) correspondingly, and there exists \( u_h^1(x, \omega) \in \mathcal{V}_h \) such that \( \| u_1(x, \omega) - u_h^1(x, \omega) \|_H \leq \epsilon \| f_1(x) \|_{L^2(D)} \). Then

\[
\| u(x, \omega) - u_h^1(x, \omega) \|_H \leq \epsilon \| f_1(x) \|_{L^2(D)} + \| u_2(x, \omega) \|_H,
\]

and according to (1.3), \( \| u_2(x, \omega) \|_H \leq C \| f_2(x) \|_{H^{1/2}(D)} \leq Ch \| f_2(x) \|_{L^2(D)} \). Then

\[
\| u(x, \omega) - u_h^1(x, \omega) \|_H \leq \epsilon + C \| f(x) \|_{L^2(D)} \leq C\epsilon \| f(x) \|_{L^2(D)},
\]

where we have assumed \( h \) is small \( (h < \epsilon) \) in the second inequality. (4.5) implies that when constructing trial space \( \mathcal{V}_h \) to approximate the solution space of (1.1) for \( f(x) \in L^2(D) \), we do not need to consider the high frequency part of \( L^2(D) \) that cannot be resolved by the given mesh.

With this discretization of \( L^2(D) \), we define \( P_1 \) as the mapping from \( R^N \) to \( \hat{D} \),

\[
P_1 v = \sum_{i=1}^N v_i \Phi_i(x), \quad \text{for} \quad v = [v_1, v_2, \ldots, v_N]^T.
\]

\( P_1 \) is an isometry because we have chosen \( \Phi_i(x) \) to be orthonormal.

Then we consider discretizing the range of \( T_i \) using a set of orthonormal functions in \( L^2(\Omega) \). For example, we can use orthonormal polynomials,

\[
\{H_1(\omega), H_2(\omega), \ldots, H_M(\omega)\}.
\]

Then we define the projection operator \( P_2 \) that maps from \( L^2(\Omega) \) to \( R^M \),

\[
P_2 H(\omega) = (u_1, \ldots, u_M)^T, \quad \text{s.t.} \quad \forall j, \quad \left( H(\omega) - \sum_{i=1}^M u_i H_i(\omega) \right) \perp H_j(\omega).
\]

With the discretization of \( L^2(D) \) and \( L^2(\omega) \) using \( P_1 \) and \( P_2 \), \( T_i \) is discretized to

\[
\hat{T}_i = P_2 T_i P_1,
\]

which is a linear map from \( R^N \) to \( R^M \) thus is a matrix. \( M \) and \( N \) should be large to make sure the discretization error introduced in (4.4) and (4.7) is small.

We want to approximate the range of \( \hat{T}_i \), which means finding a matrix \( Q_i \) with orthonormal columns, such that \( \|(I - Q_i Q_i^T)\hat{T}_i\| \) in the operator norm is small. Note that \( Q_i Q_i^T \) is the projection operator to the column space of \( Q_i \). Once we get \( Q_i = (q_i^1, \ldots, q_i^{k_i}) \), which is a \( M \times k_i \) matrix, we can construct the corresponding stochastic basis \( \xi_i^j(\omega) \) approximating the range of \( T_i \) based on the operator \( P_2 \),

\[
\xi_i^j(\omega) = \sum_{l=1}^M H_l(\omega) q_i^j, \quad j = 1, \ldots, k_i,
\]

where \( H_l(\omega) \) are the orthonormal basis functions in \( L^2(\Omega) \) (4.7).

We apply the randomized range finding algorithms [10, 21] to \( \hat{T}_i \) to construct the \( Q_i \).
4.3 The Randomized Range Finding Algorithms

Given a large matrix $A = \hat{T}$ and a tolerance $\epsilon$, we want to construct a matrix $Q$ with orthonormal columns, whose column space can capture the main action of $A$, namely (in operator norm)

$$\|(I - QQ^T)A\| \leq \epsilon,$$  \hspace{1cm} (4.10)

where $I - QQ^T$ is the projection operator to the orthogonal complement of the column space of $Q$.

The basic idea of the randomized range finding algorithm is using the operator $A$ to act on a random matrix $\Omega$ and extracting the main action of $A$ from the image $A\Omega$. The following lemma [19] can be used a posteriori to confirm that (4.10) holds (with high probability).

**Lemma 4.1.** Let $B$ be a real $m \times n$ matrix. Fix a positive integer $r$ and a real number $\alpha > 0$. Draw an independent family of standard Gaussian vectors

$$\{\omega^{(i)} : i = 1, 2, \ldots, r\}.$$  

Then

$$\|B\| \leq \alpha \sqrt{\frac{2}{\pi}} \max_{i=1,\ldots,r} \|B\omega^{(i)}\|$$  \hspace{1cm} (4.11)

except with probability $\alpha^{-r}$.

**Algorithm 4.1** Adaptive Randomized Range Finder

1. Draw standard Gaussian vectors $\omega^{(1)}, \ldots, \omega^{(r)}$ of length $N$.
2. For $i = 1, 2, \ldots, r$ compute $y^{(i)} = A\omega^{(i)}$.
3. $j = 0$.
4. $Q^{(0)} = []$, the $m \times 0$ matrix.
5. while $\max(|y^{(j+1)}|, |y^{(j+2)}|, \ldots, |y^{(j+r)}|) > \epsilon/(10\sqrt{2/\pi})$ do
6. \hspace{1cm} $j = j + 1$.
7. Overwrite $y^{(j)}$ by $(I - Q^{(j-1)}Q^{(j-1)^T})y^{(j)}$.
8. $q^{(j)} = y^{(j)}/\|y^{(j)}\|$.
9. $Q^{(j)} = [Q^{(j-1)} q^{(j)}]$.
10. Draw a standard Gaussian vector $w^{j+r}$ of length $n$.
11. $y^{(j+r)} = (I - Q^{(j)}(Q^{(j)})^T)A\omega^{(j+r)}$.
12. for $i = (j+1), (j+2), \ldots, (j+r-1)$, do
13. \hspace{1cm} Overwrite $y^{i}$ by $y^{(i)} - q^{(j)}(q^{(j)}, y^{(i)})$.
14. end for
15. end while
16. $Q = Q^{(j)}$

Algorithm 4.1 [19] produces an orthonormal $Q$ such that (4.10) holds with probability at least $1 - \min\{M, N\}10^{-r}$. The $Q$ is obtained by Gram-Schmidt orthogonalization in Step 7, 8, 9 to the image $A\Omega$. Lemma 4.1 is used in Step 5 with $B = (I - QQ^T)A$, $\omega^{(i)} = \omega^{i+1}$, $i = 1, \ldots, r$ to check whether the returned $Q$ makes (4.10) hold. The error estimation in this Algorithm is almost free since the computed $(A - Q^TQA)\omega^{j+1}$ can be put back in $Q$ after normalization if (4.11) is not satisfied. Another strategy to extract the main action of $A$ from the image $A\Omega$ is by Singular Value Decomposition as [25]. This strategy together with error estimation using Lemma 4.1 leads to Algorithm 4.2 which produces an orthonormal $Q$ such that (4.10) holds with probability at least $1 - 2 \min\{M, N\}10^{-r}$. In Step 9, 10, 11, the first several left singular vectors of $W = A\Omega$ are selected to make (4.11) hold. If all the left singular vectors of $W$ cannot make (4.11) hold in Step 10, $W$ will be enriched in Step 15.

Algorithm 4.2 is more expensive than Algorithm 4.1 because of the SVD process, which might need to be done several times. But based on our numerical tests, Algorithm 4.2 in general returns a relatively smaller $Q$ because of the SVD procedure. We actually implement both Algorithms in the HSFEM framework, and their performances are very similar. For clarity we use Algorithm 4.2 to demonstrate the implementation and efficiency of our method for the rest of this paper. We remark that the estimate (4.11) is pessimistic [19], so in practice a small $r$ in the a posteriori estimation is enough.

4.4 Implementation Details of the Sampling Method

We apply Algorithm 4.2 to the operator $\hat{T}_i$, $i = 1, \ldots, n$ to construct the local stochastic basis. Note that $T_i$ is defined as a solution operator to equation (1.1), so we do not have direct access to each entry
of \( \hat{T}_i \). However, for any \( v = (v_1, \ldots, v_N)^T \in \mathbb{R}^N \), based on (4.8), we can compute \( \hat{T}_i v \) by solving equation (1.1) using the forcing function

\[
f(x) = \sum_{i=1}^{n} v_i \Phi_i(x).
\]

Denote the solution as \( u(x, \omega) \), then we have

\[
\hat{T}_i v = P_2 (u(x_i, \omega) - E[u(x_i, \omega)]),
\]

where \( P_2 \) is defined in (4.8), and this means we have access to matrix-vector multiplication of \( \hat{T}_i \).

Fortunately, Algorithm 4.2 does not require access to each entry of \( A = \hat{T}_i \). It only involves using the operator to act on a random matrix \( \hat{\Omega} \), which we have access to based on (4.12), and doing singular value decomposition to the image. We never need to implement the projection operator \( P_2 \) in practice. Instead we view the columns of the image \( W = A\Omega \) as \( L^2(\Omega) \) vectors and do Singular Value Decomposition in Step 6 and Gram-Schmidt orthonormalization in Step 9 according to the \( L^2(\Omega) \) inner product.

To avoid doing SVD more than once, we choose the initial \( K \) in Step 4 large enough, such that the main action of \( A \) can be captured in \( W \) in Step 4, i.e., \( W \) does not need to be enriched in Step 15. The implementation details of this sampling method are given below:

1. Generate a Gaussian matrix \( \Omega \) of size \( N \times r \), and get the corresponding \( r \) forcing functions based on the operator \( P_1 \),

\[
f^p(x) = \sum_{q=1}^{N} \Omega(q, p) \Phi_q(x), \quad p = 1, \ldots, r.
\]

Solve Equation (1.1) using forcing \( f^p(x) \), \( p = 1, \ldots, r \), and denote the solutions as \( u^p(x, \omega) \). Let

\[
Y^p(x)(\omega) = u^p(x_i, \omega) - E[u^p(x_i, \omega)].
\]

2. Generate a Gaussian matrix \( \Omega \) of size \( N \times K \), and get the corresponding \( K \) forcing functions based on the operator \( P_1 \),

\[
f_p(x) = \sum_{q=1}^{N} \Omega(q, p) \Phi_q(x), \quad p = 1, \ldots, K.
\]

This means we are sampling each operator \( \hat{T}_i \) using the same random matrix \( \Omega \). Solve equation (1.1) with forcing \( f_p(x) \), \( p = 1, \ldots, K \), and denote the solutions as \( u_p(x, \omega) \). Let

\[
y^{(p)}_i(\omega) = u_p(x_i, \omega) - E[u_p(x_i, \omega)], \quad i = 1, \ldots, N, \quad p = 1, \ldots, K.
\]
3. For each node point \( x_i \), compute the \( K \times K \) matrix \( C_i \) as

\[
C_i(p, q) = \int_{\Omega} y_i^p(\omega) y_i^q(\omega) dP,
\]

which is symmetric and positive semi-definite.

4. For each \( i \), compute the eigen-decomposition of \( C_i \), which is

\[
C_i = \sum_{j=1}^{K} \lambda_j^i V_j^i (V_j^i)^T,
\]

where \( V_j^i \) are \( K \times 1 \) matrix. \( C_i \) can be decomposed efficiently if \( K \) is small.

5. Denote the \( p \)-th entry of \( V_j^i \) as \( V_j^i(p) \), then we get the stochastic basis functions for each node \( x_i \).

\[
\xi_j^i(\omega) = \sqrt{\frac{1}{\lambda_j^i}} \sum_{l=1}^{K} V_j^i(l) y_i^l(\omega), \quad j = 1, \ldots, K.
\]

6. For each \( i \), find the smallest \( \gamma = k_i \) such that for all \( p = 1, \ldots, r \),

\[
\| Y_i^p(\omega) - \sum_{j=1}^{\gamma} \int_{\Omega} Y_i^p(\omega) \xi_j^i(\omega) dP \xi_j^i(\omega) \| \leq \epsilon / (10 \sqrt{2/\pi}).
\]

Then the local stochastic basis functions \( \xi_j^i(\omega) \) at node \( x_i \) are

\[
\xi_j^i(\omega), \quad j = 1, \ldots, k_i.
\]

They have mean 0, variance 1, and are orthogonal to each other.

**Remark 4.2.** The constructed local stochastic basis functions are not exactly the first several left singular vectors of \( T_i \), but to obtain certain accuracy in \( L^2(\Omega) \), the number of returned local stochastic basis functions is close to the optimal \( k_i \) if the singular values of \( T_i \) decay fast [19].

**Remark 4.3.** Following the same argument as Lemma 2.1, we know that there is high probability that the trial space \( V_h \) constructed using the sampling method has the following approximation property,

\[
\inf_{v(x, \omega) \in V_h} \| u(x, \omega) - v(x, \omega) \|_{L^2(D \times \Omega)} \leq C \epsilon. \quad (4.13)
\]

Note that according to (3.4), the HSFEM searches the best approximation of the solution within the trial space \( V_h \) in \( L^2(H^1_0(D), \Omega) \), not \( L^2(D \times \Omega) \). So the approximation property (4.13) cannot guarantee convergence of the numerical solution in \( L^2(D \times \Omega) \). Convergence analysis of the HSFEM framework will be given in our future work. Numerical results in section 4 suggest that the local stochastic basis constructed using the sampling method works well within the HSFEM framework.

## 5 Numerical Implementation of the HSFEM

In this section, we address several issues concerning the implementation of the HSFEM. We first summarize the outline of the whole algorithm and estimate the main computational cost. Methods to reduce the offline computational cost and an online error estimation and correction procedure are given. Then we discuss two ways of discretization in the stochastic direction. The HSFEM is parallel in nature and can be easily implemented on a parallel machine to attain more computational savings.

### 5.1 Outline of the Whole Method and Main Computational Cost

The HSFEM involves two stages: the offline stage and the online stage. In the offline stage, we construct the local stochastic basis by sampling the operator using randomly generated forcing functions for a number of times and form the stiffness matrix. In the online stage, we solve equation (1.1) efficiently for multiple forcing functions using the coupling basis constructed from the offline stage.

The **offline stage** involves the following procedures:
• Construct the local stochastic basis functions using Algorithm 1 and denote them as
  \[ \xi_i^j(\omega), \quad i = 1, \ldots, n, \quad j = 0, \ldots, k_i. \]
  The implementation details are given in the previous section.

• Construct the coupling basis \( \{ \phi_i(x)\xi_i^j(\omega) \} \) and compute the stiffness matrix \( SM \).
  - Let \( S \) be the number of coupling basis functions \( S = \sum_{i=1}^n k_i + n \), then \( SM \) is of size \( S \times S \).
  - Let \( R \) be the relabeling function that maps each pair \( (i, j), i = 1, \ldots, n, \ j = 0, \ldots, k_i \) to the
    global index of the coupling basis function \( \phi_i(x)\xi_i^j(\omega): \ R(i, j) = \sum_{i=1}^{i-1}(k_i + 1) + j + 1. \)
  - Compute the stiffness matrix as
    \[
    SM(R(i_1, j_1), R(i_2, j_2)) = \int_\Omega \int_D \xi_{i_1}^j(\omega)\nabla \phi_{i_1}(x)^T a(x, \omega)\xi_{i_2}^{j_2}(\omega)\nabla \phi_{i_2}(x) dx dP. \tag{5.1}
    \]

Since \( \phi_i(x) \) has only local support, the stiffness matrix is sparse.

The offline stage could be quite expensive because in constructing the local stochastic basis, we need to solve equation (1.1) with randomly chosen forcing functions using traditional methods for \( K \) times
and do singular value decomposition to \( \hat{\Omega} \), which has \( K \) columns. However, if the singular values of operator \( T_0 \) decay fast, a small \( K \) is enough for the construction of the local stochastic basis.
Our numerical results in section 6 demonstrate that this indeed holds for elliptic operators with several types of stochastic input. For \( K \) small, the main computational cost in the offline stage comes from sampling the stochastic operator \( K \) times. It is of order
\[
O(KMn^2), \tag{5.2}
\]
where \( M \) is the number of sampling points (we use the SC or MC method in our numerical examples in section 6). On each sampling point, we need to solve a deterministic elliptic equation using \( \phi_i(x) \). We have assumed the computational cost of solving a sparse \( n \times n \) linear system is \( O(n^2) \) in (5.2).

In the online stage we consider solving the equation with \( F \) different forcing functions:

• For each forcing function \( f(x) \), construct the load vector \( b \), which is of size \( S \times 1 \).
  \[
  b(R(i, j)) = \int_\Omega \int_D \xi_{i}^j(\omega)\phi_i(x)f(x) dx dP. \tag{5.3}
  \]

The local stochastic basis constructed using the sampling method in the previous section has mean 0, so only the \( R(i, 0) \)th entries, \( i = 1, \ldots, n \), of the load vector \( b \) are non-zero.

• Solve \( c_i^j \) from the linear system
  \[
  SM \times c = b. \tag{5.4}
  \]
  Then the numerical solution is
  \[
  u_{h}(x, \omega) = \sum_{i=1}^n \sum_{j=1}^{k_i} c_i^j(\phi_i(x)\xi_i^j(\omega). \tag{5.5}
  \]

• Compute the quantities of interest based on the numerical solution \( u_{h}(x, \omega) \).

Since the local stochastic basis functions at each node are orthonormal, we can compute the mean and variance of the solution efficiently without assembling the local stochastic basis functions.
\[
E[u(x_i, \omega)] = c_i^0, \quad \sigma^2[u(x_i, \omega)] = \sum_{j=1}^{k_i} (c_i^j)^2. \tag{5.6}
\]

In the online stage, the main computation cost comes from solving the linear system (5.4). If the average number of stochastic basis functions for each node, \( k_i \), is small, then the linear system (5.4) is small \( (kn \times kn) \) and sparse, thus can be solved efficiently. The total online computational cost is of order
\[
O(Fk^2n^2), \tag{5.6}
\]
in which we again assume sparse linear system of size \( kn \times kn \) can be solved in \( O(k^2n^2) \) operations.
Combining (5.2) and (5.6), we get that the total computational cost of the HSFEM is
\[ C_1 KMn^2 + C_2 F k^2 n^2, \]  
where \( C_1 \) and \( C_2 \) are two generic constants. On the other hand, if the equation is solved using SC methods for \( F \) times, the computational cost is
\[ C_1 FMn^2. \]  
(5.8)

The computational cost of SC method and the HSFEM in the multi-query setting is illustrated in Figure 1. The \( T \) in the vertical axis is the offline computational cost of the HSFEM, \( T \approx C_1 KMn^2 \). The \( F^* \) in the horizontal axis is the critical number of queries when the cost of SC and the HSFEM are equal, \( F^* \approx C_1 KMn^2 / (C_1 M n^2 - C_2 k^2 n^2) \). The slope of the blue line \( k^2 n^2 \) is much less than that of the red line \( M n^2 \) when the elliptic operator enjoys the Operator-Sparsity, which means \( k \) is small.

![Figure 1: Computational cost of SC methods and the HSFEM in the multi-query setting.](image)

Based on the computational cost (5.7) and (5.8), we can see that:

- If the stochastic operator enjoys the Operator-Sparsity, which means \( k \) is small, the online computation can be very efficient since the linear system we solve is sparse and small.
- Our method can achieve computational savings only if \( F > F^* \).

If the equation (1.1) only needs to be solved once, then our method cannot bring in any computational savings because of the offline computation. However, if we need to solve it multiple times with different forcing functions, then our method can be very efficient.

5.2 Methods to Reduce the Offline Computational Cost and An Online Error Estimation and Correction Procedure

The offline computational cost is expensive since it requires solving equation (1.1) \( K \) times with randomly chosen forcing functions using a traditional method. We discuss methods to reduce the offline computational cost and an online error estimation and correction procedure in this subsection.

The following strategies can be considered to reduce the offline computational cost:

- Construct the local stochastic basis on a coarser mesh.
  
  We can use a coarser mesh in the offline stage to reduce the \( n \) in (5.2). To be specific, let \( x^i, i = 1, \ldots, n_c \) be a coarse mesh and \( \phi^i(x), i = 1, \ldots, n_c \) be the corresponding coarse mesh piecewise linear basis. We use \( \phi^i(x) \) to discretize the equation in the offline stage and the sampling solutions are represented by \( \phi^i(x) \). We restrict them to the fine mesh nodes \( x_i, i = 1, \ldots, n \), and then follow the implementation details in section 4.4 to construct the local stochastic basis functions associated with \( x_i \). Similar strategy has been employed to reduce computational cost in [9, 12].

- Choose a relatively large \( \epsilon \) in the randomized range finding algorithm.
In certain cases, the singular values of operator $T_i$ do not decay very fast, and a large number of local stochastic basis functions are required to obtain accuracy $\epsilon$, thus the required $K$ in the offline stage is large. To reduce the offline computational cost, we can choose a relative larger $\epsilon$, thus reduce the $K$ in the computational cost (5.2). Note that the constructed local stochastic basis using the larger $\epsilon$ is not as accurate, and the online numerical solutions may have large error.

- Choose a small $K$ in the randomized range finding algorithm.

It will be shown in section 6 that the solution space to (1.1) has spatially heterogeneous stochastic structure, and the required number of local stochastic basis functions $k_i$ are different for different nodes $x_i$. If for certain (small) region of the domain, the required number of local stochastic basis functions $k_i$ is very large, then a large $K$ is required in the offline stage. However, for other regions of the domain, a smaller $K$ may be enough in Algorithm 4.2. To reduce the computational cost, we can choose a relatively small $K$. And in the Step 8-14 of Algorithm 4.2 if all the left singular vectors of $A\Omega$ cannot make (4.1) hold, we simply return the Algorithm with $Q = [U_1, \ldots, U_K]$.

The strategies mentioned above can reduce the offline computational cost to some degree, but the resulting local stochastic basis is not as accurate, and the corresponding online numerical solution may have large error. Here we introduce a procedure of online error estimation and correction [9] through Monte Carlo sampling. We want to emphasize that this a posteriori error estimation and correction procedure can be incorporated into the HSFEM framework to get more faithful numerical results even if the above strategies to reduce offline computational cost are not taken.

In many practical UQ problems, we care about the statistical quantity of the solution $u(x, \omega)$, which we denote by $E[g(u(x, \omega))]$, where $g$ is a functional defined on realizations of the stochastic solution. Denote $\omega^i, i = 1, \ldots, N_{MC}$ as $N_{MC}$ Monte Carlo sampling points, then $E[g(u(x, \omega))]$ can be approximated by

$$I_{N_{MC}}[g(u)] = \frac{1}{N_{MC}} \sum_{n=1}^{N_{MC}} g(u(x, \omega^n)). \tag{5.9}$$

We denote the error of the Monte Carlo estimator (5.9) as

$$\epsilon_{g(u)}(N_{MC}) = E[g(u)] - I_{N_{MC}}[g(u)].$$

Then $\epsilon_{g(N_{MC})}$ is a random variable, and according to the central limit theorem, the root-mean-square error of the Monte Carlo estimator (5.9) decays with $N_{MC}$ like

$$\sqrt{E[\epsilon_{g(u)}^2(N_{MC})]} = \frac{\sigma[g(u)]}{\sqrt{N_{MC}}},$$

where $\sigma[g(u)]$ is the standard deviation (SD) of $g(u)$. Note that the decay rate of the error $\frac{1}{\sqrt{N_{MC}}}$ is low, and this limits the application of MC methods. One way to accelerate the convergence is reducing the variance of $g(u)$. Using the HSFEM numerical solution $u_h(x, \omega)$, we can divide $E[g(u)]$ as

$$E[g(u(x, \omega))] = E[g(u_h(x, \omega))] + E[g(u(x, \omega)) - g(u_h(x, \omega))] \approx E[g(u_h)] + \frac{1}{N_{MC}} \sum_{k=1}^{N_{MC}} (g(u(x, \omega^k)) - g(u_h(x, \omega^k))). \tag{5.11}$$

The first part in (5.11) can be efficiently computed using the HSFEM in the online stage. As to the second part, which is a Monte Carlo estimator, we have that its root-mean-square error decays as

$$\sqrt{E[\epsilon_{g(u) - g(u_h)}^2(N_{MC})]} = \frac{\sigma[g(u) - g(u_h)]}{\sqrt{N_{MC}}},$$

where $\sigma[g(u) - g(u_h)]$ is the SD of $g(u) - g(u_h)$.

We make a key assumption here that the numerical solution $u_h$ using the HSFEM, even though may be not accurate, can still capture the main stochastic part of $u(x, \omega)$. Then $g(u) - g(u_h)$ has significantly smaller variance than $g(u)$, and much fewer MC samples in approximating $E[g(u) - g(u_h)]$ in (5.11) than in (5.9) is enough to obtain high accuracy. From this point of view, the HSFEM can be viewed as a tool for variance reduction. We denote $\tau(\omega) = g(u) - g(u_h)$, which has relatively small variance, and set a threshold $\epsilon$. Then the error correction procedure includes:

1. Generate $N_{MC}$ MC samples, $\omega^k, k = 1, \ldots, N_{MC}$.
2. Denote $\hat{\tau}$, and $\bar{\tau}$ as

$$\bar{\tau} = \frac{1}{N_{MC}} \sum_{k=1}^{N_{MC}} \tau(\omega^k), \quad \hat{\tau} = \sqrt{\frac{1}{N_{MC}(N_{MC}-1)} \sum_{k=1}^{N_{MC}} (\tau(\omega^k) - \bar{\tau})^2}. \quad (5.12)$$

Then an approximate 95%-level confidence interval of $E[\tau(\omega)]$ is given by $[\bar{\tau} - 2\hat{\tau}, \bar{\tau} + 2\hat{\tau}]$.

3. Consider the following three cases:

- $|(\bar{\tau} + 2\hat{\tau})/|E[g(u_h)]| \leq \varepsilon$, which means the numerical result using the HSFEM is accurate. Then we use $E[g(u_h)]$ as a faithful approximation of $E[g(u)]$.
- If the first case does not hold, but $\bar{\tau} < \varepsilon |E[g(u_h)]| + \hat{\tau}$, which means the error in the estimate of $E[\tau]$ is negligible. Then we use $E[g(u_h)] + \hat{\tau}$ as a faithful approximation of $E[g(u)]$.
- If neither of the above two cases holds, which means the number of MC samples $N_{MC}$ is not large enough, then we double the sampling number $N_{MC}$ and go back to step 1.

5.3 Discretization in the Stochastic Direction

In the spatial direction, the domain $D$ is discretized using a mesh with nodes $x_i, i = 1, \ldots, n$, and the solution is represented using the standard piecewise linear basis, $\phi_i(x), i = 1, \ldots, n$. While in the stochastic direction, there are basically two ways of discretization:

- Represent the local stochastic basis and numerical solution using a set of orthonormal polynomials. In the offline stage we use PC methods to solve equation (1.1), or if we use SC methods to solve the equation and interpolate the solution using orthonormal polynomials, then the local stochastic basis and numerical solutions will be represented in this way.
- Discretize $(\Omega, P)$ using sampling points $\theta^1, \theta^2, \ldots, \theta^M$ with weights $w^1, w^2, \ldots, w^M$. If in the offline stage we use SC methods or MC methods to solve equation (1.1), then the numerical solutions and local stochastic basis functions are represented in this way. In MC methods $w^i = \frac{1}{\Omega}$, while in SC methods $\theta^i$ and $w^i$ are determined by the underlying probability measure.

In our numerical examples, we use the second way to discretize the problem in the stochastic direction, i.e., in the offline stage we solve the equation on sampling points $\theta^i, i = 1, \ldots, M$ and the local stochastic basis functions are stored as length-M vectors. In computing the stiffness matrix (5.1) and load vector (5.3), we use the same set of sampling points $\theta^i$ and weights $w^i$ for numerical integration.

The Smolyak sparse grid quadrature [28, 31] can alleviate the curse of dimensionality to some degree when the dimension of the stochastic input is not very high and the solution has high regularity in the stochastic direction. In our numerical examples we use the Smolyak sparse grid to generate $\theta^i$ and $w^i$ when the dimension of the stochastic input is not very high. Otherwise we use Monte Carlo method to generate $\theta^i$ and set the weights $w^i = \frac{1}{\Omega}$, for $i = 1, \ldots, M$.

Under this discretization, our final numerical solution $u_h(x, \omega)$ (5.5) is also defined on the sampling points $\theta^i$. If $\theta$ and $w$ are chosen to be the sparse grid collocation points, we can recover $u(x, \omega)$ for any $\omega \in \Omega$ using polynomial interpolation. [28, 31] When MC sampling points are used, we can only compute the statistical quantities of the solutions based on their values on these sampling points.

5.4 Parallelization of the HSFEM

The offline computation cost of the HSFEM can be expensive if a large $K$ is chosen, but the HSFEM is parallel in nature and can be easily implemented on a parallel machine. To be specific:

- The offline stage involves solving equation (1.1) for a number of times using randomly generated forcing functions. These forcing functions are independent, thus this process can be parallelized.
- In the construction of local stochastic basis, we need to do singular value decomposition on each node point. And these decompositions are independent, thus can be parallelized.
- In the online stage, after solving equation (5.3) and getting the coefficients $c_i^j$, we need to assemble the coupling basis functions $\phi_i(x)c_i^j(\omega)$ to recover the numerical solution $u_h(x, \omega)$ (5.5). The assembling is independent on each node point thus can be parallelized.
6 Numerical Results

In this section, we present numerical results to demonstrate that:

- The solution space to stochastic elliptic equation has spatially heterogeneous stochastic structure, and this can be recognized by the HSFEM in the offline stage.
- Several elliptic operators with high dimensional stochastic input enjoys the Operator-Sparsity.
- The local stochastic basis constructed using the sampling method works well within the HSFEM framework. And the HSFEM can take advantage of the sparsity of the operator to attain significant computational savings while maintaining high accuracy in the online stage.

To quantify the accuracy of our numerical solution, we need to compare it with the exact solution. However in most cases it is impossible to construct the exact solution analytically, so we instead choose a suitable numerical solution as a reference. In our numerical implementation, we discretize the domain \( D \) using a piecewise linear basis \( \phi(x) \), and discretize \((\Omega,P)\) using sampling points \( \theta^i \) with weights \( w^i \). Then the error in our numerical solution \( u_h(x,\omega) \) can be divided into two parts as

\[
u_h(x,\omega) - u(x,\omega) = [u_d(x,\omega) - u(x,\omega)] + [u_h(x,\omega) - u_d(x,\omega)], \tag{6.1}
\]

where \( u_d(x,\omega) \) is the numerical solution to equation \( (1.1) \) using the SC (or MC) method. \( u_d(x,\omega) \) is obtained by solving equation \( (1.1) \) on the discrete sampling points \( \theta^i, i = 1,\ldots,M \), using the spatial basis \( \phi_i(x) \), \( i = 1,\ldots,n \). The first part of the error in \( \text{(6.1)} \) is the discretization error, which comes from the discretization of \( D \) and \( \Omega \). The second part of \( \text{(6.1)} \) comes from our selection of finite local stochastic basis functions from \( L^2(\Omega) \).

For the purpose of evaluating the performance of the HSFEM, we ignore the discretization error and only consider the second part of the error, namely, we use \( u_d(x,\omega) \) as the reference solution. In the rest of this section we denote \( u_d(x,\omega) \) as \( u(x,\omega) \) for simplicity.

In each of our numerical examples in this section we compute the average number of the local stochastic basis functions constructed in the offline stage, which is

\[
k = \sum_{i=1}^{n} \frac{k_i}{n}.
\]

If \( k \) is small, and the numerical error using the HSFEM is small, then a small set of coupling basis \( \{\phi_i(x)\xi^i_\omega(\omega)\} \) can approximate the solution space well. Thus the stochastic elliptic operator that we consider enjoys the Operator-Sparsity. Besides, the linear system we solve in the online stage is of size \( n(k+1) \times n(k+1) \), so smaller \( k \) also implies better efficiency of the HSFEM.

We also compute the error in Expectation (mean) and Standard Deviation (SD) of the solution, which are the two primary quantities of interest in Uncertainty Quantification:

\[
E[u] - E[u_h] = \sum_{i=1}^{M} w^i (u(x,\theta^i) - u_h(x,\theta^i)).
\]

\[
\sigma[u] - \sigma[u_h] = \left( \sum_{i=1}^{M} w^i (u(x,\theta^i) - E[u(x,\omega)])^2 \right)^{1/2} - \left( \sum_{i=1}^{M} w^i (u_h(x,\theta^i) - E[u_h(x,\omega)])^2 \right)^{1/2}.
\]

We compute the relative \( L^2(D \times \Omega) \) error in the stochastic part of the solution,

\[
E_{HSFEM} = \frac{\left( \sum_{i=1}^{M} w^i \|u(x,\theta^i) - u_h(x,\theta^i)\|^2_{L^2(D)} \right)^{1/2}}{\left( \sum_{i=1}^{M} w^i \|u(x,\theta^i) - \tilde{u}(x)\|^2_{L^2(D)} \right)^{1/2}}. \tag{6.2}
\]

Note that in the denominator is the \( L^2(D \times \Omega) \) norm of \( u(x,\omega) - \tilde{u}(x) \), not \( u(x,\omega) \), so \( E_{HSFEM} \) measures the capacity of the HSFEM in capturing the stochastic part of the solution.

6.1 Comparison with the KL Expansion

The key difference of the HSFEM framework from traditional methods is that different stochastic basis functions are used in different regions of the domain to approximate the stochastic part of the solution.
By doing so we allow for spatially heterogeneous stochastic structure of the solution space and expect to reduce the total degrees of freedom and computational cost in the online stage.

To demonstrate the advantage of approximating the stochastic behavior of the solution locally, we compare the accuracy of the HSFEM numerical solution with the truncated KL expansion of the exact solution, which, as we introduced in section 5.4, is the optimal approximation to the stochastic part of the solution in $L^2(D \times \Omega)$ when global stochastic basis functions are used.

Recall that the numerical solution using the HSFEM $u_h(x, \omega)$ is represented as

$$u_h(x, \omega) = \sum_{i=1}^{n} \sum_{j=0}^{k_i} c_i^j \phi_i(x) \xi_j^i(\omega),$$

in which a total number of

$$S = \sum_{i=1}^{n} (1 + k_i)$$

basis functions are used. On the other hand, consider the $\tilde{k}$-term KL expansion of $u(x, \omega)$,

$$u^s(x, \omega) = \bar{u}(x) + \sum_{j=1}^{\tilde{k}} \sqrt{\lambda_j} \psi_j(x) \xi_j(\omega) = \sum_{i=1}^{n} \bar{u}(x_i) \phi_i(x) + \sum_{j=1}^{\tilde{k}} \sum_{i=1}^{n} \sqrt{\lambda_j} \psi_j(x_i) \phi_i(x) \xi_j(\omega),$$

(6.3)

in which a total number of

$$n + \tilde{k} n$$

basis functions are used. To make a fair comparison between the HSFEM numerical solution and the truncated KL expansion, we should keep the degrees of freedom the same, namely,

$$S = n + \bar{k} n,$$

which means we choose $\bar{k} = k = \frac{\sum_{i=1}^{n} k_i}{n}$ in the truncated KL expansion 5.5 to make the comparison.

Note that in both $u_h(x, \omega)$ and $u^s(x, \omega)$, $k$ (on average) stochastic basis functions are used to approximate the stochastic part of the solution on each node $x_i$. The difference is that the local stochastic basis functions $u_h(x, \omega)$ uses are different on each node point, while the stochastic basis functions in $u^s(x, \omega)$ are the same on the whole domain. We define the relative KL truncation error as

$$E_{KL} = \frac{\|u(x, \omega) - u^s(x, \omega)\|_{L^2(D \times \Omega)}}{\|u(x, \omega) - \bar{u}(x, \omega)\|_{L^2(D \times \Omega)}}.$$

(6.4)

We compare $E_{KL}$ with the numerical error $E_{HSFEM}$ 5.2 for each numerical example in this section. We emphasize that this is an unfair comparison since the stochastic basis in $u^s(x, \omega)$ is adapted to the solution with a specific forcing and does not necessarily approximate another solution well, while the stochastic basis in $u_h(x, \omega)$ is constructed to approximate the whole solution space for all $f(x) \in L^2(D)$.

So if for some forcing function $f(x)$, $E_{HSFEM} \leq E_{KL}$ (or they are of the same order considering the unfairness of this comparison), then it reflects the heterogeneous stochastic structure of the solution, and the advantage of approximating the stochastic behavior of the solution locally.

### 6.2 A Thoroughly Studied 1D Model Problem

In this subsection we consider the following 1D elliptic SPDE:

$$\begin{align*}
-\frac{\partial}{\partial x} (a(x, \omega) \frac{\partial}{\partial x} u(x, \omega)) &= f(x), & x \in D = (0, 1), \quad \omega \in \Omega, \\
u(0, \omega) &= 0, & u(1, \omega) = 0.
\end{align*}$$

(6.5)

We assume the KL expansion of $\log a(x, \omega)$ is given by

$$\log a(x, \omega) = \sum_{i=1}^{m} \cos(2\pi i x) \omega_i,$$

(6.6)

where $\omega_i$, $i = 1, \ldots, m$, are independent random variables,

$$\omega_i \sim \mathcal{U}(-1/2, 1/2).$$

Note that in the KL expansion of $\log a(x, \omega)$, the first $m$ singular values are equal, which means the $m$ random variables $\omega_i$ contribute equally to $\log a(x, \omega)$ in the $L^2(D \times \Omega)$ sense and none of them is negligible. So this problem has genuine high stochastic dimension for large $m$. 
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6.2.1 The Linear Compact Operator $T_i$

Recall that $T_i$ (4.1) is a compact linear operator mapping from the forcing $f(x) \in L^2(D)$ to the stochastic part of the solution at $x_i$, $u(x_i, \omega) - \bar{u}(x_i) \in L^2(\Omega)$. $T_i$ can be discretized to a matrix $\hat{T}_i$ of size $M \times N$ through (4.9). Since $T_i$ is defined as a solution operator, we do not have direct access to each entry of $\hat{T}_i$, but we have access to matrix-vector multiplication of $\hat{T}_i$ based on (4.12). In this subsection, we use $\hat{T}_i$ to act on the standard basis $\bar{e}_k, k = 1, \ldots, N$, of $R^N$, by doing which we explicitly get all the columns of $\hat{T}_i$. We use this explicit $\hat{T}_i$ to investigate the 1D stochastic elliptic operator.

In the spatial direction we discretize the domain $[0,1]$ using uniform mesh of size $h = 1/256$. In the stochastic direction, we discretize $(\Omega, P)$ using $(\theta, w^i)$, which are the 4th order Smolyak sparse grid collocation points. The orthonormal basis functions to discretize through (4.9). Since $\bar{x}$ part of the solution at $x_i$ the number of required terms $T_i$ increases, which agrees our analysis in section 2.3.

As shown in Figure 3a and 3b, the ellipticity of the stochastic operator deteriorates, i.e., $\lambda_{\min}$ decreases and $\lambda_{\max}$ increases. To confirm the analysis in section 2.3, we consider a normalized model with the coefficient $\tilde{a}(x, \omega)$ given by

$$\log \tilde{a}(x, \omega) = \sum_{i=1}^{m} \frac{2}{m} \cos(2\pi x) \omega_i,$$

where $\omega_i, i = 1, \ldots, m$ are independent and $\omega_i \sim U(-1/2, 1/2)$. We can see that for all $m \geq 1$,

$$\tilde{a}(x, \omega) \in [e^{-10}, e^{10}].$$

For this normalized model, we use the same discretization as the unnormalized model and compute the number of required terms $k_i$ to make the truncation error of $T_i$ less than $\epsilon = 2 \times 10^{-3}$. The dependence of $k_i$ on $m$ is plotted in Figure 3b. From this figure, we can see that $k_i$ seems to remain bounded as the stochastic dimension $m$ increases, which agrees our analysis in section 2.3.

Figure 2: Exponential decay of the singular values of $T_i$.

The number of required terms to make the truncation error of $T_i$ less than $\epsilon$ is

$$k_i = \inf \{ k : \sigma^k_i \leq \epsilon \}.$$
6.2.2 Performance of the Heterogeneous Stochastic Finite Element Method

In this section we apply the HSFEM to solve equation (6.5) with $m = 20$ in (6.6). We use the same discretization in the spatial and stochastic directions as the previous subsection. In the offline stage we discretize $L^2(D)$ as in (6.7) and the $\epsilon$, $r$ and $K$ in Algorithm 4.2 are chosen to be

$$\epsilon = 10\sqrt{2/\pi} \times 10^{-3}, \quad K = 50, \quad r = 5.$$ 

The average number of local stochastic basis functions constructed in the offline stage is

$$k = \frac{1}{n} \sum_{i=1}^{n} k_i \approx 26.2.$$ 

For this $m = 20$ dimensional problem, $k = 26.2$ is quite small compared with the curse of dimensionality suffered from by the PC and SC methods. The distribution of $k_i$ is plotted in Figure 4.

From this figure we can see that more local stochastic basis functions are constructed in the interior of the domain than near the boundary. This is because we have chosen deterministic (actually homogeneous) boundary condition in equation (6.5), and the solution has less randomness near the boundary.

In the online stage we solve equation (6.5) with forcing function given by

$$f(x) = 1 - x + x^2 - x^3.$$ 

The expectation and standard deviation of the solution, and the numerical errors in these two quantities are plotted in Figure 5. We can see that our method attains high accuracy in both mean and SD.
Figure 5: Numerical error in Expectation and Standard Deviation of the solution.

| $k$ | Relative $L^2(D \times \Omega)$ Error $E_{HSFEM}$ | Relative KL truncation Error $E_{KL}$ |
|-----|---------------------------------------------|--------------------------------------|
| 26.2 | $1.83 \times 10^{-2}$                     | $1.81 \times 10^{-2}$               |

Table 1: Relative $L^2(D \times \Omega)$ error $E_{HSFEM}$ and relative KL truncation error $E_{KL}$.

of the solution, which reflects that the local stochastic basis constructed using the sampling method in section \ref{sec:HFSEM} works well within the HSFEM framework.

The relative $L^2(D \times \Omega)$ error $E_{HSFEM}$ \ref{eq:HSFEM_error} and relative KL truncation error $E_{KL}$ \ref{eq:KL_error} are listed in Table \ref{table:errors} $E_{HSFEM} = 1.83 \times 10^{-2}$ is small, which means the HSFEM attains high accuracy in capturing the stochastic part of the solution. For this problem, the KL truncation error $E_{KL}$ is of the same order as $E_{HSFEM}$. As we have argued in section \ref{sec:KL_truncation}, this reflects the spatially heterogeneous stochastic structure of the solution and the advantage of approximating the stochastic part of the solution locally.

6.2.3 Convergence rate of the HSFEM

The parameter $\epsilon$ in Algorithm \ref{alg:HSFEM} affects the number of the returned local stochastic basis functions and the accuracy of the online numerical solution. To study how does $\epsilon$ affect the numerical error in the online stage, we consider solving the same equation as the previous subsection using different $\epsilon$ in the offline stage. Since the HSFEM is randomized in nature, the $k$ and $L^2(D \times \Omega)$ Error are both random. To reduce the fluctuation, for each $\epsilon$, we construct the local stochastic basis and solve the equation for 10 times. The averaged $k$ and $L^2(D \times \Omega)$ Error of the 10 times for different $\epsilon$ are plotted in Figure \ref{fig:convergence}.

Figure 6: Dependence of $L^2(D \times \Omega)$ Error and $k$ on the parameter $\epsilon$. 

\begin{align*}
(a) & \quad L^2(D \times \Omega) \text{ Error with } \epsilon. \\
(b) & \quad k \text{ with } \epsilon. 
\end{align*}
From Figure 6a, we can see that the $L^2(D \times \Omega)$ error, which we denote by $E$, grows about linearly with $\epsilon$. By doing linear regression $\log E = \log C + \alpha \log \epsilon$, we obtain that

$$E \approx C \times \epsilon^{1.08}, \quad C \approx 6.8 \times 10^{-2}.$$ 

The linear growth of the $L^2(D \times \Omega)$ error with $\epsilon$ agrees with the approximation property (4.13).

From Figure 6b, we can see that the returned $k$ grows about linearly with $-\log \epsilon$ as (2.11), which is much milder than (2.9) because the singular values of $T_i$ actually decay exponentially fast.

### 6.2.4 The Online Error Estimation and correction Procedure

In this subsection, we illustrate the implementation of the strategies to reduce the offline computational cost and the online error estimation and correction procedure introduced in section 5.2. We consider the stochastic elliptic operator given by (6.6) with $m = 30$. For this problem with very high dimensional stochastic input, a very large number of collation points are required to obtain accuracy even if the Smolyak sparse grid quadratures are employed. So we instead use Monte Carlo samplings to discretize the probability space $(\Omega, P)$. We generate $M = 4 \times 10^4$ samples of $\omega$ according to its distribution, and store them as $\theta^1, \ldots, \theta^M$. We set the weights $w^i = \frac{1}{M}$, then $(\Omega, P)$ is discretized to $(\theta^i, w^i)$. With this discretization in the stochastic direction, the local stochastic basis functions are stored as length-$M$ vectors, and the online numerical solutions are also defined on these sampling points. We can compute the statistical quantities of the numerical solutions based on their values on the sampling points and the weights $w^i$, but cannot recover the whole solution using polynomial interpolation as the previous cases where the stochastic collocation points are used to discretize $(\Omega, P)$.

In the offline stage, we discretize the domain $D = [0, 1]$ using a uniform coarse mesh of size $h = 1/128$ to construct the local stochastic basis. In Algorithm 4.2, we choose

$$\epsilon/10 \sqrt{2/\pi} = 3 \times 10^{-3}, \quad K = 35, \quad r = 5.$$ 

We first solve equation (6.6) with randomly chosen forcing functions using the coarse mesh spatial basis, and then restrict the sampling solutions to the nodes of a uniform fine mesh of size $h = 1/256$ to construct the local stochastic basis using Algorithm 4.2.

The average number of local stochastic basis functions constructed in the offline stage is

$$k = \frac{\sum_{i=1}^n k_i}{n} = 24.8.$$ 

This $k$ is small, which means in the online stage the linear system that we need to solve is small. The distribution of $k_i$ is plotted in Figure 7. We can see that for about half of the node points, we have $k_i = K$. This is because in Step 7-14 of Algorithm 4.2, all the left singular vectors of $A\Omega$ cannot make the condition in Step 10 hold. And to control the offline computation cost, we did not choose a larger $K$ as in Step 15-18, but simply return the algorithm with $Q = [U_1, \ldots, U_K]$.

![Figure 7: Distribution of local stochastic basis.](image-url)

The mean and SD of the solution and the numerical errors in these two quantities are plotted in Figure 8. We can see that there are relatively larger errors in these two quantities, and this is because the strategies introduced in section 5.2 are taken to reduce the offline computational cost and the constructed
local stochastic basis is not as accurate. For this case, the online error estimation and correction procedure is needed to obtain faithful numerical results.

To illustrate the online error estimation and correction procedure, we consider the second order moment of the solution at \( x = 1/2 \), i.e., we consider

\[
g(u) = u(1/2, \omega)^2.
\]

Then based on the online numerical solution using the HSFEM, we have

\[
E[g(u_h)] = 1.899 \times 10^{-2}.
\]

And for the exact solution \( u(x, \omega) \), which is the MC solution using the sampling points \( \theta^i \) since we do not consider discretization error here, we have

\[
E[g(u)] = 2.078 \times 10^{-2}.
\]

We can see that the error in \( E[g(u_h)] \) is non-negligible. In practice, we will not compute the exact solution \( u(x, \omega) \) because of the expensive computational cost, but instead apply the online error correction procedure given in section 5.2 to correct \( E[g(u_h)] \) and get a better approximation of \( E[g(u)] \).

Since the HSFEM online numerical solution \( u_h(x, \omega) \) is only defined on the discrete sampling points \( \theta^i \), we cannot apply MC method to the original equation (6.6) to correct error as in (5.11). Instead, we apply the error estimation and correction procedure to the discretized problem with \( \Omega \) replaced by \( \{\theta^1, \ldots, \theta^M\} \) and \( P \) replaced by \( w^1, \ldots, w^M \). We choose \( N_{MC} = 100 \) in (5.11), and generate \( N_{MC} \) independent random integers \( i \) uniformly distributed from 1 to \( M \) (because \( w^i \) are all equal). We denote them as \( i_{n_{MC}}, n_{MC} = 1, \ldots, N_{MC} \) and then solve equation (6.6) on these sampling point \( \theta^{i_{n_{MC}}} \). The average and variance of \( \tau(\omega) \) (6.12) are approximately

\[
E[g(u_h)] + \tau = 2.062 \times 10^{-2}, \quad \tau = 1.025 \times 10^{-4}.
\]

Thus we get an approximate 95% level confidence interval for \( E[g(u)] \),

\[
[2.042 \times 10^{-2}, 2.082 \times 10^{-2}].
\]

If we instead apply MC methods directly to the discretized equation (6.6) using the same \( N_{MC} = 100 \) in (6.9), we get

\[
E[g(u)] \approx 2.033 \times 10^{-2}, \quad \sigma[g(u)] = 9.210 \times 10^{-4}.
\]

and an approximate 95% level confidence interval for \( E[g(u)] \),

\[
[1.805 \times 10^{-2}, 2.261 \times 10^{-2}].
\]

We can see that the approximation interval (6.11) is much more accurate than (6.12), and this is because the HSFEM solution \( u_h(x, \omega) \) can capture the main stochastic part of the solution, and \( g(u) - g(u_h) \) has much smaller variance than \( g(u) \). Using the discretized exact solution, we can compute that

\[
\sigma[g(u)] = 1.2361 \times 10^{-2}, \quad \sigma[g(u) - g(u_h)] = 2.3131 \times 10^{-3}.
\]

This example demonstrates the effectiveness of the HSFEM as a tool for variance reduction. We emphasize that, in practice, this online error estimation and correction procedure can be used to get more faithful numerical results even if the strategies to reduce offline cost are not taken.
6.3 A 2D Example With Gaussian Random Variables

In this section, we consider the following 2D SPDE

\[
\begin{aligned}
- \text{div}(a(x, y, \omega) \nabla u(x, y, \omega)) &= f(x, y), \quad (x, y) \in D = (0, 1)^2, \quad \omega \in \Omega, \\
\left. u(x, \omega) \right|_{\partial D} &= 0.
\end{aligned}
\]  

(6.13)

The coefficient \(a(x, \omega)\) is given by

\[
\log(a(x, y, \omega)) = 1 + \frac{1}{4} \sum_{k=1}^{12} \omega_k (\sin(k\pi x) + \cos((13 - k)\pi y)),
\]

where \(\omega_i, i = 1, \ldots, 12\) are independent Gaussian random variables, \(\omega_i \sim \mathcal{N}(0, 1)\). For this coefficient \(a(x, \omega)\), the uniform ellipticity condition (1.2) is actually violated. But in our implementation, we discretize \(\Omega\) using (finite) sampling points, and the discretized problem is still elliptic and well-posed. None of the 12 random variables is negligible in the coefficient thus this stochastic operator has genuine high stochastic dimension.

In the spatial direction, the domain \(D\) is discretized using a standard right triangular mesh of size \(h = 1/64\), resulting in \(2 \times 64^2\) elements. In the stochastic direction, we discretize the problem using the 4th order Smolyak sparse grid collocation points, getting a total of \(M = 3361\) sampling points \(\theta_i\). In the offline stage we choose \(l = 32\) in (4.4), then \(\hat{D}\) contains all the Fourier modes that can resolved by the given mesh. In Algorithm 4.2, we choose \(K = 50, \epsilon/(10\sqrt{2/\pi}) = 3 \times 10^{-4}, \quad r = 5\).

The average number of local stochastic basis functions constructed in the offline stage is

\[
k = \frac{1}{n} \sum_{i=1}^{n} k_i \approx 16.5,
\]

which is small given that the stochastic input has high dimension \(m = 12\). The maximum number of local stochastic basis functions, \(\max_i k_i = 41\), is significantly larger than \(k\). This reveals that the solution space has significantly richer stochastic structure in some regions of the domain than others, and this heterogeneous stochastic structure of the solution space is recognized by the HSFEM.

The forcing function we choose in the online stage is

\[f(x, y) = 1 + x - 2y.\]

The expectation and standard deviation of the solution, and the numerical errors in these two quantities are plotted in Figure 9. From this figure we can see that the HSFEM attains high accuracy in both expectation and standard deviation of the solution. The relative \(L^2(D \times \Omega)\) error in the stochastic part of

![Figure 9: Error in Expectation and Standard Deviation of the solution.](image)

the solution \(E_{\text{HSFEM}}\), and relative KL truncation error \(E_{KL}\) are listed in Table 2. \(E_{\text{HSFEM}} = 4.5 \times 10^{-2}\) is small, which means our method attains good accuracy in capturing the stochastic part of the solution, \(u(x, \omega) - \bar{u}(x)\). For this problem, \(E_{\text{HSFEM}}\) is significantly less than \(E_{KL}\), and as we have argued, this reveals the heterogeneous stochastic structure of the solution space and the advantage of approximating the stochastic behavior of the solution using local stochastic basis.
6.4 A 2D Example with Discontinuous Coefficients

In this section, we consider solving equation (6.13) with \( a(x, y, \omega) \) discontinuous. We divide \( D = [0, 1] \times [0, 1] \) to 4 regions, which are

\[
D_1 = [0, 1/2] \times [0, 1/2], \quad D_2 = [1/2, 1] \times [0, 1/2], \quad D_3 = [0, 1/2] \times [1/2, 1], \quad D_4 = [1/2, 1] \times [1/2, 1].
\]

And the coefficient \( a(x, y, \omega) \) is given by

\[
\log(a(x, y, \omega)) = \begin{cases} 
\sum_{k=1}^{3} \omega_k (\sin(2k\pi x) + \cos(2(4 - k)\pi y)), & (x, y) \in D_1, \\
1 + \sum_{k=4}^{6} \omega_k (\sin(2(k - 3)\pi x) + \cos(2(7 - k)\pi y)), & (x, y) \in D_2, \\
2 + \sum_{k=7}^{9} \omega_k (\sin(2(k - 6)\pi x) + \cos(2(10 - k)\pi y)), & (x, y) \in D_3, \\
3 + \sum_{k=10}^{12} \omega_k (\sin(2(k - 9)\pi x) + \cos(2(13 - k)\pi y)), & (x, y) \in D_4,
\end{cases}
\]

where \( \omega_i, i = 1, \ldots, 12 \) are independent standard Gaussian random variables, \( \omega_i \sim N(0, 1) \).

None of the random variables \( \omega_i \) in (6.14) is negligible, so this problem has real high stochastic dimension. The discretization of the problem in the spatial and stochastic directions are the same as the previous example. And in the randomized range finding Algorithm 4.2 we choose

\[
K = 50, \quad \epsilon/(10\sqrt{2/\pi}) = 10^{-4}, \quad r = 5.
\]

The average number of local stochastic basis functions constructed in the offline stage is

\[
k = \frac{1}{n} \sum_{i=1}^{n} k_i \approx 12.3,
\]

which can be considered as small given that the stochastic input has high dimension \( m = 12 \).

The maximum number of local stochastic basis functions \( \max_i k_i = 40 \) is significantly larger than \( k \), which reflects the heterogeneous stochastic structure of the solution space. The distribution of \( k_i \) is plotted in Figure 10. We can see that more local stochastic basis functions are put in \( D_1 \), which according to (6.14), is the region where the random part of the coefficient \( a(x, \omega) \) has stronger effect.

The forcing function we choose in the online stage is \( f(x, y) = 1 + x - 2y \). The expectation and standard deviation of the solution, and the numerical errors in these two quantities are plotted in Figure 11. The relative error in stochastic part of the solution \( E_{HSFEM} \), and relative KL truncation error \( E_{KL} \) are listed in Table 3. We can see that our method attains good accuracy for this problem with discontinuous coefficients. Again, we find that \( E_{HSFEM} \) is significantly smaller than \( E_{KL} \).
Smolyak sparse grid quadrature. So we instead discretize \( \Omega \) using \( M \) and set the weights \( w_L \) in \( \omega \) of all the Fourier modes that can be resolved by this mesh. In the stochastic direction, since the dimension has genuine high dimensional stochastic input, and \( \omega \) following set of orthonormal \( L \) in this subsection we study a 2D problem with very high dimensional Gaussian input. We denote the average number of the local stochastic basis functions constructed offline is 36, which is very high, a very large number of collocation points are required even if we use the Smolyak sparse grid quadrature. Recall that in computing the numerical errors, we did not consider the discretization error in (6.1), and we were comparing our numerical solutions with the MC or SC solutions. In this example, the relative \( L^2(\Omega) \) error is significantly smaller than the KL truncation error \( E_{KLM} \).

### 6.5 A 2D Problem With Very High Dimensional Stochastic Input

In this subsection we study a 2D problem with very high dimensional Gaussian input. We denote the following set of orthonormal \( L \) 1

\[
\Psi_1(x, y), \Psi_2(x, y) \ldots, \Psi_{36}(x, y),
\]

and consider operator \(-\text{div} (a(x, y, \omega) \nabla (\cdot)) \) with \( a(x, y, \omega) \) given by

\[
\log(a(x, y, \omega)) = \frac{1}{2} \sum_{i=1}^{36} \omega_i \Psi_i(x, y),
\]

where \( \omega_i, i = 1, \ldots, 36 \) are independent standard Gaussian random variables, \( \omega_i \sim \mathcal{N}(0, 1) \). This operator has genuine high dimensional stochastic input, and \( \omega_i, i = 1, \ldots, 36 \), contribute equally to \( \log(a_k(x, y, \omega)) \) in \( L^2(\Omega) \). We discretize the domain using a standard right triangular mesh of size \( h = \frac{1}{32} \), and \( D \) is divided into \( 2 \times 32 \times 2 \) elements. We choose \( l = 16 \) in the discretization of \( L^2(D) \), then \( D \) contains all the Fourier modes that can be resolved by this mesh. In the stochastic direction, since the dimension of \( \omega \) is 36, which is very high, a very large number of collocation points are required even if we use the Smolyak sparse grid quadrature. So we instead discretize \( \Omega \) using \( M = 10^4 \) Monte Carlo sampling points and set the weights \( w^l = 1/M \). In Algorithm 4.2, we choose \( K = 70, \epsilon/(10\sqrt{2/\pi}) = 2 \times 10^{-4} \), \( r = 5 \). The average number of the local stochastic basis functions constructed offline is

\[
k = 17.6.
\]

This \( k \) is quite small given that this problem has very high stochastic dimension \( m = 36 \). In addition, \( \max k_i = 51 \) is significantly larger than \( k \), which implies the solution space has strong heterogeneous stochastic structure, and this is recognized by the HSFEM.

In the online stage, we solve the equation using forcing \( f(x) = 1 + x - 2y \). The expectation and standard deviation of the solution and numerical errors in these two quantities are plotted in Figure 11. The relative numerical error \( E_{HSFEM} \) and relative KL truncation error are listed in Table 4. \( E_{HSFEM} = 1.04 \times 10^{-1} \), which means the HSFEM numerical solution captures about 90% of the stochastic part of the solution. The numerical error \( E_{HSFEM} \) is significantly smaller than the KL truncation error \( E_{KL} \).

Recall that in computing the numerical errors, we did not consider the discretization error in (6.1), and we were comparing our numerical solutions with the MC or SC solutions. In this example, the

| \( k \) | \( E_{HSFEM} \) | \( E_{KL} \) |
|---|---|---|
| 15.2 | \( 3.3 \times 10^{-2} \) | \( 1.5 \times 10^{-1} \) |
| 17.6 | \( 1.04 \times 10^{-1} \) | \( 4.42 \times 10^{-1} \) |

Table 3: The relative \( L^2(D \times \Omega) \) error \( E_{HSFEM} \) and the relative KL truncation error \( E_{KL} \).
number of MC sampling points $M = 10^4$ is actually not very large, and the discretization error in (6.1) may be dominant. Nevertheless, our numerical results still demonstrate the capacity of the HSFEM in exploiting the local stochastic structure of the solution space to the discretized problem.

7 Concluding Remarks

A new concept of sparsity has been introduced for linear stochastic elliptic operator, which reflects the compactness of its inverse operator in the stochastic direction and allows for spatially heterogeneous stochastic structure of the corresponding solution space. This new concept of sparsity motivates a HSFEM framework for solving linear stochastic elliptic equations, which uses a problem-dependent and local stochastic basis to approximate the solution. This HSFEM framework provides a novel direction to attack the curse of dimensionality by exploiting the local stochastic structure of the solutions.

Constructing a suitable local stochastic basis is a challenging task since the inverse of the elliptic operator is highly implicit, nonlinear and non-local. In this work we provide a sampling method to construct the local stochastic basis using the randomized range finding methods. It involves sampling the stochastic operator for $K$ times using randomly chosen forcing functions and some orthogonalization process. Hopefully, if the stochastic operator enjoys the Operator-Sparsity, a small $K$ is sufficient to identify the local stochastic structure of the solution space. The relatively expensive offline computation limits the application of the HSFEM to the multi-query setting. Methods to reduce the offline computational cost and an online error estimation and correction procedure are given.

Numerical results are presented to demonstrate the spatially heterogeneous stochastic structure of the solution space to stochastic elliptic equations, and the Operator-Sparsity for several elliptic operators with high dimensional stochastic input. The proposed HSFEM can recognize and respect the heterogeneous stochastic structure of the solution space, thus achieve high efficiency in the online stage.

We only consider Dirichlet problem in this paper, but our method can be easily generalized to deal with Neumann boundary condition problem. The key idea of the present work is the use of the heterogeneous coupling of spatial basis with local stochastic basis to approximate the solution, which should not be restricted to elliptic equations, and will be applied to time-dependent problems in our future work. Convergence analysis of the HSFEM framework will be given in another paper.
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