ON THE MARKOFF EQUATION
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Abstract

A triple \((a, b, c)\) of positive integers is called a Markoff triple if it satisfies the Diophantine equation

\[ a^2 + b^2 + c^2 = abc. \]

Recasting the Markoff tree, whose vertices are Markoff triples, in the framework of integral upper unitriangular 3x3 matrices, it will be shown that the largest member of such a triple determines the other two uniquely. This answers a question which has been open for 100 years. The solution of this problem will be obtained in the course of a broader investigation of the Markoff equation by means of 3x3 matrices.

Introduction

Markoff numbers, the solutions of the Markoff Diophantine equation, have captured the imagination of mathematicians for over a century. Rooted in A.A. Markoff’s late 19th century work on binary quadratic forms and their connection to the top hierarchy of the worst approximable (quadratic) numbers by rationals, these numbers have found their place in seemingly unrelated endeavors of mathematical activity, such as 4-dimensional manifolds ([HZ]), quantum field theory ([CV]), hyperbolic geometry ([Se]), combinatorics ([Po]), group and semi group theory ([Co], [Re]). Two in-depth treatments of the classical aspects of the theory ([Ca], [CF]) bracket almost four decades. One problem that has resisted a conclusive solution so far is the question whether the largest number of a Markoff triple determines uniquely the other two. F.G. Frobenius posed this question in 1913 ([F]). It was restated most recently by M. Waldschmidt in ([W]). A brief discussion of the uniqueness question is included in the exposition of Markoff’s theory by E. Bombieri [Bo]. Over the past twenty years various proofs were obtained showing the uniqueness of dominant Markoff numbers which are powers of primes (again, see [Bo] for a survey of the relevant literature). Most of these contributions, however, seem to be superseded by a result which was published by B. Stolt in 1952 ([St], Theorem 9; see also the discussion in Section 9). The primary objective in the present work is to show that the answer is affirmative throughout, as expressed by the following theorem, which is equivalent to a conjecture by A. N. Tyurin in complex geometry, stating that a representative exceptional bundle on the complex projective plane is uniquely determined by its rank. For details see A. N. Rudakov’s article [Ru].
Theorem. Given two triples of positive integers, \((a_1, b_1, c_1)\) and \((a_2, b_2, c_2)\), such that
\[ a_k < b_k < c_k, \quad \text{and} \quad a_k^2 + b_k^2 + c_k^2 = a_kbkc_k, \quad k \in \{1, 2\}, \]
it follows that \(c_1 = c_2\) implies \(a_1 = a_2\) and \(b_1 = b_2\).

However, since the techniques and formulae leading up to the proof of this statement are far broader than the primary objective itself, a great deal of effort will be dedicated to issues relating to, but not necessarily indispensable for the proof. Hopefully, this broadened approach to the issues involved will contribute to an enhanced understanding of the ideas and the formalism which are so particular to the Markoff equation. We start by encoding every Markoff triple in a (upper) triangular 3x3 matrix, with 1’s in the diagonal, and then move on to determine an explicit form for the “isomorphs” of these matrices. More specifically, given any pair of such matrices, the connectedness of the Markoff tree gives rise to an integral unimodular matrix transforming one into the other, in the same vein as equivalent quadratic forms are related. An integral nilpotent rank 2 matrix, which is associated (essentially uniquely) with each of the aforementioned unitriangular matrices, gives rise to a one-variable parametrization of all “automorphs” of those triangular matrices. All of this will be covered in Section 1 through Section 3. The parametrization of the “automorphs” obtained in Section 3 will lead in Section 4 to a diophantine matrix equations, whose solutions are closely related to integers \(n\) for which the number \(-1\) is a quadratic residue modulo \(n\). This in turn will lead to a canonical matrix factorization of these solutions, which is particular to the Markoff property. In Section 5 we will embark on a closer analysis of the matrix which is at the center of the factorization obtained in Section 4. In Section 6 we will draw some number theoretic conclusions which will lead to further insight into the nature of cycles of reduced indefinite binary quadratic forms containing Markoff forms. In particular we will show, that such a cycle contains two symmetric forms, and furthermore, how Markoff numbers can be characterized by means of this property. This central result will be instrumental in the proof of the Theorem. In Section 7 we will prove the Theorem. The proof will be carried out in two steps. In the first step we will employ unique prime ideal factorization in quadratic number fields to conclude that any two given Markoff forms associated with a common Markoff number have to be (properly or improperly) equivalent. In the second step we will employ the formalism developed in Section 6 to show how the uniqueness of a pair of symmetric forms associated with a given Markoff number entails the unicity claim of the Theorem. Working out the specific composition of the forms involved in the first step of the proof in terms of Gauss’ bilinear substitutions (which have recently found their reincarnation in the so-called Bhargava cubes), leads to some further insight into the connection between Markoff numbers and certain principal forms. This topic will be taken up in Section 8. Section 9 contains the brief discussion of a norm form equation which depends on a given Markoff number and the affiliated discriminant only, highlighting its connection with the uniqueness question. In Section 10 and Section 11 there will be a discussion of recursions producing data affiliated, and to some degree determined
by a given Markoff number. Specifically, in Section 10 we deal with canonical 
decompositions of the discriminant into sums of two squares, while Section 11 
engages in a discussion of the algebraic framework in terms of 3x3 matrices for 
the quadratic residues.

Finally, here is a guide for the reader who wishes to focus exclusively on the 
arguments providing a self-contained proof of the Theorem, while dispensing 
with the buildup of the matrices instrumental in the proof. Since a combina-
tion of Lemma 4.11 and Lemma 4.12 ensures the crucial divisibility property 
employed in the proof of Proposition 5.1, it suffices to go through these two 
lemmas before proceeding directly to Section 5.

1 Markoff tree and triangular 3x3 matrices

Since the matrix manipulations employed in the first four sections render 
the more common version of the Markoff equation
\[ a^2 + b^2 + c^2 = 3abc, \ a, b, c \in \mathbb{N} \]
impractical, we shall use in those sections mostly the alternative form
\[ a^2 + b^2 + c^2 = abc, \]
where \( a = 3a, b = 3b, c = 3c \). It is also common to represent the three numbers 
as the components of a triple, arranged in increasing order from the left to the 
right, for instance. This arrangement is unsuitable for the objectives in the 
present section. While still referring to this arrangement as a Markoff triple, 
and the largest number as the dominant member, we will supplement this notion 
by the following, denoting by \( M_n(\mathbb{Z}) ( \ M_{3n}^+(\mathbb{Z}) ) \) the set of \( n \times n \) matrices whose 
entries are integers (non negative integers).

1.1 Definition A Markoff triple matrix, or MT-matrix, is a matrix in 
\( M_{3n}^+(\mathbb{Z}) \) of the form
\[
\begin{pmatrix}
1 & a & b \\
0 & 1 & c \\
0 & 0 & 1
\end{pmatrix},
\]
where \( a^2+b^2+c^2=abc \), and \( \max\{a,b,c\} \in \{a,c\} \).

For each Markoff triple, with the exception of (3, 3, 3) and (3, 3, 6), there 
are exactly four MT-matrices. We shall use the notation
\[
M(a,b,c) = \begin{pmatrix}
1 & a & b \\
0 & 1 & c \\
0 & 0 & 1
\end{pmatrix}
\]
for arbitrary entries \( a, b, c \). Throughout this work, a matrix followed by an upper 
right exponent \( t \) denotes the corresponding transpose matrix.
1.2 Proposition  For any two MT-matrices $M(a_1, b_1, c_1)$ and $M(a_2, b_2, c_2)$ there exists $N \in SL(3, \mathbb{Z})$ such that

a) $N^tM(a_2, b_2, c_2)N = M(a_1, b_1, c_1),$

b) $N \left( \begin{array}{c} c_1 \\ -b_1 \\ a_1 \end{array} \right) = \left( \begin{array}{c} c_2 \\ -b_2 \\ a_2 \end{array} \right), N^t \left( \begin{array}{c} c_2 \\ a_2c_2 - b_2 \\ a_2 \end{array} \right) = \left( \begin{array}{c} c_1 \\ a_1c_1 - b_1 \\ a_1 \end{array} \right)$

Proof a) If

$P(x) = \left( \begin{array}{ccc} 0 & -1 & 0 \\ 1 & x & 0 \\ 0 & 0 & 1 \end{array} \right), Q(y) = \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & y & 1 \\ 0 & -1 & 0 \end{array} \right),$

then $P(x), Q(y) \in SL(3, \mathbb{Z})$ for $x, y \in \mathbb{Z},$ and

$P(a)^tM(a, b, c)P(a) = M(a, ac - b)$

$Q(c)^tM(a, b, c)Q(c) = M(ac - b, a, c).$

If $M(a, b, c)$ is a MT-matrix, then the matrices on the right hand side are also MT-matrices, and both are associated with the same neighbor of the Markoff triple corresponding to the MT-matrix on the left hand side. Here the word neighbor refers to two adjacent Markoff triples in the so-called Markoff tree. By the very definition of MT-matrices the Markoff triple associated with the right hand side is further removed from the root of the tree than the corresponding triple on the left hand side. Furthermore, application of transposition and conjugation by

$\mathcal{J} = \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{array} \right)$

to the two identities above leads to new identities:

$Q(a)^tM(c, b, a)Q(a) = M(ac - b, c, a),$ 

$P(c)^tM(c, b, a)P(c) = M(c, a, ac - b).$

So, on the right hand side of these four identities combined, we obtain exactly the four MT-matrices associated with a common Markoff triple. It follows that, through repeated applications of the four identities, the claimed statement is true in case $a_1 = b_1 = c_1 = 3.$ Notice that it is vital that there is only one MT-matrix associated with the root of the Markoff tree! The claim in the general case now follows immediately by combining the special case applied to $M(a_1, b_1, c_1)$ and to $M(a_2, b_2, c_2)$ separately.
b) It suffices to note that the matrices $P(x)$ and $Q(y)$ have the claimed property for the appropriate Markoff numbers $x$ and $y$, and so the claimed identities follow from part a). □

Remarks 1) The first two of the identities in the proof of Proposition 1.2 give rise to the definition of neighbors in a binary tree with MT-matrices serving as vertices. The Markoff tree, which is not entirely binary, can be recovered form this tree simply by identifying the four MT-matrices with the Markoff triple they are associated with.

2) If

$$N^t M(3,3,3) N = M(a,b,c), N^t \begin{pmatrix} 3 \\ 6 \\ 3 \end{pmatrix} = \begin{pmatrix} c \\ ac - b \\ a \end{pmatrix}, N \in \text{SL}(3,\mathbb{Z}),$$

then

$$N^{-1} M(-3,6,-3)(N^{-1})^t = M(-a,ac-b,-c).$$

Therefore, if

$$\tilde{N} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix} (N^{-1})^t \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

then

$$(\tilde{N})^t M(3,6,3) \tilde{N} = M(a,ac-b,c), \tilde{N} \begin{pmatrix} c \\ b - ac \\ a \end{pmatrix} = \begin{pmatrix} 3 \\ -6 \\ 3 \end{pmatrix}. $$

Since

$$P(3)^t M(3,6,3) P(3) = Q(3)^t M(3,6,3) Q(3) = M(3,3,3),$$

it follows that, given any two Markoff triples, any permutation of the first, $(a_1, b_1, c_1)$ say, and any permutation of the second, $(a_2, b_2, c_2)$ say, there exists $N \in \text{SL}(3,\mathbb{Z})$, such that

$$N^t M(a_2, b_2, c_2) N = M(a_1, b_1, c_1).$$

3) Markoff triples have also been associated with triples of integral unimodular matrices, exploiting two of the so-called Fricke identities. For an in-depth survey of this approach, mostly due to H. Cohn, see [Pe]. The connection between that approach and the present one is as follows: Let

$$A_0 = \begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix} \text{ and } B_0 = \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix}.$$ 

We say that $(A_0, A_0 B_0, B_0)$ is an admissible triple. New admissible triples can be generated out of given ones by the rule, that if $(A, AB, B)$ is an admissible
triple, then so are \((A, A^2B, AB)\) and \((AB, AB^2, B)\). Fricke’s identities ensure that the corresponding triple of traces associated with an admissible triple solves the Markoff equation. Moreover, the lower left entry of each matrix is one-third of its trace. So, once again with the notion of neighbor defined in a natural way, the admissible triples represent nothing but the vertices of the Markoff tree. However, since \((\text{Tr}(A_0), \text{Tr}(A_0B_0), \text{Tr}(B_0)) = (3, 6, 3)\), the first Markoff triple \((3, 3, 3)\) is missing from the picture. As pointed out in the proof of Proposition 1.2, its availability in the present approach is crucial, due to the fact that it is the only Markoff triple for which all components are equal. Exploiting the fact that a matrix solves its own characteristic equation, one can easily see that each matrix in an admissible triple can be written as a linear combination of the matrices \(A_0\), \(A_0B_0\) and \(B_0\) with integral coefficients. If \(a_2 = b_2 = c_2 = 3\) in Proposition 1.2, and if \(N\) is the matrix exhibited in its proof, then the coefficient vectors for the admissible triple associated with \((c_1, a_1c_1 - b_1, a_1)\) are exactly the columns of the matrix \(N\) in the order of their appearance. The 1’s in the diagonal of the matrix \(M(a_1, b_1, c_1)\) reflect the unimodularity of the \(2 \times 2\) matrices in the corresponding admissible triple. Other choices for the basis \(A_0\), \(A_0B_0\) and \(B_0\) appear in the literature, mostly motivated by the desire to connect them to the continued fraction expansion of the quadratic irrationals, which are at the core Markoff’s original work. That all these choices are connected via a single integral nilpotent \(3 \times 3\) matrix, and that this matrix holds the key to the uniqueness question of the Markoff triples, is one of the central observations in the present work.

2. Markoff triples and nilpotent matrices

The statement of Proposition 1.2 raises the issue of “automorphs”, to borrow a notion from the theory of quadratic forms. More specifically, what can be said about the matrices \(N \in \text{SL}(3, \mathbb{Z})\) which leave \(M\) invariant, i.e.

\[ N^t M(a, b, c) N = M(a, b, c)? \]

There are two natural candidates that could serve as generators. While defining them, we will temporarily relinquish the requirement that \(a, b\) and \(c\) are in \(\mathbb{Z}\). A commutative ring will do. Let

\[ H(a, b, c) = M(a, b, c)^{-1} M(a, b, c)^t. \]

If possible, we will suppress the arguments.

2.1 Proposition

a) \(H^t MH = M\)

b) If \(N\) is invertible and \(N^t M(a_2, b_2, c_2) N = M(a_1, b_1, c_1)\), then

\[ N^{-1} H(a_2, b_2, c_2) N = H(a_1, b_1, c_1). \]
**Proof** a) 

\[ H^tMH = M(M^{-1})^tMM^{-1}M^t = M. \]

b) Writing 

\[ M_k = M(a_k, b_k, c_k), H_k = M_k^{-1}M_k^t, k \in \{1, 2\}, \]

\[ N^tM_2N = M_1 \] implies 

\[ N^tM_2N = M_1^t \] and \[ N^{-1}M_2^{-1}(N^t)^{-1} = M_1^{-1}, \]

so,

\[ N^{-1}H_2N = N^{-1}M_2^{-1}M_2^tN = N^{-1}M_2^{-1}(N^t)^{-1}N^tM_2^tN = M_1^{-1}M_1^t = H_1 \]

\[ \square \]

The explicit form of \( H \) is

\[ H(a, b, c) = \begin{pmatrix} 1 - (a^2 + b^2 - abc) & ac^2 - bc - a & ac - b \\ a - bc & 1 - c^2 & -c \\ b & c & 1 \end{pmatrix} \]

Its characteristic polynomial is given by

\[ \det(H - \lambda E) = -\lambda(\lambda - 1)^3 - d(\lambda - 1)^2 - d(\lambda - 1), d = a^2 + b^2 + c^2 - abc \]

**Remark** The matrix \( H \) has a place in quantum field theory ([CV]). More specifically \( H \) (or rather its inverse), is the monodromy matrix for the so-called \( \text{CP}^2 \sigma \)-model. This is a model with \( N=2 \) superconformal symmetry and Witten index \( n=3 \).

The other candidate is related to a matrix \( R \epsilon M_3(\mathbb{Z}) \) which solves the matrix equation

\[ (2.1) \]

\[ R^t M + MR = 0 \]

This matrix is unique up to a multiplicative constant. We may choose

\[ R = \begin{pmatrix} a^2 + b^2 - abc & 2a + bc - ac^2 & 2b - ac \\ bc - 2a & c^2 - a^2 & 2c - ab \\ ac - 2b & -2c - ab + a^2c & abc - b^2 - c^2 \end{pmatrix} \]

Its characteristic polynomial is

\[ \det(R - \lambda E) = -\lambda^3 + d(d - 4)\lambda, d = a^2 + b^2 + c^2 - abc \]

In the context of real numbers we can state the following:

**2.2 Proposition** a) For any \( x \in \mathbb{R}, (e^{xR})^tMe^{xR} = M. \)
b) If \((a, b, c)\) is a Markoff triple, then the adjugate matrix of \(R\), i.e. the transpose of the cofactor matrix, is
\[
R^{\text{adj}} = R^2 = 4 \begin{pmatrix} c & -b \\ a & c \end{pmatrix} (c, ac - b, a)
\]

**Proof**

a) Since \((R^t)^k M = (-1)^k M R^k\) for all \(k \in \mathbb{N}\),
\[
(e^{xR})^t M e^{xR} = \sum_{k,l=0}^{\infty} \frac{1}{k! l!} x^{k+l} (R^t)^k M R^l = \sum_{k,l=0}^{\infty} \frac{1}{k! l!} (-1)^k x^{k+l} M R^{k+l} = Me^{-R} e^R = M.
\]

b) This can of course be shown through straightforward calculations of the nine minors of \(R\), involving repeated applications of the Markoff property. A more conceptional proof, however, is the following. First one observes that \(J^2 = J^{\text{adj}}\) for \(J = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}\).

Next, the operation of adjugation of a nonsingular matrix commutes obviously with any similarity transformation. Perturbing a singular matrix into a nonsingular one, and then letting that perturbation approach the original matrix shows that adjugation and similarity transformations commute for singular matrices as well. This, once again, settles the claim b).

\(\square\)

**Remark** In reference to Remark 3 in Section 1, the conjugation of \(N\) by \(e^{-\frac{1}{2}R}\) corresponds to the conjugation of the components of the related admissible triple by the matrix
\[
\begin{pmatrix} 1 & x \\ 0 & 1 \end{pmatrix}.
\]

The matrices \(H\) and \(R\) commute, and so they share common eigenvectors. Let us briefly consider \(R\) in the context of the ring \(P_5[X]\), the polynomials with integral coefficients. There are exactly two cases in which \(R\) is nilpotent, namely \(d=0\) and \(d=4\). The case \(d=0\) leads us to Markoff triples, while the case \(d=4\) leads us to triples of Tchebycheff polynomials: For the root of the tree we choose the triple \((X, X, 2)\), \(X\) being the free variable. Beginning at the root, we obtain three adjacent (but not necessarily distinct) triples out of a given one, \((P_1, P_2, P_3)\) say, as follows.

\[(P_2P_3 - P_1, P_2, P_3), (P_1, P_1P_3 - P_2, P_3), (P_1, P_2, P_1P_2 - P_3)\]

The polynomials thus obtained are monic polynomials which are mutually orthogonal with respect to a certain probability measure derived from classical potential theory. The triples of integers representing the degrees of these polynomials form the vertices of the so-called “Euclid tree”. While the kinship
between the cases \( d=0 \) and \( d=4 \) goes well beyond the shared nilpotence of \( R \), a fact which has been exploited by Zagier in [Z] with profit in deriving an asymptotic bound for Markoff numbers through comparison of the two cases, the uniqueness question, which is the subject of the present investigation, has clearly a negative answer in the case \( d=4 \). The crucial difference between these two cases is the fact that, while \( R \) is of rank 2 in the case \( d=0 \), it is of rank 1 in the case \( d=4 \). Notice also that, while \( H - E \) is nilpotent for \( d=0 \), it still has two equal but non-vanishing eigenvalues for \( d=4 \).

From now on we will be exclusively concerned with Markoff triples. Let

\[
S = H - E,
\]

where \( E \) denotes the unit matrix.

**2.3 Proposition**

a) \( H = e^{-\frac{B}{2}}E = E - \frac{1}{2} R + \frac{1}{8} R^2, R = 3E - 4H + H^2 \)

b) 

\[
S^2 = \begin{pmatrix} c & -b & a \\ -b & a & c \\ a & c & b \end{pmatrix} (c,ac - b,a).
\]

The proof is obtained through straightforward manipulations, involving repeated employment of the Markoff property. Proposition 2.3 shows that we are essentially dealing with a single nilpotent matrix of rank 2. It will follow from our subsequent discussion that all “automorphs” have the form \( e^{sR} \) for a suitable rational parameter \( s \). Since the matrix \( R \) has some mild redundancies, thus making manipulations a bit more lengthy, and since these redundancies are not shared by the matrix \( S \), we will be working in the sequel with \( S \) only.

Before we are going to embark on the parametrization of all “automorphs” of the matrices \( M(a,b,c) \) via the Jordan normal form, yielding rational matrices which are crucially non-integral, we digress briefly to present a normal form for \( R \) which highlights the integrality of the matrix \( R \).

**2.4 Proposition**

a) For each Markoff triple \((a,b,c)\) there exists a matrix \( W(a,b,c) \in \text{GL}(3,\mathbb{Z}) \) such that

\[
W(a,b,c)^{-1} R W(a,b,c) = \begin{pmatrix} 0 & 2 & 1 \\ 0 & 0 & 2 \\ 0 & 0 & 0 \end{pmatrix}
\]

(2.2)

\[
W(a,b,c) \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix} a \\ -b \\ c \end{pmatrix}, \det(W(a,b,c)) = -1
\]

(2.3)

b) If \( N \) is the matrix constructed in Proposition 1.2 for two Markoff triples \((a_1,b_1,c_1)\) and \((a_2,b_2,c_2)\) then

\[
N = W(a_2,b_2,c_2) W(a_1,b_1,c_1)^{-1}
\]

(2.4)
Proof a) If \( (a, b, c) = (3, 3, 3) \), then
\[
W(3, 3, 3) = \begin{pmatrix}
1 & -2 & 0 \\
-1 & 1 & 1 \\
1 & 0 & -1
\end{pmatrix}
\]
has the claimed properties. Now, letting \( N \) be the matrix constructed in Proposition 1.2 such that
\[
N^tM(a, b, c)N = M(3, 3, 3),
\]
then, by Proposition 2.1 b) and Proposition 2.3 a)
\[
N^{-1}R(a, b, c)N = R(3, 3, 3).
\]
We define
\[
W(a, b, c) = NW(3, 3, 3).
\]
By Proposition 1.2 b), and since \( N \in SL(3, \mathbb{Z}) \), the matrix \( W(a, b, c) \) has the claimed properties.

b) This is an immediate consequence of the construction of the matrix \( N \) in Proposition 1.2 a). □

Remark The brevity of the proof of Proposition 2.4 obscures the significance of what’s going on here. Some background information might elucidate the issues, especially when this normal form is being compared to the way in which the use of the Jordan normal form unfolds in Section 3. First, the normal form enunciated in Proposition 2.4 is essentially unique. In order to clarify this statement one has to place the search for such a normal form on a more systematic footing. Specifically, the proper context for doing so is the Smith normal form for integral matrices. (See for instance [Ne], Chapter II, for an in depth exposition of this subject). In the case of a 3x3 integral matrix there are exactly 3 determinantal divisors, \( d_1, d_2, d_3 \): \( d_1 \) is the greatest common divisor of all nine matrix entries, \( d_2 \) is the greatest common divisor of all nine entries in the corresponding adjugate matrix, and \( d_3 \) is the determinant of the given matrix. For a nonsingular integral 3x3 matrix the Smith normal form is then given by \( \text{diag}(d_1, \frac{d_2}{d_1}, \frac{d_3}{d_1}) \), and for a singular integral 3x3 matrix of rank 2 it is given by \( \text{diag}(d_1, \frac{d_2}{d_1}, 0) \). The diagonal entries in the Smith normal form are called the invariant factors of the matrix. The Smith normal form is known to be invariant under left as well as right multiplication by unimodular integral matrices. In our case one can see that the matrix \( R = \frac{1}{3}R \) has the Smith normal form \( \text{diag}(1, 4, 0) \). Indeed, the first determinantal divisor of \( R \) is equal to 1 (for instance the greatest common divisor of the entries (1,1), (1,2) and (3,3) is equal to 1), by Proposition 2.2(b) the second determinantal divisor of \( R \) is equal to 4, and finally, \( \det(R) = 0 \). By [Ne], Theorem III.12 there exists a matrix \( W \in GL(3, \mathbb{Z}) \), such that
\[
W^{-1}RW = \begin{pmatrix}
0 & \alpha & \beta \\
0 & 0 & \gamma \\
0 & 0 & 0
\end{pmatrix} \in M_3(\mathbb{Z}).
\]
By [AO], section 11, we may assume that 
\[ \alpha > 0, \gamma > 0, \text{and } 0 \leq \beta < \gcd(\alpha, \gamma), \]
rendering this choice unique in the sense that any two similar matrices of this form must be identical (see [AO], section 12). The only non-vanishing cofactor in the upper triangular matrix is the one with index (1,3). Since the second determinantal divisor of \( R \) is equal to 4, we conclude that \( \alpha \beta = 4 \). This in turn entails that
\[
W^{-1}RW\{ \begin{pmatrix} 0 & 2 & 1 \\ 0 & 0 & 2 \\ 0 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 4 \\ 0 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 4 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} \}.
\]
In order to show that only the first matrix can occur, we note that, on the one hand both, \( R \) and \( \begin{pmatrix} 0 & 2 & 1 \\ 0 & 0 & 2 \\ 0 & 0 & 0 \end{pmatrix} \) are similar (with respect to \( \text{GL}(3, \mathbb{Z}) \)) to the negative of their transpose matrix.
In the first case this follows from (2.1), and in the latter case we have
\[
\begin{pmatrix} 0 & 0 & -1 \\ 0 & 1 & 0 \\ -1 & 1 & 0 \end{pmatrix} \begin{pmatrix} 0 & 2 & 1 \\ 0 & 0 & 2 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & 1 & -1 \\ 0 & 1 & 0 \\ -1 & 0 & 0 \end{pmatrix} = - \begin{pmatrix} 0 & 0 & 0 \\ 2 & 0 & 0 \end{pmatrix}.
\]
On the other hand, conjugating the matrix \( \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 4 \\ 0 & 0 & 0 \end{pmatrix} \) to the negative of its transpose,
\[
X \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 4 \\ 0 & 0 & 0 \end{pmatrix} X^{-1} = - \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 4 & 0 \end{pmatrix},
\]
leads to a matrix of the form
\[
X = \begin{pmatrix} 0 & 0 & -4x \\ 0 & x & y \\ -4x & -y & z \end{pmatrix}; x, y, z \in \mathbb{Z}.
\]
Since the determinant of this matrix is \(-16x^3\), \( X \) can never be chosen to be unimodular. Since
\[
\begin{pmatrix} 0 & 4 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} = J \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 4 \\ 0 & 0 & 0 \end{pmatrix}^t J,
\]
the matrix \( \begin{pmatrix} 0 & 4 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} \) too is not similar to the negative of its transpose via an integral unimodular matrix. Finally, since the property of a matrix to be similar
to the negative of its transpose is invariant under similarity transformations, there has to exist a matrix $W \in \text{GL}(3, \mathbb{Z})$ such that

$$W^{-1}RW = \begin{pmatrix} 0 & 2 & 1 \\ 0 & 0 & 2 \\ 0 & 0 & 0 \end{pmatrix},$$

as claimed in Proposition 2.4. Up to this point (2.2) and (2.3) follow, except for the sign of the determinant of the matrix $W$. What is not obtainable through this line of reasoning, however, is (2.4). The best one can get is

$$N = W(a_2, b_2, c_2)W(a_1, b_1, c_1)^{-1} + \varepsilon \begin{pmatrix} c_2 \\ -b_2 \\ a_2 \end{pmatrix} \begin{pmatrix} c_1, a_1c_1 - b_1, a_1 \end{pmatrix},$$

with an unspecified integer $\varepsilon$. Notice that the value of $\varepsilon$ does not change if any of the matrices $W$ is multiplied from the left by a matrix with determinant 1 which commutes with the corresponding nilpotent matrix $R$.

3 Determination of automorphs

There are two objectives in this section. First we seek to develop a one-parameter characterization of the “automorphs” introduced in the previous section. Second, this should be done in a way so that the formulas that will be the point of departure in the the next section emerge in a natural way from the ones we obtain in the present one. In order to meet those two requirements, we shall, for the most part in this section, work with two Markoff triples which share a common member. First we construct a matrix $T$ which conjugates $S$ to its Jordan form. Starting with an eigenvector for $S^t$ yields

$$S \begin{pmatrix} c \\ ac - b \\ a \end{pmatrix} = ac \begin{pmatrix} ac^2 - bc - a \\ -c^2 \\ c \end{pmatrix}$$

Notice that the vector on the right hand side is nothing but the second column of $S$ multiplied by $ac$. Applying $S$ to its second column yields by virtue of the Markoff property

$$(ac - b) \begin{pmatrix} c \\ -b \\ a \end{pmatrix},$$

which is in the kernel of $S$. So, if we define

$$T = \begin{pmatrix} c & ac(ac^2 - bc - a) & ac(ac - b)c \\ ac - b & ac(-c^2) & ac(ac - b)(-b) \\ a & acc & ac(ac - b)a \end{pmatrix}$$

then we have

$$ST = T \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}.$$
Furthermore,

$$\det(T) = -[ac(ac - b)]^3$$

In order to manage the manipulations involving this matrix efficiently, we will use a suitable factorization. If

$$A = \begin{pmatrix} 0 & c(ac - b) - a & c \\ 1 & -c^2 & -b \\ 0 & c & a \end{pmatrix},$$

$$B = \begin{pmatrix} ac & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

$$C = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix},$$

$$D = \begin{pmatrix} 1 & 0 & 0 \\ 0 & ac & 0 \\ 0 & 0 & ac(ac - b) \end{pmatrix},$$

then $$T = ABCD$$. Moreover

$$A^{-1} = -\frac{1}{(ac - b)^2} \begin{pmatrix} -c(ac - b) & -(ac - b)^2 & -a(ac - b) \\ -a & 0 & c \\ c & 0 & a - c(ac - b) \end{pmatrix}$$

$$= \frac{1}{(ac - b)^2} FK L,$$

where

$$F = \begin{pmatrix} ac - b & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

$$K = \begin{pmatrix} c & 1 & a \\ a & 0 & -c \\ -c & 0 & c(ac - b) - a \end{pmatrix}$$

$$L = \begin{pmatrix} 1 & 0 & 0 \\ 0 & ac - b & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

We shall also need the matrix

$$U = MT = VBCD,$$

where

$$V = \begin{pmatrix} a & -a & c \\ 1 & 0 & m \\ 0 & c & a \end{pmatrix}$$
$V^{-1} = \frac{1}{(ac-b)^2} \begin{pmatrix} c(ac-b) & -b(ac-b) & a(ac-b) \\ a & -a^2 & a(ac-b) - c \\ -c & ac & -a \end{pmatrix}$

Now consider two Markoff triples (at this point not necessarily distinct) with a common member $m$. We assume that

$$m = a_1c_1 - b_1 = a_2c_2 - b_2,$$

where $a_k, b_k$ and $c_k$ are the components of the unique neighbor closer to the root of the Markoff tree, for $k = 1$ and $k = 2$, respectively. This arrangement accommodates all vertices of the Markoff tree except for the root. In order to make use of the matrices introduced above in the present context, we adopt the convention of attaching an index 1 or 2 to their names, depending on the Markoff triple in reference. Let

$$\hat{N} = T_2T_1^{-1}, r = \frac{a_1c_1}{a_2c_2}.$$

Then

$$\det(r\hat{N}) = 1$$

By Proposition 1.2 there exists a matrix $N \in SL(3, \mathbb{Z})$ such that

$$(3.1) \quad N^4M(a_2, b_2, c_2)N = M(a_1, b_1, c_1).$$

By Proposition 2.1(b)

$$N^{-1}S_2N = S_1$$

Since $\hat{N}^{-1}S_2\hat{N}=S_1$, it follows that $N\hat{N}^{-1}$ and $S_2$ commute. Since $S_2$ has rank 2, this implies that there exist rational numbers $s$ and $t$, such that

$$(3.2) \quad N = r(E + sS_2 + tS_2^2)\hat{N} = rT_2 \begin{pmatrix} 1 & 0 & 0 \\ s & 1 & 0 \\ t & s & 1 \end{pmatrix} T_1^{-1} \in M_3(\mathbb{Z}).$$

Substituting (3.2) into (3.1) yields the identity

$$(3.3) \quad r(T_1^4)^{-1} \begin{pmatrix} 1 & s & t \\ 0 & 1 & s \\ 0 & 0 & 1 \end{pmatrix} T_2^4 = r^{-1}(M(a_2, b_2, c_2)T_2 \begin{pmatrix} 1 & 0 & 0 \\ s & 1 & 0 \\ t & s & 1 \end{pmatrix}) (M(a_1, b_1, c_1)T_1)^{-1} =$$

$$r^{-1}U_1 \begin{pmatrix} 1 & 0 & 0 \\ -s & 1 & 0 \\ s^2 - t & -s & 1 \end{pmatrix} U_2^{-1}$$

We are now going to evaluate the three terms in (3.2). Writing $F, L$ in place of $F_1, L_1$, respectively,

$$rm^2\hat{N} = rA_2B_2C_2D_2D_1^{-1}C_1^{-1}B_1^{-1}FK_1L =$$
\[ A_2 \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ \frac{1}{a_2c_2} - \frac{1}{a_1c_1} & 0 & 1 \end{pmatrix} FK_1L = \]
\[ \begin{pmatrix} c_2\left(\frac{1}{a_2c_2} - \frac{1}{a_1c_1}\right)m & c_2m - a_2 & c_2 \\ (1 - b_2\left(\frac{1}{a_2c_2} - \frac{1}{a_1c_1}\right))m & -c_2^2 & -b_2 \\ a_2\left(\frac{1}{a_2c_2} - \frac{1}{a_1c_1}\right)m & c_2 & a_2 \end{pmatrix} K_1L = \]
\[ \Gamma_0 + m\Gamma_1 + m^2\Gamma_2, \]

where,
\[ \Gamma_0 = \begin{pmatrix} -(a_1a_2 + c_1c_2) & 0 & -(a_1c_2 - c_1a_2) \\ -(a_1c_2 - c_1a_2)c_2 & 0 & (a_1c_2 - c_1a_2)a_2 \\ a_1c_2 - c_1a_2 & 0 & -(a_1a_2 + c_1c_2) \end{pmatrix} + m \begin{pmatrix} a_1c_2 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & c_1a_2 \end{pmatrix} \]
\[ \Gamma_1 = \left(\frac{1}{a_2c_2} - \frac{1}{a_1c_1}\right) \begin{pmatrix} c_2 \\ -b_2 \\ a_2 \end{pmatrix} \begin{pmatrix} c_1, m, a_1 \end{pmatrix} \]
\[ \Gamma_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \]

Since
\[ m^2 \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} T^{-1} = a^{-1}c^{-1} \begin{pmatrix} 0 & 0 & 0 \\ m & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} KL = a^{-1}c^{-1}L \begin{pmatrix} 0 & 0 & 0 \\ c & 1 & a \\ a & 0 & -c \end{pmatrix} L, \]

we get for the second term
\[ mrS_2\tilde{N} = mrT_2 \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} T_1^{-1} = A_2 \begin{pmatrix} 0 & 0 & 0 \\ c_1 & 1 & a_1 \\ a_1 & 0 & -c_1 \end{pmatrix} L = \]
\[ \Omega_0 + m\Omega_1, \]

where
\[ \Omega_0 = \begin{pmatrix} a_1c_2 - c_1a_2 & 0 & -(a_1a_2 + c_1c_2) \\ -(a_1a_2 + c_1c_2)c_2 & 0 & -(a_1c_2 - c_1a_2)a_2 \\ a_1a_2 + c_1c_2 & 0 & a_1c_2 - c_1a_2 \end{pmatrix}, \]
\[ \Omega_1 = \begin{pmatrix} 0 & -a_2 & 0 \\ a_1 & -c_2 & -c_1 \\ 0 & c_2 & 0 \end{pmatrix} + c_2 \begin{pmatrix} c_1 & m & a_1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \]
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Finally, for the third term

\[ rS_2^2 \hat{\mathcal{N}} = \Phi^t = \begin{pmatrix} c_2 \\ -b_2 \\ a_2 \end{pmatrix} \begin{pmatrix} c_1, m, a_1 \end{pmatrix}. \]

In order to manipulate the identity (3.3) we shall need a similar decomposition involving the matrix \( U \).

\[
r^{-1}m^2U_1U_2^{-1} = V_1 \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ -\left(\frac{1}{a_2c_2} - \frac{1}{a_1c_1}\right) & 0 & 1 \end{pmatrix} \begin{pmatrix} c_2m & -b_2m & a_2m \\ a_2 & -a_2^2 & a_2m - c_2 \\ -c_2 & a_2c_2 & -a_2 \end{pmatrix} = \Theta_0 + m\Theta_1 + m^2\Theta_2,
\]

where

\[
\Theta_0 = \begin{pmatrix} -(a_1a_2 + c_1c_2) & -(a_1c_2 - c_1a_2)c_2 & a_1c_2 - c_1a_2 \\ 0 & 0 & 0 \\ -(a_1c_2 - c_1a_2)c_2 & -(a_1a_2 + c_1c_2) & 0 \end{pmatrix} + m \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]

\[
\Theta_1 = -\left(\frac{1}{a_2c_2} - \frac{1}{a_1c_1}\right) \begin{pmatrix} c_1 \\ m \\ a_1 \end{pmatrix} \begin{pmatrix} c_2, -b_2, a_2 \end{pmatrix},
\]

\[
\Theta_2 = \Gamma_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

Since

\[
m^2 \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} U^{-1} = a^{-1}c^{-1} \begin{pmatrix} 0 & 0 & 0 \\ cm & -bm & am \\ a & -a^2 & am - c \end{pmatrix},
\]

we get

\[
r^{-1}mU_1 \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} U_2^{-1} = V_1 \begin{pmatrix} 0 & 0 & 0 \\ c_2 & -b_2 & a_2 \\ a_2 & -a_2^2 & a_2m - c_2 \end{pmatrix} = \Lambda_0 + m\Lambda_1,
\]

where

\[
\Lambda_0 = \begin{pmatrix} -(a_1c_2 - c_1a_2) & (a_1c_2 - c_1a_2)a_2 & -(a_1a_2 + c_1c_2) \\ 0 & 0 & 0 \\ a_1a_2 + c_1c_2 & -(a_1a_2 + c_1c_2)a_2 & -(a_1c_2 - c_1a_2) \end{pmatrix},
\]
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\[
\Lambda_1 = \begin{pmatrix}
0 & -a_1 & 0 \\
a_2 & -a_2^2 & -c_2 \\
0 & c_1 & 0
\end{pmatrix} + a_2 \begin{pmatrix}
0 & 0 & c_1 \\
0 & 0 & m \\
0 & 0 & a_1
\end{pmatrix}.
\]

Finally,
\[
r^{-1}U_1 \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{pmatrix} U_2^{-1} = \Phi
\]

Let
(3.4)
\[
N(s) = re^{-\frac{a_2}{m}s} \hat{N} - \frac{1}{m} \left( \begin{array}{ccc}
1 & 1 & 1 \\
c_1 & c_2 & a_2
\end{array} \right) \left( \begin{array}{c}
c_2 \\
-b_2 \\
a_2
\end{array} \right) \left( \begin{array}{c}
c_1, m, a_1
\end{array} \right) =
\]
\[
r\hat{N} e^{-\frac{a_2}{m}s} - \frac{1}{m} \left( \begin{array}{ccc}
1 & 1 & 1 \\
c_1 & c_2 & a_2
\end{array} \right) \left( \begin{array}{c}
c_2 \\
-b_2 \\
a_2
\end{array} \right) \left( \begin{array}{c}
c_1, m, a_1
\end{array} \right)
\]

Then we have the following crucial representation of all “rational isomorphs”.

3.1 Proposition If \( Q \in \text{SL}(3, \mathbb{Q}) \), then
(3.5)
\[
Q^t M_2 Q = M_1,
\]
if and only if there exists a rational number \( s \) such that \( Q = N(s) \).

Proof First, by our discussion above, we know that if (3.5) holds true, then there exist rational numbers \( s \) and \( t \), such that
\[
Q = r(E + sS_2 + tS_2^2)\hat{N}.
\]

Now given this representation, \( Q \) satisfies (3.5) if and only if
(3.6)
\[
(T^t_1)^{-1} \begin{pmatrix}
1 & s & t \\
0 & 1 & s \\
0 & 0 & 1
\end{pmatrix} T^t_2 - r^{-1}U_1 \begin{pmatrix}
1 & 0 & 0 \\
-s & 1 & 0 \\
s^2 - t & -s & 1
\end{pmatrix} U_2^{-1} = 0.
\]

Employing the above decompositions, the left hand side of (3.6) turns into
\[
\frac{1}{m^2} \Gamma_0^t + \frac{1}{m} \Gamma_1^t + \Gamma_2^t + \frac{s}{m} \Omega_0^t + s \Omega_1^t + t \Phi - \frac{1}{m^2} \Theta_0 - \frac{1}{m} \Theta_1 - \Theta_2 + \frac{s}{m} \Lambda_0 + s \Lambda_1 - (s^2 - t) \Phi.
\]

Since
\[
\Gamma_0^t = \Theta_0, \Gamma_1^t = -\Theta_1 = (\frac{1}{a_2 c_2} - \frac{1}{a_1 c_1}) \Phi, \Gamma_2^t = \Theta_2,
\]

the left hand side of (3.6) simplifies to
\[
\frac{s}{m} (\Omega_0^t + \Lambda_0) + s(\Omega_1^t + \Lambda_1) + (2(\frac{1}{m} \frac{1}{a_2 c_2} - \frac{1}{a_1 c_1}) + t) - s^2) \Phi.
\]
But
\[ \Omega_1^i + \Lambda_1 = \Phi + \begin{pmatrix} 0 & c_1 b_2 & 0 \\ 0 & 0 & 0 \\ 0 & a_1 b_2 & 0 \end{pmatrix}, \]
while
\[ \Omega_0^i + \Lambda_0 = -m \begin{pmatrix} 0 & c_1 b_2 & 0 \\ 0 & 0 & 0 \\ 0 & a_1 b_2 & 0 \end{pmatrix}, \]
so that the left hand side of (3.6) finally takes the form
\[ (2\left(\frac{1}{m}(\frac{1}{a_2 c_2} - \frac{1}{a_1 c_1}) + t\right) + s - s^2)\Phi. \]
This expression is equal to zero if and only if
\[ t = \frac{1}{2}(s^2 - s) - \frac{1}{m}(\frac{1}{a_2 c_2} - \frac{1}{a_1 c_1}), \]
which is equivalent to \( Q = N(s) \). □

**Remarks**

1) If \( a_1 = a_2, \ c_1 = c_2 \), then the proof of Proposition 3.1 shows that all “automorphs” of an MT-matrix are of the form \( e^{\Phi t} \) for some integer \( s \).

2) All integral “isomorphs” are actually contained in a proper congruence subgroup of \( SL(3, \mathbb{Z}) \), namely the matrices which are orthogonal modulo 3.

3) Notice that due to cancellation the matrix \( N(s) \) can be written more compactly as follows,
\[ N(s) = \frac{1}{m^2} \Gamma_0 + \Gamma_2 + \frac{s}{m}(\Omega_0 + m\Omega_1) + \frac{s^2 - s}{2}\Phi^t. \]

### 4 Markoff triples and quadratic residues

The point of departure in this section is the following matrix identity within the settings of section 3. Let
\[ W = W(a_i, b_i, c_i) = \begin{pmatrix} c_i & 0 & 2a_i - mc_i \\ -b_i & 1 & c_i^2 - a_i^2 \\ a_i & 0 & ma_i - 2c_i \end{pmatrix}, \quad i = 1, 2 \]
then
\[ N(0) = W(a_2, b_2, c_2)W(a_1, b_1, c_1)^{-1} = \frac{1}{2m^2} W(a_2, b_2, c_2)W(a_1, b_1, c_1)^{\text{adj}} \]
\[ = \frac{1}{2m^2} \begin{pmatrix} c_2 & 0 & 2a_2 - mc_2 \\ -b_2 & 1 & c_2^2 - a_2^2 \\ a_2 & 0 & ma_2 - 2c_2 \end{pmatrix} \begin{pmatrix} ma_1 - 2c_1 & 0 & mc_1 - 2a_1 \\ 2mc_1 & 2m^2 & 2ma_1 \\ -a_1 & 0 & c_1 \end{pmatrix}. \]
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This identity separates the two Markoff triples with the property 

\[ m = a_1 c_1 - b_1 = a_2 c_2 - b_2. \]

For a single Markoff triple \((a, b, c)\) the matrix \(W(a, b, c)\) in turn gives rise to the following identity

(4.2)

\[
W(a, b, c)^t M(a, b, c) W(a, b, c) = \begin{pmatrix}
0 & m & 0 \\
m & 1 & m^2 \\
0 & -m^2 & -4m^2
\end{pmatrix}.
\]

Significantly, the matrix on the right hand side depends on \(m\) only. Also notice that an application of the matrix \(R\) to the second column of \(W\) yields the third column, while an application of \(R\) to the third column of \(W\) yields \(4m\) times the first column of \(W\). The following identity exhibits the intrinsic symmetry of this matrix,

\[
W(c, b, a) = JW(a, b, c)
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{pmatrix}.
\]

To get a better understanding of the architecture of the matrix on the right hand side of (4.2) we observe first that

\[
\begin{pmatrix}
0 & m & 0 \\
m & 1 & m^2 \\
0 & -m^2 & -4m^2
\end{pmatrix} = \begin{pmatrix}
0 & m & 0 \\
m & 1 & m^2 \\
0 & m^2 & 4m^2
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{pmatrix}.
\]

Both of these factors are associated with the nilpotent matrix on the right hand side of the conjugation

\[
W(a, b, c)^{-1} R(a, b, c) W(a, b, c) = \begin{pmatrix}
0 & 0 & 4m \\
0 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix}
\]

as follows: The first factor, which is self-adjoint, conjugates the matrix \(\begin{pmatrix}
0 & 0 & 4m \\
0 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix}\)

to its adjoint
\(\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 1 \\
4m & 0 & 0
\end{pmatrix}\), while the second factor, which is a self-adjoint

involution, conjugates \(\begin{pmatrix}
0 & 0 & 4m \\
0 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix}\) to \(\begin{pmatrix}
0 & 0 & 4m \\
0 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix}\). Any matrix \(Y\) of this design has the following “automorph” property,

\[
\exp\left(s\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 1 \\
4m & 0 & 0
\end{pmatrix}\right)Y\exp\left(s\begin{pmatrix}
0 & 0 & 4m \\
0 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix}\right) = Y,
\]
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where \( \exp(.) \) denotes the exponential function, and \( s \) is a rational number. This construction works essentially for any nilpotent 3x3 matrix. Conversely, any matrix \( Y \) with the indicated “automorph” property must have the form

\[
Y = \begin{pmatrix}
0 & \alpha & 0 \\
\alpha & \gamma & \beta \\
0 & -\beta & -2m\alpha
\end{pmatrix},
\]

for arbitrary values \( \alpha, \beta \) and \( \gamma \). In the context of (1.2) we have \( \alpha = m, \beta = m^2 \) and \( \gamma = 1 \).

**Remark** The following observation, which will not be used in the sequel, is of some interest. Let

\[
U = W \begin{pmatrix}
1 & 0 & 0 \\
-m & 1 & 0 \\
0 & 0 & 1
\end{pmatrix} = \begin{pmatrix}
c & 0 & 2a - mc \\
-ac & 1 & c^2 - a^2 \\
a & 0 & ma - 2c
\end{pmatrix},
\]

and let

\[
Q = \begin{pmatrix}
1 & a & b \\
b & 1 & c \\
c & b & 1
\end{pmatrix} = \frac{1}{2} (M(a, b, c) + M(a, b, c)^t)
\]

Then

\[
U^tQU = \begin{pmatrix}
-m^2 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -4m^2
\end{pmatrix}.
\]

This identity shows that the column vectors of the matrix \( U \) form an orthogonal basis with respect to the (indefinite) ternary quadratic form determined by the symmetric matrix \( Q \), which has a determinant equal to 1 if and only if \((a, b, c)\) is a Markoff triple.

We are now going to state a property that exhibits the intrinsic rigidity of the identity (4.2).

**4.1 Proposition** For any four positive integers \( a, b, c, q \), the following two conditions are equivalent

a) The triple \((a, b, c)\) is Markoff, and \( q = ac - b \).

b) There exists an integral 3x3 matrix \( W = (w_{ij}) \) with the properties

\[
W^t M(a, b, c)W = \begin{pmatrix}
0 & q & 0 \\
q & 1 & q^2 \\
0 & -q^2 & -4q^2
\end{pmatrix},
\]

and \( w_{12} = w_{32} = 0, w_{22} = 1 \).

**Proof** By (4.2), a) implies b). To show that b) implies a), we first observe that
\[
\begin{vmatrix}
0 & m & 0 \\
m & 1 & m^2 \\
0 & -m^2 & -4m^2
\end{vmatrix} = 4m^4,
\]
and therefore \(\det(W) = \pm 2m^2\). Replacing \(W\) by \(-W\) if necessary, and letting \(X = (x_{ij}) = W^{\text{adj}}\), we can restate the matrix identity in b) as follows,

\[
\begin{pmatrix}
x_{11} & x_{21} & x_{31} \\
0 & 2m^2 & 0 \\
x_{13} & x_{23} & x_{33}
\end{pmatrix}
\begin{pmatrix}
0 & m & 0 \\
m & 1 & m^2 \\
0 & -m^2 & -4m^2
\end{pmatrix}
\begin{pmatrix}
x_{11} & 0 & x_{13} \\
x_{21} & 2m^2 & x_{23} \\
x_{31} & 0 & x_{33}
\end{pmatrix}
= 4m^4
\begin{pmatrix}
1 & a & b \\
0 & 1 & c \\
0 & 0 & 1
\end{pmatrix}.
\]

Reading off the identities for those entries only which are located on or below the diagonal, with the exception of entry (2,2) which is trivial, yields,

- **Entry (1,1):** \(2mx_{11}x_{21} + x_{2}^3 - 4m^2x_{31} = 4m^4\)
- **Entry (2,1):** \(mx_{11}x_{21} + x_{21} + m^2x_{31} = 0\)
- **Entry (3,1):** \(mx_{11}x_{23} + mx_{13}x_{21} + x_{21}x_{23} - m^2x_{21}x_{31} + m^2x_{23}x_{31} - 4m^2x_{31}x_{33} = 0\)
- **Entry (3,2):** \(mx_{13}x_{23} + x_{23} - m^2x_{33} = 0\)
- **Entry (3,3):** \(2mx_{13}x_{23} + x_{23}^2 - 4m^2x_{33}^2 = 4m^4\).

Combining the identities from entries (1,1) and (2,1) yields

\[(4.3) \quad x_{21}^2 + 2m^2x_{21}x_{31} + 4m^2x_{31}^2 + 4m^4 = 0\]

Combining the identities from entries (3,2) and (3,3) yields

\[(4.4) \quad x_{23}^2 - 2m^2x_{23}x_{33} + 4m^2x_{33}^2 + 4m^4 = 0\]

Finally, substituting the identities from entries (2,1) and (3,2) into the identity for entry (3,1) yields

\[(4.5) \quad x_{21}x_{23} + 4m^2x_{31}x_{33} = 0\]

It follows from (4.3) and (4.4), respectively, that \(x_{21}\) and \(x_{23}\) are divisible by \(2m\). Thus, letting

\[x_{21}^* = \frac{x_{21}}{2m}, \quad x_{23}^* = \frac{x_{23}}{2m},\]

we obtain

\[(4.3)^* \quad (x_{21}^*)^2 + mx_{21}^*x_{31} + x_{31}^2 + m^2 = 0,\]

\[(4.4)^* \quad (x_{23}^*)^2 - mx_{23}^*x_{33} + x_{33}^2 + m^2 = 0,\]

\[(4.5)^* \quad x_{21}^*x_{23}^* + x_{31}x_{33} = 0.\]

It follows from (4.3)* through (4.5)* that

\[|x_{21}^*| = |x_{33}^*|, |x_{23}^*| = |x_{31}^*|, x_{21}^*x_{31}^* < 0.\]
These last four conditions show that, up to a minus sign, the matrix $X$ has exactly the form of the adjugate matrix of $W$ in (4.1). It is now straightforward to check that the numbers $a, b, c, m$ have the properties claimed in a). □

**Remarks**

1) More generally, the following can be shown.

There exists a matrix $X = (x^{(1)}, x^{(2)}, x^{(3)}) \in M_3(\mathbb{Z})$ solving the matrix equation

$$X^\top M(a, b, c) X = \begin{pmatrix} 0 & q & 0 \\ -q & 0 & q^2 \\ 0 & -q^2 & -4q^2 \end{pmatrix},$$

such that the vector $x^{(2)}$ has length 1, if and only if $(a, b, c)$ is a Markoff triple. Moreover

$$q = c \text{ if } x^{(2)} = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix},$$

$$q = ac - b \text{ if } x^{(2)} = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix},$$

$$q = a \text{ if } x^{(2)} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.$$

2) It is quite natural to wonder to what degree the matrix on the right hand side of (4.2) is uniquely determined by the discussion so far. The answer is, not as much as one is led to suspect. As a matter of fact, essentially everything that has been said so far works with minor adjustments just as well if the matrix $W = W(a, b, c)$ is being replaced by

$$Z_{adj} = \begin{pmatrix} -2c & 2a - mc & mc \\ 2ac & c^2 - a^2 & -mb \\ -2a & ma - 2c & ma \end{pmatrix},$$

where

$$Z = Z(a, b, c) = \begin{pmatrix} c & m & a \\ -a & 0 & c \\ a & 2 & c \end{pmatrix},$$

satisfying $\det(Z) = 2m^2$. All one has to do is to replace the second condition in Proposition 4.1 part b) by the following,

$$z_{12} = m, z_{22} = 0, z_{32} = 2.$$

The identity taking the place of (4.2) then becomes

$$(Z_{adj})^\top M(a, b, c) Z_{adj} = \begin{pmatrix} -4m^2 & 2m^3 & 2m^3 \\ -2m^3 & -4m^2 & 0 \\ 2m^3 & 0 & 0 \end{pmatrix} = 2m^2 \begin{pmatrix} -2 & m & m \\ -m & -2 & 0 \\ m & 0 & 0 \end{pmatrix}.\]
One also has the identity,

\[
ZW = \begin{pmatrix} 0 & m & 0 \\ 0 & 0 & 2m^2 \\ 2m & 2 & 0 \end{pmatrix}.
\]

In a way the matrix \( W \) is related to the nilpotent matrix \( R \), while the matrix \( Z \) is related to \( R^t \). In fact, \( R^t \) applied to the last column vector of \( Z^t \) yields four times the second column vector of \( Z^t \), while an application of \( R^t \) to the second column vector of \( Z^t \) yields \( 2m \) times the first row vector of \( Z^t \). As we shall see shortly, however, the relationship between these two matrices is more intimate than appears to be the case at first sight.

The next step is to consider the general diophantine matrix equation

(4.7)

\[
X^t M(a,b,c) X = \begin{pmatrix} 0 & q & 0 \\ q & 1 & q^2 \\ 0 & -q^2 & -4q^2 \end{pmatrix}; \ X \in M_3(\mathbb{Z}), q \in \mathbb{N},
\]

where \((a,b,c)\) is a Markoff triple. We shall see shortly that, after imposing a slightly technical restriction, this equation has a solution if and only if \( q \) is divisible by 3 and \(-1\) is a quadratic residue modulo \( \frac{n}{3} \). Before we go into that we give a brief summary of some pertinent number theoretic facts, which can be readily gleaned from the standard literature (see [L], for part a) and b); [Pn], Satz 2.4, or more generally, [M1], [Ni] for part c)).

4.2 Lemma a) For any integer \( n \) there exists an element \( \epsilon \) in the residue class ring \( \mathbb{Z}_n \), such that \( \epsilon^2 = -1 \) (in other words, \(-1\) is a quadratic residue modulo \( n \)) if and only if any odd prime factor \( p \) of \( n \) has the property \( p = 1 \mod 4 \).

b) If \( n \) is an integer which is not divisible by 4 such that \(-1\) is a quadratic residue modulo \( n \), and \( l \) is the number of distinct odd prime factors dividing \( n \), then there are exactly \( 2^l \) elements in \( \mathbb{Z}_n \) whose square is equal to \(-1\).

c) For any solution of the diophantine equation \( k^2 + 1 = nl; n,l > 0 \), there exists a matrix

\[
\begin{pmatrix} p & q \\ r & s \end{pmatrix} \epsilon \ SL(2,\mathbb{Z})
\]

with such that

\[
\begin{pmatrix} p & q \\ r & s \end{pmatrix} \begin{pmatrix} p & q \\ r & s \end{pmatrix}^t = \begin{pmatrix} p & q \\ r & s \end{pmatrix} \begin{pmatrix} p & r \\ q & s \end{pmatrix} = \begin{pmatrix} n & k \\ k & l \end{pmatrix}.
\]

Given such a matrix \( \begin{pmatrix} p & q \\ r & s \end{pmatrix} \), all the other matrices in \( SL(2,\mathbb{Z}) \) having this property are \( \begin{pmatrix} -p & -q \\ -r & -s \end{pmatrix} \), \( \begin{pmatrix} -q & p \\ -s & r \end{pmatrix} \), and \( \begin{pmatrix} q & -p \\ s & -r \end{pmatrix} \).
If \((a, b, c)\) is a Markoff triple, we let \(m = \frac{ac-b}{3}\) if \(ac-b\) is odd, and \(m = \frac{ac-b}{6}\) if \(ac-b\) is even. Since \(a^2 + c^2 \equiv 0 \pmod{m}\), we have \(\alpha^2 = -1\), where \(\alpha\) is the element in \(\mathbb{Z}_m\) corresponding to \(\frac{1}{4}\).

We are now going to tackle the system \((4.7)\). First we take the transpose matrices on both sides of \((4.7)\) and subtract the result from \((4.7)\), yielding

\[
X^t \begin{pmatrix}
0 & a & b \\
-a & 0 & c \\
-b & -c & 0
\end{pmatrix} X = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 2q^2 \\
0 & -2q^2 & 0
\end{pmatrix}.
\]

The matrix in the middle on the left hand side has rank 2, and the vector \((c, -b, a)^t\) is in the kernel of this matrix. Writing

\[
X = (x^{(1)}, x^{(2)}, x^{(3)}),
\]

we infer from \((4.8)\) that

\[
(x^{(1)})^t \begin{pmatrix}
0 & a & b \\
-a & 0 & c \\
-b & -c & 0
\end{pmatrix} x^{(i)} = 0, \text{ for } i = 1, 2, 3.
\]

Since \(X\) is invertible, its column vectors are linearly independent, and this entails

\[
(x^{(1)})^t \begin{pmatrix}
0 & a & b \\
-a & 0 & c \\
-b & -c & 0
\end{pmatrix} = 0,
\]

which in turn implies that \(x^{(1)}\) and \((c, -b, a)^t\) are linearly dependent. We now impose the technical restriction mentioned above.

\[
(4.9) \quad (x^{(1)})^t = (c, -b, a)^t.
\]

Under this assumption, we are first going to deal with the Markoff triple \((3,3,3)\).

In other words, we want to solve the system

\[
(4.10) \quad \begin{pmatrix}
x_{11} & x_{21} & x_{31} \\
x_{12} & x_{22} & x_{32} \\
x_{13} & x_{23} & x_{33}
\end{pmatrix} \begin{pmatrix}
1 & 3 & 3 \\
0 & 1 & 3 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{pmatrix} = \begin{pmatrix}
x_{11}^2 + 3x_{11}x_{21} + x_{21}^2 & x_{12}x_{11} + 3x_{12}x_{22} + x_{22}x_{21} & x_{12}x_{13} + 3x_{13}x_{23} + x_{23}x_{22} \\
+3x_{11}x_{31} + 3x_{21}x_{31} + x_{31}^2 & x_{12}x_{31} + 3x_{12}x_{32} + x_{32}x_{21} & x_{12}x_{33} + 3x_{13}x_{23} + x_{23}x_{32} \\
x_{11}x_{12} + 3x_{12}x_{21} + x_{21}x_{22} & x_{12}^2 + 3x_{12}x_{22} + x_{22}^2 & x_{12}x_{13} + 3x_{13}x_{23} + x_{23}x_{22} \\
+3x_{11}x_{31} + 3x_{21}x_{31} + x_{31}x_{32} & +3x_{12}x_{31} + 3x_{22}x_{31} + x_{32}x_{21} & +3x_{13}x_{31} + 3x_{23}x_{31} + x_{33}x_{22} \\
x_{11}x_{13} + 3x_{13}x_{21} + x_{21}x_{23} & x_{12}x_{13} + 3x_{13}x_{23} + x_{23}x_{22} & x_{12}^2 + 3x_{12}x_{22} + x_{22}^2 \\
+3x_{11}x_{31} + 3x_{23}x_{31} + x_{31}x_{33} & +3x_{13}x_{31} + 3x_{23}x_{32} + x_{32}x_{21} & +3x_{13}x_{33} + 3x_{23}x_{33} + x_{33}x_{22} \\
& & x_{13}^2 + 3x_{13}x_{23} + x_{23}^2 \\
& & +3x_{13}x_{33} + 3x_{23}x_{33} + x_{33}^2
\end{pmatrix}
\]
\[
\begin{pmatrix}
0 & q & 0 \\
q & 1 & q^2 \\
0 & -q^2 & -4q^2
\end{pmatrix},
\]
where at this point we shall assume that \( q \) is an odd integer divisible by 3. By assumption we have,
\[(4.11)\]
\[x_{11} = x_{31} = -x_{21} = 3.\]
The entry (1,2) or (2,1) yields,
\[(4.12)\]
\[x_{12} + 2x_{22} + x_{32} = \frac{q}{3}.\]
The entry (1,3) or (3,1) yields,
\[(4.13)\]
\[x_{13} + 2x_{23} + x_{33} = 0.\]
While entry (3,3) yields only \( x_{23} + x_{33} = \pm 2q \), subtracting entry (3,2) from entry (2,3) yields,
\[(4.14)\]
\[x_{23} + x_{33} = 2q.\]
Combination of (4.12) with entry (2,2) yields,
\[(4.15)\]
\[\left(\frac{q}{3}\right)^2 + \frac{q}{3}(x_{32} - x_{22}) - (x_{32} + x_{22})^2 = 1\]
Finally, combining (4.12), (4.14) and entry (2,3) yields,
\[(4.16)\]
\[x_{33} - 6(x_{32} + x_{22}) = q.\]
Up to this point we have only extracted necessary conditions for the solvability of (4.9) and (4.10). We turn now to their sufficiency.
Letting
\[(4.17)\]
\[\alpha = x_{23}, \beta = x_{33}, \gamma = x_{32} - x_{22}, \varepsilon = x_{32} + x_{22},\]
we can recast the above identities as follows. Instead of (4.14) we write
\[(4.18)\]
\[\alpha + \beta = 2q.\]
Instead of (4.15) we write
\[(4.19)\]
\[\left(\frac{q}{3}\right)^2 + \frac{q}{3}(\gamma + x_{22}) - x_{32}^2 = 1.\]
Instead of (4.16) we write
\[(4.20)\]
\[\beta = 6\varepsilon + q.\]
The identity (4.19) is telling us that
\[\varepsilon^2 = -1(\text{mod} \ \frac{q}{3}).\]
So if we let \( \varepsilon \) be any number with this property,
\[
\varepsilon^2 = -1 + \frac{q}{3}j,
\]
and if we let
\[
\gamma = j - \frac{q}{3}, \beta = 6\varepsilon + q, \alpha = 2q - \beta,
\]
then we can use (4.12) and the last two identities in (4.17) to solve for all three entries in the second column of the matrix \( X \). Note that, since by our assumption \( q \) is an odd integer, (4.19) shows that \( \varepsilon \) is odd (even) if and only if \( \gamma \) is odd (even). This ensures that by virtue of the last two identities in (4.17) the numbers \( x_{22} \) and \( x_{32} \) are integers. Hence, \( x_{12} \) is an integer as well. By (4.13), (4.18) and (4.20) we can now solve for the three entries in the last column of the matrix \( X \) in terms of \( \varepsilon \) and \( j \) as well, all numbers being integers. To summarize, we have shown that all integral solutions of the system (4.9) and (4.10) have the form
\[
X = \begin{pmatrix}
3 & \frac{q}{3} - \frac{3\varepsilon}{2} + \frac{j}{2} & -3q + 6\varepsilon \\
-3 & \frac{1}{2}(\varepsilon - j + \frac{q}{3}) & q - 6\varepsilon \\
3 & \frac{1}{2}(\varepsilon + j + \frac{q}{3}) & q + 6\varepsilon
\end{pmatrix},
\]
provided \( q \) is an odd integer which is divisible by 3, and the integers \( \varepsilon \) and \( j \) solve the diophantine equation \( \varepsilon^2 = -1 + \frac{q}{3}j \). In order to see that the same conclusion holds for even integers \( q \) as well, we observe that if \( q \) is even, then \( \varepsilon \) has to be odd. But this means that \( \varepsilon^2 + 1 = 4n + 2 \) for some integer \( n \), and therefore \( j \) has to be odd as well. So it follows that all three entries in the second column of the matrix \( X \) are integers in case \( q \) is even. In conclusion, what we have shown is the first part of the following statement.

**4.3 Proposition**

a) The system (4.9) and (4.10) has an integral solution \( X \) if and only if \(-1\) is a quadratic residue modulo the integer \( q \).

b) The integral solutions of (4.9) and (4.10) are completely parametrized by all the square roots of \(-1\) in the residue class ring associated with \( q \) in the following sense: Given two pairs of numbers, \((\varepsilon_1, j_1)\) and \((\varepsilon_2, j_2)\) satisfying (4.21), such that \( \varepsilon_1 \equiv \varepsilon_2 (\mod \frac{q}{3}) \), each giving rise to the solutions \( X_1 \) and \( X_2 \) of (4.9) and (4.10), respectively, there exists an integer \( i \) such that

\[ e^R X_1 = X_2, \]

where
\[
R = \begin{pmatrix}
-3 & -4 & -1 \\
1 & 0 & -1 \\
1 & 4 & 3
\end{pmatrix}.
\]

The proof of the second part of this proposition will be given below where we deal with general Markoff triples.
Remark It follows from (4.16), (4.14) and (4.13) that all entries in the last column of $X$ are divisible by 3.

The following corollary, which is of some independent interest, will not be used in the sequel.

4.4 Corollary If $X$ is an integral solution of (4.9) and (4.10), and

\[
X^* = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} X \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix},
\]

then

\[
e^{(E - \frac{\beta q}{2}R)} X = X^*.
\]

4.5 Corollary

a) For any Markoff triple the system (4.7) and (4.9) has an integral solution $X$ if and only if $-1$ is a quadratic residue modulo the integer $\frac{q}{3}$.

b) The integral solutions of (4.7) and (4.9) are completely parametrized by all the square roots of $-1$ in the residue class ring associated with $\frac{q}{3}$ in the following sense: Given two pairs of numbers, $(\varepsilon_1, j_1)$ and $(\varepsilon_2, j_2)$ satisfying (4.21), such that $\varepsilon_1 \equiv \varepsilon_2 (\text{mod } \frac{q}{3})$, each giving rise to the solutions $X_1$ and $X_2$ of (4.7) and (4.9), respectively, there exists an integer $i$ such that

\[
e^{\frac{iR}{3}} X_1 = X_2,
\]

where

\[
R = \frac{1}{3} \begin{pmatrix} a^2 + b^2 - abc & 2a + bc - ac^2 & 2b - ac \\ bc - 2a & c^2 - a^2 & 2c - ab \\ ac - 2b & -2c - ab + a^2c & abc - b^2 - c^2 \end{pmatrix}.
\]

Proof By Proposition 1.2 a) any integral solution of the system (4.7) for the Markoff triple $(3,3,3)$ can be transformed into an integral solution of the system (4.7) for an arbitrary Markoff triple, and vice versa. The first identity in Proposition 1.2 b) ensures that property (4.9) is preserved under such a transformation. □

Our next task is to characterize the solutions of the system (4.7) and (4.9), whose existence has been established in Proposition 4.5, for arbitrary Markoff triples more specifically.

4.6 Proposition Suppose that $q \in \mathbb{N}$ is divisible by 3 and $-1$ is a quadratic residue modulo $\frac{q}{3}$. Then given an integral solution $X$ of the system (4.7) and (4.9), there exist two integers $\varepsilon$ and $j$ such that $\varepsilon^2 + 1 = \frac{2}{3}j$, and there exist three integers $a, k, l$, such that $c\alpha - a = mk$ and $\alpha^2 + 1 = \frac{2a}{l}$, having the following property,
(4.22) \[ ZX = Q = \mathcal{A}\mathcal{B}, \]

where

\[
Z = \begin{pmatrix} c & m & a \\ -a & 0 & c \\ a & 2 & c \end{pmatrix}, Q = \begin{pmatrix} 0 & q & 0 \\ 2m & \frac{1}{3}(ql + mj) - 2\alpha\varepsilon & 4m\varepsilon - q\alpha \\ 0 & m\varepsilon - q\alpha & 2mq \end{pmatrix}
\]

\[
\mathcal{A} = \begin{pmatrix} 1 & 0 & 0 \\ -\alpha & m & 0 \\ \frac{b}{\varepsilon} & -2\alpha & m \end{pmatrix}, \mathcal{B} = \begin{pmatrix} 0 & q & 0 \\ 0 & \varepsilon & 2q \\ 2 & \frac{b}{\varepsilon} & 4\varepsilon \end{pmatrix}.
\]

Conversely, any integral solution of the form (4.22) is also a solution of the system (4.7) and (4.9).

**Remarks**

1) Notice the separation of data pertaining to the quadratic residues for the numbers \(m\) and \(q\), respectively, which results from the factorization of the matrix \(Q\) into \(\mathcal{A}\) and \(\mathcal{B}\).

2) If \((a, b, c)\) is an arbitrary triple of positive integers admitting a solution that can be factored as in (4.22), then \((a, b, c)\) is a Markoff triple. This is a consequence of the identity

\[
X^t \begin{pmatrix} c \\ m \\ a \end{pmatrix} = \begin{pmatrix} 0 \\ q \\ 0 \end{pmatrix},
\]

as well as the observation that the first entry in this vector identity is equivalent to the Markoff property.

3) Denoting the \(i\)-th column vector of the matrix \(X\) in (4.22) by \(x^{(i)}\), the following two identities hold

\[
R(a, b, c)x^{(2)} = x^{(3)}, R(a, b, c)x^{(3)} = 4qx^{(1)}.
\]

Before we turn to the proof of Proposition 4.6 we state some consequences and identities. We call two solutions \(X_1\) and \(X_2\) of the system (4.7) and (4.9) equivalent if and only if

\[
e^{\frac{2\pi i}{3}} X_1 = X_2, \text{ where } \mathcal{R} = \frac{1}{3} \begin{pmatrix} -c^2 & 2a - cm & 2b - ac \\ bc - 2a & c^2 - a^2 & 2c - ab \\ ac - 2b & am - 2c & a^2 \end{pmatrix},
\]

for some integer \(i\). The following restates part b) of Proposition 4.3 and Part b) of Corollary 4.5.

**4.7 Corollary** Two solutions of the system (4.7) and (4.9) are equivalent if and only if they are associated with two numbers \(\varepsilon_1\) and \(\varepsilon_2\) which are congruent
modulo \(\frac{q}{3}\). In particular the number of inequivalent integral solutions of the system (4.7) and (4.9) is the same for all Markoff triples.

**Proof** First we observe that for \(R = 3R\)

\[
R(Z^{-1}AB) = (Z^{-1}AB) \begin{pmatrix} 0 & 0 & 4q \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}.
\]

This follows from the following sequence of basic identities.

\[
RZ^{-1} = Z^{-1} \begin{pmatrix} 0 & 0 & 0 \\ 2m & 0 & 0 \\ 0 & 4 & 0 \end{pmatrix},
\]

\[
\begin{pmatrix} 0 & 0 & 0 \\ m & 0 & 0 \\ 0 & 2 & 0 \end{pmatrix}A = A \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 2 & 0 \end{pmatrix},
\]

\[
\begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 2 & 0 \end{pmatrix}B = \frac{1}{2}B \begin{pmatrix} 0 & 0 & 4q \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}.
\]

Next we observe, writing temporarily \(B = B_\epsilon\),

\[
B_\epsilon \exp \left( \frac{x}{2} \begin{pmatrix} 0 & 0 & 4q \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \right) = B_\epsilon + xq,
\]

where \(\exp(x) = e^x\). Putting all this together, yields

\[
\exp \left( \frac{1}{2}xR \right)(Z^{-1}AB_\epsilon) = Z^{-1}AB_\epsilon + xq,
\]

from which the claim follows. \(\square\)

**4.8 Corollary** Given any integers \(\alpha, l\), such that \(\alpha^2 + 1 = \frac{m}{3}l\) the following identities hold.

(4.23)

\[
(Z^{-1}A)^t M(a, b, c)(Z^{-1}A) = \frac{1}{2} \begin{pmatrix} 0 & 1 & 1 \\ -1 & -2 & 0 \\ 1 & 0 & 0 \end{pmatrix}.
\]

Moreover, the numbers \(\alpha, k, l\) can be chosen such that

(4.24)

\[
A^{-1}Z \, \epsilon \, \frac{1}{3}M_3(Z) \text{ if } m \text{ is odd, } A^{-1}Z \, \epsilon \, \frac{1}{6}M_3(Z) \text{ if } m \text{ is even}.
\]
The identity (4.23) follows from the identity (4.6), as well as the identity
\[
A^t \begin{pmatrix} -2 & m & m \\ -m & -2 & 0 \\ m & 0 & 0 \end{pmatrix} A = m^2 \begin{pmatrix} 0 & 1 & 1 \\ -1 & -2 & 0 \\ 1 & 0 & 0 \end{pmatrix}.
\]
In order to show the validity of (4.24) we choose \(q\) in Proposition 4.6 such that \(q^3 \equiv 1 \mod 4\) and \(q\) is a prime number which does not divide \(m\). Then, by (4.22),
\[
A^{-1} Z = \frac{1}{\det(A)} A_{\text{adj}} Z = \frac{1}{m^2} A_{\text{adj}} Z = \frac{1}{2q^2} B_{X_{\text{adj}}} = \frac{1}{\det(X)} B X_{\text{adj}} = B X^{-1}.
\]
Since \(q^3\) does not divide \(m^3\) by assumption, it follows that none of the denominators of the reduced fractions in the entries of the matrix \(A^{-1} Z\) is divisible by a prime factor of \(m\) distinct from 2 or 3. Furthermore, choosing \(\alpha\) and \(k\) as in Proposition 4.6,
\[a\alpha + c = mk^*,\]
which, by virtue of the Markoff property implies that there exists an integer \(k^*\) such that
\[a\alpha + c = mk^*\]
we obtain
\[
A^{-1} Z = \frac{1}{m^2} \begin{pmatrix} m^2 & 0 & 0 \\ m^2 \alpha m & m & 0 \\ \frac{m^2}{m} - 2 & 2\alpha & m \end{pmatrix} \begin{pmatrix} c & m & a \\ -a & 0 & c \\ a & 2 & c \end{pmatrix} = \frac{1}{m^2} \begin{pmatrix} m^2 c & m^2 \alpha m & \alpha m^2 \\ m(\alpha a + c) & m(a\alpha + c) \frac{m^2}{m} & m(\frac{a^2}{m} + c) + 2(\alpha a + c) \\ m(\alpha a + c) & m(\frac{a^2}{m} + c) + 2(\alpha a + c) \frac{m^2}{m} & m \end{pmatrix} = \frac{1}{m} \begin{pmatrix} m c & m^2 & am \\ \frac{m}{m^2} - a - 2k^* & \frac{m}{m^2} a - 2k^* & \frac{m}{m^2} \alpha a + c \\ \frac{m}{m^2} a - 2k^* & \frac{m}{m^2} \alpha a + c + 2k^* \end{pmatrix},
\]
and so the denominators of the reduced fractions in the entries of \(A^{-1} Z\) divide 3 if \(m\) is odd, and they divide 6 if \(m\) is even.

Remark Swapping the roles of the matrices \(W\) and \(Z\) and, accordingly \(A\) and \(B\), one can obtain an identity akin to (4.23). Combining (4.2) with the identity,
\[
(B^{-1})^t \begin{pmatrix} 0 & q & 0 \\ q & 1 & q^2 \\ 0 & -q^2 & -4q^2 \end{pmatrix} B^{-1} = \frac{1}{2} \begin{pmatrix} 0 & 1 & 1 \\ -1 & -2 & 0 \\ 1 & 0 & 0 \end{pmatrix},
\]
and so the denominators of the reduced fractions in the entries of \(A^{-1} Z\) divide 3 if \(m\) is odd, and they divide 6 if \(m\) is even. □
for $q = m$ leads to
\begin{equation}
(WB^{-1})^t M(a, b, c)(WB^{-1}) = \frac{1}{2} \begin{pmatrix}
0 & 1 & 1 \\
-1 & -2 & 0 \\
1 & 0 & 0
\end{pmatrix},
\end{equation}
\begin{equation}
(4.27)
\end{equation}

The following two identities shed some more light on the nature of the matrices $A$ and $B$.

\textbf{4.9 Lemma} If $\alpha_i, l_i, \varepsilon_i, j_i ; i = 1, 2$ are two sets of data as in Proposition 4.6, and $A_i, B_i$ are the corresponding matrices associated with them, then
\begin{equation}
A_1^{-1} A_2 = \exp((\frac{\alpha_1 - \alpha_2}{m}) \begin{pmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 2 & 0
\end{pmatrix}),
A_2^{-1} A_1 = \exp((\frac{\alpha_1 - \alpha_2}{m}) \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 2 & 0
\end{pmatrix}),
\end{equation}
\begin{equation}
(4.28)
\end{equation}

\begin{equation}
B_2 B_1^{-1} = \exp((\frac{\varepsilon_2 - \varepsilon_1}{q}) \begin{pmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\n0 & 2 & 0
\end{pmatrix}),
B_1^{-1} B_2 = \exp((\frac{\varepsilon_2 - \varepsilon_1}{q}) \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 4q \\
0 & 1 & 0
\end{pmatrix}).
\end{equation}
\begin{equation}
(4.29)
\end{equation}

The proof of Lemma 4.7 is obtained through straightforward manipulations.

\textbf{Proof of Proposition 4.6} That any matrix $X$ having the properties stipulated in (4.22) is a solution of the system (4.7) and (4.9) can be seen through an application of (4.6), (4.25) and (4.26). In order to show that any integral solution of (4.7) and (4.9) has the claimed form, we are going to proceed as in the line of reasoning leading up to Proposition 4.3. This means that we need to solve the system (4.7) and (4.9) in such a way as to exhibit the dependence of the solutions on the data pertaining to the corresponding quadratic residues. Extending (4.10) to the case of a general Markoff triple we consider,
\begin{equation}
(4.30)
\end{equation}
By (4.9) we have

\[
\begin{pmatrix}
0 & q & 0 \\
q & 1 & q^2 \\
0 & -q^2 & -4q^2
\end{pmatrix}.
\]

Entry (1,2) yields

\[
(4.32)
\]

\[cx_1 + mx_2 + ax_3 = q.\]

Entry (1,3) yields

\[
(4.33)
\]

\[cx_1 + mx_2 + ax_3 = 0.\]

Multiplying the (3,3) entries by \(m\) and eliminating \(x_2\) yields \(cx_3 - ax_1 = \pm 2mq.\). In order to determine the proper sign we multiply the (2,3) entries by \(m\), eliminate \(x_2\) by means of (4.33), then we proceed in exactly the same fashion with the (3,2) entries, and obtain after subtracting the latter from the former,

\[
(4.34)
\]

\[cx_3 - ax_1 = 2mq.\]

Multiplying the (2,2) entries by \(m\) and combining the result with (4.32) yields,

\[
(4.35)
\]

\[(ax_1 - cx_3)^2 - (ax_1 + 2x_2 + cx_3)mq = -m^2 - q^2.\]

We consider the following factorization,

\[
(4.36)
\]

\[m = pd, q = pe; d, e \text{ and } p \text{ pairwise relatively prime}.\]

Then (4.35) implies that \(ax_1 - cx_3\) is divisible by \(p\). Since \(d\) and \(e\) are relatively prime, there exist integers \(\varepsilon_0\) and \(\alpha_0\) such that

\[e\alpha_0 - d\varepsilon_0 = \frac{ax_1 - cx_3}{p}.\]

or

\[
(4.37)
\]

\[qa_0 - m\varepsilon_0 = ax_1 - cx_3.\]

Combining (4.35) and (4.37) yields

\[
(4.38)
\]

\[m^2(\varepsilon_0^2 + 1) + q^2(\alpha_0^2 + 1) = (ax_1 + 2x_2 + cx_3 + 2\varepsilon_0\alpha_0)mq.\]

It follows from this that there exist integers \(j_0\) and \(k_0\) such that

\[
(4.39)
\]

\[\varepsilon_0^2 + 1 = \varepsilon_{j_0}, \alpha_0^2 + 1 = dk_0.\]
Now (4.37) implies
\[(4.40)\]
\[\alpha_0 \equiv \frac{1}{q}(ax_{12} - cx_{32}) \quad \text{(mod } d)\]
while (4.32) implies
\[(4.41)\]
\[x_{32} \equiv \frac{1}{a}(q - cx_{12}) \text{(mod } d).\]
Combining (4.40) and (4.41) we obtain by virtue of the Markoff property
\[\alpha_0 \equiv \frac{1}{q}(ax_{12} - cx_{32}) \equiv (a + \frac{c^2}{a})x_{12} - \frac{c}{a} \equiv \frac{mb}{aq}x_{12} - \frac{c}{a} \equiv -\frac{c}{a} \text{(mod } d).\]
Hence,
\[a\alpha_0 + a \equiv 0 \text{(mod } d),\]
or, again by the Markoff property,
\[(4.42)\]
\[c\alpha_0 - a \equiv 0 \text{(mod } d).\]
Let \(\alpha\) and \(k\) be integers such that
\[(4.43)\]
\[c\alpha - a = mk,\]
and let \(l\) be an integer such that
\[(4.44)\]
\[\alpha^2 + 1 = \frac{m}{3}l.\]
Now (4.42) and (4.43) imply that there exists an integer \(u\) such that
\[(4.45)\]
\[\alpha - \alpha_0 = du.\]
Let
\[(4.46)\]
\[\varepsilon = \varepsilon_0 + eu.\]
Then (4.37), (4.45) and (4.46) yield
\[qa - m\varepsilon = qa - m\varepsilon_0 - pdeu = qa - m\varepsilon_0 - qdu = qa - m\varepsilon_0 - q(\alpha - \alpha_0) = qa_0 - m\varepsilon_0\]
\[= ax_{12} - cx_{32}.\]
In conclusion
\[(4.47)\]
\[qa - m\varepsilon = ax_{12} - cx_{32}.\]
Moreover,
\[\varepsilon^2 + 1 = \varepsilon_0^2 + 2\varepsilon_0u + e^2u^2 + 1 = e(j_0 + 2\varepsilon_0u + eu^2),\]
or, letting \( j^* = j_0 + 2\varepsilon_0 u + \varepsilon u^2 \),

\[
\varepsilon^2 + 1 = ej^*.
\]

Since (4.35) and (4.47) yield

\[
m^2(\varepsilon^2 + 1) + q^2(\alpha^2 + 1) = (ax_{12} + 2x_{22} + cx_{32} + 2\varepsilon\alpha)mq,
\]

we finally obtain by virtue of (4.44) and (4.48),

\[
ax_{12} + 2x_{22} + cx_{32} = \frac{q}{3}l + dj^* - 2\alpha\varepsilon
\]

Putting it all together, (4.32) provides the first, (4.47) the second, and (4.49) the third linear identity, respectively, of the following system

\[
\begin{pmatrix}
a - a & c & a \\
0 & 0 & c \\
2 & a & c \\
\end{pmatrix}
\begin{pmatrix}
x_{12} \\
x_{22} \\
x_{32} \\
\end{pmatrix}
= 
\begin{pmatrix}
q \\
\frac{m\varepsilon - q\alpha}{3} \\
l + dj^* - 2\alpha\varepsilon \\
\end{pmatrix}
\]

We turn now to the third column of the matrix \( X \). We have found two linear identities already, namely (4.33) and (4.34). To determine the third, we multiply the (2,3) entries by \( m^2 \), which simplifies to

\[
(ax_{12} - cx_{32})(cx_{33} - ax_{13}) + (x_{23} + cx_{33})mq = m^2q^2.
\]

Combining this with (4.34) yields

\[
2(ax_{12} - cx_{32}) + (x_{23} + cx_{33}) = mq,
\]

or by (4.47),

\[
x_{23} + cx_{33} = mq + 2(m\varepsilon - q\alpha).
\]

Multiplying this by 2 and subtracting (4.34) from it, yields

\[
ax_{13} + 2x_{23} + cx_{33} = 4(m\varepsilon - q\alpha),
\]

which is the missing third identity. Putting it all together again, we have

\[
\begin{pmatrix}
a - a & c & a \\
0 & 0 & c \\
2 & a & c \\
\end{pmatrix}
\begin{pmatrix}
x_{13} \\
x_{23} \\
x_{33} \\
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
2mq \\
4(m\varepsilon - q\alpha) \\
\end{pmatrix}
\]

Finally, Markoff’s property ensures that (4.31) implies

\[
\begin{pmatrix}
a - a & c & a \\
0 & 0 & c \\
2 & a & c \\
\end{pmatrix}
\begin{pmatrix}
x_{11} \\
x_{21} \\
x_{31} \\
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0 \\
2m \\
\end{pmatrix}
\]
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Next we shall first deal with a special case, namely the situation where the numbers $\frac{m}{3}$ and $\frac{q}{3}$ are relatively prime. In this case $p = 3$ and $d = \frac{m}{3}$, and so, letting $j = j^*$, (4.50) reads

$$\begin{pmatrix} c & m & a \\ -a & 0 & c \\ a & 2 & c \end{pmatrix} \begin{pmatrix} x_{12} \\ x_{22} \\ x_{32} \end{pmatrix} = \begin{pmatrix} q \\ \frac{1}{3}(ql + mj) - 2\alpha \end{pmatrix}.$$ 

This, combined with (4.51) and (4.52) yields the claimed identity $ZX = Q$, as well as the claimed factorization of $Q$ into the matrices $A$ and $B$, thus settling the claim in this particular case. In order to deal with the general case we observe that the combination of (4.50) through (4.52) yields the factorization

$$ZX = A \begin{pmatrix} 0 & q & 0 \\ 0 & \varepsilon & 2q \\ 2 & \frac{j^*}{p} & 4\varepsilon \end{pmatrix}.$$ 

Solving for the second factor on the right hand side yields

$$(4.53) \begin{pmatrix} 0 & q & 0 \\ 0 & \varepsilon & 2q \\ 2 & \frac{j^*}{p} & 4\varepsilon \end{pmatrix} = A^{-1}ZX.$$ 

Next we are going to invoke (4.24) in Corollary 4.8, whose proof was based on the special case we have just settled. By (4.24) the reduced fractions in the entries of the matrix $A^{-1}Z$ are either integers or rational numbers whose denominator divides 6. Since $X$ is integral, the same is true for the entries of the matrix $A^{-1}ZX$ on the right hand side of (4.53). Since the denominator of the reduced fraction in the entry (3,2) of the matrix on the left hand side of (4.53) has exactly one factor 3, which, due to the fact that $j^*$ as a product of prime factors which are either equal to 2 or equal to 1 modulo 4, does not cancel, that denominator can only be equal to 3 or 6. If at least one of the integers $m$ or $q$ is odd, then $p$ has to be odd as well, in which case the said denominator is equal to 3. If both, $m$ and $q$ are even, then (4.47) implies that the integers $ax_{12}$ and $cx_{32}$ are both either odd or even. Since $m$, being a Markoff number, can have at most one even prime factor, and since this implies that $d$ has to be odd, this together with (4.49) implies that $j^*$ has to be even. In conclusion, the said denominator can not be 6, and therefore it has to be equal to 3. So, letting $j = \frac{3j^*}{p}$, our claim follows in the general case as well.

Remarks 1) Note that all the arguments in the proof of Proposition 4.6 are necessary for the existence of an integral solution of the system (4.7) and (4.9), they are not sufficient. Sufficiency rests entirely upon Corollary 4.5. (See also the discussion at the end of this section.) However, since the factorization obtained in Proposition 4.6 is valid for all Markoff triples, in particular for the triple $(3,3,3)$, the parametrization of the equivalence classes of all integral
solutions of the system (4.7) and (4.9) through quadratic residues of \(-1\) is unique.

2) The case \(m = q\) in Proposition 4.6 calls for some special attention. In this case we have the following particular form for the matrix product on the right hand side of (4.22),

\[
\mathcal{A} \mathcal{B} = \begin{pmatrix} 0 & m & 0 \\ 0 & m(\varepsilon - \alpha) & 2m^2 \\ 2m & (\varepsilon - \alpha)^2 + 2 & 4m(\varepsilon - \alpha) \end{pmatrix}.
\]

Significantly, this matrix depends on \(m\) and the integer \(\varepsilon - \alpha\) only. Since \(\alpha^2 = -1, \varepsilon^2 = -1\) modulo \(m\), it follows that there exists a factorization \(\frac{m}{3} = pq\) if \(m\) is odd, \(\frac{m}{2} = pq\) if \(m\) is even, with \(p\) and \(q\) being relatively prime integers. This observation reflects a rather general pattern. Given any integer \(n\) with a quadratic residue of \(-1\) in the residue class ring \(\mathbb{Z}_n\), and given a particular choice of such a quadratic residue, \(k\) say, the differences \(k - k^*\), where \(k^*\) ranges over all the other quadratic residues of \(-1\) in \(\mathbb{Z}_n\), correspond in a one-to-one way to all the ordered pairs of positive integers whose product equals \(n\) divided by the product of its even prime factors. Since all initial choices are equivalent in this regard, we can not hope to characterize a specific one, in our case \(\alpha\), and settle the uniqueness question within this framework. The characterization of \(\alpha\) among all the other quadratic residues of \(-1\) modulo \(m^3\) is more implicit. It is expressed through the “almost” integrality of the matrix \(\mathcal{A}^{-1} \mathcal{Z}\) and its inverse. The first part of this statement was established in (4.24). Being of such an implicit nature however, this property is too elusive in order to be useful for the establishment of the uniqueness of the set \(\{\alpha, -\alpha\}\) modulo \(\frac{m}{3}\), which is equivalent to the uniqueness claim of the Theorem.

3) The question arises how much of the formalism in this section is particular to the setting of Markoff triples. In order to obtain a partial answer to this question we introduce the following concept:

If \(p \geq 3\) is an integer, then we call \((a, b, c) \in \mathbb{N}^3\) a \(p\)-triple if

\[
(*) \quad a^2 + b^2 + c^2 = pabc + 3 - p.
\]

The following statements hold true for \(p\)-triples:

(I) \((1, 1, 1)\) is a \(p\)-triple.

(II) If \((a, b, c)\) is a \(p\)-triple then \((a, b, pac - b)\) and \((pac - b, a, c)\) are \(p\)-triples as well.

(III) Up to permutations of the components, any \(p\)-triple can be obtained through finitely many transitions as stipulated in (II).

(IV) All solutions of the diophantine matrix equation

\[
X^t M(pa, pb, pc) X = \begin{pmatrix} 0 & pq & 0 \\ pq & 1 & p^2q^2 \\ 0 & -p^2q^2 & -4p^2q^2 \end{pmatrix}
\]

for a given integer \(q\) for which \(-1\) is a quadratic residue modulo \(q\) can be parametrized by the solutions of the equation \(\varepsilon^2 \equiv -1(\text{mod } q)\).
Properties (I) through (III) tell us that a tree of $p$-triples can be built in parallel to the developments in Section 1. Property (IV) is a reflection of the fact that Proposition 4.3a) and its proof carry over to the settings of $p$-triples.

The case $p = 3$ yields Markoff triples of course, and the factorization obtained in Proposition 4.6 is particular to this case. If we choose $p = 0$ in (*), then $(a, b, c)$ is a solution of the equation if and only if $|a| = |b| = |c| = 1$. But if we choose $p = -1$, then we recover (essentially, i. e. up to a minus sign) the case of the Tchebycheff polynomials briefly discussed in Section 2.

We conclude the present section by extending some of the considerations from the quadratic residues of $-1$ modulo a given Markoff number $m = \frac{q}{3}$ which are determined by a Markoff triple dominated by $m$ to arbitrary quadratic residues of $-1$ modulo a given Markoff number. We will particularly focus on the divisibility property (4.24) in Corollary 4.8 in this larger context. The first objective is to obtain a characterization of the equivalence classes of these quadratic residues in terms of factorizations of the corresponding Markoff number. Throughout we shall be using the following notation. Let $\gg = \frac{q}{3}$ if $m$ is odd, and $\gg = \frac{m}{6}$ if $m$ is even.

4.10 Lemma a) Let $n$ be an integer such that $n^2 + 1 = \gg l$. Then there exists a (unique) ordered pair $(p, q)$ of relatively prime positive integers $p$ and $q$ such that $\gg = pq$ and

$$cn + a = pu, \quad cn - a = qv; \quad u, v \in \mathbb{Z}.$$  

b) For any ordered pair $(p, q)$ of relatively prime positive integers $p$ and $q$ such that $\gg = pq$ there is exactly one equivalence class of numbers $n$ modulo $\gg$ such that $n^2 + 1 = \gg l$ and (5.1) holds.

Proof a) Since

$$(cn + a)(cn - a) = c^2n^2 - a^2 = c^2(\gg l - 1) - a^2 = c^2\gg - (a^2 + c^2) = c^2\gg - bm,$$

there exists a factorization $\gg = pq$ such that

$$\frac{cn + a}{p}, \frac{cn - a}{q} \in \mathbb{Z}.$$  

Since both, $p$ and $q$ are relatively prime to $ac$ as well as to $n$, the numbers $p$ and $q$ have to be relatively prime as well, and therefore the ordered pair $(p, q)$ is uniquely determined.

b) By Lemma 4.2 part (a) and (b) the number of equivalence classes of integers for which $-1$ is a quadratic residue modulo $\gg$, and the number of ordered pairs $(p, q)$ of relatively prime integers $p$ and $q$ such that $\gg = pq$, where $p$ and $q$ are products of odd primes only, is the same. Since part a) ensures already that we have an injective map from one set into the other, the claim follows. □
Remarks 1) Note that the integers \( p \) and \( v \) occurring in (4.54) are relatively prime. To see this, suppose the opposite were true, namely that both \( p \) and \( v \) are divisible by a prime factor \( r \). This prime factor has to be larger or equal to 5, because \( > \) has only prime factors larger or equal to 5 and hence \( p \), being a factor of \( > \), has to be larger or equal to 5 as well. Subtracting the second identity in (4.54) from the first shows that \( r \) divides \( 2a \), which in turn implies that \( r \) divides \( c'n \). Adding the two identities in (4.54) together shows that \( r \) divides \( c'n \). But since \( n^2 + 1 = >\), \( r \) cannot be a factor of \( n \), and therefore \( r \) has to divide \( > \). Since \( > \) and \( > \) are relatively prime, we have reached a contradiction. By the same line of reasoning one can show that the integers \( q \) and \( u \) in (4.54) are relatively prime.

2) Note that, in the context of Lemma 4.10, if the ordered pair \((p,q)\) corresponds to the integer \( n \), then the ordered pair \((q,p)\) corresponds to the integer \(-n\).

3) The notion of “relatively prime integers” employed in Lemma 4.10 does include the case \( p = 1 \) or \( q = 1 \). The quadratic residues that correspond to this choice are exactly the two with opposite signs determined by the Markoff numbers \( a \) and \( c \).

Next we consider the quadratic polynomial

\[
F(n) = cn^2 + (3mc - 2a)n - c
\]

for an integer parameter \( n \).

4.11 Lemma The following identity holds true

\[
F(n)F(-n) = c^2(n^2 + 1)^2 + (9c^2 - 4)m^2n^2.
\]

In particular \( F(n)F(-n) \) is divisible by \( m^2 \) if and only if \( n \) is a quadratic residue of \(-1 \) modulo \( m \).

Proof Invoking once the Markoff property we obtain,

\[
F(n)F(-n) = [cn^2 + (3mc - 2a)n - c][cn^2 - (3mc - 2a)n - c] =
\]

\[
c^2n^4 - [(3mc - 2a)^2 + 2c^2]n^2 + c^2 =
\]

\[
c^2n^4 - (9m^2c^2 - 12ac + 4a^2 + 2c^2)n^2 + c^2 =
\]

\[
c^2n^4 - [9m^2c^2 - 4(a^2 + c^2 + m^2) + 4a^2 + 2c^2]n^2 + c^2 =
\]

\[
(n^4 + 2n^2 + 1)c^2 - (9c^2 - 4)m^2n^2 =
\]

\[
(n^2 + 1)^2c^2 - (9c^2 - 4)m^2n^2.
\]

\( \square \)
If $n$ is a quadratic residue of $-1$ modulo $m$, more specifically $n^2 + 1 = ml$, then $3F(n)$ is equal to the $(1,1)$ entry of the matrix

$$\mathbb{A} = \begin{pmatrix}
-2(c + an) + mc(l + n) & 2m(a - cn) - m^2c & m^2c \\
2ac - (c^2 - a^2)n - mb(l + n) & m(c^2 - a^2 + 2bn) & -m^2b \\
2(cn - a) + ma(l + n) & m^2a - 2m(c + an) & m^2a
\end{pmatrix},$$

which is obtained from the matrix $Z^{ad}A$ by replacing $\alpha$ by $n$. If $(p, q)$ is affiliated with $n$ as in Lemma 4.10, then it follows from Lemma 4.11, after invoking the Markoff property, as well as from the first remark following Lemma 4.10, that $F(n)$ is divisible by $q^2$, while $F(-n)$ is divisible by $p^2$. In particular the $(1,1)$ entry in the matrix $\mathbb{A}$ is divisible by $q^2$. The following statement shows then that all entries in the first column of $\mathbb{A}$ are divisible by $q^2$.

4.12 Lemma If $q$ is a factor of $\geq$ then $q^2$ divides any of the three entries in the first column of the matrix $\mathbb{A}$, if and only if $q^2$ divides the other two entries in the same column as well.

Proof This is a consequence of the following two observations. Subtracting $a$ times the first entry in the first column of $\mathbb{A}$ from $c$ times the third entry in the same column yields,

$$2(a^2 + c^2 - mac)\alpha = 2(mb - mac)\alpha = -2m^2\alpha.$$

Likewise, adding $a$ times the first entry and the second entry in the first column of $\mathbb{A}$ together yields,

$$(-a^2 - c^2 + mac)\alpha + m^2\alpha = m^2(\alpha + \frac{l}{3}).$$

□

Since all the entries in the second and the third column of $\mathbb{A}$ are obviously divisible by $q^2$, we conclude that all entries of $\mathbb{A}$ are divisible by $q^2$. In case the first number of the pair $(p, q)$ is equal to 1, we obtain a short proof of the divisibility property (4.24), without the restriction that $m$ be dominant.

Remark If $m = q$ in Proposition 4.6, then a more specific description of the solutions of the system (4.7) and (4.9) can be obtained. If $\geq = pq$, then the corresponding solutions are of the form

$$X = e^{\frac{n}{\sqrt{m}}}W,$$

where $n$ solves the diophantine equation

$$qtn + px = 2a.$$

One can see this by exploiting the fact that the second column vector of the matrix $W$ is a unit vector. Each equivalence class of solutions contains solutions
for which the first and the third entry in the second column is divisible by \( m \).

For these solutions the parameter \( n \) is characterized by the following diophantine equation,

\[
q^2 cn + p^2 x = 2a - 3mc.
\]

By the Markoff property, this diophantine equation is equivalent to the following,

\[
q^2 an + p^2 y = -2c + 3ma.
\]

5 Determination of the matrix \( Z^{\text{adj}}A \)

In this section we embark on a refined analysis of the matrix \( (5.1) \)

\[
Z^{\text{adj}}A = \begin{pmatrix}
-2c & 2a - mc & mc \\
2ac & c^2 - a^2 & -mb \\
-2a & ma - 2c & ma
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
-\alpha & m & 0 \\
\frac{1}{2} & -2\alpha & m
\end{pmatrix}
\]

which appeared in Proposition 4.6. Let \( m = \frac{4}{2} \). Since \( \det(Z^{-1}A) = \frac{1}{2} \) it follows from (4.24) (or alternatively from Lemma 4.11 and Lemma 4.12) that all entries in this matrix are divisible by \( m^2 \). This is trivially true for the entries in last column. By the specification of \( \alpha \) in Proposition 4.6 and by the Markoff property this is also clear for the entries in the second column. By Lemma 4.12, the divisibility by \( m^2 \) of any of the three entries in the first column implies the divisibility by \( m^2 \) of the other two entries. As we shall see, the divisibility by \( m^2 \) of any (and hence all) of the three entries in the first column will be crucial for our objectives. First, however, for the purpose of transparency, we are going to change the notations in Proposition 4.6 for the quadratic residues, to the effect that they reflect the respective Markoff numbers they are affiliated with.

Letting \( k_m = \alpha, k_c = k \), by the Markoff property there exists an integer \( k_a \) such that

\[
ck_m - mk_c = a, mk_a - ak_m = c.
\]

Moreover, there exist positive integers \( l_a, l_m, l_c \) such that

\[
k_a^2 + 1 = al_a, k_m^2 + 1 = ml_m, k_c^2 + 1 = cl_c.
\]

Below we are going to restrict the values of these parameters. With this notation in place we shall prove,

5.1 Proposition The following identities hold true,
resulting polynomial matrix, or alternatively.

Abusing the terminology somewhat, we use in each instant the same symbol for in (5.1) are replaced by the polynomials (5.6).

We can see that the first identity in (5.4) implies the divisibility by (5.1) in terms of the notation introduced in (5.3) and (5.4). One can see that the third entry. As the proof of Proposition 5.1 will show, however, the identities in (5.4) are equivalent to these two respective divisibility properties.

The proof of Proposition 5.1 will be based on several lemmas which we are now going to tackle. For any integer \( x \) let

\[
(5.5) \quad k_a(x) = k_a + ax, k_m(x) = k_m + mx, k_c(x) = k_c + cx;
\]

\[
(5.6) \quad l_a(x) = l_a + 2k_a x + ax^2, l_m(x) = l_m + 2k_m x + mx^2, l_c(x) = l_c + 2k_c x + cx^2.
\]

Abusing the terminology somewhat, we use in each instant the same symbol for the polynomial as well as its constant term. This should not give rise to any confusion because we will throughout denote the polynomial by the respective symbol followed by \( (x) \). If the constants \( \alpha = k_m \) and \( l = l_m \) in the matrix \( Z^{\text{adj}}A \) in (5.1) are replaced by the polynomials \( k_m(x) \) and \( l_m(x) \), respectively, then the resulting polynomial matrix

\[
(5.7)
\begin{pmatrix}
-2(c + ak_m(x)) + mc(l_m(x) + 3k_m(x)) & m(c^2 - a^2 + 2b k_m(x)) - m^2 b & m^2 c \\
2a - (e^2 - a^2) k_m(x) - m l_m(x) & m(c^2 - a^2) + 2b k_m(x) - m^2 b & m^2 c \\
2ck_m(x) - a + mc(l_m(x) - 3k_m(x)) & m(c^2 - a^2) - 2b k_m(x) & m^2 a - m(a + ak_m(x)) - m^2 a
\end{pmatrix}
\]

has still the property that every entry is divisible by \( m^2 \) for all \( x \in \mathbb{Z} \). Considering the entries (1,1) and (3,1), respectively, it follows that there exist integer valued functions \( u_a(x) \) and \( u_c(x) \) such that

\[
(5.8)
\begin{align*}
m^2 u_a(x) &= -2(c + ak_m(x)) + mc(l_m(x) + 3k_m(x)), \\
m^2 u_c(x) &= 2ck_m(x) - a + mc(l_m(x) - 3k_m(x))
\end{align*}
\]

or alternatively
\[ m u_c(x) = -2k_a(x) + c(\lambda_m(x) + 3k_m(x)), \quad m u_a(x) = 2k_c(x) + a(\lambda_m(x) - 3k_m(x)) \]

**5.2 Lemma** The functions \( u_a(x) \) and \( u_c(x) \) are quadratic polynomials with integral coefficients which have the form
\[ u_a(x) = ax^2 + (2k_a - 3a)x + u_a, \quad u_c(x) = cx^2 + (2k_c + 3c)x + u_c, \]
where \( u_a \) and \( u_c \) are integers.

**Proof** Obviously, the expressions on the right hand side of the two identities in (5.9) are quadratic polynomials, and therefore the functions \( u_a(x) \) and \( u_c(x) \) are quadratic polynomials as well, which, by virtue of the divisibility properties of the entries in the matrix (5.7), must have integral coefficients. So, if \( u_a(x) = u_a^{(2)} x^2 + u_a^{(1)} x + u_a \), then (5.5), (5.6) and the second identity in (5.9) yield
\[ m(u_a^{(2)} x^2 + u_a^{(1)} x + u_a) = mx^2 + (2c + 2ak_m - 3am)x + 2k_c + a\lambda_m - 3ak_m, \]
which in turn, by the second identity in (5.2), leads to
\[ m(u_a^{(2)} x^2 + u_a^{(1)} x + u_a) = mx^2 + m(2k_a - 3a)x + 2k_c + a\lambda_m - 3ak_m. \]
Comparing the coefficients for the quadratic and the linear terms in (5.11) on both sides, respectively, we get,
\[ u_a^{(2)} = a, \quad u_a^{(1)} = 2k_a - 3a, \]
as claimed. The second identity in (5.10) can be settled in a similar way. \(\Box\)

Let
\[ v_a(x) = u_a(x) + 3k_a(x), \quad v_c(x) = u_c(x) - 3k_c(x). \]

**5.3 Lemma** The following identity holds true,
\[ ( k_m(x) \quad 1 ) ( v_a(x) ) = ( 3 \quad \lambda_m(x) \quad -3 ) ( k_c(x) ) \]
\[ ( -1 \quad k_m(x) ) ( -v_c(x) ) = ( -\lambda_m(x) \quad -3 \quad k_a(x) ) \]

**Proof** First, the identities in (5.8) can be written as a linear system in \( a \) and \( c \),
\[ \begin{pmatrix} -m(\lambda_m(x) - 3k_m(x)) + 2 -2k_m(x) \\ -2k_m(x) \quad m(\lambda_m(x) + 3k_m(x)) - 2 \end{pmatrix} \begin{pmatrix} a \\ c \end{pmatrix} = m^2 \begin{pmatrix} -u_a(x) \\ u_c(x) \end{pmatrix}. \]
The determinant of the matrix on the left hand side is equal to
\[ m^2(9k_m(x)^2 - l_m(x)^2). \]

Hence solving the above linear system for \( \begin{pmatrix} a \\ c \end{pmatrix} \) yields
\[
[2 \begin{pmatrix} -1 & k_m(x) \\ k_m(x) & 1 \end{pmatrix} + m \begin{pmatrix} l_m(x) + 3k_m(x) & 0 \\ 0 & -l_m(x) + 3k_m(x) \end{pmatrix}] \begin{pmatrix} -u_a(x) \\ u_c(x) \end{pmatrix} = \]
\[
(9k_m(x)^2 - l_m(x)^2) \begin{pmatrix} a \\ c \end{pmatrix}.
\]

By (5.2),
\[
\begin{pmatrix} -1 & k_m(x) \\ k_m(x) & 1 \end{pmatrix} \begin{pmatrix} a \\ c \end{pmatrix} = m \begin{pmatrix} k(x) \\ k_a(x) \end{pmatrix},
\]
or equivalently,
\[
\begin{pmatrix} a \\ c \end{pmatrix} = \frac{1}{l_m(x)} \begin{pmatrix} -1 & k_m(x) \\ k_m(x) & 1 \end{pmatrix} \begin{pmatrix} k(x) \\ k_a(x) \end{pmatrix}.
\]

Substituting this into the identity above, and multiplying the result from the left by the inverse of the matrix on the right hand side yields,
\[
[2l_m(x) \begin{pmatrix} 10 \\ 01 \end{pmatrix} + \begin{pmatrix} -l_m(x) - 3k_m(x) & -k_m(x)l_m(x) + 3k_m^2(x) \\ l_m(x)l_m(x) + 3k_m^2(x) & -l_m(x) + 3k_m(x) \end{pmatrix}] \begin{pmatrix} -u_a(x) \\ u_c(x) \end{pmatrix} = \]
\[
(9k_m(x)^2 - l_m(x)^2) \begin{pmatrix} -k(x) \\ -k_a(x) \end{pmatrix},
\]
or
\[
\begin{pmatrix} l_m(x) - 3k_m(x) & -k_m(x)l_m(x) + 3k_m^2(x) \\ k_m(x)l_m(x) + 3k_m^2(x) & l_m(x) + 3k_m(x) \end{pmatrix} \begin{pmatrix} u_a(x) \\ -u_c(x) \end{pmatrix} = (l_m(x)^2 - 9k_m(x)^2) \begin{pmatrix} k(x) \\ k_a(x) \end{pmatrix},
\]

which, since the matrix on the left hand side is equal to the product
\[
\begin{pmatrix} l_m(x) - 3k_m(x) & 0 \\ 0 & l_m(x) + 3k_m(x) \end{pmatrix} \begin{pmatrix} 1 & -k_m(x) \\ k_m(x) & 1 \end{pmatrix},
\]
is equivalent to
\[
\begin{pmatrix} 1 & -k_m(x) \\ k_m(x) & 1 \end{pmatrix} \begin{pmatrix} u_a(x) \\ -u_c(x) \end{pmatrix} = \begin{pmatrix} l_m(x) + 3k_m(x) & 0 \\ 0 & l_m(x) - 3k_m(x) \end{pmatrix} \begin{pmatrix} k(x) \\ k_a(x) \end{pmatrix}.
\]

This in turn leads to
\[
(k_m^2 + 1) \begin{pmatrix} u_a(x) \\ -u_c(x) \end{pmatrix} = \]
\[
\begin{pmatrix} 1 & k_m(x) \\ -k_m(x) & 1 \end{pmatrix} \begin{pmatrix} l_m(x) + 3k_m(x) & 0 \\ 0 & l_m(x) - 3k_m(x) \end{pmatrix} \begin{pmatrix} k(x) \\ k_a(x) \end{pmatrix} =
\]
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Combining (5.15) and (5.16) yields,

\[
\begin{pmatrix}
  l_m(x) + 3k_m(x) & k_m(x)l_m(x) - 3k_m^2(x) \\
  -k_m(x)l_m(x) - 3k_m^2(x) & l_m(x) - 3k_m(x)
\end{pmatrix}
\begin{pmatrix}
k_c(x) \\
k_a(x)
\end{pmatrix}
= 
\begin{pmatrix}
l_m(x) + 3k_m(x) & k_m(x)l_m(x) + 3 - 3(k_m^2(x) + 1) \\
  -k_m(x)l_m(x) + 3 - 3(k_m^2(x) + 1) & l_m(x) - 3k_m(x)
\end{pmatrix}
\begin{pmatrix}
k_c(x) \\
k_a(x)
\end{pmatrix}
\]

This entails,

\[
(k_m^2(x) + 1)\begin{pmatrix}
u_a(x) \\
u_c(x)
\end{pmatrix} + 3\begin{pmatrix}k_a(x) \\k_c(x)\end{pmatrix} = \begin{pmatrix}k_m(x) & -1 \\1 & k_m(x)\end{pmatrix} \begin{pmatrix}3 & l_m(x) \\ -l_m(x) & -3\end{pmatrix} \begin{pmatrix}k_c(x) \\k_a(x)\end{pmatrix},
\]

and finally, after multiplying this from the left by the inverse of the matrix

\[
\begin{pmatrix}
k_m(x) & -1 \\1 & k_m(x)\end{pmatrix},
\]

which is the claimed identity (5.12) □

5.4 Lemma The following identity holds true

(5.14)

\[
\begin{pmatrix}
c & m & a \\
k_c & k_m & k_a \\
l_c & l_m & l_a
\end{pmatrix}
\begin{pmatrix}
c \\
-k \\
-a
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0 \\
2
\end{pmatrix}
\]

Proof It follows from (5.2),

\[
ck_m(x) - a = mk_c(x), \quad ak_m(x) + c = mk_a(x).
\]

Squaring these two identities, and adding the results together yields, after in-
voking the second identity in (5.3)

\[
(a^2 + c^2)m^2l_m(x) = m^2(k_a(x)^2 + k_c(x)^2),
\]

or equivalently

(5.15)

\[
bl_m(x) = k_a(x)^2 + k_c(x)^2.
\]

The following is a consequence of the first and the third identity in (5.3)

(5.16)

\[
k_a(x)^2 + k_c(x)^2 = al_a(x) + cl_c(x) - 2.
\]

Combining (5.15) and (5.16) yields,
\[ a(l_a + 2k_a x + ax^2) - b(l_m + 2k_m x + mx^2) + c(l_c + 2k_c x + cx^2) = 2. \]

Comparing the coefficients for the quadratic, the linear, and the constant terms, yields the first, the second, and the third entry, respectively, in the vector identity (5.14). \[ \square \]

**Remark** Since \( a, b, c \) are relatively prime, it follows from the identity (5.14) that
\[
\det \begin{pmatrix} c & m & a \\ k_c & k_m & k_a \\ l_c & l_m & l_a \end{pmatrix} = \pm 2. \text{ This conclusion has already been reached by Frobenius in \([F], Gesam-} \\
\text{melte Abhandlungen, Band III, p.604 (13.).} \]

5.5 **Lemma** The following identity holds true (5.17)

\[ av_a + cv_c = al_a + cl_c \]

**Proof** Squaring the two entries of the vector on the left hand side of (5.13), and adding the results together yields,

\[
(k_m(x)v_a(x) - v_c(x))^2 + (v_a(x) + k_m(x)v_c(x))^2 = (k_m(x)^2 + 1)(v_a(x)^2 + v_c(x)^2)
\]

\[ = ml_m(x)(v_a(x)^2 + v_c(x)^2). \]

Doing the same thing for the vector on the right hand side of (5.13) yields,

\[
(k_a(x)l_m(x) - 3k_c(x))^2 + (k_c(x)l_m(x) - 3k_a(x))^2
\]

\[ = 9(k_a(x)^2 + k_c(x)^2) + (k_m^2(x)l_m(x) + k_m^2(x)l_m(x) - 12k_a(x)k_c(x))l_m(x). \]

Therefore, by (5.13),
\[ ml_m(x)(v_a(x)^2 + v_c(x)^2) = 9(k_a(x)^2 + k_c(x)^2) + (k_m^2(x)l_m(x) + k_m^2(x)l_m(x) - 12k_a(x)k_c(x))l_m(x). \]

Combining this with (5.15) leads to
\[ m(v_a(x)^2 + v_c(x)^2) = (9 + l_m(x)^2)b + 12k_a k_c. \]

Evaluating this identity for the quadratic terms leads to
\[ m(2av_a + 4k_a^2 + 2v_c + 4k_c^2) = (2ml_m + 4k_m^2)b + 12ac, \]

which simplifies to
\[ a v_a + 2al_a + cv_c + 2cl_c = 6 + 3bl_m. \]
But the last row in (5.14) implies
\[ al_a + cl_c = 2 + bl_m, \]
and so the claimed identity follows. \( \square \)

The following statement will allow us to make specific choices for the matrix in (5.14). It has been known for a long time and can be found for instance in [R], p.163.

**5.6 Lemma** The numbers \( k_a, k_m, k_c \) in (5.2) can be chosen so that they all have the same sign, and
\[
|k_a| \leq \frac{a}{2}, \quad |k_m| \leq \frac{m}{2}, \quad |k_c| \leq \frac{c}{2}.
\]

**Remark** All the arguments in this section up to Lemma 5.6 are valid without the requirement that \( m = \max\{a, m, c\} \). Departing from the arrangement in (5.2) it is through Lemma 5.6, and only through this lemma, that the maximality of \( m \) is being exploited in the present section.

The inequalities in (5.18) obviously imply the following,
\[
l_a \leq \frac{a}{4} + \frac{1}{a}, \quad l_m \leq \frac{m}{4} + \frac{1}{m}, \quad l_c \leq \frac{c}{4} + \frac{1}{c}.
\]
Henceforth we shall restrict the parameters in question to those satisfying (5.18).

**5.7 Lemma** The following identities hold true,
\[
v_a = l_a, v_c = l_c.
\]

**Proof** Since, by (5.17),
\[ a(v_a - l_a) = c(l_c - v_c), \]
and since \( a \) and \( c \) are relatively prime, we conclude that
\[
\frac{v_a - l_a}{c} \in \mathbb{Z}, \quad \frac{v_c - l_c}{a} \in \mathbb{Z}.
\]
By (5.13),
\[
\begin{pmatrix} v_a \\ -v_c \end{pmatrix} = \frac{1}{ml_m} \begin{pmatrix} k_m - 1 \\ 1 \end{pmatrix} \begin{pmatrix} 3 & l_m \\ -l_m & -3 \end{pmatrix} \begin{pmatrix} -k_c \\ k_a \end{pmatrix} = \frac{1}{ml_m} \begin{pmatrix} l_m + 3k_mk_ml_m + 3 \\ -k_ml_m + 3l_m - 3k_m \end{pmatrix} \begin{pmatrix} -k_c \\ k_a \end{pmatrix},
\]
in particular
\[ v_a = \frac{1}{ml_m}(-(l_m + 3k_m)k_c + (k_m l_m + 3)k_a) \]

Suppose that \( a \leq c \leq m \). We are now going to use (5.18), (5.19) and (5.22) to obtain an upper bound for \( |\frac{v_a - l_a}{c}| \). First,

\[ |l_m + 3k_m| \leq \frac{1}{m} + \frac{3}{\sqrt{ml_m}}, \]

\[ \frac{|k_m l_m + 3|}{ml_m} \leq \frac{1}{2} + \frac{3}{ml_m}, \]

and therefore, by (5.22) and (5.18)

\[ |v_a| \leq (\frac{1}{m} + \frac{3}{\sqrt{ml_m}}) \frac{c}{2} + (\frac{1}{2} + \frac{3}{ml_m}) \frac{a}{2} \leq \frac{1}{2} \left( \frac{1}{m} + \frac{3}{\sqrt{ml_m}} + \frac{1}{2} + \frac{3}{ml_m} \right) c. \]

Hence, by (5.19),

\[ |\frac{v_a - l_a}{c}| \leq |\frac{v_a}{c}| + \frac{l_a}{c} \leq \frac{1}{2} \left( \frac{1}{m} + \frac{3}{\sqrt{ml_m}} + \frac{1}{2} + \frac{3}{ml_m} \right) + \frac{1}{4} + \frac{1}{ac}. \]

If \( m \geq 29 \), then \( ac \geq 10 \), and in this case the right hand side of this inequality is a number which is less than 1. For those Markoff triples which meet this condition, it follows from (5.21) that \( v_a \) is equal to \( l_a \), and hence by (5.17), \( v_c \) is equal to \( l_c \), settling the claim of the lemma in case \( a \leq c \leq m \). If \( c \leq a \leq m \), then the same type of estimates for \( |\frac{v_c - l_c}{c}| \) in place of \( |\frac{v_a - l_a}{c}| \) lead to the same conclusion. For the Markoff triples for which the largest member is less than 29, namely the triples (1,1,1); (1,1,2); (1,2,5) and (1,5,13), the validity of the claim can be checked through inspection. \( \square \)

**Proof of Proposition 5.1** The first two identities follow from Lemma 5.3 and Lemma 5.7. In order to establish the third identity we reintroduce the parameter \( x \) into the first identity, write out the result in terms of \( x \),

\[ (k_m + mx)(l_a + 2k_a x + ax^2) - (k_a + ax)(l_m + 2k_m x + mx^2) = l_c + 2kc + cx^2 + 3k_c + 3c, \]

and compare the coefficients of the linear terms. This yields the third identity. The fourth identity can be shown in exactly the same way by employing the second identity. \( \square \)

Putting together what has been established so far, we can summarize the situation through the following (incomplete) matrix identities,

\[ \left( \begin{array}{ccc} c & m & a \\ k_c & k_m & k_a \\ l_c & l_m & l_a \end{array} \right)^{-1} = \frac{1}{2} \left( \begin{array}{ccc} l_c + 3k_c & -(2k_c + 3c) & c \\ ? & ? & -b \\ l_a - 3k_a & -(2k_a - 3a) & a \end{array} \right), \]

\[ (5.23) \]
The factor $\frac{1}{2}$ on the right hand side of (5.23) is a consequence of (5.14). What follows are comments on the seven enunciated entries of the matrix on the right hand side in (5.23). If we consider the $x$-parameter version of the first identity in (5.4), namely $k_m(x)l_a(x) - k_a(x)l_m(x) = l_a(x) + 3k_c(x)$, then comparing the coefficients of the constant terms yields the entry $1, 1$, comparing the coefficients of the linear terms yields the entry $1, 2$, and comparing the coefficients of the quadratic terms yields the entry $1, 3$ of the matrix on the right hand side in (5.23). Likewise, if we consider the $x$-parameter version of the second identity in (5.4), namely $k_a(x)l_m(x) - k_m(x)l_a(x) = l_a(x) - 3k_a(x)$, then comparing the coefficients of the constant terms yields the entry $3, 1$, comparing the coefficients of the linear terms yields the entry $3, 2$, and comparing the coefficients of the quadratic terms yields the entry $3, 3$ of the matrix on the right hand side in (5.23). The entry $2, 3$ is a consequence of (5.14). Turning to the matrix identity (5.24), it suffices to note that this is a consequence of (5.23) and Lemma 5.7.

Our next objective is to obtain more information about the entries $(2, 1)$ and $(2, 2)$ of the matrix on the right hand side in (5.23). Let

\[(5.25)\]

\[\mathfrak{A}(c, m, a) = \begin{pmatrix}
  c & m & a \\
  k_c & k_m & k_a \\
  l_c & l_m & l_a
\end{pmatrix}, \]

\[\mathfrak{B}(c, m, a) = \frac{1}{2m^2} \begin{pmatrix}
  -2(c + ak_m) + mc \left(\frac{m}{3} + k_m\right) & 2m(a - ck_m) - m^2c & m^2c \\
  2ac - (c^2 - a^2)k_m - mb \frac{m}{3} & m(c^2 - a^2 + 2bk_m) & -m^2b \\
  2(ck_m - a) + ma \left(\frac{m}{3} - k_m\right) & m^2a - 2m(c + ak_m) & m^2a
\end{pmatrix}.\]

Note that, due to the specification of the parameters in (5.18), and since $b = ac - m$, both of these matrices are uniquely determined by the Markoff triple $(a, m, c)$ up to the common sign chosen for $k_a, k_m, k_c$ (see Lemma 5.6). Now, instead of $(a, m, c)$ we consider the Markoff triple $(a, b, c)$ in this context. Since $m \geq \max(a, c)$ and $m = ac - b$, we must have $b \leq \max(a, c)$. This means that $\max(a, b, c) = c$. Then, considering the matrices $\mathfrak{A}$ and $\mathfrak{B}$ in this context, we have two distinct choices to arrange the members of the triple $(a, b, c)$, so that the resulting situation is consistent with our settings for $(a, m, c)$, namely

\[(a, c, b) \text{ or } (b, c, a).\]

In the first case (5.23) and (5.24) turn into, respectively,

\[\mathfrak{A}(a, c, b)^{-1} = \frac{1}{2} \begin{pmatrix}
  l_a + 3k_a & -(2k_a + 3a) & a \\
  ? & ? & -(3ab - c) \\
  l_b - 3k_b & -(2k_b - 3b) & b
\end{pmatrix},\]
\[
\mathfrak{B}(a, c, b) = \frac{1}{2} \begin{pmatrix}
\ell_a + 3k_a & -(2k_a + 3a) & a \\
\ell_b - 3k_b & -(2k_b - 3b) & b \\
\end{pmatrix}
\begin{pmatrix}
\frac{1}{3} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 3 \\
\end{pmatrix},
\]
while we get in the second case,
\[
\mathfrak{B}(b, c, a) = \frac{1}{2} \begin{pmatrix}
\ell_b + 3k_b & -(2k_b + 3b) & b \\
\ell_a - 3k_a & -(2k_a - 3a) & a \\
\end{pmatrix}
\begin{pmatrix}
\frac{1}{3} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 3 \\
\end{pmatrix}.
\]

Either case leads to the following further specification of (5.23),
\[
(5.26)
\]
\[
\begin{pmatrix}
c & m & a \\
k_c & k_m & k_a \\
l_c & l_m & l_a \\
\end{pmatrix}
^{-1} = \frac{1}{2} \begin{pmatrix}
l_c + 3k_c & -(2k_c + 3c) & c \\
-(l_b + 3\nu k_b) & 2k_b + 3\nu b & -b \\
l_a - 3k_a & -(2k_a - 3a) & a \\
\end{pmatrix}; \nu \epsilon \{-1, 1\}.
\]

Before proceeding to give a more specific determination of the matrix \(Z^{-1}A\) which involves a certain quadratic equation, we need to look at that equation first.

### 5.7 Lemma

The quadratic equation
\[
(5.27)
m y^2 - 4b k_m y - (9b^2 - 4)m + 4b^2 l_m - 8b \sigma = 0,
\]
has always two rational solutions in case \(\sigma = 1\), and it has no rational solutions in case \(\sigma = -1\).

**Proof** First we show that the discriminant \(D\) of this equation is a perfect square in case \(\sigma = 1\).

\[
D = 16b^2 k_m^2 + 4m^2(9b^2 - 4) - 16b^2 m l_m - 8b m = -16b^2 + 4m^2(9b^2 - 4) - 8b m
\]
\[
\frac{D}{4} = 9m^2 b^2 - 4(m^2 + b^2) - 8b m = 9(a^2 + c^2)^2 - 4(3ac - b)^2 - 4b^2 - 8(a^2 + c^2) = 9(a^2 + 2a^2 c^2 + c^4) - 4(9a^2 c^2 - 6abc + b^2) - 4b^2 - 8(a^2 + c^2) = 9a^4 + 18a^2 c^2 + 9c^4 - 36a c^2 + 8(a^2 + b^2 + c^2) - 8b^2 - 8(a^2 + c^2) = 9a^4 - 18a^2 c^2 + 9c^4 = 9(a^2 - c^2)^2.
\]
It follows that (5.27) has two rational solutions in case \(\sigma = 1\). In order to show that (5.27) does not have a rational solution in case \(\sigma = -1\), we are going to show that its discriminant \(D + 4mb\) is not a perfect square, or rather that

\[
\frac{D}{4} + 16mb = 9(a + c)^2(a - c^2) + 16mb = 9(mb + 2ac)(mb - 2ac) + 16mb
\]
\[ = 9(m^2 b^2 - 4a^2 c^2) + 16mb = 9m^2 b^2 - 4(m + b)^2 + 16mb \]
\[ = 9m^2 b^2 - 4m^2 - 8mb - 4b^2 + 16mb = 9m^2 b^2 - 4(m - b)^2 \]
is not a perfect square. Suppose this were false, which means that there exists an integer \( w \) such that,
\[ 4(m - b)^2 + w^2 = 9m^2 b^2. \]

Since \( m - b \) and \( m^2 b^2 \) are relatively prime (because \( m \) and \( b \) are relatively prime), and since \( m - b \) is not divisible by 3 (because \( m + b \) is divisible by 3, but neither \( m \) nor \( b \) are divisible by 3), by the standard parametrization of primitive Pythagorean triples, there exist integers \( u \) and \( v \) such that,
\[ m - b = uv, \quad 3mb = u^2 + v^2. \]

This implies that \( u^2 + v^2 \) is divisible by 3. However, since \( u^2 + v^2 \) divided be the square of the greatest common divisor of \( u \) and \( v \) cannot be divisible by 3, due to the fact that such a number can only have odd prime factors which are equal to 1 modulo 4, both \( u \) and \( v \) have to be divisible by 3. This in turn implies that \( mb \) has to be divisible by 3, which means that \( m \) or \( b \) is divisible by 3. This not the case, because \( m \) and \( b \) are Markoff numbers. That contradiction settles our claim. \( \square \)

**5.8 Proposition** The following identity holds true,
\[ (5.28) \]
\[ Z^{-1}A = \frac{1}{2} \begin{pmatrix} l_c + 3k_c & -(2k_c + 3c) & c \\ -(l_b + 3\nu k_b) & 2k_b + 3\nu b & -b \\ l_a - 3k_a & -(2k_a - 3a) & a \end{pmatrix} \begin{pmatrix} \frac{1}{3} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 3 \end{pmatrix}, \]

where
\[ (5.29) \]
\[ \nu = \{ 1 \quad \text{if} \quad a < c \\
-1 \quad \text{if} \quad a > c \]

Moreover,
\[ (5.30) \]
\[ \det \begin{pmatrix} c & m & a \\ k_c & k_m & k_a \\ l_c & l_m & l_a \end{pmatrix} = 2 \]

**Proof** Note that in each row of the matrix
\[ \begin{pmatrix} l_c + 3k_c & -(2k_c + 3c) & c \\ -(l_b + 3\nu k_b) & 2k_b + 3\nu b & -b \\ l_a - 3k_a & -(2k_a - 3a) & a \end{pmatrix} \]
the entries represent the coefficients of a binary quadratic form which is equivalent to a (reduced) Markoff form. For convenience we shall henceforth address the discriminant of a quadratic form whose coefficients agree with the entries of a row vector as the discriminant of that row. Note that inverting the entries
in such a row vector leads to the same discriminant. For instance the second row in the matrix 
\[
\begin{pmatrix}
l_c + 3k_c & -(2k_c + 3\sigma) & \sigma \\
-l_b + 3\sigma k_b & 2k_b + 3\sigma & -b \\
l_a - 3k_a & -(2k_a - 3\sigma) & a
\end{pmatrix}
\]
has the discriminant $9b^2 - 4$. We are now going to show that the second row vector in the matrix 
\[
Z^{-1}A \begin{pmatrix} 3 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \frac{1}{3} \end{pmatrix}
\]
has the discriminant $9b^2 - 4$, or equivalently, that the row vector 
(5.31) 
\[
\frac{1}{m} \begin{pmatrix} 2ac - (c^2 - a^2)k_m - mb\frac{l_m}{3}, m(3(c^2 - a^2) + 2bk_m), -3m^2b \end{pmatrix}
\]
has the discriminant $m^2(9b^2 - 4)$,

\[
\frac{1}{m} \left[ \left( m(3(c^2 - a^2) + 2bk_m) \right)^2 - 4\left( 2ac - (c^2 - a^2)k_m - mb\frac{l_m}{3} \right)(-3m^2b) \right] = 
\]
\[
3(c^2 - a^2) + 2bk_m^2 + 4b(6ac - 3(c^2 - a^2)k_m - mbk_m) = 
\]
\[
9(c^2 - a^2)^2 + 12(c^2 - a^2)bk_m + 4b^2k_m^2 + 24abc - 12b(c^2 - a^2)k_m - 4b^2k_m = 
\]
\[
9(c^2 - a^2)^2 - 4b^2 + 24abc = 9(c + a)^2(c - a)^2 - 4b^2 + 24abc = 
\]
\[
9(m^2b^2 - 4a^2c^2) - 4b^2 + 24abc = 
\]
\[
9m^2b^2 - 12ac(3ac - b) - 4b^2 + 12abc = 9m^2b^2 - 12acm - 4b^2 + 4(a^2 + b^2 + c^2) = 
\]
\[
9m^2b^2 - 12acm + 4bm = 9m^2b^2 - 4m(3ac - b) = m^2(9b^2 - 4). 
\]

Let $x$ be the (2,1) entry, and let $y$ be the (2,2) entry in the matrix 
\[
\begin{pmatrix}
l_c + 3k_c & -(2k_c + 3\sigma) & \sigma \\
-l_b + 3\sigma k_b & 2k_b + 3\sigma & -b \\
l_a - 3k_a & -(2k_a - 3\sigma) & a
\end{pmatrix}
\]
in (5.24). Since $\det(A^{-1}Z) = 2$, it follows from (5.23) and (5.24), as well as the determination of the discriminant of the vector in (5.31), that $x$ and $y$ solve the following two diophantine equations,

\[
x + k_m y - b l_m = 2, y^2 + 4bx = 9b^2 - 4. 
\]

This in turn leads to the quadratic equation (5.27) for the case $\sigma = 1$. The same line of reasoning applied to the matrix 
\[
\begin{pmatrix}
l_c + 3k_c & -(2k_c + 3\sigma) & \sigma \\
-l_b + 3\sigma k_b & 2k_b + 3\sigma & -b \\
l_a - 3k_a & -(2k_a - 3\sigma) & a
\end{pmatrix}
\]
in (5.26) leads us to a similar conclusion, namely that the second entry in the second row of this matrix solves the quadratic equation (5.27) for $\sigma = 1$ or $\sigma = -1$. But since Lemma 5.7 states that there are no rational solutions to (5.27) in case $\sigma = -1$, it follows once again that $\sigma = 1$, which settles (5.30). Comparison
of the outcome of these two lines of reasoning leads to the conclusion that (5.28) holds true for some \( \nu \in \{-1,1\} \). In order to establish (5.29) we observe that (5.28) evaluated for the entry (2,2) of that matrix yields the following identity,

\[
3(c^2 - a^2) + 2bk_m = m(2kb + 3\nu b) = 2mk_b + 3\nu(c^2 + a^2).
\]

This in turn leads to,

\[
bk_m - mk_b = \begin{cases} 
3a^2 & \text{if } \nu = 1 \\
-3c^2 & \text{if } \nu = -1.
\end{cases}
\]

But since

\[
|bk_m - mk_b| \leq b|k_m| + m|k_b| \leq \frac{mb}{2} + \frac{mb}{2} = mb = c^2 + a^2 \leq 2(max(a, c))^2 < 3(max(a, c))^2,
\]

(5.29) follows. □

Returning to the settings in the third remark following Proposition 1.2 in Section 1 we can now give a conclusive description of the parameter \( \nu \) in (5.26) in relation to the tree of Markoff triples. First in (5.18) all the parameters are positive (cf. [Zh1], Lemma 2). If \((A,AB,B)\) is an admissible triple of 2x2 matrices, then the matrix \( N \) constructed in Proposition 1.2 such that

\[
N^t M(3,3,3)N = M(tr(A), tr(AB), tr(B)),
\]

has the property

\[
N = \frac{1}{2} \begin{pmatrix} 
1 & -3 & 1 \\
1 & 1 & -1 \\
-1 & 1 & 1
\end{pmatrix} \mathfrak{A}(tr(A), tr(AB), tr(B)).
\]

Moreover,

\[
\nu = -1 \text{ for } \mathfrak{A}(tr(A), tr(A^2B), tr(AB))^{-1} \text{ and } \nu = 1 \text{ for } \mathfrak{A}(tr(AB), tr(AB^2), tr(B))^{-1}.
\]

In other words, replacing \( A \) results in a positive value for \( \nu \), while replacing \( B \) results in a negative value for \( \nu \). Since \( tr(AB) \geq \max(tr(A), tr(B)) \) we can finally conclude that (5.29) implies a complete determination of the matrix \( Z^{-1}A \) in terms of Markoff triples and their affiliated quadratic residues subject to the specification (5.18).

**5.9 Corollary** The following identity holds true,

\[
Z^{-1}A = \begin{pmatrix} 
c & m & a \\
k_c & k_m & k_a \\
l_c & l_m & l_a
\end{pmatrix}^{-1} \begin{pmatrix} 
\frac{1}{2} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 3
\end{pmatrix}.
\]
6 Some number theoretic conclusions

The point of departure in the present section is the observation that, disregarding the factor $\frac{1}{2}$, on the one hand, the entries in the rows of the matrix on the right hand side of the identity (5.26) are the coefficients of indefinite binary quadratic forms which are equivalent to Markoff forms associated with the corresponding Markoff numbers in the last column, and which in the case of the last row corresponds to a reduced form, i.e. it actually is a Markoff form. On the other hand, the entries of the columns of the matrix on the left hand side are representations of the number 1 by the ternary quadratic form

$$Q(x, y, z) = xz - y^2$$

All elements in the group of automorphs of this form are given by the matrices

$$
\begin{pmatrix}
p^2 & 2pq & q^2 \\
p r & ps + qr & qs \\
2rs & s^2 & r^2
\end{pmatrix},
\text{where } \begin{pmatrix} p & q \\ r & s \end{pmatrix} \in \text{SL}(2, \mathbb{Z}).
$$

This observation goes all the way back to Gauss (cf. [Ba], Kapitel I, pp. 22-23). If $p, q, r, s$ are elements in an arbitrary commutative ring, then we always have the formula

$$\det \begin{pmatrix} p^2 & 2pq & q^2 \\
p r & ps + qr & qs \\
2rs & s^2 & r^2
\end{pmatrix} = (\det \begin{pmatrix} p & q \\ r & s \end{pmatrix})^3.$$

For a given matrix $A \in \text{SL}(2, \mathbb{Z})$ let $\Psi(A)$ be the corresponding 3x3 matrix in (6.2). Then $\Psi$ determines an isomorphism from the group PSL(2, $\mathbb{Z}$) onto the group of automorphs of the form (6.1) with determinant 1. For any integral solution of the equation

$$xz - y^2 = 1,$$

we define the number $|y|$ as the height of the triple $(x, y, z)$. Implementing a procedure akin to the continued fraction algorithm, it is an elementary task to show that, by employing a finite sequence of matrices of the form

$$\Psi\left(\begin{pmatrix} 1 & 0 \\ r & 1 \end{pmatrix}\right) \text{ or } \Psi\left(\begin{pmatrix} 1 & q \\ 0 & 1 \end{pmatrix}\right)$$

to a triple $(x, y, z)$ solving (6.3), one can reduce the height of such a triple to the smallest possible value, which is 0. In the sequel we shall need the following by-product of this procedure.

6.1 Lemma If $(x, y, z)$ is a solution of (6.3), then the application of a matrix of the form
\[\Psi\left(\begin{pmatrix} 1 & 0 \\ r & 1 \end{pmatrix}\right)\text{ or } \Psi\left(\begin{pmatrix} 1 & q \\ 0 & 1 \end{pmatrix}\right)\] to the vector \((x, y, z)^t\) does not change the sign of \(x\) and \(z\).

**Proof** It suffices to note that the extreme value of the quadratic polynomial \(xr^2 + 2yr + z\) is equal to \(\frac{1}{r^2}\), while the extreme value of the quadratic polynomial \(zq^2 + 2yq + x\) is equal to \(\frac{1}{q^2}\). \(\square\)

An alternative way of looking at this situation is as follows. For any triple \((x, y, z)\) consider the binary quadratic form

\[Q(s, t) = xs^2 + 2yst + zt^2.\]

Then the triple \((x, y, z)\) solves the equation (6.3) if and only if the corresponding quadratic form \(Q\) is positive definite and has a discriminant which is equal to \(-4\). And so the argument just made turns out to be equivalent to the longstanding wisdom that all quadratic forms with this property are equivalent. Now let \(A \in \text{SL}(2, \mathbb{Z})\) be such that

\[\Psi(A) \begin{pmatrix} m \\ k_m \\ l_m \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix}.\]

**Remark** The existence of such a matrix \(A\) can also be established through an application of part c) in Lemma 4.2.

It is not imperative to choose the second column of the matrix \(\begin{pmatrix} c & m & a \\ k_c & k_m & k_a \\ l_c & l_m & l_a \end{pmatrix}\).

Part of the discussion in the present section could be based on the other two choices as well. The expediency of choosing the second column will become clear in Proposition 6.5 and Section 11, however. If we write

\[\Psi(A) \begin{pmatrix} c & m & a \\ k_c & k_m & k_a \\ l_c & l_m & l_a \end{pmatrix} = \begin{pmatrix} x_1 & 1 & x_2 \\ y_1 & 0 & y_2 \\ z_1 & 1 & z_2 \end{pmatrix}; x_i, y_i, z_i \in \mathbb{Z}; i \in \{1, 2\},\]

then,

\[(6.4) \quad \begin{pmatrix} x_1 & 1 & x_2 \\ y_1 & 0 & y_2 \\ z_1 & 1 & z_2 \end{pmatrix} \text{ adj } = \begin{pmatrix} -y_2 & x_2 - z_2 & y_2 \\ y_2 z_1 - y_1 z_2 & x_1 z_2 - x_2 z_1 & x_2 y_1 - x_1 y_2 \\ y_1 & z_1 - x_1 & -y_1 \end{pmatrix},\]

and by (5.26)

\[(6.5) \quad \begin{pmatrix} x_1 & 1 & x_2 \\ y_1 & 0 & y_2 \\ z_1 & 1 & z_2 \end{pmatrix} \text{ adj } = \begin{pmatrix} l_c + 3k_c & -(2k_c + 3c) & c \\ -(l_b + 3b k_b) & 2k_b + 3b & -b \\ l_a - 3k_a & -(2k_a - 3a) & a \end{pmatrix} \Psi(A)^{-1}\]
Since an application from the left of the matrix $\Psi(A)^{-1}$ to a row vector corresponds to the transformation of the affiliated binary quadratic form by the matrix $A^{-1}$, and since the first and the third row of the matrix on the right hand side of (6.4) correspond to symmetric forms, we conclude that the quadratic forms corresponding to the first and the third row of the matrix
\[
\begin{pmatrix}
l_c + 3k_c & -(2k_c + 3\iota) & \iota \\
-(l_b + 3\nu k_b) & 2k_b + 3\nu b & -b \\
l_a - 3k_a & -(2k_a - 3\nu) & a
\end{pmatrix}
\]
each. This leads to the following significant conclusion.

**6.2 Proposition** Every cycle of reduced binary quadratic forms including a Markoff form also includes a symmetric form.

It has been known for a long time that every Markoff form $F$ is equivalent to $-F$. Since a symmetric form $H$ is obviously equivalent to $-H$, that statement follows immediately from Proposition 6.2. However, we should like to point out that Proposition 6.2 can be derived directly from the equivalence of the forms $F$ and $-F$. This can be seen as follows. A matrix $M \in \text{SL}(2, \mathbb{Z})$ which transforms a form $Q$ into $-Q$ has trace zero. All matrices in $\text{SL}(2, \mathbb{Z})$ with trace zero are similar over $\text{SL}(2, \mathbb{Z})$ to a matrix with zeros in the diagonal. If $T^{-1}MT$ has zeros in the diagonal for some $T \in \text{SL}(2, \mathbb{Z})$, and $Q$ is transformed by $T$ into $H$, then $H$ is symmetric.

We turn now to the second row of the matrix on the right hand side of (6.4). First we note that,

\[
(6.6)
\]

\[
\text{entry}(2, 1) + \text{entry}(2, 3) = (y_2z_1 - y_1z_2) + (x_2y_1 - x_1y_2)
= \det \begin{pmatrix} x_1 & 1 & x_2 \\ y_1 & 0 & y_2 \\ z_1 & 1 & z_2 \end{pmatrix} = \det \begin{pmatrix} c & m & a \\ k_c & k_m & k_a \\ l_c & l_m & l_a \end{pmatrix} = 2.
\]

It follows from (6.4) and (6.5) that the discriminant of this row is equal to $9b^2 - 4$. Hence,

\[
(x_1z_2 - x_2z_1)^2 - 4(y_2z_1 - y_1z_2)(x_2y_1 - x_1y_2)
= (x_1z_2 - x_2z_1)^2 - 4(y_2z_1 - y_1z_2)(2 - (y_2z_1 - y_1z_2))
= (x_1z_2 - x_2z_1)^2 + 4(y_2z_1 - y_1z_2 - 1)^2 - 4 = 9b^2 - 4,
\]

which leads to

\[
(6.7)
\]

\[
(x_1z_2 - x_2z_1)^2 + 4(y_2z_1 - y_1z_2 - 1)^2 = 9b^2.
\]

Since the sum of two squares is divisible by 3 if and only if each summand shares this property, we conclude that

\[
p = \frac{1}{3}(x_1z_2 - x_2z_1) \in \mathbb{Z}, q = \frac{1}{3}(y_2z_1 - y_1z_2 - 1) \in \mathbb{Z},
\]
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so that (6.7) becomes

\[(6.8)\]

\[p^2 + 4q^2 = b^2.\]

As we shall see below (Proposition 6.5), the Pythagorean triple \((p, 2q, b)\) is primitive in case \(p\) is odd, and the Pythagorean triple \((\frac{p}{2}, q, \frac{b}{2})\) is primitive in case \(p\) is even. Hence, the standard parametrization for Pythagorean triples ensures the existence of two integers, \(f\) and \(g\), such that

\[(6.9)\]

\[p = f^2 - g^2, \quad q = fg, \quad b = f^2 + g^2.\]

In conclusion, the second row vector of the matrix on the right hand side of (6.4) takes the form,

\[\left( y_2 z_1 - y_1 z_2, x_1 z_2 - x_2 z_1, x_2 y_1 - x_1 y_2 \right) = \left( 1 + 3fg, 3(f^2 - g^2), 1 - 3fg \right).\]

To summarize, we have arrived at the following situation. Given a Markoff number \(m\), there exist three equivalent quadratic forms,

\[(6.10)\]

\[F(s, t) = ms^2 - (2k - 3m)st + (l - 3k)t^2, k^2 + 1 = ml, 0 < 2k < m\]

\[G(s, t) = (1 - 3fg)s^2 + 3(g^2 - f^2)st + (1 + 3fg)t^2,\]

\[H(s, t) = us^2 + vst - ut^2,\]

all of which, after having been subjected to a transformation by the matrix

\[\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},\]

if necessary, may be assumed to be reduced. Standard theory for binary quadratic forms (cf. [L], Satz 202) ensures that there exist (fundamental) automorphs of these quadratic forms, which in each of these three particular cases take the form, in the order of their appearance above,

\[(6.11)\]

\[\mathcal{F} = \begin{pmatrix} 3m - k & -3k + l \\ -m & k \end{pmatrix},\]

\[\mathcal{G} = \begin{pmatrix} 3g^2 & 3fg + 1 \\ 3fg - 1 & 3f^2 \end{pmatrix},\]

\[\mathcal{H} = \begin{pmatrix} \frac{3m-u}{2} & u \\ u & \frac{3m+u}{2} \end{pmatrix}.\]

Recall from [F], Gesammelte Abhandlungen, Band III, p.606 (IV) that a number \(m\) is Markoff if and only if \(m\) is representable by a quadratic form \(Q\) which is equivalent to \(-Q\), and which has the discriminant \(9m^2 - 4\). We can now give an alternative characterization of Markoff numbers.

**6.3 Proposition** An integer \(m \geq 1\) is a Markoff number if and only if \(m = \frac{1}{4} \text{tr}(\mathcal{G})\), where
\[ G = \begin{pmatrix} 3g^2 & 3fg - 1 \\ 3fg + 1 & 3f^2 \end{pmatrix} \] for some integers \( f, g \); and \( G \) is equivalent to a symmetric matrix.

**Proof** A unimodular 2x2 matrix \( A \) which is equivalent to a symmetric matrix is also equivalent to \( A^t \). But a matrix which conjugates \( A \) to \( A^t \) has to be symmetric too. This entails that \( A \) is the product of two symmetric matrices. Applied to a matrix of the form \( G = \begin{pmatrix} 3g^2 & 3fg - 1 \\ 3fg + 1 & 3f^2 \end{pmatrix} \), which is unimodular for any \( f \) and \( g \), this means that \( G = ST \), where \( S \) and \( T \) are symmetric and unimodular. Since \( (ST)^t = TS = \begin{pmatrix} 3g^2 & 3fg - 1 \\ 3fg + 1 & 3f^2 \end{pmatrix} \), we get

\[ G^{-1}T^{-1} = \begin{pmatrix} 3f^2 & -3fg - 1 \\ -3fg + 1 & 3g^2 \end{pmatrix}, \]

and hence

\[ G^{-1}T^{-1} = \begin{pmatrix} 3g^2 & 3fg - 1 \\ 3fg + 1 & 3f^2 \end{pmatrix} \begin{pmatrix} 3f^2 & -3fg - 1 \\ -3fg + 1 & 3g^2 \end{pmatrix} = \begin{pmatrix} 6fg - 1 & -6g^2 \\ 6f^2 & -6fg - 1 \end{pmatrix}. \]

Hence \( \text{tr}(G^{-1}T^{-1}) = -2 \). Now Fricke’s identity implies,

\[ 9m^2 + (\text{tr}(S))^2 + (\text{tr}(T))^2 = 3m \text{tr}(S) \text{ tr}(T), \]

which means that \( m \) has to be a Markoff number. Thus we have shown that the enunciated condition is sufficient. That it is also necessary follows from Proposition 6.2 and the fact that each form of type \( F \) is equivalent to a form of type \( G \) (cf. (6.10); see also Remark 4 following Proposition 6.4 below).

**Remarks**

1) If \( \mathcal{G} = \mathcal{S} \mathcal{T} \) is a factorization as in the proof of Proposition 6.3, with \( \mathcal{S} \) and \( \mathcal{T} \) being symmetric and unimodular, then \( \mathcal{S} = \mathcal{S}_n \mathcal{T}_n \), where \( \mathcal{S}_n = \mathcal{S}^n \mathcal{S} \) and \( \mathcal{T}_n = \mathcal{T} \mathcal{S}^{-n} \), is also a factorization of \( \mathcal{G} \) into symmetric and unimodular matrices. Since \( \text{tr}(\mathcal{T}_{n+1}) = 3m \text{ tr}(\mathcal{T}_n) - \text{ tr}(\mathcal{T}_{n-1}) \) this shows that, given any Markoff triple \( (a, m, c) \), there exists a factorization \( \mathcal{G} = \mathcal{S} \mathcal{T} \) of \( \mathcal{G} \) into symmetric and unimodular matrices \( \mathcal{S} \) and \( \mathcal{T} \) such that \( \left\{ \frac{1}{3} \text{tr}(\mathcal{S}), \frac{1}{3} \text{tr}(\mathcal{T}) \right\} = \{a, c\} \). Moreover, there are no other factorizations of \( \mathcal{G} \) into two symmetric and unimodular matrices.

2) The line of reasoning in the proof of Proposition 6.3 can be adapted to show that for any positive integer \( n \) the quadratic forms \( Q(s, t) = s^2 + nst + t^2 \) and \( -Q(s, t) \) are equivalent if and only if \( n = 3 \). This is of course not new. The point of the proof below is to highlight the close connection between quadratic forms of discriminant \( n^2 - 4 \), symmetric forms, and Markoff numbers. Since \(-Q(s, t) \) is equivalent to the form \(-s^2 + nst - t^2 \), our claim is equivalent to showing that the matrices

\[ A = \begin{pmatrix} 0 & -1 \\ 1 & n \end{pmatrix} \text{ and } A^t = \begin{pmatrix} 0 & 1 \\ -1 & n \end{pmatrix} \]
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are equivalent. But if these two matrices are equivalent, then it follows exactly as in the proof of Proposition 6.3 that $A$ is a product of two symmetric unimodular matrices. Now the same manipulations as in the proof of Proposition 6.3 show that $A$ together with the traces of the two symmetric unimodular matrices appearing in such a factorization form a Markoff triple. By Remark 1 all Markoff triples which include $n$ as a member can be realized in that manner. In particular the factorization can be arranged in such a way that $n$ is not smaller then the other two members of the Markoff triple. Therefore, suppose that

$$A = RS,$$

where $R, S \in \text{SL}(2, \mathbb{Z})$, $R = R^t$, $S = S^t$, $n \geq \max\{\text{tr}(R), \text{tr}(S)\}$.

Since $A^t = SR$, it follows that

$$AR = RA^t, SA = A^tS.$$

Letting

$$R = \begin{pmatrix} r_1 & r_2 \\ r_2 & r_3 \end{pmatrix}, S = \begin{pmatrix} s_1 & s_2 \\ s_2 & s_3 \end{pmatrix},$$

these two identities are equivalent to

$$r_1 + nr_2 + r_3 = 0, \text{ and } s_1 - ns_2 + s_3 = 0,$$

respectively.

Since $r_2$ and $s_2$ cannot be equal to zero, we conclude that

$$n \leq r_1 + r_3, n \leq s_1 + s_3.$$

But since $n \geq \max\{\text{tr}(R), \text{tr}(S)\}$, and since $(\text{tr}(R), n, \text{tr}(S))$ is a Markoff triple, it follows that $n = 3$, as claimed. On the other hand, we do have a factorization into two symmetric unimodular matrices in case $n = 3$, namely

$$\begin{pmatrix} 0 & -1 \\ 1 & 3 \end{pmatrix} = \begin{pmatrix} 1 & -1 \\ -1 & 2 \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix}.$$

Note though, that in general a trival factorization of the matrix $A$ into two symmetric matrices belonging to $\text{GL}(2, \mathbb{Z})$ does always exist, namely

$$A = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & n \end{pmatrix}.$$

Proposition 6.2 in combination with the special form of the discriminant allows us to give a more incisive characterization of the cycles of reduced forms containing a Markoff form.

6.4 Proposition Any cycle of reduced forms containing a Markoff form associated with a Markoff number $m \geq 5$ contains two (distinct) symmetric forms $H_1(s, t) = u_1s^2 + v_1st - u_1t^2$ and $H_2(s, t) = u_2s^2 + v_2st - u_2t^2$ such that $u_1 \neq -u_2$.  
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Proof By Proposition 6.2, any cycle of reduced forms containing a Markoff form $F$ with discriminant $9m^2 - 4$ contains a symmetric form $H$ with a fundamental automorph

$$\mathcal{H} = \left( \begin{array}{cc} \frac{3m-u}{2} & u \\ u & \frac{3m+u}{2} \end{array} \right),$$

where

$$4u^2 + v^2 = 9m^2 - 4. \tag{6.12}$$

First we deal with the case when $m$ is odd. Employing the standard parametrization for Pythagorean quadruples (cf. [M2], p.14) we conclude that there exist integers $n, p, q, r$ such that

$$1 = nr - pq, \quad u = nq + pr, \quad v = -n^2 - p^2 + q^2 + r^2, \quad 3m = n^2 + p^2 + q^2 + r^2. \tag{6.13}$$

Hence,

$$\mathbf{T}^T = \mathcal{H}, \quad \text{where} \quad \mathbf{T} = \left( \begin{array}{cc} n & p \\ q & r \end{array} \right), \quad \det(\mathbf{T}) = 1 \tag{6.14}$$

We claim that $n \neq r$. Suppose this were not true. Then,

$$u = n(q + p), \quad v = (q + p)(q - p).$$

It follows from (6.12)

$$q + p \text{ divides the discriminant } 9m^2 - 4. \tag{6.15}$$

Moreover, since the three coefficients of $H$ are divisible by $q + p$, every integer represented by $H$ is divisible by $q + p$. Since $H$ and $F$ are equivalent, and since $m$ is represented by $F$, $m$ is represented by $H$ as well. It follows that $m$ is divisible by $q + p$. Combined with (6.15) this implies that $q + p$ is odd and that 4 is divisible by $q + p$. Hence,

$$q + p = 1 \text{ or } q + p = -1 \tag{6.16}$$

Combining the first identity in (6.16) with the first identity in (6.13) yields,

$$n^2 + p^2 = 1 + p. \tag{6.17}$$

This diophantine equation has four solutions, namely $(n, p) = (\pm 1, 0)$ and $(n, p) = (\pm 1, 1)$. Combining the second identity in (6.16) with the first identity in (6.13) yields,

$$n^2 + p^2 = 1 - p. \tag{6.18}$$

This diophantine equation has four solutions, namely $(n, p) = (\pm 1, -1)$ and $(n, p) = (\pm 1, 0)$. In conclusion, for all solutions of (6.17) and (6.18) we get
\[ 4u^2 + v^2 = 5, \] which implies \( m = 1 \), and therefore \( n \neq r \) as claimed, in case \( m \) is odd and \( m \geq 5 \).

We turn to the case of an even Markoff number \( m \). In this case (6.12) implies that \( v \) is even. Letting \( w = \frac{v}{2} \), (6.12) turns into

\[ u^2 + w^2 = 9 >^2 - 1. \]

But this implies that \( u \) and \( v \) have to be even. Hence, letting \( \cong = \frac{\bar{n}}{2}, \bar{\cong} = \frac{\bar{p}}{2}, \)

(6.19) turns into

\[ (2\cong)^2 + (2\bar{\cong})^2 = 9 >^2 - 1. \]

This time the parametrization takes the following form. There exist integers \( n, p, q, r \), such that

\[ \cong = nr - pq, \bar{\cong} = nq + pr, \]

\[ 1 = n^2 + p^2 - q^2 - r^2, 3 > = n^2 + p^2 + q^2 + r^2. \]

Hence,

\[ \mathbb{T}^t = \mathcal{H}, \text{ where } \mathbb{T} = \begin{pmatrix} n - q & r - p \\ r + p & n + q \end{pmatrix}, \text{det}(\mathbb{T}) = 1. \]

We claim that \( n - q \neq n + q \). Suppose this were not true. Then \( q = 0 \), and therefore,

\[ \cong = nr, \bar{\cong} = pr. \]

It follows from (6.12),

\[ r \text{ divides the discriminant } 9m^2 - 4. \]

Moreover, since the three coefficients of \( H \) are divisible by \( r \), every integer represented by \( H \) is divisible by \( r \). Since \( H \) and \( F \) are equivalent, and since \( m \) is represented by \( F \), \( m \) is represented by \( H \) as well. It follows that \( m \) is divisible by \( r \). Combined with (6.20) this implies that that 2 is divisible by \( r \). If \( |r| = 2 \), then the third identity in (6.21) yields \( n^2 + p^2 = 5 \). Substituting this into the fourth identity in (6.21) leads to \( > = 3 \), hence to \( m = 6 \), which is not a Markoff number. If \( |r| = 1 \), then the third identity in (6.21) implies that \( n^2 + p^2 = 2 \). Substituting this into the fourth identity in (6.21) leads to \( > = 1 \), hence to \( m = 2 \). In conclusion, \( n - q \neq n + q \) as claimed, in case \( m \geq 5 \) is an even Markoff number.

Combining the two separate cases for \( m \), we have shown that there always exists a matrix \( \mathbb{T} \in SL(2, \mathbb{Z}) \) with distinct diagonal entries such that \( \mathbb{T}^t = \mathcal{H} \).

Considering such a matrix \( \mathbb{T}_1 \) for \( \mathcal{H}_1 \), let \( \mathcal{H}_2 = \mathbb{T}_1^t \mathbb{T}_1 \). Then,

\[ \mathcal{H}_2 = \mathbb{T}_1^{-1} \mathcal{H}_1 \mathbb{T}_1. \]
Thus, $H_2$ is a fundamental automorph for a symmetric form $H_2$ which is equivalent to $H_1$. Since the diagonal entries of $H_1$ are distinct, the sum of the first coefficient of $H_1$ and $H_2$ can not be zero $\Box$

**Remarks**

1) If $m = 1$ or $m = 2$, then the (reduced) Markoff form is symmetric.

2) Proposition 6.4 places all cycles of reduced forms which include Markoff forms with a discriminant larger than 32 among the so-called ambiguous cycles (as defined in [BV]), or alternatively (by extension of [H-K], Definition 2.3.1) weakly ambiguous cycles. Note however, that it follows from Remark 2 following Proposition 6.3, that the class in the form class group corresponding to these cycles is of order four. (Applying, for instance, [H-K] Theorem 6.4.5(3) to the form $H$ composed with itself shows that the square of the form class containing $H$ represents the number $-1$. A more detailed discussion of this issue will appear in Section 8.) By contrast, the order of the class corresponding to these cycles in the ideal class group is equal to two. In terms of the classification scheme of cycles exhibited in [Bu], pp. 28-29, the cycles containing two “non-affiliated” symmetric forms (that means that the two forms do not just differ by a minus sign) are being addressed as “Type 20”. It follows in particular that a Markoff form with a discriminant larger than 32 can never be equivalent to a reduced ambiguous form. For more information about the computational aspects of reduced forms see [BV], Chapter 6, and for a comprehensive exposition of ambiguous classes see [H-K], 5.6. Since the norm of the fundamental unit in our quadratic number field is equal to one, Proposition 6.4 is a special case of [H-K], Theorem 5.6.9, which is derived through continued fraction expansions.

3) While every Markoff form is contained in a cycle of “Type 20”, this property does not characterize the corresponding ideal-class per se. In fact one half of the number of ideal-classes whose square is equal to the principal class correspond to cycles of “Type 20”. Or put another way, the number of ideal-classes which correspond to cycles of “Type 20” is equal to the number of ideal-classes corresponding to cycles which contain at least one ambiguous quadratic form, and hence exactly two such forms (see [H-K], Theorem 5.6.9). Moreover, this number is determined by the prime factorization of $9m^2 - 4$. For a more detailed discussion see [Mo], Chapter 6, and op. cit. pp. 352-353. But as we shall see in the next section, two Markoff forms of discriminant $9m^2 - 4$ have to be (properly or improperly) equivalent nevertheless, because any Markoff form of discriminant $9m^2 - 4$ represents the number $m$.

4) Any unimodular integral matrix of the form $\mathfrak{F} = \begin{pmatrix} 3m - k & 3k - l \\ m & k \end{pmatrix}$, $m$ being a positive integer, is equivalent to a matrix of the form $\mathfrak{G} = \begin{pmatrix} 3g^2 & 3fg - 1 \\ 3fg + 1 & 3f^2 \end{pmatrix}$, where $f$ and $g$ are relatively prime. To see this we note that the unimodularity of $\mathfrak{F} = \begin{pmatrix} 3 & -1 \\ 1 & 0 \end{pmatrix}$ is equivalent to the unimodularity of the matrix $\mathfrak{G} = \begin{pmatrix} m & k \\ k & l \end{pmatrix}$. Hence, by Lemma 4.2 part c) there exists a matrix
\[ \mathcal{T} = \left( \begin{array}{cc} g & s \\ f & t \end{array} \right) \in \text{SL}(2, \mathbb{Z}), \text{ such that } \mathcal{G} = \mathcal{T}^t \mathcal{T}. \] Since \( gt - fs = 1 \) it follows that \( \mathcal{T} \mathcal{G} \mathcal{T}^{-1} = \mathcal{T} \left( \begin{array}{cc} 3 & -1 \\ 1 & 0 \end{array} \right) \mathcal{T}^t = \mathcal{G}. \) Conversely, if \( f \) and \( g \) are relatively prime integers such that \( m = f^2 + g^2 \), then there exist integers \( s \) and \( t \) such that \( gt - fs = 1 \). Letting \( \mathcal{T} = \left( \begin{array}{cc} g & s \\ f & t \end{array} \right) \), \( l = s^2 + t^2 \), and \( k = gs + ft \), it follows that

\[ \mathcal{T}^{-1} \left( \begin{array}{cc} 3g^2 & 3fg - 1 \\ 3fg + 1 & 3f^2 \end{array} \right) \mathcal{T} = \left( \begin{array}{cc} 3m - k & 3k - l \\ m & k \end{array} \right). \]

Likewise, by the same line of reasoning, any unimodular integral matrix of the form \( \mathcal{F} = \left( \begin{array}{ccc} 3m - k & -3k + l \\ -m & k \end{array} \right) \) is equivalent to a matrix of the form \( \mathcal{G} = \left( \begin{array}{cc} 3g^2 & 3fg + 1 \\ 3fg - 1 & 3f^2 \end{array} \right) \).

5) The matrix on the right hand side of the identity (6.5) can be written as follows,

\[
\left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{array} \right) \left( \begin{array}{ccc} c & b & a \\ k_c + 3c & k_b & k_a \\ l_c + 6k_c + 9c & l_b + 6k_b + 9b & l_a \end{array} \right) t^{(1)} \left( \begin{array}{ccc} 0 & -3 & 1 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{array} \right) \left( \begin{array}{ccc} 0 & -3 & 1 \\ -3 & 2 & 0 \\ 1 & 0 & 0 \end{array} \right) \Psi(A)^{-1},
\]

in case \( \nu = -1 \), and

\[
\left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{array} \right) \left( \begin{array}{ccc} c & b & a \\ k_c + 3c & k_b & k_a \\ l_c + 6k_c + 9c & l_b + 6k_b + 9b & l_a \end{array} \right) t^{(1)} \left( \begin{array}{ccc} 0 & -3 & 1 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{array} \right) \left( \begin{array}{ccc} 0 & -3 & 1 \\ -3 & 2 & 0 \\ 1 & 0 & 0 \end{array} \right) \Psi(A)^{-1},
\]

in case \( \nu = 1 \). One can show that \( \Psi(A) \) satisfies the identity

\[
\left( \begin{array}{ccc} 0 & -3 & 1 \\ -3 & 2 & 0 \\ 1 & 0 & 0 \end{array} \right) \Psi(A)^{-1} = (\Psi(A)^{-1})^t \left( \begin{array}{ccc} 0 & -3 & 1 \\ -3 & 2 & 0 \\ 1 & 0 & 0 \end{array} \right)
\]

if and only if \( A \) is of the form \( \left( \begin{array}{cc} 1 & r \\ r & 1 \end{array} \right) \). It is this identity that explains why we are staying within the same equivalence class of quadratic residues on both sides of the identity (6.5), as long as we apply matrices of the form \( \Psi \left( \left( \begin{array}{cc} 1 & 0 \\ r & 1 \end{array} \right) \right) \) only. That fact was implicitly instrumental in the proof of Proposition 5.1.

We are now going to refine the analysis of the matrix in (6.4). Since \( \Psi(A) \) is an automorph of the quadratic form \( Q \), we get,

\[
y_i^2 + 1 = x_i z_i, \ i \in \{1, 2\}.
\]
Since the first row of the matrix in (6.5) has the discriminant $9c^2 - 4$, while the third row has the discriminant $9a^2 - 4$, we also get,

(6.26) \[(x_1 - z_1)^2 + 4y_1^2 = 9a^2 - 4, \ (x_2 - z_2)^2 + 4y_2^2 = 9c^2 - 4 \].

Combining (6.25) and (6.26) for $i = 1$ and $i = 2$, respectively, leads to,

\[(x_1 + z_1)^2 = 9a^2, \ (x_2 + z_2)^2 = 9c^2.\]

By Lemma 6.1

(6.27) \[x_1 + z_1 = 3a, x_2 + z_2 = 3c,\]

Letting \[v_a = x_1 - z_1, v_c = x_2 - z_2\]

we can recast the identities (6.27) as follows,

(6.28) \[x_1 = \frac{1}{2}(3a + v_a), z_1 = \frac{1}{2}(3a - v_a), x_2 = \frac{1}{2}(3c + v_c), z_2 = \frac{1}{2}(3c - v_c).\]

Substituting these expressions into the second row of the matrix in (6.4), and combining the result with (6.8) yields,

(6.29) \[
\begin{pmatrix}
\frac{1}{2}y_2(3a - v_a) - \frac{1}{2}y_1(3c - v_c) \\
\frac{1}{2}y_2(3a + v_a) - \frac{1}{2}y_1(3c + v_c)
\end{pmatrix}
= \frac{1}{2}
\begin{pmatrix}
y_2(3a - v_a) - y_1(3c - v_c) \\
y_1(3c + v_c) - y_2(3a + v_a)
\end{pmatrix}
= \begin{pmatrix}
1 + 3q \\
3p
\end{pmatrix}
- \begin{pmatrix}
3p \\
1 - 3q
\end{pmatrix}.
\]

Writing the identities for the first and the third component as a linear system in $y_1$ and $y_2$, and then solving for these two parameters leads to,

\[3(a v_c - v_a) \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = \begin{pmatrix} 3a + v_a & 3a - v_a \\ 3c + v_c & 3c - v_c \end{pmatrix} \begin{pmatrix} 1 + 3q \\ 1 - 3q \end{pmatrix} = 6 \begin{pmatrix} q v_a + a \\ q v_c + c \end{pmatrix},\]

and finally, after invoking the second component identity in (6.29), letting $u_a = y_1, u_c = y_2$,

(6.30) \[pu_a + qv_a = -2a, pu_c + qv_c = -2c.\]

In conclusion, we have shown the following.

**6.5 Proposition** Let $(a, m, c)$ be a Markoff triple such that $m$ is dominant, and let $b = 3ac - m$. Then the system of diophantine equations

(6.31) \[p^2 + q^2 = b^2, u^2 + v^2 = 9a^2 - 4, pu + qv = -2a,\]

has a solution with the following two properties:
(a) At least one of the two integers \(u, v\) is even.

(b) If \(u\) is even, the form

\[
H_a(s, t) = \frac{u}{2}s^2 + vst - \frac{u}{2}t^2
\]

is equivalent to a form \(G_a(s, t) = (1 + 3fg)s^2 + 3(f^2 - g^2)st + (1 - 3fg)t^2\). A similar statement holds if \(v\) is even.

The claim of this proposition is also valid if the Markoff number \(a\) in (6.31) is replaced by \(c\).

More specifically, with regard to property (b) in Proposition 6.5, (6.4 ) and (6.5) show that the form \(H_a\) is equivalent to a Markoff form associated with \(a\), or its opposite form, which in turn, by Remark 4 following Proposition 6.4, is equivalent to a form \(G_a\), where \(f\) and \(g\) are relatively prime integers.

**Remark** Note that the three identities in (6.31) can be expressed in matrix form,

\[
\begin{pmatrix}
p & q \\
u & v
\end{pmatrix}
\begin{pmatrix}
p & q \\
u & v
\end{pmatrix}^t
= \begin{pmatrix}
p & q \\
u & v
\end{pmatrix}
\begin{pmatrix}
p & u \\
q & v
\end{pmatrix}
= \begin{pmatrix}
b^2 & -2a \\
9a^2 - 4 & 9
\end{pmatrix}.
\]

Going one step further we note that,

\[
\det\begin{pmatrix}
b^2 & -2a \\
9a^2 - 4
\end{pmatrix} = \frac{1}{9}(9a^2 - 4)(9b^2 - 4) - 16 = (3ab - 2c)^2
\]

is a perfect square. Since the entries of this matrix are relatively prime, a theorem by L. Mordell ([M1], [Ni]) on the decomposition of a binary quadratic form into a sum of the square of two linear forms is applicable, yielding an independent proof for the existence of a matrix \(\begin{pmatrix}
p & q \\
u & v
\end{pmatrix}\) which satisfies the identity (6.32). While this argument shows that the system (6.31) is solvable for any Markoff triple \((a, b, c)\), it does not provide any information regarding property (b) of Proposition 6.5, which is central to the argument in the next section.

**7 Proof of the Theorem**

The proof consists of two parts. The first part will establish that, for any Markoff number \(m\), two Markoff forms (i. e. forms of type \(F\) as in (6.10)) affiliated with \(m\), are either equivalent, or one of these two forms is equivalent to the opposite of the other form. The arguments employed in the proof of this statement are detached from the the formalism developed so far, but indispensable for the second part to kick in. The point of departure in the second part is the fact, implied by the first part, that the integers \(u_1\) and \(v_1\) (i.e\(\{1, 2\}\)) in Proposition 6.4 are uniquely determined by \(m\). So, we can employ
Proposition 6.5 (with \(m\), which from now on we assume to be dominant, playing the part of \(a\)) to conclude that \(a\) uniquely determines \(b\), and hence the triple \((a, b, c)\).

Before we turn to outlining the first part of the proof, we need to establish the proper settings.

Recall that \(\vartriangleleft = m\) if \(m\) is odd, and \(\vartriangleleft = \frac{m^2}{2}\) if \(m\) is even. Let

\[
\Delta = \begin{cases} 
9\vartriangleleft^2 - 4 & \text{if } m \text{ is odd} \\
9\vartriangleleft^2 - 1 & \text{if } m \text{ is even}
\end{cases}
\]

From now on \(E\) denotes the principal form with discriminant \(\Delta\). Note that a binary quadratic form \(G(s, t) = (1 + 3fg)s^2 + 3(f^2 - g^2)st + (1 - 3fg)t^2\) is primitive if and only if \(f^2 + g^2\) is odd, regardless of the specific properties of the integers \(f\) and \(g\). In case \(f^2 + g^2\) is even, the coefficients of \(G\) are divisible by 2, in which case the form \(\frac{1}{2}G\) is primitive. The equivalence of the forms in (6.10) implies that the coefficients of \(F\) must be divisible by 2 as well, and that \(\frac{1}{2}F\) is primitive. Let

\[
F = \begin{cases} 
F & \text{if } m \text{ is odd} \\
\frac{1}{2}F & \text{if } m \text{ is even}
\end{cases}
\]

There are two basic observations which will be instrumental in the first part of the proof. First, the principal form \(E\) of discriminant \(9m^2 - 4\) represents \(-m^2\) (this is exactly how Frobenius defined a Markoff number at the beginning of his paper). Any representation of \(-\vartriangleleft^2\) by the principal form \(E\) of discriminant \(\Delta\) is proper. The latter property will be used, by switching to the settings of ideal factorization in quadratic number fields ([He], [H-K], or more generally in Dedekind domains, [Ma]), to show that the form class \([-E]\) has an essentially unique factorization into classes of forms representing the squares of prime factors of \(\vartriangleleft\), and that such a factor can never have the order 2 in the form class group, and it can have the order 4 only in case \(\vartriangleleft\) is a prime number. The second basic observation is the fact that the square of a form class containing the form \(F\) is equal to \([-E]\). Since \(F\) represents \(\vartriangleleft\), the (essentially) unique factorization of \([-E]\) indicated above, entails the (essential) uniqueness of a Markoff form. We turn now to the details.

7.1 Lemma If \(q\) is a proper factor of \(\vartriangleleft\), then \(-q^2\) cannot be represented by \(E\).

Proof The identity \(E(x, y) = -\vartriangleleft^2\) holds for some integers \(x\) and \(y\) if and only if \((x, y, m)\) is a Markoff triple. In particular, \(gcd(x, y) = 1\), i.e. all such representations of \(-\vartriangleleft^2\) are proper. Suppose that \(q\) is a proper factor of \(\vartriangleleft\), such that \(E(x, y) = -q^2\) for some integers \(x, y\). Let \(q' = \frac{q}{\vartriangleleft}\). Then,

\[
E(q'x, q'y) = -\vartriangleleft^2.
\]

Since this is an improper representation of the number \(-\vartriangleleft^2\), we have reached a contradiction. \(\square\)
Given any (proper) representation of $-\gg^2$, 
\[ E(x, y) = -\gg^2, \]
there exist integers $u, v$, such that $xu - yv = 1$, and the matrix \[
\begin{pmatrix}
x & y \\
u & v
\end{pmatrix}
\]
transforms $-E$ into a quadratic form
\[ K(x, y) = \gg^2 x^2 + nxy + \tilde{n}y^2, \]
for certain integers $n$ and $\tilde{n}$. In the sequel we will frequently shift back and forth between form classes and ideal classes in the narrow sense, for which there is a one-to-one correspondence. Therefore, from now on, only ideal classes in the narrow sense will be considered. In the present case this means that we associate with the form $K$ an ideal $J_K$ as follows,
\[ J_K = \left\{ \gg^2 \alpha + \frac{n - \sqrt{\Delta}}{2} \beta \mid \alpha, \beta \text{ algebraic integers} \right\}. \]
This ideal has the norm
\[ N(J_K) = \gg^2. \]
Let $\gg = p_1 \ldots p_r$ be a prime factorization of $\gg$.

7.2 Lemma If $J_1$ and $J_2$ are ideals belonging to the ideal class corresponding to $[-E]$, such that $N(J_1) = N(J_2) = \gg^2$, then either $J_1 = J_2$ or $J_1 = \overline{J_2}$, where $\overline{J_2}$ denotes the conjugate ideal of $J_2$.

Proof Suppose that there are two ideals, $J_1$ and $J_2$, both belonging to the ideal class corresponding to $[-E]$, such that $J_1 \neq J_2$ and $J_1 \neq \overline{J_2}$. For each of these two ideals there is a unique factorization into squares of prime ideals related to the prime factorization of $\gg$,
\[ J_1 = \overline{J_2} \ldots \overline{J_2_p_1} \cdot J_2 = \overline{J_2} \ldots \overline{J_2_p_r}, \]
where $\overline{J_2_p_i}, \overline{J_2_p_i} \in \{ \overline{I_{p_i}}, \overline{I_{p_i}} \}$, and $I_{p_i}, \overline{I_{p_i}}$ are the only prime ideals containing $p_i$, for $i = 1 \ldots r$, ([He], Satz 90, [H-K], Theorem 5.8.8(1)). Here it is important to note that $\gg$ and $\Delta$ are relatively prime. We rearrange the primes in the factorization of $\gg$ in such a way that
\[ \overline{J_{p_i}} = J_{p_i} \text{ for } 1 \leq i \leq s, \overline{J_{p_i}} \neq J_{p_i} \text{ for } s < i \leq r. \]
For any algebraic integer $\kappa$ we denote by $\langle \kappa \rangle$ the principal ideal generated by $\kappa$. Since $J_1$ and $J_2$ are equivalent ideals, there exist algebraic integers $\alpha$ and $\beta$ such that
\[ \langle \alpha \rangle J_1 = \langle \beta \rangle J_2. \]
We assume that the norm $\mathcal{N}((\alpha))$ (and hence also $\mathcal{N}((\beta))$) is minimal. Since the factorization into prime ideals on either side of this equation is unique, it follows that

$$\langle \alpha \rangle = \mathcal{J}_{p_1}^2 \cdots \mathcal{J}_{p_r}^2, \langle \beta \rangle = \mathcal{J}_{p_1}^2 \cdots \mathcal{J}_{p_r}^2,$$

which implies a factorization of the principal form class $[E]$ into squares of form classes representing the corresponding primes in the factorization of $\succ$,

$$[E] = \left[ F_{p_1}^2 \right]^2 \cdots \left[ F_{p_r}^2 \right]^2 = \left[ F_{p_1}^2 \right]^2 \cdots \left[ F_{p_r}^2 \right]^2.$$

Hence

$$[-E] = \left[ F_{p_1}^2 \right]^2 \cdots \left[ F_{p_r}^2 \right]^2 = \left[ F_{p_1}^2 \right]^2 \cdots \left[ F_{p_r}^2 \right]^2.$$

Let $q = p_1 \cdots p_s$. Then the last equation means that the form $-E$ represents $q^2$ ([H-K], Corollary 6.4.8(1)), or equivalently that $E$ represents $-q^2$. Since, by assumption, $\mathcal{J}_1 \neq \mathcal{J}_2$ and $\mathcal{J}_1 \neq \mathcal{J}_2$, the integer $q$ is has to be a proper factor of $\succ$, thus contradicting Lemma 7.1. □

For each prime number $p$ there exist exactly two form classes of discriminant $\Delta$ representing $p$ ([H-K], Theorem 6.4.13(2)). For each such prime we choose one of those two classes, and denote it by $[F_p]$. Then the other class which represents $p$ is equal to $[F_p]^{-1}$. The ideal class corresponding to $[F_p]$ contains exactly one prime ideal, which we denote by $\mathcal{J}_p^{(1)}$, such that $N(\mathcal{J}_p^{(1)}) = p$ ([H-K], Theorem 5.8.8(1)). Likewise, we denote by $\mathcal{J}_p^{(-1)}$ the unique prime ideal belonging to the ideal class corresponding to $[F_p]^{-1}$.

7.3 Corollary The form class $[-E]$ admits exactly two factorizations into squares of classes containing forms which represent the prime factors of $\succ$. One of those two factorizations can be obtained from the other one by simply taking the inverses of each factor. Moreover, none of these squares of classes is equal to the principal form, and none of them is ambiguous, unless $\succ$ is a prime number.

Proof First, such a factorization exists, because there is a prime factorization of the ideal $\mathcal{J}_K$, which gives rise to a factorization of the corresponding form classes. Suppose that

$$[-E] = [F_{p_1}]^{2\varepsilon_1} \cdots [F_{p_r}]^{2\varepsilon_r}, \varepsilon \in \{1, -1\} \text{ for } \varepsilon = 1, \ldots, r$$

is any factorization of this type. Then the ideal

$$\mathcal{J} = (\mathcal{J}_p^{(\varepsilon_1)} \cdots \mathcal{J}_p^{(\varepsilon_r)})^2$$

has the norm $N(\mathcal{J}) = m^2$, and it belongs to the ideal class corresponding to $[-E]$. By Lemma 7.2, $\mathcal{J}$ and $\overline{\mathcal{J}} = (\mathcal{J}_p^{(-\varepsilon_1)} \cdots \mathcal{J}_p^{(-\varepsilon_r)})^2$ are the only ideals sharing these properties. Since the prime factorizations of those two ideals are unique,
this in turn implies that \(-\mathcal{E}\) admits only two factorizations into squares of classes containing forms which represent the prime factors of \(\mathcal{I}\), namely
\[
-\mathcal{E} = [F_{p_1}]^{2\varepsilon_1} \ldots [F_{p_r}]^{2\varepsilon_r} \quad \text{and} \quad -\mathcal{E} = [F_{p_1}]^{-2\varepsilon_1} \ldots [F_{p_r}]^{-2\varepsilon_r}.
\]
None of the classes \([F_{p_i}]^2\) is equal to the principal class, because the opposite statement would once again conflict with Lemma 7.2. Also, the proof of Lemma 7.2 specialized to the case \(s = r - 1\), shows that \([F_{p_i}]^2\) cannot be ambiguous. Equivalently, \([F_{p_i}]\) can never have the order 4 in the form class group. ✷

7.4 Proposition If \(\mathcal{G}\) is a form of discriminant \(\Delta\) which represents \(\mathcal{I}\) properly, such that \([\mathcal{G}]^2 = -\mathcal{E}\), then there is only one other form sharing these two properties, namely the opposite form \(\overline{\mathcal{G}}\). Hence, \(\{\mathcal{G}, \overline{\mathcal{G}}\} = \{F, \overline{F}\}\).

Proof Let \(\mathcal{G}\) be a form with the two stated properties. Since \(\mathcal{G}\) represents \(\mathcal{I}\) properly, there exists an ideal \(\mathcal{I}\) in the ideal class corresponding to \([\mathcal{G}]\), such that \(\mathcal{N}(\mathcal{I}) = \mathcal{I}\). Let
\[
\mathcal{I} = J^{\varepsilon_1}_{p_1} \ldots J^{\varepsilon_r}_{p_r}, \varepsilon \in \{1, -1\} \quad \text{for} \, \varepsilon = 1, \ldots, r,
\]
the prime factorization of \(\mathcal{I}\), and let
\[
[\mathcal{G}] = [F_{p_1}]^{\varepsilon_1} \ldots [F_{p_r}]^{\varepsilon_r}
\]
be the corresponding factorization of \([\mathcal{G}]\) into form classes representing the primes in the prime factorization of \(\mathcal{I}\). By assumption,
\[
-\mathcal{E} = [F_{p_1}]^{2\varepsilon_1} \ldots [F_{p_r}]^{2\varepsilon_r}.
\]
Since, by the second statement in Corollary 7.3 none of the factors on the right hand side of this identity can be an ambiguous form class, thus ensuring that \([F_{p_i}]^{\varepsilon_i}\) is always uniquely determined by \([F_{p_i}]^{2\varepsilon_i}\), it follows from the first statement in Corollary 7.3 that each factor on the right hand side of (7.1) is uniquely determined by \(-\mathcal{E}\), save for a uniform change for all factors on the right hand side of (7.1) from \(\varepsilon_i\) to \(-\varepsilon_i\). The impact of effecting this change, however, means nothing but switching from \([\mathcal{G}]\) to \([\overline{\mathcal{G}}]\). In conclusion, \([F]\) and \([\overline{F}]\) are indeed the only classes sharing the two properties enunciated in Proposition 7.3. ✷

Remarks 1) Note that, in the line of reasoning above, we did not encounter any complications due to the possible occurrence of multiple prime factors in the factorization of \(\mathcal{I}\) due to cancellation of the corresponding form classes in the form class group, because by Lemma 7.1, such cancellations are prohibited.

2) In view of the line of reasoning leading up to the conclusion in Proposition 7.4 it is tempting to speculate about the structure of the subgroup \(\mathcal{G}\) of the form class group generated by the form classes \([F_{p_i}]\). The fact that the smallest non-zero absolute value of integers represented by \(\overline{\mathcal{G}}\) is equal to \(\mathcal{I}\), entails that the
smallest non-zero absolute value of integers represented by \([F_{p_i}]\) is equal to \(p_i\). It follows that the set of those generators of \(G\) has the cardinality \(r\). By contrast, does the set of squares of these generators and the squares of their inverses contain only two elements? If this were the case, then \(G\) would turn out to be isomorphic to a direct product of \(r\) cyclic groups of order \(4r\). In particular, the number of odd prime factors of the Markoff number \(m\) would determine the structure of the group \(G\) completely. Moreover, Corollary 7.3 would follow trivially.

2) Let \(\gg\) be any integer which is the sum of two perfect squares. Then there exist integers \(b\) and \(n\), such that \(b^2 + 1 = (4n + 1)\gg^2\), or equivalently, \(b^2 + 4\gg = (4n + 5)\gg^2 - 1\). The quadratic form \(F(x, y) = \gg x^2 + bxy - \gg y^2\), which is symmetric, has discriminant \((4n + 5)\gg^2 - 1\), and it represents \(\gg\). The integer \(4n + 5\) is a perfect square if and only if \(n = 1\), and this happens to be true if and only if \(2\gg\) is a Markoff number. The general setting adopted here extends certain features of the situation considered above. What’s missing, though, is the property that all representations of \(-\gg^2\) by the principal form of discriminant \((4n + 5)\gg^2 - 1\) have to be proper. In the context of Markoff numbers, this is the situation where a Markoff form is equal to one of the two symmetric forms to which it is equivalent, and which occurs 15 times among the first 40 Markoff numbers. Are there infinitely many Markoff numbers with this property?

The combination of Proposition 6.3, Proposition 6.4 and Proposition 7.4 leads to the following conclusion.

7.5 Corollary For every Markoff number \(m \geq 5\), there exist exactly four integers \(u_1, v_1, u_2, v_2\) with the following properties:

(7.2) The integers \(u_1\) and \(u_2\) are positive and even.
(7.3) \(u_1^2 + v_1^2 = u_2^2 + v_2^2 = 9m^2 - 4\)
(7.4) If \(f\) and \(g\) are integers such that \(f^2 + g^2 = m\), and the form
\[G(s, t) = (1 + 3fg)s^2 + 3(f^2 - g^2)st + (1 - 3fg)t^2\]
is equivalent to a symmetric form \(Q\), then \(Q\in\{\pm H_1, \pm H_2, \pm \bar{H}_1, \pm \bar{H}_2\}\), where
\[H_i(s, t) = \frac{u_i}{2} s^2 + v_i st - \frac{u_i}{2} t^2, \quad \bar{H}_i(s, t) = \frac{u_i}{2} s^2 - v_i st - \frac{u_i}{2} t^2, \quad i \in \{1, 2\}\]

Equipped with Proposition 6.5 and Corollary 7.5 we are now in a position to prove the following statement.

Proposition 7.6 If \((a, m, c)\) is a Markoff triple such that \(m \geq 5\) and \(a, c \leq m\), then there exist integers \(u_a, v_a, u_c, v_c\) such that

(7.5) \(\{u_a, v_a\} = \{u_i, v_i\}, \{u_c, v_c\} = \{u_j, v_j\}, \text{where } \{i, j\} = \{1, 2\}\).
(u_1, v_1, u_2, v_2 as in Corollary 7.5)

\[a^2 = p_a^2 + q_a^2, \quad c^2 = p_c^2 + q_c^2,\]

where \(p_a, q_a, p_c, q_c\) are integers whose absolute values are uniquely determined by the properties

\[|p_a u_a + q_a v_a| = 2m, \quad |p_a| < \frac{|u_a|}{2}, \quad \text{if } |u_a| \leq |v_a| \quad \text{or} \quad |q_a| < \frac{|u_a|}{2}, \quad \text{if } |v_a| \leq |u_a|\]

(7.8)

\[|p_c u_c + q_c v_c| = 2m, \quad |p_c| < \frac{|u_c|}{2}, \quad \text{if } |u_c| \leq |v_c| \quad \text{or} \quad |q_c| < \frac{|u_c|}{2}, \quad \text{if } |v_c| \leq |u_c|\]

\textbf{Proof} The essence of the argument is the following. A linear diophantine equation

\[Ax + By = C\]

has at most one solution \((x_0, y_0)\) such that \(|x_0| < \frac{|B|}{A}\). We are going to apply this to the linear diophantine equation which we obtain from the third identity in (6.31) by letting \(A = u, B = v, \) and \(C = -2a\) for appropriately chosen Markoff triples. Since in each of the cases we consider the existence of such a solution guaranteed, we can infer the uniqueness of the Markoff numbers \(a\) and \(c\) from the uniqueness of these solutions. Specifically, in order to deal with the case addressed in (7.7) we shall employ Proposition 6.5, using the following correspondence of parameters, in the order listed below.

| Proposition 6.5 | Proposition 7.6 |
|----------------|----------------|
| \(a\)          | \(m\)          |
| \(b\)          | \(a\)          |
| \(c\)          | \(c\)          |
| \(m\)          | \(3mc - a\)    |

It is important to note that, since \(m\) in the right column is dominant (among the first three entries only), \(m\) in the left column has to be dominant, thus rendering Proposition 6.5 applicable to our present situation. By Proposition 6.5 there exists \(i \in \{1, 2\}\), and there exist integers \(u_a, v_a, p_a, q_a\), such that

(7.9)

\[\{u_a, v_a\} = \{u_i, v_i\}, \quad a^2 = p_a^2 + q_a^2, \quad |p_a u_a + q_a v_a| = 2m.\]

If \(|u_a| \leq |v_a|\) then, since \(u_a^2 + v_a^2 = 9m^2 - 4\), and since \(m \geq 5\) by assumption,

\[|v_a| > 2m.\]

Hence, by the second property of (7.9),

\[|p_a| \leq a < m < \frac{|v_a|}{2}.\]
which, in light of our introductory remark, means that the number $|p_a|$ is uniquely determined by the integers $u_a$ and $v_a$ via the third property of (7.9). This in turn implies that the integer $|q_a|$ is uniquely determined by the third property in (7.9) as well. Finally, the second property in (7.9) implies that the Markoff number $a$ is uniquely determined by the integers $u_a$ and $v_a$. If $|v_a| < |u_a|$, then the same line of reasoning, simply by replacing $v_a$ by $u_a$, leads to the same conclusion.

Next, to deal with the case addressed in (7.8) we employ Proposition 6.5 once again, using the following correspondence of parameters, in the order listed below.

| Proposition 6.5 | Proposition 7.6 |
|-----------------|-----------------|
| $a$             | $m$             |
| $b$             | $c$             |
| $c$             | $a$             |
| $m$             | $3ma - c$       |

Since $m$ in the right column is the dominant (among the first three entries only), $m$ in the left column has to be dominant. By Proposition 6.5 there exists $j \in \{1, 2\}$, and there exist integers $u_c, v_c, p_c, q_c$, such that

$$(7.10) \quad \{u_c, v_c\} = \{u_j, v_j\}, c^2 = p_c^2 + q_c^2, \quad |p_c u_c + q_c v_c| = 2m.$$  

If $|u_c| \leq |v_c|$ then, since $u_c^2 + v_c^2 = 9m^2 - 4$, and since $m \geq 5$ by assumption,  

$$|v_c| > 2m.$$  

Hence, by the second property of (7.10),

$$|p_c| \leq c < m < \frac{|v_c|}{2},$$

which, means that the number $|p_c|$ is uniquely determined by the integers $u_c$ and $v_c$ via the third property of (7.10). This in turn implies that the integer $|q_c|$ is uniquely determined by the third property in (7.10) as well. Finally, the second property in (7.9) implies that the Markoff number $c$ is uniquely determined by the integers $u_c$ and $v_c$. If $|v_c| < |u_c|$, then the same line of reasoning, simply by replacing $v_c$ by $u_c$, leads to the same conclusion. □

Remark: The reason why we have been so painstakingly repetitive in dealing with the very similar cases (7.7) and (7.8) is the following. Since $m \geq 5$ by assumption, the Markoff numbers $a$ and $c$ have to be distinct. Thus, disregarding Proposition 6.4 in the formulation of Corollary 7.5, that is disregarding the fact that we already know that there are two “non-affiliated” symmetric forms which are equivalent to a given Markoff form (or its opposite form), and departing instead from the weaker assumption that there exists at least one such form, the arguments above provide us with an independent proof that there exist actually
two “non-affiliated” symmetric forms which are equivalent to a given Markoff form (or its opposite form). To summarize, we have arrived at the following conclusion. Given a Markoff triple \((a, m, c)\), such that \(m \geq \max\{a, c, 5\}\), the unique pair of equivalence classes of binary quadratic forms of discriminant \(9m^2 - 4\), one class being the opposite of the other, which contain at least one symmetric form each, and for which each form belonging to either one of these two classes represents the integer \(m\), the unique pair of equivalence classes of binary quadratic forms of discriminant \(9m^2 - 4\), one class being the opposite of the other, which contain at least one symmetric form each, and for which each form belonging to either one of these two classes represents the integer \(m\), are \(H_1(s, t) = u_1s^2 + v_1st - u_1t^2\), \(u_1 > 0\), \(H_2(s, t) = u_2s^2 + v_2st - u_2t^2\), \(u_2 > 0\), and \(\bar{H}_1(s, t) = u_1s^2 - v_1st - u_1t^2\), \(\bar{H}_2(s, t) = u_2s^2 - v_2st - u_2t^2\), respectively. One of these two forms determines the Markoff number \(a\), while the other one determines the Markoff number \(c\). The modus of this relationship between the set \(\{a, c\}\) and the set \(\{H_1, H_2\}\), or alternatively the set \(\{\bar{H}_1, \bar{H}_2\}\), has been described in the proof of Proposition 7.6.

From the previous remark it is clear that Proposition 7.6 implies the Theorem for \(m \geq 5\). Since the claim is trivially true for \(m \in \{1, 2\}\), the Theorem has been proved.

8 Principal class and Gauss composition

In the present section we revisit the settings of Proposition 6.3 and, following the outline of Olga Taussky’s paper [T] characterizing integral \(2 \times 2\) matrices which can be factored into two symmetric integral matrices, achieve a more specific description of the forms and their composition which were instrumental in the proof of Proposition 7.1. Proposition 6.3 characterized Markoff numbers as the trace of integer matrices \(\Theta = \begin{pmatrix} 3g^2 & 3fg - 1 \\ 3fg + 1 & 3f^2 \end{pmatrix}\) which are equivalent to symmetric matrices, or equivalently, for which there exists a (symmetric) integral unimodular matrix \(S\) such that

\[
\Theta S = S\Theta^t.
\]

The matrix \(S = \begin{pmatrix} x & y \\ y & z \end{pmatrix}\) solves the matrix identity (8.1) if and only if

\[
(1 + 3fg)x + 3(f^2 - g^2)y + (1 - 3fg)z = 0.
\]

Since \(S\) is assumed to be unimodular,

\[
y^2 + 1 = xz.
\]

We are now going to derive a binary quadratic form \(Q\) of discriminant \(4(9m^2 - 4)\) such that the combination of (8.1) and (8.3) is equivalent to the statement that \(Q\) represents the number 4. In order to facilitate the notation in the subsequent manipulations we employ (6.9) to recast the linear diophantine equation (8.2),

\[
(1 + 3q)x + 3py + (1 - 3q)z = 0.
\]
Our first task is to obtain a characterization of the bases of the two dimensional lattice of solutions to the equation (8.2) which is suitable for our present purpose. The following criterion was stated without proof in [Sm].

8.1 Lemma Two integral vectors in the two dimensional lattice of solutions of a homogeneous linear Diophantine equation in three independent variables form a basis if and only if the greatest common divisor of the components of their cross product is equal to one.

Proof Consider the general linear Diophantine equation in three variables,

\[ ax + by + cz = 0, \]

as well as two vectors

\[ \varphi_i = \begin{pmatrix} u_i \\ v_i \\ w_i \end{pmatrix} \in \mathbb{Z}^3, i \in \{1, 2\}. \]

For any \( 2 \times 2 \) matrix \( R = \begin{pmatrix} r_{11} & r_{12} \\ r_{21} & r_{22} \end{pmatrix} \) we have

\[ (r_{11}\varphi_1 + r_{12}\varphi_2) \times (r_{21}\varphi_1 + r_{22}\varphi_2) = \det(R)(\varphi_1 \times \varphi_2). \]

By [G], Lemma 279 there exist vectors \( \psi_1, \psi_2 \in \mathbb{Z}^3 \) such that

\[ \psi_1 \times \psi_2 = \gcd(a, b, c)^{-1} \begin{pmatrix} a \\ b \\ c \end{pmatrix}. \]

Now suppose that \( \varphi_1 \) and \( \varphi_2 \) form a basis of the two dimensional lattice \( \mathcal{L} \) of integral solutions of (8.5). Then there exists a matrix \( R \in M_2(\mathbb{Z}) \) such that

\[ \psi_1 = r_{11}\varphi_1 + r_{12}\varphi_2, \psi_2 = r_{21}\varphi_1 + r_{22}\varphi_2. \]

Hence by (8.6) and (8.7),

\[ \det(R)(\varphi_1 \times \varphi_2) = \gcd(a, b, c)^{-1} \begin{pmatrix} a \\ b \\ c \end{pmatrix}. \]

Since the vectors \( \varphi_1 \times \varphi_2 \) and \( \begin{pmatrix} a \\ b \\ c \end{pmatrix} \) are collinear, it follows that \( |\det(R)| = 1 \), which means that the greatest common divisor of the components of \( \varphi_1 \times \varphi_2 \) is equal to one.
Now suppose that \( \varphi_1 \) and \( \varphi_2 \) are linearly independent vectors in \( \mathcal{L} \) such that the greatest common divisor of the components of \( \varphi_1 \times \varphi_2 \) is equal to one. Let \( \{ \psi_1, \psi_2 \} \) be a basis of \( \mathcal{L} \). Then there exists a matrix \( R \in M_2(\mathbb{Z}) \) such that
\[
\varphi_1 = r_{11}\psi_1 + r_{12}\psi_2, \quad \varphi_2 = r_{21}\psi_1 + r_{22}\psi_2.
\]
By (8.6),
\[
\varphi_1 \times \varphi_2 = \det(R)(\psi_1 \times \psi_2).
\]
Since by the first part of the proof the greatest common divisor of the components of \( \psi_1 \times \psi_2 \) is equal to one, while the same is true, by assumption, for the vector \( \varphi_1 \times \varphi_2 \), we must have \( |\det(R)| = 1 \), which means that \( \{ \varphi_1, \varphi_2 \} \) is a basis as well. \( \square \)

The following vectors belong to the lattice \( \mathcal{L} \) of solutions of the equation (8.4), (8.8)
\[
\varphi_1 = \begin{pmatrix} 3p \\ -2 \\ 3p \end{pmatrix}, \quad \varphi_2 = \begin{pmatrix} 1 - 3q \\ 0 \\ -(1 + 3q) \end{pmatrix}.
\]
Moreover, (8.8)
\[
\varphi_1 \times \varphi_2 = 2 \begin{pmatrix} 1 + 3q \\ 3p \\ 1 - 3q \end{pmatrix}.
\]
Now suppose that \( m \) is an even Markoff number. Then \( p \) is even, while \( q \) is odd. Since the greatest common divisor of the components of \( \psi_1 \times \psi_2 \) is equal to one, it follows from Lemma 7.1 that the vectors (8.9)
\[
\psi_1 = \frac{1}{2}\varphi_1, \quad \psi_2 = \frac{1}{2}\varphi_2
\]
from a basis of \( \mathcal{L} \). By Proposition 6.3 this implies that there exist integers \( s \) and \( t \) such that the components of the vector
\[
\begin{pmatrix} x \\ y \\ z \end{pmatrix} = s\psi_1 + t\psi_2
\]
solve the equation (8.3). Hence,
\[
s^2 + 1 = \frac{1}{4}(3ps + (1 - 3q)t)(3ps - (1 + 3q)t) = \frac{1}{4}[9p^2s^2 + 9q^2t^2 - t^2 - 18pqst],
\]
or, letting (8.10)
\[
Q(s, t) = (9p^2 - 4)s^2 - 18pqst + (9q^2 - 1)t^2 = 9(ps - qt)^2 - (4s^2 + t^2),
\]
74
\( Q(s, t) = 4 \).

For the discriminant \( \Delta \) of the quadratic form \( Q \) we obtain,

\[
\Delta = 18^2 p^2 q^2 - 4(9p^2 - 4)(9p^2 - 1) = 4[9(p^2 + (2q)^2) - 4] = 4(9m^2 - 4).
\]

Next suppose that \( m \) is an odd Markoff number. Then \( p \) is odd and \( q \) is even. Let

\[
\psi_1 = \frac{1}{2} (\phi_1 + \phi_2), \psi_2 = \phi_2.
\]

Since \( \psi_1 \times \psi_2 = \begin{pmatrix} 1 + 3q \\ 3p \\ 1 - 3q \end{pmatrix} \), it follows from Lemma 8.1 that \( \{\psi_1, \psi_2\} \) is a basis of \( \mathcal{L} \). By Proposition 6.3 this implies that there exist integers \( s \) and \( t \) such that the components of the vector

\[
\begin{pmatrix} x \\ y \\ z \end{pmatrix} = s\psi_1 + t\psi_2
\]

solve the equation (8.3). Hence,

\[
s^2 + 1 = \left[ (3p - q) + 1 \right] \frac{s}{2} + \left[ (3p - q) - 1 \right] \frac{s}{2} - (1 + 3q)t = (9(p - q)^2 - 1) \frac{s^2}{4} + (9q^2 - 1) t^2 + \frac{1}{4} - (9(p - q) - 1)(3(p - q) + 1) \frac{s t}{2} = (9(p - q)^2 - 5) \frac{s^2}{4} + (9q^2 - 1) t^2 - (9(p - q) + 1) st,
\]

which is equivalent to,

\[
(9(p - q)^2 - 5)s^2 - 4(9q(p - q) + 1)st + 4(9q^2 - 1)t^2 = 4.
\]

We claim that \( s \) can be chosen to be even. Since \( p \) is odd and \( q \) is even, there exists an integer \( n \), as well as odd integers \( n_1, n_2, n_3 \) such that

\[
9(p - q)^2 - 5 = 9(2n + 1)^2 - 5 = 4[9n(n + 1) + 1] = 4n_1,
\]

\[
4(9q(p - q) + 1) = 4[9q(2n + 1) + 1] = 4n_2,
\]

\[
4(9q^2 - 1) = 4n_3.
\]

Thus, dividing both sides in (8.14) by 4 leads to

\[
n_1 s^2 - n_2 st + n_3 t^2 = 1.
\]
Since the discriminant of the quadratic form on the left hand side of (8.15) is equal to $9m^2 - 4$, a fundamental isomorph has the form

$$
\begin{pmatrix}
\frac{3m-n_2}{2} & n_3 \\
n_1 & \frac{3m-n_2}{2}
\end{pmatrix}
\text{ or }
\begin{pmatrix}
\frac{3m-n_2}{2} & n_3 \\
-1 & \frac{3m-n_2}{2}
\end{pmatrix}.
$$

Since $m - 1 = 0 \pmod{4}$, this implies that in terms of parity a fundamental isomorph displays only one of the following two patterns

$$
\begin{pmatrix}
even & odd \\
odd & odd
\end{pmatrix}
\text{ or }
\begin{pmatrix}
odd & odd \\
odd & even
\end{pmatrix}.
$$

One of these patterns can be obtained from the other by considering the inverse of the respective isomorph. If $s$ is odd and $t$ is even, then we apply the fundamental automorph with the parity pattern $\begin{pmatrix}
even & odd \\
odd & odd
\end{pmatrix}$ to the vector $\begin{pmatrix}s \\ t\end{pmatrix}$, yielding an even number in the first entry of the resulting vector. If $s$ is odd and $t$ is odd, then we apply the fundamental automorph with the parity pattern $\begin{pmatrix}
odd & odd \\
odd & even
\end{pmatrix}$ to the vector $\begin{pmatrix}s \\ t\end{pmatrix}$, yielding again an even number in the first entry of the resulting vector. In conclusion, we may indeed assume that the number $s$ in (8.14) is even. Hence, letting $s = 2r$, and writing once again $s$ in place of $r$, we obtain,

$$9[p^2 - q(s+t)^2] - [4s^2 + (s+t)^2] = 1,$$

and finally, letting $r = s + t$, but writing $t$ in place of $r$,

(8.16) $Q(s, t) = 1$,

where $Q$ is defined as in (8.10). The following statement summarizes what has been accomplished so far.

**8.2 Proposition** If $Q(s, t) = (9p^2 - 4)s^2 - 18pqst + (9q^2 - 1)t^2$, then $Q$ belongs to the principal class of discriminant $4(9m^2 - 4)$ in case $m$ is odd, while $\frac{1}{4}Q$ belongs to the principal class of discriminant $\frac{9m^2 - 4}{4} = 9s^2 - 1$ in case $m$ is even.

**Proof** In case $m$ is odd the claim is an immediate consequence of (8.16). In case $m$ is even we note that, since $p$ is even, while $q$ is odd, the coefficients of $Q$ are divisible by 4. Hence the claim follows from (8.11) in this case. $\square$

Noting that all the steps leading up to Proposition 8.2 are reversible, we obtain the following characterization of Markoff numbers.
8.3 Corollary A positive integer \( m \) is a Markoff number if and only if
there exist integers \( p \) and \( q \) such that \( p^2 + 4q^2 = m^2 \), and the quadratic form
\( Q(s, t) = (9p^2 - 4)s^2 - 18pqst + (9q^2 - 1)t^2 \) belongs to the principal class of
discriminant \( 4(9m^2 - 4) \) in case \( m \) is odd, while the quadratic form \( \frac{1}{4}Q \) belongs
to the principal class of discriminant \( 9r^2 - 1 \) in case \( m \) is even.

For arbitrary integers \( p \) and \( q \) let
\[
G(x, y) = (1 + 3q)x^2 + 3pxy + (1 - 3q)y^2, \quad G^\sharp = (2 + 3p)x^2 + 12qxy + (2 - 3p)y^2.
\]
Then we have the following identities,
\[
Q(uv, v^2 - u^2) = -G(u, v)G(v, -u), \quad Q(v^2 - u^2, 4uv) = -G^\sharp(u, v)G^\sharp(v, -u).
\]
Both of these two identities are particular manifestations of Gauss compositions of binary quadratic forms. More specifically, we obtain the following (see for instance [Sp], pp. 382-383)

8.4 Proposition (a) If \( m \) is odd, and we define the bilinear substitution
\[
x_1 = (2 + 3p)y_1z_2 + (2 - 3p)y_2z_1,
x_2 = -y_1z_2 + 3qy_2z_2 + 3qy_2z_1 + y_2z_2,
\]
then,
\[
Q(x_2, x_1) = -G^\sharp(y_1, y_2)G^\sharp(z_2, -z_1)
\]
(b) If \( m \) is even, and we define the bilinear substitution
\[
x_1 = \frac{1 + 3q}{2}y_1z_2 + \frac{1 - 3q}{2}y_2z_1,
x_2 = -y_1z_1 + 3p_2y_2z_2 + \frac{3p}{2}y_2z_1 + y_2z_2,
\]
then,
\[
Q(x_1, x_2) = -G(y_1, y_2)G(z_2, -z_1).
\]

Denoting Gauss composition of forms by \( * \), Proposition 8.4 implies,
\[
G^\sharp * G^\sharp \text{ is equivalent to } -\tilde{Q}, \quad \text{where } \tilde{Q}(s, t) = Q(t, s),
\]
in case \( m \) is odd, and
\[
\left( \frac{1}{2}G \right)^* \left( \frac{1}{2}G \right) \text{ is equivalent to } -\frac{1}{4}Q
\]
in case \( m \) is even. The appearance of a seemingly different form in the compo-
sition in case \( m \) is odd can be explained as follows. In the following discussion
we adopt the notation introduced in the proof of Proposition 7.1. By [H-K],
Theorem 6.4.14 there exists a canonical group homomorphism
\[
\Theta_{\Delta, 2} : \tilde{\mathcal{S}}_{4\Delta} \to \tilde{\mathcal{S}}_{\Delta}.
\]
If \( \Delta \) is a positive discriminant such that \( \Delta = 1(\mod 4) \), which is the case when \( m \) is odd, then the kernel of this homomorphism is trivial, that is \( \Theta_{\Delta,2} \) is actually an isomorphism, unless the following two conditions are met,

\[
\Delta = 5(\mod 8) \quad \text{and} \quad \varepsilon_{\Delta} \notin \mathcal{O}_4, 
\]

where \( \varepsilon_{\Delta} \) is the fundamental unit of discriminant \( \Delta \), and \( \mathcal{O}_4 \) is the maximal order of the quadratic number field \( \mathbb{Q}(\sqrt{4\Delta}) \). If \( m \) is an odd Markoff number, then the first of those two conditions is met, while the second condition fails:

\[
\varepsilon_{\Delta} = \frac{3m + \sqrt{3m^2 - 4}}{2} \notin \mathcal{O}_4. \quad \text{Hence, } \Theta_{\Delta,2} \text{ is an isomorphism. Since}
\]

\[ G^2(f, g) = m(3m - 2), \]

and since either \( f \) or \( g \) is even, each form in the form class \( \Theta_{\Delta,2}([G^2]) \) represents \( m(3m - 2) \). Since \( m \) and \( 3m - 2 \) are relatively prime, it follows from [H-K], Corollary 6.4.9 that

\[ \Theta_{\Delta,2}([G^2]) = G \cdot \mathcal{K}, \]

where each form in \( G \) represents \( m \), and each form in \( \mathcal{K} \) represents \( 3m - 2 \). Since \( 3m - 2 \) divides the discriminant \( 9m^2 - 4 \), the class \( \mathcal{K} \) is ambiguous, i.e. \( \mathcal{K}^2 = \mathcal{E} \). If \( m \) is an odd Markoff number, then by Corollary 8.3 the form \( Q \) is in the principal class of discriminant \( 4(9m^2 - 4) \), and therefore \( Q \) is equivalent to \( \bar{Q} \). Hence,

\[ \Theta_{\Delta,2}([G^2])^2 = \Theta_{\Delta,2}([\bar{G}^2]) = \Theta_{\Delta,2}([-\bar{Q}]) = \Theta_{\Delta,2}([-Q]) = \bar{E}. \]

In combination with Proposition 7.1 this implies that \( G \) is either equal to \( [G] \) or the opposite class \( [\bar{G}] \) of \( [G] \).

### 9. Markoff triples and the norm form equation

Having established the uniqueness of a dominant Markoff number in Section 7, there are two aspects that will be touched upon in the remainder of this work. First, a description of the data that are being determined by a single Markoff number \( m \) in a way that reflects its dominance, and second, in consideration of the multitude of identities that led to the conclusion of the uniqueness of a dominant Markoff number, to highlight the purely algebraic side of the formalism. To deal with the former, we shall adopt as a framework a norm from equation that uses no data other than \( m \) and the discriminant \( 9m^2 - 4 \). To appreciate the need for the latter, it suffices to point out, that for any pair of non-zero rational numbers \( u \) and \( v \) the triple \((a, b, c)\) of rational numbers, where

\[
a = \frac{u^2 + v^2 + 1}{u}, \quad b = \frac{u^2 + v^2 + 1}{u}, \quad c = \frac{u^2 + v^2 + 1}{uv},
\]

solves the Markoff equation \( a^2 + b^2 + c^2 = abc \), a fact that hints at a lack of depth of the whole formalism when considered within this broader setting. The two
aspects turn out to be linked to each other in some way. To begin with, we need to introduce the necessary framework for the discussion and switch to a more expedient notation. Let \((m, a_0, a_1)\) be a Markoff triple such that \(m \geq a_1 \geq a_0\), and define recursively
\[
a_{n+1} = 3ma_n - a_{n-1}\quad\text{for } n \geq 1, \quad a_{n-1} = 3ma_n - a_{n+1}\quad\text{for } n \leq 0
\]

Then the uniqueness of the dominant Markoff number \(m\) implies that, up to permutations, the two-sided sequence of triples \((m, a_n, a_{n+1})\), \(n \in \mathbb{Z}\), represents exactly all those Markoff triples which contain \(m\) as a member. Notice, however, that in case \(m = 1\) or \(m = 2\) the recursion is essentially only one-sided, leading to a duplication of Markoff numbers if the recursion is two-sided. Let \(\lambda\) be the following fundamental unit and its inverse, respectively, in the quadratic field \(\mathbb{Q}(\sqrt{9m^2 - 4})\),
\[
\lambda = \frac{3m}{2} + \frac{\sqrt{9m^2 - 4}}{2}, \quad \lambda^{-1} = \frac{3m}{2} - \frac{\sqrt{9m^2 - 4}}{2}
\]
For \(x = r + s\sqrt{9m^2 - 4}(r, s \in \mathbb{Q})\) in \(\mathbb{Q}(\sqrt{9m^2 - 4})\) we denote by \(x^* = r - s\sqrt{9m^2 - 4}\) its conjugate. Let
\[
\omega = \frac{a_1 - a_0 \lambda^{-1}}{\sqrt{9m^2 - 4}} = \frac{a_0}{2} + \frac{3a_0m - 2a_1}{2\sqrt{9m^2 - 4}}.
\]
Then
\[
a_n = \omega \lambda^n + \omega^* \lambda^{-n}\quad\text{for all } n \in \mathbb{Z},
\]
and \(\omega \omega^*\) solves the norm form equation,
\[
(9m^2 - 4)\omega \omega^* = m^2,
\]
or, written as a diophantine equation,
\[
x^2 - Dy^2 = -4m^2, \quad \text{where } D = 9m^2 - 4,
\]
where,
\[
x = 3a_0m - 2a_1, y = a_0.
\]
A solution \((x, y) = (u, v)\) of the norm form equation (9.6) is called a fundamental solution ([St]), if the following two inequalities hold,
\[
0 < v \leq \frac{m}{\sqrt{3m^2 - 2}}, \quad |u| \leq m\sqrt{3m^2 - 2}.
\]
For any solution \((x, y)\) of (9.6) there exists a fundamental solution \((u, v)\) and an integer \(n\) such that
\[
x + y\sqrt{D} = (u + v\sqrt{D})\lambda^n,
\]
and two solutions for which such a relation holds with a common fundamental solution \( u + v \sqrt{D} \) are called equivalent. In the general theory of norm form equations it is shown, that the first equation in (9.6), with more general parameters on either side of the equation, has only finitely many fundamental solutions. The solution (9.7) is a fundamental solution. Since \( a_1 \geq a_0 \) by assumption, the first inequality in (9.8) trivially implies the second one. Switching the roles of \( a_0 \) and \( a_1 \) leads to the conjugate equivalence class of solutions, which in this particular case is always distinct from the former in case \( m \geq 5 \). The uniqueness of the dominant Markoff number \( m \) is equivalent to the statement that there are no other equivalence classes of solutions.

10 Recursions for the discriminant

We return now to the settings of Proposition 6.5, while retaining the notation in (9.1) for Markoff numbers which belong to a triple that includes \( m \), to show that the three diophantine equations in (6.31) fit the scheme of a recursion akin to the one in (9.1). By Proposition 6.5 there exist four integers \( u_0, u_1, v_0, v_1 \) such that

\[
(10.1) \quad u_n^2 + v_n^2 = 9a_n^2 - 4
\]

\[
(10.2) \quad pu_n + qv_n = -2a_n,
\]

for \( n \in \{0, 1\} \), and

\[
(10.3) \quad p^2 + q^2 = m^2.
\]

The second component identity in (6.29) yields,

\[
(10.4) \quad a_1v_0 - a_0v_1 = 2p.
\]

Moreover, the Pythagorean triple \((m, p, q)\) is (uniquely) affiliated with the residue classes

\[
\pm \frac{a_0}{a_1} \text{ (mod } m\).
\]

By Proposition 6.5 and the second component identity in (6.29) there exist integers \( \cong_1, \cong_2, \equiv_1, \equiv_2 \) such that

\[
(10.5) \quad \cong_i^2 + \equiv_i^2 = 9a_i^2 - 4, p\cong_i + q\equiv_i = -2a_i, i \in \{1, 2\}; \ a_2\equiv_1 - a_1\equiv_2 = 2p.
\]

10.1 Lemma The following identities hold true,

\[
(10.6) \quad \cong_2 = 3mu_1 - u_0, \equiv_2 = 3mv_1 - v_0.
\]
Proof Let \( u_2 = 3mu_1 - u_0, v_2 = 3mv_1 - v_0 \). Then
\[
pu_2 + qv_2 = p(3mu_1 - u_0) + q(3mv_1 - v_0) = 3m(pu_1 + qv_1) - (pu_0 + qv_0) = -2(3ma_1 - a_0) = -2a_2.
\]
It follows from this and the second identity in (10.5) for \( i = 2 \) that there exists an integer \( x \) such that \( \zeta_{i2} = v_2 + px \), and it follows from (10.2) for \( n = 1 \) as well as the second identity in (10.5) for \( i = 1 \), that there exists an integer \( y \) such that \( \zeta_{i1} = v_1 + py \). The third identity in (10.5), and (10.4), together with (9.1) yield,
\[
a_2\zeta_{i1} - a_1\zeta_{i2} = a_2(v_1 + py) - a_1(v_2 + px) = a_2(v_1 + py) - a_1(3mv_1 - v_0 + px)
\]
\[
= (a_2 - 3ma_1)v_1 + a_1v_0 + (a_2y - a_1x)p = -a_0v_1 + a_1v_0 + (a_2y - a_1x)p = 2p + (a_2y - a_1x)p = 2p.
\]
It follows that \( a_2y - a_1x = 0 \). Hence, since \( a_1 \) and \( a_2 \) are relatively prime, \( a_2 \) divides \( x \), and \( a_1 \) divides \( y \). Now suppose that \( x \), and hence \( y \) are non-zero. Then, by (10.1) for \( i = 1 \), and by the first identity in (10.5),
\[
pa_1 \leq |\zeta_{i1} - v_1| \leq \max(|\zeta_{i1}|, |v_1|) \leq \sqrt{9a_1^2 - 4} < 3a_1.
\]
This implies that \( p \leq 2 \), and hence either \( p = 1 \) or \( p = 2 \). If \( p = 1 \), then by (10.3), \( m = 1 \) and \( q = 0 \), which is impossible. If \( p = 2 \), then again by (10.3), either \( m = 2 \) and \( q = 0 \), or \( m \) is not an integer, which is also impossible. In conclusion \( x = y = 0 \), thus settling the claim.

Replacing \( i \in \{1, 2\} \) in (10.5) by \( i \in \{-1, 0\} \) and repeating the arguments in the proof of Lemma 10.1 yields the identities \( \zeta_{i-1} = 3mu_0 - u_1, \zeta_{i-1} = 3mv_0 - v_1 \). A simple induction argument that uses nothing but Lemma 10.1, and this modified version, establish the following.

10.2 Proposition There exist two uniquely determined two-sided sequences of integers \( \{u_n\} \) and \( \{v_n\} \) such that
\[
u_{n+1} = 3mu_n - u_{n-1}, v_{n+1} = 3mv_n - v_{n-1}
\]
\[
u_n^2 + v_n^2 = 9a_n^2 - 4, pu_n + qv_n = -2a_n,
\]

Remark If
\[
A_n = \begin{pmatrix} 9a_n^2 + 1 - 4 & 9a_n a_{n+1} - 6m \\ 9a_n a_{n+1} - 6m & 9a_n^2 - 4 \end{pmatrix}, \quad B = \begin{pmatrix} 3m & 1 \\ -1 & 0 \end{pmatrix},
\]
then
\[
\det(A_n) = 16, B^t A_n B = \begin{pmatrix} 9a_{n+2}^2 - 4 & 9a_{n+1} a_{n+2} - 6m \\ 9a_{n+1} a_{n+2} - 6m & 9a_{n+1}^2 - 4 \end{pmatrix} = A_{n+1}.
\]
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Since \( \det(A_n) \) is a perfect square, and since the greatest common divisor of the entries of \( A_n \) is equal to 1, it follows from Mordell’s theorem that there exists an integral 2x2 matrix \( C_n \) such that
\[
\det(C_n) = 4, C_n^t C_n = A_n.
\]
Comparison with Proposition 10.2 yields the following identity
\[
(10.7)
\]
\[
u_n v_n + \nu_{n+1} v_{n+1} = 9a_n a_{n+1} - 6m,
\]
which is of some interest in its own right.

11 Recursions for the quadratic residues

In this final section the algebraic framework for the recursions involving the parameters \( k \) and \( l \) will be described. The major purpose is to highlight the role of the matrix \( \mathfrak{F} \) in this context. Returning to the settings at the beginning of Section 6, especially (6.4) and (6.5), we will employ Proposition 9.2 to convert the recursions for the \( u_n \) and \( v_n \) into recursions for the quadratic residues. In order to remain consistent with the notation introduced in Section 6, the Markoff number around which the recursion is to be developed will be denoted by \( b \) rather than \( m \). In the applications of the formalism of Section 9 the letter \( m \) has to be replaced throughout by the letter \( b \). First, transcribing (9.1), the point of departure are the recursions for all Markoff triples which include \( b \),
\[
(11.1)
\]
\[
a_{n+1} = 3b a_n - a_{n-1} \text{ for } n \geq 1, a_{n-1} = 3b a_n - a_{n+1} \text{ for } n \leq 0.
\]
under the proviso that,
\[
(11.2)
\]
\[
b \geq \max(a_{-1}, a_0).
\]
This implies that for some \( \omega \in \mathbb{Q}(\sqrt{9b^2 - 4}) \) we have \( a_n = \omega \lambda^n + \omega^* \lambda^{-n} \) for all \( n \in \mathbb{Z} \).

Next, we need to adapt the identity (5.26) to our current needs. Since the parameter \( \nu \) is going to change to its opposite sign as we pass through the triple which \( b \) dominates in the recursion (11.1), we define a one-sided recursion, Opting for \( \nu = -1 \), we note that the case for \( \nu = 1 \) can be handled in a similar way. Thus the identity (5.26) for values of \( n \geq 1 \) takes the form
\[
(11.3)
\]
\[
\begin{pmatrix}
a_{n-1} & m_n & a_n \\
\nu_{n-1} & \nu_n & \nu_n \\
\nu_{n-1} & \nu_n & \nu_n
\end{pmatrix} \quad -1 = \frac{1}{2} \begin{pmatrix}
l_{n-1} + 3k_{n-1} & -(2k_{n-1} + 3a_{n-1}) & a_{n-1} \\
-l_{b} - 3k_b & 2k_b - 3b & -b \\
l_{n-1} - 3k_{n-1} & -(2k_{n-1} - 3a_{n}) & a_{n}
\end{pmatrix},
\]
From Section 6, in particular (6.28), we know that for every \( n \) there exists \( A_n \in \text{SL}(2, \mathbb{Z}) \) such that
\[
\Psi(A_n) \begin{pmatrix}
a_{n-1} & m_n & a_n \\
k_n & k_n & k_n \\
l_{n-1} & l_n & l_n
\end{pmatrix} = \begin{pmatrix}
\frac{1}{2}(3a_n + v_n) & 1 & \frac{1}{2}(3a_{n-1} + v_{n-1}) \\
\frac{1}{2}(3a_n - v_n) & 0 & \frac{1}{2}(3a_{n-1} - v_{n-1})
\end{pmatrix}
\]
\[
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\]
Let $F_n = \Psi(A_1)^{-1}\Psi(A_n)$, and let $B = \begin{pmatrix} 3b & 0 & 1 \\ 0 & 1 & 0 \\ -1 & 0 & 0 \end{pmatrix}$. Then for every $n \geq 1,$

$$F_n \begin{pmatrix} a_n-1 & m_n & a_n \\ k_{n-1} & l_n & k_n \\ l_{n-1} & l_n & \leq_n \leq_n \end{pmatrix} = \begin{pmatrix} a_0 & m_1 & a_1 \\ k_0 & l_1 & k_1 \\ l_0 & l_1 & \leq_1 \leq_1 \end{pmatrix} B^{n-1},$$

and (11.3) implies

$$F_n \begin{pmatrix} l_b - 3k_b \\ 3b - 2k_b \\ b \end{pmatrix} = \begin{pmatrix} l_b - 3k_b \\ 3b - 2k_b \\ b \end{pmatrix}.$$ 

It follows that there exists an integer $j_n$ such that

$$F_n = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \frac{1}{2} & 0 \\ 1 & 0 & 1 \end{pmatrix} \Psi(\bar{\delta})^{j_n} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \bar{\delta} = \begin{pmatrix} 3m - k & 3k - l \\ m & k \end{pmatrix}.$$

Some further considerations show that $j_n = -n + 1$, and hence a closer look at the structure of the following matrix is desirable,

(11.4)

$$F = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \frac{1}{2} & 0 \\ 1 & 0 & 1 \end{pmatrix} \Psi(\bar{\delta}) \begin{pmatrix} 1 & 0 & 0 \\ 0 & 2 & 0 \\ 1 & 0 & 1 \end{pmatrix}.$$ 

Let

(11.5)

$$\varrho = \frac{2k_b \pm 3b}{2b} + \frac{\sqrt{9b^2 - 4}}{2b}$$

The coefficients of the corresponding quadratic form $F$ can be recovered from this quantity by noting,

(11.6)

$$\frac{b}{2}(\varrho_+ + \varrho_-) = 2k_b \pm 3b, b\varrho_\pm \varrho_\mp^* = l_b \pm 3k_b$$

The diagonalization of the matrix $F$ is the content of the next statement.

11.1 Lemma The following identity holds true, letting $\varrho = \varrho_-.$
values of a matrix of the form \( \Psi( \identities{11.6} ) \). At this point a comment about the general pattern of the eigenvalues of a matrix of the form \( \Psi( \identities{11.6} ) \) is in order. The characteristic polynomial is always of the form

\[
\frac{1}{\sqrt{\omega \omega^*}} \left( \begin{array}{ccc} (\omega^*)^2 & -2\omega^* & 1 \\ -2\omega^* & 2(\omega + \omega^*) & -2 \\ -2\omega^* & 2(\omega + \omega^*) & 1 \end{array} \right) \mathcal{F} \left( \begin{array}{ccc} 1 & \frac{1}{2}(\omega + \omega^*) & 1 \\ \frac{1}{2}(\omega + \omega^*) & \omega^* & (\omega^*)^2 \end{array} \right) = \left( \begin{array}{ccc} \lambda^2 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & \lambda^{-2} \end{array} \right).
\]

The proof of Lemma 11.1 is obtained through manipulations involving the identities (11.6). At this point a comment about the general pattern of the eigenvalues of a matrix of the form \( \Psi( \identities{11.6} ) \) is in order. The characteristic polynomial is always of the form

\[-x^3 + (t^2 - 1)x^2 - (t^2 - 1)x + 1 = -(x^2 - (t^2 - 2)x + 1)(x - 1),\]

which leads to the eigenvalues

\[1, \frac{t^2 - 2 \pm \sqrt{t^2 - 4}}{2} = \left( \frac{t \pm \sqrt{t^2 - 4}}{2} \right)^2.\]

In particular, the eigenvalues are squares of numbers in the quadratic number field affiliated with the discriminant. This has the interesting consequence that the matrix \( \Psi( \identities{11.6} ) \) has a square root in the ring of matrices with entries from that number field. The identity (11.3) can now be recast as follows,

\[
\begin{pmatrix}
\omega \lambda^n + \omega^* \lambda^{-n} & 3\omega^2 \lambda^{2n+1} + \frac{3}{2}(\omega^*)^2 \lambda^{-(2n+1)} + \tau & \omega \lambda^{n+1} + \omega^* \lambda^{-(n+1)} \\
\omega \lambda^n + \omega^* \lambda^{-n} & 3\omega^2 \lambda^{2n+1} + 3(\omega^*)^2 \lambda^{-(2n+1)} + \frac{3}{2}(\omega + \omega^*)^2 + \omega \lambda^{n+1} + \omega^* \lambda^{-(n+1)} \\
\omega^2 \lambda^n + \omega^* (\omega^*)^2 \lambda^{-n} & 3\omega^2 \lambda^{2n+1} + 3(\omega^*)^2 \lambda^{-(2n+1)} + \omega \lambda^{n+1} + \omega^* \lambda^{-(n+1)} \\
\end{pmatrix}^{-1}
\]

\[= \frac{1}{2} \begin{pmatrix}
\omega \lambda^n + \omega^* (\omega^*)^2 \lambda^{-n} & -2(\omega \lambda^n + \omega^* \lambda^{-(n+1)}) & \omega \lambda^n + \omega^* \lambda^{-(n+1)} \\
-\omega \lambda^n + \omega^* (\omega^*)^2 \lambda^{-n} & (\omega \lambda^n + \omega^* \lambda^{-(n+1)}) & -b \\
\omega^2 \lambda^{n+1} + \omega^* (\omega^*)^2 \lambda^{-(n+1)} & -(\omega \lambda^{n+1} + \omega^* \lambda^{-(n+1)}) & \omega \lambda^{n+1} + \omega^* \lambda^{-(n+1)} \\
\end{pmatrix}
\]

\[+ \frac{3}{2} \begin{pmatrix}
\omega \lambda^n + \omega^* (\omega^*)^2 \lambda^{-n} & \omega \lambda^n + \omega^* \lambda^{-(n+1)} & 0 \\
0 & \omega \lambda^{n+1} + \omega^* \lambda^{-(n+1)} & 0 \\
-(\omega \lambda^{n+1} + \omega^* \lambda^{-(n+1)}) & -(\omega \lambda^n + \omega^* \lambda^{-(n+1)}) & 0 \\
\end{pmatrix},
\]

where \( \tau = \frac{4b}{9b^2 - 4} \), and it can be proved algebraically (disregarding the integrality of the entries involved) by employing the norm form equation, as well as an identity relating the quantities \( \omega \) and \( \vartheta \),

\[\omega \omega^* = \frac{b^2}{9b^2 - 4} = \frac{1}{(\vartheta - \vartheta^*)^2}.\]
In the context of the example in the third remark at the end of Section 1, if $(A, AB, B)$ is an admissible triple such that

$$AB = \begin{pmatrix} k_b & 3k_b - l_b \\ b & 3b - k_b \end{pmatrix} = \begin{pmatrix} k_b & -l_b \\ b & -k_b \end{pmatrix} \begin{pmatrix} 1 & 3 \\ 0 & 1 \end{pmatrix},$$

then,

$$A = \begin{pmatrix} \omega q_+ + \omega^* q_-^* \lambda^{-1} & 3(\omega q_+ + \omega^* q_-^*) - (\omega q_+^2 \lambda + \omega^* (q_-^*)^2 \lambda^{-1}) \\ \omega \lambda + \omega^* \lambda^{-1} & 3(\omega \lambda + \omega^* \lambda^{-1}) - (\omega q_+ + \omega^* q_-^*) \lambda^{-1} \end{pmatrix}$$

$$= \begin{pmatrix} (\omega q_+ + \omega^* q_-^*) (\omega q_+^2 \lambda + \omega^* (q_-^*)^2 \lambda^{-1}) \\ (\omega \lambda + \omega^* \lambda^{-1})(\omega q_+ + \omega^* q_-^*) \lambda^{-1} \end{pmatrix} \begin{pmatrix} 1 & 3 \\ 0 & 1 \end{pmatrix},$$

and

$$B = \begin{pmatrix} \omega q_- + \omega^* q_-^* \lambda^{-1} & 3(\omega q_- + \omega^* q_-^*) - (\omega q_-^2 \lambda + \omega^* (q_-^*)^2) \\ \omega + \omega^* & 3(\omega + \omega^*) - (\omega q_- + \omega^* q_-^*) \end{pmatrix}$$

$$= \begin{pmatrix} (\omega q_- + \omega^* q_-^*) (\omega q_-^2 \lambda + \omega^* (q_-^*)^2) \\ (\omega + \omega^*)(\omega q_- + \omega^* q_-^*) \end{pmatrix} \begin{pmatrix} 1 & 3 \\ 0 & 1 \end{pmatrix},$$

This identity shows in a very explicit way the change of sign, here encoded in the term $q_{\pm}$, from "+" on the left, to "−" on the right, where $b = \frac{1}{3} \text{tr}(AB)$ is the dominant Markoff number.
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