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We propose a category-theoretic definition of retrodiction and use it to exhibit a time-reversal symmetry for all quantum channels. We do this by introducing retrodiction families and functors, which capture many intuitive properties that retrodiction should satisfy and are general enough to encompass both classical and quantum theories alike. Classical Bayesian inversion and all rotated and averaged Petz recovery maps define retrodiction families in our sense. However, averaged rotated Petz recovery maps, including the universal recovery map of Junge–Renner–Sutter–Wilde–Winter, do not define retrodiction functors, since they fail to satisfy some compositionality properties. Among all the examples we found of retrodiction families, the original Petz recovery map is the only one that defines a retrodiction functor. In addition, retrodiction functors exhibit an inferential time-reversal symmetry consistent with the standard formulation of quantum theory. The existence of such a retrodiction functor seems to be in stark contrast to the many no-go results on time-reversal symmetry for quantum channels. One of the main reasons is because such works defined time-reversal symmetry on the category of quantum channels alone, whereas we define it on the category of quantum channels and quantum states. This fact further illustrates the importance of a prior in time-reversal symmetry.
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1 Retrodiction versus time reversal

As we currently understand them, the laws of physics for closed systems are time-reversal symmetric in both classical and quantum theory. The associated evolution is reversible in the sense that if one evolves any state to some time in the future, one can (in theory) apply the reverse evolution, which is unambiguously defined, to return the initial state.

However, not all systems of interest are closed, and so, not all evolutions are reversible in the sense described above. For instance, arbitrary stochastic maps and quantum channels are of this kind. This, together with other phenomena such as the irreversible change due to a measurement [1, 2, 3] and the black hole information paradox [4, 5, 6], has led many to question the nature of time-reversibility. Indeed, many have provided no-go theorems and occasionally offered proposals for what time-reversal is or how it can be implemented (physically or by belief propagation) [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28]. The following lists some of the questions considered in these programs.

• In what sense can channels be reversed to construct a time-symmetric formulation of open dynamics? Namely, what axioms define what we mean by time-reversibility [25, 27, 28]?

• As opposed to applying classical probabilistic inference associated with experimental outcomes [29, 18, 20, 24], is it possible to provide a fully quantum formulation of inference that does not require the classical agent interface?

• Is the apparent directionality of time a consequence of the irreversibility of certain processes that are more general than deterministic evolution?

• What is a maximal subset of quantum operations that has a reasonable time-reversibility? For example, it is known that a certain type of reversibility is possible for unital quantum channels [25, 24, 27, 19, 28] and more generally for quantum channels that fix an equilibrium state [11]. Is this the best we can do without modifying quantum theory [16]?

Although a large body of work has recently focused on quantum theory, a similar problem lies in the classical theory. More importantly, it has been understood for a long time that complete reversibility is much too stringent of a constraint to ask for. Instead, one might be more interested in retrodictability rather than reversibility [7, 30], where retrodictability is the ability to infer about the past and which specializes to reversibility in the case of reversible dynamics. And in the classical theory, retrodictability is achieved through Bayes’ rule and Jeffrey’s probability kinematics, the latter of which specializes to Bayes’ rule in the case of definitive evidence, but is strictly more general in that an arbitrary state can be used as evidence to make inference [31, 32, 33, 14].

But while the same Bayes’ rule and Jeffrey’s probability kinematics can be used simultaneously for both spatial and temporal correlations in classical statistics, quantum theory seems to reveal a subtle distinction between these two forms of inference [13, 34, 35, 36]. The study of the unique spatial correlations in quantum theory has been a subject of intense studies since at least the work of Schrödinger [37, 38, 39, 40]. Meanwhile, our understanding of the temporal correlations unique to quantum theory is not as well-understood and is still under investigation [41, 42, 36]. In order to contribute towards this important and evolving subject, it is retrodictability, i.e., the inferential form of time-reversal symmetry, in quantum (and classical) dynamics that will be the focus of this paper.

However, retrodictability is not in general possible for arbitrary dynamics unless additional input data are provided. One example of the kind of information that can be used is a prior, which summarizes the state of knowledge of the retrodictor. Previous proposals that have avoided the introduction of a prior oftentimes secretly included it. For example, unital quantum channels are precisely quantum channels that preserve the uniform prior, even though this is not always phrased in this way because the identity matrix disappears from expressions.

In the present paper, we show that a form of time-reversal symmetry is possible for certain open system evolutions (classical and quantum channels) together with priors, i.e., we prove the existence of an inferential time-reversal symmetry for open quantum system dynamics. This bypasses some of the no-go theorems in the literature, such as in [19, 25, 27], in at least two ways. First, by including the prior, the assignment of a time-reversal no longer has input just some channel, but
a channel and a prior. Second, we see no reason to assume that the time-reversal assignment must be linear in either the channel or the prior, as is done in [25, 27] (see axiom 4 on page 2 in [27] or the definition of symmetry in [25]). Indeed, even classical Bayesian inversion is linear in neither the original process nor the prior, so there is no reason to assume linearity in the quantum setting, which should specialize to the classical theory. In fact, in the present work, we axiomatize retrodiction in a way that is agnostic to classical or quantum theory, probability theory, and even any physical theory as long as it has sufficient structure to describe states and evolution. This is achieved by formulating a rigorous definition of retrodiction in the language of category theory, the proper mathematical language for describing processes [43, 44, 45, 46, 47, 28].

Fortunately, it is possible to summarize our axioms intuitively without requiring familiarity with category theory. In order to be agnostic to classical or quantum theory, we try to avoid using language that is only applicable to either. To describe retrodiction, we should first specify the collection of allowed systems (denoted $\mathcal{A}, \mathcal{B}, \mathcal{C}, \ldots$), processes (denoted $\mathcal{E}, \mathcal{F}, \ldots$), and states (denoted $\alpha, \beta, \gamma, \ldots$). Having done this, and as argued above, in order to define the retrodiction of some process $\mathcal{E} : \mathcal{A} \to \mathcal{B}$ from one system $\mathcal{A}$ to another $\mathcal{B}$, it is necessary to have some additional input. For this, that input is a prior $\alpha$, which is a state on system $\mathcal{A}$. Hence, we will combine these data together by writing $(\alpha, \mathcal{E})$. Retrodiction should be some assignment whose input is such a pair $(\alpha, \mathcal{E})$ and whose output is some map $\mathcal{R}_{\alpha, \mathcal{E}} : \mathcal{B} \to \mathcal{A}$ that only depends on this input (this is sometimes called universality in the literature).

The definition of retrodiction that we propose consists of the following logical axioms on such an assignment $\mathcal{R}$ over all systems $\mathcal{A}, \mathcal{B}, \mathcal{C}, \ldots$, evolutions (i.e., processes) $\mathcal{E}, \mathcal{F}, \ldots$, and states $\alpha, \beta, \gamma, \ldots$ (remarks and clarifications on these axioms follow immediately after).

1. Retrodiction should produce valid processes, i.e., the map $\mathcal{R}_{\alpha, \mathcal{E}}$ should be a valid process.
2. The map $\mathcal{R}_{\alpha, \mathcal{E}}$ should take the prediction $\mathcal{E}(\alpha)$ back to the prior $\alpha$, i.e., $\mathcal{R}_{\alpha, \mathcal{E}}(\mathcal{E}(\alpha)) = \alpha$.
3. The retrodiction of the process that does nothing is also the process that does nothing, i.e., $\mathcal{R}_{\alpha, \text{id}_A} = \text{id}_A$.
4. More generally, the retrodiction of a genuinely reversible process $\mathcal{E} : \mathcal{A} \to \mathcal{B}$ is the inverse $\mathcal{E}^{-1}$ of the original process, i.e., $\mathcal{R}_{\alpha, \mathcal{E}} = \mathcal{E}^{-1}$, and is therefore independent of the prior.
5. Retrodiction is involutive in the sense that retrodicting on a retrodiction gives back the original process, i.e., $\mathcal{R}_{\mathcal{E}(\alpha), \mathcal{R}_{\alpha, \mathcal{E}}} = \mathcal{E}$.
6. Retrodiction is compositional in the sense that if one has a prior $\alpha$ on system $\mathcal{A}$ and two successive processes $\mathcal{E} : \mathcal{A} \to \mathcal{B}$ and $\mathcal{F} : \mathcal{B} \to \mathcal{C}$, then the retrodiction $\mathcal{R}_{\alpha, \mathcal{F} \circ \mathcal{E}}$ associated with the composite process $\mathcal{A} \xrightarrow{\mathcal{E}} \mathcal{B} \xrightarrow{\mathcal{F}} \mathcal{C}$ is the composite of the retrodictions $\mathcal{R}_{\mathcal{E}(\alpha), \mathcal{F}} : \mathcal{C} \to \mathcal{B}$ and $\mathcal{R}_{\alpha, \mathcal{E}} : \mathcal{B} \to \mathcal{A}$ associated with the constituent components, i.e., $\mathcal{R}_{\alpha, \mathcal{F} \circ \mathcal{E}} = \mathcal{R}_{\mathcal{E}(\alpha), \mathcal{F}} \circ \mathcal{R}_{\alpha, \mathcal{E}}$.
7. Retrodiction is tensorial in the sense that if one has priors $\alpha$ and $\alpha'$ on systems $\mathcal{A}$ and $\mathcal{A}'$, respectively, as well as two processes $\mathcal{E} : \mathcal{A} \to \mathcal{B}$ and $\mathcal{E}' : \mathcal{A}' \to \mathcal{B}'$, then the retrodiction $\mathcal{R}_{\alpha \otimes \alpha', \mathcal{E} \otimes \mathcal{E}'} : \mathcal{B} \otimes \mathcal{B}' \to \mathcal{A} \otimes \mathcal{A}'$ associated with the tensor product of the systems and processes is equal to the tensor product of the constituent retrodictions, i.e., $\mathcal{R}_{\alpha \otimes \alpha', \mathcal{E} \otimes \mathcal{E}'} = \mathcal{R}_{\alpha, \mathcal{E}} \otimes \mathcal{R}_{\alpha', \mathcal{E}'}$.

Several clarifications and remarks are in order with regard to these axioms, which we enumerate in the same order.

1. Part of our axioms assume that we have identified a class of physical systems and processes.

In the setting of quantum theory, and in this work, physical systems $\mathcal{A}, \mathcal{B}, \mathcal{C}, \ldots$ will be mathematically represented by their corresponding algebras, following the conventions of
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prior works on quantum inference [13]. We will take processes to be represented by quantum channels, i.e., completely positive trace-preserving (CPTP) maps (traces on such algebras are defined in Appendix A). In the classical theory, physical processes are modeled by stochastic maps.

2. Note that we are only demanding our prior to be reproduced. If \( \alpha' \) is some other state on \( \mathcal{A} \), this axiom is not saying that \( \mathcal{R}(\alpha') = \alpha' \). Note also that this axiom together with the first one allows us to think of retrodiction as an assignment that sends a pair \((\alpha, \mathcal{E})\) consisting of a valid state and process to \((\mathcal{E}(\alpha), \mathcal{R}(\alpha, \mathcal{E}))\), which is another valid state and process. This simplifies the form of the assignment since it can be viewed as a function that begins in one class of objects and comes back to that same class of objects. In this work, we will not consider time-reversals that do not satisfy this crucial state-preserving property, though we mention that some authors have considered dropping such an axiom [15].

3. Note that retrodicting on the identity process is, in particular, independent of the prior \( \alpha \).

4. In this setting, we define \( \mathcal{E} \) to be reversible (i.e., invertible) whenever there exists a process \( \mathcal{E}^{-1} : \mathcal{B} \to \mathcal{A} \) such that \( \mathcal{E} \circ \mathcal{E}^{-1} = \text{id}_\mathcal{B} \) and \( \mathcal{E}^{-1} \circ \mathcal{E} = \text{id}_\mathcal{A} \). In the context of category theory, \( \mathcal{E} \) is also called an isomorphism.

5. This axiom has appeared in many approaches towards time-reversal [15, 11, 28]. A weakened form of involutivity was considered in [27].

6. This axiom and the next one describe in what sense retrodiction of a complicated process can be broken into retrodictions of simpler components. These are some of the essential axioms where the language of category theory becomes especially important. The compositional property was considered crucial in [27] and was also emphasized in many other works such as [11].

7. In the tensorial axiom, we are assuming that our collection of states and processes has a tensorial structure, sometimes called parallel composition to not conflate it with the series composition from the previous axiom. This axiom seems to have been emphasized a bit less in the literature on time-reversal symmetry, but was emphasized in the context of recovery maps [54, 55, 56].

In this paper (specifically Theorem 6.5), we prove that among a variety of different proposals for recovery maps and retrodiction in the quantum setting (including Petz recovery maps, their rotated variants, and their averaged generalizations, and many other candidates), the only one that satisfies all these axioms is the Petz recovery map [57, 10, 58, 29, 11]. This justifies the Petz recovery map as a retrodiction map, and hence an extension of time-reversal symmetry to all quantum channels (see Figure 1). Although we do not characterize the Petz recovery map (and hence Bayesian inversion in the classical setting) among all possible retrodiction maps, we propose a precise mathematical problem whether our axioms indeed isolate Petz among all possible retrodiction maps (and not just the vast examples we have listed).

We emphasize that our axioms are logical as opposed to analytical. It has often been the case that axioms used to help single out a form of retrodiction (a recovery map to be more precise) optimized some quantity, such as the difference of relative entropies, more general divergences, fidelity of recovery, or relative entropy of recovery [57, 10, 59, 60, 61, 62, 54, 63]. Rather than choosing a specific such distance measure and then finding axioms to argue for the necessity of those, we have preferred to find a logical set of axioms more directly, in spirit of earlier derivations of classical inference [64]. In addition, the axioms that we identified do not involve concepts such as measurement, observations, or the need of any intervention, which are concepts that are mathematically difficult to define outside of specific models. In fact, our axioms can be formulated without any mention of probability theory. Our axioms are merely those of consistency rather than properties we might expect from our experiences, which are largely based on classical thinking, and may therefore skew our understanding of quantum.

Furthermore, we illustrate in detail which axioms fail for various other proposals of retrodiction by providing explicit examples. In particular, we illustrate, to some degree, how independent most
of our axioms are. For example, the averaged rotated Petz recovery maps that have appeared recently in the context of strengthening data-processing inequalities via recovery maps [65, 55] are neither compositional, tensorial, nor involutive. Furthermore, we show that the recent proposal of Surace–Scandi [63] on state-retrieval maps is also not compositional. This emphasizes some of the key differences between retrodiction and approximate error correction [10, 60, 63], and this distinction may have important consequences for quantum information in extreme situations, such as near the horizons of black holes, where state-dependent approximate error-correction has recently been used to suggest that information might be stored in Hawking radiation in certain models of black hole evaporation [66, 67, 69, 70, 71, 72].

2 Retrodiction as a monoidal functor

In the setting of quantum theory, we would like to define retrodiction as an assignment that takes a prior, defined on some matrix algebra, together with a process involving another matrix algebra, and produces a map in the opposite direction. However, working with matrix algebras is unnecessarily restrictive and it is more appropriate to include classical and hybrid classical/quantum systems in our analysis. As such, we will model our systems with finite-dimensional unital \( \mathcal{C}^* \)-algebras, where commutative algebras correspond to classical systems and general non-commutative algebras correspond to quantum (or hybrid) systems. We will model our processes with completely positive trace-preserving (CPTP) maps between such \( \mathcal{C}^* \)-algebras, as opposed to only matrix algebras, is that one can express quantum channels, classical stochastic maps, measurements, preparations, and instruments all as processes between \( \mathcal{C}^* \)-algebras (see [36, Section II.A] for more details). We are expressing processes in the Schrödinger picture where the processes describe the action on states. We emphasize that we do not require \( \mathcal{E} \) to preserve any of the algebraic structure, nor do we require the unit of the algebras to be preserved. The reader should not be discouraged by our usage of finite-dimensional \( \mathcal{C}^* \)-algebras because they are equivalent to direct sums of matrix algebras [73, Theorem 5.20 and Proposition 5.26]. We henceforth take the convention that all \( \mathcal{C}^* \)-algebras appearing in this work will be finite dimensional and unital unless specified otherwise.

We now introduce a category that mathematically describes priors and processes.

Definition 2.1. The category of faithful states is the category States whose objects consists of pairs \((\mathcal{A}, \alpha)\), where \(\mathcal{A}\) is a finite-dimensional unital \(\mathcal{C}^*\)-algebra and \(\alpha\) is a faithful state on
\( \mathcal{A} \), i.e., \( \alpha \) is positive, \( \text{tr}(\alpha) = 1 \), and \( \alpha \) is non-degenerate in the sense that if \( A \in \mathcal{A} \) satisfies \( \text{tr}(\alpha A^\dagger A) = 0 \), then \( A = 0 \). A morphism from \( (\mathcal{A}, \alpha) \) to \( (\mathcal{B}, \beta) \) in \( \text{States} \) is a CPTP map \( \mathcal{A} \xrightarrow{\mathcal{E}} \mathcal{B} \) such that \( \mathcal{E}(\alpha) = \beta \). Such a morphism is drawn as \( (\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta) \). The composition in \( \text{States} \) is the composition of functions and the identity morphism on \( (\mathcal{A}, \alpha) \) is the identity id\(_{\alpha} \) map on \( \mathcal{A} \).\(^2\) Let \( \text{CStates} \) denote the subcategory of faithful states on commutative \( C^* \)-algebras.

We leave the verification that the axioms of a category hold for \( \text{States} \) and \( \text{CStates} \) to the reader. As described in the introduction, \( (\mathcal{A}, \alpha) \) represents a physical system, represented by an algebra \( \mathcal{A} \), together with a faithful state \( \alpha \) on \( \mathcal{A} \). A morphism \( (\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta) \) acquires the physical interpretation that \( \alpha \) is a prior and the process \( \mathcal{E} \) takes this prior to \( \beta \), written as \( \beta = \mathcal{E}(\alpha) \). As such, \( \beta \) is called the prediction.

The usage of faithful states as opposed to all states has at least two purposes. One reason is for mathematical simplicity, since subtle issues arise when dealing with non-faithful states, which allows for states to produce expectation values of 0 on certain positive operators. We believe that focusing on faithful states first prevents us from being distracted by the technical issues associated with measure zero, where we need to discuss projections and their orthogonal complements, substantially lengthening many of the formulas and calculations. The second reason is to allow ourselves to not completely rule out events that we believe are impossible. It is conceivable that some events may happen with a small enough probability that it is effectively vanishing, but technically non-vanishing. For these two reasons, we will focus exclusively on faithful states in this work. As such, all states will be faithful from now on unless specified otherwise.

Having introduced the main category of discussion, we now come to explicating some of the basic axioms that we believe retrodiction should satisfy. First, if one is given a morphism \( (\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta) \) describing a one step dynamics evolution involving a prior \( \alpha \) with \( \beta \) as the prediction, then the retrodiction of this morphism should be a CPTP map of the form

\[
\mathcal{A} \xleftarrow{\mathcal{R}_{\mathcal{A}, \mathcal{E}}} \mathcal{B}
\]

reversing the directionality of the original process \( \mathcal{A} \xrightarrow{\mathcal{E}} \mathcal{B} \). Note that we are only including \( \alpha \) and \( \mathcal{E} \) in the notation for the retrodiction since the prediction \( \beta = \mathcal{E}(\alpha) \) can be obtained from these data. Also note that we have only motivated that \( \mathcal{R}_{\mathcal{A}, \mathcal{E}} \) should be positive and trace-preserving, rather than CPTP, because we want to ensure that states are always mapped to states. It is only after we introduce the tensor product structure later that we will see the usefulness of assuming retrodiction to be CPTP.

Furthermore, the retrodiction map \( \mathcal{R}_{\mathcal{A}, \mathcal{E}} \) should preserve states in the sense that it sends the prediction \( \beta \) back to the prior \( \alpha \), i.e., \( \mathcal{R}_{\mathcal{A}, \mathcal{E}}(\beta) = \alpha \), or more suggestively \( \mathcal{R}_{\mathcal{A}, \mathcal{E}}(\mathcal{E}(\alpha)) = \alpha \). Note, however, that this does not imply that \( \mathcal{R}_{\mathcal{A}, \mathcal{E}}(\mathcal{E}(\alpha')) = \alpha' \) for any other \( \alpha' \) different from \( \alpha \). Such a condition would drastically reduce the collection of maps \( \mathcal{E} \) that would be of interest to us because they would necessarily be invertible. This is discussed later in Theorem 5.8. One can interpret \( \mathcal{R}_{\mathcal{A}, \mathcal{E}} \) acting on an arbitrary state \( \beta \in \mathcal{B} \) as a quantum generalization of Jeffrey’s probability kinematics \(^{[33]} \) (see Proposition 2.4 and Proposition 3.7).

Combining the requirements discussed in the previous paragraphs precisely say that

\( (\mathcal{A}, \alpha) \xleftarrow{\mathcal{R}_{\mathcal{A}, \mathcal{E}}} (\mathcal{B}, \beta) \),

should be a morphism in \( \text{States} \). As such, retrodiction should be some assignment of the form\(^3\)

\[
\text{States} \xleftarrow{} \text{States}^{\text{op}},
\]

where an object \( (\mathcal{A}, \alpha) \) is sent to itself, while a morphism \( (\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta) \) is sent to a morphism \( (\mathcal{A}, \alpha) \xleftarrow{\mathcal{R}_{\mathcal{A}, \mathcal{E}}} (\mathcal{B}, \beta) \). This motivates the following definition (if \( \mathcal{C} \) denotes a category, and if \( a \) and \( b \) are two objects in \( \mathcal{C} \), then \( \mathcal{C}(a,b) \) denotes the set of morphisms from \( a \) to \( b \)).

\(^2\)The category \( \text{States} \) is not quite the coslice/under category \( \mathcal{C} \downarrow \text{CPTP} \), where \( \text{CPTP} \) is the category of finite-dimensional \( C^* \)-algebras and CPTP maps, but rather a subcategory where all states are faithful.

\(^3\)If \( \mathcal{C} \) is a category, \( \mathcal{C}^{\text{op}} \) denotes its opposite. By definition, a morphism from \( \mathcal{A} \) to \( \mathcal{B} \) in \( \mathcal{C}^{\text{op}} \) is a morphism from \( \mathcal{B} \) to \( \mathcal{A} \) in \( \mathcal{C} \).
A retrodiction family is an assignment \( \mathcal{R} : \text{States} \to \text{States}^{\text{op}} \) that acts as the identity on objects. Explicitly, this means that for every pair of objects \((\mathcal{A}, \alpha)\) and \((\mathcal{B}, \beta)\) in \text{States}, \( \mathcal{R} \) defines a function \( \text{States}((\mathcal{A}, \alpha), (\mathcal{B}, \beta)) \to \text{States}((\mathcal{B}, \beta), (\mathcal{A}, \alpha)) \) sending a morphism \((\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta)\) to a morphism \((\mathcal{A}, \alpha) \xleftarrow{\mathcal{F}} (\mathcal{B}, \beta)\).

We would like retrodiction to satisfy a few more intuitive axioms than just these basic ones. In particular, we have not required a retrodiction family to be a functor. As of now, the only axioms we have incorporated are that the prior is recovered and that retrodiction remains CPTP. We have also assumed the axiom of universality, which says that retrodiction is a function depending only on the initial prior and the process (and nothing more).

One other natural axiom to assume for retrodiction is that if one considers the identity morphism \((\mathcal{A}, \alpha) \xrightarrow{id_{\mathcal{A}}} (\mathcal{A}, \alpha)\) in \text{States} for any state \(\alpha\) on \(\mathcal{A}\), then the retrodiction of this should be the identity itself. As an equation, this can be expressed as \(\mathcal{R}_{\alpha, id_{\mathcal{A}}} = id_{\mathcal{A}}\). In words, retrodicting on the process that does nothing is itself the process that does nothing. This axiom is sometimes called normalization in the literature [54, 56, 55].

A second axiom that we believe retrodiction should satisfy is compositionality. Namely, if one has two successive processes together with a prior (and successive predictions)

\[
(\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta) \xrightarrow{\mathcal{F}} (\mathcal{C}, \gamma),
\]

then one can construct three retrodictions associated with these data. On the one hand, one can retrodict on the individual processes \(\mathcal{E}\) and \(\mathcal{F}\) to construct two successive retrodictions

\[
(\mathcal{A}, \alpha) \xleftarrow{\mathcal{R}_{\alpha, \mathcal{E}}} (\mathcal{B}, \beta) \xleftarrow{\mathcal{R}_{\beta, \mathcal{F}}} (\mathcal{C}, \gamma).
\]

On the other hand, one can construct the retrodiction associated with the composite process

\[
(\mathcal{A}, \alpha) \xrightarrow{\mathcal{F} \circ \mathcal{E}} (\mathcal{C}, \gamma)
\]

in which case one obtains

\[
(\mathcal{A}, \alpha) \xleftarrow{\mathcal{R}_{\alpha, F \circ E}} (\mathcal{C}, \gamma).
\]

The axiom of compositionality states that the composite of retrodictions for the two individual processes should equal the retrodiction of the composite process (cf. [11, 54, 56, 55]), i.e.,

\[
\mathcal{R}_{\alpha, F \circ E} = \mathcal{R}_{\alpha, \mathcal{E}} \circ \mathcal{R}_{\beta, \mathcal{F}}.
\]

Thus, normalization and compositionality precisely say that retrodiction should be a functor, written \(\text{States} \xrightarrow{\mathcal{R}} \text{States}^{\text{op}}\).

But there is another structure we would like retrodiction to preserve, and this is the natural tensor product structure for states. Indeed, \text{States} and \text{CStates} are (symmetric) monoidal categories, where the tensor product of two objects \((\mathcal{A}, \alpha)\) and \((\mathcal{A}', \alpha')\) is \((\mathcal{A} \otimes \mathcal{A}', \alpha \otimes \alpha')\). The tensor product of two morphisms \((\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta)\) and \((\mathcal{A}', \alpha') \xrightarrow{\mathcal{E}'} (\mathcal{B}', \beta')\) is the usual tensor product of CPTP maps, namely

\[
(\mathcal{A} \otimes \mathcal{A}', \alpha \otimes \alpha') \xrightarrow{\mathcal{E} \otimes \mathcal{E}'} (\mathcal{B} \otimes \mathcal{B}', \beta \otimes \beta').
\]

Intuitively, this monoidal (i.e., tensor product) structure on \text{States} (and \text{CStates}) says that if two systems are prepared independently and undergo independent evolution, then the joint prior and joint process is also a valid prior and process. Due to this independence, we would therefore also expect that if we independently retrodict on each process via

\[
(\mathcal{A}, \alpha) \xleftarrow{\mathcal{R}_{\alpha, \mathcal{E}}} (\mathcal{B}, \beta) \quad \text{and} \quad (\mathcal{A}', \alpha') \xleftarrow{\mathcal{R}_{\alpha', \mathcal{E}'}} (\mathcal{B}', \beta'),
\]

then the joint retrodiction

\[
(\mathcal{A} \otimes \mathcal{A}', \alpha \otimes \alpha') \xleftarrow{\mathcal{R}_{\alpha, \mathcal{E} \otimes \mathcal{E}'}} (\mathcal{B} \otimes \mathcal{B}', \beta \otimes \beta'),
\]

If we excluded the prior from our notation for retrodiction, then this would look like \(\mathcal{R}_{\mathcal{E} \circ \mathcal{E}' } = \mathcal{R}_{\mathcal{E}} \circ \mathcal{R}_{\mathcal{E}'}\). We have chosen to include the prior in the notation to be more consistent with the quantum information literature.
should be the same as retrodicting on the joint process itself

\[(A \otimes A', \alpha \otimes \alpha') \xrightarrow{R_{\alpha \otimes \alpha',E \otimes E'}} (B \otimes B', \beta \otimes \beta')\]

i.e., we expect retrodiction to satisfy tensoriality, which states

\[R_{\alpha,E} \otimes R_{\alpha',E'} = R_{\alpha \otimes \alpha',E \otimes E'}\]

The mathematical way to summarize the above discussion is to say that retrodiction should be, at the very least, a monoidal functor \(\text{States} \to \text{States}^{\text{op}}\) that acts as the identity on objects (we will also require other properties for retrodiction later). Hence, already from these basic requirements of retrodiction, we are inevitably led to a description of retrodiction in terms of the mathematical discipline of category theory, specifically that of (symmetric) monoidal categories and monoidal functors. Note that these mathematical structures also appear in the settings of resource theories \([74]\), topological field theories \([75, 76]\), topological order \([77, 78]\), and many other contexts relevant to physics \([50]\).

Before moving on to more reasonable examples of retrodiction, we first examine a non-example that comes quite close.

**Proposition 2.3.** The assignment \(R^l: \text{States} \to \text{States}^{\text{op}}\) given by sending a morphism \((A, \alpha) \xrightarrow{E} (B, \beta)\) to the composite\(^5\)

\[(A, \alpha) \xrightarrow{\Delta} (C, 1) \xrightarrow{E} (B, \beta)\]

\[\text{tr}(B) \alpha \leftrightarrow \text{tr}(B) \leftrightarrow B\]

is a retrodiction family that is compositional and tensorial. However, it does not satisfy the normalization property and is therefore not a functor. It is called the **discard-and-prepare retrodiction family**.

**Proof.** First note that \(R^l_{\alpha,E} = \tilde{\alpha} \circ \text{tr}\) is CPTP because it is the composite of two CPTP maps. By construction, it preserves the states since \(R^l_{\alpha,E}(\beta) = \tilde{\alpha}(\text{tr}(\beta)) = \tilde{\alpha}(1) = \alpha\). Thus, \(R^l\) is a retrodiction family. To see that \(R^l\) is compositional, let \((A, \alpha) \xrightarrow{E} (B, \beta) \xrightarrow{F} (C, \gamma)\) be a composable triple in \(\text{States}\). Then

\[R^l_{\alpha,E} \circ R^l_{\beta,F} = (\tilde{\alpha} \circ \text{tr}) \circ (\tilde{\beta} \circ \text{tr}) = \tilde{\alpha} \circ \text{id}_C \circ \text{tr} = \tilde{\alpha} \circ \text{tr} = R^l_{\alpha,F \circ E}\]

proves compositionality. To see that \(R^l\) is tensorial, let \((A, \alpha) \xrightarrow{E} (B, \beta)\) and \((A', \alpha') \xrightarrow{E'} (B', \beta')\) be a pair of morphisms in \(\text{States}\). Then

\[R^l_{\alpha,E} \otimes R^l_{\alpha',E'} = (\tilde{\alpha} \circ \text{tr}) \otimes (\tilde{\alpha}' \circ \text{tr}) = (\tilde{\alpha} \circ \tilde{\alpha}') \circ (\text{tr} \otimes \text{tr}) = (\tilde{\alpha} \circ \tilde{\alpha}') \circ \text{tr} = R^l_{\alpha \otimes \alpha',E \otimes E'}\]

proves tensoriality. Finally, \(R^l\) does not satisfy normalization since given any algebra \(A\) whose dimension is greater than 1, one obtains \(R^l_{\alpha,\text{id}_A} = \tilde{\alpha} \circ \text{tr}\) which is never equal to \(\text{id}_A\) since the linear rank of this map is 1. \(\blacksquare\)

It is worthwhile to briefly restrict attention to the classical case before moving on to more complicated retrodiction families in the fully quantum setting. First recall that any commutative \(C^*-\)algebra is \(*\)-isomorphic to one of the form \(C^X := \bigoplus_{x \in X} C\) for some finite set \(X\). A state \(p\) on \(C^X\) is given by a probability \(\{p_x\}\) on \(X\). A morphism \((C^X, p) \xrightarrow{E} (C^Y, q)\) is uniquely determined by a stochastic matrix \(\{E_{yx}\}\) whose \(yx\) entry describes the conditional probability of \(y\) given \(x\), i.e., \(E_{yx} \geq 0\) for all \(x \in X, y \in Y\), and \(\sum_{y \in Y} E_{yx} = 1\) for all \(x \in X\).

**Proposition 2.4.** The assignment \(R^B: \text{CStates} \to \text{CStates}^{\text{op}}\) sending \((C^X, p) \xrightarrow{E} (C^Y, q)\) to \((C^X, p) \xleftarrow{E} (C^Y, q)\), determined by the formula

\[E_{xy} := \frac{E_{yx}p_x}{q_y}\]

\(^5\)The map \(\tilde{\Delta} \rightarrow A\) is the unique linear map determined by setting \(\tilde{\alpha}(1) = \alpha\).
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for all $x \in X$ and $y \in Y$, defines a monoidal functor that acts as the identity on objects. It is called Bayesian inversion or the Bayesian retrodiction family.

Note that $\mathcal{A}_{\alpha,\mathcal{E}} : \mathcal{C}^Y \to \mathcal{C}^X$ acting on the vector $\delta_y \in \mathcal{C}^Y$, whose value is 1 at $y$ and 0 elsewhere, gives the probability vector $\mathcal{A}_{\alpha,\mathcal{E}}(\delta_y)$ whose $x^{th}$ component is $\mathcal{F}_{xy}$. This reproduces Bayes’ update rule based on obtaining hard evidence $y$. More generally, $\mathcal{A}_{\alpha,\mathcal{E}}$ acting on an arbitrary probability $r \in \mathcal{C}^Y$ gives the probability vector $\mathcal{A}_{\alpha,\mathcal{E}}(r)$ whose $x^{th}$ component is $\sum_{y \in Y} \mathcal{F}_{xy} r_y$. This reproduces Jeffrey’s update rule associated with soft evidence represented by the probability $r$ (also called probability kinematics) [32, 33, 79, 80]. A large part of this paper is devoted to finding an extension of $\mathcal{A}$ from $\text{CStates}$ to all of $\text{States}$ to include quantum channels as well. In other words, our goal is to find a retrodiction family that extends classical retrodiction defined in terms of Bayes’ and Jeffrey’s update rule.

Importantly, note that we do not impose the condition that a retrodiction family $\mathcal{R} : \text{States} \to \text{States}^\text{op}$ agrees with classical Bayesian inversion when restricted to $\text{CStates}$. We suspect, though we do not have a proof at present, that classical Bayesian inversion is characterized by such functoriality properties (see Question 7.1 for more details).

## 3 The Petz recovery maps

One immediately wonders if any retrodiction families that are monoidal functors actually exist, how many there are, and if we can find an explicit form for all of them. The first question was answered in [54], and a detailed proof was provided in [56] (though the phrasing and emphasis were different), though earlier partial results were also obtained in [11]. However, we will prove more general results in this work, so we will restate these results using our language. In what follows, we will show that any rotated Petz recovery map can be used to define a retrodiction family that is a monoidal functor. However, averaging rotated Petz recovery maps in general do not satisfy compositionality and tensoriality, and this will be expounded on in later sections. To establish these claims, we first recall some definitions.

**Definition 3.1.** Let $(\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\beta, \beta)$ be a morphism in $\text{States}$. The Petz recovery map associated with the pair $(\alpha, \mathcal{E})$ is the morphism\(^6\)

$$
(\mathcal{A}, \alpha) \xleftarrow{\mathcal{R}^\mathcal{E}_{\alpha,\mathcal{E}}} (\beta, \beta)
$$

in $\text{States}$ defined by the formula

$$
\mathcal{R}^\mathcal{E}_{\alpha,\mathcal{E}} := \text{Ad}_{\alpha_{1/2}} \circ \mathcal{E}^* \circ \text{Ad}_{\beta_{-1/2}},
$$

where $\mathcal{E}^*$ is the Hilbert–Schmidt adjoint of $\mathcal{E}$ (cf. Appendix A) and $\text{Ad}_V$ is the map sending $A$ to $VAV^\dagger$. For any $t \in \mathbb{R}$, the rotated Petz recovery map associated with $\mathcal{E}$ is the morphism\(^7\)

$$
(\mathcal{A}, \alpha) \xleftarrow{\mathcal{R}^{\mathcal{E},t}_{\alpha,\mathcal{E}}} (\beta, \beta)
$$

in $\text{States}$ defined by the formula

$$
\mathcal{R}^{\mathcal{E},t}_{\alpha,\mathcal{E}} := \text{Ad}_{\alpha_{-it}} \circ \mathcal{R}^\mathcal{E}_{\alpha,\mathcal{E}} \circ \text{Ad}_{\beta_{it}} \equiv \text{Ad}_{\alpha_{1/2-it}} \circ \mathcal{E}^* \circ \text{Ad}_{\beta_{-1/2+it}}.
$$

Finally, for any probability measure $\mu$ on $\mathbb{R}$, the $\mu$-averaged rotated Petz recovery map associated with the pair $(\alpha, \mathcal{E})$ is the morphism\(^8\)

$$
(\mathcal{A}, \alpha) \xleftarrow{\mathcal{R}^{\mathcal{E},\mu}_{\alpha,\mathcal{E}}} (\beta, \beta)
$$

\(^6\)The reader is expected to check that this morphism indeed preserves the states and is a CPTP map. The reader is invited to look at [56] for a simple proof.

\(^7\)Again, the reader is expected to check that this is indeed a morphism in $\text{States}$.

\(^8\)We will prove that this is indeed a morphism in $\text{States}$ in Proposition 3.4.
in \textbf{States} defined by the formula

\[
\mathcal{R}^{P,\mu}_{\alpha,\xi}(B) := \int_{-\infty}^{\infty} \mathcal{R}^{P,t}_{\alpha,\xi}(B) d\mu(t) \equiv \int_{-\infty}^{\infty} \left( \operatorname{Ad}_{\alpha_{1/2-t}} \circ \mathcal{E}^* \circ \operatorname{Ad}_{\beta_{-1/2+t}} \right)(B) d\mu(t).
\]

An example of an averaged rotated Petz recovery map is one given by a finite convex combination of rotated Petz recovery maps at different values of \( t \in \mathbb{R} \) (see Appendix B for an explicit example). Yet another example is one that has recently appeared in the literature as a universal recovery map when strengthening the data-processing inequality [65, 55].

**Example 3.2.** The Junge–Renner–Sutter–Wilde–Winter (JRSWW) recovery map \( \mathcal{R}^{\text{JRSWW}} \) is the averaged rotated Petz recovery map \( \mathcal{R}^{P,\mu} \) with probability measure \( \mu \) defined by the density\(^9\)

\[
d\mu(t) = \pi \left( \cosh(2\pi t) + 1 \right)^{-1} dt.
\]

We now come to describing the above examples in terms of retrodiction families.

**Theorem 3.3.** For every \( t \in \mathbb{R} \), the assignment \( \mathcal{R}^{P,t} : \text{States} \to \text{States}^{\text{op}} \) sending a morphism \((\mathcal{A},\alpha) \xrightarrow{\xi} (\mathcal{B},\beta)\) to \((\mathcal{A},\alpha) \xleftarrow{\mathcal{R}^{P,t}_{\alpha,\xi}} (\mathcal{B},\beta)\) defines a retrodiction family that is a monoidal functor.

**Proof.** Modulo the fact that we are working with arbitrary finite-dimensional \( C^* \)-algebras, as opposed to just matrix algebras, this is proved in [56]. More specifically, [56, Remark 3.5] proves the state-preservation condition, [56, Appendix B] proves \( \mathcal{R}^{P,t}_{\alpha,\xi} \) is CPTP (since the projection is the identity by our assumption of faithfulness for states), while the normalization, compositionality, and tensoriality properties are proved in [56, Section 4]. The same proof works for arbitrary finite-dimensional \( C^* \)-algebras.\(\square\)

**Proposition 3.4.** Let \( \mu \) be a probability measure on \( \mathbb{R} \). Then \( \mathcal{R}^{P,\mu} : \text{States} \to \text{States}^{\text{op}} \) sending a morphism \((\mathcal{A},\alpha) \xrightarrow{\xi} (\mathcal{B},\beta)\) to \((\mathcal{A},\alpha) \xleftarrow{\mathcal{R}^{P,\mu}_{\alpha,\xi}} (\mathcal{B},\beta)\) defines a retrodiction family that satisfies normalization.

**Proof.** The state-preservation condition follows from

\[
\mathcal{R}^{P,\mu}_{\alpha,\xi}(\beta) = \int_{-\infty}^{\infty} \mathcal{R}^{P,t}_{\alpha,\xi}(\beta) d\mu(t) = \int_{-\infty}^{\infty} \alpha d\mu(t) = \alpha \int_{-\infty}^{\infty} d\mu(t) = \alpha,
\]

where we have used the state-preservation property of the rotated Petz recovery map in the second equality. The fact that \( \mathcal{R}^{P,\mu} \) is CP follows from the fact that it can be expressed as an increasing limit of positive linear combinations of CP maps. The fact that \( \mathcal{R}^{P,\mu} \) is trace-preserving is a consequence of the fact that \( \mathcal{R}^{P,t} \) is trace-preserving for all \( t \in \mathbb{R} \) and since \( \mu \) is a probability measure. Finally, \( \mathcal{R}^{P,\mu} \) satisfies the normalization condition for the same reason, namely because \( \mathcal{R}^{P,\mu}_{\alpha,\id_A} = \id_A \) for all \( t \in \mathbb{R} \) and because \( \mu \) is a probability measure.\(\square\)

There is a generalization of rotated Petz recovery maps where \textit{independent} phases act on the eigenspaces of the corresponding states. These were used to provide a strengthening of the data-processing inequality by Sutter, Tomamichel, and Harrow (STH) [81].

**Definition 3.5.** Let \( \alpha \) and \( \beta \) be (faithful) states on \( C^* \)-algebras \( \mathcal{A} \) and \( \mathcal{B} \), respectively. Let \( U_{\alpha} \in \mathcal{A} \) and \( U_{\beta} \in \mathcal{B} \) be unitaries that leave the states invariant, i.e.,

\[
U_{\alpha} \alpha U_{\alpha}^\dagger = \alpha \quad \text{and} \quad U_{\beta} \beta U_{\beta}^\dagger = \beta.
\]

Given a morphism \((\mathcal{A},\alpha) \xrightarrow{\xi} (\mathcal{B},\beta)\) in \textbf{States}, the Sutter–Tomamichel–Harrow (STH) \textbf{rotated Petz recovery map} associated with the unitaries \( U_{\alpha} \) and \( U_{\beta} \) is given by

\[
\mathcal{R}^{\text{STH}}_{\alpha,\xi} = \operatorname{Ad}_{U_{\alpha}} \circ \mathcal{R}^{P,\mu}_{\alpha,\xi} \circ \operatorname{Ad}_{U_{\beta}} \equiv \operatorname{Ad}_{U_{\alpha}} \circ \operatorname{Ad}_{\alpha_{1/2}} \circ \mathcal{E}^* \circ \operatorname{Ad}_{\beta_{-1/2}} \circ \operatorname{Ad}_{U_{\beta}}.
\]

\(\text{The slight difference between our formula and the one in [65, 55] is because of our insistence of using } \mathcal{R}^{P,t} \text{ inside the integral, whereas [65, 55] use } \mathcal{R}^{P,\frac{t}{2}}.\)
In general, the collection of retrodiction families, without $C$-maps gives the Bayesian inverse on commutative $C$-states cancel due to commutativity. Hence, all of these retrodiction families equal the Petz recovery. This follows from the fact that all the unitaries in the formulas for these retrodiction maps are normalizing, i.e., it satisfies normalization and compositionality.

**Proof.** First, since $\mathcal{R}^{STH}$ is a composite of CPTP maps, it is CPTP. Second, it is state-preserving because $\text{Ad}_{U_\beta}(\beta) = \beta$ and $\text{Ad}_{U_\alpha}(\alpha) = \alpha$ by definition and because the Petz recovery map is state-preserving. This shows that $\mathcal{R}^{STH}$ is indeed well-defined and sends morphisms in $\text{States}$ to morphisms in $\text{States}$ in a contravariant manner. The normalization property follows from

$$\mathcal{R}^{STH}_{\alpha, \text{id}_X} = \text{Ad}_{U_\alpha} \circ \mathcal{R}_{\alpha, \text{id}_X}^P \circ \text{Ad}_{U_\alpha} = \text{Ad}_{U_\alpha} \circ \text{id}_X \circ \text{Ad}_{U_\alpha} = \text{id}_X.$$ 

Finally, given a pair $(\mathcal{A}, \alpha) \xrightarrow{\xi} (\mathcal{B}, \beta)$ of composable morphisms in $\text{States}$,

$$\mathcal{R}^{STH}_{\alpha, \xi} \circ \mathcal{R}^{STH}_{\beta, \xi} = \text{Ad}_{U_\alpha} \circ \mathcal{R}_{\alpha, \xi}^P \circ \text{Ad}_{U_\beta} \circ \text{Ad}_{U_\beta} \circ \mathcal{R}_{\beta, \xi}^P \circ \text{Ad}_{U_\alpha} = \text{Ad}_{U_\alpha} \circ \mathcal{R}_{\alpha, \xi}^P \circ \text{Ad}_{U_\beta} \circ \text{Ad}_{U_\beta} \circ \mathcal{R}_{\beta, \xi}^P \circ \text{Ad}_{U_\alpha} = \text{Ad}_{U_\alpha} \circ \mathcal{R}_{\alpha, \xi}^P \circ \text{Ad}_{U_\beta} \circ \text{Ad}_{U_\beta} \circ \mathcal{R}_{\beta, \xi}^P \circ \text{Ad}_{U_\alpha} = \mathcal{R}^{STH}_{\alpha, \xi \circ \beta, \xi},$$

which proves compositionality of $\mathcal{R}^{STH}$. 

**Proposition 3.7.** When restricted to the subcategory $C\text{States} \subset \text{States}$ of commutative $C^*$-algebras, all of the retrodiction families $\mathcal{R}^P$, $\mathcal{R}^{P, t}$, $\mathcal{R}^{P, \mu}$, and $\mathcal{R}^{STH}$ agree with standard (classical) Bayesian inversion, i.e., any of these retrodiction families applied to a morphism $(C^X, p) \xrightarrow{\xi} (C^Y, q)$ gives $(C^X, p) \xrightarrow{\xi} (C^Y, q)$ from Proposition 2.4.

**Proof.** This follows from the fact that all the unitaries in the formulas for these retrodiction maps cancel due to commutativity. Hence, all of these retrodiction families equal the Petz recovery retrodiction family on $C\text{States}$. The remaining part follows from the fact that the Petz recovery map gives the Bayesian inverse on commutative $C^*$-algebras, which is well-known [54].}

### 4 The convexity of certain retrodiction families

In general, the collection of retrodiction families, without assuming compositionality/tensoriality properties, is a convex space. Namely, given any two retrodiction families $\mathcal{R}$ and $\mathcal{R}'$, the convex combination $\lambda \mathcal{R} + (1 - \lambda) \mathcal{R}'$, determined by sending $(\mathcal{A}, \alpha) \xrightarrow{\xi} (\mathcal{B}, \beta)$ to

$$(\lambda \mathcal{R} + (1 - \lambda) \mathcal{R}')_{\alpha, \xi} := \lambda \mathcal{R}_{\alpha, \xi} + (1 - \lambda) \mathcal{R}'_{\alpha, \xi},$$

is a retrodiction family. In fact, if $\mathcal{R}$ and $\mathcal{R}'$ are normalizing, then so is $\lambda \mathcal{R} + (1 - \lambda) \mathcal{R}'$. A closely related fact was already observed in Proposition 3.4. However, the collection of retrodiction families

---

\[10\] In [81], these maps were denoted $T^{\alpha, \beta}_{\alpha, \gamma}$. 

---
that are compositional and/or tensorial is not a convex space, nor should we expect it to be.\textsuperscript{11} In this section, we justify this with Proposition 4.6 and Proposition 4.7, the latter of which shows that the JRSWW map is not compositional nor tensorial, thus clarifying some of the claims made in [55, Remark 2.4] (although it does satisfy a type of stabilization property, which will be discussed later).

But before this, we make an observation that might suggest why convexity might not hold for retrodiction families that are compositional. We do this by analyzing the averaged rotated Petz recovery maps, which are (integrated) convex combinations of rotated Petz recovery maps.

Definition 4.1. Let $(\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta)$ be a morphism in States. The morphism $\mathcal{E}$ is said to be \textbf{covariant}\textsuperscript{12} if $\text{Ad}_{\beta^t} \circ \mathcal{E} = \mathcal{E} \circ \text{Ad}_{\alpha^t}$ for all $t \in \mathbb{R}$.

Lemma 4.2. Let $(\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta) \xrightarrow{\mathcal{F}} (\mathcal{C}, \gamma)$ be a composable pair of morphisms in States, and let $\mu$ and $\nu$ be two probability measures on $\mathbb{R}$. Then

$$\mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \circ \mathcal{A}_{\mathcal{F}_\nu} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \text{Ad}_{\alpha^{t+1/2}} \circ \mathcal{E}^\ast \circ \text{Ad}_{\gamma^{t-1/2}} \right) d\mu(s)d\nu(t).$$

Furthermore, if at least one of $\mathcal{F}$ or $\mathcal{E}$ is covariant (cf. Definition 4.1), then

$$\mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \circ \mathcal{A}_{\mathcal{F}_\nu} = \begin{cases} \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} & \text{if } \mathcal{F} \text{ is covariant} \\ \mathcal{A}_{\mathcal{F}_\nu} & \text{if } \mathcal{E} \text{ is covariant}. \end{cases}$$

In particular, if both $\mathcal{E}$ and $\mathcal{F}$ are covariant, then $\mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \circ \mathcal{A}_{\mathcal{F}_\nu} = \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} = \mathcal{A}_{\mathcal{F}_\nu} = \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \circ \mathcal{A}_{\mathcal{F}_\nu} = \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu}.$

Proof. Let $C \in \mathcal{C}$ be arbitrary. Then

$$\left( \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \circ \mathcal{A}_{\mathcal{F}_\nu} \right) (C) = \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \left( \mathcal{A}_{\mathcal{F}_\nu} (C) \right)$$

$$= \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \left( \int_{-\infty}^{\infty} \left( \text{Ad}_{\beta^{t+1/2}} \circ \mathcal{F}^\ast \circ \text{Ad}_{\gamma^{t-1/2}} \right) (C) d\nu(t) \right)$$

$$= \int_{-\infty}^{\infty} \left( \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \circ \text{Ad}_{\beta^{t+1/2}} \right) \left( \mathcal{F}^\ast \circ \text{Ad}_{\gamma^{t-1/2}} \right) (C) d\nu(t)$$

$$= \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \left( \text{Ad}_{\alpha^{t+1/2}} \circ \mathcal{E}^\ast \circ \text{Ad}_{\gamma^{t-1/2}} \right) (C) d\mu(s) \right) d\nu(t).$$

The third equality follows from linearity and continuity of $\mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu}$ together with the arithmetic properties of convergent integrals [84, 85].

Now, suppose that $\mathcal{E}$ is covariant. Then $\mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} = \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu}$ for all $t \in \mathbb{R}$ so that $\mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} = \mathcal{A}_{\mathcal{F}_\nu}$ as well (since $\mu$ is a probability measure). Hence,

$$\mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \circ \mathcal{A}_{\mathcal{F}_\nu} = \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \circ \mathcal{A}_{\mathcal{F}_\nu}$$

$$= \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \left( \mathcal{A}_{\mathcal{F}_\nu} \right)$$

$$= \mathcal{A}_{\mathcal{E}}^{\mathcal{F}_\mu} \left( \int_{-\infty}^{\infty} \left( \text{Ad}_{\alpha^{t+1/2}} \circ \mathcal{E}^\ast \circ \text{Ad}_{\gamma^{t-1/2}} \right) d\nu(t) \right)$$

$$= \int_{-\infty}^{\infty} \left( \text{Ad}_{\alpha^{t+1/2}} \circ \mathcal{E}^\ast \circ \text{Ad}_{\gamma^{t-1/2}} \right) (C) d\nu(t)$$

$$= \int_{-\infty}^{\infty} \left( \text{Ad}_{\alpha^{t+1/2}} \circ (\mathcal{F} \circ \mathcal{E})^\ast \circ \text{Ad}_{\gamma^{t-1/2}} \right) d\nu(t).$$

\textsuperscript{11}It is not even obvious that the space of retrodiction families that are compositional and/or tensorial should be path-connected. Namely, why should there exist a continuous interpolation between two arbitrary retrodiction procedures, much less a linear path?

\textsuperscript{12}It would be more precise to say that $\mathcal{E}$ is \textit{time-symmetric covariant with respect to the modular Hamiltonians} associated with $\alpha$ and $\beta$. However, since this is the only covariance considered in this work, we use the shorthand “covariant.” This notion of covariance, its relation to Bayesian invertibility, and simple criteria for guaranteeing such covariance (including necessary modifications for non-faithful states) are discussed in [82, 47, 83].
where covariance of $E$ was used again in the third equality. A similar calculation shows that if $F$ is covariant, then

$$R_{\alpha,\xi}^P \circ \rho_{\beta,F}^P = \rho_{\alpha,\xi}^P .$$

**Corollary 4.3.** Let $(\mathcal{A}, \alpha) \xrightarrow{E} (\mathcal{B}, \beta)$ and $(\mathcal{A}', \alpha') \xrightarrow{E'} (\mathcal{B}', \beta')$ be a composable pair of morphisms in $\text{States}$ and let $\mu$ be a probability measure on $\mathbb{R}$. If at least one of $F$ or $E$ is covariant (cf. Definition 4.1), then

$$R_{\alpha,\xi}^{P,\mu} = \rho_{\alpha,\xi}^P \circ \rho_{\beta,F}^P ,$$

i.e., $R_{\alpha,\xi}^{P,\mu}$ is compositional on such a pair of composable morphisms.

In fact, similar results hold for tensoriality.

**Lemma 4.4.** Let $(\mathcal{A}, \alpha) \xrightarrow{E} (\mathcal{B}, \beta)$ and $(\mathcal{A}', \alpha') \xrightarrow{E'} (\mathcal{B}', \beta')$ be two morphisms in $\text{States}$, and let $\mu$ and $\mu'$ be two probability measures on $\mathbb{R}$. Then

$$R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (\text{Ad}_{\beta_1 \otimes \beta_2} \circ (E \otimes E')^* \circ (\text{Ad}_{\beta_1 \otimes \beta_2} \circ (E \otimes E'))^*) \ d\mu(t) \ d\mu'(t').$$

Furthermore, if at least one of $E'$ or $E$ is covariant (cf. Definition 4.1), then

$$R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} = \begin{cases} R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} & \text{if } E' \text{ is covariant} \\ R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} & \text{if } E \text{ is covariant.} \end{cases}$$

In particular, if both $E$ and $E'$ are covariant, then $R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} = R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} = R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} = R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'}$.

**Proof.** The first formula follows from Fubini’s theorem, the interchange law for the tensor product and composition, as well as the properties of the adjoint action maps (partial details will be given momentarily in the proof of the second claim). To illustrate the second claim, first suppose that $E'$ is covariant. Then $R_{\alpha,\xi}^{P,\mu} = R_{\alpha,\xi}^{P,\mu}$ due to covariance and hence

$$R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} = R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} = \begin{cases} R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} & \text{if } E' \text{ is covariant} \\ R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} & \text{if } E \text{ is covariant.} \end{cases}$$

A similar calculation proves the claim for when $E$ is covariant.

**Corollary 4.5.** Let $(\mathcal{A}, \alpha) \xrightarrow{E} (\mathcal{B}, \beta)$ and $(\mathcal{A}', \alpha') \xrightarrow{E'} (\mathcal{B}', \beta')$ be two morphisms in $\text{States}$, and let $\mu$ be a probability measure on $\mathbb{R}$. If at least one of $E'$ or $E$ is covariant (cf. Definition 4.1), then

$$R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'} = R_{\alpha,\xi}^{P,\mu} \otimes R_{\alpha',\xi'}^{P,\mu'},$$

i.e., $R_{\alpha,\xi}^{P,\mu}$ is tensorial on this pair of morphisms.

Therefore, if such covariance does not hold, one might suspect that the retrodiction family given by some averaged rotated Petz recovery map might be neither functorial nor tensorial in general. The following proposition provides justification for such suspicion.
Proposition 4.6. Let $t, s \in \mathbb{R}$ be two distinct numbers and let $\lambda \in (0, 1)$. Then $(1-\lambda)\mathcal{P}_{t,s} + \lambda \mathcal{P}_{t}^{\lambda}$ is a retrodiction family that is normalized but not necessarily compositional nor tensorial.

Proof. A stronger result is proved in Appendix B.

Since convex combinations of compositional and tensorial retrodiction families need not be compositional nor tensorial, one might suspect that the JRSWW averaged rotated Petz recovery map might not be compositional nor tensorial. Despite that suspicion, in [55, Remark 2.4], it was claimed that the JRSWW map satisfies some parallel and series composition rules. In what follows, we will clarify what composition rules are satisfied by first showing that the standard notion of parallel and series composition (i.e., tensoriality and compositionality) do not hold in general.

Proposition 4.7. The JRSWW averaged rotated Petz recovery map $\mathcal{R}_{\text{JRSWW}}$ is a normalized retrodiction family that is neither compositional nor tensorial. In particular, averaged rotated Petz recovery maps need not define compositional nor tensorial retrodiction families.

Proof. The proof is provided in Appendix C.

Nevertheless, the JRSWW retrodiction family does satisfy the stabilization property mentioned in [55, Remark 2.4]. In fact, we will now generalize the stabilization property and show that the one considered in [55, Remark 2.4] can be viewed as a consequence of the fact that the identity map is covariant (cf. Corollary 4.5 and Corollary 4.9). In other words, although averaged Petz recovery maps do not necessarily satisfy compositionality nor tensoriality on all morphisms, they do when one of the morphisms is covariant. We formally isolate this property in the following definition, motivated by the terminology from [55].

Definition 4.8. Let $\mathcal{R} : \text{States} \to \text{States}^{\text{op}}$ be a retrodiction family.

1. $\mathcal{R}$ is composition stabilizing, or $\circ$-stabilizing, if $\mathcal{R}_{\alpha, \varepsilon} \circ \mathcal{R}_{\beta, \varepsilon} = \mathcal{R}_{\alpha \circ \beta, \varepsilon}$ for all composable pairs $(\alpha, \varepsilon) \xrightarrow{\mathcal{R}} (\beta, \gamma)$ of morphisms in $\text{States}$ at least one of which is covariant.

2. $\mathcal{R}$ is tensor stabilizing, or $\otimes$-stabilizing, if $\mathcal{R}_{\alpha, \varepsilon} \otimes \mathcal{R}_{\alpha', \varepsilon'} = \mathcal{R}_{\alpha \otimes \alpha', \varepsilon \otimes \varepsilon'}$ for all pairs $(\alpha, \varepsilon) \xrightarrow{\mathcal{R}} (\beta, \gamma)$ and $(\alpha', \varepsilon') \xrightarrow{\mathcal{R}} (\beta', \gamma')$ of morphisms in $\text{States}$ at least one of which is covariant.

$\mathcal{R}$ satisfies the stabilization property iff it is both composition and tensor stabilizing.

Corollary 4.9. Let $\mathcal{R}$ be a normalizing retrodiction family that is tensor stabilizing. Then $\mathcal{R}_{\alpha \otimes \alpha', \varepsilon \otimes \varepsilon'} = \mathcal{R}_{\alpha, \varepsilon} \otimes \mathcal{R}_{\alpha', \varepsilon'}$ for all morphisms $(\alpha, \varepsilon) \xrightarrow{\mathcal{R}} (\beta, \gamma)$ and objects $(\alpha', \varepsilon')$ in $\text{States}$.

As mentioned earlier, Corollary 4.9 provides an alternative justification for the stabilization property mentioned in [55, Remark 2.4]. Therefore, our definition generalizes this property.

Corollary 4.10. The following three facts regarding the stabilizing properties hold.

(a) Every averaged rotated Petz retrodiction family satisfies the stabilization property.

(b) Every retrodiction family that is compositional satisfies the compositional stabilization property.

Similarly, every retrodiction family that is tensorial satisfies the tensorial stabilization property.

(c) More generally, if a retrodiction family is normalizing, compositional, and $\otimes$-stabilizing, then the retrodiction family is necessarily tensorial.

\[\text{where} \quad \mathcal{R}_{\gamma, \varepsilon} \circ \mathcal{R}_{\alpha, \varepsilon} = \mathcal{R}_{\alpha \circ \gamma, \varepsilon} \quad \text{for all morphisms} \quad (\alpha, \varepsilon) \xrightarrow{\mathcal{R}} (\beta, \gamma) \quad \text{and objects} \quad (\alpha', \varepsilon') \quad \text{in} \quad \text{States}, \quad \text{rather than the full} \quad \otimes \quad \text{stabilizing property.} \]

In fact, if $\mathcal{R}$ denotes the retrodiction family, it suffices to assume $\mathcal{R}_{\alpha \otimes \gamma, \varepsilon} = \mathcal{R}_{\alpha, \varepsilon} \otimes \mathcal{R}_{\gamma, \varepsilon}$ and $\mathcal{R}_{\alpha \otimes \alpha', \varepsilon} \otimes \mathcal{R}_{\varepsilon, \varepsilon'} = \mathcal{R}_{\alpha \otimes \alpha', \varepsilon \otimes \varepsilon'}$ for all morphisms $(\alpha, \varepsilon) \xrightarrow{\mathcal{R}} (\beta, \gamma)$ and objects $(\alpha', \varepsilon')$ in $\text{States}$, rather than the full $\otimes$-stabilizing property. The sufficiency of this follows from the proof. Also note that Corollary 4.10 (c) does not contradict Proposition 4.7, because $\mathcal{R}_{\text{JRSWW}}$ is not compositional.
Proof. Statement (a) is exactly what Corollaries 4.3 and 4.5 say. Statement (b) follows directly from the definitions. For statement (c), let $\mathcal{B}$ denote a retrodiction family that is normalizing, compositional, and $\otimes$-stabilizing. Let $(A, \alpha) \xrightarrow{\mathcal{E}} (B, \beta)$ and $(A', \alpha') \xrightarrow{\mathcal{F}} (B', \beta')$ be two pairs of morphisms in $\text{States}$. Then

\[
\mathcal{R}_{\alpha \otimes \alpha'} : E \otimes E' = \mathcal{R}_{\alpha \otimes \alpha'}(E \otimes \text{id}_{E'}) = \mathcal{R}_{\alpha \otimes \alpha'}(\text{id}_E \otimes E') \circ (E \otimes \text{id}_{E'}) = (\mathcal{R}_\alpha \otimes \text{id}_{E'}) \circ (\mathcal{R}_{\alpha'} \otimes \text{id}_{E'}) = (\text{id}_E \otimes \mathcal{R}_{\alpha'} \otimes \text{id}_{E'}) \circ (\mathcal{R}_\alpha \otimes \text{id}_{E'}) = \mathcal{R}_{\alpha \otimes \alpha'}(E \otimes E')
\]

by the interchange law

since $\mathcal{B}$ is compositional

since $\mathcal{B}$ is $\otimes$-stabilizing

by the interchange law

by definition of the identity,

which proves the claim.

Statement (a) in Corollary 4.10 (together with Proposition 4.7) provides a precise sense of what parallel and series composition properties averaged rotated Petz recovery maps satisfy. Statement (b) stresses the facts that compositionality and tensoriality are stronger conditions than composition and tensor stabilization, respectively. Finally, statement (c) says that compositionality with tensor stabilization together imply tensoriality, which suggests that compositionality is in some sense more fundamental than tensoriality.

5 Inverting property for retrodiction families

A natural property one might want of a retrodiction family is that the retrodiction of an invertible (reversible) process is the inverse (reverse) process, and is, in particular, independent of the prior.

Definition 5.1. A retrodiction family $\text{States} \xrightarrow{\mathcal{R}} \text{States}^{\text{op}}$ is inverting iff $\mathcal{R}_{\alpha, \xi} = \xi^{-1}$ whenever $(A, \alpha) \xrightarrow{\mathcal{E}} (B, \beta)$ is an isomorphism in $\text{States}$.

Proposition 5.2. Every rotated Petz retrodiction family is inverting.

Before proving this, we recall a useful fact, reformulated in algebraic and categorical terms.

Lemma 5.3. Isomorphisms in the category $\text{States}$ are precisely state-preserving $*$-isomorphisms.

A special case of this lemma is well-known in the quantum information literature. Namely, it says that a CPTP map from one matrix algebra to another has a CPTP inverse if and only if it is of the form $\text{Ad}_U$ for some unitary $U$. In what follows, we provide a proof applicable to the more general algebraic setting.

Proof of Lemma 5.3. Let $(A, \alpha) \xrightarrow{\xi} (B, \beta)$ be an isomorphism in $\text{States}$. This means there exists a morphism $(A, \alpha) \xrightarrow{\xi} (B, \beta)$ in $\text{States}$ such that $\mathcal{F} \circ \xi = \text{id}_A$ and $\mathcal{E} \circ F = \text{id}_B$. Write the Hilbert–Schmidt adjoints as $E := E^*$ and $F := F^*$, which are completely positive unital maps. Then, for any $A \in \mathcal{A}$,

\[
E(A)^\dagger E(A) \leq E(A^\dagger A) = E(F(B)^\dagger F(B)) \leq E(F(B^\dagger B)) = B^\dagger B = E(A)^\dagger E(A),
\]

where $B := E(A)$ and where the Kadison–Schwarz inequality was used (the first for $E$ and the second for $F$). Since the outermost terms in this expression are equal, all intermediate terms are equal. Since this holds for arbitrary $A \in \mathcal{A}$, the Multiplication Lemma (cf. [47, Lemma 4.3] or [86, Theorem 5]) then implies $E(A_1)^\dagger E(A_2) = E(A_1^\dagger A_2)$ for all $A_1, A_2 \in \mathcal{A}$, which means that $E$ is a $*$-homomorphism. Similarly, $F$ is a $*$-homomorphism. Since $E$ and $F$ are inverses of each other, this proves that $E$ is a $*$-isomorphism. Thus, $E^* = E$ is a $*$-isomorphism. This shows that an isomorphism in $\text{States}$ is a state-preserving $*$-isomorphism.

Conversely, any state-preserving $*$-isomorphism is automatically a state-preserving CPTP map and therefore defines an isomorphism in $\text{States}$.
Note that the assumption of complete positivity for morphisms in $\text{States}$ is crucial in Lemma 5.3. Indeed, although the transpose map on matrix algebras has itself as an inverse, it is not a $\ast$-homomorphism.

**Proof of Proposition 5.2.** Let $(\mathcal{A}, \alpha) \xrightarrow{\xi} (\mathcal{B}, \beta)$ be an isomorphism in $\text{States}$, so that $\mathcal{E}$ is a $\ast$-isomorphism by Lemma 5.3. Since $\mathcal{E}^{-1}$ is the Hilbert–Schmidt adjoint of $\mathcal{E}$ and because both $(\mathcal{A}, \alpha) \xrightarrow{\xi} (\mathcal{B}, \beta)$ and $(\mathcal{B}, \beta) \xrightarrow{\mathcal{E}^{-1}} (\mathcal{A}, \alpha)$ are covariant [83], we obtain

\[
\mathcal{R}_{\alpha,\mathcal{E}}^{\mathcal{P},t} = \text{Ad}_{\alpha_{1/2}^{-1}} \circ \mathcal{E}^* \circ \text{Ad}_{\beta_{1/2}^{-1}} = \text{Ad}_{\alpha_{1/2}^{-1}} \circ \mathcal{E}^{-1} \circ \text{Ad}_{\beta_{1/2}^{-1}}
= \text{Ad}_{\alpha_{1/2}^{-1}} \circ \text{Ad}_{\mathcal{E}^{-1}(\beta_{1/2}^{-1})} \circ \mathcal{E}^{-1} = \text{Ad}_{\alpha_{1/2}} \circ \mathcal{E}^{-1} = \mathcal{E}^{-1},
\]

where the third and fourth equalities used the fact that $\mathcal{E}^{-1}$ is a $\ast$-homomorphism, and the fourth equality also used the functional calculus and state-preserving property to deduce $\mathcal{E}^{-1}(\beta_{1/2}^{-1}) = (\mathcal{E}^{-1}(\beta))^{-1/2} = \alpha_{1/2}$. \(\blacksquare\)

**Corollary 5.4.** The averaged rotated Petz recovery retrodiction family $\mathcal{R}_{\alpha,\mathcal{E}}^{\mathcal{P},\mu}$ for any probability measure $\mu$ on $\mathbb{R}$ is inverting.

These results suggest that perhaps normalizing retrodiction families that are compositional might satisfy a similar property. However, this is not the case, as the following example illustrates.

**Example 5.5.** In general, it is not the case that $\mathcal{R}_{\alpha,\mathcal{E}}^{\text{STH}} = \mathcal{E}^{-1}$ for an invertible morphism $(\mathcal{A}, \alpha) \xrightarrow{\xi} (\mathcal{B}, \beta)$ in $\text{States}$. We illustrate this with an explicit counter-example, even in the case of when all unitary rotations are independent phases. Let $\mathcal{A} = M_2(\mathbb{C}) = \mathcal{B}$ and set $\alpha = \text{diag}(p, 1-p)$ for some $p \in [0, 1]$. Let $\mathcal{E} = \text{Ad}_{\alpha_s}$, so that $\beta = \text{diag}(1-p,p)$, and set

\[
U_\alpha = \begin{bmatrix} e^{i\theta} & 0 \\ 0 & e^{i\phi} \end{bmatrix} \quad \text{and} \quad U_\beta = \begin{bmatrix} e^{i\psi} & 0 \\ 0 & e^{i\omega} \end{bmatrix}
\]

for some distinct $\theta, \phi, \psi, \omega \in [0, 2\pi]$. Then

\[
\mathcal{R}_{\alpha,\mathcal{E}}^{\text{STH}} = \text{Ad}_{U_\alpha} \circ \text{Ad}_{\alpha_{1/2}} \circ \mathcal{E}^* \circ \text{Ad}_{\beta_{1/2}} \circ \text{Ad} = \text{Ad}_V \circ \mathcal{E}^{-1},
\]

where

\[
V = \begin{bmatrix} e^{i(\omega-\theta)} & 0 \\ 0 & e^{i(\psi-\phi)} \end{bmatrix}.
\]

This shows that $\mathcal{R}_{\alpha,\mathcal{E}}^{\text{STH}} \neq \mathcal{E}^{-1}$ even though $\mathcal{R}_{\alpha,\mathcal{E}}^{\text{STH}}$ satisfies universality, state-preservation, normalization, and compositionality properties.

As another example of an inverting retrodiction family, we mention the recent proposal of Surace and Scandi for a state-retrieval map [63].

**Definition 5.6.** The *Surace–Scandi* retrodiction family $\mathcal{R}_{\alpha,\mathcal{E}}^{\text{SS}} : \text{States} \to \text{States}^\text{op}$ sends each morphism $(\mathcal{A}, \alpha) \xrightarrow{\xi} (\mathcal{B}, \beta)$ to the unique morphism $(\mathcal{B}, \beta) \xrightarrow{\mathcal{R}_{\alpha,\mathcal{E}}^{\text{SS}}} (\mathcal{A}, \alpha)$ satisfying the following conditions.

(a) If $\mathcal{E}$ is an isomorphism in $\text{States}$, then $\mathcal{R}_{\alpha,\mathcal{E}}^{\text{SS}} = \mathcal{E}^{-1}$.

(b) The map $\mathcal{R}_{\alpha,\mathcal{E}}^{\text{SS}} \circ \mathcal{E}$ satisfies the detailed balance condition

\[
(\mathcal{R}_{\alpha,\mathcal{E}}^{\text{SS}} \circ \mathcal{E}) \circ \text{Ad}_{\alpha_{1/2}} = \text{Ad}_{\alpha_{1/2}} \circ (\mathcal{R}_{\alpha,\mathcal{E}}^{\text{SS}} \circ \mathcal{E})^* \circ \text{Ad}_{\alpha_{1/2}}
\]

with respect to the prior $\alpha$.

(c) The eigenvalues of the linear map $\mathcal{R}_{\alpha,\mathcal{E}}^{\text{SS}} \circ \mathcal{E} : \mathcal{A} \to \mathcal{A}$ are all non-negative.

(d) The map $\mathcal{R}_{\alpha,\mathcal{E}}^{\text{SS}} \circ \mathcal{E}$ maximizes the determinant of the linear map $\mathcal{R}_{\alpha,\mathcal{E}}^{\text{SS}} \circ \mathcal{E}$ subject to all the previous constraints.
From the very definition of the Surace–Scandi retrodiction family, it should seem unlikely that it is compositional. The intuitive reason is that the maximization step is `local' in the sense that it involves only a single morphism \((\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta)\), whereas the compositional property is a `global' property involving composable morphisms such as \((\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}_1} (\mathcal{B}, \beta) \xrightarrow{\mathcal{E}_2} (\mathcal{C}, \gamma)\). There is no obvious reason that maximizing the determinant for the individual morphisms should compose together to form a morphism that maximizes the determinant for the composite.

**Proposition 5.7.** The Surace–Scandi retrodiction family is normalizing and inverting, but it is not compositional. In fact, it is not even composition stabilizing.

**Proof.** The proof is provided in Appendix D.

In the remainder of this section, we describe how the prior “disappears” for inverting retrodiction families. As it was pointed out in [87, Result 2], the Petz recovery map satisfies the property that it not only takes an invertible map to its inverse, but that this is the only possibility if the retrodiction does not depend on the prior. The following theorem is a generalization of this result to the setting of inverting retrodiction families.

**Theorem 5.8.** Let \( R : \text{States} \rightarrow \text{States}^{\text{op}} \) be an inverting retrodiction family, let \( \mathcal{A} \) and \( \mathcal{B} \) be *-isomorphic C*-algebras, and let \( \mathcal{A} \xrightarrow{\mathcal{E}} \mathcal{B} \) be a CPTP map. Then the following are equivalent.

I. The map \( \mathcal{E} \) is a *-isomorphism.

II. The morphism \( R_{\alpha, \mathcal{E}} : (\mathcal{B}, \mathcal{E}(\alpha)) \rightarrow (\mathcal{A}, \alpha) \) is independent of the (faithful) state \( \alpha \) on \( \mathcal{A} \), in the sense that the underlying map \( R_{\alpha, \mathcal{E}} : \mathcal{B} \rightarrow \mathcal{A} \) is the same for all \( \alpha \).

III. There exists a (faithful) state \( \alpha \) on \( \mathcal{A} \) such that \( R_{\alpha, \mathcal{E}} = \mathcal{E}^{-1} \).

Although the following proof will follow almost the same line of reasoning as that of [87, Result 2], Theorem 5.8 is a generalization of [87, Result 2] in at least two respects. First, our result holds for all finite-dimensional C*-algebras. Second, since the Petz recovery map is just one example of an inverting retrodiction family by Proposition 5.2, [87, Result 2] follows from Theorem 5.8. Furthermore, our result proves that a similar property holds for all rotated Petz recovery maps, averaged rotated Petz recovery maps, and even the recovery map of Surace–Scandi, without the need for doing explicit computations involving the specific formulas used to define all these different retrodiction families. The only time an explicit computation was needed was in proving that these define inverting retrodiction families.

**Proof of Theorem 5.8.**

\((I \Rightarrow II)\) Suppose \( \mathcal{E} \) is a *-isomorphism. Then by definition of \( R \) being inverting, \( R_{\alpha, \mathcal{E}} = \mathcal{E}^{-1} \) for all states \( \alpha \) on \( \mathcal{A} \). Hence, II holds (this also proves III).

\((II \Rightarrow III)\) Since \( R_{\alpha, \mathcal{E}} : \mathcal{B} \rightarrow \mathcal{A} \) is independent of \( \alpha \), denote it by \( \mathcal{E}_\alpha \). By the state-preserving assumption of a retrodiction family, \( (\mathcal{E}_\alpha \circ \mathcal{E})(\alpha) = \alpha \) for all states \( \alpha \) on \( \mathcal{A} \). Since all elements of \( \mathcal{A} \) are complex combinations of states, this implies \( \mathcal{E}_\alpha \circ \mathcal{E} = \text{id}_\mathcal{A} \). Since \( \mathcal{A} \) and \( \mathcal{B} \) are *-isomorphic and finite dimensional, this implies \( \mathcal{E}_\alpha = \mathcal{E}^{-1} \). Hence, III holds.

\((III \Rightarrow I)\) Let \( \alpha \) be some faithful state on \( \mathcal{A} \) such that \( R_{\alpha, \mathcal{E}} = \mathcal{E}^{-1} \). This says that both \( \mathcal{E} \) and \( \mathcal{E}^{-1} \) are CPTP maps between non-degenerate quantum probability spaces. Hence, by Lemma 5.3, \( \mathcal{E} \) is a *-isomorphism. Hence, I holds.

6 Involution retrodiction

An interesting property emerges when two averaged rotated Petz retrodiction families are composed in succession. The meaning of composing two retrodiction families in succession is to iterate retrodiction procedures (i.e., retrodicting a retrodiction). Intuitively, we might expect to get back something closely related to the original process. This happens, for example, when taking the Hilbert–Schmidt adjoint of an arbitrary CPTP map. Indeed, in the case of closed system evolution described by a unitary \( U \), the Hilbert–Schmidt adjoint is the reverse evolution described by \( U^\dagger \).
Applying the adjoint again gives back $U$. This is part of the reason why the Hilbert–Schmidt adjoint has often been viewed as a time-reversal assignment in the literature [88, 19, 25, 28].

From our perspective, however, the Hilbert–Schmidt adjoint is only reasonable in the setting where either one has unitary evolution (cf. Theorem 5.8) or unital quantum channels. When one also has a prior in the form of a state that is not necessarily uniform, the Hilbert–Schmidt adjoint no longer takes the prediction back to the prior, nor is it necessarily a quantum channel (even upon rescaling)\(^{14}\). This is one of the reasons why we have introduced retrodiction families as assignments of the form $\text{States} \to \text{States}^{\text{op}}$, as opposed to sending only quantum channels to quantum channels in the opposite direction without including the data of states. Nevertheless, we might hope a similar involutive property holds for at least some retrodiction families. In this section, we show that among all averaged rotated Petz retrodiction maps, the original process is always obtained upon iteration only for the (un-rotated) Petz recovery map. In particular, the Petz recovery map bypasses the many no-go theorems in the literature regarding time-reversal symmetry.

**Definition 6.2.** Given a morphism $(\mathcal{A}, \alpha) \xrightarrow{\xi} (\mathcal{B}, \beta)$ in $\text{States}$, a retrodiction family $\mathcal{R}$ is said to be **involutive on $\mathcal{E}$** if

$$ (\mathcal{R} \circ \mathcal{R})_{\alpha, \xi} := \mathcal{R}_{\beta, \mathcal{R}_{\alpha, \xi}} = \mathcal{E}. $$

A retrodiction family $\mathcal{R}$ is **involutive** if $\mathcal{R} \circ \mathcal{R} = \text{id}_{\text{States}}$.

---

\(^{14}\)An example is a discard-and-prepare channel whenever the prepared state is not proportional to the identity, i.e., it is not the maximally mixed state.

\(^{15}\)If $\mathcal{R}, \mathcal{R}': \text{States} \to \text{States}^{\text{op}}$ are two retrodiction families, the meaning of $\mathcal{R} \circ \mathcal{R}'$, the composite of two retrodiction families, is technically $\mathcal{R}^{\text{op}} \circ \mathcal{R}'$, where $\mathcal{R}^{\text{op}} : \text{States}^{\text{op}} \to \text{States}$ is defined by the same formula as $\mathcal{R}$ (which explains our abuse of notation).
Definition 6.3. A **retrodiction functor** is an involutive and inverting monoidal functor $\text{States} \to \text{States}^{\text{op}}$ that acts as the identity on objects.

Remark 6.4. In particular, a retrodiction functor defines a dagger on the symmetric monoidal category $\text{States}$, which turns $\text{States}$ into a symmetric monoidal dagger category $[90, 43, 88, 28]$. Justifications for why a dagger structure is often used to model time-reversal symmetry is due to the many time-reversal-like properties it satisfies. The difference between our work and $[90, 43, 88, 28]$ is that our dagger structure is not on the category of quantum processes, but rather on the category of quantum states and state-preserving quantum processes.

The formulation of retrodiction closest to ours that we are aware of is one that describes (classical) Bayesian inversion as a dagger structure on the category of states $[46, \text{Remark 13.10}]$ (in fact, the result proved in $[46]$ is applicable to the setting of Markov categories). However, the explicit connection to retrodiction was not made in $[46]$, nor was an axiomatic formulation emphasized as in our present work. This result was generalized to the quantum setting in $[47, \text{Remark 7.25}]$, though the explicit connection to retrodiction was not made in $[46]$ and $[47, \text{Remark 7.25}]$ to all classical and quantum channels, but it also bypasses the many no-go theorems mentioned earlier, thus illustrating the importance of the prior in (inferential) time-reversal symmetry for quantum dynamics.

Theorem 6.5. Among all the rotated Petz recovery retrodiction families $\{R^P_{\beta, t}\}_{t \in \mathbb{R}}$, the only one that is involutive is $R^P$, i.e., when $t = 0$.

Proof. Let $t \in \mathbb{R}$ and suppose $R^P_{\beta, t}$ is involutive. Then, by Lemma 6.1,

$$R^P_{\beta, t} = \text{Ad}_{\beta^{-2it}} \circ \mathcal{E} \circ \text{Ad}_{\alpha^{2it}} = \mathcal{E}$$

for every morphism $(\mathcal{A}, \alpha) \rightarrow (\mathcal{B}, \beta)$ in $\text{States}$. This necessarily implies that $t = 0$. To see this, consider the bit-flip channel from Appendix B. Namely, $\mathcal{A} = \mathbb{M}_2(\mathbb{C}) = \mathcal{B}$, $\mathcal{E} = (1 - p)\text{id} + p\text{Ad}_{\sigma_x}$, $\alpha = \left[ \begin{array}{cc} 0 & 0 \\ 1 - \theta & 1 \\ \end{array} \right]$, and $\beta = \left[ \begin{array}{cc} \phi & 0 \\ 0 & 1 - \phi \\ \end{array} \right]$. Temporarily set $\mathcal{E}' := \text{Ad}_{\beta^{-2it}} \circ \mathcal{E} \circ \text{Ad}_{\alpha^{2it}}$. Then, the Choi matrices $C[\mathcal{E}]$ and $C[\mathcal{E}']$ of $\mathcal{E}$ and $\mathcal{E}'$, respectively, are

$$C[\mathcal{E}] = \begin{bmatrix} 1 - p & 0 & 1 - p \\ 0 & p & 0 \\ 0 & p & 0 \\ 1 - p & 0 & 1 - p \end{bmatrix}$$

and

$$C[\mathcal{E}'] = \begin{bmatrix} 1 - p & 0 & 0 & (1 - p)\chi^{2it} \\ 0 & p & 0 & 0 \\ 0 & p\omega^{-2it} & p & 0 \\ (1 - p)\chi^{-2it} & 0 & 0 & 1 - p \end{bmatrix},$$

where

$$\chi := \frac{\theta(1 - \phi)}{(1 - \theta)\phi} \quad \text{and} \quad \omega := \frac{(1 - \theta)(1 - \phi)}{\theta\phi}.$$ 

In order for these two Choi matrices to be equal, it must be the case that

$$1 = \chi^{2it} \equiv \cos(2 \ln(\chi) t) + i \sin(2 \ln(\chi) t)$$

and

$$1 = \omega^{2it} \equiv \cos(2 \ln(\omega) t) + i \sin(2 \ln(\omega) t).$$

In order for these equations to hold, the sine terms must vanish simultaneously, i.e.,

$$0 = \sin(2 \ln(\chi) t) \quad \text{and} \quad 0 = \sin(2 \ln(\omega) t).$$
If the logarithm terms \( \ln(\chi) \) and \( \ln(\omega) \) vanish, then the two Choi matrices are equal for all \( t \in \mathbb{R} \). Hence, we need to choose \( \theta \) and \( p \) such that these logarithms do not vanish. This is easy enough, and it is sufficient to choose any

\[
\theta, p \in \left(0, \frac{1}{2}\right) \cup \left(\frac{1}{2}, 1\right)
\]

Once we do this, the logarithm terms necessarily do not vanish and the condition becomes that \( t \) must be in the intersection of the two lattices generated by the zeros of these sine functions, i.e.,

\[
t \in \left(\frac{\pi}{\ln(\chi)} \mathbb{Z}\right) \cap \left(\frac{\pi}{\ln(\omega)} \mathbb{Z}\right)
\]

Now, we will choose \( \theta \) and \( p \) such that the ratio \( \frac{\ln(\chi)}{\ln(\omega)} \) is irrational so that the only possible value of \( t \) is \( t = 0 \). Many such solutions exist. For example, take

\[
\theta = \frac{1}{1 + e^{\frac{\pi}{2}(\sqrt{2}+1)}} \quad \text{and} \quad p = \frac{\sinh(\pi/2)}{\sinh(\pi/2) + \sinh(\pi/\sqrt{2})}
\]

which implies \( \phi = \frac{1}{1 + e^{\frac{\pi}{2}(\sqrt{2}-1)}} \).

Then

\[
\ln(\chi) = -\pi \quad \text{and} \quad \ln(\omega) = \pi \sqrt{2}.
\]

Hence, with these values of \( \theta \) and \( p \), the only value of \( t \) for which \( \mathcal{E} = \text{Ad}_{\beta \rightarrow \alpha} \circ \mathcal{E} \circ \text{Ad}_{\alpha \rightarrow \beta} \) is \( t = 0 \).

**Remark 6.6.** One might object to Theorem 6.5 by claiming that it is unnatural to use \( \mathcal{R}^P, t \) twice when performing an iterated retrodiction, and that one should instead use \( \mathcal{R}^P, -t \) for the second instance, since then \( \mathcal{R}^P, -t \circ \mathcal{R}^P, t = \text{id}_{\text{states}} \). However, this would require a higher-order involution on the collection of all retrodiction families \( \text{States} \rightarrow \text{States}^{op} \) that takes some retrodiction family \( \mathcal{R} \) and constructs a new one \( \mathcal{R}^\dagger \) such that in the special case of the rotated Petz recovery map one obtains \( (\mathcal{R}^P, t)^\dagger = \mathcal{R}^P, -t \). With our definition of involutivity, we have imposed that one always uses the same retrodiction family. Our definition agrees with the same type of involutivity axioms used in other works on time-reversal symmetry by implementing the usage of a dagger functor \([90, 88, 28]\).

7 A summary of recovery maps and their properties

In this work, we furnished axioms for retrodiction associated with priors and processes for arbitrary hybrid classical/quantum dynamics. We proved that the Petz recovery map provides an inferential time-reversal symmetry for such dynamics, bypassing many previous no-go theorems on time-reversal symmetry. The defining properties of retrodiction relied on the language of monoidal categories and functors. Namely, retrodiction is a certain involutive monoidal functor on the category of states and processes that sends invertible morphisms to their inverses. We proved that among all rotated Petz recovery maps, averaged rotated Petz recovery maps, and the recovery map of Surace–Scandi, the only one that satisfies all our axioms of retrodiction is the original Petz recovery map. We have also shown specifically which properties fail by the other variants in the literature, including the universal recovery map of \([55]\).

To summarize these findings, we have created Table 1, which indicates several of the examples of possible retrodiction assignments considered in this work together with the properties they satisfy. We have omitted the properties of universality, complete positivity, and state-preservation because all of the examples listed above satisfy these. We have also included “Bayes on \( \text{CStates} \),” which means that the retrodiction family equals Bayesian inversion when restricted to the subcategory of commutative \( C^* \)-algebras (justifications are provided in Proposition 3.7 and \([54, 47, 82, 83, 63]\)). As can be seen from this table, only the Petz recovery map satisfies all of our desiderata for retrodiction.

We close our work with the statement of a remaining open problem, which we can now formulate as a precise mathematical problem to characterize retrodiction.
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| Properties          | $\mathcal{R}^P$ | $\mathcal{R}^{P,t}$ | $\mathcal{R}^{P,\mu}$ | $\mathcal{R}^{S\text{TH}}$ | $\mathcal{R}^I$ | $\mathcal{R}^{S\text{SS}}$ |
|---------------------|-----------------|----------------------|------------------------|---------------------|-----------------|------------------------|
| Normalization       | ✓               | ✓                    | x                      | x                   | x               | x                      |
| $\circ$-stabilizing | ✓               | ✓                    | x                      | x                   | x               | x                      |
| Compositionality    | ✓               | ✓                    | ✓                      | ✓                   | ✓               | ✓                      |
| $\otimes$-stabilizing| ✓               | ✓                    | x                      | x                   | x               | ✓                      |
| Tensoriality        | ✓               | ✓                    | ✓                      | ✓                   | ✓               | ✓                      |
| Inverting           | ✓               | ✓                    | ✓                      | x                   | x               | x                      |
| Involutivity        | ✓               | ✓                    | ✓                      | ✓                   | ✓               | ✓                      |
| Bayes               | ✓               | ✓                    | ✓                      | ✓                   | x               | x                      |

Table 1: This table indicates the properties satisfied of retrodiction families considered in this work. Note that $\mathcal{R}^{R\text{HSNW}}$ is an example of $\mathcal{R}^{P,\mu}$ and therefore also belongs in that column. We have not yet been able to determine whether $\mathcal{R}^{S\text{SS}}$ is tensorial or $\otimes$-stabilizing. Regardless, the original Petz recovery map is the only one that satisfies all properties.

**Question 7.1.** What is the space of all retrodiction functors $\text{States} \to \text{States}^{op}$? In particular, is $\mathcal{R}^P$, the Petz retrodiction functor, the unique element in this space? If $\mathcal{R}^P$ is not the unique element, what are other examples of retrodiction, and what additional axioms are needed to characterize the Petz retrodiction functor? In particular, is classical Bayesian inversion characterized as the unique involutive and inverting monoidal functor $\text{CStates} \to \text{CStates}^{op}$?

## A The Hilbert–Schmidt inner product on $C^*$-algebras

In the following, we provide a quick review of traces, the Hilbert–Schmidt inner product, the KMS inner product, and the Petz recovery map for finite-dimensional $C^*$-algebras. The reader is referred to [91, Chapter 8] for more details. Given a finite-dimensional $C^*$-algebra, $A$, there is a canonical trace, $\text{tr}$. Indeed, since every such $A$ is $*$-isomorphic to a direct sum of matrix algebras [73, Theorem 5.20 and Proposition 5.26], say $\Phi : A \cong \bigoplus_{x \in X} M_{m_x}(\mathbb{C})$, the trace on $A$ is defined by

$$\text{tr}(A) := \text{tr}(\Phi(A)),$$

where the latter trace is just the sum of the component-wise traces. This is independent of the choice of $*$-isomorphism $\Phi$ due to the cyclic property of the trace. Namely, if $\Psi$ is another such $*$-isomorphism, then $\Psi \circ \Phi^{-1}$ is a $*$-isomorphism of a direct sum of matrix algebras, which leaves the trace invariant. Hence,

$$\text{tr}(\Phi(A)) = \text{tr}\left(\left(\Psi \circ \Phi^{-1}\right)(\Phi(A))\right) = \text{tr}(\Psi(A)).$$

Because of this, there is a canonical **Hilbert–Schmidt inner product** on $A$ as well. Namely, this inner product is defined on $(A_1, A_2) \in A \times A$ by

$$\langle A_1, A_2 \rangle = \text{tr}(A_1^\dagger A_2)$$

in terms of the above-defined trace.

With such an inner product on every finite-dimensional $C^*$-algebra, if now $A \xrightarrow{\varepsilon} B$ is a linear map, then $\varepsilon^*$ is the **Hilbert–Schmidt adjoint** of $\varepsilon$ and is defined as the adjoint of $\varepsilon$ with respect to the Hilbert–Schmidt inner products on $B$ and $A$. Namely, $A \xrightarrow{\varepsilon^*} B$ is the unique linear map satisfying

$$\text{tr}(\varepsilon^*(B^\dagger A)) \equiv \langle \varepsilon^*(B), A \rangle = \langle B, \varepsilon(A) \rangle \equiv \text{tr}(B^\dagger \varepsilon(A))$$

for all $A \in A$ and $B \in B$.

Given a state-preserving morphism $(A, \alpha) \xrightarrow{\varepsilon} (B, \beta)$ of non-degenerate quantum probability spaces, the **Petz recovery map** $\mathcal{R}^P_{\alpha,\varepsilon}$ is defined as the adjoint, not with respect to the Hilbert–Schmidt inner product, but with respect to the following inner products on $A$ and $B$. The **KMS inner product** on $A$ associated with the faithful state $\alpha$ is defined by sending $(A_1, A_2) \in A \times A$ to

$$\langle A_1, A_2 \rangle_\alpha := \text{tr}(A_1^\dagger \alpha^{-1/2} A_2 \alpha^{-1/2}).$$
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The Petz recovery map $\mathcal{R}_{\alpha,\mathcal{E}}^{P}$ is therefore the unique map that satisfies

$$\langle B, \mathcal{E}(A) \rangle_{\beta} = \langle \mathcal{R}_{\alpha,\mathcal{E}}^{P}(B), A \rangle_{\alpha}$$

for all $A \in \mathcal{A}$ and $B \in \mathcal{B}$. Writing this out explicitly gives

$$\text{tr} \left( B^{\dagger} \beta^{-1/2} \mathcal{E}(A) \beta^{-1/2} \right) = \text{tr} \left( \mathcal{R}_{\alpha,\mathcal{E}}^{P}(B)^{\dagger} \alpha^{-1/2} A \alpha^{-1/2} \right).$$

From this expression, the formula for the Petz recovery map in Definition 3.1 follows.

## B Convex sums of rotated Petz recovery maps

In this appendix, we prove Proposition 4.6. In fact, we even show that it suffices to work with the class of bit-flip channels on qubits to find counter-examples to compositionality and tensoriality, even in the symmetric case when $\lambda = \frac{1}{2}$ and $s = -t$ in Proposition 4.6. Since it is known that the bit flip channel is covariant only with respect to the uniform state $[82]$, we need to provide a counter-example where at least two of the states are non-uniform states.

Let $\mathcal{C} = \mathcal{B} = \mathcal{A} = M_{2}(\mathbb{C})$ denote the C*-algebra of $2 \times 2$ matrices. Let $\alpha = \begin{bmatrix} \theta & 0 \\ 0 & 1-\theta \end{bmatrix}$, $\beta = \begin{bmatrix} \phi & 0 \\ 0 & 1-\phi \end{bmatrix}$ and $\gamma = \begin{bmatrix} \psi & 0 \\ 0 & 1-\psi \end{bmatrix}$ be states on $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{C}$, respectively, for some $\theta, \phi, \psi \in (0,1)$. Let $\Omega_{p} : M_{2}(\mathbb{C}) \to M_{2}(\mathbb{C})$ be the bit-flip channel weighted by $p \in [0,1]$ and given explicitly by

$$\Omega_{p} = (1-p)\text{id} + p\text{Ad}_{\sigma_{x}}, \quad \text{where } \sigma_{x} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.$$

Note the set of bit-flip channels is closed under composition, and in fact

$$\Omega_{q} \circ \Omega_{p} = \Omega_{(1-q)p+q(1-p)}$$

for all $p, q \in [0,1]$. Now, set $\mathcal{A} \xrightarrow{\mathcal{E}} \mathcal{B}$ and $\mathcal{B} \xrightarrow{\mathcal{F}} \mathcal{C}$ to be the bit-flip channels $\Omega_{p}$ and $\Omega_{q}$, respectively, where $p, q \in [0,1]$ are arbitrary for now. Then $(\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta) \xrightarrow{\mathcal{F}} (\mathcal{C}, \gamma)$ is a composable pair of morphisms in States if and only if

$$\phi = (1-p)\theta + p(1-\theta) \quad \text{and} \quad \psi = (1-q)\phi + q(1-\phi).$$

We will therefore assume these conditions are always met in this example. The associated rotated Petz recovery maps are given by

$$\mathcal{R}_{\alpha,\mathcal{E}}^{P} = (1-p)\text{Ad} \begin{bmatrix} \phi^{it} & 0 \\ 0 & \phi^{-it} \end{bmatrix} + p\text{Ad} \begin{bmatrix} 0 & (1-\phi)^{it} \phi^{-it} \\ (1-\phi)^{-it} \phi^{it} & 0 \end{bmatrix}$$

and similarly

$$\mathcal{R}_{\beta,\mathcal{F}}^{P} = (1-q)\text{Ad} \begin{bmatrix} \psi^{it} & 0 \\ 0 & \psi^{-it} \end{bmatrix} + q\text{Ad} \begin{bmatrix} 0 & (1-\psi)^{it} \psi^{-it} \\ (1-\psi)^{-it} \psi^{it} & 0 \end{bmatrix}.$$
Now, let $\mathcal{R} := \lambda \mathcal{R}^t + (1 - \lambda) \mathcal{R}^s$ be the convex combination of two rotated Petz recovery maps with $t, s \in \mathbb{R}$ weighted by some $\lambda \in (0, 1)$. For our purposes, it suffices to consider the symmetric combination given by $s = -t$ and $\lambda = \frac{1}{2}$. Then

$$
\mathcal{R}_{\alpha, t,s} = \frac{1 - p}{2} \text{Ad} \left[ \phi_{\alpha, t}\phi_{t+1/2}^{-1/2} \right] + \frac{p}{2} \text{Ad} \left[ \phi_{\alpha, t}\phi_{t+1/2}^{-1/2} \right] + \frac{1 - p}{2} \text{Ad} \left[ \phi_{\alpha, t}\phi_{t+1/2}^{-1/2} \right] + \frac{p}{2} \text{Ad} \left[ \phi_{\alpha, t}\phi_{t+1/2}^{-1/2} \right],
$$

and

$$
\mathcal{R}_{\alpha, t,s} = \frac{1}{2} \text{Ad} \left[ \phi_{\alpha, t}\phi_{t+1/2}^{-1/2} \right] + \frac{1}{2} \text{Ad} \left[ \phi_{\alpha, t}\phi_{t+1/2}^{-1/2} \right] + \frac{1}{2} \text{Ad} \left[ \phi_{\alpha, t}\phi_{t+1/2}^{-1/2} \right] + \frac{1}{2} \text{Ad} \left[ \phi_{\alpha, t}\phi_{t+1/2}^{-1/2} \right],
$$

the last of which is the retrodiction map associated with the composite. However, the composite of the individual retrodiction maps is given by

$$
\mathcal{R}_{\alpha, t,s} \circ \mathcal{R}_{\beta, t,s} = \frac{1}{4} \left( \mathcal{R}_{\alpha, t,s} \circ \mathcal{R}_{\beta, t,s} + \mathcal{R}_{\alpha, t,s}^{-1} \circ \mathcal{R}_{\beta, t,s} + \mathcal{R}_{\alpha, t,s} \circ \mathcal{R}_{\beta, t,s}^{-1} + \mathcal{R}_{\alpha, t,s}^{-1} \circ \mathcal{R}_{\beta, t,s}^{-1} \right).
$$

This suggests that $\mathcal{R}_{\alpha, t,s} \circ \mathcal{R}_{\beta, t,s} \neq \mathcal{R}_{\alpha, t,s} \circ \mathcal{R}_{\beta, t,s}$, but it may be the case that surprising cancellations occur. To be sure, let us plug in a non-diagonal matrix such as $\begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$. This gives

$$
\mathcal{R}_{\alpha, t,s} \circ \mathcal{R}_{\beta, t,s} \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right) = \sqrt{(1 - \theta)} \cos \left( \frac{\theta}{1 - \theta} \right) t \sigma_x
$$

and

$$
(\mathcal{R}_{\alpha, t,s} \circ \mathcal{R}_{\beta, t,s}) \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right) = \frac{\sqrt{(1 - \theta)}}{2} \left[ \cos \left( \frac{\theta}{1 - \theta} \right) t + p \cos \left( \frac{\theta \phi^2}{(1 - \theta)(1 - \phi)^2} t \right) + (1 - p) \cos \left( \frac{\phi(1 - \phi)^2}{(1 - \theta) \phi^2} t \right) \right] \sigma_x.
$$

At this point, it may already be clear that these two expressions are different, but just to be very concrete, let us consider the special case where

$$
\theta = \frac{e^{2\pi}}{1 + e^{2\pi}}, \quad p = \frac{\tanh \left( \frac{\pi}{2} \right)}{2 \sinh(\pi)} \quad \text{(which implies } \phi = \frac{e^\pi}{1 + e^\pi}), \quad \text{and } t = \frac{1}{2}.
$$
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In this appendix, we prove Proposition 4.7. As in Appendix B, we show that it suffices to work
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\(\mathcal{R}_{\alpha, \mathcal{E}} \circ \mathcal{R}_{\beta, \mathcal{E}} = \mathcal{R}_{\alpha, \mathcal{E}} \circ \mathcal{R}_{\beta, \mathcal{E}}\), i.e., compositionality fails in general (in fact, for most values of \(t\)).

We will also use this example to show that tensoriality fails. In this regard, consider another morphism \((\mathcal{A}', \alpha') \xrightarrow{\mathcal{E}'} (\mathcal{B}', \beta')\), where \(\mathcal{B}' = \mathbb{M}_2(\mathbb{C}) = \mathcal{A}', \mathcal{E}' = \Omega_{\mathcal{P}}\), and \(\alpha'\) and \(\beta'\) are given by the density matrices

$$\alpha' = \begin{bmatrix} 0 & 0 \\ 0 & 1 - \theta' \end{bmatrix} \quad \text{and} \quad \beta' = \begin{bmatrix} 0 & 1 - \theta' \\ 0 & 0 \end{bmatrix}.$$ 

It suffices to set \(p = 1/2 = p'\). In this case, plugging in the matrix \([0 0] \otimes [0 1]\) into \(\mathcal{R}_{\alpha, \mathcal{E}} \otimes \mathcal{R}_{\alpha', \mathcal{E}'}\) gives

$$\mathcal{R}_{\alpha, \mathcal{E}} \otimes \mathcal{R}_{\alpha', \mathcal{E}'} \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right) = \sqrt{\theta \theta' \theta' \theta''} \left[ \begin{array}{cc} 0 & \left( \frac{\theta}{\theta'} \right)^{it} \\ \left( \frac{\theta}{\theta'} \right)^{-it} & 0 \end{array} \right] \otimes \left[ \begin{array}{cc} 0 & \left( \frac{\theta'}{\theta''} \right)^{it} \\ \left( \frac{\theta'}{\theta''} \right)^{-it} & 0 \end{array} \right],$$

where we temporarily introduced the notation \(r^+ := 1 - r \) for \(r \in \mathbb{R}\). Therefore,

$$\mathcal{R}_{\alpha, \mathcal{E}} \otimes \mathcal{R}_{\alpha', \mathcal{E}'} \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right) = \sqrt{\theta \theta' \theta' \theta''} \cos \left( \frac{\theta}{\theta'} t \right) \cos \left( \frac{\theta'}{\theta''} t \right) \sigma_x \otimes \sigma_x,$$

while \(\mathcal{R}_{\alpha \otimes \alpha', \mathcal{E} \otimes \mathcal{E}'} = \frac{1}{2} \mathcal{R}_{\alpha, \mathcal{E}} \otimes \mathcal{R}_{\alpha', \mathcal{E}'} + \frac{1}{2} \mathcal{R}_{\alpha, \mathcal{E}} \otimes \mathcal{R}_{\alpha', \mathcal{E}'}\) gives

$$\mathcal{R}_{\alpha \otimes \alpha', \mathcal{E} \otimes \mathcal{E}'} \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right) = \sqrt{\theta \theta' \theta' \theta''} \cos \left( \frac{\theta}{\theta'} t \right) \cos \left( \frac{\theta'}{\theta''} t \right) \sigma_x \otimes \sigma_x$$

$$+ \sin \left( \frac{\theta}{\theta'} t \right) \sin \left( \frac{\theta'}{\theta''} t \right) \sigma_y \otimes \sigma_y.$$ 

These two results are manifestly different since for most values of \(\theta\) and \(\theta'\) the term involving \(\sigma_y \otimes \sigma_y\) need not vanish. Hence, \(\mathcal{R}_{\alpha, \mathcal{E}} \otimes \mathcal{R}_{\alpha', \mathcal{E}'} \neq \mathcal{R}_{\alpha \otimes \alpha', \mathcal{E} \otimes \mathcal{E}'}\), i.e., \(\mathcal{R}\) is not tensorial.

C The JRSWW retrodictive family is neither compositional nor tensorial

In this appendix, we prove Proposition 4.7. As in Appendix B, we show that it suffices to work with the class of bit-flip channels on qubits to find counter-examples to compositional and tensoriality. The same composable pair \((\mathcal{A}, \alpha) \xrightarrow{\mathcal{E}} (\mathcal{B}, \beta) \xrightarrow{\mathcal{E}} (\mathcal{C}, \gamma)\) as in Appendix B will provide such a counter-example. In particular, we will again assume \(q = 1/2\) and keep \(\theta\) and \(\phi\) arbitrary for the moment (the fact that \(\psi = 1/2\) follows from \(q = 1/2\)). First,

$$\mathcal{R}_{\text{JRSWW}} = \int_{-\infty}^{\infty} \left( \frac{\pi}{\cosh(2\pi t) + 1} \right) \left( \text{Ad} \left[ \begin{array}{cc} 0 & 1 \\ (1-\theta)^{-it} & 0 \end{array} \right] + \text{Ad} \left[ \begin{array}{cc} (1-\theta)^{-it} & 0 \\ 0 & (1-\theta)^{-it} \end{array} \right] \right) dt.$$ 

Meanwhile, by Lemma 4.2 or direct calculation,

$$\mathcal{R}_{\text{JRSWW}}\circ\mathcal{R}_{\text{JRSWW}} = \int_{-\infty}^{\infty} \text{d}\mu(t) \text{d}\mu(s) \left( 1 - p \right) \text{Ad} \left[ \begin{array}{cc} 0 & 1 \\ (1-\theta)^{-it} & 0 \end{array} \right]$$

$$+ \left( 1 - p \right) \text{Ad} \left[ \begin{array}{cc} 0 & 1 \\ (1-\theta)^{-it} & 0 \end{array} \right] \phi(t-s)(1-\theta)^{-it} \phi(t-s)(1-\theta)^{-it+2}$$

$$+ p \text{Ad} \left[ \begin{array}{cc} 0 & 1 \\ (1-\theta)^{-it} & 0 \end{array} \right] \phi(t-s)(1-\theta)^{-it+2} \phi(t-s)(1-\theta)^{-it+2}.$$
where \( \mu \) is the probability measure from Example 3.2. Plugging in the matrix \([0 1] \) into the first option gives

\[
\mathcal{B}_{\alpha, \beta}^{\text{JRSWW}} \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right) = \int_{-\infty}^{\infty} \left( \frac{\pi \sqrt{\theta(1-\theta)}}{\cosh(2\pi t) + 1} \right) \left[ \begin{bmatrix} 0 & \left( \frac{\phi^+}{\phi} \right)^{it} \\ \left( \frac{\phi^+}{\phi} \right)^{-it} & 0 \end{bmatrix} \right] dt
\]

\[
= \int_{0}^{\infty} \left( \frac{2\pi \sqrt{\theta(1-\theta)}}{(\cosh(2\pi t) + 1)} \right) \cos \left( \left( \ln \left( \frac{\beta}{\theta} \right) \right) t \right) dt \sigma_x,
\]

where \( \phi^+ := 1 - r \) as in Appendix B. Plugging that same matrix into the second option gives

\[
\left( \mathcal{B}_{\beta, \alpha} \circ \mathcal{B}_{\alpha, \beta}^{\text{JRSWW}} \right) \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \frac{\pi^2 \sqrt{\theta(1-\theta)}}{(\cosh(2\pi t) + 1)(\cosh(2\pi s) + 1)} \right)
\]

\[
\times \left[ \begin{bmatrix} 0 & (1-p)\chi^{it} \left( \frac{\phi^+}{\phi} \right)^{it} + p\omega^{it} \left( \frac{\phi^+}{\phi} \right)^{-it} \\ (1-p)\chi^{-it} \left( \frac{\phi^+}{\phi} \right)^{it} + p\omega^{-it} \left( \frac{\phi^+}{\phi} \right)^{it} & 0 \end{bmatrix} \right] ds dt
\]

\[
= \int_{0}^{\infty} \int_{0}^{\infty} \left( \frac{4\pi^2 \sqrt{\theta(1-\theta)}}{(\cosh(2\pi t) + 1)(\cosh(2\pi s) + 1)} \right) \cos \left( \ln \left( \frac{\phi^+}{\phi} \right) s \right)
\]

\[
\times \left( (1-p) \cos \left( \ln(\chi)t \right) + p \cos \left( \ln(\omega)t \right) \right) ds dt \sigma_x,
\]

where

\[
\chi := \frac{\theta(1-\phi)}{(1-\theta)\phi} \quad \text{and} \quad \omega := \frac{(1-\theta)(1-\phi)}{\theta\phi}.
\]

At this point, we set \( \theta \) and \( p \) exactly as in Appendix B. Doing so simplifies these expressions to

\[
\mathcal{B}_{\alpha, \beta}^{\text{JRSWW}} \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right) = \frac{\pi \sqrt{\theta(1-\theta)}}{\sinh(\pi)} \sigma_x
\]

and

\[
\left( \mathcal{B}_{\beta, \alpha} \circ \mathcal{B}_{\alpha, \beta}^{\text{JRSWW}} \right) \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right) = \frac{\pi \sqrt{\theta(1-\theta)}}{\sinh(\pi)} \left[ \frac{\pi}{2} \left( \frac{4 - 3 \cosh(\pi) - \cosh(3\pi)}{\sinh(\pi) + \sinh(2\pi) - \sinh(3\pi)} \right) \right] \sigma_x.
\]

Since the term inside the square parentheses is approximately 1.65, and therefore not 1, this shows that \( \mathcal{B}_{\beta, \alpha} \circ \mathcal{B}_{\alpha, \beta}^{\text{JRSWW}} \neq \mathcal{B}_{\alpha, \beta}^{\text{JRSWW}} \), i.e., compositionality fails for the JRSWW recovery map.

Tensoriality also fails for the JRSWW retrodiction family, as we will now illustrate using the same setup as in Appendix B, namely \( \mathcal{E} \) is as above, let \( (\mathcal{A}, \alpha') \xrightarrow{\mathcal{E}} (\mathcal{B}', \beta') \) be another morphism in \textbf{States} with \( \mathcal{B}' = M_2(\mathbb{C}) = \mathcal{A}' \), \( \mathcal{E}' = \Omega_{\mathcal{B}'} \), and set

\[
\alpha' := \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \quad \text{and} \quad \beta' := \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}.
\]

Again, set \( p = \frac{1}{2} = p' \). Then, by the calculations done in Appendix B,

\[
\left( \mathcal{B}_{\alpha, \beta} \circ \mathcal{B}_{\alpha', \beta'} \right) \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right)
\]

\[
= \sqrt{\theta\theta'\theta'^{\prime}t^{\prime}} \left( \int_{-\infty}^{\infty} \left( \frac{0}{\phi'} \right)^{it'} d\mu(t') \otimes \int_{-\infty}^{\infty} \left( \frac{0}{\phi'} \right)^{-it'} d\mu(t') \right)
\]

\[
= \sqrt{\theta\theta'\theta'^{\prime}t^{\prime}} \left( \int_{0}^{\infty} \frac{2\pi \cos \left( \ln \left( \frac{\phi'}{\phi} \right) t \right)}{(\cosh(2\pi t) + 1)} dt \right) \left( \int_{0}^{\infty} \frac{2\pi \cos \left( \ln \left( \frac{\phi'}{\phi} \right) t' \right)}{(\cosh(2\pi t') + 1)} dt' \right) \sigma_x \otimes \sigma_x.
\]
while
\[
\mathcal{A}_{\alpha \otimes \alpha', \mathcal{E} \otimes \mathcal{E}'}(\begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}) = \sqrt{\theta + \theta' \theta'^{-1}} \int_{-\infty}^{\infty} \left[ \cos \left( \frac{\theta'}{\theta} \right) t \cos \left( \frac{\theta'^{-1}}{\theta'} \right) t \right] \sigma_x \otimes \sigma_x \\
+ \sin \left( \ln \left( \frac{\theta'}{\theta} \right) t \right) \sin \left( \ln \left( \frac{\theta'^{-1}}{\theta'} \right) t \right) \sigma_y \otimes \sigma_y \right] d\mu(t).
\]

Plugging in the values \( \theta = \frac{1}{2} \) and \( \theta' = \theta' \) gives
\[
\left( \mathcal{A}_{\alpha \otimes \alpha', \mathcal{E} \otimes \mathcal{E}'}(\begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}) = \frac{\pi \sqrt{\theta + \theta' \theta'^{-1}}}{\sinh(\pi)} \sigma_x \otimes \sigma_x
\]
and
\[
\mathcal{A}_{\alpha \otimes \alpha', \mathcal{E} \otimes \mathcal{E}'}(\begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}) = \frac{\pi \sqrt{\theta + \theta' \theta'^{-1}}}{2} \left[ \left( \frac{1}{\pi} + \frac{1}{\cosh(\pi) \sinh(\pi)} \right) \sigma_x \otimes \sigma_x \\
+ \left( \frac{1}{\pi} - \frac{1}{\cosh(\pi) \sinh(\pi)} \right) \sigma_y \otimes \sigma_y \right],
\]

which are not equal to each other. This proves that the JRWW map is not tensorial.

D The SS retrodiction family is not stabilizing

In this appendix, we prove Proposition 5.7. First note that the normalizing and inverting conditions are automatic since they are included in the definition of the Surace–Scandi retrodiction family. The remainder of the proof will illustrate that the Surace–Scandi retrodiction family is not stabilizing, specifically not \( \sigma \)-stabilizing. In fact, we will not even need to enter the realm of quantum systems to show this. It suffices to work with stochastic matrices. Hence, let \( \mathcal{A} = \mathcal{B} = \mathcal{C} = \mathbb{C}^2 \), let \( \alpha, \beta, \gamma \) be the probability vectors given by
\[
\alpha = \begin{bmatrix} 1/2 \\ 1/2 \end{bmatrix}, \quad \beta = \begin{bmatrix} 1/5 \\ 4/5 \end{bmatrix}, \quad \gamma = \begin{bmatrix} 27/50 \\ 23/50 \end{bmatrix},
\]
and let \( \mathcal{A} \xrightarrow{E} \mathcal{B} \xrightarrow{F} \mathcal{C} \) be represented by stochastic matrices as
\[
E = \begin{bmatrix} 1/10 & 3/10 \\ 9/10 & 7/10 \end{bmatrix} \quad \text{and} \quad F = \begin{bmatrix} 3/10 & 6/10 \\ 7/10 & 4/10 \end{bmatrix}.
\]

Then \((\mathcal{A}, \alpha) \xrightarrow{E} (\mathcal{B}, \beta) \xrightarrow{F} (\mathcal{C}, \gamma)\) is a composable pair of morphisms in States, in fact CStates. The Surace–Scandi retrodiction maps in these cases are represented by the following stochastic matrices\(^\dagger\)
\[
\mathcal{A}^{SS}_{\alpha, E} = \begin{bmatrix} 0 & 5/8 \\ 1 & 3/8 \end{bmatrix} \quad \text{and} \quad \mathcal{A}^{SS}_{\beta, F} = \begin{bmatrix} 0 & 10/23 \\ 1 & 13/23 \end{bmatrix},
\]
while the one associated with the composite \((\mathcal{A}, \alpha) \xrightarrow{F \circ E} (\mathcal{C}, \gamma)\) is
\[
\mathcal{A}^{SS}_{\alpha, F \circ E} = \begin{bmatrix} 25/27 & 0 \\ 2/27 & 1 \end{bmatrix}.
\]

\(^\dagger\) For reference, the way these are computed is as follows (it can be done analytically in this case). For concreteness, write \( \mathcal{A}^{SS}_{\alpha, E} \) as a stochastic matrix of the form \( \begin{bmatrix} a & b \\ 1-a & 1-b \end{bmatrix} \). The state-preserving condition \( \mathcal{A}^{SS}_{\alpha, E}(\beta) = \alpha \) gives one constraint, which is \( \frac{a}{2} + \frac{b}{2} = \frac{1}{2} \). Detailed balance for \( \mathcal{A}^{SS}_{\alpha, E} \circ E \) gives no additional constraints in this case. Requiring that \( \mathcal{A}^{SS}_{\alpha, E} \) is a stochastic matrix and \( \mathcal{A}^{SS}_{\alpha, E} \circ E \) has non-negative eigenvalues gives the additional constraint \( \frac{1}{2} \leq b \leq \frac{7}{8} \). Maximizing the determinant of \( \mathcal{A}^{SS}_{\alpha, E} \circ E \) with respect to these constraints gives the unique solution \( b = \frac{7}{8} \) and \( a = 0 \).
Since
\[ \mathcal{A}_{\alpha, E}^{SS} \circ \mathcal{B}_{\beta, E}^{SS} = \begin{bmatrix} 5/8 & 65/184 \\ 3/8 & 119/184 \end{bmatrix} \neq \mathcal{A}_{\alpha, F \circ E}^{SS}, \]
compositionality fails. In fact, this example also shows that the \( \circ \)-stabilizing property fails, since every morphism in \( C\text{States} \) is covariant.
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