A note on the width of sparse random graphs
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Abstract
In this note, we consider the width of a supercritical random graph according to some commonly studied width measures. We give short, direct proofs of results of Lee, Lee and Oum, and of Perarnau and Serra, on the rank- and tree-width of the random graph $G(n, p)$ when $p = \frac{1+\epsilon}{n}$ for $\epsilon > 0$ constant. Our proofs avoid the use of black box results on the expansion properties of the giant component in this regime, and so as a further benefit we obtain explicit bounds on the dependence of these results on $\epsilon$. Finally, we also consider the width of the random graph in the weakly supercritical regime, where $\epsilon = o(1)$ and $\epsilon^2n \to \infty$. In this regime, we determine, up to a constant multiplicative factor, the rank- and tree-width of $G(n, p)$ as a function of $n$ and $\epsilon$.
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1 | INTRODUCTION

1.1 | Background and motivation

The tree-width of a graph $G$, which we denote by $\text{tw}(G)$, is a parameter which broadly measures how similar the global structure of $G$ is to that of a tree, via the existence of a tree-decomposition, which displays the structure of $G$ in a tree-like fashion. Tree-decompositions were originally studied by Halin [13], and later independently by Robertson and Seymour as an
integral tool in their proof of Wagner's conjecture [34], and have since then been the subject of much study.

Beyond their usefulness as a tool in structural graph theory, tree-decompositions have also turned out to be important in the field of computational complexity. Many problems which are computationally hard on general graphs can be solved in polynomial time on graphs of bounded tree-width (see Bodlaender [3]). As the subject developed, many other notions of “width” for graphs, and other combinatorial structures, have been considered, each with their own applications to structural problems, as well as computational problems. One particular example that we will consider in this note is the rank-width of a graph $G$, which we denote by $rw(G)$. Roughly, if low tree-width implies that a graph has a “tree-like” decomposition over small vertex cuts, where small here is measured in terms of their cardinality, low rank-width implies that the graph has a “tree-like” decomposition over simple edge cuts, where the simplicity of these edge cuts is not measured in terms of just the number of edges crossing them, but rather in terms of an algebraic measure more akin to the complexity of the edge cut. In particular, both very sparse and very dense edge cuts are simple in this way, and so, unlike the case of tree-width, there can be quite dense graphs with low rank-width. In this way, the graphs of low rank-width are a broader class of “low-complexity” graphs than the graphs of low tree-width, and in particular, Oum [30] showed that the rank-width of a graph is always at most one more than the tree-width. We will give precise definitions of the relevant terms later in Section 2; for more background on tree-width and other width parameters see the survey of Hliněný, Oum, Seese and Gottlob [15].

In this paper, we are interested in the width of random graphs. The binomial random graph model $G(n, p)$, introduced by Gilbert [12], is a random variable distributed on the subgraphs of the complete graph $K_n$ where we retain each edge independently with probability $p$. The tree-width of $G(n, p)$ was first considered by Kloks [19], who showed that if $p = \frac{d}{n}$ for $d \geq 2.36$, then with probability tending to one as $n \to \infty$ (whp) the tree-width of $G(n, p)$ is at least $rn$ for some $r := r(d) > 0$. Furthermore, he showed that one can take $r(d) \to 1$ as $d \to \infty$, which can be seen to be optimal, as the tree-width of a graph on $n$ vertices cannot be larger than $n$. Later, Gao [11] improved the lower bound on $d$ to 2.16, and asked if this could be further improved to $d \geq 1$.

This is a natural question to ask, due to the phase transition which $G(n, p)$ undergoes at the critical point $p = \frac{1}{d}$. More explicitly, the work of Erdős and Rényi [9] implies that for $p = \frac{d}{n}$ with $d < 1$, whp $G(n, p)$ only has small components, of logarithmic order, each of which is a tree or unicyclic. Since all trees and unicyclic graphs have tree-width at most two, it follows that whp in this regime $G(n, p)$ has tree-width at most two as well. However, when $p = \frac{d}{n}$ with $d > 1$, whp $G(n, p)$ contains a unique giant component, whose order is linear in $n$ and which is known to have quite a complex structure; see [5, 10, 18] for a more detailed introduction to random graphs.

This question of Gao [11] was finally answered by Lee, Lee and Oum [23], who instead considered the rank-width of the random graph $G(n, p)$ and gave the following, almost complete, description of how this parameter behaves for different ranges of $p$.

**Theorem 1.1** (Lee et al. [23, Theorem 1.1]). For a random graph $G := G(n, p)$, whp the following statements hold:

(i) If $p \in (0, 1)$ is constant, then $rw(G) = \left\lfloor \frac{n}{3} \right\rfloor - O(1)$;
(ii) If $\frac{1}{n} \ll p \leq \frac{1}{2}$, then $rw(G) = \left\lfloor \frac{n}{3} \right\rfloor - o(n)$;
(iii) If $p = \frac{d}{n}$ and $d > 1$, then $rw(G) \geq rn$ for some $r := r(d) > 0$.
(iv) If \( p = \frac{1}{n^2} \), then whp \( \text{rw}(G) = O(n^2) \);
(v) If \( p \leq \frac{d}{n} \) and \( d < 1 \), then \( \text{rw}(G) \leq 2 \).

Note that, since the rank-width of an \( n \)-vertex graph can be shown to be at most \( n^3 \), the first result is tight up to a lower-order additive term for larger \( p \). Furthermore, by the aforementioned result of Oum [30] that for any graph \( G \)
\[
\text{rw}(G) \leq \text{tw}(G) + 1. \tag{1}
\]

Theorem 1.1(iii) implies that the tree-width of \( G(n, \frac{d}{n}) \) is linear in \( n \) for any \( d > 1 \), giving a positive answer to the question of Gao [11].

Later, Perarnau and Serra [32] gave a more direct proof of this, and also considered more carefully the tree-width of the critical random graph.

**Theorem 1.2** (Perarnau and Serra [32]). For a random graph \( G := G(n, p) \) whp the following hold:

(i) If \( p = \frac{d}{n} \) and \( d > 1 \), then \( \text{tw}(G) \geq r'n \) for some \( r' := r'(d) > 0 \);
(ii) If \( p = \frac{1}{n} \), then \( \text{tw}(G) = O(1) \).

We note that their proof of Theorem 1.2(ii) in fact holds for any \( p \) inside the critical window.

From Theorems 1.1 and 1.2, together with (1), it follows that both the rank- and tree-width of \( G(n, p) \) are bounded above by a constant when \( p \) is below or inside the critical window, that is, when there exists a constant \( \lambda > 0 \) such that \( p \leq \frac{1 + \lambda n^{-\frac{1}{2}}}{n} \), but that both the rank- and tree-width are linearly large in the supercritical regime. This raises the natural question of whether this transition happens smoothly.

Both Theorems 1.1 and 1.2 rely on a deep result of Benjamini, Kozma and Wormald [2] on the expansion properties of the giant component of \( G(n, p) \) in the supercritical regime. A graph is an expander if it satisfies a type of discrete isoperimetric inequality. Notions of graph expansion have turned out to be of fundamental importance to various topics in combinatorics and computer science. For a comprehensive introduction to expander graphs, see the survey of Hoory, Linial and Widgerson [17]. In particular, graph expansion has been used as a tool in the study of random structures, see, for example, the survey paper of Krivelevich [22].

In [23, Section 4] it is explained how the results in [2] imply the following theorem. Given a set of vertices \( U \subseteq V(H) \) in a graph \( H \), let us write \( d(U) = \sum_{v \in U} d(v) \). The Cheeger constant of a graph \( H \) is
\[
\Phi(H) := \min_{S \subseteq V(H)} \frac{e(S, S^c)}{\min\{d(S), d(S^c)\}},
\]
where \( S^c = V(H) \setminus S \). A graph \( H \) with \( \Phi(H) \geq \alpha \) is an \( \alpha \)-edge-expander.

**Theorem 1.3** (Benjamini et al. [2]). Let \( d > 1 \) and let \( p = \frac{d}{n} \). Then there exist \( \alpha, \delta > 0 \) such that whp \( G(n, p) \) contains a connected subgraph \( H \) with \( \Phi(H) \geq \alpha \) and \( |V(H)| \geq \delta n \).
Perarnau and Serra [32] note that the proof of Theorem 1.1(iii) in [23] shows that

$$r(d) \geq \alpha \delta \frac{\log d}{L},$$

(2)

where $L$ is some implicit constant, which can be shown to grow like $\Omega \left( \log \frac{1}{d-1} \right)$ as $d \to 1$. On the other hand they note that their own proof of Theorem 1.2(i) gives

$$r'(d) \geq \frac{(\alpha \delta)^2}{9e^3d^2}.$$  

(3)

However, it is not clear how the constants $\alpha$ and $\delta$ in Theorem 1.3 behave as a function of $d$ as $d \to 1$, so it is difficult to compare these two bounds.

An alternative, and more elementary, proof of Theorem 1.3 can be derived from the work of Krivelevich [21], who shows the existence of a linear-sized bounded degree vertex-expander in this range of $p$. The dependence of the result on $\alpha$ and $\delta$ is not made explicit, but a careful reading of the proof leads to the following bounds:

$$\alpha = \exp(-\Omega((d - 1)^{-2}))$$

and

$$\delta = \left( \frac{(d - 1)^3}{\log \frac{1}{d-1}} \right).$$

However, we should note that there does not seem to be any attempt in [21] to optimise the arguments with respect to these parameters, and it seems unlikely that the above bounds are optimal. In particular, known results about the structure of the giant component in this regime [7] suggest that the real growth rates should be closer to $\alpha = \Omega(d - 1)$ and $\delta = \Omega((d - 1)^3)$.

## 1.2 Main results

Using a technique of Luczak and McDiarmid [26], we are able to give short direct proofs of these results which avoid using Theorem 1.3, and in particular give an explicit lower bound on the rank- and tree-width of $G(n, p)$ for $p = \frac{d}{n}$ for any $d > 1$. Note, in the following theorems, for ease of presentation, we parameterise our results in terms of $\epsilon = d - 1$.

**Theorem 1.4.** Let $\epsilon > 0$ be sufficiently small and let $p = \frac{1+\epsilon}{n}$. Then whp

$$\text{rw}(G(n, p)) = \Omega \left( \frac{\epsilon^3}{(\log \frac{1}{\epsilon})^3} \right) n.$$

From this it is possible to give a corresponding lower bound on the tree-width of $G(n, p)$, however with a more direct argument we can remove some of the polylogarithmic factors from the result.
Theorem 1.5. Let $\epsilon > 0$ be sufficiently small and let $p = \frac{1+\epsilon}{n}$. Then whp

$$\text{tw}(G(n, p)) = \Omega\left(\frac{\epsilon^3}{\log\frac{1}{\epsilon}}\right)n.$$ 

Since we are interested in the behaviour of these parameters as functions of $\epsilon$ as $\epsilon \to 0$, we have stated the above results only for the barely supercritical regime. However, we note that, since tree-width is an increasing graph parameter, Theorem 1.5 clearly implies Theorem 1.2(i). In the case of Theorem 1.4 it is not immediate, but it is a simple exercise to adapt the proof to cover the range of $p$ in Theorem 1.1(iii). In fact, it can be seen that both of these proofs are even effective all the way to the critical window, holding in the weakly supercritical regime where $\epsilon^3n \to \infty$.

However, neither Theorem 1.4 nor 1.5 is optimal in terms of their dependence on $\epsilon$ when $\epsilon = o(1)$. Nevertheless, using a different method, also based on the expansion properties of $G(n, p)$, we can remove the extra polylogarithmic terms in Theorems 1.4 and 1.5, and obtain an asymptotically optimal bound on the rank- and tree-width of $G(n, p)$ in this regime.

Theorem 1.6. Let $\epsilon = \epsilon(n) > 0$ be such that $\epsilon = o(1)$ and $\epsilon^3n \to \infty$, and let $p = \frac{1+\epsilon}{n}$. Then whp

$$\text{rw}(G(n, p)) = \Theta(\epsilon^3n) \text{ and } \text{tw}(G(n, p)) = \Theta(\epsilon^3n).$$

We note that the upper bounds in Theorem 1.6 follow quite easily from relatively standard facts about $G(n, p)$. Indeed, it is well known that in this regime of $p$ whp the largest component $L_1$ of $G(n, p)$ has $\Theta(\epsilon n)$ vertices and $\Theta(\epsilon^3n)$ excess edges, and all other components are trees or unicyclic. In particular, the tree-width of all components but the largest is at most one, and so the tree-width of $G(n, p)$ is at most $\max\{1, \text{tw}(L_1)\}$. The bound then follows from the fact that tree-width of a graph is at most the number of excess edges.

1.3 Techniques and outline of the paper

A well-known result in structural graph theory says that the tree-width of a graph $G$ can be bounded from below by the size of the smallest balanced separation, a partition of $V(G)$ into three pieces $(A, S, B)$ with $\min|A|, |B| \geq \frac{|V(G)\setminus S|}{3}$ and $e(A, B) = 0$, that is, there are no edges between $A$ and $B$. The size of such a separation is the order $|S|$ of the separator. The idea of the proofs of Kloks [19] and of Gao [11] is to bound the tree-width by showing the likely nonexistence of small separators using a union bound, which turns out to only be effective when $\epsilon = np - 1$ is sufficiently large, due to the large number of possible separators.

A useful trick that can reduce the possible number of separators to consider, following a technique of Luczak and McDiarmid [26], is to first find a spanning tree of the graph, and since tree-width is decreasing under taking subgraphs, it suffices to first find a large tree in the random graph. Now, classical results on the phase transition already imply that whp a supercritical random graph contains a tree $T$ on $\Omega(\epsilon n)$ vertices, and with a bit of care it is possible to control the maximum degree of this tree (as a function of $\epsilon$).
Restricting our attention to the vertex set $V(T)$, we can show with a sprinkling argument that it is very unlikely that any fixed partition of $V(T)$ forms a balanced separation. Unfortunately, since each subset $S \subseteq V(T)$ could potentially be the separator in many balanced separations, we cannot naively complete the argument with a union bound.

However, since $T$ spans $V(T)$, any subset $S \subseteq V(T)$ splits $T$ into at most $\Delta(T)|S|$ many components, and hence there are at most $2^{\Delta(T)|S|}$ separations whose separator is $S$. This rather simple observation turns out to be powerful enough to use a union bound to show the likely nonexistence of small balanced separators.

We note that, in a similar manner, the existence of such a tree reduces the possible number of small balanced edge cuts of $V(T)$, an idea already used by Spencer and Tóth [35] in their work on the crossing number of random graphs. This in turn, in a similar manner as for tree-width, can be used to give a lower bound for the rank-width of $G(n, p)[V(T)]$, allowing us to use this technique to also prove Theorem 1.4.

For the proof of Theorem 1.6, we follow a similar approach to that of Lee, Lee and Oum [23], and of Perarnau and Serra [32], and consider the expansion properties of the giant component of $G(n, p)$. However, unlike in the supercritical regime, it is not the case that the giant component typically contains a large expanding subgraph in this regime of $p$. Instead, using standard estimates on the degree distribution of the kernel of $G(n, p)$, we show that whp the kernel contains as an induced topological minor a large subgraph $H$ which is distributed as a random 3-regular graph, which is known to whp have good expansion properties. This implies that $H$ does not contain any small balanced edge cuts, which, together with the fact that $\Delta(H) = 3$, is sufficient to bound the rank-width of $H$ from below. Finally, since rank-width can be shown to be decreasing under taking induced topological minors, we can conclude that the rank-width of $G(n, p)$ is at least the rank-width of $H$.

The paper is structured as follows. In Section 2 we give preliminary definitions and results. We give our proofs of Theorems 1.4 and 1.5 in Section 3 and then prove Theorem 1.6 in Section 4. Some final discussion of open and related problems is given in Section 5.

### 1.4 Notation

Unless otherwise specified, all logarithms will be the natural logarithm. Throughout the paper we will suppress floor and ceiling signs for ease of presentation.

### 2 Preliminaries

A tree-decomposition of a graph $G$ is a pair $(T, \mathcal{V})$ where $T$ is a tree and $\mathcal{V} = \{V_x \subseteq V(G) : x \in V(T)\}$ is a family of subsets of $V(G)$, such that the following conditions hold:

- For all $v \in V(G)$, the set $\{x \in V(T) : v \in V_x\}$ induces a nonempty subtree of $T$;
- For all $uv \in E(G)$, there is some bag $V_x$ containing both $u$ and $v$.

The width of $(T, \mathcal{V})$ is $\max\{|V_x| - 1 : x \in V(T)\}$. The tree-width $tw(G)$ of $G$ is the minimum width over all tree-decompositions of $G$.

We say that a set $S \subseteq V(G)$ is a $(k, \alpha)$-separator if $|S| = k$ and every component of $G \setminus S$ has size at most $\alpha|V(G) \setminus S|$. The $\alpha$-separation number $sep_\alpha(G)$ of $G$ is the smallest size $k$ of a
\((k, \alpha)\)-separation in \(G\). A classic result of Robertson and Seymour [33] bounds the tree-width of a graph from below by the size of the smallest \((k, \frac{1}{2})\)-separation, although it is phrased in different terms.

**Lemma 2.1** (See Harvey and Wood [14]). For any graph \(G\), \(\text{tw}(G) \geq \text{sep}_{\frac{1}{2}}(G) - 1\).

For ease of presentation we will want to work with a slightly different notion of a balanced separation. We call a partition \((A, S, B)\) of \(V(G)\) a \(\left( k, \frac{1}{2} \right) \)-balanced partition if \(|S| \leq k\), \(e(A, B) = 0\), and \(\frac{1}{3} |V(G) \setminus S| \leq |A|, |B| \leq \frac{2}{3} |V(G) \setminus S|\).

**Lemma 2.2.** Let \(G = (V, E)\) be a graph and let \(S\) be a \(\left( k, \frac{1}{2} \right)\)-separator of \(G\). Then there exist \(A, B \subseteq V\) (not necessarily unique) such that \((A, S, B)\) is a \(\left( k, \frac{1}{2} \right)\)-balanced partition.

**Proof.** Let \(G' = G[V \setminus S]\) and let \(A_1, A_2, ..., A_s\) be the vertex sets of the components of \(G'\), in nonincreasing order of size. Let \(j\) be minimal such that \(\bigcup_{i=1}^{j} A_i \geq \frac{1}{2} |G'|\). Since \(S\) is a \(\left( k, \frac{1}{2} \right)\)-separator, \(|A_i| \leq \frac{1}{2} |G'| \leq \frac{2}{3} |G'|\), and if \(j \neq 1\) then \(|A_j| \leq \frac{1}{2} |G'|\) and so \(\bigcup_{i=1}^{j} A_i \geq \frac{1}{3} |G'|\). In either case it follows that \(A = \bigcup_{i=1}^{j} A_i\) and \(B = \bigcup_{i=j+1}^{s} A_i\) is the desired partition. \(\square\)

Given a graph \(G\) and two subsets \(V_1, V_2 \subseteq V(G)\), we let \(N_{V_1, V_2}\) be the adjacency matrix whose rows are labelled by \(V_1\) and whose columns are labelled by \(V_2\), so that the entry \((N_{V_1, V_2})_{v_1, v_2} = 1\) if and only if \(v_1 \in V_1\) and \(v_2 \in V_2\) are adjacent, and otherwise it is 0. The cutrank of \(V_1\) and \(V_2\), which we denote by \(\rho_G(V_1, V_2)\), is the rank of \(N_{V_1, V_2}\) over \(\mathbb{F}_2\), which we write as \(\text{rank}(N_{V_1, V_2})\). A tree is subcubic if every vertex has degree one or three. A rank-decomposition of a graph \(G\) is a pair \((T, f)\) where \(T\) is a subcubic tree and \(f\) is a bijection from \(V(G)\) to the set of leaves of \(T\).

Deleting an edge \(e = uv\) of \(T\) splits \(T\) into two components \(C_u\) and \(C_v\) containing \(u\) and \(v\), respectively. If we let \(A_{uv} = f^{-1}(C_u)\) and \(B_{uv} = f^{-1}(C_v)\), then we can define the rank-width of \(G\) to be

\[ \text{rw}(G) = \min_{(T, f)} \max_{uv \in E(T)} \rho_G(A_{uv}, B_{uv}), \]

where we take the minimum over all rank-decompositions \((T, f)\) of \(G\). We will use the following lemmas of Lee, Lee and Oum [23]. The first is a relatively standard statement bounding a width parameter from below by the nonexistence of a balanced separation of low order.

**Lemma 2.3** (Lee et al. [23, Lemma 2.1]). Let \(G\) be a graph with at least two vertices. If the rank-width of \(G\) is at most \(k\), then there exists a partition \(V(G) = A \cup B\) such that \(|A|, |B| \geq \frac{|G|}{3}\) and \(\rho_G(V_1, V_2) \leq k\).

The second is a useful technical lemma which bounds the rank of a matrix in terms of the size of its support.
Lemma 2.4 (Lee et al. [23, Lemma 4.3]). Let $A$ be a matrix over $\mathbb{F}_2$ with at least $n$ nonzero entries. If each row and column contains at most $M$ nonzero entries then $\text{rank}(A) \geq \frac{n}{M^2}$.

The bisection width $b(G)$ of a graph $G$ is the minimum of $e(A, B)$ over all partitions $(A, B)$ of $V(G)$ such that $\frac{1}{3}|G| \leq |A|, |B| \leq \frac{2}{3}|G|$. We note that, Lemmas 2.3 and 2.4 allow us to bound the rank-width of a graph in terms of its bisection width and maximum degree.

Also, the following bound relating the rank- and tree-width of a graph will be useful.

Theorem 2.5 (Oum [30, Theorem 3]). For every graph $G$

$$\text{rw}(G) \leq \text{tw}(G) + 1.$$ 

If $G$ is a graph and $v \in V(G)$, then the local complementation of $G$ at $v$, denoted by $G*\,v$, is the graph whose vertex set is $V(G)$ and whose edge set is the same as $E(G)$, except adjacency and nonadjacency are reversed in $N(v)$, see Figure 1. Two graphs are locally equivalent if one can be obtained from the other by a sequence of local complementations. A graph $H$ is a vertex-minor of $G$ if $H$ is an induced subgraph of a graph which is locally equivalent to $G$.

It is shown in Oum [29] that two locally equivalent graphs have the same rank-width, and so it is easy to see that

$$\text{if } H \text{ is a vertex-minor of } G \text{ then } \text{rw}(H) \leq \text{rw}(G),$$

since rank-width is nonincreasing when taking induced subgraphs. A simple consequence of this fact and the following lemma is that rank-width is also nonincreasing when taking induced topological minors.

Lemma 2.6. If $H$ is an induced topological minor of $G$ then $H$ is a vertex-minor of $G$.

Proof. It is clearly sufficient to prove the lemma in the case where $G$ is obtained from $H$ by subdividing a single edge $e = uv$ by a new vertex $x$. However, since $N_G(x) = \{u, v\}$ and $uv \notin E(G)$, it follows that $E(G\!\!\!*\,x) = E(G) \cup \{uv\}$ and so $H = G\!\!\!*\,x[V(H)]$. In particular, $H$ is a vertex-minor of $G$.

We will use the following lemma of Krivelevich [21] on high degree vertices in $G(n, p)$.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{local_complementation.png}
\caption{The local complementation $G\!\!\!*\,v$ of a graph $G$ at a vertex $v$.}
\end{figure}
Lemma 2.7 (Krivelevich [21, Proposition 2]). Let $d \geq 0$, let $p = \frac{d}{n}$ and let $\delta > 0$ be sufficiently small. Then whp every set of $\frac{\delta}{\log n}$ vertices in $G(n, p)$ touches at most $\delta n$ edges.

We will need the following simple bound on the expectation of a truncated binomial distribution.

Lemma 2.8 (Erde et al. [8, Lemma 2.5]). Let $X \sim \text{Bin}(n, p)$ be a binomial random variable with $2enp < K$ for some constant $K > 0$. If $Y \sim \text{Bin}(K, p)$, then

$$\mathbb{E}(Y) \geq np - K^{2-K}.$$

We will use the following Chernoff-type bound on the tail probabilities of the binomial distribution, see, for example, [1, Appendix A].

Lemma 2.9. Let $n \in \mathbb{N}$, let $p \in [0, 1]$, and let $X \sim \text{Bin}(n, p)$. Then for every positive $a$ with $a \leq \frac{np}{2}$,

$$\mathbb{P}(|X - np| > a) < 2\exp\left(-\frac{a^2}{4np}\right).$$

We will also need the following generalised Chernoff-type bound, due to Hoeffding.

Lemma 2.10 (Hoeffding [16]). Let $K > 0$ be a constant and let $X_1, ..., X_n$ be independent random variables such that $0 \leq X_i \leq K$ for each $1 \leq i \leq n$. If $X = \sum_{i=1}^{n} X_i$ and $t \geq 0$ then

$$\mathbb{P}(|X - \mathbb{E}(X)| \geq t) \leq 2\exp\left(-\frac{t^2}{nK^2}\right).$$

In Section 4 we will use the configuration model. Given a degree sequence $d \in \mathbb{N}^s$, the configuration model constructs a multigraph $G^*(d)$ as follows: We start with a set of cells $\mathcal{W}(d) = \{W_1, ..., W_s\}$ where $(|W_1|, |W_2|, ..., |W_s|) = d$. We call the points in the $W_i$ half-edges and we say the degree of a cell $W_i$ is $|W_i|$. A configuration is a partition $M$ of $W := \bigcup_{i \in [s]} W_i$ into pairs, which we think of as a perfect matching on the set of half-edges. The graph $G^*(d)$ is formed by choosing a configuration $M$ uniformly at random and taking the graph $G(\mathcal{W}, M)$ whose vertex set is $[s]$, the number of edges between $i \neq j$ is the number of half-edges in $W_i$ which are matched to a half-edge in $W_j$, and the number of loops at $i$ is half the number of half-edges in $W_i$ which are matched to other half-edges in $W_i$. If $d = (d, d, ..., d) \in \mathbb{N}^m$, then $G^*(d)$ is a random $d$-regular multigraph on $m$ vertices, which we will denote by $G^*(m, d)$. For more details on the configuration model, see, for example, [10].

3 | GENERAL BOUNDS: PROOFS OF THEOREMS 1.4 AND 1.5

We start with the proof of Theorem 1.4, which is slightly simpler. We note that the proof essentially has two ingredients: The first is using the technique of Luczak and McDiarmid [26] to bound from below the bisection width of a linear-sized subgraph of $G(n, p)$, which already
appears in the paper of Spencer and Tóth [35]. The second is to use Lemmas 2.3 and 2.4 to turn this into a bound on the rank-width of $G(n, p)$. However, to do so we first need to delete a small number of edges to reduce the maximum degree. This part is similar to the argument of Lee, Lee and Oum [23], who instead use the result of Benjamini, Kozma and Wormald [2] to bound from below the bisection width of an appropriate subgraph.

Proof of Theorem 1.4. We argue via a sprinkling argument, generating two random graphs $G(n, p_1)$ and $G(n, p_2)$ independently such that $(1 - p_1)(1 - p_2) = 1 - p$ so that their union $G(n, p_1) \cup G(n, p_2)$ has the same distribution as $G(n, p)$. Explicitly we take $p_1 = \frac{1 + \epsilon}{n}$ and $p_2 = \frac{p - p_1}{1 - p_1} \geq \frac{\epsilon}{2n}$. Let us fix $c = \frac{\alpha}{\log \frac{1}{\epsilon}}$ for some sufficiently small $\alpha > 0$ that we will choose later.

By standard results, see, for example, [18, Lemma 5.4], whp the largest component in $G(n, p_1)$ has size at least $\frac{\epsilon}{2}n$ and so whp $G(n, p_1)$ contains a tree $T$ of size $m = \frac{\epsilon}{2}n$. We claim there are at most $\binom{m}{i}^2$ many partitions $(A, B)$ of $V(T)$ with exactly $i$ crossing edges, that is, edges in $T$ between $A$ and $B$. Indeed, any partition $(A, B)$ of $V(T)$ induces an orientation of the crossing edges in $T$, by orienting them from the vertex in $A$ to the vertex in $B$, and this orientation determines the partition of $V(T)$. Since each of the $\binom{m-1}{i}$ subsets of $E(T)$ of size $i$ admits at most $2^i$ orientations, the bound follows.

We will also use the following bound on the sum of binomial coefficients, which says for all $m$ and $k \leq \frac{m}{2}$,

$$\sum_{i=1}^{k} \binom{m}{i} \leq 2^{h\left(\frac{k}{m}\right)m}$$

where $h(x) = -x \log_2 x - (1 - x)\log_2(1 - x)$ is the binary entropy function. We note that

$$h(x) \approx x \log_2 \frac{1}{x}$$

for sufficiently small $x$.

It follows that the total number of partitions with at most $ce^3n$ crossing edges in $T$ is at most

$$\sum_{i=1}^{ce^3n} \binom{m}{i} 2^i \leq 2^{ce^3n} \sum_{i=1}^{ce^3n} \binom{m}{i} \leq 2^{ce^3n + h\left(\frac{ce^3n}{m}\right)m} \leq 2^{ce^3n + h\left(2ce^3\frac{\alpha n}{2}\right)} \left(\text{since } m = \frac{\epsilon n}{2}\right) \leq 2^{ce^3n + 3ce^3n \log\left(\frac{1}{\epsilon}\right)} \left(\text{by (6)}\right) \leq 2^{4ce^3n} \left(\text{since } c = \frac{\alpha}{\log \frac{1}{\epsilon}}\right)$$
Now, if we fix a partition $V(T) = V_1 \cup V_2$ with $|V_1|, |V_2| \geq \frac{m}{3}$, then there are $|V_1| \cdot |V_2| \geq \frac{2m^2}{9} = \frac{\epsilon^3 n^2}{18}$ potential edges between $V_1$ and $V_2$, and we expect at least $\frac{\epsilon^3 n}{36}$ of them to appear in $G(n, p_2)$, see Figure 2. Hence, by Lemma 2.9 the probability that fewer than $\epsilon \epsilon^3 n$ of these edges are in $G(n, p_2)$ is at most $\exp(-3 \epsilon \epsilon^3 n)$, for $\alpha$ sufficiently small (independent of $\epsilon$).

Hence, by the union bound, the probability that there exists some partition of $V(T)$ with fewer than $\epsilon \epsilon^3 n$ crossing edges in $T \cup G(n, p_2) \subseteq G(n, p)$ is at most $\exp(-\epsilon \epsilon^3 n) = o(1)$. In particular, it follows that

\[ \text{whp the bisection width of } H = G(n, p)[V(T)] \text{ satisfies } b(H) \geq \epsilon \epsilon^3 n. \]  

(7)

We would like to have a bound on the maximum degree of $G(n, p)$ to apply Lemma 2.4, but the naive bound of $O(\log n)$ will not be sufficient. However, we note that by Lemma 2.7 there are very few edges in $G(n, p)$ incident with vertices of high degree. Indeed, the number of edges incident with the set $X'$ of the $\frac{s}{\log \frac{1}{\delta}} n$ vertices of the highest degree in $G(n, p)$, where $\delta$ is sufficiently small, is whp at most $\delta n$ by Lemma 2.7. In particular, at least one vertex in $X$ must have degree at most $2 \log \frac{1}{\delta}$, since otherwise there would be too many edges incident with $X'$. So, taking $\delta = \frac{\epsilon \epsilon^3}{2}$, we see that if we let $X \subseteq X'$ be the set of vertices of degree at least

\[ M = 2 \log \frac{2}{\epsilon \epsilon^3} \leq 10 \log \frac{1}{\epsilon}, \]

then whp the number of edges incident with $X$ in $G(n, p)$ is at most $\frac{\epsilon \epsilon^3}{2} n$. Then, given any partition $(W_1, W_2)$ of $W = V(H)$ such that $|W_1|, |W_2| \geq \frac{m}{3}$ we have

\[ e(W_1, W_2) \geq b(H) \geq \epsilon \epsilon^3 n. \]

Furthermore, the number of edges incident with $X$ is at most $\frac{\epsilon \epsilon^3}{2} n$, and so if we let $W'_i = W_i \setminus X$ for $i = 1, 2$, then we have $e(W'_1, W'_2) \geq \frac{\epsilon \epsilon^3}{2} n$.

Then, the adjacency matrix $N_{W'_1, W'_2}$ between $W'_1$ and $W'_2$ has at least $\frac{\epsilon \epsilon^3}{2} n$ nonzero entries and at most $M$ nonzero entries per row, and hence by Lemma 2.4 it follows that
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**Figure 2** Whp for every partition $(V_1, V_2)$ of the vertex set of the tree $T \subseteq G(n, p_1)$, which we draw in red, with few crossing edges in $T$, there are many crossing edges in $G(n, p_2)$, drawn in blue.
\[ \rho_H(W_1, W_2) \geq \rho_H(W'_1, W'_2) \geq \frac{ce^3}{2M^2} n. \]

It follows from Lemma 2.3 that \( rw(H) \geq \frac{ce^3}{2M^2} n \) and hence, since \( H \) is an induced subgraph of \( G(n, p) \), by (4),

\[ rw(G(n, p)) \geq rw(H) \geq \frac{ce^3}{2M^2} n = \Omega \left( \frac{\epsilon^3}{(\log \frac{1}{\epsilon})^3} n \right). \]

\[ \square \]

To argue about the tree-width of \( G(n, p) \), it will not be sufficient to just find a large tree in \( G(n, p) \) in the first sprinkling step. To bound the number of balanced separators efficiently, we will need to control the maximum degree of this tree.

For this reason, we will need the following result, asserting the existence of a large bounded degree tree in a supercritical random graph. The proof is relatively standard, and so we relegate it to Appendix A.

**Theorem 3.1.** Let \( \delta > 0 \) be sufficiently small, let \( p = \frac{1+\delta}{n} \). Then whp there exists a tree \( T \) in \( G(n, p) \) such that \( |T| = \Omega(\delta n) \) and \( \Delta(T) = O \left( \log \frac{1}{\epsilon} \right) \).

**Proof of Theorem 1.5.** We argue via a sprinkling argument with \( p_1 = \frac{1+\delta}{n} \) and \( p_2 = \frac{p-p_1}{1-p_1} \geq \frac{\epsilon}{2n} \). By Theorem 3.1 there exist constants \( c_1, c_2 > 0 \) such that whp there exists a tree \( T \) in \( G(n, p_1) \) with vertex set \( V(T) \) such that \( |T| = c_1 \epsilon n \) and \( \Delta(T) \leq c_2 \log \frac{1}{\epsilon} \). Let us also set \( c := \frac{c_1}{\log \frac{1}{\epsilon}} \), where we will choose \( c_3 > 0 \) sufficiently small later.

We now sprinkle onto the edges of \( V(T) \) with probability \( p_2 \), and claim that whp there are no \( (ce^3 n, \frac{1}{2}) \)-balanced partitions of \( G(n, p_1) \)\( \{ V(T) \} \). Given a set \( S \) of \( ce^3 n \) vertices in \( T \), there are at most \( \Delta(T) ce^3 n \) components of \( T \setminus S \) and so at most \( 2^{\Delta(T) ce^3 n} \) partitions \( (A, S, B) \) of \( V(T) \) giving rise to a separation of \( T \) with separator \( S \), even without considering which are balanced.

For each \( (ce^3 n, \frac{1}{2}) \)-balanced partition \( (A, S, B) \) of \( T \), since

\[ \frac{n}{3} (c_1 \epsilon - ce^3) \leq |A|, |B| \leq \frac{2n}{3} (c_1 \epsilon - ce^3) \quad \text{and} \quad |A| + |B| = n (c_1 \epsilon - ce^3), \]

there are \( |A| \cdot |B| \geq \frac{2n^2}{9} (c_1 \epsilon - ce^3)^2 \) edges between \( A \) and \( B \), and so the probability that none of these edges are present after sprinkling is at most

\[ (1 - p_2)^{\frac{2n}{9} (c_1 \epsilon - ce^3)^2} \leq \exp \left( -\frac{\epsilon n}{36} (c_1 \epsilon - ce^3)^2 \right) \leq \exp \left( -\frac{c_1^2 \epsilon^3 n}{36} \right) \]

since \( ce^3 \leq \frac{c_1 \epsilon}{2} \).
In particular, the expected number of \( (c^3 n, \frac{1}{2}) \)-balanced partitions of \( G(n, p)[V(T)] \) will be at most

\[
\left( \frac{n}{c^3 n} \right)^{2 \Delta(T) c^3 n \exp \left( - \frac{c^3 n}{36} \right)} \leq \left( \frac{e^{c^3 n}}{c^3 n} \right)^{c^3 n \exp \left( \frac{c^3 n}{36} \right)}
\]

\[
\leq \exp \left( n \left( c^3 \left( \log \frac{1}{c^3} + 1 \right) + c_2 \log \frac{1}{c^3} - \frac{c^3}{36} \right) \right)
\]

\[= \exp (-\Omega(c^3 n)),\]

as long as \( c_3 \) is sufficiently small.

Since whp there are no \( (c^3 n, \frac{1}{2}) \)-balanced partitions of \( G(n, p)[V(T)] \), it follows from Lemma 2.1 that whp

\[
tw(G(n, p)) \geq tw(G(n, p)[V(T)]) \geq c^3 n = \Omega \left( \frac{c^3 n}{\log \frac{1}{c^3}} \right).
\]

4 | THE WEAKLY SUPERCritical REGIME: PROOF OF THEOREM 1.6

In the weakly subcritical regime, we can in fact show a better bound on the rank- and tree-width of \( G(n, p) \) by considering more carefully the expansion properties of the giant component \( L_1 \). We note however, that a naive analogue of Theorem 1.3 will not hold in this regime of \( p \), since the giant component is likely too sparse to contain a large expanding subgraph. However, it will still whp contain a large expanding substructure whose existence will bound the rank-width of \( G(n, p) \) from below. We say that a graph \( H \) is an induced topological minor of \( G \) if there is an induced subgraph \( K \) of \( G \) which is a subdivision of \( H \).

**Theorem 4.1.** Let \( \epsilon = \epsilon(n) > 0 \) be such that \( \epsilon^3 n \to \infty \) and \( \epsilon = o(1) \), and let \( p = \frac{1 + \epsilon}{n} \).

Then there exist constants \( \alpha, \delta > 0 \) such that whp \( G(n, p) \) contains some graph \( H \) as an induced topological minor such that

1. \( |V(H)| \geq \delta \epsilon^3 n \);
2. \( H \) is a 3-regular \( \alpha \)-expander.

We note that it is likely that this could also be derived from work of Ding, Kim, Lubetzky and Peres [6], who give a remarkable description of a simple model contiguous to the giant component in the weakly supercritical regime. However, our exposition is relatively straightforward and short, and so we opt for a direct argument.

To prove Theorem 4.1 we will use some structural properties of the 2-core of \( L_1 \). The 2-core of a graph is the unique maximal subgraph of minimum degree at least two. The kernel of a
graph is the graph obtained from the 2-core by deleting all isolated cycles and contracting all bare paths, paths in which all internal vertices have degree two, see Figure 3.

It is easy to see that if we condition on the degree sequence of the 2-core $C$ of $L_1$, then $C$ is uniformly distributed over all simple graphs with this degree sequence. However, the degree distribution of the 2-core is well understood. The following bounds follow from work of Łuczak [28].

**Lemma 4.2.** Let $p = \frac{1 + \varepsilon}{n}$ be such that $\varepsilon = o(1)$ and $\varepsilon^3 n \to \infty$, and for $i \geq 2$, let $D_i$ be the random variable which counts the number of vertices of degree $i$ in the 2-core of the largest component $L_1$ of $G(n, p)$. Then whp

(i) $D_2 = (1 + o(1))2\varepsilon^2 n$;
(ii) $D_3 = (1 + o(1))\frac{4}{3}\varepsilon^3 n$;
(iii) $\sum_{i \geq 4} iD_i = o(\varepsilon^3 n)$;
(iv) $\lambda = \frac{\sum_{i \geq 4} iD_i(i-1)}{2\sum_{i \geq 4} D_i} = O(1)$.

Hence, it follows from Lemma 4.2 (iv) and [10, Theorem 10.3] that any property which holds whp in the configuration model for any degree sequence $d$ satisfying the conclusions of Lemma 4.2, also holds whp in the 2-core.

The genesis of the following argument already appears in the work of Łuczak [28], although he does not make the following claim explicit.

**Lemma 4.3.** Let $d \in \mathbb{N}^*$ be a degree sequence such that $\min d_i \geq 2$. Then $G^*(d)$ can be coupled with some pair $(m, G^*(m, 3))$ such that with probability one

(i) $m \geq D_3 - \sum_{i \geq 4} iD_i$;
(ii) $G^*(m, 3)$ is an induced topological minor of $G^*(d)$.

**Proof.** The idea behind the construction is simple. We expose our multigraph $G^*(d)$ and first delete all the vertices of degree at least four. We then take the 2-core of this graph, which we can form by recursively deleting leaves, leaving us with an induced subgraph in which all degrees are two or three, which will contain the desired cubic graph as an induced topological minor after contracting all maximal bare paths. It remains to show that the subgraph we obtain in this way is distributed as $G^*(m, 3)$ for some appropriate $m$.

To show this, we will utilise the principle of deferred decisions to partially expose the configuration giving rise to $G^*(d)$, allowing us to assume that the remaining part of the configuration is still uniformly distributed on the unmatched half-edges.

![Figure 3](image-url)  A graph $G$, its 2-core $C$, and its kernel $K$. 
Let $\mathcal{W}(d) = \{W_i : i \in [s]\}$ be the set of cells used to construct $G^*(d)$. Given a partial matching $E$ of the half-edges in $W := \bigcup_{i \in [s]} W_i$ we say that a half-edge $e \in W_i$ is a leaf with respect to $E$ if it is the only half-edge in $W_i$ which is unmatched in $E$.

We perform the following steps:

(S1) We expose the matching edges containing each half-edge which is contained in a cell of degree at least 4. Let $M_1$ be the set of edges contained in this partial matching.

(S2) We initially set $M_2 = M_1$ and then recursively do the following, as long as there is some half-edge $e$ which is a leaf with respect to $M_2$: Let $e$ be a leaf with respect to $M_2$. We expose the matching edge containing $e$ and add this edge to $M_2$.

Let $\mathcal{W}_1 = \{W_i \setminus \bigcup M_2 : i \in [s]\}$ and let $\mathcal{W}_2 = \{W'_1, ..., W'_r\}$ be the set of nonempty cells in $\mathcal{W}_1$. We note the following properties of $\mathcal{W}_2$:

(a) Each cell in $\mathcal{W}_2$ has size two or three.
(b) The number of cells of degree three in $\mathcal{W}_2$ is at least $D_3 - \sum_{i \geq 4} D_i$.
(c) Conditioned on the outcome $M_2$ of Steps (S1) and (S2) the remaining configuration $\mathcal{W}_2$ is uniformly distributed over all configurations on $\mathcal{W}_1$.
(d) The graph $G(\mathcal{W}_2, M')$ is an induced subgraph of $G(\mathcal{W}, M)$.

Modelling the contraction of bare paths in the configuration model is a little fiddly. Let $V$ be an arbitrary collection of cells and let $V_i$ be a cell in $V$. Let $e$ be an arbitrary half-edge in $V_i$ and let $m = \{e, f\}$ be a matching edge containing $e$, where $f \in V_j$. Let $V'$ be the set of cells obtained from $V$ by replacing $V_i$ and $V_j$ with a single cell $V_{ij} = (V_i \cup V_j) \setminus \{e, f\}$, see Figure 4. We say $V'$ is obtained from $V$ by contracting $m$. Then, it is clear that for any configuration $M$ on $V$ containing $m$, the graph $G(V', M\setminus \{m\})$ is the minor of $G(V, M)$ obtained by contracting an edge between $i$ and $j$. Furthermore, if the degree of $V_i$ is two, then $G(V, M)$ is obtained from $G(V', M\setminus \{m\})$ by subdividing an edge (Or adding an isolated loop, in the case where $m$ is fully contained in $V_i$). (†)

We then perform the following final step on $\mathcal{W}_2$:

(S3) Recursively, as long as there is some cell of size two, let $W$ be a cell of size two and let $e$ be an arbitrary half-edge in $W$. We expose the matching edge $m$ containing $e$ and we contract $m$. 
The effect of contracting an edge \( m \) in a configuration on a set of cells \( \mathcal{V} \). The cells \( V_2 \) and \( V_3 \) containing the two half-edges \( e \) and \( f \) matched by \( m \) are replaced by a single cell \( V_{2,3} \).

Let the set of contracted edges be \( M_3 \) and the resulting set of (nonempty) cells be \( \mathcal{W}_3 \). Since each cell in \( \mathcal{W}_2 \) has size two or three, each contraction decreases the number of cells of size two by one, but does not change the number of cells of size three. Hence, every cell in \( \mathcal{W}_3 \) has size three, and \( \mathcal{W}_3 \) contains at least \( D_3 - \sum_{i \geq 4} i D_i \) many cells. Since \( \bigcup \mathcal{W}_3 \bigcup M_3 = \bigcup \mathcal{V}_2 \), conditioned on the outcome \( M_3 \) of Step (S3) the remaining configuration \( M'' = M' \backslash M_3 \) is uniformly distributed over all configurations on \( \mathcal{W}_3 \).

Furthermore, by (†) it follows that \( G(\mathcal{W}_2, M') \) is a subdivision of \( G(\mathcal{W}_3, M'') \), and hence \( G(\mathcal{W}_3, M'') \) is an induced topological minor of \( G(\mathcal{W}, M) \). However, since \( M'' \) is uniformly distributed over all configurations on \( \mathcal{W}_3 \), each cell of \( \mathcal{W}_3 \) has size three and there are at least \( D_3 - \sum_{i \geq 4} i D_i \) many cells in \( \mathcal{W}_3 \), the theorem follows.

It is known that \( G^*(m, 3) \) has good expansion properties. For example, the following theorem is a consequence of the work of Bollobás [4], although its proof is just a, by now relatively standard, first moment calculation.

**Theorem 4.4.** For any \( d \geq 3 \) there exists an \( \alpha := \alpha(d) > 0 \) such that \( G^*(m, d) \) is an \( \alpha \)-expander with probability tending to 1 as \( m \to \infty \).

We now have the necessary ingredients to complete the proof of Theorem 4.1.

**Proof of Theorem 4.1.** Let \( C \) be the 2-core of the largest component of \( G(n, p) \), which we note is an induced subgraph of \( G(n, p) \). Let us condition on the degree sequence \( d \) of \( C \), which we may assume satisfies the conclusions of Lemma 4.2. In particular, by the comment after Lemma 4.2, any property which holds in \( G^*(d) \) whp also holds in \( C \) whp. Let us write \( D_i \) for the number of entries in \( d \) which are equal to \( i \).

By Lemma 4.3 there exists some random variable \( m \) such that we can couple \( G^*(d) \) with the pair \( (m, G^*(m, 3)) \) such that with probability one,

\[
m \geq D_3 - \sum_{i \geq 4} i D_i = \left( \frac{4}{3} + o(1) \right) \epsilon^3 n := \delta \epsilon^3 n
\]
and \( G^*(m, 3) \) is an induced topological minor of \( G^*(d) \). Since, by Theorem 4.4, whp \( G^*(m, 3) \) is an \( \alpha \)-expander, where \( \alpha := \alpha(3) \) is as in Theorem 4.4, it follows that whp \( G^*(d) \) contains an induced topological minor of a 3-regular graph on at least \( \delta \varepsilon^3 n \) vertices which is an \( \alpha \)-expander. It follows that whp the same is true for \( C \) and so, since \( C \) is an induced subgraph of \( G(n, p) \), the conclusion holds.

Note that our bounds on \( \alpha \) and \( \delta \) can be made relatively explicit: Lemma 4.2 implies that we can take \( \delta \approx \frac{4}{3} \) and \( \alpha \) can be chosen to be the appropriate \( \alpha(3) \) from Theorem 4.4, which is shown in [4] to be at least \( \frac{2}{11} \). The current best-known bound is \( \alpha(3) \geq \frac{1}{4.95} \), which was shown by Kostochka and Melnikov [20].

**Theorem 4.5.** Let \( \varepsilon = \varepsilon(n) > 0 \) be such that \( \varepsilon^3 n \to \infty \) and \( \varepsilon = o(1) \), and let \( p = \frac{1 + \varepsilon}{n} \). Then whp

\[
\text{rw}(G(n, p)) = \Omega(\varepsilon^3 n).
\]

**Proof:** By Theorem 4.1 there exist constants \( \alpha, \delta > 0 \) such that whp \( G(n, p) \) contains an induced topological minor of a graph \( H \) with \( |V(H)| \geq \delta \varepsilon^3 n := m \) which is a 3-regular \( \alpha \)-expander. By Lemma 2.6, \( H \) is a vertex-minor of \( G \) and hence \( \text{rw}(G) \geq \text{rw}(H) \).

Let \( S \) be an arbitrary subset of \( V(H) \) such that \( \frac{m}{3} \leq |S| \leq \frac{m}{2} \). Since \( H \) is a 3-regular \( \alpha \)-expander it follows that

\[
e_H(S, S^c) \geq \alpha d_H(S) \geq \alpha m.
\]

Hence, by Lemma 2.4, we can conclude that \( \rho_H(S, S^c) \geq \frac{am}{9} \). Since \( S \) was arbitrary, it is easy to conclude from Lemma 2.3 that

\[
\text{rw}(G) \geq \text{rw}(H) \geq \frac{am}{9} = \frac{\alpha \delta}{9} \varepsilon^3 n.
\]

\( \square \)

**Corollary 4.6.** Let \( \varepsilon = \varepsilon(n) > 0 \) be such that \( \varepsilon^3 n \to \infty \) and \( \varepsilon = o(1) \) and let \( p = \frac{1 + \varepsilon}{n} \). Then whp

\[
\text{tw}(G(n, p)) = \Omega(\varepsilon^3 n).
\]

**Proof of Theorem 1.6.** The lower bounds follow immediately from Theorem 4.5 and Corollary 4.6.

For the upper bounds, we note that it is relatively easy to see that the tree-width of a connected graph can be bounded from above by one plus its excess, the number of edges minus the number of vertices, see [32, Proposition 4.3]. Indeed, every graph with excess \(-1\) is a tree, which has tree-width one, and adding a single edge to a graph can increase the tree-width by at most one.
However, it is known, see, for example, [18, Theorem 5.13], that if \( \epsilon = \epsilon(n) > 0 \) is such that \( \epsilon^3 n \rightarrow \infty \) and \( \epsilon = o(1) \), and \( p = \frac{1 + \epsilon}{n} \), then whp the excess of the largest component \( L_1 \) of \( G(n, p) \) is \( \Theta(\epsilon^3 n) \), and every other component has excess at most 0. In particular, it follows that whp

\[
\text{tw}(G(n, p)) = \max \{ \text{tw}(K) : K \text{ a component of } G(n, p) \} \\
\leq \max \{ \text{excess}(K) : K \text{ a component of } G(n, p) \} \\
\leq \text{excess}(L_1) = O(\epsilon^3 n).
\]

In particular, it follows that whp \( \text{tw}(G(n, p)) = O(\epsilon^3 n) \), and so, by Theorem 2.5, the corresponding upper bound also holds for the rank-width.

\[\square\]

5 | DISCUSSION

As mentioned in the introduction, it is relatively easy to see that the proof of Theorem 1.4 also works without changes in the weakly supercritical regime. However, for the proof of Theorem 1.5 we used Theorem 3.1, which was only stated for \( \epsilon > 0 \) constant. Nevertheless, we note that a similar result can be seen to hold in the weakly supercritical regime, although since the bounds in Theorem 1.5 are superseded by the bounds in Theorem 1.6 in this regime, and, whilst the idea is simple, the technical overhead of implementing it is high, we will just give a short sketch of the idea below. Using such a result it can again be seen that the proof of Theorem 1.5 also works in the weakly supercritical regime.

Indeed, standard results on the distribution of the kernel and 2-core of the largest component of \( G(n, p) \) when \( p = \frac{1 + \delta}{n} \) with \( \delta^3 n \rightarrow \infty \) and \( \delta = o(1) \) imply that whp there is an almost spanning connected subgraph \( \hat{H} \) of the 2-core, which has order \( \Omega(\delta^2 n) \) and maximum degree three.

Furthermore, if we let \( L_1 \) be the giant component of \( G(n, p) \) and \( C \) be the 2-core of \( L_1 \), then it follows from work of Ding, Kim, Lubetzky and Peres [6] that the graph \( R := L_1 - E(C) \) is contiguous to a graph built by choosing, for each vertex \( v \in C \) independently, a tree \( T_v \) which is distributed as a Poisson\((1 - \delta')\) Galton-Watson tree, where \( \delta' \) is the smallest solution to \( (1 - \delta') e^{-(1-\delta')} = (1 + \delta) e^{1+\delta} \), and satisfies \( \delta' = 1 - \delta + O(\delta^2) \). Hence, standard bounds on the distribution of Galton-Watson trees imply that with a positive probability the order of \( T_v \) is \( \Omega\left(\frac{1}{\delta}\right) \), and whp the maximum degree in \( T_v \) is \( O\left(\frac{1}{\log \frac{1}{\delta}}\right) \), and so whp a positive proportion of the trees \( T_v \) with roots in \( \hat{H} \) will satisfy these two properties. Taking the union of these trees together with \( \hat{H} \) itself will lead to the claimed subgraph.

Whilst Theorem 1.6 is optimal in terms of its dependence on \( \epsilon \) and \( n \), it seems unlikely that Theorems 1.5 and 1.4 are. In fact, it seems reasonable to expect that the methods we use to prove Theorem 1.6 should extend to prove a similar bound in the barely supercritical regime. Indeed, it is likely that the methods of Łuczak [27] can give bounds of a similar nature to Lemma 4.2 on the likely degree sequence of the 2-core of the largest component of \( G(n, p) \), in particular that the number of edges incident with vertices of degree four or larger is much smaller than the number of vertices of degree three, which is of order \( \Theta(\epsilon^3 n) \). It would then follow by the same arguments as in Section 4 that whp \( \text{rw}(G(n, p)) = \Omega(\epsilon^3 n) \). However, since the technical details in [27] are quite involved, we leave this as an open question, and note that perhaps the main interest in Theorems 1.5 and 1.4 lies in the simplicity and directness of the proofs, rather than their asymptotic dependence on \( \epsilon \).
**Question 5.1.** Let $\epsilon > 0$ be a sufficiently small constant and let $p = \frac{1 + \epsilon}{n}$. Is there a constant $c > 0$ (independent of $n$ and $\epsilon$) such that whp

$$\text{tw}(G(n, p)) \geq c\epsilon^3 n?$$

We note that, in the barely supercritical regime there is also a natural upper bound on $\text{tw}(G(n, p))$ of $O(\epsilon^3 n)$ given by the likely excess of the giant component, together with the fact that whp all other components are trees or unicyclic.

For large enough $\epsilon$, the fact that rank- and tree-width are vertex-Lipschitz functions implies that these parameters are tightly concentrated about their mean, for example, using the Azuma–Hoeffding inequality, see, for example, [10]. However, for smaller $\epsilon$ it is not clear if these parameters are concentrated in a range of values of size $o(\epsilon^3 n)$. It would also be interesting to know, if the parameters are tightly concentrated, what the correct leading constant should be.

We note that the upper and lower bounds we get for the rank- and tree-width of $G(n, p)$ in the weakly supercritical regime are not so far apart, differing by less than a factor of 100.

Explicitly, using the bounds on $\alpha$ and $\delta$ from Theorem 4.1, and the fact that whp the excess of $G(n, p)$ is $(1 + o(1))\frac{2}{3} \epsilon^3 n$ we can deduce that whp

$$0.02 \leq \frac{\text{tw}(G)}{\epsilon^3 n}, \quad \frac{\text{rw}(G)}{\epsilon^3 n} \leq 1.34.$$

**Question 5.2.** Let $\epsilon = \epsilon(n)$ be such that $\epsilon = o(1)$ and $\epsilon^3 n \to \infty$. Is it the case that whp

$$\text{tw}(G(n, p)) = (1 + o(1))c_t \epsilon^3 n \quad \text{and} \quad \text{rw}(G(n, p)) = (1 + o(1))c_r \epsilon^3 n$$

for some constants $c_t, c_r > 0$ and can we determine the value of the constants $c_t$ and $c_r$?

Spencer and Tóth [35] used the lower bound on the bisection width of a subgraph of $G(n, p)$ from (7) to bound the crossing number of $G(n, p)$ in the barely supercritical regime. We say a drawing of a graph $G$ is a mapping which assigns to each vertex of $G$ a point in the plane and to each edge a continuous arc, such that no arc passes through a vertex and no three arcs meet at a point. A crossing point in a drawing is a point where two arcs meet. Then, the crossing number $C(G)$ of a graph $G$ is the minimum number of crossing points in a drawing of $G$.

Leighton [24] used the well-known Lipton–Tarjan planar separator theorem [25] to give a connection between the crossing number and the bisection width $b(G)$ of a graph. Explicitly, it was shown by Pach, Shahrokhi and Szegedy [31, Theorem 2.1] that for every graph $G$

$$b(G) \leq 2 \sqrt{16C(G) + \sum_{v \in V(G)} d(v)^2}. \quad (8)$$

Using this and (7), Spencer and Tóth [35] showed the following:

**Theorem 5.3** (Spencer and Tóth [35]). Let $d > 1$ and let $p = \frac{d}{n}$. Then

$$\mathbb{E}(\text{CR}(G(n, p))) = \Omega(n^2).$$
We note that, using some of our intermediary results we can extend this into the weakly supercritical regime.

Theorem 5.4. Let \( \epsilon := \epsilon(n) > 0 \) be such that \( \epsilon^3 n \to \infty \) and \( \epsilon = o(1) \), and let \( p = \frac{1+\epsilon}{n} \).

Then whp

\[
\text{CR}(G(n, p)) = \Omega(\epsilon^6 n^2).
\]

Proof. We first note that the crossing number is an increasing graph property, and furthermore it is clear that if \( H \) is a subdivision of \( G \), then \( \text{CR}(H) = \text{CR}(G) \).

Hence, by Theorem 4.1 there exist \( \alpha, \delta > 0 \) such that whp \( \geq G_{np} H \subseteq \text{CR}(H) \geq \text{CR}(G) \) where \( H \) is a 3-regular \( \alpha \)-expander on \( m \geq \delta \epsilon^3 n \) vertices. In particular, it follows from the definition of an \( \alpha \)-expander that \( b(H) \geq \alpha m \).

Therefore, since \( H \) is 3-regular, it follows from (8) that

\[
\text{CR}(G) \geq \text{CR}(H) \geq \frac{b(H)^2 - 4 \sum_{v \in V(H)} d(v)^2}{16} = \Omega(m^2) = \Omega(\epsilon^6 n^2).
\]

\[\Box\]
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APPENDIX A: PROOF OF THEOREM 3.1
Let $G := G(n, p)$ and let $K := 4 \log \frac{1}{\delta}$. The basic idea is to analyse a restricted breadth first search process on the graph, where we limit each vertex to have at most $K$ neighbours. In this case, Lemma 2.8 will imply that we expect each vertex to have more than one neighbour, and so we should expect this process to grow to a large size. In practice, we have to first build a large tree “by hand”, so as to guarantee that the correct growth happens with high probability. This
strategy to build a large bounded degree tree already appears in the work of Erde, Kang and Krivelevich \[8\], where they use similar arguments to build such a tree with large excess in an arbitrary random subgraph.

Throughout the process we will maintain a set of vertices \(X\) which will include the vertices of the tree we are building, together with a small set of vertices which we have discarded during an initial step. We will work under the assumption that \(|X| \leq \frac{5n}{4}\), and later verify that this holds throughout our process. Let us write \(U := [n] \setminus X\).

In the initial step, we will build a \textit{partial binary tree} of order \(N_1 = 4 \log \log \log n + 1\) via a greedy process. By a partial binary tree we mean a rooted tree, rooted at a vertex \(v\) of degree two, in which all other vertices have degree three or one, such that there is some integer \(\ell\) such that every leaf is at distance \(\ell\) or \(\ell - 1\) from \(v\). Note that, since there are at least \(2^{\ell - 1}\) leaves in such a tree, and at most \(2^{\ell + 1} - 1\) vertices, there will be at least \(N_2 := \log \log \log n\) leaves in such a partial binary tree of order \(N_1\).

To build our partial binary tree of order \(N_1\), we will make a series of \textit{attempts}. In the \(i\)th attempt we start by picking an arbitrary root vertex \(v_i \in [n] \setminus X\) of a tree \(\hat{T}_i\) and adding it to \(X\), and we grow \(\hat{T}_i\) by recursively exposing the neighbours in \(U\) of some leaf \(w\) in \(\hat{T}_i\) at a minimal depth. If \(w\) has at least two neighbours, we choose two arbitrarily and add them to \(\hat{T}_i\) as children of \(w\), and to the set \(X\). If \(w\) has less than two neighbours, the attempt is considered a \textit{failure} and we choose an arbitrary set of size \(N_1 - |V(\hat{T}_i)|\) in \(U\), add it to \(X\) and begin the \((i + 1)\)th attempt. Otherwise, when \(|V(\hat{T}_i)| = N_1\) then we consider the attempt a \textit{success} and begin the \((i + 1)\)th attempt.

Whenever we expose the neighbours of a vertex \(w\) there are \(|U| \geq \left(1 - \frac{\delta}{4}\right)n\) many possible neighbours and so the probability that we do not find at least two neighbours is at most

\[
P\left(\text{Bin}\left(\left(1 - \frac{\delta}{4}\right)n, p\right) < 2\right) = (1 - p)^{\left(1 - \frac{\delta}{4}\right)n} + \left(1 - \frac{\delta}{4}\right)n p(1 - p)^{\left(1 - \frac{\delta}{4}\right)n - 1}
\]

\[
\leq \left(1 - p + \left(1 - \frac{\delta}{4}\right)(1 + \delta)\right) \exp\left(-(1 + \delta)(1 - \frac{\delta}{4}) + p\right)
\]

\[
\leq \left(2 + \frac{3\delta}{4}\right) e^{-1 - \frac{\delta}{2}} = :1 - \gamma < 1.
\]

It follows that the probability that an attempt is successful is at least \(\gamma^{N_1}\). In particular, since these probabilities are independent for each attempt, if we make \(k = \gamma^{-N_1} N_1\) attempts, then whp there will be at least one successful attempt, that is, some \(\hat{T}_j\) such that \(|V(\hat{T}_j)| = N_1\). Note that, at the end of this initial stage \(|X| \leq \gamma^{-N_1} N_1^2 = o(n)\).

Let us set \(T_0 = \hat{T}_j\) and \(S_0\) to be the set of leaves of \(T_0\). Note that \(|S_0| \geq N_2\). We will build a sequence of trees \(T_i\) together with a specified set of leaves \(S_i \subseteq V(T_i)\) such that for each \(i \geq 0\)

\[
\begin{align*}
&T_{i+1} \supseteq T_i; \\
&\Delta(T_i) \leq K; \\
&|S_{i+1}| \geq \left(1 + \frac{\delta}{2}\right)|S_i|.
\end{align*}
\]

To do so, let \(|S_i| = s_i\) and let us enumerate \(S_i = \{v_1, v_2, ... v_{s_i}\}\). We sequentially expose the neighbours of \(v_j\) in \(U\), the vertices which are neither discarded, nor in the current tree, for each \(1 \leq j \leq s_i\). We choose an arbitrary subset \(N_j \subseteq N(v_j) \cap U\) of size \(n_j := \min\{|N(v_j) \cap U|, K\}\), add these vertices as children of \(v_j\) in the tree \(S_{i+1}\), and add them to \(X\).
Note that, as long as the tree we are building has not yet grown to size \( \frac{\delta n}{8} \), \(|X| \leq \frac{\delta n}{4}\) and so the random variables \((\eta_1, \eta_2, \ldots, \eta_{n_8})\) are stochastically dominated by an i.i.d sequence of random variables \((Y_1, Y_2, \ldots, Y_{n_8})\) where each \(Y_j = Y\) with \(Y = \min\left\{\text{Bin}\left((1 - \frac{\delta}{4})n, p\right), K\right\}\).

Then, by Lemma 2.8

\[ \mathbb{E}(Y) \geq \left(1 - \frac{\delta}{4}\right)np - K2^{-K} = \left(1 - \frac{\delta}{4}\right)(1 + \delta) - 4\delta^4 \log \frac{1}{\delta} = 1 + \frac{3\delta}{4} - \frac{\delta^2}{4} - 4\delta^4 \log \frac{1}{\delta} \]

\[ \geq 1 + \frac{\delta}{2}, \]

if \(\delta\) is sufficiently small. Hence, \(\mathbb{E}(|S_{i+1}|) \geq |S_i|\mathbb{E}(Y) \geq \left(1 + \frac{\delta}{2}\right)|S_i|\) and so by Lemma 2.10

\[ \mathbb{P}\left(|S_{i+1}| \leq \left(1 + \frac{\delta}{4}\right)|S_i|\right) \leq 2\exp\left(-\frac{\delta^2|S_i|}{16K^2}\right). \]

Therefore, the probability that, whilst \(|X| \leq \frac{\delta}{4}n\), there is some \(i\) such that \(|S_{i+1}| \leq \left(1 + \frac{\delta}{4}\right)|S_i|\) is at most

\[ \sum_{i : |T_i| \leq \frac{\delta}{8}n} 2\exp\left(-\frac{\delta^2|S_i|}{16K^2}\right) \leq \sum_{t = N_2}^{\infty} 2\exp\left(-\frac{\delta^2t}{16K^2}\right) = o(1). \]

In particular, whp there is some \(j\) such that \(|T_j| \geq \frac{\delta}{8}n\), and this tree satisfies the conclusion of the lemma.