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Abstract. The paper provides an extension, to fractional order Sobolev spaces, of the classical result of Murat and Brezis which states that the positive cone of elements in $H^{-1}(\Omega)$ compactly embeds in $W^{-1,q}(\Omega)$, for every $q < 2$ and for any open and bounded set $\Omega$. In particular, our proof contains the classical result. Several new analysis tools are developed during the course of the proof to our main result which are of wider interest. Subsequently, we apply our results to the convergence of convex sets and establish a fractional version of the Mosco convergence result of Boccardo and Murat. We conclude with an application of this result to quasi-variational inequalities.

1. Introduction and main results

Let $\Omega \subset \mathbb{R}^N$ be an open bounded set and let $\partial \Omega$ denote its boundary. For domains with $\partial \Omega$ of Lipschitz type, Murat [36] initially proved that if a sequence of non-negative distributions converges weakly in $H^{-1}(\Omega)$ then this convergence is strong in $W^{-1,q}(\Omega)$ every $q < 2$. A direct and succinct proof of this result was later given by Brezis in [18] without any assumption on the regularity of $\partial \Omega$. This result has found many applications in the literature, in particular, we mention the result on convergence of convex sets in [17] by Boccardo/Murat: The set of elements $v \in H^1_0(\Omega)$ such that $v \geq \psi_n$ a.e. in $\Omega$ converges in the sense of Mosco to the set of elements (also in $H^1_0(\Omega)$) $v \geq \psi$ provided that $\psi_n \rightharpoonup \psi$ in $W^{1,p}(\Omega)$ where $p > 2$. The latter is a consequence of the Murat/Brezis results and determines a variety of stability results of variational inequalities and optimization problems.

The first goal of this paper is to prove an analogue of Murat/Brezis's result, also without any assumption on the boundary regularity, for fractional order Sobolev spaces. Subsequently, the second goal is to establish the fractional version of the Boccardo/Murat convergence result for closed and convex sets of unilateral type. We emphasize that, the fractional operators have recently found several realistic applications in geophysics and imaging science, see for instance [48, 4, 5]. Our main result can be stated as follows:

Theorem 1.1. Let $\Omega \subset \mathbb{R}^N$ be any open bounded set. Assume that $h_n, h \in H^{s,2}_0(\Omega)^*$, $s \in (0,1]$ such that $h_n \geq 0$ for $n \in \mathbb{N}$ (in the sense of distributions) and $h_n \rightharpoonup h$ in $H^{s,2}_0(\Omega)^*$ as $n \to \infty$. Then,

$$h_n \to h \quad \text{in} \quad H^{-s,q}(\Omega) := H^{s,q}_0(\Omega)^*.$$
as \( n \to \infty \), for any \( 1 < q < 2 \).

The notation \( \rightharpoonup \) and \( \to \) stands for the weak and strong convergences, respectively. A proof to Theorem 1.1 will be provided in Section 5. The proof presented here contains the one from Brezis in [18]. In addition, as a consequence of Theorem 1.1, we prove the second main result of the paper, a fractional version of the Boccardo/Murat result

**Theorem 1.2.** Let \( \Omega \subset \mathbb{R}^N \) be any open bounded set and let \( \psi_n \rightharpoonup \psi \) in \( H^{s,q}_{00}(\Omega) \) for \( q > 2 \). Then

\[
K_s(\psi_n) := \{ v \in H^{s,2}_{00}(\Omega) : v \geq \psi_n \text{ a.e.} \},
\]

converges in the sense of Mosco to

\[
K_s(\psi) := \{ v \in H^{s,2}_{00}(\Omega) : v \geq \psi \text{ a.e.} \}.
\]

We delay the introduction of the concept of Mosco convergence until Section 6.

The paper is organized as follows: In Section 2, we introduce the relevant notation and state some well-known properties of the Riesz potential and its relationship with the fractional Laplacian. We also state a critical density result. Our main work starts from Section 3, where we provide a crucial Sobolev embedding type result in Proposition 3.4, followed by a Hölder type inequality in Lemma 3.5. Section 4 is devoted the characterization of the dual spaces of fractional order Sobolev spaces. The proof of our main result is given Section 5, where we divide the task in two parts: first we focus on the interior and then extend the result to the boundary. Finally, we conclude the paper by considering an application of our main result (Section 6) to convergence of convex sets and quasi-variational inequalities.

## 2. Notation and Preliminaries

In this section we establish relevant notation and assumptions considered throughout the paper. In particular, we assume that

\[
(2.1) \quad \Omega \quad \text{is an open and bounded subset of } \mathbb{R}^N,
\]

with no assumption on the regularity of its boundary \( \partial \Omega \).

For two open sets \( \Omega_1, \Omega_2 \) we say that \( \Omega_1 \) is compactly contained in \( \Omega_2 \), in symbols \( \Omega_1 \subset \subset \Omega_2 \), if \( \overline{\Omega_1} \) is compact and \( \overline{\Omega_1} \subset \subset \Omega_2 \).

For two positive numbers \( A, B \geq 0 \) we write \( A \preccurlyeq B \) if there exists a non-essential constant \( C > 0 \) such that \( A \leq CB \). The value of the constant \( C \) might change at each occurrence. We write \( A \asymp B \) if \( A \preccurlyeq B \) and \( B \preccurlyeq A \).

We recall the definition of the \( s \)-Laplacian \( (-\Delta)^{\frac{s}{2}} \) in \( \mathbb{R}^N \). Denoting \( \mathcal{F} \) the Fourier transform, \( (-\Delta)^{\frac{s}{2}}f \) is defined for functions \( f \in C_c^{\infty}(\mathbb{R}^N) \) via

\[
\mathcal{F}((-\Delta)^{\frac{s}{2}}f)(\xi) = c|\xi|^s \mathcal{F}f(\xi), \quad \xi \in \mathbb{R}^N.
\]
The constant $c$ can be explicitly computed depending on $s$ and $N$. It is determined so that $(-\Delta)^{\frac{s}{2}} = -\Delta$ where $\Delta$ is the usual Laplacian. The constant $c$ plays however no role in our arguments, cf. [21].

The inverse of the fractional Laplacian is defined as the Riesz potential

$$I^s := (-\Delta)^{-\frac{s}{2}},$$

and for $s = 2$ this is usually called the Newton potential. Further, we observe that

$$\mathcal{F}(I^s f)(\xi) = (c|\xi|^s)^{-1} \mathcal{F}f(\xi), \quad \xi \in \mathbb{R}^N.$$

Both, fractional Laplacian and Riesz potential have a integral representation. For $s \in (0, N)$,

$$I^s f(x) = c \int_{\mathbb{R}^N} |x - y|^{s-N} f(y) \, dy.$$  

Moreover, for $s \in (0, 1)$,

$$(-\Delta)^{\frac{s}{2}} f(x) = c \int_{\mathbb{R}^N} |x - y|^{-s-N} (f(y) - f(x)) \, dy.$$  

The latter representation still holds when $s \in (1, 2)$ but in a principal value (p.v.) sense. Another representation for $s \in (0, 2)$ is given by

$$(-\Delta)^{\frac{s}{2}} f(x) = \frac{1}{2} c \int_{\mathbb{R}^N} |h|^{-s-N} (f(x + h) + f(x - h) - 2f(x)) \, dh.$$  

See [21] for an overview, [47] for more detailed and extended results, and [25, Section 6.1.1] for the harmonic analysis aspects of these operators.

We collect a few basic properties that we will use throughout the paper.

**Lemma 2.1.** Let $f, g \in C_\infty(\mathbb{R}^N)$. Recalling that for $s > 0$ we have $(-\Delta)^{-\frac{s}{2}} = I^s$ and defining $(-\Delta)^{\frac{N}{2}} := id$ we have

(a) For any $s \in (-N, N)$ an integration-by-parts formula for Riesz potential and fractional Laplacian holds, namely

$$\int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}} f g = \int_{\mathbb{R}^N} f (-\Delta)^{\frac{s}{2}} g.$$

(b) $(-\Delta)^{\frac{s}{2}}(-\Delta)^{\frac{t}{2}} f = c(-\Delta)^{\frac{s+t}{2}} f$ for all $s, t \in (-N, N)$ with $s + t \in (-N, N)$.

(c) For $x \neq 0$ we have $(-\Delta)^{\frac{s}{2}} |x|^{-s-N} = c|x|^{-s-N}$ for $s, t \in (0, N)$ with $s \neq t$.

(d) For $f, g \in C_\infty(\mathbb{R}^N)$ and $s \in (0, 2)$ we have the product rule

$$(-\Delta)^{\frac{s}{2}}(fg) = ((-\Delta)^{\frac{s}{2}} f) g + f ((-\Delta)^{\frac{s}{2}} g) + \int_{\mathbb{R}^N} \frac{(f(x) - f(y))(g(x) - g(y))}{|x - y|^{N+s}} \, dx \, dy.$$  

**Proof.** This follows, e.g., from the definition of the operators via the Fourier transform or the potential representation.
(a) By Plancherel’s theorem

\[
\int_{\mathbb{R}^N} f(-\Delta)^{\frac{s}{2}}g = \int_{\mathbb{R}^N} \mathcal{F}((-\Delta)^{\frac{s}{2}}f)(\xi) \overline{\mathcal{F}(g)(\xi)} d\xi
\]

\[
= c \int_{\mathbb{R}^N} |\xi|^s \mathcal{F}(f)(\xi) \overline{\mathcal{F}(g)(\xi)} d\xi
\]

\[
= c \int_{\mathbb{R}^N} \mathcal{F}(f)(\xi) |\xi|^{-s} \mathcal{F}(g)(\xi) d\xi
\]

\[
= c \int_{\mathbb{R}^N} \mathcal{F}(f)(\xi) \mathcal{F}((-\Delta)^{\frac{s}{2}}g)(\xi) d\xi
\]

\[
= \int_{\mathbb{R}^N} f(-\Delta)^{\frac{s}{2}}g.
\]

(b) We have

\[
\mathcal{F}((-\Delta)^{\frac{s}{2}}(-\Delta)^{\frac{s}{2}}f)(\xi) = c|\xi|^s \mathcal{F}((-\Delta)^{\frac{s}{2}}f)(\xi) = c|\xi|^s |\xi|^s \mathcal{F}(f)(\xi)
\]

\[
= c|\xi|^{s+t} \mathcal{F}(f)(\xi) = c\mathcal{F}((-\Delta)^{\frac{s+t}{2}}f)(\xi).
\]

Inverting the Fourier transform on both sides we obtain the claim.

(c) One can check that the Fourier-transform of a \(\sigma\)-homogeneous function \((\sigma < N, \sigma \neq 0)\) is \(-N - \sigma\)-homogeneous. Moreover the Fourier transform preserves radial functions. From this we conclude that \(\mathcal{F}(\cdot |t^{-N})(\xi) = c|\xi|^{-t}\). Consequently, \(\mathcal{F}((-\Delta)^{\frac{s}{2}} | t^{-N})(\xi) = |\xi|^s |\xi|^{-t} = |\xi|^{s-t}\). If \(s \neq t\) then we can invert the Fourier transform and have that \((-\Delta)^{\frac{s}{2}} | t^{-N} = c | t^{-s-N}\).

(d) This follows from the potential representation of \((-\Delta)^{\frac{s}{2}}\), observing that

\[
f(x)g(x) - f(y)g(y) = f(x)(g(x) - g(y)) + g(y)(f(x) - f(y))
\]

\[
= f(x)(g(x) - g(y)) + g(x)(f(x) - f(y)) - (g(x) - g(y))(f(x) - f(y))
\]

The proof of Lemma 2.1 is complete.

Next we recall the fractional Sobolev space \(H^{s,p}(\mathbb{R}^N)\), also referred to as Besov space (it corresponds to the Besov space \(B^{s,p}_p(\mathbb{R}^N)\), [46]).

For \(s \in (0, \infty), p \in (1, \infty)\) denote

\[ [f]_{H^{s,p}(\mathbb{R}^N)} = \|(-\Delta)^{\frac{s}{2}}f\|_{L^p(\mathbb{R}^N)}, \]

\[ \|f\|_{H^{s,p}(\mathbb{R}^N)} := \|f\|_{L^p(\mathbb{R}^N)} + [f]_{H^{s,p}(\mathbb{R}^N)}. \]

Then the space \(H^{s,p}(\mathbb{R}^N)\) is defined as

\[ H^{s,p}(\mathbb{R}^N) = \{ f \in L^p(\mathbb{R}^N) : \|f\|_{H^{s,p}(\mathbb{R}^N)} < \infty \}. \]

We also need to define the fractional Sobolev space on open sets \(\Omega \subset \mathbb{R}^N\) with zero boundary data on \(\partial\Omega\). Since \((-\Delta)^{\frac{s}{2}}\) acts on functions defined in all of \(\mathbb{R}^N\) one needs to assume that the functions vanish on the complement of \(\Omega\). More precisely, for \(s \in (0, N)\) we define

\[ H^{s,p}_{00}(\Omega) := \{ f \in L^p(\mathbb{R}^N), (-\Delta)^{\frac{s}{2}}f \in L^p(\mathbb{R}^N), f \equiv 0 \text{ in } \Omega^c \}. \]
endowed with the norm \(\|f\|_{H_0^{s,p}(\mathbb{R}^N)} := \|f\|_{L^p(\mathbb{R}^N)} + \|(-\Delta)^{s/2} f\|_{L^p(\mathbb{R}^N)}\). It is useful to observe that this definition makes sense for any open set \(\Omega \subset \mathbb{R}^N\), there is no requirement on the regularity of its boundary \(\partial\Omega\).

For the topological dual \(H_0^{s,p}(\Omega)^*\), throughout the paper, we use the following notation \(H^{-s,p'}(\Omega) := H_0^{s,p}(\Omega)^*\), where \(p'\) is the Hölder conjugate of \(p\). Throughout the paper, and abusing notation, we denote the duality pairing between elements \(h \in H^{-s,p'}(\Omega)\) and \(u \in H_0^{s,p}(\Omega)\) by \(\int_{\mathbb{R}^N} hu\).

For a given Banach space \(X\), the strong and weak convergences of a sequence \(\{z_n\}\) in \(X\) to some \(z \in X\) are denoted “\(z_n \to z\)” and “\(z_n \rightharpoonup z\)”, respectively.

For \(s = 1\) and \(p \in (1, \infty)\) the space \(H^{1,p}(\mathbb{R}^N)\) coincides with the usual Sobolev space. If \(\Omega \subset \mathbb{R}^N\) with Lipschitz boundary \(\partial\Omega\) then \(H_0^{1,p}(\Omega)\) coincides with the usual Sobolev space of functions with trace zero on \(\partial\Omega\). Clearly, \(C_\infty(\Omega) \subset H_0^{s,p}(\Omega)\) for any \(s \in (0, 1], p \in (1, \infty)\).

**Theorem 2.2.** Let \(s \in (0, 1], p \in (1, \infty)\) and \(\Omega \subset \mathbb{R}^N\) be any open set. Then \(C_\infty(\Omega)\) is dense in \(H_0^{s,p}(\Omega)\).

While this statement is relatively easy to prove for \(\Omega\) under the assumption that \(\partial\Omega\) is sufficiently regular, it is more involved for generic open set \(\Omega\), even if \(s = 1\). Theorem 2.2 is proven in [1, Theorem 10.1.1]; they attribute the proof to [37].

### 3. Sobolev inequalities

In this section we state embedding and compactness results which are crucial to the remainder of the paper. We shall exploit a limiting version of Sobolev embedding stated in Proposition 3.4.

We begin by stating a Sobolev inequality.

**Lemma 3.1** (Sobolev inequality). Assume that \((-\Delta)^{s/2} f \in L^p(\mathbb{R}^N)\) for \(s \in (0, N)\) and \(p \in (1, \infty)\). Then for any \(t \in [0, s]\), if \(s - t - \frac{N}{p} \in (0, 1)\) then
\[
\|(-\Delta)^{t/2} f\|_{L^N(\mathbb{R}^N)} \leq C(t, p) \|(-\Delta)^{s/2} f\|_{L^p(\mathbb{R}^N)}.
\]

Moreover for \(g \in L^p(\mathbb{R}^N), s \in (0, N)\) with \(\frac{Np}{N-sp} \in (1, \infty)\),
\[
\|I^{s}g\|_{L^N(\mathbb{R}^N)} \leq C(s, p) \|f\|_{L^p(\mathbb{R}^N)}.
\]

Lemma 3.1 follows e.g. from [25, Theorem 6.1.3].

**Proposition 3.2** (Rellich). The following results hold:

1. Assume that for some \(1 < q \leq p < \infty\) and some \(t > 0\)
\[
\sup_k \|(-\Delta)^{t/2} f_k\|_{L^q(\Omega)} + \|f_k\|_{L^p(\mathbb{R}^N)} < \infty
\]
then $f_k$ converges (up to subsequence) strongly to some $f$ in $L^q(\Omega')$ for any $\Omega' \subset \subset \Omega$.

(2) Assume that $f_k \in L^p(\mathbb{R}^N)$ with
\[
\sup_k \|f_k\|_{L^p(\mathbb{R}^N)} < \infty.
\]
Set $g_k := I^s f_k$ where $I^s$ is the Riesz potential. Then up to a subsequence, $g_k$ is a Cauchy sequence in $L^p(\Omega)$.

Proposition 3.2 can be proven either by a direct adaptation of the proof of the Rellich-Kondrachov theorem for classical Sobolev spaces, [22, Section 5.7]. Or it can be derived from the abstract theory of Besov and Triebel spaces, see [46, Section 2.4.4].

**Lemma 3.3.** Let $\Omega \subset \subset \mathbb{R}^N$. Then there exists a constant $C > 0$ depending on $s$, $N$, $p$ and the diameter of $\Omega$ such that for any $f \in H^{s,p}_{00}(\Omega)$,
\[
\|f\|_{L^p(\mathbb{R}^N)} \leq C \|(-\Delta)^{\frac{s}{2}} f\|_{L^p(\mathbb{R}^N)}.
\]

Lemma 3.3 follows from Proposition 3.2 via the usual blow-up proof for Poincaré inequality. Due to Lemma 3.3, for $f \in H^{s,p}_{00}(\Omega)$, we have the following norm-equivalence $\|f\|_{H^{s,p}_{00}(\Omega)} \approx \|(-\Delta)^{\frac{s}{2}} f\|_{L^p(\mathbb{R}^N)}$. Thus
\[
(3.1) \quad \|f\|_{H^{s,p}_{00}(\Omega)} := \|(-\Delta)^{\frac{s}{2}} f\|_{L^p(\mathbb{R}^N)},
\]
defines a norm on $H^{s,p}_{00}(\Omega)$.

We will make crucial use of the following adaptation of the Sobolev embedding.

**Proposition 3.4.** Let $\Omega_1 \subset \subset \Omega_2 \subset \mathbb{R}^N$ be two open sets, $p \in (1, \infty)$, $s \in (0,1)$ and $t \in (s, 2s)$. Then for any $q \in [1, \frac{N}{N-(2s-t)})$, $q \leq p$ we have
\[
\|(-\Delta)^{\frac{t}{2}} f\|_{L^q(\Omega_1)} \leq C(\Omega_1, \Omega_2, p, q, N) \left(\|(-\Delta)^{\frac{t}{2}} f\|_{L^1(\Omega_2)} + \|(-\Delta)^{\frac{t}{2}} f\|_{L^p(\mathbb{R}^N)}\right)
\]
whenever $f \in L^p(\mathbb{R}^N)$ is a function for which the right-hand-side is finite.

**Proof.** We may assume w.l.o.g. that $\Omega_2 \subset \subset \mathbb{R}^N$.

Recall that in view of Lemma 2.1,
\[
(-\Delta)^{\frac{t}{2}} f = I^{2s-t}(-\Delta)^{\frac{2t}{2}} f.
\]
Take $\eta \in C_c^\infty(\Omega_2)$ with $\eta \equiv 1$ in $\Omega_1$ a suitable cutoff function. Then,
\[
(3.2) \quad (-\Delta)^{\frac{t}{2}} f = I^{2s-t} \left(\eta(-\Delta)^{\frac{2t}{2}} f\right) + I^{2s-t} \left((1-\eta)(-\Delta)^{\frac{t}{2}} f\right).
\]
Now observe that for $x \in \Omega_1$ we can write
\[
I^{2s-t}(\eta(-\Delta)^{\frac{2t}{2}} f)(x) = k \ast (\eta(-\Delta)^{\frac{t}{2}} f)(x)
\]
where for some $\Lambda > 0$ depending on diameter of $\Omega_1 \subset \text{supp} \eta$,
\[
k(z) = \chi_{\{z : |z| \leq \Lambda\}} |z|^{2s-t-N},
\]
where $c > 0$ is a generic constant. One can check that $k \in L^q(\mathbb{R}^N)$ for any $1 \leq q < \frac{N}{N-(2s-t)}$. By Young’s inequality for convolutions,

$$
\|k \ast \left(\eta((-\Delta)^{\frac{s}{2}} f)\right)\|_{L^q(\mathbb{R}^N)} \lesssim C(k) \|\eta(-\Delta)^{\frac{s}{2}} f\|_{L^1(\mathbb{R}^N)} \lesssim C(k, \eta) \|(-\Delta)^{\frac{s}{2}} f\|_{L^1(\Omega_2)}.
$$

That is,

$$
\|I^{2s-t} \left(\eta(-\Delta)^{\frac{s}{2}} f\right)\|_{L^q(\Omega_1)} \lesssim C(k, \eta) \|(-\Delta)^{\frac{s}{2}} f\|_{L^1(\Omega_2)}.
$$

This treats the first term in (3.2).

It remains to treat the second term in (3.2). For $x \in \Omega_1$ we have $1 - \eta(x) = 0$. If we define

$$
\kappa(x, y) := |x - y|^{2s-t-N}(1 - \eta(y))
$$

then we observe that for every fixed $x \in \Omega_1$, $\kappa(x, \cdot)$ is a smooth, bounded function. By Lemma 2.1,

$$
I^{2s-t} \left((1 - \eta)(-\Delta)^{\frac{s}{2}} f\right)(x) = \int_{\mathbb{R}^N} ((-\Delta)^{\frac{s}{2}} \kappa(x, \cdot))(y) (-\Delta)^{\frac{s}{2}} f(y)\,dy.
$$

From Lemma 2.1 we have $(-\Delta)^{\frac{s}{2}} |\cdot|^{2s-t-N} = c |\cdot|^{-(t-s)-N}$. Since $t \in (s, 2s)$ and $s \in (0, 1)$ we then have from the product rule in Lemma 2.1,

$$
((-\Delta)^{\frac{s}{2}} \kappa(x, \cdot))(y) =: \sum_{i=1}^{3} c_i \Gamma_i(x, y)
$$

where

$$
\Gamma_1(x, y) := |x - y|^{-(t-s)-N}(1 - \eta(y))
$$

$$
\Gamma_2(x, y) := |x - y|^{2s-t-N}(-\Delta)^{\frac{s}{2}} \eta(y)
$$

and

$$
\Gamma_3(x, y) := \int_{\mathbb{R}^N} \frac{(|y - x|^{2s-t-N} - |z - x|^{2s-t-N})(\eta(y) - \eta(z))}{|y - z|^{N+s}}\,dz.
$$

We first treat $\Gamma_1$: We have $\text{dist} (\Omega_1, \text{supp} (1 - \eta)) > 0$, so we have

$$
\sup_{x \in \Omega_1} \Gamma_1(x, y) \lesssim (1 + |y|)^{-(t-s)-N}.
$$

Since $t - s > 0$ the right-hand side is integrable to any power, in particular

$$
\sup_{x \in \Omega_1} \|\Gamma_1(x, \cdot)\|_{L^p(\mathbb{R}^N)} < \infty,
$$

which implies that

$$
\sup_{x \in \Omega_1} \int_{\mathbb{R}^N} \Gamma_1(x, y) (-\Delta)^{\frac{s}{2}} f(y)\,dy \lesssim \|(-\Delta)^{\frac{s}{2}} f\|_{L^p(\mathbb{R}^N)}.
$$

Since $\Omega_1$ is bounded, we find

$$
\left(\int_{\Omega_1} \left(\int_{\mathbb{R}^N} \Gamma_1(x, y) (-\Delta)^{\frac{s}{2}} f(y)\,dy\right)^q\right)^{\frac{1}{q}} \lesssim \|(-\Delta)^{\frac{s}{2}} f\|_{L^p(\mathbb{R}^N)}.
$$
Now we treat $\Gamma_2$. Since $\eta \in C^\infty_c(\Omega_2)$, for any $x \in \Omega_1$,

\[
(-\Delta)^{\frac{s}{2}}\eta(y) \lesssim \frac{1}{1 + |y|^{N+2s-t}}.
\]

Moreover for $x \in \Omega_1$ and $y \notin \Omega_2$ we have $|x - y| \approx 1 + |y|$. Consequently, for any $x \in \Omega_1$,

\[
|x - y|^{2s-t-N}(-\Delta)^{\frac{s}{2}}\eta(y) = \chi_{\Omega_2}(y)|x - y|^{2s-t-N}(-\Delta)^{\frac{s}{2}}\eta(y) + \chi_{\mathbb{R}^N \setminus \Omega_2}|x - y|^{2s-t-N}(-\Delta)^{\frac{s}{2}}\eta(y) \lesssim \chi_{\Omega_2}(y)|x - y|^{2s-t-N} + (1 + |y|)^{-2N}.
\]

Observe again that the second term can be integrated to any nonnegative power, so that we have for any $x \in \Omega_1$

\[
\int_{\mathbb{R}^N} \Gamma_2(x,y)(-\Delta)^{\frac{s}{2}} f(y) \lesssim \int_{\mathbb{R}^N} \chi_{\Omega_2}(-\Delta)^{\frac{s}{2}} f(y) \langle x \rangle + \|(\Delta)^{\frac{s}{2}} f\|_{L^p(\mathbb{R}^N)}.
\]

Using again Young’s inequality as in (3.3), we then find

\[
\left(\int_{\Omega_1} \left| \int_{\mathbb{R}^N} \Gamma_2(x,y)(-\Delta)^{\frac{s}{2}} f(y) dy \right|^q \right)^{\frac{1}{q}} \lesssim \|(-\Delta)^{\frac{s}{2}} f\|_{L^q(\Omega_1)} + \|(-\Delta)^{\frac{s}{2}} f\|_{L^q(\mathbb{R}^N)} \lesssim \|(-\Delta)^{\frac{s}{2}} f\|_{L^q(\mathbb{R}^N)}.
\]

It remains to treat $\Gamma_3$,

\[
\Gamma_3(x,y) = \int_{\mathbb{R}^N} \frac{|y - x|^{2s-t-N} - |z - x|^{2s-t-N}(\eta(y) - \eta(z))}{|y - z|^{N+s}} dz.
\]

Firstly, if $y \notin \Omega_2$ then $\eta(y) - \eta(z) = 0$ unless $z \in \text{supp } \eta$. Moreover, $y \notin \Omega_2$ and $z \in \text{supp } \eta$ means that $|z - x| \lesssim |y - x|$ and $(1 + |y|) \approx |y - z|$. Thus, since $2s - t > 0$

\[
\sup_{x \in \Omega_1} \chi_{\mathbb{R}^N \setminus \Omega_2}(y) |\Gamma_3(x,y)| \lesssim \frac{1}{1 + |y|^{N+s}} \int_{\text{supp } \eta} |y - z|^{2s-t-N} dz \lesssim \frac{1}{1 + |y|^{N+s}}.
\]

That is,

\[
\sup_{x \in \Omega_1} \left| \int_{\mathbb{R}^N \setminus \Omega_2} \Gamma_3(x,y)(-\Delta)^{\frac{s}{2}} f(y) dy \right| \lesssim \int_{\mathbb{R}^N} |f(y)| \frac{1}{1 + |y|^{N+s}} \lesssim \|(-\Delta)^{\frac{s}{2}} f\|_{L^p(\mathbb{R}^N)} \frac{1}{1 + |y|^{N+s}} \|L^p(\mathbb{R}^N) \lesssim \|(-\Delta)^{\frac{s}{2}} f\|_{L^p(\mathbb{R}^N)}.
\]

As for $\chi_{\Omega_2}(y) |\Gamma_3(x,y)|$, we estimate

\[
\chi_{\Omega_2}(y) |\Gamma_3(x,y)| \lesssim \chi_{\Omega_2}(y) \int_{\text{dist } \mathbb{R}^N \setminus \Omega_2 > 1} \frac{|y - x|^{2s-t-N} - |z - x|^{2s-t-N}| \eta(y) - \eta(z)|}{|y - z|^{N+s}} dz + \chi_{\Omega_2}(y) \int_{\text{dist } \mathbb{R}^N \setminus \Omega_2 \leq 1} |y - x|^{2s-t-N} - |z - x|^{2s-t-N}| \eta(y) - \eta(z)| dz.
\]
Observe that if $y \in \Omega_2$, $x \in \Omega_1$ and $\text{dist}(z, \Omega_2) > 1$ then $|y - z| \approx 1 + |z|$, and $|y - x| \gtrsim |z - x|$. Thus,

$$\chi_{\Omega_2}(y) \int_{\text{dist}(z, \Omega_2) > 1} \frac{|y - x|^{2s-t-N} - |z - x|^{2s-t-N}}{|y - z|^{N+s}} |\eta(y) - \eta(z)| \, dz \lesssim \chi_{\Omega_2}(y) |y - x|^{2s-t-N}.$$ 

On the other hand, if $\text{dist}(z, \Omega_2) \leq 1$ then either $|y - x| \leq 10|z - x|$ or $|y - x| \approx |z - y|$, and thus (using $s < 1$)

$$\chi_{\Omega_2}(y) \int_{\text{dist}(z, \Omega_2) \leq 1} \frac{|y - x|^{2s-t-N} - |z - x|^{2s-t-N}}{|y - z|^{N+s-1}} |\eta(y) - \eta(z)| \, dz \lesssim |y - x|^{2s-t-N} \chi_{\Omega_2}(y) \int_{\text{dist}(z, \Omega_2) \leq 1} \frac{1}{|y - z|^{N+s-1}} \, dz$$

$$\lesssim |y - x|^{2s-t-N} \chi_{\Omega_2}(y) \left( \frac{1}{|x - y|^{N+s-1}} \int_{|z - x| \leq |x - y|} |z - x|^{2s-t-N} \, dz \right) + \chi_{\Omega_2}(y) \int_{\text{dist}(z, \Omega_2) \leq 1} \frac{1}{|y - z|^{N+s-1}} \, dz \lesssim (|y - x|^{2s-t-N} + |y - x|^{s+1-t-N}) \chi_{\Omega_2}(y).$$

In second to the last step we used that $x \in \Omega_1$, and $\Omega_1, \Omega_2$ are both bounded sets.

All in all, from (3.5) we arrive for any $x \in \Omega_1$,

$$\left| \int_{\Omega_2} \Gamma_3(x, y)(-\Delta)^{s} f(y) \, dy \right| \lesssim I^{2s-t}(\chi_{\Omega_2}(-\Delta)^{s} f)(x) + I^{s+1-t}(\chi_{\Omega_2}(-\Delta)^{s} f)(x).$$

Arguing as in (3.3), for $\sigma = 2s - t$ or $\sigma = s + 1 - t$ (in particular $\sigma \in (0, 1)$) we have

$$\|I^s(\chi_{\Omega_2}(-\Delta)^{s} f)\|_{L^q(\mathbb{R}^N)} \lesssim \|\chi_{\Omega_2}(-\Delta)^{s} f\|_{L^1(\mathbb{R}^N)} \lesssim \|(-\Delta)^{\frac{s}{2}} f\|_{L^p(\mathbb{R}^N)}.$$ 

Together with estimate (3.4) we arrive at

$$\|x \mapsto \int_{\mathbb{R}^N} \Gamma_3(x, y)(-\Delta)^{s} f(y) \, dy\|_{L^q(\Omega_1)} \lesssim \|(-\Delta)^{\frac{s}{2}} f\|_{L^p(\mathbb{R}^N)}.$$ 

This finishes the proof. \hfill \Box

**Lemma 3.5** (A type of Hölder’s inequality). Let $1 < q < p < \infty$ and $\Omega \subset \subset \mathbb{R}^N$, $s \in (0, 1)$. Then

$$\|(-\Delta)^{\frac{s}{2}} \varphi\|_{L^q(\mathbb{R}^N)} \leq C(\Omega, s, p, q) \|(-\Delta)^{\frac{s}{2}} \varphi\|_{L^p(\mathbb{R}^N)}$$

holds for all $\varphi \in C_0^\infty(\Omega)$. 
Proposition 4.1. Let \( \chi_1, \chi_2 \in C_0^\infty(\Omega_1) \) with both \( \chi_1, \chi_2 \equiv 1 \) in a neighborhood of \( \Omega \), so that \( \chi_1(x)(1 - \chi_2(x)) = 0 \). Then, by Hölder’s inequality
\[
\| \chi_2(-\Delta)^{\frac{s}{2}} \varphi \|_{L^p(\mathbb{R}^N)} \lesssim \| (-\Delta)^{\frac{s}{2}} \varphi \|_{L^p(\mathbb{R}^N)}.
\]
Moreover, by the support of \( 1 - \chi_2, \chi_1 \) and \( \varphi \),
\[
(1 - \chi_2(x))(-\Delta)^{\frac{s}{2}} \varphi(x) = \int_{\mathbb{R}^N} (1 - \chi_2(x))\chi_1(y) |x - y|^{-s-N} \varphi(y) \, dy.
\]
Let
\[
k(z) := \begin{cases} |z|^{-s-N} & \text{if } |z| \geq \frac{1}{2} \text{dist} (\text{supp} (1 - \chi_2), \text{supp} (\chi_1)) \\ 0 & \text{otherwise} \end{cases}
\]
then
\[
\left| (1 - \chi_2(x))(-\Delta)^{\frac{s}{2}} \varphi(x) \right| \lesssim \int_{\mathbb{R}^N} k(z) \varphi(y) \, dy.
\]
Since \( k \in L^1(\mathbb{R}^N) \) we have by Young’s inequality for convolutions,
\[
\| (1 - \chi_2)(-\Delta)^{\frac{s}{2}} \varphi \|_{L^p} \lesssim \| \varphi \|_{L^p(\mathbb{R}^N)}.
\]
By Hölder’s and then Poincaré inequality, Lemma 3.3, recall that \( \text{supp} \varphi \subset \Omega \),
\[
\| \varphi \|_{L^p(\mathbb{R}^N)} \lesssim \| \varphi \|_{L^p(\mathbb{R}^N)} \lesssim \| (-\Delta)^{\frac{s}{2}} \varphi \|_{L^p(\mathbb{R}^N)}.
\]
The proof is complete. \( \square \)

4. Characterization of the Dual of \( H^{s,p} \)

We will also make use of the classification of the dual space of \( H^{s,p} \)-spaces. The following is well known (a consequence of Hahn-Banach theorem and Helmholtz-Hodge decomposition)

**Proposition 4.1.** Let \( p \in (1, \infty), p' = \frac{p}{p-1} \). For each \( h \in H_0^{1,p}(\Omega)^* \), there exists \( f \in L^{p'}(\Omega) \) and \( g \in W^{1,p'}(\Omega) \) such that
\[
h[\varphi] = \int_{\Omega} f \cdot \varphi + \int_{\Omega} \nabla g \cdot \nabla \varphi
\]
with
\[
\| f \|_{L^{p'}(\Omega)} + \| g \|_{W^{1,p'}(\Omega)} \leq C(\Omega, p) \| h \|_{H_0^{1,p}(\Omega)^*}.
\]

It is known that this can also be done for fractional Sobolev spaces, cf. [7, Theorem 5.3] and [32, Proposition 2.2].

**Proposition 4.2** (Characterization of \( H^{s,p}(\mathbb{R}^N)^* \). Let \( p \in (1, \infty), p' = \frac{p}{p-1} \), and \( s \in (0, N) \). If \( h \in H^{s,p}(\mathbb{R}^N)^* \) then there exists \( f_1 \in L^{p'}(\mathbb{R}^N) \) and \( f_2 \in H^{s,p'}(\mathbb{R}^N) \) such that
\[
h[\varphi] = \int_{\Omega} f_1 \varphi + \int_{\Omega} (-\Delta)^{\frac{s}{2}} f_2 (-\Delta)^{\frac{s}{2}} \varphi, \quad \forall \varphi \in C_0^\infty(\mathbb{R}^N)
\]
and
\[
\| f_1 \|_{L^{p'}(\mathbb{R}^N)} + \| f_2 \|_{L^{p'}(\mathbb{R}^N)} + \| (-\Delta)^{\frac{s}{2}} f_2 \|_{L^{p'}(\mathbb{R}^N)} \leq C(s, p, N) \| h \|_{H^{s,p}(\mathbb{R}^N)^*}.
\]
Proof. We consider $H^{s,p}(\mathbb{R}^N)$ as a linear subspace $X \subset L^p(\mathbb{R}^N) \times L^p(\mathbb{R}^N)$ via the identification

$$T : f \mapsto (f, (-\Delta)^{\frac{s}{2}}f),$$

with $X := T(H^{s,p}(\mathbb{R}^N))$. Then $h \in H^{s,p}(\mathbb{R}^N)^*$ induces a linear bounded functional $h^*$ on $X$ via,

$$h^*(f, (-\Delta)^{\frac{s}{2}}f) := h[f],$$

with

$$\|h^*\|_{X^*} = \|h\|_{H^{s,p}(\mathbb{R}^N)^*}.$$

By Hahn-Banach theorem there exists an extension of $h^*$ to all of $L^p(\mathbb{R}^N) \times L^p(\mathbb{R}^N)$. By Riesz representation theorem there must be an $f \in L^p(\mathbb{R}^N)$, $g \in L^p(\mathbb{R}^N)$ such that

$$h^*(\varphi, \psi) = \int_{\mathbb{R}^N} f \varphi + \int_{\mathbb{R}^N} g \psi \quad \forall \varphi, \psi \in L^p(\mathbb{R}^N).$$

In particular,

$$h(\varphi) = h^*(\varphi, (-\Delta)^{\frac{s}{2}}\varphi) = \int_{\mathbb{R}^N} f \varphi + \int_{\mathbb{R}^N} g(-\Delta)^{\frac{s}{2}}\varphi \quad \forall \varphi \in C_c^\infty(\mathbb{R}^N).$$

Now we define the operator $B_s := (I + (-\Delta)^{\frac{s}{2}})^{-1}$, that is for $u \in C_c^\infty(\mathbb{R}^N),$

$$\mathcal{F}(B_s(u))(\xi) := \frac{1}{1 + c|\xi|^s}\mathcal{F}u(\xi).$$

This operator is a slight variation of the Bessel potential operator. More precisely, it is a multiplier operator with bounded symbol $\frac{1}{1 + c|\xi|^s}$ that satisfies Mihlin’s and Hörmander’s condition and thus $B_s : L^q(\mathbb{R}^N) \to L^q(\mathbb{R}^N)$ is a linear bounded operator for all $q \in (1, \infty)$, [24, Theorem 5.2.7]. Moreover, $(-\Delta)^{\frac{s}{2}}B_s$ is a bounded linear operator from $L^q(\mathbb{R}^N) \to L^q(\mathbb{R}^N)$. Indeed, this follows from the fact that

$$\mathcal{F}((-\Delta)^{\frac{s}{2}}B_s(u))(\xi) = \frac{c|\xi|^s}{1 + c|\xi|^s}\mathcal{F}u(\xi).$$

Again, the symbol $\frac{c|\xi|^s}{1 + c|\xi|^s}$ satisfies Mihlin’s and Hörmander’s condition and we can apply Hörmander’s theorem, [24, Theorem 5.2.7], to conclude the boundedness of $(-\Delta)^{\frac{s}{2}}B_s$. From these two results we obtain

$$\|(-\Delta)^{\frac{s}{2}}B_s u\|_{L^q(\mathbb{R}^N)} + \|B_s u\|_{L^q(\mathbb{R}^N)} \precsim \|u\|_{L^q(\mathbb{R}^N)} \quad \forall u \in L^q(\mathbb{R}^N), \forall q \in (1, \infty).$$

Moreover,

$$u = (-\Delta)^{\frac{s}{2}}B_s u + B_s u \quad \forall u \in L^q(\mathbb{R}^N), \forall q \in (1, \infty);$$

indeed applying the Fourier transform, (4.3) is equivalent to

$$c|\xi|^s \frac{1}{1 + c|\xi|^s}\mathcal{F}u(\xi) + \frac{1}{1 + c|\xi|^s}\mathcal{F}u(\xi) = \mathcal{F}u(\xi).$$
Applying (4.3) to \( g \) we reformulate (4.1) into

\[
h(\varphi) = \int_{\mathbb{R}^N} f \varphi + \int_{\mathbb{R}^N} ((-\Delta)^s B_s g + B_s g) (-\Delta)^s \varphi
\]

and in view of (4.2) we have

\[
\| f + (-\Delta)^s B_s g \|_{L^p(\mathbb{R}^N)} \lesssim \| h \|_{H^{-s,p}(\mathbb{R}^N)^*},
\]

and

\[
\| B_s g \|_{H^{-s,p}(\mathbb{R}^N)^*} \lesssim \| h \|_{H^{-s,p}(\mathbb{R}^N)^*}.
\]

So if we set \( f_1 := f + (-\Delta)^s B_s g \) and \( f_2 := B_s g \) the claim of Proposition 4.2 is proven.

For \( p = 2 \) we also get a local version of Proposition 4.2. We restrict our attention to \( p = 2 \), since for \( p \neq 2 \) the estimate (4.5) requires the (to our knowledge unknown) \( L^p \)-boundary Calderón-Zygmund regularity theory for nonlocal differential equations – for the interior regularity theory cf. [32].

Proposition 4.3 (Identification of \( H^{s,2}_{00}(\Omega)^* \)). Let \( \Omega \) be any open bounded set, \( s \in (0,1) \),

\[
h \in H^{s,2}_{00}(\Omega)^*
\]

then there exists \( u \in H^{s,2}_{00}(\Omega) \) such that for any \( \varphi \in C^\infty_c(\Omega) \),

\[
(4.4) \quad h[\varphi] = \int_{\mathbb{R}^N} (-\Delta)^s u (-\Delta)^s \varphi.
\]

Moreover,

\[
(4.5) \quad \| (-\Delta)^s u \|_{L^2(\mathbb{R}^N)} = \| h \|_{H^{s,2}_{00}(\Omega)^*}.
\]

Proof. The proof is a direct consequence of the fact that \( \| (-\Delta)^s \cdot \|_{L^2(\mathbb{R}^N)} \) defines a Hilbert-space norm on \( H^{s,2}_{00}(\Omega) \) (see (3.1)) and the Riesz Representation Theorem.

\[ \square \]

5. Proof of Convergence, Theorem 1.1

Theorem 1.1 is a essentially equivalent of the following statement, which is proven within this section. Recall that \( \Omega \subset \mathbb{R}^N \) is an arbitrary bounded and open set. In the following we continue to use the following notation, \( H^{-s,q}(\Omega) := H^{s,q}_{00}(\Omega)^* \).

Theorem 5.1. Suppose that \( h_n, h \in H^{-s,2}(\Omega) = H^{s,2}_{00}(\Omega)^* \), for \( s \in (0,1] \) and such that

- \( h_n, h \geq 0 \) in the sense of distributions in \( \Omega \), that is
  \[
h_n[\varphi], h[\varphi] \geq 0 \quad \forall \varphi \in C^\infty_c(\Omega), \varphi \geq 0.
\]
- \( h_n \) weakly converges to \( h \) in \( H^{s,2}_{00}(\Omega)^* \), that is
  \[
h_n[\varphi] \xrightarrow{n \to \infty} h[\varphi] \quad \forall \varphi \in H^{s,2}_{00}(\Omega).
\]
Then $h_n \xrightarrow{n \to \infty} h$ strongly in $H^{-s,q}(\Omega) = H_{00}^{s,q}(\Omega)^*$ for any $1 < q < 2$, i.e.

$$\sup_{\varphi \in C_c^\infty(\Omega), \|\varphi\|_{H^{s,q}(\mathbb{R}^N)} \leq 1} |h_n[\varphi] - h[\varphi]| \xrightarrow{n \to \infty} 0.$$ 

Theorem 5.1 is obtained as a consequence of Theorem 5.2 which shows the strong convergence of the functionals when localized away from the boundary $\partial \Omega$. We further prove that the latter result holds not only for $H_{00}^{s,2}(\Omega)^*$ but also for $H_{00}^{s,p}(\Omega)^*$ with $p \in (1, +\infty)$. Finally, this together with Theorem 5.3 allows to extend the result and obtain Theorem 5.1.

### 5.1. Local strong convergence

We prove first the interior result which holds for any $p \in (1, \infty)$.

**Theorem 5.2.** Suppose that $h_n, h \in H^{-s,p}(\Omega) = H_{00}^{s,p}(\Omega)^*$, $s \in (0, 1]$, $p \in (1, \infty)$ such that

- $h_n, h \geq 0$ in the sense of distributions in $\Omega$.
- $h_n$ weakly converges to $h$ in $H_{00}^{s,p}(\Omega)^*$.

For an arbitrary $\eta \in C_c^\infty(\Omega)$, consider

$$\tilde{h}_{n,\eta}[\varphi] := h_n[\eta \varphi],$$

and

$$\tilde{h}_{\eta}[\varphi] := h[\eta \varphi].$$

Then, for any open and bounded $\Omega' \subset \mathbb{R}^N$ (not necessarily contained in $\Omega$) we have strong convergence of $\tilde{h}_{n,\eta}$ to $\tilde{h}_{\eta}$ in $H^{-s,q}(\Omega') := H_{00}^{s,q}(\Omega')^*$, for any $q \in (1, p)$; that is

$$\|\tilde{h}_{n,\eta} - \tilde{h}_{\eta}\|_{H_{00}^{s,q}(\Omega')^*} \xrightarrow{n \to \infty} 0. \quad (5.1)$$

**Proof of Theorem 5.2.** First note that the result need only to be proven for a subsequence $\tilde{h}_{n,\eta}$, and then the convergence for the complete sequence is given by the uniqueness of the limit $h$.

Let $\varphi \in H_{00}^{s,p}(\Omega)$ be arbitrary, then we observe

$$\|(\Delta)^{\frac{s}{2}} (\eta \varphi)\|_{L^p(\mathbb{R}^N)} \lesssim C(\eta) \left(\|\varphi\|_{L^p(\mathbb{R}^N)} + \|(\Delta)^{\frac{s}{2}} \varphi\|_{L^p(\mathbb{R}^N)}\right). \quad (5.2)$$

Indeed (5.2) is essentially a consequence of the fractional Leibniz Rule; see [29, Theorem 7.1]. Since $\eta \in C_c^\infty(\Omega)$, we have

$$\|(-\Delta)^{\frac{s}{2}} \eta\|_{L^r(\mathbb{R}^N)} = C(\eta, t, r) < \infty, \quad \forall t \geq 0; r \in (1, \infty).$$

Thus, the fractional Leibniz Rule together with Sobolev embedding, Lemma 3.1, implies that for any $t < s$ with $N - (s - t)p > 0$,

$$\|(\Delta)^{\frac{s}{2}} (\eta \varphi) - \eta(-\Delta)^{\frac{s}{2}} \varphi - \varphi(-\Delta)^{\frac{s}{2}} \eta\|_{L^p(\mathbb{R}^N)} \leq C(\eta, p, s, t) \|(\Delta)^{\frac{s}{2}} \varphi\|_{L^{N-(s-t)p}(\mathbb{R}^N)}$$

$$\leq C(\eta, p, s, t) \|(-\Delta)^{\frac{s}{2}} \varphi\|_{L^p(\mathbb{R}^N)}$$

From this we readily obtain (5.2).
It follows from (5.2), that if \( \varphi \in H^{s,p}(\mathbb{R}^N) \) then \( \eta \varphi \in H^{s,p}_{00}(\Omega) \), with the estimate

\[
\| \eta \varphi \|_{H^{s,p}_{00}(\Omega)} \equiv \| \eta \varphi \|_{L^p(\mathbb{R}^N)} + \| (-\Delta)^{\frac{s}{2}}(\eta \varphi) \|_{L^{p'}(\mathbb{R}^N)} \leq C(\eta) \| \varphi \|_{H^{s,p}(\mathbb{R}^N)}.
\]

Given that

\[
|\tilde{h}_n[\varphi]| = |h_n[\eta \varphi]| \leq \|h_n\|_{(H^{s,p}_{00}(\Omega))^*} \|\eta \varphi\|_{H^{s,p}(\mathbb{R}^N)},
\]

we observe

\[
\sup_n \|\tilde{h}_n\|_{(H^{s,p}(\mathbb{R}^N))^*} \leq C(\eta) \sup_n \|h_n\|_{(H^{s,p}_{00}(\Omega))^*} < \infty.
\]

In particular we have that \( \tilde{h}_n \) is uniformly bounded in \( H^{s,p}(\mathbb{R}^N)^* \), and then \( \tilde{h}_n \rightharpoonup \tilde{h} \) in \( H^{s,p}(\mathbb{R}^N)^* \) up to taking a subsequence.

By Proposition 4.2, there are representatives \( f_n \in L^p(\mathbb{R}^N) \), \( (-\Delta)^{\frac{s}{2}}g_n \in L^p(\mathbb{R}^N) \) such that

\[
\tilde{h}_n[\varphi] = \int_{\mathbb{R}^N} f_n \varphi + \int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}}g_n (-\Delta)^{\frac{s}{2}}\varphi \quad \forall \varphi \in C_c^\infty(\mathbb{R}^N).
\]

Moreover,

\[
\sup_n \|f_n\|_{L^p(\mathbb{R}^N)} + \sup_n \|g_n\|_{H^{s,p}(\mathbb{R}^N)} \lesssim C(\eta) \sup_n \|h_n\|_{(H^{s,p}_{00}(\Omega))^*} < \infty.
\]

By reflexivity of the incumbent spaces, up to taking a subsequence, we have the following weak convergences

\[
f_n \rightharpoonup f \quad \text{in} \quad L^p(\mathbb{R}^N),
\]

\[
g_n \rightharpoonup g \quad \text{in} \quad H^{s,p}(\mathbb{R}^N),
\]

\[
(-\Delta)^{\frac{s}{2}}g_n \rightharpoonup (-\Delta)^{\frac{s}{2}}g \quad \text{in} \quad L^p(\mathbb{R}^N).
\]

Since \( \tilde{h}_n \) weakly converges to \( \tilde{h} \), we have

\[
\tilde{h}[\varphi] = \int_{\mathbb{R}^N} f \varphi + \int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}}g (-\Delta)^{\frac{s}{2}}\varphi \quad \forall \varphi \in C_c^\infty(\mathbb{R}^N).
\]

By the compactness result of Rellich–Kondrachov, Proposition 3.2, we have strong convergence

\[
g_n \to g \quad \text{in} \quad L^p_{\text{loc}}(\mathbb{R}^N)
\]

(5.3)

\[
I^sf_n \to I^sf \quad \text{in} \quad L^p_{\text{loc}}(\mathbb{R}^N)
\]

(5.4)

also along subsequences. Here, \( I^sf \) is the Riesz potential defined in Section 2.

Let \( \Omega' \subset \mathbb{R}^N \) be an arbitrary open and bounded set, and let \( q < p \).

We will show in the following that

(5.5)

\[
\sup_{\varphi \in C_c^\infty(\Omega'), \|\varphi\|_{H^{s,q}_{\text{loc}}(\mathbb{R}^N)} \leq 1} \int_{\mathbb{R}^N} (f_n - f) \varphi \xrightarrow{n \to \infty} 0
\]

and

(5.6)

\[
\sup_{\varphi \in C_c^\infty(\Omega'), \|\varphi\|_{H^{s,q}_{\text{loc}}(\mathbb{R}^N)} \leq 1} \int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}}(g_n - g) (-\Delta)^{\frac{s}{2}}\varphi \xrightarrow{n \to \infty} 0.
\]
Together with the density of \( C_c^\infty (\Omega ') \)-functions in \( H^q_{00} (\Omega ') \), Theorem 2.2, the limits (5.5) and (5.6) readily imply (5.1) up to a subsequence. As remarked above, by the uniqueness of the weak limit, this establishes (5.1).

**Strong convergence of \( f_n \): Proof of (5.5).**

Let \( B(0, R_1) \) be a ball of radius \( R_1 > 0 \), containing \( \Omega ' \), centered at the origin, and let \( R > 20 R_1 \).

We define now the bump functions \( \tilde{\lambda}, \xi, \) and \( \lambda_R \) as follows. Let \( \tilde{\lambda} \in C_c^\infty (B(0, 2)) \), \( \tilde{\lambda} \equiv 1 \) in \( B(0, 1) \) be arbitrary. Set \( \xi (\cdot) := \tilde{\lambda} (\cdot / (2 R_1)) \in C_c^\infty (B(0, 4 R_1)) \), \( \xi \equiv 1 \) in \( B(0, 2 R_1) \), and \( \lambda_R := \lambda (\cdot / R) \in C_c^\infty (B(0, 2 R)) \), \( \lambda_R \equiv 1 \) in \( B(0, 2 R) \).

Let \( \phi \in C_c^\infty (\Omega ') \), then

\[
\int (f_n - f) \phi = \int \xi (f_n - f) \phi
\]

\[
= c \int \xi (f_n - f) I^s (-\Delta) \tilde{\phi} \phi
\]

\[
= c \int I^s (\xi (f_n - f)) (-\Delta) \tilde{\phi} \phi.
\]

(5.7)

The first equation in (5.7) is because \( \xi \phi = \phi \), since \( \xi \equiv 1 \) in \( B(0, 2 R_1) \) and \( \phi \in C_c^\infty (\Omega ') \). The second equation in (5.7) follows from the basic properties of the Riesz potential, Lemma 2.1, and that \( I^s (-\Delta) \tilde{\phi} \phi = c \phi \). The third equation in (5.7) is the “integration by parts” in Lemma 2.1.

Thus, we find

\[
| \int (f_n - f) \phi |
\]

\[
\lesssim \left| \int \lambda_R I^s (\xi (f_n - f)) (-\Delta) \tilde{\phi} \phi \right| + \left| \int (1 - \lambda_R) I^s (\xi (f_n - f)) (-\Delta) \tilde{\phi} \phi \right|.
\]

(5.8)

For the first term on the right hand side of (5.8) we have

\[
\left| \int \lambda_R I^s (\xi (f_n - f)) (-\Delta) \tilde{\phi} \phi \right| \lesssim \| (-\Delta) \tilde{\phi} \phi \|_{L^q(\mathbb{R}^N)} \| \lambda_R I^s (\xi (f_n - f)) \|_{L^q(\mathbb{R}^N)}.
\]

Observe that \( \xi (f_n - f) \) converges weakly to zero in \( L^p (\mathbb{R}^N) \). Since \( q < p \), by the compact support of \( \xi \) we conclude that \( \xi (f_n - f) \) converges weakly to zero in \( L^q (\mathbb{R}^N) \). By Rellich’s theorem, Proposition 3.2, we conclude that for every fixed \( R > 0 \)

\[
\limsup_{n \to \infty} \sup_{\phi \in C_c^\infty (\Omega ') : \| \phi \|_{H^s (\mathbb{R}^N)} \leq 1} \left| \int \lambda_R I^s (\xi (f_n - f)) (-\Delta) \tilde{\phi} \phi \right| = 0.
\]

(5.9)
For the second term on the right hand side of (5.8), observe that whenever $q_1, q_2 \in (1, \infty)$ with $\frac{1}{q_1} + \frac{1}{q_2} = 1$ then

$$\left| \int (1 - \lambda_R) I^s(\xi(f_n - f))(-\Delta)^{\frac{s}{2}} \varphi \right| \lesssim \| I^s(\xi(f_n - f)) \|_{L^{q_1}(\mathbb{R}^N)} \| (1 - \lambda_R)(-\Delta)^{\frac{s}{2}} \varphi \|_{L^{q_2}(\mathbb{R}^N)}.$$\hspace{1cm} (5.9)

Choose $q_1$ such that $q_1 < \frac{Np}{N-sp}$ (if $sp \geq N$, this condition becomes $q_1 < \infty$), and $q_1 > \frac{N}{N-s}$. From Sobolev embedding, here in the form of Lemma 3.1, we obtain

$$\| I^s(\xi(f_n - f)) \|_{L^{q_1}(\mathbb{R}^N)} \lesssim \| \xi(f_n - f) \|_{L^{N+q_1}(B(0,4R_1))} \lesssim \| f_n - f \|_{L^p(\mathbb{R}^N)}.$$\hspace{1cm} (5.10)

In particular, since $f_n \to f$ in $L^p(\mathbb{R}^N)$, we have

$$\sup_n \| I^s(\xi(f_n - f)) \|_{L^{q_1}(\mathbb{R}^N)} < +\infty.$$\hspace{1cm} (5.11)

For any $R > 0$ sufficiently large, by the disjoint support of $1 - \lambda_R$ and $\varphi$, we have

$$\left| \left( (1 - \lambda_R)(-\Delta)^{\frac{s}{2}} \varphi \right)(x) \right| \lesssim \int_{|x-y| \geq R} |x - y|^{-N-s}|\varphi(y)| \, dy.$$\hspace{1cm} (5.12)

Combining Young’s inequality for convolutions, $\frac{1}{q_1} + \frac{1}{q_2} = 1$, the fact that the support of $\varphi$ is in $\Omega'$, and Hölder’s inequality, we find

$$\| (1 - \lambda_R)(-\Delta)^{\frac{s}{2}} \varphi \|_{L^{q_2}(\mathbb{R}^N)} \lesssim \left( \int \left( \int_{|x-y| \geq R} |x - y|^{-N-s} \, dy \right)^{q_2} \, dx \right)^{1/q_2} \| \varphi \|_{L^{1}(\mathbb{R}^N)} \lesssim R^{(-N-s)+\frac{N}{q_2}} \| \varphi \|_{L^{1}(\mathbb{R}^N)} \lesssim R^{-s-\frac{N}{q_2}} \| \varphi \|_{L^1(\Omega')} \lesssim C(\Omega') R^{-s-\frac{N}{q_2}} \| \varphi \|_{L^{q_1}(\Omega')},$$

with $C(\Omega') := |\Omega'|^{1/q}$.

That is, for all sufficiently large $R > 0$, we have for some fixed $\sigma > 0$ that

$$\sup_n \sup_{\varphi \in C_c^\infty(\Omega') : \| \varphi \|_{H^{s,q_1'}(\mathbb{R}^N)} \leq 1} \left| \int (1 - \lambda_R) I^s(\xi(f_n - f))(-\Delta)^{\frac{s}{2}} \varphi \right| \lesssim C(\Omega') R^{-\sigma}.\hspace{1cm} (5.13)$$

The convergence of $f_n$, namely (5.5), follows now from (5.8) together with (5.11) and (5.9) by taking first $n \to \infty$ and then letting $R \to \infty$.

Convergence of $g_n$: Proof of (5.6) Let $K_3 \subset \subset \mathbb{R}^N$ with $\Omega' \subset \subset K_3$. Take again a bump function $\xi \in C_c^\infty(K_3)$ with $\xi \equiv 1$ in a neighborhood of $\Omega'$.
Thus, in order to establish (5.6) it remains to show
\[
\|(−Δ)^{\frac{α}{2}}g_n − (−Δ)^{\frac{α}{2}}g\|_{L^s(K_3)} \xrightarrow{n \to \infty} 0,
\]
which we do in the following.

Since $\tilde{h}_n$ is a positive distribution, by Lemma A.1, there exist Radon measures $\mu_n$ such that
\[
\int \varphi \, d\mu_n = \tilde{h}_n[\varphi] = \int_{\mathbb{R}^N} f_n \varphi + \int_{\mathbb{R}^N} (−Δ)^{\frac{α}{2}}g_n (−Δ)^{\frac{α}{2}}\varphi \quad \forall \varphi \in C^\infty_c(\mathbb{R}^N).
\]
Observe that we can rewrite this as the distributional equation
\[
(−Δ)^{\frac{α}{2}}g_n = \mu_n - f_n \quad \text{in } \mathbb{R}^N.
\]
We can mollify the PDE (5.13) with the usual convolution kernel $\nu_\varepsilon = \varepsilon^{-n} \nu(·/\varepsilon)$ where $\nu \in C_c^\infty(B_1(0))$, $\nu \geq 0$ everywhere, normalized so that $\int \nu = \int \nu_\varepsilon = 1$. Then,
\[
(−Δ)^{\frac{α}{2}}(g_n * \nu_\varepsilon) = \mu_n * \nu_\varepsilon - f_n * \nu_\varepsilon \quad \text{in } \mathbb{R}^N.
\]
Since the cutoff function $\eta$ used in the definition of $\tilde{h}_n$ clearly belongs to $H^{s,p'}_0(\Omega)$, we find that we can test $\tilde{h}_n$ with the constant function 1, i.e. $\tilde{h}_n[1]$ is well defined. Then,
\[
\sup_n \mu_n(\mathbb{R}^N) = \sup_n |\tilde{h}_n[1]| = \sup_n |h_n[\eta]| \leq \sup_n \|h_n\|_{(H^{s,p'}_0(\Omega))}, \|\eta\|_{H^{s,p'}(\mathbb{R}^N)} < \infty.
\]
Thus, we obtain from Fubini’s theorem
\[
\sup_n \sup_{\varepsilon > 0} \|\mu_n * \nu_\varepsilon\|_{L^1(\mathbb{R}^N)} < \infty.
\]
Since moreover $f_n$ is bounded in $L^p(\mathbb{R}^N)$, for any bounded open set $K$ the sequence $f_n$ is bounded in $L^1(K)$.

Take $K$ a bounded open set but large enough such that $\Omega' \subseteq K_3 \subseteq K$ where $K_3$ is from above, (5.12).

Then we have
\[
\sup_{\varepsilon \in (0,1)} \sup_n \|f_n * \nu_\varepsilon\|_{L^1(K)} < C(K) < \infty.
\]
That is, from (5.14), we have
\[ \sup_{\epsilon \in (0,1)} \sup_n \|(-\Delta)^{\frac{s}{2}} (g_n \ast \nu_{\epsilon}) \|_{L^1(K)} < C(K) < \infty. \]
Moreover, since \( \sup_n \|(-\Delta)^{\frac{s}{2}} g_n\|_{L^p(\mathbb{R}^N)} < \infty \) we find that in particular,
\[ \sup_{\epsilon \in (0,1)} \sup_n \|(-\Delta)^{\frac{s}{2}} (g_n \ast \nu_{\epsilon})\|_{L^p(\mathbb{R}^N)} < \infty. \]

Take an open set \( K_1 \subset K \) such that \( K_3 \subset K_1 \). From Proposition 3.4 we find that for any \( \delta > 0, r \in (1, \infty) \) such that \( s + \delta < 2s, s + \delta < n \) and \( 1 < r < \frac{N}{N-(s+\delta)} \),
\[ \sup_n \sup_{\epsilon \in (0,1)} \|(-\Delta)^{\frac{s}{2}} (g_n \ast \nu_{\epsilon})\|_{L^r(K_1)} < C(K_1, K) < \infty. \]

Taking \( K_2 \subset K_1 \) an open set such that \( K_3 \subset K_2 \) By weak compactness, letting \( \epsilon \to 0 \) we thus find
\[ \sup_n \|(-\Delta)^{\frac{s}{2}} g_n\|_{L^r(K_2)} < \infty. \]

By Rellich’s theorem in the form of Proposition 3.2 (recall that \( \sup_n \|g_n\|_{H^{s,p}(\mathbb{R}^N)} < \infty \)), we then find that \( (-\Delta)^{\frac{s}{2}} g_n \) is strongly convergent in \( L^r(K_3) \) for any \( 1 < r < \frac{N}{N-(s+\delta)} \). In particular we have that \( (-\Delta)^{\frac{s}{2}} g_n \) is strongly convergent in \( L^1(K_3) \). Since \( (-\Delta)^{\frac{s}{2}} g_n \) is on the other hand weakly convergent to \( (-\Delta)^{\frac{s}{2}} g \) in \( L^p(\mathbb{R}^N) \), by Vitali’s theorem in form of Lemma A.3, we find that \( \|(-\Delta)^{\frac{s}{2}} g_n - (-\Delta)^{\frac{s}{2}} g\|_{L^q(K_3)} \xrightarrow{n \to \infty} 0 \) whenever \( 1 \le q < p \). That is (5.12) is established. The proof is concluded. \( \square \)

### 5.2. Up to the boundary
Once we have Theorem 5.2 which treats convergence in the interior of \( \Omega \), the convergence up to the boundary is comparatively simpler. Further, note that although Theorem 5.2 is proven for a general \( p \), in the following result we consider only the \( p = 2 \) case.

**Theorem 5.3.** Let \( q \in (1, 2), s \in (0, 1), \) and \( h_n, h \in H^{s,2}_{00}(\Omega)^* \) be such that
\[ \sup_n \|h_n\|_{H^{s,2}_{00}(\Omega)^*} < \infty, \]
and assume
- we have locally strong convergence of \( h_n \) to \( h \) in \( H^{s,2}_{00,q'}(\Omega)^* \) in the following sense: for all \( \eta \in C^\infty_c(\Omega) \) we have
  \[ \|\tilde{h}_{n,\eta} - \tilde{h}_0\|_{H^{s,2}_{00,q'}(\Omega)^*} \xrightarrow{k \to \infty} 0, \]
  where
  \[ \tilde{h}_{n,\eta}[\varphi] := h_n[\eta \varphi], \quad \text{and} \quad \tilde{h}_\eta[\varphi] := h[\eta \varphi]. \]
Then we have global strong convergence of \( h_n \) to \( h \) in \( (H^{s,2}_{00,q'}(\Omega))^* \), namely
\[ \|\tilde{h}_n - \tilde{h}\|_{H^{s,2}_{00,q'}(\Omega)^*} \xrightarrow{k \to \infty} 0. \]
Proof of Theorem 5.3. Part 0: Preliminaries on weak convergence.

Set
\[
\Lambda := \sup_n \|h_n\|_{H^{s,2}_{00}(\Omega)} + \|h\|_{H^{s,2}_{00}(\Omega)} < \infty.
\]

From Proposition 4.3 we obtain \(u_n, u \in H^{s,2}_{00}(\Omega)\) such that
\[
h_n[\varphi] = \int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}} u_n (-\Delta)^{\frac{s}{2}} \varphi \quad \forall \varphi \in C_c^{\infty}(\Omega)
\]
and
\[
h[\varphi] = \int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}} u (-\Delta)^{\frac{s}{2}} \varphi \quad \forall \varphi \in C_c^{\infty}(\Omega).
\]
Moreover we have the estimate
\[
\sup_n \|(-\Delta)^{\frac{s}{2}} u_n\|_{L^2(\mathbb{R}^N)} + \|(-\Delta)^{\frac{s}{2}} u\|_{L^2(\mathbb{R}^N)} \lesssim \Lambda.
\]

In particular \((-\Delta)^{\frac{s}{2}} u_n\) has a weakly converging subsequence with respect to \(L^2(\mathbb{R}^N)\) to a \(v \in L^2(\mathbb{R}^N)\). We claim
\[
(5.15) \quad v = (-\Delta)^{\frac{s}{2}} u.
\]

Indeed, by the weak convergence \(h_n \to h\) we obtain that
\[
(5.16) \quad \int_{\mathbb{R}^N} (v - (-\Delta)^{\frac{s}{2}} u) (-\Delta)^{\frac{s}{2}} \varphi = 0 \quad \forall \varphi \in C_c^{\infty}(\mathbb{R}^N).
\]

Since both \(v, (-\Delta)^{\frac{s}{2}} u \in L^2(\mathbb{R}^N)\), by duality and density of \(C_c^{\infty}(\mathbb{R}^N)\) in \(L^2(\mathbb{R}^N)\) there exists \(\psi \in C_c^{\infty}(\mathbb{R}^N)\) with \(\|\psi\|_{L^2(\mathbb{R}^N)} \leq 1\) such that
\[
\|v - (-\Delta)^{\frac{s}{2}} u\|_{L^2(\mathbb{R}^N)} \leq 2 \int_{\mathbb{R}^N} (v - (-\Delta)^{\frac{s}{2}} u) \psi.
\]

Take \(\rho_0 > 0\) such that \(B(0, \rho_0) \supset \text{supp } \psi\).

Let \(\eta \in C_c^{\infty}(B(0, 2))\) with \(\eta \equiv 1\) in \(B(0, 1)\), and set \(\chi_\rho := \eta(x/\rho)\). Then the fact that \(\psi = (-\Delta)^{\frac{s}{2}} I^s \psi\), Lemma 2.1, and (5.16) imply
\[
\int_{\mathbb{R}^N} (v - (-\Delta)^{\frac{s}{2}} u) \psi = \int_{\mathbb{R}^N} (v - (-\Delta)^{\frac{s}{2}} u) (-\Delta)^{\frac{s}{2}} I^s \psi
\]
\[
= \int_{\mathbb{R}^N} (v - (-\Delta)^{\frac{s}{2}} u) (-\Delta)^{\frac{s}{2}} (\chi_\rho I^s \psi) + \int_{\mathbb{R}^N} (v - (-\Delta)^{\frac{s}{2}} u) (-\Delta)^{\frac{s}{2}} ((1 - \chi_\rho) I^s \psi)
\]
\[
= \int_{\mathbb{R}^N} (v - (-\Delta)^{\frac{s}{2}} u) \chi_{2\rho} (-\Delta)^{\frac{s}{2}} ((1 - \chi_\rho) I^s \psi)
\]
\[
+ \int_{\mathbb{R}^N} (v - (-\Delta)^{\frac{s}{2}} u) (1 - \chi_{2\rho}) (-\Delta)^{\frac{s}{2}} ((1 - \chi_\rho) I^s \psi).
\]

By [32, Proposition 2.4.] for any \(\rho > \rho_0\),
\[
\|(1 - \chi_{2\rho}) (-\Delta)^{\frac{s}{2}} ((1 - \chi_\rho) I^s \psi)\|_{L^2(\mathbb{R}^N)} \lesssim \|\psi\|_{L^2(\mathbb{R}^N)} \leq 1.
\]
and there exists $p < 2$ such that
\[

\|\chi_{2\rho}(-\Delta)^{\frac{s}{2}}((1 - \chi_{\rho})I^s\psi)\|_{L^2(\mathbb{R}^N)} \lesssim \rho^{\frac{n}{p} - \frac{n}{2}}\|\psi\|_{L^p(\mathbb{R}^N)} \leq \rho^{\frac{n}{p} - \frac{n}{2}}.

\]

Observe that the dependency with respect to $\rho$ can be obtained from [32, Proposition 2.4] by scaling. So that
\[

\left| \int_{\mathbb{R}^N} (v - (-\Delta)^{\frac{s}{2}} u)(1 - \chi_{2\rho})(-\Delta)^{\frac{s}{2}} ((1 - \chi_{\rho})I^s\psi) \right| \lesssim \|v - (-\Delta)^{\frac{s}{2}} u\|_{L^2(\mathbb{R}^N \setminus B(2\rho))} \xrightarrow{\rho \to \infty} 0.

\]

In the last step we used that $v - (-\Delta)^{\frac{s}{2}} u \in L^2(\mathbb{R}^N)$ and absolute continuity of the integral. Moreover,
\[

\left| \int_{\mathbb{R}^N} (v - (-\Delta)^{\frac{s}{2}} u)\chi_{2\rho}(-\Delta)^{\frac{s}{2}} ((1 - \chi_{\rho})I^s\psi) \right| \lesssim \|v - (-\Delta)^{\frac{s}{2}} u\|_{L^2(\mathbb{R}^N)} \rho^{\frac{n}{p} - \frac{n}{2}} \xrightarrow{\rho \to \infty} 0.

\]

This implies that
\[

\|v - (-\Delta)^{\frac{s}{2}} u\|_{L^2(\mathbb{R}^N)} = 0.

\]

That is, (5.15) is established and we have
\[

(-\Delta)^{\frac{s}{2}} u_n \rightharpoonup (-\Delta)^{\frac{s}{2}} u \quad \text{weakly in } L^2(\mathbb{R}^N).

\]

**Part 1: strong convergence of $u_n$**

From Poincaré inequality (observe that $u_n, u \equiv 0$ in $\mathbb{R}^N \setminus \Omega$) we have
\[

\sup_{n \in \mathbb{N}} \|u_n - u\|_{L^2(\mathbb{R}^N)} \lesssim \sup_{n \in \mathbb{N}} \|(-\Delta)^{\frac{s}{2}} (u_n - u)\|_{L^2(\mathbb{R}^N)} < \infty.

\]

Since $(-\Delta)^{\frac{s}{2}} (u_n - u) \rightharpoonup 0$ weakly in $L^2(\mathbb{R}^N)$ and $u_n - u$ is uniformly bounded in $H^{s,2}(\mathbb{R}^N)$ we obtain from Rellich’s theorem, Proposition 3.2, $u_n - u \xrightarrow{n \to \infty} 0$ strongly in $L^2_{loc}(\mathbb{R}^N)$. Since $u_n = u = 0$ in $\mathbb{R}^N \setminus \Omega$ this implies $u_n - u \xrightarrow{n \to \infty} 0$ strongly in $L^2(\mathbb{R}^N)$. Using yet again the compact support of $u_n - u$, we find
\[

\|u_n - u\|_{L^q(\mathbb{R}^N)} \leq C(\Omega)\|u_n - u\|_{L^2(\mathbb{R}^N)} \xrightarrow{n \to \infty} 0.

\]

**Part 2: strong convergence of $(-\Delta)^{\frac{s}{2}} u_n$** It remains to prove
\[

\|(-\Delta)^{\frac{s}{2}} u_n - (-\Delta)^{\frac{s}{2}} u\|_{L^q(\mathbb{R}^N)} \xrightarrow{n \to \infty} 0.

\]

We will reduce the proof of (5.18) to estimates in three subsets of $\mathbb{R}^n$

- the “outer part” $\Omega_{\delta,\varepsilon}$, a subset of $\mathbb{R}^n \setminus \Omega$ with positive distance to $\partial \Omega$
- the “inner part” $\Omega_{\varepsilon}$, a subset of $\Omega$ with positive distance to $\partial \Omega$
- the “close to the boundary part” $\Omega_{\delta,\varepsilon}$, the set of points close to the boundary $\partial \Omega$.

**Step 0:** Reducing to three regimes. Our goal of this preliminary step is to reduce the situation to the estimate of the three sets mentioned above, namely (5.19) below.

Let $\varepsilon \in (0,1)$. Since $\Omega$ is open and bounded, the set $\partial \Omega$ is compact. Set
\[

B_\varepsilon(\partial \Omega) := \{x \in \mathbb{R}^N : \text{dist} (x, \partial \Omega) < \varepsilon\}.

\]
Since $\Omega$ is bounded, $B_\varepsilon(\partial\Omega)$ is bounded. Moreover, by the dominated convergence theorem

$$|B_\varepsilon(\partial\Omega)| \xrightarrow{\varepsilon \to 0} 0.$$  

We call $B_\varepsilon(\partial\Omega)$ the boundary regime $\Omega_{o,\varepsilon} := B_\varepsilon(\partial\Omega)$. Moreover we define the outer part $\Omega_{o,\varepsilon} := \mathbb{R}^N \setminus B_\varepsilon(\Omega)$ and the interior part $\Omega_{i,\varepsilon} := \Omega \setminus \Omega_{o,\varepsilon}$. Then

$$\left\| (-\Delta)^{\frac{\varepsilon}{2}} u_n - (-\Delta)^{\frac{\varepsilon}{2}} u \right\|_{L^q(\mathbb{R}^N)} \leq \left\| (-\Delta)^{\frac{\varepsilon}{2}} u_n - (-\Delta)^{\frac{\varepsilon}{2}} u \right\|_{L^q(\Omega_{o,\varepsilon})} + \left\| (-\Delta)^{\frac{\varepsilon}{2}} u_n - (-\Delta)^{\frac{\varepsilon}{2}} u \right\|_{L^q(\Omega_{i,\varepsilon})} + \left\| (-\Delta)^{\frac{\varepsilon}{2}} u_n - (-\Delta)^{\frac{\varepsilon}{2}} u \right\|_{L^q(\Omega_{i,\varepsilon})},$$

(5.19)

Step 1: first we treat the boundary part. Since $q < 2$,

$$\left\| (-\Delta)^{\frac{\varepsilon}{2}} u_n - (-\Delta)^{\frac{\varepsilon}{2}} u \right\|_{L^q(\Omega_{o,\varepsilon})} \leq |\Omega_{o,\varepsilon}|^{\frac{1}{q} - \frac{\varepsilon}{2q}} \Lambda \xrightarrow{\varepsilon \to 0} 0.$$  

(5.20)

Step 2: Secondly, we treat the outer part: Since $u_n - u$ vanishes in $\mathbb{R}^N \setminus \Omega$, for $x \in \Omega_{o,\varepsilon}$ we have

$$(-\Delta)^{\frac{\varepsilon}{2}}(u_n - u)(x) = c \int_{\mathbb{R}^N} \frac{|x - y|^{-s-n}}{\varepsilon^{-s-n}}(u_n(y) - u(y)) \, dy,$$

so by Young’s estimate for convolutions,

$$\left\| (-\Delta)^{\frac{\varepsilon}{2}}(u_n - u) \right\|_{L^q(\Omega_{o,\varepsilon})} \lesssim \left\| u_n - u \right\|_{L^q(\mathbb{R}^N)} \int_{|z| > \varepsilon} |z|^{-s-n} \, dz$$

$$= C \left\| u_n - u \right\|_{L^q(\mathbb{R}^N)} \varepsilon^{-s}$$

(5.21)

Step 3: Lastly for the inner part we use the assumption of local convergence. For our fixed $\varepsilon > 0$ let $\eta_\varepsilon \in C_0^\infty(\Omega)$ with $\eta_\varepsilon \equiv 1$ in $\Omega_{i,\varepsilon}/2$ (i.e. in an $\varepsilon$-neighborhood of $\Omega_{i,\varepsilon}$). Then, by duality, for any $n \in \mathbb{N}$ there exist $F_n \in C_0^\infty(\Omega_{i,\varepsilon})$ with $\|F_n\|_{L^q'(\mathbb{R}^N)} \leq 2$ such that

$$\left\| (-\Delta)^{\frac{\varepsilon}{2}}(u_n - u) \right\|_{L^q(\Omega_{i,\varepsilon})} \leq \int_{\mathbb{R}^N} (-\Delta)^{\frac{\varepsilon}{2}}(u_n - u) \, F_n.$$

Since $F_n$ is smooth we may write $(I^s = (-\Delta)^{-\frac{s}{2}}$ is the Riesz potential)

$$F_n = (-\Delta)^{\frac{\varepsilon}{2}} I^s F_n = (-\Delta)^{\frac{\varepsilon}{2}} ((\eta_\varepsilon)^2 I^s F_n) + (-\Delta)^{\frac{\varepsilon}{2}} ((1 - (\eta_\varepsilon)^2) I^s F_n)$$

Let us use the commutator notation,

$$[(-\Delta)^{\frac{\varepsilon}{2}}, f](g) := (-\Delta)^{\frac{\varepsilon}{2}}(fg) - f(-\Delta)^{\frac{\varepsilon}{2}}g.$$

Using again $I^s(-\Delta)^{\frac{\varepsilon}{2}}g = g$, Lemma 2.1, we have

$$(-\Delta)^{\frac{\varepsilon}{2}} (\eta_\varepsilon I^s F_n) = \eta_\varepsilon F_n + [(-\Delta)^{\frac{\varepsilon}{2}}, \eta_\varepsilon](I^s F_n).$$

By Coifman–McIntosh–Meyer type commutator estimates, here in the form of [29, Theorem 6.1.], we observe

$$\left\| \left[ (-\Delta)^{\frac{\varepsilon}{2}}, \eta_\varepsilon \right] (I^s F_n) \right\|_{L^q'(\mathbb{R}^N)} \lesssim \eta_\varepsilon F_n \|_{L^q'(\mathbb{R}^N)} + \left( 1 + \|\nabla \eta_\varepsilon\|_{L^\infty(\mathbb{R}^N)} \right) \|I^s F_n\|_{L^q'(\mathbb{R}^N)} \lesssim C(\varepsilon) \|F_n\|_{L^q'(\mathbb{R}^N)}$$
where in the last step we used the estimate\(^1\)
\[
\|I^s F_n\|_{L^{q'}(\mathbb{R}^N)} \lesssim \|F_n\|_{L^{q'}(\mathbb{R}^N)} \lesssim \|F_n\|_{L^{n+q'}(\Omega, \varepsilon)} = \|F_n\|_{L^{n+q'}(\Omega, \varepsilon)} \lesssim \|F_n\|_{L^{q'}(\mathbb{R}^N)}
\]
That is
\[
\sup_n \|(-\Delta)^\frac{s}{2} (\eta_n I^s F_n)\|_{L^{q'}(\mathbb{R}^N)} \leq 2C(\varepsilon, \Omega).
\]
By the relationship of \(u_n, u, h, h_n, h\) we have
\[
\int_{\mathbb{R}^N} (-\Delta)^\frac{s}{2} (u_n - u) (-\Delta)^\frac{s}{2} ((\eta_n)^2 I^s F_n)
= (h_n - h)[\eta_n (\eta_n I^s F_n)] = (\tilde{h}_n, \eta_n - h_n)[\eta_n I^s F_n]
\]
and thus for any fixed \(\varepsilon > 0\), by the local strong convergence of \(h_n\) to \(h\)
\[
\int_{\mathbb{R}^N} (-\Delta)^\frac{s}{2} (u_n - u) (-\Delta)^\frac{s}{2} ((\eta_n)^2 I^s F_n) \lesssim \|\tilde{h}_n, \eta_n - h_n, \eta_n\|_{H^s_{00}(\Omega)} \xrightarrow{n \to \infty} 0.
\]
It remains to estimate
\[
\int_{\mathbb{R}^N} (-\Delta)^\frac{s}{2} (u_n - u) (-\Delta)^\frac{s}{2} ((1 - (\eta_n)^2) I^s F_n)
= \int_{\mathbb{R}^N} (u_n - u) (-\Delta)^\frac{s}{2} ((1 - (\eta_n)^2) I^s F_n)
= \int_{\Omega} (u_n - u) (-\Delta)^\frac{s}{2} ((1 - (\eta_n)^2) I^s F_n)
\lesssim \|u_n - u\|_{L^2(\mathbb{R}^N)} \left\|(-\Delta)^\frac{s}{2} ((1 - (\eta_n)^2) I^s F_n)\right\|_{L^2(\Omega)}.
\]
Set \(\chi_\varepsilon := 1 - (\eta_n)^2\). That is,
\[
G(x) := ((1 - (\eta_n)^2) I^s F_n)(x) = \int_{\mathbb{R}^N} |x - y|^{s-N} \chi_\varepsilon(x) F_n(y) \, dy.
\]
Observe that \(\chi_\varepsilon\) and \(F_n\) have disjoint support, so we may choose yet another another cutoff function \(\tilde{\eta}_\varepsilon \in C^\infty_c(\Omega_{\varepsilon, \frac{1}{4}})\) with \(\tilde{\eta}_\varepsilon \equiv 1\) in \(\Omega_{\varepsilon, \frac{1}{4}}\) (that is: \(F_n = F_n \tilde{\eta}_\varepsilon\). Then we have for
\[
k(x, y) := |x - y|^{s-N} \chi_\varepsilon(x) \tilde{\eta}_\varepsilon(y)
\]
that
\[
G(x) = \int_{\mathbb{R}^N} k(x, y) F_n(y) \, dy.
\]
Moreover, since \(|z|^{s-N} \in L^p(\mathbb{R}^N \setminus B_r(0))\) for any \(r > 0\) and \(p > \frac{N}{N-s}\), we find by Young’s inequality for integral operators that
\[
\|G\|_{L^p(\mathbb{R}^N)} \leq \|F_n\|_{L^1(\mathbb{R}^N)} \leq C(\Omega, \varepsilon) \|F_n\|_{L^2(\Omega)} \leq 2C(\Omega, \varepsilon).
\]
\(^1\)this estimate holds whenever \(\frac{Nq'}{N+s-q'} > 1\), equivalently \(\frac{N}{q'} < s\). When \(N \geq 2\), \(q < 2\) this is true whenever \(s \in (0, 1)\). For \(N = 1\), \(q\) needs to be taken small enough. But this is not a problem since again, strong convergence at \(L^{q_0}\) (\(q_0 > 1\) small) and weak convergence at \(L^2\) implies strong convergence for any \(L^q\), \(q \in (1, 2)\) by Vitali’s theorem.
Moreover, $k(x, y)$ is smooth and computing the second derivative with respect to $x$ (notice $\nabla \chi_\varepsilon(x)$ has compact support) we find that (for $s \in (0, 2)$)

$$\frac{\partial^2}{\partial x_j \partial x_i} k(x, y) \in L^1 \cap L^\infty(\mathbb{R}^N \times \mathbb{R}^N), \quad \text{for all} \quad 1 \leq i, j \leq N.$$ 

So we have

$$\left\| \frac{\partial^2 G}{\partial x_j \partial x_i} \right\|_{L^p(\mathbb{R}^N)} \lesssim \| F_n \|_{L^1(\mathbb{R}^N)} \lesssim 2C(\Omega, \varepsilon), \quad \text{for all} \quad 1 \leq i, j \leq N.$$ 

That is $G \in W^{2,p}(\mathbb{R}^N) \hookrightarrow H^{s,p}(\mathbb{R}^N)$ (Sobolev embedding) for any $s \in (0, 2)$. In particular,

$$\| (-\Delta)^{\frac{s}{2}} G \|_{L^p(\mathbb{R}^N)} \lesssim 2C(\Omega, \varepsilon).$$

Together we have shown for the interior case

$$\| (-\Delta)^{\frac{s}{2}} (u_n - u) \|_{L^q(\Omega, r)} \leq C(\Omega, r) \left( \| u_n - u \|_{L^2(\Omega)} + \| \tilde{h}_{n, \eta} - \tilde{h}_{n, \eta} \|_{H^s_{00'}(\Omega)} \right)$$

Plugging this all together, namely (5.20), (5.21), (5.22) into (5.19), we have shown that for any $\varepsilon > 0$,

$$\| (-\Delta)^{\frac{s}{2}} u_n - (-\Delta)^{\frac{s}{2}} u \|_{L^q(\mathbb{R}^N)} \leq C(\Omega) \| u_n - u \|_{L^2(\Omega)} \varepsilon^{-s} + C(\Omega) \varepsilon^{\frac{s}{2} - \frac{1}{2}}$$

$$+ C(\Omega, \varepsilon) \left( \| u_n - u \|_{L^2(\Omega)} + \| \tilde{h}_{n, \eta} - \tilde{h}_{n, \eta} \|_{H^s_{00'}(\Omega)} \right)$$

In view of the locally strong convergence of $h$, Rellich as in (5.17), we let $n \to \infty$ and obtain that for any $\varepsilon > 0$,

$$\lim_{n \to \infty} \| (-\Delta)^{\frac{s}{2}} u_n - (-\Delta)^{\frac{s}{2}} u \|_{L^q(\mathbb{R}^N)} \leq C(\Omega) \varepsilon^{\frac{s}{2} - \frac{1}{2}}$$

This holds for any $\varepsilon > 0$ and thus for $\varepsilon \to 0$ (since $q < 2$),

$$\lim_{n \to \infty} \| (-\Delta)^{\frac{s}{2}} u_n - (-\Delta)^{\frac{s}{2}} u \|_{L^q(\mathbb{R}^N)} = 0.$$ 

(5.18) is established, and the proof of Theorem 5.3 is complete. \qed

6. Mosco Convergence in the Fractional Sobolev Setting

Mosco convergence [35, 34] is a set convergence concept with useful application in several areas of mathematics. The definition is appropriate to the study of problems involving moving convex sets in reflexive Banach spaces; as we now explain. In particular, it has made possible to study stability properties of variational inequalities and associated problems. One class of those associated problems are the quasi-variational inequalities (QVIs), that can be thought as variational inequalities where the constraint is implicit (in the sense that it is state dependent). QVIs arose initially from the work of Bensoussan and Lions [14, 31] (see also the monographs [15, 13, 16]) on impulse control problems, and later found application modeling a wide variety of non-convex and non-smooth phenomena in applied sciences. Specifically, areas including superconductivity ([28, 44, 45, 9, 12, 40, 26, 27]), continuum mechanics ([23, 28, 2, 3]), growth of sandpiles and the determination of rivers/lakes networks ([10, 11, 12, 42, 38, 39, 41, 11, 39, 41]), among others. Further, a concrete application
associated to fractional spaces can be found on [6]. For a complete and classical account on QVIs, we refer the reader to the text of Baiocchi and Capelo [8].

We now provide an application of the compact embedding results established in the previous section to the convergence of convex sets. This, as stated in the introduction of the paper, can be seen as the extension of the Boccardo/Murat result for fractional Sobolev spaces. We start by introducing the definition of Mosco convergence [35]:

**Definition 6.1 (Mosco convergence).** Let $K$ and $K_n$, for each $n \in \mathbb{N}$, be non-empty, closed and convex subsets of a reflexive Banach space $V$. Then the sequence $\{K_n\}$ is said to converge to $K$ in the sense of Mosco as $n \to \infty$, denoted by

$$K_n \xrightarrow{\text{Mosco}} K,$$

if the following two conditions are fulfilled:

(I) For each $w \in K$, there exists $\{w_{n'}\}$ such that $w_{n'} \in K_{n'}$ for $n' \in \mathbb{N}' \subset \mathbb{N}$ and $w_{n'} \rightharpoonup w$ in $V$.

(II) If $w_n \in K_n$ and $w_n \rightharpoonup w$ in $V$ along a subsequence, then $w \in K$.

The notion of Mosco convergence provides the right notion of convergence to establish stability results for variational inequalities and constrained optimization problems. Specifically, we have the following (see [35] and [43] for a proof).

**Theorem 6.2 (Mosco).** Let $V$ be a reflexive Banach space, $f \in V'$, and $A : V \to V'$ be linear, bounded, and coercive. Suppose in addition that for each $n \in \mathbb{N}$, $K_n$ and $K$ are convex, closed, and non-empty subsets of $V$, and that

$$K_n \xrightarrow{\text{Mosco}} K.$$

Then, the sequence of unique solutions $\{u_n\}$ to

$$\text{Find } u \in K_n : \langle Au - f, v - u \rangle \geq 0, \quad \text{for all } v \in K_n,$$

converges $V$-strongly to $u^*$, the unique solution to

$$\text{Find } u \in K : \langle Au - f, v - u \rangle \geq 0, \quad \text{for all } v \in K.$$

It follows that in order to determine stability results for variational inequalities, conditions that guarantee Mosco convergence are of interest. While for some kind of sets, necessary and sufficient conditions are known (see [20], the application of such to particular examples is an arduous task). On the other hand, there exist some useful (and simple to verify in applications) sufficient conditions such as one arising from the so-called Boccardo-Murat [17] result: A direct consequence of the Murat/Brezis compactness.

In the classical setting, the result of Murat, namely that the positive cone of non-negative elements of $H^{-1}(\Omega)$ compactly embeds in $W^{-1,q}(\Omega)$ for $q < 2$, implies that Mosco convergence of the sets

$$K(\phi_n) := \{v \in H^1_0(\Omega) : v \geq \phi_n \text{ a.e.} \}$$
to the set $K(\phi)$ is achieved not only if $\phi_n \to \phi$ in $H^1_0(\Omega)$, but also if $\phi_n \rightharpoonup \phi$ in $W^{1,p}_0(\Omega)$ for $p > 2$. In our setting, we prove that our result stating that the positive cone of non-negative elements in $H^{s,2}_{00}(\Omega)^*$ compactly embeds into $H^{s,q}_{00}(\Omega)^*$ for $1 \leq q < 2$, implies that the sequence of sets

$$K_s(\psi_n) := \{v \in H^{s,2}_{00}(\Omega) : v \geq \psi_n \text{ a.e.} \}$$

Mosco converges to $K_s(\psi)$ provided that $\psi_n \rightharpoonup \psi$ in $H^{s,p}_{00}(\Omega)$ with $p > 2$. This corresponds to the analogous result to the Boccardo-Murat [17] one but in the fractional Sobolev framework.

Initially, note the following result of existence of solutions to the class of variational inequalities of interest.

**Lemma 6.3.** Let $f \in H^{s,2}_{00}(\Omega)^*$ and $\psi \in H^{s,2}_{00}(\Omega)$. There exists a unique $u \in K_s(\psi)$ such that

$$\int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}} u (-\Delta)^{\frac{s}{2}} (v - u) \geq f[v - u] \quad \forall v \in K_s(\psi). \tag{6.1}$$

**Proof.** Existence and uniqueness follows from minimizing the strictly convex energy

$$\mathcal{E}(u) := \frac{1}{2} \|(-\Delta)^{\frac{s}{2}} u\|_{L^2(\mathbb{R}^N)}^2 - f[u] \quad \text{in} \ K_s(\psi).$$

\[\square\]

The next statement is the analogue of [17, teoreme 1]

**Theorem 6.4.** Let $f \in H^{s,2}_{00}(\Omega)^*$ and consider a sequence of obstacles $\psi_n \in H^{s,q}_{00}(\Omega)$ weakly converging to $\psi$ in $H^{s,q}_{00}(\Omega)$ for some $q > 2$. Denote by $u_n$, and $u$ the solutions from Lemma 6.3 corresponding for $K_s(\psi_n)$ and $K_s(\psi)$, respectively. Then

$$u_n \xrightarrow{n \to \infty} u \quad \text{strongly in} \ H^{s,2}_{00}(\Omega).$$

**Proof.** Given that $u$ is uniquely determined, it suffices to show the convergence of $u_n$ for some subsequence as $n \to \infty$.

Testing the variational inequality (6.1) for $u_n$ (when the constraint set is given by $K_s(\psi_n)$) with $v = \psi_n$ we readily find

$$\|(-\Delta)^{\frac{s}{2}} u_n\|_{L^2(\mathbb{R}^N)} \lesssim \|(-\Delta)^{\frac{s}{2}} \psi_n\|_{L^2(\mathbb{R}^N)} + \|f\|_{H^{s,2}_{00}(\Omega)^*}.$$ 

In view of (3.1) (up to a subsequence) we thus find that $u_n$ converges weakly to some $\tilde{u}$ in $H^{s,2}_{00}(\Omega)$, $\psi_n \rightharpoonup \psi$, $u_n \rightharpoonup \tilde{u}$ in $L^2(\Omega)$ and pointwise a.e., and $(-\Delta)^{\frac{s}{2}} u_n \rightharpoonup (-\Delta)^{\frac{s}{2}} \tilde{u}$ in $L^2(\mathbb{R}^N)$. Further, the weak lower semicontinuity property of the norm implies

$$\|(-\Delta)^{\frac{s}{2}} \tilde{u}\|_{L^2(\mathbb{R}^N)} \leq \liminf_{n \to \infty} \|(-\Delta)^{\frac{s}{2}} u_n\|_{L^2(\mathbb{R}^N)}. \tag{6.2}$$

On the other hand, $u_n - \psi_n \geq 0$ a.e., and since the subsequence of $\psi_n$ and $u_n$ converge a.e. we find in the limit that $\tilde{u} - \psi \geq 0$ a.e., that is

$$\tilde{u} \in K_s(\psi).$$
Testing again the variational inequality (6.1) for \( u_n \) with now \( u_n + \phi \) (for some nonnegative \( \phi \)) we find in the distributional sense that

\[
(-\Delta)\frac{2s}{r} u_n - f \geq 0 \quad \forall n \in \mathbb{N} \quad \text{in} \ \Omega.
\]

Moreover since we have from the weak convergence of \( u_n \) that

\[
(-\Delta)\frac{2s}{r} u_n - f \rightharpoonup (-\Delta)\frac{2s}{r} \tilde{u} - f \quad \text{in} \ H^{s,2}_0(\Omega)^*,
\]

we observe

\[
(-\Delta)\frac{2s}{r} \tilde{u} - f \geq 0 \quad \text{in} \ \Omega.
\]

From Theorem 1.1, we obtain that for any \( p < 2 \),

\[
\sup_{\|\varphi\|_{H^{s,p,0}(\Omega)} \leq 1} \int_{\mathbb{R}^N} \left( (-\Delta)\frac{2s}{r} u_n - (-\Delta)\frac{2s}{r} \tilde{u} \right) \varphi \xrightarrow{n \to \infty} 0,
\]

where (as usual) the above integral is understood in the duality pairing sense. Then

\[
\sup_{\|\varphi\|_{H^{s,p,0}(\Omega)} \leq 1} \int_{\mathbb{R}^N} \left( (-\Delta)\frac{2s}{r} u_n - (-\Delta)\frac{2s}{r} \tilde{u} \right) (-\Delta)\frac{2s}{r} \varphi \xrightarrow{n \to \infty} 0,
\]

and hence

\[
(6.3) \quad \|(-\Delta)\frac{2s}{r} u_n - (-\Delta)\frac{2s}{r} \tilde{u}\|_{L^p(\mathbb{R}^N)} \xrightarrow{n \to \infty} 0.
\]

Note that we can conclude that \( (-\Delta)\frac{2s}{r} u_n \xrightarrow{n \to \infty} (-\Delta)\frac{2s}{r} \tilde{u} \) in \( L^2(\mathbb{R}^N) \) if we show

\[
(6.4) \quad \|(-\Delta)\frac{2s}{r} u_n\|_{L^2(\mathbb{R}^N)} \xrightarrow{n \to \infty} \|(-\Delta)\frac{2s}{r} \tilde{u}\|_{L^2(\mathbb{R}^N)}.
\]

To establish (6.4), given that (6.2) holds, it only remains to show

\[
\limsup_{n \to \infty} \|(-\Delta)\frac{2s}{r} u_n\|_{L^2(\mathbb{R}^N)} \leq \|(-\Delta)\frac{2s}{r} \tilde{u}\|_{L^2(\mathbb{R}^N)}.
\]

For this we test the variational inequality (6.1) for \( u_n \) with \( v := \psi_n + \tilde{u} - \psi \); observe that \( \tilde{u} - \psi \geq 0 \) since \( \tilde{u} \in K(\psi) \). Then

\[
\int_{\mathbb{R}^N} (-\Delta)\frac{2s}{r} u_n(-\Delta)\frac{2s}{r} (\psi_n + \tilde{u} - \psi - u_n) \geq f[\psi_n + \tilde{u} - \psi - u_n],
\]

i.e.

\[
\|(-\Delta)\frac{2s}{r} u_n\|_{L^2(\mathbb{R}^N)}^2 \leq \int_{\mathbb{R}^N} (-\Delta)\frac{2s}{r} u_n(-\Delta)\frac{2s}{r} \tilde{u} + \int_{\mathbb{R}^N} (-\Delta)\frac{2s}{r} (u_n - \tilde{u})(-\Delta)\frac{2s}{r} (\psi_n - \psi)
\]

\[
+ \int_{\mathbb{R}^N} (-\Delta)\frac{2s}{r} \tilde{u}(-\Delta)\frac{2s}{r} (\psi_n - \psi) + f[\psi - \psi_n] + f[u_n - \tilde{u}].
\]

By weak convergence \( u_n \) to \( u \) in \( H^{s,2}_0(\Omega) \), we observe

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} (-\Delta)\frac{2s}{r} u_n(-\Delta)\frac{2s}{r} \tilde{u} = \|(-\Delta)\frac{2s}{r} \tilde{u}\|_{L^2(\mathbb{R}^N)}^2,
\]

and by the weak convergence of \( \psi_n \) to \( \psi \) in \( H^{s,q}_0(\Omega) \), we have

\[
\lim_{n \to \infty} (f[\psi - \psi_n] + f[u_n - \tilde{u}]) = 0,
\]

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} (-\Delta)\frac{2s}{r} u_n(-\Delta)\frac{2s}{r} \tilde{u} = \|(-\Delta)\frac{2s}{r} \tilde{u}\|_{L^2(\mathbb{R}^N)}^2.
\]
and
\[ \lim_{n \to \infty} \int_{\mathbb{R}^N} (-\Delta) \frac{q}{2} \tilde{u} (-\Delta) \frac{q}{2} (\psi_n - \psi) = 0. \]

By the uniform boundedness of \((-\Delta)^{\frac{q}{2}} (\psi_n - \psi)\) in \(L^q(\mathbb{R}^N)\) (recall that \(q > 2\)) and the strong convergence of \((-\Delta)^{\frac{q}{2}} u_n\) in \(L^q(\mathbb{R}^N)\),
\[
\left| \int_{\mathbb{R}^N} (-\Delta) \frac{q}{2} (u_n - \bar{u}) (-\Delta) \frac{q}{2} (\psi_n - \psi) \right| \leq \|(\Delta)^{\frac{q}{2}} u_n - (-\Delta)^{\frac{q}{2}} \bar{u}\|_{L^q(\mathbb{R}^N)} \|(\Delta)^{\frac{q}{2}} (\psi_n - \psi)\|_{L^q(\mathbb{R}^N)} \xrightarrow{n \to \infty} 0.
\]

In conclusion,
\[
\limsup_{n \to \infty} \|(\Delta)^{\frac{q}{2}} u_n\|_{L^2(\mathbb{R}^N)}^2 \leq \int_{\mathbb{R}^N} (-\Delta) \frac{q}{2} \tilde{u} (-\Delta) \frac{q}{2} \tilde{u}
\]
which in view of (6.2) establishes (6.4), which in turn establishes the strong \(L^2(\mathbb{R}^N)\)-convergence of \((-\Delta)^{\frac{q}{2}} u_n\) to \((-\Delta)^{\frac{q}{2}} \bar{u}\).

Finally, let \(w \in K_s(\psi)\) be arbitrary and consider the test function \(v = \psi_n + w - \psi \in K_s(\psi_n)\) on the variational inequality associated to \(u_n\), i.e.,
\[
\int_{\mathbb{R}^N} (-\Delta) \frac{q}{2} u_n (-\Delta) \frac{q}{2} (\psi_n + w - \psi - u_n) \geq f[\psi_n + w - \psi - u_n].
\]

Then, given that \((-\Delta)^{\frac{q}{2}} u_n \to (-\Delta)^{\frac{q}{2}} \bar{u}\) in \(L^2(\mathbb{R}^N)\), \(\psi_n \to \psi\) in \(H^{s,q}_0(\Omega)\), and \(u_n \to \bar{u}\) in \(H^{s,q}_0(\Omega)\), we have
\[
\int_{\mathbb{R}^N} (-\Delta)^{\frac{q}{2}} \bar{u} (-\Delta)^{\frac{q}{2}} (w - \bar{u}) \geq f[w - \bar{u}].
\]
Since \(\bar{u} \in K_s(\psi)\), and \(w \in K_s(\psi)\) was arbitrary, then \(\bar{u} = u\), the unique solution to (6.1), which concludes the proof. \(\square\)

As in [17] (after Definition 9) we obtain

**Corollary 6.5.** Let \(\psi_n\) weakly converge to \(\psi\) in \(H^{s,q}_0(\Omega)\) for \(q > 2\). Then \(K_s(\psi_n)\) Mosco-converges to \(K_s(\psi)\) as \(n \to \infty\), i.e.,
\[
K_s(\psi_n) \xrightarrow{M} K_s(\psi).
\]

**Proof.** We prove both items in Definition 6.1.

(I) Set \(f := (-\Delta)^{\frac{q}{2}} u \in H^{s,q}_0(\Omega)^\star\) where \(u \in K_s(\psi)\) is arbitrary. Then
\[
\int_{\mathbb{R}^N} (-\Delta)^{\frac{q}{2}} u (-\Delta)^{\frac{q}{2}} (v - u) = f[v - u] \quad \forall v \in C_c^\infty(\Omega),
\]
and in particular this equation holds for all \(v \in K_s(\psi)\). For this \(f\) and \(\psi_n\) solve the inequality Lemma 6.3, and obtain \(u_n \in K_s(\psi_n)\). In view of Theorem 6.4, \(u_n\) converges strongly to \(u\) in \(H^{s,q}_0(\Omega)\).

(II) follows from the Rellich compactness result: \(u_n\) and \(\psi_n\) converge a.e., so \(u_n \geq \psi_n\) a.e. implies in the limit \(u \geq \psi\) a.e., i.e., \(u \in K_s(\psi)\).
6.1. Quasi-variational Inequalities. The above results directly allows us to establish existence of solutions to quasi-variational inequalities (QVIs) as we show next. Consider an operator \( \Phi \), and subsequently the following QVI: Given \( f \in H^{s,2}_{00}(\Omega)^* \),

\[
(6.5) \quad \text{Find } u \in K_s(\Phi(u)) : \int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}} u (-\Delta)^{\frac{s}{2}} (w - u) \geq f[w - u] \quad \forall w \in K_s(\Phi(u)).
\]

We now show that the above problem has solutions via Corollary 6.5.

**Theorem 6.6.** Let \( \Phi : H^{s,2}_{00}(\Omega) \to H^{s,q}_{00}(\Omega) \) for some \( q > 2 \) be weak-weak continuous, i.e., if \( v_n \rightharpoonup v \in H^{s,2}_{00}(\Omega) \), then \( \Phi(v_n) \rightharpoonup \Phi(v) \) in \( H^{s,q}_{00}(\Omega) \). Then, (6.5) has at least one solution.

**Proof.** First, define the map \( T \) such that \( T(v) \in H^{s,2}_{00}(\Omega) \) corresponds to the unique solution of the variational inequality

\[
\text{Find } y \in K_s(\Phi(v)) : \int_{\mathbb{R}^N} (-\Delta)^{\frac{s}{2}} y (-\Delta)^{\frac{s}{2}} (w - y) \geq f[w - y], \quad \forall w \in K_s(\Phi(v)).
\]

Then, solutions to the QVI are equivalently defined as fixed points of the map \( T \), i.e., \( v \) solves the QVI if and only if

\[
T(v) = v.
\]

Coercivity of fractional differential operator implies that \( T(H^{s,2}_{00}(\Omega)) \subset B_R(0; H^{s,2}_{00}(\Omega)) \) for some \( R > 0 \). Hence, any sequence \( \{v_n\} \) in \( B_R(0; H^{s,2}_{00}(\Omega)) \) contains a subsequence such that \( v_n \rightharpoonup v \) and \( T(v_n) \rightharpoonup z \) in \( H^{s,2}_{00}(\Omega) \) for some \( v \) and \( z \). Since \( \Phi(v_n) \rightharpoonup \Phi(v) \) in \( H^{s,q}_{00}(\Omega) \) with \( q > 2 \), then by Corollary 6.5 we observe \( K_s(\Phi(v_n)) \rightharpoonup K_s(\Phi(v)) \), and hence \( T(v_n) \rightharpoonup T(v) \) in \( H^{s,2}_{00}(\Omega) \) by Theorem 6.2, i.e., the map \( T \) is compact and a fixed point exists due to the theorem of Schauder. \( \square \)

**Remarks and open questions**

- The statement of Theorem 1.1 is also valid for the classical Sobolev space \( H^{1,p}_0(\Omega) \) for any \( q < p \) – the proof changes only slightly and is left to the interested reader. For \( p = 2 \) this was proven in [17, 18]. Our argument for Theorem 1.1 is very much inspired by [18] but it is significantly more general.
- We expect this result to be true for functionals in \((H^{s,p}_0(\Omega))^*\) with convergence \((H^{s,q}_0(\Omega))^*\) for \( q < p \). However, our proof does not cover this case since we are not able to classify the dual space of \( H^{s,p}_0(\Omega) \) as in Proposition 4.3 – namely the global estimate (4.5) is unknown when \( L^2(\mathbb{R}^N) \) and \((H^{s,2}_0(\Omega))^*\) are replaced with \( L^p(\mathbb{R}^N) \) and \((H^{s,p}_0(\Omega))^*\), \( p \neq 2 \).
- For \( s \in (0, 1) \), \( p \in (1, \infty) \) denote

\[
[f]_{W^{s,p}(\Omega)} = \left( \int_{\Omega} \int_{\Omega} \frac{|f(x) - f(y)|^p}{|x - y|^{N+sp}} \, dx \, dy \right)^{\frac{1}{p}},
\]

and for \( s \in (0, 1) \) we set

\[
W^{s,p}_{00}(\Omega) := \{ f \in L^p(\mathbb{R}^N) : [f]_{W^{s,p}(\mathbb{R}^N)} < \infty, \quad f \equiv 0 \text{ in } \Omega^c \}.
\]
endowed with the norm $\|f\|_{W^{s,p}(\mathbb{R}^N)}$.

It is likely that a statement as in Theorem 1.1 fails, i.e., that there is no $(W^{s,q})^*$-convergence for $q < 2$ – due to the fact that $W^{s,2}$-functions may not even belong to $W^{s,p}_{loc}$ for $p < 2$, [33].
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APPENDIX A. ON DISTRIBUTIONS AND FUNCTIONS

In this section we gather some standard results from Sobolev spaces and distributions. Firstly, nonnegative distributions correspond to Radon measures, more precisely we have [30, Theorem 6.22].

Lemma A.1. Every nonnegative distribution $f \in (C_c^\infty(\mathbb{R}^N))^*$, i.e.

$$f[\varphi] \geq 0 \quad \forall \varphi \in C_c^\infty(\mathbb{R}^N, [0, \infty))$$

is of the form

$$f[\varphi] = \int f d\mu$$

for some Radon measure $\mu$.

Secondly we recall the Vitali convergence theorem, [19, Section 4.5, Exercise 4.14.4].

Lemma A.2. Let $f_n$ be a sequence $L^p(\Omega)$, $1 \leq p < \infty$. Then $f_n \xrightarrow{n \to \infty} f$ if and only if

1. convergence in measure: \(\forall \varepsilon > 0, \lim_{n \to \infty} \mathcal{L}^n \left( \{ x : |f_n(x) - f(x)| \geq \varepsilon \} \right) = 0 \)
2. for any $\varepsilon > 0$ there exists a measurable set $E_\varepsilon$ with $|E_\varepsilon| < \infty$ such that

$$\sup_n \int_{\Omega \setminus E_\varepsilon} |f_n|^p < \varepsilon.$$
3. for any $\varepsilon > 0$ there exists $\delta > 0$ such that for any measurable $E \subset \Omega$ with $|E| < \delta$ we have

$$\sup_n \int_E |f_n|^p < \varepsilon.$$

A direct consequence of Lemma A.2 is
Lemma A.3 (Vitali convergence). Let $\Omega \subset \mathbb{R}^N$ be open and bounded. Let $f_k$ be uniformly bounded in $L^p(\Omega)$ and assume that $f_k \xrightarrow{k \to \infty} f$ in $L^1(\Omega)$. Then $f_k \xrightarrow{k \to \infty} f$ in $L^q(\Omega)$ for any $q \in [1, p)$.

Proof. The first property of Vitali follows from $L^1$-convergence.

Now observe that for $q < p$ by Hölder inequality,

$$\sup_k \int_E |f_k|^q \leq |E| \frac{p}{p-q} \sup_k \|f_k\|_{L^p(\Omega)}^{q}$$

This implies the third property (and the second one is trivial if $\Omega$ is bounded). \qed

Another consequence of Vitali’s Lemma is the Brezis-Lieb lemma, [19, Section 4.5, Exercise 4.17].

Lemma A.4 (Brezis-Lieb Lemma). Let $p \in (1, \infty)$, $f_k, f \in L^p(\Omega)$ be such that $\sup_k \|f_k\|_{L^p(\Omega)} < \infty$ and $f_k \xrightarrow{k \to \infty} f$ almost everywhere in $\Omega$. Then

- $$\|f_k\|_{L^p(\Omega)}^p - \|f\|_{L^p(\Omega)}^p - \|f_k - f\|_{L^p(\Omega)}^p \xrightarrow{k \to \infty} 0.$$  
- In particular if $$\lim_{k \to \infty} \|f_k\|_{L^p(\Omega)}^p = \|f\|_{L^p(\Omega)}^p$$
  then $f_k \xrightarrow{k \to \infty} f$ in $L^p(\Omega)$.
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