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Abstract—Dynamic graph representation learning strategies are based on different neural architectures to capture the graph evolution over time. However, the underlying neural architectures require a large amount of parameters to train and suffer from high online inference latency, that is, several model parameters have to be updated when new data arrive online. In this study we propose Distill2Vec, a knowledge distillation strategy to train a compact model with a low number of trainable parameters, so as to reduce the latency of online inference and maintain the model accuracy high. We design a distillation loss function based on Kullback-Leibler divergence to transfer the acquired knowledge from a teacher model trained on offline data, to a small-size student model for online data. Our experiments with publicly available datasets show the superiority of our proposed model over several state-of-the-art approaches with relative gains up to 5% in the link prediction task. In addition, we demonstrate the effectiveness of our knowledge distillation strategy, in terms of number of required parameters, where Distill2Vec achieves a compression ratio up to 7:100 when compared with baseline approaches. For reproduction purposes, our implementation is publicly available at https://stefanosantaris.github.io/Distill2Vec.

Index Terms—Dynamic graph representation learning, knowledge distillation, model compression

I. INTRODUCTION

Graph representation learning is a fundamental problem, with ubiquitous applicability in various real-world domains, such as social networks [1], [2], biological protein-protein networks [3], [4], recommender systems [5], [6], and so on. The main objective is to learn low-dimensional dense vector representations - node embeddings that capture the structural and content information of each node [7], [8]. Neighbor nodes or nodes with similar interests e.g., similar movie preferences, are mapped to vectors with close proximity in a latent embedding space. The learned node embeddings have been proven beneficial for a wide variety of machine learning tasks such as predictions of future friendships between users in social networks [9], and recommendations of new products to customers in E-commerce platforms [10].

Early graph representation learning approaches mainly focus on static graphs [2], [11]–[13]. However, most real-world applications are dynamic. Static approaches completely ignore the temporal aspect of the graph. To efficiently capture the evolution in the latent embedding space, dynamic graph representation learning approaches compute node embeddings based on a sequence of graph snapshots at different time steps [1], [14]–[16]. Existing approaches explore several techniques to accurately learn node embeddings, such as temporal regularizers [15], [17], Recurrent Neural Networks [16], [18], and joint-self attention mechanisms [14].

Although dynamic graph representation learning strategies produce accurate predictions, they are based on deep neural network architectures with a large number of model parameters. Moreover, the number of parameters significantly increases by several orders of magnitude, along with the number of graph snapshots. Due to the vast amount of model parameters such approaches incur high online inference latency, which prohibits their direct applications into a real-world setting with almost real-time response requirements [19]–[23]. For example, the model size negatively impacts the performance of recommendation systems in social networks, where predictions have to be calculated in real time [23], [24].

Knowledge distillation is a model independent strategy to generate compact models that exhibit low online inference latency. [19], [20]. The basic idea of knowledge distillation is to train a large model, namely teacher, as an offline process. The teacher model can employ computationally expensive deep neural networks, as there are no strict requirements on latency and computational resources during offline learning. Having trained the teacher model, the knowledge can be transferred to a smaller model, namely student, by reducing the model size. Therefore, the student model can be deployed to online applications, satisfying the low online inference latency requirements [5], [22], [23]. However, the impact of knowledge distillation on graph representation learning for dynamic graphs has not been studied so far.

In this paper, we propose a knowledge distillation strategy, namely Distill2Vec, to generate a compact student model with low online inference latency for graph representation learning on dynamic graphs. The teacher model learns the latent node representations by employing a self-attention mechanism on the offline graph snapshots. To train a smaller student model on the online graph snapshots, we formulate a distillation loss function, allowing the student model to distill the knowledge of the pretrained teacher model. In doing so, the student model can generate similar predictions as the teacher model, while significantly reducing the model parameters. Our main
contributions are summarized as follows:

- We propose Distill2Vec, a knowledge distillation strategy on dynamic graph representation learning approaches. We formulate a distillation loss function based on Kullback-Leibler divergence to transfer the knowledge from the teacher model on the offline data, to a smaller student model when learning online data. In addition, Distill2Vec employs a self-attention mechanism to capture the graph evolution in the learned node embeddings.

- We demonstrate that the student model significantly reduces the online inference latency, in terms of the number of trainable parameters, when compared with the teacher model. Moreover, the proposed student model overcomes any bias introduced by the pretrained teacher model, achieving high accuracy in the online link prediction task.

Our experiments on two real-world dynamic networks demonstrate the superiority of our proposed knowledge distillation strategy, against several state-of-the-art methods.

The remainder of the paper is organized as follows: Section II reviews the related work and in Section III we describe the proposed knowledge distillation strategy. The experimental evaluation is presented in Section IV and we conclude the study in Section V.

II. RELATED WORK

Static graph representation learning approaches exploit matrix factorization techniques [25], [26] and random walks [11], [13] to learn accurate node embeddings. With the advent of deep learning methods, several graph neural network approaches have been proposed, such as Graph Convolutional Networks (GCN) [3], [27], and Graph Attentions [2]. However, these methods are designed to learn node embeddings for static graphs and do not reflect on the dynamic setting of real-world applications.

Dynamic graph representation learning approaches aim to compute accurate node embeddings capturing the graph evolution. For example, early attempts on dynamic graph representation learning employ temporal smoothness techniques to calculate similar latent representations between consecutive graph snapshots [11], [28]. DynamicTriad exploits the triadic closure process as a smoothness guidance to identify the temporal patterns of social networks [15]. DyREP models the occurrence of an edge as a point process and captures the interleaved dynamics between consecutive graph snapshots [16]. DynGem employs auto-encoders to compute the latent node embeddings for each graph snapshot [29]. To ensure smoothness, the node embeddings of each autoencoder are initialized based on the pretrained node embeddings of the previous graph snapshot. Similarly, Dynamic Joint Variational Graph AutoEncoder (DynVGAE) shares parameter weights across the network temporal information in the Graph Neural Networks (GNN). Temporal Dependent Graph Neural Network (TDGNN) employs aggregation functions on the neighbor nodes between consecutive graph snapshots. Dynamic Self-Attention (DySAT) applies a self-attention mechanism to encode the structural and temporal dynamics of each node over consecutive graph snapshots [14]. However, existing state-of-the-art approaches are based on neural architectures with large model sizes and cannot capture the evolution of the graph without encountering prohibitive online training costs, as we will show later in Section IV.

A recent attempt to reduce the model sizes of graph representation learning approaches based on the DMTKG knowledge distillation strategy, presented in [32]. DMTKG employs Heat Kernel Signatures (HKS) to extract the nodes’ descriptors and thereafter forward the nodes’ descriptors to GCNs to learn the latent node representations. The knowledge of the large teacher model is distilled to the compact student model through a distillation loss function based on the weighted cross entropy. However, DMTKG is designed to learn node embeddings on static graphs, ignoring the temporal evolution of dynamic graphs.

III. PROPOSED MODEL

We define a dynamic graph as a sequence of $T$ graph snapshots $G = \{G_1, \ldots, G_T\}$. For each time step $t = 1, \ldots, T$, the graph snapshot $G_t = (V_t, E_t)$ is an undirected graph, where $V_t$ is the set of $n_t = |V_t|$ nodes and $E_t$ corresponds to the set of links. The goal of dynamic graph representation learning is to map each node $u \in V_t$ to $d$-dimensional node embeddings $H_t(u) \in \mathbb{R}^d$, with $d \ll n_t$, at the time step $t$ [7], [11], [33]. Provided that graphs evolve over time, the node embedding $H_t(u)$ should encode the evolution of the node $u \in V_t$ over a specific window size $l$ of consecutive graph snapshots $\{G_{t-l}, \ldots, G_t\}$, up until the $t$-th time step. Note that in our model we do not consider all the previous time steps, as large values of the window size $l$ introduce noise to the node embeddings, degrading the performance of the graph representation learning approaches as we will demonstrate in Section IV-F.

Dynamic graph representation learning models employ deep neural network architectures to learn accurate node embeddings, at the cost of high online inference latency [14], [17], [33]. The goal of our knowledge distillation strategy is to generate a compact student model $S$ with low online inference latency, and retain the accuracy of the pretrained large teacher model $T$ [19], [20], [34], [35]. In particular, the teacher model $T$ is pretrained to learn the node embeddings $H^T$ on the offline graph snapshots. We denote by $\mathcal{G} = \{G_1, \ldots, G_m\}$ the $m$ consecutive offline graph snapshots of the dynamic graph $G$, with $1 \leq m < T$. Thereafter, the student model $S$ exploits the teacher model $T$, to learn accurate node representations $H^S$ on the online graph snapshots $\mathcal{G}^S = \{G_{m+1}, \ldots, G_T\}$. To transfer the knowledge of the pretrained teacher model $T$, the student model $S$ minimizes a distillation loss function $L^D$ [19], [20]. The distillation loss function $L^D$ calculates the prediction error of the student model $S$ on the online graph snapshots, and the
The first layer, namely structural self-attention, captures the strategy of the online student model Distill2Vec-T, and then in Section [III-B] we present the knowledge distillation strategy of the online student model Distill2Vec-S.

A. Distill2Vec-T - Teacher Model

The teacher model Distill2Vec-T learns the latent representations $H^T$ based on the $m$ offline graph snapshots $G^T$. Distill2Vec-T employs two self-attention layers [2], [14], [36]. The first layer, namely structural self-attention, captures the structural properties of each node $u \in V_t$ at the $t$-th graph snapshot. The second layer, namely temporal self-attention, models the evolution of the graph, given a sequence of $l$ graph snapshots $\{G_{t-1}, \ldots, G_t\}$. Provided that the teacher model Distill2Vec-T is trained as an offline process, we consider all the graph snapshots $G^T$ for the temporal self-attention layer ($l = m$). The input of the structural self-attention layer at the $t$-th time step is the set of input node representations $X_t \in \mathbb{R}^{n_t \times n_s}$, where $X_t(u)$ is the one-hot encoded vector of the node $u \in V_t$. The output is a $d$-dimensional structural node representation $Z_t(u) \in \mathbb{R}^d$, calculated as follows:

$$Z_t(u) = ELU \left( \sum_{v \in N_t(u)} \alpha_t(u,v)W_tX_t(u) \right)$$

(1)

where $N_t(u)$ is the neighborhood set of the node $u$ at the $t$-th time step, $W_t \in \mathbb{R}^{d \times n_t}$ is the weight transformation matrix for each input node representation $X_t(u)$, and ELU is the exponential linear unit activation function. Variable $\alpha_t(u,v)$ corresponds to the learned coefficients, calculated based on the softmax over the neighbors of each node $u$, as follows:

$$\alpha_t(u,v) = \frac{\exp(e_t(u,v))}{\sum_{w \in N_t(u)} \exp(e_t(u,w))}$$

(2)

with $e_t(u,v) = f \left( A_t(u,v) \cdot a_t^T \left[ W_tX_t(u) \parallel W_tX_t(v) \right] \right)$

$f$ is the LeakyRelu activation function, $a_t \in \mathbb{R}^{2n_t}$ is a $2n_t$-dimensional weight vector parameterizing the attention process between nodes $u$ and $v$, and $\parallel$ denotes the concatenation operation. The attention weight $e_t(u,v)$ indicates the contribution of the node $v$ to the node $u$ at the $t$-th time step [2], [14].

Having computed the $d$-dimensional structural node representations $Z_t$ for each time step $t = 1, \ldots, m$, we capture the graph evolution in the temporal attention layer. In contrast to the structural attention layer that learns the structural properties of the nodes at each time step, the temporal attention layer emphasizes on the evolution of each node over $l$ consecutive graph snapshots, with $l = m$ for the teacher model. The input of the temporal attention layer, denoted by $X'_t(u) \in \mathbb{R}^{l \times d}$, is calculated as follows $X'_t(u) = \text{Concat}(Z_{t-1}(u), \ldots, Z_t(u))$, that is the concatenation of the $l$ structural node representations of each node $u$. We apply the scaled dot-product form of attention [14], [36], where the structural node representations $X'_t$ are the queries, keys and values of the attention process.

For each node $u \in V_t$, the temporal attention layer calculates $l$ new $k$-dimensional representations $B_t(u) \in \mathbb{R}^{l \times k}$ as follows:

$$B_t(u) = \beta_t(u)(X'_t(u)W^p)$$

(3)

$W^p \in \mathbb{R}^{d \times k}$ is the linear projection matrix of the structural node representations of each node $u$. Variable $\beta_t(u) \in \mathbb{R}^{l \times l}$ is the attention weight matrix that indicates the similarity of the node’s $u$ structural embeddings in different graph snapshots. For each graph snapshot $i = t-l, \ldots, t$ and $j = t-l, \ldots, t$, we calculate the attention weight of the node $u$ as follows:

$$\beta_{ij}(u) = \frac{\exp(c_{ij}(u))}{\sum_{r=t-l}^t \exp(c_{ir}(u))}$$

(4)

with $c_{ij}(u) = \left( \frac{(X'_t(u)W^q)(X'_t(u)W^k))_{ij}}{\sqrt{k}} + M_{ij} \right)$

$W^q \in \mathbb{R}^{d \times k}$ and $W^k \in \mathbb{R}^{d \times k}$ are the weight parameter matrices to transform the query and key input node representations, respectively [36]. A high attention weight $\beta_{ij}(u)$ corresponds to similar structural node embeddings for the node $u$ in the graph snapshots $G^T_t$ and $G^T_i$. In Equation 4 $M \in \mathbb{R}^{l \times l}$ is a mask matrix to encode the temporal order between different time steps $i$ and $j$. The values of the matrix $M$ are defined as follows:

$$M_{ij} = \begin{cases} 0 & \text{if } i < j \\
-\infty & \text{otherwise} \end{cases}$$

(5)

We employ multi-head attention on both the structural and temporal attention layers, to capture the evolution of different latent facets over time for each node $u \in V_t$ [14]. The output of the multi-head attention on the structural attention layer is computed as follows:

$$C_t(u) = \text{Concat}(Z_t^1(u), \ldots, Z_t^h(u))$$

(6)

where $h$ is the number of attention heads and $C_t(u) \in \mathbb{R}^d$ is the output representation of the node $u$ at the $t$-th time step. Similar to the structural attention layer, the output of the multi-head attention on the temporal attention layer is defined as follows:

$$D_t(u) = \text{Concat}(B_t^1(u), \ldots, B_t^g(u))$$

(7)

where $g$ is the number of attention heads applied to the temporal attention layer and $B_t(u) \in \mathbb{R}^{l \times k}$ is the output node representations of the node $u$.

Having computed both the structural and the temporal node representations, we can calculate the final node representation $H_t(u)$ for each node $u \in V_t$. We encode the ordering information in the node representations $D_t(u)$ of the temporal attention layer, by calculating the position embeddings $P_t(u) \in \mathbb{R}^d$ for each node $u$ [37]. The final node representations $H_t^R(u)$ of the teacher model Distill2Vec-T are then
computed by combining the output node representations $C_t(u)$ of the structural attention layer with the position embeddings $P_t(u)$ as follows:
\[
H^T_t(u) = C_t(u) + P_t(u)
\] (8)

To train the teacher model and learn the node embeddings, we adopt the binary cross-entropy loss function with respect to the node embeddings $H^T_t(u)$:
\[
\min_{H^T_t} L = \sum_{u \in V_t} \left( \sum_{v \in N^\text{val}_{t}(u)} -\log(\sigma(<H^T_t(u), H^T_t(v)>)) \right) - w_{\text{neg}} \sum_{u' \in P_{\text{neg}}(u)} \log(1 - \sigma(<H^T_t(u'), H^T_t(u)>))
\] (9)

where $\sigma$ is the sigmoid activation function, $<,>$ is the inner product operation between node representations $H^T_t(u)$ and $H^T_t(v)$. $N^\text{val}_{t}(u)$ is the set of nodes explored in a fixed length random-walk started at the node $u$ at the $t$-th graph snapshot $G_t$. $P_{\text{neg}}(u)$ is a negative sampling distribution for the graph snapshot $G_t$, and $w_{\text{neg}}$ is the negative sampling ratio. We optimize the weight parameter matrices in the structural and the temporal attention layers based on the loss function in Equation 9 and the backpropagation algorithm.

B. Distill2Vec-S - Student Model

To reduce the high online inference latency of the teacher model Distill2Vec-T, we train a compact student model Distill2Vec-S on the online graph snapshots $G^S$. For each time step $t = m + 1, \ldots, T$, the student model Distill2Vec-S computes the structural node representations $C_t(u)$, based on Equation 6. To capture the graph evolution over the last $l$ consecutive historical graph snapshots $\{G^S_{t-l}, \ldots, G^S_t\}$, Distill2Vec-S computes the temporal node representations $D_t(u)$ according to Equation 7. The final node representations $H^S_t(u)$ are calculated based on Equation 8.

We employ a knowledge distillation strategy on the student model Distill2Vec-S to transfer the knowledge of the pre-trained teacher model Distill2Vec-T. In practice, the student model Distill2Vec-S adopts the following distillation loss function $L^D$ during the online training process:
\[
\min_{H^S} L^D = (1 - \gamma) L^S + \gamma L^F
\] (10)

where $L^S$ is the binary cross-entropy loss that measures the accuracy error of the student model on the online data, and $L^F = \mathcal{KL}(H^S_t(u) \mid H^T_t(u))$ is the Kullback-Leibler (KL) divergence between the node embeddings $H^S_t(u)$ and $H^T_t(u)$ for each node $u \in V_t$ [38]. This means that the student model Distill2Vec-S mimics the teacher model Distill2Vec-T during online training, to achieve similar performance with low number of model parameters [19], [22], [23]. Hyperparameter $\gamma \in [0, 1]$ balances the distillation process and the prediction error of the student model Distill2Vec-S on the online data. High values of $\gamma$ reflect on generating node embeddings $H^S_t(u)$ similar to the node embeddings $H^T_t(u)$ of the student model Distill2Vec-T. Instead, low values of $\gamma$ emphasize on the prediction errors of the student model Distill2Vec-S. This allows the student model to overcome any bias introduced by the teacher and achieve similar or better performance than Distill2Vec-T [19], [20], [22], [23].

IV. EXPERIMENTS

A. Datasets

We evaluate the performance of the proposed distillation strategy based on two publicly available datasets, that is the Yelp [7] and ML-10M [4] datasets.

- The Yelp dataset is a bipartite network with 6,569 users and businesses and 95,361 ratings. It consists of 16 graph snapshots, where each graph snapshot contains the users/businesses and ratings within a 6 month period.
- In ML-10M, the dynamic graph consists of 12 graph snapshots with 20,537 users/movies and 43,760 user/tag interactions in Movielens. Each graph snapshot corresponds to the user/tag interactions occurred within a 3 month period.

B. Evaluation Protocol

We evaluate the performance of our proposed knowledge distillation strategy on the link prediction task. In our experiments, we train the teacher model Distill2Vec-T on the offline graph snapshots $G^T$. For each dataset, we consider the first 5 time steps ($m = 5$) as the offline graph snapshots $G^T$ and the remaining time steps as the online graph snapshots $G^S$, that is 11 and 7 test graph snapshots for the Yelp and ML-10M datasets, respectively. The student model Distill2Vec-S learns the node embeddings $H^S_t$ at the $t$-th time step based on $l$ consecutive online graph snapshots $\{G^S_{t-l}, \ldots, G^S_t\}$.

The task is to predict the unobserved links $O_{t+1} = E_{t+1} \setminus \{E_t, \ldots, E_{t-l}\}$ of the graph snapshot $G^S_{t+1}$. Following the evaluation protocol of [11], [14], [17], we compute a feature vector for a pair nodes $u \in V_t$ and $v \in V_t$ based on the node embeddings $H^S_t(u)$ and $H^S_t(v)$, and the Hadamard operator. We train a logistic regression classifier with evaluation links $o_{t+1}(u, v) \in O_{t+1}$ for each node $u \in V_{t+1}$ and $v \in V_t$ from the graph snapshot $G^S_{t+1}$ and an equal number of randomly selected non-existing links $o_{t+1}(u, v) \notin O_{t+1}$ for negative sampling [11], [14], [15]. We hold the 20% of the evaluation links $o_{t+1}(u, v) \in O_{t+1}$ for validation set to tune the hyperparameters of each model. From the remaining links, we randomly sample 60% for training and keep the rest as a test set to evaluate the performance of the models.

We measure the online inference efficiency based on the required number of parameters to train each model. We adopt the Area Under the ROC Curve (AUC), to evaluate the performance of the link prediction task [11], [14]. For each graph snapshot in $G^S$, we report average AUC values over five randomized runs.

https://www.yelp.com/dataset
https://grouplens.org/datasets/movielens/
We compare the proposed Distill2Vec-T and Distill2Vec-S models with the following baseline strategies:

- **DynVGAE [17]**: a dynamic graph representation learning approach that exploits l consecutive graph autoencoders [27] with shared trainable parameters. As there is no publicly available implementation, we published our source code of the DynVGAE model [3].
- **DynamicTriad [15]**: a deep neural network approach that employs triadic closure to capture the structural properties of the graph and temporal smoothness.
- **TDGNN [39]**: a graph neural network extension that incorporates the nodes’ structural information and edges’ temporal evolution via edge aggregation functions. We implemented TDGNN from scratch and made our source code publicly available [4].
- **DyREP [16]**: a two-time scale process that captures the temporal node interactions by employing deep recurrent model, so as to calculate the probability of occurrence of future links between two nodes.
- **DMTKG-T** [32]: the teacher model of the knowledge distillation strategy applied on the DeepGraph graph representation learning approach [40]. DMTKG-T computes the node embeddings on static graphs by employing Convolutional Neural Networks on the intermediate node representations generated by the Heat Kernel Signature (HKS). As the source code of DMTKG-T is not publicly available, we provide our implementation [5] for reproduction purposes.
- **DMTKG-S** [32]: the student model of the DMTKG knowledge distillation strategy. The student model distills the knowledge of the pretrained teacher model by employing a distillation loss function based on the weighted cross entropy.
- **Distill2Vec-L**: a variant of the proposed student model, where we replace the Kullback-Leibler divergence $L^F$ in Equation [10] with the binary cross-entropy loss function, as in [11].

### D. Parameter Settings

We tuned the hyper-parameters of each examined model following a cross-validation strategy. In Table I, we present the concluded values of the hyper-parameters of each model. In our experiments, we optimized the weight parameters of each model, employing the mini-batch gradient descent with In our experiments, we optimized the weight parameters of each model, employing the mini-batch gradient descent with

| Model       | Embedding d | Window w | Heads h/c | Embedding d | Window w | Heads h/c |
|-------------|-------------|----------|-----------|-------------|----------|-----------|
| Distill2Vec-L | 256         | 3        | 16        | 512         | 5        | 8/8       |
| Distill2Vec-S | 64          | 2        | 2         | 128         | 2        | 4/4       |
| Distill2Vec-T | 64          | 2        | 2         | 128         | 2        | 4/4       |
| DynVGAE     | 256         | 3        | N/A       | 128         | 2        | N/A       |
| DynamicTriad| 256         | 3        | N/A       | 322         | 2        | N/A       |
| TDGNN       | 512         | 2        | N/A       | 256         | 3        | N/A       |
| DyREP       | 128         | 3        | N/A       | 256         | 3        | N/A       |
| DMTKG-L     | 512         | N/A      | N/A       | 256         | N/A      | N/A       |
| DMTKG-S     | 256         | N/A      | N/A       | 16          | 4/4      | N/A       |

### E. Performance Evaluation

In Table II, we report the number of required parameters in millions to train each model over the different online graph snapshots/time steps. As mentioned in Section III, the teacher models Distill2Vec-T and DMTKG-T are trained on the offline data $G^T$. Therefore, the model sizes of Distill2Vec-T and DMTKG-T are not affected during the evaluation of the model on the online data $G^S$. We observe that Distill2Vec-S reduces the model size significantly, when compared with the teacher model Distill2Vec-T, achieving averaged compression ratios of 31:100 and 30:100 for the Yelp and ML-10M datasets, respectively. Moreover, Distill2Vec-S constantly outperforms the baseline approaches in both datasets, in terms of the number of trainable parameters. We omit the number of parameters for Distill2Vec-L, as it is a variant of Distill2Vec-S with equal number of parameters. The high compression ratios demonstrate the ability of our proposed distillation strategy to significantly reduce the number of model parameters. This means that the proposed student model Distill2Vec-S achieves low latency during the online inference of the node embeddings, compared with the other baseline approaches. We also notice that DyREP requires a large amount of trainable parameter in both datasets. This indicates that DyREP scales poorly when increasing the number of nodes in the graph, degrading the performance of the model for online graph snapshots.

In Table III, we evaluate the performance of the student model Distill2Vec-S against the baseline approaches in the link prediction task. We observe that the student model Distill2Vec-S constantly outperforms the baseline approaches, in terms of AUC, for both datasets. This indicates that the proposed knowledge distillation strategy can efficiently transfer the knowledge of the pretrained model Distill2Vec-T to the student model Distill2Vec-S. Therefore, Distill2Vec-S achieves high link prediction accuracy, while reducing the number of trainable parameters. Moreover, we observe that Distill2Vec-L exhibits similar behaviour as Distill2Vec-S. However, the cross entropy function in Distill2Vec-L limits the prediction accuracy, when compared with the Kullback-Leibler divergence of the proposed the Distill2Vec-S model. Evaluated against TDGNN, which is the second best baseline approach in

---

https://github.com/stefanosantaris/DynVGAE
https://github.com/backkzhou/DynamicTriad
https://github.com/stefanosantaris/TDGNN
https://github.com/uoguelph-mlrg/LDG
https://github.com/stefanosantaris/DMTKG
all datasets, Distill2Vec-S achieves relative gains 1.8 and 2.5% for the Yelp and ML-10M datasets, respectively. Note that as shown in Table II, Distill2Vec-S achieves average compression ratio of 7.100 and 35:100, in terms of trainable parameters, when compared with TDGNN for the Yelp and ML-10M dataset, respectively. Thus, our model is able to capture the evolution of the graph in the learned node representations, while significantly reducing the model size.

In addition, on inspection of Table III we observe that the student models Distill2Vec-S and DMTKG-S constantly outperform their respective teacher models Distill2Vec-T and DMTKG-T. This demonstrates the capability of student models to overcome any bias introduced by the pretrained teacher models on the offline data. Thus, the student model Distill2Vec-S achieves relative gains of 5.5 and 4.2% against the teacher model Distill2Vec-T for the Yelp and ML-10M datasets, respectively.

### F. Parameter Sensitivity

In Table IV, we compare the proposed Distill2Vec-T and Distill2Vec-S models in terms of AUC when varying the node embedding sizes d in the range of \{16, 32, 64, 128, 256, 512\}. We observe that the teacher model Distill2Vec-T requires higher embedding sizes than the student model Distill2Vec-S. This demonstrates the effectiveness of the knowledge distillation strategy to transfer the knowledge of the pretrained teacher model Distill2Vec-T to the student model Distill2Vec-S. Therefore, the student model Distill2Vec-S mimics the accurate node embeddings produced by the teacher model, by requiring less fine-grained representations to achieve high prediction accuracy [19], [20], [23].

In Table IV we evaluate the invariance of the number of structural attention heads h and temporal attention heads g on the link prediction accuracy of the Distill2Vec-T and Distill2Vec-S models. For fair comparison, we fix equal

### TABLE II

| Time Step | Distill2Vec-T | Distill2Vec-S | DynVGAE | DynamicTriad | TDGNN | DyREP | DMTKG-T | DMTKG-S |
|-----------|---------------|---------------|---------|--------------|-------|-------|---------|---------|
| 1         | 93.12 ± 0.14  | 93.13 ± 0.12  | 62.15 ± 0.21 | 67.32 ± 0.16 | 68.14 ± 0.28 | 64.17 ± 0.05 | 58.03 ± 0.26 | 59.42 ± 0.29 |
| 2         | 93.22 ± 0.11  | 93.13 ± 0.12  | 62.19 ± 0.23 | 67.41 ± 0.09 | 68.23 ± 0.24 | 64.86 ± 0.04 | 57.76 ± 0.28 | 58.72 ± 0.23 |
| 3         | 93.21 ± 0.14  | 93.19 ± 0.12  | 62.24 ± 0.25 | 67.58 ± 0.06 | 68.82 ± 0.06 | 66.04 ± 0.25 | 54.44 ± 0.27 | 55.83 ± 0.27 |
| 4         | 93.67 ± 0.16  | 93.68 ± 0.14  | 62.25 ± 0.25 | 67.90 ± 0.08 | 68.81 ± 0.25 | 65.91 ± 0.02 | 54.80 ± 0.28 | 55.95 ± 0.27 |
| 5         | 94.99 ± 0.14  | 94.92 ± 0.11  | 62.12 ± 0.24 | 67.24 ± 0.11 | 69.19 ± 0.26 | 66.32 ± 0.05 | 55.27 ± 0.29 | 56.55 ± 0.28 |
| 6         | 95.02 ± 0.16  | 95.01 ± 0.10  | 63.32 ± 0.23 | 68.62 ± 0.06 | 68.76 ± 0.23 | 66.57 ± 0.04 | 55.11 ± 0.25 | 56.79 ± 0.24 |
| 7         | 95.44 ± 0.17  | 95.38 ± 0.11  | 63.62 ± 0.24 | 68.82 ± 0.08 | 69.09 ± 0.27 | 66.54 ± 0.06 | 55.03 ± 0.26 | 56.14 ± 0.28 |
| 8         | 96.48 ± 0.15  | 96.03 ± 0.11  | 64.31 ± 0.25 | 68.99 ± 0.10 | 69.06 ± 0.28 | 67.78 ± 0.06 | 56.40 ± 0.28 | 58.48 ± 0.24 |
| 9         | 96.31 ± 0.16  | 96.96 ± 0.12  | 64.92 ± 0.21 | 68.92 ± 0.09 | 69.08 ± 0.24 | 67.51 ± 0.07 | 55.32 ± 0.26 | 56.99 ± 0.26 |
| 10        | 96.28 ± 0.17  | 96.12 ± 0.13  | 68.84 ± 0.12 | 68.15 ± 0.07 | 68.26 ± 0.24 | 66.40 ± 0.09 | 54.95 ± 0.29 | 56.19 ± 0.28 |

### TABLE III

| Average AUC for each online graph snapshots/time step |
|-----------------------------------------------|

## References

[19], [20], [23]
number of attention heads in both the structural and attention layers. High values of attention heads allow the Distill2Vec-$T$ and Distill2Vec-$S$ models to capture different latent facets for each node in the graphs (Section III-A). In both datasets, Distill2Vec-$S$ requires less number of attention heads than the teacher model Distill2Vec-$T$. Considering that the teacher model is trained on the offline data, Distill2Vec-$T$ achieves high prediction accuracy with high number of attention heads. Thereafter, the student model Distill2Vec-$S$ distills the different latent facets from the teacher model Distill2Vec-$T$ and learns accurate node embeddings with low number of attention heads.

In Figure 1, we study the impact of the hyperparameter $\gamma$ (Equation 10) on the performance of the student model Distill2Vec-$S$. For each value of $\gamma$ we report average AUC for Distill2Vec-$S$ on the online data $G^S$ over all the time steps. The best $\gamma$ values are 0.4 and 0.3 in Yelp and ML-10M, respectively. In both datasets, the performance grows linearly for $\gamma \leq 0.3$. Instead, high values of $\gamma$ degrade the performance of Distill2Vec-$S$, as the student model Distill2Vec-$S$ emphasizes more on the loss $L^S$ in Equation 10 and distills less knowledge by the teacher model Distill2Vec-$T$. This occurs because for high values of $\gamma$ the student model Distill2Vec-$S$ is trained based on the prediction error of $L^T$ than the loss $L^S$. This means that the training of the student model Distill2Vec-$S$ is mainly supervised by the teacher model, discarding any further training on the online data. Instead, decreasing the hyperparameter $\gamma$ prevents the student model Distill2Vec-$S$ to distill the knowledge of the teacher model. The student model Distill2Vec-$S$ learns node embeddings based on the prediction accuracy of the model on the online data, disregarding the knowledge of the teacher model Distill2Vec-$T$.

In Figure 2 we present the impact of the window size $l$ on the link prediction performance of the student model Distill2Vec-$S$. We vary the window size $l$ from 1 to 5 by a step of 1. We report the average AUC of the student model over all the graph snapshots of the online data. Distill2Vec-$S$ achieves the highest performance when setting $l = 2$ previous graph snapshots. Increasing the window size to $l > 2$ negatively impacts the performance of the Distill2Vec-$S$, as more graph snapshots introduce noise during the training of the model. This observation reflects on the highly evolving nature of the graphs, where bursty events such as new movie release, restaurant opening, and so on, cause significant differences between consecutive graph snapshots [14].

![Fig. 1. Impact of $\gamma$ on the prediction accuracy of Distill2Vec-$S$](image1)

![Fig. 2. Impact of window size $l$ on the prediction accuracy of Distill2Vec-$S$](image2)

## V. CONCLUSION

In this paper, we presented a knowledge distillation strategy to reduce the size of a teacher model for dynamic graph representation learning. The proposed distillation strategy can efficiently generate a compact student model with low online inference latency, while achieving high link prediction accuracy. The experimental results demonstrate the compression efficiency of our distillation strategy. The proposed student model achieves a compression ratio up to 31:100 on two real-world datasets, when compared with the pretrained teacher model. Evaluated against several state-of-the-art approaches, the proposed student model achieves an average relative
improvement of 2.2% on both datasets, by significantly reducing the number of required parameters. An interesting future direction is to explore the performance of data-free distillation strategies on dynamic graph representation learning approaches [49, 50]. The main challenge is to design the student model so as to infer accurate embeddings on unobserved nodes by the teacher model.
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