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Abstract. In this paper, we present various pre-training strategies that aid in improving the accuracy of the sentiment classification task. We, at first, pre-train language representation models using these strategies and then fine-tune them on the downstream task. Experimental results on a time-balanced tweet evaluation set show the improvement over the previous technique. We achieve 76% accuracy for sentiment analysis on Latvian tweets, which is a substantial improvement over previous work.
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1. Introduction

Sentence-level sentiment analysis (SA) aims to classify the opinion expressed by the author into either a Positive, Negative, or Neutral class. Recently, transformer-based neural networks [1] pre-trained using self-supervision [2,3] have shown state-of-the-art performance on downstream tasks [4]. However, most of these findings have been reported for highly resourced languages.

In this work, we focus on improving the performance of SA for Latvian tweets using a model of pre-trained multilingual Bidirectional Encoder Representations from Transformers (mBERT). We experiment further by pre-training the model with in-domain data. mBERT treats Unicode emoticons as out-of-vocabulary words. We propose adding them to the vocabulary of the model and repeating the pre-training and fine-tuning cycle. We also compare A-Lite-BERT (ALBERT) [5] and ELECTRA [6] models as light-weight variants of mBERT which we train from scratch on Latvian tweets. We release all the pre-trained language representation models and the models along with the code.3

---

1 The work has been carried out during Gaurish’s internship in Tilde.
2 Corresponding Author: Gaurish Thakkar; E-mail: gthakkar@m.ffzg.hr.
3 https://github.com/thak123/bert-twitter-sentiment
2. Related Work

Pre-trained word-embeddings [7,8] have been studied extensively for improving sentiment classification scores [9]. For Latvian, Pinnis [10] performed experiments on Latvian tweets with a wide range of classifiers and features. Peisenieks and Skadiņš [11] analysed machine translation as a viable tool for performing SA for Latvian tweets. A recent study [12] performed pre-training of the BERT model from scratch for classifying sentiment of tweet representations. Earlier techniques [13,14] used Pointwise Mutual Information (PMI) with Information Retrieval (IR) as well as Naive Bayes to classify multi-domain tweets.

3. Pre-training and Fine-tuning Strategies

We follow 3 different pre-training strategies:

- First, an existing pre-trained model trained on a large corpus is trained further on the in-domain corpus.
- Second, the model trained using the previous method is trained further by adding new tokens into the existing vocabulary. Our initial experiments showed that emoticons are treated as unknowns (\texttt{[UNK]}) as they are not present in the vocabulary of the pre-trained model. Since the mBERT model was trained on texts from Wikipedia, it is obvious to lack smileys in the text. We hypothesise that emoticons are sentiment-bearing tokens and hence important as features.
- Lastly, we pre-train (ALBERT and ELECTRA) models from scratch. The models may have vocabularies learned from the data or they may use vocabularies from existing models. We perform this step to compare the performance of pre-trained models with the models that are trained from scratch.

Using the various annotated datasets, we perform fine-tuning on the downstream task of sentiment analysis using all the models described previously.

4. Data

In our experiments, we use the sentiment annotated corpora curated by Pinnis [10]. The corpora are:

1. Gold – a corpus consisting of 6777 human-annotated Latvian tweets from the period of August 2016 till November 2016.
2. Peisenieks – a corpus consisting of 1178 human-annotated Latvian tweets created by Peisenieks and Skadiņš [11].
3. Auto – three sets of tweets from the period of August 2016 till July 2018 automatically annotated based on sentiment-identifying emoticons that are present in the tweets – 23,685 tweets with emoticons, 23,685 tweets with removed emoticons, and 47,370 tweets with both present and removed emoticons.
4. English – a corpus of 45,530 various human-annotated English tweets from various sources that were machine-translated into Latvian.
5. A time-balanced evaluation set that consists of 1000 tweets from the period of August 2016 till July 2018.

To pre-train word embeddings, we use also the Latvian tweets from the Latvian Tweet Corpus\[4\][10]. The corpus consists of 4,640,804 unique Latvian tweets that have been collected during the time-frame from August 2016 till March 2020.

5. Experiments

In this section, we describe the experimental setup for sentiment analysis. Our experimental setup consists of pre-training and fine-tuning steps. We perform the following pre-processing steps on the text:

1. Tokenization.
2. Removal of URLs.
3. Replacement of consecutive user mentions with a single mention.
4. User mention replacement with a placeholder (’mention\_i’ where the \(i\) stands for the \(i^{th}\) mention in the tweet).
5. Lower-casing of the whole tweet.

5.1. Pre-training

We employ the script\[5\] available in the transformers\[6\] library to continue training the uncased version of the multilingual-BERT (mBERT) model. mBERT models 102 languages, which also include Latvian and other Baltic languages. This step uses the 4.6 million unique tweets from the Latvian Tweet Corpus described above. The corpus is split into train and eval and is pre-trained for 7 epochs. In the case of unknown tokens, there are around 5 thousand unique [UNK] tokens in the Gold dataset (train split only), which mainly are emoticons. Therefore, we sort the highest occurring emoticons and add 70 of them to the model vocabulary. Then, we perform one more cycle of pre-training with the new vocabulary in the network. Using the same Latvian Tweet Corpus, we train two more models namely ALBERT and ELECTRA from scratch\[7\]. This is done by tokenizing the whole corpus and joining each of the two consecutive tweets together as examples to be trained. These are used to train a discriminator to decide if each token in the corrupted input was replaced by a generator sample or not. Both embedding size and hidden size are set to 256.

All models use the same vocabulary as that of the pre-trained uncased mBERT model, which uses sentence-piece \[15\] as the method of tokenization and word splitting. We use a batch size of 16. For the pre-training step, the process was stopped once the perplexity score of \(\approx 3\) was achieved on the validation split of the dataset.

\[4\]https://github.com/pmarcis/latvian-tweet-corpus
\[5\]https://github.com/huggingface/transformers/blob/master/examples/language-modeling/run_language_modeling.py
\[6\]https://github.com/huggingface/transformers
\[7\]https://github.com/shoarora/lmtuners/tree/master/lmtuners
5.2. Fine-tuning

For this step, we have the following pre-trained language representation models:

1. mBERT - vanilla version.
2. mBERT - pre-trained on the Latvian Tweet Corpus.
3. mBERT - pre-trained on the Latvian Tweet Corpus plus emoticons added to the vocab.
4. ALBERT and ELECTRA.

For each tweet, the vector representing the [CLS] token is extracted and passed to the classification layer. All settings use a single 3-class softmax classification layer (positive, negative, neutral) with a dropout value of 0.2. We employ a maximum sequence length of 150 and pad the shorter tweets. We randomly sample 1000 records as the validation set. Finally, we report the test accuracy on the model with the highest validation accuracy. No hyper-parameter tuning on the model is performed. Except for the emoticon augmented model, all other representation models share the same vocabulary.

6. Results

The accuracy results of the experiments are presented in Table 1. We compare our scores with previously reported scores by [10] (shown in the first column). The column named ‘Base’ shows the results of using the mBERT model directly in the fine-tuning task. The next column ‘Pre’ lists scores when the model is additionally pre-trained with in-domain Twitter data. The results show that there is an improvement over the Perceptron baseline when the mBERT model is used. There is also further improvement when we pre-train the existing model with the in-domain corpus. The results of the experiment where we incorporate emoticons into the vocabulary are presented in column ‘Pre+Emo’. This setup improves over the in-domain pre-training setup except in two cases.
Table 1. Results of the classifier (Accuracy Scores).

| Dataset                     | Perceptron | mBERT       | ALBERT | ELECTRA |
|-----------------------------|------------|-------------|--------|---------|
|                             |            | Base        | Pre    | Pre+Emo |
| Gold                        | 0.661      | 0.678       | 0.756  | 0.754   | 0.661  | 0.711  |
| Gold+Peisenieks             | 0.676      | 0.692       | 0.747  | 0.764   | 0.698  | 0.706  |
| Gold+Auto (with ☯)         | 0.624      | 0.679       | 0.769  | 0.748   | 0.649  | 0.68   |
| Gold+Auto (no ☯)           | 0.512      | 0.523       | 0.648  | 0.660   | 0.483  | 0.621  |
| Gold+Auto (both)           | 0.487      | 0.526       | 0.618  | 0.657   | 0.509  | 0.564  |
| Gold+English               | 0.613      | 0.698       | 0.692  | 0.720   | 0.669  | 0.684  |

The best results were obtained when the Gold and Auto (with ☯) datasets were combined to train the sentiment analysis model. We see a drop in performance for all models trained on the Gold+Auto (no ☯) and Gold+Auto (both) datasets. Even though ELECTRA has a lower number of model parameters (compared to mBERT), it is still able to perform better than the vanilla mBERT version.

7. Error Analysis

We performed error analysis using the best-performing sentiment analysis model (i.e., the mBERT model that was additionally pre-trained on the Latvian Tweet Corpus and fine-tuned using the Gold+Auto(with ☯) corpus. To aid the error analysis, we visualised the test set by plotting the individual tweet representations and their predictions as scatter plots. For every tweet in the test set, we use the [CLS] token, which is a vector of length 768, and project it down to 50 dimensions using Principal Component Analysis (PCA) [16]. The principal components are further reduced to 2 dimensions using t-SNE [17]. Each of the points is plotted as nodes. We color each of the correctly predicted tweets in green for positive, red for negative, and blue for neutral. The incorrect predictions are colored in black with the correct class and predicted class as the node text. The visualisation is depicted in Figure 2.

We started the error analysis by investigating whether we can identify if messages that are grouped in clusters that are formed in the tweet representation and prediction scatter plot have common characteristics (e.g., common syntactic structures). This did not yield positive results as the messages close to each other often contained different syntactic structures and even different vocabularies. Therefore, we continued by analysing what common characteristics can be found among a random subset of 100 misclassified tweets. From the analysis, we made the following observations:

- 32 of the misclassified tweets were ambiguous to the extent where external world knowledge would be necessary to decide on the polarity of the messages.
- 17 of the misclassified tweets featured words of the wrongly selected polarity within the messages, which may indicate that the model may have learned to use lexical polarity-identifying cues to aid classification. However, it would require further analysis to validate this hypothesis.
- 13 of the misclassified tweets featured sarcastic expressions within the messages. All of the sarcastic tweets were negative tweets. This amounts to almost 50% of all misclassified negative tweets.
8. Conclusion

In this paper, we presented our work on improving Latvian SA for tweets. Our experiments allowed us to achieve the increase in performance when pre-training word embedding models with in-domain unlabelled data and fine-tuning the models on relatively small supervised datasets. The results surpass previous work on SA for Latvian. As future work, handling tweets with mixed emotions will be investigated. Furthermore, error analysis indicated that a large proportion of misclassified tweets can be attributed to ambiguous and sarcastic tweets for which analysis and consideration of tweet history could potentially allow expanding the context available for classification and thereby allow performing better-informed classification. Error analysis also raised a hypothesis that the fine-tuned models may have learned to focus on lexical polarity-identifying cues when deciding on which class to assign to tweets. This needs to be validated in further research. Lastly, there are still avenues of improvements to ELECTRA model pre-training evident that have not been explored and could be investigated in future work.
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