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ABSTRACT

Using a statistical model-based data generation, we develop an experimental setup for the evaluation of neural networks (NNs). The setup helps to benchmark a set of NNs vis-a-vis minimum-mean-square-error (MMSE) performance bounds. This allows us to test the effects of training data size, data dimension, data geometry, noise, and mismatch between training and testing conditions. In the proposed setup, we use a Gaussian mixture distribution to generate data for training and testing a set of competing NNs. Our experiments show the importance of understanding the type and statistical conditions of data for appropriate application and design of NNs.

Index Terms— Explainable machine learning, MMSE.

1. INTRODUCTION

It is imperative to understand and explain neural networks (NNs) for realizing their wide scale use in critical applications. Explaining decisions of (deep) NNs remains as an open research problem \cite{1, 2}. Existing methods for explanations can be categorized in various ways, \cite{3}, for example, intrinsic and post-hoc \cite{4}. Intrinsic interpretability is inherent in structures of methods, such as rule-based models, decision trees, linear models, and unfolding NNs \cite{5}. In contrast, a post-hoc method requires a second (simple) model to provide explanations about the original (complex) method. There are approaches to provide local and global explanations. A local explanation justifies a NN’s output for a specific input. A global explanation provides a justification on average performance of a NN, independently of any particular input \cite{6}.

Techniques for explainability include visualization of neuronal activity in layers of a deep architecture, for examples, based on sparsity and heatmaps \cite{1, 2, 7}. There are also techniques for visualizing training steps of non-convex optimization methods (such as stochastic gradient search), and identifying contributions of input features, referred to as feature importance \cite{12}. Example-driven techniques explain an output for a given input by identifying and presenting other instances, usually from available labeled data, that are semantically similar to the input instance. This also includes adversarial perturbation-based studies for explaining robustness \cite{13}. There is a recent trend to develop model-based design and analysis for explanations. In particular, the work \cite{2} trains deep NNs using statistical and domain specific model-based perturbations.

Our Contributions: We develop an experimental setup to evaluate and compare NNs. The proposed setup is based on traditional statistical signal processing. We use generated data from tractable probability distributions that has computable minimum-mean-square-error (MMSE) estimator. The MMSE estimation performance can be used as a bound to compare the chosen NNs. While sophisticated generative models exist in literature, such as normalizing flows \cite{14}, we choose a generative model (probability distribution) for which the MMSE estimator can be computed in a simple form. Therefore we use Gaussian mixture model (GMM) for the proposed setup. In theory, a GMM can model arbitrary distributions closely by increasing number of mixture components \cite{15, Chapter 3}. The MMSE estimator for joint GMM distribution has a closed form and interpretable expression \cite{16}. Availability of the closed form MMSE expression is beneficial to perform controlled experiments. In addition, GMM helps in easy visualization of data geometry. Our setup helps in studying the performance trend of a set of NNs under different conditions like: training data need, data dimension, data geometry and effects of different testing conditions, and provides a view on the probable failure cases of NNs.

The rest of the paper is organised as follows. Section 2 presents the statistical model-based experimental setup. The data generation process, experiments and results are presented in Section 3. Finally Section 4 provides conclusions.

2. STATISTICAL MODEL-BASED EXPERIMENTAL SETUP

A typical setup in statistical signal processing is estimation of a target signal $t \in \mathbb{R}^Q$ given an observation signal $x \in \mathbb{R}^P$. Denoting the estimated signal as $\hat{t}$, the MMSE estimator is defined as \cite{17}

$$\hat{t}_{\text{MMSE}} = \arg \min_{\hat{t}} \mathcal{E}\{\|t - \hat{t}\|^2\} = \mathcal{E}(t|x),$$  

(1)
and the MMSE performance is computed as
\[ C_{\text{MMSE}} = \mathcal{E}\{\|t - \mathcal{E}(t|x)\|^2\}. \]  
(2)

The above MMSE performance provides a theoretical bound. Therefore we can compare performance of a set of NNs with the MMSE bound. If the joint distribution \( p(x, t) \) is parameterized by \( \theta \), then we can perform different controlled experiments by varying \( \theta \) followed by computing \( C_{\text{MMSE}} \) and checking how the chosen NN fares against the MMSE. These experiments will provide an analysis platform for understanding the conditions of success and failure of a NN. However, in delineating such a path of analysis we encounter a technical challenge: there exist few distributions for which MMSE estimators are computable analytically and we can evaluate \( C_{\text{MMSE}} \) reliably. The next subsection presents one such distribution and a helpful signal model for conducting our controlled experiments.

### 2.1. Distributions, system model and their advantages

If the joint distribution \( p(x, t) \) has a Gaussian mixture (GM) density with parameter \( \theta \) then we can compute the optimal (non-linear) MMSE estimator \( \hat{t}_{\text{MMSE}} = \mathcal{E}_{\theta}(t|x) \) exactly in an analytical form. Using simulations and invoking the law of large numbers, we then can evaluate the MMSE performance. We use a classical linear system model (observation system) for the controlled experiments as shown below
\[
x = Ht + n, \tag{3}
\]

where \( x \in \mathbb{R}^P \) is the observation signal, \( t \in \mathbb{R}^Q \) is the target signal vector to be estimated and \( n \in \mathbb{R}^P \) is the observation noise. The matrix \( H \in \mathbb{R}^{P \times Q} \) represents a system which is assumed to be known. The fundamental advantages of using a linear model are as follows: (a) For the linear observation system, if \( t \) is GM distributed and \( n \) is Gaussian distributed then the joint distribution \( p(x, t) \) is also a GM density. This enables us to compute the MMSE performance. (b) The use of GM distribution can assist in generating fairly complicated (data spread) data geometry, which in turn can be used to benchmark a NN against the MMSE for different data geometries. (c) The linear observation model is a generative model and as such we can create any required amount of training and testing data. This enables us to visualize the effect of training data on NN performance. (d) We can compute the signal-to-noise-ratio (SNR) at varying conditions and check the debilitating effect of noise on the NN. (e) We can check the role of observation’s dimension by varying \( P \).

We consider the signal \( t \) to be GM distributed, and noise \( n \) to be Gaussian distributed as follows
\[
p(t) = \sum_{m=1}^{M} \alpha_m \mathcal{N}(t; \mu_m, C_m), \quad p(n) = \mathcal{N}(n; \mu_n, C_n), \tag{4}
\]
where \( M \) is the number of Gaussian mixture components, \( \alpha_m \) is the mixing proportion subject to \( \sum_{m=1}^{M} \alpha_m = 1 \), \( \mu_m \) and \( C_m \) are the mean and covariance of the \( m \)-th Gaussian distribution respectively. Furthermore, \( \mu_n \) and \( C_n \) are the mean and covariance of noise respectively. The joint probability density \( p(x, t) \) is also GM distributed with parameter \( \theta = \{ (\alpha_m, \mu_m, C_m)_{m=1}^{M}, \mu_n, C_n \} \), and the explicit analytical form of the MMSE estimator is shown in (5) (as per \[16\]).

While we have an analytical expression for \( \hat{t}_{\text{MMSE}} \), we do not have an analytical expression for the MMSE \( \mathcal{E}\{\|t - \hat{t}_{\text{MMSE}}\|^2\} \). The MMSE is thus computed through simulations by averaging the \( l_2 \) norm of the estimation error over a large number of samples. We use the normalized mean-square-error (NMSE) in decibel (dB) scale as the measure of performance for our experiments, as follows: \( \text{NMSE}_{\text{dB}} = 10 \log_{10} \frac{\mathcal{E}\{\|t - \hat{t}\|^2\}}{\mathcal{E}\{\|n\|^2\}} \). Here, \( \mathcal{E}\{\|t - \hat{t}\|^2\} \) is the empirical estimation error power and \( \mathcal{E}\{\|t - \mathcal{E}(t)\|^2\} \) is the signal power computed analytically.

### 3. GENERATION OF DATA AND EXPERIMENTS

In this section, we present the data generation procedure and the experiments performed for different data geometries.

#### 3.1. Data generation

A GM is a universal approximator of densities which can approximate any smooth density with enough numbers of mixture components [15, Chapter 3]. We generate our training data from (5) by sampling from the following GMM,
\[
p(t) = \sum_{m=1}^{M} \alpha_m \mathcal{N}(t; a\mu_m, C_m), \quad p(n) = \mathcal{N}(n; \mu_n, C_n) = \mathcal{N}(0, \frac{1}{a}I_P), \tag{6}
\]
where \( a \) and \( b \) are the parameters which helps in generating different data geometries and signal-to-noise-ratio (SNR) \( \frac{\mathcal{E}\{\|t - \mathcal{E}(t)\|^2\}}{\mathcal{E}\{\|n\|^2\}} \). For experimental analysis, we can create varying data geometries by choice of \( a \). Assuming \( \|\mu_m\|^2 = 1 \), the choice of \( a \) provides position of the mean vectors of the Gaussian components on a Q-dimensional sphere with radius \( a \). Therefore, by varying \( a \) we can represent a gamut of distributions from a single mode to multiple modes. If we choose \( a = 0 \), then all the components superimpose on each other and the GM becomes a single mode Gaussian distribution. If we increase \( a \) separation between the components increases, and also increases the signal power (7). A pictorial view of the generated data geometries (projected in 3-D) by increasing \( a \), but keeping the same covariances across mixtures, are shown in Fig. 5. For ease of experimentation, let \( \alpha_m = \frac{1}{M}, \|\mu_m\|^2 = 1, C_m = I_Q \). The MMSE estimator for the observation model (3) can be found using (5) by substituting the chosen set of parameters.
the components of the observation system matrix \( \mathbf{H} \) and the results are shown averaged over those realizations. The components of \( \mathbf{H} \) are i.i.d Gaussian.

The signal power \( \mathcal{E} \{ \| \mathbf{t} - \mathcal{E}(\mathbf{t}) \|^2 \} \) is shown in (7) as,
\[
\mathcal{E} \{ \| \mathbf{t} - \mathcal{E}(\mathbf{t}) \|^2 \} = \operatorname{Tr} \left[ \mathbf{t} \mathcal{E}(\mathbf{t})^T \right] - \operatorname{Tr} \left[ \mathcal{E}(\mathbf{t}) \mathcal{E}(\mathbf{t})^T \right] = Q + a^2 \left( 1 - \frac{1}{\pi^2} \operatorname{Tr} \left[ \sum_{m=1}^{M} \mu_m \sum_{m=1}^{M} \mu_m^T \right] \right).
\]

The noise power is \( \mathcal{E} \{ \| \mathbf{n} - \mathcal{E}(\mathbf{n}) \|^2 \} = \sum_{j=1}^{P} \mathcal{E}(n_j^2) = P \frac{b}{P} = b. \) The signal-to-noise-ratio (SNR) in dB is,
\[
\text{SNR} = 10 \log_{10} \frac{\mathcal{E} \{ \| \mathbf{t} - \mathcal{E}(\mathbf{t}) \|^2 \}}{\mathcal{E} \{ \| \mathbf{n} - \mathcal{E}(\mathbf{n}) \|^2 \}} = Q + a^2 \left( 1 - \frac{1}{\pi^2} \operatorname{Tr} \left[ \sum_{m=1}^{M} \mu_m \sum_{m=1}^{M} \mu_m^T \right] \right) / b.
\]

For the data generation, we sample \( \mathbf{t} \) and \( \mathbf{n} \) from the distributions \( (5) \) and generate \( \mathbf{x} \) using \( (3) \). We denote the training set as \( D_{\text{train}} = \{ (\mathbf{x}^{(j)}, \mathbf{t}^{(j)}) \}_{j=1}^{J_{\text{train}}} \) with \( J_{\text{train}} \) data-and-target pairs and the test set as \( D_{\text{test}} = \{ (\mathbf{x}^{(j)}, \mathbf{t}^{(j)}) \}_{j=1}^{J_{\text{test}}} \) with \( J_{\text{test}} \) data-and-target pairs. The experiments are carried out in Monte-Carlo fashion over many realizations of observation system matrix \( \mathbf{H} \) and the results are shown averaged over those realizations. The components of \( \mathbf{H} \) are i.i.d Gaussian.

3.2. Experiments

Experiments are performed to understand several aspects of the NNs. We choose four types of NNs: extreme learning machine (ELM) [18], self-size estimating feedforward NN (SSFN) [19], feedforward NN (FFNN) [20], and residual network (ResNet) [21]. The choice of NNs is based on their structures and training complexity.

We choose an ELM with a single hidden layer comprised of 30 hidden nodes. The ELM uses a random weight matrix. Therefore ELM is a simple network to train. The SSFN is a multi-layer network with low training complexity. The SSFN uses a combination of random weights and learned parameters. We used a 20-layer SSFN with 30 hidden nodes per layer. Then we evaluate a FFNN with 6 hidden layers. The number of nodes are 64, 128, 256, 256, 128, 64 for the six layers, respectively. FFNN is trained using standard backpropagation. Finally we use ResNet-34 to have a deep NN that has capability to avoid the vanishing gradient problem [21]. The ResNet-34 is a 34 layered architecture with a combination of convolutional layers, max-pooling, batch normalization and skip connections. We adapted it from Keras ResNet-50 structure with one change - use of 1-D convolution instead of 2-D convolution because of our data type. The number of trainable parameters are approximately 0.3K, 6K, 240K, and 500K for ELM, SSFN, FFNN, and ResNet-34, respectively. All the experiments were performed with a train:test split of 70:30 using 10 Monte Carlo simulations.

Our first three experiments are conducted in matched training and testing statistics scenario, which means we first fix the parameters of distributions to define the signal statistics and then generate \( D_{\text{train}} \) and \( D_{\text{test}} \). In our first experiment, we study the effect of training dataset size \( D_{\text{train}} \). The estimation performance versus size of training dataset is shown in Fig.2. The experiment shows that performances of all the four NNs saturate as the training data size increases. Therefore the popular idea that more and more training data improves the learning capacity of NNs is questionable. Based on the saturation trend, we decide to perform rest of the experiments using 3000 total data.

The second experiment is designed to study how the data geometry affects the estimation performance. The choice \( b = 50 \) translates to a fixed noise power. The SNR is varied by varying \( a \). We show estimation performance versus SNR in Fig.3. The results show that all NNs show bad performance...
when SNR is low. As the SNR improves, performance of all four NNs improves, but FFNN and ResNet outperform others. The performance of ResNet saturates at high SNR.

The third experiment studies sampling requirements. This is represented by the observation vector dimension $P$ for a fixed target signal dimension $Q$. Note that $P < Q$ is a under-determined sampling system, and $P \geq Q$ is an over-determined system. The NMSE versus $P$ for $Q = 10$ is shown in Fig. 4. The results show performance improvement as $P$ increases and then a saturation trend.

All the previous experiments used matched training and test statistics. We now consider mismatched training and test statistics for our last experiment. A mismatched scenario is relevant in reality. In this case, different parameter settings are used to generate $D_{train}$ and $D_{test}$. The training SNR is chosen as 10.396 dB. We vary $b$ to change test SNR keeping all other parameters same as the training condition, and then we create $D_{test}$ for a choice of $b$. The performances for different test SNRs are shown in Fig. 5. The results show that the NNs behave in a similar manner according to Fig. 3 in the region closer to matched training and test statistics. An interesting observation is that all the four NNs show a saturation trend when test SNR increases. This result shows that training based estimators (NNs) do not generalize under different testing conditions, even when test SNR improves.

A natural question is why ResNet-34 does not show the best performance among the competing NNs, given ResNet is known to provide a high quality performance for image classification. Our understanding is that the GMM based data that we generated, does not have similar spatial correlations like images. The convolutional filters, max-pooling and skip connections of ResNet are more suitable for image signals. Therefore it is important to understand the type and statistical conditions of data for appropriate use and design of NNs.

Code is available here: https://github.com/s-a-n-d-y/ExAI.

4. CONCLUSIONS

We show that it is possible to compare between NNs using generated data in a controllable experimental setup, and have an understanding of achievable performance by comparing with the MMSE bound. A large gap between performance and MMSE bound motivates effort to design efficient NNs. We conclude with an understanding that an efficient NN for a particular data type or statistical condition may not show good performance for a different data type or statistical condition.
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