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Abstract—Electric Vehicles are increasingly common, with inductive chargepads being considered a convenient and efficient means of charging electric vehicles. However, drivers are typically poor at aligning the vehicle to the necessary accuracy for efficient inductive charging, making the automated alignment of the two charging plates desirable. In parallel to the electrification of the vehicular fleet, automated parking systems that make use of surround-view camera systems are becoming increasingly popular. In this work, we propose a system based on the surround-view camera architecture to detect, localize, and automatically align the vehicle with the inductive chargepad. The visual design of the chargepads is not standardized and not necessarily known beforehand. Therefore, a system that relies on offline training will fail in some situations. Thus, we propose a self-supervised online learning method that leverages the driver's actions when manually aligning the vehicle with the chargepad and combine it with weak supervision from semantic segmentation and depth to learn a classifier to auto-annotate the chargepad in the video for further training. In this way, when faced with a previously unseen chargepad, the driver needs only manually align the vehicle a single time. As the chargepad is flat on the ground, it is not easy to detect it from a distance. Thus, we propose using a Visual SLAM pipeline to learn landmarks relative to the chargepad to enable alignment from a greater range. We demonstrate the working system on an automated vehicle as illustrated in the video https://youtu.be/_eLCmK4UYo. To encourage further research, we will share a chargepad dataset used in this work.

Index Terms—Automated Parking, Electric Vehicle Charging, Visual SLAM, Online Learning, Multi-Task Learning, Self-Supervised Learning

I. INTRODUCTION

With predicted growth in the electric vehicle market over the next decade, with a market penetration of up to 42.5% by 2035 expected [1], wireless charging is seen as a key enabling technology and is now the subject of standardization [2]. Inductive charging is market-ready [3] but suffers due to driver behavior. Inductive charging efficiency is highly related to the charging coils' position relative to one another, with a tolerance of approximately ±10cm from the center points. In contrast, studies have shown that human parking accuracy is between 20 and 120cm longitudinally and 20 to 60cm laterally, with only 5% of vehicles parked within the tolerances for optimal efficiency [4].

Given that manual alignment of the charging coil is generally not accurate enough for optimal charging performance, an apparent problem exists that is yet to be completely resolved: that of the automation of the alignment of a vehicle with the chargepad (Figure 1). This automated alignment is required to achieve high charging efficiency and thus increase uptake of wireless charging for electric vehicles. It is the objective of this paper to propose a computer vision system based on commonly deployed surround-view cameras that can be used to detect the chargepad and thus support the alignment of the charging coils. Notably, we aim to address the problem of previously unseen chargepad designs using online learning.

Several solutions have been proposed to solve the problem of automated chargepad alignment. In [5], a system whereby additional hardware in the form of wireless sensors on the coils is proposed, with at least six sensors (three per coil) required. In [6], a set of Inductor-capacitor (LC) sensors is proposed to be installed on the installed charging coil, enabling the detection of the direction that the electric vehicle must be driven for optimal alignment. Tiemann et al. [7] propose an ultra-wideband wireless alignment system based on IEEE 802.15.4a, and [8] propose a method of position detection based on the analysis of voltage differences in so-called search coils. These methods require specific hardware to be installed on the vehicle and/or the chargepad to enable the alignment. It is also not clear how close the vehicle must be to the chargepad for these solutions to work. In contrast, our proposal is based on using a set of surround-view cameras that are standard on many vehicles, with a specific aim of increasing the range at which the maneuver automation can start.

In parallel to the accelerated development of electric vehicles and wireless charging stations, wide field-of-view or fisheye cameras are becoming commonplace on vehicles, particularly for automated parking systems [9], a problem that
is highly related to the problem of wireless charging station alignment. Of key importance is that the fisheye cameras provide video of the scene right up to the vehicle body, providing important near-field sensing. In particular, fisheye cameras are commonly deployed on vehicles in a surround-view configuration [9], as stylized in Figure 2, with one camera at both the front and rear of the vehicle and on each of the wing-mirrors. Such camera networks have traditionally been deployed for viewing applications (e.g., [10] and many commercial surround-view products). However, surround-view cameras are increasingly focused on near field sensing, which are typically used for low vehicle speed applications such as parking or traffic jam assistance functions [11]. There is relatively less work on using convolutional neural networks for fisheye cameras. Recently, it has been explored for various tasks such as object detection [12], [13], soiling detection [14], [15], motion segmentation [16], road edge detection [17], weather classification [18], depth prediction [19], [20], [21], [22], SLAM [23], [24], [25] and in general for multi-task outputs [26], [27], [28], [29].

There has been little previous work in chargepad alignment using computer vision approaches. A stereo vision-based approach has been proposed in the past [30]. However, stereo vision systems suffer from field-of-view issues. They are typically unable to cover the vehicle’s near-field area. When the chargepad moves out of the camera’s view, one must solely rely on the vehicle odometry, which can lead to drift in the positional alignment. Additionally, the approach described in [30] requires a specific design element of the chargepad, namely an LED at the center, which cannot be guaranteed for all chargepad designs.

A problem with any visual approach to detecting the chargepad is that there are significantly different designs. An example of just a few is shown in Figure 3. As electric vehicles gain momentum, different Original Equipment Manufacturers (OEMs) develop their version of electric vehicles and chargepad designs. As this is still in an early phase, the standardization of the chargepads has not been done yet. It may not happen due to aesthetic driving factors. In this paper, therefore, we propose an online self-supervised training method for solving the problem of the detection of unseen chargepads. An initial network is trained using a set of pre-defined chargepad types. If this fails for any chargepad alignment instance, the driver will need to manually align the vehicle with the chargepad. However, we propose a method to auto-annotate the chargepad by reversing the vehicle odometry to extract the location of the chargepad in recorded frames of video. We propose to solve accuracy issues with this approach by applying a refinement step to use semantic road segmentation and depth estimation to improve the localization of the chargepad in the video frames.

The main contribution of this paper is the proposed computer vision architecture, based on several algorithmic methods, that solves the problem of the alignment of a vehicle charging coil with the coil of the chargepad. We propose to detect the chargepad as part of multi-task neural network architecture. The alignment issues to previously unseen chargepad designs is solved by deploying a self-supervised online learning system, using an auto-annotation procedure based on vehicle odometry and semantic segmentation. The range of the alignment maneuver is increased through the fusion of the direct detection of the chargepads with Visual Simultaneous Localization and Mapping (SLAM).

The remainder of this paper is structured as follows. In Section II, we discuss the proposed method, describing the multi-task learning (MTL) perception stack, the Visual SLAM that we ultimately use for extending the range of the alignment algorithm, the online self-supervised learning method, and the overall system architecture proposal. We also describe a fiducial marker-based chargepad design. We then present a set of results that support our argument that this is an effective system for chargepad sensing and alignment in Section III.

II. PROPOSED METHODS AND ARCHITECTURE

In this section, we describe the different methods that contribute to the overall architecture. We describe an ArUco pattern-based chargepad design, which we use in the test dataset, and which provides a baseline algorithm for our proposed approach. Then we describe the three-task perception stack that outputs object detection, segmentation, and distance that are used in the online auto-annotation later. We discuss how we approach online learning for the chargepad. We discuss Visual SLAM approaches that can be used to extend the range of the alignment algorithm beyond the limited range of direct detection of the chargepad. Finally, we introduce our overall architecture, whereby we combine all these elements.

A. Fiducial Marker Chargepad Design

Fiducial marker-based camera pose estimation or object detection and tracking are widely used in computer vision applications [31]. The configurable ArUco markers [32] can be used as a fixed object for detection and tracking purposes in challenging scenes where various objects are present simultaneously. They have good contrast with both bright and dark regions. Additionally, they do not have rotational symmetry, and as such, orientation information can be extracted. As camera sensors are widely used, their cost is coming down. At the same time, quality such as image resolution is going up. The increase of computation time with the increase of
image resolution can be well handled using simple ArUco based patterns in object detection and tracking [33].

In this work, the architecture we design is not limited to ArUco patterns. In fact, having such patterns on the chargepad is non-desirable in OEM production, as they would not be considered aesthetically pleasing. However, using ArUco patterns is useful, as it gives a ground truth algorithm on which to base our development on. Therefore, our test data consists of chargepads with an ArUco pattern. The design of the chargepad pattern is demonstrated in Figure 4.

Fig. 4: ArUco patterns on a charging station.

B. Near-field Perception Stack through Multi-Task Learning (MTL)

We derive the baseline MTL model from our recent work OmniDet [26], a six-task complete perception model for surround-view fisheye cameras. We focus on the three relevant perception tasks: object detection, semantic segmentation, and depth estimation. While we provide a short overview of the baseline model here, the reader is referred to [26] for more complete details. A high-level architecture of the model is shown in Figure 5. It comprises a shared ResNet18 [34] encoder and three decoders for each task. 2D bounding box detection task has the six important objects, namely pedestrians, vehicles, riders, traffic sign, traffic lights. We add a new chargepads class to the baseline. Segmentation task has vehicles, pedestrians, cyclists, road, lanes, and curbs categories. The depth task provides scale-aware distance in 3D space. The model is trained jointly using the public WoodScape [35] dataset comprising 8k samples and evaluated on 2k samples, augmented by our chargepad data.

The chargepad is first detected by the object detection part of our three task network as described in Figure 5. Like any other vision-based approach, our chargepad detection also suffers from issues like varying lighting and weather conditions, shadows [36], and the wear and tear of the pattern itself. So consistent detection of chargepad in each frame is not guaranteed. So, it is beneficial to track the previously detected bounding boxes to predict the relative position of the chargepad in the instances of no detection in some frames. We use SORT [37] for online and real-time tracking of the detected chargepad. Once the bounding box is detected and tracked, the vehicle’s angle towards the detected chargepad is estimated based on our previous work [38].

As the pattern looks relatively small when the vehicle is far, the detection will only start when the vehicle approaches a reasonable distance from the chargepad. To analyze this, we modeled what a typically sized chargepad (60cm × 60cm) looks like in a fisheye image, as shown in Figure 6. The size in the image at various distances is given in Table I. The image height of the chargepad is only 12 pixels at 6m, which we expect to be the upper limit of detection (this is analyzed later in §III).

C. Online Self-supervised Learning

The fundamental problem with the conventional offline trained machine learning approach is the inability of the computer vision network (the deep learning model) to identify the non-trained, or previously unseen, classes of objects at inference time. Specifically, for our proposed architecture, this means that it is impossible to cover all types of chargepad objects before deployment, due to the fact that every vehicle manufacturer will have different visual styles for their
chargepads (Figure 3). In a scene where a previously unseen chargepad design is present, there is a strong likelihood that any machine learning approach will fail to detect the chargepad.

While extensive work has been done in unsupervised learning approaches in different domains [39], [40], supervised learning approaches outperform unsupervised approaches for visual recognition tasks [41]. However, it is not feasible to manually annotate the online data as it is generated during parking maneuvers. Doing so would incur a high cost, as this requires data to be transferred from the vehicle to a facility where manual annotation can occur, the network to be re-trained, and downloaded again to the vehicle. This makes the goal of online auto-annotation for use in self-supervised learning much more attractive. Figure 7 illustrates our proposed online learning framework. At inference time, the system detects the pre-trained class of objects, as usual, which can include an incomplete set of pre-trained chargepads. If the end-user attempts to engage the chargepad auto-alignment but fails to detect a previously unseen chargepad, the driver will have to manually complete the alignment. In this case, the alignment need not be perfect. For a single charging cycle, non-optimal charging performance will be acceptable. However, this manual alignment is used to provide the auto-annotation for online learning.

Thus, the approach for self-supervised learning of chargepads is as follows. During the manual parking maneuver, video from the cameras is recorded after a failed detection of a chargepad. Once the vehicle has been manually parked, the recorded video frames are then available to the online self-supervised training algorithm. Video frames are retrieved from the storage in sequence, and Visual SLAM and vehicle odometry [42] is used to predict the position of the chargepad in each frame of recorded video (Figure 8). However, due to issues with the accuracy of the manual alignment of the vehicle (as already discussed) and due to drift with odometry over time, this auto-annotation will have low accuracy. For that reason, we use road segmentation and depth outputs with uncertainty maps of the MTL network to refine the annotation ahead of training. Depth is used to find the ground plane to guide the object center to extract features and reason the depth from its contact point as a simple filter to remove any objects above the ground. The ground segmentation is used to refine the detection by filtering the ground surface, leaving just the chargepad as a refined detection. This refined auto-annotation of the chargepad objects can then be used to update the training of the MTL Object Decoder.

| Distance (m) | 3  | 4  | 5  | 6  |
|-------------|----|----|----|----|
| Size (pixels) | 100 × 31 | 81 × 23 | 65 × 20 | 54 × 12 |

Table I: Resolution of chargepad at distances simulating a 2Mpix fisheye camera and a target of 900x800x70 mm.

Fig. 7: Illustration of online learning framework. Blue blocks denote the offline trained model. Green blocks denote the online uncertainty maps of the MTL network to refine the annotation that reason, we use road segmentation and depth outputs with over time, this auto-annotation will have low accuracy. For vehicle (as already discussed) and due to drift with odometry [42] is used to predict the position of the chargepad from the storage in sequence, and Visual SLAM and vehicle self-supervised training algorithm. Video frames are retrieved from the cameras is recorded after a failed detection of the driver’s final position of chargepad location.

D. Visual SLAM based Environment Localization

Simultaneous localization and mapping (SLAM) is a technique for estimating sensor motion and reconstructing structure in an unknown environment. When a camera is (or multiple cameras are) used for this purpose, it is called Visual SLAM. The vision sensor can be a monocular, stereo vision, Omnidirectional (360-degree), or Red Green Blue Depth (RGBD) camera. Visual SLAM is composed of mainly three modules: initialization, tracking, and mapping. Both [43] and [44] provide extensive surveys of Visual SLAM techniques.

We base our Visual SLAM enhancement for chargepad alignment on previous work on trained parking using SLAM [23]. In the next section, we describe the overall Visual SLAM architecture employed in the proposed system. However, it is pertinent to provide some details here, though the reader is referred to [23] for complete details. The motivation is illustrated in Figure 9 where feature locations (marked in red boxes) relative to the chargepad (marked in the blue box) are found. This will enable localization at a farther distance when the chargepad is poorly visible.

Note that at the feature detection stage, the location of the chargepad is not required to be known. When the bundle adjustment step of the SLAM is performed, a complete feature map is built of the trajectory. Subsequently, when the vehicle is aligned with the chargepad, the location of the vehicle and thus the chargepad is known, and the position of the chargepad can be stored relative to the feature map. This enables the future relocalization of the vehicle to the chargepad, even when the chargepad cannot be directly detected.

The trained trajectory following operates in two distinct phases: “teach and repeat”. During the teaching phase, the driver manually drives to the chargepad location (within the
Firstly, a Global Positioning System (GPS) or Human-Machine Interface (HMI) is shown in Figure 11. We will explain each of the stages.

The exact features depend on the feature Extraction and Description algorithm used [45]. In previous sections, we have discussed individual building blocks of the proposed approach. In this section, we will discuss the overall architecture of our proposed system, which is shown in Figure 11. We will explain each of the stages. Firstly, a Global Positioning System (GPS) or Human-Machine Interface (HMI) Trigger prompts the system. For example, GPS can tell that the host vehicle is in the vicinity of the chargepad and thus triggers an attempt at detecting and aligning the vehicle with the chargepad. Alternatively, this trigger can be done via user input. If the pre-trained MTL detection network recognizes a chargepad (per Figure 7), then the host vehicle can proceed with the alignment. It should be noted that MTL Encoder is mentioned several times in Figure 11; however, it is just a single encoder that is running.

In the case that the pre-trained network fails to detect a chargepad (for example, if the chargepad we are attempting to detect is not of a type in the pre-trained network dataset), unfortunately, the user must manually align the vehicle with the pad. In this case, the system triggers the record of the video scenes alongside the manual alignment of the vehicle with the chargepad. Thus, video frames from the point of engagement of the system through to park completion are available to the online training. This enables the online self-supervised training approach that is discussed previously.

An issue with the approach outlined thus far is that the range of the chargepad detector described above). Visual features are extracted from the video stream and matched between frames. Oriented FAST and rotated BRIEF (ORB) based SLAM [46] has become almost standard in many applications. However, we have found that Accelerated KAZE (AKAZE) [47] is a more robust feature for the repeat phase, and as such, we use AKAZE for the feature extraction and matching. Feature matching is computationally expensive, however, [23] discuss an embedded Visual SLAM system for automated parking. The end goal of the SLAM approach is bundle-adjustment, that is, using Levenberg-Marquardt to iteratively refine the 3D location of the features and the position of the vehicle across the entire trajectory (e.g., Figure 10). For a complete review of visual odometry techniques, the reader is referred to [48].

The appropriately trained trajectory is loaded in the repeat phase, and the recorded bundle-adjusted keyframe feature descriptors are scanned and matched to visual features extracted from the current frame. Levenberg-Marquardt is then used here again. However, this time, only the vehicle’s position is solved (as the 3D structure is resolved during the teaching phase).

E. Overall Architecture

In previous sections, we have discussed individual building blocks of the proposed approach. In this section, we will discuss the overall architecture of our proposed system, which is shown in Figure 11. We will explain each of the stages. Firstly, a Global Positioning System (GPS) or Human-Machine Interface (HMI) Trigger prompts the system. For example,
trained trajectory until the chargepad comes within range for
direct detection and final alignment.

F. Discussion

It is worth taking a few moments to discuss some elements
of the methodology that is proposed. At first glance, the
overall system described by Figure 11 would seem complex.
However, it is important to realize that only certain parts of the
system run at any given time. When the chargepad alignment
functionality is triggered, an attempt is made to detect the
chargepad in the vicinity. In the case that this is successful, the
Vehicle-Chargepad Alignment part of the system is executed,
which is a standard paradigm for vehicle automation. In the
case that the chargepad detection fails, the Record branch is
executed as the driver manually aligns the vehicle with the
chargepad. Once the parking is completed, the Online Self-
Supervised Training part of the system is executed, whereby
the MTL component is re-trained using the auto-annotated
video samples of the previously unseen chargepad. Thus, the
different parts of the overall system are largely decoupled from
one another, reducing the overall complexity.

This also points to the feasibility of implementation in
an embedded system, which is a very real concern in any
automotive system. None of the overall components of the
system run in parallel. Each of the Record, Online Self-
Supervised Training, and Vehicle-Chargepad Alignment parts
of the architecture have exclusive access to the computational
resources. The Online Self-Supervised Training is the most
computationally intensive part of the system. However, this
part does not need to run in real-time. It runs based on
previously recorded data and only when the vehicle is parked
and charging. Naturally, one still does not want this part of the
system to take more than a few minutes to complete the online
training, and as such significant computer resources are still
required, for example, in the Nvidia Drive Series of embedded
platforms for self-driving cars.

It is also natural to consider which visual feature is best
for SLAM-based relocalization that is discussed previously.
Table II presents results of comparison of various feature
detectors and descriptors on the dataset described in [23]. The
implementation is taken from OpenCV 3.0 [51] and we use
the corresponding acronyms. Different metrics of our use case
namely relocalization success rate, embedded run-time on an
ARM A57, accumulated position and orientation offset are
tabulated. AKAZE [47] provides the best relocalization rate
with reasonable run-time. Additionally, it should be noted that
the “teach and repeat” Visual SLAM approach to extending the
range of the chargepad alignment is limited to places where
a user may regularly visit and where it would be feasible for
the teaching phase to have been completed, for example their
home or workplace. Outside of these areas, for example at a
public charging facility, the use must rely solely on the direct
detection of the chargepad, with the associated reduction in
alignment range.

III. RESULTS

A. Dataset and hardware details

The chargepad training dataset comprises 375 sequences
with roughly equal indoor and outdoor scenes, all containing
AruCo patterns on the chargepad. The test sequences were
independently created from similar environments. Synthetic
images were created with the chargepad to enable evaluation
of additional road or pavement textures. The test set consists of 200 scenes with a split of 65 indoor, 64 outdoor, and 71 synthetic scenes. The dimensions of the chargepad used are 760mm × 620mm × 60mm. The images were both captured from front and rear cameras. This is because chargepad detection and tracking can be in both forward and reverse directions. The evaluation of synthetic images was purely based on real image-based training to understand generalization to new road textures. In order to test a different pattern, we have augmented our AruCo dataset. Given the calibration of cameras, the annotation of the chargepad in the images, and the physical dimensions of the chargepad, we could overlay the Valeo logo on the images with perspective added. The orientation of the chargepad is not known, and as such this part of the augmentation was manual. Due to the manual intervention required, we only augmented 50 sequences in this manner. The colour of the Valeo logo is matched to the pixel values of the chargepad top.

For the baseline training, we train the model for 100 epochs on a 24GB Titan RTX with a batch size of 24. We use a learning rate of 4 × 10^{-4}, which we reduce to 10^{-5} after 85 epochs for another 15 epochs. We use Pytorch to implement the models and the Ranger (RAdam [52] + LookAhead [53]) optimizer. For the online training, the pre-trained MTL network [26] (Figure 5) has an additional chargepad decoder branch. The chargepad decoder has the same architecture as the object detection decoder from MTL. We initialize the chargepad decoder using the MTL object detection decoder weights. We only fine tune this chargepad decoder during online training for two reasons. Firstly, it is simpler to train a small part as the compute available on the vehicle is smaller than a typical more powerful training GPU. Secondly, we need to maintain the other MTL outputs for the generic automated driving pipeline.

As the online training data is very small, we use extensive data augmentation techniques to increase the dataset size by a factor of 30X using Albumentations [54] tool. We apply photometric augmentations including change of brightness, gamma, contrast & color and geometric augmentations like rotations, affine, perspective & elastic transformations and other modifications like Gaussian blur and addition of noise. The augmentation step was crucial to facilitate a stable online training. When the online learned system is performing inference, the detection accuracy can be indirectly inferred by efficiency of charging system or lack of charging.

### B. Evaluation

Firstly, Figure 12 shows the multi-task baseline results illustrating the performance of segmentation and depth estimation of the chargepad and its surroundings. Figure 13 illustrates the results of chargepad detection using the proposed method for outdoor, indoor, and synthetic scenes. The bounding box represents the detected chargepad on the image. We use a confidence threshold of 25% below which the detection is unreliable with false positives on other objects, such as vehicles. Figure 13 also illustrates reliable detection of chargepads at different ranges. To understand performance on various ground surface types, we also tested with a set of synthetic images (see the last row of Figure 13). The algorithm generalizes well from real to synthetic images.

Table III provides quantitative results of the detection performance using the average precision score on the test dataset with a 0.8 IoU threshold. We present a baseline offline learning algorithm, and the single sequence online learning using both the AruCo and the Valeo logo datasets. We also tested a simple OpenCV based ArUco detector, but it achieves poor performance, particularly for ranges beyond 3 meters. Table IV illustrates an incremental improvement of each feature presented in our system. It can be seen that the combination of backtracking using Visual SLAM and outlier rejection (Refined auto annotation) described previously using a combination of segmentation and depth leads to the best performance.

For the previous experiments, we used the raw fisheye images without any undistortion. We explored normalization using top-view correction, mainly to improve the detection range. In Figure 14, we show a comparison of detecting

### Table II: Comparison of various feature detectors and descriptors for our use case.

| Detector_Descriptor | Relocalization Success rate (%) | Runtime (ms) | Accumulated Position Offset (m) | Accumulated Orientation Offset (degree) |
|---------------------|--------------------------------|--------------|---------------------------------|-----------------------------------------|
| AKAZE_KAZE_UR        | 58.21                          | 97           | 0.15                            | 2.74                                   |
| GFTT_ORB             | 49.23                          | 39           | 0.17                            | -0.97                                  |
| AKAZE_KAZE           | 49.99                          | 102          | 0.11                            | 2.96                                   |
| FAST_ORB             | 54.66                          | 35           | 0.28                            | 3.33                                   |
| GFTT_Daisy           | 52.35                          | 171          | 0.13                            | 2.88                                   |
| FAST_BRISK           | 45.44                          | 41           | 0.16                            | 3.45                                   |
| STAR_ORB             | 36.31                          | 42           | 0.12                            | -0.03                                  |
| GFTT_BRISK           | 45.58                          | 50           | 0.13                            | 3.38                                   |
| FAST_Daisy           | 54.74                          | 156          | 0.17                            | 4.2                                    |
| GFTT_FREAK           | 39.13                          | 41           | 0.17                            | 1.3                                    |
| STAR_FREAK           | 7.72                           | 45           | 0.08                            | 0.07                                   |
| STAR_Daisy           | 33.45                          | 160          | 0.13                            | 1.26                                   |
| ORB_ORB              | 42.35                          | 48           | 0.22                            | 2.79                                   |

### Table III: Comparative study of different approaches.

| Method                        | Average Precision (IoU 0.80) |
|-------------------------------|------------------------------|
| Indoor | Outdoor | Synthetic |
| Baseline offline learning     | 93.5 | 98.9 | 95.3 |
| OpenCV ArUco detector         | 58.8 | 65.7 | 62.3 |
| Online learning - ArUco symbol| 85.5 | 90.3 | 87.9 |
| Online learning - Valeo symbol| 83.2 | 87.7 | –  |
the chargepad on raw fisheye and top-view. Top-view image improves the detection range significantly, as shown in Table V. However, it inhibits the usage of a shared encoder of the multi-task visual perception model. Thus, we also explore a top-view spatial transformer inspired by OFTNet [55]. We insert a spatial transformer block in between the encoder and the YOLOv3 [56] decoder. It slightly improves the detection range compared to the top-view corrected image. Finally, we show that combining Visual SLAM and CNN-based chargepad detection significantly increases the range compared to all other methods without requiring a top-view image transformation.

Getting the exact alignment of the vehicle with the chargepad is difficult, as no automated ground truth data was readily available. However, we manually evaluated the final alignment of the vehicle against the chargepad on a small number of scenes (three indoor and three outdoor scenes), as presented in Table VI. It can be seen that at least five of the six scenes tested, we are within the ±10cm alignment accuracy required for optimal charging [4], with the final scene being only just outside. The alignment accuracy is slightly higher for indoor scenes, as the lighting tends to be more controlled. Additionally, in indoor scenes, the ground surface tends to be more even, reducing odometry drift when the chargepad is under the vehicle and no longer detected.

C. Discussion

While the overall performance of the proposed online learning system does not achieve the accuracy of the baseline offline learning (achieving approximately 8% lower accuracy), this is to be expected. The baseline offline learning would be considered gold standard, and assumes that a fully annotated dataset of the target chargepad design is available. As we have discussed, this is not feasible in reality. In contrast, the online learning method must deal with noise introduced by the auto-annotation (i.e. noise in the segmentation, depth and Visual SLAM). We have shown that by using a combination of segmentation, depth and Visual SLAM, we achieve the highest accuracy in the auto-annotation, with the segmentation and depth offering significant refinement over the initial Visual SLAM based backtracking. The overall range of the alignment is the distance at which the vehicle can successfully start the chargepad alignment maneuver. This is increased slightly if we use a top-view correction or a top-view spatial transformer in our network. However, a much more significant increase in range is achieved when we combine Visual SLAM and chargepad detection. Comparing the detection of the Valeo and the ArUco patterns, the ArUco performs moderately better, as it is a more distinct visual pattern. Overall, we see that the final alignment with the chargepad is typically within the accuracy required for optimal wireless charging.

IV. Conclusion

In this paper, we explored the application of wireless charging assistance for electric vehicles using widely available surround-view camera systems. Accurate alignment of the vehicle with the inductive chargepad is known to be critical for efficient charging. However, while visual techniques for alignment make much sense, not least due to the proliferation of cameras on vehicles in general, unseen chargepad designs will cause failure. We have proposed an online learning architecture to be scalable to any chargepad, using the known vehicle trajectory, augmented by object detection, semantic segmentation, and depth estimation, to auto-annotate unseen chargepads. Thus, when confronted with a previously unseen chargepad, the driver should only manually park once. Due to range limitations with the detection, we have also proposed an enhancement to using a Visual SLAM localization method. Using this combination of approaches, we have demonstrated an effective solution.

We have demonstrated that the proposed system for chargepad alignment on previously unseen designs has high accuracy. The overall precision of our proposed online learning model approaches that of the baseline offline learning model (which can be considered gold standard). Furthermore, it is evident that the combination of segmentation, depth and Visual SLAM, as proposed, is advantageous during the auto-annotation process. The range of chargepad alignment is significantly increased when a combination of Visual SLAM and chargepad detection is used during the maneuver. Finally,
while the results for final vehicle alignment are limited for practical reasons, what is presented demonstrates that adequate accuracy is generally achieved for optimal wireless charging performance. We will release a portion of the dataset to encourage further research in this area.
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