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Abstract—One-stage Referring Expression Comprehension (REC) is a task that requires accurate alignment between text descriptions and visual content. In recent years, numerous efforts have been devoted to cross-modal learning for REC, while the influence of other factors in this task still lacks a systematic study. To fill this gap, we conduct an empirical study in this article. Concretely, we ablate 42 candidate designs/settings based on a common REC framework, and these candidates cover the entire process of one-stage REC from network design to model training. Afterwards, we conduct over 100 experimental trials on three REC benchmark datasets. The extensive experimental results reveal the key factors that affect REC performance in addition to multi-modal fusion, e.g., multi-scale features and data augmentation. Based on these findings, we further propose a simple yet strong model called SimREC, which achieves new state-of-the-art performance on these benchmarks. In addition to these progresses, we also find that with much less training overhead and parameters, SimREC can achieve better performance than a set of large-scale pre-trained models, e.g., UNITER and VILLA, portraying the special role of REC in existing V&L research.

Index Terms—Computer vision, object recognition.

I. INTRODUCTION

Referring expression comprehension [1], [2], [3], [4], [5], also known as visual grounding [6], [7], [8], [9], is a task of locating the target instance in an image based on the natural language expression. As an vision and language (V&L) task, REC is not limited to a fixed set of object categories and can theoretically perform any open-ended detection according to text descriptions [1]. These appealing properties enable REC to garner widespread attention from the communities of both computer vision (CV) and vision and language (V&L) [1], [2], [3], [4].

Due to the obvious advantage in efficiency, one-stage modeling has recently become the main research focus in REC [1], [2], [7], [8], [9]. Compared with the two-stage methods [3], [5], [6], [11], [12], one-stage models can omit the generation of region proposals and directly output the bounding box of the referent without complex image-text ranking, thereby improving the inference speed by an order of magnitude, as shown in Fig. 1. However, one-stage models often have worse performance than the two-stage ones [1], [2], [7]. Practitioners mainly attribute this shortcoming to the lack of enough multi-modal reasoning ability [1], [8], [9], [13]. To this end, recent endeavors put numerous efforts into the design of the multi-modal networks for one-stage REC, which have achieved notable success.

Despite these advances, the existing literature still lacks a systematic study to gain insight into one-stage REC. Differing
We build a comprehensive and easy-to-use codebase and additional is a task to locate the referent based on a natural often follow a two-stage pipeline. Concretely, two-stage and RefCOCOg We present the first systematic study for one-stage REC, We propose a strong and simple model called SimREC, which outperforms a set of REC methods and large-scale pre-trained models, e.g., VILLA-Large [25], on all benchmark datasets. We believe this result can be very enlightening for the existing V&L research, where the most tasks are dominated by the expensive large-scale models.

Overall, the contributions of this article are three-fold:

- We present the first systematic study for one-stage REC, yielding several key factors in addition to multi-modal fusion.
- We propose a strong and simple model called SimREC, which outperforms a set of REC methods and large-scale pre-trained models in both performance and efficiency.
- We build a comprehensive and easy-to-use codebase based on the content of this article, which can greatly promote the development of one-stage REC.

II. RELATED WORK

Referring Expression Comprehension (REC) [1], [2], [3], [5], [8], [22], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38] is a task to locate the referent based on a natural language expression. Early works [3], [5], [27], [29], [30], [31], [33], [39] often follow a two-stage pipeline. Concretely, two-stage models first detect the salient regions of an image, and then

![Model framework and candidate designs/settings. The solid lines depict the basic structure. The dashed parts list candidate designs for the empirical study, which are used to examine the effects of different components in one-stage REC. The visual backbone and word embeddings are frozen during training.](image-url)
regard REC task as region-expression ranking problem. Despite the great success, these two-stage methods have obvious defects in model efficiency and generalization [7, 40].

To this end, one-stage REC has recently become a popular research direction [1], [2], [4], [7], [8], [13], [40], [41], [42], [43], [44]. By omitting the steps of region detection and image-text matching in multi-stage modeling, one-stage models greatly reduce the inference time, e.g., 28.6 images per second, as reported in [1]. However, one-stage models often have worse REC performance compared with the two-stage methods, like MatchNet [3], mainly due to the limited reasoning ability. In this case, recent advances are dedicated to improving the reasoning ability of one-stage REC and propose various novel multi-modal networks for one-stage REC [1], [8], [9], [13], [37], [39]. In particular, ReSC [8] proposes a multi-round reasoning module to handle long and complex expressions. LBLYL [13] proposes a novel landmark feature conversation to better align the vision and language features. TransVG [9] improves multi-modal fusion via stacking multi-layer transformer blocks [45]. More recently, researchers have formulated REC as a sequence prediction task and proposed a set of novel sequence-to-sequence frameworks [41], [46]. For example, SeqTR [41] represents the bounding box of the referent with a sequence of discrete coordinate tokens, which are predicted via a Transformer architecture. In addition to the design of the network architecture, numerous efforts are devoted into multi-task learning [2], [41], [46], [47], [48], [49], and greatly improve the upper bound of REC models. Despite the effectiveness, except the well studied multi-modal fusion, there still lacks a systematic study to examine the key components in one-stage REC.

Driven by the progresses of large-scale V&L pre-training, the new SOTA performance of REC is achieved by recent large-scale pre-training models [23], [24], [25], [26], [50]. Specifically, these models are pre-trained with millions of image-text examples and excessive parameters, thereby dominating various downstream VL tasks, e.g., VQA [20] and multi-modal retrieval [51]. In particular, common pre-training objectives of early VL pre-training are masked language modeling [24], [52] and image-text matching [23], [24]. When transferring to REC task, most of these models follow the two-stage paradigm and regard this task as a text and image region matching problem [23], [24], [25], [26]. Nevertheless, these BERT-style pre-trained models are often defective in their expensive training costs and slow inference speed. Meanwhile, their pre-training objectives are also inefficient for the adaptation to REC task. In this article, we are keen to find out whether a simple and efficient one-stage model can outperform these expensive pre-trained models.

III. THE FRAMEWORK AND ABLATION DESIGNS

To accomplish the empirical study, we first build a common one-stage REC framework, as depicted in Fig. 2. Then, we prepare a set of ablation designs and settings to examine the impact of different components.

A. Framework

Specifically, given an image \( I \) and an expression \( E \), an one-stage REC model often uses a visual backbone and a language encoder to extract the visual and text features, denoted as \( F_v \in \mathbb{R}^{h \times w \times d} \) and \( F_t \in \mathbb{R}^{l \times d} \), respectively. Here, \( h \times w \) denotes the resolution of visual feature maps, and \( l \) is the length of the expression. Here, the text features \( F_t \) are attentively pooled [53] to a global vector \( f_t \in \mathbb{R}^{d} \). Afterwards, a simple multi-modal fusion module is deployed to obtain the joint representations of two modalities, denoted as \( F_m \in \mathbb{R}^{h \times w \times d} \), which is obtained by:

\[
f_m = \sigma (f_v W_v) \odot \sigma (f_t W_t).
\]

(1)

Here, \( f_m \) and \( f_t \) are the feature vectors of \( F_m \) and \( F_t \), respectively, and \( \sigma \) denotes the ReLU [54] activation function. To keep a certain reasoning ability, we also apply an attention unit called GARAN [1] after the multi-modal fusion.

Lastly, a regression layer is deployed to predict the bounding box of the referent in the image. Specifically, for each grid \((x_g, y_g)\), SimREC predicts raw coordinates of the bounding box \( \{t_x, t_y, t_w, t_h\} \) and its corresponding confidence score \( c \). Afterwards, the final bounding box \( b = \{b_x, b_y, b_w, b_h\} \) is calculated based on the pre-defined anchor box \( (p_w, p_h) \) by

\[
\begin{align*}
    b_x &= \text{sigmoid}(t_x) + g_x, \\
    b_y &= \text{sigmoid}(t_y) + g_y, \\
    b_w &= p_w^c W_w, \\
    b_h &= p_h^c W_h.
\end{align*}
\]

(2)

Given the ground-truth box \( b' = \{b'_x, b'_y, b'_w, b'_h\} \) and the ground-truth confidence \( c' \), the loss function of SimREC is defined as:

\[
l(b_i, b'_i, c, c') = \sum_{i=1}^{h \times w \times n} l_{box}(b'_i, b_i) + l_{conf}(c'_i, c_i)
\]

(3)

Here, \( n \) is the number of pre-defined anchor boxes. \( l_{box} \) and \( l_{conf} \) denote the regression loss and the binary prediction loss of the confidence score, respectively. During the test stage, SimREC will select the bounding box with the highest confidence score as the final prediction.

Although the framework is simple, it includes the main design patterns of most existing one-stage REC models, i.e., image encoder, language encoder, fusion branch and detection head. Meanwhile, a simple framework can be used to better examine other key factors for one-stage REC in addition to multi-modal fusion. With this simple framework, we can better ablate the key factors in one-stage REC.

B. Ablation Designs

Visual Backbone: We use DarkNet [55] as the default visual backbone. VGG [56] and the recently proposed CSPDarkNet [57] are the candidate choices. Meanwhile, we also test the effects of different image resolutions.

Language Encoder: The default language model is an LSTM network [58] with GLOVE embeddings [59]. During experiments, we will enhance the ability of language encoder by adding advance designs like self-attention [45] and BERT embedding [52].

Multi-scale Features and Detection: We also experiment the model with multi-scale features and multi-scale detection setting. In terms of multi-scale features, we use the last \( k \) scale
feature maps of the visual backbone as our visual features, denoted as \( \{ \mathbf{F}_{vi} \}_{i=1}^{k} \). The features of each scale are fused with the text ones by the multi-scale fusion scheme proposed in [2], denoted as \( \{ \mathbf{F}_{mi} \}_{i=1}^{k} \). Only the last scale feature maps are used, i.e., \( \mathbf{F}_{mk} \). In terms of multi-scale detection, each scale feature in \( \{ \mathbf{F}_{mi} \}_{i=1}^{k} \) will use a corresponding detection head to predict bounding boxes.

**Detection Paradigms:** In addition to the anchor-based detection head [55], we also experiment the recently popular anchor-free detection [60]. In anchor-free detection, the model directly predict the width and height of bounding boxes for each grid. The objectives we test include IoU loss [61], GIoU loss [61], Smooth-L1 loss [62] and Focal loss [63].

**Data Augmentation:** We adopt additional data, i.e., Visual Genome [19], and image augmentation methods [15], [16], [17], [18], [64] for data augmentation. In terms of image augmentation, we try ElasticTransform, CutMix [17], Random Resize, RandAugment [16] and MixUp [64]. Their detailed modification for REC are described in our appendix.

**Optimizations:** To regularize and accelerate the model training, we also examine some training techniques, e.g., label smoothing [65], exponential moving average (EMA) [66] and cosine decay learning schedule [65].

### C. SimREC

After the extensive ablations, we select the most effective designs for each REC component to form our strong base model, denoted as SimREC. The detailed configurations are listed in Table I.

### IV. Experiments

#### A. Datasets and Metric

RefCOCO & RefCOCO+ [10] contain 142 k referring expressions for 50 k bounding boxes in 19 k images from MS-COCO [51]. There are four splits in RefCOCO and RefCOCO+, i.e., train, val, testA and testB, with a number of 12 k, 10 k, 5 k, 5 k images, respectively. Test A contains more people instances, while Test B has more object ones. The expressions of RefCOCO are mainly about absolute spatial relationships, while the ones of RefCOCO+ are about attributes and relative relations. RefCOCOCg [14], [73] has 104 k expressions for 54 k objects from 26 k images. It has two different partitions, i.e., Google split [73] and UMD split [14]. Google split only contains training set and validation set, and images of which are overlapped. Instead, UMD split avoids overlapping partitions, and it contains three splits, i.e., train, validation and test. In particular, the expressions of RefCOCOCg are longer and more complex than those of RefCOCO and RefCOCO+. Visual Genome [19] contains 5.6 M referring expressions for 101 k Images. Compared to RefCOCO, RefCOCOCg+ and RefCOCOCg, the expressions of Visual Genome are more diverse but their annotations are relatively noisy.

**Intersection-over-Union (IoU)** is the metric used in REC, which measures the overlap degree between the prediction and the ground-truth. Following previous works [1], [2], [7], [8], we use IoU@0.5 to measure prediction accuracy.

#### B. Experimental Settings

**Network Configurations:** The visual backbone and the language encoder of SimREC are a CSPDarknet [57] and an LSTM [58] with a self-attention layer [45], respectively. For SimREC, we use three-scale visual features from the visual backbone outputs of stride = 8, stride = 16 and stride = 32, of which dimensions are 256, 512, 1024, respectively. For language encoder, its dimension is set to 512 and the word embedding is a 300-d matrix initialized by pre-trained GLOVE vectors [59]. By default, the input image is resized to 416 × 416, and the maximum length of input expressions is set to 15 for RefCOCO and RefCOCO+, and 20 for RefCOCOCg. For detection head and loss function, we apply the anchor-free head [60] with IoU loss [61] and BCE loss. For data augmentations, random resize is used in the training. To improve the training efficiency, we further apply the exponential moving average (EMA) [66] and cosine decay learning schedule.

**Training settings:** We use Adam [74] to train our models for 40 epochs, which can be reduced to 25 epochs when EMA is applied. The learning rate is initialized with 1e-4 and will be decayed by 10 at the 35-th, 37-th and 39-th epoch, respectively. We also try the cosine decay as the learning rate schedule. All visual backbones are pre-trained on MS-COCO [51], while the images appeared in the val and test sets of three REC datasets are removed. We also apply the region annotations in the Visual Genome [75] to pre-train SimREC. Particularly, pre-trained stage takes 15 epochs with a batch size of 256. The learning rate and optimization are kept the default settings.

#### C. Experimental Results

1) **Ablation Study:** We first conduct extensive experiments on benchmark datasets to ablate the candidate designs/settings described in Section IV-C1, of which results are shown in Table I.

**What matters in one-stage REC?** Form Table I, we first observe that the visual components are critical for one-stage REC. The use of a better backbone or detection head can lead to significant performance gains. In particular, Swin-Transformer [67] provides the most significant gains, i.e., +9.6% on RefCOCO+. Nevertheless, such a large visual backbone also slows down the inference speed of the one-stage REC model. In contrast, anchor-free head not only boosts the detection performance but also maintains the inference efficiency. Meanwhile, larger image resolutions are also more beneficial for performance. These results are within the scope of existing CV and V&L studies [55], [62], [76], [77], [78].

Multi-scale visual features are the factor that can boost performance. On RefCOCO+, its performance gain can reach up to +14.3%, while the ones on the other two datasets are also about +6%. However, when combining it with multi-scale detection, the performance is not further improved. This result suggests that multi-scale features are basically used to enhance the descriptive power of visual backbones rather than multi-scale detection,
which is obviously different to the use in object detection [55], [62].

Data augmentation is another factor that greatly affects performance. Using Visual Genome (VG) as the additional training data can greatly boost performance on all benchmarks. Meanwhile, a simple image augmentation like Resizing also obtain obvious performance gains. These results suggest that one-stage REC has a great demand in training data, especially compared with other V&L tasks [20], [21]. For example, VG is often used as additional data in VQA, while the improvement is often marginal [53], [79]. From Table I, we can also summarize a prerequisite for data augmentation, which is that the semantics of image-text pairs should not be damaged. The operations like Horizontal Flip and Random Crop will reduce the completeness or the correctness of REC examples, thus leading to counterproductive results. Meanwhile, strong augmentation methods are inferior than the simple ones, e.g., RandomErasing and CutMix. When combing all positive augmentation methods, the REC performance encounters a significant decline, as shown in Table II, which is opposite to that in object detection [78]. These results greatly differ REC from object detection in terms of data augmentation.

In Table III, we conduct cumulative ablations to validate the combination of SimREC settings. From the results, we observe

### Table I
Ablation Studies of Different Factors on Three REC Datasets

| Factors | Choices | RefCOCO val | RefCOCO+ val | RefCOCOg val | Inference Speed | Training Time |
|---------|---------|-------------|--------------|--------------|----------------|---------------|
| Visual Backbone | DN531 | 70.63 | +0.00 | 50.39 | +1.00 | 58.78 | +0.00 | 59.2 | -0.00 | 6.6 h | +0.0h |
| | VGG16 | 70.12 | -0.51 | 49.81 | -0.58 | 58.22 | -0.56 | 46.9 | -12.3 | 9.9 h | +3.3h |
| | CDN531 | 71.90 | +1.17 | 57.24 | +6.85 | 57.58 | -1.20 | 74.1 | +14.9 | 5.4 h | -1.2h |
| | ViT-B | 72.60 | 1.97 | 58.12 | +7.73 | 60.19 | -4.41 | 30.6 | -28.6 | 10.1h | +3.5h |
| | Swin-B | 73.10 | 6.47 | 59.96 | +9.57 | 62.03 | +3.25 | 36.2 | -23.0 | 9.7 h | +3.1h |
| Language Encoder | LSTM | 70.63 | +0.00 | 50.39 | +0.00 | 58.78 | +0.00 | 59.2 | -0.00 | 6.6 h | +0.0h |
| | LSTM+GLOVE | 70.60 | -0.57 | 49.54 | -0.85 | 57.78 | -1.00 | 59.2 | 0.0 | 6.6 h | +0.0h |
| | LSTM+GLOVE+SA(1) | 71.56 | +0.93 | 51.26 | +0.87 | 58.11 | -0.67 | 58.1 | -1.1 | 6.7 h | +0.1h |
| | LSTM+GLOVE+SA(2) | 71.17 | +0.54 | 50.65 | +0.26 | 58.42 | -0.36 | 57.1 | -2.1 | 6.7 h | +0.1h |
| | LSTM+GLOVE+SA(3) | 71.43 | +0.80 | 48.73 | -1.66 | 59.15 | +0.37 | 55.9 | -3.3 | 6.7 h | +0.1h |
| | LSTM+BERT | 70.66 | +0.03 | 50.27 | -0.12 | 60.31 | +1.53 | 42.0 | -17.2 | 7.8 h | +1.2h |
| | LSTM+RoBERTa | 70.84 | +0.21 | 50.44 | -0.05 | 60.56 | +1.78 | 41.3 | -17.9 | 7.9 h | +1.3h |
| | LSTM+ALBERT | 71.44 | +0.81 | 50.76 | +0.37 | 60.44 | +1.66 | 51.1 | -8.1 | 7.4 h | +0.6h |
| Multi-scale Features | One-scale Feature† | 70.63 | +0.00 | 50.39 | +0.00 | 58.78 | +0.00 | 59.2 | +0.0 | 6.6 h | +0.0h |
| | Two-scale Features | 76.79 | +6.16 | 63.71 | +13.32 | 62.62 | +3.84 | 54.1 | -5.1 | 7.9 h | +1.3h |
| | Three-scale Features† | 77.41 | +6.78 | 64.72 | +14.33 | 65.51 | +6.73 | 49.0 | -10.2 | 10.8 h | +4.2h |
| Multi-scale Detection | One-scale Feature+Head×1 †† | 70.63 | +0.00 | 50.39 | +0.00 | 58.78 | +0.00 | 59.2 | -0.0 | 6.6 h | +0.0h |
| | Three-scale Features+Head×1 †† | 77.40 | +6.77 | 64.72 | +14.33 | 65.51 | +6.73 | 49.0 | -10.2 | 10.8 h | +4.2h |
| Detection Head | Anchor-Based† †† | 70.63 | +0.00 | 50.39 | +0.00 | 58.78 | +0.00 | 59.2 | +0.0 | 6.6 h | +0.0h |
| | Anchor-Free† †† | 76.63 | +3.02 | 53.49 | +3.10 | 59.46 | +0.68 | 55.9 | -3.3 | 9.1 h | +2.5h |
| Loss Function | BCE+MSE† | 70.63 | +0.00 | 50.39 | +0.00 | 58.78 | +0.00 | 59.2 | +0.0 | 6.6 h | +0.0h |
| | BCE+SmoothL1 | 71.12 | +0.49 | 50.29 | -0.10 | 59.23 | +0.45 | 59.2 | +0.0 | 6.6 h | +0.1h |
| | BCE+IoU loss† | 71.39 | +0.76 | 51.68 | +1.29 | 59.54 | +0.76 | 59.2 | +0.0 | 6.6 h | +0.1h |
| | BCE+GIoU loss | 70.76 | +0.13 | 50.34 | -0.05 | 59.42 | +0.64 | 59.2 | +0.0 | 6.6 h | +0.1h |
| Reward loss† † † | 69.77 | -0.86 | 50.89 | +0.60 | 60.10 | +1.32 | 15.6 | -43.6 | 17.2 h | +10.5h |
| Input | 416×116† †† | 70.63 | +0.00 | 50.39 | +0.00 | 58.78 | +0.00 | 59.2 | +0.0 | 6.6 h | +0.0h |
| | 256×256 | 64.57 | -6.06 | 47.25 | -3.14 | 52.63 | -6.15 | 69.0 | +9.8 | 3.6 h | -3.0h |
| Resolution | 320×320 | 65.83 | +1.20 | 49.13 | -1.26 | 56.86 | -1.92 | 67.1 | -7.9 | 5.0 h | -1.6h |
| | 512×512 | 70.97 | +0.34 | 51.28 | +0.89 | 59.97 | +1.19 | 46.9 | -12.3 | 9.6 h | +3.0h |
| | 608×608 | 71.15 | +0.52 | 51.59 | +1.20 | 59.38 | -0.30 | 41.0 | -18.2 | 12.6 h | +6.0h |

† denotes the settings of the basic structure and † † denotes the settings of SimREC. "DN531", "CDN531", "Swin-B" and "ViT-B" refer to the visual backbone of DarkNet-53 [55], CSPDarkNet-53 [60], Swin-Transformer (Base) [67] and Vision Transformer (Base) [68], respectively. For all the results, we average three experimental results of different random seeds.

1. Reward loss is borrowed from Iter-Shrinking [4], which requires multiple forwards during inference.
2. Inference speed is tested on the 1080Ti (1GB).
that each factor consistently improves performance when combined with other factors. Particularly, multi-scale features and VG data augmentations still play the most critical role on performance, providing up to +12.94% gains on RefCOCOg test set. Meanwhile, the combination of other factors also brings notable performance gains. For example, language encoder, visual backbone, detection head, optimizations and random resize provide the improvements of +1.75%, +1.65%, +2.61%, +0.27% and +1.76% on RefCOCOg test set, respectively. And their combination finally improves the performance by +8.04% on RefCOCOg test set. After combining all factors, +20.98% performance gains can be observed on RefCOCOg test set. These results further confirm the effectiveness of SimREC.

What are less important in one-stage REC? Compared with the above mentioned factors, the other components have less impact on one-stage REC. Above all, the role of language encoder is not as important as that in other V&L tasks. By deploying the advanced designs like BERT [52] and ALBERT [80], the performance gains are not obvious. Even on RefCOCOg, of which expressions are long and complex, the improvement is only +1.78%. One assumption about this result is that the expressions of REC is not so difficult to understand. But more importantly, it may also suggest that REC is less affected by language priors, which is often serious in other V&L tasks [20], [21], [81]. In this case, a simple design can meet the requirement of expression comprehension.

In Table I, we evaluate the effects of different loss functions and training tricks. The loss functions are deployed on the anchor-based detector [55], while their performance gains are not obvious, especially compared with object detection [61]. This results may suggest that pre-defined anchors are not suitable for one-stage REC. We also validate the effect of the reinforcement learning approach [4], which reduces the performance and the efficiency. In terms of model optimization, all candidate methods pose positive impacts on performance although not so obvious. Particularly, we find that EMA [66] can accelerate training convergence.

How do these factors affect REC? Based on the above findings, we further explore how these key factors affect one-stage REC. Specifically, we investigate their effects on expressions of different content and lengths in Fig. 3, and the quality of predicted bounding boxes in Fig. 4.

From Fig. 3, we can first observe that multi-scale features and data augmentations can improve the model performance on all expressions, especially the ones with attribute descriptions (words). In this regard, we think that multi-scale features are to enhance the visual representations to facilitate fine-grained recognition, while data augmentation can significantly strengthen the learning of language-vision alignments. These two aspects are critical for REC. In addition, we also notice that the improvement of the expressions with spatial information (words) is small. We attribute it to the intrinsic merit of one-stage REC modeling in spatial relation modeling [1]. Meanwhile, we can also find that with the improvement in visual modeling, the model also has a better ability to process the long and complex expressions, especially with the help of VG. This result also provides a useful hint for the study of multi-modal reasoning.

Compared with these two factors, the benefit of detection head is more balanced. For this end, we understand that detection head mainly affects the model’s detection ability. Besides, Fig. 3 also reflects the inference of language encoder, which is relatively small. Since most of the sentences in benchmark

![Fig. 3. Relative performance gains of five settings in SimREC on attribute descriptions (row-1), spatial descriptions (row-2), the expression length (row-3). All results are calculated on the val set.](image-url)
datasets are short, the help of language encoder is not obvious. In contrast, it also affects its performance on long sentences. This observation is consistent with the experimental results in Table I.

Fig. 4 depicts the IoU score distributions of the model’s predictions about the ground-truth bounding boxes. These results reflect the impact of the factors on the quality of model predictions. From this figure, we observe that the anchor-free detector obviously improves the detection ability. On the high-quality detection (IoU 0.9–1), the number is almost doubled by this detector. Meanwhile, we notice that the use of VG

Fig. 4. Distribution of the predicted bounding boxes on different IoU metrics. All results are calculated on the val set.

TABLE IV

| Models        | Dataset | Visual Features | Pretrain Images | #Params | mAP | mAP 0.5 | mAP 0.75 | mAP 0.9 | mAP 0.95 | mAP 0.99 | mAP 0.999 | mAP 0.9999 |
|---------------|---------|----------------|----------------|---------|-----|---------|---------|--------|---------|---------|----------|----------|
| Ours (ours)   | DSN5    | -               | -              | -       | 80.5| 71.9    | 65.8    | 58.3   | 51.2    | 48.7    | 46.3     | 44.5     |
| Ours (ours)   | DSN5    | -               | -              | -       | 80.5| 71.9    | 65.8    | 58.3   | 51.2    | 48.7    | 46.3     | 44.5     |

Additional Data Sets: MDETR [50], UniTAB [69], SeqTr [41], SimRec [9], and SimRec [9].

1. Reference speed is tested on the 1088TI (16GB).
2. The calculation of network parameters excludes the visual backbone.
helps the model improve the detection accuracy (IoU > 0.5), but its performance on high-quality detection declines obviously. This is mainly attributed to the less accurate bounding box annotations in VG [19].

2) Comparison With the State-of-the-Art Methods: After making trade-offs between performance and efficiency, we further combine some findings from Table I to strengthen our baseline network SimREC. The cumulative ablation results are given in Table III. Then, we compare SimREC to a set of state-of-the-art (SOTA) methods in REC.

Comparison to one-stage and two-stage SOTAs: We first compare SimREC with SOTA methods specifically designed for REC, of which results are given in Tables IV and VI. For a fair comparison, we remove VG augmentations when compared to these models. Other training details, such as data augmentation, are also remain comparable with newly proposed REC models [41, 44]. From this table, we can see that SimREC outperforms all these methods, e.g., +1.51%, +2.47% and +4.01% on three datasets, respectively. Besides, SimREC also has superior efficiency. With much better performance, SimREC further enhances the speed advantage against two-stage methods, e.g., +21.4 times. Compared with one-stage SOTAs, SimREC is also much more lightweight and efficient, i.e., +35.5 fps.

We also compare SimREC with existing pre-trained REC models. Under the similar setups, SimREC achieves better performance than MDETR [50] and UniTAB [69], e.g., +4.02% on RefCOCO. Compared to multi-task approaches [41, 46, 47], which requires additional labeled data, SimREC also demonstrates comparable results and significant efficiency. For instance, SimREC achieves similar performance to PolyFormer-L on RefCOCO with 22 times faster inference speed. These results greatly confirm that SimREC achieves the better trade-offs between performance and efficiency than existing methods.

Comparison with large-scale BERT-style pre-trained models: We compare SimREC with a set of large-scale BERT-style pre-trained models in Table V, which includes ViLBERT [23], ERNIE-ViL [26], UNITER [24] and VILLA [25]. These methods all apply the expensive BERT-style pre-training with millions of vision-language examples [19, 51, 83, 84], and they are also fine-tuned on REC datasets. From Table V, we surprisingly observe that our simple yet lightweight model can outperform these large models on all benchmark datasets. Compared to VILLA-L [25], the performance gains of SimREC can be up to +11.22% on RefCOCO testB, and the inference time is also reduced by 23 times. Even compared to the recently proposed multi-task model, i.e., OFA [48], SimREC also has comparable performance and better efficiency. More importantly, the parameter size and training overhead of SimREC are all far less than these methods.
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Since these large models have dominated various V&L tasks [21], [51], these results actually confirm that one-stage REC can be a “survivor” in the era dominated by large BERT-style pre-trained models. From the experiments, we find that one-stage REC is an efficient way for learning vision-and-language alignment. Thus, SimREC can obtain superior performance than the pre-trained models with much fewer training examples. Meanwhile, the objective of most BERT-style pre-trained models is based on region-text matching and their structures are also modular. In this case, their performance upper-bounds are prone to be limited by the independent visual backbones like Faster RCNN [62].

3) Generalization to Transformer-Based REC Model: To validate the generalization ability of SimREC framework, we apply our findings to Transformer-based models, i.e., ViLT [82] and TransVG [9], of which results are given in Table VII. From these results, the first observation is that our findings can significantly improve the performance of ViLT [82] on REC, e.g., +8.94% on RefCOCO+ testB. Besides, we also find that the performance gains are more obvious on complex expressions and descriptions about objects. For example, the performances gains are +3.09% on RefCOCO testA, which are improved to +7.7% on RefCOCOg test. However, SimREC still outperforms these models on three datasets, greatly confirming the simple and lightweight structure of SimREC. Overall, these results greatly validate the generalization ability of our findings on Transformer-based model.

4) Qualitative Analysis: In Fig. 5, we visualize the predictions by SimREC with different settings, and also give some typical failure cases.

Fig. 5. Visualizations of predictions by SimREC with different settings and failure cases. The box of green color is the ground-truth, and the one of red is the prediction.
confirm the effectiveness of our findings, and also demonstrate the upper bound of SimREC.

V. CONCLUSION

In this article, we present an empirical study for one-stage REC, which ablates 42 candidate designs/settings via over 100 experimental trials. This study not only yields the key factors for one-stage REC in addition to multi-modal fusion, but also reflects some findings against common impressions about REC. By combing the empirical findings, we also improve the simple REC network (SimREC) by a large margin, which greatly outperforms existing REC models in both accuracy and efficiency. More importantly, SimREC have better performance than a set of large-scale pre-trained V&L models with much less training overhead and parameters. We believe that the findings of this article can provide useful references for the development of REC, and also give some inspirations for the V&L research.
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