Variability of wind wave field by realistic mesoscale and submesoscale eddy field
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Abstract. Recent altimeters and numerical studies have shown that wind waves interact strongly with small scale open ocean currents, and subsequently modify their amplitude, frequency, and direction. In the present paper we investigate the interactions of wind waves with a large realistic cyclonic eddy. This eddy is subject to instabilities leading to the generation of specific features both at mesoscale and submesoscale. We use the WAVEWATCH III framework to force wind waves in the eddy before and after instabilities occurred. Our findings show that the spatial variability of wave direction frequency and amplitude is very sensitive to the presence of underlying submesoscale structures resulting from the eddy destabilisation. As the surface current vorticity, the intrinsic frequency of incident waves is key in the wave response of the current modulation. Our findings also suggest that surface current gradients can be retrieved thanks to wave height gradients at scale where traditional altimeter measurements fail.

1 Introduction

The ubiquity of mesoscale (10-100 km) and submesoscale (1-10 km) eddies, fronts, and filaments at the superficial layer of the ocean induces a strong variability in the wave field generated by wind: waves-current interactions result in a change of wave height, frequency, and direction (Phillips, 1977; Mei, 1989). From these modulations, it has been proved recently, thanks to both numerical simulations and field measurements, that the effect of currents on waves induces a strong regional inhomogeneity of the wave field (Romero et al., 2017, 2020). In particular, Ardhuin et al. (2017) showed thanks to realistic numerical simulations that the wave height variability is closely linked to surface Kinetic Energy (KE) at mesoscale. Quilfen et al. (2018); Quilfen and Chapron (2019) used high resolution wave height measurements from altimetry to highlight the close link between current gradient and wave height gradient. Villas Bôas and Young (2020) proved in the absence of wave dissipation and wind momentum input that the gradient of the wave direction induced by current is necessarily induced by the solenoidal component of the surface current (vorticity). Finally, Villas Bôas et al. (2020), under the same assumptions, emphasised the narrow link between surface vorticity and the wave height gradient. Besides, surface currents seem to increase the deep-water breaking wave probability (Romero et al., 2017, 2020). The wave breaking at the air-sea interface is the major source of momentum and heat exchange between wave and currents (Cavaleri et al., 2012) or gaz and sea spray production.
Monahan et al., 1986). Surface mesoscale and submesoscale currents, through their interaction with the wind wave field, thus have a significant impact on gas and heat transfers between the ocean and the atmosphere.

In mesoscale surface current field as e.g. at boundary currents (Gulf Stream, Agulhas current, Drake passage...) the wave height gradients are mostly due to refraction (change of wave direction, see Irvine and Tilley (1988); Ardhuin et al. (2017); Marechal and Ardhuin (2021)). Indeed mesoscale and submesoscale eddies redistribute spatially the wave action and subsequently generate wave energy convergence and divergence. This explains the strong wave height gradients measured in those current regimes. The same result has also been highlighted for waves propagating in a synthetic current, fully or partially solenoidal, and very turbulent, at scales between 15 km and 200 km (White and Fornberg, 1998; Villas Bôas et al., 2020).

In the ocean, the ubiquity of eddies is no longer to be proven (Chelton et al., 2007, 2011; Gula et al., 2015; McWilliams, 2016; Rocha et al., 2016). The interaction between such coherent structures and waves is thus of primary importance for the global distribution of wave properties. In the present study, we analyse the effect of a realistic eddy on the wave properties (amplitude, frequency, and direction). Former similar works already performed such analysis, but only in idealized eddy cases (Gaussian profiles, see Gallet and Young (2014); Mathiesen (1987); White and Fornberg (1998)). However, the structure of eddies in the ocean can strongly differ from textbook analytical idealized profiles (Le Vu et al., 2018; de Marez et al., 2019), such as Gaussian ones, making the study of waves-Gaussian eddy an unrealistic framework. Furthermore, previous studies solely focused on the refraction induced by eddies without discussing the wave height gradients resulting from the interaction (Gallet and Young, 2014; Mathiesen, 1987; White and Fornberg, 1998)). The investigation of wave height variability induced by surface currents is crucial for the anticipation of extreme waves in mesoscale currents (Lavrenov, 1998; Hasselmann et al., 2012), and for remote sensing application where wave height gradients induce a sea states bias (Fu and Glazman, 1991). Villas Bôas et al. (2020) showed that wave height gradients and surface current gradients are closely linked, the investigation of how wave height follows the underlying current signal seems to be promising to allow the surface current retrieval without any direct measurements.

The manuscript is organised as follows. In section 2, we introduced the eddy structure used in the study, based on the work of de Marez et al. (2020), and the numerical model built from Ardhuin et al. (2017) without source terms. In section 3, we present the results of the numerical experiments. Finally, in section 4, we discuss on how wave height and current gradient are coupled. Potential perspectives of this present work close this manuscript.

2 Method

2.1 The realistic cyclonic eddy

To study the wave propagation through a realistic eddy, we use the outputs of the simulation performed by de Marez et al. (2020). In this study, authors performed spindown idealized simulations, using the Coastal and Regional Ocean COmmunity model, CROCO (Shchepetkin and McWilliams, 2005), that solves the hydrostatic primitive equations (PE) for the velocity $\mathbf{u} = (u, v, w)$, temperature $T$, and salinity $S$, using a full equation of state for seawater (Shchepetkin and McWilliams, 2011). Details of the parameterization are fully described in de Marez et al. (2020).
The simulation is initialised with a composite cyclonic eddy as revealed by Argo floats in the northern Arabian Sea (details of the composite extraction are fully described in de Marez et al. (2019)). The eddy is intensified at the surface, but has a deep-reaching influence down to about 1000 m depth. Its initial horizontal shape corresponds to a shielded vorticity monopole: a positive core of vorticity and a shield of negative vorticity (Fig. 1(a)). Its radius, $R = 100$ km, is large compared to the mean regional Rossby radius $R_D$ (47 km, see Chelton et al. (1998)). It is a mesoscale eddy. In the following, mentions to "submesoscale" refer to features and processes occurring at scales that are small compared to $R_D$ (i.e. $Bu > 1$).

During the simulation, de Marez et al. (2020) observed that the eddy is unstable with respect to a mixed barotropic/baroclinic instability. The latter deforms the eddy, which eventually evolves into a tripole after about 4 months of simulation. Sharp fronts are subsequently generated in the surface mixed layer at the edge of the tripole. These fronts then become unstable, and this generates submesoscale cyclones and filaments. Near these fronts, diapycnal mixing occurs, causing the potential vorticity to change sign locally, and symmetric instability to develop in the core of the cyclonic eddy. Despite the instabilities, the eddy is not destroyed and remains a large-scale coherent structure for one year of simulation. A full description of instability processes can be found in de Marez et al. (2020). Thus, the final state of the simulation (i.e. after about half a year of simulation, see Fig. 1b) represents well a realistic turbulent vorticity field surrounding an eddy in the ocean: the main core of the cyclone is surrounded by filaments and fronts, that lead to sharp vorticity gradients. This vorticity field is far from the usual idealised representation of eddies often considered in the literature, and is closer to reality (see e.g. Fig. 1 in Lévy et al. (2018) for an example of a realistic turbulent field above mesoscale eddies).

For the purpose of the present study, we consider the surface velocity fields from the simulation outputs described above. We use the initial state that represents the eddy before instabilities occur (Fig. 1(a)), and the state after 210 days of simulation, in which submesoscale features have been generated by the spontaneous instability of the eddy (Fig. 1(b)).

### 2.2 The wave model

To describe the dynamics of waves passing through the eddy described above, we use the WAVEWATCH III framework (The WAVEWATCH III® Development Group, 2016). This model integrates wave action equation

\[ \partial_t N(\sigma,\theta) + \nabla \cdot (\dot{x}N(\sigma,\theta)) + \partial_k (\dot{k}N(\sigma,\theta)) + \partial_\theta (\dot{\theta}N(\sigma,\theta)) = S, \]

where $N(\sigma,\theta)$ is the wave action ($N(\sigma,\theta) = E(\sigma,\theta)/\sigma$, with $E(\sigma,\theta)$ the two dimensional wave energy spectrum), $\theta$ is the wave direction of propagation, $\dot{x}$ is the wave action advection velocity (equal to the sum of the wave group and the surface current vectors), and $\dot{k}$ and $\dot{\theta}$ are the wave advection velocity in the spectral space, their expressions are developed from wave ray equations which describe the wave kinematic (Phillips, 1977; Benetazzo et al., 2013; Ardhuin et al., 2017). The right hand side of Eq. (1) is the sum of the source terms describing the wind energy input, the dissipation due to wave breaking and bottom friction, and the non-linear energy exchange between waves. For this study we consider already well developed waves, propagating in the current field without any source term (no dissipation, no non-linear exchange, and no wind input, i.e. $S = 0$).
In a current field, it is necessary to consider a non-Galilean frame of coordinate (moving frame of reference). The wind waves dispersion relationship is thus impacted because the current induces a Doppler shift of the wave frequency

$$\omega = \sigma + k \cdot u,$$

(2)

where $\omega$ is the absolute frequency, $k$ the wavenumber vector, $\sigma$ the intrinsic wave frequency and equal to $\sqrt{gk}$ in deep water (where water depth is largely greater than wave wavelength, here $k$ is a scalar), $g$ is the gravity acceleration and $u$ is the surface current vector. Bold characters refer to vector notation all along this manuscript.

Throughout this manuscript we discuss the evolution of the significant wave height ($H_s$) and the mean wave period ($T_{m0,-1}$), known as "bulk" quantities because they are summed over the wave energy spectrum $E(\sigma, \theta)$. They are defined as

$$H_s = 4 \sqrt{\int_0^\infty \int_\sigma E(\sigma, \theta) d\sigma d\theta},$$

(3)

and

$$T_{m0,-1} = \frac{1}{\int_0^\infty \int_\sigma E(\sigma, \theta) d\sigma d\theta} \int_\sigma \int \sigma^{-1} E(\sigma, \theta) d\sigma d\theta.$$
The evolution of the wave peak direction \( (\theta_p, \theta) \) where \( E(\sigma, \theta) \) is maximum) is also studied while waves are travelling in the current field. The performances of the wave model used here have already been discussed in boundary currents systems such as the Gulf Stream, the Agulhas current, or the Drake Passage, especially concerning the \( H_s \) estimation (Marechal and Ardhuin, 2021; Ardhuin et al., 2017).

We initialize simulations with waves that are propagating from the west side of a \( 500 \times 500 \) km Cartesian domain, with a resolution of 500 m both in meridional and zonal direction. Spectral model is initialized with a narrow band spectrum of frequency spreading on 0.03 Hz, centered at varying peak frequencies \( f_p = 0.1428 \) Hz, \( 0.097 \) Hz, and \( 0.0602 \) Hz. The frequencies are chosen to correspond to the mean periods used in the work of Villas Bôas et al. (2020) (7 s, 10.3 s, and 16.6 s). At initialization, \( H_s = 1 \) m. The wave model global time step is 12 s, the spatial advection time step is 4 s, and the spectral time step is 1 s. The model provide outputs every fifteen minutes. Wave spectra are computed at each grid point, discretized into 48 directions and 32 frequencies. Indeed, dealing with high directional resolution allows a better description of wave refraction, especially in strong rotational current (Ardhuin et al., 2017; Marechal and Ardhuin, 2021).

As mentioned above, surface currents are added in wave propagation simulations. These surface currents are from de Marez et al. (2020)’s simulations output. In one case we considered the initial shape of the cyclonic eddy (Fig. 1(a)). In the other case, we considered the turbulent state of the cyclonic eddy (Fig. 1(b)). In the following, these cases are called the unperturbed and the perturbed cases, respectively. The variation timescale of the current is much longer (\( O(1) \) week) than the wave one (\( O(1) \) minute), thus respecting the steady current assumption. The eddy described in previous section and in de Marez et al. (2020) is an averaged composite eddy reconstructed from measurements in the Arabian Sea (de Marez et al., 2019). The method of reconstruction tends to an underestimation of the eddy intensity. Hence, the intensity of the current has been multiplied by five to increase the potential effects of current on wave properties, while staying geophysically realistic (current velocity remains around 2.5 m.s\(^{-1}\)). This strategy is comparable to the one presented in Fig. 10 of Gallet and Young (2014).

3 Wave field variability in a cyclonic realistic eddy

The frequency sensibility of the incident waves is studied in both the unperturbed and the perturbed cases.

Waves are dispersive in deep water and are propagating in the current at the group velocity \( (C_g) \). \( T_p = 7 \) s (\( T_p = f_p \) wave packet is propagating slower than \( T_p = 10.3 \) s which are propagating slower than \( T_p = 16.6 \) s waves (\( C_g \sim 11 \) m.s\(^{-1}\), 16 m.s\(^{-1}\) and 26 m.s\(^{-1}\) respectively). To reach \( X = X_0 \) (a given longitude) shorter waves take more time than longer waves. The snapshots presented in Figs. 2, 3, and 4 are thus taken for three different time outputs depending on \( T_p \) of the incident waves \( (t = 105 \) s, 90 s and 75 s respectively). Surface currents modulate amplitude, frequency and waves direction, the variability of those quantities are highlighted through \( H_s \), \( T_m, -1 \), and \( \theta_p \) fields. The respond of other waves parameters for a prescribed underlying current, as the directional spreading or the mean direction, are not described in this manuscript.
3.1 Modulation of wave parameters

3.1.1 Significant wave height

Surface currents induce a strong regional $H_s$ variability, specially in a highly solenoidal field (Marechal and Ardhuin, 2021).

Wave train is propagating from the west boundary with an initial direction of $270^\circ$ (0° is the geographical North, and the direction convention is where waves are propagating). Outputs of wave simulation performed in the unperturbed and perturbed eddy is given in Fig. 2. The presence of an underlying vortex induce a strong wave height gradient ($\nabla H_s$), inside and outside the eddy. Model forced with the unperturbed eddy (2a,b,c) shows coherent alternate sign $H_s$ structures along meridians (fixed $X-$axis). An important lens shape dipole of $H_s$ enhancement and decrease is noticeable in the field. $H_s$ reaches a maximum of 1.6 m, 1.4 m, 1.2 m (60, 40, 20 % enhancement with respect to the initial $H_s$) at $X=250$ km, $Y=300$ km for simulations initialized with $T_p=7$, 10.3 and 16.6 s respectively (Fig. 2g). A secondary $H_s$ maximum is apparent at the southernmost part of the domain (enhancement of $\sim$ 20%) at $X=300$ km, $Y=75$ km. The enhanced $H_s$ areas are associated to the boundary of the inner eddy core ($\zeta > 0$) and the vorticity ring ($\zeta < 0$) that surround the principal structure. Decrease of $H_s$ is also apparent in the field, specially in the core of the eddy ($\sim$ -40% decrease with respect to the initial $H_s$) with a scattering of the signal easterly of $X=300$ km within $Y=[150,300]$ km in two large tongues. The decrease of $H_s$ at $X=250$ km are identical for simulations initialized at $H_s=1$ m. The first line (a,b,c) shows instantaneous field for simulations forced with the unperturbed eddy (Fig. 1(a)); the second line (d,e,f) shows the same instantaneous field but for simulations forced with the perturbed eddy (Fig1(b)). Panel (g) shows significant wave height along $X=250$ km (dashed line in panel (a)) for all simulations.
forced with the unperturbed eddy (Fig. 2g) for each wave model’s initialization. Globally where waves are propagating against the current, \( H_s \) is enhanced which agree with waves-eddies interactions simulated in realistic fields; (see Fig. 6 of Romero et al. (2020) and Fig.1 of Ardhuin et al. (2017)).

Model forced with perturbed eddy shows stronger spatial inhomogeneity in the wave field (Fig. 2d,e,f). As simulations forced with the unperturbed eddy (2a,b,c), the \( H_s \) field is matching pretty well with the current forcing used (Fig. 1b). \( H_s \) is mostly modulated by the center structure of the perturbed eddy. Nevertheless, significant \( \nabla H_s \) are occurring in the submesoscale eddies that have been emerged spontaneously all around the center structure explicitly shown in Fig. 2g at \( Y < 180 \text{ km} \) and \( Y > 350 \text{ km} \). Wave actions in the perturbed eddy is more scattered (mostly zonally due to the initial direction of the incident wave packet) than in the unperturbed eddy. Wave height is also larger at \( X = 250 \text{ km}, Y = 300 \text{ km} \) and smaller at \( X = 300 \text{ km}, Y = 200 \text{ km} \) than in perturbed eddy simulations. \( \nabla H_s \) is globally the strongest for simulations initialized with \( T_p = 7 \text{ s} \) wave packet (Fig. 2a,d,g) than in simulations with \( T_p = 10.3 \text{ s} \) and \( T_p = 16.6 \text{ s} \).

### 3.1.2 Peak direction

The refraction induced by the surface currents can be captured at the first order by the \( \theta_p \) field. Waves are turning in the current field due to refraction, globally toward the South (\( \theta_p \) decreases) in the bottom part of the domain and toward the North (\( \theta_p \) increases) in the upper part.

When waves pass through the eddy, \( \theta_p \) changes due to the vorticity field, at \( X = 125 \text{ km} \) for the unperturbed eddy (Fig.3a,b,c), slightly upwind for the perturbed eddy; at \( X = 90 \text{ km} \) (Fig.3d,e,f). Patterns showed in Fig. 3 are similar to the \( H_s \) gradient showed in Fig. 2 with a large scale dipole for simulation forced with unperturbed eddy and both a large scale and small scale signal gradient for simulations forced with the perturbed eddy. The large yellow bands in the left part of each panels are spurious.

The peak direction gradient (\( \nabla \theta_p \)) intensity is function of both the incident wave frequency and the underlying vorticity field (Dysthe, 2001; Kenyon, 1971). \( \nabla \theta_p \) is stronger for simulations initialized with \( T_p = 7 \text{ s} \) (Fig. 3a,d) than for simulations initialized with \( T_p = 10.3 \text{ s} \) and \( 16.6 \text{ s} \). In the same way, \( \nabla \theta_p \) is enhanced for simulations forced with perturbed eddy (Fig. 3d,e,f) where current field is more turbulent. This result corroborates Villas Bôas et al. (2020)’s findings where authors forced wave model with synthetic surface current inverted from KE spectrum (with a random phase). The more the current was turbulent, the more waves scattered with convergence and divergence areas of wave trajectories, like a random walk. These areas of convergence and divergence of waves trajectory are discussed later in this manuscript. In the presence of current, waves follow the Fermat principle, in the geometric optic framework waves take the shortest path to join two distant areas. For linear waves in deep water the curvature of wave ray is proportional to \( \zeta / C_g \), with \( \zeta \) the current vorticity and \( C_g \) the wave group velocity.

Villas Bôas and Young (2020) demonstrated that in the absence of forcing and dissipation, waves are scattered by the rotational components of the current. The current field used as model forcing is highly rotational (de Marez et al., 2020).

### 3.1.3 Mean wave period

Wave simulations are initialized with different wave train peak frequencies, thus impacting values of \( T_{m0,-1} \).
Figure 3. Instantaneous peak direction ($\theta_p$) for (a,d) $T_p=7$ s, (b,e) 10.3 s, and (c,f) 16.6 s incident waves. The initial wave direction, at X=0 is $\theta_p=270^\circ$. The first line (a,b,c) shows instantaneous field for simulations forced with the unperturbed eddy (Fig. 1(a)); the second line (d,e,f) shows the same instantaneous field but for simulations forced with the perturbed eddy (Fig. 1(b)).
Figure 4. Instantaneous mean period ($T_{m0,−1}$) for (a,d) $T_p=7$ s, (b,e) 10.3 s, and (c,f) 16.6 s incident waves. The first line (a,b,c) shows instantaneous field for simulations forced with the unperturbed eddy (Fig.1(a)); the second line (d,e,f) shows the same instantaneous field but for simulations forced with the perturbed eddy (Fig.1(b)). Note that colorbars have different scales for each values of $T_p$.

At first glance, the spatial inhomogeneity is more striking for simulation forced with the perturbed eddy, similarly as for the $H_s$ instantaneous fields (Fig. 2).

As waves are dispersive, longer waves are faster than short ones resulting in a large scale zonal gradient of $T_{m0,−1}$. Qualitatively, waves are globally shorter (smaller $T_{m0,−1}$) where $H_s$ is enhanced (Fig. 2). This is mostly the case where current is in the opposite direction than the wave propagation direction. Indeed, as currents induce a Doppler shift on the wave frequency Eq.( 2), where waves and current are opposite, waves are shortened due to the conservation of wave action ($D_t N = 0$, Eq. (1)). Waves and currents also exchange their energy by conservation of absolute frequency. We precise that the change of $H_s$ induced by current is due to a superposition of processes as explicitly described in Ardhuin et al. (2017); Quilfen et al. (2018); Kudryavtsev et al. (2017b) and all along this manuscript.

Finally we guess that in a fully diverging current, $T_{m0,−1}$ field would be more impacted, as described in Villas Bôas et al. (2020). The waves stripes induced by refraction (Fig. 3) is also captured in the mean wave period signal and more noticeable in the perturbed eddy (Fig. 4d,e,f) than in the unperturbed case (Fig. 4a,b,c).
3.2 Ray tracing

In a rotational current field, wave rays are curved because of refraction. In a current field the wave elevation variance (or energy) \( E(\sigma, \theta) \) is not conserved, waves and current exchange their own energy, nevertheless wave action \( \frac{E(\sigma, \theta)}{\sigma} \) is conserved. It is possible to follow the path along which wave action is conserved thanks to a Monte-Carlo ray tracing (Spencer and Murty, 1962). Refraction seems to be the main process that induce a change of \( H_s \) at mesoscale and submesoscale (Irvine and Tilley, 1988; Ardhuin et al., 2017; Romero et al., 2020; Marechal and Ardhuin, 2021).

In a isolated vortex as described in the present study, current-induced refraction results in a strong wave field inhomogeneity (Fig. 2). In the absence of wind and dissipation in a stationary framework, for \( \frac{C_g}{u} = \epsilon \) (with \( \epsilon \ll 1 \)), wave refraction can be described through ray equation:

\[
C_g \nabla \theta = -\frac{1}{k} n \cdot \nabla (k u),
\] (5)

Refraction is all the more important where waves and currents vectors are perpendicular, given by \( n \cdot \nabla \) term in Eq. (5). In the framework of a monochromatic waves (\( \lim_{\sigma \to \sigma_0} E(\sigma) \)) and for a prescribed incident direction, refraction can be capture by a Monte-Carlo ray tracing method. In a real ocean, wave field is a superposition of wave train with specific direction and frequency, thus ray tracing is only an approximation of the wave kinematic.

Examples of ray-tracing are shown in Fig. 5 in both unperturbed and perturbed eddy cases. The initialized direction is 270° (waves are coming from the west boundary) and initial frequencies are the same than the ones discussed above (\( T_p = 7 \) s, 10.3 s, and 16.6 s peak periods). The refraction induced by the surface current is sensitive to both the underlying current and the frequency (or wavelength) of the incident waves. Indeed, the radius of curvature of waves rays is larger where the current field is highly rotational (Fig. 5d,e,f) and when simulations are forced with \( T_p = 7 \) s waves (Fig. 5a,d) (confirmed by theoretical works performed by Kenyon (1971) or Dysthe (2001)).

In the unperturbed eddy case, the wave train is refracted both by the eddy’s edge (toward the South) and the central part of the eddy (toward the North) (Fig. 5a,b,c). This leads to two wave rays focalisation areas (Fig. 5a,b,c). These focalisation areas are slightly shifted zonally toward the east when the incident wave frequency increases. The number of focalisation areas increases in the perturbed eddy with a maximum of convergence zones for \( T_p = 7 \) s incident waves, shown in Fig. 5d. One can notice that rays convergent areas are localised where \( H_s \) reaches peaks (Fig. 2), specially at the edge of the positive vorticity core. The strong vorticity field both for unperturbed and perturbed cyclonic eddy induces a wave rays scattering which can reach a deviation of several hundred kilometers with respect to a propagation without background current specially for short waves incidence (Fig. 5a,d). These strong scattering can be responsible of the the space-time bias in the waves arrival on the coast forecasts described by Gallet and Young (2014) or Smit and Janssen (2019).

This ray tracing study highlights the non local effect of current on wave refraction: focalisation can occur even where the surface current is null, thus resulting in wave height enhancement both inside and outside the eddy.
4 Is it possible to reconstruct surface current gradients via the measurement of the wave height gradient?

Surface current gradient module \( \nabla U = \sqrt{\partial_x U^2 + \partial_y U^2} \), and especially vorticity \( \zeta \) induce a strong wave height gradient \( \nabla H_s \) (Villas Bôas et al., 2020; Romero et al., 2020; Marechal and Ardhuin, 2021). Note that both \( \nabla U \) and \( \nabla H_s \) are scalars. Assuming Wentzel–Kramers–Brillouin (WKB) approximation and that waves are generated from a remote storm (no local wind) without breaking, \( \nabla U \) can be written with respect to \( \nabla H_s \) (6) such as

\[
\frac{\nabla H_s \sigma}{(kH_s)} \sim \nabla U
\]  

(6)

\( \nabla H_s \) is thus function both of surface current gradient and wave steepness \( (kH_s) \). The full development is given in Appendix 1. Right and left hand sides of Eq. (6) are shown in Fig. 6 in the perturbed eddy case, for incident waves at \( T_p = 7 \) s. Both \( \nabla H_s \) and \( \nabla U \) have been projected along and perpendicular to the wave peak direction respectively. Both terms of Eq. (6) are of the same order of magnitude with values slightly higher for the \( \frac{\nabla H_s \sigma}{(kH_s)} \) field (Fig. 6b). \( \nabla U \) shows rounded structures (Fig. 6a) whereas \( \nabla H_s \) field shows more elongated-horizontal, typical structures of current-induced refraction (Villas Bôas et al., 2020; de Souza et al., 2021). Nevertheless, both fields are matching both at mesoscale (the central eddy) and at smaller scale (submesoscale...
Figure 6. (a) Surface current gradient ($\nabla u$) projected perpendicular to the peak wave direction vector, i.e. the right hand side of Eq. (6) and (b) normalized wave height gradient ($\frac{\nabla H_s}{H_s k}$) projected in the peak wave direction vector, i.e. the left hand side of Eq. (6), both for the perturbed eddy case. This instantaneous field is for simulation initialized with $T_p = 7$ s.

Eddies around the principal ellipsoidal eddy. $\nabla U$ exhibits fronts at the boundary of the central eddy also captured by the normalized $\nabla H_s$ field. Inside the central ellipsoidal eddy, $\nabla U$ shows a quite smooth and homogeneous field (Fig. 6a) whereas Fig. 6b presents $\nabla H_s$ stripes. The analysis of Fig. 6b shows the wave model captures surface currents gradient, without any information on surface current. The sensibility of wave field gradient to the spectral width ($\sigma_f$) of the incident wave packet have been tested, the results shown in Fig. 6b are not affected by this modification in the wave model.

Where oceanic eddy became unstable spontaneously due to horizontal sheared current structures (barotropic instabilities) or vertical buoyancy gradient (baroclinic instabilities, mixed layer instabilities), the resulting ocean surface provide specific $\nabla U$ features. Certain of these structures are well captured by the normalized $\nabla H_s$ field. Oceanic meso- and submesoscale instabilities can induce mixing, vertical movements or water masses trapping which could be now approached only thanks to an investigation of $\nabla H_s$ field. Regional $\nabla H_s$ field are possibly recoverable at very high resolution thanks to remote sensing imagery as optical techniques (Kudryavtsev et al., 2017a).

These results point out the promising opportunities to invert wave gradient properties to retrieve the underlying surface current gradient at high resolution, specially at scales where altimeters are unable to reconstruct.
Measuring surface currents from space is a very challenging purpose since past decades (Villas Bôas et al., 2019). Altimetry has proved its robustness to retrieve surface current by measuring the dynamical ocean height at a resolution of several hundred kilometers (Rio et al., 2014; Ballarotta et al., 2019). The benefits of this method is mainly the global coverage of the ocean surface in a dozen of days by combining several altimeters missions. Nevertheless, although altimeters sample ocean surface every \( \sim 10 \) km, the accumulation of noise along altimeter track induces a loss of resolution in the surface current retrieval. Even if mesoscale eddies are observable from space (Chelton et al., 2011), surface dynamics at smaller scales are drawn in the noise signal. This reality has highlighted the necessity to measure surface currents at higher resolution triggering the emergence of new satellite missions based on innovative measurements method (Ardhuin et al., 2018; Morrow et al., 2019; Ardhuin et al., 2021). In term of wave-current interactions, as current affects waves principally at scales smaller than 200 km (Ardhuin et al., 2017; Villas Bôas et al., 2020), waves models forced with currents derived from altimetry do not reproduce realistic \( \nabla H_s \) (Marechal and Ardhuin, 2021) or wave breaking statistic (Romero et al., 2017, 2020). This is all the more true in boundary currents where mesoscale and submesoscale are ubiquitous (Rocha et al., 2016; Mensa et al., 2013). The small scale dynamic present in the perturbed eddy field used in this study is not captured by potential altimeter measurements (see discussion in de Marez et al. (2020)).

In this study, we showed that a realistic eddy field induces inhomogeneities in the wave field at all scales from a few to hundreds of kilometers. Recent works have shown that small scale wave height variabilities can be captured using filtered altimeter data (Quilfen and Chapron, 2019; Dodet et al., 2020; Marechal and Ardhuin, 2021) or optical remote sensing images (Kudryavtsev et al., 2017b). However, surface currents retrieval from SSH measurements is very limited in term of effective resolution. In our case, the eddy presented in Fig. 1 cannot be monitored from space by the use of traditional altimeters and thus even less the different oceanic processes that occur inside the vortex de Marez et al. (2019). Here, knowing both the spatial significant wave height gradient and the wavelength of the incident waves, the existence (or not) of such perturbed eddy can be monitored from remote sensing measurements and perhaps that the different oceanic processes that occur in the vortex could be approached through specific wave height gradient features observations.

5 Conclusion and perspectives

A new study of wave-current interactions have been investigated in a highly rotational isolated vortex. Waves have been simulated by the use of a third generation phase averaged spectral model initialized with wave spectra centered at different frequency \( T_p = 7, 10.3, \) and \( 16.6 \) s). Although wave scattering by an oceanic vortex has already been studied in the past (Mathiesen, 1987; White and Fornberg, 1998; Gallet and Young, 2014), this study completes studies performed in the past with (1) a description of the evolution of the wave bulk parameters as wave height and mean wave period inside and outside the isolated vortex, and (2) the investigation of how a realistic and perturbed eddy (that really occur in a real ocean) induces variability in the wave field. Both wave dynamics and kinematics are changed by the presence of an underlying current. These changes are all the more pronounced when incident waves are shorts and where the underlying current is highly energetic within a large band of scales. Under the WKB approximation and in the geometric theory framework, the significant wave
height gradient field normalized by wave frequency of the incident waves has been described as a function of the surface current gradient. Besides a good coherence in order of magnitude between the two quantities, structures of significant wave height gradient are very sensitive to the underlying surface current. Measurements of sea surface height from space are able to monitoring surface currents at global scale until several hundreds kilometers in a ice-free areas. All the surface dynamic at smaller scales cannot be retrieved by the used of a constellations of traditional altimeters whereas a lot of oceanic processes occur at those scales (from 1-100 km). This manuscript have shown the possibility to invert the inhomogeneity in the waves field to retrieved surface current gradients and thus approach the small scale processes (vertical movements, mixing, shear flows...) without measurement of surface currents.

Finally, investigations of fully couple simulations (atmosphere-waves-ocean) could be performed to investigate how the realistic vortex is modified by the wave-induced Stokes drift or how potential breaking events induce by the current modify the air entrainment and thus the turbulence in the atmospheric boundary layers.

*Data availability.* The cyclonic vortex field is available at https://data.mendeley.com/datasets/bwkctkk5bn/1.
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**Appendix A: Ray equation in 1D**

Let’s consider a one dimensional stationary current shear: \( \mathbf{u} = (\partial_z U, 0) \) Starting from the ray equations in a Cartesian frame of coordinate (Mei, 1989; Phillips, 1977):

\[ \partial_t k + \partial_x \omega = 0 \] (A1)

\( \omega \) is given by Eq. (2). The time derivative of the wavenumber k, assuming that intrinsic frequency constant:

\[ \partial_t k = -k \partial_x U \] (A2)

Which yield to:

\[ 2\partial_t \omega = -\omega \partial_x U \] (A3)
As the wave action is conserved:

\[
\frac{E(\sigma, \theta)}{\sigma} = Cte
\]  \hspace{1cm} (A4)

\(H_s\) is function of wave action (Eq. (3)), hence, wave height gradient \((\nabla H_s)\) can be written:

\[
\nabla \left( \frac{H_s}{\sigma} \right) = 0
\]  \hspace{1cm} (A5)

Thanks to Eq. (A1) and knowing that \(\partial_k \omega = C_g\), with \(C_g\) the wave train group velocity.

\[
\nabla H_s \sim \frac{\partial_x U(H_s k)}{\sigma}
\]  \hspace{1cm} (A6)
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