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ABSTRACT. Motivated by Nekrasov’s instanton counting, we discuss a method for calculating equivariant volumes of non-compact quotients in symplectic and hyper-Kähler geometry by means of the Jeffrey-Kirwan residue formula of non-abelian localization. In order to overcome the non-compactness, we use varying symplectic cuts to reduce the problem to a compact setting, and study what happens in the limit that recovers the original problem. We implement this method for the ADHM construction of the moduli spaces of framed Yang-Mills instantons on $\mathbb{R}^4$ and rederive the formulas for the equivariant volumes obtained earlier by Nekrasov-Shadchin, expressing these volumes as iterated residues of a single rational function.

1. Introduction

In this paper we develop a method for calculating equivariant volumes of non-compact symplectic spaces (where they are also known as regularized volumes) equipped with a Hamiltonian action of a torus $T$, in the case when these spaces are finite-dimensional symplectic reductions or hyper-Kähler quotients. The Hamiltonian action gives a moment map $\mu : M \to t^*$, and we are interested in the improper integrals

$$\int_M e^{\langle \mu, t \rangle} \omega^n \frac{n!}{n!}$$

of the function $e^{\langle \mu, t \rangle}$ with respect to the Liouville measure $\omega^n$. Under certain conditions this integral converges for $t$ in an open subset of the Lie algebra $t_C$. Formally we may write it as

$$\int_M e^{\omega^+ \langle \mu, t \rangle}$$

where $e^{\omega^+ \langle \mu, t \rangle}$ is a class in a completion of the equivariant cohomology ring $H^*_T M$. Because $M$ is not compact, however, the integral of this class cannot be directly defined cohomologically.

The method described here is essentially a combination of the symplectic cut of Lerman [Ler95] and the Jeffrey-Kirwan residue formula of non-abelian localization [JK95b]. The symplectic cut allows us to reduce the integral to an integral over a compact space $M_\lambda$, such that the original integral is
recovered in the limit as $\lambda$ goes to infinity. Once in the compact setting, the residue formulas (which require compactness) allow the integral over the quotient to be expressed in terms of equivariant data on the space that one takes the quotient of. The key observation is that the cutting operation introduces new fixed points ‘at infinity’, whose contribution is crucial.

In the particular case of symplectic reductions or hyper-Kähler quotients of vector spaces by linear actions, we are able to describe the outcome of this procedure in greater detail, and express the corresponding volumes as iterated residues of a single rational function. For hyper-Kähler quotients for instance we have

$$\int_{V/\mathbb{H}} e^{\omega + \mu} = \frac{\tilde{K}}{|W_G|} \text{Res}_{X_1, \ldots, X_n} \frac{\varpi^2 e(\mu_C)}{\prod_j \rho_j}.$$

In the rational function $\frac{\varpi^2 e(\mu_C)}{\prod_j \rho_j}$ in question, $\varpi$ is the product of the positive roots of $G$, and both $e(\mu_C)$ and the denominator are products of linear factors entirely determined by the action of $G$ on $V$. The iterated residue $\text{Res}_{X_1, \ldots, X_n}$ extracts the relevant information out of the rational function; its definition is given in section 4.

Our motivating examples come from physics: the equivariant volumes of moduli spaces of framed instantons, which are the main ingredient in the recent instanton counting of Nekrasov [Nek03]. The famous ADHM construction [ADHM78] realizes these spaces as hyper-Kähler quotients, and using this we completely carry out the calculational strategy described below for them.

We would like to emphasize that we interpret the integrals we study as regularized volumes $\int e^{\omega + \mu}$, i.e. bona fide improper integrals, firmly rooted in symplectic geometry, which is true to the initial formulation of the problem of instanton counting in physics. This is somewhat in contrast to other authors [NY05a, NO06], who work with a formal integral $\int 1$ in equivariant cohomology of the class 1, essentially defined through a localization formula. From our more naive point of view, all localization formulas are theorems rather than definitions, and more importantly for us, this perspective allows for our calculational method, as the moment map gives the exact recipe for handling the residues of the new fixed points introduced by the cut.

1.1. Organization. The rest of this paper is organized as follows. In section 2 we discuss the basic object of our study, the regularized volumes of non-compact symplectic spaces with Hamiltonian torus action, and review the Prato-Wu theorem that calculates their volume. In section 3 we discuss the Jeffrey-Kirwan residue theorem, and develop our main conceptual idea, combining the residue theorem with symplectic cutting to calculate the equivariant volume of quotients. In section 4 we specialize to linear symplectic reductions and hyper-Kähler quotients, and discuss the specific implementation of our calculational method in these cases. As examples of this calculational method we implement it in section 5 for the ADHM
spaces for the classical gauge groups, and compare the results with the work of Nekrasov-Shadchin [NS04] whose formulas we rederive.

1.2. Notation. We will use the following notation throughout:

\[ \langle \cdot, \cdot \rangle \] natural pairing between \( t^* \) and \( t \)
or their complexifications \( t^*_C \) and \( t_C \)

\( M//_\lambda G \) symplectic reduction of \( M \) by \( G \)
at a central value \( \lambda \) of the moment map

\( M_{\lambda}, V_{\lambda} \) symplectic cut of \( M, V \) with respect to a circle action
at value \( \lambda \in u(1)^* \)

\( T^n \supset (e_1, \ldots, e_n) \) elements of a split torus \( T = U(1)^n \), and
\( = (e^{\epsilon_1}, \ldots, e^{\epsilon_n}) \) corresponding coordinates on Lie algebra \( t \);
we will use corresponding Greek and Roman lower-case letters for elements of \( t \) and \( T \) respectively
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2. The Duistermaat-Heckman theorem for non-compact spaces

The famous formula of Duistermaat-Heckman [DH82] establishes an expression for the integral of the equivariant volume of a compact symplectic manifold \((M, \omega)\) equipped with a Hamiltonian action of a torus \( T \) with moment map \( \mu \):

\[
\int_M e^{\omega + \mu} = \sum_{F \subset MT} \int_F e^T(\nu_F)
\]

where the sum in the right hand side is over the connected components of the fixed point set for the action of \( T \), \( \nu_F \) is the normal bundle of \( F \) in \( M \), and \( e^T(\nu_F) \) is its equivariant Euler class. In [ABS04 BV82] this formula was established as a particular instance of localization in equivariant cohomology, using the Cartan model. In [PW94], this theorem is discussed in the case where \( M \) is no longer compact:

Theorem 2.1 (Prato-Wu). Let \((M, \omega)\) be a (non-compact) symplectic manifold equipped with a Hamiltonian action of a torus \( T \). If the fixed-point set
$M^T$ is compact and there exists a $t_0 \in \mathfrak{t} = \text{Lie}(T)$ such that the corresponding component of the moment map $\mu_{t_0} = \langle \mu, t_0 \rangle$ is proper and bounded on one side (assume bounded above) then the Duistermaat-Heckman formula

$$\int_M e^{\langle \mu, t \rangle} \frac{\omega^n}{n!} = \sum_{F \subset M^T} \int_F e^{\omega^t} T(\nu_F)$$

still holds true, provided one interprets the right-hand side as the integral of the function $e^{\langle \mu, t \rangle}$ with respect to the measure induced by the Liouville volume $\frac{\omega^n}{n!}$, and one restricts oneself to $t$ inside of an certain open cone $C \subset \mathfrak{t}_C$.

The open cone occurring in the theorem is exactly the set of all $t$ for which the integral in the left hand side of (2) converges. The right-hand side can now be interpreted as a function on $t_C$ with poles on an arrangement of hyperplanes containing the origin, and the cone used is contained in a component of the complement of the hyperplanes.

One can prove this theorem by means of the symplectic cut construction introduced by Lerman [Ler95]: the conditions stated above guarantee the existence of a circle $U(1)$ in $T$ whose moment map $\mu_c$ is proper and bounded above, hence the symplectic cut

$$M_\lambda = (M \times \mathbb{C}) \sslash \lambda U(1) = \mu_c^{-1}(-\infty, \lambda) \sqcup M\sslash \lambda U(1)$$

with respect to this circle is a compact symplectic space, still equipped with a $T$-action. As the open dense subset inherits its symplectic structure from the inclusion of $\mu_c^{-1}(-\infty, \lambda)$ in $M$, one can moreover recover the integral over $M$ we are interested in as the limit of integrals over the symplectic cuts:

$$\int_M e^{\omega + \mu} = \lim_{\lambda \to \infty} \int_{M_\lambda} e^{\omega + \mu}.$$

For the compact spaces $M_\lambda$ the original Duistermaat-Heckman formula holds, and as $M^T$ is assumed to be compact, one can remark that the fixed point set $(M_\lambda)^T$, for $\lambda$ large enough, consists of the ‘original’ fixed point components of $M$, together with ‘new’ ones introduced by the cut:

$$M_\lambda^T = (\mu_c^{-1}(-\infty, \lambda))^T \sqcup (M\sslash \lambda U(1))^T = M^T \sqcup (M\sslash \lambda U(1))^T$$

As the components of $M^T$ don’t depend on $\lambda$, (3) becomes

$$\int_M e^{\omega + \mu} = \sum_{F \subset M^T} \int_F e^{\omega + \mu} T(\nu_F) + \lim_{\lambda \to \infty} \sum_{F' \subset M\sslash \lambda U(1)^T} \int_{F'} e^{\omega + \mu} T(\nu_{F'}).$$

Moreover, in the limit as $\lambda \to \infty$, one can easily show that the contributions of the new fixed points (i.e. the $T$-fixed points of $M\sslash \lambda U(1)$) will vanish,

$$\lim_{\lambda \to \infty} \sum_{F' \subset M\sslash \lambda U(1)^T} \int_{F'} e^{\omega^t} T(\nu_{F'}) = 0.$$
provided that one exactly restricts to values of $t$ in the open cone $C$, which establishes (2). Indeed, the values of any new fixed-point component $F$ under the moment map $\mu$ will vary with the parameter $\lambda$, and the cone $C$ is such that the exponent of $e^{\langle \mu(F), t \rangle}$ is negative. It was pointed out to the author by M. Vergne that the original proof of [PW94] essentially follows this line, although the technology of symplectic cuts had not been introduced at the time.

In [Par00], Paradan discusses the above formula in the much broader setting of equivariant cohomology with generalized coefficients. For our purposes the naive interpretation given above suffices however, and we will restrict ourselves to this framework.

3. Equivariant volumes of non-compact quotients

In this section we describe the main idea of this paper: in order to calculate the equivariant volume of a non-compact quotient $M//G$, compactify both $M$ and $M//G$ by a symplectic cut, use a residue formula to calculate the volume of the cut of $M//G$, and recover the result in the limit.

3.1. Residue Theorem. Kirwan showed in [Kir84] that for the symplectic reduction of a compact symplectic space $(M, \omega)$ by a compact connected Lie group $G$ there is a surjective map, the Kirwan map,

$$\kappa : H^*_G(M, \mathbb{Q}) \to H^*(M//G, \mathbb{Q}).$$

In [JK95b] Jeffrey and Kirwan established a method for calculating integrals over $M//G$ of images of this map, by means of the residue formula:

$$\int_{M//G} \kappa(\alpha) e^{\omega} = \sum_{F \subset M^{T_G}} \frac{K}{|W_G|} \cdot \text{JKRes}^\Lambda \left( \int_F i_F^* \omega^+ + \mu_{T_G} \right)$$

where $T_G$ is a maximal torus of $G$, $K$ is the constant $\frac{(-1)^{n_+}}{\text{vol}(T_G)}$, $n_+$ is the number of positive roots, the volume $\text{vol}(T_G)$ is taken with respect to an invariant metric on $T_G$, $W_G$ is the Weyl group of $G$, $\varpi$ is the product of the positive roots of $G$, $i_F$ is the inclusion $i_F : F \hookrightarrow M$, and $\text{JKRes}^\Lambda$ is the Jeffrey-Kirwan residue operation.

The residue $\text{JKRes}^\Lambda$ is a linear operation defined on a class of meromorphic forms on a vector space, with poles on an arrangement of hyperplanes (i.e. the denominator has to split as a product of linear factors). The residue depends on the choice of a cone $\Lambda \subset \mathfrak{t}$; for different choices of $\Lambda$ the residue will affect the terms in the right hand side differently, but the total result is independent of the choice for $\Lambda$.

Various appearances of this formula in the literature [JK95a] [JK97] [JK98] differ in the constants used because of alternative notational conventions, e.g. the use of $\omega + i\mu$ instead of $\omega + \mu$ as the equivariant symplectic form. We will follow the version given in [JK98]. Other approaches to the residue formula where given in [Ver96] [GK95].
The original definition of the residue was given in terms of formal Fourier transforms, and a characterizing list of axioms was determined in [JK95b, Proposition 8.11]. Another intrinsic formulation of the residue was given in [BV99]. We will however restrict ourselves to using another definition of the residue, given in [JK97], as iterated one dimensional residues.

Begin by looking at the one-dimensional case. Let \( f \) be a function on \( \mathbb{C} \) of the form

\[
f(x) = \sum_j g_j e^{\lambda_j x},
\]

where \( g_j \) are rational functions on \( \mathbb{C} \), and \( \lambda_j \in \mathbb{R} \). Then define the residue of the 1-form \( f(x)dx \) to be

\[
\text{res}(f(x)dx) = \sum_{\lambda_j \geq 0} \sum_{b \in \mathbb{C}} \text{res}_b(g_j(x)e^{\lambda_j x}).
\]

This one-dimensional residue will be the building block for defining higher-dimensional versions. A very useful little fact that we shall use often later on is: if \( p(x), q(x) \) are polynomials on \( \mathbb{C} \) such that \( \deg(p) + 1 \neq \deg(q) \), then

\[
\text{res}(p(x)q(x)dx) = 0,
\]

as can easily be seen by interpreting this rational form as a rational form on \( \mathbb{CP}_1 \), calculating \( \text{res} \) by using the Cauchy theorem, and looking at the residue at \( \infty \).

Now the higher-dimensional version that we want to use is in practice obtained by iterating such one-dimensional residues \( \text{res} \). Suppose \( (X_1, \ldots, X_n) \) is a linear coordinate system on \( \mathbb{C} \). Then for any function given as a sum of terms of the form

\[
f(z) = \frac{p(x)e^{\lambda(x)}}{\prod \rho_i(x)}
\]

with \( q(x) \) a polynomial on \( \mathbb{C} \), and \( \lambda, \rho_i \in \mathbb{R}^* \), we can still define one-dimensional residues \( \text{res}_{X_i}^+ \) for any of the given coordinates, by treating all other coordinates as generic constants. The result of this is a new function of the form (8), but this time only in the remaining variables \( X_1, \ldots, \hat{X}_i, \ldots, X_n \). We then follow [JK97, JK05] in defining the residue operation \( \text{JKRes}^\Lambda \) inductively as an iterated residue:

\[
\text{JKRes}^\Lambda(h[dx]) = \triangle \text{res}_{X_1}^+ \cdots \text{res}_{X_n}^+ h(X_1, \ldots, X_n)[dX]^n_1
\]

for any generic coordinate system \((X_1, \ldots, X_n)\) such that \((0, \ldots, 0, 1) \in \Lambda\), where \( \triangle \) is the determinant of any \( n \times n \) matrix whose columns form an orthonormal basis of \( t \) defining the same orientation as \((X_1, \ldots, X_n)\) (a metric on \( t \) is tacitly understood). Different choices for \( \Lambda \) will give different results when applying \( \text{JKRes}^\Lambda \) to the summands in the RHS of (5), but the total result will be unaffected. In general \( \text{JKRes}^\Lambda \) will only give a non-zero contribution for the summands corresponding to components \( F \subset M^T \)
where \( \mu(F) \in \Lambda^* \), the dual cone of \( \Lambda \). In [JK95b, JK97] it was shown that this definition of \( \text{JKRes}^\Lambda \) coincides with the earlier one given in terms of a Fourier transform.

As indicated above the residue operation acts on meromorphic forms rather than functions, but for notational convenience we will suppress the relevant form part \([dX]_n\) throughout.

3.2. Equivariant volumes of symplectic reductions. We want to apply theorem 3.1 for the calculation of equivariant volumes of non-compact spaces that arise as symplectic reductions, in the sense described in section 2. We will take the same approach as the one outlined above for the theorem of Prato-Wu in [3]: one can relate the integral on the non-compact space to a limit of integrals on compact spaces by means of varying symplectic cuts, and then use the available residue theorems for the compact spaces. In sharp contrast however with the theorem of Prato-Wu is that the contributions of the ‘new’ fixed points introduced by the cuts will not vanish in the limit. In fact, in the cases that we study later on, these ‘fixed points at infinity’ carry all the information.

In order to implement this we need the following straightforward equivariant generalization of the Jeffrey-Kirwan theorem:

**Theorem 3.2.** Let \( G \) and \( H \) be two (compact, connected) Lie groups with commuting Hamiltonian actions on a compact symplectic manifold \((M, \omega)\). Then the action of \( H \) descends to the symplectic reduction \( M/\!/G \), and with the equivariant Kirwan map \( \kappa : H^*_{G \times H} M \to H^*_H(M/\!/G) \) and the notation as in theorem 3.1 we have

\[
\int_{M/\!/G} \kappa(\alpha) e^{\omega + \mu_H} = \sum_{F \subset M^T_G} \frac{K}{|W_G|} \cdot \text{JKRes}^\Lambda \frac{1}{2\pi^2} \int_F i^* e^{\omega + \mu_T + \mu_H} e_{T_G}(\nu_F). \tag{10}
\]

As our proof of this is a fairly straightforward reduction of the equivariant to the non-equivariant \( H = 1 \) case and mainly consists of technical remarks, we postpone it to appendix A.

Now suppose that we have two commuting Hamiltonian group actions on a symplectic manifold \((M, \omega)\), of a compact connected Lie group \( G \) and a torus \( T \) with moment maps \( \mu_G \) and \( \mu_T \), and suppose that \( \mu_T \) has a component that is proper and bounded from below. Then, as before, we can find a circle in \( T \) such that the symplectic cuts of both \( M \) and \( M/\!/G \) with respect to this circle are compact. Moreover, since all group actions commute and a symplectic cut is a symplectic reduction at heart, we have \((M_\lambda)/G = (M/\!/G)_\lambda\). If we express the equivariant volume of the reduced space \( M/\!/G \) as the limit of the equivariant volumes of the cut spaces \((M/\!/G)_\lambda\), the equivariant residue formula allows us to calculate the equivariant volumes of \( M/\!/G \) as
\[
\int_{M\sslash G} e^{\omega + \mu T} = \lim_{\lambda \to \infty} \int_{(M\sslash G)_{\lambda}} e^{\omega + \mu T}
\]
\[
= \lim_{\lambda \to \infty} \int_{(M)\sslash G_{\lambda}} e^{\omega + \mu T}
\]
\[
= \lim_{\lambda \to \infty} \sum_{F \subset (M)_{\lambda}^{T_G}} \frac{K}{|W|} \text{JKRes} \Lambda \tau^2 \int_F \frac{e^{\omega + \mu T + \mu T_G}}{e^{T \times T_G}(\nu_F)}.
\]

One now has to make the basic but important observation that the symplectic cut introduces new fixed points — under the conditions stated above we have, for large \( \lambda \),

\[
M_{\lambda}^{T_G} = M^{T_G} \sqcup (M\sslash 1_U)^{T_G}.
\]

Furthermore, when considering the limit as \( \lambda \to \infty \) we restrict ourselves to the open cone in \( t_C \) as in section 2. On this open cone the limit of most — but not all — of the terms given by the residue formula vanishes.

This is somewhat reminiscent of the physical concept of renormalization for quantum field theories: we have introduced a ‘scale’ (the momentum cut \( \lambda \)), but it turns out that there are quantities independent of the scale, and those are the ones that survive the limit as \( \lambda \) goes to infinity.

We further remark that for our purposes, we shall use theorem 3.2 in the case where the second group \( H = T \) is a torus. In this situation, the integrals over the fixed point components are integrals in \( T \)-equivariant cohomology that we can calculate via the usual localization. Therefore we can actually replace the sum on the right-hand side with the sum over all the \( T_G \times T \)-fixed point components \( F \subset M^{T_G \times T} \).

3.3. Basic Example. Let us illustrate this principle in the simplest possible case: the equivariant integral on \( N = C \) with respect to a circle \( H = T^1 \) acting linearly with weight two. This is nothing but a Gaussian integral, which can be calculated using the Prato-Wu theorem

\[
\int_N e^{\omega + \mu T(\tau)} = \int_C e^{-2|z|^2 \tau} \frac{i}{2} dz \wedge d\bar{z} = \frac{1}{2\tau},
\]

where the right-hand side is the contribution of the unique fixed point to the localization formula. This result needs to be interpreted as holding only on the open cone \( \tau \in (0, \infty) \) in \( \text{Lie}(T) \cong \mathbb{R} \), or if preferred on the cone \((0, \infty) \times i\mathbb{R} \) in the complexification \( t_C \). Indeed, if we would follow the reasoning of equation (11) and compactify \( N \) through a symplectic cut to obtain \( N_\lambda = \mathbb{C}P_1 \), then this cut would introduce a single extra fixed point, with contribution \( e^{-\lambda \tau} \). In the limit \( \lambda \to \infty \), the contribution of this fixed point ‘at infinity’ would vanish for \( \tau \in (0, \infty) \) or \((0, \infty) \times i\mathbb{R} \).
Alternatively, we can construct $N$ as well as the reduction of $M = \mathbb{C}^2$ by the action of a circle $G = T^1$ acting with weights 1 and $-1$:

$$s(z_1, z_2) = (sz_1, s^{-1}z_2).$$

The action of $H$ lifts to $M$ as well, by

$$t(z_1, z_2) = (tz_1, tz_2).$$

We can depict the images under the moment maps of $M$ and $M_\lambda$ as in figure 1.

![Figure 1. Moment maps for the groups $G$ and $H$](image)

After making the cut $M_\lambda \cong \mathbb{C}^2 \sqcup \mathbb{P}^1$ and using affine coordinates for $\mathbb{C}^2$ and projective coordinates for $\mathbb{P}^1$, it is easy to see that there are three fixed points in $M_\lambda$: the original $(0, 0)$ in $M$, and the two new fixed points, ‘at infinity’, $[1:0]$ and $[0:1]$. For the calculation of the residue, we only need to take $[1:0]$ into account, as the residues of the contributions of the other fixed points give zero. The weights of the isotropy representation of $T$ on its tangent space are directly read off from figure 1: $\sigma - \tau$ and $2\sigma$. Hence we get as an integral:

$$\int_{M/G} e^{\omega + \mu T} = \lim_{\lambda \to \infty} \int_{M_\lambda/G} e^{\omega + \mu}$$

$$= \lim_{\lambda \to \infty} \text{JKRes}^\Lambda \left( \frac{e^{-\lambda(-\sigma + \tau)}}{(\sigma - \tau)(2\sigma)} \right)$$

$$= \lim_{\lambda \to \infty} \left( \frac{e^{-\lambda \tau}}{-2\tau} + \frac{1}{2\tau} \right)$$

$$= \frac{1}{2\tau}.$$
The reason only one of the two terms given by the residue survives the limit as $\lambda \to \infty$ is exactly that the cone on which we consider the outcome (namely $\tau \in (0, \infty)$ or $(0, \infty) \times i\mathbb{R}$) is such that every exponential that still occurs vanishes.

4. Equivariant volumes of quotients by linear actions

In order to put the above idea to use, one must have a way of handling the limit of the residues as $\lambda$ goes to infinity. Therefore we restrict ourselves from now on to symplectic reductions and hyper-Kähler quotients of vector spaces by linear group actions, where this becomes feasible. We first need some remarks about how we interpret the symplectic cut for hyper-Kähler quotients.

4.1. Complex Moment Maps and hyper-Kähler quotients. We will be interested in applying this philosophy to calculate equivariant volumes of hyper-Kähler quotients of a vector space $V$ by a linear group action,

$$V / / \mu_{\lambda_1, \lambda_2, \lambda_3} G = \mu_{\lambda_1}^{-1}(\lambda_1) \cap \mu_{\lambda_2}^{-1}(\lambda_2) \cap \mu_{\lambda_3}^{-1}(\lambda_3) / G$$

However, we will not be interested in the full hyper-Kähler structure, but rather in the symplectic structure induced by one of the complex structures. With a choice of a preferred complex structure we can single out the moment map $\mu_1$ associated with the corresponding Kähler form, and pack the ‘other’ moment maps together in a complex valued $\mu_{\mathbb{C}} = \mu_2 + i\mu_3 : V \to g^* \otimes \mathbb{C}$. We will therefore mainly think of the hyper-Kähler quotients as symplectic reductions of a level set of this complex moment map:

$$V / / (\lambda_1, \lambda_2, \lambda_3) G = \mu_{\mathbb{C}}^{-1}(\lambda_2 + i\lambda_3) / \lambda_1 G$$

The torus actions of $T$ on $V$ that we will consider do not preserve the hyper-Kähler structure, but as $\mu_{\mathbb{C}}$ is (quadratic) homogeneous it will preserve the variety $\mu_{\mathbb{C}}^{-1}(0) \subset V$ and therefore it will descend to an action on $V / / (\lambda_1, 0, 0) G = \mu_{\mathbb{C}}^{-1}(0) / \lambda_1 G$.

Now in order to apply the calculational scheme outlined above, we need to study the symplectic cut $(\mu_{\mathbb{C}}^{-1}(0))_\lambda$. Our calculations become much simpler, however, if we remark here that this symplectic cut, a subspace of $V_\lambda$, can still be interpreted as a zero-set of a section of a vector bundle. Indeed, in the cases studied later on, the symplectic cut happens with respect to a circle acting with global weight, and hence the cut space $V_\lambda$ is a projective space. As $\mu_{\mathbb{C}}$ is quadratic, we can therefore associate with it an equivariant section of the $T$-equivariant bundle $\mathcal{O}(2) \otimes g_{\mathbb{C}}$ over the projective space $V_\lambda$. 
which we will also denote as $\mu_C$:

\begin{equation}
(12) \quad \mu_C \otimes O(2)
\end{equation}

By further abuse of notation we will say that

\[(V_\lambda)\!\!/\!/G = \mu^{-1}(0)\!\!/G.\]

This allows us now to reduce integration over $(V\!\!/\!/G)_\lambda$ to integration over $(V\!\!/G)_\lambda$, by using the (equivariant) Euler class of the bundle as equivariant Poincaré dual to this zero-set. Strictly speaking there is no Poincaré duality in equivariant cohomology, but one still has the property that $\int_M e_G(E) \wedge \alpha = \int_{s^{-1}(0)} i_s^* \alpha$ for a sufficiently general section $s$ of an equivariant bundle $E$ over a compact $M$, see e.g. [Mei06]. Hence we can adapt the calculational method given above in (11) to the case of hyper-Kähler quotients of vector spaces:

\begin{equation}
(13) \quad \int_{V\!\!/G} e^{\omega + \mu_T} = \lim_{\lambda \to \infty} \left( \int_{(V\!\!/G)_\lambda} e^{\omega + \mu_T} \right)
= \lim_{\lambda \to \infty} \left( \int_{(V_\lambda)\!\!/\!/G} e^{\omega + \mu_T} \right)
= \lim_{\lambda \to \infty} \left( \int_{(V_\lambda)\!\!/\!/G} e^{\omega + \mu_T} e_T(g_C \otimes O(2)) \right)
= \lim_{\lambda \to \infty} \left( \frac{K}{|W|} \sum_{F \subset (V_\lambda)\!\!/\!/G} \text{JKRes}^A_{\omega^2} \int_{F} \frac{e^{\omega + \mu_T + \mu_{TG}} e_{T_G \times T(\theta_C \otimes O(2))}}{e_{T_G \times T(p_F)}} \right).
\end{equation}

We have been conspicuously silent about an important aspect of this method: the possibility that the quotient $M\!\!/\!/G$ or $V\!\!/\!/G$ is singular. (The simple example discussed in section 3.3 above was a particular case where a reduction at a singular value of the moment map was nevertheless smooth.) In essence, everything still goes through, and we postpone the discussion about this to section 5.

\footnote{For the spaces that we are interested in this is indeed the case: it was shown by Crawley-Boevey [Cra01] Theorem 1.1 and remarks to §1 that the zero-level of the complex moment map for ADHM spaces is a complete intersection.}
4.2. Calculational strategies. Since in practice most, if not all, finite-dimensional hyper-Kähler quotients are quotients of vector spaces by linear group actions, we will now restrict ourself to those cases. For these, as outlined above, we need a circle inside $T$ that acts with a single global weight, and hence the cut space $V_\lambda$ will be a projective space $V_\lambda = V \cup \mathbb{P}V$. As all the fixed point data in this projective space are determined by the representation of $T_G \times T$ on $V$, we can expect a more direct approach that bypasses the procedure of making the cut to compactify, examining the fixed points on the cut locus $\mathbb{P}V$ and their residues, and then taking the limit $\lambda \to \infty$. Indeed this is the case, and below we give a description for the outcome that no longer mentions the cut. We will take a shamelessly pragmatic approach, explicitly using coordinates and working with a residue operation defined through iterated one-dimensional residues as in (3). For simplicity we will assume that all relevant (i.e. whose residue is not manifestly zero) $T \times T_G$ fixed points on $V_\lambda$ are isolated — which is the case for all the examples we will discuss below.

We will use the following notation: for a meromorphic function $\prod_{\rho_i} p$ expressed in linear coordinates $(X_1, \ldots, X_n)$ and with all $\rho_i$ linear, denote by

$$\text{res}_{X_i}^{X_j} \prod_{\rho_i} p$$

the meromorphic function in the variables $(X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_n)$ obtained by taking the residue in the variable $X_i$ of the pole determined by the $j$-th factor in the denominator (and meanwhile considering all other variables as generic constants). The new form lacks a $j$-th factor in the denominator, but for convenience we keep the same name and labelling of factors (i.e. the index skips $j$). As an example we have

$$\text{res}_{X_2}^{X_3} X_1 - 4X_2 \over (-X_1 + X_2 + X_3)(X_1 - X_2 + X_3)(X_1 + X_2 - X_3) = \frac{X_1 - 4(X_3 - X_1)}{(-X_1 + (X_3 - X_1) + X_3)(X_1 - (X_3 - X_1) + X_3)}.$$

4.2.1. Fixed points in $V_\lambda$. Now, let us examine how to implement the above calculational method when we have a (compact connected) Lie group $G$ with maximal torus $T_G$ which acts tri-Hamiltonianly on a hyper-Kähler vector space $V$, with complex moment map $\mu_\mathbb{C}$. (Everything below still goes through if $V$ is just a complex vector space of which we want to take a symplectic reduction, by just dropping the extra factors coming from $\mu_\mathbb{C}$ throughout.) We assume that $V$ is further equipped with the action of a torus $T$, commuting with $G$, such that $T$ contains a circle acting with global weight one. Let $\rho_i$ be the weights (repeated in the case of multiplicities) occurring in the weight decomposition of the torus action of $T \times T_G$ on $V$. Clearly the ‘new’ fixed point components of the cut space in $V/\lambda U(1) \subset V_\lambda$ will correspond exactly to weight spaces $V_{\rho_i}$ for some $i$. With the assumption
of isolated fixed points made above, the relevant such weights will have
multiplicity one, and the image under the moment map $\mu_{T \times T_G}$ of such an
isolated fixed point of $V_\lambda$ will be $\lambda \rho_i$. One can also easily see that the
weights of the isotropy representation at the fixed point corresponding to
the weight $\rho_i$ are given by $\rho_i - \rho_i = \rho_1 - \rho_i = \rho_2 - \rho_i = \ldots = \rho_i - \rho_i = \rho_n - \rho_i, \ldots$. We will further abuse notation by writing the equivariant Euler
class of the bundle (12), of which the complex moment map is a section, at
the fixed point $0$ as $e(\mu_C)$ as well (this is also a polynomial, a product of
linear factors), and at the fixed point determined by $\rho_i$ as $e(\mu_C^{\rho_i})$.

4.2.2. Admissible paths. Let us examine the contributions of such a fixed-
point component to the formula given above. Clearly the iterated residue
$\text{JKRes}^{\lambda}$ (9) gives rise to a sum of terms, each of which is obtained by taking
the residue at one pole for each variable $X_i$ on $t^*$:

\[
\text{JKRes}^{\lambda} \frac{e(\mu_C^\lambda) e^{\lambda \rho_i}}{\prod_j \rho_j^i} = \sum \text{res}_{X_i} X \ldots \text{res}_{X_n} X \frac{e(\mu_C^\lambda) e^{\lambda \rho_i}}{\prod_j \rho_j^i}.
\]

Calculating (14) in practice comes down to determining exactly which it-
erated residues need to be included in the right-hand side. For each term in
the right-hand side of (14) we can indicate which poles were chosen for
which variables by a path $P$ as in figure 2 and denote this by $\text{Res}_P$.

As taking the residue at a pole eliminates that pole, each path can only
contain every pole at most once, but certainly this is not a sufficient condi-
tion. Let us examine more closely which paths can occur in the sum (14).
Recall from (6) the definition of the one-dimensional residue

\[
\text{jkres}^+(f(x)dx) = \sum \sum_{\lambda_j \geq 0} \text{res}_b(g_j(x)e^{\lambda_j x}).
\]
Iterating this gives the condition that just before taking the residue for the \( X_j \) variable determined by the path, the coefficient of the \( X_j \) variable of the exponent has to be positive, and this holds for all \( j \). Let us call this condition A.

Furthermore, we are only interested in the terms that survive the limit \( \lambda \to \infty \) (as always, only considering the answer as a function on an open cone in \( t^* \)). In order for there to be any term that survives the limit, the last pole that is evaluated has to be the \( i \)-th one, so our path has to end at the \( i \)-th vertex in the right-most column. Call this condition B. Indeed, if the \( i \)-th pole occurs sooner in the path, the next step in the full iterated residue \( \text{JKRes}^A \) clearly yields zero. Likewise, if the \( i \)-th pole is never used in a residue coming from a path, the term corresponding to that path would still have a non-zero coefficient in the exponent, and the cone in the Lie algebra on which we evaluate the final result is such that in the limit \( \lambda \to \infty \) the term would vanish.

Let us call a path satisfying both these conditions A and B an admissible path. Hence we have

\[
\lim_{\lambda \to \infty} \text{JKRes}^A \frac{\varpi^2 e(\mu_i^*) e^{\lambda \rho_i}}{\prod_j \rho^j_i} = \sum_{\text{admissible paths } P \text{ ending at } \rho_i} \text{Res}_P \frac{\varpi^2 e(\mu_i^*) e^{\lambda \rho_i}}{\prod_j \rho^j_i}
\]

4.2.3. Yoga of admissible paths. From the above it is clear that in practice calculating the residue \( \text{JKRes}^A \) boils down to determining which paths \( P \) are admissible, and calculating the corresponding contribution \( \text{Res}_P \frac{\varpi^2 e(\mu_i^*) e^{\lambda \rho_i}}{\prod_j \rho^j_i} \) for each admissible path \( P \) ending at \( \rho_i^j \). Let us use the following notation: given a linear form \( \rho \) and a choice of (linear) coordinates \( (X_1, \ldots, X_n) \) on a vector space, we say that \( \rho > j \) if the \( X_j \) coefficient of \( \rho \) is greater than 0.

With this notation, we can state the conditions for a path to be admissible as follows: first, we need to verify that \( \rho > n \). After taking the residue in the \( X_n \) variable at the pole determined by \( \rho^j_i \), we then want \( \rho_i > n-1 \), and this keeps repeating until variable \( X_{n-1} \). In particular, when testing if a path is admissible, this requires at each step calculating \( \text{res}^X_{l_i} \) before we can determine if the vertex \( (l, j_l) \) can be part of the path, which is quite inefficient.

Using some elementary linear algebra, however, we can reshuffle the calculations for contributions of admissible paths in such a way that we gain two distinct advantages. Firstly, the conditions for a path to be admissible become more straightforward. Secondly, we can apply the iterated residues corresponding to all admissible paths to the same single function, irrespective of the vertex at which the paths end (i.e. the fixed point to whose contribution the term belongs). Hence we eliminate referring to the actual ‘fixed points at infinity’, as we directly extract their contributions from one single function.
Lemma 4.1. A path $P = \{(X_n, j_n), \ldots, (X_2, j_2), (X_1, i)\}$ giving rise to the term

$$\text{Res}_P \frac{\varepsilon^2 e(\mu_i) e^{\lambda \rho_i}}{\prod_j \rho_j^i} = \text{res}_{X_1} X_2 \cdots \text{res}_{X_n} X_1 \frac{\varepsilon^2 e(\mu_i) e^{\lambda \rho_i}}{\prod_j \rho_j^i}$$

in the contribution of the fixed point corresponding to the weight $\rho_i$ is admissible if and only if we have at the beginning $\rho_i > 0$ and then at each step $\rho_j > 1 - 1$. Furthermore, its contribution can also be computed as

$$\text{Res}_P \frac{\varepsilon^2 e(\mu_i) e^{\lambda \rho_i}}{\prod_j \rho_j^i} = (-1)^n \text{res}_{X_1} X_2 \cdots \text{res}_{X_n} X_1 \frac{\varepsilon^2 e(\mu_i)}{\prod_j \rho_j}$$

where $\tilde{P}$ is the path $\{(X_n, i), (X_{n-1}, j_n), \ldots, (X_1, j_2)\}$.

Proof. For the first statement it suffices to remark the following. We each time want to test the function $\rho_i$ in the exponent after consecutive residues: $\rho_i > 0$, $\rho_j > 0$, $\rho_j > 0$, $\ldots$. However the poles at which we take the consecutive residues are exactly $\rho_j^i = \rho_j$, $\rho_j^i = \rho_j - \rho_i$, $\rho_j^i = \rho_j - \rho_i$, $\ldots$. As taking a residue at such a pole essentially sets that term to zero, we might as well test for $\rho_i > 0$, $\rho_j > 0$, $\rho_j > 0$, $\ldots$.

For the second statement, notice that calculating one-dimensional residues $\text{res}_{\rho_j^i}$ can essentially be understood in terms of elementary linear algebra as Gaussian elimination for a matrix. Indeed, if you organize all the occurring linear functions (expressed in coordinates) as rows in a matrix as follows:

$$\begin{array}{cccc}
\text{variables used for residues} & X_n & \ldots & X_1 \\
\text{remaining variables} & Y_1 & \ldots & Y_m \\
\hline
\text{factors used for poles} & \begin{bmatrix} \rho_j \\vdots \\rho_{j_2} \\rho_i \end{bmatrix} \\
\text{all other factors} & \begin{bmatrix} \vdots \end{bmatrix}
\end{array}$$

then taking a residue in a variable can be interpreted as doing the column-elimination for the corresponding column (given by the variable used for the residue) and row (given by the factor), and replacing all but the used row in the original function with the corresponding new rows. The factor of the pivotal entry is all that remains of the row used.

From this one immediately sees that taking the consecutive one-dimensional residues comes down to doing row-reduction for the first $n$ rows, replacing the remaining factors in the original function by the corresponding new rows, and dividing the function by the determinant of the upper $n \times n$ submatrix.
in the above matrix. With this in mind it is now clear that one can in fact change the ordering of the poles used for the consecutive residues, as well as the ordering of the variables used, with the sign change that occurs through the determinant as the only penalty. The single condition that needs to be satisfied is that for the new ordering, all the pivotal elements need to be non-zero.

Now, given our ordering of the poles (i.e. \(\rho_{i,j,n}, \ldots, \rho_{i,j,2}, \rho_{i,j,1}\)), change the ordering by making the last pole used first (hence obtaining \(\rho_{i,j,1}, \rho_{i,j,2}, \ldots, \rho_{i,j,n}\)). As we have used \(\rho_{i,i} = -\rho_i\) for the first pole, this immediately implies that we might as well change all the other factors (i.e. \(\rho_{i,j,n}, \ldots, \rho_{i,j,2}\) as well as \(e(\mu_C)\)) to the corresponding factors (i.e. \(\rho_{j,n}, \ldots, \rho_{j,2}\) and \(e(\mu_C)\)) for the ‘central function’ \(\frac{e^2 e(\mu_C)}{\prod_j \rho_j}\). This ordering also has the advantage that it exactly corresponds to the ordering of the testing explained above, and furthermore the consecutive conditions that the pivotal elements are non-zero is indeed implied through the consecutive tests \(\rho_{ji} > 1 + 1\).

With this it makes sense to define the following:

**Definition 4.2.** Let \(X_1, \ldots, X_n\) be a choice of linear coordinates on a complex vector space \(V\). Then for any rational function \(f = \frac{p}{q}\) on \(V\), where \(q = \prod_j \rho_j\), and where each \(\rho_j\) comes with a preferred polarization, we define \(\text{Res}_{X_1, \ldots, X_n}\) inductively as

\[
\text{Res}_{X_1, \ldots, X_n} = \text{res}_{X_1} \cdots \text{res}_{X_n} \frac{p}{q}
\]

where in each step the other variables are treated as generic constants, and where the single-variable residues are defined as

\[
\text{res}_{X_j} \frac{p}{q} = \sum_{\rho_j > X^0} \text{res}_{X_j} \frac{p}{q}
\]

\(\rho_j\) in the sum on the right hand side being the factors of \(q\).

With this definition we now can summarize the discussion of this section:

**Theorem 4.3.** Let a compact connected Lie group \(G\) act tri-Hamiltonianly on a hyper-Kähler vector space \(V\), such that the group action commutes with the action of a torus \(T\). Assume that \(T\) acts Hamiltonianly with respect to one of the Kähler structures on \(V\). Let \(\omega\) and \(\mu_T\) denote the corresponding Kähler form and moment map on the hyper-Kähler quotient \(V \sslash G\). Then with the notation as above we have

\[
\int_{V \sslash (0,0,0) G} e^{\omega + \mu_T} = \frac{\bar{K}}{|W_G|} \text{Res}_{X_1, \ldots, X_n} \frac{e^{2 e(\mu_C)}}{\prod_j \rho_j},
\]

where \(\bar{K}\) is the constant \((-1)^{n_+ + n} \frac{\vol(T_G)}{\vol(T_G)}\).
Here $X_1, \ldots, X_n$ is a linear coordinate system on the Lie algebra of $G$, suitable in the sense of (2). For the volume of a symplectic reduction of a vector space with a linear action, the formula is identical except that $e(\mu_C)$ is missing.

We remark here the difference in the definitions of the various residue operations: $\text{JKRes}^A$ and the one-dimensional $\text{jkres}_X^+$ on the one side, and $\text{Res}^{X_1, \ldots, X_n}_+$ on the other. The former, originally coming from a Fourier-transform, involve a positivity test for the coefficient in the exponent of the numerator (hence the choice of the position of $\Lambda$ and $+$ in the notation). The latter involves a test of positivity on the factors of the denominator.

The advantage of the reordering of the poles is that in practice it offers an easier way to go through the calculations of residues: at each step (i.e. when taking the residue for each successive variable) just take the sum of the residues at the poles corresponding to factors where the variable has a positive coefficient. We remark that the way we have written the residue above does not simply apply to rational functions — in particular each factor in the denominator has to come with a preferred sign, which is similar to the choice of polarization used in the Guillemin-Lerman-Sternberg approach to the Duistermaat-Heckman formula [GLS96]. In the next section we will use this result further to compare our calculational method with the one given by Nekrasov and Shadchin [NS04] in the physics literature.

5. Instanton Counting

We are now ready to apply the calculational techniques described above to our guiding examples: the calculation of the equivariant volumes of the ADHM spaces as they occur in instanton counting. We discuss the corresponding residue formulas, both for their own sake and as examples of how to implement the calculational heuristic given above in various settings, and rederive the results of Nekrasov and Shadchin [NS04]. The most important aspect still requiring settlement is the matter of the singularities of the quotients.

5.1. Physical background. The recent work regarding instanton counting [Nek03] is a direct answer to an open problem in physics. In particular, it is concerned with $N = 2$ supersymmetric quantum Yang-Mills theory. One now wants to describe the low-energy behavior of this theory, and using the ideas of the Wilson renormalization group, one finds that this low-energy limit is described by means of another action, the effective action. In general it is extremely difficult to explicitly write down the effective Lagrangian. However, in the case of $N = 2$ quantum Yang-Mills theory it was shown by Seiberg and Witten in the seminal [SW94] that the entire Lagrangian for the low energy effective theory is determined by a single (multivalued) holomorphic function $F_{SW}$, the Seiberg-Witten prepotential.

Furthermore, using an assumption that a form of electric-magnetic duality (called Montonen-Olive duality) holds for the quantum theory, Seiberg and
Witten managed to describe this prepotential analytically, in terms of period integrals of a family of curves. Their work was a major breakthrough in physics, but led to spectacular advances in mathematics as well, in particular in the framework of the Seiberg-Witten invariants in differential geometry.

The original work of Seiberg and Witten was based on an assumption of duality, and though this duality is widely believed to hold, it is conjectural even for physicists as no derivation from first principles is known. In the last 10 years attempts were made to derive and verify their results directly. It was shown that this reduces to calculating certain integrals over moduli spaces of framed instantons on $\mathbb{R}^4$ (see e.g. [DHKM02] for background), but the actual calculations of these integrals were very difficult in general.

The solution to this outstanding problem was finally accomplished by Nekrasov in 2002 [Nek03]. The strategy Nekrasov employs is to use maximal symmetry on the moduli spaces, induced by change of framing of instantons and rotations in $\mathbb{R}^4$, and then compute equivariant volumes with respect to this group action by means of localization techniques in equivariant cohomology.

In particular Nekrasov considers the following generating function\(^3\)

\[
Z_{\text{inst}}(q, \tau, \epsilon_1, \epsilon_2) = \sum_{k=0}^{\infty} q^k \int_{\mathcal{M}^o_{n,c}} e^{\omega + \langle \mu_T, (\epsilon_1, \epsilon_2, \tau) \rangle},
\]

where $\mathcal{M}^o_{n,c}$ is the instanton-moduli space of rank $n$, charge $c$ framed instantons on $\mathbb{R}^4$. The torus $T = T^2 \times T_G$ is the product of $T^2$, the maximal torus of $SU(2)$ that acts diagonally on $\mathbb{R}^4$ after the identification $\mathbb{R}^4 = \mathbb{C}^2$ and hence has an induced action on $\mathcal{M}^o_{n,c}$, and $T_G$, the maximal torus of the gauge group that acts on $\mathcal{M}^o_{n,c}$ by changing the framing of the instantons at infinity. Here $\epsilon_1$ and $\tau$ are coordinates on the Lie algebras of $T^2$ and $T_G$ respectively. With the interpretation given in section 2 above this is a mathematically well-defined object, a function on an open subset of the Lie algebra of $T^2 \times T_G$, which by analytic continuation gives a meromorphic (even rational) function on the whole of the complexified Lie algebra of $T^2 \times T_G$.

Nekrasov argues that one can write $Z_{\text{inst}}(q, \tau, \epsilon_1, \epsilon_2)$ as

\[
Z_{\text{inst}}(q, \tau, \epsilon_1, \epsilon_2) = \exp \left( \frac{F_{\text{inst}}(q, \tau, \epsilon_1, \epsilon_2)}{\epsilon_1 \epsilon_2} \right)
\]

where the function $F_{\text{inst}}(q, \tau, \epsilon_1, \epsilon_2)$ is analytic and regular near $\epsilon_1, \epsilon_2 = 0$. Furthermore, he claims that $F_{\text{inst}}|_{\epsilon_1, \epsilon_2 = 0}$ corresponds to the instanton part of the prepotential of Seiberg-Witten. As the latter can be defined rigorously in terms of periods of certain families of curves, this correspondence gives rise to a remarkable conjecture in geometry. In 2003, this conjecture was proven independently by Nakajima and Yoshioka [NY05a, NY04] and

---

\(^3\)The full generating function Nekrasov studies $Z = Z_{\text{pert}} Z_{\text{inst}}$ also has an extra factor, $Z_{\text{pert}}$, the perturbative one-loop contribution, which is of no concern to us.
Nekrasov and Okounkov \cite{NO06} for the gauge group $SU(n)$, using very different techniques. In \cite{NS04} Nekrasov and Shadchin indicated how the proof of \cite{NO06} could be adapted to the other classical gauge groups. More recently, a non-computational proof for all simple gauge groups was given by Braverman and Etingof in \cite{Bra04, BE06}.

5.2. Equivariant volumes of ADHM spaces for $SU(n)$ instantons.

5.2.1. ADHM spaces. The space $M_{n,c}^o$ we are considering here is the moduli-space of framed $SU(n)$ instantons with instanton number $c$ (cf. \cite{AHDM78, NY04}), constructed as a hyper-Kähler quotient of the vector space $M_{n,c}$ of ADHM data

$$M_{n,c} = \{(A, B, i, j)\}$$

where $A, B, i, j$ are linear maps between complex hermitian vector spaces $V$ and $W$ of dimension $c$ and $n$ respectively as follows:

\[
\begin{array}{ccc}
V & \overset{A}{\longrightarrow} & W \\
\overset{j}{\searrow} & & \overset{i}{\nearrow} \\
& B & \\
\end{array}
\]

and the quotient is taken by the group action of $U(V)$ which acts on $A$ and $B$ by conjugation and on $i$ and $j$ by left and right multiplication.

Strictly speaking, the moduli space of framed instantons (or, equivalently, framed rank $n$ holomorphic bundles on $\mathbb{CP}^2$ with second Chern number $c$) is the non-singular locus of this quotient. This non-singular locus doesn’t satisfy the conditions to apply either the Prato-Wu theorem \cite{Prato-Wu} or the method described above — in particular the moment map for the torus actions we are considering is not proper, due to the fact that the space is not metrically complete in the Kähler metric.

One can however extend (‘partially compactify’) these spaces in various ways: first of all, one can allow for so-called ideal instantons, which are interpreted in differential geometry as being (framed) connections whose curvature is concentrated at certain points. This leads to the Uhlenbeck space, which is the full hyper-Kähler quotient:

$$\mathcal{M}_{n,c}^o = \mathcal{M}_{n,c}/\{(0, 0)\} U(V) = \mu_C^{-1}(0) \cup \mu_R^{-1}(0) / U(V).$$

The Uhlenbeck space is highly singular, however. A better option is to extend the non-singular locus in another way, which provides a desingularization of the Uhlenbeck space. As the group $U(V)$ occurring in the hyper-Kähler quotient has characters, we can vary the symplectic reduction or GIT quotient (cf. \cite{Tha96, DH98}) by changing the value of the real moment map. This gives the Gieseker space

$$\mathcal{M}_{n,c}^g = \mathcal{M}_{n,c}/\{(+, 0)\} U(V) = \mu_C^{-1}(0) \cup U(V) = \mu_R^{-1}(+) \cap \mu_C^{-1}(0) / U(V).$$
The Gieseker space has a modular interpretation in algebraic geometry as the moduli-space of framed torsion-free sheaves on \( \mathbb{CP}^2 \), i.e., torsion-free sheaves that come with a fixed trivialization on a line \( \ell_\infty \subset \mathbb{CP}^2 \) (in physics this space is also thought of as the moduli space of instantons on a non-commutative \( \mathbb{R}^4 \) [NS98]). Of particular relevance for us is that \( \mathcal{M}_{m,c}^g \) is smooth.

5.2.2. Torus actions on ADHM spaces. In instanton counting one is interested in the group action given by \( T^2 \times T_{U(n)} \), where \( T_{U(n)} \) changes the framing at infinity by acting by the maximal torus of the gauge group (for notational convenience it is easier to allow this to be \( U(n) \) rather than \( SU(n) \)), and \( T^2 \) acts by rescaling \( \mathbb{C}^2 \subset \mathbb{CP}^2 \). In order to lift this action to the space of ADHM data, we must examine the monad constructed out of ADHM data (see e.g. [Nak99, Chapter 2], [Don84]). The monad is a sequence of vector bundle maps over \( \mathbb{CP}^2 \):

\[
\begin{align*}
V \otimes \mathcal{O}(-1) & \xrightarrow{a = \begin{pmatrix} x_0A-x_1 \\ x_0B-x_2 \\ x_0i \end{pmatrix}} V \otimes \mathcal{O} \oplus V \otimes \mathcal{O} \oplus W \otimes \mathcal{O} \\
& \xrightarrow{b = \begin{pmatrix} -x_0B+x_2 \\ x_0A-x_1 \\ x_0i \end{pmatrix}} V \otimes \mathcal{O}(1).
\end{align*}
\]

If a set of ADHM data satisfies the vanishing of the complex moment map, this sequence of bundles on \( \mathbb{CP}^2 \) is actually a complex, and the cohomology \( E = \ker b/\operatorname{im} a \) is a bundle (or sheaf) on \( \mathbb{CP}^2 \), which indeed satisfies the required triviality on the line at infinity.

By examining the effect of \( T^2 \) on the monad constructed out of the ADHM data, and by interpreting \( W \cong H^0(\ell_\infty, E|_{\ell_\infty}) \) as the trivialization on the line at infinity \( \ell_\infty \) by means of the Beilinson spectral sequence (see e.g. [Nak99, OSS80]), one can lift the action of \( T_{U(n)} \times T^2 \) to \( \mathbb{M}_{m,c}^n \) as was done in [NY05a]: for \( (e_1, e_2) \in T^2, t \in T_{U(n)} \) this gives

\[
(e_1, e_2, t). (A, B, i, j) = (e_1A, e_2B, it^{-1}, e_1e_2tj).
\]

5.2.3. Volumes. For this torus action one can now calculate the regularized or equivariant volume of the moduli space. We remark that the original question asks for the equivariant volume of the moduli space with respect to the Kähler form it inherits from being included in the Uhlenbeck space (which is an affine variety). Nevertheless, we can work with the Gieseker space by pulling back the symplectic form from the Uhlenbeck space to the Gieseker space — so we desingularize in algebraic geometry but not in symplectic geometry. This gives a closed 2-form on \( \mathcal{M}_{m,c}^n \) which is degenerate on the exceptional set of \( \mathcal{M}_{m,c}^n \rightarrow \mathcal{M}_{m,c} \); on \( \mathcal{M}_{m,c}^n \subset \mathcal{M}_{m,c}^n \) it is exactly the form we are concerned with. Alternatively, one could think of the degenerate symplectic form as a limit of proper symplectic (even Kähler) forms that degenerate in the limit, and the regularized volume that we are interested in as the limit of the corresponding equivariant volumes for the Gieseker space. Despite the degeneracy, one can speak of moment maps with respect to this form. As usual, the sum of the 2-form and the moment map determines a
cohomology class in the Cartan model of equivariant cohomology, and one can look at the localization formula for the formal exponential of this class, as was already remarked, even with the degeneracy, in [AB84]. From our viewpoint, we look at the integral of a function with respect to a volume form, and as $\mathcal{M}_{g,c}^0 \setminus \mathcal{M}_{g,n}^0$ has measure zero we have

$$\int_{\mathcal{M}_{g,c}^0} e^{\omega + \mu} = \int_{\mathcal{M}_{g,c}^0} e^{\omega + \mu}.$$

For the torus action described above, one can now give explicit descriptions of the fixed points (which are all isolated), and the isotropy representations on their tangent spaces, as was done for $\mathcal{M}_{g,c}^0$ in e.g. [NY05a]. In particular, they can be described very nicely by $n$-tuples of partitions $\vec{Y} = (Y_1, \ldots, Y_n)$ such that $\sum_i |Y_i| = k$. As all these fixed points lie above the same unique fixed point in $\mathcal{M}_{u,c}^0$ under the desingularization $\mathcal{M}_{g,c}^0 \to \mathcal{M}_{g,c}^0$, they all take the same value (i.e. 0) under the moment map for the degenerate symplectic form on $\mathcal{M}_{g,c}^0$, and hence we have by the Prato-Wu theorem

$$\int_{\mathcal{M}_{g,c}^0} e^{\omega + \mu} = \sum_{\vec{Y}} e^{\mu(\vec{Y})} = \sum_{\vec{Y}} \frac{1}{e_T(\nu_{\vec{Y}})} = \int_{\mathcal{M}_{g,c}^0} 1,$$

where the right-hand side has to be interpreted as a formal integral (of the class 1) defined by a localization formula. This is the viewpoint taken by several authors: the integrals that form the coefficients of the Nekrasov partition function are the formal equivariant integrals of 1 over the Gieseker space $\mathcal{M}_{g,c}^0$.

On the other hand, we could apply the technique described in the sections above. In order to do this, however, it is very crucial that one thinks of the integral as an equivariant volume rather than the formal integral of 1, as one now has to use the new fixed points ‘at infinity’ introduced by the cut. The value of these new fixed points under the moment map will not be zero, and through the residue the geometry of the moment map gives the recipe for obtaining their contribution.

From [16] we can see that the necessary condition for our cutting construction to work is clearly satisfied: there is a subgroup in $T^2 \times T_{\mathbb{C}^2(n)}$ acting with global weight 1 on $\mathbb{H}_{n,c}$. With this lift we can now implement the calculational method described above. The resulting formula is

$$\int_{\mathcal{M}_{g,c}^0} e^{\omega + \mu} = \frac{1}{e!} \text{Res}^{\mathcal{H}}_{\mathcal{M}_{g,c}^0} \frac{e_T(\mu_{\mathcal{C}})}{e_T(\mathcal{M}_{g,c}^0)},$$

where

$$\omega^2 = \prod_{e \neq f} \sigma_e - \sigma_f,$$

$$e_T(\mu_{\mathcal{C}}) = \prod_{1 \leq g, h \leq c} (\epsilon_1 + \epsilon_2 + \sigma_g - \sigma_h),$$

$$\text{Res}^{\mathcal{H}}_{\mathcal{M}_{g,c}^0} = \text{Res}^{\mathcal{H}}_{\mathcal{M}_{g,c}^0}.$$
and

\[ e_T(M_{n,c}) = \prod_{1 \leq i,j \leq c} (\epsilon_1 + \sigma_i - \sigma_j) \prod_{1 \leq k,l \leq c} (\epsilon_2 + \sigma_k - \sigma_l) \prod_{1 \leq m \leq c} (\sigma_m - \tau_0) \prod_{1 \leq p \leq c} (\epsilon_1 + \epsilon_2 - \sigma_p + \tau_q) \]

where we use a maximal torus of the form \( \text{diag}(s_1, \ldots, s_c) = (e^{\sigma_1}, \ldots, e^{\sigma_c}) \) for \( U(c) \).

5.3. Equivariant volumes for the other classical gauge groups. We can now try to implement the same method to compute the regularized volumes of the moduli spaces of \( SO(n) \) and \( Sp(n) \) instantons. We remark that for these other classical groups no equivalent of the Gieseker space is known; hence a direct localization calculation as (17) is not available. The Uhlenbeck spaces do exist here, but as before they are highly singular. We repeat that the integrals we are interested in are the indefinite integrals of a function, \( e^{\mu_T} \), depending on a parameter in \( t_C \) with respect to a volume form \( \omega_n \) on the non-singular locus of these Uhlenbeck spaces. When implementing our method, two minor issues need to be addressed: we need to treat the singularities differently because of this lack of a Gieseker space, and the lifting of the torus action to the space of ADHM data is not automatic.

The ADHM construction for gauge groups \( Sp(n) \) and \( SO(n) \) was discussed in [Don84] and described in greater detail in e.g. [BS00]. In both of these cases the groups occurring by which one has to quotient are simple, and hence one cannot hope to obtain a desingularization of the hyper-Kähler quotient by means of a variation of GIT quotient as was the case for the gauge group \( SU(n) \). However, in [Kir85], Kirwan describes a method for constructing desingularizations of singular quotients \( M/G \) by blowing up certain subvarieties in \( M \) to obtain a new space \( \tilde{M} \), and then constructing the desingularization of \( M/G \) as \( \tilde{M}/G \). One could therefore use this approach to obtain an equivariant desingularization of the Uhlenbeck spaces for gauge groups \( Sp(n) \) and \( SO(n) \), and use these to calculate the equivariant volumes. Nevertheless, since an interpretation of these desingularizations as moduli spaces is at least a priori lacking (see however [Fre05] for related discussions), determining the fixed point data in the hope of applying a direct localization formula is a non-trivial matter. In [JKKW03] the Kirwan desingularization construction was used to develop a residue formula as for intersection pairings in the intersection cohomology of a singular GIT quotient. While we are not directly interested in the intersection cohomology of the Uhlenbeck spaces, we can take a similar approach for calculating the equivariant volumes of the ADHM spaces for symplectic and special orthogonal gauge groups, to obtain the equivalent formula for these volumes to the one derived in the previous section for \( SU(n) \), by considering a degenerate form on the Kirwan desingularization.
5.3.1. $Sp(n)$. Following [BS00], we can describe the ADHM construction of the Uhlenbeck space for gauge group $Sp(n)$ as a hyper-Kähler quotient as follows: look at the diagram of linear maps

\[
\begin{array}{c}
A \xrightarrow{\Phi} V \\
V \xrightarrow{J} W
\end{array}
\]

where $\Phi$ is a (fixed) real structure on $V$, i.e. an isomorphism $V \xrightarrow{\Phi} V^*$ such that $\Phi^* = \Phi$, and $J$ is a (fixed) symplectic structure on $W$ ($W \xrightarrow{J} W^*$, $J^* = -J$). The space of ADHM data $M_{n,c}^{Sp}$ here consists of $\{(A, B, j)\}$, with the extra conditions that $\Phi A, \Phi B \in S^2 V^*$, and the group divided by is $O(V)$, determined by $\Phi$. We can write the vanishing of the complex moment map as $\Phi[A, B] - j^* J j = 0$, and we can again put together a monad:

\[
\begin{array}{c}
V \otimes O(-1) \xrightarrow{a = \left( \begin{array}{cc} x_0 A - x_1 & x_0 B - x_2 \\ x_0 & x_0 \end{array} \right) } V \otimes O \\
\oplus W \otimes O
\end{array}
\]

Composing this with $\Phi$ on the right gives a self-dual monad, whose cohomology is an $Sp(n)$ instanton.

As in the case of $SU(n)$, we are again interested in a torus action given by changing the framing at infinity and rescaling $\mathbb{C}^2 \subset \mathbb{C}P_2$. The former action is readily lifted to $M_{n,c}^{Sp}$:

\[
t \in T_{Sp(n)} \Rightarrow t.(A, B, j) = (A, B, tj).
\]

As for the scaling, things become a bit more cumbersome — a lift of the torus action to the space of ADHM data does not seem to be available. However, we can still proceed as before if we temper our ambition and only try to lift the action with weight two — that is to say the action induced by the scaling of $\mathbb{C}^2 \subset \mathbb{C}P_2$ given by

\[
(e_1, e_2).(x_0, x_1, x_2) = (x_0, e_1^2 x_1, e_2^2 x_2).
\]
Indeed, if we now introduce the bundle isomorphism
\[
\phi : \begin{pmatrix} V \otimes \mathcal{O} \\ W \otimes \mathcal{O} \end{pmatrix} \rightarrow \begin{pmatrix} V \otimes \mathcal{O} \\ W \otimes \mathcal{O} \end{pmatrix}
\]
then by using this isomorphism we obtain
\[
\text{im} \left( \begin{pmatrix} x_0 A - e_1^{-2} x_1 \\ x_0 B - e_2^{-2} x_2 \end{pmatrix} \right) \phi \cong \text{im} \left( \frac{1}{e_1 e_2} \begin{pmatrix} x_0 (e_1^2 A) - x_1 \\ x_0 (e_2^2 B) - x_2 \end{pmatrix} \right)
\]
and
\[
\ker \left( \begin{pmatrix} e_1^{-2} x_2 \Phi - x_0 B^* \Phi & \Phi - x_0 A^* \Phi & x_0 \end{pmatrix} \right) = \ker \left( \frac{1}{e_1 e_2} \begin{pmatrix} x_2 \Phi - x_0 (e_1^2 B) \Phi & - x_1 \Phi + x_0 (e_2^2 B) \Phi & x_0 \end{pmatrix} \right).
\]
Hence we can lift the scaling to
\[
(e_1, e_2, (A, B, j)) = (e_1^2 A, e_2^2 B, e_1 e_2 j).
\]
As we are just interested in calculating the equivariant volumes there is no problem in lifting a ‘higher weight’ — as the equivariant volumes for the different weights are related by a scaling of the Lie algebra. Again we can remark that there is a $U(1)$ in $T$ whose action is given by a constant global weight (two, in this case):
\[
U(1) \rightarrow T = T^2 \times T_{Sp(n)} : s \mapsto (s, s, 1).
\]
If we now apply the symplectic cut with respect to this circle action — using a weight 2 action however on the copy of $\mathbb{C}$ used in the symplectic cut — to compactify we again get a projective space,
\[
\left( \mathbb{M}^{Sp}_{n,c} \right)_\lambda = \mathbb{M}^{Sp}_{n,c} \sqcup \mathbb{P} \mathbb{M}^{Sp}_{n,c},
\]
and we can implement the method as before. Two remarks here: there is an extra factor $\frac{1}{2}$ needed to account for the fact that the moduli space is the hyper-Kähler quotient by $O(V)$ rather than just $SO(V)$ (the residue formula assumes that the group is connected), and secondly, because we only lifted the ‘weight 2’ action the space of ADHM data the corresponding variables $e_1, e_2$ need to be rescaled.

For the calculations below we will fix isomorphisms $V \cong \mathbb{C}^c$, $W \cong \mathbb{C}^{2n}$, and represent $\Phi$ by the off-diagonal matrix $\begin{pmatrix} 0 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 0 \end{pmatrix}$, and $J$ by $\begin{pmatrix} 0 & \mathbb{I}_n \\ - \mathbb{I}_n & 0 \end{pmatrix}$. Using maximal tori of the form $\text{diag}(s_1, \ldots, s_m, s_m^{-1}, \ldots, s_1)$ for even $c = 2m$, $\text{diag}(s_1, \ldots, s_m, 1, s_m^{-1}, \ldots, s_1^{-1})$ for odd $c = 2m + 1$ for $SO(c)$ and $\text{diag}(t_1, \ldots, t_n, t_n^{-1}, \ldots, t_1^{-1})$ for $Sp(n)$, we can easily write down all the weights involved. Implementing the calculational method we get
\[
\int_{\mathcal{M}^{Sp}_{n,c}} e^{\omega + \mu} = \frac{1}{2} \frac{1}{|W|} \text{Res}_{\sigma} \int_{\mathcal{M}^{Sp}_{n,c}} e_T(\mu \sigma) \overline{e_T(\mu \sigma)}.
\]
where for $c = 2m$ even

\[|W| = 2^{m-1}m!\]

\[\varpi^2 = \prod_{i<j}(\sigma_i^2 - \sigma_j^2)^2\]

\[e_T(\mu_C) = (\epsilon_1 + \epsilon_2)^m \prod_{i<j} \left((\epsilon_1 + \epsilon_2)^2 - (\sigma_i + \sigma_j)^2\right) \left((\epsilon_1 + \epsilon_2)^2 - (\sigma_i - \sigma_j)^2\right)\]

and

\[e_T(M_{n,c}^{Sp}) = \prod_{k=1,2} \left(\prod_{i,j}(\epsilon_k + \sigma_i - \sigma_j) \prod_{i\leq j}(\epsilon_k^2 - (\sigma_i + \sigma_j)^2)\right) \prod_i \prod_l \left((\epsilon_1 + \epsilon_2)^2 - (\sigma_i^2 - \tau_l)\right) \left((\epsilon_1 + \epsilon_2)^2 - (\sigma_i^2 + \tau_l)\right),\]

and for $c = 2m + 1$ odd

\[|W| = 2^m m!\]

\[\varpi^2 = \prod_{i<j}(\sigma_i^2 - \sigma_j^2)^2 \prod_i \sigma_i^2\]

\[e_T(\mu_C) = (\epsilon_1 + \epsilon_2)^m \prod_i \left((\epsilon_1 + \epsilon_2)^2 - \sigma_i^2\right) \prod_{i<j} \left((\epsilon_1 + \epsilon_2)^2 - (\sigma_i + \sigma_j)^2\right) \left((\epsilon_1 + \epsilon_2)^2 - (\sigma_i - \sigma_j)^2\right)\]

and

\[e_T(M_{n,c}^{Sp}) = \prod_{k=1,2} \left(\prod_i (\epsilon_k^2 - \sigma_i^2) \prod_{i,j}(\epsilon_k + \sigma_i - \sigma_j) \prod_{i\leq j}(\epsilon_k^2 - (\sigma_i + \sigma_j^2)^2)\right) \prod_i \prod_l \left((\epsilon_1 + \epsilon_2)^2 - (\sigma_i^2 - \tau_l)\right) \left((\epsilon_1 + \epsilon_2)^2 - (\sigma_i^2 + \tau_l)\right) \prod_l \left((\epsilon_1 + \epsilon_2)^2 - \tau_l^2\right).\]

5.3.2. $SO(n)$. For the gauge group $SO(n)$ the ADHM construction goes similarly: again using the diagram [18], where in this case $\Phi : V \to V^*$ is a symplectic structure, and $J : W \to W^*$ is a real structure, the space of ADHM data $M_{c,n}^{SO}$ consists of the triples of linear maps $(A, B, j)$, this time with the extra condition that $\Phi A, \Phi B \in \bigwedge^2 V^*$. With this understood, (and the vanishing of the complex moment map again being $\Phi[A, B] - j^*Jj = 0$) nominally the same monad [19] again gives the desired bundle, from which we can directly see that the same lift of the torus action works (again with ‘double weight’ for the 2-torus that scales):

\[(e_1, e_2, t).(A, B, j) = (e_1^2 A, e_2^2 B, e_1 e_2 t j)\]

for $(e_1, e_2) \in T^2$ and $j \in T_{SO(n)}$. 
With maximal tori written as before it is again just a matter of identifying the weights for all tori involved on the space \( \mathcal{M}_{n,c}^{SO} \) and the complex moment map. We obtain again

\[
\int_{\mathcal{M}_{n,c}^{SO}} e^{\omega + \mu} = \frac{1}{c!2^c} \text{Res} \frac{\varpi^2 e_T(\mu_C)}{e_T(\mathcal{M}_{n,c}^{SO})},
\]

where

\[
\varpi^2 = \prod_{i<j} (\sigma_i^2 - \sigma_j^2)^2 \prod_i (2\sigma_i)^2
\]

\[
e_T(\mu_C) = (\epsilon_1 + \epsilon_2) \frac{n}{2} \prod_{i<j} ((\epsilon_1 + \epsilon_2)^2 - (\sigma_i - \sigma_j)^2) \prod_{i \leq j} ((\epsilon_1 + \epsilon_2)^2 - (\sigma_i + \sigma_j)^2),
\]

for even \( n = 2m \)

\[
e_T(\mathcal{M}_{n,c}^{SO}) = \prod_{k=1,2} \left( \prod_{i,j} (\epsilon_k + \sigma_i - \sigma_j) \prod_{i<j} (\epsilon_k^2 - (\sigma_i + \sigma_j)^2) \right) \prod_i \prod_l \left( \left( \frac{\epsilon_1 + \epsilon_2}{2} + \tau_l \right)^2 - \sigma_i^2 \right) \left( \left( \frac{\epsilon_1 + \epsilon_2}{2} - \tau_l \right)^2 - \sigma_i^2 \right),
\]

and for odd \( n = 2m + 1 \)

\[
e_T(\mathcal{M}_{n,c}^{SO}) = \prod_{k=1,2} \left( \prod_{i,j} (\epsilon_k + \sigma_i - \sigma_j) \prod_{i<j} (\epsilon_k^2 - (\sigma_i + \sigma_j)^2) \right) \prod_i \left( \left( \frac{\epsilon_1 + \epsilon_2}{2} \right)^2 - \sigma_i^2 \right) \prod_i \prod_l \left( \left( \frac{\epsilon_1 + \epsilon_2}{2} + \tau_l \right)^2 - \sigma_i^2 \right) \left( \left( \frac{\epsilon_1 + \epsilon_2}{2} - \tau_l \right)^2 - \sigma_i^2 \right).
\]
where the sum is over all characters. For the case of the structure sheaf $\mathcal{O}$, \[\text{(20)}\] reduces to $\text{ch}H^0(M_{\mu_{n,c},\mathcal{O}})$, and the following $K$-theoretic localization formula is explained [NY05a, Prop. 4.1]:

$$
\sum_i (-1)^i \text{ch}H^i(M_{\mu_{n,c}, E}) = \sum_{F \subset (M_{\mu_{n,c}})^T} \frac{i_F^* E}{\Lambda_{-1} \nu_F^*}.
$$

where as usual the sum in the right-hand side is over all fixed points, and $\Lambda_{-1}$ stands for the alternating sum of exterior powers as an element in the equivariant $K$-group $K^T$ (for all details see [NY05a]). For the case of the structure sheaf $\mathcal{O}$ this reduces to

$$
\text{ch}H^0(M_{\mu_{n,c}, \mathcal{O}}) = \sum_{F \subset (M_{\mu_{n,c}})^T} \frac{1}{\Lambda_{-1} \nu_F^*}.
$$

In the (co)-homological setting, in the mathematics literature on instanton counting [NY05a, NY05b, Bra04] most authors use the equivariant integral $\int 1$ as the coefficients for the generating function, where the integral is defined in practice through a localization theorem $\int 1 = \sum_{\nu \in \nu(F)} \frac{1}{e(\nu F)}$. In [NY05a] the link between this and the $K$-theoretic approach is made by

$$
\int_{M_{\mu_{n,c}}} 1 = \sum_{\nu \in \nu(F)} \frac{1}{e(\nu F)} = \lim_{\beta \to 0} \sum_{\nu \in \nu(F)} \frac{\beta^{2nc}}{\Lambda_{-1}(\nu F)} = \lim_{\beta \to 0} \beta^{2nc} \text{ch}H^0.
$$

One can think of the limit $\beta \to 0$ as formally inducing a multiplication by the inverse Todd class prescribed by a Riemann-Roch theorem; this has the effect of changing the denominators of the localization theorem for $K$-theory to those of (co)homology.

In [NS04], Nekrasov-Shadchin use the same philosophy to calculate the partition functions for all classical groups. They physically interpret the limit $\beta \to 0$ as arising from considering the 4-dimensional theory as the limit of a 5-dimensional theory compactified on a circle of radius $\beta$. Then they calculate $\text{ch}H^0(M_{\mu_{n,c}}^u)$ by means of the ADHM construction as follows. Let $\rho_1, \ldots, \rho$ be the characters of the $T \times T_G$ action on $M_{\mu_{n,c}}$. Then the $T \times T_G$-equivariant character is

$$
\text{ch}H^0(M_{\mu_{n,c}}, \mathcal{O}) = \frac{1}{\prod (1 - \rho_i)}.
$$

Furthermore, the $T \times T_G$ action on $\mu_{\mathbb{C}}$ is homogeneous, say with weights $\nu_1, \ldots, \nu_L$ for $L = \dim G$. Hence we have

$$
\text{ch}H^0(\mu_{\mathbb{C}}^{-1}(0), \mathcal{O}) = \frac{1}{\prod (1 - \nu_i)} = \frac{1}{\prod (1 - \rho_i)}.
$$

In order to get the character over $\mu_{\mathbb{C}}^{-1}(0) \mathbb{G}$, we need to get the $G$-invariant part of this. The projection onto the $G$-invariant part is given by averaging
over the whole of $G$,
\[
\text{ch} H^0(\mu^{-1}_C(0)/G, \mathcal{O}) = \frac{1}{\text{vol} G} \int_G \text{ch} H^0(\mu^{-1}_C(0), \mathcal{O}),
\]
but by the Weyl integral formula this can be reduced to an integral over the maximal torus,
\[
\text{ch} H^0(\mu^{-1}_C(0)/G, \mathcal{O}) = \frac{1}{|W_G| \text{vol} T_G} \int_{T_G} \text{ch} H^0(\mu^{-1}_C(0), \mathcal{O}).
\]
Now factor the torus as $T = \prod U(1)$ and break up the integral into circle integrals. The integrand in each lives on $\mathbb{C}^*$, and one can think of these as contour integrals in the plane. These contour integrals can be calculated by Cauchy’s theorem, for each integral keeping the other variables as generic constants. Finally, take the limit $\beta \to 0^+$ to reduce everything to cohomology. Nekrasov-Shadchin interpret this limit as a contour integral of a meromorphic top degree form over the complexified Lie algebra. In either case the actual evaluation happens by means of iterated residues, for each variable choosing a half-space in which to consider the poles. It is thus that the formula gives exactly the same result as our method outlined above. It is interesting to remark that the non-compactness manifests itself in different ways in the two methods.

Let us illustrate this by calculating the regularized volume of the simplest hyper-Kähler quotient, $\mathbb{C}^4//\mathbb{C}^*$, where $s \in \mathbb{C}^*$ acts as
\[
s.(x_1, x_2, x_3, x_4) = (sx_1, sx_2, s^{-1}x_3, s^{-1}x_4).
\]
Furthermore we consider a $T^2$ action on $\mathbb{C}^4$ by
\[
(t_1, t_2)(x_1, x_2, x_3, x_4) = (t_1x_1, t_2x_2, t_2x_3, t_1x_4).
\]
As the complex moment map $\mu_C$ for the $\mathbb{C}^*$ action is $x_1x_3 + x_2x_4$, the $T^2$ action indeed preserves $\mu_C^{-1}(0)$, and furthermore the moment map for the $T^2$ action on $\mathbb{C}^4$ clearly has a component that is proper and bounded below, hence all the conditions are satisfied. For the calculation according to Nekrasov-Shadchin we need to find the Hilbert-series of $\mathcal{O}$ on $\mu_C^{-1}(0)$, which is
\[
1 - t_1 t_2 \\
(1 - s t_1)(1 - s t_2)(1 - t_2 s^{-1})(1 - t_1 s^{-1}).
\]
In order to calculate the Hilbert series over the quotient $\mu_C^{-1}(0)//\mathbb{C}^*$ we then have to take the contour integral
\[
\text{ch} = \frac{1}{2\pi i} \oint \frac{ds}{s} \left( \frac{1 - t_1 t_2}{(1 - s t_1)(1 - s t_2)(s - \frac{t_2}{s})(1 - \frac{t_1}{s})} \right) = \frac{1 - t_1 t_2}{(1 - t_1 t_2)(1 - t_2)(1 - \frac{t_1}{t_2})} + \frac{1 - t_1 t_2}{(1 - t_1^2)(1 - t_1 t_2)(1 - \frac{t_2}{t_1})}.
\]
Finally set $t_1 = e^{-\beta \tau_1}$, $t_2 = e^{-\beta \tau_2}$ and $s = e^{-\beta \sigma}$ and take $\lim_{\beta \to 0} \beta^2 \text{ch}$, which gives

$$
(21) \quad \frac{\tau_1 + \tau_2}{(\tau_2 + \tau_1)(2\tau_2)(\tau_1 - \tau_2)} + \frac{\tau_1 + \tau_2}{2\tau_1(\tau_1 + \tau_2)(\tau_2 - \tau_1)} = \frac{1}{2\tau_1 \tau_2}.
$$

On the other hand, in the method we have outlined above, we can use the symplectic cut on $C^4$ with respect to the diagonal $T_1 \subset T_2$, which gives

$$(C^4)^\lambda = \mathbb{CP}_3 \sqcup C^4.$$ For clarity we shall not take the calculational shortcut discussed in section 4.2, but actually go through the procedure of making the symplectic cut and taking the limit as $\lambda \to \infty$. There are five fixed points for the $C^* \times T^2$ action on this space, of which we only need to consider $[1:0:0:0]$ and $[0:1:0:0]$ for the Jeffrey-Kirwan residue formula. Applying this gives

$$
jkres + e^{\lambda(\sigma + \tau_1)}(-2\sigma + \tau_2 - \tau_1)
\frac{\sigma - \tau_1}{(\tau_2 - \tau_1)(\tau_2 - \tau_1 - 2\sigma)(-2\sigma)}
\quad + jkres + e^{\lambda(\sigma + \tau_2)}(-2\sigma + \tau_1 - \tau_2)
\frac{(\tau_1 - \tau_2)(-2\sigma)(\tau_1 - \tau_2 - 2\sigma)}{(\tau_2 - \tau_2)(-2\sigma)(\tau_1 - \tau_2 - 2\sigma)}.\]$$

As usual, we are only interested in the terms that survive the $\lambda \to \infty$ limit on the open cone of $\text{Lie}(T^2)$; hence for each of the two above terms we only need to consider the residue at the pole that cancels the exponent, which gives the exact same expression as (21).

**Appendix A. Proof of theorem 3.2**

On could essentially try to adapt any proof of theorem 3.2 to the equivariant setting. The approach we take here is almost completely based on [JK05], and we restrict ourselves to commenting on how to adjust it.

**Proof.** We can break up the proof in two steps: first reduce the case where $G$ is a general compact connected Lie group to the corresponding statement for a maximal torus $T_G$ of $G$, and then prove the theorem just for the case when $G$ is a torus. The first step is achieved by the abelianization theorem:

**Theorem A.1.** Let $M$ as above be equipped with commuting Hamiltonian group actions of compact connected Lie groups $G, H$, let $T_G$ be a maximal torus of $G$, and let $a$ be an element of $H^*_G \times H M$. Then in $H^*_H(*)$,

$$
\int_{M\not\! /G} \kappa_G(a) = \frac{1}{|W_G|} \int_{M\not\! /T_G} \kappa_{T_G}(\omega^2 a).
$$

This theorem is a corollary of the Jeffrey-Kirwan residue theorem [JK95], but was also proven directly by Martin [Mar]. The original theorem of Martin was not formulated in an equivariant setting (i.e. no $H$ was present), but it suffices to remark here that the proof given in [Mar] is valid without modifications in the equivariant case as well.

Now, to prove theorem 3.2 for a torus $G = T$, we will first outline the strategy of the proof given in [JK05], and then comment on how it can be
used for our equivariant purposes. Begin by choosing a cone $\Lambda$, as follows. Look at the weights of the torus $T$ at all the components of $M^T$. Each of these determines a hyperplane in $t$. Choose a connected component of the complement of their union; call this $\Lambda$. Then look at a polyhedral cone containing the dual cone, say $\Lambda^* \subset \Sigma$. The next step is to take the symplectic cut $M_\Sigma$ of $M$ with respect to $\Sigma$ — having chosen $\Sigma$ in such a way that this is smooth. For technical purposes we here first alter our moment map for the $T$-action a little by choosing a point $p \in \Sigma$, and replacing $\mu_T$ by $\mu_\epsilon = \mu_T - \epsilon p$. As we inherit a commuting action of $T$ and $H$ on this, we can investigate the fixed-point set $M_{\Sigma}^T$. The fixed-point components come in three flavors: ‘old ones,’ i.e. components $\tilde{F}$ with $\mu(\tilde{F}) \in \Sigma^0$, ‘new ones,’ i.e. components $\tilde{F}$ with $0 \neq \mu(\tilde{F}) \in \partial(\Sigma)$, and the component at the vertex of $\Sigma$, which we can identify with $(M/\mathcal{H}T)$. Applying the localization theorem to $M_{\Sigma}$ gives

\begin{equation}
\int_{M_{\Sigma}} e^{\tilde{\omega}} \eta = \sum_F \int_F e^{\tilde{\omega}} i^*_F \eta + \sum_F \int_F \frac{e^{\tilde{\omega}} i^*_F \eta_{\Sigma}}{e_T(\nu_F)} + \int_{M/\mathcal{H}T} e^{\tilde{\omega}} i^* \eta_{\mathcal{H}T}.
\end{equation}

As a function on $t \oplus \mathfrak{h}$ this is ‘holomorphic’ (i.e. the analytic continuation is holomorphic on the complexification $t_C \oplus \mathfrak{h}_C$), and for such functions it is proven by Jeffrey and Kogan [JK05, Lemma 3.3] that the residue with respect to $\Lambda$ and $-\Lambda$ give the same results. This leads to the equality

\begin{equation}
\text{JKRes}^\Lambda \left( \sum_F \int_F e^{\tilde{\omega}} i^*_F \eta + \sum_F \int_F \frac{e^{\tilde{\omega}} i^*_F \eta_{\Sigma}}{e_T(\nu_F)} + \int_{M/\mathcal{H}T} e^{\tilde{\omega}} i^* \eta_{\mathcal{H}T} \right) [dx] = \text{JKRes}^{-\Lambda} \left( \sum_F \int_F e^{\tilde{\omega}} i^*_F \eta + \sum_F \int_F \frac{e^{\tilde{\omega}} i^*_F \eta_{\Sigma}}{e_T(\nu_F)} + \int_{M/\mathcal{H}T} e^{\tilde{\omega}} i^* \eta_{\mathcal{H}T} \right) [dx].
\end{equation}

The modification of the moment map from $\mu_T$ to $\mu_\epsilon$ is done exactly to ensure that the residue operation is valid for all the terms appearing above. Next it is shown in [JK05, §5.2] that in fact, for small enough $\epsilon > 0$ and with the choices of $\Lambda$, $\Sigma$ and $\mu_\epsilon$ as above, 4 terms in this equality are zero, leading to

\begin{equation}
\text{JKRes}^{-\Lambda} \int_{M/\mathcal{H}T} e^{\tilde{\omega}} i^* \eta_{\mathcal{H}T} [dx] = \text{JKRes}^\Lambda \sum_F \int_F e^{\tilde{\omega}} i^*_F \eta_{\mathcal{H}T} [dx].
\end{equation}

Finally, take the limit as $\epsilon \to 0$. By identifying the weights of $T$ on $\nu_{M/\mathcal{T}}$ (which is a bundle of rank dim $t$), one obtains

\begin{equation}
\lim_{\epsilon \to 0^+} \text{JKRes}^{-\Lambda} \int_{M/\mathcal{T}} e^{\tilde{\omega}} i^* \eta_{\mathcal{T}} [dx] = \int_{M/\mathcal{T}} e^{\tilde{\omega}} \kappa \eta.
\end{equation}
and finally this gives
\[ \int_{M/T} \kappa(\eta) e^{i\omega} = \sum_{F \subset MT} \text{JKRes}^A \int_F e^{iF\eta} [dx]. \]

This is how theorem 3.1 is proved in the non-equivariant case in [JK05]. Now in order to make this valid in the presence of the extra group action of \( H \), we remark that because the actions of \( T \) and \( H \) on \( M \) commute, the action of \( H \) descends to \( M_\Sigma \). Now we can use our approximation of the Borel model by smooth finite-dimensional spaces \( M \times E_i H / H \), determined by finite-dimensional approximations \( E_i H \to B_i H \), to the classifying space \( EH \to BH \). These spaces are not symplectic, but they still are Poisson manifolds, with the fibers of \( M \times H E_i H \to B_i H \) as the symplectic leaves. Furthermore, as the moment map \( \mu_G : M \to g^* \)-action is invariant under \( H \), we get moment maps \( M \times G E_i H \to g^* \) in the sense of Poisson geometry; see e.g. [OR04]. Also, as the proof of the localization theorem used in (22) essentially only uses the functoriality of the integral as a push-forward (see [AB84]), we can apply it to other (proper) push-forwards as well. In particular, consider
\[ (M_\Sigma \times E_i H) / H \to B_i H. \]

Denote the corresponding push-forward by \( \tilde{f}_i \), so that
\[ \int_i : H^*_T G (((M_\Sigma \times E_i H) / H) \to H^*_T G (B_i H) = H^*_T G(*) \otimes H^*(B_i H) \]
and
\[ \int_i : H^*_T G ((F \times E_i H) / H) \to H^*_T G(*) \otimes H^*(B_i H). \]

The equivalent of the localization formula is then
\[ \int_i \alpha = \sum_{F \times E_i H \subset M \times E_i H H} \int_i e^{iF\alpha} \frac{i_F^* \alpha}{e^n_T(n_F \times E_i H H)}. \]

We can now apply the residue operation \( \text{JKRes}^A \) to both sides (or rather the obvious extension of the residue from \( k(t) \) to the various \( k(t) \otimes H^*(B_i H) \)), and we observe that for the same reasons as in [JK05], the equivalences of (23) and the cancellations of the four terms are still valid — this time interpreted as happening in \( H^*(B_i H) \). The same is the case for the equivalent statement of (24): essentially the only thing we need to remark for this is that the weights for the action of \( T \) occurring on the normal bundles of \( M/T \) in \( M_\Sigma \) are the same as the weights for the normal bundle of \( MT \times E_i H \) in \( M_\Sigma \times E_i H \). Furthermore, as all the spaces are finite-dimensional, the inverses of the Euler classes exist in the usual way. So we have
\[ \int_{i,M} \kappa(\eta) = -\text{JKRes}^A \sum_{F \subset MT} \int_i \frac{\eta^*}{e^n_T(n_F \times E_i H H)} [dx]. \]
Now we want to take the limit $i \to \infty$ to obtain the desired $H$-equivariant result. We need to observe in which ring we allow all of the manipulations to take place. Begin by remarking that in the proof of the abelian localization theorem [AB84], which was the basis of all of our localization results, one had to kill some of the torsion in the equivariant cohomology ring, but tensoring with the full fraction field $k(t)$ is a bit excessive. In particular, we can do with just inverting all products of linear factors $\prod_i \beta_i$, with $\beta_i \in t^*$.

Doing this has the advantage that we still have a grading on the ring we obtain (say $H_T^*(\ast)$). This gives a bigrading on $H^*_{T \times H}(F) = H_T^*(\ast) \otimes H^*_H F$ for all $F \subset M^T$. Now complete these rings by means of the filtration

$$\cdots \subset R_{k+1} \subset R_k \subset R_{k-1} \subset \cdots$$

where $R_k$ consists of finite sums of elements of bidegree $(i,j)$ such that $i + 2j \geq k$. This completion has all the desired properties (though it is of course not unique as such): it contains the formal cohomology classes $e^{\hat{\omega}}$, and it allows us to invert the equivariant Euler classes — because of the splitting principle we can write without loss of generality as $e_{T \times H}(v_F) = \prod_i (\beta_i + c_1 \nu_i,F)$ with $\beta_i \in t$, $c_1 \nu_i,F \in H^2_H F$ — as

$$\frac{1}{e_{T \times H}(v_F)} = \prod_i \frac{1}{\beta_i} \sum_{j=0}^{\infty} \left( -\frac{c_1(\nu_i,F)}{\beta_i} \right)^j.$$

The residue $\text{JKRes}^A$ of an integral of such a class will lie in the usual completion of $H^*_H(\ast)$ by degree. This completes the proof of theorem 3.2. \[ \Box \]
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