Phenomenology of anomalous chiral transports in heavy-ion collisions
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Abstract.
High-energy Heavy-ion collisions can generate extremely hot quark-gluon matter and also extremely strong magnetic fields and fluid vorticity. Once coupled to chiral anomaly, the magnetic fields and fluid vorticity can induce a variety of novel transport phenomena, including the chiral magnetic effect, chiral vortical effect, etc. Some of them require the environmental violation of parity and thus provide a means to test the possible parity violation in hot strongly interacting matter. We will discuss the underlying mechanism and implications of these anomalous chiral transports in heavy-ion collisions.

1 Introduction

High-energy heavy-ion collisions can generate deconfined quark-gluon plasma (QGP). In addition, strong magnetic fields can also be created in, e.g., non-central heavy-ion collisions \cite{1, 2}. This is because that the two colliding nuclei generate two electric currents in opposite directions and thus produce a magnetic field perpendicular to the reaction plane which is the plane defined by the impact parameter and the beam direction. Strong electric fields can also be generated owing to event-by-event fluctuations or in asymmetric collisions like Cu + Au collision \cite{3, 4}. Similarly, in a non-central heavy-ion collisions, a finite angular momentum can be retained in the collision region which can induce a finite vorticity. Recent numerical simulations and experimental measurement of the $\Lambda$ hyperon spin polarization showed that such generated vorticity can be very large \cite{5–7}. Thus the heavy-ion collisions provide a unique terrestrial environment to study QCD matter in strong electromagnetic field and under fast (local) rotation. We will in the next section discuss the generation of the magnetic field and flow vorticity in heavy-ion collisions.

Once coupled to the chiral anomaly, the electromagnetic field and flow vorticity can induce a number of novel transport phenomena — the anomalous chiral transports (ACTs). One famous example is the chiral magnetic effect (CME) which is the generation of an electric current along the direction of the external magnetic field in a matter in which the right-handed fermions and left-handed fermions have unequal chemical potentials \cite{8, 9}. Other ACTs include the chiral separation effect (CSE) \cite{10}, chiral vortical effects (CVEs) \cite{11–13}, chiral electric separation effects (CESE) \cite{14, 15}, etc. New collective modes can arise through the interplay among these ACTs, e.g., the chiral magnetic wave.
Figure 1. (Left) The geometrical illustration of a typical non-central heavy-ion collision. The magnetic field $\vec{B}$ is expected to be perpendicular to the reaction plane. (Right) The electromagnetic fields at $t = 0$ and $\vec{r} = \vec{0}$ versus the impact parameter $b$. Figures are modified from Ref. [2, 20].

Recently, the experiments performed at RHIC and LHC generated data with features consistent with the expectation of the CME and CVE as well as the CMW. However, there exist elliptic-flow induced background effects which strongly mask the signals and make the interpretation of the experimental results ambiguous. We will give a pedagogical introduction to the underlying mechanism of the ACTs and then discuss their experimental searches.

2 Magnetic fields and vorticity in heavy-ion collisions

2.1 Magnetic fields

In Fig. 1 (left), we illustrate a typical non-central heavy-ion collision event. Two nuclei are accelerated to very high speed and then collide. During the collision, the two nuclei produce two counter-propagating currents which in turn induce a magnetic field whose direction is perpendicular to the reaction plane. (Strictly speaking, only after the event average the direction of the magnetic field is perpendicular to the reaction plane. On the event-by-event basis, the direction of the magnetic field fluctuates as a consequence of the fluctuation of the proton position in the nucleus [18, 19].) The question is: how strong the magnetic field can be? We can make a rough estimate by using the Biot-Savart formula, $eB \sim \gamma \alpha_{EM} Z / R_A^2$, where $\gamma$ is the Lorentz gamma factor associated with the moving nuclei, $\alpha_{EM}$ is the fine structure constant, $Z$ is the charge number of the nucleus, and $R_A$ is the radius of the nucleus. For RHIC Au + Au collisions at $\sqrt{s} = 200$ GeV, the magnetic field is very large, ~ $10^{19}$ Gauss, and for LHC Pb + Pb collisions at $\sqrt{s} = 2.76$ TeV the magnetic field can reach the order of $10^{20}$ Gauss.

More realistic numerical simulations indeed confirm that the high-energy heavy-ion collisions can generate extremely strong magnetic fields as well electric fields. In Fig. 1 (right), we present the numerical result for the magnetic fields as well as the electric fields at $t = 0$ (defined as the time when the two nuclei overlap maximally) and at $\vec{r} = \vec{0}$ (the center of the overlapping zone) [2, 20]. The simulations show some interesting features of the electromagnetic fields in heavy-ion collisions. (1) When $b < 2R_A$, $\langle e\vec{B} \rangle$ ($\langle \cdot \cdot \cdot \rangle$ means event average) is perpendicular to the reaction plane and its strength is roughly linearly proportional to $b$. (2) The strength $e|\vec{B}|$ is roughly proportional to the beam energy $\sqrt{s}$. (3) The event-by-event fluctuation of the proton position induces a finite electric field at the center $\vec{r} = \vec{0}$ which after the event average goes to zero. But in some asymmetric collisions, e.g., the Cu + Au collision, there is a persistent electric field whose strength is of the same order as the magnetic
The existence of strong magnetic fields in heavy-ion collisions suggests the existence of fast rotation and/or large flow vorticity in the QGP. In classical physics, the Larmor’s theorem relates the motion of a charged particle in a magnetic field \( \vec{B} \) to the motion in a rotating frame with angular velocity \( \vec{\Omega} = -q\vec{B}/(2m) \) with \( m \) and \( q \) the mass and charge of the particle. In quantum physics, the Einstein-de-Haas effect is the generation of a rotation by magnetizing a ferromagnetic material which is a consequence of the spin polarization by the magnetic field. Besides, it is also natural to expect that heavy-ion collisions could create flow vorticity. Let us consider a non-central heavy-ion collision with impact parameter \( b \) as shown in Fig. 2 (left). Before the collision, the total angular momentum \( J_0 \) with respect to the collision center is roughly given by \( Ab \sqrt{s}/2 \) with \( A \) the total nucleon number in one nucleus. After the collision, a fraction of \( J_0 \) will be kept in the produced quark-gluon matter and manifests itself as a shear of the longitudinal flow because the equation of state of the quark-gluon matter is too soft to support a global rigid rotation. Thus the nonzero local vorticity arises as a consequence of this shear flow and the direction of the vorticity would be merely along the direction of angular momentum which is perpendicular to the reaction plane.
Figure 3. (Left) Lowest Landau level in a strong magnetic field. (Right) The electric field pumps LH fermions into RH fermions near the zero node which leads to the chiral anomaly.

We have performed more realistic numerical simulations recently [5, 22]; see also [6]. In Fig. 2 (right), we show the vorticity as a function of the impact parameter for RHIC Au + Au collisions at $\sqrt{s} = 200$ GeV. The vorticity is defined as $\vec{\omega}_1 = \vec{\nabla} \times \vec{v}$ and $\vec{\omega}_2 = \gamma^2 \vec{\nabla} \times \vec{v}$ where $\vec{v}_1$ represents the velocity of particle flow while $\vec{v}_2$ represents the velocity of energy flow. According to our simulation, the vorticity generated in the heavy-ion collisions is indeed very large and it shows up some interesting features. (1) After suitably averaged over the collision region and then over many events, the vorticity is perpendicular to the reaction plane. But both the magnitude and the azimuthal direction of the vorticity suffer from the event-by-event fluctuation, and as a consequence, the vorticity direction is blurred from being perfectly perpendicular to the reaction plane. (2) The vorticity is larger for larger impact parameter $b$ when $b \leq 2R_A$ and when $b > 2R_A$ it drops. (3) Although the total angular momentum $J_0$ increases with $\sqrt{s}$, the event-averaged vorticity at mid rapidity decreases with increasing $\sqrt{s}$. This counterintuitive behavior is mainly because that the quark-gluon medium at mid rapidity behaves closer to the Bjorken boost invariant picture at higher $\sqrt{s}$ and thus supports lower vorticity.

The vorticity can be measured through measuring the spin polarization of hadrons, e.g., the $\Lambda$ hyperon [23–26]. The underlying mechanism is the spin-orbit coupling. The vorticity induces orbital motion of the quarks which then polarizes the spin of quarks through spin-orbit coupling. The spin polarization of quarks can be inherited by hadrons of finite spin, e.g., the $\Lambda$ hyperon, after hadronization, which can in turn be measured. Recently, the STAR collaboration at RHIC measured the $\Lambda$ and $\bar{\Lambda}$ spin polarization with respect to the reaction plane from which they deduced an averaged vorticity over the beam energy region $7.7 \text{ GeV} < \sqrt{s} < 200 \text{ GeV}$: $\omega \sim (9 \pm 1) \times 10^{21} / s$ [7]. This is the highest vorticity comparing to the vorticity of all other known fluids.

3 Anomalous chiral transports

Perhaps the most intriguing effects that the strong electromagnetic fields and the strong vorticity can induce are the anomalous chiral transports (ACTs). The famous examples of ACTs are the chiral magnetic effect, chiral vortical effects, chiral separation effects, etc. We in this section will give a pedagogical discussion about the underlying mechanisms of the ACTs; more discussions can be found in Refs. [20, 27, 28].

Let us start with the $U_A(1)$ chiral anomaly which is the basis of the ACTs. Let us consider a massless Dirac fermion of charge $e > 0$ in a strong constant magnetic field along the $z$ direction. This is the usual Landau problem in quantum mechanics. The energy spectrum consists of different Landau
levels,
\[ E_n^2 = p_z^2 + 2neB, \quad n = 0, 1, 2, \cdots, \quad (1) \]
where \( n \) labels the Landau levels. The lowest Landau level (LLL), \( n = 0 \), is special, see Fig. 3 (left). First, the LLL is gapless while all the higher Landau levels are gapped with a magnitude of \( \sqrt{2neB} \). Thus when \( eB \) is large, we need to consider only the LLL. Second, the spin of LLL is fully polarized, namely, the LLL is non-degenerate in spin. All the states of the LLL are of spin up. In a many-body picture, this means that the LLL fermions are all have spin up. Third, the dynamics of LLL is 1+1 dimensional because the transverse motion of the LLL fermion is frozen. We define the chirality for each LLL fermion according to its momentum direction with respect to its spin direction. If \( p_z \) is parallel to the spin, we call it a right-handed (RH) fermion; if \( p_z \) is opposite to its spin, we call it a left-handed (LH) fermion.

In this situation, the numbers of RH and LH fermions are separately conserved, namely, \( \partial_\mu J_{R/L}^\mu = 0 \) with \( J_{R/L}^\mu = (1/2)\bar{\psi}\gamma^\mu(1 + \gamma_5)\psi \), or equivalently, \( \partial_\mu J_V^\mu = 0 \) and \( \partial_\mu J_A^\mu = 0 \), where the vector and axial currents are defined as \( J_V^\mu = J_R^\mu + J_L^\mu \) and \( J_A^\mu = J_R^\mu - J_L^\mu \).

Now we apply an electric field in the same direction as the magnetic field, see Fig. 3 (right). Near the node \( p_z = 0 \), the electric field can drive the downward moving particles to upward moving and thus tune some LH fermions to RH fermions. In such case, although the sum of the numbers of RH and LH fermions, \( N_V = N_R + N_L \), is still conserved, the difference \( N_A = N_R - N_L \) is not conserved. We can calculate the changing rate of \( N_A \) in the following way. Suppose the RH and LH fermions have Fermi surfaces \( p_F^{R/L} \). Then

\[ N_{R/L} = V p_F^{R/L} eB 2\pi 2\pi, \quad (2) \]

where \( eB/(2\pi) \) is the transverse density of state and \( V \) is the spatial volume. Thus,

\[ \frac{dN_{R/L}}{dt} = V p_F^{R/L} eB 2\pi 2\pi = \pm V eE eB 2\pi 2\pi, \quad (3) \]

which implies \( dN_V/dt = 0 \) and \( dN_A/dt = Ve^2EB/(2\pi^2) \) which, written in a differential form, is essentially

\[ \partial_\mu J_A^\mu = e^2 2\pi^2 E \cdot B. \quad (4) \]

This result is known as chiral or axial anomaly. Although we obtain Eq. (4) by considering strong magnetic field so that only the LLL is occupied, the result is actually true for weak magnetic field too, because the higher Landau levels are degenerate in chirality so that they do not contribute to Eq. (4).

Now we remove the electric field and calculate the RH and LH currents along the magnetic field, see Fig. 4 (left). A current is equal to the density that the current carries times the velocity of the constitute particles. For massless particle, the velocity is one. Thus we have

\[ J_{R/L} = \pm n_{R/L} = \pm p_F^{R/L} eB 2\pi 2\pi, \quad (5) \]

where the minus sign for LH current is because LH fermions move opposite to the direction of the magnetic field. This gives

\[ J_V = p_F^R - p_F^L eB 2\pi 2\pi = \mu_A eB 2\pi^2, \quad (6) \]

where \( \mu_A \) is the axial magnetic moment. This means that the axial current is a vector potential.
where we have defined the axial chemical potential $\mu_A = (\mu_R - \mu_L)/2$. This current is the chiral magnetic current \cite{8,9}. Similarly,

$$J_A = \frac{p_R^F + p_L^F}{2\pi} \frac{eB}{2\pi} = \frac{\mu_V}{2\pi^2} eB,$$

(7)

where $\mu_V = (\mu_R + \mu_L)/2$. This is the chiral separation effect (CSE) \cite{10}; it appear even when $p_R^F = P_L^F$, see Fig. 4 (right). We note that the CME has very intriguing properties. First, it is a macroscopic quantum effect. Second, its occurrence requires P and CP violation in the medium. Third, the generation of the CME current is time reversal even, namely, there is no associated entropy production. Thus the CME current is a kind of superconducting current. We also emphasize that the CME conductivity is fixed by the chiral anomaly and thus is free of renormalization.

In classical physics, a charged particle of mass $m$ in a magnetic field is equivalent to being in a rotating frame with frequency $eB/(2m)$. This suggests that there may exist effects analogous to CME and CSE but induced by rotation or vorticity. Let us consider a massless particle in a rotating frame. The particle feels a Coriolis force, $\vec{F} = 2p \vec{r} \times \vec{\omega} + O(\omega^2)$, where $\vec{\omega}$ is the rotating frequency. We have assumed that $\omega$ is so small that we neglect the centrifugal force which is $O(\omega^2)$. As the Coriolis force is very similar with the Lorentz force (replacing $eB$ by $2p\omega$), we can consider the “Landau level problem” in rotating frame. Let us again consider only the LLL. Comparing to the magnetic case, the only difference is that the expression for the density is modified:

$$n_{R/L} = (2\pi)^{-2} \int_0^\infty dp_z 2p_z \omega \theta(p_F^R - p_z) = (p_F^{R/L})^2 \omega/(2\pi)^2.$$ 

Thus the currents:

$$J_V = n_R - n_L = \frac{\mu_V \mu_A}{\pi^2} \omega,$$

(8)

$$J_A = n_R + n_L = \frac{\mu_V^2 + \mu_A^2}{2\pi^2} \omega.$$ 

(9)

This is the chiral vortical effects \cite{11–13}. More rigorous derivation shows that there is an additional term, $T^2 \omega/6$, in $J_A$ which may be related to the gravitational anomaly \cite{29}.

The electric field can also lead to anomalous transport, that is the chiral electric separation effect (CESE) \cite{14}. It is not directly related to the chiral anomaly and its appearance requires both P and C violation. The CESE represents an axial current along the direction of the electric field. Its expression

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{(Left) The arising of the chiral magnetic effect. (Right) The arising of the chiral separation effect.}
\end{figure}
Table 1. Table of anomalous chiral transports

|   | $\vec{E}$ | $\vec{B}$ | $\vec{\omega}$ |
|---|---|---|---|
| $\vec{J}_V$ | $\sigma$ | $\frac{e\mu_A}{2\pi^2}$ | $\frac{\mu_V\mu_A}{\pi^2}$ |
| $\vec{J}_A$ | $\propto \frac{\mu_V\mu_A}{T^2}\sigma$ | $\frac{e\mu_V}{2\pi^2}$ | $\frac{T^2}{6} + \frac{\mu_V^2 + \mu_A^2}{2\pi^2}$ |

Collective modes: chiral electric wave, chiral magnetic wave, chiral vortical wave

for two flavor QCD up to leading-log accuracy is given by [15]

$$\vec{J}_A \approx 14.5163 \text{Tr}(Q_e Q_A) \frac{\mu_V \mu_A}{T^2} \frac{eT}{g^4 \ln(1/g)} \vec{E}, \quad (10)$$

where $Q_e$ and $Q_A$ are charge matrix and axial matrix in flavor space, $g$ is the strong coupling constant.

There can emerge collective modes from the coupled evolution of the axial and vector charges via CME and CSE, or vector CVE and axial CVE, or CESE and the usual Ohm’s law. For example, the continuation equations for vector and axial charges can be written in terms of RH and LH charges

$$\partial_t \delta J^0_{R/L} + \vec{\nabla} \cdot \vec{J}^0_{R/L} = 0. \quad (11)$$

Now we substitute the CME and CSE expressions, and consider small departures from equilibrium for $J^0_{R,L}$ and $\mu_{R,L}$ and keep linear terms in the small departures:

$$\partial_t \delta J^0_{R} + \frac{\epsilon^2}{4\pi^2\chi_R} \vec{B} \cdot \vec{\nabla} \delta J^0_{R} = 0, \quad (12)$$

$$\partial_t \delta J^0_{L} - \frac{\epsilon^2}{4\pi^2\chi_L} \vec{B} \cdot \vec{\nabla} \delta J^0_{L} = 0, \quad (13)$$

where $\chi_R = \partial J^0_R / \partial \mu_R$ and $\chi_L = \partial J^0_L / \partial \mu_L$ are susceptibilities for RH and LH chiralities. These two equations express two collective, gapless, wave modes which are called the chiral magnetic waves (CMWs) [16]. Similarly, if we consider the CESE and the Ohm’s law, we can find new collective modes, the chiral electric waves and axial or vector density waves [14]; if we consider the two CVEs, we can find chiral vortical waves [17]. Further more, if one consider, e.g. both magnetic field and vorticity, there emerge more collective modes. Finally, we summarize the anomalous chiral transports in Table (1).

4 Anomalous chiral transports in heavy-ion collisions

If the ACTs occur in the heavy-ion collisions, what will be their experimental signals? As the magnetic fields are, on average over events, perpendicular to the reaction plane, the CME will drive a charge dipole in the fireball which will be converted to a charge dipole in momentum space and can be tested via detecting the final charged hadron distribution. Similarly, the CVE will induce a baryonic dipole with respect to the reaction plane and can be tested by detecting the final baryon number distribution. The CESE, together with the CME, may drive a charge quadrupole in, e.g. Cu + Au collisions and thus may be tested. The CMW may induce a splitting between the elliptic flows of positively and negatively charged particles and the CVW may induce a splitting between the elliptic flows of baryons and antibaryons. We will focus on the CME.
Because $\mu_A$ is fluctuating over events, the CME-induced charged dipole is also fluctuating. To measure this dipolar fluctuation, one can use the following charge-dependent two-particle azimuthal correlation [30]:

$$\gamma_{\alpha\beta} \equiv \langle \cos(\phi_\alpha + \phi_\beta - 2\Psi_{\text{RP}}) \rangle,$$  
(14)

where $\alpha$ and $\beta$ denote the charges, $\phi_\alpha$ and $\phi_\beta$ are the corresponding azimuthal angles, $\Psi_{\text{RP}}$ is the reaction plane angle, and $\langle \cdots \rangle$ is event average. It is easy to see that a charge separation with respect to the reaction plane will give a positive $\gamma_+$ and $\gamma_-$ (will be referred to as $\gamma_{\text{OS}}$) while a negative $\gamma_{++}$ or $\gamma_-$ (will be referred to as $\gamma_{\text{SS}}$). In real experiments, the measurements are done with three-particle correlations where the third hadron (of arbitrary charge) is used to reconstruct the reaction plane.

The correlation $\gamma_{\alpha\beta}$ was measured by STAR Collaboration at RHIC for Au + Au and Cu + Cu collisions at $\sqrt{s} = 200$ GeV [31, 32], by PHENIX Collaboration at RHIC for Au + Au collisions at $\sqrt{s} = 200$ GeV [33], by ALICE Collaboration at LHC for for Pb + Pb collisions at $\sqrt{s} = 2.76$ TeV [34], and by CMS Collaboration at LHC for Pb+Pb collisions at $\sqrt{s} = 5.02$ TeV [35]. At mid-central collisions, these measurements show clear positive $\gamma_{\text{OS}}$ and negative $\gamma_{\text{SS}}$ with features in consistence with the expectation of the CME. The STAR Collaboration also measured $\gamma_{\alpha\beta}$ at different beam energies [36] and found that $\gamma_{\alpha\beta}$ persists as long as the beam energy is larger than 19.6 GeV.

However, the interpretation of the data is ambiguous owing to possible background effects that are not correlated to CME. For example, the transverse momentum conservation (TMC) can induce a back-to-back correlation which contributes to $\gamma_{\alpha\beta}$ [37–39], which can be subtracted by making a difference $\Delta\gamma \equiv \gamma_{\text{OS}} - \gamma_{\text{SS}}$ as the TMC is charge blind. There are also charge dependent background effects, like the local charge conservation (LCC) or neutral cluster decay [40, 41] which gives a finite contribution to $\Delta\gamma$: $\Delta\gamma_{\text{LCC}} \approx Mv_2/N$ where $M$ is the number of hadrons in a local neutral cell, $N$ is the multiplicity, and $v_2$ is the elliptic flow. To disentangle the possible CME signal which is proportional to the magnetic field squared and the flow-related backgrounds which is proportional to $v_2$, one can either vary the backgrounds with the signal fixed or vary the signal with the backgrounds fixed. The former approach was carried out by using central U + U collisions [42] where sizable $v_2$ can appear due to the prolate shape of uranium nucleus but the magnetic field should be small [19]. The experimental result from the STAR Collaboration shows that in the $0 – 1\%$ most central events of U + U collisions at $\sqrt{s} = 193$ GeV there is indeed sizable $v_2$ and very small $\Delta\gamma$ [43]. However, it was found later that the total multiplicity is far less correlated to the number of binary collisions than expected [44], thus the shape selection is hard to control. The latter approach can be achieved by using the isobaric collisions, such as $^{96}\text{Ru}$ and $^{96}\text{Zr}$ [42, 45–47]. It is expected that Ru + Ru and Zr + Zr collisions at the same beam energy and same centrality will produce similar elliptic flow but a $10\%$ difference in the magnetic fields. Thus if the $\gamma$ correlation contains contribution from CME, the isobaric collisions could have a chance to see it by comparing the same $\gamma$ correlation in Ru + Ru and Zr + Zr collisions. The detailed simulation in Ref [45] indeed found that the two collisions at $\sqrt{s} = 200$ GeV have more than $10\%$ difference in the CME signal and less than $2\%$ difference in the elliptic-flow-driven backgrounds for the centrality range of $20 – 60\%$ by assuming that the CME contribution to the $\gamma$ correlation is $1/3$. Such a difference is feasible in current of heavy-ion collisions and RHIC have planed the isobaric run in 2018, so let us look forward to their result which will be a very important step towards the detection of the CME in heavy-ion collisions.

Recently, the CMS Collaboration reported the result of $\gamma_{\alpha\beta}$ in high multiplicity events in p + Pb and Pb + Pb collisions at $\sqrt{s} = 5.02$ TeV [35], in which they found similar $\gamma_{\alpha\beta}$’s in p + Pb and in Pb + Pb as functions of multiplicity. These results suggest that the gamma correlation at 5.02 TeV or above in both p + Pb and Pb + Pb collisions are dominated by background effects. This is somehow compatible with the measurement of STAR collaboration in which the so-called $H$ correlation in measured at various energies through the Beam Energy Scan (BES) program [36]. If one extrapolates
the $H$ correlation from lower energies to $\sqrt{s} = 5.02$ TeV, one can find that $H$ correlation is actually small there. See relevant articles in this volume. More studies are definitely needed.

To end this section, we discuss the possible observables for other ACTs. The CESE may lead to observable effect in, e.g., Cu + Au collisions where persist electric fields from Au to Cu nuclei exist [48]. The CVE can induce baryon number separation with respect to the reaction plane [49] and CVW may cause a $v_2$ splitting between $\Lambda$ and $\bar{\Lambda}$ [17]. Recently, the STAR Collaboration has reported the first measurement of CVE in Au + Au collisions at $\sqrt{s} = 200$ GeV [50] and the data is consistent with the expectation of CVE. But, similar with the case of CME and CMW detections, the data contains contributions from background effects like the transverse momentum conservation and the local baryon number conservation, and we need more efforts to understand the data.
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