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Abstract. Regression analysis is a statistical method used to model response variables with predictor variables. The approach to regression analysis can be done by parametric, semiparametric and nonparametric. The nonparametric approach is more complex than parametric. Some nonparametric approaches include local and spline polynomial. Local polynomial is the development of the Taylor series which has an arbitrated fixed point, while the splines are pieces of the spline function. In both spline and local polynomial modeling requires a smoothing parameter determined by GCV (General Cross Validation) method. In this paper, we developed a method of combining local and spline polynomials. The parameter estimation uses the OLS (Ordinary Least Square) method, yielding an estimator \((X^TK_hX)^{-1}X^TK_hy\), where \(X\) is a predictor variable with combination of polynomial and spline function, whereas \(K_h\) is a kernel function used for the combination of local polynomial and spline function.
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1. Introduction
Regression analysis is a statistical method used for modeling between response variables and predictor variables. Regression approach can be done with three approaches, namely parametric approach, semiparametric, and nonparametric. The parametric approach is done when the curve shape is known, while the nonparametric approach is done when the curve shape is unknown. A semiparametric approach is done when some curves shape are known and some are unknown. The curve shape in question is the curve between the response variable and the predictor variable. The parametric approach is often done, due to the ease of estimation. However, the parametric approach is tied to assumptions such as normal distributed residuals, homocedasticity, nonautocorrelation, and among predictor variables do not occur multicollinearity [9]. So if a problem is modeled using a parametric approach, but the obtained model are not met the assumptions, of course the model will be biased to use.

Nowadays, the nonparametric approach is developed with several methods such as local polynomial, spline truncated, Fourier, Wavelet and others. Nonparametric approach does not require assumptions such as semiparametric approach. The focus of the nonparametric approach is modeling based on the shape of data pattern. So sometimes nonparametric approach has a better accuracy than parametric approach. However, the nonparametric approach is more complex than parametric [1]. The
development of spline such as adaptive spline for hierarchical data [11], cubic B-spline [12] and exponential pseudo spline [13].

One of nonparametric approach is local polynomial. The local polynomial approach is a nonparametric approach based on the degree of polynomial, kernel function and arbited fix point value [10]. In modeling, the local polynomial uses kernel function as its weighting by estimating the value of its smoothing parameter [2]. The estimation of smoothing parameter is based on General Cross Validation (GCV) calculation and also Cross Validation. In addition to local polynomial, another nonparametric approach method is Spline. Spline is a truncated polynomial based on the spline function, so spline has high flexibility. In spline modeling, firsts we determine the knot point using GCV [3].

The nonparametric approach is more complex than parametric. However, there is no guarantee that a more complex approach will result in a better model. This paper will discuss about the combined modeling between local polynomial and spline. The combining is based on data distribution, and combining is based on model and residual. On data based combining, the data pattern changes based on a period. Residual based combining means the model is estimated with local polynomial while the residual value is estimated with spline.

2. Materials and Method
2.1 Parametric Regression
Parametric regression is a regression approach to determine the relationship pattern between response variables and predictor variables with regression curve shape is known. The equation of simple linear regression model as follows [1]

\[ y_i = \beta_0 + \beta_1 x_i + \epsilon_i, \quad i = 1,2,...,n. \]  

If written in matrix form, we obtain regression model:

\[ y = X\beta + \epsilon, \quad \text{where} \quad \epsilon \sim N(0,\sigma^2 I). \]

Estimation of regression coefficient \( \beta \) is done by using OLS (Ordinary Least Square). This method is done by minimizing \( \epsilon^T \epsilon \) against \( \beta \). The value of \( \epsilon^T \epsilon = (y - X\beta)^T (y - X\beta) \), derived against \( \beta \) so we obtain estimator

\[ \hat{\beta} = (X^T X)^{-1} X^T y. \]  

2.2. Local Polynomial
In the nonparametric regression approach where the curve is unknown, the regression function is assumed to be contained in a function space [4]. Nonparametric regression model have the form of:

\[ y_i = \eta(t_i) + \epsilon_i, i = 1,2,...,l \]

with \( y_i \) is response variable. The function \( \eta \) shape is unknown with \( t_i \) as a predictor variable and \( \epsilon_i \) is assumed to be \( N(0,\sigma^2) \) distributed and the curve \( \eta \) is assumed to be smooth and in a certain space. One approach to estimate \( \eta(t_i) \) is Local Polynomial method. The Local Polynomial Estimator is obtained by Taylor series containing polynomials of \( p \) degree. If \( \eta(t_i) \) is dragged by Taylor series with polynomial \( p \) degree then we obtain

\[ \eta(t_i) \approx \eta(t) + (t_i - t)\eta^{(1)}(t) + \cdots + (t_i - t)^p \eta^{(p)}(t) / p! \]  

where \( t_i \in [t-h,t+h] \).

If given \( \beta_r(t) = \frac{\eta^{(r)}(t)}{r!} \) with \( r = 0,1,2,...,p \) then Eq. (4) can be written as

\[ \eta(t_i) \approx \beta_0(t) + (t_i - t)\beta_1(t) + \cdots + (t_i - t)^p \beta_p(t). \]
Eq. 5 can be written as follows:
\[ \eta(t_i) \approx x_i^T \beta \] with
\[ x_i = \begin{bmatrix} 1 & (t_i - t)^1 & (t_i - t)^2 & \cdots & (t_i - t)^p \end{bmatrix}^T \] and \( \beta = \begin{bmatrix} \beta_0(t) & \beta_1(t) & \beta_2(t) & \cdots & \beta_p(t) \end{bmatrix}^T \).

Obtaining the \( \hat{\beta} \) estimator is done by minimizing the Weighted Least Square (WLS) criteria as follows:
\[ \sum_{i=1}^{n} (y_i - x_i^T \beta)^2 K_h(t_i - t). \tag{6} \]

\( K_h() = \frac{K(\cdot/h)}{h} \) where \( K \) is a kernel function and \( h \) is a bandwidth, so WLS criteria can be written as follows:
\[ (y - X\beta)^T K_h (y - X\beta) \tag{7} \]
where \( X_j = \begin{bmatrix} x_{j1}, x_{j2}, \ldots, x_{jn} \end{bmatrix}^T \); \( X = \begin{bmatrix} X_1^T, X_2^T, \ldots, X_m^T \end{bmatrix} \); and \( K_h = \text{diag}(K_1, \ldots, K_n) \) so we get estimation for \( \hat{\beta} \) as given:
\[ \hat{\beta} = (X^T K_h X)^{-1} X^T K_h y \tag{8} \]

One of estimation method on Local Polynomial is using WLS (Weighted Least Square) so we need weighting. One of the weighting used to obtain estimation is the Kernel Function (Eubank, 1988). Kernel function \( K \) with bandwidth \( h \) is defined as follows:
\[ K_h(x) = \frac{1}{h} K\left( \frac{x}{h} \right); \quad -\infty < x < \infty \quad \text{and} \quad h > 0. \]

The properties of kernel function are as follows [5]:
1. Uniform Kernel: \( K(x) = \frac{1}{2}; \quad I(|x| < 1) \)
2. Triangle Kernel: \( K(x) = (1 - |x|); \quad I(|x| < 1) \)
3. Eparichnikov Kernel: \( K(x) = \frac{3}{4}(1 - x^2); \quad I(|x| < 1) \)
4. Squares Kernel: \( K(x) = \frac{15}{16}(1 - x^2)^2; \quad I(|x| < 1) \)
5. Triweight Kernel: \( K(x) = \frac{35}{32}(1 - x^2)^3; \quad I(|x| < 1) \)
6. Cosinus Kernel: \( K(x) = \frac{\pi}{4} \cos \left( \frac{\pi x}{2} \right); \quad I(|x| < 1) \)
7. Gaussian Kernel: \( K(x) = \frac{1}{\sqrt{2\pi}} \exp \left( \frac{1}{2}(-x^2) \right) \)

2.3. Spline Truncated
The famous polynomial piece is spline [6]. Spline is defined as continuous and differentiable polynomial piece. Spline enables to adapt effectively toward data characteristics, so that optimal result can be obtained. The polynomial split points in spline are commonly called knot or knot point. The
knot point is a common fusion point that shows the behavioral changes of the spline function at different intervals. Spline of r order with knots on \( k_1, k_2, \ldots, k_p \) can be defined as a S function with the following form: \[ S(t) = \sum_{i=0}^{r-1} \theta_i t^i + \sum_{j=1}^{p} \delta_j (t-k_j)^{r-1} \] with \( \theta_i \) and \( \delta_j \) are real constants, in which:

\[ (t-k_j)^{r-1}, \text{ if } (t \geq k_j) \]
\[ 0, \text{ if } (t < k_j) \]

if \( r = 2 \), is called a linear spline, if \( r = 3 \), is called a quadratic spline, if \( r = 4 \), is called a cubic spline.

### 2.4. General Cross Validation

Bandwidth is controller between function and data so that the resulting function becomes smooth. Optimal bandwidth selection will obtain a good estimator of model. The selection of bandwidth that is too small will result in a very rough estimate curve (undersmoothing). Meanwhile, if the selection of bandwidth is too large, it will result in a very smooth estimation function curve (oversmoothing). Therefore optimal bandwidth selection is very important in nonparametric regression analysis [8]. One way to determine the optimal bandwidth is by using GCV (Generalized Cross Validation) method. The GCV function is given as follows:

\[ GCV(h) = \frac{MSE(h)}{\left( \frac{1}{n} tr[1 - A(h)] \right)^2} \]

with

\[ MSE(h) = \sum_{i=1}^{n} \left( y_i - \hat{y}_i \right)^2 \]

and \( A(h) \) is obtained from the relationship \( \hat{y} = A(h)y \).

The smallest GCV value will provide an optimal bandwidth \( h \) value.

### 3. Results and Discussion

Given response variable data \( (y_i) \) and predictor variable \( (x_i) \) amounting to \( m \) predictor variables. So it is modeled using regression model as follows:

\[ y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \cdots + \beta_{m} x_{im} + \varepsilon_i. \]  \[ \text{(10)} \]

The mix or combination approach is done by using local polynomial and spline truncated. The approach can be done with 2 different things. First, the combination approach is based on predictors and residuals. This means the predictor variables is approximated by using local polynomial while the residual is approached by spline, or vice versa. Second, the approach is based only on the predictor variables. This means for the \( j \)-th to \( v \)-th predictor variables use local polynomial, whereas the \( (v+1) \)-th to \( m \)-th predictor variables use spline, or vice versa.

#### 3.1. Predictors and residual based approach

Equation (9) can be written as follows:

\[ y_i = \eta(x_i) + \varepsilon_i, i=1,2,\ldots,l \]  \[ \text{(11)} \]

Where the value of \( \eta(x_i) \) is approached by using a local polynomial, while \( \varepsilon_i \) is approached by using a spline truncated, or vice versa. So if approached by using a local polynomial, then Eq. (10) becomes

\[ y_i = \beta_{01} + (x_{i1} - x)\beta_{11} + (x_{i1} - x)^2 \beta_{21} + \cdots + (x_{i1} - x)^p \beta_{p1} + \beta_{02} + (x_{i2} - x)\beta_{12} + (x_{i2} - x)^2 \beta_{22} \]
\[ + \cdots + (x_i\alpha - x)^p \beta_{p1} + \cdots + \beta_{lm} + (x_m\alpha - x) \beta_{lm} + (x_m\alpha - x)^2 \beta_{2m} + \cdots + (x_m\alpha - x)^p \beta_{pm} + \epsilon_i \]  

Eq. (11) is conversion of local polynomial for each predictor. So if predictor is approached by using local polynomial, each predictor will have an arbited fixed point value, polynomial order and their respective bandwidths. If the equation is written in matrix form \( \mathbf{y} = \mathbf{X}\mathbf{\beta} + \mathbf{\epsilon} \) with \( \mathbf{y} \) measures nx1, while \( \mathbf{\beta} \) measures (mp + 1)x1 while \( \mathbf{X} \) measures nx(mp + 1). Parameter estimation use WLS (Weighted Least Square) with kernel function as its weighting. Based on Eq. (11) we get the value of 

\[ \hat{\mathbf{\beta}} = (\mathbf{X}^T\mathbf{K_h}\mathbf{X})^{-1}\mathbf{X}^T\mathbf{K_h}\mathbf{y} \]  

with \( \mathbf{K_h} \) in nxn size.

The residual value is approached by using the spline truncated, so that in Eq. (10) there should be two functions as follows:

\[ y_i = \eta(x_i) + f(\epsilon_i) + \epsilon \]  

with \( f(\epsilon_i) \) residual value of local polynomial estimation. The curve \( f(\epsilon_i) \) will be approached using a spline truncated and \( \epsilon \) is residual value of the combined model.

\[ f(\epsilon_i) = \sum_{j=0}^{r-1} \theta_j \epsilon^j + \sum_{k=1}^{q} \delta_k (\epsilon - k_q)^{-1} \]  

with \( (\epsilon - k_q)^{-1} = \begin{cases} (\epsilon - k_q)^{-1}, & \text{if } \epsilon \geq k_j \\ 0, & \text{if } \epsilon < k_j \end{cases} \)

So the model becomes

\[ y_i = \eta(x_i) + \sum_{j=1}^{p} \theta_j \epsilon^j + \sum_{k=1}^{q} \delta_k (\epsilon_i - K_k)^p + \epsilon_i \]  

(14)

3.2. The Approach Based On All Predictor Values.

If given the regression model equation as follows:

\[ y_i = \beta_0 + \beta_1 x_i + \beta_2 x_2 + \cdots + \beta_p x_p + \epsilon_i \]  

(15)

So the Eq. (14) can be written

\[ y_i = \eta(x_i) + f(\pi_i) + \epsilon_i \]  

with \( f(\eta_i) \) will be approached by using local polynomial, while \( f(\pi_i) \) will be approached by using spline truncated. In equation (1) the constant value \( \beta_0 \) goes into local polynomial function, while in spline function there is no constant value. This can be done, or the constant value goes into spline function and local polynomial is not a problem. It is written in the following matrix form:

\[ \mathbf{y} = \mathbf{f}(\mathbf{\eta}) + \mathbf{f}(\mathbf{\pi}) + \mathbf{\epsilon} \]  

with

\[ \mathbf{y} = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{bmatrix}; \quad \text{If} \quad \mathbf{P}_1 = \begin{bmatrix} 1 & (x_{11}-x)^2 & \cdots & (x_{11}-x)^p \\ 1 & (x_{12}-x)^2 & \cdots & (x_{12}-x)^p \\ \vdots & \vdots & \ddots & \vdots \\ 1 & (x_{1n}-x)^2 & \cdots & (x_{1n}-x)^p \end{bmatrix}_{nx(p+1)} \]  

then

\[ f(\eta) = \begin{bmatrix} \mathbf{P}_1 & \mathbf{P}_2 & \cdots & \mathbf{P}_v \end{bmatrix} \]  

with \( v \) indicates the number of predictor variables approached by local polynomial.

If
\[ S_t = \begin{bmatrix} 1 & x_{(v+1)} & x_{(v+1)}^2 & \ldots & x_{(v+1)}^p & (x_{(v+1)} - K_1)^p & (x_{(v+1)} - K_2)^p & \ldots & (x_{(v+1)} - K_p)^p \\ 1 & x_{(v+2)} & x_{(v+2)}^2 & \ldots & x_{(v+2)}^p & (x_{(v+2)} - K_1)^p & (x_{(v+2)} - K_2)^p & \ldots & (x_{(v+2)} - K_p)^p \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ldots & \vdots \\ 1 & x_{(v+n)} & x_{(v+n)}^2 & \ldots & x_{(v+n)}^p & (x_{(v+n)} - K_1)^p & (x_{(v+n)} - K_2)^p & \ldots & (x_{(v+n)} - K_p)^p \end{bmatrix} \]

with \( p \) is spline degree, while \( K \) is a knot point. Thus the \((v + 1)\)-th predictor to the \( m \)-th predictor is approached by using the spline truncated as follows:

\[
f(\pi) = \left[ S_{(v+1)} \quad S_{(v+2)} \quad \ldots \quad S_m \right]. \tag{16}\]

In combined modeling with all predictor variables, basically the determination of which should first be modeled using local polynomial or spline truncated depends on the researcher. For example, the 1st to \( v \)-th predictor variable form a truncated pattern, whereas the \((v + 1)\)-th to \( m \)-th predictor variable form a localization model, then the spline modeling followed by the local polynomial. The requirement of this method to run, predictor variables must be grouped in advance which forms the truncated and which forms the localization. As for estimation use WLS approach with kernel weighting.

\[
y = A(\eta, \pi)\omega(\beta, \delta, \theta) + \varepsilon \tag{17}\]

with \( A(\eta, \pi) \) is a predictor composition matrix with local polynomial and spline truncated approaches and \( \omega(\beta, \delta, \theta) \) is parameter of local polynomial and spline truncated. Therefore the estimation with WLS obtains:

\[
\hat{\omega}(\beta, \delta, \theta) = (A^T(\eta, \pi)K_{bh}(\eta, \pi)A(\eta, \pi))^{-1}A^T(\eta, \pi)K_{bh}(\eta, \pi)y \tag{18}\]

where \( K_{bh} \) is kernel function matrix as a weighting. The kernel weighting is done not only on the local polynomial approach but also on the spline truncated function. However, if it is the approach of original spline truncated function, then the kernel weighting can be value of one.

While to obtain the optimum bandwidth value with GCV approach requires \( A(h) \) value, where \( A(h) = (A^T(\eta, \pi)K_{bh}(\eta, \pi)A(\eta, \pi))^{-1}A^T(\eta, \pi)K_{bh}(\eta, \pi) \). MSE value is obtained from MSE value of combined models between local polynomial and spline truncated.

4. Conclusion

Approximation using local polynomial only requires one parameter with kernel weighting. As for the spline truncated requires two parameters, but it needs knot points as weighting. The combined modeling between local polynomial and spline truncated yields a fairly complex model. However, it does not guarantee that the combined model is better than the simple model. Parameter estimation of combined model using WLS method, yields estimator formula that is similar to local polynomial parameter estimator or parameter estimator of spline truncated only.
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