LINEAR PROGRAMMING ESTIMATES FOR CESÀRO AND
ABEL LIMITS OF OPTIMAL VALUES IN OPTIMAL CONTROL
PROBLEMS

VLADIMIR GAITSGORY
Department of Mathematics, Macquarie University
Macquarie Park, NSW 2113, Australia

ILYA SHVARTSMAN∗
Department of Mathematics and Computer Science, Penn State Harrisburg
Middletown, PA 17057, USA

(Communicated by Peter E. Kloeden)

Abstract. We consider infinite horizon optimal control problems with time averaging and time discounting criteria and give estimates for the Cesàro and Abel limits of their optimal values in the case when they depend on the initial conditions. We establish that these limits are bounded from above by the optimal value of a certain infinite dimensional (ID) linear programming (LP) problem and that they are bounded from below by the optimal value of the corresponding dual problem. (These estimates imply, in particular, that the Cesàro and Abel limits exist and are equal to each other if there is no duality gap). In addition, we obtain IDLP-based optimality conditions for the long run average optimal control problem, and we illustrate these conditions by an example.

1. Introduction. In this paper, we consider infinite horizon optimal control problems with time averaging and time discounting criteria and give estimates for the Cesàro and Abel limits of their optimal values in the case when they depend on the initial conditions. We establish that these limits are bounded from above by the optimal value of a certain infinite dimensional (ID) linear programming (LP) problem and that they are bounded from below by the optimal value of the corresponding dual problem. (These estimates imply, in particular, that the Cesàro and Abel limits exist and are equal to each other if there is no duality gap). In addition, we obtain IDLP-based optimality conditions for the long run average optimal control problem.

An LP approach to optimal control problems allows to use the convex duality theory and LP-based numerical techniques for analysis and construction of optimal solutions, and this approach has been extensively studied in both deterministic and stochastic settings. For example, LP formulations of problems of optimal control of deterministic systems considered on finite time and infinite time intervals were studied in [15, 19, 23, 28, 29] and [11, 12, 13, 14, 27], respectively.
Despite a great deal of attention that the development of the LP approach to control problems has attracted, the issue about the validity of the LP representation for the Cesàro and Abel limits of the optimal values in case these limits are dependent on initial conditions has not been addressed until recently. In fact, to the best of our knowledge, first results in this direction for deterministic controlled ODEs were obtained in [3]. This paper was followed up by [4], where stronger results were obtained under weaker assumptions for deterministic controlled systems evolving in discrete time. (Note that related results were obtained in [20], [21] for Markov decision processes (MDP) with finite state/action spaces and in [18] for MDP with infinite uncountable state/action spaces). In this paper, we use ideas from [4] to strengthen and further develop some of the results of [3].

Consider the control system
\[ y'(t) = f(y(t), u(t)), \quad u(t) \in U, \quad t \in [0, \infty), \]
where \( U \) is a compact metric space, \( f(\cdot, \cdot) : \mathbb{R}^m \times U \to \mathbb{R}^m \) is continuous and satisfies Lipschitz condition in \( y \) uniformly in \( u \in U \). The controls \( u(\cdot) \) are measurable functions \( u(\cdot) : [0, \infty) \to U \), and the set of all such controls is denoted by \( U \). For a given \( u(\cdot) \in U \) and initial condition \( y(0) = y_0 \), the corresponding solution of (1) is denoted by \( y(t, y_0, u) \).

Let \( Y \subset \mathbb{R}^m \) be a non-empty compact set, equal to the closure of its interior. We denote by \( \mathcal{U}_f(y_0) \) and \( \mathcal{U}(y_0) \) the sets of controls such that
\[ y(t, y_0, u) \in Y \quad \forall t \in [0,T], \quad \text{(respectively, for any } t \in [0,\infty)). \]
Inclusion (2) can be interpreted as a state constraint. Everywhere in what follows, it will be assumed the set \( \mathcal{U}(y_0) \) is not empty for any \( y_0 \in Y \), that is, there exists at least one admissible control for any initial condition. (Systems that satisfy this property are called viable on \( Y \).)

On the trajectories of system (1), consider the optimal control problem
\[ \frac{1}{T} \inf_{u(\cdot) \in \mathcal{U}_f(y_0)} \int_0^T k(y(t, y_0, u), u(t))dt =: V_T(y_0) \]
and the optimal control problem
\[ \lambda \inf_{u(\cdot) \in \mathcal{U}(y_0)} \int_0^\infty e^{-\lambda t} k(y(t, y_0, u), u(t))dt =: h_\lambda(y_0), \]
where \( T > 0, \lambda > 0 \) are positive parameters and \( k(y, u) : \mathbb{R}^m \times U \to \mathbb{R} \) is a continuous function. Our focus will be on establishing estimates for the limits \( \lim_{T \to \infty} V_T(y_0) \) and \( \lim_{\lambda \to 0} h_\lambda(y_0) \) (called Cesàro and Abel limits, respectively). Matters related to the existence and the equality of Cesàro and Abel limits of the optimal values have been addressed by many authors (see, e.g., [1, 2, 6, 11, 16, 17, 22, 24, 25, 26]). A special feature and the novelty of our consideration is that we are making use of occupational measure reformulations of problems (3) and (4) and utilize the LP duality theory.

The paper is organized as follows. Section 2 is devoted to preliminaries. In particular, in this section, we reformulate optimal control problems (3) and (4) in terms of occupational measures, and we introduce the IDLP problem and its dual that are instrumental for our consideration. In Section 3 we establish that \( \limsup_{T \to \infty} V_T(y_0) \) and \( \limsup_{\lambda \to 0} h_\lambda(y_0) \) are less than or equal to the optimal value of this IDLP problem and that \( \liminf_{T \to \infty} V_T(y_0) \) and \( \liminf_{\lambda \to 0} h_\lambda(y_0) \) are greater than or equal to...
the optimal value of its dual. (A straightforward corollary of these statements is the
fact that the Cesàro and Abel limits exist and are equal if there is no duality gap).
In Section 4 we discuss IDLP-based optimality conditions for the long run average
optimal control problem. In Section 5, we consider an example illustrating results
obtained in Sections 3 and 4. Some of the results of this paper were announced in
[5], but, in contrast to [5] (and to [3]), we do not assume in this paper that the set
Y if forward invariant; we assume only that the system is viable on Y.

2. Occupational measures and IDLP problems. Denote by \( \mathcal{P}(Y \times U) \), \( \mathcal{M}_+(Y \times U) \) and \( \mathcal{M}(Y \times U) \) the spaces of probability measures, non-negative measures
and all finite measures, respectively, defined on the Borel subsets of \( Y \times \mathcal{U} \).

Let \( u(\cdot) \in \mathcal{U}(y_0) \) and \( y(t) = y(t, y_0, u(\cdot)), \ t \in [0, T] \). A probability
measure \( \gamma_{u(\cdot)} \in \mathcal{P}(Y \times U) \) is called the occupational measure generated by the pair
\((y(\cdot), u(\cdot))\) on the interval \([0, T]\) if, for any Borel set \( Q \subset Y \times U \),
\[
\gamma_{u(\cdot), T}(Q) = \frac{1}{T} \int_0^T 1_Q(y(t), u(t))dt,
\]
where \( 1_Q(\cdot) \) is the indicator function of \( Q \). It can be shown that this definition is
equivalent to the equality
\[
\int_{Y \times U} q(y, u) \gamma_{u(\cdot), T}(dy, du) = \frac{1}{T} \int_0^T q(y(t), u(t))dt
\]
for any \( q(\cdot) \in C(Y \times U) \) (see, e.g., Section 1 in [14]).

Let \( u(\cdot) \in \mathcal{U}(y_0) \) and \( y(t) = y(t, y_0, u(\cdot)), \ t \in [0, \infty) \). A probability measure
\( \gamma_{u(\cdot)}^\lambda \in \mathcal{P}(Y \times U) \) is called the discounted occupational measure generated by the pair
\((y(\cdot), u(\cdot))\) if for any Borel set \( Q \subset Y \times U \),
\[
\gamma_{u(\cdot)}^\lambda(Q) = \lambda \int_0^\infty e^{-\lambda t} 1_Q(y(t), u(t))dt.
\]
The latter definition is equivalent to the equality
\[
\int_{Y \times U} q(y, u) \gamma_{u(\cdot)}^\lambda(dy, du) = \lambda \int_0^\infty e^{-\lambda t} q(y(t), u(t))dt
\]
for any \( q(\cdot) \in C(Y \times U) \).

Let \( \Gamma_T(y_0) \) and \( \Theta^\lambda(y_0) \) denote the sets of all occupational and
discounted occupational measures, respectively, generated by admissible processes:
\[
\Gamma_T(y_0) := \bigcup_{u(\cdot) \in \mathcal{U}(y_0)} \{ \gamma_{u(\cdot), T} \}, \quad \Theta^\lambda(y_0) := \bigcup_{u(\cdot) \in \mathcal{U}(y_0)} \{ \gamma_{u(\cdot)}^\lambda \}
\]
and
\[
\Gamma_T := \bigcup_{y_0 \in Y} \Gamma_T(y_0), \quad \Theta^\lambda := \bigcup_{y_0 \in Y} \Theta^\lambda(y_0).
\]

Due to (6) and (7), problems (3) and (4) can be equivalently reformulated as
\[
\inf_{\gamma \in \Gamma_T(y_0)} \int_{Y \times U} k(y, u) \gamma(dy, du) = V_T(y_0),
\]
(9)
and
\[ \inf_{\gamma \in \Theta(y_0)} \int_{Y \times U} k(y, u)\gamma(dy, du) = h_\lambda(y_0). \] (10)

To describe convergence properties of occupational measures, we introduce the following metric on \( \mathcal{P}(Y \times U) \):
\[ \rho(\gamma', \gamma'') := \sum_{j=1}^{\infty} \frac{1}{2^j} \left| \int_{Y \times U} q_j(y, u)\gamma'(dy, du) - \int_{Y \times U} q_j(y, u)\gamma''(dy, du) \right| \]
for \( \gamma', \gamma'' \in \mathcal{P}(Y \times U) \), where \( q_j(\cdot), j = 1, 2, \ldots \), is a sequence of Lipschitz continuous functions dense in the unit ball of the space of continuous functions \( C(Y \times U) \) from \( Y \times U \) to \( \mathbb{R} \). This metric is consistent with the weak* convergence topology on \( \mathcal{P}(Y \times U) \), that is, a sequence \( \gamma^k \in \mathcal{P}(Y \times U) \) converges to \( \gamma \in \mathcal{P}(Y \times U) \) in this metric if and only if (5) holds.

Using the metric \( \rho \), we can define the “distance” \( \rho(\gamma, \Gamma) \) between \( \gamma \in \mathcal{P}(Y \times U) \) and \( \Gamma \subset \mathcal{P}(Y \times U) \) and the Hausdorff metric \( \rho_H(\Gamma_1, \Gamma_2) \) between \( \Gamma_1, \Gamma_2 \subset \mathcal{P}(Y \times U) \) as follows:
\[ \rho(\gamma, \Gamma) := \inf_{\gamma' \in \Gamma} \rho(\gamma, \gamma'), \quad \rho_H(\Gamma_1, \Gamma_2) := \max\{ \sup_{\gamma \in \Gamma_1} \rho(\gamma, \Gamma), \sup_{\gamma \in \Gamma_2} \rho(\gamma, \Gamma) \}. \]

Define the set \( W \) by
\[ W := \{ \gamma \in \mathcal{P}(Y \times U) | \int_{Y \times U} \nabla \phi(y)f(y, u)d\gamma(dy, du) = 0 \ \text{for all} \ \phi \in C^1 \}. \]

Here and below gradients are understood as row vectors, and \( C^1 \) is the space of continuously differentiable functions on \( \mathbb{R}^n \).

Consider the IDLP problem
\[ \inf_{(\gamma, \xi) \in \Omega(y_0)} \int_{Y \times U} k(y, u)\gamma(dy, du) =: k^*(y_0), \] (11)
where
\[ \Omega(y_0) := \{ (\gamma, \xi) \in \mathcal{P}(Y \times U) \times \mathcal{M}_+(Y \times U) | \gamma \in W, \int_{Y \times U} (\phi(y_0) - \phi(y))\gamma(dy, du) + \int_{Y \times U} \nabla \phi(y)f(y, u)\xi(dy, du) = 0 \ \forall \phi(\cdot) \in C^1 \}. \]
(12)

(This is an LP problem since both the objective function and the constraints are linear in the “decision variables” \( \gamma \) and \( \xi \).

Consider also the IDLP problem
\[ \sup_{(\mu, \psi(\cdot), \eta(\cdot)) \in \mathcal{D}} \mu := d^*(y_0), \] (13)
where \( \mathcal{D} \) is the set of triplets \( (\mu, \psi(\cdot), \eta(\cdot)) \in \mathbb{R}^1 \times C^1 \times C^1 \) that for all \( (y, u) \in Y \times U \) satisfy the inequalities
\[ k(y, u) + (\psi(y_0) - \psi(y)) + \nabla \eta(y)f(y, u) - \mu \geq 0, \] (14)
\[ \nabla \psi(y)f(y, u) \geq 0. \] (15)
The optimal value of problem (13) can be equivalently represented as
\[ d^*(y_0) = \sup_{(\psi, \eta)} \min_{(y, u)} \{ k(y, u) + (\psi(y_0) - \psi(y)) + \nabla \eta(y)f(y, u) \}. \] (16)
Problem (13)-(15) can be shown to be dual to (11) (see Section 5 of [3]) and it is proved in [3], Theorem 3.1, that
\[ k^*(y_0) \geq d^*(y_0). \] (17)

In this paper we will be using Clarke’s generalized gradient of a Lipschitz function \( \phi : \mathbb{R}^n \to \mathbb{R} \), which can be represented as a convex hull of the limits of the gradients, that is, (see, e.g.,[2], p.63)
\[ \partial \phi(y) = \text{co} \{ p | p = \lim_{k \to \infty} \nabla \phi(y_k) \text{ for some } y_k \to y \}. \] (18)

The following approximation property will also be used.

**Proposition 1.** ([8], Theorem 2.2) Let \( E \) be an open subset of \( \mathbb{R}^n \) and let \( \phi : E \to \mathbb{R} \) be a locally Lipschitz function. Then for any \( \varepsilon > 0 \) there exists a function \( \phi_\varepsilon : E \to \mathbb{R} \) of class \( C^\infty \) such that for any \( y \in E \)
\[ |\phi_\varepsilon(y) - \phi(y)| \leq \varepsilon \]
and
\[ \nabla \phi_\varepsilon(y) \in \bigcup_{y' \in (y+\varepsilon B) \cap E} \partial \phi(y') + \varepsilon B, \]
where \( B \) is an open unit ball.

3. Estimates for the Cesàro and Abel limits of the optimal values. The estimates from below are established by the following proposition.

**Proposition 2.** The following inequalities hold:
\[ \liminf_{T \to \infty} V_T(y_0) \geq d^*(y_0), \] (19)
and
\[ \liminf_{\lambda \downarrow 0} h_\lambda(y_0) \geq d^*(y_0). \] (20)

These inequalities were proved in Proposition 3.1 in [3] under the assumption of invariance of \( Y \), which is not used in the proof and can be replaced with viability. The proof below is much simpler than in [3].

**Proof of Proposition 2.** Assume that (19) is not true, that is, \( \liminf_{T \to \infty} V_T(y_0) < d^*(y_0) \). Then there exist \( \beta > 0 \) and a pair of \( C^1 \) functions \( (\psi(\cdot), \eta(\cdot)) \) with \( \psi(\cdot) \) satisfying (15), such that
\[ k(y, u) + (\psi(y_0) - \psi(y)) + \nabla \eta(y)(y, u) \geq \liminf_{T' \to \infty} V_{T'}(y_0) + \beta. \]

Taking into account that \( \psi(y(t)) \) is non-decreasing along an arbitrary admissible process \( (y(\cdot), u(\cdot)) \) due to (15), we have from the last inequality that
\[ k(y(t), u(t)) + \nabla \eta(y(t))(y(t), u(t)) \geq \liminf_{T' \to \infty} V_{T'}(y_0) + \beta, \quad t \geq 0. \]

Therefore,
\[ \frac{1}{T} \int_0^T k(y(t), u(t)) \, dt + \frac{1}{T} (\eta(y(T)) - \eta(y_0)) \geq \liminf_{T' \to \infty} V_{T'}(y_0) + \beta, \]
which implies that
\[ V_T(y_0) + \frac{1}{T} (\max_{y \in Y} \eta(y) - \eta(y_0)) \geq \liminf_{T' \to \infty} V_{T'}(y_0) + \beta. \]
By taking $\lim\inf_{T \to \infty}$ on the left side, we obtain a contradiction. Thus, (19) is proved.

Similarly, to prove (20) assume that it is not true and that there exist $\beta > 0$ and a pair of $C^1$ functions $(\psi(\cdot), \eta(\cdot))$ with $\psi(\cdot)$ satisfying (15), such that

$$k(y, u) + (\psi(y_0) - \psi(y)) + \nabla \eta(y)f(y, u) \geq \liminf_{\lambda' \downarrow 0} h_{\lambda'}(y_0) + \beta.$$  

This implies that for an arbitrary admissible process $(y(\cdot), u(\cdot))$ and $\lambda > 0$

$$\lambda \int_0^\infty e^{-\lambda t}k(y(t), u(t)) \, dt + \lambda \int_0^\infty e^{-\lambda t}\nabla \eta(y(t))f(y(t), u(t)) \, dt \geq \liminf_{\lambda' \downarrow 0} h_{\lambda'}(y_0) + \beta. \quad (21)$$

Taking into account that

$$\lambda \int_0^\infty e^{-\lambda t}\nabla \eta(y(t))f(y(t), u(t)) \, dt = \lambda \int_0^\infty e^{-\lambda t} \frac{d}{dt}\eta(y(t)) \, dt = -\lambda \eta(y_0) + \lambda^2 \int_0^\infty e^{-\lambda t}\eta(y(t)) \, dt \to 0 \text{ as } \lambda \downarrow 0,$$

we conclude from (21) that

$$\liminf_{\lambda \downarrow 0} h_{\lambda}(y_0) \geq \liminf_{\lambda' \downarrow 0} h_{\lambda'}(y_0) + \beta,$$

which is a contradiction. The proposition is proved. \hfill \Box

Let us now establish the estimate from above. To this end, take $\delta > 0$ and denote:

$$Y^\delta := Y + \delta \bar{B},$$

where $\bar{B}$ is the closed unit ball. For $y_0 \in Y^\delta$, along with problems (3) and (4), consider the problems

$$\frac{1}{T} \inf_{u(\cdot) \in \mathcal{U}_0^T(y_0)} \int_0^T k(y(t, y_0, u), u(t)) \, dt =: V_T^\delta(y_0), \quad (22)$$

$$\lambda \inf_{u(\cdot) \in \mathcal{U}_0^T(y_0)} \int_0^\infty e^{-\lambda t}k(y(t, y_0, u), u(t)) \, dt =: h_\lambda^\delta(y_0), \quad (23)$$

where $\mathcal{U}_0^T(y_0) \subset \mathcal{U}$ and $\mathcal{U}_0^T(y_0) \subset \mathcal{U}$ are the sets of controls such that, for any $u(\cdot) \in \mathcal{U}_0^T(y_0)$ (respectively, $u(\cdot) \in \mathcal{U}_0^T(y_0)$), the corresponding trajectories satisfies the inclusions $y(t, y_0, u(\cdot)) \in Y^\delta$ for all $t \in [0, T]$ (respectively, $y(t, y_0, u(\cdot)) \in Y^\delta$ for all $t \geq 0$).

We will be referring to the following assumptions for all $\delta \in (0, \delta_0)$ for some $\delta_0 > 0$:

(A1) The set $Y^\delta$ is viable, that is, $\mathcal{U}_0^T(y_0) \neq \emptyset$ for all $y_0 \in Y^\delta$.

(A2) The function $y_0 \mapsto V_T^\delta(y_0)$ is Lipschitz on $Y^\delta$ for all $T > 0$.

(A3) The function $y_0 \mapsto h_\lambda^\delta(y_0)$ is Lipschitz on $Y^\delta$ for all $\lambda > 0$.

(A4) For any $y_0 \in Y$

$$\lim_{T \to \infty, \delta \to 0} |V_T(y_0) - V_T^\delta(y_0)| = 0. \quad (24)$$

(A5) There holds the relation

$$\lim_{T \to \infty} \rho_H(\co \Gamma_T, W) = 0. \quad (25)$$
(A6) For any \( y_0 \in Y \)
\[
\lim_{\lambda \downarrow 0, \delta \to 0} |h_\lambda(y_0) - h^\delta_\lambda(y_0)| = 0.
\] (26)

(A7) There holds the relation
\[
\lim_{T \to \infty} \rho_H(\text{co } \Theta^\lambda, W) = 0.
\] (27)

(Recall that \( \Gamma_T \) and \( \Theta^\lambda \) in (A5) and (A7) are defined in (8).)

**Remark 1.** A sufficient condition for (A5) to be valid is that, for any Lipschitz continuous function \( q(y,u) : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \),
\[
\frac{1}{T} \left| \inf_{u(.) \in U_T(y_0)} \int_0^T q(t,y_0,u) \, dt \right| \to 0
\] (28)
as \( \delta \to 0 \) and \( T \to \infty \); see Theorem 2.1 in [10]. A sufficient condition for (A7) to be valid is that, for any Lipschitz continuous function \( q(y,u) : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) and any \( y_0 \in Y \),
\[
\lambda \left| \inf_{u(.) \in U(y_0)} \int_0^\infty e^{-\lambda t} q(t,y_0,u) \, dt \right| \to 0
\] (29)
as \( \delta \to 0 \) and \( \lambda \to 0 \), with the convergence being uniform with respect to \( y_0 \in Y \). The fact that this condition implies (A7) can be established similarly to Proposition 6.1 in [11]. Note that (29) is a stronger version of (A6). Note also that both (28) and (29) are satisfied if \( Y \) is invariant with respect to the solutions of system (1), that is, if all trajectories of (1) with initial condition in \( Y \) do not leave \( Y \) (since \( U^\delta(y_0) = U(y_0) = U \) for any \( y_0 \in Y \) in this case).

It is worth noting that (A5) and (A7) are satisfied automatically in the relaxed control setting, which is a consequence of Theorems 2.2, 2.5 and Lemma 2.4 in [12].

**Theorem 3.1.** (a) Under assumptions (A1), (A2), (A4), and (A5),
\[
\limsup_{T \to \infty} V_T(y_0) \leq k^*(y_0) \quad \forall \ y_0 \in Y.
\] (30)

(b) Under assumptions (A1), (A3), (A6), and (A7),
\[
\limsup_{\lambda \downarrow 0} h_\lambda(y_0) \leq k^*(y_0) \quad \forall \ y_0 \in Y.
\] (31)

To prove this theorem we need a few auxiliary results. First of these is the following lemma. (This lemma constitutes a part of the proof of Theorem 3.8 in [6]; its proof is omitted in [6], but we prove it here since it is important in our considerations.)

**Lemma 3.2.** Under assumption (A5),
\[
\int_{Y \times U} V_T(y) \gamma(dy,du) \leq \int_{Y \times U} k(y,u) \gamma(dy,du) \quad \forall \ \gamma \in W
\] (32)
for any \( T > 0 \).
Proof. Let us show first that, for any $T, T' > 0$
\[
\int_{Y \times U} V_T(y) \gamma'(dy, du) \leq \int_{Y \times U} k(y, u) \gamma'(dy, du) + \frac{MT}{T'} \quad \forall \gamma' \in \Gamma_T(y_0), \forall y_0 \in Y,
\]
(33)
where $M$ is such that $|f(y, u)| \leq M$ for all $(y, u) \in Y \times U$.

Take $y_0 \in Y$, $\gamma' \in \Gamma_T(y_0)$, and let $u(\cdot) \in \mathcal{U}_{T'}(y_0)$ be a control that generates $\gamma'$ on $[0, T']$. Extend $u$ from the interval $[0, T]$ to the interval $[0, T' + T]$ so that $u \in \mathcal{U}_{T' + T}(y_0)$. (Such extension is possible due to viability of $Y$.) Let $y(\cdot)$ be the corresponding trajectory. Taking into account that $V_T(y(s)) \leq \frac{1}{T} \int_0^T k(y(r + s), u(r + s)) dr$ for all $s \in [0, T']$, we obtain
\[
\int_{Y \times U} V_T(y) \gamma'(dy, du) = \frac{1}{T} \int_0^{T'} V_T(y(s)) ds
\]
\[
\leq \frac{1}{T} \int_0^{T'} \frac{1}{T} \int_0^{T'} k(y(r + s), u(r + s)) dr ds
\]
\[
= \frac{1}{T} \int_0^{T'} \frac{1}{T} \int_0^{T'} k(y(r + s), u(r + s)) ds dr
\]
\[
= \frac{1}{T} \int_0^{T} \frac{1}{T} \int_0^{T'} k(y(\sigma), u(\sigma)) d\sigma dr
\]
\[
\leq \frac{1}{T} \int_0^{T} \frac{1}{T} \left( \int_0^{T'} k(y(\sigma), u(\sigma)) + 2Mr \right) d\sigma dr
\]
\[
= \frac{1}{T} \int_0^{T} \frac{1}{T} \int_0^{T'} k(y(\sigma), u(\sigma)) d\sigma dr + \frac{1}{TT'} \int_0^{T} 2Mr dr
\]
\[
= \frac{1}{T} \int_0^{T} \int_{Y \times U} k(y, u) \gamma'(dy, du) + \frac{MT}{T'} = \int_{Y \times U} k(y, u) \gamma'(dy, du) + \frac{MT}{T'}.
\]
Thus, inequality (33) is established. From this inequality it follows that
\[
\int_{Y \times U} V_T(y) \gamma'(dy, du) \leq \int_{Y \times U} k(y, u) \gamma'(dy, du) + \frac{MT}{T'} \quad \forall \gamma' \in \text{co} \, \Gamma_T.
\]
(34)
Due to (A5), for any $\gamma \in W$ there exist sequences $T_l > 0$, $\gamma'_l \in \text{co} \, \Gamma_{T_l}$, $l = 1, 2, \ldots$, such that $T_l \to \infty$ and $\gamma'_l \to \gamma$. Passing to the limit along these sequences in (34) and taking into account that
\[
\int_{Y \times U} V_T(y) \gamma(dy, du) = \lim_{\gamma' \to \gamma} \int_{Y \times U} V_T(y) \gamma'(dy, du)
\]
due to continuity of $V_T(\cdot)$, we arrive at inequality (32). The lemma is proved. \qed

The following corollary follows from the fact that $V_T(y) \leq V_T(y)$ for all $y \in Y$.

**Corollary 1.** For any $T > 0$ and any $\delta \in (0, \delta_0)$ we have
\[
\int_{Y \times U} V_T(y) \gamma(dy, du) \leq \int_{Y \times U} k(y, u) \gamma(dy, du) \quad \forall \gamma \in W.
\]
(35)
Recall that, due to Radamacher’s theorem, a Lipschitz function is almost everywhere differentiable.
Lemma 3.3. Let $V_T^\delta(\cdot)$ be differentiable at $y_0 \in \text{int} Y^\delta$ for some $T > 0$ and $\delta > 0$. Then

$$\nabla V_T^\delta(y_0) f(y_0, u) \geq -\frac{2M}{T}$$

for all $u \in U$, \quad \text{(36)}

where $M$ is such that $|k(y,u)| \leq M$ for all $(y,u) \in Y^{\delta_0} \times U$.

**Proof.** Let $u(\cdot) \in U$ be a constant function, and $y(\cdot) = y(\cdot, y_0, u)$ be the corresponding trajectory. From the dynamic programming principle it follows that for any sufficiently small $\Delta t \in (0,T)$ such that $y(t) \in Y^\delta$ for $t \in [0,\Delta t]$,

$$TV_T^\delta(y_0) \leq \int_0^{\Delta t} k(y(t),u) \, dt + (T - \Delta t) V_T^\delta(y(\Delta t)).$$

\quad \text{(37)}

Taking into account that

$$\int_0^{\Delta t} k(y(t),u) \, dt = k(y_0,u) \Delta t + o(\Delta t)$$

and

$$(T - \Delta t) V_T^\delta(y(\Delta t)) \leq TV_T^\delta(y(\Delta t)) + M \Delta t,$$

we obtain

$$TV_T^\delta(y_0) \leq k(y_0,u) \Delta t + TV_T^\delta(y(\Delta t)) + M \Delta t + o(\Delta t).$$

\quad \text{(38)}

Under the differentiability assumption,

$$V_T^\delta(y(\Delta t)) = V_T^\delta(y_0) + \nabla V_T^\delta(y_0) f(y_0,u) \Delta t + o_T(\Delta t).$$

Substituting this into (38) and passing to the limit as $\Delta t \to 0$ we obtain

$$\nabla V_T^\delta(y_0) f(y_0,u) \geq -\frac{2M}{T}.$$ 

The lemma is proved.

**Proof of Theorem 3.1.** We will prove only the statement (a) of the theorem. The proof of the statement (b) is similar (see the Remark after the end of the proof). Due to (18) and Lemma 3.3, we have that for any $\delta \in (0,\delta_0)$, $(y,u) \in (\text{int} Y^\delta) \times U$, and $T > 0$

$$pf(y,u) \geq -\frac{2M}{T}$$

for any $p \in \partial V_T^\delta(y)$, \quad \text{(39)}

(Here and below generalized gradients are row vectors.) Due to Proposition 1 with $E = \text{int} Y^\delta$, for any $\varepsilon \in (0,\delta)$ there exists $\psi_{\varepsilon,\delta,T} \in C^1(\text{int} Y^\delta)$ such that

$$\max_{y \in Y} |\psi_{\varepsilon,\delta,T}(y) - V_T^\delta(y)| \leq \varepsilon,$$

\quad \text{(40)}

and

$$\nabla \psi_{\varepsilon,\delta,T}(y) \in \bigcup_{y' \in y + \varepsilon B} \partial V_T^\delta(y') + \varepsilon B$$

for all $y \in Y$, \quad \text{(41)}

where $B$ is the open unit ball. From (39) and (41) we deduce that there exists a constant $M$ such that

$$\nabla \psi_{\varepsilon,\delta,T}(y) f(y,u) \geq -\frac{2M}{T} - \varepsilon M$$

for all $(y,u) \in Y \times U$. \quad \text{(42)}

Due to (40) we can rewrite (35) as

$$\int_{Y \times U} (k(y,u) + \varepsilon - \psi_{\varepsilon,\delta,T}(y)) \gamma(dy,du) \geq 0$$

for all $\gamma \in W$, \quad \text{(43)}

For $\varepsilon > 0$, for any $\delta_0 > 0$ there exists $\delta \in (0,\delta_0)$ such that

$$\int_{Y \times U} (k(y,u) + \varepsilon - \psi_{\varepsilon,\delta,T}(y)) \gamma(dy,du) \geq 0$$

for all $\gamma \in W$.
which, in turn, is equivalent to

$$\min_{\gamma \in W} \int_{Y \times U} (k(y, u) + \varepsilon - \psi_{\varepsilon, \delta, T}(y)) \gamma(dy, du) \geq 0.$$  \hfill (43)

The problem on the left hand side of (43), i.e.,

$$\min_{\gamma \in W} \int_{Y \times U} (k(y, u) + \varepsilon - \psi_{\varepsilon, \delta, T}(y)) \gamma(dy, du),$$  \hfill (44)

is an IDLP problem. It is proved in [11], Section 3, that its dual is

$$\sup_{\eta \in C^1} \min_{(y, u) \in Y \times U} \{k(y, u) + \varepsilon - \psi_{\varepsilon, \delta, T}(y) + \nabla \eta(y)f(y, u)\}. \hfill (45)$$

The optimal values of (44) and (45) are equal ([11], Theorem 3.1). Therefore, (43) is equivalent to

$$\sup_{\eta \in C^1} \min_{(y, u) \in Y \times U} \{k(y, u) + \varepsilon - \psi_{\varepsilon, \delta, T}(y) + \nabla \eta(y)f(y, u)\} \geq 0. \hfill (46)$$

From (46) it follows that there exists a function $\eta_{\varepsilon, \delta, T}(\cdot) \in C^1$ such that for all $(y, u) \in Y \times U$

$$k(y, u) + \varepsilon - \psi_{\varepsilon, \delta, T}(y) + \nabla \eta_{\varepsilon, \delta, T}f(y, u) \geq -\varepsilon. \hfill (47)$$

For arbitrary $T > 0$ and $\varepsilon > 0$ consider the following IDLP problem:

$$\sup_{(\psi, \eta) \in Q(\varepsilon, T)} \psi(y_0) =: d^*(\varepsilon, T, y_0), \hfill (48)$$

where $Q(\varepsilon, T)$ is the set of pairs $(\psi(\cdot), \eta(\cdot)) \in C^1 \times C^1$ that satisfy the inequalities

$$k(y, u) - \psi(y) + \nabla \eta(y)f(y, u) \geq -2\varepsilon,$$

$$\nabla \psi(y)f(y, u) \geq -\frac{2M}{T} - M\varepsilon \quad \forall (y, u) \in Y \times U. \hfill (49)$$

From (42) and (47) it follows that $\psi_{\varepsilon, \delta, T}$ and $\eta_{\varepsilon, \delta, T}$ satisfy (49). $(\psi_{\varepsilon, \delta, T}$ in (39)-(40) is defined on int $Y^\delta$, but it can be extended to $\mathbb{R}^n$ without changing values on $Y$; therefore, without loss of generality, we can assume that $\psi_{\varepsilon, \delta, T} \in C^1$). Therefore, taking into account (40),

$$V_\delta^\phi(y_0) - \varepsilon \leq \psi_{\varepsilon, \delta, T}(y_0) \leq d^*(\varepsilon, T, y_0). \hfill (50)$$

Similarly to [4], Lemma 6.1, it can be shown that

$$d^*(\varepsilon, T, y_0) \leq k^*(\varepsilon, T, y_0), \hfill (51)$$

where

$$k^*(\varepsilon, T, y_0) = \inf_{(\gamma, \xi) \in \Omega(y_0)} \left\{ \int_{Y \times U} k(y, u)\gamma(dy, du) + \left(\frac{2M}{T} + M\varepsilon\right) \int_{Y \times U} \xi(dy, du) \right\}. \hfill (52)$$

It follows from (50) and (51) that

$$V_\delta^\phi(y_0) - \varepsilon \leq k^*(\varepsilon, T, y_0). \hfill (52)$$

Next we establish that

$$\lim_{\varepsilon, T \to 0} k^*(\varepsilon, T, y_0) = k^*(y_0). \hfill (53)$$

It is clear that $k^*(\varepsilon, T, y_0)$ decreases as $T \to \infty$ and $\varepsilon \downarrow 0$, and that $k^*(\varepsilon, T, y_0) \geq k^*(y_0)$ for any $T > 0$ and $\varepsilon > 0$. Hence,

$$\lim_{T \to \infty} k^*(\varepsilon, T, y_0) \geq k^*(y_0).$$
Let us prove the opposite inequality. Take $\beta > 0$ and let $(\gamma', \xi') \in \Omega(y_0)$ be $\beta$-optimal in (11), that is,
\[
\int_{Y \times U} k(y, u) \gamma'(dy, du) \leq k^*(y_0) + \beta.
\]
Then
\[
k^* (\varepsilon, T, y_0) \leq \int_{Y \times U} k(y, u) \gamma'(dy, du) + \left( \frac{2M}{T} + M\varepsilon \right) \int_{Y \times U} \xi'(dy, du)
\]
\[
\leq k^*(y_0) + \beta + \left( \frac{2M}{T} + M\varepsilon \right) \int_{Y \times U} \xi'(dy, du).
\]
Hence,
\[
\lim_{\varepsilon, T \to \infty} k^* (\varepsilon, T, y_0) \leq k^*(y_0).
\]
It follows now from (52) and (53) that
\[
\limsup_{T \to \infty} V_T^\varepsilon (y_0) \leq k^*(y_0),
\]
which implies via (24) that
\[
\limsup_{T \to \infty} V_T (y_0) \leq k^*(y_0) \quad \forall \ y_0 \in Y.
\]
The part (a) of the theorem is established. 

**Remark 2.** As mentioned above, the proof of part (b) is similar to that of part (a). The difference is that, instead of (32), one needs to use the inequality
\[
\int_{Y \times U} h_\lambda (y) \gamma(dy, du) \leq \int_{Y \times U} k(y, u) \gamma(dy, du) \quad \forall \ \gamma \in W.
\]
Under the assumption (A7), the validity of (54) for any $\lambda > 0$ was established within the proof of Theorem 3.4 in [6].

From (17), Theorem 3.1, and Proposition 2 it follows that under the corresponding assumptions, for any $y_0 \in Y$
\[
d^* (y_0) \leq \liminf_{T \to \infty} V_T (y_0) \leq \limsup_{T \to \infty} V_T (y_0) \leq k^*(y_0)
\]
and
\[
d^* (y_0) \leq \liminf_{\lambda \downarrow 0} h_\lambda (y_0) \leq \limsup_{\lambda \downarrow 0} h_\lambda (y_0) \leq k^*(y_0).
\]
These formulas imply that under the strong duality assumption $d^* (y_0) = k^*(y_0)$ the limits
\[
V(y_0) := \lim_{T \to \infty} V_T (y_0)
\]
and
\[
h(y_0) := \lim_{\lambda \downarrow 0} h_\lambda (y_0)
\]
exist and all the inequalities in (55)-(56) hold as equalities. However, strong duality may not hold, and next we investigate situations when individual inequalities in (55)-(56) hold as equalities without the strong duality assumption. First, consider the case when there exists an optimal process that is periodic for $t \geq \bar{t}$ with some $\bar{t} \geq 0$.

For $T > 0$ let $(y_T (\cdot), u_T (\cdot))$ be a $T$-periodic admissible process. This process will be referred to as finite time (FT) reachable from $y_0$ if there exist $\bar{t} \geq 0$ and a
control \( u(\cdot) \in \mathcal{U}_e(y_0) \) such that the solution \( y(t) = y(t, y_0, u) \) of (1) obtained with this control satisfies the equality \( y(t) = y_T(0) \).

Consider the optimal control problem

\[
\inf_{T, \{y_T(\cdot), u_T(\cdot)\}} \left\{ \frac{1}{T} \int_0^T k(y_T(t), u_T(t)) \, dt \right\} := V_{\text{per}}(y_0),
\]

where \( \inf \) is over all \( T > 0 \) and over all \( T \)-periodic pairs \( (y_T(\cdot), u_T(\cdot)) \) that are FT reachable from \( y_0 \). Clearly,

\[
V_{\text{per}}(y_0) \geq \liminf_{T \to \infty} V_T(y_0). \tag{59}
\]

The following theorem is proved in [3], Corollary 3.1.

**Theorem 3.4.** If (59) holds as equality, that is, \( \liminf \) in (59) is reached on a sequence of periodic processes FT-reachable from \( y_0 \), then

\[
\liminf_{T \to \infty} V_T(y_0) \geq k^*(y_0).
\]

This theorem, along with Theorem 3.1 (a), implies the following corollary.

**Corollary 2.** Let the assumptions of Theorem 3.1 (a) hold, and \( \liminf \) in (59) is reached on a sequence of periodic processes FT-reachable from \( y_0 \). Then the limit \( V(y_0) = \lim_{T \to \infty} V_T(y_0) \) exists and

\[
V(y_0) = k^*(y_0).
\]

So far we have not assumed that the limit optimal value functions \( V(\cdot) \) and \( h(\cdot) \) are differentiable (this is a strong assumption, but it may hold in nontrivial examples, as demonstrated in Section 5). However, if we do assume it, then, as shown in the following theorem, \( V(\cdot) \) and \( h(\cdot) \) are equal to the optimal value \( d^*(y_0) \) of the dual problem (13) without the strong duality assumption \( d^*(y_0) = k^*(y_0) \).

**Theorem 3.5.** (a) Let the pointwise limit (57) exist and \( V \in C^1(\bar{Y}) \), that is, \( V(\cdot) \) is continuously differentiable on the interior of \( Y \), and \( \nabla V \) can be extended by continuity to the boundary of \( Y \). Then

\[
V(y_0) = d^*(y_0) \quad \forall y_0 \in Y.
\]

(b) Let the pointwise limit (58) exist and \( h \in C^1(\bar{Y}) \). Then

\[
h(y_0) = d^*(y_0) \quad \forall y_0 \in Y.
\]

(c) Consequently, if the assumptions of both parts (a) and (b) hold, then Abel and Cesàro limits are equal, that is,

\[
V(y_0) = h(y_0) \quad \forall y_0 \in Y.
\]

The assumption of continuous differentiability of \( V \) is essential for the validity of this theorem. This is in contrast to discrete-time systems where the counterpart of Theorem 3.5 holds for merely continuous \( V(\cdot) \) and \( h(\cdot) \) ([4], Theorem 4.2). At the same time, a known sufficient condition ensuring the validity of the equality \( V(y_0) = h(y_0) \) for all \( y_0 \in Y \) is the uniform convergence of \( V_T(\cdot) \) and \( h_\lambda(\cdot) \) in (57) and (58) (see Theorems 3.4 and 3.8 in [6]). Let us emphasize that in Theorem 3.5, the convergence to the limits is not assumed to be uniform.

**Proof of Theorem 3.5.** From (19) it follows that \( V(y_0) \geq d^*(y_0) \) for all \( y_0 \in Y \); therefore, to prove part (a), it remains to show the opposite inequality.
From (32) it follows that
\[ \min_{\gamma \in W} \int_{Y \times U} (k(y, u) - V(y)) \gamma(dy, du) \geq 0. \] (60)
The problem on the left hand side of (60), i.e.,
\[ \min_{\gamma \in W} \int_{Y \times U} (k(y, u) - V(y)) \gamma(dy, du), \] (61)
is an IDLP problem, whose dual is
\[ \sup_{\eta \in C^1(y,u) \in Y \times U} \min_{(y,u)} \{ k(y,u) - V(y) + \nabla \eta(y)f(y,u) \} \] (62)
(c.f. (44)-(45)). Since the optimal values of (61) and (62) are equal, (60) is equivalent to
\[ \sup_{\eta \in C^1(y,u) \in Y \times U} \min_{(y,u)} \{ k(y,u) - V(y) + \nabla \eta(y)f(y,u) \} \geq 0. \]
Therefore, for any \( \varepsilon > 0 \) there exists a function \( \eta_\varepsilon(\cdot) \in C^1 \) such that
\[ k(y, u) - V(y) + \nabla \eta_\varepsilon(y)f(y,u) \geq -\varepsilon \]
for all \((y, u) \in Y \times U\). (63)
For \( y_0 \in \text{int} \ Y \), similarly to (38) we obtain
\[ TV_T^2(y_0) \leq k(y_0, u)\Delta t + TV_T^2(y(\Delta t)) + M \Delta t + o(\Delta t) \]
for sufficiently small \( \Delta t \), where \( M \) is such that \( |k(y, u)| \leq M \) for all \((y, u) \in Y\).
Dividing both sides of this inequality by \( T \) and then passing to the limit as \( T \to \infty \), we obtain
\[ V(y_0) \leq V(y(\Delta t)) \] (64)
Under the differentiability assumption, the latter implies that
\[ \nabla V(y_0)f(y_0, u) \geq 0 \]
for all \((y_0, u) \in (\text{int} \ Y) \times U\). (65)
Due to the assumption on continuity of \( \nabla V \) on \( Y \), inequality above holds for all \( y_0 \in Y \).
Consider the problem
\[ \sup_{(\psi, \eta) \in Q} \psi(y_0), \] (66)
where \( Q \) is the set of pairs \((\psi(\cdot), \eta(\cdot)) \in C^1 \times C^1\) that satisfy the inequalities
\[ k(y, u) - \psi(y) + \nabla \eta(y)f(y, u) \geq 0, \]
\[ \nabla \psi(y)f(y, u) \geq 0 \quad \forall (y, u) \in Y \times U. \] (67)
We will show below that the optimal value in (66)-(67) is equal to \( d^*(y_0)\). Assuming that this is true, due to Whitney Extension Theorem ([30]), function \( V \) can be extended from \( Y \) to \( \mathbb{R}^n \) as a \( C^1 \) function. Since the pair \( \psi = V - \varepsilon \) and \( \eta = \eta_\varepsilon \) satisfies (67) due to (63) and (65), we conclude that
\[ V(y_0) - \varepsilon \leq d^*(y_0), \]
which implies the validity of part (a) of Theorem 3.5.
Let us now prove the above claim that the optimal value in (66)-(67) is equal to \( d^*(y_0) \). Let us denote the value of supremum in (66) by \( d^*(y_0) \). The inequality \( d^*(y_0) \leq d^*(y_0) \) is true, since for any pair \((\psi(\cdot), \eta(\cdot)) \in Q\), the triplet \((\mu, \psi(\cdot), \eta(\cdot)) \in \mathcal{D}\) with \( \mu = \psi(y_0) \) and where \( \mathcal{D} \) is given after formula (13). Let us prove the opposite inequality. Let a triplet \((\mu', \psi'(\cdot), \eta'(\cdot)) \in \mathcal{D}\) be such that \( \mu' \geq d^*(y_0) - \delta \), with \( \delta > 0 \) being arbitrarily small. Then the pair \((\psi'(\cdot), \eta'(\cdot)) \in Q\),
with \( \dot{\psi}(y) = \psi'(y) - \psi'(y_0) + \mu' \). Since \( \dot{\psi}(y_0) = \mu' \), it leads to the inequality \( d^*(y_0) \geq d^*(y_0) - \delta \) and, consequently, to the inequality \( d^*(y_0) \geq d^*(y_0) \) since \( \delta > 0 \) is arbitrarily small. Thus, the claim and part (a) of the theorem are proved. The proof of part (b) is similar and is omitted.

\[ \square \]

4. **Sufficient optimality conditions.** In this section we consider the optimal control problem

\[
\inf_{u(\cdot) \in \mathcal{U}(y_0)} \liminf_{T \to \infty} \frac{1}{T} \int_0^T k(y(t), u(t)) \, dt
\]

and its sufficient optimality conditions in terms of the maximizing functions in the dual problem. First we relate the value function of (68) with that of (3).

**Proposition 3.** The optimal value in problem (68) is equal to \( \liminf_{T \to \infty} V_T(y_0) \). That is, for all \( y_0 \in Y \)

\[
\inf_{u(\cdot) \in \mathcal{U}(y_0)} \liminf_{T \to \infty} \frac{1}{T} \int_0^T k(y(t), u(t)) \, dt = \liminf_{T \to \infty} V_T(y_0).
\]

**Proof.** Let \( u(\cdot) \in \mathcal{U}(y_0) \) and let \( y(\cdot) = y(\cdot, y_0, u(\cdot)) \) be the corresponding trajectory. Then

\[
\frac{1}{T} \int_0^T k(y(t), u(t)) \, dt \geq V_T(y_0).
\]

Therefore,

\[
\liminf_{T \to \infty} \frac{1}{T} \int_0^T k(y(t), u(t)) \, dt \geq \liminf_{T \to \infty} V_T(y_0)
\]

and, hence,

\[
\inf_{u(\cdot) \in \mathcal{U}(y_0)} \liminf_{T \to \infty} \frac{1}{T} \int_0^T k(y(t), u(t)) \, dt \geq \liminf_{T \to \infty} V_T(y_0).
\]

Let us prove the opposite inequality. For any \( \varepsilon > 0 \), \( u(\cdot) \in \mathcal{U}(y_0) \), and for sufficiently large \( T \),

\[
\frac{1}{T} \int_0^T k(u(t), y(t)) \, dt \geq \liminf_{T \to \infty} \frac{1}{T} \int_0^T k(u(t), y(t)) \, dt - \varepsilon,
\]

where \( y(\cdot) = y(t, y_0, u) \). Therefore,

\[
\frac{1}{T} \int_0^T k(u(t), y(t)) \, dt \geq \inf_{u(\cdot) \in \mathcal{U}(y_0)} \liminf_{T \to \infty} \frac{1}{T} \int_0^T k(u(t), y(t)) \, dt - \varepsilon
\]

and, consequently,

\[
V_T(y_0) \geq \inf_{u(\cdot) \in \mathcal{U}(y_0)} \liminf_{T \to \infty} \frac{1}{T} \int_0^T k(u(t), y(t)) \, dt - \varepsilon.
\]

Hence,

\[
\liminf_{T \to \infty} V_T(y_0) \geq \inf_{u(\cdot) \in \mathcal{U}(y_0)} \liminf_{T \to \infty} \frac{1}{T} \int_0^T k(u(t), y(t)) \, dt.
\]

The proposition is proved. \( \square \)
Theorem 4.1. Assume that a pair \((\tilde{\psi}, \tilde{\eta}) \in C^1 \times C^1\) delivering maximum in problem (13)-(15) (or (16)) exists and, for some admissible process \((y(\cdot), u(\cdot))\) and all \(t \geq 0\),
\[
    k(y(t), u(t)) + (\tilde{\psi}(y(t)) - \tilde{\psi}(y(t))) + \nabla \tilde{\eta}(y(t)) f(y(t), u(t)) = d^*(y_0). \tag{69}
\]
Then
(a) there exists the limit \(V(y_0) = \lim_{T \to \infty} V_T(y_0)\);
(b) there holds the equality \(V(y_0) = d^*(y_0)\); \tag{70}
(c) the process \((y(\cdot), u(\cdot))\) is optimal in (68).

Proof. Integrating (69) and taking into account that \(\tilde{\psi}(y_0) - \tilde{\psi}(y(t)) \leq 0\) due to (15), we obtain
\[
    \frac{1}{T} \int_0^T k(y(t), u(t)) \, dt + \frac{1}{T} (\tilde{\eta}(y(T)) - \tilde{\eta}(y_0)) \leq d^*(y_0).
\]
Since \(V_T(y_0) \leq \frac{1}{T} \int_0^T k(y(t), u(t)) \, dt\) and the second term vanishes as \(T \to \infty\), the latter implies that
\[
    \limsup_{T \to \infty} V_T(y_0) \leq d^*(y_0).
\]
Taking into account (19), we conclude that the limit \(V(y_0) = \lim_{T \to \infty} V_T(y_0)\) exists and is equal to \(d^*(y_0)\), that is, parts (a) and (b) of the theorem are true. We also obtain that
\[
    \lim_{T \to \infty} \frac{1}{T} \int_0^T k(y(t), u(t)) \, dt = d^*(y_0),
\]
and due to (70), we conclude that
\[
    \lim_{T \to \infty} \frac{1}{T} \int_0^T k(y(t), u(t)) \, dt = V(y_0).
\]
Therefore, the process \((y(\cdot), u(\cdot))\) is optimal, and part (c) is true. The theorem is proved.

An important corollary of Theorem 4.1 is the following proposition.

Proposition 4. Under the assumptions of Theorem 4.1
\[
    (y(t), u(t)) = \arg\min_{(y,u) \in Y \times U} \{k(y, u) - \tilde{\psi}(y) + \nabla \tilde{\eta}(y)f(y, u)\} \quad \forall t \geq 0,
\]
therefore,
\[
    u(t) = \arg\min_{u \in U} \{k(y(t), u) + \nabla \tilde{\eta}(y(t)) f(y(t), u)\}. \tag{71}
\]
The latter implies the optimal feedback control law
\[
    u^f[y] = \arg\min_{u \in U} \{k(y, u) + \nabla \tilde{\eta}(y)f(y, u)\}. \tag{72}
\]

Proof. This proposition follows immediately from (69) and (16).

The law (72) can be used to construct optimal control numerically, which can be a subject of further research. An example illustrating Proposition 4 is presented in Section 5.

In the situation when the function \(V(\cdot)\) is continuously differentiable, in addition to Theorem 4.1, the following is true.
Theorem 4.2. Assume that the pointwise limit $V(\cdot) = \lim_{T \to \infty} V_T(\cdot)$ exists, is continuously differentiable on the interior of $Y$, and $\nabla V$ can be extended by continuity to the boundary of $Y$. Then

(a) functions $(\bar{\psi}, \bar{\eta}) \in C^1 \times C^1$ are maximizers in (16) if and only if $\bar{\psi}$ satisfies (15) and

$$\min_{(y,u)} \{k(y,u) - \bar{\psi}(y) + \nabla \bar{\eta}(y)f(y,u)\} = V(y_0) - \bar{\psi}(y_0);$$

(b) if $\bar{\eta} \in C^1$ is such that

$$\min_{(y,u)} \{k(y,u) - V(y) + \nabla \bar{\eta}(y)f(y,u)\} = 0,$$

then the functions $\psi = V$ and $\eta = \bar{\eta}$ are maximizers in (16).

Proof. For $(\bar{\psi}, \bar{\eta}) \in C^1 \times C^1$ being maximizers in (16) is equivalent to

$$\min_{(y,u)} \{k(y,u) + (\bar{\psi}(y_0) - \bar{\psi}(y)) + \nabla \bar{\eta}(y)f(y,u)\} = d^*(y_0).$$

Due to Theorem 3.5 (a) we have $d^*(y_0) = V(y_0)$, which implies part (a). To show the validity of (b) notice that if $\bar{\eta}$ is such that (74) holds, then the functions $\psi = V$ and $\eta = \bar{\eta}$ satisfy (73). Due to part (a) of the theorem, these functions are maximizers in (16). Theorem is proved. \(\Box\)

Remark 3. Due to Theorem 4.2 (b), $\psi = V$, along with appropriate $\eta$, is a maximizer in (16). However, the set of maximizing $\psi$ may be much larger then $V$ alone, as is demonstrated by the example in the following section.

5. An example. In this section we illustrate an application of Proposition 4 and Theorem 4.2 with an an example. Consider the system (Example 5.1 in [3])

$$\begin{align*}
y_1' &= y_2u, \\
y_2' &= -y_1u, \\
(y_1(0), y_2(0)) &= (y_{10}, y_{20}), \\
u &\in [-1, 1]
\end{align*}$$

(76)

with the state constraint

$$y_1^2 + y_2^2 \leq 1.$$ 

(77)

Since $\frac{d}{dt}(y_1^2 + y_2^2) = 0$ and $(y_1')^2 + (y_2')^2 = (y_{10}^2 + y_{20}^2)u^2$, this system describes rotation about the origin with the angular speed $u$. The goal is to find $u$ that minimizes the long-run average distance from the point $(1, 0)$:

$$V(y_{10}, y_{20}) := \lim_{T \to \infty} \inf \frac{1}{T} \int_0^T ((1 - y_1)^2 + y_2^2) \, dt,$$

(78)

that is, $k(y_1, y_2, u) = (1 - y_1)^2 + y_2^2$.

For convenience of analysis, write (76) in polar coordinates:

$$\begin{align*}
r' &= 0, \\
\theta' &= u, \\
(r(0), \theta(0)) &= (r_0, \theta_0), \\
u &\in [-1, 1].
\end{align*}$$

(79)
The constraint (77) becomes

\[ 0 \leq r \leq 1, \quad -\pi \leq \theta \leq \pi. \]  

Note that the constraint (77) is equivalent to just \( 0 \leq r \leq 1 \). The introduction of the additional inequality \(-\pi \leq \theta \leq \pi \) in (80) makes the state constraint set compact in polar coordinates without changing the optimal value of the problem. Note also that system (76) is invariant on the set (77), and system (79) is viable (but not invariant) on the set (80).

We have

\[ (1 - y_1)^2 + y_2^2 = 1 - 2r \cos \theta + r^2, \]

and we denote

\[ V_T(r_0, \theta_0) := \min_{u(\cdot)} \frac{1}{T} \int_0^T (1 - 2r \cos \theta + r^2) \, dt. \]  

Due to Proposition 3, the value function in (78) is equal to \( \lim_{T \to \infty} V_T \).

It is clear that if \( \theta_0 \in (0, \pi] \), the optimal control is \( u = -1 \) until \( \theta = 0 \), then \( u = 0 \); if \( \theta_0 \in [-\pi, 0) \), the optimal control is \( u = 1 \) until \( \theta = 0 \), then \( u = 0 \). The time when \( \theta \) reaches 0 is equal to \( |\theta_0| \). Therefore, if \( \theta_0 \in (0, \pi] \), then, along the optimal process,

\[ \theta(t) = \begin{cases} \theta_0 - t, & t \in [0, \theta_0] \\ 0, & t > \theta_0 \end{cases} \]

and, for \( T > \theta_0 \),

\[ V_T(r_0, \theta_0) = \frac{1}{T} \left( \int_0^{\theta_0} (1 - 2r \cos \theta + r^2) \, dt + (T - \theta_0)(1 - r_0)^2 \right). \]  

If \( \theta_0 \in [-\pi, 0) \), then

\[ \theta(t) = \begin{cases} \theta_0 + t, & t \in [0, -\theta_0] \\ 0, & t > -\theta_0 \end{cases} \]

and, for \( T > -\theta_0 \),

\[ V_T(r_0, \theta_0) = \frac{1}{T} \left( \int_0^{-\theta_0} (1 - 2r \cos \theta + r^2) \, dt + (T + \theta_0)(1 - r_0)^2 \right). \]  

For \( \theta_0 \in (0, \pi] \) we have

\[ \int_0^{\theta_0} \cos \theta(t) \, dt = \int_0^{\theta_0} \cos(\theta_0 - t) \, dt = \sin \theta_0. \]

Taking into account that \( r \equiv r_0 \), from (82) we get

\[ V_T(r_0, \theta_0) = \frac{1}{T} (\theta_0(1 + r_0^2) - 2r_0 \sin \theta_0 + (T - \theta_0)(1 - r_0)^2) = (1 - r_0)^2 + \frac{2r_0}{T} (\theta_0 - \sin \theta_0). \]  

For \( \theta_0 \in [-\pi, 0) \) we have

\[ \int_0^{-\theta_0} \cos \theta \, dt = \int_0^{-\theta_0} \cos(\theta_0 + t) \, dt = -\sin \theta_0, \]

and, from (83),

\[ V_T(r_0, \theta_0) = (1 - r_0)^2 + \frac{2r_0}{T} (-\theta_0 + \sin \theta_0). \]  

Formulas (84) and (85) can be combined as

\[ V_T(r, \theta) = (1 - r)^2 + \frac{2r}{T} |\theta - \sin \theta|, \quad \theta \in [-\pi, \pi]. \]
From this formula we obtain
\[ V(r, \theta) = \lim_{T \to \infty} V_T(r, \theta) = (1 - r)^2. \]

This function is of class $C^1$. Due to Theorem 4.2 (b), if $\eta \in C^1$ is such that
\[ \min_{r, \theta, u} \{ k(r, \theta) - V(r, \theta) + \nabla \eta(r, \theta) f(r, \theta, u) \} = 0, \tag{86} \]
then $\psi = V$ and $\eta$ are maximizing functions in the dual problem. Let us verify that
\[ \eta(r, \theta) = 2r|\theta - \sin \theta| \tag{87} \]
satisfies (86). First, notice that $\eta$ is continuously differentiable, since both one-sided derivatives at $\theta = 0$ are equal to zero. (In fact, $\eta \in C^2$, but the third derivative is discontinuous at $\theta = 0$.) We have
\[ \nabla \eta(r, \theta) f(r, \theta, u) = 2r \operatorname{sgn} \theta (1 - \cos \theta) u, \]
\[ \min_{u \in [-1, 1]} \{ \nabla \eta(r, \theta) f(r, \theta, u) \} = -2r(1 - \cos \theta) \tag{88} \]
and
\[ k(r, \theta) - V(r, \theta) + \min_{u \in [-1, 1]} \nabla \eta(r, \theta) f(r, \theta, u) = (1 - 2r \cos \theta + r^2) - (1 - r)^2 - 2r(1 - \cos \theta) \equiv 0. \]

Therefore, (86) holds. Consequently, $\psi(r) = V(r) = (1 - r)^2$ and $\eta(r, \theta)$ defined by (87) are maximizing functions in the dual problem (16).

We have
\[ u^f[\theta] = \begin{cases} 1, & \theta < 0 \\ -1, & \theta > 0 \end{cases} \]
consistent with the observation made after formula (81).

As mentioned in Remark 3, $\psi = V$ (along with $\eta$ given by (87)) is not the only maximizer in (16). Indeed, due to Theorem 4.2(a), functions $(\psi, \eta)$ are maximizers in (16) if and only if $\psi$ satisfies
\[ \nabla \psi(r, \theta) f(r, \theta, u) \geq 0 \quad \text{for all } r, \theta, u \tag{89} \]
and
\[ \min_{(r, \theta, u)} \{ k(r, \theta) - \psi(r, \theta) + \nabla \eta(r, \theta) f(r, \theta, u) \} = V(r_0, \theta_0) - \psi(r_0, \theta_0). \tag{90} \]

Since $f(r, \theta, u) = (0, u)$, relation (89) becomes $\frac{\partial \psi}{\partial \theta} u \geq 0$ for all $u \in [-1, 1]$. Hence, $\frac{\partial \psi}{\partial \theta} = 0$, that is, $\psi$ may not depend on $\theta$. Since
\[ k(r, \theta) - \psi(r) + \min_{u \in [-1, 1]} \nabla \eta(r, \theta) f(r, \theta, u) \]
\[ = (1 - 2r \cos \theta + r^2) - \psi(r) - 2r(1 - \cos \theta) = (1 - r)^2 - \psi(r), \]
relation (90) becomes
\[ \min_{r \in [0, 1]} \{ (1 - r)^2 - \psi(r) \} = (1 - r_0)^2 - \psi(r_0). \]
Thus, any $\psi(r)$ such $\min_{r \in [0, 1]} \{ (1 - r)^2 - \psi(r) \}$ is reached at $r_0$, along with $\eta$ given by (87), is a maximizer in (16). A specific example is $r_0 = 1$ and $\psi(r) = (1 - r)^3$. 
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