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Abstract

Text mining automatically extracts information from the literature with the goal of making it available for further analysis, for example by incorporating it into biomedical databases. A key first step towards this goal is to identify and normalize the named entities, such as proteins and species, which are mentioned in text. Despite the large detrimental impact that viruses have on human and agricultural health, very little previous text-mining work has focused on identifying virus species and proteins in the literature. Here, we present an improved dictionary-based system for viral species and the first dictionary for viral proteins, which we benchmark on a new corpus of 300 manually annotated abstracts. We achieve 81.0% precision and 72.7% recall at the task of recognizing and normalizing viral species and 76.2% precision and 34.9% recall on viral proteins. These results are achieved despite the many challenges involved with the names of viral species and, especially, proteins. This work provides a foundation that can be used to extract more complicated relations about viruses from the literature.

1 Introduction

Viruses are major human and agricultural pathogens. Influenza A in the US alone costs billions of dollars each year in lost wages and medical expenses (Molinari et al., 2007). Worldwide, Influenza, Human papilloma virus and Hepatitis C virus are each responsible for at least a quarter of a million deaths each year (WHO, 2014). At the same time, viruses such as Zika virus are emerging as global health threats as the habitats of their vectors are expanding due to climate change (Mills et al., 2010; Fauci and Morens, 2016). Such arboviruses are previously neglected diseases, and as such vaccines and antiviral drugs are not available for them, posing a large health risk.

The impact of outbreaks in livestock can also be immense. The 2001 Foot and mouth disease virus outbreak in the UK cost an estimated 8 billion (Knight-Jones and Rushton, 2013) and still today much remains unknown about the virus, including the mechanisms for persistent infection (Paul et al., 2010), and the virus’ interactions with the immune system that may aid cross serotype vaccine production (Paton and Taylor, 2011).

The study of viruses is aided by bioinformatics resources such as protein–protein interaction databases. Having a comprehensive picture of a virus protein’s interaction partners is crucial to the understanding of the viral lifecycle and aids in the search for vaccines and antiviral drugs (Shah et al., 2015). However, manually creating and maintaining such resources is a cost, time and labour intensive endeavour (Attwood et al., 2015). Text mining provides a means to automatically identify relevant publications and the entities of interest that are mentioned in them quickly and at low cost. A first step towards building these resources for viruses is the identification of viral species and their proteins in text.

1.1 Background

Text mining for viruses presents several challenges over text mining for species of cellular organisms. Viruses are often known by many different names, either because a virus was identified in different countries and given different names (e.g. Bovine pestivirus and Bovine viral diarrhoea virus), or because the taxonomy has changed (e.g.
polyomaviruses). Another source of synonyms is the use of the disease that the virus causes in place of the virus name.

Viral proteins are even more challenging to text mine, as they are often referred to by one-letter names such as E or M. Further, even if their names are longer, they can be written in many different orthographic variants e.g. U(S)11, Us11, or US11. Viral proteins may also have many synonyms related to the gene name, position on a segment, or may be referred to by their function e.g. “the polymerase”. Some RNA viruses have polyproteins which complicates their analysis. Their viral mRNA codes for a single open reading frame that is translated to a polypeptide product, which is then post translationally cleaved into functional protein products. Bioinformatics databases such as UniProt (The UniProt Consortium, 2014) often give first class identifiers to the polyprotein but not to the cleavage products, thus complicating the process of referring to the functional protein product.

These challenges can be mitigated by using a dictionary approach to text mining. In such an approach, comprehensive dictionaries are created to contain all the alternative names that are likely to be referred to in a corpus. In this work, we have chosen to use a dictionary based method based on the success of this approach to identify bacteria species and biotopes (Cook et al., 2016). We have chosen to use curated databases (NCBI taxonomy and UniProt) to populate the dictionary instead of other approaches such as unsupervised methods to learn which items are named entities (Neelakantan and Collins, 2014), as the data available in these databases is high quality and openly available. Furthermore, starting with a resource dramatically reduces the difficulty of normalization of recognized entities.

Previous work in this field includes LINNAEUS (Gerner et al., 2010), a dictionary-based system that is also designed to recognize species in abstracts. The SPECIES tagger (Pafilis et al., 2013) is a newer and faster dictionary system that aims to identify names of any species in biomedical abstracts. SPECIES has achieved good performance when tagging names of viruses species in abstracts from virology journals. A more recent and specialized effort used the dictionary and template-based ANDSystem to text mine the HCV interactome (Saik et al., 2015).

Here, we improve on the SPECIES dictionary for all virus species, and additionally tag names of virus proteins for those proteins that have reference proteomes in UniProt. We have created viral species and protein dictionaries, and a gold-standard corpus that has been annotated by 4 human annotators.

2 Availability

The version of the dictionaries used in this publication are available at http://figshare.com/articles/virus_entities_tsv/4721287 and the most recent version will be available at http://download.jensenlab.org/.

The V300 corpus and annotator guidelines is publicly available at http://www.tagtog.net/-corpora. The evaluation code is available at http://github.com/bitmask/textmining-stats.

The tagger software used for this work is available at http://bitbucket.org/larsjuhljensen/tagger.

3 Methods

3.1 Dictionary creation and tagging

Virus names were taken from NCBI Taxonomy (Sayers et al., 2009) and included all synonyms at all taxonomic levels under the viruses superkingdom. Disease names were taken from the Disease Ontology (Kibbe et al., 2015) and were manually mapped onto the correct virus taxid, giving an additional 387 names for 102 species that are human pathogens. This resulted in a total of 173,367 names for 150,885 virus tax levels.

Virus species name acronyms were taken from the ninth ICTV report on virus taxonomy (King et al., 2012) by text mining the document and extracting any text in parentheses that appears to be an acronym and that follows a match for a virus name. This way we found 778 acronyms, more than 500 of which were not found in the previous sources, for 662 virus species.

Virus protein names were taken from UniProt reference proteomes (The UniProt Consortium, 2014) as of Aug 31, 2015. Viruses that did not have complete proteomes were not included in the protein dictionary, although they are included in the species dictionary. Protein names and synonyms were taken from all fields in the UniProt record, including the protein name, short name,
gene, and chain entries if the protein is a polyprotein. Additionally, many variants of the protein names were generated following a set of rules to cover orthographic variation, such as “X protein” is expanded to “protein X” and “X”. For a complete list of rules, refer to the code. This resulted in 16,580 proteins with 112,013 names from 397 virus species.

Stopwords were adapted from the text mining done for the text-mining channel of the STRING database (Szklarczyk et al., 2015). Additional stopwords were found by running the dictionary over all documents in PubMed and inspecting the 100 most frequent matches to determine if they should be stopworded. Although normally considered to be stopwords by the tagging system, specific one and two letter names from the dictionary were permitted to be matches to enable finding very short protein names.

Automated tagging used the dictionaries described above and the tagger text-mining system developed for the SPECIES resource (Pafilis et al., 2013).

3.2 Corpus creation and gold standard creation

300 abstracts were selected randomly by filtering abstracts mentioned in reviewed UniProt entries for viral proteins for top virology journals as determined by impact factor. Documents were divided among four annotators such that each pair of annotators shared 10 documents, implying that 20% of the documents were annotated by two annotators. These overlapping documents were used to calculate inter-annotator agreement (IAA), and the annotators were blind to which documents were in this set throughout the project.

Annotation guidelines were agreed upon following the annotation of 10 documents in a pilot set, which were not used in the evaluation of IAA or to assess the performance of the tagger. All abstracts were manually annotated using tagtog (Cejuela et al., 2014), an online system for text mining. Species names were normalized to NCBI taxonomic identifiers. Protein names were normalized to UniProt entry names, unless they were the cleavage product of a polyprotein, in which case they were normalized to their chain name.

3.3 Evaluation

The IAA among the human annotators was determined separately for viral species and proteins by determining the number of annotations that overlap and contain the same normalization. Boundaries of annotations were considered to match if the annotations overlapped.

Species normalizations were considered to match if one was a parent of the other and if both were at or below species level, or if both were below species level and had a common parent. For example, both of the following pairs were considered matches: “Influenza A” and “Influenza A H1N1”, and “Influenza A H1N1” and “Influenza A H7N9”. This allowed for an annotation to not be penalized if the strain was annotated instead of the species, or if two different strains of the same species were annotated. Protein normalizations were considered to match if they were within 90% identity according to BLAST (Zhang et al., 2000).

IAA was measured by F-score, however since we allow boundaries to overlap, this measure may not be symmetric. If one annotator has annotated “long form (short form)” as one annotation, and another annotator has annotated it as two annotations, then this will count as one true positive when comparing the first annotator to the second, but as two true positives when comparing the second annotator to the first. To avoid this asymmetry, we counted all the true positives, false negatives and false positives across both annotators.

The guidelines specify that if a span refers to multiple entities, then it should be normalized to each of them. Each normalization was treated as contributing separately to the number of true or false positives. A special case was established for Adenovirus, which is a large genus containing very many species of viruses that have a highly conserved set of proteins. Adenovirus proteins are often referred to in general in the literature, without specifying a specific species. Manual annotation of Adenovirus proteins required that only one representative protein from one species be tagged, thus effectively treating this genus as a single species.

The recall and precision of the tagger was calculated against the consensus of the human annotations. The consensus was determined as follows. If only one annotator annotated the document, their annotations were taken as the gold standard. The annotations were similarly accepted as the gold standard if two annotators agreed on position and normalization. However, if there was a disagreement, then a third annotator was asked to
resolve it. For positions that overlapped, the union of the spans was used as the consensus.

The precision and recall were calculated in three different ways. The first method required that the boundaries and normalizations of the consensus and tagger annotations match. The second method, “boundaries only”, required only the boundaries of the annotations to match. The last method, “document level normalization”, compared the lists of unique normalizations found in the document, regardless of position and number of occurrences.

4 Results and Discussion

4.1 Corpus and Inter-annotator agreement

The corpus consisted of 300 documents with 1,826 species and 2,540 protein annotations. There was overall good agreement between annotators for both species and proteins. The mean IAA F-score for species was 87.3%, and considering boundaries only was 90.0%. For proteins, the mean IAA F-score was 76.5%, which rose to 86.9% when considering boundaries only. Detailed results are shown in figure 1.

There was substantial agreement between annotators regarding the location of species and protein annotations, and there was also good agreement on the normalization of species. However, there was less agreement among protein normalizations than those for species. 26% of these disagreements involve one annotator normalizing a protein name to a UniProt entry, and the second annotator reporting the normalization as unknown. An additional 20% of the disagreement is due to an annotator normalizing a span to multiple entities and another annotator normalizing it to fewer entities. Such cases, in which an abstract discusses a protein in one virus and compares it to a closely related protein, can be ambiguous and refer to the protein without being completely clear about which species is being referred to.

However, the largest part this disagreement comes from instances in which annotators have normalized to different proteins that are different enough to not pass the 90% identity BLAST criterion. Manual inspection of these proteins indicates that the majority are correct, but that fast viral evolution has caused the protein sequences of similar isolates to diverge. The set of documents randomly chosen to calculate IAA was unlucky to contain a few documents containing proteins that are quite divergent, but this is not representative of the whole corpus. This can be seen by dropping the BLAST identity criterion to 50%, which then accounts for 29% of the difference between annotators, but increases the tagger precision and recall by only 1%.

4.2 Tagger performance for species

The automatic tagger achieved 81.5% precision and 73.3% recall for the combined task of recognizing and normalizing viral species. When requiring only the boundaries to be correct, i.e. recognition but not normalization, the precision and recall were 93.1% and 79.8% respectively. At the document level, the normalization precision was 74.9% and the recall was 85.4%. Results are summarized in table 1. Combined, this shows that if the tagger identifies a viral species, it is very likely that a viral species is mentioned at the reported position, and it is also likely that the tagger has normalized it correctly. Also, the tagger correctly identifies most of the species that are mentioned in a document.

In 43% of the cases of incorrect species normalization, the tagger has identified both the correct species normalization and additional normalizations with the same abbreviation. For example, the tagger normalized SV40 to “Simian virus 40”, which is correct, but also to “Polyomavirus sp.” under unclassified Polyomaviridae because both taxa have SV40 as an abbreviation in the NCBI taxonomy. The abbreviation SV40 will thus count as both a true positive and a false positive with respect to normalization. If instead such partially correct normalizations were counted only as true positives, the precision would rise from 81.5% to 85.8%.
The tagger does not attempt to correctly identify all referenced entities in sentence constructs such as “HSV types 1 and 2” although such normalizations are obvious to human annotators. More ambiguously, papers that discuss Influenza proteins or Adenovirus proteins, without specifying the species (such as Influenza A, or Adenovirus type 1) are not clear about what exactly is being referred to.

In an additional 32% of the cases of incorrect species normalization, an annotator identified the virus as unclassified in which case it and the taxa identified by the tagger joined the taxonomic tree above the species level, and so was not considered to be a match by the matching code. If the match is relaxed to genus level, then the precision will rise from 81.5% to 85.0% and to 86.3% if accepting also partially correct normalizations as described above.

Despite efforts to be comprehensive, some abbreviations are missing from the virus dictionary, for example the abbreviations Ad2 and Ad5 for Adenovirus type 2 and 5 respectively were not included in the dictionary. The tagger does contain logic to identify and expand acronyms on the fly, but has very strict matching criteria to prevent false positives (Pafilis et al., 2013). Further, synonyms that are not present in NCBI taxonomy will not be identified. For example “Blackberry yellow vein disease” was not identified as as synonym for “Blackberry yellow vein virus” and so was not found by the tagger. This could be improved with more comprehensive synonym generation.

The tagger will tag all instances of entries in its dictionary, even in contexts that are not appropriate. The annotation guidelines state that viruses that are used as vectors should not be tagged, since the scientific work they are mentioned in is not primarily about the virus. However, this is a matter of opinion and the opposite case could also be argued. Regardless, the tagger cannot distinguish the context in which viruses are mentioned, and will blindly tag all occurrences of the virus name.

4.3 Tagger performance for proteins

For combined recognition and normalization of viral proteins, the precision and recall of the tagger were 76.2% and 34.9% respectively. Observing boundaries only, the precision and recall rose to 87.4% and 40.0% respectively. At the document level, the normalization precision was 76.2% and the recall was 38.1%. Results are summarized in table 2.

Since viral protein names are so short and not unique to one species, the tagger will only tag protein names for species that have already been identified. This means that the theoretical upper bound for tagging proteins is equivalent to the species document level normalization recall (85.4%) assuming that all the proteins are present in the dictionary. However, the dictionary only contains protein names for species that are contained in reviewed UniProt proteomes, a total of 348 species and 88.1% of the proteins mentioned in the corpus. This gives a maximum possible recall of 75.2% for proteins. Conversely, since the tagger detects proteins only after the species has been detected, the normalization of the viral proteins that are found is quite accurate.

Considering only annotation of the proteins in the dictionary, the precision was 86.0% and the recall 35.5%. Recall does not change significantly from considering all proteins because there are 10 times more false negatives due to not locating the protein compared to false negatives due to incorrectly normalizing the protein. At the document level, the normalization precision of proteins that were present in the dictionary is 77.1% and the recall is 50.7%.

Viral proteins are very hard for the tagger to identify due to the diversity of names that are used to refer to them. For example, the tagger has missed 97% of names in which the protein is referred to by its molecular weight (e.g. “the 33K

| Evaluation Criteria                         | Precision | Recall |
|--------------------------------------------|-----------|--------|
| Normalisation                              | 81.5%     | 73.3%  |
| Boundaries only                            | 93.1%     | 79.8%  |
| Doc level normalisation                     | 74.9%     | 85.4%  |
| Partially correct norm                      | 85.8%     | 73.3%  |
| Match at genus level                        | 85.0%     | 73.5%  |
| Previous two criteria                       | 86.3%     | 73.5%  |

Table 1: Summary of species precision and recall for different evaluation criteria: Normalization and recognition, recognition of boundaries only, normalization at the document level, treating entities that have been normalized to multiple entities as correct if one of the normalizations is correct, relaxing the matching criterion to the genus level, and finally allowing both of the previous two criteria.
protein”). Including these synonyms would increase the recall by 4 percentage points. Similarly, the tagger has tagged only 10% of the cases in which the viral protein is referred to by its function (e.g. “the helicase”). Including these synonyms would increase the recall by 6 percentage points. As observed for species, the tagger does not recognize novel abbreviations, such as “sGP” for the Ebola virus nonstructural small glycoprotein, and such constructs are used quite frequently in the literature. Better on-the-fly acronym identification in the tagger may help increase this recall rate.

Another source of error is the ambiguity of terms used in the text to refer to parts of the virus that are also names of proteins such as “capsid”. Although the frequently-named capsid protein is the main constituent of the viral capsid, references in the text to “capsid” are often ambiguous as to whether they refer to the protein or to the assembled virus part. The annotation guidelines state that such terms should only be tagged if they refer to the protein and should not be tagged if they refer to part of the virus, but these cases are often difficult to distinguish in practice.

The tagger identifies false positives at a much lower rate than false negatives. Since very short protein names are present in the dictionary, it is much more likely for these names to appear in places that are not in the context of a protein. For example, Coronavirus infectious bronchitis virus has a spike protein abbreviated S, however discussion of the polyprotein cleavage site before a serine residue will be false positively tagged as serine is also abbreviated S.

Normalization of protein names to multiple entities can also be incorrect in instances where an abstract discusses both a specific protein in one species, and the same protein in many species. The tagger will tag all instances of the protein name with all species and will not be able to distinguish the instances that refer only to the protein in a specific species, whereas human annotators are more easily able to distinguish these cases.

4.4 Results in other corpora

Compared to the S800 virus corpus (Pafilis et al., 2013), the improved dictionary finds over 100 more mentions, including new abbreviations, but does not tag more general terms such as “infectious virus” and “avian viruses” which refer to more than one species. Measured against the S800 gold standard for only virus annotations in the virus subset of the corpus, the improved tagger has a precision and recall of 63.3% and 57.0% respectively, compared to the initial results from SPECIES of 63.2% and 53.0% respectively.

Running the tagger over all of Medline finds over 53 million mentions of 8063 viral species in more than 1.5M articles. Of these, we have protein level detail for 348 species, and find over 10M mentions of 4668 unique proteins. The most commonly mentioned species is HIV-1, making up over 3% of species mentions.

5 Conclusions and Perspectives

As the biomedical literature continues to grow at an exponential rate (Lu, 2011), automated tools, such as text mining, are necessary to enable extracting information from the literature in a timely and efficient manner. Text mining is a means to automatically extract information from the literature without requiring manual curation of a large number of documents. It can be used successfully to extract virus species and proteins from abstracts that pertain to viruses with good precision and also, in the case of species, good recall. There is still much room to improve the recall of proteins due to the abundance of alternative names that are used to refer to them. Further, the tagger does not recognize disjoint entities, and since there has recently been progress in this field (Tang et al., 2013), this could also be an area for future improvement of the tagger.

These results can be used in future work to extract co-occurrences of virus and host proteins, which could imply an interaction between these proteins. Integrating virus-host protein-protein in-

| Normalisation            | Precision | Recall  |
|--------------------------|-----------|---------|
| Boundaries only          | 87.4%     | 40.0%   |
| Doc level normalisation  | 77.1%     | 50.7%   |
| Theoretical max recall   | -         | 75.2%   |

Table 2: Summary of results for protein detection for different evaluation criteria: normalization and recognition, recognition of boundaries only and document level normalization. The theoretical maximum recall based on requiring the species to be recognized and present in the dictionary is also listed.
interactions into the larger host interaction network may provide insight into viral mechanisms of disease. Work done specifically on EBV, HPV, and Hepatitis C virus (Gulbahce et al., 2012; Mosca et al., 2014) revealed that host proteins local to viral targets form network modules that are related to the diseases caused by these viruses. With the virus-agnostic tools presented here, such work can be scaled up to easily enable investigation of all viruses for which there is sufficient data.

The work presented here could also be used as a foundation to identify viruses that are understudied compared to their impact, and may reveal future directions that are promising to study. The interrelationship of proteins and diseases has been explored recently using text mining to assess both the strength of an interaction between a protein and a disease, and also the scarceness of publications about a given protein target (Cannon et al., 2017). This gives researchers an overview of understudied proteins that could be relevant for disease etiology. A similar approach could be taken to reveal new directions in virus research.
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