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Optimal Neural Network for Predicting Solar Energy in Sensor Units Based on a Cascaded Input/Structure Direct Optimization
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The sensor units are considered one of the significant technologies that use solar energy as an assistant power source to the batteries. Despite their advantages over the other forms of renewables, solar energy has an intermittent nature which negatively affects the operation of these units. Reaching an effective operation ensuring sustainable units requires a prior prediction of the harvested solar energy. Artificial neural networks (ANNs) appeared recently as a promising prediction approach with these units. This is attributed to the high accuracy compared to the conventional stochastic and statistical ones. Till now, the optimal neural network that fits with sensor units has not been precisely determined. This paper is aimed at finding the optimal neural network that would be applied with solar-supplied sensor units. This is performed by applying a cascaded input/structure direct optimization. The optimization process handles the aspects of accuracy, computational efforts, and complexity. It mainly identifies the type and number of parameters that would be utilized as inputs in the first stage. Then, it optimizes the structure by addressing the number of hidden layers and hidden neurons. The corresponding analysis has been implemented for premeasured real data over five-year time period. The results showed that the optimal neural network can be achieved by using three input parameters which are the air temperature (AT), the relative humidity (RH), and the zenith angle ($\theta_z$). For the structure, it has been concluded that the proposed optimal ANN should have two hidden layers with ten neurons in each of them. Lastly, the proposed optimal ANN was verified against the associated prediction error which is minimized to less than 2%.

1. Introduction

The sensor units have recently been trended to integrate solar harvesters as an additional power source to the existing batteries. From one side, this is considered a benefit for fulfilling more sustainable technology. On another side, this is attributed to the need to reduce the cost and the efforts resulting from the repeated visits to replace the batteries when they are depleted or even to maintain them [1–3].

Moreover, solar energy is preferred over other forms for being characterized by a high power density (about 15 W/cm²) [4, 5]. Since the sensor units are mostly employed in outdoor environments, solar energy adds a feature to them. This feature is mainly considered required for fulfilling the task of measuring some parameters from distant places. Especially, when those parameters are connected with military targets and purposes as well as meteorological stations in which reaching is mostly not easily possible [6–8].

The sensor units fed by solar harvesters face the main challenge represented by the intermittent or fluctuating nature of solar energy. This energy is counted as a nonfixed supplying energy [9, 10]. Against this problem, predicting solar harvested energy has been adopted to overcome this
obstacle [11]. In this regard, the prediction was used to fulfill an advanced knowledge about the collected energy to be a help index for organizing the operation of the sensor units in a way that ensures effective and sustainable work. And without a doubt, this work level could not be reached without achieving well management of the energy consumption in those units [12–14].

For more clarification on this topic, the parts or the components that jointly build the sensor node and contribute to managing the consumption of energy in the sensors units would be figured in Figure 1 showing the direction of energy movement. This figure is taken from [15]. According to this figure, the DC to DC converters play a significant role in amplifying the energy collected from the solar harvester or curtailment it to be suitable for storage. The microcontroller is considered the core of the energy management toolbox, for being the operator or the component that controls the distribution of energy that the other components in the sensor unit would consume during different operation periods. It is also named the “decision-maker” about the energy allocation in those nodes. In this component, energy management schemes that depend on a preprediction for the harvested energy are utilized. Thus, the prediction algorithms would be programmed also besides those schemes inside this component. On the right side of this figure, the sensor unit appears. This unit includes the measurement unit represented by the sensors, as well as the communication unit that is responsible for transferring or receiving the data wirelessly [5, 15].

Units of sensors are described with small size and limited ability for their microcontrollers. For this reason, the traditional prediction approaches (i.e., the stochastic and
statistical ones) seem suitable for being simple enough and being easily implemented in the microcontroller. Despite that, their precision is not sufficient to achieve a sensor unit of well-managed energy consumption [16–18]. The main reason is attributed to utilizing historical data for a few days before the predictable slots only with the traditional methods. Here, large prediction mistakes appear when sudden weather changes as well as at the slots of sunrise and sunset. After appearing as a modern, commonly used, and accurate prediction approach, the artificial neural networks (ANNs) were suggested to implement the prediction task not only in the sensor units powered by solar energy but also in the optical sensors where the bio and optical monitoring is performed [12, 19–22].

ANNs have been implemented till now with an arbitrary architecture. Meaning that the structure (topology) and the inputs of the neural network, that allows the implementation in the microcontroller and simultaneously fulfills a high level
of precision, are still needed to be identified. The main target of this paper is to apply a cascaded direct optimization technique to identify the optimal neural network's topology and inputs, respectively, to be applied with solar-supplied sensor nodes as well as the optical ones.

This paper is structured as follows. In Section 2, an explanation of the processing, the assessment, and the mechanism of implementation for artificial neural networks (ANNs) as a prediction approach is presented. Section 3 proposes a cascaded direct optimization technique to be applied. Section 4 analyses and validates the proposed optimizing algorithm of the ANN for sensor units which includes identifying the optimal number and type of input parameters, specifying the optimal number of hidden layers and hidden neurons, and realizing the prediction error caused. Lastly, a conclusion about the resulted optimal ANN appears in Section 5.

2. Artificial Neural Networks (ANNs)

2.1. Processing and Assessment of ANNs. As stated earlier, either stochastic or statistical prediction approaches could be used with small, limited computing devices or resources like microcontrollers. These approaches mainly utilize previous solar energy readings in order to perform the prediction process in the sensor units. Unfortunately, these approaches...
Figure 7: Continued.
are unreliable for the manufacturers of the technology of sensor nodes as they may not fulfill an acceptable and desired precision level. Hence, empirical models (e.g., Angstrom model) that describe global solar radiation are not in use with these units. This is attributed to the limitations of the availability of some parameters considered for calculations. In this context, ANNs have been promoted as a modern and accurate approach with the sensor nodes to be benefited from [23].

ANNs, as a machine-learning-based methodology, work depending on predefined historical data or samples. The network is trained by mapping premeasured samples with the desired output which in this case is represented by global solar radiation (GSR) for the sensor node application [24]. In other words, the ANN is utilized as a modeling technique for linear and nonlinear functions, where it is built of three layers (input, hidden, and output). The basic element in each layer is named a neuron, and each layer consists of several neurons as in Figure 2, which is reproduced from [5]. Each neuron connects to the other neurons in the adjacent layers. Through a connection of a specific weight and bias [25, 26], Figure 2 has been created to describe the fixed part of the structure (number of layers and neurons) which is needed to be optimized. Thus, the weights and biases would never been indicated because they are changing iteratively.

Processing of the neural network divides into two actions, namely, training and normalization. These processes can be implemented in the following sequence to predict GSR values [27–29]:

(i) The first step is to normalize the premeasured input and output values. This is performed by scaling the data to values ranging between zero and one. This is actually done by dividing the values available in the dataset over the maximum founded value

(ii) The second step is to define the size of the input matrix (i.e., the number of input parameters and the number of samples available)

(iii) The third step is represented by creating the ANN by selecting the number of hidden layers, the number of neurons in each layer, and the activation function

(iv) Finally, training the ANN, during the training phase, the value of the predefined activation function is calculated for each neuron in the first layer. Then, neural variables are calculated using the resulted value of the activation function, weights, and biases of each connection according to Eq. (1). These variables are passed to the adjacent neurons in the next layer. This process continued until the last output layer

\[
S_i = \sigma \left( \sum_j X_j w_{ij} + b_{ij} \right), \tag{1}
\]

where \(S_i\) is the sate of the neuron \(i\), \(X_j\) is the resulted value of activation function at neuron \(i\). \(w_{ij}\) is the weight of connection between neuron \(i\) to neuron \(j\). \(b_{ij}\) is the bias of connection between neuron \(i\) to neuron \(j\). \(\sigma\) is the activation function.
(v) Minimizing the error, the calculation process is performed iteratively to minimize the network performance function which is described by mean square error (MSE). In each iteration, the values of weights and biases were updated.

(vi) Generating an output matrix with a size similar to the input matrix.

(vii) In the last step, the output values are unnormalized, and their accuracy is assessed by correlating the outputs with the measured output values. This is implemented through calculating the correlation coefficient \( R \) as in the following equation.

\[
R = \frac{T \sum_{i=1}^{T} x_i y_i - \left( \sum_{i=1}^{T} x_i \right) \left( \sum_{i=1}^{T} y_i \right)}{\sqrt{\left[T \sum_{i=1}^{T} x_i^2 - \left( \sum_{i=1}^{T} x_i \right)^2 \right] \left[ T \sum_{i=1}^{T} y_i^2 - \left( \sum_{i=1}^{T} y_i \right)^2 \right]}},
\]

where \( x_i \) is the measured GSR at specific hour \( t \), \( y_i \) is the predicted GSR at specific hour \( t \), \( T \) is the total number for the hourly samples of GSR.

Figure 8: Correlation between the predicted and measured GSR over the period (1st Jan 2011 to 31st Dec 2016) by ANN of three input parameters. (a) \( DR + \theta_z + AT \) (b) \( DR + \theta_z + RH \) (c) \( DR + AT + RH \) (d) \( \theta_z + AT + RH \).
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It is known that several activation functions are available to be used within artificial neural networks. Those variant functions are shown in Table 1. Consequently, many models have been created by changing the number of neurons, hidden layers, activation functions, and number and type of input parameters. While ANNs are networks in which signals flow in the forward direction from the input to the output neurons, they also include a closed-loop for propagation. That allows the error to backpropagate in the neurons in a backward direction during the training phase. For these reasons, the ANN is called a feedforward-backpropagation network [30, 31].

3. Mechanism of ANN Implementation with Sensor Units

Some obstacles associated with applying this technique for such sensor units have appeared. The most common obstacle is the limitation of the microcontrollers. This backs to the fact that the large-topology neural network needs more space in the memory to save or store the weights and biases. Thus, more execution time and more computational efforts would be required. As a solution, ANNs were applied offline with those sensors (i.e., implemented by a device with large computational efforts like a PC followed by extracting the resulted weights and biases.

**Figure 9:** Correlation coefficient $R$ and MSE for different hidden layers at $N = 5$. 
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Figure 10: Continued.
to be inserted in the microcontroller as fixed numbers for a specific location) [33–35].

The neural network that is used with sensor units would be of feedforward-back propagation type. It is worth mentioning too that the utilized activation function should be chosen to fit with the nature of the daily curve of harvested solar energy. Thus, “Logsig” function would be used to predict solar energy in the sensor units. This function shows the highest accuracy compared to the ones. The reason behind this is the values of the collected solar energy (global solar radiation) which are always positive and never be zero and not less than that, even at the night. Regarding this matter, the correlation coefficient \( R \) is usually considered enough to evaluate the accuracy of the utilized predictive ANN for positive values, while the squared correlation coefficient \( R^2 \) would be suitable when a predictive parameter has both negative and positive values. Computing \( R^2 \) for the case of global solar radiation would be used for more confirmation of the accuracy results [36].

4. Cascaded Direct Optimization Technique

In this section, a direct optimization technique will be applied and followed in a cascaded way to elicit the optimal neural network for the sensor nodes supplied by solar harvesters. It is worth mentioning that the “direct optimization” term indicates the procedure or the process in which comparison for various parameters is executed iteratively until
Figure 11: Continued.
finding a satisfactory solution or the optimum one. This kind of optimization was created to solve problems of difficult global optimization with bound constraints and a real-valued objective function [37, 38]. However, Figure 3 shows the algorithm for eliciting this optimal neural network that has been addressed for our problem. According to Figure 3, data about different values for global solar radiation (GSR) will be collected at first to be used as output, while some other environmental or atmospheric parameters are used as inputs. Then, a direct optimization process would be implemented in two cascaded steps: the first one is to find the optimal number and type of inputs. In the second step, another direct optimization process would be executed to extract the optimal number of hidden layers and hidden neurons [39].

For each one of these two cascaded direct optimization processes, a specific criterion should be considered to extract the optimal target (inputs and structure). For example, the high accuracy (represented by the correlation coefficient \(R\)) or the low computational efforts (represented by the number of iterations) would be adopted for the first direct optimization, while the mean square error (MSE) would be taken for the second one. Note that the number of neurons and layers would be kept constant in the first direct optimization process. On the other hand, the number and type of inputs that resulted from the first direct optimization would be used as inputs for the second direct optimization process.
optimization process would be kept fixed in the second optimization operation.

Moreover, the calculations of all these criteria for the ANNs understudy would be performed using the neural networks toolbox in MATLAB software. This toolbox is systematically designed to calculate smoothly the values of all those criteria for different models of neural networks. Thus, we would have high flexibility to change the number and type of inputs, the number of neurons and hidden layers, and the activation function.

5. Optimizing a Neural Network for Sensor Units Powered by Solar Energy

Under this section, three subsections would be inserted to show, respectively, the data set or group that would be utilized for analysis and assessment, the optimum number and type of inputs, and the optimum structure (topology) of the desired neural network that would be considered for the application of the sensor unit.

5.1. Data Group. A group of input and output data is required to train the proposed ANN applied to the sensor units. Since the GSR is the real source of energy that feeds these units, it has been chosen here as the output parameter. The considered values of GSR are shown in Figure 4. Observe that these values have been measured hourly and expressed by J/cm² for the city of Berlin for five years (from 1st Jan 2011 to 31st Dec 2016) [40]. It is clear from the figure that the maximum value of the hourly GSR would not exceed 350 J/cm² in this city.

For input data, some environmental parameters have been selected to be studied. Among different environmental parameters, diffuse radiation (DR), zenith angle (θz), air temperature (AT), and relative humidity (RH) have been chosen to implement the training process. The selection process was made to nominate the parameters that do have a direct connection with global solar radiation. Note that all these parameters have been measured hourly for the same location in Berlin city over the same simulation period (from 1st Jan 2011 to 31st Dec 2016) and figured in Figure 5. One more time, this city and this period have been determined according to the free availability. We have to say also that the reason behind choosing five years is the reasonable need for a dataset describing real and different weather situations. This is considered necessary for an application like the sensor unit. In this figure, there are some spikes appeared for the parameters of air temperature, diffuse radiation, and relative humidity. These spikes in this figure indicate exceptional conditions occurred in weather parameters. Nevertheless, they did not appear with the zenith angle as this parameter is associated with the sun which is outside the atmosphere (i.e., the zenith angle would have predefined and fixed values).

5.2. Optimizing the Number and Type of Inputs. To apply the developed ANN with the sensor units at high accuracy, low computational efforts, and low complexity, the optimal number and type of input parameters have been selected through the proposed optimization process considering these requirements carefully. For this purpose, the aforementioned input parameters have been taken and tested in three different possibilities: single, combinations of two, and combinations of three parameters. The correlation coefficient \( R \) has been calculated for all these possibilities at fixed numbers of neurons and hidden layers as shown in (Figures 6–8). Besides this factor, the proportion of the variance represented by \( R^2 \) (squared correlation coefficient) as well as the slope of the linear equation would also be indicated in those figures as being important and necessary as statistical parameters confirming the accuracy results and the linearity levels. Because the values of \( R \) in all possibilities are less than 1, the values of \( R^2 \) would be less than them for \( R \). It is worth mentioning here that these values are a little bit less than standards because the utilized approximation in the MATLAB toolbox considers three digits.
after the comma. However, this would not influence the results of the optimization process. It is necessary to declare here that the parameters of (AT and RH) will be measured later (at the implementation time) by small sensors if they have been chosen to be part of the participated component of the developed ANN, while the parameters of (DR and $\theta_z$) will be measured by a pyranometer.

From Figure 6, it can be observed that the network of zenith angle ($\theta_z$) shows the highest $R$ (0.865). While the network of air temperature shows the lowest $R$ (0.603), the network of diffuse radiation and the network of relative humidity were in the middle (0.819 and 0.690), respectively. The values of $R^2$ accompanied with the values of $R$ are 0.748, 0.670, 0.364, and 0.476, respectively, for the networks of zenith angle, diffuse radiation air temperature, and relative humidity. Not only for Figure 6 but also others (Figures 7 and 8), the authors will only offer the slope values in the figures for the readers who are interested in more detailed calculations without mentioning them in the texts.

From Figure 7, the network of zenith angle and relative humidity behaves the best with $R$ (0.948) and (0.899) for $R^2$. From the same figure, the network of the lowest $R$ (0.730) appeared for the network of air temperature and relative humidity together. This value leads also to the lowest $R^2$ which is recorded to be 0.533 as in the figure.

As shown in Figure 8, the network that considers a combination of diffuse radiation, zenith angle, and air temperature shows a value of $R$ (0.908) corresponds to (0.824) for $R^2$. Note that this is the worst among the three input combination networks. On the other hand, the network of zenith angle, air temperature, and relative humidity has shown the best $R$ with (0.997) and (0.9994) meaning that it is the optimal one among all combinations of inputs. Based on that, eliminating the parameter of diffuse radiation as input and relying only on the other remaining parameters (i.e., the zenith angle, the air temperature, and the relative humidity) could lead to defining the optimal network input data.

5.3. Optimizing the Structure of the Neural Network. This stage is aimed to identify the optimal number of hidden layers and hidden neurons. For this purpose, the correlation

![Figure 13: Correlation coefficient ($R$) and MSE at different neurons.](image)

![Figure 14: Structure of optimal neural network for wireless sensor units showing all participated components.](image)

![Figure 15: Predicted GSR by ANN throughout (1st Jan 2011 to 31st Dec 2016).](image)
coefficient $R$, the number of iterations, and the MSE have been considered as criteria for direct optimization. Note that the optimal structure should be selected to show the maximum value of $R$ (the highest accuracy), the lowest number of iterations (the lowest computational efforts), and the minimum value of MSE (the lowest complexity). Hence, all these factors have been calculated for a sequence of layers. Note that a range of eight hidden layers has been selected for purpose of this study. In other words, (1 to 8) would be the bounds for the constraint of the layer’s number.

Speaking of optimizing the structure of the addressed ANN, the number of neurons should be also considered to contribute to the desired targets represented by reducing the size of the memory. For this reason, the number of neurons has been changed over a range of values (bounds for the constraint of neuron’s number) to examine this impact. For instance, in this research, the number of neurons has been increased from 5 to 15 over a step of 5 (i.e., 5, 10, and 15) as depicted in Figures 9–11. It is worth mentioning here that the proportion of the variance ($R^2$) and the slope of the linear equations would not be indicated for being the MATLAB toolbox approximate them to the same values hence, the linear equations would not be indicated. However, those values are ($R^2 \equiv 0.99$ and the slope $\equiv 1$).

To facilitate and easily realize the optimization process, the values of $R$ and the iteration number have been collected and figured together in Figure 12 for different layers. It is worth pointing out that this step is essential for examining the optimal number of hidden layers, meaning that priority is given to the structuring of the neural network because it is directly related to the degree of complexity. This is aimed to reduce both the execution time and the computational efforts (i.e., less memory size). In this regard, it can be noticed that increasing the number of hidden layers would increase the value of $R$ as shown in Figure 12. However, after seven layers, the value of $R$ will be almost constant regardless of the number of neurons. Additionally, a decreasing behavior for the number of iterations accompanies an increasing number of hidden layers. Unfortunately, both behaviors (for $R$ and iterations) conflict with the low complexity that is required for the optimal network. However, two hidden layers show a reasonable limit of complexity, computational efforts, and accuracy. Thus, it can be considered the optimal one for wireless sensor units.

Observe Figure 13 which shows the impact of changing the number of neurons on the corresponding correlation factor and MSE error. It can be noticed that increasing the neurons from 5 to 10 neurons is accompanied by an increase in the value of $R$. Conversely, this leads to a higher MSE. This means that the highest accuracy does not match the lowest complexity. Consequently, the optimal operating point of the network is selected to be the middle point (10 neurons). The reason behind that is the slight improvement for $R$ when the neurons changed from 10 to 15 compared to the significant improvement when the neurons changed from 5 to 10.

Combining the results from both direct optimization processes, the optimal neural network would have three inputs (air temperature, relative humidity, and zenith angle) and one output (global solar radiation). It also would include two hidden layers with ten neurons inside each one. For more clarification about the construction (setup) of this optimal network, Figure 14 is used to show the whole components that participated in the optimal neural network.

5.4. Prediction Error. After identifying the optimal network that could fit when applied with sensor units, it will be used to predict the GSR throughout the study period (1st Jan 2011 to 31st Dec 2016) for testing purposes. The predicted GSR results have been figured in Figure 15. Consequently, the predicted error has been calculated according to Eq. (3) and figured in Figure 16. This figure indicates that the optimal neural network minimizes the error of prediction to be less than 2% for the whole observations during the 5 years under study.

\[
\text{Prediction Error} = \left| \frac{\text{Measured Energy} - \text{Predicted Energy}}{\text{Measured Energy}} \right| \times 100\%.
\]

(3)

Taken both figures (Figures 15 and 16) together, the results have proven the efficacy of the following cascaded
direct optimization process in selecting the optimum fits among the inputs and the structure options of the ANN for solar energy prediction applications. It can be summarized that an ANN structured of 2 hidden layers with 10 neurons each would achieve the most accurate prediction of solar-harvested energy when it is fed by the air temperature, relative humidity, and zenith angle as selected inputs.

6. Conclusion

A cascaded direct optimization approach for selecting both inputs and structure of ANNs that are applied in sensor units has been proposed. Artificial neural networks (ANNs) have been presented in this paper as a prediction approach utilized with the sensor units. This approach depends on a training process for premeasured environmental data. The predicted values that have been used for analysis.

Acknowledgments

The authors would like to thank the climate data center in “Deutscher Wetterdienst” for supplying them with weather data that have been used for analysis.

References

[1] H. Sharma, A. Haque, and Z. A. Jaffery, “Solar energy harvesting wireless sensor network nodes: a survey,” Journal of Renewable and Sustainable Energy, vol. 10, no. 2, p. 23704, 2018.
[2] M. Prauzek, J. Konecny, M. Borova, K. Janosova, J. Hlavica, and P. Musilek, “Energy harvesting sources, storage devices and system topologies for environmental wireless sensor networks: a review,” Sensors (Basel), vol. 18, no. 8, 2018.
[3] G. Rong, Y. Zheng, and M. Sawan, “Energy solutions for wearable sensors: a review,” Sensors (Basel), vol. 21, no. 11, 2021.
[4] M. Hassan and A. Bermak, “Solar harvested energy prediction algorithm for wireless sensors,” in 2012 4th Asia Symposium on Quality Electronic Design (ASQED), pp. 178–181, Penang, Malaysia, 2012.
[5] M. S. M. Al Omary, Accuracy Improvement of Predictive Neural Networks for Managing Energy in Solar Powered Wireless Sensor Nodes, Chemnitz, TU Chemnitz, 2019.
[6] P. Bhuvaneswari, R. Balakumar, V. Vaidehi, and P. Balamuralidhar, “Solar energy harvesting for wireless sensor networks,” in 2009 First International Conference on Computational Intelligence, Communication Systems and Networks, pp. 57–61, Indore, India, 2009.
[7] M. M. Abbas, M. A. Tawhid, K. Saleem et al., “Solar energy harvesting and management in wireless sensor networks,” International Journal of Distributed Sensor Networks, vol. 10, no. 7, Article ID 436107, 2014.
[8] Y. Li, E. A. Hamed, X. Zhang et al., “Feasibility of harvesting solar energy for self-powered environmental wireless sensor nodes,” Electronics, vol. 9, no. 12, p. 2058, 2020.
[9] A. H. Dehwah, M. Mousa, and C. G. Claudel, “Lessons learned on solar powered wireless sensor network deployments in urban, desert environments,” Ad Hoc Networks, vol. 28, pp. 52–67, 2015.
[10] A. Zahid Kausar, A. W. Reza, M. U. Saleh, and H. Ramiah, “Energizing wireless sensor networks by energy harvesting systems: scopes, challenges and approaches,” Renewable and Sustainable Energy Reviews, vol. 38, pp. 973–989, 2014.
[11] P. Mehne, D. Leclerc, and P. Woias, “Energy income estimation for solar cell powered wireless sensor nodes,” in EUROSENSORS, Basel Switzerland: MDPI, 2018.
[12] M. Al-Omary, K. Hassini, A. Fakhfakh, and O. Kanoun, “Prediction of energy in solar powered wireless sensors using artificial neural network,” in 2019 16th International Multi-Conference on Systems, Signals & Devices (SSD), pp. 288–293, Istanbul, Turkey, 2019.
[13] Q. H. K. Muhammad, U. Saleem, M. Saleem, A. Pitsillides, and M. Lestas, “Harvested energy prediction schemes for wireless sensor networks: performance evaluation and enhancements,” Wireless Communications and Mobile Computing, vol. 2017, Article ID 6928325, 14 pages, 2017.

[14] A. Sharma and A. Kakkar, “A review on solar forecasting and power management approaches for energy-harvesting wireless sensor networks,” International Journal of Communication Systems, vol. 33, no. 8, article e4366, 2020.

[15] C. Viehweger, “Modellbasiertes Energiemanagement für die intelligente Steuerung solarversorgter drahtloser Sensoren,” [Ph.D. thesis], Chemnitz: TU Chemnitz, 2017.

[16] N. Stricker and L. Thiele, “Analysing and improving robustness of predictive energy harvesting systems,” in Proceedings of the 8th International Workshop on Energy Harvesting and Energy-Neutral Sensing Systems, pp. 64–70, New York, NY, USA, 2020.

[17] M. Al-Omary, R. Aljarrah, A. Albatayneh, and M. Jaradat, “A composite moving average algorithm for predicting energy in solar powered wireless sensor nodes,” in 2021 18th International Multi-Conference on Systems, Signals & Devices (SSD), pp. 1047–1052, Monastir, Tunisia, 2021.

[18] N. Stricker, Y. Lian, Y. Jiang, C. N. Jones, and L. Thiele, “Joint energy management for distributed energy harvesting systems,” in Proceedings of the 19th ACM Conference on Embedded Networked Sensor Systems, pp. 575–577, New York, NY, USA, 2021.

[19] M. Al-Omary, R. Aljarrah, A. Albatayneh, D. Alshabi, and K. Alzaareer, “Impact of using a predictive neural network of multi-term zenith angle function on energy management of solar-harvesting sensor nodes,” SSRN Journal, 2022, https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4144365.

[20] N. Stricker and L. Thiele, “Accurate onboard predictions for indoor energy harvesting using random forests,” in 2022 11th Mediterranean Conference on Embedded Computing (MECO), pp. 1–6, Budva, Montenegro, 2022.

[21] A. G. Leal-Junior, C. R. Díaz, C. Marques, M. J. Pontes, and A. Frizera, “Multiplexing technique for quasi-distributed sensors arrays in polymer optical fiber intensity variation-based sensors,” Optics & Laser Technology, vol. 111, pp. 81–88, 2019.

[22] Y. Wang, G. Zhu, M. Li et al., “Water pollutants p-cresol detection based on au-ZnO nanoparticles modified tapered optical fiber,” IEEE Transactions on Nanobioscience, vol. 20, no. 3, pp. 377–384, 2021.

[23] Ö. A. Karaman, T. Tanyıldız Ağır, and İ. Arsel, “Estimation of solar radiation using modern methods,” Alexandria Engineering Journal, vol. 60, no. 2, pp. 2447–2455, 2021.

[24] A. Aljanad, N. M. L. Tan, V. G. Agelidis, and H. Shareef, “Neural network approach for global solar irradiance prediction at extremely short-time-intervals using particle swarm optimization algorithm,” Energies, vol. 14, no. 4, p. 1213, 2021.

[25] C. C. Aggarwal, Neural Networks and Deep Learning, Springer International Publishing, Cham, 2018.

[26] P. Koprinkova-Hristova, V. Mladenov, and N. K. Kasabov, Artificial Neural Networks, Springer International Publishing, Cham, 2015.

[27] J. Faceira, P. Afonso, and P. Salgado, “Prediction of solar radiation using artificial neural networks,” in CONTROLO’2014 – Proceedings of the 11th Portuguese Conference on Automatic Control, A. P. Moreira, A. Matos, and G. Veiga, Eds., pp. 397–406, Springer International Publishing, Cham, 2015.

[28] N. Premalatha and A. A. Valan, “Prediction of solar radiation for solar systems by using ANN models with different back propagation algorithms,” Journal of Applied Research and Technology, vol. 14, no. 3, pp. 206–214, 2016.

[29] A. K. Yadav and S. S. Chandel, “Solar radiation prediction using artificial neural network techniques: a review,” Renewable and Sustainable Energy Reviews, vol. 33, pp. 772–781, 2014.

[30] J. M. Walker and D. J. Livingstone, Artificial Neural Networks, Humana Press, Totowa, NJ, 2009.

[31] A. Lintas, S. Rovetta, P. F. Verschure, and A. E. Villa, Artificial Neural Networks and Machine Learning–ICANN 2017, Springer International Publishing, Cham, 2017.

[32] H. Cartwright, “Preface. Artificial neural networks,” Methods in Molecular Biology, vol. 1260, 2015.

[33] N. J. Cotton, B. M. Wilamowski, and G. Dundar, “A neural network implementation on an inexpensive eight bit microcontroller,” in 2008 International Conference on Intelligent Engineering Systems, pp. 109–114, Miami, FL, USA, 2008.

[34] P.-E. Novac, G. Boukli Hacene, A. Pegatoquet, B. Miramond, and V. Gripon, ”Quantization and deployment of deep neural networks on microcontrollers,” Sensors (Basel), vol. 21, no. 9, 2021.

[35] N. Stricker, R. Da Forno, and L. Thiele, “Robustness of predictive energy harvesting systems: analysis and adaptive prediction scaling,” IET Computers & Digital Techniques, vol. 16, no. 4, pp. 106–124, 2022.

[36] S. Rehman and M. Mohandes, “Artificial neural network estimation of global solar radiation using air temperature and relative humidity,” Energy Policy, vol. 36, no. 2, pp. 571–576, 2008.

[37] K. H. Phua, C. M. Wang, W. Y. Yeong et al., Optimization Techniques and Applications, World Scientific, 1992.

[38] D. R. Jones, “Direct global optimization algorithm,” in Encyclopedia of Optimization, C. A. Floudas and P. M. Pardalos, Eds., pp. 431–440, Springer US, Boston, MA, 2001.

[39] S. S. Rao, Engineering Optimization Theory and Practice, Wiley, 2019.

[40] February 2022, http://www.dwd.de/DE/klimaumwelt/cdc/cdc.html.