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Abstract

We consider a robust estimation of linear regression coefficients. In this note, we focus on the case where the covariates are sampled from an $L$-subGaussian distribution with unknown covariance, the noises are sampled from a distribution with a bounded absolute moment and both covariates and noises may be contaminated by an adversary. We derive an estimation error bound, which depends on the stable rank and the condition number of the covariance matrix of covariates with a polynomial computational complexity of estimation.

1 Introduction

In the present paper, we study linear regression problem when outputs and inputs are contaminated by adversary:

$$y_i = (x_i + ω_i)^\top β^* + ξ_i + √nθ_i, \quad i = 1, \cdots, n,$$  \hfill(1.1)

where $\{x_i\}_{i=1}^n$ is a sequence of covariate vector, $β^* ∈ \mathbb{R}^d$ is the true coefficient vector and $\{ξ_i\}_{i=1}^n$ is a sequence of noise. We admit adversary to inject arbitrary values into arbitrary samples of $(y_i, x_i)$ in $\mathbb{R}^n$. Let $Ω$ be the index set of the injected samples and $ω_i = (0, \cdots, 0)^\top$ and $θ_i = 0$ for $i ∈ I = (1, \cdots, n) \setminus Ω$. The difficulty is that $\{ω_i\}_{i=1}^n$ and $\{θ_i\}_{i=1}^n$ can be arbitrary values and they are allowed to be correlated freely among them and correlated with $\{x_i\}_{i=1}^n$ and $\{ξ_i\}_{i=1}^n$. We note that $\{x_i, ξ_i\}_{i∈I}$ is no longer i.i.d. sequence because we allow adversary freely to select samples for contamination.

[9, 7, 1, 15, 4] considered the estimation problems of $β^*$ from (1.1). When the covariance matrix of covariates is unknown and the covariates are drawn from a heavy-tailed distribution, [1, 15, 4] derived sharp error bounds. We consider the case where the covariance matrix of covariates is unknown and the covariates are drawn from an $L$-subGaussian distribution. Our finding is that even when the covariance is unknown, the estimation error bound can become sharper when covariates are drawn from an $L$-subGaussian distribution. Our method is basically the same as Algorithm 1 of [15] and the main difference is preprocessing for the covariate.

Define the maximum and minimum eigenvalue of the matrix $M$ as $λ_{\max}(M)$ and $λ_{\min}(M)$, respectively and define the condition number of $Σ_{1, 2}$ as $κ(Σ_{1, 2}) = λ_{\max}(Σ_{1, 2})/λ_{\min}(Σ_{1, 2})$. Our result is the following. For the precise statements, see Section 3.

**Theorem 1.1.** Suppose that $\{x_i\}_{i=1}^n$ is a sequence with i.i.d. random vectors drawn from an $L$-subGaussian distribution with mean zero and with covariance matrix $Σ$, where $Σ$ is unknown. Suppose that $\{ξ_i\}_{i=1}^n$ is a sequence with i.i.d. random variables drawn from a distribution whose
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absolute moment is bounded by $\sigma$. Assume that $\{x_i\}_{i=1}^n$ and $\{\xi_i\}_{i=1}^n$ are independent. Then, with polynomial computational time, we can construct $\hat{\beta}$ such that

$$\|\hat{\beta} - \beta^*\|_2 \leq c(L, \sigma) \times \frac{\kappa(\Sigma^\frac{1}{2})}{\lambda_{\text{min}}(\Sigma^\frac{1}{2})} \times \left( \sqrt{\frac{r_{\Sigma}}{n}} + \sqrt{\frac{\log(1/\delta)}{n}} + \sqrt{\frac{o}{n}} \right),$$

(1.2)

where $c(L, \sigma)$ is some constant depending on $L$ and $\sigma$ and $r_{\Sigma} = \text{Trace}(\Sigma)/\lambda_{\text{max}}(\Sigma)$, with high probability probability at least $1 - 5\delta$.

**Remark 1.1.** We assume the independence of $\{x_i\}_{i=1}^n$ and $\{\xi_i\}_{i=1}^n$ in the theorem above. Strictly speaking, our theorem requires slightly weaker condition than the independence. See Theorem 3.1.

We note that $r_{\Sigma}$ is sometimes called stable rank [17] and we easily see $r_{\Sigma} \leq d$. The term including $d$ in error bounds of [1, 4, 15] is $\tilde{O}(d)$, but in this paper, we can remove the logarithmic dependence of $d$ when covariates are drawn from an $L$-subGaussian distribution.

In Section 2, we provide our estimation method. In Section 3, we state our main results. In Section 4, we state key propositions without proof. In Section 5, we give the proofs of main results using the propositions stated in Section 4. In Section 6, we give the proofs of propositions in Section 4.

## 2 Method

Define $\varepsilon = \frac{\sigma}{2}$ and $X_i = x_i + \xi_i$. To estimate $\beta^*$ in (1.1), we propose the following algorithm (Algorithm 1).

### Algorithm 1 TWO STEP WEIGHTED HUBER REGRESSION

**Input:** $\{y_i, X_i\}_{i=1}^n$, $\varepsilon$ and the tuning parameter $\lambda_0$  
**Output:** $\hat{\beta}$

1. $\{\hat{w}_i\}_{i=1}^n \leftarrow \text{COMPUTE-WEIGHT}(\{X_i\}_{i=1}^n, \varepsilon)$
2. $\{\hat{w}'_i\}_{i=1}^n \leftarrow \text{THRESHOLDING}(\{\hat{w}_i\}_{i=1}^n)$
3. $\hat{\beta} \leftarrow \text{WEIGHTED-HUBER-REGRESSION}(\{y_i, X_i, \hat{w}'_i\}_{i=1}^n, \lambda_0)$

In the following Sections 2.1, 2.2 and 2.3, we describe the roles of the procedures COMPUTE-WEIGHT, THRESHOLDING and WEIGHTED-HUBER-REGRESSION, respectively.

### 2.1 COMPUTE-WEIGHT

COMPUTE-WEIGHT reduces the effects of outliers for covariates. We require COMPUTE-WEIGHT to compute the weight vector $\hat{w} = (\hat{w}_1, \cdots, \hat{w}_n)$ such that the following quantity is sufficiently small:

$$\sum_{i \in \mathcal{O}} \hat{w}_i u_i^T X_i^T (\beta^* - \hat{\beta})$$

(2.1)

for $u$ such that $\|u\|_{\infty} \leq c$ for sum numerical constant $c$. In the proof of our main proposition (Proposition 4.1), the evaluation of (2.1) appears. In the present paper, we use COMPUTE-WEIGHT as a variant of Algorithm 1 of [6] and the algorithm satisfies our aim. Algorithm 1 of [6] computes a weight sequence $\{w_i\}_{i=1}^n$ such that $\sum_{i=1}^n w_i X_i$ is close to the true mean in $\ell_2$ norm. As we refer in the Introduction, there are many algorithms to estimate mean with existence on outliers and many of them have the properties such that (2.1). However, the algorithm in [6] derived dimension free bound at the first time with polynomial time complexity and our slightly modified algorithm inherit the properties. We note that, the algorithm in [6] have another fascinating points such that high breakdown point and so on.
Here, we introduce Algorithm 1 of [6]. Define the contamination ratio ε = o/n and define the probability simplex $\Delta^{n-1}$ as

$$\Delta^{n-1} = \left\{ w \in [0,1]^n : \sum_{i=1}^n w_i = 1, \|w\|_\infty \leq \frac{1}{n(1-\varepsilon)} \right\}. \tag{2.2}$$

The algorithm introduced in [6] is the following. For some matrix $M$, define $\lambda_{\text{max}}(M)$ is the maximum singular value of $M$.

Algorithm 2 Algorithm 2 of [6]

Input: data $X_1, \ldots, X_n \in \mathbb{R}^d$ and $\varepsilon$.
Output: parameter estimate $\hat{\mu}$ and weight estimate $\hat{w} = \{\hat{w}_1, \ldots, \hat{w}_n\}$

Initialize: compute $\hat{\mu}_0$ as the minimizer of $\sum_{i=1}^n \|X_i - \mu\|_2^2$
Set $K = \max \left\{ 0, \frac{\log(4p) - 2 \log(\varepsilon(1-2\varepsilon))}{2 \log(1-2\varepsilon) - \log \varepsilon - \log(1-\varepsilon)} \right\}$.

For $k = 1 : K$

Compute current weights:
$$\hat{w}_k = (w_{1,k}, \ldots, w_{n,k})^T \in \arg\min_{w \in \Delta^{n-1}} \lambda_{\text{max}} \left( \sum_{i=1}^n w_i (X_i - \hat{\mu}_{k-1}) (X_i - \hat{\mu}_{k-1})^T \right).$$

Update the estimator:
$$\hat{\mu}_k = \sum_{i=1}^n \hat{w}_{i,k} X_i.$$

return $\hat{\mu}_K$ and $\hat{w}_K$.

We define COMPUTE-WEIGHT as following.

Algorithm 3 COMPUTE-WEIGHT

Input: data (covariates) $X_1, \ldots, X_n \in \mathbb{R}^d$ and $\varepsilon$.
Output: weight estimate $\hat{w} = \{\hat{w}_1, \ldots, \hat{w}_n\}$

Compute weights:
$$\hat{w} = (w_1, \ldots, w_n)^T \in \arg\min_{w \in \Delta^{n-1}} \lambda_{\text{max}} \left( \sum_{i=1}^n w_i X_i X_i^T \right).$$

return $\hat{w}$.

The only difference is that, Algorithm 2 of [6] estimate the unknown true mean from data. However, COMPUTE-WEIGHT does not need to estimate the mean because, in our setting, the mean of the covariates $\{x_i\}_{i=1}^n$ is known and the loop in Algorithm 2 is not needed.

2.2 THRESHOLDING

THRESHOLDING is a simple discretization of $\{\hat{w}_i\}_{i=1}^n$ and makes it easy to analyze the estimator.

Algorithm 4 THRESHOLDING

Input: weight vector $\hat{w} = \{\hat{w}_i\}_{i=1}^n$.
Output: discretized weight vector $\hat{w}' = \{\hat{w}'_i\}_{i=1}^n$

For $i = 1 : n$

if $\hat{w}_i \geq \frac{1}{2n}$
$$\hat{w}'_i = \frac{1}{n}$$
else
$$\hat{w}'_i = 0$$

return $\hat{w}'$.

From the following lemma, we see that the number of $\hat{w}_i, i = 1, \ldots, n$ rounded at zero is at most $2o$. Let $I_<$ and $I_\geq$ be the sets of the indices such that $w_i < \frac{1}{2n}$ and $w_i \geq \frac{1}{2n}$, respectively.
Lemma 2.1. Suppose $n > 2o$. For any $w_i \in \Delta_{n,e}$, we have $|I_<| \leq 2o$.

Proof. We assume $|I_<| > 2o$ and $o > 1$, and then we derive a contradiction. From the constraint about $w_i$, we have $0 \leq w_i \leq \frac{1}{(1-e)n}$ and

$$\sum_{i=1}^{n} w_i = \sum_{i \in I_<} w_i + \sum_{i \in I_>} w_i \leq |I_<| \times \frac{1}{2n} + (n - |I_<|) \times \frac{1}{(1-e)n}$$

$$= 2o \times \frac{1}{2n} + (|I_<| - 2o) \times \frac{1}{2n} + (n - 2o) \times \frac{1}{(1-e)n} + (2o - |I_<|) \times \frac{1}{(1-e)n}$$

$$= 2o \times \frac{1}{2n} + (n - 2o) \times \frac{1}{(1-e)n} + (|I_<| - 2o) \times \left( \frac{1}{2n} - \frac{1}{(1-e)n} \right)$$

$$< 2o \times \frac{1}{2n} + (n - 2o) \times \frac{1}{(1-e)n}$$

$$= \frac{1 - e - e^2}{1 - e} < 1.$$

This is a contradiction to the constraint about $\{w_i\}_{i=1}^{n}$, $\sum_{i=1}^{n} w_i = 1$. \qed

In the proof of Proposition 4.3, we prove that

$$\left| \sum_{i \in \mathcal{O}} \hat{w}_i u_i X_i^T v \right| \quad \text{and} \quad \left| \sum_{i \in \mathcal{O}} \hat{w}'_i u_i X_i^T v \right| \quad (2.3)$$

are not different in the view of the convergence rate.

### 2.3 WEIGHTED-HUBER-REGRESSION

WEIGHTED-HUBER-REGRESSION is a simple regression using Huber loss. We consider the following optimization problem.

$$\hat{\beta} = \arg\min_{\beta \in \mathbb{R}^d} \sum_{i=1}^{n} \lambda_o^2 H \left( \hat{w}'_i \frac{y_i - X_i^T \beta}{\lambda_o \sqrt{n}} \right), \quad (2.4)$$

where $H(t)$ is the Huber loss function

$$H(t) = \begin{cases} |t| - 1/2 & (|t| > 1) \\ t^2/2 & (|t| \leq 1). \end{cases} \quad (2.5)$$

and let

$$h(t) = \frac{d}{dt} H(t) = \begin{cases} t & (|t| \leq 1) \\ \text{sgn}(t) & (|t| > 1). \end{cases} \quad (2.6)$$

Many studies ([14], [5] and [3] and so on) imply that Huber loss is effective for linear regression under the existence of heavy-tailed noise or adversarial noise. As in previous studies, the present paper use the properties.

### 3 Result

We introduce an L-subGaussian random vector, which appeared in [12, 13, 16] and other studies.
Definition 3.1 (L-subGaussian random vector). A random vector $x \in \mathbb{R}^d$ with the mean $\mathbb{E}x = \mu$ is said to be an L-subGaussian if for every $v \in \mathbb{R}^d$ and every $p \geq 2$,

$$\|\langle x - \mu, v \rangle\|_{\psi_2} \leq L \left( \mathbb{E}|\langle x - \mu, v \rangle|^p \right)^{1/p},$$

where the norm $\| \cdot \|_{\psi_2}$ is defined in Definition 3.2.

Definition 3.2 ($\psi_2$-norm). Let $f$ be defined on a probability space. Set

$$\|f\|_{\psi_2} := \inf \left\{ \eta > 0 : \mathbb{E}\exp\left(\frac{f}{\eta}\right) \leq 1 \right\} < \infty.$$

To derive our result, suppose the following assumption.

Assumption 3.1. Assume that

(i) $x_i = \Sigma^{1/2}z_i$, where $\{z_i\}_{i=1}^n$ is a sequence with independent random vectors drawn from an L-subGaussian distributions with mean zero and $\Sigma := \mathbb{E}x_i x_i^\top$.

(ii) $\lambda_{\min}(\Sigma^{1/2}) > 0$.

(iii) $\{\xi_i\}_{i=1}^n$ is a sequence with independent random variables from a distribution whose absolute moment is bounded by $\sigma$.

(iv) for $i = 1, \cdots, n$, $\mathbb{E}h(\frac{\xi_i}{\lambda_o \sqrt{n}}) \times x_i = 0$.

Remark 3.1. The condition (iii) in Assumption 3.1 is a weaker condition than the independence between $\{\xi_i\}_{i=1}^n$ and $\{x_i\}_{i=1}^n$.

Under Assumption 3.1, we have the following theorem.

Theorem 3.1. Suppose that Assumption 3.1 holds. Consider the optimization problem (2.4). Let

$$r_1 = c_1(L) \times \lambda_o \sqrt{n} \times \frac{\kappa(\Sigma^{1/2})}{\lambda_{\min}(\Sigma^{1/2})} \times \left( \sqrt{\frac{r \sigma}{n}} + \sqrt{\log(1/\delta) \frac{\lambda_o}{n}} + \sqrt{\frac{\sigma}{n}} \right)$$

(3.3)

with $c_1(L)$ is some constant depending on $L$. Suppose that $\frac{r \sigma + \log(1/\delta)}{n} \leq 1$, $n > 2\sigma$, $\lambda_o \sqrt{n} \geq 72L^4 \sigma$ and $r_1 \leq \frac{1}{2\sqrt{3L}} \sqrt{\|\Sigma\|_{op}}$. Then, the optimal solution $\hat{\beta}$ satisfies $\|\hat{\beta} - \beta^*\|_2 < r_1$ with probability at least $1 - 5\delta$.

4 Key propositions

First, we introduce our main proposition. The main proposition is stated in a ‘deterministic’ style. Propositions 4.2, 4.3, 4.4 and 4.5 insist that the conditions in the main proposition are satisfied with high probability.

For $v \in \mathbb{R}^d$, let

$$r_{i,v}^o = \frac{x_i^\top \beta^* + \xi_i - x_i^\top v}{\lambda_o \sqrt{n}}.$$

(4.1)

Proposition 4.1. Consider the optimization problem (2.4). For any vector $v \in \mathbb{R}^{d-1}$ and $u \in \mathbb{R}^n$ such that $\|u\|_\infty \leq c$, where $c$ is some numerical constant and $r$ is the number defined in (4.6),
suppose that
\[
\lambda_0 \sqrt{n} \sum_{i=1}^{n} \frac{1}{n} h \left( \frac{\xi_i}{\lambda_0 \sqrt{n}} \right) x_i^\top v \leq c_1 \|v\|_2, \\
\lambda_0 \sqrt{n} \sum_{i \in \mathcal{O} \setminus \{i \cap I\}} \frac{1}{n} u_i x_i^\top v \leq c_2 \|v\|_2, \\
\lambda_0 \sqrt{n} \sum_{i \in \mathcal{O}} \hat{w}_i u_i x_i^\top v \leq c_3 \|v\|_2,
\]
(4.2)

where \(c_1, c_2, c_3, c_4, c_5, c_6\) are some positive numbers. Let
\[
2 \times \frac{c_1 + c_2 + c_4 + c_5 + \sqrt{c_4 c_6}}{c_4} = r
\]
(4.6)
for some positive number \(r\). Then, we have
\[
\|\beta^* - \hat{\beta}\|_2 \leq r.
\]
(4.7)

Let \(c(L)\) be a numerical constant depending on \(L\).

**Proposition 4.2.** Suppose that Assumption 3.7 holds. For any \(v \in \mathbb{S}^{d-1}\), we have
\[
\left| \frac{1}{n} \sum_{i=1}^{n} h \left( \frac{\xi_i}{\lambda_0 \sqrt{n}} \right) x_i^\top v \right| \leq c(L) \|\Sigma\|_{\text{op}} \left( \sqrt{\frac{\sigma_1}{n}} + \sqrt{\frac{\log(1/\delta)}{n}} \right) \|v\|_2.
\]
(4.8)

with probability at least 1 – \(\delta\).

**Proposition 4.3.** For any \(m\)-sparse vector \(u = (u_1, \cdots, u_n)\) such that \(\|u\|_\infty \leq c\), where \(c\) is a numerical constant and for any \(v \in \mathbb{R}^d\), we have
\[
\left| \sum_{i \in m} \hat{w}_i u_i x_i^\top v \right| \leq c(L) \sqrt{\|\Sigma\|_{\text{op}}} \sqrt{\frac{m}{n}} \|v\|_2.
\]
(4.9)

with probability at least 1 – \(\delta\).

Define \(I_m\) as an index set such that \(|I_m| = m\), where \(|I|\) is the number of the elements of an index set \(I\).

**Proposition 4.4.** Suppose that Assumption 3.7 holds. For any \(m\)-sparse vector \(u = (u_1, \cdots, u_n)\) such that \(\|u\|_\infty \leq c\), where \(c\) is a numerical constant and for any \(v \in \mathbb{R}^d\), we have
\[
\left| \sum_{i \in I_m} \frac{1}{n} u_i x_i^\top v \right| \leq c(L) \sqrt{\|\Sigma\|_{\text{op}}} \sqrt{\frac{m}{n}} \|v\|_2,
\]
(4.10)

with probability at least 1 – \(\delta\).

**Proposition 4.5.** Suppose that Assumption 3.7 holds. Let
\[
\mathcal{R} = \{ v \in \mathbb{R}^d \mid \|v\|_2 = r \},
\]
(4.11)

where \(r\) is a number such that \(0 \leq r \leq \frac{1}{4 \sqrt{\|\Sigma\|_{\text{op}}}}\). Assume that \(\lambda_0 \sqrt{n} \geq 72 L^4 \sigma\). Then, with probability at least 1 – \(\delta\), for any \(v \in \mathcal{R}\), we have
\[
\sum_{i=1}^{n} \frac{\lambda_0}{\sqrt{n}} \left\{ -h \left( r_i, \beta^* + v \right) + h \left( r_i, \beta^* \right) \right\} x_i^\top v \\
\geq \frac{\lambda_0^2 \min \{ \Sigma \}}{3} \|v\|_2^2 - c(L) \left( \sqrt{\|\Sigma\|_{\text{op}}} \sqrt{\frac{\sigma_1}{n}} + \sqrt{\frac{\log(1/\delta)}{n}} \right) \|v\|_2 - c(L) \frac{\log(1/\delta)}{n}.
\]
(4.12)
5 Proofs of the main theorems

proof of Theorem 3.1. We show that (4.2)-(4.6) in Proposition 4.1 are satisfied with probability at least $1 - 5\delta$ under Assumption 3.1. Then, we see that Theorem 3.1 holds.

First, we see that (4.2)-(4.5) in Proposition 4.1 are satisfied by Propositions 4.2-4.5 with

$$c_1 = \lambda_o \sqrt{n} \times c(L)\|\Sigma\|_{op} \left( \sqrt{\frac{r\Sigma}{n}} + \sqrt{\frac{\log(1/\delta)}{n}} \right), \ c_2 = c_3 = c(L)\sqrt{\|\Sigma\|_{op}} \sqrt{\frac{\alpha}{n}},$$

$$c_4 = \frac{\lambda^2_{\min}(\Sigma^{\frac{1}{2}})}{3}, \ c_5 = c(L)\left( \sqrt{\|\Sigma\|_{op}} \sqrt{\frac{r\Sigma}{n}} + \sqrt{\frac{\log(1/\delta)}{n}} \right), \ c_6 = c(L)\frac{\log(1/\delta)}{n},$$

(5.1)

where we use Lemma 2.1, with probability at least $1 - 5\delta$, taking the union bound.

Next, we confirm (4.6). From (5.1), we have

$$2c_1 + c_2 + c_3 + c_5 + \sqrt{c_4c_6} \leq c_1(L) \times \lambda_o \sqrt{n} \times \frac{\kappa(\Sigma^{\frac{1}{2}})}{\lambda_{\min}(\Sigma^{\frac{1}{2}})} \times \left( \sqrt{\frac{r\Sigma}{n}} + \sqrt{\frac{\log(1/\delta)}{n}} + \sqrt{\frac{\alpha}{n}} \right) = r_1$$

(5.2)

for a sufficiently large constant $c(L)$ depending on $L$ and the proof is complete.

\[ \square \]

6 Proofs of Proposition 4.1-4.5

6.1 Proof of Proposition 4.1

Let

$$r_{i,v}^{adv} = n\mu_i^\dagger \frac{Y_i - X_i^\top v}{\lambda_o \sqrt{n}}$$

(6.1)

for $v \in \mathbb{R}^d$.

Proof of Proposition 4.1. Let $\delta = \hat{\beta} - \beta^*$ and $\delta_\eta = \eta\delta$ for some $\eta \in [0, 1]$. For any fixed $r > 0$, we define

$$\mathbb{B}(r) := \{ \beta : \|\beta^* - \beta\|_2 \leq r \}.$$  

(6.2)

We prove $\hat{\beta} \in \mathbb{B}(r)$ by assuming $\hat{\beta} \notin \mathbb{B}(r)$ and deriving a contradiction. For $\hat{\beta} \notin \mathbb{B}(r)$, we can find some $\eta \in (0, 1)$ such that

$$\|\delta_\eta\|_2 = r.$$  

(6.3)

Let

$$Q'(\eta) = \lambda_o \sqrt{n} \sum_{i=1}^n \hat{w}_i^\dagger \left\{ -h \left( r^{adv}_{i,\beta^*+\delta_\eta} \right) + h \left( r^{adv}_{i,\beta^*} \right) \right\} X_i^\top \delta.$$  

(6.4)

From the proof of Lemma F.2. of [8], we have $\eta Q'(\eta) \leq \eta Q'(1)$ and this means

$$\eta\lambda_o \sqrt{n} \sum_{i=1}^n \hat{w}_i^\dagger \left\{ -h \left( r^{adv}_{i,\beta^*+\delta_\eta} \right) + h \left( r^{adv}_{i,\beta^*} \right) \right\} X_i^\top \delta \leq \eta\lambda_o \sqrt{n} \sum_{i=1}^n \hat{w}_i^\dagger \left\{ -h \left( r^{adv}_{i,\beta^*} \right) + h \left( r^{adv}_{i,\beta^*} \right) \right\} X_i^\top \delta$$

(6.5)
where (a) follows from the fact that \( \hat{\beta} \) is a optimal solution of (6.13) and from the definition of \( \delta_\eta \). For the right hand side of (6.5), from triangular inequality, we have

\[
\sum_{i=1}^{n} \hat{w}_i h_i \left( \frac{\alpha_{\text{adv}}}{\alpha_{\text{adv}}} \right) X_i^\top \delta_\eta = \sum_{i=1}^{n} \frac{1}{n} \hat{h} \left( \frac{\alpha_{\text{adv}}}{\alpha_{\text{adv}}} \right) X_i^\top \delta_\eta + \sum_{i \in \mathcal{O}} \hat{w}_i h_i \left( \frac{\alpha_{\text{adv}}}{\alpha_{\text{adv}}} \right) X_i^\top \delta_\eta - \sum_{i \in \mathcal{O} \cup (I \cap I')} \frac{1}{n} \hat{h} \left( \frac{\alpha_{\text{adv}}}{\alpha_{\text{adv}}} \right) X_i^\top \delta_\eta.
\]  

(6.6)

The left-hand side of (6.5) can be decomposed as

\[
\lambda_o \sqrt{n} \sum_{i=1}^{n} \frac{1}{n} \left\{ -h \left( r_{i,\beta^*} \right) + h \left( r_{i,\beta^*} \right) \right\} X_i^\top \delta_\eta
\]

\[
= \lambda_o \sqrt{n} \sum_{i=1}^{n} \frac{1}{n} \left\{ -h \left( r_{i,\beta^*} + \delta_\eta \right) + h \left( r_{i,\beta^*} \right) \right\} X_i^\top \delta_\eta + \lambda_o \sqrt{n} \sum_{i \in \mathcal{O}} \frac{1}{n} \left\{ -h \left( r_{i,\beta^*} + \delta_\eta \right) + h \left( r_{i,\beta^*} \right) \right\} X_i^\top \delta_\eta
\]

\[
- \lambda_o \sqrt{n} \sum_{i \in \mathcal{O} \cup (I \cap I')} \frac{1}{n} \left\{ -h \left( r_{i,\beta^*} + \delta_\eta \right) + h \left( r_{i,\beta^*} \right) \right\} X_i^\top \delta_\eta.
\]  

(6.7)

From (6.5) - (6.7), we have

\[
\lambda_o \sqrt{n} \sum_{i=1}^{n} \frac{1}{n} \left\{ -h \left( r_{i,\beta^*} + \delta_\eta \right) + h \left( r_{i,\beta^*} \right) \right\} X_i^\top \delta_\eta
\]

\[
\leq \lambda_o \sqrt{n} \sum_{i=1}^{n} \frac{1}{n} h \left( r_{i,\beta^*} \right) X_i^\top \delta_\eta + \lambda_o \sqrt{n} \sum_{i \in \mathcal{O}} \frac{1}{n} h \left( r_{i,\beta^*} \right) X_i^\top \delta_\eta - \lambda_o \sqrt{n} \sum_{i \in \mathcal{O} \cup (I \cap I')} \frac{1}{n} h \left( r_{i,\beta^*} + \delta_\eta \right) X_i^\top \delta_\eta.
\]  

(6.8)

For each term of (6.8), from (1.2), (1.3), (1.4) and (1.5), we have

\[
\lambda_o \sqrt{n} \sum_{i=1}^{n} \frac{1}{n} h \left( r_{i,\beta^*} \right) X_i^\top \delta_\eta \leq c_1 \| \delta_\eta \|_2,
\]

(6.9)

\[
\lambda_o \sqrt{n} \sum_{i \in \mathcal{O} \cup (I \cap I')} \frac{1}{n} h \left( r_{i,\beta^*} + \delta_\eta \right) X_i^\top \delta_\eta \leq c_2 \| \delta_\eta \|_2,
\]

(6.10)

\[
\lambda_o \sqrt{n} \sum_{i \in \mathcal{O}} \frac{1}{n} h \left( r_{i,\beta^*} + \delta_\eta \right) X_i^\top \delta_\eta \leq c_3 \| \delta_\eta \|_2,
\]

(6.11)

\[
\lambda_o \sqrt{n} \sum_{i=1}^{n} \frac{1}{n} \left\{ -h \left( r_{i,\beta^*} + \delta_\eta \right) + h \left( r_{i,\beta^*} \right) \right\} X_i^\top \delta_\eta \geq c_4 \| \delta_\eta \|_2^2 - c_5 \| \delta_\eta \|_2 - c_6.
\]

(6.12)

Consequently, we have

\[
c_4 \| \delta_\eta \|_2^2 - c_5 \| \delta_\eta \|_2 - c_6 \leq (c_1 + c_2 + c_3) \| \delta_\eta \|_2
\]

(6.13)

and

\[
\| \delta_\eta \|_2 \leq \frac{c_1 + c_2 + c_3 + c_5 + \sqrt{(c_1 + c_2 + c_3 + c_5)^2 + 4c_4 c_6}}{2c_4} < \frac{c_1 + c_2 + c_3 + c_5 + \sqrt{c_4 c_6}}{c_4} = \frac{c_1 + c_2 + c_3 + c_5 + \sqrt{c_4 c_6}}{c_4} = r.
\]

(6.14)

This contradicts \( \| \delta_\eta \|_2 = r \). Consequently, we have \( \hat{\beta} \in \mathbb{B}(r) \) and \( \| \delta \|_2 = \| \hat{\beta} - \beta^* \|_2 \leq r \).
6.2 Proofs of Propositions 4.2, 4.3, 4.4 and 4.5

6.2.1 Some tools

In Section 6.2.1 we introduce a useful tool used to prove Propositions 4.2, 4.3, 4.4 and 4.5.

Theorem 6.1 (Theorem 4 of [10], Theorem 9.2.4 of [17]). Assume that \( \{\tau_i\}_{i=1}^{n} \) is a sequence with independent random vectors drawn from an L-subGaussian distribution with \( \mathbb{E}\tau_i = 0 \) and \( \mathbb{E}\tau_i\tau_i^\top = \Sigma \). Then, we have

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} \tau_i\tau_i^\top - \Sigma \right\|_{\text{op}} \leq c(L)\sqrt{\|\Sigma\|_{\text{op}}} \left( \sqrt{\frac{r_\Sigma + t}{m}} + \frac{r_\Sigma + t}{m} \right) \tag{6.15}
\]

with probability at least \( 1 - e^{-t} \).

6.2.2 Proof of Proposition 4.2

For any \( v_1, v_2 \in \mathbb{S}^{d-1} \), we have

\[
\left\| h \left( \frac{\xi_i}{\lambda_o\sqrt{n}} \right) x_i^\top v_1 - h \left( \frac{\xi_i}{\lambda_o\sqrt{n}} \right) x_i^\top v_2 \right\|_{\psi_2} = \left\| h \left( \frac{\xi_i}{\lambda_o\sqrt{n}} \right) z_i^\top \Sigma^{1/2} v_1 - h \left( \frac{\xi_i}{\lambda_o\sqrt{n}} \right) z_i^\top \Sigma^{1/2} v_2 \right\|_{\psi_2} \leq L\|\Sigma^{1/2} v_1 - \Sigma^{1/2} v_2\|_2 \tag{6.16}
\]

because \( |h \left( \frac{\xi_i}{\lambda_o\sqrt{n}} \right)| \leq 1 \). From the fact that \( \left\{ h \left( \frac{\xi_i}{\lambda_o\sqrt{n}} \right) z_i^\top \Sigma^{1/2} \right\}_{i=1}^{n} \) is an i.i.d. sequence, we have

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} h \left( \frac{\xi_i}{\lambda_o\sqrt{n}} \right) z_i^\top \Sigma^{1/2} v_1 - \frac{1}{n} \sum_{i=1}^{n} h \left( \frac{\xi_i}{\lambda_o\sqrt{n}} \right) z_i^\top \Sigma^{1/2} v_2 \right\|_{\psi_2} \leq L\|\Sigma^{1/2} v_1 - \Sigma^{1/2} v_2\|_2. \tag{6.17}
\]

From Exercise 8.6.5 of [17], with probability at least \( 1 - \delta \), we have

\[
\sup_{v \in \Sigma^{1/2}\mathbb{S}^{d-1}} \left\| \frac{1}{n} \sum_{i=1}^{n} h \left( \frac{\xi_i}{\lambda_o\sqrt{n}} \right) z_i^\top v \right\| \leq c(L) \left( \mathbb{E} \sup_{v \in \Sigma^{1/2}\mathbb{S}^{d-1}} \|g_d^\top v + \sqrt{\log(1/\delta)}\|_{\psi_2} \right) \tag{6.18}
\]

where \( g_d \) is the \( d \)-dimensional standard normal Gaussian vector. From the proof of Theorem 9.2.4 of [17], we have

\[
\mathbb{E} \sup_{v \in \Sigma^{1/2}\mathbb{S}^{d-1}} g_d^\top v \leq \sqrt{\text{Tr}(\Sigma)} \tag{6.19}
\]

and from simple algebra, we have

\[
\sup_{u, v \in \Sigma^{1/2}\mathbb{S}^{d-1}} \sqrt{\|u - v\|_2^2} \leq 2\|\Sigma\|_{\text{op}}. \tag{6.20}
\]

Lastly, we have

\[
\sup_{v \in \mathbb{S}^{d-1}} \left\| \frac{1}{n} \sum_{i=1}^{n} h \left( \frac{\xi_i}{\lambda_o\sqrt{n}} \right) x_i^\top v \right\| = \sup_{v \in \Sigma^{1/2}\mathbb{S}^{d-1}} \left\| \frac{1}{n} \sum_{i=1}^{n} h \left( \frac{\xi_i}{\lambda_o\sqrt{n}} \right) z_i^\top v \right\| \leq c(L) \left( \frac{r_\Sigma}{\sqrt{n}} \right) \sqrt{\|\Sigma\|_{\text{op}}} \left( \sqrt{r_\Sigma} + \sqrt{\log(1/\delta)} \right). \tag{6.21}
\]

and let \( v \) be \( v/\|v\| \), the proof is complete.
6.2.3 Proof of Proposition 4.3

For any $\|u\|_{\infty} \leq c$ and $v \in S^{d-1}$, we note that

$$\left\| \sum_{i \in \mathcal{O}} \hat{w}_i^{\prime} u_i X_i^T v \right\|^2 \leq \sum_{i \in \mathcal{O}} \hat{w}_i^{\prime} u_i^2 \sum_{i \in \mathcal{O}} \hat{w}_i^{\prime} |X_i^T v|^2 \leq c^2 \frac{\sigma}{n} \sum_{i \in \mathcal{O}} \hat{w}_i |X_i^T v|^2, \quad (6.22)$$

where (a) follows from Hölder’s inequality and (b) follows from the fact that $\hat{w}_i^{\prime} \leq 2\hat{w}_i$. From (6.22), we have

$$\left| \sum_{i \in \mathcal{O}} \hat{w}_i^{\prime} u_i X_i^T v \right| \leq c \sqrt{\frac{\sigma}{n} \left( \sum_{i=1}^n \hat{w}_i (X_i^T v)^2 \right) \leq c \sqrt{\frac{\sigma}{n} \sup_{v \in S^{d-1}} \sum_{i=1}^n \hat{w}_i (X_i^T v)^2} \quad (6.23)$$

From the optimality of $\{\hat{w}_i\}_{i=1}^n$, we have

$$\sup_{v \in S^{d-1}} \sum_{i=1}^n \hat{w}_i (X_i^T v)^2 = \lambda_{\text{max}} \left( \sum_{i=1}^n \hat{w}_i X_i X_i^T \right) \leq \lambda_{\text{max}} \left( \sum_{i \in \mathcal{I}} \frac{1}{n(1-\epsilon)} X_i X_i^T \right) = \sup_{v \in S^{d-1}} \sum_{i=1}^n \frac{1}{n-o} (X_i^T v)^2 \quad (6.24)$$

where (a) follows from the fact that $\{w_i\}_{i \in \mathcal{I}} \in \Delta^{n-1}$ with $w_i^0 = \frac{1}{n(1-\epsilon)}$. Moreover, from the positivity of $(X_i^T v)$, we have

$$\sup_{v \in S^{d-1}} \sum_{i=1}^n \frac{1}{n-o} (X_i^T v)^2 \leq \sup_{v \in S^{d-1}} \sum_{i=1}^n \frac{1}{n-o} (X_i^T v)^2 \quad (6.25)$$

From Theorem 6.1 and the triangular inequality, we have

$$\left( \left\| \sum_{i=1}^n \frac{1}{n} X_i X_i^T \right\|_{\text{op}} \right) \leq \sup_{v \in S^{d-1}} \sum_{i=1}^n \frac{1}{n} (X_i^T v)^2 \leq c(L) \sqrt{\|\Sigma\|_{\text{op}}} \left( \sqrt{\frac{\Sigma + t}{n}} \right) \leq c(L) \sqrt{\|\Sigma\|_{\text{op}}}, \quad (6.26)$$

where we use the assumption $\frac{\Sigma + t}{n} \leq 1$ Combining the arguments above, we have

$$\left| \sum_{i \in \mathcal{O}} \hat{w}_i^{\prime} u_i X_i^T v \right| \leq c(L) \sqrt{\frac{\sigma}{n} \|\Sigma\|_{\text{op}}}, \quad (6.27)$$

where we use $o > 2n$. Re-defining $v = \sqrt{\|v\|_2} \in S^{d-1}$, the proof is complete.

6.2.4 Proof of Proposition 4.4

For any $\|u\|_{\infty} \leq c$ and $v \in S^{d-1}$, from Hölder’s inequality, we have

$$\sum_{i \in \mathcal{I}_m} \frac{1}{n} u_i X_i^T v \leq \sqrt{\sum_{i \in \mathcal{I}_m} \frac{1}{n} u_i^2 \sum_{i \in \mathcal{I}_m} \frac{1}{n} (X_i^T v)^2 \leq \sqrt{\sum_{i \in \mathcal{I}_m} \frac{1}{n} u_i^2 \sum_{i=1}^n \frac{1}{n} (X_i^T v)^2 \leq c \sqrt{\frac{m}{n} \sum_{i=1}^n \frac{1}{n} (X_i^T v)^2.} \quad (6.28)$$

From Theorem 6.1 and the triangular inequality, we have

$$\left( \left\| \sum_{i=1}^n \frac{1}{n} X_i X_i^T \right\|_{\text{op}} \right) \leq \sup_{v \in S^{d-1}} \sum_{i=1}^n \frac{1}{n} (X_i^T v)^2 \leq c(L) \sqrt{\|\Sigma\|_{\text{op}}} \left( \sqrt{\frac{\Sigma + t}{n}} \right) \leq c(L) \sqrt{\|\Sigma\|_{\text{op}}}, \quad (6.29)$$
where we use the assumption \( \frac{\tau_{k+1}}{n} \leq 1 \) Combining the arguments above, we have
\[
\left| \sum_{i \in I_m} \hat{w}_i' u_i x_i^T v \right| \leq c(L) \sqrt{\frac{m}{n}} \sqrt{\|\Sigma\|_{op}}.
\] (6.30)

Re-defining \( v = v/\|v\|_2 (\in \mathbb{S}^{d-1}) \), the proof is complete.

### 6.2.5 Proof of Proposition 4.5

Let
\[
u_i = \frac{\xi_i}{\lambda_0 \sqrt{n}}, \quad v_i = \frac{x_i^T v}{\lambda_0 \sqrt{n}}.
\] (6.31)

The left-hand side of (6.12) divided by \( \lambda_0^2 \) can be expressed as
\[
\sum_{i=1}^{n} \left\{-h \left( \frac{\xi_i - x_i^T v}{\lambda_0 \sqrt{n}} \right) + h \left( \frac{\xi_i}{\lambda_0 \sqrt{n}} \right) \right\} \frac{x_i^T v}{\lambda_0 \sqrt{n}} = \sum_{i=1}^{n} \{ -h (u_i - v_i) + h (u_i) \} v_i
\] (6.32)

From the convexity of the Huber loss, we have \( \{ -h (u_i - v_i) + h (u_i) \} v_i > 0 \) and
\[
\sum_{i=1}^{n} \{ -h (u_i - v_i) + h (u_i) \} v_i \geq \sum_{i=1}^{n} \{ -h (u_i - v_i) + h (u_i) \} v_i I_{E_i},
\] (6.33)

where \( I_{E_i} \) is the indicator function of the event
\[
E_i := \left( |u_i| \leq \frac{1}{2} \right) \cap \left( |v_i| \leq \frac{1}{2\lambda_0 \sqrt{n}} \right).
\] (6.34)

Define the functions
\[
\varphi(v) = \begin{cases} 
  v^2 & \text{if } |v| \leq \frac{1}{2\lambda_0 \sqrt{n}} \\
  (v - 1/2)^2 & \text{if } \frac{1}{2\lambda_0 \sqrt{n}} \leq v \leq 1/2 \\
  (v + 1/2)^2 & \text{if } -1/2 \leq v \leq -\frac{1}{2\lambda_0 \sqrt{n}} \\
  0 & \text{if } |v| > 1/2 
\end{cases}
\] (6.35)

Let \( f_i(v) = \varphi(v_i) \psi(u_i) \) and we have
\[
\sum_{i=1}^{n} \{ -h (u_i - v_i) + h (u_i) \} v_i \geq \sum_{i=1}^{n} \{ -h (u_i - v_i) + h (u_i) \} v_i I_{E_i}
\]
\[
= \sum_{i=1}^{n} v_i^2 I_{E_i}
\]
\[
\geq \sum_{i=1}^{n} \varphi(v_i) \psi(u_i) \geq \sum_{i=1}^{n} f_i(v),
\] (6.36)

where (a) follows from \( \varphi(v) \leq v^2 \) for \( |v| \leq 1/2 \). We note that
\[
f_i(v) \leq \varphi(v_i) \leq \min \left( \frac{x_i^T v}{\lambda_0 \sqrt{n}}, \frac{1}{4\lambda_0^2 n} \right).
\] (6.37)

To bound \( \sum_{i=1}^{n} f_i(v) \) from below, for any fixed \( v \in \mathcal{R} \), we have
\[
\sum_{i=1}^{n} f_i(v) \geq \mathbb{E} f(v) - \sup_{v' \in \mathcal{R}} \left| \sum_{i=1}^{n} f_i(v') - \mathbb{E} \sum_{i=1}^{n} f_i(v') \right|.
\] (6.38)
Define the supremum of a random process indexed by $\mathcal{R}$:

$$\Delta := \sup_{v' \in \mathcal{R}} \left| \sum_{i=1}^{n} f_i(v') - \mathbb{E} \sum_{i=1}^{n} f_i(v') \right|. \quad (6.39)$$

From (6.39) and (6.35), we have

$$\mathbb{E} \sum_{i=1}^{n} f_i(v) \geq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{x_i^T v}{\lambda_n \sqrt{n}} \right]^2 - \sum_{i=1}^{n} \mathbb{E} \left| \frac{x_i^T v}{\lambda_n \sqrt{n}} \right|^2 I \left( \left| \frac{x_i^T v}{\lambda_n \sqrt{n}} \right| \geq \frac{1}{2 \lambda_n \sqrt{n}} \right) - \mathbb{E} \left| \frac{x_i^T v}{\lambda_n \sqrt{n}} \right|^2 I \left( \left| \frac{\xi_i}{\lambda_n \sqrt{n}} \right| > \frac{1}{2} \right). \quad (6.40)$$

We note that

$$\mathbb{E}(x_i^T v)^2 = \|\Sigma^2 v\|^2_2 \leq \|\Sigma\|_{op} \|v\|_2^2. \quad (6.41)$$

We evaluate the right-hand side of (6.40) at each term. First, we have

$$\sum_{i=1}^{n} \mathbb{E} \left[ \frac{x_i^T v}{\lambda_n \sqrt{n}} \right]^2 I \left( \left| \frac{x_i^T v}{\lambda_n \sqrt{n}} \right| \geq \frac{1}{2 \lambda_n \sqrt{n}} \right) \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{x_i^T v}{\lambda_n \sqrt{n}} \right]^4 \mathbb{E} I \left( \left| \frac{x_i^T v}{\lambda_n \sqrt{n}} \right| \geq \frac{1}{2 \lambda_n \sqrt{n}} \right) \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{x_i^T v}{\lambda_n \sqrt{n}} \right]^4 \mathbb{P} \left( \left| \frac{x_i^T v}{\lambda_n \sqrt{n}} \right| \geq \frac{1}{2} \right) \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{x_i^T v}{\lambda_n \sqrt{n}} \right]^4 \mathbb{E}(x_i^T v)^4 \leq \frac{4 L^4}{\lambda_n^2} \mathbb{E}(x_i^T v)^4 \leq \frac{4 L^4}{\lambda_n^2} \|\Sigma^2 v\|^2_2 \leq \frac{1}{3 \lambda_n^2} \|\Sigma^2 v\|^2_2, \quad (6.42)$$

where (a) follows from Hölder’s inequality, (b) follows from the relation between indicator function and expectation, (c) follows from Markov’s inequality, (d) follows from Assumption 3.11 and (f) follows the definition of $\mathcal{R}$. Second, we have

$$\sum_{i=1}^{n} \mathbb{E} \left| \frac{x_i^T v}{\lambda_n \sqrt{n}} \right|^2 I \left( \left| \frac{\xi_i}{\lambda_n \sqrt{n}} \right| \geq \frac{1}{2} \right) \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{x_i^T v}{\lambda_n \sqrt{n}} \right]^4 \mathbb{E} I \left( \left| \frac{\xi_i}{\lambda_n \sqrt{n}} \right| \geq \frac{1}{2} \right) \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{x_i^T v}{\lambda_n \sqrt{n}} \right]^4 \mathbb{P} \left( \left| \frac{\xi_i}{\lambda_n \sqrt{n}} \right| \geq \frac{1}{2} \right) \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{x_i^T v}{\lambda_n \sqrt{n}} \right]^4 \mathbb{E}[\xi_i] \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{2 \sigma^2}{\lambda_n \sqrt{n}} \right]^2 \mathbb{E}(x_i^T v)^2 \leq \frac{1}{3 \lambda_n^2} \|\Sigma^2 v\|^2_2 \leq \frac{1}{3 \lambda_n^2} \|\Sigma^2 v\|^2_2, \quad (6.43)$$

where (a) follows from Hölder’s inequality, (b) follows from the relation between indicator function and expectation, (c) follows from Markov’s inequality, (d) follows from Assumption 3.11 and (f) follows the definition of $\mathcal{R}$. Second, we have

$$\sum_{i=1}^{n} \mathbb{E} \left| \frac{x_i^T v}{\lambda_n \sqrt{n}} \right|^2 I \left( \left| \frac{\xi_i}{\lambda_n \sqrt{n}} \right| \geq \frac{1}{2} \right) \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{x_i^T v}{\lambda_n \sqrt{n}} \right]^4 \mathbb{E} I \left( \left| \frac{\xi_i}{\lambda_n \sqrt{n}} \right| \geq \frac{1}{2} \right) \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{x_i^T v}{\lambda_n \sqrt{n}} \right]^4 \mathbb{P} \left( \left| \frac{\xi_i}{\lambda_n \sqrt{n}} \right| \geq \frac{1}{2} \right) \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{x_i^T v}{\lambda_n \sqrt{n}} \right]^4 \mathbb{E}[\xi_i] \leq \sum_{i=1}^{n} \mathbb{E} \left[ \frac{2 \sigma^2}{\lambda_n \sqrt{n}} \right]^2 \mathbb{E}(x_i^T v)^2 \leq \frac{1}{3 \lambda_n^2} \|\Sigma^2 v\|^2_2 \leq \frac{1}{3 \lambda_n^2} \|\Sigma^2 v\|^2_2, \quad (6.43)$$
where (a) follows from Hölder’s inequality, (b) follows from relation between indicator function and expectation, (c) follows from Markov’s inequality, (d) follows from the assumption of Theorem 6.4 and (e) follows from the definition of $\lambda_o$. Consequently, we have

$$\mathbb{E} \sum_{i=1}^{n} f_i(v) \geq \frac{1}{3\lambda_0^2} \|\Sigma^{\frac{1}{2}}v\|_2^2 \geq \frac{1}{3} \lambda_{\min}^2(\Sigma^{\frac{1}{2}}) \|v\|_2^2$$  \hspace{1cm} (6.44)

and

$$\sum_{i=1}^{n} \{-h(u_i - v_i) - h(u_i)\} v_i \geq \sum_{i=1}^{n} f_i(v) \geq \frac{\lambda_{\min}^2(\Sigma^{\frac{1}{2}})}{3\lambda_0^2} \|v\|_2^2 - \Delta.$$  \hspace{1cm} (6.45)

Next we evaluate the stochastic term $\Delta$ defined in (6.39). From (6.37) and Theorem 3 of [11], with probability at least $1 - \delta$, we have

$$\Delta \leq 2\mathbb{E}\Delta + \sigma_f \sqrt{8\log(1/\delta)} + 5\frac{\log(1/\delta)}{\lambda_0^2 n},$$  \hspace{1cm} (6.46)

where $\sigma_f^2 = \sup_{v \in \mathbb{R}} \sum_{i=1}^{n} \mathbb{E}\{f_i(v) - \mathbb{E}f_i(v)\}^2$. About $\sigma_f$, we have

$$\mathbb{E}\{f_i(v) - \mathbb{E}f_i(v)\}^2 \leq \mathbb{E}f_i^2(v).$$  \hspace{1cm} (6.47)

From (6.37), we have

$$\mathbb{E}f_i^2(v) \leq \mathbb{E}\left(\frac{x_i^\top v}{\lambda_0 n}\right)^4 = \frac{L^4}{\lambda_0^4 n^2} \|v\|_2^4.$$  \hspace{1cm} (6.48)

Combining this and (6.46), we have

$$\Delta \leq 2\mathbb{E}\Delta + \frac{1}{\lambda_0^2} L^2 \mathbb{E}||\Sigma||_{op} \sqrt{\frac{8\log(1/\delta)}{n}} \|v\|_2 + \frac{5\log(1/\delta)}{\lambda_0^2 n}.$$  \hspace{1cm} (6.49)

From Symmetrization inequality (Lemma 11.4 of [2]), we have $\mathbb{E}\Delta \leq 2 \mathbb{E}\sup_{v \in \mathbb{R}} |G_v|$, where

$$G_v := \sum_{i=1}^{n} a_i \varphi\left(\frac{x_i^\top v}{\lambda_0 \sqrt{n}}\right) \psi\left(\frac{\xi_i}{\lambda_0 \sqrt{n}}\right),$$  \hspace{1cm} (6.50)

and $\{a_i\}_{i=1}^{n}$ is a sequence of i.i.d. Rademacher random variables which is independent of $\{x_i, \xi_i\}_{i=1}^{n}$. We denote $\mathbb{E}^*$ as a conditional variance of $\{a_i\}_{i=1}^{n}$ given $\{x_i, \xi_i\}_{i=1}^{n}$. From contraction principal (Theorem 11.5 of [2]), we have

$$\mathbb{E}^* \sup_{v \in \mathbb{R}} \left| \sum_{i=1}^{n} a_i \varphi\left(\frac{x_i^\top v}{\lambda_0 \sqrt{n}}\right) \psi\left(\frac{\xi_i}{\lambda_0 \sqrt{n}}\right) \right| \leq \mathbb{E}^* \sup_{v \in \mathbb{R}} \left| \sum_{i=1}^{n} a_i \varphi\left(\frac{x_i^\top v}{\lambda_0 \sqrt{n}}\right) \right|$$  \hspace{1cm} (6.51)

and from the basic property of the expectation, we have

$$\mathbb{E} \sup_{v \in \mathbb{R}} \left| \sum_{i=1}^{n} a_i \varphi\left(\frac{x_i^\top v}{\lambda_0 \sqrt{n}}\right) \psi\left(\frac{\xi_i}{\lambda_0 \sqrt{n}}\right) \right| \leq \mathbb{E} \sup_{v \in \mathbb{R}} \left| \sum_{i=1}^{n} a_i \varphi\left(\frac{x_i^\top v}{\lambda_0 \sqrt{n}}\right) \right|$$  \hspace{1cm} (6.52)

Since $\varphi$ is $\frac{1}{2\lambda_0 \sqrt{n}}$-Lipschitz and $\varphi(0) = 0$, from contraction principal (Theorem 11.6 in [2]), we have

$$\mathbb{E} \sup_{v \in \mathbb{R}} \left| \sum_{i=1}^{n} a_i \varphi\left(\frac{x_i^\top v}{\lambda_0 \sqrt{n}}\right) \right| \leq \mathbb{E} \sup_{v \in \mathbb{R}} \left| \sum_{i=1}^{n} a_i \frac{x_i^\top v}{2\lambda_0^2 n} \right|$$  \hspace{1cm} (6.53)
From Lemma 6.1 and the definition of $R$, we have
\[ 2\lambda^2 \mathbb{E} \Delta \leq c(L) \sqrt{\|\Sigma\|_{op}} \sqrt{\frac{r_\Sigma}{n}} \|v\|_2. \]  

(6.54)

Combining (6.54) with (6.49) and (6.45), with probability at least $1 - \delta$, we have
\[ \sum_{i=1}^n \lambda_i^2 \left\{ -h\left( \frac{\xi_i + x_i^\top v}{\lambda_i \sqrt{n}} \right) + h\left( \frac{\xi_i}{\lambda_i \sqrt{n}} \right) \right\} x_i^\top v \]
\[ \geq \frac{\lambda^2 \min(\Sigma^2)}{3} \|v\|_2^2 - C \left( L \sqrt{\|\Sigma\|_{op}} \sqrt{\frac{r_\Sigma}{n}} \frac{\log(1/\delta)}{n} \right) \|v\|_2 \geq C \frac{(1/\delta)}{n} \]
\[ \geq \frac{\lambda^2 \min(\Sigma^2)}{3} \|v\|_2^2 - C L \left( \sqrt{\|\Sigma\|_{op}} \frac{r_\Sigma}{n} \frac{\log(1/\delta)}{n} \right) \|v\|_2 \geq C L \frac{(1/\delta)}{n}, \]  

(6.55)

where (a) follows from $L \geq 1$.

**Lemma 6.1.** Suppose that Assumption 5.7 holds. Then, we have
\[ \mathbb{E} \left\| \frac{1}{n} \sum_{i=1}^n a_i x_i \right\|_2 \leq c(L) \sqrt{\|\Sigma\|_{op}} \sqrt{\frac{r_\Sigma}{n}}. \]  

(6.56)

From the definition of $\{a_i\}_{i=1}^n$ and assumption on $\{x_i\}_{i=1}^n$, we have
\[ \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^n a_i x_i^\top v_1 - \frac{1}{\sqrt{n}} \sum_{i=1}^n a_i x_i^\top v_2 \right\|_{\psi^2} \leq L \|\Sigma^2 (v_1 - v_2)\|_{\psi^2}. \]  

(6.57)

for any $v_1, v_2 \in \mathbb{S}^{d-1}$. From corollary 8.6.3 of [17], we have
\[ \mathbb{E} \left\| \frac{1}{n} \sum_{i=1}^n a_i x_i \right\|_2 = \mathbb{E} \sup_{v \in \mathbb{S}^{d-1}} \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^n a_i x_i^\top v \right\| \leq C L \frac{1}{\sqrt{n}} \mathbb{E} \sup_{v \in \mathbb{S}^{d-1}} g_d^\top v, \]  

(6.58)

where $g_d$ is the $d$-dimensional standard normal Gaussian random vector. From the proof of Theorem 9.2.4 of [17], we have
\[ \mathbb{E} \sup_{v \in \mathbb{S}^{d-1}} g_d^\top v \leq \sqrt{\text{Tr}(\Sigma)} \]  

(6.59)

and the proof is complete.
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