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This study presents an artificial neural network and proper orthogonal decomposition (POD)-based reduced-order model (ROM) of turbulent flow around a finite wall-mounted square cylinder. The proposed model is suitable for turbulent wake control applications because it can predict the dynamics of the main features of the flow field without computing Navier-Stokes equations. Long short-term memory neural network (LSTM NN) and bidirectional long short-term memory neural network (BLSTM NN) are used to predict the temporal evolution of the POD time coefficients at different planes along the height of the obstacle. The improved delayed detached-eddy simulation (IDDES) is performed to generate the training datasets. Transfer learning (TL) approach is utilized in the training process by using the weights of the LSTM/BLSTM NN that are used to predict the POD time coefficients of the planes at lower elevations to initialize the weights of the networks at higher elevations along the height of the obstacle. The use of TL results in a remarkable improvement in the capability of the LSTM/BLSTM NN prediction compared with the one when the network is initialized with random weights. BLSTM NN shows better results compared with LSTM NN in terms of training and prediction error, indicating that the BLSTM-POD model is more suitable to be used as a ROM for predicting the turbulent wake. Furthermore, the temporal behavior of the time coefficients is carefully examined using the phase space plots and Poincaré sections. The results of using different lengths of the prediction time window showed that the prediction error of the POD time coefficients increases as the prediction time window increases and the error increasing rate decreases with the ranking of the POD time coefficients.

I. INTRODUCTION

The study of wake dynamics behind finite wall-mounted cylinders (FWMCs) has received considerable attention over the past few decades. From skyscrapers, chimneys, and submarine appendages to electronic chips, many engineering structures can be approximated as FWMCs. The study of the wakes behind the finite wall-mounted obstacles helps understand and control the flows around the engineering structures. However, this type of flows has a complex behavior as it is three-dimensional, this is different from the case of infinite-length cylinder where the flow is mostly two-dimensional. For the FWMC, the flow is resulted from the effect of the downwash from the free-end, the von Kármán spanwise vortex shedding, and the base upwash.

This complex nature of the flow requires an appropriate experimental setup and a numerical model that can accurately capture most of the flow-field features and provide high-fidelity data. The recent advances in experimental and computational techniques have helped in visualizing and analyzing the flow structure around the obstacles and helped obtain enormous amounts of data for instance, from practical image velocimetry (PIV) and direct numerical simulation (DNS) studies. Nevertheless, understanding the main features of the flow field based on such big data is difficult due to the complexity of the flow behavior as well as the existence of redundant data. Furthermore, building an optimum model that has a low computational cost is an important factor in turbulent flow-control applications. For the finite wall-mounted obstacles, building an analytical low-order model that can describe the shedding process is often not applicable because the shedding process changes with the obstacle length and the flow becomes three-dimensional as it approaches the free-end due to the downwash effect.

Data-driven methods such as proper orthogonal decomposition (POD) and dynamic mode decomposition (DMD) have been widely used in fluid dynamics for ROM. In these methods, the flow fields are mapped to a low-dimensional space that is represented by an optimal set of modes. In POD, these modes are based on the energy content of the flow, while in DMD, they are related to the associated frequencies. The traditional way of modeling the dynamics of the flow in these methods is to perform the Galerkin projection approach. The Galerkin projection method uses the spatio-temporal dynamics that are captured from POD or DMD to build a low-order model that can evolve over time instead of the full-order Navier-Stokes equations. This can result in a cheaper computation because the low-order model contains considerably fewer degrees of freedom. However, the Galerkin projection approach exhibits an unstable behavior, even for simple canonical cases. Furthermore, this approach still requires effort in terms of the computational model setup. These issues led to the development of other methods. However, for complex turbulent flow problems, an accurate approach is required to capture the non-linear dynamics of the flow.

Machine learning has shown considerable promise in modeling complex and non-linear systems in diverse fields like image processing, robotics, weather forecasting, etc. In recent years, machine learning has been used extensively in fluid dynamics for experimental data processing, turbulence closure modeling, data-driven control as well as reduced-order modeling. For reduced-order modeling, promising results have been obtained for the prediction of turbulent flows.
using various machine learning algorithms that based on artificial neural networks such as multi-layer perceptrons (MLPs) (also known as fully-connected-layer neural networks), convolution neural networks (CNNs), and recurrent neural networks (RNNs) including the long-short-term memory neural networks (LSTM NNs).

It has been established that the results obtained from a fully connected-layer neural network with a single hidden layer and linear activation function are equivalent to that obtained from a POD. This shows that the neural networks are based on data-driven training and can be compared and used with other traditional data-driven methods. Milano and Kountsakos showed that by using POD-based neural networks with non-linear activation functions, the prediction of the near-wall velocity field is improved significantly, indicating better predictive capabilities of the neural networks.

Giemes et al. used CNN to predict the POD time coefficients from streamwise wall-shear stress measurements that were used to build a reduced-order reconstruction of the velocity fields. They recorded that CNN significantly outperformed the extended POD (EPOD), which is considered a linear method. Murata et al. used a CNN auto-encoder and LSTM NN to obtain a low-order representation of flow around bluff bodies of various shapes. Their instantaneous results, as well as statistical calculations, showed that the flow fields conformed to be well reproduced. Motivated by the capabilities of LSTM NNs in modeling sequential data, Z. Wang et al. used LSTM NN to build a POD-based reduced-order model of an ocean gyre and flow past a cylinder by modeling the POD time coefficients. They obtained a significant reduction in the computational cost with reasonable predictive accuracy. Mohan and Gaitonde applied LSTM and bidirectional long-short term (BLSTM) NNs to predict the POD time coefficients that were used to build a reduced-order model of canonical DNS datasets. In their study, LSTM NN outperformed BLSTM NN, suggesting that BLSTM NN is more suitable for the flow with periodic or quasi-periodic temporal behavior such as two-dimensional bluff body wake shedding.

In this study, a deep neural network-based approach to build a reduced-order model using LSTM and BLSTM NNs combined with POD is applied to datasets obtained from an improved delayed detached-eddy simulation (IDDES) of flow past a finite wall-mounted square cylinder with an aspect ratio of four at Reynolds number $Re_D = 12000$. The objective of this approach is to investigate the applicability of the LSTM-POD and BLSTM-POD models for predicting the instantaneous coherent structure of the flow field along the height of the obstacle. The remainder of this paper is organized as follows: In Section II, the case geometry and the numerical model used to generate the training data are explained, and the simulation results are validated with the available experimental and DNS data. POD is briefly explained in Section III. Section IV provides a brief introduction to LSTM and BLSTM NNs while Section V explains TL approach used in this study. The methodology of building LSTM-POD/BLSTM-POD ROM is explained in Section VI. The results of this study are thoroughly discussed in Section VII. Finally, the conclusions of this study are presented in Section VIII.

II. PREPARING THE TRAINING DATA

A. Case geometry and boundary conditions

The choice of a finite-wall mounted square cylinder with an aspect ratio of four in this study is because it is well studied experimentally and numerically. Furthermore, the sharp leading edges of the square cylinder ensure that the shedding process is not affected by the change in $Re_D$, at least over the range tested by Sattari et al. The schematic diagram of the numerical domain for the finite wall-mounted square cylinder is shown in Fig. 1.

The square cylinder has a height $H = 4D$, where $D$ is its width, and $Re_D = 12,000$ (based on the cylinder width and free stream velocity $U_\infty$). The size of the domain is equal to $29D \times 18D \times 15D$. Therefore, the blockage ratio is found to be approximately 1.5%, which is lower than the maximum value of 3% recommended by Franke et al. (Franke et al., 2004). The obstacle is located at a distance of $8D$ downstream from the inlet and $20D$ upstream from the outlet. The distance of the obstacle from each side of the domain is set to $8.5D$ while the distance from the end of the obstacle to the top surface of the domain is set to $11D$. In turbulent flows simulations, applying turbulent inflow conditions is crucial for the simulation reliability. Thus, the vortex method is implemented in this study to generate unsteady turbulent inflow conditions. Pressure outlet boundary condition is assigned for the outlet plane of the domain, and periodic boundary condition is applied to the spanwise direction. No-slip condition is applied to the obstacle walls and the ground, while a symmetry plane is applied to the top surface of the computational domain.

B. Governing equations and turbulence modeling

The momentum equation for an incompressible viscous fluid is:

$$\left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u}, \quad (1)$$

where $\mathbf{u}$ is the velocity of the fluid, $\rho$ is the density, $p$ is the pressure, and $\nu$ is the kinematic viscosity. The incompressibility of the fluid is expressed by the continuity equation:

$$\nabla \cdot \mathbf{u} = 0. \quad (2)$$

Different numerical approaches have been used to solve and model the flow parameters in Eqs. (1) and (2). DNS resolves all scales of turbulent flow structures, from the large energy-containing scales to the smallest Kolmogorov length scale, in the dissipation range. To ensure this, an extremely fine grid size is required that results in a high computational cost, thus making DNS impractical for several applications, especially
FIG. 1: Schematic of the computational domain.

those with a high \( Re \) value and complex geometries.\textsuperscript{30} The Reynolds-Averaged Navier-Stokes (RANS) equations solve only the time-averaged flow field, i.e., the effects of the fluctuating components are considered through the modeled Reynolds stresses. Thus, the RANS model is not suitable to describe the details of the flow field such as the instantaneous effect of multi-scale eddies.\textsuperscript{9,31}

In LES, Kolmogorov’s first hypothesis is considered, i.e., the small eddies in the turbulent flow tend to exhibit universal behavior. This property allows the modeling of small eddies and solving for the large eddies.\textsuperscript{32,33} This process can be performed using spatial filters to separate the large scales from the small ones. The small-scale structures (small eddies) are modeled and introduced as a subgrid-scale (SGS) term in the filtered Navier–Stokes equations. Thus, LES is considerably more accurate as compared to RANS for describing the flow characteristics. Nevertheless, it requires high computational effort, which makes it impractical to simulate flow around engineering structures at high \( Re \) values.\textsuperscript{34} Hybrid RANS-LES models, such as the DES, have been introduced by Spalart and co-authors\textsuperscript{35–37} to bridge the gap between LES and RANS. DES has been designed to simulate the flow at a high \( Re \) value and to flow around bodies with massive flow separation.

By applying RANS near the solid walls within the attached boundary layer and using LES outside the boundary layer in the separated flow region, the grid size for numerical simulations can be reduced significantly in the near-wall region, compared to that required by LES. DES is a promising turbulence modeling tool that can be applied for simulations including wall-bounded flows at high \( Re \) values. However, some undesirable phenomena such as modeled stress depletion and grid-induced separation may occur and affect the accuracy of the model.\textsuperscript{38} This could be attributed to the mesh resolution inside the boundary layer that may result in LES attempting LES rather than RANS in the near-wall region. To overcome these limitations of DES, variant versions including delayed DES (DDES)\textsuperscript{39} and IDDES\textsuperscript{40} have been introduced that are suitable for different grid spacing inside the boundary layer regardless of the boundary layer thickness. Therefore, considering the relatively high Reynolds number used in this study and the complex flow that is expected to be obtained from the simulation, the Spalart–Allmaras IDDES (S-A IDDES) is used in this study to simulate the flow.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
No of grid elements & \( N_x \times N_y \times N_z \) & Overall drag, \( C_D \) & Strouhal No., \( St \) \\
\hline
132 \times 122 \times 90 & 22 \times 22 \times 40 & 1.212 & 0.101 \\
152 \times 142 \times 110 & 22 \times 22 \times 50 & 1.238 & 0.104 \\
172 \times 162 \times 130 & 22 \times 22 \times 60 & 1.241 & 0.104 \\
\hline
\end{tabular}
\caption{Grid independence test.}
\end{table}

\textsuperscript{a} \( N_x, N_y, \text{ and } N_z \) represent the number of grid points distributed on the walls of the obstacle.

\textbf{C. Numerical framework}

The computational fluid dynamics (CFD) finite-volume code OpenFOAM-5.0x is used to perform the simulation. A structured hexahedral mesh is used for spatial discretization. Local mesh refinement is applied using the stretching mesh technique in regions where high-velocity gradients are expected. Grid-independence tests are performed using three different grid sizes: \( 132 \times 122 \times 90, 152 \times 142 \times 110, \) and \( 172 \times 162 \times 130 \). The overall time-averaged drag coefficient and Strouhal number are chosen as the parameters for the test. As shown in Table \( \text{[I]} \) less than 1\% variation is observed in the drag coefficient while there is no variation in Strouhal number. Considering the maximum dimensionless first cell spacing \( y^+ \), the finest mesh size of \( 172 \times 162 \times 130 \) is chosen for this study.
Figure 2 shows the distribution of $y^+$ along the ground surfaces and around the obstacle surfaces in the central $x-z$ plane ($y/D = 0$). The maximum value of $y^+$ is less than 0.5 on the ground while it is approximately 15 on the obstacle. These values of $y^+$ are within the applicable range for IDDES. Advancement is done through a time-step of $6 \times 10^{-5}$s while maintaining the mean Courant number (CFL) at 0.52 and the maximum CFL at 0.95 to ensure a stable simulation. The approximate time required for every vortex shedding cycle is $8.5 \times 10^{-3}$s. To ensure that the flow reached a statistically stationary state, the simulation is first extended over 30 shedding cycles. Subsequently, the flow statistics are collected through approximately 60 shedding cycles. The PIMPLE algorithm, which is a combination of the PISO algorithm (pressure implicit split operator) and the SIMPLE algorithm (semi-implicit method for pressure-linked equations), is employed to solve the coupled pressure momentum system. The convective fluxes are discretized with a second-order-accurate linear upwind scheme, and all other discretization schemes used in the simulation have second-order accuracy. To perform parallel computing, the computational domain is divided into 80 sub-domains and Scotch method is used to decompose the domains. Correspondingly, 80 processors were used to solve the flow field at each time-step. All the computations are performed using a computer cluster with Intel Xeon Skylake (Gold 6148) 2.4 GHz processor.

D. Validation of the numerical results

To ensure that the simulation produced reliable training data, the first and second-order flow statistics obtained from the simulation are compared with the available experimental measurements of Bourgeois et al. and the DNS data of Saedee et al. Figure 3 shows the recovery of the mean streamwise velocity, $U$ in the central $x-z$ plane ($y/D = 0$) for two different elevations behind the obstacle, $z/D = 1$ and 3. For both elevations, the velocity has negative values near the wall due to the reverse flow as a result of recirculation. For $z/D \approx 3$, the velocity value becomes positive and the flow recovers to the free stream velocity with a higher rate at elevation $z/D = 3$. Both Figs. 3(a) and (b) correlate with the experimental and DNS results.

Figure 4 shows the streamwise profile of the turbulence intensity, $u'_{rms}$ obtained from the simulation, experimental measurements, and DNS data in the central $x-z$ plane ($y/D = 0$) for two different elevations $z/D = 1$ and 3. The values of turbulent intensity have been well reproduced at the near-wall peak region for both elevations. However, under-prediction of the values in the far downstream of the obstacle at an elevation $z/D = 3$ can be observed in Fig. 4(b). This is attributed to the turbulent level attenuation in this region, which demands more computational effort.

The mean streamwise velocity profile along the lateral direction at elevation $z/D = 3$ and streamwise location, $x/D = 2$ is shown in Fig. 5(a). The streamwise velocity values become negative at $y/D$ between -0.5 and 0.5 indicating the effect of recirculation inside the wake. The velocity profile obtained from the numerical simulation complies with the experimental measurements and DNS results. However, the streamwise velocity values are slightly over-predicted in the recirculation region. Figure 5(b) compares the numerical results with the experimental measurements and DNS results of the mean Reynolds stress component $u'v'$ (where $v'$ is the fluctuating part of the spanwise velocity component) at an elevation $z/D = 3$ along the lateral direction and at the streamwise location $x/D = 2$. As shown in the figure, the mean Reynolds stress profile has maximum negative and positive values at $y/D = \pm 1$ that decrease rapidly in the lateral direction indicating that the shear stress accrues due to the combination of the vortices induced behind the obstacle. A favorable agreement with the experimental and DNS results can be observed from the figure. Here, the S-A IDDES model successfully reproduces the flow field around and behind the obstacle with commendable accuracy. This is attributed to the turbulent inflow conditions obtained from the vortex method and the small blockage ratio used in this study.

III. PROPER ORTHOGONAL DECOMPOSITION

POD is widely used in fluid dynamics to extract the main features of the flow field, which is known in literature as the coherent structure. POD decomposes the fluctuating parts of the velocity components into spatial orthogonal modes $\psi_m$ and corresponding time coefficients $a_m(t)$. The extracted modes represent the most coherent structure of the flow field according to the energy content of the modes. In this study, POD was applied to different $x-y$ planes along the obstacle height.

$$u'(x,y,t) = \sum_{m=1}^{M} a_m(t) \phi_m(x,y),$$

where $u'$ here represents the fluctuating part of the streamwise velocity component and $M$ is the number of the POD modes. The snapshot POD method was used in this study, which is based on computing the auto-correlation from numerous snapshots of the instantaneous flow field. The temporal modes are the eigenvectors that can be obtained by solving the eigenvalue problem of the auto-correlation matrix,

$$C = VV^T,$$

where $V$ is a matrix containing the fluctuating part of the velocity:

$$V = \begin{bmatrix} u_1^1 & \cdots & u_1^N \\ \vdots & \ddots & \vdots \\ u_M^1 & \cdots & u_M^N \end{bmatrix},$$

where $N$ represents the position in each snapshot (instantaneous) data of the flow. The corresponding sets of $M$ eigenvalues $\lambda_m$ represent the contribution to the turbulent kinetic
FIG. 2: Distribution of $y^+$ in the central $x-z$ plane ($y/D = 0$): (a) along the ground surface, and (b) around the obstacle surfaces.

FIG. 3: Streamwise profile of the mean streamwise velocity at two different elevations in the central $x-z$ plane ($y/D = 0$): (a) $z/D = 1$, and (b) $z/D = 3$.

FIG. 4: Streamwise profile of the turbulence intensity at two different elevations in the central $x-z$ plane ($y/D = 0$): (a) $z/D = 1$, and (b) $z/D = 3$. 
energy captured by the respective POD modes. The eigenvalues are arranged in decreasing order such that:

$$\lambda_1 \geq \lambda_2 \cdots \geq \lambda_M \geq 0.$$  \hfill (6)

### IV. LONG SHORT-TERM MEMORY NEURAL NETWORKS

LSTM NN\textsuperscript{43} has been widely used in different fields such as speech recognition, language translation, as well as time-series prediction. LSTM NN is a special variant of RNN\textsuperscript{44}, which is designed to overcome the stability issues and limitations of traditional RNNs such as blowing up or vanishing gradient\textsuperscript{45}. Because of its architecture, LSTM NN has a great ability to learn the temporal dependence from the data. These unique properties make LSTM NN suitable for time-series problems. The architecture of LSTM NN is shown in Fig. 6. The hidden layer in LSTM NN receives an input vector that contains the sequential data $x$ and generates an output vector $h$, where $h$ represents the hidden state and $t$ is the step of the sequential data (a particular time-step of the time series data). The hidden layer maintains the hidden state with every iteration in the LSTM cell and updates it based on the cell input and the information from the previous time steps. This information is represented by the previous hidden state and the cell state ($C$). The cell state plays a crucial role in reducing the effect of short-term memory by carrying the relevant information throughout the processing of the sequence.

Figure 7 shows the basic architecture of the LSTM cell. LSTM cell contains three gates namely, input gate ($i$), output gate ($o$), and forget gate ($f$). The LSTM cell changes the flow of training information according to these gates. The input gate controls the flow of the input information into the LSTM cell. The forget gate filters the information from the previous time steps by deciding which information should be discarded or retained. The output gate controls the flow of the LSTM cell output. The equations that compute the output of the gates can be represented as follows:

$$i_t = \sigma(W_i x_t + U_i h_{t-1} + b_i),$$  \hfill (7)

$$f_t = \sigma(W_f x_t + U_f h_{t-1} + b_f),$$  \hfill (8)

$$\tilde{C}_t = \tanh(W_C x_t + U_C h_{t-1} + b_C),$$  \hfill (9)

$$C_t = i_t \odot \tilde{C}_t + f_t \odot C_{t-1},$$  \hfill (10)

$$o_t = \sigma(W_o x_t + U_o h_{t-1} + b_o),$$  \hfill (11)

$$h_t = o_t \odot \tanh(C_t),$$  \hfill (12)

where $W_i$, $W_f$, $W_C$ and $W_o$ represent the weights that map the input to each of the gates and $U_i$, $U_f$, $U_C$ and $U_o$ are the weights related to the hidden state of the cell in the previous time step. Here, $\tilde{C}_t$ here represents the updated cell state. BLSTM NN\textsuperscript{46,47} is a variant of LSTM NN that processes sequential data using two separate hidden layers in both forward and backward directions and connect both of them to the same output layer, as shown in Fig. 8. This architecture of BLSTM NN enables the two-way flow of the information so that the sequence can be trained in both forward and backward directions. BLSTM NN has shown an improved accuracy comparing with LSTM NN in speech recognition and language modeling\textsuperscript{48,49}. To compare the accuracy of these two networks, both LSTM and BLSTM NNs are used in this study to predict the time coefficients of POD modes for different $x-y$ planes along the height of the obstacle.
FIG. 6: LSTM NN Architecture.

FIG. 7: LSTM cell Architecture.

FIG. 8: BLSTM NN Architecture.
**V. TRANSFER LEARNING**

The availability of sufficient training data and the time required for the training process are factors that should be considered for training neural networks. TL approach has been extensively used in different fields and showed promising results in terms of reducing the data and the time required for the training process. This method enables the reuse of pre-trained network parameters to train another neural network that shares some features with the pretrained one even if it is designed for a different purpose than the pretrained network is designed for. Hence, TL helps to achieve optimum use of the available training data as well as the reduction of the training time compared with the network if it is trained from scratch, i.e., with randomly initialized parameters. In this study, TL is used to train LSTM/BLSTM NNs by transferring the weights from the networks that trained by using the data of the lower elevation flow field to the higher elevation one. LSTM/BLSTM NNs are trained using the data of the lower elevation flow field, \(z/D = 0.02\) and used to initialize the weights in the training process of the network that predicts the POD time coefficients at the next \(x - y\) plane with higher elevation. The weights are transferred to the network that is used for the subsequent elevation, and so on.

**VI. METHODOLOGY**

The main objective of this study is to build ROM based on POD modes and the temporal evolution of the time coefficients that can be obtained using LSTM or BLSTM NN. To provide a dataset that is adequate for performing the POD and training the LSTM and BLSTM NNs, four \(x - y\) planes along the obstacle height are selected according to the expected behavior of the turbulent wake and 50,000 snapshots that are obtained from the IDDES, which are equivalent to 36 shedding cycles. The time coefficients obtained from the POD analysis are then used to train the LSTM and BLSTM NNs. The procedure that followed in this study is outlined in Fig. 3 and is expressed as follows,

1. **POD analysis** is performed on the datasets to extract the dominant POD modes and the corresponding time coefficients. The time coefficients are then used as datasets for LSTM and BLSTM NNs with 80% of them as training data and 20% as test data. Here the test datasets are used to validate the predicted time coefficients that are obtained from LSTM and BLSTM NNs.

2. LSTM and BLSTM NNs are trained using the training datasets and validated by comparing the predicted time coefficients of the future time-steps with the test datasets obtained from the POD analysis at the same time-steps.

3. The predicted flow field is then reconstructed using POD modes and the predicted time coefficients obtained from LSTM or BLSTM NN by using Eq. 5.

The training datasets are normalized using the min-max normalization,

\[
x_m(t) = \frac{a_m(t) - \min(a_m(t))}{\max(a_m(t)) - \min(a_m(t))},
\]

and decomposed into a series of short-time data samples and each sample is advanced by one time-step from the previous one. Each sample is used to predict the next time-steps that have the same time window length as the input sample. For instance, if a sample has a length of 10 time-steps, the model is trained to predict the time window with the length of the next 10 time-steps.

One LSTM/BLSTM layer with 500 units is used with one fully connected layer that has the number of units equal to the number of time coefficients in the prediction time window to predict the final output of the NN. As mentioned before, the TL approach is used to train the LSTM/BLSTM NN using the weights of the network that are used to predict the time coefficients at the previous \(x - y\) plane starting from the lower elevation, i.e., at \(z/D = 0.02\). Here, the learning rates for all the training processes are reduced by a factor of 20% to prevent the optimizer from diverging too quickly from the weights that transferred from the previous LSTM/BLSTM NN. Four LSTM/BLSTM-POD models are used for every \(x - y\) plane. Each model is trained with five sets of time coefficients, so the total number of time coefficients sets is twenty, which corresponds to the first twenty POD modes. All the weights are updated by back-propagation through the iteration time. 1,000 epochs are used for the training process and the adaptive moment estimation (Adam) optimizer is used for both LSTM and BLSTM NNs.

**VII. RESULTS AND DISCUSSION**

A. **POD analysis**

POD analysis was applied to four different \(x - y\) planes along the height of the obstacle, \(z/D = 0.02, 1, 2,\) and 3 respectively. A total of 50,000 snapshots across \(6 \times 10^{-6}\)s are used to perform POD at each elevation. Here, the same small time-steps used in the simulation are used in the POD analysis to capture most of the flow-field details that can enable better prediction. Figure 10 shows the cumulative energy percentage of the eigenvalues and the normalized eigenvalues of the first 20 POD modes at different elevations along the obstacle length. Here, the eigenvalues represent the contribution of the corresponding POD modes to the total turbulent kinetic energy (TKE). As shown in Fig. 10(a), the maximum cumulative energy obtained from the first 20 modes is at \(z/D = 1\) (where the flow shows a quasi-periodic behavior) that is approximately 92% of the total turbulent kinetic energy. However, as the periodic behavior becomes less at higher elevations and near the ground, the cumulative energy becomes less and reaches about 85% at \(z/D = 3\). Similarly, in Fig. 10(b), the fractional contribution to the turbulent kinetic energy of the first two modes reaches 62% at \(z/D = 1\) and 38% at \(z/D = 3\).
FIG. 9: Schematic of the LSTM/BLSTM-POD ROM.

= 3. The normalized eigenvalues decrease smoothly for the rest of the modes with much lower values compared to the eigenvalues that corresponded to the first two modes.

Figure 11 shows the contour plots for different POD modes of the streamwise velocity field at three different elevations. The contour plot of the POD modes at \( z/D = 2 \) is not shown here because the behavior is the same as at \( z/D = 1 \). It can be seen clearly that from all the elevations along the obstacle height, the first and second modes contain the most coherent large-scale structure of the flow with clear alternative shedding behavior. However, the other modes exhibit less periodic behavior with an increase in the random behavior with the obstacle height. This change in behavior of the modes is attributed to the downwash effect from the free end of the obstacle, which tends to weaken the alternative shedding.

Figure 12 shows the power spectrum density of different POD time coefficients obtained from the POD analysis at different elevations along the obstacle height. It can be seen from the figure that the time coefficients with the same POD mode ranking have similar frequency content along the obstacle height. This encourages us to perform TL according to the height of the obstacle with the aim that the time coefficients could share some similar features that can be transferred through the LSTM/BLSTM NN weights.

B. TL and training error

In this section, the effect of TL on the training accuracy and the capabilities of LSTM and BLSTM NNs are investigated. The LSTM/BLSTM NN is trained using samples with different lengths. We consider for the illustration here, a sample with a length of 10 time-steps. Table II shows the root-mean-square error of the LSTM/BLSTM NN output. The root-mean-square error is defined as:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{k}(\hat{y}_i - y_i)^2}{k}},
\]  

where \( \hat{y} \) is the predicted value and \( y \) is the actual value of the normalized time coefficient obtained from the test dataset. \( k \) is the number of the time-steps.

The results show that the effect of TL on the accuracy of the prediction is remarkable as the RMSE has lower values for all the elevations along the obstacle height when the TL is used, compared to the cases when the models are trained without TL, i.e., when the weights are initialized randomly in the training process. It is also shown that when the BLSTM NN is used, the RMSE values are lower than when LSTM NN
is used. This can be observed for all the elevations and both of the cases, i.e., without and with TL.

Figure 13 shows a comparison of the loss function value of the last epoch in the training process of LSTM and BLSTM NNs at different elevations along the obstacle. Here the loss function is measured using mean-square error (MSE). It can be seen that the BLSTM NN outperformed the LSTM NN as it keeps the loss function with approximately fixed values even for higher elevations. However, for LSTM NN, the loss function values are affected by the increasing of elevation as the time coefficients exhibit more complex behavior because of the three-dimensional complex nature associated with the shedding process.

### TABLE II: RMSE of LSTM/BLSTM NN without and with TL.

| POD mode | $z/D = 0.02$ | $z/d = 1$ | $z/D = 2$ | $z/D = 3$ |
|----------|--------------|------------|------------|------------|
| LSTM without TL | 1 | 0.0628 | 0.0599 | 0.0758 | 0.0666 |
| | 2 | 0.0948 | 0.0693 | 0.0916 | 0.0721 |
| | 3 | 0.0963 | 0.0825 | 0.1162 | 0.0802 |
| | 20 | 0.1285 | 0.1100 | 0.1731 | 0.1467 |
| LSTM with TL | 1 | 0.0468 | 0.0532 | 0.0562 |
| | 2 | 0.0562 | 0.0868 | 0.0713 |
| | 3 | 0.0588 | 0.1051 | 0.0795 |
| | 20 | 0.0836 | 0.1710 | 0.1383 |

FIG. 10: Cumulative energy percentage of the eigenvalues (a), and the normalized eigenvalues of the first 20 POD modes (b).
FIG. 11: Contour plots for different POD modes of the streamwise velocity field at three different elevations: (a) $z/D = 0.02$, (b) $z/D = 1$, and (c) $z/D = 3$.

C. Prediction of time coefficients and flow field reconstruction

One of the essential requirements in this study is to obtain an accurate prediction of the POD time coefficients that can be used along with the corresponding POD modes to reconstruct the flow field. Figure 14 shows a plot of the real and predicted time coefficients for different POD modes along the obstacle height. The predicted time coefficients using LSTM
FIG. 12: Power spectrum density of different POD time coefficients obtained from the POD analysis at different elevations: (a) $a(t)_1$, (b) $a(t)_2$, and (c) $a(t)_3$, (d) $a(t)_{20}$.

and BLSTM NNs show accuracy similar to the real-time coefficients. Nevertheless, BLSTM NN shows a better prediction for the modes that exhibit complex non-linear behavior. This demonstrates that BLSTM NN has a great potential for addressing complex non-linear time-series problems. After the time coefficients are predicted, the instantaneous reduced-order flow field can be reconstructed using Eq. (3).

Figure 15 shows the contour plots of a random instantaneous streamwise velocity field from the test data calculated by the IDDES and the corresponding reconstructed reduced-order stream-wise velocity field calculated using the POD with real-time coefficients, LSTM-POD model, and BLSTM-POD model, respectively. It is observed from the figure that the first 20 POD modes with the real-time coefficients could successfully reconstruct the large-scale flow structure. However, a slight difference could be seen between the real and the POD reduced-order flow fields in terms of the reconstruction of small-scale eddies. This difference occurs due to the energy-loss because the POD reconstruction considers only 20 modes corresponding to 82%–92% of the total turbulent kinetic energy. The velocity field that is reconstructed using BLSTM-POD models demonstrates noticeably better results than the one obtained from the LSTM-POD model. As can be observed from the figure, a slight over-prediction can be recognized from the LSTM-POD contour plots with the increasing elevation along the obstacle. To quantify the reconstruction error of the LSTM-POD and BLSTM-POD models, the absolute reconstruction error was applied as follow:

$$\varepsilon = \frac{|u_{\text{pred}} - u_{\text{POD}}|}{u_\infty},$$

where $u_{\text{POD}}$ and $u_{\text{pred}}$ are the velocity reconstructed using real POD time coefficients and the time coefficients predicted using LSTM-POD and BLSTM-POD models. As shown in Fig. 16 the maximum reconstruction error occurs in the vicinity of the large-scale structures in the flow fields, i.e., near the edge of the obstacle and where the shedding happens directly behind the obstacle. The error obtained from the BLSTM-POD model is generally lower than that from the LSTM-POD model, which indicates that the BLSTM model outperformed the LSTM model. These results are consistent with the results obtained from Table II and Fig. 13.

The two models are used to predict the instantaneous velocity field for 50 000 timesteps that are enough to reproduce the mean velocity profiles as shown in Fig. 17. The results from LSTM and BLSTM-POD models show an excellent agreement with the POD and IDDES results indicating that the LSTM and BLSTM-POD models could successfully capture the main flow fields features and for a sufficiently large
number of time steps that can produce a statistically stationary data.

D. Effect of the prediction time window

LSTM NN is designed to model sequential data using correlations between subsequent realizations. Hence, LSTM NN assume that the realizations of the data are originally correlated with each other. In other words, they share specific features that can together represent the sequential system using the network parameters. This assumption could also be considered as a memory that the network can obtain from the behavior of the sequential data. This memory relies on the characteristics of the sequential data, which can have a periodic or repetitive behavior that can be considered as a long-time correlated event or as chaotic dynamic behavior. Hence, it is important to study the temporal behavior of the POD time coefficients before investigating the effect of the prediction time window length.

Fig. 13 shows the phase space plots of the time coefficients, where \( \tau \) is the time lag, which is considered as 10 time-steps. The yellow plane in each plot illustrates the Poincaré section. Poincaré section shows the intersection points of the trajectories of the discrete time interval with an infinite plane. The set of the intersection points on this plane indicates if the dynamical system is periodic, quasi-periodic, or has a chaotic behavior. For instance, for a pure periodic system, two distinct points will appear on the section, while for a quasi-periodic system, the points will be scattered in a certain deterministic order. For systems with chaotic behavior, the points will be scattered with irregular patterns. As can be seen from the figure, at elevations \( z/D = 0.02, 1 \) and 2, the phase space plots of the first two time coefficients show a quasi-periodic behavior with a slight decrease in the periodicity as the elevation increases. However, at \( z/D = 3 \), this behavior is barely recognized due to the aforementioned downwash effect of the obstacle-free end.

For the remaining time coefficients, chaotic behavior can be recognized, indicating that these coefficients exhibit lesser long-term correlations compared to the first two time coefficients. Considering these observations, LSTM and BLSTM NNs are trained using two different sample lengths of 50 and 100 time steps to predict the time coefficients with time windows of 50 and 100 time steps, respectively.

Table III shows the RMSE of the predicted time coefficients using time window lengths of 50 and 100 time steps with the percentage increase of the RMSE compared to a pre-
FIG. 14: Plots of the real and predicted time coefficients for different POD modes at different elevations: (a) $z/D = 0.02$, (b) $z/D = 1$, and (c) $z/D = 3$. 
FIG. 15: Contour plots of a random instantaneous streamwise velocity at different elevations: (a) $z/D = 0.02$, (b) $z/D = 1$, and (c) $z/D = 3$. 
dicted time window of 10 time steps. In general, the RMSE shows higher values as the prediction time window lengths increase. This reduction in the accuracy can be explained by considering Lyapunov exponent theory, which states that as the trajectories of a dynamic system move farther in time from the initial state, a continuous divergence starts emerging between these trajectories. As expected, the time coefficients with a higher POD ranking show higher RMSE values compared to the time coefficients that correspond to the first two POD modes. This indicates that the long-term memory is reduced as the POD ranking of the time coefficients increases, which is consistent with the results obtained from Fig. 18. Interestingly, the percentage rate of increase of RMSE reduces as the POD ranking increases indicating that even though they
have a long-term correlation, the time coefficients with low POD ranking tend to demonstrate a faster reduction in the prediction accuracy as the prediction time window increases.

VIII. CONCLUSION

This study presented a ROM based on LSTM/BLSTM NN and POD that can predict the instantaneous turbulent wake behavior of a finite wall-mounted square cylinder. The main idea of the ROM in this study is to accurately predict the POD time coefficients for several future time steps instantaneously using the LSTM/BLSTM NN and reconstruct the flow field using a few selected POD modes. The following summarizes the conclusions and findings of this study:

1. Because the first 20 POD modes for all the x-y planes along the obstacle height contribute to 82%-92% of the total turbulent kinetic energy, they can successfully reconstruct the main features of the flow field with the corresponding time coefficients. Nevertheless, an inevitable difference is recognized between the reduced-order flow fields and the flow obtained from the IDDES due to the energy loss of the POD reconstruction.

2. The use of the TL approach in this study shows a noticeable improvement in the accuracy of the prediction.

3. A comparative study of LSTM and BLSTM NNs revealed that BLSTM NN outperforms LSTM NN in both training and prediction accuracy, suggesting that BLSTM NN has more potential to predict time series data with more complex nonlinear behavior comparing with LSTM NN.

4. Both LSTM-POD and BLSTM-POD ROMs demonstrate good reconstruction results for most of the regions in the flow fields. However, the reconstruction error analysis showed that the BLSTM-POD ROM outperforms the LSTM-POD ROM at the regions near the obstacle edges and right behind the obstacle, which is consistent with the results obtained from the training and prediction error analysis.

5. The flow predicted by LSTM-POD and BLSTM-POD ROMs showed a statistically good agreement with the reference IDDES data, suggesting that the ROMs could predict the main features of the flow and for a long time that is sufficient to produce statistically stationary data.

6. The phase plots and Poincaré sections of the POD time coefficients showed that the periodicity of the flow is mainly represented by the first two POD modes and it decreases with increasing obstacle elevation, indicating that the downwash effect from the obstacle-free end becomes more dominant. For the rest of the POD time coefficients, a chaotic behavior can be seen.

7. The results of training the LSTM/BLSTM NN with longer lengths of the prediction time window revealed that the time coefficients corresponding to the first two POD modes have more potential for prediction even with longer lengths of the prediction time window because they have long time-correlated behavior. However, as they showed a higher increasing rate of the RMSE as the prediction time window length increases, the time coefficients with lower POD ranking tend to have a faster decrease in the prediction accuracy comparing with the time coefficients of higher POD ranking.

The previous observations indicate that the ROM presented in this study could predict the reduced-order flow field of the turbulent wake with commendable accuracy when the BLSTM-POD model is used. As the prediction accuracy of the model is affected by the increase in the prediction time window length, further studies focusing on the optimization of the model will be conducted to improve the prediction accuracy for longer prediction time windows. Moreover, the prediction capability of the proposed ROM will be further examined using a range of Re and different obstacles shapes.
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