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Abstract

Different from static images, videos contain additional temporal and spatial information for better object detection. However, it is costly to obtain a large number of videos with bounding box annotations that are required for supervised deep learning. Although humans can easily learn to recognize new objects by watching only a few video clips, deep learning usually suffers from overfitting. This leads to an important question: how to effectively learn a video object detector from only a few labeled video clips? In this paper, we study the new problem of few-shot learning for video object detection. We first define the few-shot setting and create a new benchmark dataset for few-shot video object detection derived from the widely used ImageNet VID dataset. We employ a transfer-learning framework to effectively train the video object detector on a large number of base-class objects and a few video clips of novel-class objects. By analyzing the results of two methods under this framework (Joint and Freeze) on our designed weak and strong base datasets, we reveal insufficiency and overfitting problems. A simple but effective method, called Thaw, is naturally developed to trade off the two problems and validate our analysis. Extensive experiments on our proposed benchmark datasets with different scenarios demonstrate the effectiveness of our novel analysis in this new few-shot video object detection problem.

1. Introduction

With the popularity of cameras in surveillance systems and mobile phones, as well as the mass adoption of social media content sharing platforms, there are more and more video content generated every day. Therefore, the need for developing algorithms to detect objects in videos grows rapidly in computer vision. Although it is possible to train a robust video object detector with sufficient labeled videos, powerful deep neural networks and abundant computational resources, collecting such a large number of videos with bounding box annotations is costly.

Humans can learn new concepts easily with only a few examples. Despite that deep learning has been successfully applied to many real-world applications, it usually suffers from the overfitting problem when there are only a few samples for new concepts. Few-shot learning, which tries to learn a robust model from only a few samples of a new concept, has thus attracted great attention recently [2, 6, 7, 12, 13, 17, 18, 19, 20, 26, 28, 31, 33, 36, 39].

Most existing few-shot learning methods focus on either image classification [7, 15, 17, 18, 20, 21, 26, 28, 31] or video classification [2, 39]. While some recent few-shot learning methods [6, 12, 13, 19, 33] have investigated object detection, all of them focus on object detection in static images instead of videos. Different from static images, videos contain abundant spatial and temporal information of objects. Therefore, it becomes more imperative to design a model for video object detection given a few videos of novel-class objects. This poses a new problem of few-shot learning for video object detection.

Since videos contain more information than static images, using the spatial-temporal information in videos is critical to achieving good performance. Since it is computationally prohibitive to build episodes by representing a video by its frames, the meta-learning based few-shot learning methods designed for the image classification problem cannot be directly used to solve the few-shot video object detection problem. While some techniques target few-shot video classification [2, 39], it is different from video object detection, as video classification only aims to classify the entire video as one of the classes. In contrast, video object detection needs to detect both the presence and spatial-temporal location of an object in all frames in a video. This increases difficulty exponentially in terms of both computing and realization. The recent finding [33] that transfer-
learning based methods can achieve good results on image object detection opens a possible path for solving the problem of few-shot video object detection.

In this paper, we study the new problem of few-shot learning for video object detection. In particular, given a few video clips of novel-class objects, we would like to build a robust object detector for novel-class objects. Realizing there is no prior work studying this, we curate a new benchmark dataset derived from the popular ImageNet-VID dataset [25] for this problem. We design two types of base datasets: a strong dataset and a weak dataset to investigate the influence of the strength of the feature extractor for the video object detector. We employ the transfer-learning framework. Specifically, we first train a video object detector on the whole base dataset, which can aggregate the temporal information from other frames in the entire video based on the state-of-the-art method MEGA [4]. After that, we fine-tune the cosine classifier and bounding box regressor in the RPN head. Based on different fine-tuning strategies, we consider two methods: Joint and Freeze. By analyzing the performance of the two methods on the curated benchmark datasets, we reveal the insufficiency and overfitting problems. In order to solve this issue, a simple but effective method called Thaw is naturally developed by our analysis to balance the insufficiency and overfitting problems effectively. Based on the evaluation of the curated benchmark dataset, we demonstrate the effectiveness of our proposed method.

Our contributions are summarized as follows:
1) We propose a new paradigm of few-shot learning for video object detection. Specifically, we study how an object detector can be learned from a few videos of new concepts where abundant temporal information is available while maintaining good performance for existing classes.
2) We curate a dataset derived from the popular ImageNet-VID dataset [25] for investigating this new problem. A strong base dataset and a weak base dataset are designed for further scenario analysis.
3) We propose a transfer-learning framework for solving this problem and investigate two methods under the framework: Joint and Freeze. We reveal two issues: insufficiency and overfitting based on a novel quantitative analysis.
4) We propose a simple method called Thaw to trade off the insufficiency and overfitting problems revealed by our analysis. Extensive experiments demonstrate that our proposed Thaw naturally motivated by our novel analysis can help the video object detector efficiently learn new concepts from a few novel-class videos and achieve promising performance.

2. Related Work
2.1. Few-Shot Learning

Few-shot learning methods can be categorized into meta-learning based methods and transfer-learning methods. Meta-learning aims to learn a paradigm based on the base-class data with an episodic training strategy so that it can generalize to new tasks with only a few novel examples. Metric-based meta-learning methods learn a good distance metric from the few-shot examples of base classes [15, 28, 29, 31]. For example, Prototypical Network [28] measures the distance from queries and the prototypes of each class. DN4 [15] explores the local descriptors to measure similarities. Optimization-based meta-learning methods like MAML [7], LEO [26] and Reptile [18] aim to find a good optimization direction that converges faster to the optimal solution with fewer gradient steps. However, most meta-learning based methods are designed for image classification. It is challenging to directly extend them to the few-shot video object detection scenario in this paper.

Transfer-learning based methods focus on how to train a good base model from the large amount of base-class data and then adapt the model to novel classes with only a few-shot of samples [3, 20, 21, 56]. Unlike meta-learning based methods, the base model is trained using traditional methods and a new classifier is built with a frozen feature extractor. Cosine-similarity is usually used to build the new classifier given novel-class samples [8, 20, 21]. Chen et al. [3] systematically analyzed the performance of building a cosine classifier when freezing the feature extractor and compared with popular meta-learning methods, demonstrating the effectiveness of transfer-learning based methods for few-shot learning. Again, most transfer-learning based methods are for image classification and have not been applied to the few-shot video object detection problem.

2.2. Object Detection

Object detection is a fundamental problem in computer vision and has been studied for decades with significant progress made in recent years due to the advancement of deep learning. Nowadays, CNN-based object detection methods have become the mainstream and can be divided into two main categories: 1) One-stage detection; and 2) two-stage detection. One-stage detection methods, such as YOLO [22] and SSD [16], do not require region proposals and can predict the bounding box directly. Two-stage detection methods require region proposals and generally show better performance than one-stage detection methods. The representative methods include RCNN [9], Fast-RCNN [8], Faster-RCNN [24], and Mask R-CNN [10]. Recently, anchor-free methods have also been proposed, which can directly regress a bounding box from the location in the feature map [14, 30, 38]. However, its application to few-shot learning is not sufficiently explored yet.

2.3. Few-Shot Image Object Detection

Few-shot image object detection is still a developing area of research, with only a handful of notable works [6, 12, 13, 19, 33, 55]. Most of them are based on meta-
learning. Meta-RCNN [35] proposed the meta-learning process for RoI features in Faster-RCNN [24]. Feature Reweighting [12] developed a reweighting module and map features with corresponding classes in YOLOv2 [23]. Qi et al. [6] proposed Attention RPN and Multi-Relation Head for matching classes. Recently, Wang et al. [33] investigated the transfer-learning based method by first training a Faster-RCNN model on the base-class data, and then freezing the feature extractor and fine-tuning a cosine classifier and a regressor on a balanced dataset of base-class and novel-class data. This method has achieved promising performance compared to previous meta-learning methods. However, none of the existing works considered few-shot video object detection, which is the focus of this paper.

2.4. Video Object Detection

Object detection in videos is a challenging task due to the high variation across the videos. The objects in videos may be blurry and change pose and status. Meanwhile, the moving background and unstable lighting conditions pose challenges to object detection. On the other hand, the temporal information in videos can provide more information than static images. These aspects have remained under-explored in the past several years but have recently started to attract more attention after the ImageNet-VID dataset [25] was released. Most recent works (e.g., RDN [5], FGFA [40] and STSN [1]) focus on utilizing nearby frames in a short range to gather local information. Meanwhile, other works aim to use global information from frames in a wider range like SELSA [33]. MEGA [4] was recently proposed to effectively combine the local and global information with a memory-enhanced module so that one frame can access more content from nearby and far-away frames, resulting in state-of-the-art performance.

3. Few-Shot Video Object Detection

In this section, we introduce the definition of few-shot video object detection and dataset construction process.

3.1. Problem Definition

Let us define two sets of classes: base classes \(C_{\text{base}}\) and novel classes \(C_{\text{novel}}\), where \(|C_{\text{base}}| = M\), \(|C_{\text{novel}}| = N\) with \(C_{\text{novel}} \cap C_{\text{base}} = \emptyset\). Assume there is a large base dataset consisting of many videos per class \(V_{\text{base}} = \{V_{\text{base}}^i | i = 1, \ldots\}\), where \(V_{\text{base}}^i = \{(I_t^i, Y_t^i), (I_2^i, Y_2^i), \ldots\}\) is the \(i\)-th video in the base dataset. \(I_t^i\) is the \(t\)-th frame in the \(i\)-th video, and \(Y_t^i = \{(c_{t,1}^i, B_{t,1}^i), (c_{t,2}^i, B_{t,2}^i), \ldots\} \) with \(c_{t,b}^i, B_{t,b}^i\) being the class and the bounding box coordinates for \(b\)-th object in \(t\)-th frame of the \(i\)-th video, respectively. Note that \(Y_t^i\) could be \(\emptyset\) and \(c_{t,b}^i \in C_{\text{base}}\). A video object detection model can be built on \(V_{\text{base}}\).

After building the model from the base dataset, we would like to adapt the base model to novel classes given only a few videos per novel class. It is natural to define shot for image classification and image object detection because one image or one bounding box has only one class label. In order to have an appropriate definition of shot for video object detection, we define two types of videos as follows.

**Clean videos:** Videos contain only one class of objects. Each frame may contain more than one object of that class.

**Perfect videos:** Videos contain only one class of objects and each frame contains only one object from that class. It is a subset of clean videos.

We denote one perfect video as one-shot. Also, we expect a good detector to perform well on both base and novel classes. Motivated by these aspects, we denote an \((N + M)\)-way K-shot balanced dataset with both novel and base classes from perfect videos as \(V_{\text{balance}} = \{V_{\text{balance}}^i | i = 1, \ldots, (N + M) \times K\}\), where \(V_{\text{balance}}^i = \{(I_1^i, Y_1^i), (I_2^i, Y_2^i), \ldots\}\) and \(Y_j^i = \{c_{t,1}^i, B_{t,1}^i\}\).

### Table 1. The statistics of different types of datasets.

| Dataset Type               | Total Number of Frames |
|----------------------------|------------------------|
| All training videos        | 57,834 key frames      |
| Perfect training videos    | 31,530 key frames      |
| All validation videos      | 176,126 frames         |
| Balanced validation videos | 23,624 frames          |

**Strong base dataset:** It consists of all the videos from base-class objects. Meanwhile, like existing work for video object detection [4, 27], we additionally include images from the image object detection dataset DET [25], leading to a strong base dataset for learning strong feature extractors of the base classes.

**Weak base dataset:** It contains only the perfect videos from base classes, and thus is a subset of strong base dataset.

**Remarks:** We need to clarify that it is important to investigate the impact from different types of base datasets for real-life applications since the available amount of data for base classes could vary in different scenarios. This has been overlooked in few-shot learning for image classification. Recently, Yue et al. [37] investigated the different performances between strong and weak backbones used in few-shot image classification. This work shares similarities with our design for strong and weak base datasets.

**Balanced few-shot dataset:** It is used for few-shot adaptation, and is randomly sampled from the perfect videos in
the ImageNet VID training set for both novel and base class objects. We sample \( K \) videos per class with \( K = 1, 2, 3 \) as the shot number.

**Balanced validation dataset:** It is the subset of the original clean validation videos and is used to evaluate the few-shot video object detector. Noting that the minimum number of clean validation videos among all classes is 3, we randomly sample 3 clean videos per class to construct this dataset. In this way, we can alleviate the impact from different numbers of videos in different classes.

### 4. The Proposed Framework

In this section, we introduce our proposed framework for few-shot video object detection, which is illustrated in Figure 1. First, a video object detector is pretrained on base dataset. Second, a cosine classifier is used to replace the classifier in the detection head and fine-tuned on the balanced few-shot video dataset. More details are provided in the subsequent sections.

#### 4.1. Part I: Pretraining the Video Object Detector

In the first stage, we train a video object detector on the base dataset where many videos per class are provided. In particular, given the base dataset \( \mathcal{V}_{\text{base}} \), we first construct a video object detector to fully utilize the abundant video information by employing the state-of-the-art method MEGA \([4]\). Any video detector could be used here, and we use MEGA as it can efficiently combine both local and global information throughout the video with its memory enhanced module.

We rewrite the video as a set of consecutive frames \( \mathcal{V} = \{I_t\}_{t=1}^{T} \). And \( B_{k} = \{b_{t}\} \) denotes the set of proposals generated by RPN in each frame \( I_t \). Following \([4]\), the local pool for proposals for a key frame \( I_k \) is the proposals in the nearby frames, *i.e.*, \[ L^{g} = N_{1}(L, G) \] and \[ L^{m} = N_{2}(L^{g}, M) \] are added to \( B_{k} \).

\[ \mathcal{L} = \{B_{k}\}_{k=1}^{k+T_{2} - T_{1}} \cdot \] (1)

We omit the index for \( \mathcal{L} \) for simplicity. For the global pool, the ordered frames are randomly reordered such that the index set \( \{1, 2, \ldots, T\} \) is mapped to a new shuffled set \( \{S_{1}, S_{2}, \ldots, S_{T}\} \). The global pool is constructed by \[ g = \{B_{S_{k}}\}_{k=1}^{k+T_{2} - T_{1}} \cdot \] (2)

A function \( \mathcal{N}_{1} \) is used to aggregate the global features from \( \mathcal{G} \) to \( \mathcal{L} \) to produce a new pool \( \mathcal{L}^{g} \), where \( \mathcal{N}_{1} \) consists of stacked location-free relation modules \([4]\).

After obtaining the global aggregated pool \( \mathcal{L}^{g} \), it is then aggregated with a long range memory pool \( \mathcal{M} \) by another function \( \mathcal{N}_{2} \), which is composed of stacked location-based relation modules proposed by Chen et al. \([4]\) to generate an enhanced pool \( \mathcal{L}^{m} \). The aggregation process is given by

\[ \mathcal{L}^{g} = \mathcal{N}_{1}(\mathcal{L}, \mathcal{G}) \cdot \] (3)

\[ \mathcal{L}^{m} = \mathcal{N}_{2}(\mathcal{L}^{g}, \mathcal{M}) \cdot \] (4)

The memory pool \( \mathcal{M} \) is initialized as an empty set and is updated throughout all frames in one video. When finishing the detection on \( I_{k} \), the features in \( \mathcal{L}^{m} \) are added to \( \mathcal{M} \), which will be used for the next key frame \( I_{k+1} \). This recurrent process increases the efficiency of combining features for each key frame. Moreover, one frame can benefit from its subsequent frames without forgetting.

We denote the feature extractor as \( f^{e}(\cdot) \), which is extracted by ROI-Align and full-connected layer \([10]\). For each key frame \( I_{k} \), the final features for all proposals is denoted as \[ f^{e}(I_{k}) = \{f^{e}(I_{k})_1, f^{e}(I_{k})_2, \ldots\} \cdot \] (5)

\[ ^{1} \] For simplicity, we did not elaborate this in this paper.
And \( f^*(I_k) \) is used in the RPN head for classification and bounding box regression. This process is used for all the key frames in a video.

4.2. Part II: Adaptation on Few-Shot Videos

After obtaining the pretrained video object detector, we adapt the model based on the balanced few-shot video dataset including novel-class and base-class objects.

4.2.1 Modification on the RPN Head

Since the cosine classifier is shown to be effective for few-shot image classification problem in [3], and more suitable to de-correlate the feature space for different classes [32], we adopt a cosine classifier for the few-shot fine-tuning stage. Specifically, a weight matrix \( W = [w_1, ..., w_{N+M}] \in \mathbb{R}^{d \times (N+M)} \) is fine-tuned where \( w_i \) represents the prototype of \( i \)-th class in \( C_{novel} \cup C_{base} \). Then, the cosine similarity with the different classes for a given proposal \( x := f^*(I_t) \) is written as:

\[
S(W, x) = [\cos(\theta(w_1, x)), ..., \cos(\theta(w_{N+M}, x))]'.
\]

Because cosine similarity ranges between -1 and 1, the softmax function is unable to predict the correct class via the one-hot encoding regime for class labels, causing a discrepancy between the one-hot and real distribution. In order to solve this issue, a scaling factor is usually applied on softmax for better convergence as used in [3] [20] [32]. With that, the probability for \( i \)-th class can be represented as:

\[
\frac{\exp(\sigma S(W, x)_i)}{\sum_c \exp(\sigma S(W, x)_c)},
\]

where \( \sigma \) is the scale factor.

The structure of the regressor remains the same as in the pretraining stage but is appended \( 4 \times N \) dimension (i.e., coordinates of bounding boxes) to account for the \( N \)-way novel-class videos. The weights of cosine classifier and regressor for novel-class videos are randomly initialized.

4.2.2 Adaptation Strategies

With the new RPN head, we use multiple strategies (including the newly proposed Thaw to be described in Section 6) to adapt the pretrained model when given few-shot videos.

Joint: All the weights from the feature extractor and detection head are fine-tuned jointly on the balanced few-shot dataset. This joint fine-tuning is not designed for few-shot learning and usually suffers from overfitting, because the feature extractor can be easily impacted by the few-shot samples. Therefore, it is seldom used in few-shot image classification and usually serves as a low-performing baseline for few-shot image object detection [12] [35].

Freeze: In this method, the feature extractor is frozen and only the detection head is fine-tuned. Freezing feature extractor method is particularly suitable for few-shot learning and widely used in image classification [3]. The recent work in [33] also shows its superiority in overcoming overfitting and achieves new state-of-the-art performance in few-shot image object detection.

5. Preliminary Experiments

In this section, we conduct experiments on the designed dataset under our proposed framework. We evaluate the different adaptation strategies of Joint and Freeze in different settings. We analyze the results and discover the insufficiency and overfitting problems in few-shot video object detection.

5.1. Implementation Details

Video object detector network: ResNet-101 [11] is used as the backbone. RPN head is applied to \textit{conv4} block in ResNet where the anchors have 4 scales and 3 aspect ratios. 300 bounding box proposals per frame are created during training and validation with the default IoU threshold set to 0.7. Next, RoI-Align and a fully-connected layer are employed after \textit{conv5} block to extract RoI pooled features, followed by the classifier and regressor. For the video detector, we set the local pool and global pool range \( T_l \) and \( T_g \) to 12 and 10, respectively. The hyperparameters in \( N_1 \) and \( N_2 \) modules are the same as in [4]. For the cosine classifier, we set the scale factor \( \sigma \) to 15.

Training: All models are trained on 4 Tesla V100 GPUs, with each GPU holding one set of frames. During pretraining, the initial learning rate is set to 0.001 and drops to 0.0001 after 80,000 iterations. We train the model for a total of 120,000 iterations. During fine-tuning on the balanced few-shot dataset, the classifier and regressor are fine-tuned for 4,000 iterations in all settings. We set the learning rate during fine-tuning to 0.001. We create three random splits (denoted as A, B, C) from novel-base classes, which is a common practice in few-shot image object detection. During training the detector on the base dataset and fine-tuning it on the balanced few-shot dataset, 15 frames are evenly-spaced selected from the whole videos. For videos with fewer than 15 frames, all frames are selected. The experiments for each few-shot video setting are repeated 5 times. Each time the balanced few-shot dataset is selected randomly but kept the same for different methods to ensure a fair comparison. The dataset statistics are shown in Table 1. The code for the algorithm and dataset will be released.

Inference: During inference on the validation set, we set the NMS threshold to 0.5 IoU and use mean average precision at 0.5 IoU (mAP50) as the evaluation metric. The balanced validation dataset remains the same for different few-shot settings to reduce randomness. The reported mAP50 in each setting is the average of 5 random experiments.
Table 2. Novel-class and base-class mAP50 (in %) on the validation videos when the base dataset is weak or strong. Better results are in bold. For novel-class performance, Freeze is better than Joint on strong base dataset but worse than Joint on weak base dataset, opposite to the research findings on images. For base-class performance, Freeze performs consistently better than Joint.

| Base Dataset | Method / Split | 1-shot (A B C) | 2-shot (A B C) | 3-shot (A B C) |
|--------------|----------------|---------------|---------------|---------------|
| Weak Novel   | Joint (better) | 22.11 21.88  9.76 | 32.57 32.29  23.28 | 36.5 39.84  29.86 |
|              | Freeze         | 18.93 24.05  8.09 | 25.07 31.60  13.88 | 28.89 40.53  13.73 |
|              | Joint          | 56.41 59.23  56.30 | 58.41 61.77  58.86 | 60.12 63.75  60.26 |
|              | Freeze (better)| 60.98 63.97  60.95 | 61.15 64.12  60.83 | 61.32 65.02  61.10 |
| Strong Novel | Joint          | 21.69 31.10  20.06 | 39.37 45.94  34.74 | 44.56 51.43  43.33 |
|              | Freeze (better)| 41.85 40.69  31.71 | 50.14 47.81  42.66 | 53.15 52.41  43.08 |
|              | Joint          | 72.08 76.09  75.80 | 73.87 77.06  76.97 | 75.96 78.66  77.25 |
|              | Freeze (better)| 82.79 84.75  86.45 | 83.00 84.69  86.53 | 83.14 85.00  86.43 |

Adaptation on Few-Shot Videos

Figure 2. Illustration of the insufficiency and overfitting problems. I represents the insufficiency problem and O represents the overfitting problem. Strong and weak base datasets indicate the amount of base dataset. Freeze and Joint indicate the flexibility of the feature extractor. The green down arrows indicate the problem is alleviated and the red up arrows indicate the problem is aggravated.

5.2. Preliminary Results

The experiment results for weak and strong base datasets are shown in Table 2.

**Base-class performance:** From the results on both base datasets, Freeze is consistently better than Joint on the base-class objects. This is not surprising as freezing the feature extractor can alleviate the overfitting problem.

**Novel-class performance:** When the base dataset is strong, Freeze is better than Joint on novel-class objects in almost all cases but one. This is consistent with the prior work in few-shot image classification and image object detection, as freezing the feature extractor can prevent overfitting. However, the pattern shown on the weak base dataset is opposite to strong base dataset (see Table 2). When the base dataset is weak, Joint generally performs better than Freeze, which is the opposite to the research findings on images. An explanation is that it is usually easier to obtain sufficient information from the base dataset to build a sufficient feature extractor for the single image situation. Therefore, the overfitting problem will dominate for novel-class images and Freeze could work well in this situation. However, the complicated structure and abundant information in videos may not be sufficiently learned from the base dataset and thus learning good features for novel-class objects cannot be guaranteed.

5.3. Insufficiency vs. Overfitting

The preliminary results from the previous section reveal the insufficiency and overfitting problems for the novel and base classes.

**Insufficiency problem** corresponds to the situation that the features learned from the base dataset may not be sufficient for building detectors on novel-class objects.

**Overfitting problem** corresponds to the situation that some good features learned from the base dataset may be distorted by the few-shot videos during fine-tuning when the feature extractor is unfrozen.

We summarize the analysis in Figure 2. It is clear that a strong base dataset can alleviate the base-class insufficiency problem. Meanwhile, a strong base dataset can provide a better feature extractor, which improves the capability to extract better features for novel classes. Therefore, it can alleviate the insufficiency problem for novel classes. On the other hand, freezing the feature extractor (Freeze) could largely solve the overfitting problem both for base and novel classes when fine-tuning on the few-shot videos. However, it does not allow the feature extractor to encode possible novel information from novel classes. Therefore, unfreezing the feature extractor (Joint) would alleviate the insufficiency problem for novel classes since the feature extracted for base classes in the base training stage may not be sufficient to describe novel-class objects. Since the base-class objects in few-shot videos do not provide any further useful information for the base classes (they come from the base-class objects used for pretraining the feature extractor), unfreezing the feature extractor (Joint) does not help reduce the base-class insufficiency problem.

Therefore, in terms of novel-class performance, when the base dataset is weak, there is a significant novel-class insufficiency problem. Although Joint aggravates the novel-class overfitting problem, it largely alleviates novel-class insufficiency problem, such that its performance exceeds...
Freeze. When the base dataset is strong, the novel-class insufficiency problem becomes negligible, such that Freeze’s performance is better than Joint’s in this case.

On the other hand, in terms of base-class performance, unfreezing the feature extractor could only increase the base-class overfitting problem and could not reduce the base-class insufficiency problem, such that Joint’s performance is always worse than Freeze no matter the base dataset is strong or weak.

6. Improved Method and Experiment

In this section, we further propose a simple but effective method called Thaw to balance the tradeoff of Joint and Freeze during adaptation and demonstrate the rationality of our analysis. We conduct further experiments to illustrate the insufficiency and overfitting problems.

6.1. Improved Method: Thaw

As discussed in the previous section, there is a tradeoff between insufficiency and overfitting problems caused by unfreezing the feature extractor. To this end, we still first freeze the feature extractor and fine-tune on the detection head. This would give us a good detection head and prevent the overfitting problem. After convergence, we further unfreeze the feature extractor and fine-tune all the weights jointly to let the feature extractor learn extra information to reduce novel-class insufficiency problem. The detection head can be regarded as being initialized with better weights compared with Joint. We call this improved process Thaw:

\[ \text{Freeze } f^c(\cdot) \xrightarrow{\text{Thaw}} \text{Unfreeze } f^c(\cdot). \]  

During the experiments, after the detection head is fine-tuned by Freeze, the entire model is further trained for 500 iterations for 1 shot and 2000 iterations for 2 and 3 shots.

6.2. Results

The experimental results are shown in Table 3. When the base dataset is weak, it is apparent that our proposed Thaw outperforms Freeze and Joint by a large margin for novel classes. As described in the previous section, Joint outperforms Freeze substantially in this case (see Table 2). Our proposed Thaw is even better, which demonstrates that it can balance the overfitting and insufficiency problems.

When the base dataset is strong, Thaw performs comparably to Freeze. We should note that Joint performs poorly in this case as also mentioned in Table 2. Our simple method improves Joint by a large margin.

For the base-class performance, our Thaw also significantly outperforms Joint, demonstrating this simple technique significantly alleviates the base-class overfitting problem. Note that the unfreezing part in Thaw can aggravate base-class overfitting problem, so it is expected that Freeze performs the best on the base classes (mentioned in section 5.3).

Number of shots vs. insufficiency/overfitting: When the feature extractor is unfrozen, more shots during few-shot adaptation can simultaneously alleviate novel-class insufficiency and overfitting problems. To better illustrate this phenomenon, we compare the improvement of Joint and Thaw over Freeze on novel classes. The novel-class gain of Joint or Thaw over Freeze is calculated as

\[ \text{Gain}_{\text{Joint/Thaw}} = \text{mAP}_{50,\text{Joint/Thaw}} - \text{mAP}_{50,\text{Freeze}}. \]  

The gain can be seen as the contribution of unfreezing feature extractor. The results are shown in Figure 3. We can clearly see the trend that the novel-class gain increases with the increase of the number of shots.

6.3. Ablation Study

Influence of classifier: We conduct the ablation study of choosing different classifiers in detection head on novel-base split A. Table 4 shows the results of these two classifiers on 1-, 2-, and 3-shot settings with Thaw. We can see that the cosine classifier outperforms the fully-connected classifier in our few-shot video object detection.

Influence of video temporal information: Without using the temporal information in the video, the video object detector degenerates to an image object detector. In this case, given few-shot videos, all the key frames are used separately for fine-tuning the image object detector. Thus 1-shot in our video object detection is equivalent to 15-shot in image object detection. To study this further, we conduct an ablation study using novel-base split A. We use Freeze here since image-based Freeze could be considered as the state-of-the-art transfer-learning based few-shot image object detection method. The results in Table 5 clearly demonstrate the importance of using video information rather than single image information and the meaning of few-shot learning for video object detection.

Visualization of few-shot video object detection: An example of 1-shot video object detection results for different
Table 3. Novel-class and base-class mAP50 (in %) on the validation videos, averaged from all novel-base splits. Best results are in bold. * indicates results are similar.

| Class | Method / Shot | Weak Base Dataset | Strong Base Dataset |
|-------|---------------|-------------------|---------------------|
|       |               | 1-shot  2-shot  3-shot | Rank | 1-shot  2-shot  3-shot | Rank |
| Novel | Joint         | 17.92  29.38  35.40 | 2 | 24.28  40.02  46.44 | 3 |
|       | Freeze        | 17.02  23.52  27.72 | 3 | 38.08  46.87  49.55 | 1 * |
|       | Thaw (Ours)   | 20.05  32.13  37.32 | 1 | 36.73  48.71  51.38 | 1 * |
| Base  | Joint         | 57.31  59.68  61.37 | 3 | 74.66  75.97  77.29 | 3 |
|       | Freeze        | 61.97  62.03  62.48 | 1 | 84.66  84.74  84.86 | 1 |
|       | Thaw (Ours)   | 60.13  60.33  61.52 | 2 | 80.79  78.81  78.94 | 2 |

Figure 4. Examples of few-shot learning for video object detection of giant panda (weak base dataset). Blue (resp. red) bounding boxes denote correct (resp. incorrect) detection. Note that red panda is a different animal. The 1st row shows the 1-shot novel-class video used in few-shot adaptation. The 2nd, 3rd, and 4th rows show the detection results in the validation videos by Joint, Freeze and Thaw, respectively.

Table 4. Ablation study on two types of classifiers on strong base dataset and novel-base split A.

| Method | Classifier / Shot | Novel-Class mAP50 |
|--------|-------------------|-------------------|
|        |                   | 1  2  3           |
| Thaw   | Fully-connected   | 36.91 44.62 52.86 |
|        | Cosine            | 37.81 50.55 56.15 |

Table 5. Ablation study on the influence of temporal information from the video on the strong base dataset and novel-base split A. Note that 1-shot video is similar to 15-shot images. The image-based Freeze (the first row) could be regarded as the implementation of the state-of-the-art few-shot image object detection method on 15-shot video images.

| Method | Format / Shot | Novel-Class mAP50 |
|--------|---------------|-------------------|
|        |               | 1  2  3           |
| Freeze | Image-based   | 19.73 32.24 37.56 |
|        | Video-based   | 41.85 50.14 56.00 |

methods are shown in Figure 4. The blue and red bounding boxes denote the correct and wrong detection, respectively. From the results, we can see that Joint suffers from the overfitting problem as indicated by the red boxes. For Freeze, there is a mixture of correct and wrong detections. For Thaw, there are more correct bounding boxes compared with Joint and Freeze, highlighting its effectiveness.

7. Conclusion

We study a new problem of few-shot learning for video object detection. Specifically, we define the problem, construct a new dataset, and propose a transfer-learning framework for solving this problem. Insufficiency and overfitting problems are revealed from extensive experiments on our designed weak and strong base datasets by two methods (Joint and Freeze) under the proposed framework. Finally, a simple yet effective method called Thaw is naturally developed to validate our analysis and trade off the observed insufficiency and overfitting problems. Our work leads to significantly improved novel-class performance on the weak base dataset and competitive novel-class performance on the strong base dataset, while maintaining high base-class performance in few-shot video object detection.
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