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Abstract

Recently, different systems which learn to populate and extend a knowledge base (KB) from the web in different languages have been presented. Although a large set of concepts should be learnt independently from the language used to read, there are facts which are expected to be more easily gathered in local language (e.g., culture or geography). A system that merges KBs learnt in different languages will benefit from the complementary information as long as common beliefs are identified, as well as from redundancy present in web pages written in different languages. In this paper, we deal with the problem of identifying equivalent beliefs (or concepts) across language specific KBs, assuming that they share the same ontology of categories and relations. In a case study with two KBs independently learnt from different inputs, namely web pages written in English and web pages written in Portuguese respectively, we report on the results of two methodologies: an approach based on personalized PageRank and an inference technique to find out common relevant paths through the KBs. The proposed inference technique efficiently identifies relevant paths, outperforming the baseline (a dictionary-based classifier) in the vast majority of tested categories.

1 Introduction

In the last few decades, the machine learning community has launched different research projects to take advantage of the massive source of information which has become the web, and of the people who build it up. Among others, information extraction systems (IES) which use the text found in webpages to extract, validate and incorporate beliefs to a structured knowledge base have been developed (e.g., YAGO (Suchanek et al., 2008), NELL (Mitchell et al., 2015) or Knowledge Vault (Dong et al., 2014)). Such knowledge bases (KBs) store facts about the real world, which are represented as entities and relationship among entities. The reliability of a fact, inferred from the web, is at first questionable due to the noisy information available on the Web. This difficulty is usually overcome by relying on data redundancy from multiple Web pages. Requiring higher degrees of redundancy to incorporate beliefs to the KB help to improve the quality of the learnt KB.

In the long run, having two such IES, running independently, tend to generate equivalent KBs, even if they gather information from different webpages, in different time or using different terminology. However, if those two systems extract (and store) facts from Web pages written in different languages, it can be hard to automatically identify redundant facts, or to automatically merge such KBs. Let us assume an English KB containing the concept of the city of Sao Carlos as a belief and, also, a Portuguese KB with the equivalent concept represented in Portuguese as São Carlos. Let us assume also that, in the Portuguese KB, São Carlos is linked to the concept Paulo Altomani, the mayor of the city. Combining both KBs and identifying the equivalence between Sao Carlos (en) and São Carlos (pt) can help to automatically populate the English KB adding the fact that Paulo Altomani is the mayor of Sao Carlos (en).

In this paper we deal with the problem of merging KBs learnt in different languages. This task consists of ontology alignment and equivalent concept matching. We use graph-based inference techniques to deal with the problem of identifying
equivalent entities in different KBs assuming that, in spite of being learnt independently, they share a common ontology. The contributions of this work are as follows:

- An approach to multi-lingual KB merging based on Personalized PageRank
- A path-based graph inference approach that shows promising results when compared to Personalized PageRank.
- An empirical analysis by means of a case study. When graph connectivity is enhanced by means of a SVO corpus, results stand out.

In the remainder of this paper we first provide a formal description of the problem, which is formulated as an inference problem. Then, the proposed solutions are presented. In Section 4, the different approaches are tested in a case study with two KBs independently learnt by NELL (Mitchell et al., 2015) from English and Portuguese web-pages respectively. Next, their behavior is discussed. The paper finishes with conclusions and ideas for future work.

2 Framework

Consider a Knowledge Base (KB) $K$ as a tuple $(O, I_c, I_r, S)$. The ontology $O$ is represented by a 4-tuple $(C, H_C, R, H_R)$, where $H_C$ codifies the hierarchy among categories $c \in C$ (e.g., the category city is a specification of the category place) and, similarly, $H_R$ codifies the hierarchy among relation-types $r(c_1, c_2) \in R$ with $c_1, c_2 \in C$ (e.g., locatedAt(city, country) is more general than capitalOf(city, country)). $I_c$ and $I_r$ are the sets of entities and relationships, respectively, that populate the KB. Thus, an instance $(e, c) \in I_c$ assigns entity $e$ to category $c \in C$ (e.g., (Pittsburgh, city) or (USA, country)), and each instance $(e_1, r, e_2) \in I_r$ is a relation of type $r$ which associates two entities, $e_1$ and $e_2$, with $(e_1, c_1) \in I_c$ and $(e_2, c_2) \in I_c$ and $r(c_1, c_2) \in R$ (e.g., (Pittsburgh, locatedAt, USA)). $S$ involves the literal strings which are used to refer to the entities. Two—or more—literal strings $s_1$ and $s_2$ ($s_1 \neq s_2$) can refer to the same entity $e$ ($((s_1, e) \in S \land (s_2, e) \in S)$, and the same literal string $s$ can refer to two different entities $e_1$ and $e_2$ as well ($((s, e_1) \in S \land (s, e_2) \in S$ with $e_1 \neq e_2$). For example, the literal strings “Steal City” and “Pittsburgh” can refer to the concept Pittsburgh, whereas “New York” could refer to both NYC and New York State.

Graph representation. In this paper, a graph representation of the KB is used and the problem of merging two KBs which share the same ontology structure (categories and relation types) but which have been learnt (populated) in different languages. Given both KBs, $K^{en} = (O, I_c^{en}, I_r^{en})$ and $K^{pt} = (O, I_c^{pt}, I_r^{pt})$, in English and Portuguese respectively, the merging process $K^* = merge(K^{en}, K^{pt})$ consists mainly of the union of both sets of entities $I^*_c = I_c^{pt} \cup I_c^{en}$, where only an instance of the equivalent entities across languages (e.g., New York or Nova Iorque) remains. As a consequence of this first step, the sets of relation instances $I^*_r = I_r^{pt} \cup I_r^{en}$ is similarly merged: two relation instances in different languages, $(e_1^{en}, r, e_2^{pt})$ and $(e_1^{pt}, r, e_2^{en})$, are equivalent if their relation type $r \in R$ is the same and the associated entities are fused in $I^*_r$ ($e_1^{en} \sim e_1^{pt}$ and $e_2^{en} \sim e_2^{pt}$). To avoid losing information, per-language literal string sets ($S^{en}, S^{pt}$) are kept linked to the corresponding entities in $I^*_c$.

The key step is, therefore, the identification of equivalent entities across languages. Let us introduce the relation types $(e^{en}, equivalentTo, e^{pt})$, which connects two entities in different language specific KBs, and $(s^{en}, canBeTranslatedAs, s^{pt})$, which relates two literal strings which are the translation of each other in the different languages. Thus, the originally independent language specific KBs become connected and the problem of finding equivalent entities across languages can be reformulated as inferring the existence of equivalentTo relationships (edges) between pairs of entities (nodes) in different KBs (subgraphs).
3 Methods

In this study, we make use of inference techniques over graphs to find equivalent entities in different language KBs: a Personalized PageRank (PPR) (Haveliwala, 2002) based approach and another one based on Path Ranking Algorithm (PRA) (Lao and Cohen, 2010). Both techniques produce classification models which, given a new pair of entities, predict whether or not an equivalentTo relationship is suitable among them.

3.1 Personalized PageRank based approach

In the context of webpage ranking, Personalized PageRank (Haveliwala, 2002) was designed to bias the result of the original PageRank algorithm (Page et al., 1999) to make it topic-sensitive. It can be seen as a similarity measure that characterizes the neighborhood of a node \( X \) in a graph. Formally, it estimates a probability distribution over the nodes of the graph. Considering \( X \) as the source node of a random walk, it estimates the probability of reaching node \( Y \) after \( w \) random steps. At time \( t \), the next step follows one of the out-edges of current node \( X_t \) with equal probability \((1 - \alpha) \cdot \frac{1}{|X_t|}\) (where \(|X_t|\) is the out-degree of node \( X_t \)) or jumps back to the source node \( X \) with probability \( \alpha \). The stationary probability distribution is usually approximated by sampling a number \( n \) of random walks with probability \( \alpha \) of restarting at source node \( X \). The probability assigned to node \( Y \) is the proportion of walks which finish at \( Y \).

In the context of this work, PPR has been used to measure similarity between nodes. Assuming that two equivalent entities in different language subgraphs \((L_1 \text{ and } L_2)\) will be highly connected through a number of different paths, the equivalent entity \( e_{L_2}^t \) is expected to be assigned a high probability by a PPR with origin at entity \( e_{L_1}^o \). Using PPR to estimate the probability distribution \( p(\cdot|e_{L_1}^o) \), a classification model is built by imposing three conditions: (1) the predicted equivalent entity belongs to a different language subgraph \( (e_{L_2}^t : L_1 \neq L_2) \), (2) the category of both the source and target entities is the same or compatible (both are in the same hierarchical line in \( H_C \)): 

\[
(e_{L_1}^o, c_o) \in I_c^{L_1} \wedge (e_{L_2}^t, c_t) \in I_c^{L_2} : \\
c_o, c_t \in C \wedge (c_o = c_t \lor c_o \overset{H_C}{\rightarrow} c_t)
\]

and (3) the probability of the predicted entity exceeds threshold \( h \leq p(e_{L_2}^t|e_{L_1}^o) \).

3.2 Path Ranking algorithm based approach

The Path Ranking algorithm (Lao and Cohen, 2010) transforms the task of inferring new relationships of type \( r \) between pairs of entities into a binary classification problem: given a new pair of nodes, is a relationship of type \( r \) suitable between them? To do so, it generates, in two steps, a training matrix from which any type of classifier can be learnt. The pairs of nodes already connected by a relationship of type \( r \) are positive pairs or examples in this approach. During the first step, paths (sequence of relation types, \( r_1, r_2, \ldots, r_p \)) commonly connecting the nodes of the positive pairs are identified by running a number of random walks of limited length. In the second step, a training matrix is built such that each identified path constitutes a feature (column) and each pair is a positive example (row). Each cell \((i, j)\) of the matrix is assigned the probability of reaching the target node \( e_{L_2}^t \) of the \( i \)-th pair using a random walk that follows the sequence of relation types of the \( j \)-th path with origin at node \( e_{L_1}^o \).

Departing from the original design, the generation of paths has been adapted to take advantage of the particularities of our application. First of all, note that every path which connects two nodes in different language subgraphs, \( e_{en}^t \) and \( e_{pt}^o \), includes an equivalentTo or canBeTranslatedAs relationship type. Note also that, assuming a common ontology for both KBs, the relation types and categories are the same in both languages. The idea behind the original PRA — i.e., certain relationships (or paths) can be particularly relevant for determining the equivalence of entities of a specific category — is extended to the multi-language context by looking for relevant paths which appear replicated in both language subgraphs. Suppose that there is a Di Blassio entity in both languages and an equivalentTo relationship links them. Suppose also that there are (Di Blassio, isMayorOf, New York City) and (Di Blassio, isPrefeitoDe, Cidade de Nova Iorque) relationships in English and Portuguese subgraphs respectively. Knowing that (New York City, Cidade de Nova Iorque) are equivalent, isMayorOf can be considered as a relevant path (of length one) to predict the equivalence of cities. Intuitively, a person cannot be mayor of different cities.
Our search for relevant paths starts, for each positive pair, with a breadth-first search from the source node \( e_L^{1} \) looking for nodes \( e_b^{1} \) with an across-language edge (edge type \texttt{equivalentTo} or \texttt{canBeTranslatedAs}). For each of these nodes, the node \( e_b^{2} \) at the other extreme of the across-language relationship is taken. Then, the path followed to reach \( e_b^{1} \) from \( e_b^{2} \) is reversed. If the reversed path connects \( e_b^{1} \) to the target node \( e_t^{1} \) of the corresponding positive pair, the whole path from \( e_b^{1} \) to \( e_t^{1} \) is kept for evaluation. The relevance of a path \((r_1, r_2, \ldots, r_p)\) is measured as the probability of reaching the target node following a random walk (through relationships of types \( r_1, r_2, \ldots \)) starting at source node, or in the opposite direction. Thus, the most relevant path always leads to the opposite node of the pair, and only to it. Uninformative paths, those whose rates are below the average, are filtered out. With the remaining relevant paths, a training matrix is built in the same way as the original PRA.

4 Experiments

A complete set of experiments has been designed to test the performance of both approaches in the task of identifying equivalent concepts across languages. A baseline based on dictionary translations is used to put these results in context.

4.1 Knowledge bases

The knowledge bases used in these experiments correspond to the 970th and 110th iterations of the English and Portuguese versions of NELL, respectively. As aforementioned, a graph is obtained from each KB drawing a node for each entity and literal string and a labeled edge for each relationship among entities. Moreover, edges of type \texttt{canReferTo} link each entity with its literal strings. We found out that many entities in both KBs are isolated, i.e., they have no relationship. For these experiments, all the isolated nodes have been pruned from the graphs as our techniques cannot deal with them: both presented techniques make use of the relationships among entities to perform. The resulting graph is used below in a first set of experiments.

As previously mentioned, both PPR and PRA-based techniques make use of relationships and, in fact, they need well connected graphs to perform correctly. However, the graphs obtained from NELL KBs are quite sparse (see Table 1 for its mean out-degree). An enhanced connectivity among entities is achieved considering a SVO corpus. A SVO consists of statistics about the presence of a triplet \texttt{subject-verb-object} in a text corpus usually crawled from the Web. In this study, Wijaya and Mitchell (2016) method to map verbs found in a corpus to relationships of a given structured KB has been used. It explores a SVO corpus looking for verbs which can be used to represent the different relation types \( r \in R \) of an ontology \( O \). Given the returned set of representative verbs for a specific relation type \( r \), pairs of literal strings \( s_1, s_2 \in S \) which appear linked by means of one or more representative verbs in the SVO corpus can be considered as evidence of a \( r \) relationship. In practice, all the entities which can be referred to by \( s_1 \) and \( s_2 \) are connected by means of an edge of type \( r \). As can be observed in Table 1, connectivity is largely enhanced. On average, the number of edges connecting each node has increased although, according to the related standard deviations, the behavior is not uniform. The graph resulting from this enhancing process is used in a second set of experiments.

Note that the enhancement with SVO-inferred

| Category | GRAPH 1 | GRAPH 2 |
|----------|---------|---------|
| animal   | 13.32 ± 47.12 | 392.02 ± 1859.43 |
| country  | 22.65 ± 68.60  | 289.97 ± 970.55  |
| city     | 5.00 ± 22.31   | 134.72 ± 1176.05 |
| movie    | 1.60 ± 1.69    | 88.95 ± 891.37   |
| person   | 2.99 ± 6.76    | 244.10 ± 1394.07 |
| writer   | 2.72 ± 4.75    | 43.50 ± 419.41   |
| actor    | 2.19 ± 2.12    | 77.21 ± 819.10   |
| sport    | 19.94 ± 132.71 | 256.49 ± 1430.06 |
| all      | 4.48 ± 28.95   | 275.49 ± 1715.53 |

| Category | GRAPH 1 | GRAPH 2 |
|----------|---------|---------|
| animal   | 1.57 ± 1.17 | 27.23 ± 58.58  |
| pais     | 5.04 ± 15.99 | 180.79 ± 820.71 |
| cidade   | 1.71 ± 4.33  | 32.03 ± 135.13 |
| filme    | 1.33 ± 0.79  | 34.77 ± 177.64  |
| pessoa   | 1.18 ± 0.66  | 16.62 ± 101.67 |
| escritor | 1.15 ± 0.46  | 6.40 ± 12.04 |
| ator     | 1.67 ± 1.41  | 6.96 ± 11.40 |
| esporte  | 3.88 ± 6.31  | 26.98 ± 83.30 |
| all      | 1.81 ± 3.93  | 51.26 ± 199.03 |

Table 1: For each language and category, mean out-degree value and associated standard deviation of the nodes of that category in the (first) graph, without isolated nodes, and in the (second) graph, fed with SVO-inferred relationships before pruning. The last row sums up all the categories.
Table 2: For each language subgraph and category, the number of entities and, from these, the number of entities contained in a positive pair are shown. The three columns show counts, from left to right, for (1) the unprocessed graph, (2) the first graph, without isolated nodes, and (3) the second graph, with SVO-inferred relationships before pruning. The last row sums up all the categories.

4.2 Bridges among both language-specific KBs

Two different strategies have been carried out in this study to generate an initial set of equivalentTo relationships. On the one hand, a costly manual introduction of equivalence relationships was carried out. This procedure, although costly, provides highly reliable instances of the relationship. Around 400 fully reliable relationships were thus generated. On the other hand, entities which have the same name (simple matching), in spite of having been learnt in different languages, and belong to compatible categories have been considered as equivalent pairs. Both conditions are fulfilled by up to 4,000 pairs of entities, among which equivalentTo edges have been added. Although the evidence may be strong, this automatically generated set of equivalentTo edges could involve misleading information. For example, using this approach a hypothetical entity referring to the renowned machine learning researcher (Michael Jordan, pessoa) in Portuguese could be connected to the former basketball player (Michael Jordan, athlete) in English. The pruning process explained above affects these entities too, as shown in Table 2.

Connectivity among language subgraphs at the level of literal strings (relation type canBeTranslatedAs) is achieved by means of a dictionary. A list of string translations has been generated combining terms found in WordNet (de Paiva and Rademaker, 2012; Fellbaum, 1998) and translations on demand making use of the Google Translate API. In total, 1.4 million string translations have been obtained. These translations are used to connect nodes representing literal strings in both language subgraphs by means of edges of type canBeTranslatedAs.

4.3 Training examples

Standard supervised classification takes advantage of a fully labeled dataset with examples of all the classes. They are necessary to train the classification models as well as to evaluate them. The classification task at hand is a weakly supervised classification problem (Hernández-González et al., 2016); specifically, a positive-unlabeled classification problem (Calvo et al., 2007) where only positive examples are available for training: the pairs of entities related by a equivalentTo relation. No negative example, understood as a pair of nodes in different language subgraphs which are not suitable to hold an equivalentTo relationship, is available.

However, in this context, safe procedures for generating negative examples can be figured out. Figure 1 graphically describes the procedure followed in this study, which is based on the assumption that an entity has only one equivalent entity in the opposite language KB. Thus, the source node of a positive pair is not equivalent to any node in the opposite subgraph different from the corresponding target node. Formally, each \((e_t^{(1)}, \text{equivalentTo}, e_t^{(2)})\) relationship already present in the KB is individually consid-

https://cloud.google.com/translate/
Figure 1: Generation of negative examples: given a positive pair, (USA, EUA), a walk is launched until an entity with the same category is reached: e.g., (Mexico, Country) by (USA, borderWith, Mexico). Obtained negative example: (Mexico, EUA).

4.4 Experimental settings

In addition to both described techniques, a classifier exclusively based on a dictionary is also considered. It predicts an equivalence if the nodes of the query pair represent entities with literal strings which are the translation of each other. Given that a dictionary is probably the simplest solution to deal with this problem, it has been used in this paper as a baseline.

The PPR method has been configured for these experiments with 2,000 random walks of length 5 to estimate the probability distribution, using a probability of restart equal to 0.01. Regarding our PRA-based technique, the breadth-first search is carried out to a depth of 2. These values have been selected within a 20 × 5-fold cross validation. PPR and the baseline do not need a training step and the results are calculated over the whole training set. For each category, PRA learns a logistic regression classifier (its implementation in Weka (Frank et al., 2016)), which is evaluated in a 10 × 5-fold cross validation. Remember that positive pairs are equivalentTo relationships, which are also represented in the graph. The edges of the graph corresponding to training examples are removed for training and testing.

The PPR and PRA-based approaches, together with the baseline, have been applied over graphs 1 and 2 (without and with SVO-inferred relationships, respectively). As our PRA-based approach learns a classifier per category, a diverse set of eight categories has been selected to test the proposals and report their performance: animal, country, city, movie, person, writer, actor, and sport. In Figure 2, precision-recall (PR) curves are used to describe the results in the first graph. Each subfigure displays the results for one of the selected categories. Following the same layout, Figure 3 shows the results in the second graph. Note that results in figures 2 and 3 are not directly comparable as they have been obtained from training sets of different sizes (see in Table 2 the number of positive entities remaining after pruning in graphs 1 and 2).

5 Discussion

The performance of the different techniques has been assessed for eight categories using two graphs of different sparsity. Results show the competitiveness of the solution based exclusively on a dictionary as well as the outstanding performance of our PRA-based proposal. As expected for an inference technique that intensively explores the graph looking for relevant paths, the use of the more dense SVO+pruned graph enhances the performance of the PRA-based proposal. The behavior of PPR is less regular and changes considerably among categories.

The dictionary connects, across languages, literal strings, which can be used to refer to different entities. This may affect the precision of the dictionary approach: more than one node may be reached following the across-language path canReferTo+canBeTranslatedAs+canReferTo from a single source node. To alleviate this effect, our implementation only predicts a positive equivalence if both nodes of a query pair have the same category. As observed in figures 2 and 3, this baseline reaches precision values equal to 1 for all the categories with the exception of country and person. Moreover, the size of the dictionary determines the
The results of the PPR approach are difficult to interpret; no clear pattern is observed. The incorporation of new relationships from the SVO corpus does not enhance its results. Quite the opposite, it seems to harm the results in categories such as country or writer. This incorporation increases the number of edges among entities of the same language subgraph (see Table 1), while the across language connections remain the same. Intuitively, the probability of a random walk moving across language subgraphs decreases. And this crossing movement is indispensable for the PPR approach to succeed. In categories such as animal or sport, the behavior of the PPR approach matches that of the dictionary. The short path canReferTo+canBeTranslatedAs+canReferTo usually has few instantiations, easily leading from source to target node. Only in a few categories is the PPR approach able to overcome the baseline and, in these cases, the PRA-based approach usually outperforms it. Our PRA-based technique also imitates the dictionary approach. Intuitively, the translation path is usually considered as relevant by this technique. However, even a more complete dictionary would still lack precision in certain cases. According to its unquestionable enhanced performance, our PRA-based technique solves this problem probably relying on both the dictionary and other relevant paths. Specifically, it is able to overcome the baseline when the dictionary is not completely precise (categories country and person). Finally, only the PRA-based technique clearly improves with the new SVO-inferred edges (categories animal, writer and movie).

A strategy for generating the initial equivalentTo relationships (Section 4.2) is the simple matching of entity names in the different languages. This already covers 403 out of 621 entities of category person in Portuguese. This rate is lower in category writer, although the same behavior would be expected since in both categories proper nouns, which are rarely translated, are used to name entities. There are two possibilities for the remaining entities: they are represented in English with a different name or they do not overlap. We carried out a manual inspection of these entities (219 in the case of person) to gain insight, revealing that the majority of them have Portuguese names, and those with English names do not appear in the English KB. Only a few cases have been found where a possible equivalence is present in the KBs with a slightly different name (e.g., Max Nicholson in English and Dr. Max Nicholson in Portuguese). This observation supports the idea that entities in this kind of categories, which use proper nouns, are usually complementary if an equivalence with exactly the same name is not found. In this context, the recall of the simple matching approach is expected to stand out. Our PRA-based solution would still be competitive in these categories assessing equivalences for entities with slightly different names.
the PRA-based technique (see results for animal, movie, writer and sport). The inclusion of the relationships derived from the SVO corpus involves a considerably larger number of positive pairs in all the categories. The performance gain is noteworthy in three of them: animal, movie and writer. However, a larger number of examples does not explain the enhanced performance shown by the PRA-based approach, for example, in the animal category. A more densely connected graph is expected to benefit our PRA-based approach, although a larger set of edges does not directly imply a better performance. For example, despite the fact that the category sport shows one of the largest out-degree averages (see Tab. 1), the PRA-based classifier can neither overcome the baseline nor the PPR approach (even using the SVO-enlarged graph). Not only does the PRA-based approach require a large number of relationships, it also requires relevant paths. However, it is more likely to find a relevant path in densely connected graphs, such as that obtained after the massive incorporation of relationships from the SVO corpus. That explains the enhanced performance of our PRA-based method in categories writer, animal and movie regarding the results in the first graph without SVO-inferred relationships.

It can be agreed that the larger the number of merged KBs, the more the information which such a multi-lingual system can take advantage of. The approaches proposed in this study are designed to deal with two language subgraphs. However, applying the proposed methodology by means of pairwise comparisons, along with the transitive property, a larger set of equivalent entities will probably be found. For example, if New York City is equivalent to Ciudad de Nueva York (es), and New York City is equivalent to Ciudad de Nueva York (es). Whenever the KBs learnt in the different languages are diverse enough —although partial intersection is necessary—, the probability of finding this type of triangulations rises with the number of KBs.

6 Conclusions

In this paper, we deal with the problem of merging two knowledge bases learnt from text written in different languages. Two strategies have been designed and compared with a baseline exclusively based on a dictionary. The proposed solution based on the path ranking algorithm outperforms the baseline and a second proposal based on personalized PageRank.

The PRA-based approach efficiently finds relevant paths between positive pairs of entities. The relevance of a path between two nodes is measured according to the number of entities reached after the massive incorporation of relationships from the SVO corpus. That explains the enhanced performance of our PRA-based method in categories writer, animal and movie regarding the results in the first graph without SVO-inferred relationships.

For future work, taking the KB merging process as a chance for improvement, an approach to co-reference resolution could be to identify entities which have two or more equivalent entities in the opposite language subgraph. The categories of two equivalent entities could also be reassessed if
these are not coincident. If this proposal is integrated into the iterative learning process of NELL, it will benefit from new entities and relationships at each new iteration, possibly leading to the discovery of new relevant paths. Before, as NELL currently allows its ontology to evolve, these proposals should be adapted to deal with unaligned ontologies, similar to what Delli Bovi et al. (2015) or Dutta et al. (2014) do.
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