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Abstract—The largest strength of contention-based MAC protocols is simultaneously the largest weakness of their scheduled counterparts: the ability to adapt to changes in network conditions. For scheduling to be competitive in mobile wireless networks, continuous adaptation must be addressed. We propose ATLAS, an Adaptive Topology- and Load-Aware Scheduling protocol to address this problem. In ATLAS, each node employs a random schedule achieving its persistence, the fraction of time a node is permitted to transmit, that is computed in a topology and load dependent manner. A distributed auction (REACT) piggybacks offers and claims onto existing network traffic to compute a lexicographic max-min channel allocation. A node’s persistence \( p \) is related to its allocation. Its schedule achieving \( p \) is updated where and when needed, without waiting for a frame boundary. We study how ATLAS adapts to controlled changes in topology and load. Our results show that ATLAS adapts to most network changes in less than 0.1s, with about 20\% relative error, scaling with network size. We further study ATLAS in more dynamic networks showing that it keeps up with changes in topology and load. In such networks, continuous adaptation must be addressed. We propose ATLAS, an Adaptive Topology- and Load-Aware Scheduling protocol. Channel allocation is a resource allocation problem where the demands correspond to transmitters, and the resources to receivers. ATLAS implements the REsource Allocation computed by REACT, a distributed auction that runs continuously. REACT piggybacks offers and claims onto existing network traffic to compute the lexicographic max-min allocation to transmitters which we call the TLA allocation, emphasizing that it is both topology- and load-aware. Each node’s random schedule, achieving a persistence informed by its allocation, is updated whenever a change in topology or load results in a change in allocation. While the slots of the schedule are grouped into frames, this is done only to reduce the variance in delay [6]; there is no need to wait for a frame boundary to update the schedule. Even though the random schedules may not be conflict-free, ATLAS is not contention-based; it does not select transmitters, and the resources to receivers. ATLAS adapts to controlled changes in topology and load, measuring convergence time, relative error, and scalability. We also assess the ability of ATLAS to adapt in more dynamic network conditions.

I. INTRODUCTION

Despite the well known shortcomings of IEEE 802.11 and other contention-based MAC protocols for mobile wireless networks—such as probabilistic delay guarantees, severe short-term unfairness, and poor performance at high load—they remain the access method of choice. The primary reason is their ease in adapting to changes in network conditions, specifically to changes in topology and in load. The lack of timely adaptation is the most serious limitation facing scheduled MAC protocols. For scheduling to be competitive, continuous adaptation is required.

Topology-dependent approaches to adaptation in scheduling alternate a contention phase with a scheduled phase. In the contention phase, nodes exchange topology information used to compute a conflict-free schedule that is followed in the subsequent scheduled phase (see, as examples, [5], [30]). However, changes in topology and load do not always align with the phases of the algorithm resulting in a schedule that often lags behind the network state.

In contrast, the idea behind topology-transparent scheduling is to design schedules independent of the detailed network topology [3], [15]. Specifically, the schedules do not depend on the identity of a node’s neighbours, but rather on how many of them are transmitting. Even if a node’s neighbours change, its schedule does not; if the number of neighbours does not exceed the designed bound then the schedule guarantees success. Though such schedules are robust to network conditions that deviate from the design parameters [27], because the schedules do not adapt, the technique remains a theoretical curiosity.

In contention-based schemes, such as IEEE 802.11, a node computes implicitly when to access the channel, basing its decisions on perceived channel contention. We instead compute a node’s persistence—the fraction of time it is permitted to transmit—explicitly in a way that tracks the current topology and load. To achieve this, we propose ATLAS, an Adaptive Topology- and Load-Aware Scheduling protocol. Channel allocation is a resource allocation problem where the demands correspond to transmitters, and the resources to receivers. ATLAS implements the REsource Allocation computed by REACT, a distributed auction that runs continuously. REACT piggybacks offers and claims onto existing network traffic to compute the lexicographic max-min allocation to transmitters which we call the TLA allocation, emphasizing that it is both topology- and load-aware. Each node’s random schedule, achieving a persistence informed by its allocation, is updated whenever a change in topology or load results in a change in allocation. While the slots of the schedule are grouped into frames, this is done only to reduce the variance in delay [6]; there is no need to wait for a frame boundary to update the schedule. Even though the random schedules may not be conflict-free, ATLAS is not contention-based; it does not select transmitters, and the resources to receivers. ATLAS adapts to controlled changes in topology and load, measuring convergence time, relative error, and scalability. We also assess the ability of ATLAS to adapt in more dynamic network conditions.

To the best of our knowledge, ATLAS is the first scheduled MAC protocol able to adapt to changes in topology and load that is competitive with contention-based protocols in throughput and delay while realizing superior delay variance. It achieves this through the continuous computation of the TLA allocation, and updating the schedule on-the-fly. These updates occur only where and when needed. By not requiring phases of execution and by computing persistences rather than conflict-free schedules, ATLAS eliminates the complexity of, and lag inherent in, topology-dependent approaches. By not being dependent on the identity of neighbours, ATLAS shares the best of topology-transparent schemes (and also their...
potential for collisions) yet overcomes its weakness by being adaptive. By not forcing updates to be frame synchronized, ATLAS shares the critical features of continuous adaptation with contention-based protocols. As a result, ATLAS achieves predictable throughput and delay characteristics. Such characteristics and information about localized capacity at the MAC layer may be used to inform higher layers, while end-to-end characteristics at higher layers may be used to inform ATLAS. This may support the development of an agile, higher performing protocol stack.

The primary contributions of this paper are twofold: (1) The REACT algorithm, an asynchronous, adaptive, and distributed auction that solves a general resource allocation problem to produce the TLA allocation. (2) ATLAS, a MAC protocol that uses REACT to solve the specific problem of channel allocation in a wireless network where each node produces a random schedule with the number of transmission slots determined by its allocation.

The sequel is organized as follows: Section [II] defines a general resource allocation problem and presents the REACT algorithm, proving its correctness. Section [III] expresses channel allocation as a resource allocation problem and defines ATLAS. Related work is described in Section [IV]. After describing the simulation set-up in Section [V], Section [VI] studies how ATLAS adapts to controlled changes in topology and load, and to dynamic network conditions. In Section [VII], we discuss open issues and potential applications of REACT, including the design of higher-layer services that inform, and are informed by, the underlying communication channel.

II. DISTRIBUTED RESOURCE ALLOCATION — REACT

We consider a general resource allocation problem. Let $R$ be a set of $N$ resources with capacity $c = (c_1, \ldots, c_N)$. Let $D$ be a set of $M$ demands with magnitudes $w = (w_1, \ldots, w_M)$. Resource $j \in R$ is required by demands $D_j \subseteq D$. Demand $i \in D$ consumes capacity at all resources in $R_i \subseteq R$ simultaneously. The resource allocation $s = (s_1, \ldots, s_M)$, $s_i \geq 0$ defines the capacity reserved for the demands. Resource allocation $s$ is feasible if $\sum_{i \in D_j} s_i \leq c_j$ for all $j \in R$ and $s_i \leq w_i$ for all $i \in D$. Demand $i$ is satisfied if $s_i \geq w_i$. Resource $j$ is saturated if $\sum_{i \in D_j} s_i \geq c_j$. Throughout, capacity refers to the magnitude of a resource.

Definition 1: [22] A feasible allocation $s$ is lexicographically max-min if, for every demand $i \in D$, either $i$ is satisfied, or there exists a saturated resource $j$ with $i \in D_j$ where $s_i = \max(s_k : k \in D_j)$.

We now describe REACT, a distributed auction that computes the lexicographic max-min allocation. In it, resources are represented by auctioneers and demands by bidders. Each auctioneer maintains an offer—the maximum capacity consumed by any adjacent bidder—and each bidder maintains a claim—the capacity the bidder intends to consume at adjacent auctions. The final claim of bidder $i$ defines allocation $s_i$. Auctioneer $j$ satisfies Def. [I] locally by increasing its offer in an attempt to become saturated while maintaining a feasible allocation. Bidder $i$ satisfies Def. [I] locally for demand $i$ by increasing its claim until it is satisfied or has a maximal claim at an adjacent auction. Through continuous updates of offers and claims, the auctioneers and bidders eventually converge on the lexicographic max-min allocation. We give precise definitions of auction and bidder behaviour next.

Bidder $i$ knows $w_i$ and maintains set $R_i$. Offers are stored in offers[], offers[] holds the offer last received from auctioneer $j$. Bidder $i$ constrains its claim to be no larger than $w_i$ or the smallest offer from auctioneers in $R_i$,

$$\text{claim} = \min \{\{\text{offers}[] : j \in R_i\}, w_i\}. \quad (1)$$

Auctioneer $j$ knows $c_j$ and maintains set $D_j$. Bidder claims are stored in claims[], claims[] holds the claim last received from bidder $i$. Auctioneer $j$ identifies set $D_j^* \subseteq D_j$ containing bidders with claims strictly smaller than its offer,

$$D_j^* = \{b : b \in D_j, \text{claims}[b] < \text{offer}\}. \quad (2)$$

Bidders in $D_j^*$ are either satisfied or are constrained by another auction and cannot increase their claims in response to a larger offer from auctioneer $j$. Bidders in $D_j \setminus D_j^*$ are constrained by auction $j$. They may increase their claims in response to a larger offer. Resources left unclaimed by bidders in $D_j^*$,

$$A_j = c_j - \left(\sum_{i \in D_j^*} \text{claims}[i]\right), \quad (3)$$

remain available to be offered in equal portions to bidders in $D_j \setminus D_j^*$, if claims of all bidders in $D_j$ are smaller than the offer (i.e., $D_j = D_j^*$), there are no bidders to share the available resources in $A_j$. The auctioneer sets its offer to $A_j$ plus the largest claim, ensuring that any bidder in $D_j$ can increase its claim to consume resources in $A_j$:

$$\text{offer} = \begin{cases} A_j / |D_j \setminus D_j^*|, & \text{if } D_j \neq D_j^*; \\ A_j + \max(\text{claims}[i] : i \in D_j), & \text{otherwise}. \end{cases} \quad (4)$$

Alg. [I] and Alg. [2] describe actions taken by the bidders and auctioneers of REACT in response to externally triggered...
Algorithm 2 REACT Auctioneer for Resource $j$.

1: upon initialization
2: \[ D_j \leftarrow \emptyset \]
3: \[ c_j \leftarrow 0 \]
4: UpdateOffer()
5: end upon
6: upon receiving a new capacity of $c_j$
7: UpdateOffer()
8: end upon
9: upon receiving claim from bidder $i$
10: \[ \text{claims}(i) \leftarrow \text{claim} \] // Remember the claim of bidder $i$
11: UpdateOffer()
12: end upon
13: upon bidder $i$ joining auction $j$
14: \[ D_j \leftarrow D_j \cup i \] // Demand $i$ now requires resource $j$
15: UpdateOffer()
16: end upon
17: upon bidder $i$ leaving auction $j$
18: \[ D_j \leftarrow D_j \setminus i \] // Demand $i$ no longer requires resource $j$
19: UpdateOffer()
20: end upon
21: procedure UpdateOffer()
22: \[ D^*_j \leftarrow \emptyset \]
23: \[ A_j \leftarrow c_j \]
24: done \leftarrow False
25: while (done = False) do
26: \[ \text{// If } D^*_j \text{ contains all bidders in } D_j, \text{ then auction } j \text{ does not} \]
27: \[ \text{// constrain any of the bidders in } D_j. \]
28: if (\[ D^*_j = D_j \]) then
29: done \leftarrow True
30: offer \leftarrow A_j + \max \{ \{\text{claims}(i) \ : \ i \in D_j\} \}
31: \[ \text{// Otherwise, auction } j \text{ constrains at least one bidder in } D_j. \]
32: else
33: done \leftarrow False
34: \[ \text{// What remains available is offered in equal portions to the} \]
35: \[ \text{// bidders constrained by auction } j. \]
36: offer \leftarrow A_j / |D_j \setminus D^*_j|\]
37: \[ \text{// Construct } D^*_j \text{ and compute } A_j \text{ for the new offer.} \]
38: for all $b \in \{D_j \setminus D^*_j\}$ do
39: if \( \text{claims}(b) < \text{offer} \) then
40: \[ D^*_j \leftarrow D^*_j \cup b \]
41: \[ A_j \leftarrow A_j - \text{claims}(b) \]
42: done \leftarrow False
43: send offer to all bidders in $D_j$
44: end procedure

The correctness of Alg. 1 and Alg. 2 is established in two steps: Lemma 1 establishes forward progress on the number of auctioneers to have converged on their final offer. Theorem 1 employs Lemma 1 to show eventual convergence to the lexicographic max-min allocation. Let claim$_i$ denote the claim of bidder $i$ and offer$_j$ the offer of auctioneer $j$. Assume that the resource allocation remains constant for the period of analysis, that bidder $i$ knows $R_i$ and $w_i$, and that auctioneer $j$ knows $D_j$ and $c_j$. Further assume communication between adjacent auctioneers and bidders is not delayed indefinitely. A claim or offer is stable if it has converged on its final value. Denote by $A_{stable}$ the set of auctioneers whose offers are stable and remain the smallest among all offers.

**Lemma 1**: Suppose $A_{stable}$ contains $k$ auctioneers, $0 \leq k < N$. Then, within finite time, at least one auctioneer converges on the next smallest offer $o_{min}$. Offers equal to $o_{min}$ are stable and remain smaller than all other offers not in $A_{stable}$.

**Proof**: Wait sufficient time for every bidder $i$ to send a new claim to auctioneers in $R_i$, and for every auctioneer $j$ to send a new offer to bidders in $D_j$. Let $o_{min}$ be the smallest offer of an auctioneer not in $A_{stable}$. Assume to the contrary that offer$_x$ for some $x \notin A_{stable}$ is the first to become smaller than $o_{min}$. By Eq. 2 and 3 a decrease to offer$_x$ can only occur after a bidder $y$ at auction $x$ with claim$_y <$ offer$_x$ increases its claim. By Eq. 1 claim$_y$ can increase only after its limiting constraint starts out smaller than offer$_x$, and increases. Constraints in the system smaller than offer$_x$ are maximum claims, offers from $A_{stable}$, and offers equal to $o_{min}$. Maximum claims and offers from $A_{stable}$ do not change, leaving some $x'$ with offer$_{x'} = o_{min}$ as the only potential limiting constraint for claim$_y$. By Eq. 2 and 4 offer$_{x'}$ can increase only after one of its bidders $y$ reduces its claim to be smaller than offer$_{x'}$. By Eq. 1 claim$_y$ can get smaller only after one of its auctioneers, say $x''$, reduces its offer to be offer$_{x''} < o_{min} = offer_{x'}$, contradicting the assumption that offer$_{x'}$ is the first to become smaller than $o_{min}$. Therefore, offers equal to $o_{min}$ remain smaller than offers not from $A_{stable}$.

By Eq. 2 and 4 any $j$ offering $o_{min}$ can change only after a bidder $i$ at auction $j$ with claim$_i < o_{min}$ changes. By Eq. 1 claim$_i$, only changes if its limiting constraint changes. Potential limiting constraints include $w_i$ offers from $A_{stable}$, and offers equal to $o_{min}$. These constraints are stable; therefore, offers equal to $o_{min}$ are stable.

**Theorem 1**: Bidders and auctioneers of Alg. 1 and Alg. 2 compute the lexicographic max-min allocation.

**Proof**: We apply Lemma 1 to show by induction that every auctioneer eventually computes a stable offer.

**Base Case**: Consider an allocation problem with arbitrary $w_i, c_j, R_i,$ and $D_j$ for $1 \leq i \leq M, 1 \leq j \leq N$. Let $|A_{stable}| = 0$. By Lemma 1 at least one auctioneer eventually converges on a smallest offer $o_{min}$. Offers equal to $o_{min}$ are stable and remain smallest among all offers. Add auctioneers offering $o_{min}$ to $A_{stable}$; $|A_{stable}| \geq 1$.

**Inductive Step**: Let $|A_{stable}| = k, 1 \leq k < N$. Then, by Lemma 1 a non-empty set of auctioneers $A^+$ with $A^+ \cap A_{stable} = \emptyset$ eventually converge on the next smallest offer. Offers from $A^+$ remain smaller than offers not from $A^+$ or $A_{stable}$ and are stable. Add $A^+$ to $A_{stable}$; $|A_{stable}| \geq k + 1$.

By induction, all auctioneers are eventually added to $A_{stable}$. Wait for auctioneers to send their offers to adjacent bidders. Bidder claims are now stable. By Eq. 1 bidder $i$ is either satisfied with its claim (claim$_i = w_i$) or its claim is maximal at an auction in $R_i$. By Definition 1 the claims are lexicographic max-min.

**III. THE ATLAS MAC PROTOCOL**

Channel allocation in wireless networks can be expressed as a resource allocation problem. In this context, transmitters correspond to the demands in $D$ and receivers to the resources in $R$. Label transmitters $\{1, \ldots, M\}$ and receivers $\{1, \ldots, N\}$. A transmitter with a non-zero demand magnitude is *active*. Receiver $j$ is in $R_i$ if it is within transmission range of...
transmitter $i$ and transmitter $i$ is active. $D_j$ contains the active transmitters for which receiver $j$ is within transmission range. Receiver $j$ is adjacent to transmitter $i$ if $j \in R_i$ and $i \in D_j$. The sets $D_j$ and $R_i$ capture the network topology for active transmitters. For load, $w_i$ is set to the percentage of slots required to support the demand at transmitter $i$. Transmitters with no demand (i.e., $w_i = 0$) receive an allocation of zero slots: they are not active. Receiver capacities are set to one, targeting 100% channel allocation. The lexicographic max-min solution $s = (s_1, \ldots, s_M)$ for a given topology and traffic load is the TLA allocation.

To apply REACT to channel allocation, we integrate it into ATLAS, a simple random scheduled MAC protocol. Although REACT could instead augment contention-based schemes, we choose to work within a scheduled environment, a traditionally difficult setting for adaptation. In ATLAS, each node runs a REACT bidder (Alg. 1) and a REACT auctioneer (Alg. 2) continuously. Auctioneers and bidders discover each other as they hear from one another and rely on the host node to detect lost adjacencies. The network topology is implicit in the sets $R_i$ and $D_j$. Each node updates its bidder’s demand magnitude to accurately reflect its traffic load. Offers and claims are encoded using eight bits each and are embedded within the MAC header of all transmissions to be piggybacked on existing network traffic. The encoding supports a total of 256 values for offers, claims, and persistences uniformly distributed between 0 and 1; the error in the representation does not exceed 0.004. Adding fields for an offer and claim to data packets and acknowledgements results in a communication overhead of four bytes per packet. For the slot size and data rate simulated in Section VI, the overhead is 0.36%. A node’s offer and claim are eventually received by all single-hop neighbours reaching the bidders and auctioneers that need to know the offer and claim. In time, the bidder claims in REACT converge on the TLA allocation $s$.

Packets are acknowledged within the slot they are transmitted and slots are sized accordingly. Unacknowledged MAC packets are retransmitted up to ten times before they are dropped by the sender. Fig. 1 shows that collisions are possible in ATLAS, and that successful transmissions are acknowledged in the same slot. The transmissions collide in slot $x$; they are repeated (successfully) in slots $x+2$ and $x+3$. Fig. 1 also shows the frame structure.

The TLA allocation can be interpreted directly as a set of persistences in a $p$-persistent MAC [28]. However, we achieve lower variation in delay by introducing the notion of a frame [6]. Specifically, ATLAS divides time into slots which are organized into frames of $v$ slots. Node $i$ operates at persistence $p_i = s_i$. At the start of every frame and upon any change to $p_i$, node $i$ computes $k_i = \lceil p_i v \rceil + 1$ with probability $\pi_i$ and $k_i = \lfloor p_i v \rfloor$ with probability $1 - \pi_i$, where $\pi_i = p_i v - \lfloor p_i v \rfloor$. Node $i$ constructs a transmission schedule of $k_i$ slots selected uniformly at random. Over many frames, $E[k_i]/v$ equals $p_i$ where $E[k_i]$ is the expectation for $k_i$.

Fig. 2 shows the TLA allocation in a small example network before and after a change in topology. Node 7 starts out disconnected from the other nodes and moves within range of node 3. In REACT, node 3 starts out offering 0.25 which is claimed by the bidders of nodes 1, 2, 3, and 4. With the claims of node 3 and 4 limited by the offer of node 3 and the claim of node 6 limited by its demand, the auctioneer at node 4 is free to offer 0.45, which is claimed by node 5. Upon detecting node 7 as a neighbour, the auctioneer at node 3 decreases its offer to 0.20. The bidders at nodes 1, 2, 3, 4, and 7 respond by reducing their claims accordingly. The smaller claims of the bidders at nodes 3 and 4 allow the auctioneer at node 4 to increase its offer to 0.55. The bidder at node 5 responds by increasing its claim to 0.55. It can be verified that, before and after the topology change, the claims of the bidders (i.e., the values of $s_i$ and $s_i^*$) are lexicographically max-min; that is, every claim is satisfied or is maximal at an adjacent auction. Consider the topology with node 3 and node 7 connected. The bidder at node 6 is satisfied. The bidders at nodes 1, 2, 3, 4, and 7 are maximal at the auction of node 3. The bidder at node 5 is maximal at the auction of node 4.

There are many implementation choices to be made in applying REACT to channel allocation. We identify three binary choices—lazy or eager persistences, physical layer or MAC layer receivers, and weighted or non-weighted bidders—and three configurable parameters—$p_{\text{min}}$, $p_{\text{default}}$, and $t_{\text{testNbr}}$. The choices are described here; they are evaluated in Section VI.
A. Lazy or EagerPersistences

A lazy approach sets persistence $p_i$ equal to the claim of bidder $i$. Once converged, $p_i$ matches the TLA allocation interpreted as a persistence. There is a potential disadvantage with being lazy. For many applications, nodes cannot predict future demand for the channel; they can only estimate demand based on past events, i.e., packet arrival rate or queue depth. As a consequence, $w_i$ lags the true magnitude of the demand at node $i$. If $w_i$ is the limiting constraint for the claim of bidder $i$, $p_i$ can be sluggish in response to increases in demand. Alternatively, an eager approach sets persistence $p_i = \min(\text{offers}[j] : j \in R_i)$, breaking the direct dependence on $w_i$. Under stable conditions, a node’s channel occupancy, the fraction of time it spends transmitting, matches its TLA allocation; its occupancy is limited by the availability of packets to transmit which is no larger than $w_i$, even when $p_i < w_i$. By allowing $p_i > w_i$, the persistence is made more responsive to sudden increases in demand.

B. Physical Layer or MAC Layer Receivers

A central objective of the TLA allocation is to ensure that no receiver is over-run. In a wireless network, receivers can be defined in terms of physical layer or MAC layer communication. At the physical layer, every node is a receiver. At the MAC layer, packets are filtered by destination address; a node is only a receiver if one of its neighbours has MAC packets destined to it. MAC layer receivers can increase channel allocation by over-allocating at non-receiving nodes. However, the overallocation can slow detection of new receivers. Physical receivers prevent overallocation at any receiver, making the allocation more responsive to changes in traffic where nodes become receivers.

C. Weighted or Non-Weighted Bidders

We have described a MAC protocol where transmitters are represented by equally weighted bidders. For applications requiring multiple demands per transmitter, i.e., nodes servicing more than one traffic flow, we propose the weighted TLA allocation. The demands of weighted bidders are comprised of one or more demand fragments; the number of fragments accumulated into a demand is the demand’s weight. Let $\gamma_i$ be the weight for demand $i$. Demand fragments in demand $i$ have magnitude $w_i/\gamma_i$. The weighted TLA allocation defines the lexicographically max-min vector $u = (u_1, \ldots, u_N)$ where $u_i$ is the allocation to each demand fragment in demand $i$ for a total allocation of $u_i/\gamma_i$ to demand $i$. REACT can be extended to compute the weighted TLA allocation. To do this, each bidder must inform adjacent auctions of its weight. Sixteen unique weights (with a four-bit representation) may be sufficient for many applications.

D. Minimum Persistence $p_{\text{min}}$

A node can maintain a persistence of zero without impacting the communication requirements of its bidder. For auctioneers, a persistence of zero is problematic. If a receiver becomes overwhelmed by neighbouring transmitters, a non-zero persistence is needed to quiet the neighbours. To accomplish this, the node enforces a minimum persistence $p_{\text{min}}$, creating dummy packets if necessary, whenever the sum of claims from adjacent bidders exceeds the auction capacity.

E. Overriding the TLA Allocation with $p_{\text{default}}$

There are two conditions where a node constrains its persistence to be no larger than $p_{\text{default}}$. The first is when it has no neighbours. While the TLA allocation permits an isolated node to consume 100% of the channel, it cannot discover new neighbours if it does so. The second time a node employs $p_{\text{default}}$ is for a short period after the discovery of a new neighbour. It is possible for several nodes operating with large persistences to join a neighbourhood at about the same time. If the persistences are large enough, neighbour discovery can be hindered. For both scenarios, limiting the persistence to $p_{\text{default}}$ facilitates efficient neighbour discovery.

F. Adaptation to Topology Changes and $t_{\text{lostNbr}}$

Changes in network topology are detected externally to REACT. In ATLAS, neighbour discovery is performed independently by each node. If a node hears from a new neighbour, then the node notifies its bidder of the new auction and its auctioneer of the new bidder. Conversely, if a node has not heard from a neighbour in more than $t_{\text{lostNbr}}$ seconds, it presumes the node is no longer a neighbour and informs its auctioneer and bidder accordingly.

IV. RELATED WORK

This paper focuses on the TLA allocation, its continuous distributed computation, and its application to setting transmitter persistences. In this section, we review a representative set of scheduled MAC protocols, observing how each selects a node’s persistence and adapts to topology and load. Any finite schedule used in a cyclically repeated way can be generalized as a $(k,v)$-schedule with $k$ transmission slots per frame of $v$ slots, producing an effective persistence of $p = k/v$. Examples include the random schedules of $[6, 18]$ where each node selects its $k$ transmission slots randomly from the set of $v$ slots in the frame. Topology transparent schemes $[3, 15, 27]$ also implement $(k,v)$-schedules. These schedules rely on only two design parameters: $N$, the number of nodes in the network, and $D_{\text{max}}$, the maximum supported neighbourhood size. These schedules guarantee each node a collision-free transmission opportunity from each of its neighbours at least once per frame, provided the node’s neighbourhood size does not exceed $D_{\text{max}}$. $(k,v)$-schedules do not adapt to variations in neighbourhood size or traffic load. The combinatorial requirements for variable-weight topology transparent schedules (variable $k$) are explored in $[19]$, but no construction nor protocol using them is given.

A class of topology-dependent scheduled protocols compute distance-2 vertex colourings of the network graph to achieve TDMA schedules with spatial reuse. The colourings assign one transmission slot to each node and do not adapt to
traffic load. One of the first distributed protocols to bound the number of colours is proposed in [5]. Distributed-RAND (DRAND) [25] is a distributed implementation of RAND (a centralized algorithm for distance-2 colouring [23]). DRAND runs a series of loosely synchronized rounds. A colour is assigned in each round to one or more nodes in different two-hop neighbourhoods. DRAND is employed by Zebra-MAC (Z-MAC) [24] to compute schedules over which to run CSMA/CA. Nodes are given priority access to their own slot, but also allowed to contend for access in other unused slots, as is done in [4]. Due to the complexity of DRAND, schedules are only computed once during network initialization.

Other topology-dependent schemes support variable persistences. The periodic slot chains proposed in [14] are not limited to the structure of a fixed length frame and can support variable and arbitrarily precise persistences. A slot chain is defined by its starting transmission slot and period between its consecutive transmission slots. By combining multiple slot chains with different periods, schedules are constructed targeting any rational persistence in the range $[0, 1]$. The computation of slot chains provided in [14] is centralized; a distributed mechanism to adaptively compute the slot chains remains an open problem. In [30], a five phase reservation protocol (FPRP) computes conflict-free schedules where a node can reserve one or more transmission slots in the frame to achieve variable persistences. Reservation frames are run periodically rather than on a demand basis and, therefore, may not accommodate the current topology and traffic load.

In SEEDEX [26] nodes do not attempt to derive conflict-free schedules. They learn the identities of their two-hop neighbours and adjust transmission probabilities (i.e., persistences) to improve the likelihood of collision-free transmissions. The transmission probabilities accommodate the number and identity of neighbours, but not traffic load.

In our earlier work [20], a distributed algorithm for computing the TLA allocation is provided; however, the algorithm assumes a fixed topology and does not adapt to changes in the network. REACT solves these limitations by asynchronously adapting to changes in both topology and traffic demand.

V. SIMULATION SET-UP

We now describe the simulations used to produce the experimental results presented in Section VI. Table I lists the four ATLAS configurations simulated. The Nominal configuration employs eager persistences, defines receivers in terms of MAC layer communication, and operates with unweighted bidders. The other three configurations differ from the Nominal case by a single choice and are named accordingly.

A. Scenario Details

Unless otherwise noted, all four configurations run with $p_{\text{default}} = 0.05$, $t_{\text{lostNbr}} = 0.5s$, and $p_{\text{min}} = 0.01$. The selection of $p_{\text{default}}$ and $t_{\text{lostNbr}}$ are justified by results in Figs. 5 [11a] and [11b]. The selection of $p_{\text{min}}$ is based on [20]. Frames contain $v = 100$ slots of length $800\mu s$ (1100 bytes per slot). Simulations are run using the ns-2 simulator [21]. Each wireless node is equipped with a single half-duplex transceiver and omni-directional antenna whose physical properties match those of the 914 MHz Lucent WaveLAN DSS radio. The data rate for all simulations is 11 Mbps. The transmission and carrier sense ranges are 250m.

Each simulation runs a network scenario composed of a randomly generated topology and a randomly generated traffic load. Unless specified otherwise, topologies contain 50 randomly placed nodes constrained to a $300 \times 1500m^2$ area. With the exception of the multi-hop TCP flows in Section VI-F each traffic load consists of single-hop constant rate traffic. Four traffic loads are simulated: 20% and 80% of nodes loaded with small demands ($75 \pm 50$ pkts/s), 20% and 80% of nodes loaded with large demands ($500 \pm 50$ pkts/s). Nodes loaded with traffic are selected at random and the demand magnitudes are selected uniformly at random from the specified range.

The packet destination is selected dynamically from the set of neighbouring nodes as the packet is passed down to the MAC layer. For the Weighted Bidders configuration, each demand is assigned a random integer weight between one and five. Traffic is generated by constant bit rate generators and transported over UDP; packets are 900 bytes in length, leaving room in each slot for header bytes and a MAC layer acknowledgement. Combined with the random placement of nodes and the addition of mobility, these four traffic loads enable simulation of a wide variety of network conditions.

B. Relative Error

A metric of interest is the average relative error for a node’s persistence with respect to the TLA allocation. Error is reported in two parts: relative excess and deficit persistence error. Errors are measured per node over 80ms consecutive intervals in time (equal to the length of one MAC frame). We compute the average relative excess error and average relative deficit error for a given sample set of persistence measurements. The relative errors are ratios, requiring use of the geometric rather than arithmetic mean. But, the errors are often zero, preventing direct use of their mean. Instead, we convert errors into accuracies eliminating zeros from the data set for a more meaningful geometric average. The average relative accuracies are converted back to relative errors.

VI. EVALUATION OF ATLAS

Results from [20] show the TLA allocation applied in a static network to maintain expected delay and throughput compared to IEEE 802.11, while reducing the variance for both metrics. The TLA allocation nearly eliminates packets dropped by the MAC layer. In this section, we build on these results, focusing on the efficient distributed computation of the

| Configuration Name | Eager (0) or Lazy (1) | MAC (0) or Physical (1) | Unweighted (0) or Weighted (1) |
|--------------------|---------------------|------------------------|-------------------------------|
| Nominal            | 0                   | 0                      | 0                             |
| Lazy Persistences  | 1                   | 0                      | 0                             |
| Physical Receivers | 0                   | 1                      | 0                             |
| Weighted Bidders   | 0                   | 0                      | 1                             |
TLA allocation in the face of changes in topology and load. The results presented here work to answer four questions:

1. Can ATLAS converge quickly on the TLA allocation?
2. Can ATLAS scale to larger networks?
3. Can ATLAS keep up with changes in a mobile network?
4. Can ATLAS adapt to multi-hop traffic flows?

The first question is addressed in Sections VI-A, VI-B, and VI-C. The second is addressed in Section VI-D. The third and fourth questions are addressed in Sections VI-E and VI-F, respectively. Continuing the focus on adaptation, Section VI-G provides comparisons with several scheduled protocols.

A. Convergence after Network Initialization

Fig. 3 reports average convergence times for all four ATLAS configurations. Error bars denote the arithmetic standard deviation from the mean for each sample set. Convergence is measured from network initialization (time = 0) to the time ATLAS converges on the TLA allocation. Times are collected from simulations of 1000 network scenarios simulated four times each, once per configuration. There are 250 scenarios for each traffic load.

The Physical Receivers configuration converges fastest in less than 0.4s on average for networks with 40 large demands and faster for other traffic loads. The extra step of detecting MAC receivers slows convergence. The Lazy Persistences configuration is the slowest with an average convergence time of 0.67s for networks with 40 large demands. The strict limit on persistences enforced by this configuration slows convergence compared to the others.

Fig. 4a shows average excess and deficit relative persistence errors for all four configurations. The averages are computed for nodes with a non-zero TLA allocation and only during convergence. Nodes are observed to operate within approximately 20% of their TLA allocation regardless of configuration. Deficit errors are larger than excess errors reflecting a tendency to converge from below, rather than above, the TLA allocation. In Fig. 4b, each data point reflects the convergence time (x-coordinate) and total relative persistence error (y-coordinate) for one simulation of the nominal configuration. The data shows relative persistence error to be fairly consistent from network to network with a maximum observed error of 27%.

Fig. 5 reports convergence times measured from the time of the change to the time of convergence on the new TLA allocation. The largest convergence times of approximately 0.175s are found in networks loaded with 40 demands. The average convergence time for the other scenarios is 0.125s or smaller. Fig. 6b shows relative persistence errors measured during convergence at nodes whose TLA allocation are affected by the demand change. Persistences are observed to be within 10% of the TLA allocation.

B. Convergence after a Change in Demand

Fig. 6 shows convergence times following a change to a single demand magnitude. Four types of demand are simulated: a new small demand, a new large demand, a removed small demand, and a removed large demand. New demands start with magnitude zero and change to 75 ± 50 pkts/s for small demands and to 500 ± 50 pkts/s for large demands. Removed small demands and removed large demands start at 75 ± 50 pkts/s and at 500 ± 50 pkts/s, respectively; both change to zero. The four demand change types are simulated under the four traffic loads. REACT is allowed to converge on the initial TLA allocation prior to the demand change. Convergence times and error measurements are taken from simulations of 4000 network scenarios, 250 for each of the 16 demand change and traffic load combinations.

C. Convergence after a Change in Topology

Fig. 7 shows convergence time and relative persistence error following two types of topology change: the creation of a link and the removal of a link between a pair of nodes. Simulations are run on 2000 network scenarios, 250 for each topology change type and traffic load combination. Networks that lose a link are simulated once per neighbour timeout \( t_{outNbr} \) of 0.5s, 2.0s and 5.0s.

Network topologies are generated as follows. A first node is placed at a random location in the simulation area. For topologies gaining a link, a second node is placed just outside the transmission range of the first node with a trajectory toward the first node. For topologies losing a link, the second node is placed just inside the transmission range of the first node with a trajectory away from the first node. The remaining 48 nodes are placed at random locations in the simulation area. The distance travelled by the second node is constrained to avoid unintentional topology changes.
The expected convergence time following the addition of a new link is 0.025s. For $t_{\text{lostNbr}} = 0.5s$, convergence is reached in less than 0.13s on average. For $t_{\text{lostNbr}} = 2.0s$ and $t_{\text{lostNbr}} = 5.0s$, the large convergence times are dominated by $t_{\text{lostNbr}}$. During convergence, nodes affected by the topology change are observed to operate within 4% of their TLA allocation on average. These numbers are striking. The small convergence times stem from a counterintuitive feature of the TLA allocation: the majority of topology changes do not affect the TLA allocation. A new link only has an effect if the link connects a bidder with an auction that lacks the capacity to support the bidder’s claim. Even in heavily loaded networks, many auctions have spare capacity to support a new bidder. For these scenarios, convergence is instantaneous.

D. Scalability to Large Networks

We now turn to results demonstrating ATLAS’s scalability. We simulate 10 network sizes with the $x$-dimension ranging from 600m (2.4 hops) to 6000m (24 hops) in 600m increments; the $y$-dimension is held constant at 300m. The number of nodes is selected to keep the average neighbourhood density constant across all network sizes. Fig. 8 reports convergence times for 4000 network scenarios, 100 of each traffic load and network size combination. The convergence of ATLAS in large networks is striking. In networks spanning 24 hops, convergence is reached in an average of 0.89s, a mere 40% increase compared to networks spanning 4.8 hops.

The impressive convergence times, particularly those of networks spanning 12 or more hops, suggest that convergence happens locally, allowing distant neighbourhoods to converge in parallel. This local behaviour is captured in Fig. 9 which reports the average distance between a network change and a node whose bidder changes its claim in response. Distances are reported in hops. A node that changes its demand or gains/loses a neighbour has distance zero. Neighbours of this node have distance one, and so on. Range of impact is reported for the six types of change evaluated in Sections VI-B and VI-C. Each type of change is simulated in 1000 network scenarios, 250 of each traffic load. The range of impact is less than 1.75 hops on average.

E. Performance with Node Mobility

Section VI-C addresses the robustness of ATLAS to single topology changes. We now evaluate its performance in networks with continuous mobility which may not have the opportunity to converge on the TLA allocation.

Fig. 10a reports persistence error for node speeds ranging from 0 m/s to 120 m/s with 200 scenarios simulated for each node speed, 50 of each traffic load. Node movements are generated using the steady-state mobility model generator of [13] with a pause time of zero. Simulations are run for 20s. As node speeds increase, so do deficit persistence errors. The larger deficit errors are an artifact of lost neighbour detection which is delayed by $t_{\text{lostNbr}} = 0.5s$. As a result, nodes tend to think their neighbourhoods are more crowded than they are, a tendency that gets worse as node speeds increase. In terms of REACT, auctioneers and bidders unnecessarily constrain their offers and claims to accommodate lost neighbours. The deficit persistences translate to degraded throughput. Fig. 10b reports MAC throughput for the simulations of Fig. 10a. Even with node speeds of 120 m/s where a node travels its transmission range in 2.1s, throughput degrades modestly, decreasing by less than 20% compared to static networks.

Fig. 11 shows that a large $t_{\text{lostNbr}}$ exacerbates deficit persistence error and further degrades throughput. Data is collected from 200 scenarios, 50 of each traffic load. Each scenario is simulated five times with neighbour timeouts ranging from...
(a) Convergence time after a demand change.

(b) Relative persistence error after a demand change.

Fig. 6. Convergence time and relative persistence error during convergence following a single demand change.

(a) Convergence time after a topology change.

(b) Relative persistence error after a topology change.

Fig. 7. Convergence time and relative persistence error following a single topology change.

(a) Convergence time as the width of the network grows.

(b) Relative persistence error as the width of the network grows.

Fig. 8. Convergence times as the width of the network grows.

Fig. 9. Average range of impact (in hops) for a demand or topology change.

0.1s to 15.0s. Node speeds are fixed at 30 m/s. Degraded performance is observed for large timeouts, \( t_{\text{lostNbr}} \geq 0.5s \), but also for small timeouts, \( t_{\text{lostNbr}} = 0.1s \). In networks loaded with 10 large demands, \( t_{\text{lostNbr}} = 0.1s \) causes nodes to falsely identify lost neighbours that must be rediscovered. The remaining simulations are run with \( t_{\text{lostNbr}} = 0.5s \).

Fig. 12 reports packet delay for ATLAS and IEEE 802.11 for the 200 network scenarios of Fig. 10 with node speeds equal to 30 m/s. IEEE 802.11 is configured with a maximum packet retry count of seven for RTS, CTS, and ACKs and four for data packets [11], a mini-slot length of 20µs, and minimum and maximum contention window sizes of 32 and 1024 slots, respectively. Each point in the scatter plot reports the average packet delay (\( x \)-coordinate) and variation in packet delay (\( y \)-coordinate) for a single node. The largest reported average delay is 0.047s for ATLAS and 0.058s for IEEE 802.11. The largest reported variation in delay for ATLAS is 0.0016s², just 3.6% of the 0.0444s² reported for IEEE 802.11. This impressive reduction in delay variance is crucial to the support of TCP, which we evaluate next.

F. Multi-hop TCP Flows

To this point, we have used MAC layer traffic to simulate a diverse set of network scenarios. We now evaluate the performance of ATLAS using multi-hop TCP flows. To accommodate the dynamic nature of these flows, each node estimates its own demand by monitoring queue behaviour. Demand is estimated as the sum of two parts: \( w_{\text{enqueue}} \) and \( w_{\text{level}} \). \( w_{\text{enqueue}} \)
is the percentage of channel required to keep up with the current enqueue packet rate, \( w_{\text{enqueue}} = \text{(packet enqueue rate)} \times (\text{slot length}) \). \( w_{\text{level}} \) is the percentage of channel required to transmit all packets in the queue within 0.2s (i.e., 25 slots), \( w_{\text{level}} = \left(\frac{\# \text{ packets in queue}}{0.02s}\right) \times (\text{slot length}) \).

To avoid cross-layer interactions between the MAC and routing protocols, Dijkstra's shortest path algorithm [28] using accurate knowledge of the global topology computes the next hop address for all packet transmissions. FTP agents emulate transfer of infinite size files to create flows with throughput limited only by the performance of the network. Transfers start at time zero and run for 20s. Nodes are statically placed at random locations in a \( 300 \times 1500 \text{m}^2 \) simulation area. The source and destination nodes for each file transfer are selected at random. Each FTP transfer is transported over TCP Reno configured for selective acknowledgements, the extensions of RFC 1323 [1], and 900 byte TCP segments. The return ACKs are not combined with each other or with other data packets. Consequently, the transmission of a single 40-byte TCP ACK consumes an entire transmission slot in ATLAS. The maximum congestion window size is 32 packets. Network scenarios are simulated for three traffic loads: networks with 2, 8, and 25 TCP flows. The number of replicates per traffic load are chosen so that 3000 TCP flows are simulated for each. Fifteen hundred scenarios are simulated with two TCP flows, 375 with eight TCP flows, and 120 with 25 TCP flows.

We simulate TCP traffic on five MAC protocols: the four configurations of ATLAS and IEEE 802.11. The configurations of ATLAS use \( p_{\text{default}} = 0.05 \), \( t_{\text{lostNbr}} = 0.5 \text{s} \), and \( p_{\text{min}} = 0.01 \). IEEE 802.11 parameters match those described in Section VI-E. Each node dynamically sets its bidder weight to one or the number of outgoing TCP flows it services, whichever is larger.

The 15 sub-plots in Fig. [13] show the percentage of flows (y-axis) achieving a minimum throughput (x-axis). The distinguishing characteristics of the three unweighted ATLAS configurations are seen in the throughput curves for networks with two flows. These networks are loaded lightly enough for the auctions at non-receiver nodes to make a difference in the allocation, improving throughput for 2- and 4-hop flows. These networks also demonstrate how the longer initial packet delays of the Lazy Persistences configuration increase round trip time.
for 4- and 5-hop flows, preventing TCP from achieving its best throughput.

The Weighted Bidders configuration performs well for multi-hop flows in networks with eight and 25 flows by allocating more to multi-hop flows at the expense of single-hop flows. Because one-hop flows tend to achieve higher throughput, the configuration maintains a tighter variation in flow throughputs as indicated by the steeper slope of the Weighted Bidders curve in the top right plot of Fig. 13.

Regardless of configuration, ATLAS surpasses IEEE 802.11 in support of concurrent multi-hop flows. The interaction between the IEEE 802.11 back-off algorithm and TCP’s congestion control is well known [9]. In testbed experiments, a single TCP flow with no competition has difficulty reaching a destination four hops away [16]. Our simulations corroborate these findings, as approximately 50% of the 4- and 5-hop flows report a throughput of zero. For networks with 25 demands, nearly 75% of 2-hop flows are non-functional; 3-, 4-, and 5-hop flows are almost completely shut out. The throughput of

Fig. 13. Percent of TCP flows (y-axis) achieving a minimum throughput (x-axis). Plots in the left, center, and right columns report on flows from simulations of 2, 8, and 25 flows, respectively. The plots in the top row report on all flows, regardless of hop count. Plots in the second, third, and fourth rows report on 1-hop, 2-hop, and 3-hop flows, respectively. Plots in the fifth row report on 4- and 5-hop flows.
MULTI-HOP TCP FLOWS.

LOAD, RESPONDING QUICKLY ENOUGH TO ESTABLISH AND MAINTAIN THE EXPENSE OF BOTH LONGER FRAME LENGTHS AND LONGER RUN TIMES FOR A VARIABLE NUMBER OF SLOTS PER NODE; THIS IS DONE AT THE COST OF ITS AGILITY WITH OTHER MAC PROTOCOLS. IN CONTRAST TO THE SLOW CSMA/CA TO RESOLVE COLLISIONS, IT DOES NOT BENEFIT FROM ITS PERSISTENCES WHICH ARE DEPENDENT ON TOPOLOGY ALONE; NEITHER ADAPTS TO TRAFFIC LOAD. ALTHOUGH Z-MAC ADAPTS TO THE SLOW SCHEDULE COMPUTATION (OR NEIGHBOUR DISCOVERY FOR SEEDEX). IN CONTRAST TO THE SLOW SCHEDULE COMPUTATION TIMES OF DRAND, Z-MAC, AND FPRP, ATLAS IS SHOWN TO HANDLE NODE SPEEDS OF UP TO 120 M/S WITH ONLY MODERATE DEGRADATION TO MAC THROUGHPUT.

BASED ON THE RUN TIMES REPORTED IN [25, FIG. 10], WE ESTIMATE DRAND TO COMPUTE SCHEDULES FOR THE NETWORKS IN SECTION VI-E IN APPROXIMATELY 4.9S (ADJUSTING FOR DATA RATE AND A TWO-HOP NEIGHBOURHOOD SIZE OF 27). IN THIS TIME, THE TOPOLOGY CHANGES CAUSED BY NODES MOVING AT 30 M/S ARE EXPECTED TO INVALIDATE THE COMPUTED SCHEDULE. Z-MAC HAS THE SAME LIMITATION AND, ALTHOUGH IT COMPENSATES BY RUNNING A CROSS-LAYER SOLUTION FOR COLLISIONS, IT DOES NOT BENEFIT FROM ITS TDMA SCHEDULE WHEN NODES ARE MOBILE. IN [25], THE RUN TIMES REPORTED FOR FPRP SCHEDULE GENERATION ARE COMPAREABLE TO DRAND. FOR SEEDEX, NODES DISCOVER THEIR TWO-HOP NEIGHBOURS USING A FAN-IN/FAN-OUT PROCEDURE DESCRIBED IN [26].

A. IMPROVED RELIABLE TRANSPORT

TCP’S CONGESTION CONTROL ALGORITHM IS KNOWN TO SUFFER CROSS-LAYER INTERACTIONS WITH BINARY EXPONENTIAL BACK-OFF (BEB) EMPLOYED BY IEEE 802.11 [9]. BEB IS SHORT TERM UNFAIR, ALLOWING A SINGLE NODE TO CAPTURE THE CHANNEL AT THE EXPENSE OF ITS NEIGHBOURS [2, 10], CAUSING HIGH VARIATION IN PACKET DELAY AND MAKING IT DIFFICULT FOR TCP TO ESTIMATE ROUND-TRIP DELAY. MANY MODIFICATIONS HAVE BEEN PROPOSED TO IMPROVE TCP PERFORMANCE OVER WIRELESS NETWORKS [17]; COMMON APPROACHES ARE DETECTION OF PACKET LOSS (DIFFERENTIATING IT FROM CONGESTION) AND IMPROVED ESTIMATION OF ROUND TRIP TIME. AN ALTERNATIVE IS TO MINIMIZE PACKET LOSS AND CONTROL VARIATION IN PACKET DELAY AT THE MAC LAYER. ATLAS DEMONSTRATES A REMARKABLE CONTROL OF VARIATION IN DELAY (FIG. 12) ENABLING TCP TO RELIABLY SUPPORT 3-, 4-, AND 5-HOP FLOWS OVER HEAVILY LOADED NETWORKS (FIG. 13). HOWEVER, TCP THROUGHPUT STILL DEGRADES CONSIDERABLY AS THE NUMBER OF HOPS GROWS. POTENTIAL AREAS FOR FUTURE WORK INCLUDE THE INTEGRATION OF ATLAS INTO A CROSS-LAYER SOLUTION FOR RELIABLE TRANSPORT OVER WIRELESS NETWORKS AND THE USE OF REACT TO INFORM TCP’S CONGESTION WINDOW SIZE.

B. SELECTION OF CONFIGURABLE PARAMETERS

ATLAS HAS THREE CONFIGURABLE PARAMETERS: $p_{\text{default}}$, $t_{\text{lostNbr}}$, AND $p_{\text{min}}$. BASED ON OUR SIMULATIONS, $[0.01–0.2]$ IS AN ACCEPTABLE RANGE FOR $p_{\text{default}}$ (FIG. 5) AND $[0.1s–2s]$ IS AN ACCEPTABLE RANGE FOR $t_{\text{lostNbr}}$ (FIGS. 11a, 11b). IN [20], $p_{\text{min}}=0.1s$ IS FOUND TO BE ACCEPTABLE FOR A PROTOCOL THAT ENFORCES $p_{\text{min}}$ AT ALL NODES AND AT ALL TIMES. BECAUSE ATLAS EMPLOYS $p_{\text{min}}$ TEMPORARILY, AND ONLY WHEN NEEDED, IT IS LESS SENSITIVE TO THE SELECTION OF $p_{\text{min}}$. ALTHOUGH RESULTS SHOW ATLAS TO BE ROBUST TO PARAMETER SELECTION, TUNING MAY BE REQUIRED IN OTHER SCENARIOS OR IN A HARDWARE IMPLEMENTATION.

C. DYNAMIC SELECTION OF AUCTION CAPACITY

ATLAS TARGETS 100% CHANNEL ALLOCATION BY SETTING AUCTION CAPACITIES IN REACT TO ONE. ALTHOUGH SIMULATION RESULTS SHOW THIS TO BE AN ADEQUATE CHOICE, IT IS NOT CLEAR WHETHER PERFORMANCE CAN BE IMPROVED BY UNDER- OR OVER-ALLOCATING THE CHANNEL. INDEED, OPTIMAL AUCTION CAPACITIES (HOWEVER OPTIMAL IS DEFINED) ARE DEPENDENT ON NETWORK TOPOLOGY AND QUALITY OF THE COMMUNICATION CHANNEL. WE LEAVE A THOROUGH ANALYSIS OF AUCTION CAPACITY SELECTION TO FUTURE WORK, POINTING OUT HERE THAT REACT ADAPTS CONTINUOUSLY, ALLOWING AUCTION CAPACITIES TO BE ADJUSTED DYNAMICALLY, IF NECESSARY.

D. POTENTIAL APPLICATIONS FOR REACT

THE WEIGHTED TLA ALLOCATION OPENS DOORS FOR SEVERAL POTENTIAL USES. IN THE SIMULATIONS OF SECTION VI-F A BIDDER’S WEIGHT IS SET ACCORDING TO THE NUMBER OF FLOWS IT SERVICES. IT MAY BE DESIRABLE TO SET WEIGHTS ACCORDING TO QUEUE LEVELS,
demand magnitudes, neighbourhood sizes, node betweenness [8], distance from a point of interest (i.e., an access point or a common sink), position in a multicast/broadcast tree, or path hop count. The key observation is that ATLAS maintains flexibility by allowing nodes to define bidder weights arbitrarily to suit the needs of the network.

While computation of persistences is the primary motivation for this work, REACT is not limited to this purpose. Consider the Physical Receivers configuration with node demands set to one. The resulting allocation is independent of actions taken by the upper network layers and, therefore, can inform decisions made by those layers. It can serve as a measure of potential network congestion—small allocations are assigned in dense neighbourhoods containing many potentially active neighbours. The routing protocol can use the allocation to discover alternate routes around congestion.

An intriguing application is the implementation of differentiated service at the MAC layer. IEEE 802.11e [12] enhances the distributed coordination function by implementing four access categories; an instance of the back-off algorithm is run per access category, each with its own queue. The probability of transmission of each access category is manipulated independently through selection of contention window size and inter-frame space. This permits higher priority traffic to capture the channel from lower priority traffic.

Similar results can be achieved by four instances of REACT, each computing the allocation for a single access category. Prioritization is achieved through dynamic coordination of the four auction capacities at each node. A potential strategy sets the capacity for each access category equal to one minus the allocation to higher priority access categories. As a result, higher priority auctions are permitted to starve lower priority auctions of capacity, effectively distributing channel access to high priority traffic. Alternatively, auction capacities can be selected to ensure a minimum or maximum percentage of the channel is offered to an access category.

A network can run multiple instances of REACT. For example, an instance of the Physical Receivers configuration with all demands set to one can be run concurrently with four instances configured to support differentiated service. Alternatively, multiple instances of REACT can be used to allocate more than one set of resources concurrently.

E. Assumptions Made by ATLAS

Two key assumptions are made by ATLAS in its computation of the TLA allocation using REACT: (1) The offers and claims received by a node are accurate. (2) The offers and claims of a node are eventually received by all neighbouring nodes. The first assumption is reasonable, provided received packets are checked for errors by the link layer. The second assumption is almost certainly invalid; asymmetric communication, interference beyond the range of transmission, and signal fading are common in wireless communication and can prevent the delivery of offers and claims. Under realistic conditions, REACT may not converge on the TLA allocation, risking over-allocation of the channel. In practice, auctions can adjust their capacities to mitigate the over-allocation. Every node knows the persistences of its neighbours (from bidder claims) and can compute the expectation for collisions on the channel. Significant deviations above this expectation can trigger the auction to lower its capacity. An evaluation in a testbed of real radios is necessary to understand the sensitivity to anomalies on the wireless channel and the effectiveness of adjusting auction capacities to accommodate channel conditions.

The evaluation of ATLAS in Section VII assumes both slot and frame synchronization; ATLAS does not require either. The computation of the TLA allocation by REACT does not rely on a frame structure and the expected performance of the random schedules is not affected by loss of frame synchronization. Even without slot synchronization, REACT can compute the TLA allocation; however, loss of slot synchronization may reduce channel capacity by 50% (see Aloha vs. slotted Aloha in [28]). ATLAS can accommodate the lower channel capacity by reducing auction capacity. This technique may allow ATLAS to be run on commodity IEEE 802.11 hardware [29] that lacks native support for slot synchronization. This is a subject of our current research.

F. Enhancing Existing MAC Protocols

We have used REACT to compute persistences to be employed within ATLAS, a slotted MAC protocol. Alternatively, REACT can be run on top of the IEEE 802.11 MAC by embedding claims and offers in the headers of existing control and data messages. The TLA allocation can be used to inform the selection of contention window sizes, eliminating the need for (and negative side effects of) binary exponential back off. We are currently working to integrate REACT into IEEE 802.11. Another alternative (and more ambitious) approach is to implement TLA persistences in a topology-dependent MAC that computes conflict-free schedules. Only a few topology-dependent schemes allow a node to reserve more than one slot in a frame (i.e., [14], [30]), and those do not define how many slots a node should reserve. The TLA allocation can establish a permissible number of slots to be reserved by each node, given the current topology and traffic load.

VIII. Conclusion

We have proposed REACT, a distributed auction that converges continuously on the TLA allocation, adapting to changes in both topology and traffic load. The utility of REACT is demonstrated through integration into ATLAS which we simulate under a wide variety of network scenarios. The results presented suggest that REACT can effectively inform the selection of transmitter persistences, and that ATLAS can provide robust, reliable, and scalable services. The application of REACT is not restricted to the computation of transmitter persistences. It has the potential to inform routing and admission control decisions, to enable differentiation of service at the MAC layer, and even to allocate other node resources. In this context, the REACT algorithm provides a potential solution to the immediate challenge of medium access control, but also shows promise as a tool for use in network protocol design in general.
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