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Abstract. Global optimisation plays a critical role in today’s scientific and industrial fields. Optimisation problems are either continuous or combinatorial depending on the nature of the parameters to optimise. In the class of combinatorial problems, we find a sub-category which is the binary optimisation problems. Due to the complex nature of optimisation problems, exhaustive search-based methods are no longer a good choice. So, metaheuristics are more and more being opted in order to solve such problems. Some of them were designed originally to handle binary problems, whereas others need an adaptation to acquire this capacity. One of the principal adaptation schema is the use of a mapping function to decode real-valued solutions into binary-valued ones. The Antenna Positioning Problem (APP) is an NP-hard binary optimisation problem in cellular phone networks (2G, EDGE, GPRS, 3G, 3G+, LTE, 4G). In this paper, the efficiency of the principal mapping functions existing in the literature is investigated through the proposition of five binary variants of one of the most recent metaheuristic called the Bat Algorithm (BA). The proposed binary variants are evaluated on the APP, and have been tested on a set of well-known benchmarks and given promising results.

1 Introduction

Combinatorial problems are problems whose parameters belong to a finite set of integers \( (x_i \in \mathbb{N}) \). The latter includes a more specific type called binary optimisation problems: problems whose parameters can take values from a bi-valued search space called genotype space \( (x_i \in \{1, 0\}) \).

The design of cellular phone networks (2G, EDGE, GPRS, 3G, 3G+, LTE, 4G) is one of the most critical tasks during the network implantation. Any design process that can not deal with this phase may alter the service quality
of the network itself. The Antenna Positioning Problem (APP) is one of the most challenging optimisation issues in the design phase of cellular networks. The APP is formulated as a binary optimisation problem and was proven to be NP-hard.

Metaheuristics are efficient tools to use when tackling such optimisation problems. Regardless to the source of their inspiration, metaheuristics can be divided into algorithms who are originally designed to tackle continuous problems, and those who are designed to tackle combinatorial ones.

The Bat Algorithm (BA), is one of the recently proposed metaheuristics [14]. It was inspired by the natural phenomenon of echolocation used by bats. The BA was originally designed to tackle optimisation problems within continuous search space and it has shown encouraging performances.

Generally, when adapting a continuous-variable-based metaheuristic (i.e. a metaheuristic that was designed originally to operate on variables within continuous search space) to tackle binary problems, many schemas of adaptation exist. One of the most opted one, is the use of a mapping function to map the real-valued solutions into binary ones. Several sub-schemas of mapping exist as well in this last one: one-to-one, many-to-one, one-to-many.

Many questions still surround this schema of adaptation, such as the fact that the efficiency of these mapping functions is still fuzzy and unexplored. In addition, no clear statement exist on whether using binary-variable-based metaheuristics (i.e. metaheuristics that were designed originally to operate on variables within binary-valued search space) or continuous ones to tackle binary optimisation problems. Does the efficiency of these mapping functions depends on the algorithm used or the problem solved. Finally, no affined study shows if it is worth using this mapping functions and ultimately which kind of metaheuristics is more efficient when solving binary problems.

Through analysing the literature, the five principal mapping functions existing are used to propose new binary variants of the Bat Algorithm. The mapping functions used in this work were selected to illustrate different schemas of mapping. These functions are: The Nearest Integer method (NI), the normalisation technique, the Angle Modulation method (AM), the Great Value Priority method (GVP) and finally, the Sigmoid Function (SF). The proposed binary variants of the BA were tested on the APP using well-known benchmark instances, with different sizes and complexity as well. In addition, the last ones were compared to one of the most used binary-variable based algorithm: the Genetic Algorithm.

The remainder of this paper is structured as follows. In Section 2, we introduce basic concepts related to the antenna positioning problem, the bat algorithm, and the mapping functions used in this work. In Section 3, we introduce the proposed binary variants of the bat algorithm. Section 4 is dedicated to experimental results, their interpretation and discussion. Finally, we present the conclusion of our work in Section 5.
2 Basic Concepts

In this Section, we introduce basic concepts related to the antenna positioning problem, the bat algorithm, and the used mapping functions.

2.1 Antenna Positioning Problem

In this section, we present a widely used formulation of the APP, that was given by Guidec et. al. [3]. This modeling of the antenna positioning problem consider two objectives: maximizing the covered area while minimizing the number of base station used.

The antenna positioning problem recalls NP-hard problems in graph theory such as the Minimum Dominating Set (MDS), the Maximum Independent Set (MIS), or the Unicast Set Covering Problem (USCP), see Sub-figures (a), (b), (c) of Figure 2.

Let \( L \) be the set of all potentially covered areas and \( M \) the set of all potential locations of base stations. Suppose \( G \) is a graph where \( E \) is the set of edges in the graph verifying that each transmitter is linked to the area that it covers. One seeks for the minimum subset of transmitters that covers the maximum surface of a given area. In other words, the objective is to find a subset \( M' \) such that \( |M'| \) is minimised and \( |\text{Neighbours}(M', E)| \) is maximised [4]; where \( \text{Neighbours} \) represents the set of the covered area, and \( M' \) represents the set of transmitters used to cover this area.

\[
|\text{Neighbours}(M', E)| = \{ u \in L | \exists v \in M', (u, v) \in E \} \tag{1}
\]

\[
M' = \{ t \in B | x_t = 1 \} \tag{2}
\]

A Base Transceiver Station (BTS) is a radio transmitting device with a specific type of coverage (See Figure 1). In this work, we used three types of coverage introduced in [1]. A cell is a part of a geographical area that is covered by a base station.
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**Fig. 1.** Antenna Coverage Models

The working area is discretized in a rectangular grid with \( \text{Dim}_x \) and \( \text{Dim}_y \) dimensions. Having \( \text{Sites} = \{ \text{site}_1, \text{site}_2, \text{site}_3, \ldots, \text{site}_N \} \) is the set of potentially preselected sites, where the antennas can be placed. Each potential
site location is identified by Cartesian coordinates \{ site_1 = (x_1, y_1), site_2 = (x_2, y_2), site_3 = (x_3, y_3), \ldots, site_N = (x_N, y_N) \}, see Sub-figures (d), (e), (f) of Figure 2.
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**Fig. 2.** Representation of The Discretized Area

A potential solution of the APP can be a binary vector described as follows. Each vector \( \overrightarrow{X} \) represents a potential configuration of the mobile network. The number of elements of each vector represents the number of potential candidate sites. The rank of each dimension represents the rank of the corresponding base station \( i = 1, 2, \ldots, Dimension_{\overrightarrow{X}} \). Each dimension of the vector is strictly binary valued: \( x_i \in \overrightarrow{X} / x_i = 1 \lor x_i = 0 \). If \( x_i = 1 \), the \( i^{th} \) base station is selected, otherwise it is discarded. The objective function to optimize is defined by the formula \( 3 \).

\[
\text{Maximize : } f(x) = \frac{\text{Cover ratio}^a}{\text{Number of used base station}}
\]

with:

\[
\text{Number of used base station} = \sum_{i=1}^{Dimension_{\overrightarrow{X}}} x_i,
\]

with:

\[
\text{cover ratio} = \left( \frac{\text{Covered area}}{\text{Total area}} \right) \times 100
\]

And:

\[
\text{Covered area} = \sum_{i=1}^{Dim_x} \sum_{j=1}^{Dim_y} \text{cover}(i, j)
\]

And:

\[
\text{Total area} = Dim_x \times Dim_y.
\]

It is worth to mention that other mathematical models of the antenna positioning problem exist like the one proposed in [12]. Generally, these models differ by their mathematical formulations or modeling.
2.2 Bat Algorithm

The Bat Algorithm has been recently proposed. It is a swarm-based metaheuristic [14]. This algorithm is inspired by the natural echolocation behaviour of bats. Microbats use a type of sonar, called echolocation, to detect their preys, avoid obstacles, and locate their roosting crevices in the dark. These bats emit a very loud sound pulse and listen for the echo that bounces back from the surrounding objects. Their pulses vary in properties and can be correlated with their hunting strategies, depending on the species. The bats then adjust the pulse and rate of the sound as they get closer to the obstacles or the prey. This phenomenon has been translated into the newly proposed bat algorithm. The pseudo-code of Algorithm 1 describes the general framework of the bat algorithm.

Algorithm 1. The Bat Algorithm

1. Objective function $f(x), x = (x_1, ..., x_d)^T$
2. Initialize the bat population $X_i$ ($i = 1, 2, ..., n$) and $V_i$
3. Define the pulse rate $r_i$ and the loudness $A_i$
4. Input : Initial bat population
5. while ($t < $ Max number of iterations ) do
6. Generate new solutions by adjusting frequency, and updating velocities and locations/solutions (Equations 8 to 10)
7. if ($rand > r_i$ ) then
8. Select a solution among the best solutions
9. Generate a local solution around the selected best solution
10. end if
11. Generate a new solution by flying randomly
12. if ($rand < A_i$ & $f(X_i) < f(X_*)$ ) then
13. Accept the new solutions
14. Increase $r_i$ and reduce $A_i$
15. end if
16. Rank the bats and find the current best $X_*$
17. end while
18. Output : Best bat found (i.e. best solution)

Equations 8, 9 and 10 define how the position $X_i$ and velocity $V_i$ in a $d$-dimensional search space are updated. The new solution $X_i^t$ and velocity $V_i^t$ at a time step $t$ are given by:

$$f_i = f_{min} + (f_{max} - f_{min})\beta \quad (8)$$

$$V_i^t = V_i^{t-1} + (X_i^t - X_*)f_i \quad (9)$$

$$X_i^t = X_i^{t-1} + V_i^t \quad (10)$$
Initially, each bat is randomly assigned a frequency which is drawn randomly from \([f_{\text{min}}, f_{\text{max}}]\). \(\beta \in [0, 1]\) is a random vector drawn from a uniform distribution. \(X_*\) is the current global best location (solution) which is located after comparing all the solutions.

When a local search is performed a solution is selected among the current best solutions. A new solution for each bat is generated using a random walk as described in Equation 11; Where \(\epsilon\) is a random number from \([-1, 1]\), and \(A^t = <A^t_i>\) is the average loudness of all bats at this time step.

\[
X_{\text{new}} = X_{\text{old}} + \epsilon A^t
\]

Likewise, the loudness \(A_i\) and the rate \(r_i\) of pulse are updated once the new solution is accepted. This is done using Formulas 12 and 13, where \(\alpha\) and \(\gamma\) are constants. Initially, each bat is randomly assigned a loudness and a rate drawn respectively from the intervals \([A_{\text{min}}, A_{\text{max}}]\) and \([r_{\text{min}}, r_{\text{max}}]\).

\[
A_i^{t+1} = \alpha A_i^t
\]

\[
r_i^{t+1} = r_i^0[1 - exp(-\gamma t)]
\]

### 2.3 From Phenotype to Genotype Space

Several approaches exist for adapting a continuous-variable-based metaheuristic to work also in binary search space. The first schema of adaptation consists in replacing arithmetic operators of the metaheuristic by logical ones to operate directly on the binary solutions. The second aims to find the corresponding operators of the algorithms in the geometric space (Hamming space). Finally, the third approach consists in conserving the original operators, architecture and solution representation of the algorithm, and adding a complementary module that maps real-valued solutions into binary ones. The techniques used in this third category are generally known also as mapping functions. Several schemas of mapping exist. The principal ones are: one-to-one, many-to-one, and one-to-many.

The mapping functions used in this work have been chosen to illustrate several mapping schemas and several mathematical properties. In the following, the mapping functions used in this study are introduced.

**Nearest Integer (NI):** This technique consists of assigning a real number to the nearest integer by rounding or truncating it up or down \([2, 6]\).

**Normalisation:** This approach was proposed in \([9, 10]\). It consists of the normalisation of the solution by linearaly scaling it using the Formula 14. Then the condition 15 is applied to get the corresponding binary solution.
\[ x'_{ij} = \frac{(x_{ij} + x_{i}^{\text{min}})}{(|x_{i}^{\text{min}}| + x_{i}^{\text{max}})} \] (14)

\[ x_{ij} = \begin{cases} 1, & \text{If } x'_{ij} \geq 0.5 \\ 0, & \text{Otherwise} \end{cases} \] (15)

Assuming that \( i = 1 \cdots N \) and \( j = 1 \cdots D \). Where: \( N \) is the population size, \( D \) is the size of the solution vector. \( x_{i}^{\text{min}} \) and \( x_{i}^{\text{max}} \) are respectively the minimum and the maximum values in the \( i^{th} \) vector at the iteration \( t \).

**Angle Modulation (AM):** The idea is to use a trigonometric function to map real-valued solutions into binary ones. The generator function is used for signal processing in telecommunications and defined as follows [11,13].

\[ g(x_{ij}) = \sin(2\pi(x_{ij} - a) \ast b \ast \cos(2\pi(x_{ij} - a) \ast c)) + d \] (16)

Where \( i = 1 \cdots N \) and \( j = 1 \cdots D \). \( N \) is the population size, \( D \) is the size of the solution vector. \( g(x) \) is the generator function, and \( x_{ij} \) is a single element from a potential solution vector. Instead of optimizing a \( D \)-dimensional binary string solution, the search space is reduced to a 4-dimensional search space. Each vector of solution \( \overrightarrow{G} \) represents potential values of the coefficients \((a, b, c, d)\) in the generator function. At each iteration, every solution vector is applied to a sample vector \( \overrightarrow{X} \) with the original \( D \)-dimensions of the problem. The sample vector is drawn from a uniform distribution and has equally spaced intervals between each dimension and another. Finally, one has to apply the following formula on the resulting vector:

\[ x_{ij} = \begin{cases} 1, & \text{If } g(x_{ij}) \geq 0 \\ 0, & \text{Otherwise} \end{cases} \] (17)

**Sigmoid Function (SF):** In this technique, each real valued dimension of the solution vector is mapped into a strictly binary valued one [7,8]. The probability of each dimension to flip to one state or another is computed according to the real value of the dimension itself by applying Formula 18.

\[ x_{ij} = \begin{cases} 1, & \text{If } \text{Rand}[0,1] \leq \frac{1}{1+e^{-x_{ij}}} \\ 0, & \text{Otherwise} \end{cases} \] (18)

Where \( i = 1 \cdots N \) and \( j = 1 \cdots D \). \( N \) is the population size, \( D \) is the size of the solution vector, and \( \text{Rand}[0,1] \) is a randomly generated positive number, drawn from a uniform distribution in the interval \([0,1]\).
Great Value Priority (GVP): Recently, authors in [5] have introduced this technique. Starting from a given real valued solution vector $\vec{X}$, a permutation vector $\vec{P}$ is created. The first element of the permutation vector $p_1$ will contain the position of the largest element in the original vector, the second element of the permutation vector $p_2$ will receive the position of the second largest element of the real valued vector, and so on. The procedure will be repeated until all the elements of the original vector are browsed. Finally, having the permutation vector $\vec{P}$, the following formula will be applied to recover back a binary valued vector.

$$x_{ij} = \begin{cases} 1, & \text{If } p_j > p_{j+1} \\ 0, & \text{Otherwise} \end{cases}$$

3 The proposed Binary Bat Algorithm

The inclusion of the discretisation step using one of the mapping functions after line code 10 in pseudo-code of Algorithm 1 results in giving birth to new variants of the bat algorithm. The first variant, using the nearest integer method as a discretising technique is called NI-BBA (for Nearest Integer based Binary Bat Algorithm). The second variant is called N-BBA (for Normalisation based Binary Bat Algorithm) is based on the normalisation method. The third variant uses the sigmoid function and is called SF-BBA (for Sigmoid Function based Binary Bat Algorithm). The fourth variant is the AM-BBA (for Angle Modulation based Binary Bat Algorithm) is based on the angle modulation method. Finally, GVP-BBA (for Great Value Priority based Binary Bat Algorithm) uses the great value priority technique.

4 Experimental Results and Discussion

The experiments where carried using an Intel I3 core with 2 GB Ram and a Windows 7 OS. The implementation was done using Matlab 7.12.0 (R2011a).

Two scenarios were randomly generated. Both are representing a working area of $20.25 \text{ Km}^2$. The first instance contains 549 available locations, whereas the second instance contains 749 available locations. Other instances of 149 and 349 preselected positions, are used here. They were provided by the university of Malaga, Spain. We used three types of coverage: squared, omnidirectional and directive [1]. It is worth to mention that directive antennas cover one sixth of the area of omnidirectional antennas having the same radius. Table 1 shows all the features of the used instances.

The proposed binary variants of the bat algorithm were also compared to one of the most used binary-variable-based metaheuristic and whose the efficiency is well established: the canonical Genetic Algorithm (GA). The GA uses a wheel selection and a two-point crossover with a probability equal to 0.7 and a bit-flip
Table 1. Instances : Size and Coverage

| Instance Type | Grid Dimension | Instance | Coverage | Radius |
|---------------|----------------|----------|----------|--------|
| Synthetic     | 287 x 287      | 149      | Omnidirectional | 22     |
|               |                |          | Squared   | 20     |
|               |                |          | Directive | 22     |
|               |                | 349      | Omnidirectional | 22     |
|               |                |          | Squared   | 20     |
|               |                |          | Directive | 22     |
| Random        | 300 x 300      | 549      | Omnidirectional | 26     |
|               |                |          | Squared   | 24     |
|               |                |          | Directive | 26     |
|               |                | 749      | Omnidirectional | 26     |
|               |                |          | Squared   | 24     |
|               |                |          | Directive | 26     |

mutation with a probability of 0.05. The percentage of chromosomes used to create the mating pool is 50 %. The parameters of the bat algorithm used in this experiment are shown in Table 2.

Table 2. Bat Algorithm Parameters

| Parameter | Value |
|-----------|-------|
| $f_{max}$ | 10    |
| $f_{min}$ | -10   |
| $A_{max}$ | 2     |
| $A_{min}$ | 1     |
| $r_{max}$ | 1     |
| $r_{min}$ | 0     |
| $\alpha$  | 0.9   |
| $\gamma$  | 0.9   |

The experiments were performed till reaching 20,000 evaluations, and each one is repeated for 20 runs. Several results are reported such as: the best and the worst fitness, and also the mean and standard deviation of fitness value over 20 runs.

Tables 3, 4, 5 and 6 show the results obtained when evaluating the five binary variants of the bat algorithm using the instances 149, 349, 549, 749 and this for each type of coverage: squared, omnidirectional and directive.

Based on the results shown in Tables 3, 4, 5 and 6 many observations can be made. The performances of the variants for small instances (149, 349) are close, but one can note that as the instance size increases (549, 749), the difference in the efficiency of the variants is more obvious. So, for some variants like the AM-BBA, N-BBA, GVP-BBA their efficiency depends highly on the size of the problem treated. Whereas for other variants such as the NI-BBA and the SF-BBA the efficiency is maintained even if the size of problem increases.

In general, NI-BBA and SF-BBA variants has shown better results than the other variants when solving the APP, especially the NI-BBA. The scalability of both variants is similar since both succeeded to solve the different sizes of
the problem. No clear conclusion can be made about how the proposed variants behave when dealing with a specific type of coverage (squared, omnidirectional, directive), or a specific type of data (random, synthetic). One can note also that all the binary variants of the BA were able to outperform the results obtained by the canonical GA for all the instances and for all the sizes of the instances. But one can note also that the difference between the GA and the other variants decreases as the size of the instance decreases.

The conclusion that can be made concerning the impact of the mapping functions on the efficiency of an algorithm, is that the adequate use of a mapping function depends in some cases on the size of the problem engaged and in other cases on the type of the problem. Furthermore, one can note that in reality the bat algorithm do not need complex mapping functions since the basic rounding function has shown better results than the other complex mapping functions.
5 Conclusion

In this paper we conducted a comparative study on the impact of mapping functions on the efficiency of the continuous-variable-based metaheuristic. This was done by proposing five new variants of a recent metaheuristic which is the Bat Algorithm (BA). The proposed binary variants, were tested on an NP-hard optimisation problem in cellular phone networks which is the Antenna Positioning Problem (APP). The results showed that the impact of such mapping functions on the efficiency of an algorithm depends on two factors: the size of the problem, or the complexity of the problem. The best mapping functions found for the bat algorithm are the nearest integer and sigmoid function techniques.

This work illustrates a simple comparative study, and no deep and general conclusion can be made about the efficiency of the mapping functions, the controlling
factor of these last ones or the usefulness of these mapping functions when solving binary problems. So, we seek to conduct a more deep statistical comparative study using several continuous-variable-based metaheuristics and compare them with more powerful binary-variable-based metaheuristics.
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