Exons and introns exhibit transcriptional strand asymmetry of dinucleotide distribution, damage formation and DNA repair
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ABSTRACT

Recent cancer sequencing efforts have uncovered asymmetry in DNA damage induced mutagenesis between the transcribed and non-transcribed strands of genes. Here, we investigate the major type of damage induced by ultraviolet (UV) radiation, the cyclobutane pyrimidine dimers (CPDs), which are formed primarily in TT dinucleotides. We reveal that a transcriptional asymmetry already exists at the level of TT dinucleotide frequency and therefore also in CPD damage formation. This asymmetry is conserved in vertebrates and invertebrates and is completely reversed between introns and exons. We show the asymmetry in introns is linked to the transcription process itself, and is also found in enhancer elements. In contrast, the asymmetry in exons is not correlated to transcription, and is associated with codon usage preferences. Reanalysis of nucleotide excision repair, normalizing repair to the underlying TT frequencies, we show repair of CPDs is more efficient in exons compared to introns, contributing to the maintenance and integrity of coding regions. Our results highlight the importance of considering the primary sequence of the DNA in determining DNA damage sensitivity and mutagenic potential.

INTRODUCTION

The genome is constantly subjected to damaging agents that target specific nucleotides. For example, certain base oxidations occur primarily on guanines, whereas base deamination occurs frequently at cytosines (1). The altered structure of damaged nucleotides can result in mis-pairing during replication and the introduction of mutations. Thus, specific base damages result in mis-pairing during replication and tolerate base damages and minimize detrimental mutagenesis. The efficiency of DNA repair processes is not uniform throughout the genome, and is affected both by the chromatin compaction and transcriptional status of a region. As a result, mutagenesis is not uniform (4,6–8).

Open and transcribed regions of the genome are generally associated with lower mutation rates (9–11). Lower mutagenesis has been attributed to the higher accessibility of the functional regions to repair enzymes (4,7,8,12). Within transcribed regions selective pressure also contributes to the lower mutation rates. Mutagenesis patterns differ between the transcribed and non-transcribed strands. Comparative genomic approaches show that C→T, A→G and G→T are all more prevalent in the coding strand (13,14). As a result, there is a reported asymmetry in the frequency of nucleotides between the two strands, and specifically depletion of T and G in the transcribed strand compared to the coding, or non-transcribed, strand. The asymmetric mutagenesis in genes could be driven either by preferential repair of transcribed strands, or by transcription-associated damage on the exposed non-transcribed strands (4,15).

One of the most studied DNA damages are damages induced by ultraviolet (UV) irradiation in sunlight. The most abundant type of damage induced by UV is the cyclobutyl pyrimidine dimer (CPD). CPD dimers form primarily in TpT (TT) pairs and to a lesser extent in TpC, CpT and CpC (16,17). These bulky damages pose an additional threat to genome function since they block both RNA and DNA polymerases. As a result, organisms of all kingdoms have evolved multiple mechanisms to deal with these damages, including multiple alternative DNA repair pathways, and specialized DNA polymerases that are able to bypass these lesions during replication in a relatively error-free manner (1,18,19). Despite these, UV radiation still induces a cell stress response, mutagenesis and cell death, and is a leading cancer-risk factor.

Recent advances in high resolution genomics have produced several single nucleotide resolution maps of CPDs in human cells (20–23). Together, they show that nucleosome and transcription factor binding could alter damage formation frequencies, primarily due to bending of the DNA to favorable angles for dimer formation (24,25). How-ever...
ever, in general, CPD frequencies are relatively uniform and dictated primarily by the underlying genomic sequences. The higher the frequency of TT, the higher the frequency of damage. The immediate consequence of these damages is inhibition of gene expression (26,27). The CPDs block elongating RNA Pol II and induce its subsequent degradation, resulting in a transcriptional shutdown. Longer genes, which harbor more TTs, are more susceptible to damage and therefore to compromised expression (28).

The major mechanism for removal of UV dimers in mammalian cells is nucleotide excision repair (NER). In NER, damages can be recognized either directly (in global genome repair) or by the stalled RNA polymerase (in transcription-coupled repair). Genome-wide mapping of NER has shown that repair is highly influenced by chromatin accessibility, and that transcription-coupled repair is exclusive to the transcribed strand, explaining the non-uniform distribution of UV mutagenesis (29–32).

The high dependence of damage formation on the underlying sequence has motivated us to investigate the frequency of damage-forming dinucleotides in genes, and led us to uncover asymmetric dinucleotide distributions that are conserved in vertebrates and invertebrates. Our findings suggest dinucleotide and polynucleotide frequencies are under additional constraints beyond the ones single-nucleotide sequences are subjected to. Our results highlight the importance of considering the primary DNA sequence as a driver of damage formation and a factor influencing genome stability.

METHODS

Genomic coordinates

The annotation file for 28,712 protein coding genes was retrieved from UCSC table browser, RefSeq, assembly hg38. In case of multiple variants, the longest one was kept. Overlapping genes and genes that have nearby genes in a distance of at most 6 kb upstream were removed using bedtools overlap and closest commands (version v2.26.0) (33). Exon and introns annotation files were retrieved from the UCSC table browser by uploading the list of the non-overlapping transcripts. In order to avoid splicing junction biases, 100 bases from each side of the intron and 10 bases from each side of the exon were removed. Consequently, the filtering analysis resulted in 9449 transcripts, 90,839 exons and 73,771 introns.

Coordinates of non-stranded permissive enhancers were retrieved from Zenodo (https://zenodo.org/record/5567755#.XrJfJajzaU) (34)). The left and right CAGE tags (columns 2 and 3 of the BED12 file) were considered as the corresponding eTSSs. Enhancers that have nearby enhancers or genes within distance of 2 Kb were excluded using bedtools closest commands leaving 12,849 enhancer elements (33). To plot average profiles, intervals of 750 bases were taken for each eTSS in the direction of transcription using bedtools slop and intersect commands. Due to the 5′→3′ directionality of transcription, the transcribed strand for the upstream eTSS (the left eTSS) is the plus strand, whereas the transcribed strand for the downstream eTSS (the right eTSS) is the minus strand.

Calculation of dimer frequencies

Dinucleotides frequencies of all genomic elements on the transcribed and non-transcribed strands were calculated using a custom python script. Since the direction of transcription is known, given the coding sequence (the non-transcribed strand) the sequence of its complementary strand (the transcribed strand) can be deduced based on DNA base pairing considerations. For example, TpT on the transcribed strand will be described as ApA on the coding strand. In case of overlaps (e.g. TpTpT) the dinucleotide was counted twice, with the exception of the polyT analysis in Figure 2. Average plots of TT frequencies over human genes were generated using bedtools. The bedtools intersect command was used for getting TT coordinates in those regions, and the bedtools slop command for defining the upstream and downstream regions relative to the TSSs. Only non-overlapping genes of length > 10 Kb were taken for this analysis (6401 in total). TT coordinates in the entire human genome were extracted with FUZZNUC (version 6.6.0.0) from the EMBoss package with the complement parameter (35). Strand-specific profiles were created using the R (version 3.5.1) Bioconductor genomation package (version 1.14.0) (36).

Analysis of Damage-seq data

Damage-seq data of CPD from the NHF1 cell line was downloaded from GEO (accession number GSE98025). Reads were processed following the steps mentioned in Hu et al. (21,37) and mapped to the human genome (hg38) with bowtie. Replicates were merged and only reads containing dipyrimidines (TT, CT, TC and CC) were kept (92%). Damage coverage of different genomic elements was calculated with bedtools coverage command.

Analysis of XR-seq data

Genome-wide maps of NER for CPDs in three cell lines: wild-type NHF1 skin fibroblasts, XP-C mutants and CS-B mutants were obtained from GEO (accession number GSE67941). For each of these cell lines, the sequencing reads were extracted, processed and mapped to the human genome, following the steps mentioned in Hu et al. (30). In Damage-seq analysis, 4nt sequences (−1 to 3 nt upstream from the fragment end) were used for analysis. In order to avoid biases in the repair to damage normalization, in XR-seq the read length was also reduced to 4 nt based on the identified dipyrimidine sites, taking the −1 and +1 flanking nucleotides.

Transcriptional strand asymmetry scores

Dinucleotide frequencies on the transcribed and non-transcribed strands were calculated as described above. The expected dinucleotide frequencies were calculated as the product of the frequencies of the individual nucleotides that compose the observed dinucleotide. For example, the expected frequency of TpT was calculated as f(T)^2. The dinucleotide asymmetry score between the strands was calculated as [(f(Dinuc-transcribed) – f(Dinuc-non-transcribed))]/ [(f(Dinuc-transcribed) + f(Dinuc-non-transcribed))].
Identification of poly(T) tracks

To plot average profiles of poly T tracts loci corresponding to the motif XpolyTX, where X = [A, C, G] were identified using the FUZZNUC. Poly T tables for the boxplots analysis in Figure 2 were created using custom python scripts.

Codon usage analyses

Coding sequences (CDSs) of the non-overlapping genes (described above) were retrieved from the UCSC table browser, RefSeq, assembly hg38. In order to quantify the enrichment or reduction of each dinucleotide within codons, the observed and expected frequencies were compared, where:

\[
\text{Observed} = \frac{\sum \text{codons occurrences that contain the given dinucleotide}}{\sum \text{total codons}}
\]

\[
\text{Expected} = \frac{N(\text{codons that contain the given dinucleotide})}{N(\text{total codons} = 64)}
\]

To check whether a specific codon pair is under- or over-represented, we used the following formulas for calculating the ratio of observed versus expected representation.

\[
\text{Observed frequency of adjacent pair } C_x, C_{x+1} = \frac{N(C_x, C_{x+1})}{N(C_{x+1})}
\]

\[
\text{Expected frequency of the first codon } C_x = \frac{N(C_x)}{N(\text{total codons})}
\]

where \(N(C_x, C_{x+1})\) represents all the occurrences of \(C_x\) as a first codon and \(C_{x+1}\) the second codon, and \(N(C_x)\) represents all occurrences of \(C_x\) + 1 appear to be the second codon, where \(C_x\) is any given codon. The expected frequency of \(C_x\) represents its relative frequency regardless of its order. Stop codons were included.

RNA-seq analysis

For the comparative analysis between male germ cell expression levels and strand asymmetry, we obtained testis expression profiles containing the median TPM from 322 individuals from the genotype-tissue expression (GTEx) Portal (https://gtexportal.org/home/datasets/). In addition, male primordial germ cell (PGC) and H9 ESC RNA-seq data (Supplementary Figure S6) were obtained from Guo et al. and Dileep et al., respectively ((38), GEO accession number GSE130541). Exon and intron coordinates of protein coding genes were extracted from GENCODE 25 annotation file using custom python script. Exons and introns of a given gene were merged forming a continuous sequence, in case of multiple transcripts only the longest one was kept. The protein coding genes were grouped in expression levels quartiles based on their expression values (transcripts per million, TPM or fragments per Kb per million, FPKM) and the strand asymmetry score was calculated for the exons and introns of every group of genes as described above.

Genome 3D organization

A/B compartment scores at 50 Kb resolution of Hi-C data from H9 ESCs were obtained from Dileep et al. ((39), GEO accession number GSE130541). Sex chromosomes (X and Y), and chromosome 4 and 10 were removed by the authors. Exons and introns that overlap the 50 Kb intervals were obtained using the bedtools intersect command. Elements were classified as A or B compartment based on the given A/B compartment score of their overlapping 50 Kb intervals. Elements that overlapped both compartments were discarded.

Analysis of dinucleotide transcriptional asymmetry in multiple organisms

Genomic data of 222 vertebrate, 96 Invertebrate and 67 plant species was downloaded from Ensembl ((40), releases 98, 45 and 47, respectively). Exon and intron coordinates were extracted from the gff annotation file. GC content, and dinucleotide frequencies in the transcribed and non-transcribed strands of each organism were calculated as described above.

Analysis of RNA Polymerase II and ATAC-seq data

BigWig files of ChIP-seq data of elongating RNA polymerase II (RNAPII) and ATAC-seq data in un-irradiated human VH10 cells (Fibroblast cells immortalized with hTERT) were obtained from GEO accession numbers GSE83763 and GSE125181 (41,42), respectively. Introns and exons coordinates of hg19 were obtained as described above where first and last intron/exon were removed in order to avoid biases. Average profiles over introns and exons were generated as described above. RNAPII and ATAC-seq coverage was calculated with bedtools coverage command.

Distribution of mutations across enhancers

Whole genome simple somatic mutation (SSM) data of 25 cancers (Supplementary Table S1) was obtained from the ICGC portion of the PCAWG consensus call sets for SNV/Indel (43). The same cancer types of different populations were merged. C→T transitions that are formed at sites of UV pyrimidine dimers were retrieved by mutation-patterns package (44). G→A transitions on the plus strand were considered as C→T transitions on the minus strand. C→T transitions coverage across enhancers regions was calculated with bedtools coverage command for the transcribed and non-transcribed strand separately.

Statistical analysis

We used Spearman’s correlation to compute the correlation between damage levels and TT frequencies. Statistical significance was computed by either Wilcoxon test or t-test depending on the data distribution. The P-values of multiple tests were adjusted by Bonferroni correction.

Codes and sample data for all analyses are provided in GitHub repository https://github.com/AdarLab/Damage_asymmetry.git.

RESULTS

Transcriptional asymmetry in T-tracks results in asymmetric damage formation

Genome-wide mapping of UV induced CPDs has shown that CPDs form primarily in TpT pairs (20–23). In
Damage-seq, sites of damage are precisely mapped by isolating damaged DNA and identifying the sites where a DNA polymerase is blocked. CPDs, previously mapped by Damage-seq, correlate with the overall TT frequency, such that the higher the frequency of TT in a gene, the higher the frequency of damage (Figure 1A). Thus, the major determinant of damage formation is the underlying nucleotide composition. While overall damage distribution in the genome is relatively uniform, analysis of damage formation over genes uncovered non-random patterns of damage formation. CPDs are depleted at the transcription start site (TSS) and are enriched at the transcription end sites (Figure 1B). Analysis of TT distributions at these same regions show the pattern of CPD damage formation is explained by the underlying TT frequencies. TTs are depleted at the TSS (45) and enriched at the TES (Figure 1C). Most notably, there is a clear asymmetry in the frequency of TTs, and therefore CPDs, between the transcribed and non-transcribed strands of genes that extends throughout the gene body. While this asymmetry in the gene body is small, based on Wilcoxon signed-rank test with Bonferroni correction it is significant ($P < 0.0001$, Figure 1D and E).

Enhancer elements in the genome are bi-directionally transcribed (46). We therefore conducted a similar analysis of damage and TT frequencies at enhancer elements identified by the Fantom consortium (34). For each enhancer, the sequence downstream of the left and right enhancer TSS (eTSS) was analyzed. Our results show that, similar to genes, CPD damage formation and TT frequencies are asymmetric at enhancers. This asymmetry is flipped between the left and right sides of enhancer centers. Given the directionality of transcription (from 5’ to 3’ of the nascent RNA), this shows that there are lower damage and TT frequencies on the actively transcribed strand in both directions (Figure 1F-I). These findings suggest that like genes, transcribed enhancers are subject to asymmetric mutagenesis. Indeed, as was previously reported for genes (3,47), analysis of melanoma mutations from whole genome sequencing of cancers (43) shows lower UV-linked C→T mutation frequencies on the transcribed, compared to non-transcribed strands of enhancers. This lower frequency of C→T mutations is specific for melanomas compared to other cancers, since other cancer types show no significant asymmetry (Supplementary Figure S1).

The transcriptional asymmetry in TT dinucleotide frequency is consistent with the previously reported enrichment of T nucleotides on non-transcribed strands (13,14). Therefore, the asymmetry of the dinucleotide frequencies could be explained by random adjacency of the two nucleotides composing them. We expanded our analysis to all the possible dinucleotides (showing only one of the complementary pairs, Figure 2). The overall frequency of dinucleotides in genes (counting both strands) cannot be explained solely by frequencies of the mononucleotides composing them (Figure 2A). While several dinucleotide frequencies, including TT are higher than expected in genes, the frequencies of others such as AT, TA and CG are depleted. We analyzed the asymmetry between the strands for all possible asymmetric pairs (excluding TA, AT, GC and CG pairs, that are inherently symmetric), and compared these distributions to those expected at random based on the mononucleotide frequencies (Figure 2B). For this we calculated a transcriptional asymmetry score as $([f(\text{TT}_{\text{transcribed}}) - f(\text{TT}_{\text{non-transcribed}})] / [f(\text{TT}_{\text{transcribed}}) + f(\text{TT}_{\text{non-transcribed}})])$. All dinucleotide pairs showed a degree of asymmetry between the strands. However, this asymmetry is not solely explained by the mononucleotide frequencies. For example, at random we would expect CT and TC frequencies to be identical, and similarly asymmetric. In fact, the frequency and degree of asymmetry of CT and TC are different (Figure 2A and B). Analysis of a set of random genomic regions (matched in number and lengths, but excluding transcribed regions) shows these enriched and depleted dinucleotide frequencies are also observed in non-transcribed regions; however, the asymmetry is strictly linked to transcription (Supplementary Figure S2).

Our analysis showed that of all dinucleotides, TT is the most asymmetric. The similarity between the observed and expected asymmetry levels indicates the majority of this asymmetry is explained by the asymmetric frequencies of the single T. It was previously reported that CPDs preferentially form in poly-T tracts (30,48). We therefore analyzed the asymmetry of specific poly-T sequences (up to 10) between strands. We observed higher asymmetries with higher T numbers (Figure 2C and Supplementary Figure S3A). To determine whether there was a specific preference for polyT over single T in each strand, we calculated the fraction of all the Ts in each strand that are within a single, or each of the poly-T contexts (Figure 2D and Supplementary Figure S3B). Indeed, it appears that the fraction of Ts in a single T context in the transcribed (52.87%) versus the non-transcribed (49.83%) strand is higher, whereas the fraction of polyT is lower. Thus, there is selective depletion of poly-T tracts in the transcribed strand.

Together, these results explain the asymmetric CPD damage formation in genes. Since CPDs block RNA polymerase transcription, depletion of these damages in the transcribed strands would be beneficial to any sun-exposed tissue and organism.

An opposite TT asymmetry in exons and introns

Previous analyses of asymmetric mutagenesis and nucleotide compositions focused on intronic sequences, excluding coding sequences that are under selective pressure (13,14). However, damages in transcribed strands are detrimental to transcription both in exons and introns. Therefore, we analyzed TT frequencies in the transcribed and non-transcribed strands for exons and introns separately. The asymmetry in TT, and therefore CPD formation, between the strands was flipped (Figure 3A-D and Supplementary Figure S4). While in introns, TTs were depleted in the transcribed strand relative to the non-transcribed strand, in exons TTs were more prevalent in the transcribed strand compared to the non-transcribed strand. This opposite asymmetry is maintained throughout the exon lengths and is not dictated by specialized sequences in the ends. Still, consistent with previous reports that exons were G/C rich, the overall TT frequency in transcribed strands of exons was lower than in introns, resulting in overall lower CPD damage frequencies in exons.
Figure 1. Asymmetric CPD damage formation is explained by asymmetric TT dinucleotide distributions. (A) CPD Damage-seq read density positively correlates with TT frequencies in genes, shown is Spearman correlation coefficient. (B) Average CPD Damage-seq read density profiles plotted separately for the transcribed (TS, light blue) and non-transcribed (NTS, purple) at the beginning and end of genes. TSS: transcription start site and TES: transcription end site. (C) Same as (B) except plotted is the average TT frequency. (D) CPD Damage-seq read frequencies over the transcribed and non-transcribed strands of gene bodies. Each data point represents normalized read count for an individual gene. (**) **P < 0.0001, based on Wilcoxon signed-rank test with Bonferroni correction. Boxes represent range between 75th and 25th percentile, the line represents the median and the diamond the mean. Outliers were discarded for the presentation. (E) Same as (D) except plotted are TT frequencies. (F) CPD Damage-seq read density profiles at enhancers, starting from each of the bidirectional eTSSs as defined by the FANTOM consortium. Data plotted separately for the plus (yellow) and minus (green) strands upstream (left) and downstream (right) the respective eTSSs. (G) Same as (F) except plotted is the average TT frequency. (H) Same as (D) except CPD Damage-seq read frequencies are plotted over the transcribed and non-transcribed strands of the first 500b from the eTSSs in the direction of transcription. (I) Same as (H) except plotted are TT frequencies.
We tested whether the transcriptional asymmetry in TT distribution in exons can be explained by codon usage. Indeed, codons that contain AA pairs are more frequent than expected at random, whereas codons that contain TT are less frequent, consistent with higher TT frequencies on the transcribed strand in exons (Figure 3E). TT/AA sequences in coding sequences could also be a result of T/A appearing in adjacent codons. To measure the frequency of dinucleotide sequences created by adjacent codons, we calculated the frequency of codons starting with a specific nucleotide appearing after a codon ending with a specific nucleotide (Figure 3F), and compared it to the frequency expected by equal distribution of codons. This analysis identified a depletion of codons starting with G following codons ending with C (Supplementary Figure S4C), and depletion of codons starting with A following codons ending with T (Figure 3F). The depletion of CG and TA sequences (also observed in Figure 3E) was previously reported (49,50) and attributed to selection against CGs that are sites of DNA methylation, and TA sequences that result in nuclease-sensitive UA sequences in RNA. In contrast, the frequencies of adjacent codons that would result in AA formation (codons ending in A and starting with A) was similar to what would be expected by equal distribution...
of codons. The frequency of adjacent codons forming TT sequences (codons starting with T following a codon ending with T) was lower than expected by equal distribution of codons, consistent with the observed lower TT frequency on the non-transcribed (coding) strand. Together, both codon composition and order explain the opposite asymmetry in TT formation in exons compared to introns.

The transcriptional asymmetry in nucleotide composition in introns, which are not under the selective pressures of coding regions, is likely driven by asymmetric mutagenesis in transcribed regions in the germlines. This asymmetric mutagenesis can be a result of preferential repair of the transcribed strand, or higher damage of the exposed non-transcribed strand. Since it was reported that germline mutations are primarily paternal (51), we obtained testis RNA-seq data from GTEx dataset (52) in order to test the relationship between expression levels and TT asymmetry. The TT asymmetry in introns negatively correlates with expression levels in male germ cells. In contrast, there is no correlation between the asymmetry in exons and the expression levels in testis (Figure 3G). This observation is also supported by male PGC and embryonic stem cell RNA-seq data (Supplementary Figure S4D and E) obtained from Gou et al. and Dileep et al. (38,39). Analysis of the three-dimensional organization of the genome in embryonic stem cells shows stronger asymmetry in introns in compartment A (active chromatin) compared to compartment B (inactive chromatin), consistent with the higher expression of genes in active chromatin (Supplementary Figure S4F). Thus, we conclude the asymmetry in introns, but not exons, is likely driven by the transcriptional process itself.

Opposite asymmetry in exons and introns is conserved through vertebrate and invertebrate evolution

To see if this asymmetry was conserved in other organisms, we downloaded the intron and exon sequences from all vertebrate, invertebrates, and plant genomes available in the Ensembl database (40). Fungal and bacterial genomes were not analyzed due to the low frequency of introns. For each organism, the average TT frequency was calculated for the transcribed and non-transcribed strands across all exons or introns. Indeed, there is a reversed asymmetry in TT frequency in the transcribed and non-transcribed strands between exons and introns in all vertebrates and invertebrates (Figure 3H). Of all the possible dinucleotide asymmetries, the asymmetry in introns, and the opposite asymmetry in exons is most pronounced for TT pairs (compare to Supplementary Figure S5). With five exceptions, the depletion of TT in the transcribed strands of introns is also observed in the majority of plant species (Supplementary Figure S4G). The exceptions were Cyanidioschyzon merolae, Oryza brachyantha, Chondrus crispus and Ostreococcus lucimarinus, which have very low intron frequencies, and the unicellular algae Chlamydomonas reinhardtii that has exceptionally high (61%) GC content. These were omitted in subsequent analyses. In contrast to vertebrates and invertebrates, in plants, the asymmetry in exons is lost. Using Arabidopsis thaliana as a model plant genome, we saw that the loss of asymmetry in exons can be attributed to the difference in codon usage (Supplementary Figure S4G–I), where both AA and TT containing codons are more prevalent than expected and codon order does not influence AA/TT formation. Thus in plants, the transcription-driven asymmetry in introns persists, but strand asymmetry in exons is lost due to altered codon usage. There is no correlation between G/C content and the asymmetry level in introns. In exons however, some correlation is observed, consistent with effects of G/C content on codon usage preferences (Supplementary Figure S5).

Higher efficiency of NER in exons

In light of this non-uniform distribution of TTs and therefore CPDs, we re-analyzed previous CPD DNA repair data generated by XR-seq (30) from three human cell lines: a Cockayne syndrome group B patient (CS-B) fibroblast cell line proficient in global genome repair only, a Xeroderma Pigmentosum group C (XP-C) patient fibroblast cell line proficient in transcription-coupled repair only (Figure 4) and a normal fibroblast cell line NHF1 proficient in both repair pathways (Supplementary Figure S7). In each cell type, the average XR-seq profiles were plotted separately for the transcribed and non-transcribed strands (Figure 4A and Supplementary Figure S7A). In XP-C cells, there is a clear enrichment of repair on the transcribed strand. Transcription-coupled repair is significantly elevated after the gene start, but there is a small dip in the signal immediately downstream of the TSS. Normalizing the XR-seq data by either the underlying TT, or initial CPD frequencies, resulted in a disappearance of this dip, and a smooth peak of DNA repair (Figure 4B and C; Supplementary Figure S7B and C). Similar to transcribed genes, normalized NER at enhancers displayed a strong transcription-coupled repair phenotype in XP-C cells (Figure 4D–F and Supplementary Figure S7D–F). In CS-B cells that do not have transcription-coupled repair but only global genome repair there is no enrichment of repair on the transcribed strand of genes. On the contrary, in the original XR-seq plots, there appears to be a slightly higher signal over the non-transcribed strand, starting from the gene start and proceeding into the gene body. Upon normalizing repair to the underlying TT or CPD frequencies, this preference for non-transcribed strand repair is lost. This is consistent with the higher observed repair being the result of the higher level of damage on the non-transcribed strand. However, near the TSS, there is in general higher efficiency of repair, likely due to the more open chromatin structure. Within this region—even after normalization of the data, there is still higher repair on the non-transcribed strand. While the strand difference is diminished, a similar pattern is observed at eTSS sites in enhancers. This could be due to stalled RNA polymerases that cannot elicit transcription-coupled repair, and inhibit access of global genome repair factors to the damage.

Given the difference in damage formation in exons and introns, we reanalyzed NER efficiencies in these regions, normalizing repair measurements by XR-seq to the underlying damage or TT frequencies (Figure 5A and B; Supplementary Figure S7G and H). Global genome repair (in CS-B cells) appear higher in exons compared to introns.
Figure 4. Altered repair profiles after normalizing to underlying damage or dinucleotide composition. (A) Average profile of normalized XR-seq read counts over the first 10 Kbp of gene intervals. Data plotted separately for the transcribed strand (TS, burgundy) and the non-transcribed strand (NTS, blue) (B) Average profile of XR-seq after normalization to the underlying CPD damage frequency determined by Damage seq. TS, black, NTS, green. (C) Same as (B) except data is normalized to the underlying TT frequency. TS, orange, NTS, purple. (D and E) Average profile of XR-seq after normalization to the underlying TT frequency at enhancers. Plotted separately are the plus (pink) and minus (blue) strands in the 750 bp transcribed intervals starting from the left and right eTSSs, respectively. (F) XR-seq normalized to TT frequencies over the transcribed and non-transcribed strands of 500 bp transcribed regions starting from the eTSSs. (** P < 0.0001 based on Wilcoxon signed-rank test with Bonferroni correction). Boxes represent range between 75th and 25th percentile, the line represents the median and the diamond the mean. Outliers were discarded for the presentation. In all plots, top panel refers to data from XP-C cells, proficient only in transcription-coupled repair, bottom panel refers to CS-B cells proficient only in global genome repair.
Differential NER in exons and introns. (A) Average profile of XR-seq after normalization to the underlying TT frequency. Plotted separately are the transcribed strand (TS, pink) and non-transcribed strand (NTS, purple) over the first 1.874 Kb of intron intervals in XP-C (top) and CS-B (bottom) cells. (B) Same as A, except plotted over 120 bases of exons. (C and D) XR-seq normalized to TT frequencies over the transcribed and non-transcribed strands, respectively, of exons and introns in XP-C (top) and CS-B (bottom) cells. (E) Average profile of ChIP-seq read densities of elongating RNA polymerase II (RNAPII) over the first 1.874 Kb of introns. Data plotted for both strands (F) Same as (E), except plotted over the first 120 bases of exons. (G) Distribution of ChIP-seq reads of elongating RNA polymerase II (RNAPII) over introns and exons. (H) ATAC-seq read densities measuring chromatin accessibility over the first 1.874 Kb of introns. Data plotted for both strands. (I) Same as (H), except plotted over the first 120 bases of exons. (J) Distribution of ATAC-seq reads over introns and exons. In all plots, **P < 0.0001 based on Wilcoxon signed-rank test with Bonferroni correction. boxes represent range between 75th and 25th percentile, the line represents the median and the diamond the mean. Outliers were discarded for the presentation.

**DISCUSSION**

Recent analyses of UV induced DNA damages have shown that while NER efficiencies are very heterogenic, damage frequencies in the genome are relatively uniform regardless of chromatin context or gene expression levels (21,29). Certain nuclear factors can affect damage formation. These include the rotational setting of nucleosomes (24,25), and binding of transcription factors (21–23). However, the major determinant of damage distribution in the genome remains the underlying sequence composition. Here we show that this sequence composition is not uniform and therefore can influence both damage distribution and its transcriptional consequences.

Our results clearly show that the distribution of dinucleotides in transcribed DNA is not random, but also not dictated solely by the frequencies of the single nucleotides composing them. This observation extends beyond dinucleotides also to polynucleotide sequences. Asymmetry of mononucleotide repeats was also recently reported by Georgakopoulos-Soares (53), who showed insertion and deletion events are asymmetric in transcribed regions. Additional elements in the human genome harbor non-random distributions of dinucleotides. For instance, nucleosome positions are associated with depletion of AA and TT pairs, and enrichment of GG, CC and GC pairs (54). CG dinucleotides, which are the target of DNA methylation, are generally depleted, while TG dinucleotides are overrepresented most likely because of CG → TG transitions of methylated cytosines as was previously reported both in evolution and cancer genomic studies (2,55,56). Here we show that dinucleotides also present different degrees of transcriptional asymmetries.

Of all possible asymmetric dinucleotides, TT/AA are most asymmetric. Furthermore, this asymmetry is completely reversed between introns and exons. What are the driving forces of these asymmetries? Exons are under strong selective pressure, and the TT asymmetry is consistent both with codon usage preferences and codon order. In introns, there are other forces at play. The most likely explanation is the action of asymmetric mutagenic events. However, we do not think the asymmetry is driven by UV mutagenesis, or is driven by a selective pressure to remove TTs from transcribed strands. This is supported by several aspects of the data: first, the asymmetry in TT is very similar to the asymmetry expected by a random pairing of two Ts (Figure 2B and D), indicating there is no strong selection specifically against TT. Second, the asymmetry is observed in all vertebrates and invertebrates including organisms that are not exposed to sunlight (Figure 3). And last, UV primarily causes somatic mutations in sun-exposed organs, whereas germ cells of most organisms are protected from light. Beyond UV-dimers, there are other damaging agents that target dinucleotides, and recent cancer mutagenesis efforts have uncovered new dinucleotide mutational signatures (57).
While in exons the asymmetry is flipped, the absolute frequency of TT sequences in both the transcribed and non-transcribed strands is still lower than that of introns and the genome average. TT and TA sequences in coding strands produce RNA harboring UU and UA sequences, which are targets of nucleases, and could therefore be selected against to preserve RNA stability (58).

From the UV-damage viewpoint, the lower TT frequency on transcribed strands is fortuitous as it would result in a lower level of polymerase-blocking damages. Does UV mutagenesis play a role in this phenomenon? Unlike, since in multicellular organisms, these selection processes must apply to the germline mutations and most germ cells are protected from UV. Could there be selection against UV damage forming dinucleotides? That does not seem to be the case.

Regardless, the outcome is that there are differences in the frequencies of CPD-forming TTs in the two strands. Genomic studies of NER, and specifically transcription-coupled repair, should consider these frequencies in the analyses of differential repair between regions and between strands. Doing so, we show that repair, primarily global genome repair, is more efficient in exons compared to introns. This could be explained by the higher accessibility of exons. A related study showed mismatch repair is more efficient in exons (59). This higher efficiency of repair of coding sequences acts to preserve their integrity.

We show that like genes, transcribed enhancer elements are also characterized by asymmetric transcription-coupled repair, asymmetric distribution of nucleotides, and asymmetric damage formation. The recent availability of cancer whole genome sequencing data allow us to analyze mutational patterns at enhancers. Indeed, we show that repair, primarily global genome repair, is more efficient in exons compared to introns. Doing so, we show that repair, primarily global genome repair, is more efficient in exons compared to introns. This could be explained by the higher accessibility of exons. A related study showed mismatch repair is more efficient in exons (59). This higher efficiency of repair of coding sequences acts to preserve their integrity.

We show that like genes, transcribed enhancer elements are also characterized by asymmetric transcription-coupled repair, asymmetric distribution of nucleotides, and asymmetric damage formation. The recent availability of cancer whole genome sequencing data allow us to analyze mutational patterns at enhancers. Indeed, we show that repair, primarily global genome repair, is more efficient in exons compared to introns. This could be explained by the higher accessibility of exons. A related study showed mismatch repair is more efficient in exons (59). This higher efficiency of repair of coding sequences acts to preserve their integrity.

CONCLUSION

Genome sequence is constantly subject to two, mostly contradicting, forces: natural selection to preserve function, and mutagenic processes that drive diversity but carry possible deleterious consequences. Transcriptional asymmetries in nucleotide composition are a result of asymmetric mutagenesis, which can be the result of preferential DNA repair of the transcribed strand, or higher damage-sensitivity of the exposed non-transcribed strand. Using UV damages as an example, here we show that this also makes the primary sequence of the genome asymmetrically sensitive to the next round of damage as the cycle of damage and mutagenesis continues.
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