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SUMMARY There is a strong push towards the ultra-realistic presentation of multimedia contents made possible by the latest advances in computational and signal processing technologies. Three-dimensional sound presentation is necessary to convey a natural and rich multimedia experience. Promising ways to achieve this include the sound field reproduction technique known as high-order Ambisonics (HOA). While these advanced methods are now within the capabilities of consumer-level processing systems, their adoption is hindered by the lack of contents. Production and coding of the audio components in multimedia focus on traditional formats such as stereophonic sound. Mainstream audio codecs and media such as CDs or DVDs do not support advanced, rich contents such as HOA encodings. To ameliorate this problem and speed up the adoption of spatial sound technologies, this paper proposes a novel way to downmix HOA contents into a stereo signal. The resulting data can be distributed using conventional methods such as audio CDs or as the audio component of an internet video stream. The results can be listened to using legacy stereo reproduction systems. However, they include spatial information encoded as the inter-channel level and phase differences. The proposed method consists of a downmixing filterbank which independently modulate inter-channel differences at each frequency bin. The proposal is evaluated using simple test signals and found to outperform conventional methods such as matrix-encoded surround and the Ambisonics UHJ format in terms of spatial resolution. The proposal can be coupled with a previously presented method to recover HOA signals from stereo recordings. The resulting system allows for the preservation of full-surround spatial information in ultra-realistic contents when they are transferred using a stereo stream. Simulation results show that a compatible decoder can accurately recover up to five HOA channels from a stereo signal (2nd order HOA data in the horizontal plane). key words: spatial sound, high-order Ambisonics, spatialization, surround, sound signal encoding

1. Introduction

Sound plays a critical role in multimedia communications. Realistic sound is necessary to convey the rich perceptual and affective information humans need to understand a perceptual scene. For this reason, the present paper focuses on the enrichment of multimedia contents, understood as their quality enhancement through signal processing, from the point of view of the auditory modality. Previous studies have found that the addition of even small amounts of linguistic information in the form of text can significantly enhance the perception of an auditory scene [1]. The present research, on the other hand, focuses on media enhancements that are fully contained within the auditory modality.

An important function of the auditory system is to provide the listener with spatial information, such as the approximate positions of sound sources around them; this is known as spatial hearing [2]. The realistic presentation of multimedia contents must take this into account and convey spatial information through sound. The importance of this is highlighted by the fact that the auditory modality provides the listener with information covering all directions around them, while vision covers only the front half-space. Furthermore, the auditory modality plays a critical role in determining the affective aspects of multimedia perception, such as the sense-of-presence [3].

The processing and presentation of spatial sound information is now possible [4], [5], thanks to recent advances in computing and telecommunication technologies. There are three mainstream approaches to the problem of spatial sound reproduction: binaural, multi-channel surround and sound field reproduction.

Binaural sound reproduction attempts to control the sound pressure at the listener’s ears. There is a wide variety of binaural systems capable of presenting recorded or synthesized sounds using either headphones or loudspeakers [6]–[9]. Binaural techniques can accurately convey spatial sound information; however, they require individual measurements of the head-related transfer function (HRTF) [2]. Binaural systems must be coupled with sophisticated tracking and processing systems if the control points (the position of the listener’s ears) are allowed to move. This condition is, however, mandatory for the accurate presentation of spatial sound [10]. Binaural recordings are commercially available, but they represent a niche market.

In a multi-channel surround sound system, a number of loudspeakers are arranged into a predefined configuration and used to present sounds from their respective directions [11], [12]. The reproduction stage of a multi-channel surround system, in general, does not require any special processing of the audio signals. This has made it a popular choice for mainstream spatial sound reproduction. However, commercial systems such as 5.1-channel surround have very limited spatial resolution when compared to other...
technologies. Furthermore, the lack of processing in the reproduction stage requires the audio contents to be mixed in a studio for a specific loudspeaker distribution. Any changes or upgrades to the reproduction system also require the contents to be updated. Nevertheless, multi-channel surround dominates the consumer market for spatial audio contents.

Spatial sound reproduction systems in the third category, sound field reproduction, represent a relatively new method made possible by faster signal processing and multi-channel technologies. They work by re-creating the sound pressure over an extended region surrounding the listeners [13]–[15]; this has several advantages over the other methods. Their focus on an extended region rather than two control points eliminates the required adjustments for each listener and their positions needed in binaural reproduction. The sound field reproduction approach reaches higher spatial resolutions than multi-channel surround systems by using the available loudspeakers more effectively. Until recent years, sound field reproduction was limited to research facilities and technical demonstrations [16], [17]. These technologies are now within the reach of modern consumer-level devices; however, there is only a handful of sound field recordings available to mainstream users. The lack of contents is due to the relative novelty of the method and the absence of a standard way to encode sound field information for distribution using conventional media.

The present paper seeks to accelerate the adoption of rich multimedia technologies by filling the gap between conventional audio systems and new technologies that can convey enhanced spatial sound characteristics. In particular, we propose a new method to enhance stereo signals with spatial sound information. Our proposal relies on a technology known as high-order Ambisonics (HOA) to encode sound field information into a multi-channel stream [15]. This is then downmixed into a stereo signal by modulating the inter-channel level and phase differences. The results are a stereo mix that can be reproduced by legacy systems. In addition, the original HOA data can be recovered using a previously proposed spatialization algorithm for stereo signals [18], [19].

The proposal focuses on two established technologies: HOA and stereo sound. The main reason behind the first choice is the system-agnostic property of the HOA format. Sound fields encoded using HOA can be reproduced by virtually any spatial audio system by adding a decoding stage [20]. It is also possible to reproduce them over headphones using binaural techniques [9]. The choice of a stereo signal as the output of the proposed algorithm is due to its widespread use, making it fully compatible with current technologies for broadcasting (radio, TV), distribution on physical media (audio CDs, DVDs) and internet streaming (MP3, FLAC, AAC).

An alternative method to represent HOA data using stereo and multi-channel signals is known as the Ambisonics UHJ format [21], [22]. This approach is similar to the matrix-encoding of surround sound used to downmix multi-channel data into a stereo signal and upmix it at the reproduction stage [23]–[26]. The main difference between these methods and the proposal lies in the way inter-channel differences are modulated. Conventional methods use a matrix of gains and delays that are applied equally to all frequency components. The proposal modulates the inter-channel differences using a filterbank stabilized by a non-linear spatial warping. Our results show that the proposal can achieve better spatial resolution than the Ambisonics UHJ format, which is limited to first-order horizontal Ambisonics (the lowest spatial resolution above monaural sound) when applied to generate stereo signals.

Section 2 reviews existing technologies to represent spatial sound using stereo signals. Section 3 summarizes a previously presented method to synthesize HOA data from an extended stereo mix. Section 4 introduces a new algorithm to generate stereo signals from HOA data. The methods of Sect. 3 and Sect. 4 are used together to evaluate the proposed system in Sect. 5. Finally, Sect. 6 summarizes the results and presents our conclusions.

2. Stereo Representation of Spatial Sound

Stereophonic sound is a well-established but limited method to convey spatial sound information. It uses two independent audio signals, a left and a right channel. In comparison with recent technologies, stereophonic systems have poor spatial resolution and cannot present sounds from all directions. Nevertheless, its long history and widespread adoption means that most sound systems can handle stereo signals.

The two-channel signals used in stereo systems can transport spatial information for more sophisticated reproduction methods. Binaural systems use stereo signals where the left and right channels carry the sound pressure data for the left and right ears respectively. In this Section, we review some of the existing methods that use stereo signals to transport the data for multi-channel surround and sound field reproduction systems.

2.1 Stereo Panning

Conventional stereophonic systems consist of two loudspeakers placed in front of the listener at azimuth angles of $-30^\circ$ and $30^\circ$. A common signal presented on both loudspeakers at different levels results in a sound image located somewhere between the loudspeakers. The level differences required to present sound from different directions are characterized by a panning law. The design of panning laws has been extensively studied. It is common to use sinusoid or tangent functions to define optimal laws [27], [28].

Conventional stereo signals consider panning laws spanning only the $-30^\circ$ to $30^\circ$ interval, which is the region covered by the loudspeakers. Presenting sound images outside of this interval with only two front loudspeakers requires more sophisticated techniques [8].

Some modern techniques, however, consider the panning law at directions outside of the loudspeaker coverage.
In these systems, the stereo signal is used to encode spatial information for reproduction using a more sophisticated system, such as multi-channel surround [23]. Figure 1 shows an extension of the conventional sinusoid panning law [23] covering all directions in the horizontal plane. An important observation is that, systems relying on the full panning law of Fig. 1, will give opposite polarities to the left and right channels when the sound image is located outside of the front half-space. The panning law encodes the left-right position of the desired sound image as an inter-channel amplitude difference, while its front-back position is encoded as an inter-channel phase difference.

### 2.2 Matrix-Encoded Surround

Panning laws similar to that of Fig. 1 can be used to encode the data for multi-channel surround systems as stereo signals. Each loudspeaker position in a multi-channel surround system can be associated with a pair of inter-channel signals. Each loudspeaker position in a multi-channel surround system as stereo signals. The gains and phase adjustments are summarized in an encoding matrix 

\[
\begin{bmatrix}
S_L(\omega) \\
S_R(\omega)
\end{bmatrix} = M \begin{bmatrix}
S_L(\omega) \\
S_R(\omega)
\end{bmatrix}.
\]

In Eq. (1), the stereo signals \(S_L(\omega)\) and \(S_R(\omega)\) are linear combinations of \(N\) multi-channel surround signals. The gains and phase adjustments are summarized in an encoding matrix \(M\) of 2-by-\(N\) complex elements. A simple example used to encode four-channel surround is

\[
M = \begin{bmatrix}
0.92 & 0.38 & 0.46\pi i & 0.19\pi i \\
0.38 & 0.92 & -0.19\pi i & -0.46\pi i
\end{bmatrix}.
\]

Inverting Eq. (1) makes it possible to approximate the original multi-channel data from its stereo downmix:

\[
\begin{bmatrix}
S_L(\omega) \\
S_R(\omega)
\end{bmatrix} \approx M^+ \begin{bmatrix}
S_L(\omega) \\
S_R(\omega)
\end{bmatrix}.
\]

In this equation, the decoding matrix \(M^+\) is the pseudoinverse of \(M\). The decoding equation associated with the example in Eq. (2) is:

\[
M^+ = \begin{bmatrix}
0.33 & 0.21 \\
0.21 & 0.33 \\
-0.4i & 0.05i \\
-0.05i & 0.4i
\end{bmatrix}.
\]

It is important to notice that these matrices are constant for all frequencies \(\omega\), since the panning law is not frequency dependent.

### 2.3 Sound Field Reproduction and the Ambisonics UHJ Format

High-order Ambisonics (HOA), a sound field reproduction technology, is a relatively new but promising method to present spatial sound where the sound pressure over an extended region surrounding the listener is controlled by a loudspeaker array. Sound field reproduction methods are both listener-independent and system-agnostic. This means that no individual adjustments are needed, as is the case of binaural presentation, and there are no prescribed positions for the loudspeakers. A decoder is used to calculate the loudspeaker signals that a specific system must use to recreate the target sound field.

The input to a sound field reproduction system consists of a description of the target sound field. A widely used characterization of sound field information is known as the spherical harmonic expansion [15]:

\[
\psi_k(\vec{r}) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} B_{nm}(kR_n(\omega\theta, \varphi). \]

This equation uses the spherical coordinate system shown in Fig. 2. Equation (5) is expressed in the frequency domain through \(k\), the wavenumber, which is related to the angular frequency \(\omega\) by the speed of sound \(c\) using the formula \(k = \omega/c\). The radial functions \(R_n(kr)\) are combinations of spherical Bessel and spherical Hankel functions [15], [29]. It is common to omit them to reduce system complexity.
since they are related to the sound source distance \[30\] and do not a
ff
ical harmonic function of order \(n\) and degree \(m\), denoted as \(Y_{nm}(\theta, \varphi)\), is defined in terms of the Legendre polynomials \(P_{n,m}\) by the formula

\[
Y_{nm}(\theta, \varphi) = \begin{cases} 
\sqrt{\frac{2n+1}{4\pi}} \frac{\sin^{n} \theta}{n!} P_{n,m}(\sin \theta) e^{im\varphi} & m < 0 \\
\sqrt{\frac{2n+1}{4\pi}} P_{n,0}(\sin \theta) & m = 0 \\
(-1)^m \sqrt{\frac{2n+1}{4\pi}} \frac{\sin^{n-m} \theta}{(n-m)!} P_{n,m}(\sin \theta) e^{im\varphi} & m > 0 
\end{cases} \tag{6}
\]

The expansion coefficients \(B_{nm}(k)\) are referred to as the HOA encoding of the sound field \(\psi(t)\). Practical systems consider these coefficients up to a maximum order \(N_{\text{max}}\).

An explicit formula for the HOA encoding of the sound field due to a plane wave incident from azimuth \(\theta_{\text{inc}}\) and elevation \(\varphi_{\text{inc}}\) is given in \[15\]:

\[
B_{nm} = -4\pi i Y_{nm}(\theta_{\text{inc}}, \varphi_{\text{inc}}). \tag{7}
\]

Here \(|\cdot|^{*}\) denotes the complex conjugate.

Equations (5) and (7) are valid for all directions, including those outside of the horizontal plane. However, this paper will consider only the case where the elevation angle \(\varphi = 0\). This is justified since stereophonic systems, as well as the multi-channel surround systems considered in the previous Subsection, are also limited to the horizontal plane. In this case, all of the expansion coefficients \(B_{nm}(k)\) for which \(|m| \neq n\) are zero. Therefore, a \(N_{\text{max}}\)-order HOA encoding in the horizontal plane consists of \(2N_{\text{max}} + 1\) sets of coefficients in the frequency domain, or signals in the time domain.

The HOA format can encode the spatial sound information corresponding to any desired sound field as a multi-channel signal. These signals can be further downmixed into a stereo stream using Eq. (1) with a suitable encoding matrix. This reasoning led to a format known as Ambisonics UHJ \[21\], \[22\]. In particular, the encoding matrix used to represent first-order HOA data in the horizontal plane as a stereo signal is:

\[
M = \begin{bmatrix} 0.47 - 0.086\pi i & 0.93 + 0.128\pi i & 0.328 \\
0.47 + 0.086\pi i & 0.93 - 0.128\pi i & -0.328 \end{bmatrix}. \tag{8}
\]

The first column generates an omnidirectional component corresponding to \(B_{0,0}\); the second column encodes front-back information \(B_{1,1}\); the third column handles the left-right component \(B_{1,-1}\). The Ambisonics UHJ format can downmix HOA data for higher orders or data outside of the horizontal plane; however, in these cases it produces three or more output signals. Its application to stereo systems is limited to first-order data in the horizontal plane.

### 3. Synthesizing HOA Data from Extended Stereo Signals

Conventional stereo signals encode sound source positions only in front of the listener. However, some stereo signals found in modern multimedia contents use the methods described in the previous Section to encode spatial sound information beyond the classical stereophonic limits. Previously, we proposed a method to extract this spatial information and generate an HOA encoding in the horizontal plane \[18\], \[19\]. This Section provides an overview of this method, which forms the basis for a new stereo representation of spatial sound.

#### 3.1 Stable Inversion of the Stereo Panning Law

The techniques described in Sect. 2 are based on the concept of a panning law which represents the left-right positions of sound images as an inter-channel amplitude difference, and their front-back positions as an inter-channel phase difference. Our proposed method attempts to recover these left-right and front-back coordinates by inverting the panning law. This is similar to Eq. (3); however, it considers all azimuth angles.

The first step in our proposal consists of calculating the inter-channel level and phase differences. These inter-channel differences correspond to the inferred sound source position along the front-back \((x)\), and the left-right \((y)\) axes; they can be calculated using the following formulas:

\[
x(\omega) = \left(1 + \frac{\arg[S_{L}(\omega)] - \arg[S_{R}(\omega)]}{\pi}\right) \mod 2 - 1. \tag{9}
\]

\[
y(\omega) = \frac{|S_{L}(\omega)| - |S_{R}(\omega)|}{\max(|S_{L}(\omega)|, |S_{R}(\omega)|)}. \tag{10}
\]

These formulas yield results in the interval \([-1, 1]\).

The inter-channel differences are enough to invert a panning law like that shown in Fig. 1. The result of doing this is shown in Fig. 3. However, this simple inversion does not result in stable positions for all sound images. Under some conditions, small variations in the stereo signals may lead to large changes in the inferred position for the sound image. The reason for this is that the inter-channel
Inverting the panning law yields an inferred azimuth angle, \( \theta(\omega) = \arctan(\hat{\beta}(\omega), \hat{\delta}(\omega)) \), for each frequency in the stereo signal. This can be used in combination with Eq. (7) to generate the HOA encoding. The corresponding sound field will contain all of the sound images present in the stereo signal as plane waves arriving from the directions encoded in the inter-channel differences.

Equation (7) deals with the spatial information of a plane wave field. The actual sound sources signals, however, must be extracted from the stereo data. This can be done by downmixing it to a monaural signal. Our method assumes the presence of important out-of-phase components; therefore, the downmixing should be carried out in the frequency domain. The monaural downmix \( O(\omega) \) can be calculated using the following formulas [18], [19]:

\[
|O(\omega)| = \sqrt{|S_L(\omega)|^2 + |S_R(\omega)|^2}
\]

\[
\text{Ang } [O(\omega)] = \begin{cases} 
\text{Ang } [S_L(\omega)] & \theta < 0 \\
\text{Ang } [S_L(\omega)] + \text{Ang } [S_R(\omega)] & \theta = 0 \\
\text{Ang } [S_L(\omega)] & \theta > 0 
\end{cases}
\]

The spatial information can be added by passing \( O(\omega) \) through a filterbank calculated from Eq. (7). Considering that the elevation angle \( \varphi \) is zero, the formulas for the spherical harmonics simplify into complex exponentials depending only on the degree \( m \). The expansion coefficients are zero for all terms with \( n \neq |m| \). The resulting filters \( F_m(\omega) \) are

\[
F_m(\omega) = \begin{cases} 
-\sin [m\theta(\omega)] & m < 0 \\
\cos [m\theta(\omega)] & m \geq 0 
\end{cases}
\]

Multiplying these filters by \( O(\omega) \) (equivalent to the convolution in the time domain) results in an HOA encoding inferred from the inter-channel differences of a stereo signal. The case \( m = 0 \) is just the monaural downmix (the omnidirectional component \( B_{00} \)); the results for \( m = 1 \) are the front-back difference (the HOA component \( B_{101} \)); when \( m = -1 \) the result is the left-right difference (corresponding to the HOA component \( B_{11-1} \)). The filters can be calculated to any desired order; however, the proposal does not yield significant improvements in spatial resolution above order 2 [18], [19].

4. Stereo Encoding of HOA Data

The method detailed in Sect. 3 can synthesize HOA data from a stereo signal by looking at its inter-channel differences. The proposal, however, assumes that the stereo source was mixed using a panning law similar to the one shown in Fig. 1. Applying the panning law is straightforward if the individual sound sources are available and their positions are known. However, this data is not directly available if the target sound has been already encoded in the HOA format. Furthermore, a significant advantage of HOA is that it allows for the direct recording of spatial sound using microphone arrays [31]. A method to downmix sound field recordings and HOA data to stereo while preserving
their spatial information is needed.

The simplest way to generate a stereo signal from HOA data is to discard all coefficients except the omnidirectional component $B_{0,0}$ and the left-right one $B_{1,1}$. A stereo signal can be calculated by taking the sum and the difference between these two HOA channels. This approach, while simple to implement, preserves only a minimum of the spatial sound information found in the original HOA data.

Another alternative is to look at the sound field characterized by the HOA data and simulate its recording using virtual directional microphones. This approach uses a technique known as beamforming [32]. It has been successfully used to extract sound sources and their directions from first-order Ambisonics data [33]. The method can be extended to higher orders; however, the intermediate microphone simulation stage introduces additional parameters and sources of inaccuracy in the system.

In this Section, we propose a new method to represent HOA data as a stereo signal. The proposal follows the procedure of Sect. 3 in reverse order and results in a stereo signal that can be decoded back into the HOA format by our previously proposed method [18], [19].

4.1 Recovering Azimuth Angles from HOA Data

As previously stated, our proposal considers only sound sources in the horizontal plane. Therefore, the input to our system consists of $2N_{\text{max}}+1$ channels containing the HOA encoding of a sound field.

The omnidirectional component $B_{0,0}$ carries no spatial information; however, it is a common part of all channels in the HOA data. Ideally, the relationship between this and the other channels should be described by Eq. (15). This can be summarized in matrix notation:

$$
\begin{bmatrix}
B_{0,0}(\omega) \\
B_{1,-1}(\omega) \\
B_{1,1}(\omega) \\
\vdots
\end{bmatrix} = \begin{bmatrix}
1 & - \sin[\theta(\omega)] \\
0 & \cos[\theta(\omega)] \\
0 & \cos[\theta(\omega)] \\
\vdots & \vdots
\end{bmatrix} \begin{bmatrix}
B_{0,0}(\omega)
\end{bmatrix}.
$$

At a given frequency, Eq. (16) reduces to the multiplication of a vector by a scalar. This can be easily inverted; however, since the HOA coefficients are sound signals a more stable approach is to calculate the deconvolution of each channel by $B_{0,0}$. This can be done by computing an inverse filter, through a Wiener filter or using more sophisticated, non-linear algorithms if required by the source signals [34]. Another important consideration is the range of the sine and cosine functions; the results of the deconvolution must be wrapped inside the interval $[-1, 1]$. The inverse of Eq. (16) is then

$$
\begin{bmatrix}
\tilde{\theta}_{-1}(\omega) \\
\tilde{\theta}_1(\omega) \\
\vdots
\end{bmatrix} = \begin{bmatrix}
-\arcsin[\frac{1}{B_{1,-1}(\omega) / B_{0,0}(\omega)}] \\
\arccos[\frac{1}{B_{1,1}(\omega) / B_{0,0}(\omega)}] \\
\arccos[\frac{1}{B_{1,1}(\omega) / B_{0,0}(\omega)}] \\
\arcsin[\frac{1}{B_{1,1}(\omega) / B_{0,0}(\omega)}]
\end{bmatrix}.
$$

Where $\cdot$ denotes the deconvolution of two signals and $\frac{\cdot}{\cdot}$ stands for the fractional part of a number. The inferred azimuth angles $\tilde{\theta}_n(\omega)$ are expected to be similar since they correspond to the same sound field. Our proposal considers the mean value as the inferred azimuth angle

$$
\theta(\omega) = \frac{1}{2N_{\text{max}}} \sum_{n=0}^{N_{\text{max}}} \tilde{\theta}_n(\omega).
$$

4.2 Generating the Stereo Signal

As previously stated, stereo signals can be generated by applying a panning law to a common monaural signal. Obtaining this common signal is straightforward since it corresponds to the omnidirectional component $B_{0,0}$. The panning law consists of a weight and a phase shift set by a target azimuth angle.

Equation (18) provides an azimuth angle for each frequency. It is possible to apply the panning law in Fig. 1 frequency-by-frequency at these angles to generate a stereo signal. The results of this approach are accurate along the left-right axis; however, the simple panning law encodes the front-back axis as either positive or negative polarity. The HOA data is not limited to these two values and may contain sounds that should be presented from any position along the front-back axis. To account for this, we propose a new method to calculate the inter-channel amplitude and phase differences from the inferred azimuth angles in Eq. (18). The goal is to ensure that the inter-channel differences can be used by the method in Sect. 3 to recover the original HOA data.

The first step is to calculate the front-back ($\hat{x}$) and left-right ($\hat{y}$) coordinates that correspond to each azimuth angle:

$$
\hat{x} = \cos[\theta(\omega)],
\hat{y} = \sin[\theta(\omega)].
$$

These correspond to the values calculated in Eqs. (11) and (12). It is now necessary to perform the inverse of the spatial warping introduced by the method proposed in Sect. 3. Inverting a system of polynomial equations like Eqs. (11) and (12) is a difficult problem and a solution is not guaranteed. Numerical methods can yield some results; however, a better approach is to consider the geometric meaning behind each of the corrections introduced by the warping equations.

The first correction is the global shift by $\tilde{\phi}$ along the $x$ coordinate. This can be easily reversed by changing the sign of the parameter $\tilde{\phi}$. The second correction stabilizes lateral sources; this is not a concern when generating the stereo signals as long as the amplitude differences are calculated correctly. Therefore, the normalized inter-channel phase difference $x$ can be calculated as

$$
x = \hat{x} - \tilde{\phi}(1 - \hat{x}^2).
$$

Once the value for $x$ is established, Eq.(12) becomes a simple polynomial equation which can be solved by
factorization. This yields the normalized inter-channel amplitude difference \( y \). Finally, these inter-channel differences can be applied to the omnidirectional component to generate a stereo signal as follows:

\[
\begin{pmatrix}
S_L(\omega) \\
S_R(\omega)
\end{pmatrix} = \begin{pmatrix}
\frac{1+y}{2}e^{jx/2} \\
\frac{1-y}{2}e^{-jx/2}
\end{pmatrix} \tilde{B}_0(\omega).
\] (21)

Some matrix-encoded surround methods take special care to avoid left and right channel signals of opposite polarities\[23\]. This is not the case in the proposed downmixing method. The proposal intentionally retains phase differences even if the resulting left and right channel signals have opposite polarities to improve front-back positioning of the sound sources. However, this adversely affects reproduction over typical stereo systems.

5. Evaluation

The method proposed in Sect. 4 can generate stereo signals from HOA encodings of sound fields. On the other hand, the method outlined in Sect. 3 does the opposite and synthesizes HOA data from stereo signals. Together, these methods form a system that can downmix HOA data for its distribution using conventional systems. On the receiving end, the stereo stream can be decoded back into an approximation of the original HOA data.

To evaluate the performance of our proposal, we consider the simple signal shown in Fig. 5. It consists of a 1 kHz pure tone multiplied by a 10 ms Hanning window. This signal was encoded using second-order HOA. The spatial information corresponds to a plane-wave field incident from different directions in the horizontal plane taken at intervals of 1°. The resulting HOA coefficients for a frequency of 1 kHz are shown in Fig. 6.

The HOA data for each of the 360 directions in the horizontal plane was downmixed to stereo using the method proposed in Sect. 4. Figure 7 shows four of the resulting stereo signals. These are consistent with the results expected from a panning law like that of Fig. 1. There are no interchannel differences at the front, highly lateral signals appear at 90° and 270°, signals of opposite polarity represent a sound source behind the listener. Small errors are visible in the signals for the left and right directions. These are not significant since their contribution to the inter-channel level difference is, at most, −26 dB (approx. 0.05 in a normalized linear scale).

The stereo signals obtained with the proposed method were then processed using the algorithm outlined in Sect. 3. The reconstructed HOA signals for 1 kHz are shown in Fig. 8. The wider bands, compared to those of Fig. 6, indicate a slight loss in spatial resolution. Nevertheless, the
proposal yields consistent results for all azimuth angles. The difference between the recovered HOA encoding and the original one appears in Fig. 9. The largest deviation from the target data occur at azimuth angles close to 90° and 270°. The maximum deviation reaches a level of −10.3 dB with respect to the peak of the target data. In a normalized linear scale, this corresponds to a deviation of approximately 0.31. From these results, we conclude that the methods described in Sect. 3 and 4 can be applied to generate stereo signals directly from HOA data. Furthermore, it is possible to recover a good approximation of the original HOA data from the inter-channel differences in the resulting stereo signals.

6. Conclusions

We proposed a method to represent spatial sound information encoded in the HOA format using stereo signals. The resulting signals are consistent with traditional panning laws. Furthermore, they preserve the spatial information available in the original HOA data encoded as inter-channel level and phase differences. This allows us to recover an approximation of the original HOA data using a previously proposed technique. Simulation results show that the proposed method retains adequate spatial resolution when applied to second-order HOA encodings. In this way, the proposal outperforms other techniques such as the Ambisonics UHJ format, which is limited to first-order HOA when downmixing to stereo signals.
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