Evaporation-driven liquid flow in sessile droplets

Hanneke Gelderblom, a, b, c Christian Diddens, b, c and Alvaro Marin b, c

The evaporation of a sessile droplet spontaneously induces an internal capillary liquid flow. The surface-tension driven minimisation of surface area and/or surface-tension differences at the liquid–gas interface caused by evaporation-induced temperature or chemical gradients set the liquid into motion. This flow drags along suspended material and is one of the keys to control the material deposition in the stain that is left behind by a drying droplet. Applications of this principle range from the control of stain formation in the printing and coating industry, to the analysis of DNA, to forensic and medical research on blood stains, and to the use of evaporation-driven self-assembly for nanotechnology. Therefore, the evaporation of sessile droplets attracts an enormous interest from not only the fluid dynamics, but also the soft matter, chemistry, biology, engineering, nanotechnology and mathematics communities. As a consequence of this broad interest, knowledge on evaporation-driven flows in drying droplets has remained scattered among the different fields, leading to various misconceptions and misinterpretations.

In this review we aim to unify these views, and reflect on the current understanding of evaporation-driven liquid flows in sessile droplets in the light of the most recent experimental and theoretical advances. In addition, we outline open questions and indicate promising directions for future research.

1 Introduction

A droplet is a liquid fragment that may adopt a spherical shape when its size is below the liquid’s capillary length (a few millimeters for water), and a spherical-cap shape when it enters in contact with a solid surface. In the latter situation, we will refer to them as sessile droplets. The evaporation of a sessile droplet spontaneously induces an internal liquid flow. This flow is the result of several complex phenomena, as illustrated in Fig. 1: first, the surface-tension driven minimization of the interfacial area generates a capillary flow to compensate for the evaporative loss from the droplet surface.1 If the contact line is not pinned, evaporation-induced contact-line motion can couple with the internal flow.2 Third, the non-uniform evaporative flux could induce temperature and/or solute concentration gradients that in turn give rise to a Marangoni flow.3 Fourth, in liquid mixtures natural convection triggered by evaporation could drive internal flow.4

The most ubiquitous of these evaporation-driven flows gives rise to the so-called coffee-stain effect, which appears when the capillary flow drags suspended particles towards the droplet’s contact line. This effect was first demonstrated by Deegan et al.1 and opened up an entirely new field of research. Since the pioneering work of the Chicago group4,7,8 many studies focused on the evaporation process itself (see reviews9–13).

Fig. 1 (a) Sketch of a generic evaporating sessile droplet with a contact angle $\theta$, and inhomogeneous evaporative flux $J$ from its surface. The droplet might experience contact line motion with a velocity $\vec{u}_c$ or/and surface tension gradients along its liquid–air interface $\nabla\gamma$. In this review we will cover how all these different phenomena influence the velocity field $\vec{u}$ inside the droplet. (b) Top view of the droplet showing its circular perimeter. (c) Close-up of the contact line. When the droplet contains a diluted suspension of monodisperse colloids and a capillary flow dominates their transport, particles self-organize in a well-defined way.6
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Other related works concentrated on wetting and spreading\(^\text{14}\) or on contact-line motion,\(^\text{2}\) with little attention on evaporation. A number of studies addressed specifically the evaporation-driven flow inside sessile droplets.\(^\text{6,15-23}\) In his review from 2014, Larson\(^\text{24}\) showed a selection of the most important contributions to the field from a chemical engineering perspective. Indeed, the major boom in the studies on evaporating droplets has occurred in the field of material science and chemical engineering, motivated by the desire to control the shape and structure of the deposits, see e.g. review articles\(^\text{25-28}\) for an overview. The key aspiration in these works is that by controlling the evaporation-driven flow, one could in principle predict and eventually manipulate the distribution of suspended non-volatile material at will. However, due to this practical motivation and the diversity of communities involved, the influence of internal flows in evaporating droplets is often overlooked or misinterpreted, and detailed knowledge remains dispersed among the different fields.

In this review, we discuss the current theoretical, numerical and experimental insights on the flow inside evaporating droplets. We aim to present a unified view and identify key open questions from a fluid-dynamic perspective and discuss its consequences to systems constituted by soft matter. We restrict ourselves to the paradigmatic case of droplets evaporating in ambient conditions, where free-convective transport of humid air\(^\text{29}\) and evaporative cooling\(^\text{30}\) are of negligible influence such that the evaporation is diffusion-limited,\(^\text{9,13}\) and the droplet shape evolves in a quasi-steady fashion.\(^\text{31}\) We start from the simplest situation: a freely suspended evaporating droplet, and then show how the interaction with different types of substrates gives rise to an evaporation-driven capillary flow, and how this flow is influenced by the contact angle and contact-line dynamics. Second, we discuss the influence of the liquid–gas interface on the internal flow, via solutal and thermal Marangoni stress. Third, we address the internal flow due to natural convection in evaporating liquid mixtures. Fourth, we discuss how evaporation-driven flows influence the transport and deposition of a dilute concentration of suspended non-volatile material, e.g. colloidal particles. We close by laying out the main open fluid-dynamical questions and promising directions for future work.

### 2 Capillary flow and the role of the substrate

Evaporative mass loss from the surface of a drying drop can induce an internal flow, as was first demonstrated in the seminal work by Deegan et al.\(^\text{1}\) This flow has its origin in capillarity: evaporative mass loss causes the droplet to change its shape, while at the same time it has to maintain its spherical-cap shape dictated by surface tension. As a consequence of the mismatch between these two effects, a capillary flow arises.\(^\text{3}\) However, the presence and nature of such capillary flow depends in a highly non-trivial way on the evaporative flux profile\(^\text{19,32}\) and the interaction of the droplet with a substrate, \(i.e.\) on the contact angle\(^\text{18,19,22}\) and the motion of the contact line.\(^\text{18,19,33}\) In the literature, this complexity often leads to confusion when addressing the flow direction (inward, outward, or circulatory) inside an evaporating droplet.

In this section we will discuss the influence of the liquid-substrate interaction on the capillary flow step by step, always assuming thermal equilibrium among all phases involved. We start from the simplest situation: a freely suspended evaporating droplet. Then, we move to the situation where the droplet is in contact with a substrate. We separately discuss the influence of the contact angle, pinning and motion of the contact line on the capillary flow, and argue that -perhaps counter-intuitively- neither contact-line pinning nor a diverging evaporative flux at the contact line are essential for the existence of a radially outward capillary flow. On partially wetting substrates, two situations will be analyzed in detail: the freely moving contact line, in which the contact angle remains constant (CCA or constant contact-angle mode), and the pinned contact line, in which the wetted area remains constant (CCR or constant contact-radius mode).\(^\text{34,35}\) Finally, we discuss the influence of complete wetting and hydrophobic substrates on the capillary flow.

#### 2.1 Freely suspended droplet

The simplest geometry to consider is a droplet that is freely suspended in quiescent air, as illustrated in Fig. 2. This configuration, which has first been studied by Maxwell\(^\text{36}\) and Langmuir,\(^\text{37}\) is found in e.g. spray drying applications, aerosols, airborne disease transmission, combustion and atmospheric science (see e.g. ref. 9 and 38, 39 and references therein). In absence of a substrate, the evaporative flux from the droplet surface is uniform and directed radially outwards. In the diffusion-limited regime the evaporative mass flux (in kg m\(^{-2}\) s\(^{-1}\)) is given by

\[
J = \frac{D\Delta c}{R}
\]

with \(D\) the diffusion coefficient of vapor in air, \(R\) the droplet radius, and \(\Delta c = c_s - c_\infty\) the difference between the saturated vapour concentration just above the liquid–air interface and the ambient vapour concentration far from the droplet. The rate of mass loss

**Fig. 2** Uniform evaporation from the surface of a freely suspended spherical droplet causes the inward motion of the liquid–air interface.
from the droplet follows by multiplication of the flux with the droplet surface area, from which we find

$$\frac{dM}{dt} = -4\pi R^2 J \rho \cos \theta.$$  (2)

Hence, we observe that since the flux scales as $J \sim R^{-1}$, the rate of mass loss is not proportional to the surface area of the drop but to its radius, in contrast to what is often naively anticipated.

Upon combining (2) with the expression for the shape change $dM/dt = 4\pi R^2 dR/dt$, where $\rho$ the density of the liquid, we find that $dR/dt = -J/\rho$. Upon integration we arrive at the famous $R^2 - \text{law}$

$$R^2(t) = R_0^2 - 2\frac{D\Delta c}{\rho} t$$  (3)

for a freely suspended evaporating droplet.

Importantly, the evaporative flux from the surface of a freely suspended drop does not induce any flow inside the droplet. As the evaporation proceeds, the interface of the droplet recedes inwards to accommodate for the mass loss. One could think about this situation as if the evaporation were just “peeling off a layer of liquid” from the droplet. Hence, the particle agglomeration at the interface of a colloidal suspension droplet in spray drying conditions (see e.g. ref. 38 and 40, 41) is purely due to the inward apparent motion of the liquid–air interface that collects the nanoparticles and not to an evaporation-induced internal flow, as is sometimes suggested in the literature. Indeed, it is not the particles that get advected to the interface, but vice versa: the interface recedes inwards, dragging particles along.

2.2 Sessile droplet with a contact angle $\theta = 90^\circ$

We now turn to the situation where the droplet is in contact with a substrate: a sessile droplet. For illustrative purposes, the configuration of a sessile droplet with a contact angle $\theta = 90^\circ$ is described first. In that case, the evaporative flux from the surface is still uniform and given by (1), as mathematically, the impermeable substrate can be considered as a mirroring surface. The velocity field inside an evaporating droplet in CCA and CCR mode subject to a uniform evaporative flux has been studied both under the assumption of a potential flow and CCR mode subject to a uniform evaporative flux has been studied both under the assumption of a potential flow and in Stokes flow. In these studies the general evaporation problem is simplified dramatically by assuming a uniform evaporative flux, however, in case $\theta = 90^\circ$ the Stokes flow solution becomes exact.

### 2.2.1 Freely moving contact line (CCA mode)

If the contact line can freely recede (dashed contour in Fig. 3(a)) at a speed that exactly matches the evaporative loss from the surface (i.e. $dR/dt = -J/\rho$) the drop is evaporating with a constant contact angle, i.e. in CCA mode. This situation is exactly the same as for the freely suspended drop: there is no capillary mechanism at play to generate a flow and the interface just recedes as dictated by the evaporative flux.

### 2.2.2 Pinned contact line (CCR mode)

When the contact line is pinned (Fig. 3(b)) the picture drastically changes. Clearly, peeling off a uniform layer of liquid from the droplet surface, as dictated by the evaporative flux, is incompatible with the constraint of a pinned contact line. As illustrated in Fig. 3(b) a compensatory internal flow is generated to transport the excess liquid from the top of the droplet (green area) to the contact line area (red area). This mechanism is at the heart of the capillary flow inside evaporating sessile droplets.

Fig. 3 illustrates that, in contrast to what is often believed, a divergence of the evaporative flux at the contact line is not required for the generation of a capillary flow. Indeed, outward flows are also found when the evaporative flux is uniform. Whenever there is a mismatch between the local evaporation rate and the constraints posed by the droplet’s spherical-cap shape and contact-line motion, a capillary flow arises. Clearly, as soon as the droplet starts to loose mass the contact angle will decrease below $90^\circ$, which is the situation that will be considered next.

2.3 Sessile droplet on a partially wetting substrate ($0 < \theta < 90^\circ$)

In the classical example of a pinned droplet on a partially wetting substrate (finite contact angle $\theta < 90^\circ$, Fig. 4), the
singular corner geometry of the droplet leads to a divergence of the evaporative flux at the contact line\(^\text{1,45}\) and the expression (1) does not hold anymore.

We will consider here the case where \(\theta \ll 90^\circ\), such that the drop shape is relatively shallow (i.e. its height is much smaller than its base radius, \(h \ll R\)). In this situation, the capillary flow inside the droplet can be calculated analytically.\(^\text{6,15}\) For this exemplary case, we will summarize the calculation here, considering both the CCR and the CCA modes.

Consider the axisymmetric, shallow droplet sketched in Fig. 4. Following\(^\text{6,7}\) we define an infinitesimally small control volume of width \(dr\) at a distance \(r\) from the droplet center. Mass conservation requires that the rate of change of the amount of liquid inside this control volume is equal to the net inflow of liquid minus the amount of liquid that evaporates from the droplet surface:

\[
\frac{\partial h}{\partial t} = - \frac{1}{r} \frac{\partial Q}{\partial r} - \frac{1}{\rho} J, \quad (4)
\]

where \(h(r,t)\) is the droplet height profile, \(t\) the time, and \(Q(r,t)\) the volume flow at a distance \(r\) from the center of the droplet, defined as \(Q = rh \bar{u}\), where \(\bar{u}\) is the height-averaged radial velocity. From (4) one immediately observes that, when the local decrease in droplet height is smaller than the evaporative loss, a flow arises.

In the following, we will consider the situation where the droplet shape is not affected by the flow inside the droplet or by gravity, which means that both the capillary number \(\mu U/\gamma\) and the Bond number \(\rho g R^2/\gamma\) are small,\(^\text{24}\) where \(\gamma\) is the surface tension, \(\mu\) the dynamic viscosity, \(U\) the typical velocity scale and \(g\) the gravitation acceleration. Hence, the droplet shape is restricted to a spherical cap as dictated by surface tension, with either a pinned or a moving contact line (i.e. evaporation in CCA or CCR mode). Consequently, the local change in droplet height (left-hand side of (4)) is also restricted. Whenever this local height change does not match the evaporative flux a capillary flow arises, as illustrated in Fig. 5.

In the limit of small contact angles (\(\theta \ll 90^\circ\)) simplified expressions for \(h\) and \(J\) are available, which allows for an explicit analytical solution to (4). For \(\theta \ll 90^\circ\) the evaporative flux is given by\(^\text{6,7}\)

\[
J(r) = \frac{2}{\pi \sqrt{R^2 - r^2}} \frac{D \Delta c}{\rho}, \quad (5)
\]

with \(r\) the radial coordinate and \(R\) the base radius of the sessile droplet (see Fig. 4). For small contact angles the droplet’s spherical-cap shape is well described by a parabola with contact angle \(\theta\):

\[
h(r, t) = \frac{R^2(t) - r^2}{2 R(t)} \bar{u}(t) \quad (6)
\]

To obtain an expression for the capillary flow \(Q\) using (4)–(6), we now discriminate again between the case of a pinned and a moving contact line.

### 2.3.1 Pinned contact line (CCR mode)

When the contact line is pinned, the droplet’s base radius \(R\) is constant while its contact angle \(\theta(t)\) decreases with time. We now use (4) to calculate the flow and velocity field in this case following the approach detailed in ref. 6. An expression for \(\partial h/\partial t\) in (4) follows from a global mass conservation: the decrease in droplet volume

\[
\frac{dV}{dt} = \frac{d}{dt} \int_0^R h(r, t) 2 \pi r dr = \frac{\pi R^2}{4} \frac{d\theta}{dt} \quad (7)
\]

equals the total amount of evaporated liquid

\[
\frac{dV}{dt} = -\frac{1}{\rho} \int_0^R J(r) 2 \pi r dr = \frac{4 R D \Delta c}{\rho} \quad (8)
\]

such that

\[
\frac{d\theta}{dt} = \frac{16 D \Delta c}{\pi R^2 \rho} \quad (9)
\]
and hence

$$\theta(t) = \frac{16D\Delta c}{\pi R^2 \rho} (t_f - t), \quad (10)$$

with $t_f$ the total lifetime of the droplet. By integration of (4) and using (5), (6), and (9) we find that the radially outward flow is constant in time and given by

$$Q(r) = \frac{2RD\Delta c}{\pi \rho} \left[ \sqrt{1 - (r/R)^2} - (1 - (r/R)^2) \right]. \quad (11)$$

The height-averaged radial velocity then follows from

$$\overline{u}(r, t) = \frac{Q}{r\theta} \frac{1}{4D\Delta c} \frac{1}{\theta(t)} \frac{1}{\sqrt{1 - (r/R)^2}} \quad (12)$$

Close to the contact line ($r \to R$) this expression for the height-averaged velocity reduces to

$$\overline{u}_{app}(r, t) = \frac{2\sqrt{2D\Delta c}}{\pi \rho R} \frac{1}{\theta(t)} \frac{1}{\sqrt{1 - r/R}}. \quad (13)$$

Once the height-averaged velocity is known, the velocity field within the droplet can be obtained in the lubrication approximation.\(^\text{15,22}\) In that case the Navier–Stokes equations reduce to\(^\text{46}\)

$$\frac{dp}{dr} = \frac{\beta^2 u}{2}, \quad (14)$$

with $p$ the pressure, $u$ the radial velocity and $z$ the coordinate perpendicular to the substrate. As boundary conditions one imposes $u(0, t) = 0$ (no slip) and $\frac{\partial u}{\partial z}|_{z=h(r, t)} = 0$ (no shear stress at the liquid–air interface). Upon integration of (14) we then find

$$u(r, z, t) = \frac{h(r, t)}{h'(r, t)} \overline{u}(r, t) \left( h(r, t) - \frac{1}{2}z^2 \right). \quad (15)$$

with $\overline{u}$ given by (12). An analysis of the full Stokes-flow problem in the corner geometry near the contact line\(^\text{22}\) has demonstrated that the lubrication velocity field given by (15) is accurate all the way down to the contact line as long as the contact angle of the droplet $\theta < 90^\circ$. Moreover, this velocity field is found to be in excellent agreement with Particle Image Velocimetry measurements.\(^\text{6,47}\)

The velocity field (15) and (12) displays two singularities: a spatial singularity arises as one approaches the contact line, which originates from the divergence of the evaporative flux (5), as is clearly seen in (13). On top of that, there is a temporal singularity that originates from the vanishing droplet height towards the end of the droplet lifetime, as $\theta \to 0$ in (12) and (13), or $h \to 0$ in (15). This temporal singularity, which is completely decoupled from the spatial one, has dramatic consequences for the particle deposition in the ring stain that forms, as will be discussed in Section 5.

2.3.2 Freely moving contact line (CCA mode). A similar calculation can be done for a droplet in CCA mode. In that case we obtain from (7) $dV/dt = (3/2)\pi \theta R^2 dR/dt$ and hence, through (8)

$$\frac{dR}{dt} = \frac{16D\Delta c}{3\pi \theta R^2}. \quad (16)$$

from which

$$R(t) = \sqrt{R_0^2 - \frac{32D\Delta c}{3\pi \theta R^2} t}, \quad (17)$$

with $R_0$ the initial droplet radius. Combining (5), (6) and (16) we obtain from (4) by integration

$$Q(r, t) = \frac{2R(t)D\Delta c}{\pi \rho} \left[ \sqrt{1 - \left( \frac{r}{R(t)} \right)^2} - 1 \right] + \frac{2}{3} \left( \frac{r}{R(t)} \right)^2 + \frac{1}{3} \left( \frac{r}{R(t)} \right)^4. \quad (18)$$

The velocity field can again be obtained in the lubrication approximation and is given by (15), but now with the height-averaged velocity expressed as

$$\overline{u}(r, t) = \frac{4D\Delta c}{\pi \rho \theta} \frac{1}{\sqrt{1 - (r/R(t))^2}} \left[ \frac{1}{\sqrt{1 - (r/R(t))^2}} + \frac{2}{3} \left( \frac{r}{R(t)} \right)^2 + \frac{1}{3} \left( \frac{r}{R(t)} \right)^4 - 1 \right]. \quad (19)$$

In Fig. 6 we compare the height-averaged velocities for a droplet in CCR mode (12) and CCA mode (19). In the inset, the same is done for the flows in CCR (11) and CCA mode (18). In both modes, the flow increases from the center of the droplet, where it must be zero for symmetry reasons, reaches a maximum and then decreases back to zero at the contact line, as there can be no net flow out of the droplet. Clearly, in both cases (CCR and CCA) the flow and velocity are directed radially.
outward, as was already expected from the sketch in Fig. 5. Hence, even though in CCA mode the contact-line itself is receding, the internal flow is directed radially outward. However, the magnitude of the flow and radial velocity are much larger in CCR mode, as a result of the larger mismatch between the evaporative flux profile and the constrained motion of the liquid–air interface (compare the blue dashed with the green and red solid lines in Fig. 5).

2.3.3 Some remarks on the spherical-cap constraint and contact-line motion. In the analysis above we assumed that surface tension is so strong that the drop maintains a spherical-cap shape independent of the internal flow (i.e. the capillary number is small) and that, in CCA mode, the contact line is completely free to move. However, these assumptions are not always justified. For a detailed discussion on the coupling between the interface shape, contact-line motion and the flow inside a droplet the reader is referred to the review articles and here we restrict ourselves to a few comments specific to evaporating droplets.

First of all, the contact-line motion is often not completely free, but restricted by properties of the substrate (i.e. the substrate’s receding angle) and potential self-pinning due to the deposition of solutes. Pinning forces could therefore induce a stick-slide/stick-slip motion of the contact line. During the sliding phase there will be an inward flow away from the contact line, as described by Huh & Scriven. At the same time, the evaporation flux from the droplet surface causes an outward flow, as discussed above. Since both flows are governed by the Stokes equations, the two solutions can be superimposed, and one would expect a cross-over length scale where the two velocity fields cancel each other. Using the previously derived expression for the capillary flow close to the contact line (13), we find for this cross-over length scale

$$\ell_c \approx \left( \frac{DAc}{\rho \theta R_0 V} \right)^2,$$

where $V$ is the contact-line speed. Beyond this length scale, the flow is dominated by the receding motion of the contact line and directed inwards, while closer to the contact line the evaporation-driven outward flow dominates. Note that when the contact-line can move freely and its velocity $V$ is given by (16), a cross-over no longer occurs and the entire flow field is pointing radially outward, as shown in Section 2.3.2.

Second, for droplets evaporating in CCA mode, a deformation of the interface will occur close to the contact line: the no-slip boundary condition at the solid substrate conflicts with the moving contact-line condition, causing a divergence of the internal pressure and hence a local deformation of the interface. This interface deformation occurs only close to the contact line, while the remainder of the droplet is still described by a spherical cap receding with a macroscopic or apparent contact angle close to its equilibrium value. However, when the equilibrium contact angle is small ($\theta < 5^\circ$), the interfacial deformation becomes more prominent and the macroscopic contact angle changes, such that expressions (18) and (19) no longer apply.

Third, also the incompatibility of the diverging evaporative flux with the no-slip condition at the boundary causes a diverging internal pressure field. This condition applies to droplets in both CCA and CCR mode, and may again cause interface deformations. However, again the effect is only prominent for small contact angles ($\theta < 5^\circ$) and at small distances ($\ll R$) from the contact line. We note that, importantly, the introduction of a slip length will not cure this pressure divergence as it is even stronger than the one found in the moving contact line problem.

Finally, for droplets larger than the capillary length, the spherical-cap assumption is no longer valid and gravity modifies the droplet shape to become puddle-like. This different shape will alter the evaporative-flux profile. Moreover, for large droplets natural convective transport of vapor comes into play, which further alters the evaporative flux. These changes in droplet shape and evaporative flux will of course also alter the internal flow, which will then depend on the specific shape adopted by the liquid phase on the substrate and it is therefore not universal.

2.4 Complete wetting

When a droplet is deposited onto completely wetting substrate, it will want to spread out in accordance to Tanner’s law while its macroscopic contact angle is decreasing to zero. However, if the droplet is also evaporating, and the evaporative mass loss takes place on the timescale of the spreading, a very delicate problem arises. In this case, the droplet will not reach a zero contact angle: while the droplet tries to spread out, evaporation causes the droplet’s apparent contact angle to remain finite. Moreover, the droplet shape is no longer constrained to a spherical cap, but evolves over time as a function of both the evaporative flux and internal flow. Indeed, for small contact angles the influence of evaporation-induced interface deformations increases dramatically. In turn, the change in drop shape affects the evaporative-flux profile and internal flow. In addition, as the droplet spreads out to a thin film, disjoining pressure will start to play a role. As a result the shape of the droplet is not known a priori, which poses a challenging problem: the droplet shape, internal flow and evaporative flux are coupled, and local solutions close to the contact line depend on the global evaporation characteristics. An approximate description of the spreading dynamics based on a pre-described evaporative-flux profile combined with a phenomenological description of the time-dependent droplet radius has been derived by ref. 55. A self-consistent theoretical description of the complex coupling that arises between the droplet shape, internal flow and evaporative flux in complete wetting is provided by ref. 52 and 53. However, in complete wetting, the shape of the droplet, its apparent contact angle, the spreading dynamics and the width of the contact line region still remain subject of debate.

2.5 Sessile droplet on a (super)hydrophobic substrate ($\theta > 90^\circ$)

For arbitrary contact angles, the evaporative flux in the wedge-shaped region close to the contact line can be...
approximated as \( J(r) = A(\theta) \frac{D\Delta c}{R}(1 - r/R)^3 \phi(\theta) \), \( (21) \) with \( \phi(\theta) = \pi/(2\pi - 2\theta) \), and \( A(\theta) \) a prefactor of order unity that can be obtained from matching to the full spherical-cap solution for the evaporative flux, as derived by Popov. From (21) one observes that for \( \theta > 90^\circ \) the evaporative flux no longer diverges (as it does for \( \theta < 90^\circ \)), but decays to zero at the contact line.

For large contact angles, the calculation of the internal flow becomes extremely complicated. First of all, the description of the evaporative flux and droplet shape are difficult and require the use of toroidal coordinates. An analytical solution for the evaporative flux along the entire spherical-cap surface has been derived by Popov based on the solution for the electro-static potential of a lens-shaped, charged conductor provided by Lebedev. Second, the mass conservation eqn (4), in which one implicitly assumes \( h \ll R \), is no longer applicable. As a consequence, the description of the internal flow becomes challenging and exact explicit solutions are not available.

The velocity fields inside an evaporating droplet or liquid line of arbitrary contact angle have been derived under the simplifying assumption of inviscid flow and hence free slippage over the solid substrate. Stokes flow solutions have been obtained for either a uniform or a regularized evaporative flux. Similarity solutions to the Stokes flow subject to the evaporative flux (21) in the wedge-shaped region close to the contact line have been derived by Gelderblom et al. This analysis showed that, surprisingly, for large contact angles (\( \theta > 127^\circ \)) reversing flow structures appear. Moreover, for \( \theta > 133.4^\circ \) Moffatt eddies dominate the flow near the contact line. To investigate how these corner flows relate to the flow in the entire droplet, numerical simulations are required. Up to now, however, numerical studies focused on smaller contact angles. In Fig. 7 we show, for the first time, numerical results for the velocity field inside a water droplet with a contact angle of 150°. The inset indeed confirms the presence of the analytically predicted reversing corner flow. The extend of this region grows for higher contact angles and indeed vanishes at a critical contact angle of \( \theta \approx 133.4^\circ \), however, the size of the region and the reversed velocity is small compared to the size and typical velocity of the entire droplet.

Experimentally, too, assessment of the flow inside a droplet on a hydrophobic or superhydrophobic substrate is challenging, as the shape of the droplet obscures the view in the contact-line area. Up to now, there is no reliable experimental method available to fully resolve the predicted flows in the whole volume for evaporating droplets with contact angles above 90°.

3 Evaporation-driven Marangoni flow: the role of the liquid–gas interface

Until now, the liquid–gas interface has been considered shear-free. However, in practice, the free surface is often subject to an interfacial shear stress that gives rise to an additional internal flow. In this section, we will discuss how gradients in the interfacial temperature and in the concentration of surface-active material can give rise to interfacial shear, and, as a consequence, induce a Marangoni flow inside the evaporating droplet.

Such a flow can be quantified by the Marangoni number \( \text{Ma} \). In its most generic version, the \( \text{Ma} \) number can be defined as the ratio between Marangoni-driven advective flow and the diffusive transport of the property generating the surface tension gradient (temperature or interfacial concentration of solute): \( \text{Ma} = UL/D_X \), where \( L \) is the length scale of the concentration gradient and \( D_X \) is a diffusion constant of the variable \( X \) (with units of area per unit time). The order of magnitude of the Marangoni flow \( U \) can be approximated by \( \Delta \gamma/\mu \), where \( \mu \) is the liquid’s dynamic viscosity. The change of surface tension \( \Delta \gamma \) can be expressed as a function of the variable \( X \), which refers to either the temperature or the concentration of solute along the interface, resulting in the following generic expression of the Marangoni number:

\[
\text{Ma} = \frac{\Delta \gamma}{\mu L} \frac{\Delta X}{L}, \quad (22)
\]

Most elements in the expression (22) are liquid properties, and therefore known a priori, except for \( \Delta X \) and \( L \). In the following sections we will discuss some examples in which these quantities can be approximated. In particular, we will discuss important features of Marangoni flows generated by thermal gradients (Section 3.1) and by solutal gradients (Section 3.2).
3.1 Thermal Marangoni flow

Up to now, we described the evaporation process as thermodynamically out-of-equilibrium, but thermally in equilibrium. However, the loss of enthalpy in evaporating droplets unavoidably leads to a loss of thermal energy, manifested by a temperature decrease. Surface tension, as all thermodynamic variables, is temperature dependent and it will typically increase for decreasing temperatures. Therefore, any interfacial temperature gradient will lead to a surface tension gradient and consequently to a so-called thermal Marangoni flow.

We start our reasoning as in Section 2.1 with a freely suspended droplet in air. In this simpler case, the evaporation flux is homogeneous along the liquid–air interface, and the loss of enthalpy leads to a homogeneous temperature drop that diffuses inwards. Therefore, the symmetry of the system prevents the onset of any liquid flow in a spherical evaporating droplet.

Such a symmetry is broken when the droplet becomes sessile by entering in contact with a solid substrate. In that case, as we analyzed in Section 2.3, the evaporative flux at the liquid–gas interface becomes non-uniform, which could give rise to interfacial temperature gradients. In addition, the liquid phase is now in contact with a solid phase, and heat can also be exchanged through the liquid–solid interface. The solid surface would become a source or a sink of heat depending on the thermal conductivity ratio of the liquid and the solid phase. The direction of the interfacial shear and hence the Marangoni flow is given by the direction of the temperature gradient along the liquid–gas interface. The strength of the Marangoni flow depends on several factors, and can be quantified by the Marangoni number (22), which in the case of thermal gradients can be easily derived from (22), leading to:

$$\text{Ma} = \frac{d\gamma}{dT} \frac{\rho H_r L}{\mu k}$$  \hspace{1cm} (23)

where $H_r$ is the latent heat of vaporization, $\mu$ is the liquid dynamic viscosity, and $k$ is the liquid's thermal conductivity. Here we have used the fact that the temperature decrease $\Delta T$ of a liquid upon evaporation per unit volume is simply $H_r/\rho C_p$, where $C_p$ is the specific heat capacity at constant pressure. The variation in surface tension with temperature $d\gamma/dT$ is often termed the temperature coefficient, and takes negative values for pure liquids under atmospheric conditions for thermodynamic consistency.

3.1.1 Direction of the Marangoni circulation. As discussed above, the direction of the thermal Marangoni flow in evaporating droplets is determined by the direction of the interfacial temperature gradient. The energy required for the phase change is transferred to the interface through the liquid, the gas and the solid phases. Since the thermal conductivity of the solid phase is often orders of magnitude larger than that of the gas phase, typically the solid and the liquid phase play the dominant role in the heat transfer. The interfacial temperature gradient therefore strongly depends on the properties of the liquid droplet and the solid substrate. For example, in the classical case of a sessile water droplet on a glass substrate, the solid phase is 1.6 times more conductive than the liquid phase. For droplets with a contact angle $<90^\circ$, the heat loss is largest at the contact line. However, since glass is more thermally conductive than water, the heat is supplied from the solid substrate. The contact-line region is in direct contact with the substrate and therefore this will be the warmest region in the droplet. As a result, a thermal gradient is established from the apex to the droplet base. This effect was analyzed numerically by Diddens et al., who noticed that not only thermal conductivity of the solid and liquid is important, but also the substrate thickness, as suggested earlier by experiments and theoretical models.

Interestingly, theoretical modelling predicts that interfacial temperature gradients can change directions (towards contact line or away from it) depending on a very subtle way on the liquid properties, droplet contact angle, substrate conductivity and evaporative cooling rate. Such an inversion of the surface temperature gradient should result in an inversion of the Marangoni flow circulation. Unfortunately, up to now, no direct experimental evidence of such a flow inversions has been shown. Some of the reasons for such mismatch will be discussed in the following sections.

3.1.2 Strength of the Marangoni flow. The thermal Marangoni flow adds to the capillary flow discussed in Section 2, and it is directly proportional to the Marangoni number (23). Liquids with low thermal conductivity (low $k$) yield large Marangoni numbers since they can support large thermal gradients along the interface. For these liquids, the internal flow is strongly dominated by thermal Marangoni flow. This strong Marangoni flow has for example been observed in ethanol (on highly conductive substrates), in early experiments with infrared imaging, and later confirmed in numerical simulations and experiments in micro-gravity conditions.

A case that deserves an extended discussion is that of water under atmospheric conditions. For a millimetric water droplet at room temperature (where $|d\gamma/dT| = 0.166 \times 10^{-3}$ N m$^{-1}$ K$^{-1}$, $H_r = 2.26 \times 10^6$ J kg$^{-1}$ and $k = 0.59$ J m$^{-1}$ s$^{-1}$ K$^{-1}$), the Marangoni number reaches values of the order of $10^5$ (see Hu & Larson and Gelderblom et al.). Quantitative theoretical and numerical solutions for the Marangoni flow were first computed for sessile water droplets in atmospheric conditions in the limit of small contact angles by Hu & Larson. All numerical models following in the literature predict that thermal Marangoni flow should overcome the capillary flow driving the coffee-stain effect by orders of magnitude. Only close to the contact line and on partially wetting substrates, where the evaporative flux diverges (see Section 2), the capillary flow dominates the Marangoni flow. Hence, a cross-over length scale should exist beyond which the Marangoni flow dominates. For most practical cases, this length-scale is sub-micron, which implies that the Marangoni flow should significantly alter the flow inside evaporating droplets.
Experimental observations, however, dramatically diverge from these theoretical and numerical findings. The disagreement between experimental and numerical values for the flow velocity reaches up to three orders of magnitude:23,74–76 from typical values of 1 μm s⁻¹ experimentally measured at room temperature conditions,23,76 up to 1 mm s⁻¹ in numerical simulations.16 Similar conclusions were reached in early works on droplet evaporation by analyzing the heat transport within the evaporating droplet by laser interferometry77 and by temperature measurements.3 In these studies it was found that thermal advection was negligible, despite the large Marangoni numbers computed.

Such disagreement between experiments and theory resembles the one found in classical thermocapillary convection studies.78 In these systems, the discrepancy has been explained by the accidental presence of monolayers of surfactants (i.e. contaminants). Surfactants can have a significant effect on the convective flow when they form a layer and can completely neutralize the flow when they form a compact monolayer (see the sketch in Fig. 8c), with surface concentrations of approximately 10⁸ and 10¹⁰ molecules per μm² respectively.79 Cammenga et al.3 and Hu & Larson16 also ascribed the discrepancy observed in evaporating droplets to certain amount of unknown contamination.

Although the identity of these impurities is not yet known, their presence at the water–air interface has been clearly detected in the past. For example, making use of oscillating liquid bridges, Ponce-Torres, Vega & Montanero80 monitored the surface tension of different liquids as the liquid interface “ages”. They obtained a minor decrease of surface tension for alcanes, and a substantial decrease for deionized water, from 40% to 30% depending on the atmosphere (open, saturated air or argon). In a more recent example, Molaei et al.81 studied the flow field generated by colloidal particles trapped at a quiescent water–air interface while experiencing Brownian motion. They obtained a surface-divergence free flow field, which is a clear signature of an interfacial incompressibility caused by contamination. The authors estimated an interfacial contaminant concentration of 10² molecules per μm² and Marangoni numbers up to Ma ≈ 400. Such estimates are compatible with the calculations by Hu & Larson.16

A recent numerical study confirms that surfactants or contaminants that reduce the surface tension of pure water by ~0.1% are sufficient to suppress the thermal Marangoni flow.82 To our knowledge, no study has attempted yet to identify which contaminant(s) can be so generally present at water–air interfaces and induce practically the same disturbances in hundreds of different experiments for decades around the globe.

We cannot close this section without mentioning that water droplets far from atmospheric conditions can develop strong Marangoni flows, as evidenced in the extensive work of Ward et al.83–85 By carefully designing a closed setup to reduce the contamination of the liquid phase and manipulating the chamber’s temperature and pressure, the authors reported surface velocities reaching up to 1 mm s⁻¹. Unfortunately, no comparison with numerical or analytical models was reported by the authors or by any posterior work.

### 3.2 Solutal Marangoni flow due to surface active material

In the previous section we have discussed how surfactants can suppress evaporation-driven flows in water droplets and other liquids. However, surfactants can also have the opposite effect and induce a surface flow when their dynamics couples with another destabilizing process such as evaporation or dissolution.79,86 The simplest scenario that can be considered is an initially homogeneous distribution of insoluble surface active material at the liquid–gas interface of an evaporating droplet with a pinned contact line, as illustrated in Fig. 8a. If the surface shrinks with a negligible surface velocity (tangential to the surface), surfactants will accumulate at the apex of the droplet due to the surface area reduction.87 As a consequence, a surface concentration gradient will be created that points towards the apex, where the surface tension is then reduced. The resulting surface-tension gradient then drives a Marangoni flow towards the contact line.

This simple (but unrealistic) case shows how easily the surfactant and the evaporation dynamics can be coupled to set a quiescent interface into motion. The situation becomes more complex in the case of soluble surfactants, which are found more often in practical situations. They can lead to a wide range of possible scenarios, from very dynamic and compressible interfaces (Fig. 8b and c) to surfactant-saturated and incompressible interfaces, depending on the cohesive/repulsive surfactant interaction, the time scales of the.
surfactant adsorption/desorption,\textsuperscript{88} combined with the time scale of the evaporation process and the time scale of the surface flow.\textsuperscript{86}

In the following section, we discuss a number of experimental studies on flow measurements performed in surfactant-laden droplets. However, since different physical processes are taking place in the droplet simultaneously and in competition (capillary flow, thermal Marangoni flow, solutal Marangoni flow, etc.), fluid flow measurements are essentially incomplete and cannot give a complete picture on the role of surfactants.\textsuperscript{89} Therefore, such studies should combine experiments with numerical simulations to gain a deeper understanding of the dynamics of such complex systems.

### 3.2.1 Experimental results

Experimental measurements of the velocity field inside evaporating droplets with surfactants are scarce, but fortunately they do cover a variety of different surfactants. Using solutions of the popular soluble anionic surfactant sodium dodecyl sulfate (SDS) above the critical micellar concentration, Still et al.\textsuperscript{90} observed the formation of a complex unsteady liquid flow, with an eddy in the vicinity of the contact line (a situation sketched in Fig. 8b). In a completely different setting, Sempels et al.\textsuperscript{91} observed the formation of a similar kind of eddies in an evaporating sessile droplet containing \textit{P. aeruginosa} bacteria, which produce a substantial amount of bio-surfactants. The authors could reproduce similar flow structures using Triton X-100, another non-ionic surfactant.

These results were confirmed and directly measured by Marin et al.\textsuperscript{23} using three-dimensional particle tracking. A characteristic Marangoni eddy was found systematically in SDS for concentrations ranging from the critical micellar concentration (CMC) up to 50 X CMC (as sketched in Fig. 8b). At extremely high concentrations, even an additional (but weaker) counter-rotating eddy could be identified and quantified. Marin et al.\textsuperscript{23} also studied the effect of the non-ionic surfactant Polysorbate 80 (P-80), which is much larger and slower than SDS or Triton X-100. While SDS and Triton X-100 generated certain motion at the surface, P-80 causes the opposite effect: decreasing interfacial flow for increasing P-80 concentrations and an almost stagnant interface for bulk concentrations above the CMC.

### 3.2.2 Numerical results

The consideration of surfactants in numerical simulations of evaporating droplets requires a sophisticated treatment of the surfactant concentration field at the curved, moving and shrinking interface\textsuperscript{87} and its coupling to the bulk field via ad- and desorption processes. Recently, however, simulations of evaporating droplets containing insoluble\textsuperscript{22,93} and soluble surfactants\textsuperscript{94} have been accomplished. In this latest work, the surface tension is assumed to follow a Frumkin equation of state with the surfactant concentration, taking into account steric interactions among the surfactants. The surfactant concentration tends to a dynamic equilibrium between the population at the interface and the population in the bulk. The formation of micelles in the bulk is also included by a dynamic equilibrium balance, which is activated when the bulk concentration reaches the CMC. The results of van Gaalen et al.\textsuperscript{94} agree qualitatively with experiments for bulk surfactant concentrations below the critical micellar concentration, confirming that the flow profiles found in the experiments\textsuperscript{23,90,91} are caused by surfactants. For concentrations above the CMC, numerical simulations predict a weakening of the Marangoni-driven flow due to the increasing dominance of micelles in the system, which are assumed to be surface inactive. Interestingly, experimental results contradict such predictions for SDS and Triton X-100: the experimental Marangoni-driven flow increases and becomes more and more complex as the bulk concentration increases above the CMC.\textsuperscript{23,91} Such a disagreement is not surprising, given the complexity involved in evaporating sessile droplets, with both interfacial compression and shear, leading to regions of and high surfactant concentrations and others depleted of surfactant, combined with liquid convection in the bulk. Clearly, there is a the need for more sophisticated surfactant models that include surfactant interactions, heterogeneity, phase separation, etc. to explain the experimental findings.\textsuperscript{89}

### 3.3 Solutal Marangoni flow due to compositional gradients in mixtures

In mixtures where the components have different vapor pressures, the preferential evaporation of one component induces a compositional gradient: on a partially wetting substrate the concentration of the most volatile component is lowest at the contact line (where the evaporation rate is largest). If the components also have a different surface tension, this preferential evaporation leads to a surface tension gradient, and hence, a Marangoni flow.

The corresponding solutal Marangoni number can be estimated according to (22) by using a compositional quantity, e.g. the mass fraction \( w \) of one component at the interface, for the surface property \( X \). However, the estimation of the compositional difference \( \Delta X = \Delta w \) in (22) involves the calculation of the evaporation rates of all constituents. Since these strongly depend on the local composition of the mixture due to Raoult’s law, the vapor diffusivity of each component and the contact angle of the droplet, the interested reader is referred to Diddens et al.\textsuperscript{95} for a detailed derivation of the solutal Marangoni number for mixtures.

Perhaps the best-known example of such a coupling between evaporation dynamics and solutal composition is the case of water and ethanol, featured in the tears of wine phenomenon, in which the faster evaporation of ethanol at the triple line of a glass of wine drives a solutal Marangoni flow of liquid creeping up the glass.\textsuperscript{96}

Evaporating sessile droplets of water and ethanol exhibit an erratic flow with larger fluctuations in the early stages, when the ethanol concentration is high, which relaxes to a classical capillary flow profile after certain amount of time, when the concentration of ethanol in the droplet is minimal.\textsuperscript{97,98} This sequence of flow patterns have been reproduced using fully three-dimensional numerical simulations by Diddens et al.\textsuperscript{64} since the Marangoni instability unavoidably breaks the axial symmetry of the system.
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The same sequence of flow patterns are observed in popular alcoholic drinks such as ouzo\cite{64,99} or whisky.\cite{100} Evaporating droplets of ouzo, a ternary system compound of water, ethanol and anise oil, also show such fluctuating flow in the first stage, until most of the ethanol is evaporated and the ternary system turns unstable, manifested in the nucleation of oil droplets.\cite{64,99}

The resulting flow when two or more components are left to evaporate in a sessile droplet can be quite different from the case of ethanol and water. A factor to observe is whether the most volatile liquid decreases the total surface tension of the solution. If this is the case, as in the ethanol-water mixture, the resulting flow is typically largely dominated by a violent Marangoni surface flow that eventually breaks the axial symmetry of the system.\cite{64,97,98} If the most volatile liquid increases the surface tension of the solution, as in a glycerol–water solution, the resulting Marangoni flow is a much weaker, gentle and axisymmetric flow. The reason for these entirely different flow scenarios can be found in the Marangoni instability,\cite{78,101} which is explained in Fig. 9. As we will see in the next section, in glycerol–water mixtures the density difference can have a more important influence on the internal flow than the stable Marangoni flow.

Ethanol or glycerol are polar molecules which can be considered as lyophobic solutes that decrease the surface tension of water-based solutions. On the other hand, lyophilic solutes such as ionic salts or sucrose remain in the bulk and tend to increase surface tension, as is explained in ref. 102. Consequently, even at small concentrations they can have a tremendous impact on evaporation-driven flows. Marin et al.\cite{103} showed that small amounts of sodium chloride can lead to a radical change of the flow structure inside the droplet. The evaporation-induced enrichment of such a solute at the droplet’s contact line leads to a surface Marangoni flow towards the contact line. This Marangoni flow is the dominant source of motion within the droplet, over both the capillary and the thermal Marangoni flow.\cite{103}

4 Gravitational effects in evaporating sessile droplets

Typically, the size of the droplets considered in this review are comparable or below the capillary length. As a consequence, their shape is dominated by surface tension and not by gravity (i.e. the Bond number is much smaller than unity, see Section 2.3). However, gravitational effects can still have a significant influence on the fluid flow in an evaporating drop. Such influence might occur, e.g., when the liquid is a mixture of two components with different densities and different vapor pressures. In that case evaporation will lead to density differences that might induce an internal flow (Section 4.1). Additionally, density differences might also appear due to the temperature differences naturally occurring during evaporation. These two scenarios will be discussed in the following sections.

Strong density gradients can be induced thermally by actively heating the substrate. Substrate heating introduces a new control parameter, the substrate temperature, and a plethora of instabilities which will not be covered in this review. We direct the interested reader to the review by Brutin & Starov\cite{104} and references therein.

4.1 Internal natural convection in mixtures

Density gradients can occur naturally when the evaporating liquid phase consists of a mixture of two components with different densities. If the density difference is large enough, natural convection comes into play and contributes to the internal flow. The most paradigmatic example of natural convection in an evaporating droplet is the case of glycerol–water solutions,\cite{5} due to the large density difference involved (glycerol is 25% heavier than water). A similar flow has been observed in water/butanol and water/ethanol solutions by Edwards et al.,\cite{4} although in the latter case solutal Marangoni flows enter in competition with natural convection.

In principle, both Marangoni instabilities and natural convection might be present in any arbitrary binary solution. Assuming that thermal effects can be neglected and that the base capillary flow is much weaker than such instabilities, Diddens et al.\cite{95} could reduce the problem using two dimensionless numbers, namely the Marangoni number (eqn (22)) and the Rayleigh number (the ratio between transport via natural convection and diffusion). For a more elaborated discussion on the different regimes that can be found, we refer the interested reader to Diddens et al.\cite{95}
4.2 Gravitational effects generated by evaporation-driven temperature differences

Depending on the thermal properties of the liquid phase and the solid holding the sessile droplet, the liquid’s vapor pressure, the droplet’s contact angle and its size, different thermal gradients can build up during the evaporation of a sessile droplet.

Under standard room conditions and in the absence of active heating, the temperature gradients will mostly lead to large surface-tension gradients rather than large density gradients, and therefore stronger Marangoni flows than natural convection. We can reach this conclusion by comparing the magnitude of the Marangoni number (23) to the Rayleigh number, i.e. the ratio between the diffusive time scale and the convective time scale, defined as

\[ Ra = \frac{\beta \rho g \Delta TL^3}{\mu x} \]  

(24)

where \( \beta \) is the liquid’s thermal expansion coefficient, \( x \) is the thermal diffusivity, \( \Delta T \) is the temperature difference and \( L \) is the most relevant length scale. The thermal Marangoni number can be computed from eqn (23), using \( \Delta X = \Delta T \) and \( D_X = x \). Using these results, we obtain a Marangoni/Rayleigh ratio of:

\[ \frac{Ma}{Ra} = \frac{|\frac{dT}{dx}|}{\beta \rho g L^2} \]  

(25)

For a sessile capillary water droplet at room temperature, with \( \beta \approx 2 \times 10^{-4} K^{-1} \), we obtain values of \( Ma/Ra \) in the order of \( 10^4-10^5 \). This means that evaporation-induced thermal gradients always induce much stronger surface-tension driven flows than gravity-driven flows in water at room conditions. Little differences can be expected with other liquids, since the values of both the thermal expansion coefficient \( \beta \) and the surface tension’s thermal coefficient \( |\frac{dT}{dx}| \) lay approximately in the same order of magnitudes for all pure liquids. As discussed in Section 3.1.2, contamination in pure water droplets can hamper the thermal Marangoni flow so that, in practice, natural convection might prevail despite the theoretical large value computed for the \( Ma/Ra \) ratio.

5 Particle transport and deposition by evaporation-driven flows

When an evaporating droplet contains tiny particles, these will get transported by the internal flow and deposit onto the substrate, leaving a stain. The patterns formed by these drying stains can be a signature of the evaporation dynamics.25 However, in many occasions the same evaporation dynamics can yield similar or identical stains. For example, both capillary flows1,8 and salt-induced solutal Marangoni flows103,105 lead to ring-shaped stains. Therefore, inferring on the evaporation dynamics based solely on the dried deposition patterns can often lead to wrong conclusions. In this section we will describe step by step how the capillary and Marangoni flows discussed in Sections 2 and 3 affect the particle deposition. We will restrict ourselves to the hydrodynamic transport of neutrally buoyant colloidal particles only, and to dilute suspensions, in which particle–particle interaction and changes in the suspension rheology during evaporation are negligible. There are very few situations in which only hydrodynamics can determine the final fate of the dispersed particles. In general, the final position of a dispersed particle in an evaporating droplet involves complex physico-chemical processes that will not be discussed in depth in this review.

In evaporating drops two modes of particle transport exist: transport via Brownian motion of the particles and transport by convection in the evaporation-driven flow.106 The ratio of importance of these two modes is expressed by the Peclet number

\[ Pe = \frac{UR_p^2}{LD_p} \]  

(26)

with \( U \) the characteristic velocity scale, \( R_p \) the particle radius, \( L \) is a characteristic length scale for convective transport (e.g. the droplet radius or initial inter-particle spacing) and \( D_p = k_B T/6\pi \mu L_p \) the particle diffusion constant as expressed via the Stokes–Einstein relation. Note that, as discussed in Section 2.3.1, the flow field within the droplet is rather heterogeneous, and therefore the Peclet number can take different values in different regions within the same droplet.

When \( Pe \ll 1 \) the particle diffusive timescale is much shorter than the convective timescale, and particles will cross streamlines instead of following them. By contrast, when \( Pe \gg 1 \) particles will get transported by the flow and follow the streamlines because of their hydrodynamic drag.106 If that is the case, and the particle interacts weakly with the liquid–gas and liquid–solid interfaces, the internal flow will have a crucial impact on the particle deposition.

We will discuss the influence of the internal flow on particle deposition patterns for droplets with a pinned contact line where capillary flow dominates in Section 5.1 and for a dominant Marangoni flow in Section 5.2. The deposition pattern for droplets where the contact line moves continuously or shows stick-slip behavior is described in Section 5.3.

5.1 Pinned contact lines and capillary flow

In a droplet evaporating with a pinned contact line, the capillary flow causes the deposition of particles into a ring-shaped stain: the well-known coffee-stain effect.1,8 This particle deposition by capillary flows is so robust and reproducible that it has generated an immense interest and led to many applications.26

5.1.1 Ring-shaped stain formation. Clearly, the ring-shaped stain is a consequence of the fact that, for pinned droplets with a small contact angle (\( \theta < 127^\circ \))22 in thermal equilibrium, the velocity field in every point within the droplet points radially outwards towards the contact line,1 and consequently all streamlines that start at the liquid–air interface end there (Fig. 10a). Hence, all particles following the streamlines in principle end up at the contact line. As discussed above,
particles follow the streamlines of the flow when their Peclet number is much larger than unity. For a capillary flow, the Peclet number (26) is given by

\[ \text{Pe} = \frac{\Delta c D R^2}{\rho D_L R L_0 (1 - t/t_f) \sqrt[3]{1 - r/R}} \]  

(27)

where we used (13) for the characteristic capillary velocity with \( \theta(t) \) given by (10), \( \theta_0 \) is the initial contact angle, and \( t_f \) is the total lifetime of the droplet. Hence, for small contact angles and/or close to the contact line of the droplet \( \text{Pe} \gg 1 \) and particle convection dominates diffusion. However, even for \( \text{Pe} \gg 1 \) there are three effects that can prevent particles from ending up at the contact line.

First of all, particles could get adsorbed at the solid substrate before they reach the contact line, due to a combination of hydrodynamic and physico-chemical effects: Particles will not remain on a single stationary streamline for the entire droplet lifetime but follow the instantaneous streamlines that change in time as the droplet shrinks. When a particle ends up on a streamline passing close to the solid substrate, it can eventually get adsorbed either by simple mechanical friction, electrostatics or chemical (e.g. van der Waals) forces. Hence, non-hydrodynamic forces, i.e. the physico-chemistry of the solvent, particle surface and boundary material, eventually determine whether the particle can continue its path or will be adsorbed at the boundary. Clearly, adsorption becomes even more important if the Peclet number (eqn (27)) is much smaller than unity and the particle motion is dominated by Brownian motion. In that case particles can spontaneously change streamline, and eventually attach irreversibly to the solid substrate before reaching the contact line.

Second, particles could get adsorbed at the receding liquid–gas interface. Any particle moving on a streamline parallel to a receding liquid–gas interface (for example when there are closed streamlines, as in Fig. 10b), will eventually come close to the interface. Note that this is again a purely hydrodynamic (and geometric) fact, in which the physico-chemistry has not yet been invoked. Similarly to the particle-solid interaction described above, as soon as the radius of the particle becomes smaller than the distance to the interface, non-hydrodynamic forces come into play, i.e. van der Waals forces, electrostatics and wetting. In principle, such hydrodynamic particle trapping could also occur for open streamlines (see Fig. 10a), i.e. in thermal equilibrium and for a force-free interface. Hence, regardless of the streamline configuration, hydrodynamics tells us that particles dispersed in an evaporating drop will approach the liquid–gas interface at a rate proportional to its receding pace. However, their final destination ultimately depends on the physico-chemistry of both the particle and the boundary.

Third, the particles may not have enough time to reach the contact line before the droplet has completely dried. To estimate the ratio between the particle transport time and the droplet drying time we will use the results of Section 2.3.1 for droplets with a small initial contact angle \( \theta_0 \ll 90^\circ \). The total drying time of the droplet scales as (see eqn (10)) \( t_f \sim \theta_0 R^2 / D \Delta c \), with \( \theta_0 \) the initial contact angle of the droplet. For the convective timescale we take the time required for a particle to move from a position \( r \) to the contact line \( t_c \sim (R - r) / U \) with \( U \) the characteristic height-averaged velocity (13). Hence

\[ \frac{t_c}{t_f} = \frac{\theta(t)}{\theta_0} (1 - r/R)^{3/2} \left( 1 - \frac{t}{t_f} \right) (1 - r/R)^{3/2}. \]  

(28)

From (28) one observes that at early times \( t \ll t_f \) and for particles far from the contact line (\( r \ll R \)) the time needed to reach the contact line is comparable to the total drying time of the droplet (\( t_c/t_f \approx 1 \)). By contrast, particles close to the contact line (\( r \approx R \)) always quickly end up in the ring stain. Note that the situation where \( t_c/t_f > 1 \) (droplet dries before particles have reached the contact line) is impossible based on this model, due to the fact that the internal flow is directly driven by the evaporation: if the evaporation is faster, so is the flow transporting the particles. At late times (\( t \sim t_f \)), the ratio \( t_c/t_f \approx 0 \) and convection is fast compared to the total drying time of the droplet. Hence, eventually most particles will end up in the ring stain, except for that fraction adsorbed at the solid substrate (as discussed above, mostly for \( \text{Pe} \ll 1 \)).

Experimentally, the ring-shaped stain pattern found in droplets with pinned contact lines is remarkably robust and reproducible, in the sense that other factors as particle size or substrate material are subdominant to the capillary flow transporting the particles. Importantly, the accumulation of particles at the contact line due to the capillary flow reinforces the pinning of the contact line (a phenomenon termed self-pinning), thereby increasing the robustness of the ring stain. With the droplet’s contact line pinned and therefore...
static, contact-line dynamics has no influence on the deposition pattern, which results in a reproducible ring stain.

### 5.1.2 Width of the ring stain

The rate at which the ring stain grows depends on time, due to the time-dependence of the velocity field inside the droplet (12). To calculate the mass and width of the ring stain over time, we follow the argument by Deegan.\textsuperscript{7,8} First, we calculate the time it takes for the capillary flow to transport all particles located between a radial position $r = R - d$, where $d \ll R$, and $r = R$ towards the contact line (i.e. towards $r = R$, see Fig. 4) and find\textsuperscript{7}

$$t = \int_{R-d}^{R} \frac{dr}{\partial \ln(r)} - \frac{\theta \rho \sqrt{R}}{D \Delta c} \frac{1}{\rho R^2}.$$

(29)

where we used the approximate expression (13) for the height-averaged velocity. From (29) we obtain that $d \sim t^{1/3}$. As long as $d \ll R$ (i.e. the early-time regime), the volume swept towards the contact line in time $t$ scales as $\theta \rho d^2 = \theta^{-1/3} R^{1/3} (D \Delta c / \rho R^2)^{4/3}$. The resulting mass of the ring that forms is then given by

$$m_R(t) \sim \Phi_0 \theta \rho d^2 \sim \Phi_0 \theta^{-1/3} R^3 t^{4/3} \left( \frac{D \Delta c}{\rho R^2} \right)^{4/3},$$

(30)

with $\Phi_0$ the initial particle concentration. The corresponding volume of the stain is given by $V_s \sim m_R(t) / \rho \rho_p \Phi_1 \theta R w^2$, with $\Phi_1$ the packing fraction of the stain, $\rho_p$ the particle density and $w$ the stain width. Hence, the width of the stain (i.e. the property that one can easily observe during and after an experiment) scales as

$$w(t) \sim \frac{1}{\sqrt{\rho_p \rho_p \Phi_1 \theta R w^2}} \left( \frac{D \Delta c}{\rho R^2} \right)^{1/2} \left( \frac{\Phi_0}{\Phi_1} \right)^{1/2} t^{1/3}.$$

(31)

From (31) one observes that the width of the stain initially grows as a power law in time.\textsuperscript{7} At late times a time-divergent behaviour is observed\textsuperscript{6,7} and (31) no longer applies as the criterion $d \ll R$ is violated. The increase in growth rate is further reinforced by the fact that the packing fraction of the stain is not a constant. Indeed, as the evaporation proceeds, the packing fraction of the stain decreases.\textsuperscript{6,117} This decrease in packing fraction is a direct consequence of the temporal divergence in the particle velocity: at early times, when the deposition speed of particles arriving at the contact line is low, they have time to arrange themselves by Brownian motion into an ordered crystal (i.e. with a high packing fraction), as illustrated in Fig. 1c. By contrast, at late times particles arrive at high speed and are jammed into a disordered phase\textsuperscript{6} (i.e. low packing fraction). This balance between the timescale for Brownian motion and the (rapidly decreasing) convective timescale can be expressed by a time-dependent Péclet number (27). Here, the relevant convective length scale is given by the typical spacing between the particles, which depends on the particle concentration. For dilute suspensions, $L \sim \Phi_0^{-1/3}$.\textsuperscript{6} When $\text{Pe}(t) \ll 1$ (hence early times $t < t_i$) a crystalline structure forms, whereas $\text{Pe}(t) \gg 1$ (late times $t \sim t_i$) particles get jammed into a disordered phase.\textsuperscript{6}

The scaling analysis above is restricted to the case where $\theta \ll 90^\circ$, due to the simplified expressions used for e.g. the internal velocity field. On hydrophilic substrates, however, similar effects will occur in the later stages of the droplet life: when the contact line remains pinned, the droplet will always pass through a regime where $\theta \ll 90^\circ$ and the majority of the ring stain forms.

### 5.2 Pinned contact lines and Marangoni flow

Whenever the capillary flow encounters a competing source of flow, most of the streamlines – that previously ended at the static contact line – will now be closed, typically forming eddies distributed radially along the droplet volume (see Fig. 10b). These eddies can occur both due to the presence of forces (Marangoni stresses) at the liquid–gas interface or by volumetric forces (natural convection), as discussed in previous sections. Particles following closed streamlines will be simply circulating within the droplet volume until something stops them. As the droplet volume shrinks, the chances that a particle gets intercepted by the liquid–gas interface, or gets attached to the substrate increase. Nonetheless, from a purely hydrodynamic perspective, one cannot immediately tell where the particles will end up. In the lines below, we will discuss the conditions under which one can make a valid prediction on the particles’ fate.

The simplest situation would occur if the particles are lyophilic (i.e. have no tendency to break the liquid–gas interface) and have low affinity for the solid substrate. In that case, the particles will be simply circulating all over the volume until the solvent is gone. The expected result should be an homogeneous distribution of particles along the droplet’s contact area. Note that the nature of the competing flow is not important: thermal,\textsuperscript{17} solutal\textsuperscript{118} Marangoni flows or natural convective flows should give similar results. Clearly, in the absence of a hydrodynamic deposition mechanism, none-hydrodynamic forces become more important to determine the final position of the particles. For example, the addition of surface-adsorbed macromolecules to enhance the particle adhesion to the substrate has been shown to promote homogeneous deposition of particles in an evaporating droplet with a dominant Marangoni flow.\textsuperscript{100} In any case, a homogeneous particle deposition is in general the combined result of the evaporation dynamics and particle-boundary properties.

Another situation in which the particles destination can be predicted, even when the streamlines are closed, occurs when particles are adsorbed at the liquid–air interface. The fate of the particles depends then on the direction of the interfacial flow, and the final pattern depends on the particle concentration. For example, in droplets where a solutal Marangoni flow is directed from the apex to the contact line, particles can get adsorbed at the liquid–air interface and transported towards the contact line, forming a ring-shaped stain. In contrast to the classical 3D ring-shaped stains formed by the capillary flow,\textsuperscript{1,6} this ring would actually be formed at the liquid–gas interface and is therefore two-dimensional.\textsuperscript{103,104} When particles adsorb at the interface and the interfacial flow is directed towards the droplet apex, particles would instead accumulate around the apex, either forming a “Marangoni ring” or a cap, depending
on the strength of the flow. This is typically observed with thermal Marangoni flows, but the final fate of the particles agglomerated at the droplet apex depends on the particle affinity to the liquid interface, the interfacial/bulk flow and the receding interface. Nevertheless, when particle concentration is high enough and/or particles have a strong affinity for the interface, particles form a dense network that immobilises the interface and leading to an homogeneous deposition of particles. The presence of interfacial Marangoni flows increases the time particles spend in the vicinity of the interface and therefore increases the chances of adsorption. Nevertheless, note that hydrodynamics play a secondary role in this scenario, and the colloidal physico-chemistry is dominant. While there is some degree of understanding on the dominating forces attaching colloids to solid surfaces, interfacial adsorption is a complex issue under debate and strongly dependent on the particle surface chemistry and on the solvent’s properties. Consequently, homogeneous distributions of particles cannot be achieved by exploiting hydrodynamics only.

We would like to stress that in none of the described situations in this subsection the capillary flow completely disappears. Depending on the strength of the dominant recirculating flow, a region of variable size will always remain in the vicinity of the contact line in which the capillary flow still dominates. This capillary flow will transport a certain amount of particles transported towards the contact line, which is manifested by a thin line that denotes the contact line position.

5.3 Moving contact lines and stick-slip behavior

In pure liquids, the contact-line dynamics is governed by capillary forces (i.e. the unbalanced Young’s force) and the interaction with the substrate. In suspensions however, the presence of particles induces a self-pinning behaviour: the particles deposited at the contact line due to the capillary flow provide an additional force that keeps the contact line pinned. When the contact angle becomes small enough, the contact line is pulled away from the deposit by the unbalanced Young’s force and recedes. Often, local depinning occurs and the contact line switches between pinned and depinned states (termed stick-slip or stick-slide behaviour), leaving behind a trace of heterogeneous deposits. The strength of these self-pinning events depends on the time the contact line can remain pinned and deposit can accumulate. The pinning time depends on the substrate wettability, manifested in large contact angles (i.e. more space in the wedge-shaped geometry that needs to be filled with particles in order to pin) and larger roughness or contact-angle hysteresis (i.e. a large difference between advancing and receding angle, which makes it easier to pin the contact line, and hence increases the pinning time).

In the presence of stick-slip motion of the contact line, when the radially outward capillary flow dominates the flow, a pattern of concentric rings is typically left behind. Such a pattern depends on properties such as the evaporation rate, particle concentration and intrinsic viscosity. However, if the capillary flow is sub-dominant, the self-pinning effect is typically weaker. Additionally, if the particles do not have a strong affinity for the substrate, the final result is a smooth contact line motion (no stick-slip visible). In that case, most particles will remain in suspension until the droplet evaporates completely, leaving a compact stain at the center of the droplet, much smaller than the initial droplet contact diameter.

In evaporating droplets with large contact angles, i.e. on hydrophobic and superhydrophobic substrates, the contact line typically recedes smoothly. In these cases, the patterns left by evaporating suspension droplets depend on the contact-line dynamics and the amount of particles in the droplet, rather than on the hydrodynamics of the internal flow. Such systems can yield either flat particle agglomerates, when the particle number is small, or three-dimensional spheroids, when the particle number is large.

6 Open questions and future directions

In this review we presented our current understanding on evaporation-driven flows in sessile droplets. As we have seen, these tiny and seemingly mundane systems present complicated and surprising physical challenges and have, and will continue having, a great impact on many fields. We hope that our work will help a wide community of scientists to discover (or to relearn) the beautiful science contained in tiny vanishing liquid volumes. Twenty-five years after the appearance of its foundational paper, many open questions in the field still remain. Moreover, new challenges appeared over the years, for example through the discovery of active colloids. To conclude our review, we now summarize the most prominent outstanding questions.

- Evaporation-driven flows outside the partial wetting regime. Very soon after one leaves the classical configuration of a sessile droplet with pinned contact line and small contact angle, internal flows become hard to determine, both in experiment and in theory. On the one hand, on wetting surfaces with vanishing contact angles a coupling arises between the evaporative flux, internal flow, droplet shape and contact-line dynamics that complicates theoretical progress. On the other hand, on hydrophobic surfaces the droplet geometry poses challenges to both experimental measurements as well as theoretical calculations of the internal flow. Previous asymptotic analyses and the numerical results of the present paper have revealed intriguing reversing flow structures arise at large contact angle that certainly deserve more attention, but would require the development of new experimental techniques to overcome the optical hurdles involved. The impact of these flow structures (if any) on particle deposition patterns also remains to be explored.

- Contact-line singularities. In the contact-line region of an evaporating droplet extremely complicated phenomena are at play, and one quickly encounters the limitations of a continuum description. Even for the classical situation of a pinned
droplet on a partial wetting substrate, the physical mechanisms that regularize contact-line singularities in both the evaporative flux and the internal flow field are still far from understood. Progress in this direction is unavoidably linked with the debate on contact-line dynamics.\(^2\) Accurate modelling of what happens at the contact line requires a coupling between the macroscopic and the – yet to be clearly defined – microscopic phenomena happening at the contact line in an evaporating droplet.

- Surfactants and contaminants. As we have seen, interfacial-driven flows in water-based droplets are typically two or three orders of magnitude smaller than those obtained by numerical simulations or theoretical predictions. Moreover, while this issue has been first identified in the context of thermal Marangoni flows, it also extends to solutal Marangoni flows. For this reason, Marangoni numbers are not a good indicator for the flow strength in such systems. The most accepted explanation for these observations is the presence of contamination at water-air interfaces. However, the physical chemistry and origin of such ubiquitous contaminants still remain unknown and require further experimental investigation. To our knowledge, none of the surfactants used in the experimental literature\(^2,3,90,91\) share properties with the presumed contaminants. The confirmation of such a contamination effect might lead to a better understanding of surfactant dynamics. The development of accurate surfactant-dynamics models is also essential for further numerical progress on (solutal) Marangoni flows.

- Particle physical-chemistry & deposition patterns. The majority of the literature one can find nowadays on evaporation-driven flows in droplets is motivated by the dream of controlling the patterns that emerge from the non-volatile material within the droplets. This control is often claimed to be achieved by manipulating the hydrodynamic flow. In this context, the only hydrodynamic mechanism capable of achieving a reproducible and general (independent on the type of particle and solvent employed) control on particle deposition is the pure radially outward capillary flow described by Deegan et al.\(^3\) As discussed in Section 5, this is the only evaporation-driven flow in which all streamlines end at the contact line, dragging particles towards the contact line in an universal way, independent of their nature. The presence of any additional source of flow unavoidably leads to a closure of the streamlines, and, consequently, the fate of the dispersed particles cannot be determined solely by hydrodynamics. Instead, the particle deposition pattern becomes strongly dependent on the particle physical chemistry, i.e. their adsorption to the solid substrate and to the liquid-air interface, and will be highly specific for the particular system (particles, solvent, substrate) under study.

Many applications require homogeneous deposition patterns.\(^28\) An obvious way to obtain such a pattern occurs when evaporation occurs purely in the CCA mode with weak interaction of the particles with the boundaries. The milder capillary flow and the lack of attraction of the particles to the surfaces lead them to end up accumulated at the center of the droplet. How to obtain a pure CCA mode and weak attraction to the surface is of course not trivial, but there are strategies that can be implemented.\(^132,135,136\)

Evaporation in CCR with a pinned contact line mostly leads to ring-shaped stains. Probably the most effective way of obtaining an homogeneous distribution of particles with pinned contact lines is to have particles adsorb strongly to the liquid–air interface as it recedes, such that an interfacial monolayer of particles is formed.\(^121,122\) A few recipes are known to obtain such strong interfacial adhesion, but a proper understanding of the phenomenon and broader exploration of means to achieve it is still lacking.

- Evaporation-driven rheological changes. In Section 5 we have discussed particle deposition in evaporation-driven flow. In our discussion, we always considered the case where the suspension remains dilute up to the moment that the particles get deposited and leave the suspension. In doing so, we have not discussed the complications arising when the non-volatile material that remains in suspension reaches high concentrations during droplet evaporation.

For large particle concentrations, the suspension rheology gets altered. These changes in the suspension’s rheological response can be highly localized e.g. at the contact line, where the evaporation is strongest and the particle transport largest.\(^121\) The altered rheology can affect both the internal flow and the motion of the contact line and thereby give rise to peculiar deposition patterns,\(^137\) such as regularly spaced concentric rings,\(^131,138\) striped, fingered or branched structures.\(^139,140\)

Moreover, a dense contact-line deposit can alter the local flow, which now encounters a porous medium with a porosity dependent on the particle size, which in turn affects the deposition pattern. Such models do not consider solutes of different nature, and a modification to take these differences into account would be desirable. How close such models can reproduce the experimentally observed patterns for solid particles, and whether their packing can be predicted, is yet a problem to tackle. A detailed exploration of how both rheological changes and the porous structure of large particles inside a deposit modify the internal flow, contact line motion and thereby give rise to a plethora of different deposition patterns is still lacking. Moreover, a detailed description of the dynamic particle ordering inside the deposit requires a coupling between the macroscopic dense-suspension flow and the microscopic deposition dynamics.\(^141\)

- Self-propelled colloids. The discovery of active colloidal particles has opened a myriad of possibilities,\(^142,143\) not only from the engineering point of view, but for the study of natural systems.\(^144\) The presence of synthetic or biological self-propelled particles inside an evaporating-driven flow involves two competing time scales, the particle’s own self-propelling time-scale and the droplet’s flow time-scale, which lead to a rich and novel scenario. On top of that, hydrodynamic interactions between the active swimmers could give rise to an active stress that locally alters the flow inside an evaporating droplet.\(^145\) However, the unavoidable presence of surfactants, salts or other solvent mixtures in such solutions induce solutal Marangoni flows that interfere with the flows under study.
Therefore, to understand the interaction between the convective flow and the particle's own propulsion the droplet's evaporation-driven flow needs to be well characterized. 91,146

A specially interesting subclass of systems yet to be explored is that of active particles at interfaces 147–149 of evaporating droplets. If the interfacial flow is weak enough, such particles would explore the droplet interface at their own time scale, independent of the bulk flow.
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