BULBasaa: A Bilingual Básaa-French Speech Corpus for the Evaluation of Language Documentation Tools
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Abstract
Básaa is one of the three Bantu languages of BULB (Breaking the Unwritten Language Barrier), a project whose aim is to provide NLP-based tools to support linguists in documenting under-resourced and unwritten languages. To develop technologies such as automatic phone transcription or machine translation, a massive amount of speech data is needed. Approximately 50 hours of Básaa speech were thus collected and then carefully re-spoken and orally translated into French in a controlled environment by a few bilingual speakers. For a subset of ≈10 hours of the corpus, each utterance was additionally phonetically transcribed to establish a golden standard for the output of our NLP tools. The experiments described in this paper are meant to provide an automatic phonetic transcription using a set of derived phone-like units. As every language features a specific set of idiosyncrasies, automating the process of phonetic unit discovery in its entirety is a challenging task. Within BULB, we envision a workflow where linguists are able to refine the set of automatically discovered units and the system is then able to re-iterate on the data, providing a better approximation of the actual phone set.

Keywords: Básaa, Northwest Bantu, Computational linguistics, unsupervised phone discovery, under-resourced languages

1. Introduction
About two-thirds of the approximately 7,000 languages spoken today count less than 1,000 speakers and are in danger of disappearing (Simons and Fennig, 2017). In a world that is rapidly changing, some estimate that 70% to 90% of the languages spoken today will fall out of use by the end of this century. To provide communities with modern tools that will increase the vitality of their language and support its use in a variety of contexts, as well as to help linguists in their efforts to learn about human cognition though the study of language diversity, the BULB (Breaking the Unwritten Language Barrier) project has been developing Natural Language Processing-based tools to help and accelerate language documentation. To achieve this goal, a critical mass of speech data is necessary. In the present paper, we describe the corpus created for Básaa (Cameroon), one of the three under-resourced Bantu languages on which the project concentrates and outline a method for the unsupervised evaluation of the derived phone set. The other two languages part of the project are Myene (Gabon) and Mboshi (Republic of Congo) (Godard et al., 2018). We first provide basic information about Básaa in Section 2. In Section 3 we describe the data collection process and provide a detailed overview of the corpus. In the remainder of the paper, we concentrate on the subset of our data that was used for evaluation. Data preparation steps are outlined in Section 4 and an example use of the BULBasaa corpus is shown in Section 5. Section 6 concludes the paper.

2. Básaa
Básaa (A43 in Guthrie, 1948) is spoken in the south of Cameroon, by approximately 300,000 speakers (Simons and Fennig, 2017). It is a two tone language (High and Low), that on the surface contrasts High, Low, Falling, Rising and downstepped High tones. On the segmental level, Básaa has a 7-vowel system (Figure 1), in which vowel length is contrastive.

Figure 1: Básaa vowels (Makasso and Lee, 2015)

As discussed in detail by (Hyman, 2003), the phonology of Básaa is, in many ways, not very typical of Bantu languages. Both open and closed syllables are allowed, and surface syllable onsets are not required. Its consonant system is particularly complex (Table 1) and consonant oppositions depend on the position of the syllable within the prosodic stem. In a prosodic stem that contains up to three syllables (four consonants and three vowels), the total number of underlying consonant contrasts is only possible on the first consonant of the stem and progressively decreases as one reaches the end of the stem (Hyman, 2003; Makasso and Lee, 2015).

In the context of Northwest Bantu languages, a group that displays more diversity than in the rest of the Bantu family (Bearth, 2003), Básaa is a rather well described language. Just like most of the languages of its family (and proba-
Table 1: Básàá consonants (Makasso and Lee, 2015)

|        | Bilabial | Alveolar | Palatal | Velar | Lab. velar | Uvular | Glottal |
|--------|----------|----------|---------|-------|------------|--------|---------|
| Plosive| p        | t        |         | k     | k' G'     |        |         |
| Implosive| ñ        | ñ        | ñ       | ñ'    | ñ'        |        |         |
| Prenasalized| n̓b      | n̓d      | n̓g    |         |           |        |         |
| Nasal | m        | n        | ñ       | ñ    | ñ'        |        |         |
| Tap/Flap| t        | t        |         |       |           |        |         |
| Fricative| s        |          | x       | y    |           |        |         |
| Approximant| w        |          |         | j    |           |        |         |
| Lateral approx.| l       |          |         |      |           |        |         |

bly beyond, of Africa), most linguistic studies are however based on a handful of speakers and on elicited data. This methodology has numerous advantages and has yielded significant results. Detailed descriptions of its phonology, its morphology and its syntax are available. Entire aspects of the language however remain inaccessible: those that can be better captured through the study of natural, uncontrolled speech. With BULBasaa, one of our longer term aims is also to provide the basis for a reference corpus of spoken Básáá.

A number of publications are available in Básáá (bibles, dictionaries, collections of idiomatic expressions, language learning methods). Some of them use an IPA-based transcription of the language, including a representation of tones, such as the Dictionnaire Basa ´a-French (Lemb and De Gastines, 1973). As already pointed out by (Lemb and De Gastines, 1973), and this is probably still true, many publications however use alphabets that follow the transcription conventions of European languages such as French and English, and also German, for the least recent ones, with the effect that a number of contrasts are not marked and tones are not represented. Instead, accents are often used to distinguish different sounds.

3. BULBasaa

3.1. Data Collection

As described in (Adda et al., 2016; Stüker et al., 2016), one central aspect of BULB is to use the resource-economic methodology developed by S. Bird and colleagues (Bird et al., 2014) which consists in (i) collecting both elicited and natural speech, (ii) proceeding to the careful re-speaking of the data by selected native speakers, to ensure the best acoustic quality possible for the purpose of automatic phone transcription, and (iii) translating the data into a major language (here, French), to speed up the documentation process and provide a basis for machine translation. Following this method, the BULBasaa corpus comprises two types of Básáá data. One half of the recordings (uncontrolled speech) was acquired from a local Básáá speaking radio station in the first phase of the project. The other half of the recordings (controlled speech) was made by one of the authors (E.-M. Makasso) in various locations in the Centre and Littoral regions (Yaoundé, Douala, Eseka, Edea, Messondo) shown on Figure 2, using the LIG-Aikuma application (Gauthier et al., 2016). The data collection process took place during several missions between the summer 2015 and the summer 2017. The recording equipment used consisted of four Android powered tablets (Samsung SM-T550/T800/T810).

LIG-Aikuma is an improved version of AIKUMA, the Android application originally developed by Steven Bird and colleagues (Bird et al., 2014), which is also meant to facilitate data collection of the type of above-described parallel speech (original>re-speaking>translation). It offers four recording modes, shown in Figure 3. We provide an overview of the type of data collected in the next Section. Our uncontrolled speech recordings consisted of radio shows of approximately 45 minutes, including musical opening and interludes. The files thus required some cleaning before re-speaking and translation could be achieved. Additionally, to facilitate their use on an early version of LIG-Aikuma, the files were segmented into small chunks of ≈1.5 minutes before being uploaded onto the tablets.

Re-speaking of the data was mostly done by one female speaker (in her early thirties) in Berlin (Germany), where the BULB team of linguists working on Básáá was based, and by one male speaker (in his mid-thirties) in Yaoundé. As to the oral translation into French, a consequent part of it was also done by one male speaker (in his early forties) in Berlin and by two speakers in Yaoundé, one female (in her forties) and one male (in his early thirties). Note that although the process of orally translating natural discourse data by bilingual speakers is probably much faster than in

![Figure 2: Provinces of Cameroon (Wikipedia, 2006)]
more traditional methods of language documentation, it is also a cognitively demanding task for which we found it preferable to hire more than one speaker.

To have a baseline for comparison for the output of our ASR tools, approximately 10 hours of uncontrolled speech recordings were manually phonetically transcribed (against financial compensation) by a team of Basaa speaking linguistics students in Yaoundé.

3.2. Data Description

Table 2 provides an overview of the make-up of the BUL-Basaa corpus.

| Data type                  | Amount               |
|----------------------------|----------------------|
| Original recordings        | 22.62 hours (1058 files) |
| (uncontrolled speech)      |                      |
| Re-speaking                | 23.73 hours (1058 files) |
| (uncontrolled speech)      |                      |
| Translation                | 33.55 hours (1142 files) |
| (uncontrolled speech)      |                      |
| Picture-based elicitation  | 8.3 hours (2419 files) |
| Unprocessed bilingual      | 32.10 hours (164 files) |
| controlled speech          |                      |

Table 2: Overview of BUL-Basaa recordings

As already mentioned above, a significant part of the original Basaa speech data consists in radio recordings, where speakers discuss a variety of topics (every-day-life-related, local, social, cultural, historical etc). We also collected some more uncontrolled speech on the form of personal stories, tales and a traditional ceremony.

In addition, for our controlled data, we had one of our female speakers (from the Centre region) record the entire Dictionnaire Basaa-French (Lemb and De Gastines, 1973), a total of 6,000 words together with their translation and example sentences to illustrate the various meanings of each word. The dictionary is a large part of the bilingual controlled speech recordings that we still need to process.

Finally, we used a subset of the pictures made by our colleague Guy-Noël Kouarata, a member of the BULB team working on Mboshi (Bantu C25), during one of his field trips in the Republic of Congo, to elicit data parallel to the ones he collected (Godard et al., 2018).

4. Data Preparation

4.1. Pre-processing

The manual phonetic transcriptions were checked for consistency and occasional faulty symbols were removed or replaced by their correct Basaa counterpart. Some symbols were mapped so that, when compounded with diacritics representing tones, they correspond to existing symbols in UTF-8 encoding. The tone markers were checked as well, removing some erroneous sequences, and keeping only the 5 diacritics representing the different surface tones present in the language (see section 2). As French borrowings were transcribed using French orthography, we semi-automatically added a symbol to mark these words.

4.2. Forced Alignment

As the provided phonetic transcriptions did not contain any timing information and were not segmented based on individual recordings, we first split them to create segments for each recording. As this is a labor intensive process, we only prepared a total of 56 min / 814 speech segments of the re-spoken data in this manner. The alignment of the phones to the audio was performed using a speech recognition system. With a very limited amount of available data, we could not train an ASR system on Basaa data only, but instead used a system trained on multiple source languages (French, German, Italian, Russian, Turkish). The system was trained using data from the Euronews Corpus (Gretter, 2014). This corpus contains 70h of TV broadcast news per language. Trained jointly on this data, the system featured a multilingual phone set. It was adapted to Basaa by first manually mapping the phone set used for the phonetic transcription to the phones of the multilingual recognizer. Next, one iteration of Viterbi training was performed to adapt the acoustic model to the new language. Using this system, we force aligned the transcripts to the audio. Those alignments were used to measure against in the following experiments. As we did not have much data for adaptation, the alignments were not perfect and do not represent a gold standard.

5. Unsupervised Phone Discovery

One of the first steps in documenting a new language is to establish its phone inventory. This is a difficult and time-consuming process. We aim at supporting linguists during this step by inferring a set of phone-like units automatically. Given that unknown languages potentially feature a number
of idiosyncrasies, we want to provide an iterative approach, where linguists can make adaptations to the set of discovered phone-like units and the system is then able to incrementally derive a better set of discovered units. Our approach of unsupervised phone discovery (UPD) consists of three steps: (i) segmenting recordings into phone-like units, (ii) extracting articulatory features for each segment, and (iii) clustering segments based on the extracted features. In Sections 5.1 to 5.3, we describe each step of this pipeline. The experiments and the numbers reported were carried out using the part of the data for which the forced alignments were created.

5.1. Segmentation
A deep bi-directional long short-term memory network (DBLSTM) based approach was used to segment the recordings (Franke et al., 2016). The network was trained multilingually using the same data set as the multilingual ASR system in Section 4.2. Data from 5 languages (English, French, German, Italian, Turkish) from the Euronews Corpus (Gretter, 2014).

5.2. Articulatory Feature Extraction
We trained detectors for 7 different types of articulatory features (AFs, see Table 5.2) using data from French, German and Turkish from the same dataset (Müller et al., 2017). In order to create training data, we trained ASR systems for each language and used those systems to generate phonetic alignments. We then mapped the phones to AFs. We trained detectors for 7 different types of articulatory features (AFs, see Table 5.2) using data from French, German and Turkish from the same dataset (Müller et al., 2017). In order to create training data, we trained ASR systems for each language and used those systems to generate phonetic alignments. We then mapped the phones to AFs.

| Type   | # Classes | Description               |
|--------|-----------|---------------------------|
| cplace | 8         | Place of articulation     |
| ctype  | 6         | Type of articulation      |
| cvox   | 2         | Voiced                    |
| vfront | 3         | Tongue x position         |
| vheight| 3         | Tongue y position         |
| vlng   | 4         | Type of vowel             |
| vrd   | 2         | Lips rounded              |

Table 3: Overview of AF types used

The experiments and the numbers reported were carried out using the part of the data for which the forced alignments were created.

5.3. Clustering
As final step in our pipeline, we clustered the segments into a set of phone-like units using the extracted AFs. To determine AFs per segment, we extracted and averaged them for the inner third. A single AF vector for each segment was obtained this way. We used k-Means for clustering of the segments. This method required the number of classes as parameter. Here, we determined the class count supervised, based on the reference transcripts.

In order to evaluate the result of the clustering, we used an unsupervised evaluation method based on a TTS system (Baljekar et al., 2015). The inferred units were used to train a TTS system on the data set. This TTS system was then used to synthesize Basaá speech. To assess the performance of the TTS systems, the mean cepstral distortion (MCD) score (Mashimo et al., 2001) was used. It is a measure of the distortion between the synthesized and the real speech.

The TTS was trained and tested on the full data set. Training and testing on the same data was possible, as we only want to assess the quality of the discovered units, and not the TTS system itself. As baseline, we computed the MCD score of a TTS system trained on the reference transcripts. Table 4 shows the scores for clusterings. While the score for the automatically derived units increases, the clustered units could be used to synthesize Basaá speech.

| # of units | MCD Score |
|------------|-----------|
| Baseline   | 5.15      |
| UPD Clustering | 5.64    |

Table 4: Comparison of MCD Scores

6. Conclusion
We have presented the BULBasaá corpus, a Basaá-French bilingual corpus made up of both controlled (elicited) and uncontrolled (natural) speech. As Basaá was an under-resourced language, but its basic grammatical properties are fairly well documented, this dataset enables the evaluation of methods aimed at language documentation. From a computational linguistic perspective, our goal in the near future is to focus on improving the reference alignments, as well as to increase the performance of our setup for unsupervised phone discovery. From a linguistic perspective, one of our goals is to prepare the corpus so as to allow for the exploration of both well and under-studied grammatical aspects of the language, in particular through the study of natural speech, as well to allow for the study of aspects of
a variety of French (the variety spoken by our Básáá speakers) that has not received much attention so far. We plan to share these language resources through the ELDA agency after the end of the project.
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