Hydraulic Fracturing Simulations with Real-Time Evolution of Physical Parameters
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Abstract: During hydraulic fracturing, expansion of internal micro-fractures deforms the rock to different extents. Numerical studies typically assume fixed parameters; however, in the field site, parameters are likely to vary. Error accumulation underlies deviation of simulation results from actual data. In this study, it was found that the mean velocity of an in-lab active source obtained from the hydraulic fracturing experiment decreased. To explain the effect of physical parameter (velocity) on numerical simulation results, we performed numerical simulations based on the extended finite element method (XFEM) of indoor hydraulic fracturing considering the velocity variation. The simulation results considering the change of the physical parameter (velocity) of the rock sample reflect the rock damage evolution more exactly. Consequently, the real-time evolution of physical parameters during hydraulic fracturing should be considered in numerical simulations. Rock damage evolution can be better captured using the offered modification of physical parameters. The present work provides theoretical guidance for hydraulic fracturing simulations to some extent.
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1. Introduction

In recent years, hydraulic fracturing technology has been widely used in the petroleum industry, especially in unconventional oil and gas exploration [1–4]. The construction design of on-site hydraulic fracturing has a profound effect on the fracturing results and productivity. How to determine the optimal construction design parameters is an important issue, and it is also a difficult problem in the study of hydraulic fracturing theory. The hydraulic fracturing problems have been studied experimentally and numerically [5–10].

However, the results of numerical simulations often deviate from actual data [11]. During numerical analysis, selecting rock physical parameters strongly affects the reliability and the stability of analysis results. In particular, results are shown to depend on the values of physical parameters [12,13]. Typically, in numerical simulations, physical parameters are assumed to have constant values. However, during engineering operations, rock is always disturbed by the operations to some extent. These disturbances result in changes in the values of the corresponding rock physical parameters. Many studies addressed the change of parameters [14,15]. During a hydraulic fracture experiment, an acoustic emission (AE) waveform recording system was used to monitor the velocity change [16]. Zhai et al. [17] performed a hydraulic fracturing experiment based on Longmaxi shale, which is the main formation of shale gas production in China. Those authors simulated the fluid injection and rock damage processes and studied the sensitivity of seismic velocity and the variation of attenuation, and the results from microseismic monitoring at the field site were changed in real-time. Large amounts of the fracturing fluid and proppant were injected into the treated
rock formation [18]. Along with this process, the rock properties of the corresponding layer changed significantly; in particular, the rock velocity became more sensitive to the fluid injection, which could not be ignored in the fracturing process.

Therefore, the real-time evolution of physical parameters is taken into consideration in research. Zhang et al. [19] constructed a real-time velocity model of the fracturing process, by fracture compliances, to approximate the influence of fractures and pore pressure on the rock elastic parameters. They showed that the results deviated from the actual source data, and the deviation increased as the ray trace propagated in the fracturing domain when the velocity variation was overlooked. Many studies addressed the need to consider real-time changes of the physical parameter values. Calibration of dynamic parameters using the rate transient analysis (RTA) method was established. This method could reduce the uncertainty of reservoir descriptions [20]. Forward modeling demonstrated that the equivalent velocity was feasible and effective for real-time processing in the conditions by location accuracy for field processing of actual array microseismic data [21]. Bosman et al. [22] performed dynamic parameter analysis of microseismicity to estimate primary production volumes of unconventional shale reservoirs. Javadpour et al. [23] studied the influence of slip-corrected permeability on fracture network and fluid loss during hydraulic fracturing. The simulation results and other aspects related to actual fracture growth are also different. Maity and Ciezobka [24] performed an experiment based on the core from the Permian Basin and found that stress changes and the degree of natural fracturing were related to the local propping agent of the core.

Other scholars have performed significant work by revising the existing theoretical models. Gidley [25] developed a method that extended the dimensionless fracture conductivity concept to the design of fracture conductivity in wells, which would be produced at rates that led to fractures in non-Darcy flow directions. The first principal stress tensile stress criterion for brittle material was supplied and modified [26]. A new method for predicting pore pressure based on compression velocity and acoustic propagation time was proposed by modifying the pore pressure prediction method using the depth-dependent normal compaction equation [27]. Liu et al. [28] presented a new model that could fully characterize the evolution of fracture height under various formation characteristics through theoretical and numerical study. Furthermore, the phenomenon of “second pair solution” was well explained by the new model. In other areas, analog parameter corrections have been effectively applied. Oterkus et al. [29] proposed a new fully coupled dynamic formula of porous elastic surrounding rock, and it was proved that this formulation was also applicable when the fracture was filled with fluid. At a much finer scale, Rohmer and Seyedi [30] presented a large-scale hydromechanical numerical calculations by sequential coupling of a multiphase fluid flow (TOUGH2) with a hydromechanical calculation code (Code_Aster), and it was applied to evaluate the safety of cover during CO₂ geological sequestration. Zhou et al. [31] discussed the applicability of three sets of formulations based on the CFD-DEM method. A fully coupled hydromechanical model with explicit fracture flow was proposed. Compared with the continuous coupled model, this model had the advantage of solving simultaneously [32]. Davydzenka et al. [33] studied the effects of wettability and other parameters on deformation in porous media by numerical simulation on a porous medium based on the fictitious domain methodology.

The development presented in this paper used the indoor hydro-fracturing experiment and analysis results. From the perspective of rock damage mechanics, the influence of the rock damage evolution on the rock physical parameter (velocity) was studied. Based on the change of physical parameter during the experiment, we provided the simulations based on the extended finite element method (XFEM) to illustrate the effect of real-time evolution of a physical parameter (velocity) on numerical simulation results.

2. Laboratory Hydraulic Fracturing Experiment

In this paper, we conducted a hydraulic fracturing experiment on a sandstone sample from the Yanchang-6 formation in the Ordos Basin. According to the experimental standard
of rock mechanics, the ratio of length to width of the rock sample was 2.5:1, the diameter was 50 mm, and the standard cylindrical core was 125 mm long. Considering fluid injection, we made a cylindrical hole (diameter, 5 mm; length, 75 mm) in the center of the studied rock sample, as shown in Figure 1.

![Figure 1. Geometry of the rock sample.](image)

Before the test, medical X-ray computed tomography (CT) scanning equipment (Aquilion ONE TSX 301A, Toshiba Medical Systems Corp., Kyoto, Japan, belonging to RITE) was used to analyze the structure of the rock sample and pre-existing fractures. Figure 2 showed the original rock core CT scan image.

![Figure 2. CT scan images of the axial rock center, x-z plane (a), y-z plane (b), and x-y plane in the center of the sample (c).](image)

This experiment was conducted using a three-axis compression device and a multi-channel acoustic emission wave information acquisition system from Japan Industrial Technology Research Institute. The experimental platform mainly included the following
systems [34]: (1) a waveform recording system, (2) a stress/strain recording and switching system, (3) a load control system, and (4) a flow control system. Axial stress loading was performed using a single-axis compressor mainly controlled by the stress loading. According to different experimental purposes, the loading mode of the axial stress and the loading rate were controlled by a servo system. Control oil was pumped through a pipe to apply pressure on the rock pressure vessel. The dead time of the system acquisition was under 200 µs, making it possible to record more than 5000 acoustic emission waveform data in one second. Therefore, for the instantaneous failure of the hydraulic fracturing problem, the experimental system could record most of the acoustic emission events, which provided a solid foundation for the subsequent experimental data processing.

To record the acoustic emission signals generated by hydraulic fracturing during the whole process, 24 piezoelectric sensors (PZT) were installed on the surface of the core, as shown in Figure 3. PZT 1–12 acted as the pulse source emission, while PZT 13–24 served as the receiving sensors. P-waveforms were received by the waveform acquisition system, which consisted mainly of a preamplifier and a 24-channel full-waveform high-speed digital-to-analog converter, with a maximal sampling rate of 100 MHz and resolution of 16 bits. After the 40 dB amplifier, the received signal indicated the corresponding waveform acquisition card. Waves of PZT6-18 (PZT6 acted as pulse source emission and PZT18 acted as the receiver) were shown in Figure 4. We picked up the first arrival of each waveform according to the first motion (red line in Figure 4). Then the travel time was calculated by the time difference between the emission time of the pulse source (blue line in Figure 4), which was decided by the multi-channel acoustic emission wave information acquisition system [34] and the time of the first arrival of each waveform. Furthermore, P-wave velocity was determined by the travel time and the distance between the pulse source emission and the receiving sensor.

Figure 3. Distribution of piezoelectric transducer sensors mounted on the surface of the test sample. PZT 1–12 (the red dot) indicates ultrasonic wave emission sensors, and PZT 13–24 (the blue dot) served as the receiving probes. An expanded view of the lateral cylinder is showed in the cylindrical coordinate system.
Figure 4. Example of waveforms with respect to PZT6-18 (PZT6 acted as pulse source emission and PZT18 acted as the receiver) during the experiment.

Figure 5a shows the P-velocities along the 5 horizontal paths (Figure 3), which were PZT6–18, 7–19, 8–20, 11–23, and 12–24, respectively. Figure 5b shows the axial compression ($\sigma_a$), confining pressure ($\sigma_c$), inlet fluid pressure ($P_i$), and AE cumulative number throughout the entire experiment. The major load/unload steps were as follows: (1) the axial compression was increased to 176 MPa and the confining pressure ($\sigma_c$) was increased to 35.5 MPa at a slow rate; (2) the axial compression and the confining pressure were kept constant to make sure the sample was stable, and then fluid was injected to simulate the process of hydraulic fracturing, and the inlet pressure was increased to 14 MPa over a few seconds, and velocity was measured and did not change significantly at the initial stage of pumping; (3) the axial loading stress was reduced from 176 MPa to 29 MPa in about 300 s until a final dynamic fracture, and the velocity decreased and AE events were increased from 4450 to 24,710 during the dynamic fracture; the pressure decreased in this short time due to the damage of the rock sample, and the increase in the cumulative number of AE events could also explain the phenomenon; (4) reloading the axial loading stress until 83 MPa and the velocity increased; (5) at the beginning of the phase for a short period of time, inlet pressure and AE events increased and the axial compression decreased, and then the axial loading pressure and confining pressure remained constant, and velocity changed smoothly; (6) unloading the pressure, and velocity decreased and AE events increased during this phase. The experiment after the failure event was analyzed by X-ray CT scans, and CT scanning profiles of the sample after hydraulic fracturing are shown in Figure 6. According to the observation results, it was known that the velocity of the rock sample changed during the whole process, and from the perspective of Shen et al. [35], P-velocity was affected by microstructures. Therefore, it was necessary to consider real-time evolution of the physical parameter (velocity) in the numerical simulation.
Figure 5. (a) P-velocities measured along horizontal paths as indicated in Figure 3; (b) the procedure of the hydraulic fracturing experiment: the axial compression ($\sigma_a$), confining pressure ($\sigma_c$), inlet fluid pressure ($P_i$), and cumulative number of AE events versus time. The whole procedure could be divided into six phases according to different stress loading.

Figure 6. CT scanning profiles of the sample after hydraulic fracturing, x-z plane (a), y-z plane (b), and x-y plane (c). Red dots highlight the traces of fractures.

3. Methodology

Hydraulic fracturing is a multi-field coupled problem with complex mechanics; based on ABAQUS, the extended finite element method (XFEM) was used to study the damage process of the rock sample [36].

Dolbow [37] developed the extended finite element method (XFEM), which significantly improved crack modeling. To introduce the discontinuous field on the crack surface far from the crack tip, Moës et al. [38] developed a generalized Heaviside function and simple rules for crack tip enrichment.
The shape function at any point can be expressed as follows:

\[ u = \sum_{i=1}^{N} N_i(x) \left[ u_i + H(x) a_i + \sum_{\alpha=1}^{4} F_\alpha(x) b^\alpha_i \right] \]  

(1)

where \( N_i(x) \) are shape functions of conventional nodes, \( u_i \) is the degree of freedom vector of the conventional mesh node, \( a_i \) is the enriched degree of freedom vector of the mesh node where the crack surface is located, \( b^\alpha_i \) is the enriched degree of freedom vector of the mesh node where the crack tip is located, \( H(x) \) is the Heaviside function across the crack surfaces presented by Moës et al. [38], and \( F_\alpha(x) \) is the enrichment function used in the element cut by the crack tip.

The Heaviside function can be described as

\[ H(x) = \begin{cases} 1 & \text{if} \ (x - x^*) \cdot n \geq 0 \\ -1 & \text{otherwise} \end{cases} \]  

(2)

where \( x \) is a sample point of the model, \( x^* \) is a point located at the crack surface closest to \( x \), \( n \) is the outer normal direction perpendicular to the crack at \( x^* \) point, and \( r \) and \( \theta \) represent the local polar coordinate system of the crack tip. \( F_\alpha(x) \) can be expressed as [39]

\[ F_\alpha(x) = \left[ \sqrt{r} \sin \frac{\theta}{2}, \sqrt{r} \cos \frac{\theta}{2}, \sqrt{r} \sin \theta \sin \frac{\theta}{2}, \sqrt{r} \sin \theta \cos \frac{\theta}{2} \right] \]  

(3)

4. Numerical Examples

4.1. Fracturing Simulation with Constant Physical Parameter

To systematically study the damage process of the rock sample, we performed a series of numerical simulations. In conventional numerical simulations, the values of physical parameters are usually fixed. Rock fracturing simulations were conducted according to the configuration shown as Figure 7. The four node plane strain pore fluid/stress element (CPE4P) in ABAQUS was applied in the simulation. The initial increment of the time step was 0.1 s, and the maximum increment of the time step was 1 s. The initial values of physical parameters used for the simulation are summarized in Table 1. Figure 8 shows the fracture geometry at the end of simulation.

Figure 7. Geometry of the numerical model.
Table 1. Initial values of physical parameters.

| Parameter                        | Unit     | Value  |
|----------------------------------|----------|--------|
| Young’s modulus                 | GPa      | 47     |
| Poisson’s ratio                  | -        | 0.23   |
| Leak-off coefficient             | m/Pa     | $1 \times 10^{14}$ |
| Fluid viscosity                  | Pas      | 0.001  |
| Density                          | g/cm³    | 2.42   |
| Tensile strength of rock         | MPa      | 10     |

Figure 8. Fracture geometry at the end of simulation.

4.2. Fracturing Simulation Considering Real-Time Evolution of Velocity

As seen in Phase 3 in Figure 5, the P-velocity decreased from 4.77 km/s to 4.17 km/s, and the percentage of velocity variation was $-13\%$. This means that during the whole process of simulation, the velocity was reduced from 4.77 km/s to 4.17 km/s. In addition, we performed the numerical simulation considering $-20\%$ and $-30\%$ velocity variation based on the configuration shown in Table 2. The values of the other parameters remained constant, and they are listed in Table 1. According to the basic theory of elasticity in an isotropic medium, the velocity and the Young’s modulus are related through Equation (4). Formula 5 is derived from Equation (4).

$$V_p = \sqrt{\frac{E}{\rho} \cdot \frac{1 - \sigma}{(1 - 2\sigma)(1 + \sigma)}}$$  \hspace{1cm} (4)

$$E = \rho V_p^2 \frac{(1 - 2\sigma)(1 + \sigma)}{1 - \sigma}$$  \hspace{1cm} (5)

Table 2. The percentage of velocity change.

| Velocity (km/s) | %   |
|----------------|-----|
| 4.77           | 0   |
| 4.17           | $-13$ |
| 3.82           | $-20$ |
| 3.34           | $-30$ |

In the above equations, $V_p$ is the velocity of the rock sample; $E$ is Young’s modulus; $\sigma$ is Poisson’s ratio; and $\rho$ is density.

Next, we analyzed the relationship between fracture length and the simulation time. It can be clearly seen that the time when the fracture length reached maximum was different.
When the physical parameter (velocity) of the model was changed by 0%, −13%, −20%, and −30%, the time of fractures propagating to model boundaries was 274 s, 290 s, 301 s, and 347 s, respectively, as shown in Figure 9. Furthermore, similar results could be obtained from the numerical simulations [40]. The real fracturing time lasted about 300 s from Phase 3 in Figure 5. It could be clearly found that when we considered real-time evolution of velocity change (−13%), the time 290 s was closer to 300 s than 274 s with constant physical parameter (0% velocity variation), which means that when we considered real-time evolution of velocity change during the simulation, the numerical simulation results could reflect the rock damage evolution more exactly. Additionally, the change of final fracture geometries was not clear, considering the evolution of velocity from Figure 10. However, when we analyze Figures 9 and 10 comprehensively, it is not difficult to find that the fracture geometries were different at the same simulation time with the change of the physical parameter (velocity). The fracture length considering the velocity change was shorter than that with constant physical parameters at the same simulation time. Thus, considering that at the field site it is impossible to inject the fracturing fluid all the time, we draw the conclusion that the change of physical parameter (velocity) likely has an effect on the fracture geometry.

![Figure 9. Fracture length changes versus time at different velocity variations.](image1)

![Figure 10. Fracture geometries at different percentages of velocity variation. (a) 0%, (b) −13%, (c) −20%, (d) −30%.](image2)
5. Discussions and Conclusions

Based on the hydraulic fracturing experiment in the laboratory, we recorded the real-time effects of the hydraulic fracturing process on the velocity, and this study simulated the process of rock damage evolution. From the above theoretical analysis and numerical simulations, the following conclusions can be drawn:

It was found that the velocity from the in-lab active source test during the hydraulic fracturing experiment decreased, which provides an evidentiary basis for subsequent analysis. During the process of rock sample damage evolution, the effects of velocity variation on the simulation results were tested. The simulation results showed that the change of the physical parameter (velocity) of the rock sample affected the final fracture geometries slightly. However, the fracture geometries were different at the same injection time with changes of the physical parameter (velocity). Thus, considering the field site and that it is impossible to inject the fracturing fluid all the time, we draw the conclusion that the change of the physical parameter (velocity) has an effect on the fracture geometry. Additionally, when we consider real-time evolution of velocity change (−13%) from the experiment during the simulation, the numerical simulation results can reflect the rock damage evolution more exactly. The time (290 s), represented the process of rock damage evolution, is closer to real fracturing time (about 300 s) during Phase 3 in-lab hydraulic fracture experiment, compared with 274 s of fractures propagate to model boundaries without considering real-time evolution of physical parameter (0% velocity change).

Furthermore, the geological conditions of the fracturing field site and the changes in physical parameters cannot be ignored. In addition, it is of great significance to predict and control hydraulic fracture morphology accurately for improving oil and gas production. The present study can provide some theoretical guidance for future numerical simulations. Furthermore, geological conditions and more reasonable on-site production should be considered.

Of course, the defects of the study must be pointed out. Physical parameters of rock samples, such as the strength and velocity of samples at each point, will change under pressure. In this experiment, the equivalent velocity of the rock sample was obtained during the process of rock sample damage evolution. Conclusions of the above are drawn based on the assumption of whole equivalent velocity variation of the rock. For simplicity, only a 2D model is simulated in this paper. For further research, a 3D model should be considered, which may provide more detailed discovery. In order to show the process of rock sample damage evolution more realistically, further work should utilize velocity tomography from acoustic emission data recorded during the experiment, which can obtain real-time and high-resolution physical parameter changes, and then the hydraulic fracturing simulation results can be obtained more reasonably.
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