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Abstract
Self-supervised Transformer based models, such as wav2vec 2.0 and HuBERT, have produced significant improvements over existing approaches to automatic speech recognition (ASR). This is evident in the performance of the wav2vec 2.0 based pretrained XLSR-53 model across many languages when fine-tuned with available labeled data. However, the performance from fine-tuning these models can be dependent on the amount of in-language or similar-to-in-language data included in the pretraining dataset. In this paper we investigate continued pretraining (CoPT) with unlabeled in-language audio data on the XLSR-53 pretrained model in several low-resource languages. CoPT is more computationally efficient than semi-supervised training (SST), the standard approach of utilizing unlabeled data in ASR, since it omits the need for pseudo-labeling of the unlabeled data. We show CoPT results in word error rates (WERs), equal to or slightly better than using SST. In addition, we show that using the CoPT model for pseudo-labeling, and using these labels in SST, results in further improvements in WER.

Index Terms: Continued Pretraining (CoPT), Transformer, self-supervision, speech recognition

1. Introduction
The success of self-supervision trained Transformer models such as GPT [1, 2], BERT [3] and others in natural language processing (NLP) has led to their adoption in computer vision (e.g. [4]) and audio processing (e.g. [5]). The ability to use large pools of unlabeled data in Transformer model training appears to be a key driver of performance on a variety of downstream tasks, especially when operating with little supervised training data.

In both machine translation and speech recognition, large pretrained Transformers, trained on multilingual data, learn representations that are broadly useful across many languages, as opposed to models trained on only English data [6, 7]. These models have been able to improve machine translation and speech recognition on low-resource languages that otherwise have very poor performance. However, for many of these pretrained multilingual models a few languages dominate the pretraining data set, particularly English. Intuitively, the amount of in-language data in the pretraining dataset should impact the models’ subsequent performance on the language in downstream tasks. Indeed, Wu and Dredze [8] show that the most under-represented languages in a multilingual BERT model perform significantly worse on downstream tasks than better-represented languages in the pretraining set. Thus, an approach to improving performance in low-resource languages is to increase its representation during pretraining. However, given the size of the datasets and models, it is computationally expensive to pretrain these models from scratch with more of, or exclusively on, target language data in the pretraining dataset, although it has been explored extensively in other domains [9, 10, 11]. In this work, we employ an alternative to this for speech recognition: simply continue the pretraining task with unsupervised audio from the target language.

The idea of continued pretraining (CoPT) has been explored in previous works, primarily in NLP. Gururangan et al. [12] show improvements on domain-specific tasks (medical text data, legal documents, etc.) by continuing the pretraining task on RoBERTa [13] with in-domain data. Subsequent work [14] investigated CoPT in multilingual BERT models to improve finetuned performance on languages that were underrepresented or not-represented in the pretraining data set.

In this work, we investigate CoPT in the context of ASR with experiments on XLSR-53 [7]. XLSR-53 is a multilingual wav2vec 2.0 [5] model trained on 56k hours of audio from 53 different languages (approximately 80% of which is English data) which has demonstrated impressive performance when finetuned on various languages. We find that CoPT consistently improves performance across the languages we investigated. Since CoPT uses unlabeled data, we compare the performance of CoPT with semi-supervised training (SST) [15, 16, 17, 18, 19, 20]. SST uses a bootstrap ASR model to generate pseudo labels for the unlabeled data; this pseudo labeled data is filtered to discard lower quality data and combined with the labeled data, and the model retrained [21].

Our results show that CoPT performs as well, if not better than, SST in low-resource languages while being computationally cheaper to train and simpler to implement. In addition, we show that both CoPT and SST can be used together to further improve performance. While CoPT has been explored in NLP, this work is the first to demonstrate its effectiveness in low-resource ASR and compare it with SST, the standard approach to using unlabeled data in ASR acoustic modeling.

The organization of the paper is as follows: Section 2 details the data sets used and the training setup and process. Section 3 describes the various experiments and results, with commentary. We conclude with closing remarks and suggestions for best practices with CoPT in Section 4.

2. Experiment Setup
2.1. Data
This work is primarily focused on improving WERs on low-resource languages. In particular, we focus on Georgian, Farsi, Somali, and Tagalog ASR with speech data from IARPA’s MATERIAL program [22]; this program’s goal is to develop methods to find, retrieve, and summarize speech and text content in response to English queries using minimal human-created re-

2.1. Data
sources. For the ASR component of the program, a small training set, the build set, typically consisting of approximately 40-80 hours of telephone conversational speech is provided, as well as a mixed speech (conversational speech, broadcast news, and conversation) test set, the analysis set. Of the languages considered here, Tagalog has about 150hrs of data; the other three languages have between 36-65 hours of audio data. All results on MATERIAL languages are reported on their respective analysis set. In addition to these data sets we also use Georgian and Tagalog/BABEL data sets, available from LDC. These data sets include a train as well as dev test set. BABEL language results are reported on their corresponding dev test set. Prior to continued pretraining or finetuning, all audio undergoes 3-day speed perturbation [25].

As unsupervised audio data, we download audio from YouTube, primarily from YouTube channels of news broadcast stations in the language of interest. For each language, we gather exactly 1000 hours of YouTube for use in SST and CoPT. The preselection of our pseudo-labeling process results in using a subset of this data, as the process attempts to remove generated transcripts that are likely to be too noisy for training. Since in practice, there is no concern of noisy transcripts for CoPT due to its self-supervised pretraining task, we utilize the entire 1000 hour set of YouTube data for CoPT.

For language modeling, we augment the training transcripts with web crawled data in each target language. This crawled data is minimally “cleaned” by removing punctuation, digits, tokens outside of the target language, and lower casing if applicable. The crawled data is also used to expand the lexicon used by the ASR systems in each language by adding all words that exceed a minimum threshold to the lexicon.

2.2. Training

Our training setup for XLSR-53 differs from the original training approach in [7] and is most similar to Vyas et al. [24]. In particular, we use [25] for data preparation and decoding, and the Espresso toolkit [26] to train the XLSR-53 with the LF-MMI objective rather than the CTC objective [23]. The only rationale for using this setup rather than the original wav2vec 2.0 training paradigm is that we used this setup with success in our MATERIAL program efforts. The pretraining setup closely follows the original wav2vec 2.0 pretraining approach. To accommodate our compute environment, we train only on utterances ≤ 10 seconds and use an effective batch size of 4 minutes of audio, rather than the 32 used in the wav2vec 2.0 large configuration. For all languages, the finetuning process uses grapheme modeling, and the XLSR-53 model is finetuned for 25,000 updates. We found that 50,000 updates provides little improvement for the doubling the training time. For CoPT, the model is trained for 100,000 updates. All parameters are fixed across all languages under consideration; we did not attempt to optimize parameter values on individual languages to improve performance. Following [5], for each configuration, we train 3 different seeds (though the 3 seeds remain constant across all runs) and select the model with the best results.

2.3. Semi-Supervised Training

The SST training data set for each language is created by decoding the corresponding unlabeled YouTube audio data with the baseline finetuned XLSR-53 model, using a language model based on both the training and web crawl data. We discard any decoded utterances where more than 10% of the transcript contains <UNK> tokens, and per-frame-log-likelihood is below the median log-likelihood per frame for all utterances. For the YouTube data used, this process yields 450-650 hours of additional pseudo-labelled audio for supervised training.

3. Experiments and results

For each language, we consider four different CoPT setups:

- None: The baseline setup, no CoPT
- BUILD: Using the build data for CoPT
- YouTube: Using the 1000 hour unlabeled in-language YouTube audio for CoPT
- BUILD + YouTube: Using both the build data and corresponding 1000 hour unlabeled in-language YouTube audio for CoPT

In all four setups we start from the publicly available XLSR-53 pretrained model.

To compare performance with SST, for each of these four CoPT setups we also finetune with the build and YouTube SST data. For easy comparison across experiments, we generate one set of semi-supervised training transcripts in each language for all the experiments using the baseline model. A more realistic approach in high performance and production deployments is to regenerate SST datasets after each SST pass until computational considerations exceed performance gains. To demonstrate performance from such a pipeline for CoPT, we take the best CoPT based model after finetuning with the build data, generate another set of SST transcripts, and repeat the finetuning with the newly generated SST data set. These results are also included in Table 1 labeled SST Best.

3.1. MATERIAL Results

The results for the CoPT experiments on the MATERIAL languages are detailed in Table 1. Across all languages, CoPT improves the performance of the XLSR-53 model, with larger pretraining data sets containing the 1000 hours of YouTube data providing more improvement than using the build data alone in CoPT. In particular, CoPT appears to prime the XLSR-53 model to be more receptive to finetuning due to better modeling of underlying target language phonology.

Two results in Table 1 are of particular interest. CoPT None with BUILD + SST finetuning (row 2) and CoPT BUILD + YouTube with BUILD finetuning (row 7). The first is a standard SST pipeline implemented on the XLSR-53 model and the second is a straightforward implementation of CoPT on XLSR-53. Across all languages, we observe that CoPT matches or slightly outperforms SST. CoPT only requires continuing the pretraining task, which is much simpler than setting up a separate pseudo-labeling workflow. SST, on the other hand, requires decoding of 1000+ hours of audio followed by finetuning over the SST transcripts at a significant computational cost. Essentially, CoPT in pretrained models can replace SST while retaining the same performance with lower computational cost and effort.

The results with build pretraining are mixed. In general, build pretraining, comparing rows 1 and 3 in Table 1 improves performance. However, Farsi shows a degradation in WER with build pretraining. It is not clear why we see the degradation, we
Table 1: WER results comparing CoPT with different pretraining data with and without SST

| CoPT                   | Finetuning | Georgian | Farsi | Somali | Tagalog |
|------------------------|------------|----------|-------|--------|---------|
| None       | BUILD      | 18.7     | 30.7  | 51.1   | 34.6    |
| None       | BUILD + SST| 18.0     | 27.9  | 50.4   | 26.6    |
| BUILD      | BUILD      | 18.5     | 32.1  | 50.4   | 26.6    |
| BUILD      | BUILD + SST| 17.7     | 27.5  | 50.2   | 26.1    |
| YouTube    | BUILD      | 17.5     | 27.6  | 49.4   | 26.6    |
| YouTube    | BUILD + SST| 17.7     | 27.3  | 49.9   | 25.8    |
| BUILD + YouTube| BUILD     | **17.4** | 27.2  | **48.9** | 26.5    |
| BUILD + YouTube| BUILD + SST| 17.6     | 27.2  | 49.9   | 25.8    |
| BUILD + YouTube| BUILD + SST Best| 17.6 | **26.5** | 49.0 | **24.4** |

do note that of the languages considered, Farsi has the smallest build data set (36 hours). CoPT with very small datasets may require a different set of meta parameters for optimal performance; as noted earlier the Section 2.2 for consistency, we did not optimize parameters on individual languages. All CoPT and finetuning workflows and parameters are identical for all languages.

As mentioned previously, the baseline system was used to generate transcripts for SST. However, given that the best CoPT model without SST has better performance, we can regenerate transcripts, i.e. pseudo labels, for SST with the best CoPT model. The last row in Table 1 labeled BUILD + SST BEST shows the results of finetuning the CoPT model with SST using more accurate transcripts. As shown, this gives further improvements on Farsi and Tagalog, with Georgian and Somali essentially the same as prior best results.

Finally, Table 2 breaks down the MATERIAL results by genre, as mentioned earlier, the analysis test set consists of three different genres: telephone (conversational) speech (CS), news broadcasts (NB), and topical broadcasts (TB). The largest improvements are observed in the TB and NB genres in all languages. This is likely due to the fact that YouTube audio more closely matches TB and NB speech. We note that CS performance improves as well, though not to the same degree, even though the YouTube audio is quite different from conversational speech.

Table 2: MATERIAL analysis WER by genre with finetuning using build only.

| Language | CoPT   | CS  | NB  | TB  |
|----------|--------|-----|-----|-----|
| Georgian | None   | 33.8| 11.9| 19.0|
|          | BUILD + YT | 32.7| 10.7| 17.4|
| Farsi    | None   | 41.5| 26.6| 30.8|
|          | BUILD + YT | 38.2| 23.1| 27.2|
| Somali   | None   | 59.0| 47.1| 52.1|
|          | BUILD + YT | 56.4| 44.6| 49.5|
| Tagalog  | None   | 45.2| 25.3| 35.6|
|          | BUILD + YT | 43.5| 19.0| 27.6|

3.2. BABEL Results

From the results in Section 3.1, it is clear that in-language and in-domain CoPT help in low resource ASR. To further understand the impact of out-of-domain CoPT, we start from the language-specific YouTube CoPT models and finetune on the Georgian and Tagalog BABEL data sets and compare performance to finetuned models without CoPT. The language-specific YouTube CoPT models used here are the same models that are finetuned to generate rows 5 and 6 in Table 1 for Georgian and Tagalog. Note that BABEL data sets include conversational speech data only, whereas YouTube data more closely matches broadcast news than conversational, representing in-language but out of domain data. The results of these experiments are detailed in Table 3 and mirror the behavior observed in Table 2 on the MATERIAL analysis CS subsets, with diminished gains when using out-of-domain CoPT.

Table 3: BABEL dev set WER with CoPT with finetuning using corresponding train set.

| Language | CoPT   | WER |
|----------|--------|-----|
| Georgian | None   | 31.9|
|          | YT     | 30.7|
| Tagalog  | None   | 36.3|
|          | YT     | 35.2|

4. Discussion

In this paper, we present results demonstrating that CoPT provides similar to, or better, results than SST on large pretrained Transformer models, in particular, XLSR-53. CoPT is computationally efficient and simpler to implement compared to SST. We further show that CoPT and SST are complementary and that using that both in a pipeline, where CoPT models generate transcripts for SST, results in additional improvements in WER. CoPT performs best with in-domain data but this is not a hard requirement; out-of-domain data also results in performance improvements albeit smaller than with in-domain data. Based on these results, our recommendation for XLSR-53 like models is to apply CoPT first and then, compute and time permitting, implement SST using the CoPT based model to generate SST transcripts.
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