Multiple-Penalty-Weighted Regularization Inversion for Dynamic Light Scattering
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Abstract: By using different weights to deal with the autocorrelation function data of every delay time period, the information utilization of dynamic light scattering can be obviously enhanced in the information-weighted constrained regularization inversion, but the denoising ability and the peak resolution under noise conditions for information-weighted inversion algorithm are still insufficient. On the basis of information weighting, we added a penalty term with the function of flatness constraints to the objective function of the regularization inversion, and performed the inversion of multiangle dynamic light scattering data, including the simulated data of bimodal distribution particles (466/915 nm, 316/470 nm) and trimodal distribution particles (324/601/871 nm), and the measured data of bimodal distribution particles (306/974 nm, 300/502 nm). The results of the inversion show that multiple-penalty-weighted regularization inversion can not only improve the utilization of the particle size information, but also effectively eliminate the false peaks and burrs in the inversed particle size distributions, and further improve the resolution of peaks in the noise conditions, and then improve the weighting effects of the information-weighted inversion.
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1. Introduction

Dynamic light scattering (DLS), as a noncontact and noninterference with the original state of the measured system, has become a common method for submicron and nanoparticle measurement [1–3]. This DLS technique uses the photon correlation spectroscopy (PCS) [4,5] and obtains information of particle size distribution (PSD) by recovering the autocorrelation function (ACF) of the light intensity scattered by Brownian particles. However, the inversion of ACF data is an inherently difficult problem in DLS measurements, as a Fredholm integral equation of the first kind needs to be solved. As an ill-conditioned equation, the existence, uniqueness, and stability of the solution are uncertain. A variety of the inversion methods have been proposed, including the cumulants method [6], the Laplace transform method [7], the non-negative least-squares method (NNLS) [8], the constrained regularization method (CONTIN) [9,10], singular value decomposition method [11], and the regularization method [12–14]. In addition, some improved techniques have been proposed containing a modified cumulants method [15–17], a regularized NNLS [18], a modified regularization algorithm [19], a modified truncated singular value decomposition [20], and many intelligent optimization-based algorithms [21–25] used in DLS inversion. Each of these methods has its own characteristics and limitations, and the inversion of the bimodal or multimodal distribution particles has always been a difficult problem.
In 1987, Cummins and Staples [26] used two-angle DLS and showed the advantages of multiangle DLS over single-angle DLS for the bimodal PSD inversion. In 1995, Bryant and Thomas [27] further improved the accuracy of PSD recovery by combining MDLS data with high-quality static light scattering (SLS) data and analyzing the data simultaneously. In order to make better use of the advantages of multiangle measurement, Vega et al. [28] proposed a recursive least-squares method to estimate the weighting coefficients using the complete ACF measurement and a regularization parameter in 2003. In 2012, Liu et al. [29] developed an iterative recursion method for obtaining the required intensity weighting and proved the relationship between the inversion accuracy and the number of scattering angles used in multiangle DLS.

In 2016, Zhu et al. introduced the idea of signal weighting into DLS technique for PSD inversion, in which the light intensity ACF was used to weight the residual in the regularization inversion [30], and the noise effect of the long delay period in ACF was attenuated. In 2018, Xu et al. proposed an information-weighted method and a character-weighted method for DLS inversion [31, 32], in which the different weights were used to deal with the data of every delay time period in the ACF. By means of the weighting, the utilization of the ACF data is increased in the information-intensive segments and decreased in the noise-intensive segments, which means that a higher availability of information in ACF has been achieved and the noise effect still exists in the information-intensive segments. However, for the inversion of the bimodal or multimodal distribution particles, the noise distributed in ACF, no matter in which delay segment, has an impact on peak recognition. In this paper, by adding a penalty term with a flatness constraint function in the objective function, the multiple-penalty-weighted regularization is used to inverse the ACF data. By eliminating the false peaks and burrs in the inversion, the peak recognition ability is improved and the PSDs can be better retrieved in the noise conditions.

2. Dynamic Light Scattering and Multiple-Penalty-Weighted Regularization

In DLS measurement, the scattering light intensity ACF at the scattering angle $\theta$ can be described as follows:

$$G^{(2)}_{\theta}(\tau_j) = \lim_{M \to \infty} \sum_{k=1}^{M} i_{\theta}(\tau_k) \cdot i_{\theta}(\tau_k + j) / M$$

where $G^{(2)}_{\theta}(\tau_j)$ is the discrete ACF of the scattered light intensity, $i_{\theta}(\tau_k)$ the scattered light intensity at the delay time $\tau_k$, $\tau_j$ the discrete delay time, and $M$ the total number of samples acquired by the correlator. The light intensity ACF is related to the normalized electric field ACF, $g^{(1)}_{\theta}(\tau_j)$, by the Siegert relationship [33]

$$G^{(2)}_{\theta}(\tau_j) = B \left( 1 + \beta(\theta) \left| g^{(1)}_{\theta}(\tau_j) \right|^2 \right)$$

where $B$ is the measured baseline of $G^{(2)}_{\theta}(\tau_j)$, $\beta \leq 1$ is the instrumental coherence constant, and $j (1 \leq j \leq M)$ is the channel number of the correlator.

The normalized electric field ACF has the form [8]

$$g^{(1)}_{\theta}(\tau_j) = \sum_{i=1}^{N} \exp \left( -\frac{16\pi k_B T n_m^2 \sin^2(\theta/2)}{3\eta d_i \lambda_0^2} \cdot \tau_j \right) f(d_i)$$

where $d_i$, $k_B$, $T$, $\lambda_0$, $n_m$, $\eta$, and $f(d_i)$ are the diameter of spherical particle, the Boltzmann constant, the absolute temperature of the medium, the wavelength of the incident light, the refractive index of the nonabsorbing suspending medium, the viscosity of the dispersing medium, and the discrete PSD, respectively. Equation (3) can be simplified as

$$g^{(1)}_{\theta} = A_{\theta} f$$
where \( g^{(1)}_g \) is a vector with elements \( g^{(1)}_g (\tau_j) \), \( f \) a vector with elements \( f(d_i) \), and \( A_\theta \) a kernel matrix corresponding to the measured ACF at the scattering angle \( \theta \). The elements of \( A_\theta \) are given by

\[
A_\theta(j,i) = \exp\left(-\frac{16\pi k}{3}\frac{T_n^2}{d_i A_0^2} \sin^2(\theta/2) \right),
\]

(5)

Tikhonov regularization method for DLS inversion needs to minimize the objective function

\[
M^\alpha(f, g^{(1)}_g) = \|A_\theta f - g^{(1)}_g\|^2 + \alpha\|Lf\|^2
\]

(6)

where \( \alpha \) is the regularization parameter, \( L \) the regularization matrix, \( f \) the estimated PSD, \( \|\cdot\| \) the Euclidean norm, and \( \|Lf\|^2 \) the penalty functional factor. Generally, the regularization parameter \( \alpha \) is determined by L-curve criterion \([34,35]\) to control the accuracy and stability of the solution, and the identity matrix is chosen as the regularization matrix. The weighted regularization inversion form \([31,32]\) of Equation (6) is

\[
M^\alpha_W(f, g^{(1)}_g) = \|A_W f - g^{(1)}_g\|^2 + \alpha\|Lf\|^2
\]

(7)

where \( W_\theta \) is the weighted matrix, and

\[
g^{(1)}_W = \begin{bmatrix}
W_{\theta_1} g^{(1)}_1 \\
W_{\theta_2} g^{(1)}_2 \\
\vdots \\
W_{\theta_m} g^{(1)}_m
\end{bmatrix} = \begin{bmatrix}
k_1 W_{\theta_1} A_{\theta_1} \\
k_2 W_{\theta_2} A_{\theta_2} \\
\vdots \\
k_m W_{\theta_m} A_{\theta_m}
\end{bmatrix} f = A_W f
\]

(8)

where \( A_W \) is the kernel matrix of Equation (8), \( A_W = [k_1 W_1 A_{\theta_1}; k_2 W_2 A_{\theta_2}; \ldots; k_m W_m A_{\theta_m}] \), and \( g^{(1)}_W \) is a vector set containing the weighted electric field ACF data at scattering angles \( \theta_1, \theta_2, \ldots, \theta_m \). \( g^{(1)}_g \) is the electric field ACF data at scattering angle \( \theta_i \), \( A_{\theta_i} \) the kernel matrix corresponding to \( g^{(1)}_g \), \( W_{\theta_i} \) the weighted matrix corresponding to \( g^{(1)}_g \), \( k_i \) the constant related to the scattering angle \( \theta_i \), and \( r \) an integer from 1 to \( m \).

\[
w_{\theta_i,j} = \text{diag}[g^{(1)}_g (\tau_j)]^{|Pr/2}
\]

(9)

\[
w_{\theta_i,j} = |g^{(1)}_g (\tau_j)|^{Pr/2}
\]

(10)

where \( Pr \) is the weight-adjusting parameter and \( g^{(1)}_g (\tau_j) \) is the ACF data from the actual measurement. Adding a new penalty item \( \beta \|L_1 f\|^2 \) in the objective function of the weighted regularization, then

\[
M^\alpha(\beta)f, g^{(1)}_W) = \|A_W f - g^{(1)}_W\|^2 + \alpha\|Lf\|^2 + \beta\|L_1 f\|^2
\]

(11)

where \( \beta \) is the newly increased regularization parameter. \( L_1 \) is the regular matrix in the first penalty term, is a zero-order matrix (identity matrix), and \( L_1 \), the regular matrix in the second penalty term, is a first-order matrix \([36]\). Regularization parameters can be selected by fixed-point iteration method or model function method \([37]\). In this work, fixed-point iteration method is used and, by optimizing minimum distance function (MDF) \([38]\), the iterative model for obtaining the second regularization parameters is derived as

\[
\beta^{(k+1)} = \frac{\|A_W f(\alpha, \beta^{(k)}) - g^{(1)}_W\|^2}{\|L_1 f(\alpha, \beta^{(k)})\|^2} \times \left( \log \frac{\|L_1 f(\alpha, \beta^{(k)})\|^2}{\|A_W f(\alpha, \beta^{(k)}) - g^{(1)}_W\|^2} \right) \left( \log \frac{\|L_1 f(\alpha, \beta^{(k)})\|^2}{\|A_W f(\alpha, \beta^{(k)}) - g^{(1)}_W\|^2} \right), (k = 0, 1, 2, \ldots)
\]

(12)

where \( \beta_a \) and \( \beta_b \) are the squares of the smallest and the largest singular values of the \( A_W \) matrix, respectively.
The steps of selecting regularization parameters are as follows: Firstly, the regularization parameter $\alpha$ is selected through the L-curve criterion, and $\beta_a$ and $\beta_0$ are calculated. By assuming the initial regularization parameter $\beta(0)$ with $\beta_a < \beta(0) < \beta_0$, $f(a, \beta(0))$ is calculated. Secondly, $\beta(0)$, $\beta_a$, $\beta_0$, and $f(a, \beta(0))$ are substituted into the Equation (12), and the second parameter $\beta(1)$ and its corresponding solution $f(a, \beta(1))$ are obtained. Thirdly, it is determined whether the iteration stop condition, $|\beta(k+1) - \beta(k)|/\beta(k+1) \leq 10^{-4}$, is satisfied. Repeat the last two steps in turn if the stop condition is not met, until the condition is satisfied. $\beta(k)$, which satisfies the iteration stop condition, is the optimal regularization parameter.

3. Numerical Simulation and Analysis

In the simulations, both bimodal particles and trimodal particles were involved by using Johnson’s $S_B$ function [39]

$$f(d) = \frac{\sigma}{(d_{\text{max}} - d_{\text{min}}) \sqrt{2\pi}} \exp\left[-0.5|\mu + \sigma \ln\left(\frac{t}{1-t}\right)|^2\right]$$

where $t = (d - d_{\text{min}})/(d_{\text{max}} - d_{\text{min}})$ is the normalized particle size. $d_{\text{max}}$ and $d_{\text{min}}$ are the maximum and the minimum particle size, respectively. $\mu$ and $\sigma$ are distribution parameters. The intensity ACF data can be obtained by Equation (1). Two performance indices were introduced for examining the inversion performance:

$$V1 = \left(\sum_{i=1}^{N} (f(D_i) - \hat{f}(D_i))^2\right)^{1/2}$$

$$V2 = \frac{|P_{\text{true}} - P_{\text{meas}}|}{P_{\text{true}}}$$

where $f(D_i)$ is the simulated “true” PSD, $\hat{f}(D_i)$ the retrieved PSD, $P_{\text{true}}$ the peak position value of the simulated “true” PSD, and $P_{\text{meas}}$ the peak position value of the retrieved PSD. The smaller the V1 and V2 values, the better the performance of the inversion. The parameters of simulated PSD are shown in Table 1. d1, d2, and d3 are the particle size corresponding to the peak position value of PSD. Simulations were conducted with the conditions: $k_B = 1.3807 \times 10^{-23}$ J/K, $T = 298.15$ K, $\eta = 0.89$ cP, $n_m = 1.3316$, $\lambda_0 = 632.8$ nm, $\theta_1 = 30^\circ$, $50^\circ$, $70^\circ$, $90^\circ$, $110^\circ$, $130^\circ$. AS, BS, and CS represent far bimodal 466/915 nm, near bimodal 316/470 nm, and trimodal 324/601/871 nm simulated PSD, respectively. The size distribution ranges of AS, BS, and CS are [2.01 nm, 1200.01 nm], [2.01 nm, 800.01 nm], and [2.01 nm, 1200.01 nm], respectively, and the discrete points of all simulated distributions are 160. The inversion results are shown in Figures 1–3, and the corresponding performance indices are shown in Tables 2–4. In the Figures, the subtitles (a), (b), (c), and (d) are the inversion results with noise levels of 0, $10^{-4}$, $10^{-2}$, and 0.8, respectively. ‘True PSD’, ‘WR’ and ‘WMR’ represent the true PSD, the inversed PSD by weighted regularization, and the inversed PSD by multiple-penalty-weighted regularization.

| Sample | d1 | d2 | d3 | $\mu_1$ | $\mu_2$ | $\mu_3$ | $\sigma_1$ | $\sigma_2$ | $\sigma_3$ | $a$ | $b$ | $c$ |
|--------|----|----|----|---------|---------|---------|------------|------------|------------|----|----|----|
| AS     | 466| 915|-   | 3       | -6      | -       | 6.76       | 5.1        | -          | 0.5| 0.5| -  |
| BS     | 316| 470|-   | 4.1    | -3.1    | -       | 9.7        | 8.5        | -          | 0.5| 0.5| -  |
| CS     | 324| 601| 871| 7.0    | -1      | -7      | 7.2        | 9.05       | 7.2        | 1/3| 1/3| 1/3|
| Unit   | $\mu$m| $\mu$m| $\mu$m| -       | -       | -       | -          | -          | -          | -  | -  | -  |

Table 1. Parameters of simulated polydisperse PSD data sets.
Figure 1. The inversion results with WR and WMR from 466/915 nm bimodal simulated DLS data under different noise levels: (a) noise level is 0; (b) noise level is $10^{-2}$; (c) noise level is $10^{-3}$; (d) noise level is 0.08.

Figure 2. The inversion results with WR and WMR from 316/470 nm bimodal simulated DLS data under different noise levels: (a) noise level is 0; (b) noise level is $10^{-3}$; (c) noise level is $10^{-2}$; (d) noise level is 0.08.
The performance indices of the inversion for simulated 316/470 nm bimodal DLS data under different noise levels: (a) noise level is 0; (b) noise level is $10^{-4}$; (c) noise level is $10^{-2}$; (d) noise level is 0.08.

Table 2. The performance indices of the inversion for simulated 466/915 nm bimodal DLS data under different noise levels.

| Size/nm  | Noise Level | WR V1 | $P_{\text{meas}}$/nm V1 | WR V2 | $P_{\text{meas}}$/nm V2 | WMR V1 | $P_{\text{meas}}$/nm V1 | WMR V2 | $P_{\text{meas}}$/nm V2 |
|----------|-------------|-------|-------------------------|-------|-------------------------|--------|-------------------------|--------|-------------------------|
| 466/915  | 0           | 0.0252| 451/474/923             | 0.0322| 454/72/0.0087           | 0.0195 | 474/923                 | 0.0172 | 0.0087                 |
|          | $10^{-4}$   | 0.0231| 459/923                 | 0.0150| 459/30                 | 0.0229 | 459/923                 | 0.0150 | 0.0164                 |
|          | $10^{-2}$   | 0.0349| 481/923                 | 0.0322| 0.0087                 | 0.0254 | 459/923                 | 0.0150 | 0.0057                 |
|          | 0.08        | 0.1551| -/908                   | -/0.0076|              | 0.1297 | 425/908                 | 0.0880 | 0.0076                 |

Table 3. The performance indices of the inversion for simulated 316/470 nm bimodal DLS data under different noise levels.

| Size/nm  | Noise Level | WR V1 | $P_{\text{meas}}$/nm V1 | WR V2 | $P_{\text{meas}}$/nm V2 | WMR V1 | $P_{\text{meas}}$/nm V1 | WMR V2 | $P_{\text{meas}}$/nm V2 |
|----------|-------------|-------|-------------------------|-------|-------------------------|--------|-------------------------|--------|-------------------------|
| 316/470  | 0           | 0.0422| 301/475                 | 0.0475| 0.0106                  | 0.0286 | 301/475                 | 0.0475 | 0.0106                  |
|          | $10^{-4}$   | 0.0480| 306/480                 | 0.0316| 0.0213                  | 0.0380 | 311/475                 | 0.0158 | 0.0106                  |
|          | $10^{-2}$   | 0.0576| 301/485                 | 0.0475| 0.0319                  | 0.0500 | 301/475                 | 0.0475 | 0.0106                  |
|          | 0.08        | 0.2113| 251/455                 | 0.2057| 0.0319                  | 0.1997 | 261/455                 | 0.1741 | 0.0319                  |

Figure 3. The inversion results with WR and WMR from 324/601/871 nm trimodal simulated DLS data under different noise levels: (a) noise level is 0; (b) noise level is $10^{-4}$; (c) noise level is $10^{-2}$; (d) noise level is 0.08.
Table 4. The performance indices of the inversion for simulated 324/601/871 nm trimodal DLS data under different noise levels.

| Size/nm   | Noise Level | WR     | WMR     |
|-----------|-------------|--------|---------|
|           |             | V1     | V2      | V1     | V2      |
|           |             | P_{meas}/nm |        | P_{meas}/nm |        |
|           |             |         |         |         |         |
| 324/601/871 | 0         | 0.0481  | 324/594/878 | 0/0.0116/0.0116 | 0.0326  | 324/594/871 | 0/0.0116/0 |
|           | 10^{-4}    | 0.0487  | 316/586/608/871 | 0.0247/-/0.0116/0 | 0.0421  | 324/616/871 | 0/0.0250/0 |
|           | 10^{-2}    | 0.0523  | 309/339/394/870 | 0.0463/-/0.0116/0.0011 | 0.0419  | 324/594/863 | 0/0.0116/0.0092 |
|           | 0.08       | 0.3160  | 271/586/885 | 0.1636/0.0249/0.0161 | 0.2340  | 256/586/885 | 0.2098/0.0249/0.0161 |

The inversion results, with the single-penalty and the multiple-penalty-weighted regularization from 466/915 nm bimodal simulated DLS data, are shown in Figure 1. It is obvious that, with the increase of the added noise, there are obvious burrs in the PSDs inversed by weighted regularization function. When the noise level reaches 0.08, an obvious false peak is found in the PSDs inversed by single-penalty-weighted regularization. After adding another penalty to the objective function, some false peaks and burrs are eliminated, and a bimodal PSD, which is relatively close to the true PSD, is still obtained. From the corresponding performance indices (Table 2), it can be seen that the fitting errors and peak position errors are reduced obviously by using the multiple-penalty-weighted regularization method.

The retrieved PSDs, with the single-penalty and the multiple-penalty-weighted regularization from 316/470 nm bimodal simulated DLS data, are shown in Figure 2 and the corresponding performance indices are shown in Table 3. From Figure 2, it can be seen that in addition to the obvious burrs and false peaks in the results inversed by single-penalty-weighted regularization, the jump also occurs in the size distribution as the noises increase, and this situation is improved by adding a penalty term in the weighted inversion. When the noise level reaches 0.08, large peak deviations occur in the inversed PSDs for both methods, while the results obtained by the multiple-penalty-weighted regularization are relatively better than those obtained by the single-penalty one in terms of the peak values and burr occurrence. Table 3 indicates that all the fitting errors and the peak position errors in the PSDs obtained by the multiple-penalty-weighted regularization are obviously less than that by the single-penalty-weighted regularization.

Figure 3 shows the inversion results of the single-penalty and the multiple-penalty-weighted regularization for 324/601/871 nm trimodal simulated DLS data, and Table 4 gives the corresponding performance indices. From Figure 3 and Table 4, we can see that the multiple-penalty-weighted regularization effectively eliminates the burl and spurious peaks which appeared in the PSDs inversed by single-penalty-weighted regularization. Both the peak errors and peak position errors of the former are obviously smaller than that of the latter.

4. Experimental Data Inversion

The experimental data corresponding to two bimodal samples (AE, BE) were used to evaluate multiple-penalty-weighted regularization inversion. Sample AE was obtained by mixing 306 nm ± 8 nm and 974 nm ± 10 nm standard polystyrene latex spheres (Polyscience Inc., Warrington, PA, USA), and sample BE by mixing 300 nm ± 3 nm and 502 nm ± 4 nm standard polystyrene latex spheres (Duke Scientific Corporation, Palo Alto, CA, USA). For both bimodal samples, the regulated sample temperature $T = 298.15$ K, and the dispersion medium refractive index $n_m = 1.33$. The measured DLS data was obtained at the scattering angle $\theta = 30^\circ, 50^\circ, 70^\circ, 90^\circ, 110^\circ, 130^\circ$ for sample AE, and $\theta = 30^\circ, 50^\circ, 70^\circ, 90^\circ, 110^\circ, 120^\circ$ for sample BE. Figure 4 shows the recovered PSDs, and the value of the performance indices are shown in Table 5.
near-bimodal particles, the inversion results are still unsatisfactory when the noise level reaches 10 of the multiple-penalty-weighting inversion results is still limited by the noise level, for 316/470 nm a gentle change can be made between the components of each solution. Of course, the acceptability is that an additional penalty term is added to the objective function, and the flatness model is used if the single-penalty-weighting method fails to give the acceptable distribution, the multiple-penalty weighting can also be seen in the figures. This is especially evident in the information-intensive segments of ACF data. With the increase of the noise in the data, the retrieved PSDs would be seriously affected by the burrs, which leads to the variation of the distribution and even the false peaks. This situation is shown in the simulation data inversions (Table 5 shows that the relative errors are reduced from 0.0228 and 0.1027 to 0.0196 and 0.0903, respectively, and for the 360 nm and 974 nm peaks, from 0.0667 and 0.0239 to 0.0333 and 0.0004, respectively.

5. Discussion and Conclusions

As can be seen from Figure 4, the weighted regularization, with single or multiple penalty, can all retrieve a bimodal PSD, but their inversion errors are obviously different. The recovered peak positions obtained by the multiple-penalty-weighted regularization are closer to the true positions than those by the single-penalty-weighted regularization. The performance indices in Table 5 show that the relative errors given by the multiple-penalty-weighted regularization are obviously reduced compared with those by the single-penalty-weighted regularization. For the 360 nm and 974 nm peaks, the relative errors are reduced from 0.0228 and 0.1027 to 0.0196 and 0.0903, respectively, and for the 360 nm and 974 nm peaks, from 0.0667 and 0.0239 to 0.0333 and 0.0004, respectively.

\[
\begin{array}{cccc}
\text{Size/nm} & P_{\text{meas}/nm} & V_2 & P_{\text{meas}/nm} & V_2 \\
306/974 & 313/874 & 0.0228/0.1027 & 301/886 & 0.0196/0.0903 \\
300/502 & 280/490 & 0.0667/0.0239 & 290/500 & 0.0333/0.004 \\
\end{array}
\]

Table 5. The performance indices of the inversion for experimental DLS data.

Figure 4. The inversion results with WR and WMR method from experimental DLS data: (a) 306/974 nm bimodal particles; (b) 300/502 nm bimodal particles.

The main factors limiting PSD recovery in DLS are insufficient information and inevitable noise in ACF data. Multiangle measurement can increase the information in ACF data, and the information-weighting method can improve the information extraction ability of the inversion algorithm and effectively suppress the noise effect in the noise-intensive segments of ACF data. However, information weighting cannot solve the problem of the noise mixed in the information-intensive segments of ACF data. With the increase of the noise in the data, the retrieved PSDs would be seriously affected by the burrs, which leads to the variation of the distribution and even the false peaks. This situation is shown in the simulation data inversions (Figures 1–3), and the suppression effect of multiple-penalty inversion on noise by reducing and restraining burrs and jumps can also be seen in the figures. This is especially evident in the inversion of far bimodal 466/915 nm particles, in which the noise level is up to 0.8, and while the single-penalty-weighting method fails to give the acceptable distribution, the multiple-penalty method still gives the approximate reasonable bimodal distribution (Figure 1d).

The difference between the multiple-penalty regularization and the single-penalty regularization is that an additional penalty term is added to the objective function, and the flatness model is used for the second regularization matrix. By using the flatness model to constrain the solution, only a gentle change can be made between the components of each solution. Of course, the acceptability of the multiple-penalty-weighting inversion results is still limited by the noise level, for 316/470 nm near-bimodal particles, the inversion results are still unsatisfactory when the noise level reaches 10^{-2}. 

\[
\begin{array}{cccc}
\text{Size/nm} & P_{\text{meas}/nm} & V_2 & P_{\text{meas}/nm} & V_2 \\
306/974 & 313/874 & 0.0228/0.1027 & 301/886 & 0.0196/0.0903 \\
300/502 & 280/490 & 0.0667/0.0239 & 290/500 & 0.0333/0.004 \\
\end{array}
\]
In addition to burrs and jumps, the inversion errors of the small particles are significant in 316/470 nm bimodal and 324/601/871 nm trimodal particles (Figures 2d and 3d), and the multiple-penalty regularization does not reduce the errors. This happens in the multiangle DLS measurement, usually only when the particle size is less than 350 nm, which is consistent with the previous studies [40]: the improvement of multiangle DLS on particle measurements is only effective for large particles, but very little for particles smaller than 350 nm. For small particles less than 350 nm, increasing the number of measuring angles is not only unable to provide more information, but is likely to introduce more measurement noise, which may corrupt the estimate of the PSD in DLS.

In this work, L-curve criterion is used to select the regularization parameter $\alpha$. Theoretically, L-curve criterion is suitable for unimodal distribution and near-bimodal inversion. But in the actual process, there is a deviation between the selected parameter and the true parameter. For the far-bimodal distribution, this deviation often becomes larger, which leads to a larger deviation of the inversion distribution, especially in the far peak. The inversion result of 306/974 experimental data is such a case that the large deviation occurred in the larger peak in the inversed PSD. Nevertheless, compared with the single-penalty inversion, the multiple-penalty-weighted regularization makes the inversed PSD further improve.

Due to the lack of penalty terms with flatness constraints in the objective function, the single-penalty inversion is often susceptible to noise, which makes the obtained particle size distribution prone to burrs or false peaks. This phenomenon will become serious with the increase of noise level. By adding the extra penalty term, with the regularization matrix which has the effect of flatness constraint on the solution, to the objective function of the regularization inversion, the situation is improved. By reducing the fitting error and the peak position error and suppressing the false peaks, the multiple-penalty-weighted inversion further improves the resolution of peaks, which makes the information weighting more robust to noise.

It should be pointed out that, limited by our laboratory’s present experimental conditions, the inversion of the experimental data of trimodal particles and broadly distributed industrial particles has not yet been carried out. Considering the practical demand for the inversion methods applied to industrial field measurements, these works, as part of the weighted inversion study, will be carried out in the next step of the study to enable the multiple-penalty-weighted inversion to be applied in noisy environments.
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