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Abstract

Crowdsourcing has become an effective and popular tool for human-powered computation to label large datasets. Since the workers can be unreliable, it is common in crowdsourcing to assign multiple workers to one task, and to aggregate the labels in order to obtain results of high quality. In this paper, we provide finite-sample exponential bounds on the error rate (in probability and in expectation) of general aggregation rules under the Dawid-Skene crowdsourcing model. The bounds are derived for multi-class labeling, and can be used to analyze many aggregation methods, including majority voting, weighted majority voting and the oracle Maximum A Posteriori (MAP) rule. We show that the oracle MAP rule approximately optimizes our upper bound on the mean error rate of weighted majority voting in certain setting. We propose an iterative weighted majority voting (IWMV) method that optimizes the error rate bound and approximates the oracle MAP rule. Its one step version has a provable theoretical guarantee on the error rate. The IWMV method is intuitive and computationally simple. Experimental results on simulated and real data show that IWMV performs at least on par with the state-of-the-art methods, and it has a much lower computational cost (around one hundred times faster) than the state-of-the-art methods.
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1. Introduction

There are many tasks which can be easily carried out by people but that tend to be hard for computers, e.g., image annotation, visual design and video event classification. When these tasks are extensive, outsourcing them to experts or well-trained people may be too expensive. Crowdsourcing has recently emerged as a powerful alternative. It outsources tasks to a distributed group of people (called workers) who might be inexperienced in these tasks. However, if we can appropriately aggregate the outputs from a crowd, the yielded results could be as good as the ones by experts (Smyth et al., 1995; Snow et al., 2008;...
Whitehill et al., 2009; Raykar et al., 2010; Welinder et al., 2010; Yan et al., 2010; Liu et al., 2012; Zhou et al., 2012).

The flaws of crowdsourcing are apparent. Each worker is paid purely based on how many tasks that he/she has completed (for example, one cent for labeling one image). No ground truth is available to evaluate how well he/she has performed on the tasks. So some workers may randomly submit answers independent of the questions when the tasks assigned to them are beyond their expertise. Moreover, workers are usually not persistent. Some workers may complete many tasks, while the others may finish only very few tasks.

In spite of these drawbacks, is it still possible to get reliable answers in a crowdsourcing system? The answer is yes. In fact, majority voting (MV) has been able to generate fairly reasonable results (Snow et al., 2008). However, majority voting treats each worker’s result as equal in quality. It does not distinguish a spammer from a diligent worker. Thus majority voting can be significantly improved upon (Karger et al., 2011).

The first improvement over majority voting dates back at least to (Dawid and Skene, 1979). They assumed that each worker is associated with an unknown confusion matrix, whose rows are discrete conditional distributions of input from workers given ground truth. Each off-diagonal element represents misclassification rate from one class to the other, while the diagonal elements represent the accuracy in each class. Based on the observed labels by the workers, the maximum likelihood principle is applied to jointly estimate unobserved true labels and worker confusion matrices. Although the likelihood function is non-convex, a local optimum can be obtained by using the Expectation-Maximization (EM) algorithm, which can be initialized by majority voting.

Dawid and Skene’s model (Dawid and Skene, 1979) can be extended by assuming true labels are generated from a logistic model (Raykar et al., 2010), or putting a prior over worker confusion matrices (Liu et al., 2012), or taking the task difficulties into account (Bachrach et al., 2012). One may simplify the assumption made by Dawid and Skene (1979) to consider a confusion matrix with only a single parameter (Karger et al., 2011; Liu et al., 2012), which we call the Homogenous Dawid-Skene model (Section 2).

Recently, significant progress has been made for inferring the true labels of the items. Raykar et al. (2010) presented a maximum likelihood estimator (via EM algorithm) that infers worker reliabilities and true labels. Welinder et al. (2010) endowed each item (i.e., image data in their work) with features, which could represent concepts or topics, and workers have different areas of expertise of matching these topics. Liu et al. (2012) transformed label inference in crowdsourcing into a standard inference problem in graphical models, and applied approximate variational methods. Zhou et al. (2012) inferred the true labels by applying a minimax entropy principle to the distribution which jointly model the workers, items and labels. Some work also considers the problem of adaptively assigning the tasks to workers for budget efficiency (Ho et al., 2013; Chen et al., 2013).

All the previous work we mentioned above focused on applying or extending Dawid-Skene model, and inferring the true labels based on that. However, to understand the behavior and consequences of the crowdsourcing system, it is of great intension to investigate the error rate of various aggregation rules. To theoretically analyze specific algorithm, Karger et al. (2011) provided asymptotic error bounds for their iterative algorithm and also majority voting. It seems difficult to generalize their results to other aggregation rules in crowdsourcing or apply to finite sample scenario. Very recently, Gao and Zhou (2014)
studied the minimax convergence rate of the global maximizer of a lower bound of the marginal-likelihood function under a simplified Dawid-Skene model (i.e., one coin model in binary labeling). Their results are on clustering error rate, which is different from the ordinary error rate, i.e., proportion of mistakes in final labeling. They focused on the mathematical properties of the global optimizer of a specific function for sufficiently large number of workers and items, and not on the behavior of rules/algorithms which find the optimizer or aggregate the results.

In this paper, we focus on providing finite sample bounds on the error rate of some general aggregation rules under crowdsourcing models of which the effectiveness on real data has been evaluated in (Dawid and Skene, 1979; Raykar et al., 2010; Liu et al., 2012; Zhou et al., 2012), and motivate efficient algorithms. Our main contributions are as follows:

1. **We derived error rate bounds (in probability and in expectation) of a general type of aggregation rules with any finite number of workers and items under the Dawid-Skene model (with the Class-Conditional Dawid-Skene model and Homogenous Dawid-Skene model (Section 2) as special cases).**

2. **By applying the general error rate bounds to some special cases such as weighted majority voting and majority voting under specific models, we gain insights and intuitions. These lead to the oracle bound-optimal rule for designing optimal weighted majority voting, and also the consistency property of majority voting.**

3. **We show that the oracle Maximum A Posteriori (MAP) rule approximately optimizes the upper bound on the mean error rate of weighted majority voting. The EM algorithm approximates the oracle MAP rule, thus the error rate bounds can help us to understand the EM algorithm in the context of crowdsourcing.**

4. **We proposed a data-driven iterative weighted majority voting (IWMV) algorithm with performance guarantee on its one-step version (Section 4.2). It is intuitive, easy to implement and performs as well as the state-of-the-art methods on simulated and real data but with much lower computational cost.**

To the best of our knowledge, this is the first work which focuses on the finite sample error rate analysis on general aggregation rules under the practical Dawid-Skene model for crowdsourcing. The results we obtained can be used for analyzing error rate and sample complexity of algorithms. It is also worth mentioning that most of the previous work done only focused on binary crowdsourcing labeling, while our results are based on multi-class labeling, which naturally apply to the binary case. Meanwhile, we did not make any assumptions on the number of workers and items in the crowdsourcing, thus the results can be directly applied to the setting of real crowdsourcing data.

2. **Background and formulation**

As an example of crowdsourcing, we assume that a set of workers are assigned to perform labeling tasks, such as judging whether an image of an animal is that of a cat, a dog or a sheep, or evaluating if a video event is abnormal or not.
Throughout this paper, we assume there are $M$ workers and $N$ items for a labeling task with $L$ label classes. We denote the set of workers $[M] = \{1, 2, \ldots, M\}$, the set of items $[N] = \{1, 2, \ldots, N\}$, and the set of labels $[L] = \{1, 2, \ldots, L\}$ (called label set). The extended label set is defined as $[L] = [L] \cup \{0\} = \{0, 1, 2, \ldots, L\}$, where 0 represents the label is missing. However, in the case of $L = 2$, we use the common convention of label set as $\{-1, 1\}$ and extended label set as $\{0, -1, 1\}$.

In what follows, we use $y_j$ as the true label for the $j$-th item, and $\hat{y}_j$ as the predicted label for the $j$-th item by an algorithm.\footnote{1. In this paper, any parameter with a hat $\hat{\cdot}$ is an estimate for this parameter.} Let $\pi_k = \mathbb{P}(y_j = k)$ denotes the prevalence of label “$k$” in the true labels of the items for any $j \in [N]$ and $k \in [L]$.

The observed data matrix is denoted by $Z \in [L]^{M \times N}$, where $Z_{ij}$ is the label given by the $i$-th worker to the $j$-th item, and it will be 0 if the corresponding label is missing (the $i$th worker did not label the $j$th item). We introduce the indicator matrix $T = (T_{ij})_{M \times N}$, where $T_{ij} = 1$ indicates that entry $(i, j)$ is observed, and $T_{ij} = 0$ indicates entry $(i, j)$ is unobserved. Note that $T$ and $Z$ are observed together.

![Figure 1: Illustration of the input data matrix. Entry $(i, j)$ is the label of $j$-th item given by $i$-th worker. The set of labels is $[L] = \{1, 2, 3\}$.](image)

The process of matching workers with tasks (i.e., labeling items) can be modeled by a probability matrix $Q = (q_{ij})_{M \times N}$, where $q_{ij} = \mathbb{P}(T_{ij} = 1)$ is the probability that the $j$th item was assigned to the $i$th worker (i.e., gets labeled). We call $Q$ as assignment probability matrix. Unlike the fixed assignment configuration in (Karger et al., 2011), the assignment probability matrix is more flexible, and it does not require each worker label the same number of items, nor each item gets labeled by same number of workers. Hence, the assignment probability matrix covers the most general form of assigning items to workers, and there are special cases commonly adopted in literature, such as a worker has the same chance to label all items (Karger et al., 2011; Liu et al., 2012). More specifically, when $q_{ij} = q_i \in (0, 1], \forall i \in [M], j \in [N]$, we call it the assignment probability vector $\vec{q} = (q_1, \ldots, q_M)$. If $q_{ij} = q \in (0, 1], \forall i \in [M], j \in [N]$, then we call it constant assignment probability $q$. The
three assignment configurations above are referred to as the task assignment is based on probability matrix $Q$, probability vector $\vec{q}$ and constant probability $q$, respectively.

Generally, we use $\pi, p, q$ as probabilities, and they might have indices according to the context. We denote $A$ and $C$ as constants which depend on other given variables, and $a$ as either a general constant or a vector depending on context. $\eta$ denotes likelihood probabilities in the context. $\Theta$ denotes a set of parameters. $\epsilon$ and $\delta$ are constants in $(0, 1)$, where $\epsilon$ is used for bounding the error rate, and $\delta$ is used for denoting a positive probability. $H_\epsilon(\epsilon)$ denotes the natural entropy of Bernoulli random variable with parameter $\epsilon$, i.e., $H_\epsilon(\epsilon) = -\epsilon \ln \epsilon - (1 - \epsilon) \ln(1 - \epsilon)$. Operators $\land$ and $\lor$ denote the min operator and the max operator between two numbers, respectively. Meanwhile, throughout the paper, we will locally define each notation in the context before using them.

2.1 Dawid-Skene models

We discuss three models covering all the cases that are widely used for modeling the quality of the workers (Dawid and Skene, 1979; Raykar et al., 2010; Karger et al., 2011; Liu et al., 2012; Zhou et al., 2012). The first one, which is also the most general one, was originally proposed by Dawid and Skene (1979):

**General Dawid-Skene model.** In this model, the reliability of worker $i$ is modeled as a confusion matrix $P^{(i)} = \left(p_{kl}^{(i)}\right)_{L \times L} \in [0, 1]^{L \times L}$, which is in a matrix form and represents a conditional probability table such that

$$p_{kl}^{(i)} = P(Z_{ij} = l|y_j = k, T_{ij} = 1), \quad \forall k, l \in [L], \forall i \in [M].$$

(1)

Note that $p_{kk}^{(i)}$ denotes the accuracy of worker $i$ on labeling an item with true label $k$ correctly, and $p_{kl}^{(i)}, k \neq l$ represents the error probability of labeling an item with true label $k$ as $l$ mistakenly. The number of free parameters of modeling the reliability of a worker are $L(L - 1)$ under the General Dawid-Skene model.

Since the General Dawid-Skene model has $L(L - 1)$ degree of freedom to model each worker, it is flexible, but often leads to overfitting on small datasets. As a further regularization of the worker models, we consider another two models which are special cases of General Dawid-Skene model via imposing constraints on the worker confusion matrices.

- **Class-Conditional Dawid-Skene model.** In this model, the error probabilities of labeling an item with true label $k$ as label $l$ mistakenly for each worker are the same.
across different $l$. Formally, we have
\[
\begin{cases}
    P_{kk}^{(i)} = P(Z_{ij} = k | y_j = k, T_{ij} = 1), & \forall k \in [L], \forall i \in [M], \\
    P_{kl}^{(i)} = \frac{1 - p_{kk}^{(i)}}{L - 1}, & \forall k, l \in [L], l \neq k, \forall i \in [M].
\end{cases}
\] (2)

This model simplifies the error probabilities of a worker to be the same given the true label of an item. Thus, the off-diagonal elements of each row of the confusion matrix $P^{(i)}$ will be the same. The number of free parameters to model the reliability of each worker under the Class-Conditional Dawid-Skene model is $L$.

- **Homogenous Dawid-Skene model.** Each worker is assumed to have the same accuracy on each class of items, and have the same error probabilities as well. Formally, worker $i$ labels an item correctly with a fixed probability $w_i$ and mistakenly with another fixed probability $\frac{1 - w_i}{L - 1}$, i.e.,
\[
\begin{cases}
    P_{kk}^{(i)} = w_i, & \forall k \in [L], \forall i \in [M], \\
    P_{kl}^{(i)} = \frac{1 - w_i}{L - 1}, & \forall k, l \in [L], k \neq l, \forall i \in [M].
\end{cases}
\] (3)

In this case, the worker labels an item with the same accuracy, independent of which label this item actually is. The number of parameters of modeling the reliability of each worker is 1 under the Homogenous Dawid-Skene model.

Generally, the parameter set under all the three models can be denoted as $\Theta = \{ \{P_{ij}^{(i)}\}_{i=1}^M, Q, \pi \}$.

Specifically, the parameter set of the Homogenous Dawid-Skene model can be denoted as $\Theta = \{ \{w_i\}_{i=1}^M, Q, \pi \}$.

It is worth mentioning that when $L = 2$, the Class-Conditional Dawid-Skene model and the General Dawid-Skene model are the same, which are referred to as the two-coin model, and the Homogenous Dawid-Skene model is referred to as the one-coin model in the literature (Raykar et al., 2010; Liu et al., 2012). In signal processing, the Homogenous Dawid-Skene model is equivalent to the random classification noise model (Angluin and...
Figure 3: Toy examples of confusion matrices of different worker reliability models. We assume $L = 3$ thus confusion matrices $\in [0,1]^{3\times3}$. (a) General Dawid-Skene model. (b) Class-Conditional Dawid-Skene model. (c) Homogenous Dawid-Skene model. Vertical axis is actual classes, and horizontal axis is predicted classes. Different color corresponds to different conditional probability, and the diagonal elements are the accuracy of labeling the corresponding class of items correctly.

Laird, 1988), and the Class-Conditional Dawid-Skene model is also referred to as the class-conditional noise model (Natarajan et al., 2013). We do not adopt the original term because the error comes from the limitations of workers’ ability to label items correctly, not from noise which is in the context of signal processing.

Binary labeling is the special case ($L = 2$), and it is the major focus of the previous research in crowdsourcing (Raykar et al., 2010; Karger et al., 2011; Liu et al., 2012). As a convention, we assume the set of labels is $\{\pm 1\}$ instead of $\{1,2\}$ when $L = 2$. For notation convenience, we defined the worker confusion matrix in a different way as follows: for $i = 1,2,\cdots, M$

$$
\begin{align*}
    p_{+}^{(i)} &= P(Z_{ij} = 1|y_j = 1, T_{ij} = 1), \\
    p_{-}^{(i)} &= P(Z_{ij} = -1|y_j = -1, T_{ij} = 1). 
\end{align*}
$$

Then the parameter set will be $\Theta = \{\{p_{+}^{(i)}, p_{-}^{(i)}\}_{i=1}^{M}, Q, \pi\}$ under this model. When we present the result of binary labeling, we will use $p_{+}^{(i)}$ and $p_{-}^{(i)}$ without introducing any ambiguity.

Under the models above, the posterior probability of the true label of item $j$ to be $k$ is defined as:

$$
\rho_{k}^{(j)} = P(y_j = k|Z,T,\Theta), \quad \forall j \in [N].
$$

For binary labeling, the posterior probability of the true label of item $j$ to be $k$ is defined as:

$$
\rho_{+}^{(j)} = P(y_j = 1|Z,T,\Theta), \quad \forall j \in [N].
$$

2.2 Aggregation rules

After collecting the crowdsourced labels, the task owner could use an arbitrary rule to aggregate the multiple noisy labels of an item to a “refined” label for that item. The
quality of final predicted labels depends not only on the input from the workers but also on
the aggregation rule. It is hence of great importance to design a good aggregation rule.

A natural aggregation rule is majority voting (Snow et al., 2008; Karger et al., 2011). For multiple labeling, majority voting can be written formally as

\[
\hat{y}_j = \arg\max_{k \in [L]} \sum_{i=1}^M I(Z_{ij} = k),
\]

which gives the \(j\)th item the majority label among all workers.

Since workers have different reliabilities, it is inefficient to treat the labels from differ-
ent workers with the same weight as in majority voting (Karger et al., 2011). A natural
extension of majority voting is weighted majority voting (WMV), which weighs the labels
differently. Formally, weighted majority voting rule can be written as

\[
\hat{y}_j = \arg\max_{k \in [L]} \sum_{i=1}^M \nu_i I(Z_{ij} = k),
\]

where \(\nu_i \in \mathbb{R}\) is the weight associated with the \(i\)th worker.

The idea behind weighted majority voting can be generalized in this way: given an item
and the labels input from workers, the item can be potentially predicted to be any label
class in \([L]\). Suppose each class has a score which is computed based on the worker inputs,
and we call it the aggregated score for potential class \(^3\), then the aggregated label can be
chosen as the class that obtains the highest score.

Based on the ideas above, we consider a general form of aggregation rule which is
based on maximizing aggregated scores. The aggregated score of each label class can be
decomposed into the sum of bounded prediction functions associated with workers, plus
a shift constant. We refer this type of aggregation rule to decomposable aggregation rule,
which has the form

\[
\hat{y}_j = \arg\max_{k \in [L]} s_k^{(j)} \quad \text{and} \quad s_k^{(j)} = \sum_{i=1}^M f_i(k, Z_{ij}) + a_k,
\]

where \(s_k^{(j)}\) is the aggregated score for potential class \(k\) on item \(j\), \(a_k \in \mathbb{R}\) and \(f_i : [L] \times [L] \to \mathbb{R}\)
\(\forall i \in M\) is bounded, i.e., \(|f_i(k, h)| < \infty, \forall k \in [L], h \in [L]\). Given \(k\) and \(h\), \(f_i(k, h)\) is a constant. Intuitively, \(f_i(k, h)\) is the score gained for the \(k\)th potential label class
when the \(i\)th worker labels an item with label \(h\). It is reasonable to assume that \(Z_{ij} = 0\)
contributes no information to predict the true label of \(j\)th item, thus, we further assume that
\(f_i(k, 0) = \text{constant}, \forall i \in [M], k \in [L]\). Without ambiguity, we will refer to \(\{f_1, f_2, \ldots, f_M\}\)
as score functions in what follows. Note that score functions are usually designed by the
task owners when they aggregate the noisy inputs into final predicted results.

For illustration, majority voting is a special case of decomposable aggregation rule with
\(f_i(k, Z_{ij}) = 1\) if \(Z_{ij} = k\), and 0 if \(Z_{ij} \neq k\). For weighted majority voting, \(f_i(k, Z_{ij}) = \nu_i\) if
\(Z_{ij} = k\), and 0 otherwise. Later, we will see more aggregation rules which can be expressed
or approximated in this form (Section 4.2).

3. Since we do not know the true label of an item, we use the term potential class based on the fact that
all the label class can potentially be the true label of this item.
2.3 Performance metric

Given an estimation or an aggregation rule, suppose that its predicted label for item \( j \) is \( \hat{y}_j \), then our objective is to minimize the error rate

\[
ER = \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j).
\]  

(10)

Since the error rate is random, we are also interested in its expected value (i.e., the mean error rate). Formally, the mean error rate is:

\[
\mathbb{E}[ER] = \frac{1}{N} \sum_{j=1}^{N} \mathbb{P}(\hat{y}_j \neq y_j).
\]  

(11)

The rest of the paper is organized as follows. In Section 3, we present finite-sample bounds on the error rate of the decomposable aggregation rule in probability and in expectation under the General Dawid-Skene model. Section 4 contains the error rate bounds of some special cases, which the crowdsourcing community is widely concerned with. In Section 5, we propose an iterative weighted majority voting (IWMV) algorithm based on the analysis of the optimization of the error rate bounds, and provide performance guarantee for the one step version of IWMV algorithm. Experimental results on simulated and real-world dataset are presented in section 6. Note that the proofs are deferred to the supplementary materials.

3. Error rate bounds

In this section, finite sample bounds are provided for error rates (in high probability and in expectation) of the decomposable aggregation rule under the Dawid-Skene model.

Our main results will be focused on the setting which is as general as possible. We define the general setting as follows:

- **Worker modeling.** We focus on the General Dawid-Skene model, and then the results can be specialized for the Class-Conditional Dawid-Skene model and the Homogenous Dawid-Skene model straightforwardly.

- **Task assignment.** We consider the data matrix that is observed based on assignment probability matrix \( Q = (q_{ij})_{M \times N} \), where \( q_{ij} = \mathbb{P}(T_{ij} = 1) \). The results can be easily simplified to the scenarios where task assignment is based on probability vector \( \vec{q} \) or constant probability \( q \) according to the practical assignment process.

- **Aggregation rule.** Our main results will be presented based on the decomposable aggregation rule (9).

3.1 Some quantities of interest

One important question we want to address is that how the error rate is bounded with high probability, and what quantities have impact on the bounds. Before deriving the error rate
bound, we introduce some quantities of interest under the general setting in this section. We shall bear in mind that all the quantities defined here serve the purpose of defining two measures \( t_1 \) and \( t_2 \), which play a central role in bounding the error rate.

The first quantity \( \Gamma \) is associated with the score functions \( \{f_1, f_2, \cdots, f_M\} \):

\[
\Gamma \doteq \sqrt{\sum_{i=1}^{M} \left( \max_{k,l,h \in \{L\},k \neq l} |f_i(k,h) - f_i(l,h)| \right)^2}.
\]  

(12)

It measures the overall variation of the \( f_i \)'s on their first argument (i.e., when the potential label class changes). Take weighted majority voting (8) as an example, \( f_i(k,h) = \nu_i \mathbb{I}(h = k) \), then \( \Gamma = \sqrt{\sum_{i=1}^{M} \nu_i^2} = ||\nu||_2 \). For majority voting, \( \Gamma = \sqrt{\sum_{i=1}^{M} 1} = \sqrt{M} \). Note that \( \Gamma \) is invariant to a translation of score functions, and is linear to scale of score functions. That is to say, if we design new score functions as \( f'_i = mf_i + b \) for constant \( m \) and \( b \), and for all \( i \in [M] \), then the corresponding quantity \( \Gamma' = m\Gamma \). Later on, we will see that it plays a role in normalization.

Another quantity \( \Lambda_{kl}^{(j)} \) is defined as the expected gap of the aggregated scores between two potential label classes \( k \) and \( l \), when the true label is \( k \). Formally,

\[
\Lambda_{kl}^{(j)} = \mathbb{E} \left[ s_{k}^{(j)} - s_{l}^{(j)} | y_j = k \right] = \sum_{i=1}^{M} \sum_{h=1}^{L} q_{ij} (f_i(k,h) - f_i(l,h)) p_{kh}^{(i)} + (a_k - a_l).
\]  

(13)

The larger this quantity is, the easier the aggregation rule identifies the true label as \( k \) instead of \( l \) (i.e., correctly predicted the label). Like \( \Gamma \), \( \Lambda_{kl}^{(j)} \) is also invariant to translation of score functions, and linear to scale of score functions. Take weighted majority voting (8) for illustration, the gap of aggregated scores under the Homogenous Dawid-Skene model is \( \Lambda_{kl}^{(j)} = \sum_{i=1}^{M} \sum_{h=1}^{L} q_{ij} \nu_i w_i - q_{ij} \nu_i \mathbb{I}(Lw_i - 1) = \frac{1}{L-1} \sum_{i=1}^{M} q_{ij} \nu_i(Lw_i - 1) \), because \( f_i(k,h) = \nu_i \mathbb{I}(h = k) \) and \( p_{kh}^{(i)} = w_i \) if \( h = k \), otherwise \( \frac{1-w_i}{L-1} \).

The following two quantities serve as the lower bound and the upper bound of the normalized gap of aggregated scores for the \( j \)th item (i.e., the ratio of \( \Lambda_{kl}^{(j)} \) and \( \Gamma \)).

\[
\tau_{j, \text{min}} \doteq \min_{k,l \in \{L\},k \neq l} \frac{\Lambda_{kl}^{(j)}}{\Gamma} \quad \text{and} \quad \tau_{j, \text{max}} \doteq \max_{k,l \in \{L\},k \neq l} \frac{\Lambda_{kl}^{(j)}}{\Gamma},
\]  

(14)

Both \( \tau_{j, \text{min}} \) and \( \tau_{j, \text{max}} \) are invariant to translation and scale of the score functions.

Now, we introduce the two most important quantities of interest — \( t_1 \) and \( t_2 \), which are respectively the lower bound and the upper bound of the normalized gap of aggregated scores across all items. In our main results, \( t_1 \) is used to provide a sufficient condition for an upper bound on the error rate of crowdsourced labeling under the general setting. Meanwhile, \( t_2 \) is used to provide a sufficient condition for a lower bound of the error rate.

\[
t_1 \doteq \min_{j \in [N]} \tau_{j, \text{min}} \quad \text{and} \quad t_2 \doteq \max_{j \in [N]} \tau_{j, \text{max}},
\]  

(15)

Both \( t_1 \) and \( t_2 \) are invariant to translation and scale of the score functions \( \{f_1, f_2, \cdots, f_M\} \). \( t_1 \) and \( t_2 \) are related to how good a group of workers are, how the tasks are assigned and how well the aggregation rule is with respect to this type of labeling tasks.
Besides the quantities of interest above, we further introduce two notations which can capture the fluctuation of the score functions and the gap of aggregated scores. These two quantities will be used to bound the mean error rate of crowdsourced labeling.

A quantity $c$ measures the maximum change amongst all the score functions when the potential label class changes from one label to another, and it is defined as

$$c = \frac{1}{\Gamma} \cdot \max_{i \in [M], k, l, h \in [L], k \neq l} |f_i(k, h) - f_i(l, h)|. \quad (16)$$

For weighted majority voting (8), $c = \max_{i \in [M]} |\nu_i| = \frac{||\nu||_\infty}{||\nu||_2}$. And for majority voting (7), $c = \frac{1}{\sqrt{M}}$. Another quantity $\sigma^2$ relate to the variation of the gap of aggregated scores, and

$$\sigma^2 = \frac{1}{\Gamma^2} \cdot \max_{j \in [N], k, l \in [L], k \neq l} \sum_{i=1}^{M} \sum_{h=1}^{L} q_{ij} (f_i(k, h) - f_i(l, h))^2 p_{kh}. \quad (17)$$

Note that $0 < c \leq 1$, and $0 < \sigma^2 \leq \max_{i \in [M], j \in [N]} q_{ij}$. Both $c$ and $\sigma^2$ are translation and scale invariant of the score functions $\{f_1, f_2, \cdots, f_M\}$.

In the next section, with $t_1$ and $t_2$, we will derive the bounds on the error rate of crowdsourced labeling with high probability, and together with $c$ and $\sigma^2$, we will derive the bounds on the mean error rate under the general setting.

### 3.2 Main results

In this section, we start with a main theorem to provide finite-sample error rate bounds for decomposable aggregation rules under the General Dawid-Skene model (1).

To lighten the notation, we define two functions as follows:

$$\phi(x) = e^{-\frac{x^2}{2}}, \quad x \in \mathbb{R}, \quad (18)$$

$$D(x||y) = x \ln \frac{x}{y} + (1 - x) \ln \frac{1 - x}{1 - y} \quad \forall x, y \in (0, 1). \quad (19)$$

$\phi(\cdot)$ is the unnormalized standard Gaussian density function. $D(x||y)$ is the Kullback-Leibler divergence of two Bernoulli distributions with parameters $x$ and $y$ respectively.

The following theorem provides sufficient conditions and the corresponding high probability bounds on the error rate under the general setting as described in Section 3.

**Theorem 1** (Bounding error rate with high probability) Under the General Dawid-Skene model as in (1), with the prediction function for each item as in (9), and suppose the task assignment is based on probability matrix $Q = (q_{ij})_{M \times N}$ where $q_{ij}$ is the probability that the worker $i$ labels item $j$.

For $\forall \epsilon \in (0, 1)$, with notations defined from (12) to (19), we have:

1. If $t_1 \geq \sqrt{2 \ln \frac{L - 1}{\epsilon}}$, then

$$\frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \leq \epsilon \text{ with probability at least } 1 - e^{-ND(\epsilon || (L-1)\phi(t_1))}. \quad (20)$$
(2) If \( t_2 \leq -\sqrt{2 \ln \frac{1}{1-\epsilon}} \), then

\[
\frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \geq \epsilon \text{ with probability at least } 1 - e^{-ND(\epsilon \| 1 - \phi(t_2))}.
\]

Remark: The high probability bounds on error rate require conditions on \( t_1 \) and \( t_2 \), which are related to the normalized gap of aggregated scores (Section 3.1). Basically, if the scores of predicting an item as its true label (predicted correctly) are larger than the scores of predicting as a wrong label, then it is more likely that the error rate will be small, thus it is bounded from above with high probability. The interpretation of the lower bound and its condition is similar to the upper bound.

To ensure the probability of bounding the error rate to be at least \( 1 - \delta \), we have to solve the equation \( D(\epsilon || (L - 1)\phi(t_1)) = \frac{1}{N} \ln \frac{1}{\delta} \), which cannot be solved analytically. Thus, we need to figure out the minimum \( t_1 \) for bounding the error rate with probability at least \( 1 - \delta \). The following theorem serves this purpose by slightly relaxing the conditions on \( t_1 \) and \( t_2 \) in Theorem 1.

Before presenting the next theorem, we define a notation \( C(\epsilon, \delta) \), which depends on parameters \( \epsilon, \delta \in (0, 1) \), for lightening notations in the theorem.

\[
C(\epsilon, \delta) = 1 + \exp \left( \frac{1}{\epsilon} \left[ H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right] \right),
\]

where \( H_\epsilon(\epsilon) = -\epsilon \ln \epsilon - (1 - \epsilon) \ln (1 - \epsilon) \), which is the natural entropy of a Bernoulli random variable with parameter \( \epsilon \).

**Theorem 2** With the same notation as in Theorem 1, for \( \forall \epsilon, \delta \in (0, 1) \), we have:

1. If \( t_1 \geq \sqrt{2 \ln (L - 1)C(\epsilon, \delta)} \), then \( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \leq \epsilon \) with probability at least \( 1 - \delta \).
2. If \( t_2 \leq -\sqrt{2 \ln C(1 - \epsilon, \delta)} \), then \( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \geq \epsilon \) with probability at least \( 1 - \delta \).

**Remark:** For any scenarios that can be formulated into the general setting as in 3, with \( t_1 \) and \( t_2 \) computed as in Section 3.1, both Theorem 1 and Theorem 2 can be applied. Therefore, in the rest of the paper, for any special case (Section 4) of the general setting, we will only present one of Theorem 1 and Theorem 2, and omit the other for clarity.

In practice, the mean error rate might be a better measure of performance because of its non-random nature. The method of evaluating the accuracy of a certain algorithm is often conducted by taking an empirical average of its performance in each trial, which is a consistent estimator of the mean error rate. Thus it will be of general interest to bound the mean error rate.

For the next theorem, we present the mean error rate bound under the general setting used in Theorem 1.

**Theorem 3 (Bounding the mean error rate.)** Under the same setting as in Theorem 1, with \( c \) and \( \sigma^2 \) defined as in (16) and (17) respectively,

1. If \( t_1 \geq 0 \), then \( \frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j \neq y_j) \leq (L - 1) \cdot \min \left\{ \exp \left( -\frac{t_1^2}{2} \right), \exp \left( -\frac{t_1^2}{2(\sigma^2 + ct_1/\beta)} \right) \right\} \),
2. If \( t_2 \leq 0 \), then \( \frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j \neq y_j) \geq 1 - \min \left\{ \exp \left( -\frac{t_1^2}{2} \right), \exp \left( -\frac{t_1^2}{2(\sigma^2 - ct_2/\beta)} \right) \right\} \).
**Remark:** The results above are composed of two exponential bounds, and neither is generally dominant over the other. Thus each component inside the min operator can be served as an individual bound for the mean error rate. Take the upper bound in (1) as an example, when $t_1$ is small (recall that both $\sigma^2$ and $c$ are bounded above by 1), the second component will be tighter than the first one. Thus the error rate bound behaves like $e^{-t_1}$. Otherwise, the first component will be tighter, and the mean error rate behaves like $e^{-t_2}$.

All the proofs of the results in this section are deferred to Appendix A. In the following section, we demonstrate how the main results here can be applied to various settings of labeling by crowdsourcing, and provide theoretical bounds for the error rate correspondingly.

### 4. Apply error rate bounds to some typical scenarios

In this section, we apply the general results in Section 3 to some common settings such as binary labeling, and aggregation rules such as majority voting and weighted majority voting. Specifically, we consider the following scenarios:

- **Worker modeling:** Recall that the General Dawid-Skene model is the same as the Class-Conditional Dawid-Skene model when $L = 2$. We will cover the binary case with a certain aggregation rule under the General Dawid-Skene model. For $L > 2$, we focus on multiclass labeling under the Homogenous Dawid-Skene model.

- **Task assignment:** We consider the scenario that the task assignment is based on probability vector $\vec{q} = (q_1, q_2, \ldots, q_M)$ or a constant probability $q$.

- **Aggregation rule:** We focus on weighted majority voting (WMV) rule and majority voting (MV) since they are intuitive and of common interest. In the case of binary labeling, we consider a general hyperplane rule. Later, we present results for Maximum A Posteriori rule.

#### 4.1 Error rate bounds for hyperplane rule, WMV and MV

It turns out that in practice, many prediction methods for binary labeling ($y_j \in \{\pm 1\}$) can be formulated as a sign function of a hyperplane, such as majority voting, weighted majority voting and the oracle MAP rule (Section 4.2). In this section, we are going to apply our results in Section 3 to discuss the error rate of the aggregation rule, whose decision boundary is a hyperplane in a high dimensional space that the label vector of each item (i.e., all the labels from the workers for this item) lies in. Formally, the aggregation rule is

\[
\hat{y}_j = \text{sign}\left(\sum_{i=1}^{M} \nu_i Z_{ij} + a\right)
\]

This is called the general hyperplane rule with unnormalized weights $\nu = (\nu_1, \ldots, \nu_M)$ and shift constant $a$. For binary labeling, majority voting is a special case with $\nu_i = 1, \forall i \in [M]$ and $a = 0$.

Theorem 1 and Theorem 3 can be directly applied to derive the error rate bounds of general hyperplane rule in the following corollary.
When task assignment is based on probability vector \( \vec{q} \), the corresponding quantities of interest for the hyperplane rule (as in Section 3.1) are defined as follows:

\[
\begin{align*}
t_1 &= \frac{1}{||\nu||_2} \left[ \left( \sum_{i=1}^{M} q_i \nu_i (2p_+^{(i)} - 1) + a \right) \land \left( \sum_{i=1}^{M} q_i \nu_i (2p_-^{(i)} - 1) - a \right) \right] \\
t_2 &= \frac{1}{||\nu||_2} \left[ \left( \sum_{i=1}^{M} q_i \nu_i (2p_+^{(i)} - 1) + a \right) \lor \left( \sum_{i=1}^{M} q_i \nu_i (2p_-^{(i)} - 1) - a \right) \right] \\
c &= \frac{||\nu||_\infty}{||\nu||_2} \quad \text{and} \quad \sigma^2 = \frac{1}{||\nu||_2^2} \sum_{i=1}^{M} q_i \nu_i^2,
\end{align*}
\]

where \( \land \) and \( \lor \) are \( \min \) and \( \max \) operators respectively, \( ||\nu||_\infty \doteq \max_{i \in [M]} |\nu_i| \), and functions \( \phi(x) \) and \( D(x||y) \) are defined in (18) and (19).

**Corollary 4** (Hyperplane rule in binary labeling) Consider binary labeling under the General Dawid-Skene model, i.e., \( y_j \in \{\pm 1\} \), \( p_+^{(i)} \) and \( p_-^{(i)} \) are defined as in (4). Suppose the task assignment is based on probability vector \( \vec{q} = (q_1, q_2, \ldots, q_M) \) where \( q_i \) is the probability that worker \( i \) labels an item, aggregation rule is general hyperplane rule as in (23), and the quantities of interest are defined in (24)-(26), for \( \forall \epsilon \in (0, 1) \):

1. If \( t_1 \geq 0 \), then
   \[
   \frac{1}{N} \sum_{j=1}^{N} \mathbb{P} (\hat{y}_j \neq y_j) \leq \min \left\{ \exp \left( -\frac{t_1^2}{4} \right), \exp \left( -\frac{t_1^2}{2(\sigma^2 + ct_1/3)} \right) \right\}.
   \]
   Furthermore, if \( t_1 \geq \sqrt{2 \ln \frac{1}{\epsilon}} \), then
   \[
   \mathbb{P} \left( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \leq \epsilon \right) \geq 1 - e^{-N \mathcal{D}(\epsilon||\phi(t_1))}.
   \]
2. If \( t_2 \leq 0 \), then
   \[
   \frac{1}{N} \sum_{j=1}^{N} \mathbb{P} (\hat{y}_j \neq y_j) \geq 1 - \min \left\{ \exp \left( -\frac{t_2^2}{4} \right), \exp \left( -\frac{t_2^2}{2(\sigma^2 + ct_2/35)} \right) \right\}.
   \]
   Furthermore, if \( t_2 \leq -\sqrt{2 \ln \frac{1}{\epsilon}} \), then
   \[
   \mathbb{P} \left( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \geq \epsilon \right) \geq 1 - e^{-N \mathcal{D}(\epsilon||1-\phi(t_2))}.
   \]

**Proof** The aggregation rule can be expressed as \( \hat{y}_j = \arg\max_{k \in \{\pm 1\}} \sum_{i=1}^{M} \nu_i I(Z_{ij} = k) + a_k \), where \( a_+ = a \) and \( a_- = 0 \). Directly apply Theorem 1 and Theorem 3, with \( f_i(k,k) = \nu_k \) for \( k \in \{\pm 1\} \), \( f_i(k,l) = 0 \) for \( k \neq l \), and denote \( p_{kl}^{(i)} \) in terms of \( p_+^{(i)} \) and \( p_-^{(i)} \), \( q_{ij} = q_i, \forall j \in [N] \), we can obtain the desired result immediately.

**Remark:** From this corollary, we know that if \( t_1 \) is big enough, then the error rate will be upper bounded by \( \epsilon \) with high probability. This means when the workers’ reliabilities are generally good, it is very likely that we will have high quality aggregated results. Note that usually we can freely choose \( q, \nu \) and \( a \), so the most important factors are worker reliabilities on positive samples \( (p_+^{(i)}) \) and negative samples \( (p_-^{(i)}) \).

If one needs to know, given \( \epsilon \) and \( \delta \), what are the results under the setting above corresponding to Theorem 2, we can simply compute \( t_1 \) and \( t_2 \) as listed in Corollary 4, then the conditions and bounds in Theorem 2 hold.

As mentioned in the beginning of this section, weighted majority voting (WMV) is an important special case covered by our results in Section 3. For the next several results, we focus on the mean error rate bound of WMV and MV under Homogenous Dawid-Skene model.
For simplicity, we consider the case where task assignment is based on constant probability $q$. Therefore, in the following corollary, the label of any entry $(i, j)$ is assumed to be revealed with constant probability $q$, and weighted majority voting (8) is applied to obtain the aggregated labels in the end.

**Corollary 6** (Majority voting under Homogenous Dawid-Skene model) For weighted majority voting, whose prediction rule is $\hat{y}_j = \arg\max_{k \in [L]} \sum_{i=1}^{M} \nu_i I(Z_{ij} = k)$ with $\nu = (\nu_1, \nu_2, \ldots, \nu_M)$. Assume the task assignment is based on constant probability $q \in (0, 1]$, and assume the workers are modeled by the Homogenous Dawid-Skene model with parameter $\{w_i\}_{i=1}^{M}$, then with

$$t = \frac{q}{(L-1)\|\nu\|_2} \sum_{i=1}^{M} \nu_i (Lw_i - 1), \quad c = \frac{\|\nu\|_\infty}{\|\nu\|_2} \quad \text{and} \quad \sigma^2 = q$$

(1) if $t \geq 0$, then $\frac{1}{N} \sum_{j=1}^{N} \mathbb{P}(\hat{y}_j \neq y_j) \leq (L-1) \min \left\{ \exp \left( \frac{-t^2}{2} \right), \exp \left( -\frac{ct^2}{2(L-1)} \right) \right\}$

(2) if $t \leq 0$, then $\frac{1}{N} \sum_{j=1}^{N} \mathbb{P}(\hat{y}_j \neq y_j) \geq 1 - \min \left\{ \exp \left( \frac{-t^2}{2} \right), \exp \left( -\frac{ct^2}{2(L-1)} \right) \right\}$

**Proof** Under this setting, we have $p_{kk}^{(i)} = w_i$ and $p_{kl}^{(i)} = \frac{1-w_i}{L-1}$ when $k \neq l$. Meanwhile, $f_i(k, k) = \nu_i$ for any $k \in [L]$ and $f_i(k, l) = 0$ for $k, l \in [L], k \neq l$. Then $\Gamma = \|\nu\|_2$. By plugging these above into the definitions of $t_1, t_2, c$ and $\sigma^2$ in Section 3, we can then obtain the results. \qed

**Remark:** Note that $t_1 = t_2 = t$ under the setting of this corollary. By replacing $t_1$ and $t_2$ with $t$, the high probability bound on the error rate as in Theorem 1 and Theorem 2 will hold as well. It is worth mentioning that the measure $t$ is of critical importance for the quality of the final aggregated results. It depends not only on the workers’ reliability, but also on the weight vector $\nu$, which can be chosen by us. This leaves room for us to study the best possible weight based on the bound we derived here. In Section 5.1, we will investigate the optimal weight in detail.

As a further special case of weighted majority voting and a commonly used prediction rule in crowdsourcing, the majority voting (MV) rule uses the same weight for each worker. It can be formally expressed as $\hat{y}_j = \arg\max_{k \in [L]} \sum_{i=1}^{M} I(Z_{ij} = k)$. We can then directly obtain the error rate bounds of MV under the Homogenous Dawid-Skene model.

**Corollary 5** (Weighted majority voting under Homogenous Dawid-Skene model) For weighted majority voting, whose prediction rule is $\hat{y}_j = \arg\max_{k \in [L]} \sum_{i=1}^{M} \nu_i I(Z_{ij} = k)$ with $\nu = (\nu_1, \nu_2, \ldots, \nu_M)$. Assume the task assignment is based on constant probability $q \in (0, 1]$, and assume the workers are modeled by the Homogenous Dawid-Skene model with parameter $\{w_i\}_{i=1}^{M}$, then with

$$t = \frac{q}{(L-1)\|\nu\|_2} \sum_{i=1}^{M} \nu_i (Lw_i - 1), \quad c = \frac{\|\nu\|_\infty}{\|\nu\|_2} \quad \text{and} \quad \sigma^2 = q$$

(1) if $t \geq 0$, then $\frac{1}{N} \sum_{j=1}^{N} \mathbb{P}(\hat{y}_j \neq y_j) \leq (L-1) \min \left\{ \exp \left( \frac{-t^2}{2} \right), \exp \left( -\frac{ct^2}{2(L-1)} \right) \right\}$

(2) if $t \leq 0$, then $\frac{1}{N} \sum_{j=1}^{N} \mathbb{P}(\hat{y}_j \neq y_j) \geq 1 - \min \left\{ \exp \left( \frac{-t^2}{2} \right), \exp \left( -\frac{ct^2}{2(L-1)} \right) \right\}$

Meanwhile, we have

$$\frac{1}{N} \sum_{j=1}^{N} \mathbb{P}(\hat{y}_j \neq y_j) \leq (L-1) \cdot \exp \left\{ -\frac{1}{2} \left( \frac{L}{L-1} \right)^2 Mq^2 \left( \bar{w} - \frac{1}{L} \right)^2 \right\}.$$  \hspace{1cm} (28)
When \( q < \frac{3}{4} \), the second upper bound (29) is tighter than the first one (28).

**Proof** For obtaining the upper bounds, we directly apply Corollary 5 by letting \( \nu_i = 1 \), then \( ||\nu||_2 = \sqrt{M} \) and note that \( \sum_{i=1}^{M}(L\nu_i - 1) = LM(\bar{w} - \frac{1}{t}) \). By direct simplification, we get the desired result. The only difference in the two bounds is that the exponent in the second one is equal to the first one dividing by the factor \( \alpha = q(1 + \frac{L}{3(3-L)}(\bar{w} - \frac{1}{t})) \). Since \( \bar{w} \leq 1 \), then \( \frac{L}{3(3-L)}(\bar{w} - \frac{1}{t}) \leq \frac{1}{3} \), and \( \alpha < 1 \) when \( q < \frac{3}{4} \). Therefore, \( q < \frac{3}{4} \) implies that the second bound is tighter than the first one.

**Remark:** (1) In real crowdsourcing applications, it is common that \( q \) will be small enough due to the reasonable size of the available crowd (Snow et al., 2008). Thus the second bound will likely be tighter than the first one in practice. (2) The lower bound and its conditions can be easily derived similarly, so we omit them here since we are more interested in the “possibilities” of controlling the error rate to be small.

Due to the importance of majority voting in the crowdsourcing community, we are also interested in asymptotic properties of the bound. The following corollary discusses the case when \( M \to \infty \), that is, when the number of workers who label items tends to infinity.

**Corollary 7** (Majority voting in the asymptotic scenario) For the Homogenous Dawid-Skene model with task assignment based on constant probability \( q \in (0,1) \), and let \( \hat{y}_j \) be the predicted label for the \( j \)th item via majority voting rule (7), for any \( N \geq 1 \),

1. if \( \lim_{M \to \infty} \bar{w} > \frac{1}{L} \), then \( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \to 0 \) in probability as \( M \to \infty \);
2. if \( \lim_{M \to \infty} \bar{w} < \frac{1}{L} \), then \( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \to 1 \) in probability as \( M \to \infty \);
3. if \( \lim_{M \to \infty} \bar{w} > \frac{1}{L} \), then \( \hat{y}_j \to y_j \) in probability as \( M \to \infty \), \( \forall j \in [N] \), i.e., majority voting is consistent.

**Proof** The setting of this corollary is the same as in Corollary 6, and \( t_1 = \frac{Lq}{L-1} \sqrt{M}(\bar{w} - \frac{1}{t}) \). When \( \lim_{M \to \infty} \bar{w} > \frac{1}{L} \), there exists \( \eta > 0 \) such that \( \eta = \lim_{M \to \infty} \bar{w} - \frac{1}{L} \), which implies \( \lim_{M \to \infty} t_1 = +\infty \), which further implies \( \frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j \neq y_j) = 0 \) for any \( N \geq 1 \) by Corollary 6. This is to say that \( \lim_{M \to \infty} P(\hat{y}_j \neq y_j) = \lim_{M \to \infty} P(I(\hat{y}_j \neq y_j) = 1) = 0 \), which further implies that \( \lim_{M \to \infty} P(I(\hat{y}_j \neq y_j) = 0) = 1 \). Note that for arbitrary \( \epsilon > 0 \), we have \( P(I(\hat{y}_j \neq y_j) < \epsilon) \geq P(I(\hat{y}_j \neq y_j) = 0) \), then \( \lim_{M \to \infty} P(I(\hat{y}_j \neq y_j) \geq \epsilon) = 0 \), i.e., \( I(\hat{y}_j \neq y_j) \to 0 \), \( \forall j \in [N] \) in probability when \( M \to \infty \). By the properties of convergence in probability, \( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \to 0 \) in probability when \( M \to \infty \). With the same argument, one can prove (2) as well. To prove (3), note that \( P(\hat{y}_j = y_j) = P(I(\hat{y}_j = y_j) = 0) \to 0 \) as \( M \to \infty \), which implies \( \hat{y}_j \to y_j \) in probability as \( M \to \infty \).

**Remark:** This corollary tells us that, if the average quality of the workers (i.e. the accuracy of labeling items) in the worker population, is better than random guess, then all the items can be labeled correctly with arbitrarily high probability when there are enough workers available. The consistency property of majority voting for finite number of items ensures us that as long as there are enough reliable workers (better than random guess) available, we can achieve arbitrary accuracy even by a simple aggregating approach — majority voting.
The examples we covered in this section do not require the estimation of parameters such as worker reliabilities. In the next section, we discuss the maximizing likelihood methods for inferring the parameters in crowdsourcing models, such as the celebrated EM (Expectation-Maximization) algorithm. Then we illustrate how our main results can be applied to analyze an underlining method that the ML methods approximate.

4.2 Error rate bounds for the Maximum A Posteriori rule

If we know the label posterior distribution of each item defined in (5), then the Bayes classifier is

$$\hat{y}_j = \arg\max_{k \in [L]} \rho_k^{(j)} ,$$

(30)

which is well known to be the optimal classifier (Duda et al., 2012).

In reality, we do not know the true parameters of the model, thus the true posterior remains unknown. One natural way is to estimate the parameters of the model by Maximum Likelihood methods, further estimate the posterior of each label class for each item, and then build a classifier based on that. This is usually called the Maximum A Posteriori (MAP) approach (Duda et al., 2012). After the EM algorithm estimating parameters, the Maximum A Posteriori (MAP) rule, which predicts the label of an item as the one that has the largest estimated posterior, can be applied. The prediction function of such a rule is

$$\hat{y}_j = \arg\max_{k \in [L]} \hat{\rho}_k^{(j)} ,$$

(31)

where $\hat{\rho}_k^{(j)}$ is the estimated posterior. If the MAP rule is applied after the parameters are learned by the EM algorithm, then we call this method the EM-MAP rule, and sometimes simply refer it to EM without introducing any ambiguity in the context.

However, the EM algorithm cannot guarantee convergence to the global optimum. Thus, the estimated parameters might be biased from the true parameters and the estimated posterior might be far away from the true one if it starts from a “bad” initialization. Moreover, it is generally hard to study the solution of the EM algorithm, and thus it is relatively difficult for us to obtain the error rate for the EM-MAP rule.

We consider the oracle MAP rule, which assumes there is an oracle who knows the true parameters and uses the true posterior to predict labels. Hence the oracle MAP rule is the Bayes classifier (30), and recall that its prediction function is $\hat{y}_j = \arg\max_{k \in [L]} \rho_k^{(j)}$, where $\rho_k^{(j)}$ is the true posterior of $y_j = k$. Based on our empirical observations (Section 6), the EM-MAP rule approximates the oracle MAP rule well in performance when most of the workers are good (better than random guess). In the next, we provide an error rate bound for the oracle MAP rule, which hopefully will help us understand the EM-MAP rule better.

The following result is about the error rate bounds on the oracle MAP rule, and it can be straightforwardly derived from the main results in Section 3 since the oracle MAP rule is a decomposable rule as in (9).

**Corollary 8** (Error rate bounds of the oracle MAP rule under the General Dawid-Skene model) Suppose there is an oracle that knows the true parameters $\Theta = \left\{ \{P(i)\}_{i \in [M]}, Q, \pi \right\}$
where \( P^{(i)} = \left( p_{kh}^{(i)} \right)_{k,h \in [L]} \in (0,1)^{L \times L} \). The prediction function of the oracle MAP rule is 
\[ \hat{y}_j = \arg\max_{k \in [L]} \rho_k^{(j)}, \] where \( \rho_k^{(j)} \) is the true posterior. All the error rate bounds in Theorem 1, 2 and 3 hold for the oracle MAP rule with \( f_i(k,h) = \log p_{kh}^{(i)}, \forall k,h \in [L] \).

As a special case of General Dawid-Skene model, the Homogenous Dawid-Skene model is relatively easy to visualize and simulate. Therefore, the results under this model will be useful in simulation. The next corollary shows that the oracle MAP rule under the Homogenous Dawid-Skene model is weighted majority voting with class dependent shifts \( \{ a_k \}_{k \in [L]} \) where \( a_k = \log \pi_k \). For simplicity, we assume that the true labels of the items are drawn from uniform distribution (i.e., \( \pi_k = \frac{1}{L} \), balanced classes).

**Corollary 9** (The oracle MAP rule under Homogenous Dawid-Skene model) Suppose the task assignment is based on a constant probability \( q \in (0,1] \), and the prevalence of the true labels are balanced. Then the oracle MAP rule is a weighted majority voting rule under the Homogenous Dawid-Skene model with

\[
\hat{y}_j = \arg\max_{k \in [L]} \sum_{i=1}^{M} \nu_i I(Z_{ij} = k) \quad \text{where} \quad \nu_i = \ln \left( \frac{(L-1)w_i}{1-w_i} \right), \quad \forall i \in [M].
\]

Let \( \nu = (\nu_1, \nu_2, \ldots, \nu_M) \). The mean error rate of the oracle MAP rule is upper bounded without any conditions on \( t_1 \), i.e., for any \( \{w_i\}_{i \in [M]} \in (0,1)^M \),

\[
\frac{1}{N} \sum_{j=1}^{N} \mathbb{P}(\hat{y}_j \neq y_j) \leq (L-1) \cdot \min \left\{ \exp \left( -\frac{t_1^2}{2} \right), \exp \left( -\frac{t_1^2}{2(\sigma^2 + ct_1/3)} \right) \right\},
\]

where \( t_1 = \frac{q}{q(L-1)(\|
u\|_2^2)} \sum_{i=1}^{M} \nu_i (Lw_i - 1), \quad c = \frac{\|
u\|_\infty}{\|
u\|_2} \quad \text{and} \quad \sigma^2 = q. \)

The results in the section above help us understand more about the practice of inferring the ground truth labels via maximum likelihood methods. The prominent EM-MAP rule approximates the oracle MAP rule by estimating the parameters of crowdsourcing model and thus estimates the posterior distribution (5), then applies the MAP rule to predict the labels of items. A further study on the error rate bounds of the oracle MAP rule might be good for designing better algorithms with performance on par with the EM-MAP rule. This is the focus of the next section.

5. Iterative weighted majority voting method

In this section, we first study the mean error rate bound of weighted majority voting, then we minimize the bound to get the oracle bound-optimal rule. Finally, we present its connection to the oracle MAP rule. Based on the oracle bound-optimal rule, we propose an iterative weighted majority voting method with performance guarantee on its one-step version.
5.1 The oracle bound-optimal rule and the oracle MAP rule

Here we explore the relationship between the oracle MAP rule and the mean error rate bound of WMV under the Homogenous Dawid-Skene model. We assume the task assignment is based on a constant probability \( q \) for simplicity, and ignore the shift terms \( \{a_k\} \) in the aggregation rules (this is the case for the oracle MAP rule when the label classes are balanced, Corollary 9).

The mean error rate bound of weighted majority voting (WMV) in Corollary 5 implies that if \( t_1 \geq 0 \), then
\[
\frac{1}{N} \sum_{j=1}^{N} \mathbb{P}(\hat{y}_j \neq y_j) \leq (L - 1) \cdot \min \left\{ \exp \left( -\frac{t_1^2}{2} \right), \exp \left( -\frac{t_1^2}{2(\sigma^2 + ct_1/3)} \right) \right\},
\]
where \( \sigma^2 = q \) and \( \frac{1}{\sqrt{M}} \leq c \leq 1 \). Note that the impact of \( c \) on the bound is marginal compared to that of \( t_1 \) since \( c \) can be replaced by 1 to relax the bound slightly. At the same time, both functions \( \exp \left( -\frac{t_1^2}{2} \right) \) and \( \exp \left( -\frac{t_1^2}{2(\sigma^2 + ct_1/3)} \right) \) are monotonely decreasing w.r.t. \( t_1 \in [0, \infty) \). Thus the upper bound \( (L - 1) \cdot \min \left\{ \exp \left( -\frac{t_1^2}{2} \right), \exp \left( -\frac{t_1^2}{2(\sigma^2 + ct_1/3)} \right) \right\} \) is also monotonely decreasing w.r.t. \( t_1 \in [0, \infty) \). The mean error rate is bounded from above with the condition \( t_1 \geq 0 \). Therefore, maximizing \( t_1 \) will increase the chance of \( t_1 \geq 0 \) being satisfied and reduce the bound to some extent. Recall that
\[
t_1 = \frac{q}{L - 1} \sum_{i=1}^{M} \frac{\nu_i}{||\nu||_2} (Lw_i - 1).
\]
Since \( q \) is fixed now and we assume \( t_1 \geq 0 \), so optimizing the upper bound is equivalent to maximizing \( t_1 \):
\[
\nu^* = \arg\max_{\nu \in \mathbb{R}^M} \frac{q}{L - 1} \sum_{i=1}^{M} \frac{\nu_i}{||\nu||_2} (Lw_i - 1)
\]
\[\Rightarrow \quad \text{The oracle bound-optimal rule: WMV with } \nu^*_i \propto Lw_i - 1. \quad (33)\]

Therefore a bound-optimal strategy is to choose the weight for WMV as in (33). This rule requires the information of the true parameters \( \{w_i\}_{i \in [M]} \), that is why we call it the oracle bound-optimal rule. In practice, we can estimate the parameters and plug \( \{\hat{w}_i\}_{i \in [M]} \) into (33), which we refer to as the bound-optimal rule.

By Corollary 9, the oracle MAP rule under the Homogenous Dawid-Skene model is a weighted majority voting rule with weight
\[
\nu^{\text{oracMAP}}_i = \log \frac{(L - 1)w_i}{1 - w_i} \approx \frac{L}{L - 1} (Lw_i - 1).
\]
The approximation is due to the Taylor expansion around \( x = \frac{1}{L} \):
\[
\ln \frac{(L - 1)x}{1 - x} = \frac{L}{L - 1} (Lx - 1) + O \left( \left( x - \frac{1}{L} \right)^2 \right). \quad (34)
\]

Thus, the weight of the oracle bound-optimal rule is the first order Taylor expansion of the weight in the oracle MAP rule. Similar result and conclusion hold for the Class-Conditional Dawid-Skene model as well, but we omit them here for clarity.
By observing that the oracle MAP rule is very close to the oracle bound-optimal rule, the oracle MAP rule approximately optimizes the upper bound of the mean error rate. This fact also indicates that our bound is meaningful since the oracle MAP rule is the oracle Bayes classifier.

5.2 Iterative weighted majority voting with performance guarantee

Based on Section 5.1, the oracle bound-optimal rule of choosing weights is $\nu_i \propto L(w_i - 1)$. With this strategy, if we have an estimated $w_i$, we can put more weights to the “better” workers and downplay the “spammers” (those workers with accuracy close to random guess). This strategy can potentially improve the performance of majority vote and result in a better estimate for $w_i$, which further improves the quality of the weights, and iterate. This inspires us to design an iterative weighted majority voting (IWMV) method as in Algorithm 1.

**Algorithm 1** The iterative weighted majority voting algorithm (IWMV)

**Input:** Number of workers = $M$; Number of items = $N$; data matrix: $Z \in [L]^{M \times N}$.

**Output:** the predicted labels $\{\hat{y}_1, \hat{y}_2, ..., \hat{y}_N\}$

**Initialization:** $\nu_i = 1$, $\forall i \in [M]$; $T_{ij} = I(Z_{ij} \neq 0)$, $\forall i \in [M], \forall j \in [N]$.

repeat

$\hat{y}_j \leftarrow \arg\max_{k \in [L]} \sum_{i=1}^{M} \nu_i I(Z_{ij} = k)$, $\forall j \in [N]$.

$\hat{w}_i \leftarrow \frac{\sum_{j=1}^{N} I(Z_{ij} = \hat{y}_j)}{\sum_{j=1}^{N} T_{ij}}$, $\forall i \in [M]$.

$\nu_i \leftarrow L\hat{w}_i - 1$, $\forall i \in [M]$.

until converges or reaches $S$ iterations.

**Output** the predictions $\{\hat{y}_j\}_{j \in [N]}$ by $\hat{y}_j = \arg\max_{k \in [L]} \sum_{i=1}^{M} \nu_i I(Z_{ij} = k)$.

The time complexity of this algorithm is $O((M + L)NS)$, where $S$ is the number of iterations in the algorithm. Empirically, the IWMV method converges fast. But it also suffers from the local optimal trap as EM does, and is generally hard to analyze its error rate. However, we are able to obtain the error rate bound in the next theorem for a “naive” version of it – one-step WMV (osWMV), which executes (Step 1) to (Step 3) only once as follows:

**(Step 1)** Use majority voting to estimate labels, which are treated as the “golden standard”, i.e. $\hat{y}_j^{MV} = \arg\max_{k \in [L]} \sum_{i=1}^{M} I(Z_{ij} = k)$.

**(Step 2)** Use the current “golden standard” to estimate the worker accuracy $\hat{w}_i = \frac{\sum_{j=1}^{N} I(Z_{ij} = \hat{y}_j^{MV})}{\sum_{j=1}^{N} I(Z_{ij} \neq 0)}$ for all $i$ and set $\nu_i = L\hat{w}_i - 1$ for all $i$.

**(Step 3)** Use the current weight $v$ in WMV to estimate an updated “gold standard”, i.e., $\hat{y}_j = \arg\max_{k \in [L]} \sum_{i=1}^{M} \nu_i I(Z_{ij} = k)$.

For the succinctness of the result, we focus on the case where $L = 2$, but the techniques used can be applied to the general case of $L$ as well.
Theorem 10 (Mean error rate bound of one step WMV for binary labeling)

Under the Homogenous Dawid-Skene model, with label sampling probability \( q = 1 \) and \( L = 2 \), let \( \hat{y}_{j}^{\text{wmv}} \) be the label predicted by one-step WMV for the \( j \)th item, if \( \bar{w} \geq \frac{1}{2} + \frac{1}{M} + \sqrt{\frac{(M-1)\ln 2}{2M^2}} \), the mean error rate of one-step WMV

\[
\frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_{j}^{\text{wmv}} \neq y_{j}) \leq \exp \left( -\frac{8MN^2\tilde{\sigma}^4(1-\eta)^2}{M^2N + (M+N)^2} \right),
\]

where \( \tilde{\sigma} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (w_i - \frac{1}{2})^2} \) and \( \eta = 2 \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2})^2}{M-1} \right) \)

(35)

The proof of this theorem is deferred to Appendix B. It is non-trivial to prove this theorem since the dependency among the weights and labels makes it hard to apply the concentration approach used in proving the previous results. Instead, a martingale-difference concentration bound has to be used.

Remarks:

1. In the exponent of the bound, there are several important factors: \( \tilde{\sigma} \) represents how far away the accuracies of workers are from random guess, and it is a constant smaller than 1; \( \eta \) will be close to 0 given a reasonable \( M \).

2. The condition on \( \bar{w} \) requires that \( \bar{w} - \frac{1}{2} \) is \( \Omega(M^{-0.5}) \), which is easier to satisfy with \( M \) large if the average accuracy in the crowd population is better than random guess. This condition ensures that majority voting approximates the true labels. Thus with more items labeled, we can get a better estimate of the workers’ accuracies. The one-step WMV performance will then be improved with better weights.

3. We address how \( M \) and \( N \) affect the bound: first, when both \( M \) and \( N \) increase but \( \frac{M}{N} = r \) is a constant or decreases, the error rate bound decreases. This makes sense because with the number of items labeled per worker increasing, \( \hat{w}_i \) will be more accurate. The weights will be closer to the oracle bound-optimal rule. Second, when \( M \) is fixed and \( N \) increases, i.e., the number of items labeled increases, the upper bound on the error rate decreases. Third, when \( N \) is fixed and \( M \) increases, the bound decreases when \( M < \sqrt{N} \) and then increases when \( M \) is beyond \( \sqrt{N} \). Intuitively, when \( M \) is larger than \( N \) and \( M \) increases, the fluctuation of score functions, where \( \hat{w}_i \) is the estimated accuracy of the \( i \)th worker, will be large. This increases the chance of making more prediction errors. When \( M \) is reasonably small (compared with \( N \)) but is increasing, i.e., more people label each item, the accuracy of majority voting will be improved according to Corollary 9, then the gain on the accuracy of estimating \( \hat{w}_i \) results in the weights of the one-step WMV to be closer to the oracle bound-optimal rule.

As an alternative way of assigning weights to workers in each iteration (Alg.1), we can also choose the weight of worker \( i \) by plugging \( \hat{w}_i \) into the weight in the oracle MAP rule. That is, \( \nu'_i = \log \frac{(L-1)\hat{w}_i}{1-\hat{w}_i} \). We refer this variant of IWMV to the IWMV.log algorithm. From the practical point of view, however, \( \nu'_i \) is unbounded and too large (or too small) if estimator \( \hat{w}_i \) is close to 1 (or 0). Therefore IWMV.log uses an aggressive way to weigh the
workers, and it might be too risky when the estimates $\{\hat{w}_i\}_{i \in [M]}$ are noisy. Recall that given an estimate $\hat{w}_i$ of the reliability of worker $i$, the way that the IWMV algorithm chooses the weight is $\nu_i = L\hat{w}_i - 1$. As a linearized version of $\nu_i'$ (34), $\nu_i$ is more stable to the noise in the estimate $\hat{w}_i$. Furthermore, IWMV is more convenient for theoretical analysis than the IWMV.log algorithm. In the next section, we will show some comparisons between IWMV and IWMV.log by experiments.

6. Experiments

In this section, we first compare the theoretical error rate bound with the error rate of oracle MAP rule via simulation. Meanwhile, we compare IWMV with EM and IWMV.log on synthetic data. We then experimentally test IWMV and compare it with the state-of-art algorithms on real-world data. We implement majority voting, EM algorithm (Raykar et al., 2010) with MAP rule (also referred as the EM-MAP rule in the experiments), and use public available code 4 — the iterative algorithm in (Karger et al., 2011) is referred to as KOS, and the variational inference algorithm from (Liu et al., 2012) is referred to as LPI. All results are averaged over 100 random trials. All our experiments are implemented in Matlab 2012a, and run on a PC with Windows 7 operation system, Intel Core i7-3740QM (2.70GHz) CPU and 8GB memory.

6.1 Simulation

The error rate of a crowdsourcing system is affected by variations of different parameters such as number of workers $M$, number of items $N$ and worker reliabilities $\{w_i\}_{i \in [M]}$ etc. To study how the error rate bound reflects the change of error rate when a parameter of the system changes, we conduct numerical experiments on simulated data for comparing the oracle MAP rule with its error rate bound (Corollary 9). We also measure the performance of the IWMV algorithm and compare it with the performance of oracle MAP rule.

The simulations are run under the Homogenous Dawid-Skene model. Each worker has $q = 30\%$ chance to label any item which belongs to one of three classes ($L = 3$). The ground truth labels of items are uniformly generated. The accuracies of workers (i.e., $\{w_i\}$) are sampled from a beta distribution $\text{Beta}(a,b)$ with $b = 2$. Given an expected average worker accuracy $\bar{w}$, we choose the parameter $a = \frac{2\bar{w}}{1-\bar{w}}$ so that the expected value for worker accuracies under distribution $\text{Beta}(a,2)$ matches with $\bar{w}$. In each random trial in the simulation, we keep sampling $M$ workers from this $\text{Beta}$ distribution until the average worker accuracy is within $\pm 0.01$ range from the expected $\bar{w}$. This is to maintain the average worker accuracy at the same level for each trial.

First of all, we fix $M = 31$ and $N = 200$, then control the expected accuracy of the workers varies from 0.38 (slightly larger than random guess $1/L$) to 1 with a step size 0.05. The averaged error rates are displayed in Figure 4(a). Note that the error rate of the oracle MAP rule is bounded by its mean error rate bound tightly (see Figure 4(a)). The bound follows the same trend of the true error rate of the oracle MAP rule. The performance of IWMV converges to that of the oracle MAP rule quickly as $\bar{w}$ increases.

4. http://www.ics.uci.edu/~qliul/codes/crowd_tool.zip
Figure 4: Comparing the oracle MAP rule with its theoretical error rate bound by simulation. The performance of the IWMV algorithm is also imposed. These simulations are done under the Homogenous Dawid-Skene model with $L = 3$ and $q = 0.3$.

(a) Vary the average accuracy of workers and fix $M = 31$ and $N = 200$. (b) Vary $M$ and fix $N = 200$. (c) Vary $N$ and fix $M = 31$. The reliabilities of workers are sampled based on $w_i \sim \text{Beta}(2.3, 2), \forall i \in [M]$ in (b) and (c). Note that all of them are in log scale and all the results are averaged across 100 repetitions.

By fixing $a = 2.3$ and $q = 0.3$, we then vary one of the two parameters—number of items $N$ (default as 200) and number of workers $M$ (default as 31)—with the other parameter maintained as the default. The corresponding results are presented in Figure 4 (b) and (c), respectively. According to the results of simulation, the error rate bound of the oracle MAP rule and its upper bound do not change when the number of tasks $N$ increases (Figure 4(c)), but they change log linearly when the number of workers $M$ increases (Figure 4(b)). Nevertheless, the performance of IWMV changes whenever we increase $M$ or $N$. It behaves closely to the oracle MAP rule when $M$ varies, but differently from the oracle MAP rule when $N$ increases. This is because with more and more tasks done by the workers, the estimation of the reliability of the workers will be more accurate, and this can boost the performance of IWMV. However, the oracle MAP rule knows the true worker reliability initially, so its performance will be independent with $N$.

Our next simulation (Figure 5) shows that IWMV, its variant IWMV.log and the EM algorithm achieve the same final prediction accuracy, while IWMV has the lowest computational cost. Specifically, we vary the number of tasks $N$, and compare the final accuracy with one standard deviation error bar imposed (Figure 5(a)), the convergence time (Figure 5(b)), the number of iterations (i.e. steps) to converge (Figure 5(c)) and the total run time for 50 iterations (Figure 5(d)). With almost the same accuracies, IWMV converges faster and takes less steps to converge than EM and IWMV.log, and the run time of IWMV is prominently lower than EM. Similar conclusions can be also confirmed when changing $M$, $q$ and $L$, thus we omit the similar results here.

The experiments above are strictly simulated based on the Homogenous Dawid-Skene worker model for its simplicity. To compare IWMV with EM when the worker model is violated, we simulated toy data. See Figure 6(a) for the setup: suppose there are two
Figure 5: Comparison between IWMV, IWMV.log and the EM-MAP rule, with the number of items varying from 1000 to 11000. Simulation was performed with $L = 3, M = 31, q = 0.3$ under the Homogenous Dawid-Skene model. The reliabilities of workers are sampled based on $w_i \sim \text{Beta}(2.3, 2), i \in [M]$. All the results are averaged across 100 repetitions. (a) Final accuracy with error bar imposed. (b) The time until convergence, and we need to know the ground truth for measuring it. (c) Number of steps to converge. (d) Total run time is computed based on finishing 50 iterations.

Figure 6: (a) Setting of model misspecification. (b) Performance comparison under model misspecification setting in (a).

group of workers $G_1$ and $G_2$, and two sets of items $S_1$ and $S_2$. The true labels of items are generated uniformly from $\{\pm 1\}$. The data matrix is generated as follows: $P(Z_{ij} = y_j) = 0.9$
if $i \in G_1, j \in S_1$; $\mathbb{P}(Z_{ij} = y_j) = 0.6$ if $i \in G_1, j \in S_2$; $\mathbb{P}(Z_{ij} = y_j) = 0.5$ if $i \in G_2, j \in S_1$; $\mathbb{P}(Z_{ij} = y_j) = 0.7$ if $i \in G_2, j \in S_2$. We use $q = 0.3$. The error rate (with one standard deviation) of MV, EM, IWMV.log and IWMV are shown in Figure 6 (b), which shows that IWMV achieves lower error rate than EM and IWMV.log do in this model misspecification example. The results in Figure 6 shows that IWMV are more robust than EM under model misspecification to some extent. Similar results can be obtained under other different configurations (as in Figure 6), and we omit them here.

6.2 Real data

To compare our proposed iterative weighted majority voting with the state-of-the-art methods (Raykar et al., 2010; Karger et al., 2011; Liu et al., 2012), we conducted several experiments on real data (most of them are publicly available). We sampled the collected labels in the real data independently with probability $\tilde{q}$ which varies from 0.1 to 1, and see how the error rate and run time change accordingly. For clarity of the figures produced in this section, we omit the results of IWMV.log since its performance is usually worse than IWMV in terms of both accuracy and computational time. Our focus will be the comparisons among IWMV, EM, KOS and LPI.

Table 1: The summary of datasets used in the real data experiments. $\bar{w}$ is the average worker accuracy.

| Dataset     | $L$ classes | $M$ workers | $N$ items | #labels  | $\bar{w}$ |
|-------------|-------------|-------------|-----------|----------|-----------|
| Duchenne    | 2           | 17          | 159       | 1221     | 65.0%     |
| RTE         | 2           | 164         | 800       | 8000     | 83.7%     |
| Temporal    | 2           | 76          | 462       | 4620     | 84.1%     |
| Web search  | 5           | 177         | 2665      | 15539    | 37.1%     |

Duchenne dataset. The first dataset is from (Whitehill et al., 2009) on identifying Duchenne smile from non-Duchenne smile based on face images. In this data, 159 images are labeled with \{Duchenne, non-Duchenne\} labels by 17 different Mechanical Turk\(^5\) workers. In total, there are 1,221 labels, thus $1221/(17 \times 159) = 45.2\%$ of the potential task assignments are done (i.e., 45.2\% of the entries in the data matrix are observed). The ground truth labels are obtained from two certified experts and 58 out of the 159 images contain Duchenne smiles. The Duchenne images are hard to identify (the average accuracy of workers on this task is only 65\%).

We conducted the experiments by sampling the labels independently with probability $\tilde{q}$ varying from 0.1 to 1. Thus the proportion of non-zero labels in the data matrix will vary from 0.6\% to 45.2\%. Note that based on our setting, the task assignment probability corresponding to $\tilde{q}$ is $q = \tilde{q} \times 45.2\%$. After sampling the data matrix from the original Duchenne dataset with a given $\tilde{q}$, we then run IWMV, majority voting, the EM algorithm

---

\(^5\) https://www.mturk.com
From Figure 7(a), we can see that when the available labels are very few, the performance of IWMV is as good as LPI, and these two generally dominate the other algorithms. With more labels available, the error rate of IWMV is around 2% lower than LPI (Figure 7(a)). At the same time, we compared the run time of each algorithm (Figure 7(b)). With more labels, the run time of LPI increases fast (non-linearly), while the IWMV maintains a lower run time than EM, KOS and LPI. For a better visualization of comparing run time and error rate, we compared the run time of IWMV, EM, KOS and LPI by a bar plot with their error rates imposed on top. Figure 7(c) shows the comparison when 40.7% of the labels are available ($\bar{q} = 0.9$). IWMV is more than 100 times faster than LPI, and achieves the lowest error rate among these algorithms.

An interesting phenomenon in Figure 7(a) is that EM performs poorly — it is even worse than MV. The major reason for this is that the workers’ reliabilities form a pattern similar to our model misspecification example in Figure 6(a): some workers are good at a set of images but bad at the complementary set of images, while the other workers are reversed. This is a real-data example of model misspecification, and IWMV is more robust to the model misspecification on this data than EM.

RTE dataset. The RTE data is a language processing dataset from (Snow et al., 2008). The dataset is collected by asking workers to perform recognizing textual entailment (RTE) tasks, i.e., for each question the worker is presented with two sentences and given a binary choice of whether the second sentence can be inferred from the first.

Temporal event dataset. This dataset is also a natural language processing dataset from (Snow et al., 2008). The task is to provide a label from \{strictly before, strictly after\} for event-pairs that represents the temporal relation between them.
Figure 8: RTE dataset (Snow et al., 2008). (a) Error rate of different algorithms. (b) Run time when the percentage of the task assignments done increases. (c) Run time comparison when 4.9% of the task assignments is done. The error rates of each method are imposed on the top of the bar.

We conducted similar experiments on the RTE dataset and the temporal event dataset as the one on the Duchenne dataset. The results on the RTE dataset are shown in Figure 8. Figure 8(a) is the performance curves of different algorithms when the percentage of task assignments done increases. Figure 8(b) is the run time of these algorithms, and it confirms the same observations as the results on the Duchenne dataset: the IWMV runs much faster than the other algorithms except majority voting, and it has similar performance to LPI which is the state-of-art method (Figure 8(c)). For clarity, we show the performance comparison on temporal event dataset in Figure 9(a) and omit the run time comparison.

Figure 9: (a) Results on Temp dataset from (Snow et al., 2008). (b) Results on Web search dataset (Zhou et al., 2012).

**Web search dataset.** In this dataset (Zhou et al., 2012), workers were asked to rate query-URL pairs on a relevance rating scale from 1 to 5. Each pair was labeled by around
6 workers, and around 3.3% of the entries in the data matrix are observed. The ground truth labels were collected via consensus from 9 experts. We treat the task as a multi-class labeling problem, thus $L = 5$. We conduct the experiment in a similar setting to the experiment on the Duchenne dataset — sampling the labels with probability $\tilde{q}$ and varied it to plot the performance curve (Figure 9(b)). Since LPI and KOS is constrained to binary labeling so far, we only compared IWMV with the EM-MAP rule and majority voting. The performance of IWMV generally outperforms the EM-MAP rule and majority voting by at least 4%.

7. Conclusions

In this paper, we provided finite sample bounds on the error rate (in probability and in expectation) of decomposable aggregation rules under the general Dawid-Skene crowdsourcing model. Optimizing the mean error rate bound under the Homogenous Dawid-Skene model leads to an aggregation rule that is a good approximation to the oracle MAP rule. A data-driven iterative weighted majority voting is proposed to approximate the oracle MAP with a theoretical guarantee on the error rate of its one-step version.

Through simulations under the Homogenous Dawid-Skene model (for simplicity) and tests on real data, we have the following findings.

1. The error rate bound reflects the trends of the real error rate of the oracle MAP rule when some important factors in the crowdsourcing systems such as $(M, N, \{w_i\}_{i \in [M]}$ etc.) change.

2. The IWMV algorithm is close to the oracle MAP rule with superior performance in terms of error rate.

3. The iterative weighted majority voting method (IWMV) performs as well as the EM-MAP rule with much lower computational cost in simulation, and IWMV is more robust to model-misspecification than EM.

4. On real data, IWMV achieved performance as good as or even better than that of the state-of-the-art methods with much less computational time.

In practice, if we want to obtain the error rate bounds for certain aggregation rules that falls in the form of decomposable aggregation rule (9), what we can do should be similar to what we did in Section 4: (1) for the specific model and task assignment, compute the measure of $t_1$ and $t_2$ (and also $c$ and $\sigma^2$ if interested in bounds on the mean error rate) according to the descriptions in Section 3.1. (2) Compute the corresponding error rate bounds according to the theorems in Section 3. The quantities $t_1$ and $t_2$ can tell us if we can obtain upper bound or lower bound on the error rate in probability and in expectation. Note that though the mean error rate bounds (Theorem 3) are in a composite form of two exponential bounds, we can choose one of the two to use if the convenience of theoretical analysis is concerned.

To the best of our knowledge, this is the first extensive work on error rate bounds for general aggregation rules under the practical Dawid-Skene model for multi-class crowdsourced labeling. Our bounds are useful for explaining the effectiveness of different aggregation rules.
As a further direction for research, it would be interesting to obtain finite sample error bounds for the aggregation rules with random score functions, which depend on the data in a complicated manner. For example, the EM-MAP rule can be formulated as a weighted majority voting under the Homogenous Dawid-Skene model. However, the weights are estimated by EM algorithm (Raykar et al., 2010) and depend on the data complicatedly. Hence the analysis of the EM algorithm is rather difficult. The IWMV and the EM algorithm share the similar iterative nature, and IWMV is simpler than EM. An error rate analysis of the final prediction of the IWMV will be helpful to understand the behavior of EM algorithm in the crowdsourcing context.
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**Appendix A. Proofs of the main theorems**

Since the proof of Theorem 1 requires other theorems in this paper, we will not present the proofs in the same order as in the paper. The order of our proofs will be: Proposition 11, Theorem 3, Theorem 1 and then Theorem 2. After proving the first four main results, we also prove Corollary 8 and Corollary 9. Since the proof of Theorem 10 requires different techniques and more efforts than the proofs in this section, we put its proof in a separate section — Appendix B.

Before presenting the proofs, we would like to propose some notations for simplicity and clarity.

We simplify \( f_i(k, h) \) to

\[
\mu_{kh}^{(i)} = f_i(k, h), \quad \forall k \in [L], h \in \overline{[L]}, \tag{36}
\]

then each worker is associated with a vote matrix \( \mu^{(i)} = (\mu_{kh}^{(i)}), k \in [L], h \in \overline{[L]}, \) where \( \mu_{kh}^{(i)} \) is the voting score when worker \( i \) labels item \( j \) whose true label is \( k \), as class \( h \) if \( h \neq 0 \).

Then the aggregation rule (9) is equivalent to

\[
\hat{y}_j = \arg\max_{k \in [L]} \left( \sum_{i=1}^{M} \sum_{h=1}^{L} \mu_{kh}^{(i)} \mathbb{I}(Z_{ij} = h) + a_k \right), \tag{37}
\]

Note that

\[
s_k^{(j)} = \sum_{i=1}^{M} \sum_{h=1}^{L} \mu_{kh}^{(i)} \mathbb{I}(Z_{ij} = h) + a_k, \quad \forall k \in [L], j \in [N] \tag{38}
\]

is the aggregated score of label class \( k \) on the \( j \)th item, and the general aggregation rule is

\[
\hat{y}_j = \arg\max_{k \in [L]} s_k^{(j)}. \tag{39}
\]

We will frequently discuss conditional probability, expectation and variance conditioned on the event \( \{y_j = k\} \). For simplicity of notations, we define:

\[ P_k(\cdot) \triangleq P(\cdot | y_j = k) \]  \hspace{1cm} (40)  
\[ E_k[\cdot] \triangleq E[\cdot | y_j = k] \]  \hspace{1cm} (41)  
\[ \text{Var}_k(\cdot) \triangleq \text{Var}(\cdot | y_j = k). \]  \hspace{1cm} (42)
Note that
\[ E_k \left[ s_t^{(j)} \right] = \sum_{i=1}^{M} \sum_{h=1}^{L} q_{ij} \mu_{ih} P_{kh}^{(i)} + a_l, \quad \forall l, k \in [L]. \] (43)

A.1 Proof of Proposition 11: bounding the mean error rate of labeling each item

**Proposition 11 (Bounding the mean error rate of labeling each item)** Following the setting of Theorem 1, and with \( \tau_{j,\text{min}} \) and \( \tau_{j,\text{max}} \) defined as in (14), we have \( \forall j \in [N] \),

(1) if \( \tau_{j,\text{min}} \geq 0 \), then \( \mathbb{P}(\hat{y}_j \neq y_j) \leq (L-1) \cdot \min \left\{ \exp \left( \frac{-\tau_{j,\text{min}}^2}{2} \right), \exp \left( \frac{-\tau_{j,\text{min}}^2}{2(\sigma^2+c_{j,\text{min}}^2/3)} \right) \right\}; \)

(2) if \( \tau_{j,\text{max}} \leq 0 \), then \( \mathbb{P}(\hat{y}_j \neq y_j) \geq 1 - \min \left\{ \exp \left( \frac{-\tau_{j,\text{max}}^2}{2} \right), \exp \left( \frac{-\tau_{j,\text{max}}^2}{2(\sigma^2-c_{j,\text{max}}^2/3)} \right) \right\}. \)

**Remark:** Proposition 11 provides the mean error rate bounds of labeling any specific item, and the bounds depend on the minimum and maximum values of \( \{\Lambda_{kl}^{(j)}\}_{k,l \in [L]} \). Note that the subscript \( j \) only comes from the assignment distribution \( q_{ij} \). If a specific worker has the same assignment probability to label all items, say \( q_i \), then we can drop the subscript \( j \) from \( \tau_{j,\text{min}} \) and \( \tau_{j,\text{max}} \), which means the error rate bounds of each item are eventually the same under that task assignment.

**Proof** First of all, we expand the error probability of labeling the \( j \)-th item wrong in terms of the conditional probabilities:
\[ \mathbb{P} (\hat{y}_j \neq y_j) = \sum_{k \in [L]} \mathbb{P} (y_j = k) \mathbb{P} (\hat{y}_j \neq k | y_j = k) = \sum_{k \in [L]} \pi_k \mathbb{P}_k (\hat{y}_j \neq k). \] (44)

Our major focus in this proof is to bound the term \( \mathbb{P}_k (\hat{y}_j \neq k) \). Our approach will be based on the following events relations:
\[ \bigcup_{l \in [L], l \neq k} \left\{ s_l^{(j)} > s_k^{(j)} \right\} \subseteq \{ \hat{y}_j \neq k \} \subseteq \bigcup_{l \in [L], l \neq k} \left\{ s_l^{(j)} \geq s_k^{(j)} \right\}. \] (45)

(1) Assuming \( \tau_{j,\text{min}} \geq 0 \), we want to show the lower bound for \( \mathbb{P} (\hat{y}_j \neq y_j) \). Note that
\[ \mathbb{P}_k (\hat{y}_j \neq k) \leq \mathbb{P}_k \left( \bigcup_{l \in [L], l \neq k} \left\{ s_l^{(j)} \geq s_k^{(j)} \right\} \right) \leq \sum_{l \in [L], l \neq k} \mathbb{P}_k \left( s_l^{(j)} \geq s_k^{(j)} \right). \] (46)

With \( s_l^{(j)} \) defined as in (38), \( \Lambda_{kl}^{(j)} \) defined as in (13) and
\[ \xi_{kl}^{(i)} = \sum_{h=1}^{L} (\mu_{ih}^{(i)} - \mu_{kh}^{(i)}) 1(Z_{ij} = h), \] (47)
\[ E_k \left[ \xi_{kl}^{(i)} \right] = \sum_{h=1}^{L} q_{ij} (\mu_{ih}^{(i)} - \mu_{kh}^{(i)}) P_{kh}^{(i)}, \] (48)
we have

\[ P_k \left( s_{i}^{(j)} \geq s_{k}^{(j)} \right) = P_k \left( \sum_{i=1}^{M} \sum_{h=1}^{L} (\mu_{ih}^{(i)} - \mu_{kh}^{(i)}) I(Z_{ij} = h) \geq a_k - a_l \right) \]

\[ = P_k \left( \sum_{i=1}^{M} \xi_{kl}^{(i)} \geq a_k - a_l \right) \]

\[ = P_k \left( \sum_{i=1}^{M} \xi_{kl}^{(i)} - \sum_{i=1}^{M} \mathbb{E}_k \left[ \xi_{kl}^{(i)} \right] \geq (a_k - a_l) - \sum_{i=1}^{M} \mathbb{E}_k \left[ \xi_{kl}^{(i)} \right] \right) \]

\[ = P_k \left( \sum_{i=1}^{M} \xi_{kl}^{(i)} - \sum_{i=1}^{M} \mathbb{E}_k \left[ \xi_{kl}^{(i)} \right] \geq \Lambda_{kl}^{(j)} \right) \quad (49) \]

Note that \( \left\{ \xi_{kl}^{(i)} \right\}_{i \in [M]} \) are conditionally independent when given \( \{y_j = k\} \), and they are bounded given the voting weights \( \left\{ \mu_{kl}^{(i)} \right\} \) are bounded. Therefore, we can apply the Hoeffding concentration inequality (Hoeffding, 1956) to further bound \( P_k \left( s_{i}^{(j)} \geq s_{k}^{(j)} \right) \).

We have that \( \min_{l,k,h \in [L], k \neq l} \left\{ \mu_{ih}^{(i)} - \mu_{kh}^{(i)} \right\} \leq \xi_{kl}^{(i)} \leq \max_{l,k,h \in [L], k \neq l} \left\{ \mu_{ih}^{(i)} - \mu_{kh}^{(i)} \right\} \), and

\[ \sum_{i=1}^{M} \left[ \max_{l,k,h \in [L], k \neq l} \left\{ \mu_{ih}^{(i)} - \mu_{kh}^{(i)} \right\} - \min_{l,k,h \in [L], k \neq l} \left\{ \mu_{ih}^{(i)} - \mu_{kh}^{(i)} \right\} \right]^2 \leq \sum_{i=1}^{M} \left( 2 \max_{l,k,h \in [L], k \neq l} \left| \mu_{ih}^{(i)} - \mu_{kh}^{(i)} \right| \right)^2 \]

\[ = 4 \Gamma^2 \]

When \( \Lambda_{kl}^{(j)} \geq \tau_{j,\min} \cdot \Gamma \geq 0 \), by applying the Hoeffding inequality to (49), we have

\[ P_k \left( s_{i}^{(j)} \geq s_{k}^{(j)} \right) \leq P_k \left( \sum_{i=1}^{M} \xi_{kl}^{(i)} - \sum_{i=1}^{M} \mathbb{E}_k \left[ \xi_{kl}^{(i)} \right] \geq \Lambda_{kl}^{(j)} \right) \]

\[ \leq \exp \left( - \frac{2 \Lambda_{kl}^{(j)}^2}{\sum_{i=1}^{M} \max_{l,k,h \in [L], k \neq l} \left\{ \mu_{ih}^{(i)} - \mu_{kh}^{(i)} \right\} - \min_{l,k,h \in [L], k \neq l} \left\{ \mu_{ih}^{(i)} - \mu_{kh}^{(i)} \right\}^2 \right) \]

\[ \leq \exp \left( - \frac{\Lambda_{kl}^{(j)}^2}{2 \Gamma^2} \right) \quad \text{(because of (50))} \]

\[ \leq \exp \left( - \frac{\tau_{j,\min}^2}{2} \right). \quad \text{(based on the definition of } \tau_{j,\min}) \]

The right hand side of the last inequality does not depend on \( k, l \) or \( i \), then

\[ P_k \left( \hat{y}_j \neq k \right) \leq \sum_{l \in [L], l \neq k} P_k \left( s_{i}^{(j)} \geq s_{k}^{(j)} \right) \leq (L - 1) \exp \left( - \frac{\tau_{j,\min}^2}{2} \right). \quad (50) \]
Because the RHS does not depend on $k$, we have
\[
\mathbb{P}(\hat{y}_j \neq y_j) = \sum_{k \in [L]} \pi_k \mathbb{P}_k (\hat{y}_j \neq k)
\leq (L - 1) \exp \left( -\frac{\tau_{j,\min}^2}{2} \right) \left( \sum_{k \in [L]} \pi_k \right)
= (L - 1) \exp \left( -\frac{\tau_{j,\min}^2}{2} \right)
\tag{51}
\]

The Hoeffding inequality does not take the variance information of the independent random variables into account, thus a “stronger” concentration inequality can be applied when the fluctuation of $\xi_{kl}^{(i)}$ is available.

Note the definition of $c$ and $\sigma^2$ are defined as
\[
c = \frac{1}{\Gamma} \cdot \max_{i \in [M], k, l, h \in [L], k \neq l} |\mu_{kh}^{(i)} - \mu_{lh}^{(i)}|,
\]
\[
\sigma^2 = \frac{1}{\Gamma^2} \cdot \max_{j \in [N]} \max_{k, l \in [L], k \neq l} \sum_{i=1}^M \sum_{h=1}^L q_{ij} \left( \mu_{kh}^{(i)} - \mu_{lh}^{(i)} \right)^2 P_{kh}^{(i)}.
\]

The sum of the second moment of $\xi_{kl}^{(i)}$ can be bounded as
\[
\sum_{i=1}^M \mathbb{E}_i \left[ (\xi_{kl}^{(i)})^2 \right] = \sum_{i=1}^M \mathbb{E}_k \left[ \left( \sum_{h=1}^L (\mu_{lh}^{(i)} - \mu_{kh}^{(i)}) I(Z_{ij} = h) \right)^2 \right] = \sum_{i=1}^M \sum_{h=1}^L q_{ij} \left( \mu_{kh}^{(i)} - \mu_{lh}^{(i)} \right)^2 P_{kh}^{(i)} \leq \sigma^2 \Gamma^2.
\]

$\xi_{kl}^{(i)}$ can be bounded as $|\xi_{kl}^{(i)}| \leq \max_{i \in [M], h \in [L]} |\mu_{lh}^{(i)} - \mu_{kh}^{(i)}| = c \Gamma$.

By applying the Bernstein-type concentration inequality ((Chung and Liu, 2010), Theorem 2.8) with that $\Lambda_{kl}^{(j)} \geq \tau_{j,\min} \Gamma \geq 0$,
\[
\mathbb{P}_k \left( s_l^{(j)} \geq s_k^{(j)} \right) \leq \mathbb{P}_k \left( \sum_{i=1}^M \xi_{kl}^{(i)} - \sum_{i=1}^M \mathbb{E}_i \left[ \xi_{kl}^{(i)} \right] \geq \Lambda_{kl}^{(j)} \right)
\leq \exp \left( -\frac{\Lambda_{kl}^{(j)}^2}{2 \left( \sigma^2 \cdot c \Gamma \Lambda_{kl}^{(j)}/3 \right)} \right),
\leq \exp \left( -\frac{\tau_{j,\min}^2}{2 \left( \sigma^2 + c \tau_{j,\min} \Gamma / 3 \right)} \right) \tag{52}
\]

(because $\frac{\Lambda_{kl}^{(j)}}{\Gamma} \geq \tau_{j,\min} \geq 0$),

where the RHS does not depend on $k, l$. Then, we have
\[
\mathbb{P}_k (\hat{y}_j \neq k) \leq (L - 1) \exp \left( -\frac{\tau_{j,\min}^2}{2 \left( \sigma^2 + c \tau_{j,\min} / 3 \right)} \right).
\]
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Furthermore,

\[ P(\hat{y}_j \neq y_j) = \sum_{k \in [L]} \pi_k P_k (\hat{y}_j \neq k) \leq (L - 1) \exp \left( - \frac{\tau_{j,\min}^2}{2(\sigma^2 + c\tau_{j,\min}/3)} \right). \]  

(53)

Combining inequalities (51) and (53) together, we can get the desired result in Theorem 11.(1).

(2) Assuming that \( \tau_{j,\max} \leq 0 \), we want to show the upper bound for \( P(\hat{y}_j \neq y_j) \).

Using the same argument as in (1), we provide a lower bound for \( P_k (\hat{y}_j \neq k) \).

\[
P_k (\hat{y}_j \neq k) \geq P_k \left( \bigcup_{l \in [L], l \neq k} \left\{ s_l^{(j)} > s_k^{(j)} \right\} \right) \geq \max_{l \in [L], l \neq k} P_k \left( s_l^{(j)} > s_k^{(j)} \right) = 1 - \min_{l \in [L], l \neq k} P_k \left( s_l^{(j)} \leq s_k^{(j)} \right)
\]

Given \( \Lambda_{kl}^{(j)} \leq \tau_{j,\max} \cdot \Gamma \leq 0 \), by applying the Hoeffding and the Bernstein inequality as in (1), we can obtain \( P_k \left( s_l^{(j)} \leq s_k^{(j)} \right) \leq \exp \left( - \frac{\Lambda_{kl}^{(j)^2}}{2\Gamma^2} \right) \leq \exp \left( - \frac{\tau_{j,\max}^2}{2} \right) \), and \( P_k \left( s_l^{(j)} \leq s_k^{(j)} \right) \leq \exp \left( - \frac{\Lambda_{kl}^{(j)^2}}{2(\sigma^2+\sigma^2-\tau_{j,\max})} \right) \leq \exp \left( - \frac{\tau_{j,\max}^2}{2(\sigma^2+\sigma^2-\tau_{j,\max})} \right) \). Since the RHS of the two inequalities do not depend on \( k \) or \( l \), \( P_k (\hat{y}_j \neq k) \geq 1 - \min \{ \exp \left( - \frac{\tau_{j,\max}^2}{2} \right), \exp \left( - \frac{\tau_{j,\max}^2}{2(\sigma^2+\sigma^2-\tau_{j,\max})} \right) \} \).

With (44), we have \( P (\hat{y}_j \neq y_j) \geq 1 - \min \{ \exp \left( - \frac{\tau_{j,\max}^2}{2} \right), \exp \left( - \frac{\tau_{j,\max}^2}{2(\sigma^2+\sigma^2-\tau_{j,\max})} \right) \} \).

\[\Box\]

A.2 Proof of Theorem 3

**Proof** Given \( \sigma^2 \geq 0 \) and \( c > 0 \), both functions \( \exp \left( - \frac{t^2}{2} \right) \) and \( \exp \left( - \frac{t^2}{2(\sigma^2+ct/3)} \right) \) are monotonically increasing on \( t \in [0, \infty) \). On the other hand, both functions \( \exp \left( - \frac{t^2}{2} \right) \) and \( \exp \left( - \frac{t^2}{2(\sigma^2+ct/3)} \right) \) are monotonically decreasing on \( t \in (-\infty, 0] \).

Given \( t_1 \geq 0 \), then \( \tau_{j,\min} \geq t_1 \geq 0 \). By Proposition 11,

\[
\frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j \neq y_j) \leq \frac{1}{N} \sum_{j=1}^{N} (L - 1) \min \left\{ \exp \left( - \frac{\tau_{j,\min}^2}{2} \right), \exp \left( - \frac{\tau_{j,\min}^2}{2(\sigma^2 + c\tau_{j,\min}/3)} \right) \right\} 
\]

\[
\leq \frac{L - 1}{N} \sum_{j=1}^{N} \min \left\{ \exp \left( - \frac{t_1^2}{2} \right), \exp \left( - \frac{t_1^2}{2(\sigma^2 + t_1/3)} \right) \right\}
\]

\[
= (L - 1) \min \left\{ \exp \left( - \frac{t_1^2}{2} \right), \exp \left( - \frac{t_1^2}{2(\sigma^2 + t_1/3)} \right) \right\}.
\]

Thus, we have proved Theorem 3.(1).
With the same argument, we can straightforwardly prove Theorem 3.(2).

A.3 Proof of Theorem 1

So far, we have bounded the mean error rate, but we still need more tools for bounding the error rate in the practical case with high probability. The following lemma is another form of the Bernstein-Chernoff-Hoeffding theorem (Ngo, 2011).

**Lemma 12** *(Bernstein-Chernoff-Hoeffding)* Let $\xi_i \in [0, 1]$ be independent random variables where $E \xi_i = p_i$, $i \in [n]$. Let $\bar{\xi} = \frac{1}{n} \sum_{i=1}^{n} \xi_i$ and $\bar{p} = \frac{1}{n} \sum_{i=1}^{n} p_i$. Then,

1. for any $m$ such that $\bar{p} \leq \frac{m}{n} < 1$, $P(\bar{\xi} > \frac{m}{n}) \leq e^{-n D(\frac{m}{n}||\bar{p})}$,
2. for any $m$ such that $0 < \frac{m}{n} \leq \bar{p}$, $P(\bar{\xi} < \frac{m}{n}) \leq e^{-n D(\frac{m}{n}||\bar{p})}$.

The proof of Theorem 1 is as follows:

**Proof (Theorem 1)**

**Proof of Theorem 1 (1)** Let $\mu = \frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j \neq y_j)$. By Theorem 3.(1), we have that $\mu \leq (L - 1)e^{-t_1^2/2} = (L - 1)\phi(t_1)$. Assume $t_1 \geq \sqrt{2 \ln \frac{L-1}{\epsilon}}$, then we can get $(L - 1)\phi(t_1) \leq \epsilon$, which gives us $0 \leq \mu \leq (L - 1)\phi(t_1) \leq \epsilon$. Then by the Bernstein-Chernoff-Hoeffding Theorem, i.e. Lemma 12, we get $P\left(\frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) > \epsilon\right) \leq e^{-ND(\epsilon||\mu)} \leq e^{-ND(\epsilon||(L-1)\phi(t_1))}$. Therefore, we have

$$P\left(\frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \leq \epsilon\right) \geq 1 - e^{-ND(\epsilon||(L-1)\phi(t_1))}.$$

**Proof of Theorem 1 (2)** With the same argument as above, assuming $t_2 \leq -\sqrt{2 \ln \frac{L}{1-\epsilon}}$, then $1 \geq \mu \geq 1 - \phi(t_2) \geq \epsilon$, which gives us

$$P\left(\frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \geq \epsilon\right) \geq 1 - e^{-ND(\epsilon|1-\phi(t_2))}.$$

Thus, we have proved Theorem 1.

A.4 Proof of Theorem 2

Before proving Theorem 2, we are going to prove an important lemma for bounding the average of a group of independent Bernoulli random variables. The proof of this lemma relies on Hoeffding bounds and the Bernstein-Chernoff-Hoeffding theorem (Ngo, 2011).

**Lemma 13** Suppose $\forall j \in [N]$, $\xi_j \sim Bernoulli(p_j)$ with $p_j \in (0, 1)$, and $\xi_j$’s are independent of each other. Let $\xi = \frac{1}{N} \sum_{j=1}^{N} \xi_j$ and $\bar{p} = E\xi = \frac{1}{N} \sum_{j=1}^{N} p_j$ Given any $\epsilon, \delta \in (0, 1)$:
(1) If \( 0 < \bar{p} \leq \frac{1}{1+\exp(\frac{1}{\epsilon} (H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta}))} \), then \( \mathbb{P}(\bar{\xi} \leq \epsilon) \geq 1 - \delta \).

(2) If \( \frac{1}{1+\exp(-\frac{1}{\epsilon} (H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta}))} \leq \bar{p} < 1 \), then \( \mathbb{P}(\bar{\xi} \leq \epsilon) < \delta \).

**Proof** For simplicity let’s define \( A = (H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta}) \).

**The proof of Lemma 13.(1):** We will finish the proof in several steps:

Assume \( 0 < \bar{p} \leq \frac{1}{1+\exp(\frac{1}{\epsilon} (H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta}))} \).

**Step 1. we want to show \( \bar{p} < \epsilon \):**

\[
\exp \left( \frac{A}{\epsilon} \right) = \exp \left( \frac{\epsilon \ln \frac{1}{\epsilon} + (1 - \epsilon) \ln \frac{1}{1-\epsilon} + \frac{1}{N} \ln \frac{1}{\delta}}{\epsilon} \right)
\]

\[
= \exp \left( \ln \frac{1}{\epsilon} + \frac{1 - \epsilon}{\epsilon} \ln \frac{1}{1 - \epsilon} + \frac{1}{N \epsilon} \ln \frac{1}{\delta} \right)
\]

\[
> \exp \left( \ln \frac{1}{\epsilon} \right) \quad (\because \epsilon, \delta \in (0,1), N > 0)
\]

\[
= \frac{1}{\epsilon}
\]

\[
\implies 1 + \exp \left( \frac{A}{\epsilon} \right) > \frac{1}{\epsilon} \implies \frac{1}{1+\exp(\frac{A}{\epsilon})} < \epsilon
\]

Since \( 0 < \bar{p} \leq \frac{1}{1+\exp(\frac{A}{\epsilon})} \), then we have \( \bar{p} < \epsilon \)

**Step 2. We want to show \( \mathbb{P}(\bar{\xi} \leq \epsilon) \geq 1 - e^{-ND(\epsilon||\bar{p})} \):**

This is obtained by the Bernstein-Chernoff-Hoeffding Theorem ((Ngo, 2011; McDiarmid, 1998)), which leads to:

If \( 0 < \bar{p} \leq \epsilon \), then \( \mathbb{P}(\bar{\xi} \leq \epsilon) \leq 1 - e^{-ND(\epsilon||\bar{p})} \) \hfill (54)

If \( \epsilon \leq \bar{p} < 1 \), then \( \mathbb{P}(\bar{\xi} \leq \epsilon) \leq e^{-ND(\epsilon||\bar{p})} \) \hfill (55)

Since we have shown in step 1 that \( \bar{p} < \epsilon \), then we can get the desired result in this step easily.

**Step 3. We want to show \( e^{-ND(\epsilon||\bar{p})} \leq \delta \):**

Note:

\[
e^{-ND(\epsilon||\bar{p})} \leq \delta
\]

\[
\iff D(\epsilon||\bar{p}) \geq \frac{1}{N} \ln \frac{1}{\delta}
\]

\[
\iff \ln \frac{e^\epsilon (1 - \epsilon)^{1-\epsilon}}{\bar{p}^\epsilon (1 - \bar{p})^{1-\epsilon}} \geq \ln \left( \frac{1}{\delta} \right)^{\frac{1}{N}}
\]

\[
\iff \bar{p}^\epsilon (1 - \bar{p})^{1-\epsilon} \leq \exp \left( - \left( H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right) \right) = e^{-A} \quad (56)
\]
From the condition we have,
\[
\bar{p} \leq \frac{1}{1 + \exp(A/\epsilon)} \quad \Rightarrow \quad \left( \frac{\bar{p}}{1 - \bar{p}} \right)^{\epsilon} \leq e^{-A}
\]

Note that \( \bar{p}^{(1 - \bar{p})^{1-\epsilon}} = \left( \frac{\bar{p}}{1 - \bar{p}} \right)^{\epsilon} (1 - \bar{p}) < \left( \frac{\bar{p}}{1 - \bar{p}} \right)^{\epsilon} \) \((: 1 - \bar{p} < 1)\)

\[\Rightarrow\] Inequality (56) holds: \( e^{-ND(\epsilon||\bar{p})} \leq \delta \)

By step 2 and step 3, we can easily get that if \( \bar{p} \leq \frac{1}{1 + e^{A/\epsilon}} \), then \( P(\bar{\xi} \leq \epsilon) \geq 1 - \delta \), which is the results we want.

**The proof of Lemma 13.(2):** We will also finish the proof in several steps:

Assume
\[
\frac{1}{1 + \exp \left( -\frac{1}{1 - \epsilon} \left( H_{\epsilon}(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right) \right)} \leq \bar{p} < 1
\]

**Step 1. We want to show \( \bar{p} > \epsilon \)**

We show it by proving as follows:

\[
\frac{1}{1 + \exp \left( -\frac{1}{1 - \epsilon} \left( H_{\epsilon}(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right) \right)} > \epsilon
\]

\[\iff\] \( 1 + \exp \left( -\frac{1}{1 - \epsilon} \left( H_{\epsilon}(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right) \right) < \frac{1}{\epsilon} \)

\[\iff\] \( H_{\epsilon}(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} > (1 - \epsilon) \ln \frac{\epsilon}{1 - \epsilon} \)

\[\iff\] \( \epsilon \ln \frac{1}{\epsilon} + (1 - \epsilon) \ln \frac{1}{1 - \epsilon} + \frac{1}{N} \ln \frac{1}{\delta} > (1 - \epsilon) \ln \frac{1}{1 - \epsilon} - (1 - \epsilon) \ln \frac{1}{\epsilon} \)

\[\iff\] \( \ln \frac{1}{\epsilon} + \frac{1}{N} \ln \frac{1}{\delta} > 0 \)

which is of course true since \( \epsilon, \delta \in (0, 1) \). Therefore, we have proved \( \bar{p} > \epsilon \).

**Step 2. We want to show \( P(\bar{\xi} \leq \epsilon) \leq e^{-ND(\epsilon||\bar{p})} \)**

By the Bernstein-Chernoff-Hoeffding Theorem, since \( \epsilon < \bar{p} = \mathbb{E}\bar{\xi} \) and \( \xi_j \sim \text{Bernoulli}(p_j) \) independently, we can directly prove this step.

**Step 3. We want to show \( e^{-ND(\epsilon||\bar{p})} < \delta \)**

Note that
\[
e^{-ND(\epsilon||\bar{p})} < \delta \iff D(\epsilon||\bar{p}) > \frac{1}{N} \ln \frac{1}{\delta}
\]

\[\iff\] \( \bar{p}^{(1 - \bar{p})^{1-\epsilon}} < \exp \left( -\left( H_{\epsilon}(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right) \right) = e^{-A} \quad (57) \]
From the condition we have
\[ \tilde{p} \geq \frac{1}{1 + \exp - \frac{A}{1 - \epsilon}} \implies \frac{1 - \tilde{p}}{\tilde{p}} \leq e^{- \frac{A}{1 - \epsilon}} \]
\[ \implies \left( \frac{1 - \tilde{p}}{\tilde{p}} \right)^{1 - \epsilon} \leq \exp \left( - \left( H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right) \right) \tag{58} \]

And note that
\[ \tilde{p}^{1 - \epsilon} \left( 1 - \tilde{p} \right)^{1 - \epsilon} = \left( \frac{1 - \tilde{p}}{\tilde{p}} \right)^{1 - \epsilon} \cdot \tilde{p} \leq \left( \frac{1 - \tilde{p}}{\tilde{p}} \right)^{1 - \epsilon} \quad (\because \tilde{p} < 1) \tag{59} \]

By combining inequalities (58) and (59), we can prove inequality (57). Thus we obtained
\[ e^{- ND(\epsilon \| \tilde{p})} < \delta \]

Finally, by step 2 and 3, we get: if \( \tilde{p} \geq \frac{1}{1 + \exp \left( - \frac{1}{1 - \epsilon} \left( H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right) \right)} \), then
\[ P(\tilde{\zeta} \leq \epsilon) < \delta \]

Now, we are going to prove Theorem 2 with the results we obtained in Lemma 13

**Proof of Theorem 2**
Let \( \zeta_j = 1(\hat{y}_j \neq y_j) \sim \text{Bernoulli}(1 - \theta_j) \) and let \( \tilde{p} = \frac{1}{N} \sum_{j=1}^{N} \mathbb{E} \zeta_j = 1 - \tilde{\theta} \).

**The proof of Theorem 2,(1):**
Assume that \( t_1 \geq \sqrt{2 \ln [(L - 1)C(\epsilon, \delta)]} \), where \( C(\epsilon, \delta) = 1 + \exp \left( \frac{1}{\epsilon} \left[ H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right] \right) \), then \( t_1 \geq 0 \).

By Theorem 3, we have
\[ \tilde{\theta} = 1 - \frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j \neq y_j) \geq 1 - (L - 1)e^{- \frac{t_1^2}{2}} \tag{60} \]

Let \( A = \left( H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right) \), then
\[ t_1 \geq \sqrt{2 \ln [(L - 1)C(\epsilon, \delta)]} = \sqrt{2 \ln [(L - 1)(1 + \exp(A/\epsilon))]} \]
\[ \implies (L - 1) \exp \left( - \frac{t_1^2}{2} \right) \leq \frac{1}{1 + \exp \left( \frac{A}{\epsilon} \right)} \]
\[ \implies \tilde{\theta} \geq 1 - (L - 1) \exp \left( - \frac{t_1^2}{2} \right) \geq 1 - \frac{1}{1 + \exp \left( \frac{A}{\epsilon} \right)} \quad (\because \text{(60)}) \]
\[ \implies 1 - \tilde{\theta} \leq \frac{1}{1 + \exp \left( \frac{A}{\epsilon} \right)} \tag{61} \]

By inequality (61) and by Lemma 13, we have
\[ P(\tilde{\zeta} \leq \epsilon) \geq 1 - \delta \]
which is to say,
\[ P \left( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \leq \epsilon \right) \geq 1 - \delta \]
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Therefore, we have proved (1).

**The proof of Theorem 2.**

Assume $t_2 \leq -\sqrt{2\ln C(1-\epsilon, \delta)} \leq 0$, where $C(1-\epsilon, \delta) = 1 + \exp\left(\frac{1}{1-\epsilon} \left( H(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right) \right)$. Then by Theorem 3, we have

$$\tilde{\theta} = \frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j = y_j) \leq \exp\left(\frac{-t_2^2}{2}\right)$$

From the conditions in (2)

$$t_2 \leq -\sqrt{2\ln \left(1 + \exp\left(\frac{1}{1-\epsilon} \left[ H(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right] \right) \right)}$$

$$\implies \exp\left(\frac{-t_2^2}{2}\right) \leq \frac{1}{1 + \exp\left(\frac{A}{1-\epsilon}\right)}$$

$$\implies 1 - \tilde{\theta} \geq 1 - \exp\left(\frac{-t_2^2}{2}\right) \geq 1 - \frac{1}{1 + \exp\left(\frac{A}{1-\epsilon}\right)} = \frac{1}{1 + \exp\left(-\frac{A}{1-\epsilon}\right)}$$

By Lemma 13, we have $P(\tilde{\zeta} \leq \epsilon) < \delta$ which implies the desired result.

A.5 Proof of Corollary 8 (Error rate bounds of the oracle MAP rule)

**Proof** The posterior distribution is

$$\rho_k^{(j)} = \frac{\pi_k \eta_k^{(j)}}{\sum_{l=1}^{L} \pi_l \eta_l^{(j)}}, \quad \forall j \in [N], k \in [L],$$

where

$$\eta_k^{(j)} = \prod_{i=1}^{M} \prod_{h=1}^{L} \left( p_{kh}^{(i)} \right)^{I(Z_{ij} = h)}.$$ 

For the oracle MAP classifier,

$$\hat{y}_j^{\text{oracle}} = \arg\max_{k \in [L]} \rho_k^{(j)} = \arg\max_{k \in [L]} \pi_k \eta_k^{(j)} = \arg\max_{k \in [L]} \log(\eta_k^{(j)}) + \log \pi_k$$

$$= \sum_{i=1}^{M} \sum_{h=1}^{L} \left( \log p_{kh}^{(i)} \right) I(Z_{ij} = h) + \log \pi_k = \sum_{i=1}^{M} \sum_{h=1}^{L} \mu_{kh}^{(i)} I(Z_{ij} = h) + a_k,$$

where $\mu_{kh}^{(i)} = \log p_{kh}^{(i)}$ and $a_k = \log \pi_k$. Therefore the oracle MAP rule is a form of the general aggregation rule (37). Thus all the results of error rate bounds in Section 3 holds for the oracle MAP rule.
A.6 Proof of Corollary 9 (The oracle MAP rule under Homogenous Dawid-Skene model)

Proof The Homogenous Dawid-Skene model is the special case of the General Dawid-Skene model, in which case we have $p_{kk} = w_i$ and $p_{kh} = \frac{1-w_i}{L-1}$ for all $k, h \in [L], k \neq h$. By Corollary 8, we can replace $\mu_{kh}$ with $\log w_i$, and $\mu_{kh}, k \neq h$ with $\log \frac{1-w_i}{L-1}$, and so we have

$$\hat{y}_j = \arg\max_{k \in [L]} \sum_{i=1}^{M} \sum_{h=1}^{L} \mu_{kh}^i (Z_{ij} = h) + \log \frac{1}{L}$$

$$= \arg\max_{k \in [L]} \sum_{i=1}^{M} \left( I(Z_{ij} = k) \log w_i + I(Z_{ij} \neq k, 0) \log \frac{1-w_i}{L-1} \right)$$

$$= \arg\max_{k \in [L]} \sum_{i=1}^{M} \left( I(Z_{ij} = k) \log w_i + (I(Z_{ij} \neq 0) - I(Z_{ij} = k)) \log \frac{1-w_i}{L-1} \right)$$

$$= \arg\max_{k \in [L]} \left[ \sum_{i=1}^{M} I(Z_{ij} = k) \log \frac{(L-1)w_i}{1-w_i} + \sum_{i=1}^{M} I(Z_{ij} \neq 0) \log \frac{1-w_i}{L-1} \right]$$

$$= \arg\max_{k \in [L]} \sum_{i=1}^{M} \nu_i I(Z_{ij} = k),$$

where $\nu_i = \log \frac{(L-1)w_i}{1-w_i}$. Therefore the oracle MAP rule under the Homogenous Dawid-Skene model is a MWV rule. Thus the results from Corollary 5 can be directly applied here. i.e.,

$$t_1 = \frac{q}{(L-1)\|\nu\|_2} \sum_{i=1}^{M} \nu_i (Lw_i - 1), \quad c = \frac{\|\nu\|_\infty}{\|\nu\|_2} \quad \text{and} \quad \sigma^2 = q.$$ 

And if $t_1 \geq 0$, then

$$\frac{1}{N} \sum_{j=1}^{N} \mathbb{P}(\hat{y}_j \neq y_j) \leq (L-1) \cdot \min \left\{ \exp \left( -\frac{t_1^2}{2} \right), \exp \left( -\frac{t_1^2}{2(\sigma^2 + cL/3)} \right) \right\}.$$ 

Now all we need to show is that $t_1$ is always non-negative. We can see that if $w_i \geq \frac{1}{L}$, then $(Lw_i - 1) \geq 0$ and $\nu_i = (L-1)w_i \geq 0$ for all $i \in [M]$, then $t_1 \geq 0$ in this case. $w_i < \frac{1}{L}$, then $(Lw_i - 1) < 0$ and $\frac{(L-1)w_i}{1-w_i} < 0$, thus $t_1 > 0$ in this case as well. All in all, $t_1 \geq 0$ is always true for the oracle MAP rule under the Homogenous Dawid-Skene model. ■

Appendix B. Proof of Theorem 10: error rate bounds of one-step Weighted Majority Voting

In the proof of this result, we focus on $\mathbb{P}(T_{ij} = 1) = q = 1, \forall i \in [M], j \in [N]$, i.e., every worker labels any item with probability $q$. Meanwhile, we assume $L = 2$, and the label set
It’s not hard to generalize our results to \( q \in (0, 1] \) and general \( L \) case, which is more practical, but the bound will be much more complicated. We omit it here for clarity.

The prediction of the one-step Weighted Majority Voting for the \( j \)th item is

\[
\hat{y}_{jm}^{wmv} = \text{sign} \left( \sum_{i=1}^{M} (2\hat{w}_i - 1)Z_{ij} \right),
\]

(63)

where \( \hat{w}_i \) is the estimated worker accuracy by taking the output from majority voting as “true” labels. That is to say,

\[
\hat{w}_i = \frac{1}{N} \sum_{j=1}^{N} I(Z_{ij} = \hat{y}_{jm}^{mv}),
\]

(64)

where \( \hat{y}_{jm}^{mv} = \text{sign} \left( \sum_{i=1}^{M} Z_{ij} \right) \).

Note that the average accuracy of workers is \( \bar{w} = \frac{1}{M} \sum_{i=1}^{M} w_i \).

In fact, Theorem 10 is a direct implication by the following result.

**Proposition 14** If \( \bar{w} \geq \frac{1}{2} + \frac{1}{M} + \sqrt{\frac{(M-1)\ln 2}{2M^2}} \), then the mean error rate of one-step Weighted Majority Voting for the \( j \)th item will be:

\[
P(\hat{y}_{jm}^{wmv} \neq y_j) \leq \exp \left( -\frac{8MN^2\sigma^4(1-\eta)^2}{M^2N + (M+N)^2} \right),
\]

(65)

where \( \sigma \) and \( \eta \) is as defined in Theorem 10.

In the next section, we will focus on proving this result first, then Theorem 10 can be obtained directly.

**B.1 The preparation for the proofs**

Before we prove Proposition 14, we need to prove several useful results for our final proof of Proposition 14.

With the same notations as we have used for proving Theorem 1, we simplified some notations as follows for convenience and clearance:

\[
P_{+}^{(j)}(\cdot) \doteq P(\cdot | y_j = +1) \quad \text{and} \quad \bar{P}_{+}^{(j)}(\cdot) \doteq P(\cdot | y_j = -1),
\]

(66)

\[
E_{+}^{(j)}[\cdot] \doteq E[\cdot | y_j = +1] \quad \text{and} \quad \bar{E}_{+}^{(j)}[\cdot] \doteq E[\cdot | y_j = -1],
\]

(67)

where “ \( \cdot \)” denotes any event belonging to the \( \sigma \)-algebra generated by \( Z \).

The following lemma enable us to bound the probability of where the majority vote of the \( j \)th item agrees with the label given by the \( i \)th worker given the true label and \( Z_{ij} \).

**Lemma 15** \( \forall j \in [N] \) and \( \forall i \in [M] \), we have

(1) if \( \bar{w} > \frac{1}{2} \), then

\[
P(\hat{y}_{jm}^{mv} = +1 | y_j = +1, Z_{ij} = +1) \geq 1 - \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} + \frac{1-\bar{w}}{M})^2}{M-1} \right),
\]

(68)
and the same bound holds for \( P(\hat{y}_j^{mw} = -1|y_j = -1, Z_{ij} = -1) \).

(2) If \( \bar{w} \geq \frac{1}{2} + \frac{1}{M} \), then

\[
P(\hat{y}_j^{mw} = -1|y_j = +1, Z_{ij} = -1) \leq \exp\left(-\frac{2M^2(\bar{w} - \frac{1}{2} - \frac{w_i}{M})^2}{M - 1}\right),
\]

and the same bound holds for \( P(\hat{y}_j^{mw} = +1|y_j = -1, Z_{ij} = +1) \).

**Proof** (1) Notice that for any \( i \in [M] \) and \( j \in [N] \), given \( y_j \), \( Z_{ij} \) is independent of \( \{Z_{ij}\}_{l \neq i} \), \( E_+Z_{lj} = 2w_l - 1 \) and \( E_-Z_{lj} = -(2w_l - 1) \), then

\[
\sum_{l \neq i} E_+^{(j)}Z_{lj} = 1 = \sum_{l \neq i} (2w_l - 1) + 1 = 2M\left(\bar{w} - \frac{1}{2} + \frac{1-w_i}{M}\right) > 0,
\]

since \( \bar{w} - \frac{1}{2} + \frac{1-w_i}{M} > \bar{w} - \frac{1}{2} > 0 \). Therefore, we can apply the Hoeffding inequality to get:

\[
P(\hat{y}_j^{mw} = +1|y_j = +1, Z_{ij} = +1) = P_+^{(j)}(\hat{y}_j^{mw} = +1|Z_{ij} = +1)
\]

\[
= P_+^{(j)}\left(\sum_{i=1}^{M} Z_{lj} > 0 \bigg| Z_{ij} = +1\right)
\]

\[
= P_+^{(j)}\left(\sum_{i \neq i} Z_{lj} - \sum_{l \neq i} E_+^{(j)}Z_{lj} > -(\sum_{l \neq i} E_+^{(j)}Z_{lj} + 1)\right)
\]

\[
\geq 1 - \exp\left(-\frac{[\sum_{l \neq i} E_+^{(j)}Z_{lj} + 1]^2}{2(M - 1)}\right) \quad \text{(by Hoeffding)}
\]

\[
= 1 - \exp\left(-\frac{2M^2(\bar{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M - 1}\right) \quad \text{(by (70))}
\]

Note that with the same argument,

\[
P(\hat{y}_j^{mw} = -1|y_j = -1, Z_{ij} = -1) = P_-^{(j)}\left(\sum_{i=1}^{M} Z_{lj} < 0 \bigg| Z_{ij} = -1\right)
\]

\[
= P_-^{(j)}\left(\sum_{l \neq i} Z_{lj} - \sum_{l \neq i} E_-^{(j)}Z_{lj} < -(\sum_{l \neq i} E_-^{(j)}Z_{lj} + 1)\right)
\]

\[
\geq 1 - \exp\left(-\frac{2M^2(\bar{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M - 1}\right),
\]

provided that \( -\sum_{l \neq i} E_-^{(j)}Z_{lj} + 1 = 2M\left(\bar{w} - \frac{1}{2} + \frac{1-w_i}{M}\right) > 0 \), which is satisfied by the assumption \( \bar{w} > \frac{1}{2} \).

(2) With the same argument as above, notice that \( \sum_{l \neq i} E_+^{(j)}Z_{lj} - 1 = 2M\left(\bar{w} - \frac{1}{2} + \frac{w_i}{M}\right) \geq 0 \) because \( \bar{w} \geq \frac{1}{2} + \frac{1}{M} \).
By applying the Hoeffding inequality:
\[
P\left(y_j^{mv} = -1 | y_j = +1, Z_{ij} = -1 \right) = P_+^{(j)} \left( \sum_{l \neq i} Z_{lj} < 0 | Z_{ij} = -1 \right) = \exp \left( \frac{|\sum_{l \neq i} E_+^{(j)} Z_{lj} - 1|^2}{2(M - 1)} \right) = \exp \left( -\frac{2M^2(\hat{w} - \frac{1}{2} - \frac{w_i}{M})^2}{M - 1} \right)
\]

Following the same argument, we can show that the same bound holds for
\[
P\left(y_j^{mv} = +1 | y_j = -1, Z_{ij} = +1 \right).
\]

Our next lemma will bound the probability that the label of item \(j\) given by worker \(i\) agrees with Majority Voting.

**Lemma 16** Given \(\hat{w} \geq \frac{1}{2} + \frac{1}{M}\), then \(\forall j \in [N]\), we have
\[
\frac{w_i - \xi_i^{(1)}}{w_i + \xi_i^{(2)}} \leq P(Z_{ij} = y_j^{mv} | y_j) \leq \frac{w_i + \xi_i^{(2)}}{w_i - \xi_i^{(1)}} \leq w_i + \xi_i^{(2)},
\]
where \(\xi_i^{(1)} = w_i \exp \left( -\frac{2M^2(\hat{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M-1} \right)\) and \(\xi_i^{(2)} = (1 - w_i) \exp \left( -\frac{2M^2(\hat{w} - \frac{1}{2} - \frac{w_i}{M})^2}{M-1} \right)\) Furthermore, we have
\[
w_i - \xi_i^{(1)} \leq P(Z_{ij} = y_j^{mv}) \leq w_i + \xi_i^{(2)},
\]

**Remark:** This result implies that under mild conditions, the probability that the label of the \(j\)th item given by the \(i\)th worker matches the majority vote will be close to \(w_i\), i.e., the accuracy of this worker. As the number of workers increase, it will be closer and closer. Intuitively, this makes sense since if \(M\) is large, majority voting will be close to the true label if \(\hat{w} > 0.5\).

**Proof**

\[
P(Z_{ij} = \hat{y}_j^{mv}) = \pi P_+^{(j)}(Z_{ij} = \hat{y}_j^{mv}) + (1 - \pi)P_-^{(j)}(Z_{ij} = \hat{y}_j^{mv}).
\]

\[
P_+^{(j)}(Z_{ij} = \hat{y}_j^{mv}) = w_i P_+^{(j)}(\hat{y}_j^{mv} = +1 | Z_{ij} = +1) + (1 - w_i) P_+^{(j)}(\hat{y}_j^{mv} = +1 | Z_{ij} = -1).
\]

Applying \(P_+^{(j)}(\hat{y}_j^{mv} = +1 | Z_{ij} = +1) \geq 1 - \exp \left( -\frac{2M^2(\hat{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M-1} \right)\) from Lemma 15.(1) and \((1 - \pi)P_-^{(j)}(Z_{ij} = \hat{y}_j^{mv}) \geq 0\) we can get
\[
P_+^{(j)}(Z_{ij} = \hat{y}_j^{mv}) \geq w_i - w_i \exp \left( -\frac{2M^2(\hat{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M-1} \right).
\]
By applying $P_{+}^{(ij)}(y_{j}^{mv} = +1 | Z_{ij} = +1) \leq 1$ and $P_{-}^{(ij)}(Z_{ij} = y_{j}^{mv}) \leq \exp\left(-\frac{2M^2(\bar{w} - \frac{1}{2} - \frac{w_i}{M})^2}{M-1}\right)$ from Lemma 15.(2), we can get

$$P_{+}^{(ij)}(Z_{ij} = y_{j}^{mv}) \leq w_i + (1 - w_i) \exp\left(-\frac{2M^2(\bar{w} - \frac{1}{2} - \frac{w_i}{M})^2}{M-1}\right). \tag{75}$$

Similarly, we can obtain the same bounds for $P_{-}^{(ij)}(Z_{ij} = y_{j}^{mv})$, i.e.,

$$P_{-}^{(ij)}(Z_{ij} = y_{j}^{mv}) \geq w_i - w_i \exp\left(-\frac{2M^2(\bar{w} - \frac{1}{2} + \frac{w_i}{M})^2}{M-1}\right), \tag{76}$$

$$P_{-}^{(ij)}(Z_{ij} = y_{j}^{mv}) \leq w_i + (1 - w_i) \exp\left(-\frac{2M^2(\bar{w} - \frac{1}{2} - \frac{w_i}{M})^2}{M-1}\right). \tag{77}$$

Since $P_{+}^{(ij)}(Z_{ij} = y_{j}^{mv})$ and $P_{-}^{(ij)}(Z_{ij} = y_{j}^{mv})$ have the same bounds, and

$$P(Z_{ij} = y_{j}^{mv} | y_j) = I(y_j = 1) P_{+}^{(ij)}(Z_{ij} = y_{j}^{mv}) + I(y_j = -1) P_{-}^{(ij)}(Z_{ij} = y_{j}^{mv}),$$

then (71) holds. Furthermore, since

$$P(Z_{ij} = y_{j}^{mv}) = \pi P_{+}^{(ij)}(Z_{ij} = y_{j}^{mv}) + (1 - \pi) P_{-}^{(ij)}(Z_{ij} = y_{j}^{mv}),$$

then (74) to (77) implies (72).

The next lemma will be crucial for applying concentration measure results to bound $P(y_{j}^{mv} \neq y_j \mid \{y_k\}_{k=1}^{N})$.

For measuring the fluctuation of a function $g_j : \{0, \pm 1\}^{M \times N} \rightarrow \mathbb{R}$ if we change one entry of the data matrix, we define a quantity as follows:

$$d_{i,j}^{(j)} \equiv \inf \{d : |g_j(Z) - g_j(Z')| \leq d, \text{ where } Z \text{ and } Z' \text{ only differ on } (i^*, j^*)\}. \tag{78}$$

The constraints $Z$ and $Z'$ only differ on $(i^*, j^*)$, which means that $Z_{i^*j^*}'$, is an independent copy of $Z_{i^*j^*}$, and $Z_{ij} = Z_{ij}'$ for $(i, j) \neq (i^*, j^*)$.

**Lemma 17** Let $g_j(Z) \triangleq \sum_{i=1}^{M} (2\hat{w}_i - 1)Z_{ij}$, $\forall j \in [N]$, where $Z$ is the data matrix and $\hat{w}_i$ is as defined in (64), with $d_{i,j}^{(j)}$, defined in (78), we have

1. if $j^* \neq j$, then $d_{i,j^*}^{(j)} \leq \frac{2(M-1)}{N}$;
2. if $j^* = j$, then $d_{j^*}^{(j)} \leq \frac{2(M-1)}{N} + 2$.

**Proof** Since $Z_{i^*j^*}'$ is an independent copy of $Z_{i^*j^*}$, $Z_{i^*j^*}' = Z_{i^*j^*}$ or $Z_{i^*j^*}' = -Z_{i^*j^*}$. When $Z_{i^*j^*}' = Z_{i^*j^*}$, $Z' = Z$, then of course $|g_j(Z) - g_j(Z')| = 0$, which satisfies the inequality trivially.

Next, we focus on the non-trivial case $Z_{i^*j^*}' = -Z_{i^*j^*}$.
Note that $Z_{ij} = Z'_{ij}$ when $(i, j) \neq (i^*, j^*)$. Let $\hat{y}^m_{j'}$ be the majority vote of the $j$th column of $Z$, and $\hat{y}^{m'}_{j'}$ be the majority vote by the $j$th column of $Z'$.

Recall that $|g_j(Z) - g_j(Z')| = |\sum_{i=1}^M (2\hat{w}_i - 2\hat{w}'_i)Z_{ij} - \sum_{i=1}^M (2\hat{w}'_i - 1)Z'_{ij}|$. If $j^* \neq j$, then $Z_{ij} = Z'_{ij}$, $\forall i \in [M]$, so,

$$|g_j(Z) - g_j(Z')| = |\sum_{i=1}^M (2\hat{w}_i - 2\hat{w}'_i)Z_{ij}| \leq 2 \sum_{i=1}^M |(\hat{w}_i - \hat{w}'_i)Z_{ij}| = 2 \sum_{i=1}^M |\hat{w}_i - \hat{w}'_i|. \quad (79)$$

If $j^* = j$, we have $Z_{ij^*} = Z'_{ij^*}$ for $i \neq i^*$, and $Z_{i^*j^*} = -Z'_{i^*j^*}$, then,

$$|g_j(Z) - g_j(Z')| = \left| \sum_{i \neq i^*} 2(\hat{w}_i - \hat{w}'_i)Z_{ij} + 2(\hat{p}_i - \hat{p}'_i - 1)Z_{ij^*} \right| \leq 2 \sum_{i \neq i^*} |\hat{w}_i - \hat{w}'_i| + 2|\hat{p}_i - \hat{p}'_i - 1| \quad (80)$$

We can see that the difference $g_j(Z) - g_j(Z')$ depends heavily on the two quantities $|\hat{w}_i - \hat{w}'_i|$ and $|\hat{p}_i - \hat{p}'_i - 1|$.

Next we bound $|\hat{w}_i - \hat{w}'_i|:

$$|\hat{w}_i - \hat{w}'_i| = \left| \frac{1}{N} \sum_{i=1}^M \left( I(Z_{ik} = \hat{y}^m_{ik}) - I(Z'_{ik} = \hat{y}^{m'}_{ik}) \right) \right| = \frac{1}{N} |I(Z_{ik^*} = \hat{y}^m_{ik^*}) - I(Z'_{ik^*} = \hat{y}^{m'}_{ik^*})|,$$

because $Z_{ik} = Z'_{ik}$ and $\hat{y}^m_{ik} = \hat{y}^{m'}_{ik}$ if $k \neq j^*$.

(a) If $\hat{y}^m_{ik^*} = \hat{y}^{m'}_{ik^*}$, then by (81)

$$|\hat{w}_i - \hat{w}'_i| = \begin{cases} 0 & \text{if } i \neq i^*, \\ \frac{1}{N} & \text{if } i = i^*. \end{cases}$$

In this case,

$$\sum_{i=1}^M |\hat{w}_i - \hat{w}'_i| = \frac{1}{N}, \quad \text{and} \quad \sum_{i \neq i^*} |\hat{w}_i - \hat{w}'_i| = 0. \quad (81)$$

(b) If $\hat{y}^m_{j^*} \neq \hat{y}^{m'}_{j^*}$, then by (81)

$$|\hat{w}_i - \hat{w}'_i| = \begin{cases} \frac{1}{N} & \text{if } i \neq i^*, \\ 0 & \text{if } i = i^*. \end{cases}$$

In this case,

$$\sum_{i=1}^M |\hat{w}_i - \hat{w}'_i| = \frac{M - 1}{N}, \quad \text{and} \quad \sum_{i \neq i^*} |\hat{w}_i - \hat{w}'_i| = \frac{M - 1}{N}. \quad (82)$$
Now, we are going to bound $|\hat{p}_i + \hat{p}'_i - 1|$

$$|\hat{p}_i + \hat{p}'_i - 1| = \frac{1}{N} \sum_{k=1}^{N} \left( I(Z_{i,k} = \hat{y}_k^mv) + I(Z'_{i,k} = \hat{y}_k^mv') - 1 \right)$$

$$\leq \frac{1}{N} \sum_{k=1}^{N} I(Z_{i,k} = \hat{y}_k^mv) + I(Z'_{i,k} = \hat{y}_k^mv') - 1. \tag{83}$$

(c). If $\hat{y}_{j^*}^mv = \hat{y}_{j^*}^mv'$, then

$$|I(Z_{i,k} = \hat{y}_k^mv) + I(Z'_{i,k} = \hat{y}_k^mv') - 1| = \begin{cases} 1 & \text{if } k \neq j^*, \\ 0 & \text{if } k = j^*. \end{cases}$$

So in this case, $|\hat{p}_i + \hat{p}'_i - 1| = \frac{N-1}{N}$.

(d). If $\hat{y}_{j^*}^mv \neq \hat{y}_{j^*}^mv'$, then

$$|I(Z_{i,k} = \hat{y}_k^mv) + I(Z'_{i,k} = \hat{y}_k^mv') - 1| = \begin{cases} 1 & \text{if } k \neq j^*, \\ 1 & \text{if } k = j^*. \end{cases}$$

So in this case, $|\hat{p}_i + \hat{p}'_i - 1| = 1$. Putting together all the results above, if $Z_{i,j^*} \neq Z'_{i,j^*}$, then we have,

(1') If $\hat{y}_{j^*}^mv = \hat{y}_{j^*}^mv'$,

$$|g_{j^*}(Z) - g_{j^*}(Z')| \leq \begin{cases} \frac{2}{2(N-1)} & \text{if } j^* \neq j, \\ \frac{2(N-1)}{N} & \text{if } j^* = j. \end{cases}$$

(2') If $\hat{y}_{j^*}^mv \neq \hat{y}_{j^*}^mv'$,

$$|g_{j^*}(Z) - g_{j^*}(Z')| \leq \begin{cases} \frac{2(M-1)}{2(N-1)} + 2 & \text{if } j^* \neq j, \\ \frac{2(N-1)}{N} + 2 & \text{if } j^* = j. \end{cases}$$

The upper bound in the case when $\hat{y}_{j^*}^mv \neq \hat{y}_{j^*}^mv'$ is also an upper bound for the case when $\hat{y}_{j^*}^mv = \hat{y}_{j^*}^mv'$. By the definition of $d_{i,j^*}^{(j)}$, and noting that $Z$ can only take a finite number of values, we have

$$d_{i,j^*}^{(j)} \leq \begin{cases} \frac{2(M-1)}{2(N-1)} & \text{if } j^* \neq j, \\ \frac{2(N-1)}{N} + 2 & \text{if } j^* = j. \end{cases}$$

**Remark:** $d_{i,j^*}^{(j)}$ is the smallest upper bound on the difference between $g_{j^*}(Z)$ and $g_{j^*}(Z')$. From the proof, we can see that the bound we get is achievable, thus the bounds are tight. This result basically says that if we change only one entry of the data matrix, the fluctuation of the prediction score function of one-step Weighted Majority Voting, i.e., $g_{j^*}(Z)$, will be large if $M$ increases and will decrease if $N$ increases.
B.2 The proof of Proposition 14 and Theorem 10

In this section, we will use the lemmas we obtained in the last section to prove Proposition 14 and then easily derive the bounds on the expected error rate of one-step WMV from it.

**Proof of Proposition 14**

\[
\mathbb{P}(\hat{y}_j^{wmv} \neq y_j) = \sum_{y_1, \cdots, y_N} \mathbb{P}(\hat{y}_j^{wmv} \neq y_j \mid y_1, \cdots, y_N) \cdot \mathbb{P}(y_1, \cdots, y_N)
\]

If we can get an unified upper bound on \( \mathbb{P}(\hat{y}_j^{wmv} = y_j \mid y_1, \cdots, y_N) \), say \( B \), which is independent of \( \{y_k\}_{k=1}^N \), then this bound will also be an upper bound of \( \mathbb{P}(\hat{y}_j^{wmv} \neq y_j) \) since

\[
\sum_{y_1, \cdots, y_N} \mathbb{P}(\hat{y}_j^{wmv} \neq y_j \mid y_1, \cdots, y_N) \cdot \mathbb{P}(y_1, \cdots, y_N) \leq \sum_{y_1, \cdots, y_N} B \cdot \mathbb{P}(y_1, \cdots, y_N) = B.
\]

Note that the \( Z_{ij} \)'s are not independent of each other unless conditioned on all the true labels of \( y_1, \cdots, y_N \). For convenience of notation, we define the conditional probability and conditional expectation as follows:

\[
\begin{align*}
\bar{P}^{(j)}_+ (\cdot) & \doteq \mathbb{P}\left( \cdot \mid y_j = +1, \{y_k\}_{k \neq j}\right), \\
\bar{P}^{(j)}_- (\cdot) & \doteq \mathbb{P}\left( \cdot \mid y_j = -1, \{y_k\}_{k \neq j}\right), \\
\bar{E}^{(j)}_+ [\cdot] & \doteq \mathbb{E}\left[ \cdot \mid y_j = +1, \{y_k\}_{k \neq j}\right], \\
\bar{E}^{(j)}_- [\cdot] & \doteq \mathbb{E}\left[ \cdot \mid y_j = -1, \{y_k\}_{k \neq j}\right],
\end{align*}
\]

where “\( \cdot \)” denotes any event with respect to the \( \sigma \)-algebra generated by \( Z \) and \( \{y_j\}_{j=1}^N \).

Note that in these conditional notations, all true labels of item \( k, k \neq j \) remain unknown but are conditioned on, e.g., \( \bar{E}^{(j)} [y_k] = y_k \) for \( k \neq j \).

Notice that

\[
\begin{align*}
\mathbb{P}(\hat{y}_j^{wmv} = y_j \mid y_1, \cdots, y_N) & = I(y_j = +1) \cdot \mathbb{P}\left(\hat{y}_j^{wmv} = -1 \mid y_j = +1, \{y_k\}_{k \neq j}\right) \\
& \quad + I(y_j = -1) \cdot \mathbb{P}\left(\hat{y}_j^{wmv} = +1 \mid y_j = -1, \{y_k\}_{k \neq j}\right) \\
& = I(y_j = +1) \cdot \bar{P}^{(j)}_+ (\hat{y}_j^{wmv} = -1) \\
& \quad + I(y_j = -1) \cdot \bar{P}^{(j)}_- (\hat{y}_j^{wmv} = +1) \\
& = I(y_j = +1) \cdot \bar{P}^{(j)}_+ (g_j(Z) < 0) \\
& \quad + I(y_j = -1) \cdot \bar{P}^{(j)}_- (g_j(Z) > 0),
\end{align*}
\]

where \( g_j(Z) = \sum_{i=1}^M (2\hat{w}_i - 1)Z_{ij} \) and \( \hat{w}_i \) is defined as (64).

We want to provide the upper bound on both \( \bar{P}^{(j)}_+ (\hat{y}_j^{wmv} = -1) = \bar{P}^{(j)}_+ (g_j(Z) < 0) \) and \( \bar{P}^{(j)}_- (\hat{y}_j^{wmv} = +1) = \bar{P}^{(j)}_+ (g_j(Z) > 0) \).
We complete our proof in several steps.

**Step 1.** Providing an upper bound on $\tilde{\mathbb{P}}_+^{(j)} (g_j(Z) < 0)$

Once we condition on $\{y_k\}_{k=1}^N$, all the entries in $Z$ will be independent of each other, and then we can apply McDiarmid Inequality (McDiarmid, 1998) to the probability $\tilde{\mathbb{P}}_+^{(j)} (g_j(Z) < 0)$.

From Lemma 17, we get that if $Z$ and $Z'$ only differ on entry $(i^*, j^*)$, $Z'_{i^*, j^*}$, is an independent copy of $Z_{i^*, j^*}$, and so

$$|g_j(Z) - g_j(Z')| \leq d_{i^*, j^*}^{(j)}.$$

Combining this with the results from Lemma 17 we have

$$\sum_{i^*=1}^M \sum_{j^*=1}^N (d_{i^*, j^*}^{(j)})^2 \leq M(N-1) \left( \frac{2(M-1)}{N} \right)^2 + M \left( 2 + \frac{2(M-1)}{N} \right)^2 \leq MN \left( \frac{2M}{N} \right)^2 + M \left( 2 + \frac{2M}{N} \right)^2 \leq \frac{4M}{N^2} [M^2 N + (M + N)^2] \quad (88)$$

Applying the McDiarmid Inequality, we get

$$\tilde{\mathbb{P}}_+^{(j)} (g_j(Z) < 0) = \tilde{\mathbb{P}}_+^{(j)} \left( g_j(Z) - \tilde{\mathbb{E}}_+^{(j)} [g_j(Z)] < -\tilde{\mathbb{E}}_+^{(j)} [g_j(Z)] \right) \leq \exp \left( - \frac{\left( \tilde{\mathbb{E}}_+^{(j)} [g_j(Z)] \right)^2}{\sum_{i^*=1}^M \sum_{j^*=1}^N (d_{i^*, j^*}^{(j)})^2} \right) \leq \exp \left( - \frac{N^2 \left( \tilde{\mathbb{E}}_+^{(j)} [g_j(Z)] \right)^2}{2M [M^2 N + (M + N)^2]} \right), \quad (89)$$

provided $\tilde{\mathbb{E}}_+^{(j)} g_j(Z) \leq 0$.

Now, if we can provide a lower bound of $\tilde{\mathbb{E}}_+^{(j)} [g_j(Z)]$, then by replacing $\tilde{\mathbb{E}}_+^{(j)} [g_j(Z)]$ with that lower bound in the last inequality, we can further bound $\tilde{\mathbb{P}}_+^{(j)} (g_j(Z) < 0)$ from above.

Next, we aim at deriving a good lower bound of $\tilde{\mathbb{E}}_+^{(j)} [g_j(Z)]$.

We can expand $g_j(Z)$ so that

$$\tilde{\mathbb{E}}_+^{(j)} [g_j(Z)] = \tilde{\mathbb{E}}_+^{(j)} \left[ \sum_{i=1}^M (2\hat{w}_i - 1)Z_{ij} \right] = 2 \left. \sum_{i=1}^M \tilde{\mathbb{E}}_+^{(j)} [\hat{w}_i Z_{ij}] \right| - \sum_{i=1}^M \tilde{\mathbb{E}}_+^{(j)} Z_{ij}$$

$$= 2 \sum_{i=1}^M \tilde{\mathbb{E}}_+^{(j)} [\hat{w}_i Z_{ij}] - \sum_{i=1}^M (2w_i - 1),$$

since $\tilde{\mathbb{E}}_+^{(j)} Z_{ij} = \mathbb{E} \left[ Z_{ij} \mid y_j = +1, \{y_k\}_{k \neq j} \right] = \mathbb{E}[Z_{ij}|y_j = +1] = 2w_i - 1$. 
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Note that for any $i \in [M]$ and $j \in [N]$, given $y_j$, \( \{Z_{ij}\}_{i=1}^{M} \) will be independent of \( \{Z_{ik}\}_{k \neq j} \) and \( \{y_k\}_{k \neq j} \). We will use this property for dropping all the irrelevant conditioned \( y_k \)'s.

\[
\mathbb{E}_+^{(j)}[\hat{w}_i Z_{ij}] = \mathbb{E}_+^{(j)} \left[ Z_{ij} \cdot \frac{1}{N} \sum_{k=1}^{N} \mathbb{I}(Z_{ik} = \hat{y}_k^{mv}) \right] = \frac{1}{N} \sum_{k=1}^{N} \mathbb{E}_+^{(j)} [Z_{ij} \mathbb{I}(Z_{ik} = \hat{y}_k^{mv})] \\
= \frac{1}{N} \sum_{k \neq j} \mathbb{E}_+^{(j)} [Z_{ij} \mathbb{I}(Z_{ik} = \hat{y}_k^{mv})] + \mathbb{E}_+^{(j)} [Z_{ij} \mathbb{I}(Z_{ij} = \hat{y}_j^{mv})] \\
(90)
\]

When $k \neq j$, $Z_{ik}$ and $\hat{y}_k^{mv}$ are independent of $Z_{ij}$ given $y_j$.

\[
\mathbb{E}_+^{(j)} [Z_{ij} \mathbb{I}(Z_{ik} = \hat{y}_k^{mv})] = \mathbb{E}_+^{(j)} Z_{ij} \cdot \mathbb{E}_+^{(j)} \mathbb{I}(Z_{ik} = \hat{y}_k^{mv}) \\
= (2w_i - 1) \mathbb{P}(Z_{ik} = \hat{y}_k^{mv} \mid y_k) \\
\geq (2w_i - 1 \geq 0) \cdot (2w_i - 1) w_i \left[ 1 - \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M - 1} \right) \right] \\
+ (2w_i - 1 \leq 0) \cdot (2w_i - 1) w_i \left[ 1 + \frac{1-w_i}{w_i} \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M - 1} \right) \right] \quad \text{(By Lemma 16)}
\]

\[
\geq (2w_i - 1) w_i \left[ I \left( \frac{w_i}{2} \geq \frac{1}{2} \right) - 1 \left( \frac{w_i}{2} \geq \frac{1}{2} \right) \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M - 1} \right) \right] \\
+ (2w_i - 1) w_i \left[ I \left( \frac{w_i}{2} < \frac{1}{2} \right) + 1 \left( \frac{w_i}{2} < \frac{1}{2} \right) \left( 1 - \frac{w_i}{w_i} \right) \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M - 1} \right) \right] \\
= (2w_i - 1) w_i \left[ 1 + \frac{1-2w_i}{w_i} \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M - 1} \right) \right] \quad \text{(Because} \, \bar{w} > \frac{1}{2} + \frac{1}{M})
\]

\[
= (2w_i - 1) w_i \left[ 1 + \frac{1-2w_i}{2w_i} \eta_i \right],
\]

where $\eta_i = 2 \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M - 1} \right)$.

Furthermore,

\[
\mathbb{E}_+^{(j)} [Z_{ij} \mathbb{I}(Z_{ij} = \hat{y}_j^{mv})] = \mathbb{E}_+^{(j)} \left[ Z_{ij} \mathbb{E}_+^{(j)} \left[ \mathbb{I}(Z_{ij} = \hat{y}_j^{mv} \mid Z_{ij}) \right] \right] \\
= w_i \mathbb{P}(\hat{y}_j^{mv} = +1 \mid y_j = +1, Z_{ij} = +1) - (1 - w_i) \mathbb{P}(\hat{y}_j^{mv} = -1 \mid y_j = +1, Z_{ij} = -1) \\
= w_i \left[ 1 - \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} + \frac{1-w_i}{M})^2}{M - 1} \right) \right] - (1 - w_i) \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} - \frac{w_i}{M})^2}{M - 1} \right) \quad \text{(By Lemma 15)}
\]

\[
\geq w_i \left[ 1 - \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} - \frac{w_i}{M})^2}{M - 1} \right) \right] - (1 - w_i) \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} - \frac{w_i}{M})^2}{M - 1} \right) \quad \text{(As} \, \bar{w} > \frac{1}{2} + \frac{1}{M})
\]

\[
= w_i - \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2} - \frac{w_i}{M})^2}{M - 1} \right) \\
\geq w_i - \eta_i/2
\]
Combining the two bounds above, we obtained

\[
\tilde{E}^{(j)}_+ [\hat{w}_i Z_{ij}] = \frac{1}{N} \left[ \sum_{k \neq j} \tilde{E}^{(j)}_+ [Z_{ik} I(Z_{ik} = \hat{y}_k^{mv})] + \tilde{E}^{(j)}_+ [Z_{ij} I(Z_{ij} = \hat{y}_j^{mv})] \right]
\]

\[
\geq \frac{1}{N} \left[ (N - 1)(2w_i - 1)w_i (1 + \frac{1 - 2w_i}{2w_i} \eta_i) + w_i - \frac{\eta_i}{2} \right]
\]

\[
= \frac{1}{2N} \left[ ((N - 1)(2w_i - 1)^2 + 1)(1 - \eta_i) + N(2w_i - 1) \right]
\]

\[
\geq \frac{1}{2N} \left[ N(2w_i - 1)^2(1 - \eta_i) + N(2w_i - 1) \right] \quad \text{(Because } 1 \geq (2w_i - 1)^2) \]

\[
= \frac{1}{2} (2w_i - 1)^2(1 - \eta_i) + \frac{1}{2}(2w_i - 1)
\]

Let \( \eta = 2 \exp \left( -\frac{2M^2(\tilde{w} - \frac{1}{M - 1} \tilde{w})^2}{M - 1} \right) \), so \( \eta \leq \eta_i \forall i \in [M] \)

\[
\tilde{E}^{(j)}_+ g_j(Z) = 2 \sum_{i=1}^{M} \tilde{E}^{(j)}_+ [\hat{w}_i Z_{ij}] - \sum_{i=1}^{M} (2\hat{w}_i - 1)
\]

\[
\geq \sum_{i=1}^{M} (2w_i - 1)^2(1 - \eta_i) + \sum_{i=1}^{M} (2w_i - 1) - \sum_{i=1}^{M} (2\hat{w}_i - 1)
\]

\[
\geq (1 - \eta) \sum_{i=1}^{M} (2w_i - 1)^2
\]

\[
= 4M \hat{\sigma}^2 (1 - \eta), \quad (91)
\]

where \( \hat{\sigma} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (2w_i - 1)^2} \).

Since \( \tilde{w} \geq \frac{1}{2} + \frac{1}{M} + \sqrt{\frac{(M - 1)\ln 2}{2M}} \), so \( \eta \leq 1 \), which implies \( \tilde{E}^{(j)}_+ g_j(Z) \geq 0 \).

Then by (89) and (91) we have

\[
\tilde{E}^{(j)}_+ g_j(Z) < 0 \leq \exp \left( -\frac{N^2 \left( \tilde{E}^{(j)}_+ g_j(Z) \right)^2}{2M [M^2N + (M + N)^2]} \right)
\]

\[
\leq \exp \left( -\frac{8MN^2 \hat{\sigma}^4 (1 - \eta)^2}{M^2N + (M + N)^2} \right). \quad (92)
\]

**Step 2.** With the same argument and following the same logic, we can obtain the same upper bound for \( \tilde{E}^{(j)}_+ g_j(Z) > 0 \).

**Step 3.** Combining the results we obtained from Step 1 and Step 2.

Since

\[
P(\hat{y}_j^{mv} = y_j \mid y_1, \ldots, y_N) = I(y_j = +1) \cdot \tilde{E}^{(j)}_+ (g_j(Z) < 0) + I(y_j = -1) \cdot \tilde{E}^{(j)}_- (g_j(Z) > 0)
\]

and both \( \tilde{E}^{(j)}_+ (g_j(Z) < 0) \) and \( \tilde{E}^{(j)}_- (g_j(Z) > 0) \) have the same upper bound, we have that

\[
P(\hat{y}_j^{mv} = y_j \mid y_1, \ldots, y_N) \leq \exp \left( -\frac{8MN^2 \hat{\sigma}^4 (1 - \eta)^2}{M^2N + (M + N)^2} \right).
\]
The upper bound above does not depend on the value of \( \{y_k\}_{k=1}^N \). By what we have discussed in the very beginning of the proof,

\[
P(\hat{y}_{j}^{mv} \neq y_j) \leq \exp \left( - \frac{8MN^2 \tilde{\sigma}^4 (1 - \eta)^2}{M^2N + (M + N)^2} \right).
\]

Now, we can directly prove Theorem 10 as follows:

**Proof (Proof of Theorem 10 )**

Since the upper bound of \( P(\hat{y}_{j}^{mv} \neq y_j) \) doesn’t depend on \( j \), it can directly imply that

\[
\frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_{j}^{mv} \neq y_j) \leq \exp \left( - \frac{8MN^2 \tilde{\sigma}^4 (1 - \eta)^2}{M^2N + (M + N)^2} \right),
\]

which is the desired result in Theorem 10 .

\[\square\]