Emerging nanosensor platforms and machine learning strategies toward rapid, point-of-need small-molecule metabolite detection and monitoring
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Speedy, point-of-need detection and monitoring of small-molecule metabolites are vital across diverse applications ranging from biomedicine to agri-food and environmental surveillance. Nanomaterial-based sensor (nanosensor) platforms are rapidly emerging as excellent candidates for versatile and ultrasensitive detection owing to their highly configurable optical, electrical and electrochemical properties, fast readout, as well as portability and ease of use. To translate nanosensor technologies for real-world applications, key challenges to overcome include ultralow analyte concentration down to ppb or nM levels, complex sample matrices with numerous interfering species, difficulty in differentiating isomers and structural analogues, as well as complex, multidimensional datasets of high sample variability. In this Perspective, we focus on contemporary and emerging strategies to address the aforementioned challenges and enhance nanosensor detection performance in terms of sensitivity, selectivity and multiplexing capability. We outline 3 main concepts: (1) customization of designer nanosensor platform configurations via chemical- and physical-based modification strategies, (2) development of hybrid techniques including multimodal and hyphenated techniques, and (3) synergistic use of machine learning such as clustering, classification and regression algorithms for data exploration and predictions. These concepts can be further integrated as multifaceted strategies to further boost nanosensor performances. Finally, we present a critical outlook that explores future opportunities toward the design of next-generation nanosensor platforms for rapid, point-of-need detection of various small-molecule metabolites.

1. Introduction

Small-molecule metabolites are promising and reliable biomarkers for diverse clinical uses including early disease detection, drug identification, toxicological screening of new drugs, and drug pharmacology studies to advance personalized medicine.1–3 They also play central roles in agricultural and food sectors as key indicators for environmental stress detection in plants, food and wine authentication, and identification of microbial-related off-flavors in food.4–11 Defined as low molecular-weight (<1500 Da) intermediates or products of metabolic pathways, small-molecule metabolites include organic compounds such as amino acids, toxins, volatile organic compounds (VOCs) and adenosine triphosphate (ATP), as well as inorganic compounds like carbon dioxide, hydrogen and nitrous oxide. To detect and monitor these metabolites in various biological and agri-food samples, nanomaterial-based sensors (nanosensors) are rapidly emerging as excellent candidates for versatile and ultrasensitive detection owing to their highly configurable properties.12–15 Moreover, due to their fast readout, multiplexing capability, portability and ease of use, nanosensors are ideally suited for rapid, point-of-need applications. Common nanomaterials employed in nanosensors range from semiconductor quantum and carbon dots to metallic and metal oxide nanostructures, upconversion nanoparticles as well as carbon nanotubes.16,17 Their unique nano-scale optical, electrical and electrochemical properties dictate the signal transduction mechanisms and modes of the as-fabricated nanosensors. Notably, most nanomaterials have
multimodal properties and can be used for more than one type of nanosensor, depending on the analytical technique used.

One emerging optical-based method is surface-enhanced Raman scattering (SERS), which leverages intense electromagnetic (EM) fields from localized surface plasmon resonances (LSPR) in plasmonic nanomaterials to enhance the metabolites’ inherent weak Raman scattering modes by up to $10^{10}$-fold.\textsuperscript{18-22} Besides SERS, other popular optical-based nanosensors include colorimetric and fluorescence nanosensors, which measure metabolite-triggered absorbance and fluorescence changes.\textsuperscript{23-26} For the former, nanomaterials with size- and/or shape-dependent absorbance peak shifts (i.e. color changes) are used to detect metabolites via nanoparticle aggregation/cross-linking or nanomaterial growth/etching. For the latter, intrinsically fluorescent nanomaterials such as quantum dots and upconversion nanoparticles with high quantum yields and photostability are popular candidates as fluorescent probes.\textsuperscript{27-29}

The surface plasmon fields of metallic nanomaterials such as Au and Ag can also enhance the luminescence of adjacent/conjugated fluorophores by interacting with their dipole moments. On the other hand, electrical-based nanosensors such as chemiresistors and electrochemical sensors record changes in electrical resistance as a result of analyte interactions and changes in current upon electrochemical oxidation or reduction of redox-active metabolites, respectively.\textsuperscript{30,31} Besides the abovementioned emerging techniques, nanosensors can also synergize with conventional, de facto technologies including mass spectrometry (MS) and nuclear magnetic resonance (NMR) spectroscopy.\textsuperscript{32-37} Such synergy provides orthogonal, complementary (bio)molecular information to boost detection sensitivity and specificity. Importantly, the plethora of analytical techniques available introduces greater flexibility in methodology and clinical designs by empowering the user with a versatile toolkit to tailor fit to the specific application in mind.

Nonetheless, we have identified four main prerequisites that are essential to translate the rich biochemical information offered by small-molecule metabolite analysis to real-life screening, therapeutics, and detection, namely high nanosensor sensitivity and selectivity, excellent multiplexing capability, as well as more sophisticated data analysis. First, many target metabolites are typically found in low physiological concentrations at ppb or nM levels, which demand high detection sensitivity.\textsuperscript{38-39} Second, highly selective nanosensors are desirable to circumvent interfering signals from other interfering species in real-life biological sample matrices such as urine, cerebrospinal fluids and sputum while enabling unambiguous sample analysis. Such increased analyte selectivity will also be useful to differentiate structurally similar metabolites whose relative concentrations reveal underlying metabolic changes, as they often generate highly similar signals that are difficult to distinguish.\textsuperscript{40-43} Next, it is essential to improve the nanosensors’ multiplexing capabilities for concurrent detection of a panel of metabolites and/or differentiation of metabolite mixtures since there is usually no single unique biomarker that is specific to a particular disease or microorganism. Finally, more sophisticated data analysis is necessary to better accommodate the multivariate nature of acquired data and elucidate underlying interrelationships and subtle signal variances for more accurate predictions. It is thus imperative to review contemporary and emerging strategies developed to tackle the aforementioned challenges, targeted at improving nanosensors’ capabilities as next-generation toolkits for screening and monitoring purposes.

Herein, we offer a critical outlook of the current research status on nanosensors for small-molecule metabolite detection and monitoring, highlighting the latest advancements from 2016 to 2022 in addressing the aforementioned challenges. We broadly categorize these strategies into three concepts: (1) customization...
Table 1  | Current progress in development of nanosensor platforms for enhanced detection sensitivity and selectivity

| Nanosensor modification strategy | Nanomaterials | Transduction mode(s) | Additional description | Analyte(s) | LOD/Selectivity | Ref. |
|----------------------------------|--------------|----------------------|-----------------------|------------|-----------------|-----|
| Chemical-based modifications using molecular receptors | Reduced graphene oxide/Au NPs | Electrochemical | 4-Mercaptophenylboronic acid | Natural glycoside toxins including α-solanine and α-chaconine | Chemoselective over minerals (K⁺, Ca²⁺) and vitamins (lutein); <3.4 μM LOD | 31 |
| | Ag nanocubes | SERS | 3-Mercaptobenzoic acid | Adenosine; cytosine; 7 plant polyphenols including tannin and caffeic acid | — | 44 |
| | Single-walled carbon nanotubes | Fluorescence | Polyethylene glycol | — | LOD in low μg mL⁻¹ range | 45 |
| | Yb/Tm@NaGdF₄ core−shell upconversion nanoparticles | Fluorescence | Photocleavable linker-modified DNA aptamers | Adenosine triphosphate (ATP) | Chemoselective over GTP, CTP and UTP | 48 |
| | Au nanorods | SERS | 4-Mercaptophenylboronic acid and n-hexanethiol | 11 aromatic enantiomer pairs including mandelic acid and phenylalanine | — | 49 |
| | Au nanospheres and Au nanorods | SERS | Arg-Gly-Asp (RGD) peptides and nuclear localization signal (NLS) peptide | Phenylalanine and its derivatives | — | 50 |
| | Ag NPs | SERS | 2,2'-disulfanediylbis(N-(2-aminophenyl)acetamide) | Nitric oxide | Live bacterium as SERS platform; high selectivity over other reactive oxygen species (ClO₂⁻, H₂O₂, O₂⁻); <100 nM LOD | 51 |
| Physical-based modifications | Ag nanocubes | Fluorescence | ZIF-8 encapsulation | Cu²⁺ ions | 4 × 10⁻⁴ M LOD | 57 |
| | Ag NPs | LSPR sensing | HKUST-1 coating | CO₂ gas | 14-Fold increase in signal responses with MOF coating | 58 |
| | Ag nanocubes | SERS | ZIF-8 coating | Gaseous 4-methylbenzenthiole (proof-of-concept) | 2.5-Fold increase in signal responses as MOF thickness increases from 8–146 nm | 59 |
| | Pd NPs@ZnO nanowires | Electrical resistivity | ZIF-8 coating | H₂ gas | 10 ppm LOD; selectivity over interfering gases (e.g. benzene, ethanol, acetone) | 61 |
| | PtPd NPs | Electrochemical | ZIF-67 encapsulation | Aqueous phenylketonuria biomarkers e.g. phenylpyruvic and phenylacetic acid | Selectivity over common amino acids with similar structural backbones | 62 |
| Combined chemical- and physical-based modifications | Ag nanocubes/ octahedra | SERS | SPHB platform + 4-mercaptopropylboronic acid | Pregnane and tetralhydrocortisone in urine samples | LOD at ppt levels | 54 |
| | Au superparticles (GSP) | SERS | ZIF-8 coating + 4-aminotiothiophenol | Gaseous aldehyde lung cancer biomarkers | | 69 |
| Array-based configurations | Ag nanocubes | SERS | 3 different molecular receptors i.e. 4-mercaptopropylboronic acid and 4-aminotiothiophenol | BVOC profiles of COVID-19 patients | | 70 |
| | Au NPs | Chemiresistance | Breath volatile organic compounds (BVOC) profiles of COVID-19 patients | | Increased sensitivity from 80% using a single-probe platform to 96.2% with the multiprobe array | 73 |
| | Au and Ag NPs | Colorimetric | 8 different hydrocarbon thiol ligands e.g. dodecanethiol, butanethiol | Breath volatile organic compounds (BVOC) profiles of COVID-19 patients | 76–95% accuracy | 73 |
| | | | 8 different chemical species e.g. chitosan, glucose, glutathione | Breath volatile organic compounds (BVOC) profiles of COVID-19 patients | | |
| | | | 45 gaseous VOCs from 9 chemical families | | | 79 |
| Nanosensor modification strategy | Nanomaterials | Transduction mode(s) | Additional description | Analyte(s) | LOD/Selectivity | Ref. |
|----------------------------------|--------------|----------------------|------------------------|------------|-----------------|-----|
| **Multimodal techniques**        | N,P-codoped carbon dots/Au NPs | Colorimetric + fluorescence | Serves as complementary cross-validation | Aqueous uric acid | Colorimetric quantification: 0.1–10 μM | 82  |
| Chitosan-functionalized MoS₂-Au@Pt and Au NP-supported MnO₂ nanoflowers labelled with aptamers | Electrochemical + colorimetric | Serves as complementary cross-validation | Ochratoxin A | | Colorimetric quantification: 0.1–200 ng mL⁻¹ | 83  |
| SiO₂/TiO₂ core/shell (T-rex) beads | SERS + SALDI MS | Increased range of detectable metabolites | Structurally analogous (1R, 2S)-(-)-ephedrine and amphetamine; regioisomers theobromine and theophylline | 5 illicit drugs including 2C-B, cocaine, fentanyl, hydrocodone, and JWH-018 | Quantification of 0–100 ng; 99.8% accuracy in a blind study | 84  |
| **Hyphenated techniques**        | Ag NP-coated screen-printed electrodes | Electrochemical-SERS | Increased differentiating ability, where JWH-018 isomers could be distinguished while MS alone cannot differentiate the samples | Aqueous uric acid in NaF synthetic urine | 0.2 mM LOD | 85  |
| Multi-layered Au/Ag-coated screen-printed electrodes | Electrochemical-SERS | Quantitative detection in clinically useful range (0.1–1.0 mM) | Aqueous uric acid in NaF synthetic urine | 0.19 mM LOD | 87  |
| Au nanospheres-decorated nanocone array polycarbonate substrate | Electrochemical-SERS | 35-Fold increase in SERS intensity upon applying −1.0V potential | Aqueous uric acid | 8.7 × 10⁻⁶ M LOD | 88  |
| Ag NP-coated screen-printed electrodes | Electrochemical-SERS | Highest SERS intensity with −1.0V potential | 6-Thiouric acid in synthetic urine | 1 μM LOD | 89  |
| Ag NP-coated screen-printed electrodes | Electrochemical-SERS | Negligible SERS responses with applied potential | Cannabinoids tetrahydrocannabinol and carboxy-tetrahydrocannabinol | — | 90  |
| Au nanoporous gold nanobowls | Electrochemical-SERS | Enantiospecific differentiation only observed upon applying −0.6V potential | Aqueous L/D-tryptophan; R/S-propranolol | — | 91  |
| Negatively and positively charged AuNPs@SiO₂NPs nanoconjugates | Nanosensor-assisted NMR | Partial chemoselectivity based on electrostatic interactions | Serotonin; l-serine; homovanillic acid; l-phenylalanine; dopamine | 10 μM LOD | 92  |
| Ag colloidal nanoparticles | Reverse-phased liquid | Sequential metabolite separation and detection to reduce cross-interferences | Drug molecule methotrexate (MTX) and its metabolites, 7-hydroxy methotrexate (7-OH MTX) | μM LOD | 93  |
of designer nanosensor platform configurations, (2) development of hybrid techniques and (3) use of machine learning tools (Fig. 1). First, we will examine designer nanosensor platform configurations, including chemical- and physical-based modifications of nanosensors to increase metabolite’s surface affinity, thereby achieving higher detection sensitivity and chemoselectivity. We will also discuss array-based configurations that combine various tailored nanosensors for selective, pattern recognition-based detection to discriminate chemically diverse analyte mixtures without identifying individual components. Next, we will highlight multimodal techniques, where the coupling of two or more techniques such as SERS and electrochemistry achieves the ‘best of both worlds’ and generates multidimensional information for more comprehensive metabolite identification. We then evaluate how machine learning algorithms can transform the assimilation and interpretation of complex data by discerning more patterns hidden within the data, thereby achieving higher sensitivity and selectivity. We have also consolidated a non-exhaustive list of recent studies exemplifying these strategies in Tables 1–3 to provide an easily accessible overview on current research in this area. Finally, we conclude with our perspective on potential research directions in this area. It is noteworthy to mention that although some of the analytes mentioned in subsequent sections are not strictly of metabolic origin (e.g. methylbenzenethiol and atmospheric CO2), the strategies employed to detect these small molecules can be readily extrapolated for metabolite detection. All in all, we envisage that these insights can stimulate the development of innovative and hybrid detection methods across the entire analytical discipline to resolve longstanding challenges in small-molecule metabolite sensing, especially in real-life sample matrices.

2. Designer nanosensor platform configurations

In general, nanosensors are designed to utilize the unique nanoscale properties of various nanomaterials for sensitive metabolite detection via different transduction mechanisms, including optical-, electrical- and electrochemical-based modes. To improve a nanosensor’s detection sensitivity and selectivity, diverse chemical analyte capturing and physical analyte confinement strategies can be adopted to enhance nanosensor-metabolite interactions (Table 1). The former capitalizes on chemical interactions with different surface-grafted moieties to capture and drive metabolites to the nanosensor surface, while the latter physically confines and encapsulates metabolites close to the nanosensor surface.12–15,44 These tailored nanosensors in turn serve as important building blocks for further assembly into various user-defined, highly customizable arrays depending on the choice of target analytical method and application.

### 2.1 Chemical analyte capturing strategies

Chemical analyte capturing strategies utilize chemical interactions between metabolites and various receptor molecules
Table 3 Use of machine learning algorithms to facilitate interrogation of complex, high-dimensional datasets

| Machine learning algorithms | Nanomaterials | Transduction mode(s) | Additional description | Analyte(s) | LOD/Selectivity | Ref. |
|-----------------------------|--------------|----------------------|------------------------|------------|----------------|-----|
| Unsupervised clustering algorithms to uncover data interrelationships | Highly doped 3D nanoprobes | SERS | PCA for metastasis onset prediction | Invasive metastatic, less-invasive progeny and non-stem cells based on metabolite cues | — | 108 |
| | Cysteamine-grafted Au NPs | SERS | PCA to establish correlations between cancerous exosomes and protein biomarkers | Nonsmall-cell lung cancer (NSCLC) exosomes and normal cell-derived exosomes | — | 109 |
| | Dual nanosensor arrays consisting of diversely modified Au NPs and SWCNTs | Chemiresistance | HC analysis to establish similarities/differences in BVOC profiles of different diseases | BVOC profiles from patients with 17 different disease conditions | — | 30 |
| Supervised classification and regression algorithms for predictions of new, unknown samples | 4-Mercaptophenylboronic acid-functionalized Ag nanocubes on SPHB surface | SERS | PLS for multiplex quantification | Pregnane and tetrahydrocortisone in urine samples | High $R^2$ cross-validation linear coefficient of 0.99; low absolute deviations between predicted and actual pregnane% by 0.0–3.1% | 54 |
| | 7-Electrode array | Electrochemical (voltammetric e-tongues) Colorimetric | PLSDA for prostate cancer detection Random forest for tuberculosis detection CNN for multiplex monitoring of 8 metabolite concentration gradients | Urine metabolic profiles | 91% sensitivity and 73% specificity | 116 |
| | Array-based sensor with 73 different indicators Au nanoraspberries-coated nanopipettes | SERS | | Urine metabolic profiles | 85.5% sensitivity and 79.5% specificity >86.8% sorting accuracy | 117 |
| | | | | Pyruvate, lactate, ATP, ADP, glucose, glutamine, urea, and CO$_2$ | | 118 |
granted on the nanosensors to facilitate electron transfer and enable the metabolites to better access the nanomaterial's EM field and/or catalytic active sites, thus enhancing signal responses. Commonly employed receptors range from small molecular probes including sulfonated aromatic compounds to nucleic acids and other macromolecules. Key advantages of these chemical analyte capturing strategies include (1) increased signal sensitivity, (2) selective metabolite isolation and detection in complex sample matrices and (3) accurate differentiation of structurally similar analogs such as enantiomers.

To bring the metabolites close to the nanosensor surface and increase the effective metabolite concentrations for higher signal responses, the chosen receptors should possess functional groups which interact favorably with specific chemical moieties on the target metabolite(s) (Fig. 2A(i)). Commonly employed interactions range from noncovalent interactions such as electrostatic interactions, hydrogen bonding and van der Waals' forces to covalent and coordination bonds. For instance, abundant ether groups (–O–) on single-wall carbon nanotubes modified with polyethylene glycol (PEG)-phospholipids (PEG-PL-SWCNT) form numerous hydrogen bonds with the hydroxyl groups (–OH) on target plant polyphenols, including genistein and trihydroxypterocarpan, to attract these chemical defense metabolites close to the SWCNTs (Fig. 2A(ii)).

These interactions render the modified SWCNTs highly sensitive to plant polyphenol detection via near-infrared fluorescence quenching in a low μg mL⁻¹ range, even in plant tissue extracts and culture media (Fig. 2A(iii)).

To achieve chemoselectivity, the strategic employment of receptors which form covalent bonds via specific chemical reactions with target metabolites can help to suppress interferences from other species present in the sample matrices (Fig. 2B). For instance, the cyclic esterification of boronic acid-based receptors is a useful chemical reaction for selective capture and detection of diol-containing metabolites, with good functional group selectivity. In one study, this esterification reaction was utilized for selective electrochemical detection of natural glycoside toxins containing numerous diol groups such as α-solanine and α-chaconine, by modifying a reduced graphene oxide/Au nanosensor with 4-mercaptophenylboronic acid. In comparison, the nanosensor exhibited negligible responses to minerals such as potassium and calcium, as well as vitamins such as lutein, thus demonstrating good anti-interference ability. Apart from specific covalent bonds, multivalent hydrogen bonding can also be leveraged for specific capture of only those metabolites which can form these interactions at the corresponding sites with the receptors, akin to a ‘lock-and-key’ mechanism. For example, highly specific complementary base pairing between upconversion nanoparticles conjugated with photocleavable linker-modified DNA aptamers and adenosine triphosphate (ATP) is utilized for selective fluorescence imaging of ATP in live HeLa cells and mice over other nucleotides, namely UTP, GTP and CTP (Fig. 2B(ii) and iii).

Finally, it has been demonstrated that certain receptors such as mercaptophenylboronic acid and aminothiophenol form different hydrogen bonding systems with structurally identical enantiomers to generate different charge transfer states for facile enantiomeric differentiation (Fig. 2C(i)). For instance, in one work, the authors exploit this phenomenon to differentiate 11 aromatic enantiomeric pairs via SERS, including mandelic acid and phenylalanine, using Au nanorod arrays modified with 4-mercaptophenylboronic acid and n-hexanethiol, where each enantiomer forms differential MPBA-enantiomer complex (Fig. 2C(ii)).
currently only reported for receptors capable of forming hydrogen bonds. More in-depth understanding of the underlying working principle is thus essential to investigate if the phenomenon can be extended to other chemical interactions.

Other than analyte capture, these chemical modifications also facilitate targeted endocytosis and translocation of these nanosensors to specific cellular sites for subsequent in vivo metabolite monitoring, which is useful to elucidate cellular pathways and mechanisms. For instance, Au nanospheres were functionalized with Arg-Gly-Asp (RGD) peptides to mediate their internalization by cancer cells via RGD-integrin interactions, as well as with nuclear localization signal (NLS) peptides for translocation near the nucleus via NLS-importin interactions.30 This enabled subsequent monitoring of distinct increases in the SERS signals of phenylalanine and its derivatives at 1000, 1207 and 1580 cm$^{-1}$ after plasmonic photothermal therapy, consistent with phenylalanine-induced apoptosis pathways. Interestingly, the chemical analyte capturing techniques can even be applied directly to live organisms for in vivo small-molecule metabolite monitoring. In one study, $2,2'\text{-disulfanediylbis(N-}$ (2-aminophenyl)acetamide) (OPD-dTGA)-functionalized Ag nanocubes were modified on the surface of a live meticillin-resistant Staphylococcus aureus bacterium to monitor the release of nitric oxide during different antibiotic treatments.31 This is observed through the decrease in Raman intensities of characteristic OPD-dTGA peaks at 1233, 1263, 1322, 1349 and 1446 cm$^{-1}$, attributed to NO-induced cleavage of aromatic o-phenylenediamine groups. Overall, chemical analyte capturing strategies afford better metabolite affinities and can also be readily tailored to detect different metabolites based on the intended application, be it to differentiate enantiomers or for partially selective detection in complex media. The tailored nanosensors can also be deposited on diverse substrates from conventional wafer chips to flexible PDMS substrates and even live organisms, thereby expanding their potential applications for in situ and in vivo investigations. Nonetheless, most platforms rely on passive analyte diffusion toward functionalized nanosensors for interactions, which is not ideal for the detection of metabolites at ultratrace concentrations. Hence, there is a need to develop strategies that enable a more active accumulation of target molecules near the nanosensor surfaces through physical confinement.

### 2.2 Physical confinement and encapsulation strategies

Physical confinement and encapsulation strategies aim to concentrate metabolites near the nanosensor surface to enhance intermolecular interactions, thereby attaining stronger signal responses and higher sensitivity. For liquid-phase metabolite detection at trace concentrations, an analyte enrichment effect can be achieved through the reduction of analyte spread, which minimizes the analyte-sensor contact area and localizes analyte concentration. Alternatively, for both liquid and gaseous samples, nanosensors can be integrated with secondary sorbent materials with high molecular sorption capabilities to accumulate metabolites within the pores close to the nanosensor surface via multifold host-guest chemistry.

These physical-based strategies are pertinent in detecting a wide range of small-molecule metabolites because they do not rely on the chemical nature or surface affinity of the analyte, function well even at ultratrace concentrations and require minimal amounts of sample.

One prominent physical molecular enrichment strategy to reduce analyte spread for aqueous samples is to form superhydrophobic surfaces by modulating the nanosensors’ surface wetting properties (Fig. 3Ai). Superhydrophobicity is typically imbued by (1) modification with hydrophobic chemical functionalities or (2) enhancement of nano/microscale surface roughness with roughened template supports such as
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nanopillars or via nanoparticle deposition.\textsuperscript{52,53} The superhydrophobic surface reduces the analyte spread and confines the drying spot, thus concentrating the analytes within an area that is up to $10^4$-fold smaller. In one study, the electrostatic self-assembly of Ag nanocubes and octahedra into a rough metallic array, followed by chemical surface modification with perfluorodecanethiol, was employed to render superhydrophobic SERS substrates (contact angle $\sim 158 \pm 8^\circ$). When compared to a hydrophilic substrate, the superhydrophobic nanosensor concentrated pregnant and tetrahedrocorisitane, which are key urinary biomarkers for threatened miscarriage, into a $\sim 185$-fold smaller area to enable ultrasensitive SERS detection at sub-nanomolar (ppt) levels (Fig. 3Aii).\textsuperscript{54}

However, superhydrophobic nanosensors are less effective at concentrating analytes in less polar/organic media of low surface tensions, which tend to spread more readily and further dilute analytes. Thus, one key research direction is the fabrication of superoleophobic nanosensors with strong organic liquid repellency. This is crucial to expand the range of detectable metabolites because many metabolites in biofluids, food, and environmental samples are oil-soluble, including free fatty acids, lipid-soluble vitamins (E, A, D and K), and various oral drugs. Although current works on superoleophobic platforms are largely still limited to the detection of test dye molecules with strong surface affinities, we anticipate an increase in its application for the detection of a wider range of biologically relevant metabolites for real-life detection.\textsuperscript{52,55} Improvements in superoleophobicity of nanosensor platforms can potentially be achieved with strategic designs of re-entrant and doubly re-entrant nano/microstructures on top of increasing surface roughness and modulating surface chemistry. Future work could also be directed to the development of superomniphobic platforms that exhibit both superhydrophobicity and superoleophobicity to achieve universal, two-in-one detection of both lipid- and aqueous-soluble analytes.

Next, for the enrichment of both liquid/aqueous and gaseous metabolites, one versatile strategy is to integrate nanosensors with sorbent porous materials, such as metal–organic frameworks (MOFs), formed by extensive coordination of metal ions/clusters with organic linkers (Fig. 3Bi). Owing to their ultrahigh specific areas and high porosities, these sorbent porous frameworks are excellent molecular sponges for efficient metabolite sorption and preconcentration, even for intrinsically dilute and highly mobile gaseous compounds.\textsuperscript{56} For instance, ZIP-8 encapsulation around fluorescent BSA-coated Ag nanocubes (Ag NCs) increased the fluorescence quenching responses of bare Ag NCs and BSA-coated Ag NCs in the presence of Cu$^{2+}$ ions by 7-fold and 3-fold respectively, enabling sensitive Cu$^{2+}$ detection in blood down to $4 \times 10^{-4}$ M.\textsuperscript{37} The increased fluorescence response is attributed to ZIP-8's porous network, which facilitates efficient adsorption and accumulation of Cu$^{2+}$ ions. Furthermore, the imidazole moieties within ZIP-8 serve as specific recognition elements to capture Cu$^{2+}$ from the sample media. In another study, Ag NPs coated with 30 HKUST-1 layers exhibited a 14-fold increase in LSPR spectral shifts upon gaseous CO$_2$ exposure compared to the uncoated sensor, effectively amplifying the signal responses.\textsuperscript{58} Regardless of the type of metabolites and detection method, it is of note that systematic optimization of the MOF thickness and surface coverage is essential to maximize efficient molecular capture near the nanosensor surface. For instance, an increase in ZIP-8 thickness over a Ag nanocube array from 8 to 146 nm results in a 2.5-fold rise in SERS signals of gaseous 4-methylbenzenethiol (MBT), due to greater gas accumulation along the z-depth of the array for enhanced EM interactions.\textsuperscript{59} Beyond the optimal thickness, there are negligible changes to the SERS activity because the MBT molecules are too far away from the nanosensor surface to experience the EM field. Similar thickness and coverage-dependent signal amplifications are also observed for other transduction modes.\textsuperscript{60}

In addition to molecular enrichment, these porous networks also enhance size selectivity by serving as molecular sieves to prevent larger species from accessing the nanosensor surface, controlled by the porous networks’ tunable pore and cavity sizes (Fig. 3Bi). In one study, ZIP-8-coated Pd NPs@ZnO nanowires exhibited excellent sensitivity and selectivity for gaseous H$_2$ sensing down to 10 ppm, with negligible resistance changes from interfering gases, including benzene, ethanol and acetone (Fig. 3Bii).\textsuperscript{61} Certain MOFs also demonstrate chemoselectivity. Such selectivities (both analyte size and chemoselectivity) are crucial to facilitate selective detection in complex biomatrices. For instance, a PtPd@ZIF-67 electrochemical sensor displayed high current responses in the presence of aqueous phenylketonuria (PKU) biomarkers such as phenylpyruvic and phenylacetic acid, but negligible changes for common amino acids with similar structural backbones.\textsuperscript{62} The chemoselectivity is permitted by selective acylation between the imidazole ring of ZIF-67 and carboxyl groups of selected PKU biomarkers only, controlled by the electron-withdrawing functional group on the carbonyl $\alpha$-carbon. For additional in-depth understanding of the fabrication and applications of nanoparticle-MOF nanohybrid sensors, interested readers can refer to the relevant reviews cited here.\textsuperscript{15,52,63}

Due to the numerous benefits of these physical molecular enrichment strategies, we expect sustained, strong interest in their developments for small-molecule metabolite detection. Some up-and-coming research directions include the design and fabrication of chiral MOFs using chiral ligands, and the integration of chiral nanosensors with MOFs for breakthroughs in enantiomeric sensing. Through rational design of the recognition sites, chiral MOFs demonstrate huge potential for chiral sensing with greater stereoselective adsorptions due to enhanced, selective metabolite confinement from both the MOF scaffold and the conformational rigidity of specific recognition sites.\textsuperscript{65–67} It is also important to increase the types of MOFs selected (beyond the conventional ZIFs and HKUST-1s), as well as explore emerging porous materials such as porous organic polymers (POPs) as potential host matrix candidates, where their integration may enable new performance breakthroughs.\textsuperscript{65,66} For instance, besides the water stability of the host porous matrix material, other important considerations include its stability in organic solvents to enable the detection of oil-soluble metabolites.
2.3 Combining chemical and physical-based strategies for multifunctional nanomaterials

The combination of both chemical capture and physical molecular enrichment strategies is also a promising strategy to achieve both sensitivity and specificity by capitalizing on their individual advantages (Fig. 3C(i)). For instance, lung cancer biomarkers in exhaled breath, such as 4-ethylbenzaldehyde, can be detected down to 10 ppb using 4-aminothiophenol (ATP)-grafted Au superparticles (GSPs) encapsulated with ZIF-8 (Fig. 3C(i)).69 The two-pronged strategy first leverages highly porous ZIF-8 to facilitate the sorption and concentration of aldehyde biomarkers near the GSP surface. The ATP receptors then selectively react with these aldehydes via a Schiff base reaction, where the product can be readily detected using SERS through the appearance of the 1623 cm\(^{-1}\) C=N stretching mode. Due to the specific reaction between the aldehyde and amino groups, the GSPs exhibited high anti-interference ability with negligible SERS changes in the presence of other functional groups, such as alcohols, esters, organic acids, and amines.

In addition to utilizing sorbent frameworks to physically confine molecules, superhydrophobic surfaces can also be combined with chemoselective nanoparticles to concentrate trace molecules in a small area. For example, urine metabolites correlating with miscarriage can be detected in urine samples down to \(10^{-10}\) M by first mixing with 4-mercaptopropionylboronic acid (MPBA)-grafted Ag nanocubes, followed by dropcasting on a superhydrophobic Ag nanocube/octahedra surface.64 MPBA selectively captures the target urine metabolites pregnant and tetrahydrocortisone through boronate ester bond formation, exhibiting distinct SERS spectral changes between 1140 and 1380 cm\(^{-1}\), which are in good agreement with the simulated results. The superhydrophobic surface with a high surface roughness of 158 \(\mu\)m further concentrates these metabolites to a small surface area for ultrasensitive SERS detection.

Collectively, these examples highlight the synergistic importance of coupling chemoselective capturing with physical molecular trapping to enhance the selective detection of trace metabolites in complex sample matrices. Such platform designs also create immense opportunities in diverse fields ranging from biomedical applications to food and environmental analyses as they require small analysis volumes (\(\mu\)L), have fast readouts, and can be readily miniaturized for point-of-need applications. Hence, we foresee similar synergistic platform designs for other analytical techniques, such as infrared spectroscopy and chemiresistors.

2.4 Array-based strategies

Thus far, our discussion of various analyte capturing and enrichment strategies have revolved around the specific detection of individual analytes and/or analyte classes. However, disease screening and monitoring often demands multiplex metabolite detection or differentiation of complex, multicomponent mixtures without identifying individual components. One powerful strategy to directly differentiate complex metabolite mixtures is to combine multiple individually modified nanosensor platforms for pattern-based recognition (Fig. 4A). These array-based configurations typically leverage various chemical interactions between multiple receptors and different metabolites to generate high-dimensional signal patterns specific to different analyte mixtures. By measuring cumulative responses from multiple receptors, such pattern-based
recognition mimics human sensory systems, which comprise sophisticated networks of diverse sensory receptors to convey large amounts of chemical information to the brain.

The immense potential of array-based recognition is evidenced by the burgeoning number of studies that utilize them for the detection of small-molecule metabolites, particularly volatile organic compounds (VOCs), in complex breath and aqueous biological matrices.78–79 One notable technique that best exemplifies this strategy is chemiresistive sensing. For instance, a chemiresistor nanoarray comprising Au NPs functionalized with 8 different hydrocarbon thiol ligands successfully enables COVID-19 detection via exhaled breath in 130 participants, achieving 76–95% classification accuracy (Fig. 4Bi).80 The 8-sensor configuration increases the data dimensionality to generate a wide range of signal patterns for better differentiation, where each sensor emits different electrical resistance signals of varying intensities and signs due to nanomaterial swelling/aggregation and/or changes in permittivity of the organic layer upon different VOC adsorption (Fig. 4Bi).

Such pattern-based recognition using array configurations is also increasingly applied for other analytical techniques, including SERS, fluorescence, and colorimetric assays.76–78 In one study involving 501 participants, a multiprobe Ag nanocube array modified with 4-mercaptobenzoic acid, 4-amin thiophenol and 4-mercaptopypyridine recorded distinct SERS changes upon multiplex adsorption of breath VOCs, enabling COVID-19 detection even in asymptomatic patients (Fig. 4Ci).80 Importantly, the breath-induced spectral changes are consistent with experimental and in silico spectral changes triggered by pure VOC vapors of potential COVID-19 biomarkers, including alcohols, aldehydes and ketones, affirming that the multiprobe nanocube array chemically interacts with the diverse BVOCs to elicit disease-specific spectral profiles. The additive effect of array-based configurations is highlighted by a notable improvement in sensitivity from 80% using a single-probe platform to 96.2% using the multiprobe platform, which emphasizes the importance of combining multiple receptors to provide a more complete description of complex matrices for better differentiation (Fig. 4Ci).ii Another notable study used Au and Ag NPs modified with 8 different chemical species, including chitosan, glucose, and cysteine, to generate unique color-difference maps for univocal gaseous VOC recognition, where different VOCs induce aggregation of each modified NP to various extents due to differential interactions.79 For instance, cysteine-modified and glutathione-modified AgNPs preferentially interact with esters and carboxylic acids respectively. Notably, this metabolite-induced nanoparticle aggregation is observed even with gaseous analytes, successfully differentiating 45 target gaseous VOCs in 9 chemical families including phenols, amines, arenes, hydrocarbons, and esters, at detection limits <10 ppb (Fig. 4D).

Collectively, these examples emphasize the universal nature of array-based techniques to detect a wide range of VOCs of diverse chemical functionalities, owing to their capability to cumulatively encode various chemical interactions as distinct signal fingerprint patterns specific to each analyte or mixture. They also highlight the versatility and broad applicability of array-based techniques to probe both gaseous and aqueous biomatrices without prior separation/pretreatment. It is of note that array-based platforms are often combined with multivariate chemometric tools and machine learning algorithms to facilitate pattern analysis of more complex array-based sensing data.75,79,81 In this aspect, a key understanding and careful selection of suitable algorithms are thus necessary to advance the development of array-based platforms for diverse applications, which will be discussed in Section 4 below. Finally, while array-based nanosensors are well-poised to play increasingly important roles in biology and medicine, a key scientific challenge remains in reconciling the data-rich pattern outputs with metabolomic advances to better understand what the arrays are responding to.

3. Hybrid techniques

In addition to strategies that isolate target metabolites and/or attract metabolites closer to nanosensors, hybrid techniques couple two or more analytical methods to further bolster detection sensitivity and increase the range of detectable metabolites by synergizing the strengths of individual techniques (Table 2). These techniques can be multimodal, such as colorimetric/fluorescence-SERS and SERS-MS, or hyphenated, such as electrochemical-SERS (EC-SERS) and nanosensor-enhanced NMR and MS (Fig. 5A). The former integrates multiple types of transduction signals to generate multi-tiered information for complementary cross-validation and higher data dimensionality. In contrast, the latter typically couples additional separation or molecule adsorption enhancement techniques to complement a primary analyte detection method, which provides the resultant signal readout. Regardless of the type of hybrid technique, the combinatorial use of two or more analytical techniques aims to achieve the ‘best of both worlds’ to enable breakthrough performance through synergistic effects.

3.1 Emerging multimodal techniques

By integrating multiple types of transduction signals, the multidimensional information obtained from multimodal platforms serve as important cross-validation to increase the overall reliability of each detection mode, which is imperative for future translations to practical workflows. Such multifunctional platforms are achieved by capitalizing on the multimodal nature of most nanomaterials, which allows them to be measured by more than one analytical technique. For instance, a dual-modal colorimetric and fluorometric uric acid sensor was developed using N,P-codoped carbon dots (CDs) coupled with Au nanoparticles.82 Upon the addition of uric acid and Ag+ ions, uric acid reduces Ag+ onto the Au nanoparticles to induce a red-to-orange color change due to blueshifts of the surface plasmon resonance (SPR), which permits UV-vis quantification from 0.1 to 10 μM. At the same time, fluorescence quenching arising from the SPR overlap of the Ag@Au nanoparticles with the emission peaks of N,P-codoped CDs can also be used for
quantification from 0.5 to 10 μM to offer an additional layer of verification. In another example, an electrochemical-colorimetric sensor was developed for the detection of ochratoxin A (OTA), a carcinogenic contaminant produced by fungi (Fig. 5B). In brief, OTA triggers the formation of a sandwich complex with chitosan-functionalized MoS2–Au@Pt and Au nanoparticles-supported MnO2 nanoflowers respectively labelled with aptamers (left), and corresponding quantification models for cross-validation (right). (C) Electrochemical-SERS differentiation of L- and D-tryptophan (TRP), where the enantiomers exhibited identical spectra without \( V_{\text{applied}} \) and showcased differential spectral changes at \( V_{\text{applied}} = -0.6 \) V. (D) Schematic illustration of coupling paper chromatography for analyte separation prior to SERS measurements to obtain distinct SERS fingerprints, using a mixture of 4 organic dyes as a proof-of-concept. Reprinted and adapted with permission from (B) ref. 83, (C) ref. 91 and (D) ref. 95. Copyright 2021 Elsevier B.V. Copyright 2018, 2021 American Chemical Society.

In brief, OTA triggers the formation of a sandwich complex with chitosan functionalized MoS2–Au@Pt and Au nanoparticles-supported MnO2 nanoflowers respectively labelled with aptamers, catalyzing \( \text{H}_2\text{O}_2 \) to dihydrotriazine (TMB) to change color. Visual detection enables quantification in the range of 0.1–200 ng mL\(^{-1}\), while EC detection permits further quantification down to 1 × 10\(^{-4}\) ng mL\(^{-1}\). Importantly, they act as complementary validation methods. Overall, generating multiple readouts aids in the cross-validation of acquired results, thereby alerting users to potential experimental errors in the form of contradictory results. Such two-fold result verification is essential to increase the nanosensor reliability for the translation of these emerging platforms into robust technologies for real-life clinical applications.

In addition to cross-validation, a key advantage of multimodal platforms is the ability of the selected methods to compensate for the limitations of each method, and enable unambiguous molecule recognition over a wider analyte scope. In one example, SiO2/TiO2 core/shell (T-rex) beads are used as a multifunctional platform for plasmon-free SERS and SALDI mass spectrometry (Ramanassays). By controlling the thickness of the TiO2 shell, the optical properties of the T-rex beads can be tuned to achieve both efficient visible light trapping for SERS detection and UV absorption for laser desorption/ionization process in SALDI-MS. The same dual-modal RAMassay is used to differentiate (1R, 2S)(−)-epinephrine and amphetamine, two important alkaloids related by the same phenethylamine skeletal structure, by MS, and regioisomers theobromine and theophylline by SERS. Notably, employing only SERS does not allow for the differentiation of the alkaloids as they give similar Raman fingerprints while employing only MS will fail to differentiate the regioisomers of similar molecular weights. Hence, the combination of two molecule-specific analytical methods provides complementary molecular information which effectively expands the list of target analytes that the sensor can detect.

Owing to their aforementioned advantages, multimodal platforms offer promising synergy for robust and sensitive detection of a wide range of small-molecule metabolites. In addition, compared to conventional workflows that analyze metabolite samples on separate instruments using their respective sensor platforms, the same multimodal nanosensor platform can be used to obtain complementary molecular information, which is more convenient and requires lower sample volumes. Nonetheless, there are several important considerations for their future developments. First, it is essential to develop two-in-one portable instrumental platforms for practical on-site usage without the need to load the nanosensor platform onto two separate instruments. For instance, a recent coupling of paper spray ionization mass spectrometry (PSI-MS) with SERS permits dual signal readouts on a single instrumental platform by using a custom movable holder that can be shifted forward/backward for detection via portable Raman spectrometer or ambient ionization (AI)-MS system. It is also noteworthy to emphasize that the nanosensor platform needs to be compatible with the chosen detection techniques to achieve such multimodal analysis.
3.2 Emerging hyphenated techniques

Hyphenated techniques that couple analyte detection methods with additional molecule adsorption enhancement techniques offer enhanced detection capabilities to address current challenges of complex matrix interferences, growing demand for lower detection limits, and better differentiation of structural analogs for biological and biomedical applications. A notable methodology in this category is electrochemical (EC)-assisted SERS, whereby SERS signals are recorded during an applied potential. The applied potential \( V_{\text{applied}} \) is critical to increase adsorption of metabolites and/or desorption of interferents from the plasmonic surface via surface charge manipulation. Such close analyte-nanosensor proximity is vital to boost overall SERS signal intensity for increased detection sensitivity by enhancing the metabolites’ interactions with the nanosensor’s EM field and facilitating charge transfer for larger chemical SERS enhancement. Several notable works have demonstrated the potential of EC-SERS for rapid, sensitive, and on-site detection of uric acid for preeclampsia diagnosis.\(^{96-98} \) For instance, a \(-1.0 \) V applied potential increased the SERS fingerprint of uric acid by \( \sim 35 \)-fold on a Au nanospheres-decorated nanocone array polycarbonate substrate, likely attributed to the cumulative effect of the aforementioned phenomena.\(^{98} \) EC-assisted SERS enhancement subsequently enabled sensitive uric acid detection in synthetic urine at a detection limit of \( 8.7 \times 10^{-8} \) M, using its characteristic 1586 cm\(^{-1} \) peak. This has led to a sustained interest in EC-SERS over the past few years, in particular with expanding its analyte scope. Other target metabolites investigated include 6-thiouric acid for chemotherapy monitoring and tetrahydrocannabinol for cannabis control.\(^{99,100} \)

Next, the close analyte-nanosensor proximity also enables metabolites to better access asymmetric adsorption sites on designer nanoparticles, thereby triggering the effective formation of molecular-level metabolite–nanosensor interactions for better differentiation of structural analogs and enantiomers. In one work, EC-SERS is synergized with nanoporous gold nanobowls (NPGs), which are designed to comprise numerous asymmetric surface atomic defects, to induce enantiospecific interactions with target \( \nu \)D-tryptophan and R/S-propranolol for SERS differentiation.\(^{101} \) Notably, each enantiomer pair displayed enantiospecific SERS fingerprints that are readily differentiated at \( V_{\text{applied}} = -0.6 \) V. In contrast, they exhibited identical, indistinguishable SERS spectra without any applied potential, which emphasizes the importance of the applied potential for maximal interactions between the metabolites and stereospecific NPG adsorption sites (Fig. 5C). In overall, these studies thus highlight the prospects of ultrasensitive small-molecule metabolite detection by incorporating additional molecule adsorption enhancement techniques, even in complex (bio) sample matrices.

Another hyphenated strategy is to leverage separation and/or isolation of target metabolites, such as chromatography or chemoselective nanosensors, prior to detection to improve resolution and suppress interfering signals.\(^{102-106} \) In one study, glass microfiber filter paper coated with Ag nanoparticles achieves sequential paper-chromatographic separation and SERS detection of two carotenoids, \( \beta \)-carotene and lycopene, in tomato, carrot, and commercially available fruit and vegetable juice (Fig. 5D).\(^{105} \) Distinct, isolated SERS fingerprint of each analyte is obtained via SERS mapping of the entire paper at regular intervals. In another example, chemoselective AuNPs@SiO\(_2\)NPs nanoconjugates are integrated with NMR spectroscopy for selective extraction of NMR spectra of specific metabolites to reduce spectral overcrowding by interfering species in complex mixtures.\(^{106,107} \) Electrostatic interactions form preferentially between the negatively charged nanoconjugates and positively charged serotonin but not with negatively charged \( L \)-phenylalanine, thus only serotonin’s NMR signals are recorded, even in a complex serotonin/\( L \)-phenylalanine mixture.\(^{102} \)

Although many novel hyphenated techniques appear to provide exciting new opportunities, most of them are still in their infancy with relatively few studies and a narrow focus on potential technique combinations. Hence, there remains significant room for future research and development. For example, the hyphenation of chromatographic techniques with SERS is of great interest at the moment as the former helps to reduce matrix complexity and remove interferences. We foresee similar potential in hyphenating chromatographic techniques with other detection techniques such as surface-enhanced infrared absorption (SEIRA), electrochemical, and fluorescence/colorimetric methods for reduced signal overlap, especially for techniques that easily suffer from cross-interferences due to non-molecule-specific signals. Another valuable research direction is the miniaturization of these hyphenated platforms to realize point-of-need applications since the hyphenation of two techniques often results in bulky instrumentation which is not operationally feasible.

All in all, the key to enable breakthrough detection capabilities using multimodal/hyphenated platforms lies in the prudent choice of nanomaterials and careful tuning of their physicochemical properties to fulfill the requirements of the chosen analytical methods. For instance, plasmonic nanoparticles such as Ag and Au exhibit strong visible light adsorption for efficient SERS activities, while semiconductor-based nanoparticles demonstrate high optical tunability in the UV range and are thus more suitable for SALDI ionization. Similarly, the nanoparticle size is also an important consideration to achieve good colorimetric and SERS performances concurrently. Next, for hybrid techniques that involve sequential measurements, it is crucial to ensure that the sample is not damaged after each process. Finally, the datasets obtained from individual methods are still analyzed separately with individual detection limits, which does not fully utilize the high-dimensional nature of the sample’s overall dataset. We expect that higher sensitivities can be achieved through the parallel combination of the individual datasets to leverage the molecular information available for a more comprehensive analysis. In this aspect, we hypothesize that the use of machine learning algorithms will be critical to assimilating and analyzing these complex, high-dimensional data.
4. Machine learning-assisted data analysis

With continued advancement in sensing strategies at the nanobio interface, we have witnessed an expansion in the range of detectable analytes. Together with higher data dimensionality arising from multimodal techniques and/or array-based strategies that range from fluorescence and colorimetric images to spectroscopic data and electrical readouts, the resultant datasets have become increasingly complex. In addition, as we shift toward detection in real-life samples, the data complexity is further compounded by increased sample variability, such as high heterogeneity within patient populations. Consequently, the inability to identify minor differences or complex interrelations in signal readouts through conventional manual data analyses offers strong motivation to utilize more sophisticated tools in data analytics when translating complex raw signals into meaningful and comprehensible results.

In recent years, machine learning (ML) is increasingly favored for the robust interrogation of these complex datasets due to their advanced pattern recognition capabilities (Table 3).97–99 These algorithms can elucidate underlying trends and interrelationships within large quantities of complex input data, which cannot be performed readily via traditional data analytical approaches which rely on single-variable changes or perform simple correlations. There are numerous ML algorithms available including unsupervised clustering algorithms such as principal component analysis and hierarchical clustering, as well as supervised classification and regression algorithms such as partial least-squares, support vector machines, random forests, as well as supervised classification and/or regression algorithms such as principal component analysis and hierarchical clustering, as well as supervised classification and regression algorithms such as partial least-squares, support vector machines, random forests, and neural networks.100,101 For detailed conceptual understanding on the working principles of these ML algorithms and workflows on ML implementation for data analysis of various data types such as vibrational and mass spectra, interested readers can refer to the relevant reviews cited.102–104 Here, we highlight two broad areas in which ML has achieved exponential progress—(1) data exploration to uncover new, hidden interrelationships and (2) construction of prediction models for metabolite identification and/or quantification.99,100,105,106

4.1 Machine learning for data exploration

First, ML can be leveraged to elucidate new, unknown patterns and interrelationships within the study population of interest in a given feature/variable space without considering any pre-identified class labels and associated metadata. This is typically accomplished using unsupervised clustering algorithms such as principal component analysis (PCA) and hierarchical clustering (HC) (Fig. 6A).

In brief, PCA extracts dominant patterns from the input datasets by converting the data into a complementary, orthogonal set of PC scores and loadings, whereby more similar data will have similar PC scores and be clustered closer together.107 In addition, the corresponding loadings plot of each PC reflects the contribution of each feature (e.g. spectra datapoint) to the PC, thus facilitating the identification of key diagnostic features which contribute to the interclass variances. For example, PCA was employed to investigate the biomolecular cues of metastatic cancer stem-like cells for metastasis onset prediction from SERS profiles of invasive metastatic, less-invasive premetastatic and non-stem cells (Fig. 6B).108 By focusing on specific Raman regions corresponding to metabolite (800–1450 cm⁻¹) and proliferative-metastatic (1000–1650 cm⁻¹) signals, PCA reveals
distinct clustering of metastatic cells from their progeny and non-stem types. This validates the presence of multiplex hallmark signals, which is attributed to concentration variations of metabolites such as glucose, pyruvate and phenylalanine, as inherent cues to predict the metastatic ability of a tumor. In another study, through in-depth analysis of the PC score plot and the corresponding loadings, 26 SERS bands were selected as potential candidates for differentiation of nonsmall-cell lung cancer (NSCLC) exosomes from normal cell-derived exosomes, of which 21 were verified with ratiometric analysis. Notably, these selected spectral signatures were correlated back to several potential protein biomarkers such as CD9, CD81 EGFR and EpCAM, highlighting the use of PCA for identification of relevant disease biomarkers.

Apart from PCA, HC is also a useful clustering algorithm to examine sample interrelationships within the dataset by building a hierarchy of clusters, whereby the degrees of similarity between samples are represented as dendrograms and/or heat-maps. Notably, HC analysis on chemiresistive signals of 1404 breath samples collected from patients with 17 different disease conditions revealed strong signal resemblances between disease subgroups with common pathophysiologies (Fig. 6C). For instance, a high breath VOC profile similarity was found among diseases associated with increased inflammatory activity, namely Crohn’s disease, ulcerative colitis, and pre-eclampsia.

In general, these examples highlight the prospects of clustering algorithms for rapid and sensitive extraction of relevant, informative interrelationships among different sample subgroups, even for complex signal outputs with multiplex, overlapping influences from multiple biomarkers. Nonetheless, it is important to enrich such ML-based data exploration with domain knowledge on various pathophysiological and cellular-level interactions, as well as molecular information to validate that the observed clustering has strong chemical/biological correlations.

4.2 Machine learning for robust prediction models

In addition to data exploration, supervised classification and regression ML algorithms can be trained using labelled datasets (e.g. known metabolite identity and concentration or disease status) to construct prediction models for new, unlabeled data (Fig. 7A). The prediction can be categorical, as in the case of a disease status, or along a continuous regression scale, as in the case of metabolite quantification or disease progression. Many algorithms such as partial least-squares, random forests and artificial neural networks have variants to tackle both problem types and can cater to both binary, as well as more complex multi-class classification.

In particular, partial least-squares (PLS) and its variant to tackle categorical classification, PLS-discriminant analysis (PLS-DA), are popular choices to analyze linearly correlated datasets. Briefly, the PLS algorithm aims to find a set of latent factors which best explains the maximum multidimensional covariance between the input data and given descriptors, e.g. known metabolite concentrations or disease status, before performing least-squares regression analyses to eventually construct regression or classification models. Notably, the PLS algorithms are well-suited to interrogate multidimensional datasets because they can accommodate multicollinearity among independent variables (e.g. SERS spectra datapoints) and are also designed to handle multiplex quantification of two or more biomarkers, unlike conventional statistical methods. For instance, PLS regression was applied to simultaneously quantify the amount of pregnane and tetrahydrocortisone in urine specimens of 40 women presenting symptoms of spontaneous miscarriage from their SERS profiles (Fig. 7B). The constructed regression curve shows an excellent fit, with a high cross-validation value $R^2$ of 0.99, which allows the sensor to effectively monitor the pregnane/tetrahydrocortisone ratio and potentially prompt timely medical intervention. In another study, PLS-DA was employed for the classification of urine samples from 22 prostate cancer and 15 non-cancer patients using the multivariate electrochemical profiles measured on a 7-electrode electronic voltammetric tongue, achieving 91% sensitivity and 73% specificity. The aforementioned examples thus illustrate the ability of PLS algorithms to construct accurate classification or regression models from multivariate datasets, which portray distinct linear trends or separations.

To interrogate nonlinear or higher-order data relationships, ML algorithms such as support vector machine (SVM), tree-based algorithms including decision trees and random forests, as well as neural networks are preferred. For instance, a random forest (RF) classifier was trained on the colorimetric signatures of urine VOCs from tuberculosis and non-tuberculosis patients based on a sensor array comprising 73 different indicators responsive to chemically diverse metabolites including amines, sulfides, nitric oxides and carbonyl compounds. Among 22 tuberculosis cases and 41 symptomatic controls, the RF classifier attained 85.5% sensitivity and 79.5% specificity using repeated stratified 10 × 10-fold cross-validation. In another example, a convolutional neural network (CNN) model allowed multiplex SERS monitoring of 8 metabolite concentration gradients, namely pyruvate, lactate, ATP, ADP, glucose, glutamine, urea, and CO$_2$ in the extracellular matrices of cancer, healthy and control cells (Fig. 7C). The CNN was first trained with a series of SERS spectra associated with different adsorption orientations for each metabolite, achieving high sorting accuracy of >86.8%. The model was then applied to classify SERS spectra measured near living cells, revealing an increase in ATP, ADP, lactate, and urea, with a concomitant decrease in glucose and glutamine near cancerous cells, notably in good agreement with expected metabolic pathways.

Given the plethora of ML algorithms available, careful design of the model architecture including algorithm selection and hyperparameter optimization based on the intended use and desired information is vital to construct robust and appropriate prediction models. For instance, tree-based algorithms such as random forests offer higher model explainability for scientists to better correlate the ML prediction with fundamental chemical/biochemical knowledge. This is because they can identify key features (e.g. spectral datapoints) that are important in model construction using methods such as Gini importance and mean decrease in accuracy. On the other hand,
neural networks do not impose strict restrictions on the input data and variables, making them especially useful to model datasets with high inherent variability. Various dimension reduction and feature selection techniques such as recursive feature elimination (RFE) can also be incorporated prior to/during model training to further improve prediction accuracies by preserving only the key, relevant features while removing redundant features. Overall, ML algorithms are powerful tools that can be used to predict the identity and quantity of one or more biomarkers and uncover intricate relationships between samples. Together with the increasing availability of open-source code repositories, affordable high-performance computing infrastructure, and flexibility to apply to various data types, ML is thus well-poised to establish a new standard for scientific data processing. However, to achieve the ultimate end goal of practical ML implementation in clinical practices, there needs to be careful data curation to ensure the data is representative and of good quality (e.g. low spectral noise) to avoid false conclusions and construct prediction models with high accuracies. In addition,
cross-validation techniques such as leave-one-out cross-validation or Venetian blinds are quintessential during the construction of ML models to avoid overfitting and increase model generalizability. Recognizing these caveats is critical in ensuring the constructive use of ML algorithms for small molecule analyses at the nanobio interface.

5. Conclusions

In this Perspective, we have provided an overview of the progress in various emerging strategies for enhanced small-molecule metabolite detection on nanosensor platforms. These strategies are crucial to overcoming some of the key roadblocks which hinder the real-life detection of metabolites, including ultratrace metabolite concentrations, the presence of interfering species in complex sample matrices, and signal ambiguity from structurally similar analogs.

At the nanobio interface, we first highlight how analytic manipulation and enrichment strategies boost nanosensor-metabolite interactions, thereby enabling the metabolites to better access the nanosensor’s EM field and/or catalytically active sites for more sensitive signal responses. Based on their underlying working principles, we identify two main categories which exploit (1) chemical interactions between surface-grafted receptors and target metabolites and (2) physical metabolite accumulation near the nanosensor surface. We also showcase the strategic combination of these individually modified nanosensors in array-based configurations to generate high-dimensional signal patterns useful for pattern-based differentiation of multiplex metabolite mixtures. Notably, these strategies can be facilely applied for detection via diverse signal transduction modes, ranging from optical to electrical and electrochemical, which is important to introduce high flexibility in methodology and clinical design based on the intended end-use. Next, from the detection mode perspective, we cover the burgeoning efforts to couple different analytical techniques in hyphenated or multimodal configurations, to ‘achieve the best of both worlds’ by complementing the limitations of each and serving as important cross-validation. Finally, with respect to data analysis, we emphasize the integral role of machine learning toolkits to assimilate and analyze increasingly complex and high-dimensional data arising from developments in the aforementioned strategies. Notable applications include the rapid construction of robust prediction models for metabolite identification and/or quantification, and the uncovering of new interrelationships. Given the plethora of strategies, we can synergize one or more strategies to tailor the nanosensor platform and select the appropriate analytical instrument(s) and machine learning algorithms for data analysis based on target metabolites, analytical medium, and intended end-use.

Although nanosensors for metabolite detection have achieved tremendous progress over the past decade with a highly prospective outlook, there are still several major considerations and potential research directions toward the practical translation of these technologies. First, real-life adoption of these nanosensor platforms requires highly reproducible and efficient nanosensor fabrication on a larger scale to ensure that the collected data is comparable and reliable. However, most nanosensor platforms involve multiple modifications whereby each step is susceptible to human errors, which can lead to high interbatch performance inconsistencies. For instance, although array-based configurations can augment the overall sensitivity through the addition of individual signal responses, batch-to-batch signal deviations for each modified nanosensor will be similarly amplified, which may overwhelm actual but subtle metabolite-induced signal changes. In this aspect, we have seen the advent of robotic platforms for nanomaterial synthesis and characterization to reduce hands-on operation and minimize human-related errors. 124–126 We postulate a growing interest in the development of similar automated platforms specializing in different nanosensor modifications to produce highly consistent nanosensors, such as surface functionalization with target receptor moieties and controlled MOF encapsulation.

Next, the integration of ML-assisted nanosensor platforms in real-life detection workflows is also hindered by a fundamental lack of trust in the prediction results due to poor model interpretability. As datasets become more high-dimensional, scientists need to turn towards more complex ML algorithms for better prediction performances. However, these ML systems are often ‘black boxes’ in nature and suffer from ambiguous and unclear decision-making processes, which affects their reliability. Hence, we have observed a prominent shift in focus towards ‘explainable ML’ to improve the model interpretability by enabling the algorithms to trace and rationalize their decision-making processes in a manner that can be comprehended by scientists. For example, methods such as SHapley Additive exPlanations (SHAP) help to characterize the relative importance of input features for a constructed model, which can be interpreted together with domain knowledge to better guide the selection of scientifically relevant input features. 127,128 Recently, a novel model framework Model Understanding through Subspace Explanations (MUSE) is also proposed to allow scientists to incorporate additional constraints to output various interpretable explanations that include only selected features of interest. 129 This is especially useful to generate more specific interpretations using different input feature subspaces that can explain either a single sample or a smaller sample subset. These explainable ML algorithms will be vital to building greater confidence in the robustness and scientific soundness of the ML models, facilitating their widespread integration into various healthcare, environmental, and agri-food setting and normalizing their use.

Third, the demand for rapid, point-of-need platforms requires further research on the miniaturization of analytical platforms. This is especially pertinent for hybrid techniques since the combination of two techniques often results in bulky instrumentation. Current advances in microelectronics have allowed the miniaturization of spectrometry instruments from entire rooms to benchtops and into the hand. In addition, advancements in multiplex-friendly microfluidic chips have also introduced additional advantages including minimizing contamination and manual handling as well as increasing overall platform stability and detection efficiency. 130 Nevertheless, future research can focus on improving the sensitivity and stability of the signal readouts of such handheld instruments so that
miniaturation will be more than just a space saver. Fundamental investigations to understand the physicochemical fluid dynamics in the microenvironments are also essential to truly realize the lab-on-a-chip concept for biodetection.

Finally, to future-proof the technology to detect and discover novel metabolites that we do not currently have profiles for, effective data analyses and mining to conduct similarity analysis within and between classes of small-molecule metabolites are pertinent.

For instance, the construction of a ‘protein structure space’ employing pairwise structural similarity space demonstrates strong structure-to-property relationships, whereby proteins with similar structures and protein functions cluster closer together on the map. A similar clustering map performed on 3116 chemicals associated with skin sensitization enabled facile visualization of the molecular structure–property relationships of positive sensitizers and construction of models to predict skin sensitization of new chemicals. These studies emphasize the importance of leveraging molecular structure similarity analyses of metabolites to allow rapid identification, classification, and inference of their function, expression, and regulation. Importantly, such repositories will enable the prediction and assignment of functions to novel, uncharacterized homologues.

All in all, given the flexible customizability of the nanosensor platform, detection technique and advanced data analytic algorithms, we anticipate the continuous burgeoning research in the design of next-generation nanosensor platforms for rapid, point-of-need detection of various small-molecule metabolites. Such advancements will enable us to explore exciting new opportunities in fundamental nanobiological investigations as well as real-world applications in key areas including biomedicine, pharmaceutics, agri-food and environmental surveillance.
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