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Abstract

The canonical quantization of the chiral Wess–Zumino–Novikov–Witten (WZNW) monodromy matrices, both the diagonal and the general one, requires additional numerical factors that can be attributed to renormalization. We discuss the field-theoretic and algebraic aspects of this phenomenon for the $SU(n)_k$ WZNW model and show that these quantum renormalization factors are compatible with the natural definitions for the determinants of the involved matrices with non-commuting entries.

PACS numbers: 02.10.Yn, 02.20.Uw, 02.40.Gh

1. Introduction

The Wess–Zumino–Novikov–Witten (WZNW) model [1–3] defined in terms of a simple compact Lie group $G$ (which in our case will be also connected and simply connected) and a positive integer $k$, the level, is a basic example of a unitary rational conformal field theory [4]. Taken over a cylindric 2D spacetime (with periodic space), the dynamics of the group-valued WZNW field $g(x^0, x^1)$ is equivalent to that of a closed string moving on a group manifold [5].

Due to the two-sided chiral symmetry of the model, its quantum version can be appropriately formulated in terms of highest weight/lowest energy representations of two commuting conformal current algebras (see e.g. [6]). The correlation functions can be expressed, accordingly, as sums of products of (left and right) chiral conformal blocks [7, 8]. The latter are multivalued analytic functions in the corresponding chiral variables which satisfy the Knizhnik–Zamolodchikov (KZ) equation [9, 10]. It has been noted first in [11, 12] that the (‘monodromy’) representations of the braid group on the corresponding spaces of KZ solutions are related to the then recently discovered quantum groups [13].

The canonical quantization approach to the WZNW model [14–19] (see e.g. [20, 21] and references therein for further developments) provides an alternative, operator approach to the model. The naïve prescription of ‘replacing the Poisson brackets (PB) by commutators’ is only directly applicable to the commutation relations of the conserved chiral currents. Those of the chiral components of the (Sugawara-type) stress–energy tensor require a well-known additive
renormalization of the level, \( k \rightarrow k + g^\vee = h \), where \( g^\vee \) is the dual Coxeter number of the Lie algebra \( \mathfrak{g} \) of \( G \) and \( h \) is the height. The quadratic PB of the group-valued chiral fields involving classical \( r \)-matrices are replaced by quantum \( R \)-matrix exchange relations possessing the correct quasiclassical asymptotics and appropriate quantum symmetries. To construct the corresponding state space respecting energy positivity and covariance, one considers vacuum representations of the exchange algebras with a vacuum vector that would guarantee these properties.

In the canonical framework the chiral splitting requires the introduction of monodromy matrices accounting for the quasi-periodicity of the matrix ‘chiral field operators’ (related to the multivaluedness of the conformal blocks considered as \( n \)-point functions of their entries). The monodromy matrices are to some extent a matter of choice and fall essentially in two groups, diagonal ones (belonging to the maximal torus of \( G \), which we will denote by \( M_p \)) and general, \( M \in G \) (further restrictions will be discussed in the main text). It has been shown already in [21] that in both cases, the monodromy matrices are subjected to a quantum renormalization by specific numerical factors, which are different for \( M \) and \( M_p \). Some algebraic aspects of the renormalization of \( M \) (a solution of the reflection equation) have been discussed in [22].

The aim of this paper is twofold: first, to collect and discuss in detail the field-theoretic arguments of the quantum renormalization of the monodromy matrices and second, to provide additional algebraic reasons for their presence. To make this paper self-contained, the presentation of the new and possibly interesting facts and formulas is preceded by a comprehensive introduction to the subject (and supplemented by a rather long list of references) which could be, hopefully, of interest on its own, containing specific information otherwise scattered in different papers.

We show, in all cases of interest, that the so-defined quantum determinants possess the factorization property (the determinant of a product is equal to the product of determinants, see equations (6.5), (7.3) and (7.12) below) which is a quite non-trivial fact for matrices with non-commuting entries.

The content of this paper is the following. Section 2 provides a synopsis on the classical WZNW model and its canonical quantization, with special attention to the case \( G = SU(n) \). In section 3 we give a description of the \( SU(n) \) WZNW chiral state space as a collection of representation spaces of the affine algebra \( \widehat{su}(n)_k \) and of the quantum group \( U_q(\widehat{sl}(n)) \) which plays the role of internal symmetry (gauge) group. The representation spaces are generated from the vacuum by the quantum zero modes’ matrix \( a \) which intertwines between the diagonal monodromy \( M_p \) and the general one, \( M \). The definition of the quantum determinant \( \det_q(a) \), introduced in [23] (based on the ideas of Gurevich et al concerning Hecke algebras and quantum antisymmetrizers, cf e.g. the references in [22]) is briefly reviewed in section 4. In section 5 we provide the field-theoretic reasons for the quantum renormalization of the monodromy matrices \( M_p \) and \( M \). In the next sections, which are of purely algebraic flavor, we propose natural definitions for the corresponding quantum determinants (the diagonal monodromy is considered in section 6, and the general one in section 7) and prove the factorization property in each of the cases. In section 8 we prove two important identities following from various \( R \)-matrix exchange relations.

2. The classical WZNW model and its canonical quantization

The general solution [3] of the classical WZNW equations of motion for the periodic 2D group-valued field \( g(x^0, x^1) = g(x^0, x^1 + 2\pi) \) is given by the product of two arbitrary chiral fields

\[
g(x^0, x^1) = g(x^+, x^-) = g_L(x^+)g_R^{-1}(x^-), \quad x^\pm = x^1 \pm x^0, \tag{2.1}
\]
which are only twisted periodic
\[ g_{l}(x^{+} + 2\pi) = g_{l}(x^{+})M, \quad g_{R}(x^{-} + 2\pi) = g_{R}(x^{-})M. \] (2.2)
The way the solution (2.1) is written down (with the inverse of \( g_{R} \) [19]) makes the relation between the two chiral sectors quite transparent: the 2D symplectic form is a sum of the two chiral ones (sharing the same monodromy) which only differ in sign; so, the same is valid for the corresponding PB. The chiral symplectic forms are determined up to the addition of a monodromy dependent 2-form \( \rho(M) \) [18] whose external differential is equal to the WZ term (the canonical 3-form of \( G \))
\[ d\rho(M) = \theta(M) := \frac{1}{6} \text{tr}([M^{-1}dM \wedge M^{-1}dM] \wedge M^{-1}dM), \] (2.3)
but is arbitrary otherwise. The presence of \( \rho(M) \) in both chiral symplectic forms provides for their closability. However, as \( \theta(M) \) is not exact (cf e.g. [24]), such a smooth 2-form can only be defined locally on \( G \). We will only deal with one chiral WZNW sector (the left one, denoting henceforth \( g_{l}(x^{+}) \) by just \( g(x) \), paying special attention to the corresponding monodromy matrix. The entries of \( M \) carry dynamical degrees of freedom having, in particular, non-zero PB with \( g(x) \).

There are, essentially, two options in choosing the submanifold of \( G \) to which the monodromy belongs.

The first of these is setting the monodromy matrix to be diagonal, i.e. to belong to a maximal torus \( T \subset G \). The WZ term \( \theta(M_{p}) \) vanishes so that \( \rho(M_{p}) \) could be just any closed 2-form. The corresponding chiral fields are called ‘Bloch waves’. We will use the special notation \( u(x) \), for the field, and \( M_{p} \), for its monodromy matrix in this case so that
\[ u(x + 2\pi) = u(x)M_{p}, \quad M_{p} = e^{i\mathbf{p},}, \quad ip \in \mathfrak{h}, \] (2.4)
where \( \mathfrak{h} \subset \mathfrak{g} \) is the Lie algebra of \( T \). A convenient parametrization for \( \mathfrak{g} = \mathfrak{s}(n) = A_{n-1} \) is provided by the ‘barycentric coordinates’ \( \{p_{i}\} \) of the weights in the ‘orthogonal basis’ of the root space dual to the diagonal Weyl chamber \( \mathfrak{w} \) and the fundamental Weyl chamber \( \mathfrak{w}_{W} \) of the root space.

In these coordinates the fundamental Weyl chamber \( \mathfrak{w}_{W} \) and the level \( k \) positive Weyl alcove \( \mathfrak{w}_{W} \) can be identified, respectively, with
\[ \mathfrak{w}_{W} = \{p \mid p_{i+1} \geq 0, \quad i = 1, \ldots, n-1\}, \quad \mathfrak{w}_{W} = \{p \in \mathfrak{w}_{W} \mid p_{1n} \leq k \}, \] (2.6)
where \( p_{ij} := p_{i} - p_{j} \). Redefining \( u(x) \) by multiplying it from the right by a suitable element of the Weyl group, the diagonal monodromy \( M_{p} \) can be always restricted to \( p \in \mathfrak{w}_{W} \).

The ensuing quadratic PB for the Bloch waves
\[ \{u_{1}(x_{1}), u_{2}(x_{2})\} = u_{1}(x_{1})u_{2}(x_{2}) \left( \frac{\pi}{k} C_{12} \varepsilon(x_{12}) - r_{12}(p) \right) \quad \text{for} \quad |x_{12}| < 2\pi \] (2.7)
involve the r-matrix \( r_{12}(p) \in \mathfrak{g} \wedge \mathfrak{g} \) satisfying the classical dynamical Yang–Baxter equation (YBE) [26–28], as well as the polarized Casimir operator \( C_{12} \) (characterized by its ad-invariance, \( [C_{12}, X_{1} + X_{2}] = 0 \ \forall X \in \mathfrak{g} \)). In the specified interval of \( x_{12} \) values, the function \( \varepsilon(x) \) coincides with the sign function. Here we prefer the compact tensor product notation to

\[ 4 \] In the complex case, \( \theta(M) \) vanishes exactly when \( M^{-1}dM \) takes values in a solvable subalgebra of the complexification \( G_{\mathbb{C}} \) of \( G \) (cf e.g. [25] for the corresponding Cartan criterion).

\[ 5 \] By this in the \( A_{n-1} \) case, one understands, as usual, the orthonormal basis \( \{e_{s}\}_{s=0}^{n} \) of an auxiliary \( n \)-dimensional Euclidean space in which the root space is identified with the hyperplane orthogonal to \( \sum_{s=0}^{n} e_{s} \) and the \( A_{n-1} \) simple roots are given by \( a_{i} = e_{i} - e_{i+1}, \quad i = 1, \ldots, n-1 \); see e.g. [25].

\[ 6 \] The twisted periodicity (2.4) allows to calculate \( \{u_{1}(x_{1}), u_{2}(x_{2})\} \) outside this region as well; the same remark applies also to (2.9) and (2.2).
the index one, writing for example
\[
X_1 := X \otimes \mathbb{1} \otimes \mathbb{1} \otimes \ldots, \quad X_2 := \mathbb{1} \otimes X \otimes \mathbb{1} \otimes \ldots \text{ etc.,}
\]
\[
C_{12} = \sum_{a,b=1}^{\dim G} \eta^{ab}(T_a)_1(T_b)_2 \quad (\eta^{ab} = \text{tr}(T^a T^b), \quad \text{tr}(T_a T^b) = \delta_{ab}^b), \tag{2.8}
\]
where \([T_a]_{a=1}^{\dim G}\) and \([T^b]_{b=1}^{\dim G}\) form dual bases of the Lie algebra \(G\).

Alternatively, one can allow \(M\) to take general group values. This means that the chiral symmetric form \(\Omega(g,M)\) necessarily contains a non-trivial locally defined 2-form \(\rho(M)\) which determines the corresponding \(r\)-matrix \(r(M)\) in the PB of two chiral fields (cf. \[29\] for the exact relation). It appears natural to ask whether one can get rid of the monodromy dependence of the \(r\)-matrix \([16, 18]\) (for \(|x_{12}| < 2\pi\), and the answer \([19, 20]\) is the following. All possible chiral field PB with a constant \(r\)-matrix are of the form
\[
[g_1(x_1), g_2(x_2)] = \frac{\pi}{k} g_1(x_1)g_2(x_2)(C_{12}\varepsilon(x_{12}) - r_{12})
\]
\[
= - \frac{\pi}{k} g_1(x_1)g_2(x_2)(r_{12}^+\theta(x_{12}) + r_{12}^-\theta(x_{21})) \quad \text{for} \quad |x_{12}| < 2\pi,
\]
where \(r_{12}\) is some skewsymmetric \((r_{12} = -r_{21})\) solution of the modified YBE
\[
[[r]]_{123} := [r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] = [C_{12}, C_{23}]. \tag{2.10}
\]
It follows from (2.10) that \(r_{12}^+ = r_{12} \pm C_{12}\) both solve the ordinary YBE, \([[r^\pm]]_{123} = 0\) . Such pairs \(r^\pm\) (note that \(r_{12}^+ - r_{12}^- = 2C_{12}\)) provide a factorization of \(G = G^+ + G^-\), where \(G^\pm\) are Lie subalgebras of \(G\), i.e. any \(X \in G\) can be represented uniquely as \(X = X^+ + X^-\), \(X^\pm = \frac{1}{2} X \in G^\pm\) so that \(rX = X^+ + X^- [30, 31]\). This factorization can be lifted locally to the group.

The modified YBE (2.10) however has no solutions for \(G\) compact \([32]\) so that working with constant classical \(r\)-matrices requires complexification. For example, if \(G\) is the compact form of a complex semisimple Lie algebra and \(e_{\pm\alpha}\) are the raising and lowering step operators, respectively, corresponding to the positive and negative roots in a Cartan–Weyl basis of the latter, the so-called standard solution of (2.10) has the form
\[
r_{12} = \sum_{\alpha > 0} ((e_\alpha)_1(e_{-\alpha})_2 - (e_{-\alpha})_1(e_\alpha)_2). \tag{2.11}
\]
The corresponding factorization of the monodromy matrix
\[
M = M_+ M_{-1}, \quad M_\pm \in B_\pm, \quad \text{diag}M_+ = \text{diag}M_{-1} =: D, \tag{2.12}
\]
where \(M_\pm\) belong to the Borel subgroups \(B_\pm\) of the complex group, is a modification of the Gauss decomposition valid on a local dense neighborhood of the unit element. For \(G = SU(n)\), \(\det D = 1\) and \(B_\pm \subset SL(n)\) are just the groups of complex unimodular upper and lower triangular matrices. As the Borel algebras are solvable, \(\theta(M_\pm) = 0\); using this fact, one can prove directly that
\[
\rho(M) = \text{tr}(M_{-1}^+dM_+ \wedge M_{-1}^-dM_-) \tag{2.13}
\]
satisfies (2.3). Then the \(r\)-matrix (2.11) is the one appearing in (2.9) after inverting the chiral symmetric form \(\Omega(g,M)\) that involves \(\rho(M)\) (2.13) \([19]\).

The following comment is in order. The dynamical \(r\)-matrix \(r_{12}(p)\) in the Bloch waves’ PB (2.7) is essentially fixed, the only freedom being in its diagonal entries while the non-trivial off-diagonal ones
\[
r(p)\chi_j^\ell = -i\frac{\pi}{k}\cot\left(\frac{\pi}{k}p_j\right) \quad \text{for} \quad j \neq \ell \tag{2.14}
\]
The transformation properties of S
transformation matrices (independent) case (2
ρ((the aforementioned closed form ρ(Mp))). We shall deal here with the r-matrix (2.11) which is the quasiclassical limit of the Drinfeld–Jimbo quantum R-matrix for Uq(sl(n)).

The PB (2.7) and (2.9) are invariant with respect to chiral periodic left shifts (half of the invariance inherited from the 2D field), a symmetry generated by the chiral Noether current j(x). Both fields g(x) and u(x) are related to j(x) by the classical KZ equation

\[ ik \frac{dg}{dx} = j(x)g(x), \quad ik \frac{du}{dx} = j(x)u(x). \] (2.15)

The transformation properties of g(x) and u(x) with respect to right shifts however differ. In particular, the right symmetry of (2.9) \( g(x) \rightarrow g(x)S \) requires the PB of the (constant) transformation matrices \( S \in G \) to be non-trivial:

\[ \{S_1, S_2\} = \frac{\pi}{k} [r_{12}, S_1 S_2]. \] (2.16)

The Sklyanin bracket (2.16) indicates that this symmetry is of Lie-Poisson type [33, 30].

The solutions of (2.15) are proportional to the path-ordered exponential of j(x) and so can only differ by their initial values; hence

\[ g(x) = u(x)a \quad \Rightarrow \quad aM = M_p a. \] (2.17)

The introduction of the chiral zero mode matrix \( a = (a^a_j) \) makes it possible to present the symplectic form \( \Omega(g, M) \) as a sum of the ones for the Bloch waves and the zero modes sharing the same diagonal monodromy \( M_p [19, 34] \). It is advantageous to first extend the phase space by introducing two independent \( M_p \) and impose their equality as a first-order constraint at a later stage.

One finds the following PB for \( a^a_x \) and \( p_j \) (subject to (2.5)):

\[ \{p_i, p_j\} = 0, \quad \{a^a_x, p_j\} = i \left( \delta^a_j - \frac{1}{n} \right) a^a_x, \quad \{a_1, a_2\} = r_{12} (p) a_1 a_2 - \frac{\pi}{k} a_1 a_2 r_{12}. \] (2.18)

Note that in this setting, the complexification related to the choice of a constant r-matrix is attributed entirely to the zero modes. We shall also display the PB of the monodromy matrix (related to \( M_p \) by (2.17)),

\[ \{M_1, M_2\} = \frac{\pi}{k} (M_1 r_{12}^+ M_2 + M_2 r_{12}^- M_1 - M_1 M_2 r_{12} - r_{12} M_1 M_2), \] (2.19)

those of its Gauss components,

\[ \{M_{\pm 1}, M_{\pm 2}\} = \frac{\pi}{k} [M_{\pm 1} M_{\pm 2}, r_{12}], \quad \{M_{\pm 1}, M_{\mp 2}\} = \frac{\pi}{k} [M_{\pm 1} M_{\mp 2}, r_{12}^+], \] (2.20)

as well as the corresponding ones with the zero modes

\[ \{M_1, a_2\} = \frac{\pi}{k} a_2 (r_{12}^+ M_1 - M_1 r_{12}) \quad \text{and} \quad \{M_{\pm 1}, a_2\} = \frac{\pi}{k} a_2 r_{12}^\pm M_{\pm 1}. \] (2.21)

The canonical quantization of the chiral model prescribes commutators in place of the linear PB, while quadratic ones such as (2.7), (2.9), (2.18) or (2.16) give rise to quantum R-matrix exchange relations with appropriate quasiclassical and symmetry properties. In particular, the zero modes satisfy

\[ R_{12}(p)a_1 a_2 = a_2 a_1 R_{12} \quad \Leftrightarrow \quad \hat{R}_{12}(p)a_1 a_2 = a_1 a_2 \hat{R}_{12}, \]

\[ \hat{R}_{12} := P_{12} R_{12}, \quad \hat{R}_{12}(p) := P_{12} R_{12}(p). \] (2.22)
where $P_{12}$ is the permutation matrix. Here the constant (Drinfeld–Jimbo) quantum $R$-matrix is given by
\begin{equation}
q^{-\frac{1}{2}} \hat{R}_{\alpha\beta}^{\gamma} = \delta_{\alpha}^{\delta} \delta_{\beta}^{\gamma} + (q^{-1} - q^{\epsilon_{\alpha\beta}}) \delta_{\alpha}^{\epsilon} \delta_{\beta}^{\epsilon},
\end{equation}
with
\begin{equation}
q = e^{-\frac{i}{\hbar}}, \quad h = k + n
\end{equation}
and the quantum dynamical $R$-matrix [35, 36] by
\begin{equation}
q^{-\frac{1}{2}} \hat{R}(p)_{ij}^{kl} = a_{ij}(p) \delta_{\gamma}^{l} \delta_{\delta}^{k} + b_{ij}(p) \delta_{\gamma}^{l} \delta_{\delta}^{k},
\end{equation}
where $a_{ii}(p) = q^{-1}$, $b_{ii}(p) = 0$ while, for $i \neq j,$
\begin{equation}
a_{ij}(p) = q^{-a_{ji}(p)}, \quad b_{ij}(p) = \frac{q^{-a_{ji}(p)} - 1}{|p|},
\end{equation}
(see [23, 21]). We denote $p_{i} - p_{j} = p_{ij},$ and the quantum bracket is defined as $[p] = \frac{q^{a_{ji}(p)} - q^{-a_{ji}(p)}}{q - q^{-1}}.$
The operators $q^{a_{ji}(p)}$ form a commutative set, $q^{a_{ij}(p)} q^{a_{ji}(p)} = 1,$ form a commutative set, $q^{a_{ij}(p)} q^{a_{ji}(p)} = 1,$

As the quantum $R$-matrix solves the quantum YBE, $\hat{R}$ obeys the braid relations
\begin{equation}
[\hat{R}_{i}, \hat{R}_{j}] = 0 \quad \text{for} \quad |i - j| \geq 2, \quad \text{where} \quad \hat{R}_{i} \equiv \hat{R}_{i+1}.
\end{equation}
The matrix $R_{12}(p)$ obeying the quantum dynamical YBE gives rise to another representation of the braid group [23].

The PB of the monodromy matrix and its Gauss components (2.19)–(2.21) are replaced by the exchange relations
\begin{equation}
R_{12}M_{2}R_{21}M_{1} = M_{1}R_{12}M_{2}R_{21} \quad \Leftrightarrow \quad \hat{R}_{12}M_{2}R_{12}M_{2} = M_{2}R_{12}M_{2}R_{12},
\end{equation}
\begin{equation}
R_{12}M_{3}M_{2} = M_{2}M_{3}R_{12}, \quad R_{12}M_{-3}M_{-2} = M_{-2}M_{-3}R_{12} \quad \Leftrightarrow \quad \hat{R}_{12}M_{3}M_{2} = M_{2}M_{3}R_{12}, \quad \hat{R}_{12}M_{-3}M_{-2} = M_{-2}M_{-3}R_{12},
\end{equation}
and
\begin{equation}
M_{1}a_{a} = a_{a}R_{21}M_{1}R_{12} = a_{a}R_{21}M_{2}R_{12}. \quad M_{1}a_{a} = a_{a}R_{21}M_{1}R_{12}.
\end{equation}
respectively, for $R_{12} = R_{12}, \quad R_{12}^{+} = R_{21}^{-1}.$

The quasi-classical correspondence, requiring the leading term in the small $h$ expansion of the commutator $[A, B]$ of two quantum dynamical variables to reproduce the PB in $\hbar \{A, B\}$ of their classical counterparts, is confirmed by the $\frac{1}{\hbar} \to 0$ asymptotics of the exchange relations listed above. To this end, one uses the expansions
\begin{equation}
R_{12} = I_{12} - \frac{\pi}{k} r_{12} + O\left(\frac{1}{k^{2}}\right), \quad R_{21} = I_{21} + \frac{\pi}{k} r_{21}^{+} + O\left(\frac{1}{k^{2}}\right)
\end{equation}
and assumes that the terms of the type $\frac{\pi}{k}$ arising from the dynamical $R$-matrix (2.25), (2.26) in (2.22) have a finite quasi-classical limit [34].
The analytic picture exchange relations for the chiral field

\[ P_{12} g_1(z_1) g_2(z_2) = g_1(z_1) g_2(z_1) \hat{R}_{12}, \quad z = e^{i\tau} \]

for \( z_{12} \overset{\sim}{\sim} z_{21} = e^{-i\tau} z_{12} \) [21] involve the matrix \( \hat{R} \), while its conformal properties and twisted periodicity (cf (2.2)) imply the univalence relation

\[ e^{2\pi i u_0 g(z)} e^{-2\pi i u_0} = e^{2\pi i \Delta} g(e^{2\pi i z}) = g(z) M, \]

where \( L_0 \) is the Virasoro operator generating dilations of \( z \) and

\[ \Delta = \frac{C_2(\pi_f)}{2R} = \frac{n^2 - 1}{2nR} \]

being the conformal dimension of \( g(z) \) (here \( C_2(\pi_f) \) is the value of the quadratic Casimir operator in the defining \( n \)-dimensional representation of \( s\ell(n) \)). The current-field commutation relations assume the form

\[ [j^\alpha_\mu, g(z)] = -e^{\mu} T^\alpha g(z) \quad \text{for} \quad j(z) = j^\alpha(z) T_\alpha, \quad j^\alpha(z) = \sum_m j^\alpha_m z^{-m-1}, \]

i.e. \( g(z) \) is a primary field with respect to the current algebra.

3. The chiral state space

We will assume that the state space \( \mathcal{H} \) of the quantized chiral WZNW model is a vacuum (lowest energy) representation of the exchange algebra (2.33) where the quantized chiral field \( g(z) \) splits as in (2.17)

\[ g^\alpha(z) = u^\alpha(z) \otimes a^\alpha, \]

Here the field \( u(z) = (u^\alpha(z)) \) has diagonal monodromy, and introducing the three types of indices (capital, Latin and Greek letters) reflects the different nature of the corresponding transformation properties (of group, ‘dynamical’ and quantum group type, respectively) of the involved objects. As the zero modes commute with the current, the conformal properties of \( u(z) \) and those of the chiral field coincide. The following chain of relations illustrates how this works in the case of (2.34)

\[ e^{2\pi i u_0} u(z) e^{-2\pi i u_0} \otimes a = e^{2\pi i \Delta} u(e^{2\pi i z}) \otimes a = M_{\mu a}(z) \otimes a = u(z) \otimes a M. \]

Note that the zero mode matrix \( a \) ‘inherits’ the diagonal monodromy of \( u(z) \) (the fourth equality above); this requirement is the quantum counterpart of the fact that, classically, the symplectic forms of the zero modes and the Bloch waves are not completely independent but share the same \( M_\mu \). Note that, due to the identical exchange relations of \( u \) and \( a \) with \( p_\ell \),

\[ p_\ell u^\alpha(z) = u^\alpha(z) \left( p_\ell + \delta^\ell - \frac{1}{n} \right), \quad p_\ell a^\alpha = a^\alpha \left( p_\ell + \delta^\ell - \frac{1}{n} \right), \]

it is important that in the quantum case, \( M_\mu \) appears, as a matrix of operators, from the left side of \( u(z) \) (see the third equality in (3.2)). Assuming that \( \mathcal{H} \) is generated from the vacuum vector \( |0\rangle \) by polynomials in \( g(z) \) (3.1) (and its derivatives) implies the following structure of the chiral state space:

\[ \mathcal{H} = \bigoplus_p \mathcal{H}_p \otimes \mathcal{F}_p. \]

Here both \( \mathcal{H}_p \) and \( \mathcal{F}_p \) are eigenspaces corresponding to the same eigenvalues of the collection of commuting operators \( p = (p_1, \ldots, p_n) \) (to not overburden notation, we will use in this
case the same letter for operators and their eigenvalues; the meaning should be clear from the context). The (discrete) joint spectrum of \( p \) is generated from the vacuum value \( p^{(0)} \) according to the rules implied by (3.3). We will assume that the vacuum vector is unique so that \( \mathcal{H}_p \supseteq \mathbb{C} \left\{ 0 \right\} \) is one-dimensional.

As the current \( j(z) \) commutes with \( p \), the spaces \( \mathcal{H}_p \) are invariant with respect to the (conformal) current algebra, the corresponding representations being not necessarily irreducible. The (columns of) \( \left( u^\alpha(p) \right) \) act as elementary intertwining operators analogous to the chiral vertex operators in the axiomatic approach to the model.

Similarly, each \( \mathcal{F}_p \) is a quantum group representation space. To see this, one notes that the monodromy \( M \) as well as its Gauss components also commute with \( p \) and further that the exchange relations (2.30) supplemented by

\[
\prod_{\alpha=1}^{n} d^\alpha = 1 \quad \text{for} \quad d^\alpha := (M^\alpha)_u^u = (M^{-1})^\alpha_y^y, \quad \alpha = 1, \ldots, n, \tag{3.5}
\]

together with the natural coalgebraic structure assuming \( \Delta(1) = 1 \otimes 1 \) and

\[
\Delta((M^\pm)^{\alpha}_u) = (M^\pm)^{\alpha}_y \otimes (M^\pm)^{\alpha}_y, \quad \varepsilon((M^\pm)^{\alpha}_y) = \delta_1^{\alpha}, \quad S((M^\pm)^{\alpha}_y) = (M^{-1})^\alpha_y\tag{3.6}
\]

(\( \Delta \), \( \varepsilon \) and \( S \) being the coproduct, counit and antipode, respectively) define a Hopf algebra equivalent to an \( n \)-fold cover \( U_q \) of \( U_q(su(n)) \) [37, 38]. In particular, it follows from (3.6) and the triangularity of the matrices \( M_\pm \) that their diagonal elements are necessarily group-like, i.e. \( \Delta(d_\alpha^{\pm1}) = d_\alpha^{\pm1} \otimes d_\alpha^{\pm1} \). On the other hand, relations (2.30) (with \( \hat{R}_{12} \) given by (2.23)) show that \( \{d_\alpha\} \) commute and can be expressed in terms of Cartan generators \( \{k_i\} \) corresponding to the fundamental weights7:

\[
d_\alpha = k_{\alpha - 1} k_\alpha^{-1} \quad (k_0 = k_n = 1) \quad \iff \quad k_\alpha = \prod_{i=1}^{\ell} d_\ell^{-1}, \quad i = 1, \ldots, n - 1. \tag{3.7}
\]

Further, the \( n - 1 \) non-zero next-to-diagonal entries of \( M_\pm \) are related to the step operators (lowering and raising, respectively) and the other non-zero entries, to the remaining Cartan–Weyl basis elements.

Remark 3.1. The general structure (3.4) of \( \mathcal{H} \) reminds the one predicted by local quantum field theory [40]. The spaces \( \mathcal{H}_p \) correspond to the superselection sectors of the algebra of observables (generated in our case by the current) and \( \mathcal{F}_p \), to the finite-dimensional representations of the gauge (internal) symmetry which leaves the observables invariant. While in spacetime dimension \( D \geq 4 \) the gauge symmetry is necessarily a compact group (Doplicher–Roberts’ theorem [41]), here this role is played by the quantum group \( U_q \) and the permutational Bose–Fermi alternative is replaced by a (non-Abelian) braid group statistics, cf (2.33).

The mere fact that the labels \( p \) are common for both \( \mathcal{H}_p \) and \( \mathcal{F}_p \), assumes that they provide (at least a partial) characterization of both representation spaces. This is not completely trivial since the represented algebras are of different nature. In the case at hand, the ‘superselection charges’ \( p = (p_1, \ldots, p_n) \) are related both to the \( n - 1 \) independent Casimir operators of \( su(n) \) that label the representations of the affine algebra \( \widehat{su(n)} \) and to the deformed Casimirs of (a quotient [45] of) the Hopf algebra \( U_q \).

As the deformation parameter is a root of unity, the dynamical \( R \)-matrix (2.25) is singular for \( p_{ij} = nh, \ n \in \mathbb{Z} \), and so the exchange relations (2.22) are ill defined on \( \mathcal{F} \). However,

7 The Cartan generators \( K_i \) of \( U_q(su(n)) \) corresponding to the simple (co-)roots are given by \( K_i = k^{-1}_i k^{-1}_i k^{-1}_i \), and an inverse formula expressing \( k_i \) in terms of \( K_i \) would involve \( n \)th roots of the latter. This explains the term ‘\( n \)-fold cover’ [38] characterizing the Hopf algebra \( U_q \) (called the ‘simply connected rational form’ in [39]).
getting rid of the dangerous denominators and using the identity \([p - 1] - q^{\pm 1}[p] = -q^\pm p\), we obtain (with \(\alpha_i(p_{ij})\) in (2.26) set to zero) the following set of relations that always make sense:

\[
\begin{align*}
\epsilon_{i_1,i_2}(p) &= \epsilon_{i_1,i_2}(p) \\
\epsilon_{i_1,i_2}(p) &= \epsilon_{i_1,i_2}(p) \\
\epsilon_{i_1,i_2}(p) &= \epsilon_{i_1,i_2}(p)
\end{align*}
\]

(3.8)

4. The zero modes’ quantum determinant

Following [23, 21], we will supply the algebra generated by \(\{\alpha_i\}_i\) and \(\{q^{\pm p}\}_i\) satisfying (2.27) and the (quadratic in the zero modes) exchange relations (3.8) with an additional \(n\)-linear relation for the quantum determinant \(\det_q(\alpha)\). The fact that both the constant and the dynamical \(R\)-matrix are of Hecke type\(^8\),

\[
(q^{-1/2} R - q^{-1})(q^{-1/2} R - q) = 0 = (q^{-1/2} R(p) - q^{-1})(q^{-1/2} R(p) + q),
\]

(4.1)

allows to introduce elementary constant and dynamical quantum antisymmetrizers by

\[
q^{-1/2} R_{12} = q^{-1} - A_{12}
\]

(4.2)

and similarly for the dynamical one. Higher antisymmetrizers \(A_{1j}\) can be defined inductively from (4.2) and \(A_{11} = 1\) [23]. One notes that, for \(q\) given by (2.24), \(A_{1n+1} = 0\) and \(A_{1n}\) is proportional to a rank-1 projector (same as in the undeformed case). As a result, \(A_{1n}\) is of the form

\[
(A_{1n})_{\mu\ldots\mu} = \epsilon_{\mu_1\ldots\mu_n},
\]

(4.3)

where the \(\epsilon\)-tensors, the deformed analogs of the ‘ordinary’ fully antisymmetric tensors of rang \(n\), satisfy the equations

\[
\hat{R}_{\sigma}^{\sigma_1\ldots\sigma_n} \epsilon_{\alpha_1\ldots\alpha_n} = -q^{1/2} \epsilon_{\alpha_1\ldots\alpha_n},
\]

\[
\hat{R}_{\sigma_1\ldots\sigma_n}^{\sigma} \epsilon_{\alpha_1\ldots\alpha_n} = -q^{1/2} \epsilon_{\alpha_1\ldots\alpha_n},
\]

(4.4)

As one can verify directly, by using the explicit form of \(\hat{R}_{12}\) (2.23), equations (4.4) imply in particular that the constant \(\epsilon\)-tensors vanish if some of the indices coincide. After fixing conveniently the intrinsic normalization freedom, their non-zero components are explicitly given by

\[
\epsilon_{\sigma_1\ldots\sigma_n} = \epsilon_{\sigma_1\ldots\sigma_n} = q^{-\ell(\sigma)} (-q)^{\ell(\sigma)} \quad \text{for} \quad \sigma = \left(\begin{array}{c} n \ldots 1 \\ \alpha_1, \ldots, \alpha_n \end{array}\right) \in S_n,
\]

(4.5)

where \(S_n\) is the symmetric group of \(n\) objects and \(\ell(\sigma)\) is the length of the permutation \(\sigma\).

The dynamical \(\epsilon\)-tensors can be found by a similar procedure. We will choose the one with lower indices to be equal to its undeformed counterpart

\[
\epsilon_{i_1,j_1}(p) = \epsilon_{i_1,j_1}(p) = 1
\]

(4.6)

in which case the non-zero components of that with upper indices are

\[
\epsilon_{i_1\ldots i_k} = \frac{(-1)^{\sum_{i<j}^{i_k} p_{i_j}}}{D_q(p)} \prod_{1 \leq i < j \leq n} [p_{i,j} - 1].
\]

(4.7)

One can verify that both tensors obey the normalization condition

\[
\epsilon_{\alpha_1\ldots\alpha_n} = [n]! = \epsilon_{i_1\ldots i_k}(p) \epsilon_{i_1\ldots i_k}(p).
\]

(4.8)

\(^8\) This is a special property of the quantum deformation of \(\hat{A}(n) \cong A_{n-1}\) [37].
Now the quantum determinant of the matrix $a$ is defined as
\[
\det_q(a) := \frac{1}{|n|!} \epsilon_{i_1, \ldots, i_n} a_{i_1}^a \cdots a_{i_n}^a e^{\delta a_{i_1} \cdots \delta a_n}, \quad |n|! = [n][n - 1] \cdots 1.
\] (4.9)

The following two facts [23] will be of major importance for what follows:

1. The product $a_1, \ldots, a_n$ intertwines between the constant and dynamical $\epsilon$-tensors
\[
\epsilon_{i_1, \ldots, i_n} (p) a_{i_1}^a \cdots a_{i_n}^a = \det_q(a) \delta_{i_1 \cdots i_n},
\]
\[
a_{i_1}^a \cdots a_{i_n}^a e^{\delta a_{i_1} \cdots \delta a_n} = \epsilon^{i_1, \ldots, i_n} (p) \det_q(a);
\] (4.10)

2. The ratio $\frac{\det_q(a)}{\mathcal{D}_q(p)}$ is central for the algebra generated by $\{a_i^\pm\}$
\[
[q^p, \det_q(a)] = 0 (\Rightarrow [q^p, \mathcal{D}_q(p)]) = 0, \quad i, \alpha = 1, \ldots, n;
\] (4.11)

so, it is reasonable to postulate that the quantum determinant of zero modes’ matrix $a$ is equal (not to 1 but) to
\[
\det_q(a) = \mathcal{D}_q(p) \equiv \prod_{1 \leq i < j \leq n} [p_{ij}].
\] (4.12)

5. Quantum prefactors of the monodromy matrices

Taking the limit $z \to 0$ in (3.2) (which is possible due to energy positivity and is at the heart of the ‘operator-state correspondence’), one ends up with a set of conditions which only involve operators acting solely on the zero modes’ space $\mathcal{F} := \oplus_p \mathcal{F}_p$,
\[
e^{2\pi i \lambda} a^b_{i} | 0\rangle \equiv q^{\frac{1}{2} - n} a^b_{i} | 0\rangle = (M_p)_{i}^{\alpha} a^b_{\alpha} | 0\rangle = d^b_{\alpha} M^\alpha_p | 0\rangle
\] (5.1)

(we have taken into account (2.35)). One thus obtains, in particular,
\[
M^\alpha_p | 0\rangle = q^{-\epsilon(X)} \delta^\alpha_{p} | 0\rangle = q^{\frac{1}{2} - n} \delta^\alpha_{p} | 0\rangle,
\] (5.2)
i.e. the vacuum is annihilated by the off-diagonal elements of $M$ and is a common eigenvector of the diagonal ones, corresponding to the (common) eigenvalue $q^{\frac{1}{2} - n}$. On the other hand, the parametrization of $M_{\pm}$ in terms of $U_q$ generators discussed above makes it obvious that the quantum group invariance of the vacuum is equivalent to a similar condition for $M_{\pm}$,
\[
X | 0\rangle = \varepsilon(X) | 0\rangle \quad \forall X \in U_q \quad \Leftrightarrow \quad (M_{\pm})^\alpha_p | 0\rangle = \varepsilon((M_{\pm})^\alpha_p) | 0\rangle = \delta^\alpha_{p} | 0\rangle,
\] (5.3)

where $\varepsilon(X)$ is the counit (3.6). Comparing (5.2) and (5.3), we conclude that the factorization of the quantum monodromy matrix $M$ in upper and lower triangular Gauss components of the type (2.12) should be modified to
\[
M = q^{\frac{1}{2} - n} M_{\pm}^{-1} \quad \text{(diag}$ M_{\pm} = \text{diag}$ M_{\pm}^{-1} = D, \quad \det D = 1$).
\] (5.4)

It is natural to expect that the quantum diagonal matrix $M_p$ has to be modified accordingly. The striking point is that, although the intertwining property of the zero modes’ matrix in (3.2) is the same as in (2.17), $M_p$ obtains a quantum prefactor different from that of $M$. More precisely, the classical parametrization (2.4), (2.5) amounts to
\[
(M_p)_{i}^{\alpha} = q^{-2p} \delta_{i}^{\alpha}, \quad \text{with} \quad q^{-2p} = e^{-\pi} \varepsilon, \quad \text{while in the quantum case} \quad q \text{ is given by (2.24); the analysis shows that, apart from this (well-known) replacement of the level} \ k \ \text{by the height} \ h, \ \text{the correct expression for the quantum diagonal matrix should be}
\]
\[
(M_p)_{i}^{\alpha} = q^{-2p + 1 - \frac{1}{2}} \delta_{i}^{\alpha}.
\] (5.5)
The field-theoretic arguments in favor of this choice will be spelled out below. Plugging (5.5) and (5.2) into (5.1) and using (3.3), we obtain
\[ q^{1-n}a_{\alpha}^i|0\rangle = a_{\alpha}^i q^{-2p_{i}+1+n-1}|0\rangle, \quad \text{i.e.} \quad a_{\alpha}^i q^{-2p_{i}}|0\rangle = q^{1-n}a_{\alpha}^i|0\rangle. \] (5.6)

Equation (5.6) admits the following interpretation.

1. The vacuum eigenvalues \( p_{i}^{(0)} \) on \(|0\rangle\) are equal to the barycentric coordinates \( p_{j}(\rho) \) of the Weyl vector (the latter, being defined as the half-sum of the positive roots, is also equal to the sum of the \( n-1 \) fundamental weights \( \Lambda^{i} \) or, in other words, all its Dynkin labels \( \lambda_{j} \) are equal to 1)
\[ \rho := \frac{1}{2} \sum_{n>0} a = \sum_{j=1}^{n-1} \Lambda^{j}, \quad \lambda_{j}(\rho) = 1, \quad j = 1, \ldots, n-1; \]
\[ p_{i}|0\rangle = p_{i}^{(0)}|0\rangle, \quad p_{i}^{(0)} = p_{i}(\rho) = \frac{n+1}{2} - i, \quad i = 1, \ldots, n. \] (5.7)

so that, in particular, \( q^{-2p_{i}^{(0)}} = q^{1-n} \).

2. All operators \( a_{\alpha}^i \) with \( i \neq 1 \) annihilate the vacuum vector
\[ a_{\alpha}^i|0\rangle = 0 \quad \text{for} \quad i \geq 2. \] (5.8)

These two assumptions guarantee the validity of (5.6).

Equation (3.3) provides a simple visualization of the action of the operators \( a_{\alpha}^i \): for a given \( i \), it corresponds to adding a box to the \( i \)th line of an \( sl(n) \)-type Young diagram, the additional condition (4.12) accounting for the triviality of the determinant representation. Hence, if a homogeneous polynomial \( P_{\Lambda}(a) \) is associated with the representation with highest weight \( \Lambda = \sum_{j=1}^{n-1} \lambda_{j} \Lambda^{j} \), then the eigenvalues of the operators \( p \) on the state \( P_{\Lambda}(a)|0\rangle \in F \) are the barycentric coordinates of the shifted weight \( \Lambda + \rho \) which can be found from
\[ p_{j+1} = \lambda_{j} + 1, \quad j = 1, \ldots, n-1, \quad \sum_{i=1}^{n} p_{i} = 0. \] (5.9)

It follows from (4.12) that the determinant of \( a \) does not vanish (and is positive) on states for which \( \Lambda \) satisfies the integrability conditions for \( \widehat{su(n)}_{k} \)
\[ \lambda_{j} \in \mathbb{Z}_{+}, \quad \sum_{j=1}^{n} \lambda_{j} \leq k \quad \iff \quad p_{j+1} \in \mathbb{N}, \quad p_{1n} \leq h - 1. \] (5.10)

The operators \( w_{\ell}^{i}(z) \) have the same exchange properties with \( p_{\ell} \) as \( a_{\alpha}^i \), and a regularized determinant also exists in this case\(^9\). The latter is however proportional to the inverse power of \( D_{\lambda}(p) \) and so may diverge on states not satisfying the integrability conditions (5.10). Thus the field \( w(z) \) alone cannot be defined on the space \( \oplus_{p} \mathcal{H}_{p} \) where the joint spectrum of \( p \) is assumed to be infinite. On the other hand, due to the regularizing role of the zero modes, the chiral field \( g(z) \) acting on \( \mathcal{H} \) (3.4) provides a sound logarithmic extension of the chiral WZNW model [42–45]. Whether there is a way of truncating, within the context of canonical quantization described so far, the state space \( \mathcal{H} \) (3.4) to a finite direct sum containing only the integrable values (5.10) of \( p \) remains an open problem. If this idea turns out to be correct, singling out the truncated space would be similar in spirit to finding the physical space of states in a covariantly quantized gauge theory.

\(^9\) Work in progress with Ivan Todorov.
After discussing the field-theoretical arguments for the quantum corrections to the monodromy matrices, we will now turn to the algebraic aspects. From (3.2), one would expect the relation
\[
\text{det}_q(M_p, a) = \text{det}_q(a) = \text{det}_q(aM)
\]
(5.11) to hold for appropriately defined \(\text{det}_q(M_p, a)\) and \(\text{det}_q(aM)\). We will show in the next two sections that (5.11) indeed takes place for the corresponding quantum determinants defined in a natural way. Moreover, the quantum correction factors allow to retain in the quantum case the classical property of factorization of the matrix product \(\text{det}_q(AB) = \text{det}_q(A)\text{det}_q(B)\).

6. Quantum determinants involving \(M_p\)

We will start with the first relation (5.11) \(\text{det}_q(M_p, a) = \text{det}_q(a)\) by showing that the non-commutativity of \(q^{\frac{1}{2}}\) and \(a_i\), cf (2.27), exactly compensates the additional factors \(q^{1 - \frac{1}{2}}\) coming from \(M_p\) (5.5) when computing
\[
\text{det}_q(M_p, a) := \frac{1}{[n]!} \epsilon_{i_1, \ldots, i_n}(M_p a)^{i_1}_{\alpha_1} \cdots (M_p a)^{i_n}_{\alpha_n} \epsilon^{\alpha_1 \cdots \alpha_n}
\]
(cf (4.9)). As \(M_p\) is diagonal, the computation is very simple. Assume that \(i_\mu \neq i_\nu\) for \(\mu \neq \nu\) (the non-zero terms in (6.1) have this property due to the presence of the \(\epsilon\)-tensor) so that, in particular, \(\prod_{i=1}^n q^{-2p_i} = \prod_{i=1}^n q^{-2p_i} = 1\). We then have
\[
(M_p a)^{i_1}_{\alpha_1} \cdots (M_p a)^{i_n}_{\alpha_n} = q^{-2p_1 + 1 - \frac{1}{2}} a^{i_1}_{\alpha_1} q^{-2p_2 + 1 - \frac{1}{2}} a^{i_2}_{\alpha_2} \cdots q^{-2p_n + 1 - \frac{1}{2}} a^{i_n}_{\alpha_n}
\]
\[
= \left( \prod_{i=1}^n q^{-2p_i} \right) a^{i_1}_{\alpha_1} a^{i_2}_{\alpha_2} \cdots a^{i_n}_{\alpha_n} = a^{i_1}_{\alpha_1} a^{i_2}_{\alpha_2} \cdots a^{i_n}_{\alpha_n} \left( \prod_{i=1}^n q^{-2p_i} \right) = a^{i_1}_{\alpha_1} a^{i_2}_{\alpha_2} \cdots a^{i_n}_{\alpha_n}
\]
(6.2)
since, moving all \(q^{-2p_i + 1 - \frac{1}{2}}\) terms either to the leftmost or to the rightmost position, we obtain trivial overall numerical factors [21]:
\[
q^{n(1 - \frac{1}{2}) - \frac{1}{2}(1 + 2 + \ldots + n - 1)} = 1 = q^{n(1 - \frac{1}{2}) - 2n + \frac{1}{2}(1 + 2 + \ldots + n)}.
\]
Hence, defining simply
\[
\text{det}_q(M_p) := \prod_{i=1}^n q^{-2p_i} \quad (= 1),
\]
we obtain
\[
\text{det}_q(M_p, a) = \text{det}_q(M_p) \text{det}_q(a) = \text{det}_q(a) \text{det}_q(M_p).
\]
(6.5)

7. The quantum determinants \(\text{det}_q(M)\) and \(\text{det}_q(M_{\pm})\)

The clue to the second relation (5.11) \(\text{det}_q(a) = \text{det}_q(aM)\) is given by the equality
\[
\alpha_1 M_1 a_2 M_2, \ldots, a_n M_n = a_1 a_2, \ldots, a_n (\hat{R}_{13} \hat{R}_{23}, \ldots, \hat{R}_{n-1} M_n)^n
\]
(7.1)
(the proof of (7.1) as well as that of (7.5) will be displayed in the next section). Defining
\[
\text{det}_q(aM) := \frac{1}{[n]!} \epsilon_{i_1, \ldots, i_n}(aM)^{i_1}_{\beta_1} \cdots (aM)^{i_n}_{\beta_n} \epsilon^{\beta_1 \cdots \beta_n},
\]
(7.2)
using (7.1) and the first relation (4.10), we obtain
\[
\text{det}_q(aM) = \text{det}_q(a) \text{det}_q(M)
\]
(7.3)
with the following expression for the determinant of the monodromy matrix satisfying the reflection equation (2.29):

\[ \text{det}_q(M) := \frac{1}{[n]!} \varepsilon_{a_1, \ldots, a_n} [(\hat{R}_{12} \hat{R}_{23}, \ldots, \hat{R}_{n-1n} M_n)^a_{\beta_1, \ldots, \beta_n}] e^{\beta_1, \ldots, \beta_n}. \]  

(7.4)

One can further rearrange (7.4) in terms of the Gauss components of the monodromy matrix, using

\[ (\hat{R}_{12} \hat{R}_{23}, \ldots, \hat{R}_{n-1n} M_n)^a = q^{-1/n^2} (\hat{R}_{12}, \ldots, \hat{R}_{n-1n})^{a} M_{\beta_1, \ldots, \beta_n}, \ldots, M_{\pm 1}^{a}, \ldots, M_{-n}^{-1}. \]  

(7.5)

The exchange relation \( \hat{R}_{12} M_{\pm 2} M_{\pm 1} = M_{\pm 2} M_{\pm 1} \hat{R}_{12} \) (2.30) implies

\[ A_{1n} M_{\pm n}, \ldots, M_{\pm 1} = M_{\pm n}, \ldots, M_{\pm 1} A_{1n}, \]  

(7.6)

where \( A_{1n} \) is the constant quantum antisymmetrizer (4.3). Equation (7.6) is in turn equivalent to

\[ \varepsilon_{a_1, \ldots, a_n} (M_{\pm})^a_{\beta_1, \ldots, \beta_n} = \text{det}_q(M_{\pm}) \varepsilon_{a_1, \ldots, a_n}, \]  

(7.7)

where we define

\[ \text{det}_q(M_{\pm}) := \frac{1}{[n]!} \varepsilon_{a_1, \ldots, a_n} (M_{\pm})^a_{\beta_1, \ldots, \beta_n} \]  

(7.8)

(to show the equivalence of (7.6) and (7.7), just use (4.8)). Due to the triangularity of \( M_{\pm} \), the only non-trivial terms in the sum (7.8) are the \( n! \) products of their (commuting) diagonal elements \( d_a^1 \); hence

\[ \text{det}_q(M_{\pm}) = \prod_{a=1}^{n} (M_{\pm})^a_a = \prod_{a=1}^{n} d_a^1 = 1. \]  

(7.9)

(cf (3.5)). Using the antipode \( S(M_{\pm}) \), one derives

\[ \text{det}_q(M_{\pm}^{-1}) = \text{det}_q(S(M_{\pm})) = \prod_{a=1}^{n} d_a^{-1} = 1. \]  

(7.10)

Due to (4.4), the \( q^{-1/n^2} \) prefactor in (7.5) is exactly compensated by

\[ \varepsilon_{a_1, \ldots, a_n} [(\hat{R}_{12} \hat{R}_{23}, \ldots, \hat{R}_{n-1n})^a_{\beta_1, \ldots, \beta_n}] = (-q^{1/n^2})^{(n-1)n} \varepsilon_{\beta_1, \ldots, \beta_n} = q^{n^2/2} \varepsilon_{\beta_1, \ldots, \beta_n}. \]  

(7.11)

From (7.4), (7.5), (7.11) and (7.7), (7.10), we finally obtain

\[ \text{det}_q(M) = \text{det}_q(M_{+}) \cdot \text{det}_q(M_{-}^{-1}) = 1. \]  

(7.12)

Equations (7.3) and (7.12) validate the second relation (5.11).

8. Proofs of two important identities

Here we shall provide proofs of the two relations (7.1) and (7.5) which play a crucial role in the derivation of the relations involving the determinants of the monodromy matrix \( M \) (satisfying the reflection equation (2.29)) and its Gauss components \( M_{\pm} \) (subject to the exchange relations (2.30)).

The proof of (7.1)

\[ a_1 M_1 a_2 M_2, \ldots, a_n M_n = a_1 a_2, \ldots, a_n (\hat{R}_{12} \hat{R}_{23}, \ldots, \hat{R}_{n-1n} M_n)^a \]
is based on the exchange relation \( M_i a_2 = a_2 \hat{R}_i M_i \hat{R}_i \) (2.31) (here and below we denote \( \hat{R}_j \equiv \hat{R}_{j+1} \) for short) and, for \( n \geq 3 \), on the braid relations (2.28). It will be made by induction. Suppose that the relation

\[
a_1 M_1 a_2 M_2, \ldots, a_{j-1} M_{j-1} = a_1 a_2, \ldots, a_{j-1} (\hat{R}_1 \hat{R}_2, \ldots, \hat{R}_j \hat{R}_{j-1} M_{j-1})^{j-1}
\]

(8.1)

holds for some \( j \geq 3 \). It is easy to show by a direct calculation that it is valid for \( j = 3 \),

\[
a_1 M_1 a_2 M_2 = a_1 (a_2 \hat{R}_1 M_2 \hat{R}_1) M_2 = a_1 a_2 (\hat{R}_1 M_2)^2,
\]

(8.2)

and also for \( j = 4 \) which already gives the clue to the general case

\[
a_1 M_1 a_2 M_2 a_3 M_3 = a_1 (a_2 \hat{R}_1 M_2 \hat{R}_1)(a_3 \hat{R}_3 M_3 \hat{R}_3) M_3
\]

\[
= a_1 a_2 a_3 \hat{R}_1 \hat{R}_2 M_2 \hat{R}_3 M_3
\]

\[
= a_1 a_2 a_3 \hat{R}_1 \hat{R}_2 M_3 \hat{R}_2 \hat{R}_3 M_3
\]

\[
= a_1 a_2 a_3 \hat{R}_1 \hat{R}_2 M_3 \hat{R}_2 \hat{R}_3 M_3
\]

\[
= a_1 a_2 a_3 \hat{R}_1 \hat{R}_2 M_3 \hat{R}_2 \hat{R}_3 M_3 = a_1 a_2 a_3 (\hat{R}_1 \hat{R}_2 M_3)^3.
\]

(8.3)

Multiplying (8.1) by \( a_i M_j \) from the right, we first compute

\[
(\hat{R}_1, \ldots, \hat{R}_{j-2} M_{j-1}) a_j = \hat{R}_1, \ldots, \hat{R}_{j-2} (a_j \hat{R}_{j-1} M_j \hat{R}_{j-1})
\]

\[
= a_j (\hat{R}_1, \ldots, \hat{R}_{j-2} \hat{R}_{j-1} M_j \hat{R}_{j-1}),
\]

(8.4)

which implies the relation

\[
(\hat{R}_1, \ldots, \hat{R}_{j-2} M_{j-1})^{-1} a_j = a_j (\hat{R}_1, \ldots, \hat{R}_{j-1} M_j \hat{R}_{j-1})^{-1}.
\]

(8.5)

We use further the braid relations (2.28) to derive the equality

\[
\hat{R}_{j-1} (\hat{R}_1, \ldots, \hat{R}_{j-1} M_j)
\]

\[
= \hat{R}_1, \ldots, \hat{R}_{j-1} \hat{R}_{j-2} \hat{R}_{j-3} \hat{R}_{j-1} \hat{R}_{j-1} M_j
\]

\[
= \hat{R}_1, \ldots, \hat{R}_{j-1} \hat{R}_{j-2} \hat{R}_{j-3} \hat{R}_{j-1} M_j
\]

\[
= (\hat{R}_1, \ldots, \hat{R}_{j-1} M_j) \hat{R}_{j-2}, \quad i = 0, 1, \ldots, j - 3.
\]

(8.6)

Assuming (8.1) and then applying (8.5) and (8.6), we obtain

\[
a_1 M_1, \ldots, a_{j-1} M_{j-1} a_j M_j = a_1, \ldots, a_{j-1} (\hat{R}_1, \ldots, \hat{R}_{j-2} M_{j-1})^{-1} a_j M_j
\]

\[
= a_1, \ldots, a_j (\hat{R}_1, \ldots, \hat{R}_{j-1} M_j \hat{R}_{j-1})^{-1} M_j = \ldots = a_1, \ldots, a_j (\hat{R}_1, \ldots, \hat{R}_{j-1} M_j)^{j-1}
\]

(8.7)

which proves the induction hypothesis.

\[\square\]

The proof of (7.5)

\[
(\hat{R}_1 \hat{R}_2 \hat{R}_3, \ldots, \hat{R}_{n-1} a_n M_n)^n = q^{|-n^2|} (\hat{R}_1 \hat{R}_2 \hat{R}_3, \ldots, \hat{R}_{n-1} a_n)^n M_n, \ldots, M_{n+1}^{-1}, \ldots, M_{-n}^{-1}
\]

for \( M = q^{1-n^2} M_n M_{-1}^{-1}, \) (5.4) can be made in three steps.

(1) Define, for \( j = 1, \ldots, n, \)

\[
X_j := (\hat{R}_1, \ldots, \hat{R}_{n-1} M_{+n})(\hat{R}_1, \ldots, \hat{R}_{n-2} M_{+n-1} \hat{R}_{n-1} \hat{R}_{n-1}) \times \cdots \times (\hat{R}_1, \ldots, \hat{R}_{n-j+1} M_{+n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1}) M_{-n-j+1}^{-1}, \ldots, M_{-n}^{-1}
\]

(8.8)

and then prove the relation

\[
(\hat{R}_1 \hat{R}_2, \ldots, \hat{R}_{n-1} M_{+n})(\hat{R}_1 \hat{R}_2, \ldots, \hat{R}_{n-2} M_{+n-1} \hat{R}_{n-1} \hat{R}_{n-1}) \times \cdots \times (\hat{R}_1 \hat{R}_2, \ldots, \hat{R}_{n-j} M_{+n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1} \hat{R}_{n-j+1})
\]

\[
= (\hat{R}_1 \hat{R}_2, \ldots, \hat{R}_{n-1}) M_{+n}, \ldots, M_{+n-j+1}.
\]

(8.9)
To derive (8.9), one has to move every $M_{+i-i_{1}}$, $i=1,\ldots,j-1$ (starting with $M_{+n}$), i.e. with $i=1$) to the right until it meets the corresponding $M_{+n-i}$, then use $M_{+n-i+1}M_{+n-i}^{-1}R_{n-i} = R_{n-i}M_{+n-i+1}M_{+n-i}$ (2.30), move further $R_{n-i}$ to the left until it reaches the group of $R$-s, and $M_{+n-i}$ to the right until it joins the group of $M$-s, and repeat these steps until all $R_{1},\ldots,R_{n-1}$ are brought together. Due to (8.9), $X_{j}$ can be also written as

$$X_{j} = (\hat{R}_{1}\hat{R}_{2}\ldots\hat{R}_{n-1})(M_{+n},\ldots,M_{+n-j+1}M_{+n-j+1}^{-1},\ldots,M_{+n-n})$$

and hence, the right-hand side of (7.5) is equal to $q^{1-n^{2}}X_{n}$.

(2) Note that

$$X_{1} = \hat{R}_{1},\ldots,\hat{R}_{n-1}M_{+n}M_{+n}^{-1} = q^{n}X_{1}$$

so that the left-hand side of (7.5) is equal to $q^{1-n^{2}}X_{n}$.

(3) Prove, by using $M_{+n-i+1}^{-1}\hat{R}_{i}M_{+i} = M_{+i}R_{i}M_{+i}^{-1}$ (2.30), that

$$M_{+n-i}^{-1}(\hat{R}_{i},\ldots,\hat{R}_{n-1}M_{+i+1}\hat{R}_{i+1},\ldots,\hat{R}_{n-1})$$

$$= (\hat{R}_{i},\ldots,\hat{R}_{n-1}(M_{+i}^{-1}\hat{R}_{i+1}M_{+i+1}^{-1})(\hat{R}_{i+1},\ldots,\hat{R}_{n-1})$$

$$= (\hat{R}_{i},\ldots,\hat{R}_{n-1}M_{+i,\hat{R}_{i+1},\ldots,\hat{R}_{n-1}}M_{+i}^{-1},\ldots)$$

then apply (8.11) and (8.12) (for $i = n-1,\ldots,n-j$) to (8.8) to show that

$$X_{1}X_{j} = X_{j+1}, \quad j = 1,\ldots,n-1 \quad \Rightarrow \quad X_{n} = X_{1}^{n}.$$  (8.13)

Acknowledgments

The authors thank Ivan Todorov for his interest and valuable comments on the manuscript of this work. PF acknowledges the support of the Italian Ministry of University and Research (MIUR) and LH of the Bulgarian National Science Fund (grant DO 02-257). This work has been completed during a visit of LH at INFN, Sezione di Trieste whose support is gratefully acknowledged.

References

[1] Wess J and Zumino B 1971 Phys. Lett. B 37 95–7
[2] Novikov S P 1982 Russ. Math. Surv. 37 1–56 http://www.mi.ras.ru/~snovikov/74.pdf
[3] Witten E 1984 Commun. Math. Phys. 92 455–72
[4] Di Francesco P, Mathieu P and Sénéchal D 1997 Conformal Field Theory (New York: Springer)
[5] Gepner D and Witten E 1986 Nucl. Phys. B 278 403–549
[6] Furlan P, Soktov G M and Todorov I T 1989 Riv. Nuovo Cimento 12 1–202
[7] Belavin A A, Polyakov A M and Zamolodchikov A B 1984 Nucl. Phys. B 241 333–80
[8] Dotsenko V S and Fateev V A 1984 Nucl. Phys. B 240 312–48
[9] Knizhnik V G and Zamolodchikov A B 1984 Nucl. Phys. B 247 83–103
[10] Todorov I T 1985 Phys. Lett. B 153 77–81
[11] Tsuchia A and Kaneie Y 1987 Lett. Math. Phys. 13 303–12
[12] Kohno T 1987 Ann. Inst. Fourier 37 139–60
[13] Dunfield V G 1986 Proc. ICM Berkeley vol 1 ed A M Gleason (Providence, RI: American Mathematical Society) pp 798–820
[14] Babelon O 1988 Phys. Lett. B 215 523–9
[15] Blok B 1989 Phys. Lett. B 233 139–62
[16] Faddeev L D 1990 Commun. Math. Phys. 132 131–8
[17] Alekseev A and Shatashvili S 1990 Commun. Math. Phys. 133 353–68
[18] Gawędzki K 1991 Commun. Math. Phys. 139 201–13
[19] Falcom F and Gawędzki K 1991 On quantum group symmetries in conformal field theories arXiv:hep-th/9109023
[20] Furlan P, Hadjiivanov L K and Todorov I T 1995 Canonical approach to the quantum WZNW model Preprint ESI 234 IC/95/74 (ICTP)
[21] Furlan P, Hadjiivanov L, Isaev A P, Ogievetsky O V, Pyatov P N and Todorov I 2003 J. Phys. A: Math. Gen. 36 5497–530 (arXiv:hep-th/0003210)
[22] Isaev A and Pyatov P 2009 Commun. Math. Phys. 288 1137–79 (arXiv:0812.2225)
[23] Hadjiivanov L, Isaev A P, Ogievetsky O V, Pyatov P N and Todorov I 1999 J. Math. Phys. 40 427–48 (arXiv:q-alg/9712026)
[24] Schwarz A S 1994 Topology for Physicists (Grundlehren der mathematischen Wissenschaften vol 308) (Berlin: Springer) p 233
[25] Fuchs J and Schweigert C 1997 Symmetries, Lie Algebras and Representations (Cambridge: Cambridge University Press)
[26] Gervais J-L and Neveu A 1984 Nucl. Phys. B 238 125–41
[27] Balog J, Dąbrowski L and Fehér L 1990 Phys. Lett. B 244 227–34
[28] Etingof P and Varchenko A 1998 Commun. Math. Phys. 192 77–120 (arXiv:q-alg/9703040)
[29] Balog J, Fehér L and Pallà L 2000 Nucl. Phys. B 568 503–42 (arXiv:hep-th/9910046)
[30] Semenov-Tian-Shansky M A 1985 Publ. Res. Inst. Math. Sci. 21 1237–60
[31] Reshetikhin N Y and Semenov-Tian-Shansky M A 1988 J. Geom. Phys. 5 533–50
[32] Cahen M, Gutt S and Rawnsley J 1994 Contemp. Math. 179 1–16
[33] Drinfeld V G 1983 Sov. Math. Dokl. 27 68–70
[34] Furlan P, Hadjiivanov L K and Todorov I T 2003 J. Phys. A: Math. Gen. 36 3855–75 (arXiv:hep-th/0211154)
[35] Isaev A P 1996 J. Phys. A: Math. Gen. 29 6903–10 (arXiv:q-alg/9511006)
[36] Etingof P and Varchenko A 1998 Commun. Math. Phys. 196 591–640 (arXiv:q-alg/9708015)
[37] Faddeev L D, Reshetikhin N Ya and Takhtajan L A 1989 Lening. Math. J. 1 193–225
[38] Hadjiivanov L and Furlan P 2011 On quantum WZNW monodromy matrix—factorization, diagonalization, and determinant arXiv:1112.6274
[39] Chari V and Pressley A 1994 A Guide to Quantum Groups (Cambridge: Cambridge University Press) p 281
[40] Haag R 1996 Local Quantum Physics (Berlin: Springer)
[41] Doplicher S and Roberts J E 1990 Commun. Math. Phys. 131 51–107
[42] Stanev Ya S, Todorov I T and Hadjiivanov L K 1992 Phys. Lett. B 276 87–94
[43] Hadjiivanov L K, Stanev Ya S and Todorov I T 2000 Lett. Math. Phys. 54 137–55 (arXiv:hep-th/0007187)
[44] Hadjiivanov L and Popov T 2002 Eur. Phys. J. B 29 183–7 (arXiv:hep-th/0109219)
[45] Furlan P, Hadjiivanov L and Todorov I 2007 Lett. Math. Phys. 82 117–51 (arXiv:0710.1063)