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Abstract
Distance is a central concept in international business research, yet there is debate about the construct as well as its operationalization. In this editorial, we address three of the most important recurring questions posed by authors, editors, and reviewers by examining the theory, methods, and data of distance research. We discuss (1) how to theorize on distance, and (2) what method and (3) what data to use when constructing a distance index. We develop practical recommendations grounded in theory, illustrating and supporting them by calculating cross-country distance indices for all available country pairs and two of the most used distance indices: cultural and institutional. We show that, whereas a specific method to calculate distance may matter to some extent, the choice for a specific cultural or institutional framework to measure cultural or institutional distance has a major impact on country–pair distances. Overall, this editorial highlights the importance of matching data and method to the theoretical argument.
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INTRODUCTION
Distance may well have become an international business research workhorse (Salomon, 2016; Verbeke, Puck, & van Tulder, in press), but the distance construct as well as its operationalization are continuously being debated in practice (Kirkman, Lowe & Gibson, 2006; Shenkar, 2001; Zaheer, Schomaker & Nachum, 2012). That debate can be quite impassioned. Some find the use of a composite cultural distance index appropriate (e.g., Cuypers, Ertug, Heugens, Kogut & Zou, 2018), while others reject this outright as a vestige of the “dark middle ages” of cross-cultural research (Tung & Verbeke, 2010: 1270). Similar debates exist around other aspects of distance research. Some of these debates seem unresolved and complex, and it is our experience that authors, reviewers, and editors respond to these issues differently.

In this editorial, we address recurring disagreement on theory, methods, data, and the relationship between different distance...
dimensions, complementing and updating existing editorials (Beugelsdijk & Mudambi, 2013; Zaheer et al., 2012), commentaries (Brouthers, Marshall & Keig, 2016; Van Hoorn & Maseland, 2016), debates (Cuypers et al., 2018; Maseland, Steel, & Dow, 2018), and surveys of distance research (Berry, Guillen, & Zhou 2010; Hutzschener, Kleindienst, & Lange, 2014; Shenkar, 2001; Tung & Verbeke, 2010). We then make a series of recommendations which we believe will help achieve convergence in research practice.

Our recommendations center on: (1) how to theorize on distance, and (2) what method and (3) what data to use to calculate a distance index. Where relevant and possible, we support our argument by leveraging all available country–pair data on the most used distance dimensions. While we discuss distance in a broad sense, we illustrate our points predominantly by drawing on cultural and institutional distance. Nonetheless, we think that our reasoning and recommendations are relevant for other types of distance. Our goal is to set out a disciplined approach to crafting and reviewing distance studies in a positive and constructive way. We summarize and elaborate on current practices, explain the nature of the debate regarding distance, and, where we can, provide best practice guidelines. The data that we use are available on the website of the Journal of International Business Studies for replication and extension purposes.

**DISTANCE RESEARCH IN INTERNATIONAL BUSINESS**

In principle, distance can be measured between any two entities, be it individuals, teams, organizations, nations, ethnic groups, language groups, even organizational fields. In most international business and management research, the distance measured is between countries. Zaheer et al. (2012: 19) define international management as “management of distance”. The attractiveness of distance is rooted in its literal meaning related to geographic or physical distance, and its metaphorical one (Shenkar, 2012) referring to “the collective differences between countries” (Zaheer et al., 2012: 20). The importance of country as a unit of analysis also applies to psychic distance, which can be defined as the perceived distance that individuals or groups hold regarding a particular country (Dow & Karunaratna, 2006; Håkanson, Ambos, Schuster, & Leicht-Deobald, 2016).

The origins of the inter-country distance concept can be traced back to early work in international economics. Geographic distance plays an important role in the gravity models commonly used in classic and modern trade theory to explain trade flows between countries (Anderson & van Wincoop, 2003; Bergstrand, 1985; Feenstra, Markusen & Rose, 2001). Beckerman (1956) suggested that psychic distance can partly explain intra-European trade, thereby extending the meaning of distance beyond its geographical dimension. Interestingly, the empirical evidence for Beckerman’s 1956 claim that distance perceptions explain trade flows is relatively recent (Dow & Karunaratna, 2006; Guiso, Sapienza & Zingales, 2009; Håkanson, 2014; Yu, Beugelsdijk & de Haan, 2015).

Some two decades would pass before Beckerman’s concept of psychic distance would be used in international business research. A series of studies published by the Uppsala school (e.g., Johanson & Vahlne, 1977; Johanson & Wiedersheim-Paul, 1975) argued that psychic distance significantly influences the location choice and internationalization paths of firms. In one of those studies, Johanson & Wiedersheim-Paul (1975: 308) define psychic distance as the “sum of factors preventing or disturbing the flow of information between firm and market” (see also Vahlne & Wiedersheim-Paul, 1973), a definition that has become a classic in distance research (Dow & Karunaratna, 2006), and is echoed by Zaheer et al.’s (2012: 20) definition of psychic distance as the “collective differences between countries”.

To operationalize their construct, Vahlne and Wiedersheim-Paul (1973) created a compound measure including characteristics of the target market such as GDP per capita, educational level, differences between the home country (in their case, Sweden) and the host country, including language and culture, as well as trade relations measured by the relative level of imports as a further proxy for information flows. Johanson, Vahlne, and Wiedersheim-Paul’s contributions, although seminal, introduced ambiguity in transferring what was originally a perceptual measure that complemented the cost of geographical distance into a measure of objective differences between trading partners (Håkanson & Ambos, 2010). Although the psychic distance construct as such is generally accepted in international business research and practice, Håkanson & Kappen (2017) assert that the theoretical predictions of the
associated Uppsala school of internationalization lack robust empirical support.

A decade later, Kogut & Singh (1988) introduced a composite cultural distance index based on the country scores for the four national cultural dimensions developed by Hofstede (1980) and Cuypers et al., (2018). They considered their cultural distance index to be in many ways similar to the psychic distance index of the Uppsala school (Kogut & Singh, 1988: footnote 10). In their original article, the authors were also very explicit about the internal validity of their measure, acknowledging that:

The indices of Hofstede can be criticized for a number of reasons, especially regarding the internal validity of the dimensions and the method of constructing the scales. Whereas the criticism has a sound basis, Hofstede's study has some appealing attributes, namely, the size of the sample, the codification of cultural traits along a numerical index, and its emphasis on attitudes in the workplace (Kogut & Singh, 1988: 422).

In the years that followed, the Kogut & Singh (1988) index was widely adopted, in part because of the ease of calculating it and in part because of increasing use of secondary datasets in international business research (Cuypers et al., 2018). The cultural distance index, which originated as a psychological complement to geographical distance, has become the de facto standard instrument to measure distance in international business studies. Over time, the index has turned into a quasi-objectified, single measure of differences between internationally distant actors (Ambos & Håkanson, 2014).

The Kogut & Singh (1988) index has been the subject of serious conceptual and methodological criticism (Kirkman et al., 2006, 2017; Shenkar, 2001, 2012; Maseland et al., 2018). Shenkar (2001) identified a set of weaknesses plaguing it, yet a decade later he would note that a large majority of studies simply cited his criticism of the index in order to “acknowledge” the problem, then went on to use it without any further discussion (Shenkar, 2012).

There have nevertheless been efforts to address problems with the index; for instance, attempts to introduce additional dimensions. Kostova (1996) developed institutional country profiles to ground the concept of institutional distance (e.g., Eden & Miller, 2004; Xie & Li, 2017; Xu & Shenkar, 2002). Ghemawat (2001) introduced the CAGE framework, referring not only to cultural but also to economic, geographic, and administrative distance (Nell & Ambos, 2013; Mingo, Morales & Dau, 2018). Others have proposed new metrics to calculate the index (Berry et al., 2010), created new databases with additional dimensions (Dow & Karunaratna, 2006), and developed perception-based psychic distance measures (Håkanson & Ambos, 2010). Collectively, these advances have been valuable, but there are still many unanswered questions raised by authors, reviewers and editors.

We have organized our discussion of distance research around three questions, for which we provide theoretically-grounded practical recommendations: (1) How should a theoretical framework on distance (e.g., distance in general vs. distance on a specific dimension) be constructed? (2) What method should be used to calculate a distance index, specifically, does (co-) variance correction (e.g., using Mahalanobis distance) affect the results, and if so, how? And (3) what data should be used to construct a distance index, and specifically, does it matter if one chooses a particular dataset of cultural (Hofstede, Schwartz or Globe) and institutional dimensions (e.g., Quality of Governance, Economic Freedom Index, or International Country Risk Guide)?

**HOW TO THINK THEORETICALLY ABOUT DISTANCE**

There is no such thing as a general distance theory in the sense of a single, internally consistent set of assumptions, mechanisms, and boundary conditions, but the lack of a single distance theory is no reason to stop exploring the meaning of distance in international business. Similarly, there is no grand theory of national culture, but this has not stopped scholars from investigating the relevance of national culture for international business.3 Distance is a construct and as such is meaningful only in the context of a specific theory, be it, for example, agency theory, transaction costs theory, or learning theory. This may appear obvious, but it is important to make it explicit as it has several important implications for theory development.

**Distinguishing Between Geographical and Contextual Distance**

As alluded to earlier, we see the concept of distance as the joining of two essential elements of doing business across borders. The first one is the geographic distance between two or more locations. Narrowly defined, geographic distance is the
distance between two points on the surface of the earth, as given by latitudinal and longitudinal coordinates. In keeping with this definition, geographic distance has three properties: it is (1) symmetrical (i.e., the geographic distance between countries A and B is the same as that between countries B and A), (2) continuous, and (3) stable over time.

Second, distance refers to the change in context that occurs when firms cross national borders. In this case, distance serves as a metaphor for the kinds and varying degrees of differences in context (Shenkar, 2012). In contrast to geographic distance, contextual distance can be (1) asymmetric, (2) non-continuous, and (3) it can change over time. Shenkar (2001) makes the point that the distance from one country to another may be asymmetric (e.g., between a country with a low level of economic development and one with a high level) and that this has implications for internationalizing firms. Similarly, psychic distance research has shown that the perceived distance between country A and country B may be different from that between B and A (Shenkar, 2001; Håkanson & Ambos, 2010; Håkanson et al. 2016). Contextual distance may also be non-continuous, as it is subject to border effects (Beugelsdijk & Mudambi, 2013). National borders are powerful discrete delineators of context (Peterson, Søndergaard & Kara, 2018). Finally, contextual distance can change over time as countries go through economic, institutional, and cultural change. We will return to this point later, but note here that many distance dimensions have been relatively stable over time.

Spelling Out the Mechanisms

In addition to distinguishing between geographic and contextual distance, the relationship between theoretical argument and the distance construct must be made explicit (see also Zaheer et al., 2012; Maseland et al., 2018). Distance may have a different meaning in learning theories (Stahl & Tung, 2015) as compared to agency and transaction cost theories (Kostova, Nell & Hoenen, 2017; Nell, Kappen, & Laamanen, 2017; Shenkar, Luo, & Yeheskel, 2008). While learning theories would emphasize that doing business in a different context can stimulate creativity, agency theory and transaction costs theory would highlight the increased uncertainty, and the potential for misunderstandings. Similarly, a large economic distance may give rise to additional costs, as products and business models must be adapted, but it may also generate arbitrage opportunities (Ghemawat, 2001). Finally, if the argument is that managers prefer to enter countries that are relatively similar to the home country, then perhaps psychic distance (that captures overall perceived dissimilarity) might be the more appropriate construct. Hence, the functional role of distance depends on the type of distance (the specific distance construct) and the theoretical context in which it is used.

Unfortunately, explicit theorizing on the channels through which geographic and/or contextual distance affects outcomes is often underspecified, even missing altogether. For instance, while the standard assumption – whether implicit or explicit – in many studies is that distance results in costs, why that may be true is seldom discussed (Beugelsdijk et al., 2018; Maseland et al., 2018; Zaheer et al., 2012).

Distance as an Aggregate Construct

Given the multidimensional nature of contextual differences, the question is whether distance should be measured on a specific dimension or as a composite construct. This discussion applies specifically to cultural distance as an index based on the distance between the home and host country on multiple cultural dimensions. In the original Kogut & Singh (1988) index, four of Hofstede’s cultural dimensions were included (individualism–collectivism, power distance, uncertainty avoidance, and masculinity–femininity).

Some have argued against the use of composite distance indices, such as the Kogut and Singh index (Dow & Karunaratna, 2006; Kirkman et al., 2006), as the dimensions included are conceptually different, and aggregating them makes the composite index imprecise and noisy. Using instead the home–host distance on individual dimensions (for example, the distance on Hofstede’s individualism dimension) allows for more precise theorizing. Others counter that the use of composite indices such as the cultural distance index is valuable, composite indices being more tractable and connecting well to prior research (Cuypers et al., 2018). It may be a moot point as the Kogut and Singh cultural distance index has become the de facto research standard, and, as observed by Shenkar (2012), many distance studies simply continue to use it because it has been used before.

In our view, whether one should use a composite index or one based on an individual dimension, hinges on the nature of the theoretical argument. Such an approach is unfortunately often lacking in
current research practice (for an exception on aspects of cultural distance, see Dikova, Sahib & van Witteloostuijn, 2010; for an exception on aspects of institutional distance, see Abdi & Aulakh, 2012). Frequently, a model using individual dimensions of distance is used as a robustness test for a model with composite distance indices (or vice versa) without any discussion of the theoretical implications. We contend that a composite index is required when the nature of the theoretical argument has to do with distance in general. When the theoretical argument involves a specific dimension, for example a difference in degree of individualism, then the authors should address why it matters. For instance, it does not make sense to replace a composite index of distance by one based on individual cultural dimensions if one aims to study the effect of overall cultural distance on the frequency of knowledge exchange among MNE subsidiaries.

An illustration of the difference between theorizing on distance in general or on a specific dimension can be found in Kogut & Singh (1988). In their study on culture and entry mode choice, they examined the effect on entry mode choice of both overall cultural distance and of uncertainty avoidance (one of the cultural dimensions included in their distance index).5 Their first hypothesis builds on the logic that increased cultural distance between two country pairs will foster uncertainties and thus affect entry mode choice. This is a classic argument about overall distance. In their second hypothesis, they suggest that firms from countries that score high on uncertainty avoidance will choose a different entry mode than firms based in countries that score low on that dimension. This example underscores that: (1) arguments on the impact of distance in general will differ from those on a specific dimension of it, and (2) theorizing on individual dimensions will typically require specifying the direction of the effect, in this case from high to low uncertainty avoidance (see Hennart & Larimo, 1988, for an example of how power distance in the home country affects entry modes in the host country).

Consistency of Distance Effect Assumptions
More precise theorizing on the mechanisms through which distance affects outcomes is required, as many of the outcomes studied in distance research are the result of multi-stage decision-making processes. In many distance-performance studies, for example, it is argued that distance leads to lower levels of MNE subsidiary or MNE parent performance because it results in a liability of foreignness, and hence in higher costs of doing business abroad (Beugelsdijk, Nell, & Ambos, 2017). However, should we not expect distance to have influenced location and entry mode decisions in the first place (Brouthers, 2002)? It is inconsistent from a conceptual perspective to argue that distance affects performance but has no impact on location decisions.

Another example of multi-stage decision-making applies to studies of the impact of distance on the choice of foreign market entry modes. Following transaction costs logic, it is often argued that contextual distance between home and host country will discourage entry with high commitment modes (such as a wholly owned subsidiary) because distance makes access to information and its interpretation more difficult (Morschett, Schramm-Klein, & Heugens, 2010). However, multinational firms often develop a portfolio of activities in different countries, and the distance between the home country (where the headquarters is located) and the host country of a new foreign entry may not be the most relevant distance with which the multinational firm has to cope (Hendriks, Slangen, & Heugens, 2017). In this case, what matters may be the “added distance”, i.e., the distance between the country of the new foreign entry and the closest country in which the firm is already active (Hutzschenreuter, Voll, & Verbeke, 2011).

These distance–performance and distance–entry mode examples highlight the need to develop a theoretical logic that explains how distance-induced costs and benefits affect the different stages of the firm’s internationalization process.

Recommendation
If we want to make progress, recognizing the need for an explicit discussion of the mechanisms through which a particular type of distance (be it geographic or contextual) affects the phenomenon of interest would appear paramount. This requires taking into account the multi-stage nature of the decision-making process associated with firm internationalization, as well as a careful evaluation of whether the distance we want to study is symmetric (in the case of geographic distance) or asymmetric (in the case of contextual distance). We urge authors to make sure their chosen distance construct is aligned with their theorizing, and not just added to a regression model for convenience purposes. Without such an argumentation, adding a distance variable becomes a pointless exercise.
Hence, “the use of the aggregate index must be theoretically justified and where appropriate, substituted by cultural distance measures calculated separately for one or more of the five dimensions as necessitated by theoretical and domain considerations” (Shenkar, 2001: 529). The italics are ours, as we want to underscore that one should not use individual dimensions of distance being conceptual equivalents of a composite measure.

**HOW TO CONSTRUCT A DISTANCE INDEX**

Kogut and Singh’s (1988) cultural distance index (KSIndex) has become a ‘must have’ variable in international business and management research (Shenkar et al. 2008: 908). It calculates national cultural differences by the composite difference on a set of cultural dimensions (see Kogut & Singh, 1988: 422):

\[
KSIndex_j = \frac{1}{N} \left\{ \sum_{i=1}^{n} \left( \frac{I_{ij} - I_{iHOME}}{V_i} \right)^2 \right\}
\]

where \( I_j \) refers to the host country \( j \)’s mean score on Hofstede’s ith dimension, \( I_{iHOME} \) to the home country’s mean score on this same dimension, \( V_i \) to the variance of the ith dimension and \( N \) to the number of dimensions. The distance index can be calculated for any multidimensional construct. As we discuss in detail below, the cultural dimensions need not be taken from Hofstede but can also be derived from the Schwartz (1994, 1999, 2006) or Globe (House et al., 2004) cultural frameworks. The Kogut and Singh formula has been used to operationalize other types of distance besides cultural distance (e.g., regulatory distance in Wu & Salomon, 2016; institutional distance in Campbell, Eden & Miller, 2012).

The Kogut and Singh index belongs to the family of Euclidean distance metrics. Kogut and Singh applied the Euclidean distance metric to measure national cultural differences, but it can be applied to other units of analysis (teams, firms, or subunits). The Kogut and Singh index represents an adaptation of the standard Euclidean method of calculating a composite distance index on a set of individual dimensions. The Euclidean distance between a home country and country \( j \) on an \( i \)-dimensional construct \( I \) is calculated as follows:\(^6\):

\[
EuclidenDist_{ij} = \sqrt{\sum_{i=1}^{n} (I_{ij} - I_{iHOME})^2}
\]

**Taking Care of Variance Differences**

The key difference between Eq. 1 and Eq. 2 is the correction for differing variances across the dimensions, because one “problem with Euclidean distance is that it does not take into account the variance of the [individual] variables” (Berry et al., 2010: 1469). That is, the Kogut and Singh index is a Euclidean distance with variance correction. In addition, Kogut and Singh divided the overall distance by the number of dimensions, while the Euclidean distance formula takes the square root of the overall difference.

The Kogut and Singh index and the Euclidean distance index are often presented as alternatives, and therefore used in robustness tests (e.g., Barkema & Vermeulen, 1997; Drogendijk & Slangen, 2006).\(^7\) Below, we illustrate the relationship between these alternative indices for two of the most used distance constructs: (1) cultural distance, and (2) institutional distance.

There are three cross-cultural frameworks used in the management literature. A summary of the key characteristics of each, including their dimensions, can be found in “Appendix A”. The first is Hofstede’s (1980, 2001) well-known cultural framework. The first version consisted of four cultural dimensions, to which an additional two were later added (Hofstede et al., 2010). Whereas the first four dimensions were derived from surveys of IBM employees carried out between 1968 and 1972, the latter two are based on a set of six questions from the World Values Survey–European Value Studies (WVS-EVS).\(^8\) Berry et al. (2010) and Beugelsdijk, Maseland, & van Hoorn (2015) have used the WVS-EVS data to develop Hofstede-inspired dimensions.\(^9\) Schwartz (1994, 1999, 2006) developed the Schwartz Value Survey, which consists of seven national cultural value orientations. House et al. (2004) developed nine national cultural dimensions for values and for practices, a framework commonly referred to as Globe.

All these culture frameworks can be used to compute cross-country cultural distances. We discuss below whether using the Kogut–Singh formula or the Euclidean distance formula yield radically different results. We calculate the two indices for all country pairs for which data are available. Table 1 shows that the correlations between the Kogut and Singh index (Eq. 1) and the Euclidean distance index (Eq. 2) are very high, ranging from .89 (Globe) to .97 (Hofstede’s six dimensions).\(^10\)
As mentioned earlier, additional distance constructs have been developed to complement cultural distance, often measured by applying the Kogut and Singh approach. One of these is institutional distance (Eden & Miller, 2004; Malhotra & Gaur, 2014; Xie & Li, 2017; Xu & Shenkar, 2002), which has been measured using a variety of databases, including the Quality of Governance database (QoG; also referred to as World Governance Indicators) developed by the World Bank (e.g., Kaufmann, Kraay, & Mastruzzi, 2008; Abdi & Aulakh, 2012; Ang, Benischke, & Doh, 2015; Campbell et al., 2012; Hutzschenreuter et al., 2014; Li, Liu, Wright, & Filatotchev, 2014; Salomon & Wu, 2012), the Economic Freedom Index (EFI) provided by the Heritage Foundation (e.g., Demirbag, Apaydin, & Tatoglu, 2011; Gubbi, Aulakh, Ray, Sarkar, & Chittoor, 2010; He, Brouthers, & Filatotchev, 2013), and the International Country Risk Guide (ICRG) developed by the Political Risk Services group (e.g., Makino & Tsang, 2011; Valentino, Schmitt, Koch, & Nell, 2018).

The QoG data consist of six dimensions: rule of law, control of corruption, government effectiveness, voice and accountability, political stability, and regulatory quality. The World Bank calculates standardized country scores for these six dimensions; hence re-scaling the dimensions by correcting for variance differences is not required; however, re-scaling may matter for the EFI-based distance index. The EFI consists of ten indicators of property rights protection, corruption levels, fiscal freedom, government spending, and a set of six indicators measuring freedom of doing business, trade, finance, and investment. EFI scores are not standardized. Nevertheless, the correlation between the Kogut–Singh and the Euclidean versions of this index is .95 (see Table 1). The ICRG consists of 12 dimensions related to government and political stability, levels of socio-economic development, conflict and corruption, and religious and ethnic tensions. As shown in Table 1, the Kogut and Singh index using ICRG dimensions correlates .96 with the Euclidean version.

The need to re-scale and correct for the variance differences between the dimensions included in a distance index depends on the data used. Both for cultural and institutional distance, re-scaling matters little. For the QoG-based institutional distance index, it does not matter at all. The high correlations between distance indices applying variance correction or not (Kogut–Singh vs. Euclidean) have implications for the interpretation of the results of distance studies. Given these high correlations, we would not expect results to differ substantially between studies using these two methods (all else being equal).

However, one important clarification needs to be made. It is not always clear whether researchers use the variance of a dimension that is available for all country data, or the variance within a dataset that consists of only a subsample of countries (e.g., only European countries or only dyads between Germany and any other country). For Table 1, we have used the variance as based on all available countries. Obviously, the choice of what variance to use can have a significant influence on the final distance index. From a theoretical perspective, we think it would be best to correct for the variance that is considered relevant for the firms under consideration. In most cases, however, we do not know the actual country exposure of a firm (either because we do not know the portfolio of countries in which a firm has invested, or because we do not know the countries the firm has possibly considered for a location choice decision), and it may thus be most practical to use the variance of all available data. We would urge authors to be transparent in this regard.

**Recommendation**

For the cultural and institutional distances that we computed, re-scaling only has a small impact on the resulting index. For these indices, it does not matter much whether we use the Kogut and Singh index or the Euclidean distance index. Yet, this could be different for other types of distance. We generally recommend that researchers re-scale individual dimensions of distance – especially when there are substantial differences in variance across dimensions – and that they are transparent about which variance is used when doing so.

**Taking Care of Co-variance**

In addition to the need to correct for variance differences across dimensions, a second concern with Euclidean approaches is that they disregard potential correlations between the individual distance dimensions. Shenkar (2001) pointed out that correlated dimensions may exert an undue influence on the final index. The most frequently used methods to correct for co-variance across distance dimensions is the Mahalanobis index (Mahalanobis, 1937). The popularity of this method has grown since Berry et al. (2010) introduced it to the international business field.
The Mahalanobis approach takes the full variance–co-variance matrix into account when computing distance between country pairs. As Berry et al. (2010) note, Mahalanobis' technique is especially interesting when the dimensions included in the distance index are measured on a different scale (e.g., GDP per capita and inflation rates). This argument is less relevant to cultural and institutional distance because both are commonly measured using similarly scaled dimensions (e.g., the Hofstede dimensions and the EFI dimensions are measured on a 0–100 scale, and the QoG dimensions are standardized).

The Mahalanobis distance is frequently misunderstood, perhaps because the technique itself is relatively complex. Often, Mahalanobis distance is perceived to be the most advanced or the best technique to create a composite index (Flury & Riedwyl, 1986), but this is not necessarily true (Brereton & Lloyd, 2016). When the individual distance dimensions included in the index are totally uncorrelated, the resulting Mahalanobis index is perfectly correlated with a variance-corrected Euclidean index (De Maesschalck, Jouan-Rimbaud, & Massart, 2000). In this case, applying a Mahalanobis technique and correcting for the co-variance does not add value.

The Mahalanobis distance is frequently misunderstood, perhaps because the technique itself is relatively complex. Often, Mahalanobis distance is perceived to be the most advanced or the best technique to create a composite index (Flury & Riedwyl, 1986), but this is not necessarily true (Brereton & Lloyd, 2016). When the individual distance dimensions included in the index are totally uncorrelated, the resulting Mahalanobis index is perfectly correlated with a variance-corrected Euclidean index (De Maesschalck, Jouan-Rimbaud, & Massart, 2000). In this case, applying a Mahalanobis technique and correcting for the co-variance does not add value.

The Mahalanobis index also has no added value when all the dimensions are very highly correlated with each other (Brereton & Lloyd, 2016). For example, the correlations between the six QoG indicators range between .62 and .94. A principal component factor analysis on these six indicators shows that they reflect one single construct explaining 86% of the variation across the six indicators. Given these very high correlations, it makes sense to use the factor score and to measure institutional quality as one single reflective construct (e.g., Lavie & Miller, 2008; Zaheer & Hernandez, 2011; Klopf & Nell, 2018).

Thus, Mahalanobis’ technique becomes relevant when there is a mix of high and low correlations between the indicators included. Under these circumstances, it may – albeit not necessarily – yield quite different results as compared to Euclidean approaches.

The six Hofstede dimensions, as well as the Schwartz and Globe dimensions, show such a mix of correlations (see “Appendix B”). While the QoG indicators are highly correlated, this does not hold for the 10 EFI dimensions (range between .01 and .92) and the 12 ICRG dimensions (range between .02 and .80) (see “Appendix C”). Table 2 compares the (variance-corrected) Euclidean distance index with the Mahalanobis distance index for cultural and institutional distance using alternative databases.

The Euclidean (four dimensional) Hofstede-based cultural distance correlates .88 with the Mahalanobis Hofstede-based cultural distance. For Hofstede’s six-dimensional model, this correlation is .84. Using alternative culture frameworks, we find that the correlation between the Euclidean distance and the Mahalanobis distance drops to .58 (Schwartz) and .72 (Globe). For the EFI-based institutional distance index, we find a correlation of .62, and for ICRG this correlation is .58.

Table 3 shows the correlations between QoG-based institutional distance constructs using Euclidean, Mahalanobis, and factor score techniques. The correlation between the Euclidean and Mahalanobis construct is only .40. The correlation between the Euclidean and the factor score using the first principal component of all six QoG indicators is .97.

The discussion on co-variance correction relates to the literature on index construction methods,

---

**Table 1** Pairwise correlation between Kogut–Singh index (KSI) and Euclidean distance (ED)

| Distance construct | Database                          | Correlation between KSI and ED | Number of country pairs | Number of countries |
|--------------------|----------------------------------|-------------------------------|-------------------------|---------------------|
| Cultural distance  | Hofstede 4 dimensions            | .96                           | 4830                    | 70                  |
|                    | Hofstede 6 dimensions            | .97                           | 3782                    | 62                  |
|                    | Schwartz                         | .94                           | 4970                    | 71                  |
|                    | Globe-values                     | .89                           | 3306                    | 58                  |
| Institutional      | Quality of Governance (QoG)      | 1.00                          | 38,612                  | 197                 |
| distance           | Economic Freedom Index (EFI)     | .95                           | 28,390                  | 169                 |
|                    | International Country Risk Guide (ICRG) | .96                        | 19,182                  | 139                 |

Pairwise correlations between the Kogut and Singh index (Eq. 1) and the Euclidean distance (Eq. 2) for different distance constructs. For QoG, EFI, and ICRG, we used the 2013 scores. Correlations are based on unique country pairs (home–home combinations are excluded).
and the distinction between formative and reflective constructs (Bollen & Diamantopoulos, 2017; Coltman, Devinney, Midgley & Venaik, 2008; Diamantopoulos, Riefler & Roth, 2008; Diamantopoulos & Winklhofer, 2001). Starting with the Kogut and Singh index (1988), cultural distance has been treated as a formative construct based on the four individual dimensions. The Mahalanobis approach continues this tradition as it essentially represents a formative approach to index construction. QoG, however, has been interpreted more as a reflective construct, whereby the latent institutional distance variable is reflected by all the individual dimensions (Lavie & Miller, 2008; Zaheer & Hernandez, 2011; Klopf & Nell, 2018; Slangen & Beugelsdijk, 2010).

We do not argue here that correcting for co-variance by using Mahalanobis’ approach is wrong. However, researchers should be aware that it represents a formative approach based on a given number of dimensions. It is debatable whether cultural distance and other distance constructs are theoretically of a formative nature or a reflective nature, or whether there is a more complex factor structure where both formative and reflective aspects are present. We think that highly aggregated constructs, such as distance constructs, often possess characteristics of reflective as well as formative constructs, a common phenomenon in the field of index construction (Bollen & Diamantopoulos, 2017), but which has been neglected in most distance research. In fact, the six cultural dimensions developed by Hofstede are already based on a factor analytic procedure, using the original survey questions based on a reflective logic. The Hofstede-based Mahalanobis distance index thus already represents a complex factor structure with formative and reflective elements.

The relatively high correlations between the Hofstede indices, whether or not applying co-variance correction, have implications for the interpretation of results of distance studies. Given these high correlations, we would not expect results to differ substantially between studies using these two methods (all else equal). In fact, meta-analysis of cultural distance and its relation to firm performance shows that there is no significant difference between the results obtained with the Hofstede-based Kogut and Singh index or with its Mahalanobis equivalent (Beugelsdijk et al., 2018). Yet, we do not know whether this result can be generalized to other cultural or institutional distance indices.

The correlations shown in Tables 2 and 3 give reason for concern.

**Recommendation**

We think that Mahalanobis’ approach is valuable for correcting potential co-variance between the dimensions. Our analysis of the three most used cultural and institutional distance indices shows that co-variance correction matters, but need not yield radically different distance indices. In the case of Hofstede-based cultural distance, using Mahalanobis’ approach does not fundamentally alter the index as compared to a Euclidean approach and can therefore safely be ignored. For the other distance measures used here, co-variance correction matters more and should thus be carefully examined. We recommend that scholars be transparent about their approach to co-variance correction. We also think that more research is needed on leveraging different, more complex index construction methods using structural equation modeling techniques, and that researchers should explain more clearly whether they want to treat distance as a formative or a reflective construct.

**DATA SELECTION CHALLENGES FOR BUILDING A DISTANCE INDEX**

We now turn to two data-related questions. First, how does one add a dimension to an already existing multidimensional framework? For instance, Hofstede et al. (2010) added two dimensions to the original four of the framework. Second, how does one handle alternative, competing databases to operationalize cultural or institutional distance? As discussed earlier, alongside Hofstede (1980, 2001), the Schwartz (1994, 1999, 2006) and Globe databases (House et al., 2004) provide country scores on a set of cultural dimensions. All three frameworks measure cultural variation across countries. Similarly, institutional distance has been measured using the QoG, EFI and ICRG databases, which all measure variation in institutional quality across countries.

All these frameworks provide country measures of cultural dimensions or institutional quality. Should they be treated as substitutes such that a cultural or an institutional distance index based on Hofstede or QoG data can be used as a robustness test for a cultural or an institutional distance index, based on Schwartz/Globe or ICRG/EFI data, respectively? If the frameworks cannot be considered substitutes, how does one support the choice of a
specific one? If two frameworks provide country scores for the same conceptual dimension but in slightly different ways, can they (or should they) be combined to generate one composite distance index? We address these practical questions below.

Additional Dimensions

Some composite distance constructs, such as the six-dimensional institutional distance index based on the QoG indicators, have been based on the same set of six dimensions since their inception. Moreover, as noted above, the six QoG indicators are so highly correlated that leaving one out would not have a significant impact on the index. This is not necessarily the case for other databases, and that includes the most often used cultural distance index based on Hofstede’s data.

Hofstede and co-authors have added “Long term orientation” and “Indulgence versus restraint” to the original four dimensions (Hofstede et al., 2010). The first four dimensions are based on data collected from 1968 to 1972, while the additional two use more recent data from the 2000s. Long-term orientation and indulgence versus restraint are moderately correlated ($r = -0.43$), and not highly correlated with the original four dimensions (see “Appendix B”). This raises the question of whether the six-dimensional index is preferable to the four-dimensional one, and whether adding two dimensions makes a difference. The correlation between the (Mahalanobis) four- and six-dimensional constructs is high at 0.81 (it is 0.82 using the Euclidean distance), so adding the two new dimensions has little impact.

Although the high correlations between the four- and six-dimensional Hofstede frameworks suggests that adding dimensions is not very likely to yield radically different results, it does raise the more fundamental question of whether adding these two dimensions is theoretically and methodologically sound in the first place. Hofstede’s four-dimensional framework has been fiercely criticized, with detractors questioning the representativeness of his sample, the face validity of the questions, the labeling of the dimensions, the treatment of individualism and power distance as two separate dimensions, and the usefulness of a framework developed more than 40 years ago (see, e.g., Ailon, 2008; Baskerville, 2003; Brewer & Venaik, 2011; McSweeney, 2002, 2009; Smith, Dugan, & Trompenaars, 1996; Oyserman, Coon, & Kemmelmeier, 2002).

In our view, whether these additions make sense depends to a large extent on whether one considers the framework in its totality (i.e., a set of cultural dimensions shaping behavior), or whether one is

| Table 2 | Pairwise correlation between Euclidean distance (ED) and Mahalanobis distance (MD) |
|-----------------|-----------------|-----------------|-----------------|
| Distance construct | Database | Correlation between ED and MD | Number of country pairs | Number of countries |
| Cultural distance | Hofstede 4 dimensions | .88 | 4830 | 70 |
| | Hofstede 6 dimensions | .84 | 3782 | 62 |
| | Schwartz | .61 | 4970 | 71 |
| | Globe-values | .73 | 3306 | 58 |
| Institutional distance | Economic Freedom Index (EFI) | .62 | 28,390 | 169 |
| | International Country Risk Guide (ICRG) | .58 | 19,182 | 139 |

Pairwise correlations between Euclidean distance and Mahalanobis distance for different constructs. The Euclidean distance is variance corrected. For EFI and ICRG, we use the 2013 scores. Correlations are based on unique country pairs (home–home combinations are excluded).

| Table 3 | Pairwise correlation between Euclidean distance (ED), Mahalanobis Distance (MD), and distance on first principal component of QoG indicators |
|-----------------|-----------------|-----------------|-----------------|
| Distance construct | Database | Correlation between ED and MD | Correlation between ED and distance on first principal component |
| Institutional distance | Quality of Governance (QoG) | .40 | .97 |

Euclidean distance is variance-corrected. We use the 2013 scores for QoG. Correlations are based on unique country pairs (home–home combinations are excluded). Number of countries is 197.
interested in cross-country distance indices. When considering the former, one should take into account that the first four dimensions are based on survey data different from those used for the two additional dimensions. Hofstede did not use the methodology one would use today to develop cultural dimensions, nor follow item selection procedures, nor apply factor analysis to all items associated with all six dimensions. Unfortunately, it is not possible to go back and do this today, as the original raw data are no longer available. Importantly, a factor analysis on the six dimensions (not the underlying items) yields three factors (see “Appendix D”). Had Hofstede used factor analysis on both IBM and WVS questions, it is highly unlikely that he would have settled on a six-dimensional framework.

From a distance perspective, however, some of the critical comments raised against Hofstede (and also against Schwartz and Globe) need not be problematic because they are not really relevant. For example, the discussion of whether the labels reflect the underlying items matters when giving substantive meaning to specific dimensions, which is not the case when all dimensions are collapsed into a cultural distance index (but, of course, labels do matter when theorizing on the distance on a specific cultural dimension). Similarly, while cultural indicator levels can change, this may not affect cultural distance. Cultures change, but the available evidence suggests that many countries tend to move in the same direction towards becoming more individualistic, less power distant, and more indulgent and emancipative (Beugelsdijk & Welzel, 2018; Fernandez, Carlson, Stepina, & Nicholson, 1997; Inglehart, 1997; Ingehart & Baker, 2000; Inglehart & Welzel, 2005). This leaves the cultural distance between countries relatively constant. Hence, 1970s’ culture scores would no longer be representative when used in terms of absolute levels, but they may still be useful as input in a cultural distance index (Beugelsdijk et al., 2015; Beugelsdijk & Welzel, 2018).

Finally, whether a particular culture framework is useful also depends on whether it is deployed as an integrated and internally consistent set of cultural dimensions to analyze, explain, and predict how particular cultural values affect specific outcomes, or whether the dimensions associated with a framework are used as input in a cultural distance index. When reflecting on the Hofstede’s framework, the correlated nature of the additional dimensions may be somewhat problematic when looking at the framework in its totality, but the addition of two dimensions is less problematic from a distance perspective, given the correlation of .8 between the four- and six-dimensional frameworks.

**Recommendation**

Assuming that the research question addressed calls for a composite index, as opposed to an individual distance dimension (e.g., the difference in uncertainty avoidance or difference in corruption levels), we suggest following Shenkar (2001), in that researchers should take all readily available information into account. For cultural distance and the Hofstede framework, this would imply that the six-dimensional framework is preferred as compared to the four-dimensional one, with the important caveat that users of the six-dimensional framework need to be aware of its theoretical and methodological characteristics, such as its sampling procedures, theoretical grounding, factor analytic structure, and the relationship between questionnaire items and the labeling of the dimensions.

**Alternative Frameworks**

As noted above, scholars have a choice between Hofstede, Schwartz and Globe for cultural distance. In addition, Berry et al. (2010) and Beugelsdijk et al. (2015) have used WVS-EVS data to develop Hofstede-inspired cultural dimensions. To measure institutional distance, scholars have mostly used the World Bank QoG data, the Heritage Foundation EFI or the ICRG scores from the PRS group. In many studies, the preference for one of these frameworks has not been properly explained. Frequently, reference is just made to prior studies using a particular framework. The risk of not specifying explicitly why a particular framework and associated data are most suitable for a specific distance study is that it allows for p-hacking (Meyer, van Witteloostuijn, & Beugelsdijk, 2017). Furthermore, the choice of framework matters dramatically. In Table 4, we compare Mahalanobis distance indices using alternative data sources.

In the case of cultural distance, the various frameworks generate very different indices. The index based on all six Hofstede dimensions correlates at .01 with the Schwartz-based index, and at .11 with the Globe-based index. Schwartz and Globe only correlate at .18. The (very) low correlations between these three well-known cultural frameworks extend to the WVS-EVS based cultural distance indices as developed by Berry et al. (2010) and Beugelsdijk et al. (2015).
Figure 1 visualizes the relationship between a Hofstede-based and a Schwartz-based cultural distance index using Mahalanobis' technique, with the United States as the home country. If both distance indices resulted in the same scores, the correlation would be 1 and all observations in Fig. 1 would lie on the 45° diagonal. This is clearly not the case and the shared variance is close to zero. Comparisons between Hofstede and Globe, and Schwartz and Globe yield similar pictures. Thus, cultural distance scores depend to a large extent on the culture framework used.

Figure 2 visualizes the relationship between an EFI-based and ICRG-based institutional distance index (using Mahalanobis' technique and again with the United States as the home country). The correlation across all country pairs in the world is .27 (.34 for the United States as the home country). Although these correlations are higher than in the case of alternative cultural distance indices, they can still be considered low. Thus, institutional distance scores also depend on the data used.

These low correlations between the Hofstede, Schwartz, and Globe-based cultural distance indices (as well as the WVS-EVS-based extensions) and the EFI- and ICRG-based institutional distance indices essentially mean that these indices capture different facets of culture and institutions. This raises the questions of whether one index is preferable to the other, and why. It also has implications for how to interpret and compare studies which use alternative indices. If there are major differences between two indices supposedly measuring the same construct, results from different operationalizations cannot be compared in a simple fashion, thereby calling for more thoughtful reflection.

Recommendation
There are three options to address the choice among alternative frameworks. We illustrate these options in the context of cultural distance, but our reasoning can also be applied to institutional distance.

The first option is to select one of the cultural frameworks and to provide a theoretical and/or methodological justification for its use. It goes beyond the scope of this editorial to discuss all the theoretical and methodological pros and cons of the three frameworks. As Schwartz notes when comparing his framework with Hofstede’s, his “dimensions are based on different theoretical reasoning, different methods, a different set of nations, different type of respondents, data from a later historical period, a more comprehensive set of values, and value items screened to be reasonably equivalent in meaning across cultures” (Schwartz, 1994: 116–117). We refer to the original studies as well as discussions in cross-cultural psychology comparing these frameworks (Bond, 2002; Hofstede, 2010; Oyserman et al., 2002; Matsumoto & Yoo, 2006; Peterson, 2003, 2004; Peterson & Castro, 2006; Peterson & Søndergaard, 2011; Ralston et al., 2011, 2014; Schwartz, 2014; Smith, 2006; Smith et al., 1996).

However, as we argued before, not all of the criticism raised against these frameworks is relevant when cultural distance is concerned. For example, if Inglehart’s thesis is correct, and cultures change but countries continue to move in the same direction, then it does not make sense, for example, to choose Globe over Hofstede because Globe data are more recent. Explicitly specifying why a particular framework is used is important, because the choice of framework is likely to affect empirical results (Beugelsdijk et al., 2018). Such explanations and justifications will improve the quality of the debate between authors and reviewers.

The second option is to argue, on theoretical and methodological grounds, that none of the differences between the three frameworks allow for a clear reason why one should be preferred over another. In this case, one might be indifferent regarding which framework to use. In addition, one could argue that all three frameworks capture part of the overall variation in cultural values and all three do so in an imperfect way. Hofstede’s data give information on cultural diversity in a matched sample of IBM employees (complemented by two dimensions based on stratified representative samples). Schwartz provides similar information coming from students and teachers, while Globe does so coming from middle managers. While the frameworks partly overlap, as evidenced by the correlations between the dimensions, combined, the three sets of data arguably pick up more variation in cross-country cultural differences than when used in isolation (Steenkamp, 2001). Therefore, one could argue that integrating Hofstede, Schwartz, and Globe in one overall distance index may provide a more complete picture of the overall variation in cultural values (Beugelsdijk, Kostova & Roth, 2017). From such an “agnostic” perspective,
all 22 indicators for cultural differences (six dimensions from Hofstede, seven from Schwartz, and nine from Globe) are indicative of cultural values, and the Mahalanobis technique can be used to integrate them in one overall index. The resulting “grand” cultural distance index correlates .25 with Hofstede’s, .36 with Schwartz’, and .51 with Globe’s cultural distance indices. One practical disadvantage is that data for a combined “grand” index are only available for 40 countries. More work needs to be carried out to explore the usefulness, as well as the conceptual and methodological soundness, of such a “grand” index approach.

The third option is simply not to use a cultural distance index. All three frameworks have serious theoretical and methodological drawbacks, which have led some scholars to recommend that they should be avoided (McSweeney, 2002; Kirkman et al., 2006). The low correlations between the cultural distance indices built upon Hofstede, Schwartz and Globe suggest that the three indices capture very different aspects of the overall variation in cultural values, but this result can also be interpreted as evidence of their lack of conceptual and methodological soundness.

This third option still allows controlling for cultural differences in empirical studies. If the variation in cultural distance is related to the variation in other – less disputed – distance dimensions, we could perhaps indirectly control for cultural distance by including those alternative distance dimensions. For example, we know that economic development affects cultural values (Beugelsdijk & Welzel, 2018; Inglehart & Baker, 2000), meaning that the inclusion of economic distance as a control variable in empirical studies is likely to capture a substantial part of the impact of cultural distance. Empirical research leveraging index construction methods referred to earlier is required to further unpack the empirical

---

### Table 4

Pairwise correlations between different cultural distance indices (Mahalanobis corrected)

|   | 1     | 2     | 3     | 4     |
|---|-------|-------|-------|-------|
| 1 | Cultural distance Hofstede       | .01   | .11   | .16   |
| 2 | Cultural distance Schwartz       | .18   | .51   |
| 3 | Cultural distance Globe          |       |       |
| 4 | Cultural distance WVS-EVS Berry et al. | .24   | .25   |
| 5 | Cultural distance WVS-EVS Beugelsdijk et al. | .24   | .25   |

Correlations are based on unique country pairs (home-home combinations are excluded). The WVS-EVS used in Berry et al. (2010) are available for 96 countries. The WVS-EVS data used in Beugelsdijk et al. (2015) are available for 86 countries.

---
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**Figure 1** Comparing Hofstede- and Schwartz-based cultural distance scores; cultural distance is computed using Mahalanobis' technique and scores are standardized to facilitate comparison. The *gray area* is the 95% confidence interval around the *regression line*. The United States is the home country.
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**Figure 2** Comparing ICRG- and EFI-based institutional distance scores; institutional distance is computed using Mahalanobis’ technique and scores are standardized to facilitate comparison. The *gray area* is the 95% confidence interval around the *regression line*. The United States is the home country.
relationship between cultural distance and other distance dimensions.

CONCLUSION
In this editorial, we have discussed a set of recurring questions on the theory, methods and data utilized in cross-country distance research. We have pointed to commonalities in distance indicators and have formulated best practice guidelines on: (1) how to theorize on distance, and (2) what method and (3) what data to use when constructing a distance index. We have illustrated each of these topics with data on as many country pairs as possible. Our goal is to help authors, reviewers, and editors focus on what matters most in terms of theory, method, and data by clarifying the issues most critical to improving distance research. At the same time, we acknowledge that there are some considerations that simply require more transparency so that the nature of the models and relationships tested become clearer. Above all, we call for a more disciplined approach in distance research that is based on a better understanding of what has already been achieved in the field and what still remains to be done.

We reach three main conclusions, which collectively highlight the need to match data and method with the nature of an explicitly and carefully crafted theoretical argument. First, there is no distance theory as such. Distance is given meaning within the context of specific theoretical frameworks. Hence, it is critical that authors specify clearly the theoretical context of their arguments on distance. It is important to be explicit and precise about the exact mechanisms by which distance affects a particular outcome – especially because many decisions in international business are multi-staged. Credibly articulating assumptions and mechanisms should clarify the nature of the relationship between distance and, for example, location choice, entry mode decisions, and performance. Theoretical clarity is also required when distance is conceptualized as an aggregate construct, which requires a composite index.

Second, using three different cultural frameworks (Hofstede, Schwartz and Globe) and three different sets of indicators of institutional quality (Quality of Governance, Economic Freedom Index, and International Country Risk Guide), we have demonstrated that the choice of method can, but need not, have a major impact on the results. Scholars need to be transparent about the method employed, and ideally use the (co-)variance-corrected distance. Although the Mahalanobis technique to control for (co-)variance is very powerful, the exact way to control for co-variance is related to the theoretical nature of the construct (formative-reflective), an aspect of distance research that has so far not been sufficiently addressed in the distance literature.

Third, in contrast to the relatively minor implications of correcting for (co-)variance, the selection of the framework and the data to measure cultural or institutional distance has a major impact. The Hofstede-based cultural distance framework measures different aspects of cross-cultural distance compared with the frameworks of Schwartz or Globe. Authors should properly justify their choice of framework. It is important to note, however, that some of the criticism directed towards cultural frameworks does not apply to composite distance constructs. For institutional distance, the choice of data also matters, but the difference between what QoG and EFI measure is smaller than in the case of cultural distance.

Our discussion of distance is not without limitations. First, we have not addressed the stability of the effect of distance on a particular outcome variable. If firms learn how to deal with contextual differences, their effect should become smaller over time, even though the distance itself stays the same. Yet the seven meta-analyses on the impact of cultural distance effects show no consistent evidence of its reduced impact over time (Beugelsdijk et al., 2018; Magnusson, Baack, Zdravkovic, Staub, & Amine, 2008; Morschett et al., 2010; Stahl & Voigt, 2008; Tihanyi, Griffith, & Russell, 2005; Zhao, Luo & Suh, 2004). The lack of evidence of a temporal effect of cultural distance contrasts with firm-level studies showing that firms can learn to deal with cross-country differences (Johanson & Vahlne, 2009). Addressing the temporal stability of the effect of distance on international business outcomes would be a fruitful avenue for further research (Friedman, 2005; Ghemawat, 2017).

Second, in samples of only one home or one host country, distance effects are conflated with level effects (Brouthers et al., 2016; Harzing & Pudelko, 2016; Van Hoorn & Maseland, 2016; Sivakumar & Nakata, 2001). In such a sample structure, there can be a high negative or positive correlation between
the distance from a home country to other countries and the level score of the construct on which the distance is calculated. For example, the QoG-based institutional distance between the United States and all 196 host countries for which we have data correlates − .97 with the institutional quality in these host countries. The reverse obtains for poor home countries, with the correlation being + .98 for Zimbabwe. These high correlations for extreme countries (United States on the one hand and Zimbabwe on the other) illustrate that studies with single home or host countries cannot disentangle distance from country-level effects. Clearly, distance effects can be asymmetric. All the correlations we have reported are based on all home and host countries for which data are available. We do so to make sure that our conclusions are not affected by this conflation of distance and level effects. In addition to using multiple home and host countries, as recommended by Brouthers et al. (2016), we suggest that scholars report the correlation between the distance variable and the host country-level score of the variable for which distance is calculated. A high correlation is reason for concern, as it affects the interpretation of the distance argument tested.

Lastly, we have argued that there is no grand theory of distance, and that distance only has meaning within the context of a specific theory. Here, researchers should carefully reflect about the spatial mechanisms relevant to the research question they try to address. From a conceptual perspective, continuous distance effects can be found at all spatial levels, both within and between countries (Dheer, Lenartowicz, & Peterson, 2015; Lenartowicz & Roth, 2001), while national border effects only occur between countries. Unlike distance effects, border effects are discrete because borders often serve as a qualitative disjunctive in space (Anderson, 1991; Beugelsdijk & Mudambi, 2013), and because many contextual characteristics are nation-specific (this holds especially for formal institutions) (Peterson, Søndergaard, & Kara, 2018). Here, we see an exciting research agenda unfolding on cross-country distance and on the rising meaning of national borders in the face of anti-globalization movements.
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NOTES

1In one of the earlier explanations of this notion, Goodnow and Hansz (1972) state that, as firms enter markets further away from the United States, “government becomes less stable, the economy becomes less stable, cultural homogeneity declines, legal and geographical barriers go up and cultures become different” (1972: 37). Johanson and Vahlne (1977) generalize this argument by stating that the further from the home country, the more uncertainty and the higher the costs of acquiring information.

2It is interesting to note that trade, the dependent variable in gravity models, is one of the explanatory variables in the Uppsala model.

3There is no grand theory in the sense of a single framework with a set of assumptions, mechanisms, and boundary conditions. That does not mean that there is no theory of national cultural differences (Adler, 1983).

4Theoretically, such discrete changes can also be found at other levels. For example, Ronen & Shenkar (2013) have shown that countries can be grouped into a limited number of culturally homogeneous supra-national zones.

5In light of the popularity of their distance measure, it is interesting to point out that Kogut & Singh’s (1988) findings regarding the effect of uncertainty avoidance on entry mode were stronger than the cultural distance effect (see Kogut & Singh, 1988: 424).

6Occasionally, this is referred to as Cartesian distance (e.g., Buchner, Espenlaub, Khursheed & Mohammed, 2017).

7In addition to the Kogut and Singh index and the Euclidean index, some researchers have used a mix of the two. For example, Barkema & Vermeulen (1997) use an Euclidean distance index but correct for differences in the variances of each of Hofstede’s cultural dimension by multiplying the individual dimension distances by 1/\(v_i\), where \(v_i\) is the variance of each cultural dimension. The Kogut and Singh index adapts the scales in a similar way (see Eq. 1), but does not take the square root. In this case, the difference between the Kogut and Singh index and this third approach is the aggregation procedure (square root vs. dividing by the number
of dimensions). Although this is not the same type of transformation, they are effectively highly correlated.

8In the case of South Africa, the WVS-EVS data provide a score for the fifth and sixth dimensions of Hofstede’s framework. The four original Hofstede dimensions refer to Caucasian South Africans only. We have decided not to mix both samples, and hence exclude South Africa from the analysis.

9Inglehart (1997) used the WVS-EVS data to develop two dimensions of differences in national cultural values related to degree of materialism. However, his framework is rarely used in management (it is mostly used in sociology and political science). One reason for the limited use of the WVS-EVS data in management is the fact that, despite the use of stratified nationally representative samples and the richness of the WVS-EVS data (they contain more than 200 value-related questions), the user-friendliness of the database is limited. Note also that in its fifth and sixth rounds, the WVS has included a condensed ten-item version of the Schwartz values.

10These correlations do not depend on the choice of home country. Drogendijk & Slangen (2006: 372) report a correlation of .97 between the Euclidean and Kogut and Singh versions of the four-dimensional Hofstede index when using the Netherlands as a home country. For the most used home country in cultural distance research, the United States, this correlation is also .97.

11We use data for 2013, but as the QoG index is highly correlated over time (.99 between $t$ and $t + 1$), the selected year does not affect the outcome.

12The Mahalanobis institutional distance based on six dimensions correlates .96 with the five-dimensional Mahalanobis institutional distance index (using QoG data).

13As the European manager of personnel research at IBM, Geert Hofstede had privileged access to the confidential IBM employee data used to develop his cross-cultural framework. The original data stayed at IBM after Geert Hofstede left IBM in 1973 (based on personal communication from Geert Hofstede).

14Although both Berry and Beugelsdijk use WVS-EVS to develop Hofstede-inspired cultural dimensions, there is only limited overlap in the WVS-EVS questions used by Berry et al (2010) and Beugelsdijk et al (2015). Both studies use the question on trust (WVS code a165). The correlations between the original Hofstede dimensions, and the ones developed by Berry et al. (2010) and Beugelsdijk et al. (2015) differ. Berry et al.’s (2010) individualism correlates .24 with Hofstede’s original individualism, Berry et al’s power distance correlates .25 with Hofstede’s, uncertainty avoidance correlates .52 with Hofstede’s and Berry et al’s masculinity correlates .16 with Hofstede’s. For Beugelsdijk et al. (2015), these correlations with the original Hofstede dimensions are: .77 for individualism, .74 for uncertainty avoidance, .72 for power distance, and .92 for indulgence versus restraint.

15Note that the correlations shown in Table 3 are country-specific, because each cultural distance is calculated relative to a different home country. Hence, the correlation between two distance indices can vary depending on home country. A similar country specificity holds for the correlation between the ICRG- and EFI-based institutional distance indices. We have calculated all the cultural distance correlations shown in Table 3 as well as the correlation between the ICRG- and EFI-based institutional distance indices for each home country. Calculating the country-specific correlations does not change our overall conclusion.

16Schwartz has described the difference between his approach and those of others (i.e., Hofstede) in the following way: “(a) It [the approach] derived the cultural orientations from a priori theorizing rather than post hoc examination of data. (b) It designated a priori the value items that serve as markers for each orientation. (c) It used as measures only items tested for cross-cultural equivalence of meaning. (d) It included a set of items demonstrated to cover the range of values recognized cross-culturally, a step toward ensuring relative comprehensiveness of cultural value dimensions. (e) It specified how the cultural orientations are organized into a coherent system of related dimensions and verified this organization, rather than assuming that orthogonal dimensions best capture cultural reality. (f) It brought empirical evidence...
that the order of national cultures on each of the orientations is robust across different types of samples from each of a large number of nations around the world [and using different instruments]. These distinctive features increase the promise of this approach for future research.” (Schwartz, 2004: 73, and reprinted in Schwartz, 2006: 179).

A similar relationship exists between institutional distance and economic distance, because high-quality institutions are generally associated with high levels of economic development (Acemoglu, Johnson, & Robinson, 2005).
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**Table 5** Overview of cross-cultural frameworks

| Hofstede framework | Schwartz value survey | Globe | WVS-EVS |
|--------------------|-----------------------|-------|--------|
| Key references     | Hofstede (1980, 2001), Hofstede et al. (2010) | Schwartz (1994, 1999, 2006) | House et al. (2004) | Inglehart (1990, 1997), Inglehart & Baker (2000) |
| Mostly used in     | Cross-cultural psychology, Management | Cross cultural psychology, Management | Management | Sociology, Political science, Economics |
| Respondents Sample | IBM employees (4 dimensions) and stratified samples of adults (2 dimensions) | Teachers and students | 7794* | Stratified samples of adults |
| Country coverage   | 70 for first 4 dimensions, 62 for all 6 dimensions | 1968–1972 for IBM data, 2000s for 5th and 6th dimensions | No | 1981–2014 with irregular intervals |
| Year coverage      | 1988–2005 | 1995–1997 | Yes, publicly available from Israeli Science Foundation | Yes, publicly available from the WVS and EVS website |
| Availability of individual “raw” data | No | Yes, not made available | No predefined; Inglehart (1990) defined two |
| Number of dimensions | 4 + 2 | 9 (×2) | A mix of 1–10; 0–1; 1–4 |
| Nature of questions | 1–5 scale | 1–7 scale | A mix of 1–10; 0–1; 1–4 |

**APPENDIX A**

Abstract: Conceptualizing and measuring distance
### Table 5 (Continued)

| Cultural dimensions | Hofstede framework | Schwartz value survey | Globe | WVS-EVS |
|---------------------|--------------------|-----------------------|-------|---------|
| 1. Collectivism–Individualism | 1. Harmony | 1. Uncertainty Avoidance | Inglehart defined two: |
| 2. Power Distance | 2. Embeddedness | 2. Future Orientation | 1. Traditional-secular/rational |
| 3. Masculinity | 3. Hierarchy | 3. Power Distance | 2. Survival-self-expression |
| 4. Uncertainty Avoidance | 4. Mastery | 4. Institutional Collectivism | |
| 5. Long-term orientation | 5. Affective Autonomy | 5. Humane orientation | |
| 6. Indulgence versus Restraint | 6. Intellectual Autonomy | 6. Performance Orientation | |
| Dimensions 5 and 6 were added later. | 7. Egalitarianism | 7. In-group Collectivism | |
| | | 8. Gender | |
| | | Egalitarianism | |
| | | 9. Assertiveness | |

### APPENDIX B

See Table 6.

### Table 6  Correlation table of Hofstede’s dimensions, Schwartz’s dimensions and Globe’s value dimensions

| Cultural dimensions | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---------------------|---|---|---|---|---|---|---|---|---|----|
| 1 Collectivism–Individualism | H | 1 | | | | | | | | |
| 2 Power Distance | H | .62 | 1 | | | | | | | |
| 3 Masculinity | H | .07 | .13 | 1 | | | | | | |
| 4 Uncertainty Avoidance | H | .22 | .23 | –.07 | 1 | | | | | |
| 5 Long-term Orientation | H | .07 | .05 | .01 | –.02 | 1 | | | | |
| 6 Indulgence versus Restraint | H | .16 | –.31 | .09 | –.07 | –.43 | 1 | | | |
| 7 Harmony | S | .21 | –.12 | –.06 | .37 | .23 | .04 | 1 | | |
| 8 Embeddedness | S | –.55 | .62 | –.06 | –.03 | –.34 | –.21 | –.43 | 1 | |
| 9 Hierarchy | S | –.48 | .43 | .16 | –.23 | –.01 | –.23 | –.62 | .50 | 1 |
| 10 Mastery | S | –.22 | .11 | .14 | –.06 | .00 | –.12 | –.48 | –.13 | .46 | 1 |
| 11 Affective Autonomy | S | .67 | .61 | .00 | –.13 | .35 | .13 | .22 | –.87 | –.40 | .21 |
| 12 Intellectual Autonomy | S | .43 | –.42 | .07 | .14 | .30 | .13 | .57 | –.85 | –.57 | –.11 |
| 13 Egalitarianism | S | .43 | –.47 | –.10 | .05 | –.25 | .49 | .43 | –.43 | –.63 | –.45 |
| 14 Uncertainty Avoidance | G | –.72 | .72 | .07 | .32 | –.27 | –.25 | –.24 | .76 | .47 | .13 |
| 15 Future Orientation | G | –.49 | .58 | .13 | .29 | –.42 | –.46 | –.06 | .32 | .61 | .32 | .13 |
| 16 Power Distance | G | .15 | –.01 | .15 | –.46 | .05 | –.29 | –.31 | .38 | .42 | .08 |
| 17 Institutional Collectivism | G | –.52 | .36 | .01 | .37 | –.34 | .38 | .16 | .14 | .16 | .02 | .08 |
| 18 Humane Orientation | G | .20 | –.10 | .01 | –.06 | .01 | .08 | –.09 | –.02 | –.01 | –.18 |
| 19 Performance Orientation | G | –.15 | .15 | .04 | .16 | –.59 | .38 | .06 | .12 | –.24 | –.09 |
| 20 In–group Collectivism | G | –.26 | .20 | –.16 | .24 | –.61 | .41 | –.06 | .23 | –.04 | –.02 |
| 21 Gender Egalitarianism | G | .42 | –.46 | –.02 | .06 | –.05 | .55 | .30 | –.69 | –.52 | .01 |
| 22 Assertiveness | G | –.17 | .29 | .15 | –.38 | .09 | –.29 | –.39 | .27 | .51 | .23 |

---

a House et al. (2004) mention a total of 15,000, but it should be noted that approximately half of this sample has been used to collect data on leadership, and 7794 respondents for the survey on national cultural values. Of these 7794 respondents, Sweden stands out with a total of 895 respondents (based on personal communication from Paul Hanges).

b Note that Schwartz (1994, 1999, 2006) distinguishes between personal values and national cultural (societal) orientations. The number of dimensions and the meaning of those dimensions are not the same at the individual and societal level. At the societal level, Schwartz conceptualizes cultural values as “the normative value emphases that underlie societal functioning” (Schwartz, 2011: 314). Here, we refer to the seven national cultural orientations (Schwartz, 2006). For a recent analysis discussing Schwartz’ two frameworks in the context of internationalization strategy, see Verbeke, Yuan & Kano (in press). Hofstede has stated explicitly that his framework is a national cultural framework and thus cannot be used at the individual level (Hofstede, 2001).
Table 6 continued

| Cultural dimensions              | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 |
|----------------------------------|----|----|----|----|----|----|----|----|----|----|----|
| 1 Collectivism–Individualism     | H  |    |    |    |    |    |    |    |    |    |    |
| 2 Power Distance                 | H  |    |    |    |    |    |    |    |    |    |    |
| 3 Masculinity                    | H  |    |    |    |    |    |    |    |    |    |    |
| 4 Uncertainty Avoidance         | H  |    |    |    |    |    |    |    |    |    |    |
| 5 Long-term Orientation         | H  |    |    |    |    |    |    |    |    |    |    |
| 6 Indulgence versus Restraint   | H  |    |    |    |    |    |    |    |    |    |    |
| 7 Harmony                        | S  |    |    |    |    |    |    |    |    |    |    |
| 8 Embeddedness                   | S  |    |    |    |    |    |    |    |    |    |    |
| 9 Hierarchy                      | S  |    |    |    |    |    |    |    |    |    |    |
| 10 Mastery                       | S  |    |    |    |    |    |    |    |    |    |    |
| 11 Affective Autonomy            | S  | 1  |    |    |    |    |    |    |    |    |    |
| 12 Intellectual Autonomy        | S  | .68| 1  |    |    |    |    |    |    |    |    |
| 13 Egalitarianism                | S  | .19| .46| 1  |    |    |    |    |    |    |    |
| 14 Uncertainty Avoidance        | G  | –.76| –.65| –.58| 1  |    |    |    |    |    |    |
| 15 Future Orientation            | G  | –.59| –.56| –.36| .66| 1  |    |    |    |    |    |
| 16 Power Distance                | G  | –.34| –.28| –.38| .16| .07| 1  |    |    |    |    |
| 17 Institutional Collectivism    | G  | –.36| –.11| .15 | .43 | .47| –.33| 1  |    |    |    |
| 18 Humane Orientation            | G  | .09 | –.02| .14 | –.17| –.12| –.38| –.13| 1  |    |    |
| 19 Performance Orientation       | G  | –.14| –.11| .14 | .18 | .42 | –.33| .46 | .02| 1  |    |
| 20 In–group Collectivism         | G  | –.17| –.23| .02 | .27 | .49 | –.18| .30 | –.21| .56| 1  |
| 21 Gender Egalitarianism         | G  | .59 | .52 | .59 | –.56| –.34| –.47| –.01| .19| .22| .16| 1 |
| 22 Assertiveness                 | G  | –.16| –.20| –.54| .18 | .08 | .31 | –.22| –.11| –.01| –.02| –.28| 1 |

All correlations larger than |.02| are significant at .05.
H Hofstede; S Schwartz; G Globe.
See Table 7.

### Table 7: Correlation Table of QoG Dimensions, EFI Dimensions and ICRG Dimensions

| Institutional dimensions | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|--------------------------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|
| Control of corruption    | QoG | 1 |
| Government effectiveness | QoG | .93 | 1 |
| Political stability      | QoG | .75 | .69 | 1 |
| Regulatory quality       | QoG | .86 | .94 | .61 | 1 |
| Rule of law              | QoG | .94 | .94 | .78 | .88 | 1 |
| Voice and accountability | QoG | .77 | .77 | .71 | .76 | .84 | 1 |
| Property rights          | EFI | .92 | .91 | .64 | .88 | .94 | .78 | 1 |
| Freedom from corruption  | EFI | .97 | .93 | .71 | .86 | .94 | .75 | .92 | 1 |
| Fiscal freedom           | EFI | -.35 | -.30 | -.21 | -.25 | -.32 | -.41 | -.31 | -.35 | 1 |
| Government spending      | EFI | -.41 | -.37 | -.41 | -.26 | -.43 | -.44 | -.33 | -.39 | .45 | 1 |
| Business freedom         | EFI | .70 | .77 | .48 | .76 | .73 | .61 | .71 | .69 | -.08 | -.27 | 1 |
| Labor freedom            | EFI | .35 | .36 | .27 | .35 | .38 | .21 | .33 | .31 | .13 | -.07 | .44 | 1 |
| Monetary freedom         | EFI | .51 | .52 | .44 | .61 | .55 | .54 | .54 | .49 | -.18 | -.16 | .42 | .22 | 1 |
| Trade freedom            | EFI | .51 | .61 | .40 | .71 | .58 | .53 | .51 | .51 | -.10 | -.25 | .54 | .21 | .45 | 1 |
| Investment freedom       | EFI | .63 | .69 | .46 | .85 | .70 | .68 | .71 | .64 | -.22 | -.15 | .56 | .26 | .64 | .63 |
| Financial freedom        | EFI | .65 | .74 | .43 | .86 | .72 | .64 | .75 | .66 | -.14 | -.17 | -.60 | .26 | .56 | .62 |
| Government stability     | ICRG | .02 | .00 | .16 | .01 | .00 | -.19 | -.02 | .07 | .15 | .16 | -.06 | .18 | .15 | -.02 |
| Socio-economic conditions| ICRG | .81 | .86 | .65 | .81 | .82 | .60 | .76 | .81 | -.21 | -.35 | .72 | .37 | .44 | .59 |
| Investment profile       | ICRG | .67 | .72 | .57 | .76 | .71 | .54 | .69 | .69 | -.02 | -.05 | .61 | .44 | .49 | .52 |
| Internal conflict        | ICRG | .61 | .59 | .89 | .58 | .61 | .59 | .47 | .61 | -.19 | -.31 | .44 | .17 | .33 | .47 |
| External conflict        | ICRG | .40 | .42 | .58 | .47 | .42 | .52 | .37 | .42 | -.16 | -.26 | .25 | .11 | .36 | .31 |
| Corruption               | ICRG | .95 | .89 | .72 | .83 | .91 | .78 | .90 | .95 | -.47 | -.47 | .71 | .30 | .51 | .54 |
| Military in politics     | ICRG | .72 | .77 | .73 | .76 | .77 | .73 | .68 | .71 | -.24 | -.45 | .65 | .34 | .43 | .60 |
| Religious tensions       | ICRG | .38 | .36 | .60 | .38 | .36 | .46 | .30 | .37 | -.21 | -.25 | .34 | .09 | .37 | .43 |
| Law and order            | ICRG | .76 | .73 | .61 | .65 | .80 | .51 | .69 | .75 | -.31 | -.48 | .63 | .33 | .43 | .49 |
| Ethnic tension           | ICRG | .31 | .29 | .49 | .27 | .30 | .19 | .15 | .30 | .06 | -.18 | .24 | .11 | .13 | .28 |
| Democratic accountability| ICRG | .55 | .63 | .44 | .65 | .61 | .85 | .62 | .55 | -.44 | -.38 | .43 | .02 | .47 | .48 |
| Bureaucratic accountability| ICRG | .83 | .89 | .62 | .81 | .84 | .74 | .78 | .82 | -.41 | -.48 | .65 | .37 | .42 | .52 |
### Table 7 continued

| Institutional dimensions           | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 |
|-----------------------------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| Control of corruption             | QoG|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Government effectiveness          | QoG|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Political stability               | QoG|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Regulatory quality                | QoG|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Rule of law                       | QoG|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Voice and accountability          | QoG|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Property rights                   | EFI|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Freedom from corruption           | EFI|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Fiscal freedom                    | EFI|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Government spending               | EFI|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Business freedom                  | EFI|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Labor freedom                     | EFI|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Monetary freedom                  | EFI|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Trade freedom                     | EFI|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Investment freedom                | EFI| .83| 1  |    |    |    |    |    |    |    |    |    |    |    |
| Financial freedom                 | EFI|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Government stability              | ICRG| -.01| .02| 1  |    |    |    |    |    |    |    |    |    |    |
| Socio-economic conditions         | ICRG| .53| .62| .13| 1  |    |    |    |    |    |    |    |    |    |
| Investment profile                | ICRG| .62| .68| .27| .72| 1  |    |    |    |    |    |    |    |    |
| Internal conflict                 | ICRG| .42| .42| .20| .54| .47| 1  |    |    |    |    |    |    |    |
| External conflict                 | ICRG| .37| .37| .13| .31| .40| .56| 1  |    |    |    |    |    |    |
| Corruption                        | ICRG| .61| .64| .02| .76| .62| .55| .42| 1  |    |    |    |    |    |
| Military in politics              | ICRG| .56| .58| .00| .66| .53| .65| .55| .67| 1  |    |    |    |    |
| Religious tensions                | ICRG| .35| .29| .07| .30| .26| .61| .33| .32| .47| 1  |    |    |    |
| Law and order                     | ICRG| .46| .49| .05| .69| .48| .47| .22| .72| .65| .25| 1  |    |    |
| Ethnic tension                    | ICRG| .23| .20| .07| .34| .26| .43| .21| .23| .36| .44| .33| 1  |    |
| Democratic accountability         | ICRG| .60| .58| -.26| .39| .37| .38| .41| .56| .58| .31| .33| .02| 1  |
| Bureaucratic accountability       | ICRG| .54| .63| -.06| .76| .58| .49| .40| .81| .69| .29| .64| .22| .59| 1  |

All correlations larger than | .17 | are significant at .05.

QoG: Quality of Governance; EFI: Economic Freedom Index; ICRG: International Country Risk Guide.
APPENDIX D

See Table 8.

Table 8  Factor analysis of Hofstede’s six dimensional model

| Hofstede dimensions                  | Factor 1 (explains 30%) | Factor 2 (explains 25%) | Factor 3 (explains 17%) |
|-------------------------------------|-------------------------|-------------------------|-------------------------|
| Power distance                      | .85                     | .15                     | .20                     |
| Individualism                       | − .87                   | .03                     | .08                     |
| Masculinity                         | .04                     | − .02                   | .98                     |
| Uncertainty Avoidance               | .47                     | − .07                   | − .07                   |
| Long-term Orientation               | − .12                   | .88                     | .07                     |
| Indulgence versus Restraint         | − .26                   | − .84                   | .11                     |

n = 62 countries. The analysis results in three factors with eigenvalues larger than 1, explaining 72% of the variation across all six dimensions.
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