The perceived configuration of a face can be strongly biased by prior adaptation to a face with a distorted configuration. These aftereffects have been found to be weaker when the adapt and test faces differ along a number of dimensions. We asked whether the adaptation shows more transfer between faces that share a common identity, by comparing the strength of aftereffects when the adapt and test faces differed either in expression (a configural change in the same face identity) or gender (a configural change between identities). Observers adapted to expanded or contracted images of either male or female faces with either happy or fearful expressions, and then judged the perceived configuration in either the same faces or faces with a different gender and/or expression. The adaptation included exposure to a single face (e.g., expanded happy) or to alternated faces where the distortion was contingent on the attribute (e.g., expanded happy versus contracted fearful). In all cases the aftereffects showed strong transfer and thus only weak selectivity. However, selectivity was equal or stronger for the change in expression than gender. Our results thus suggest that the distortion aftereffects between faces can be weakly modulated by both variant and invariant attributes of the face.
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INTRODUCTION

The appearance of a face can be strongly biased by adaptation to faces an observer has been exposed to previously. For example, after viewing a face that has been configurally distorted so that it appears too expanded, an undistorted test face appears too contracted (Webster and MacLin, 1999). Numerous studies have now characterized the properties of these aftereffects and their implications for the perception and neural representation of faces (Webster and MacLeod, 2011). In particular, aftereffects have been demonstrated for many of the characteristic dimensions along which faces naturally vary, including their individual identity (Leopold et al., 2001) and attributes such as their gender, ethnicity, expression (Hsu and Young, 2004; Webster et al., 2004), or age (Schweinberger et al., 2010; O’Neil and Webster, 2011). Thus the adaptation may play an important role in shaping how different aspects of the face are encoded and interpreted.

Several studies have explored whether separate face aftereffects could be induced for different types of faces, for example so that male faces appear too contracted while female faces look too expanded. Partial selectivity has been found for a number of dimensions including differences in identity, gender, ethnicity, age, and species (Little et al., 2005, 2008; Yamashita et al., 2005; Ng et al., 2006; Jaquet and Rhodes, 2008; Jaquet et al., 2008). This selectivity is in part of interest because it might reveal the response characteristics or tuning of the underlying adapted mechanisms, and has also been examined to explore the extent to which distinct adaptable processes underlie the encoding of different facial attributes, for instance so that different norms or prototypes could be established for different populations of faces. However, the basis for this selectivity, and the extent to which it reflects face-specific versus more generic levels of visual coding, remain poorly understood (Webster and MacLeod, 2011).

In this study we compared the relative selectivity of the adaptation for two different facial attributes – changes in expression or changes in gender. Dimensions like gender reflect stable or invariant aspects of identity and thus distinguish one face from another, while facial expressions instead represent an example of variant facial configurations that correspond to changes in the state or pose of the same identity (Bruce and Young, 1986). A number of lines of evidence suggest that the variant and invariant properties of the face are represented in processing streams that are at least partially separable (Haxby et al., 2000; Andrews and Ewbank, 2004; Calder and Young, 2005; Said et al., 2011). Both gender and expression changes can induce strong adaptation effects (Hsu and Young, 2004; Webster et al., 2004; Little et al., 2005; Ng et al., 2006; Jaquet and Rhodes, 2008; Barrett and O’Toole, 2009) that are consistent with sensitivity changes that at least in part reflect high and possibly face-specific levels of response change (Bestelmeyer et al., 2008; Davidenko et al., 2008; Afraz and Cavanagh, 2009; Ghuman et al., 2010). Thus after adapting to a male face an androgynous face appears more female, while adapting to an angry face causes a test face to appear less angry. Studies have also shown that the aftereffects are selective for the specific expression, so that an angry face has a larger effect on the appearance of angry faces than happy ones (Hsu and Young, 2004; Rutherford et al., 2008; Skinner and Benton, 2010; Cook et al., 2011; Pell and Richards, 2011). Moreover, for both expression and identity the aftereffects appear to reflect shifts in the norm for each facial dimension rather than
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We sought to test this hypothesis in the context of invariant versus variant aspects of the face. In particular, by this account aftereffects might show less selectivity for changes in expression because these changes do not alter the perceived identity of the face. Alternatively, the aftereffects should show less transfer when the gender is altered. To test this, we compared the relative selectivity for changes in expression or gender on the same configural aftereffect. Surprisingly however, the results instead suggest that if anything the adaptation was more selective for the expression difference, thus arguing against perceived identity as the primary factor controlling how adaptation to the configural distortion transferred from one face to another.

MATERIALS AND METHODS

SUBJECTS

Observers included the authors (denoted as S1 and S2 in the figures), and four additional observers who were unaware of the aims of the study, with different observers participating in different subsets of the experiments. All observers had normal or corrected-to-normal vision acuity and participated with informed consent. Experiments followed protocols approved by the University’s Institutional Review Board.

STIMULI

Faces for the study consisted of full-color frontal view images of Dutch female and male faces with happy or fearful posed expressions, acquired from the Radboud Face Database (Langner et al., 2010; http://www.socsci.ru.nl:8180/RaFD2/RaFD? p=main). Two models (female 32 and male 23) were used throughout as the test images, while the same models as well as additional faces were chosen as the adapting images. In order to maximize the identity cues to the face, the images were not cropped and thus included the full outline of the head and neck-line. (Models were dressed uniformly in black shirts and with their hair pulled back.) The images were distorted by a local expansion or contraction of the face relative to a midpoint on the nose, using a procedure similar to the algorithms described Webster and MacLin (1999) and Yamashita et al. (2005). Equal expansions were applied to the vertical and horizontal axes of the image. The magnitude of the distortion was varied in finely graded steps in order to generate an array of 100 images, which ranged from fully contracted (0) to fully expanded (100), with the original face corresponding to a level of 50 (Figure 1).

The images were displayed on a SONY E540 monitor, centered on a 16 by 12’’ gray background with a similar mean luminance of 15 cd/m². The test images subtended 5 by 5.8’’ at the 140 cm viewing distance, while the adapt images were shown 1.5 times larger in order to reduce the potential for an influence of low-level after-effects. Observers viewed the stimuli binocularly in an otherwise dark room, and used a handheld keypad to record their responses.

PROCEDURE

Observers first adapted to either a single distorted face image or to alternating pairs of distorted images for a period of 2–5 min. In the single face condition, the adapt face image remained static and corresponded to a happy male, happy female, fearful male, or fearful female, shown either fully contracted or expanded. The
opposing face condition involved adapting to face images that differed either in expression and/or in gender which were paired with opposing distortions (e.g., to adapt to a contracted happy male and an expanded happy female). The faces were alternated at a rate of 1 image/s. After the initial adapt period, observers were presented test images shown for 1 s and interleaved with 4 s periods of readaptation, with a blank gray screen shown for 150 ms between each adapt and test period. Observers made a forced-choice response to indicate whether the test face appeared “too contracted” or “too expanded.” The distortion level in subsequent tests was varied in a staircase with the level that appeared undistorted estimated from the mean of the final eight reversals. Either two or four test faces were shown in randomly interleaved order during the run, each adjusted by its own staircase. These consisted of test faces that were the same as the adapt, differed in expression, differed in gender, or differed in both expression and gender. In a single session each observer completed four repeated settings with the test images for a single adapting condition, with the order of adapt condition counterbalanced across sessions.

RESULTS

DISTORTION AFTEREFFECTS FOR NEUTRAL OR EXPRESSIVE FACES

The basic aftereffects we examined involved changes in the perceived configuration of faces with different expressions or genders after adapting to expanded or contracted faces. These distortions themselves can alter the perceived expression of the face (Zhao and Chubb, 2001; Neth and Martinez, 2009), and conversely the expression might alter the apparent distortion. Thus as a preliminary control experiment we examined whether adaptation to the distortions depended on the expression or gender. In pilot
studies we in fact found that horizontal distortions in the images were difficult to judge because the neutral, undistorted level was unclear in the highly expressive faces. As noted in the methods, we therefore applied both vertical and horizontal distortions in the actual experiment. For these, observers could more reliably judge the undistorted face and, for these faces did not differ in magnitude from the aftereffects for the same configurational distortions in images of faces with neutral expressions. These aftereffects are shown in Figure 2, which plots the difference between the physical distortion levels in the faces that appeared undistorted to the observer, after adapting to either the expanded or contracted face. A two-way ANOVA confirmed that there was not a significant effect of expression \( F(2,35) = 0.47, p = 0.63 \) or gender \( F(1,35) = 0.05, p = 0.82 \) on the strength of the aftereffects.

**TRANSFER OF ADAPTATION ACROSS CHANGES IN EXPRESSION OR IDENTITY**

To compare the selectivity of adaptation for different facial attributes, we first investigated the transfer from a single adapting face to either the same or a different face. The observers adapted for 2 min to the image of a happy male, a happy female, a fearful male, or a fearful female. For each they then judged the perceived configuration of images that were the same as the adapt, different in expression, different in gender, and different in expression and gender, with the displayed face chosen at random on each trial (Figure 3). Aftereffects were again assessed as the difference in the null settings after adapting to an expanded face versus a contracted face (Figure 4). These differences showed strong transfer of the adaptation across all four different test faces. That is, the aftereffects in the test faces were strong whether the adapt and test face were the same or different. The sizes of the aftereffects were compared with a Kruskal–Wallis one-way ANOVA on ranks, which showed a significant effect of the adapt–test combination \( H(3) = 16.29, p = 0.001 \). Pairwise comparisons revealed a significantly larger aftereffect when the test face was the same as the adapt versus when the test face differed in expression \( Q = 3.05, p < 0.05 \) or both expression and gender \( Q = 3.80, p < 0.05 \). However, the adaptation magnitude did not differ between when the test face was the same as the adapt or differed only in gender \( Q = 2.37, NS \). Finally, the aftereffects were also similar whether the test and adapt faces differed in gender or expression \( Q = 0.69, NS \). Thus overall the aftereffects tended to be modulated as much or more by the expression difference than by the gender difference between the faces.

**CONTINGENT ADAPTATION**

To better isolate the components of adaptation that are actually selective for the facial attributes, we next measured the aftereffects in a contingent adaptation task, in which the expanded and contracted distortions were paired with differences in the gender and/or expression of the face. This has the advantage that any non-selective adaptation is canceled out between the two opposing distortions, thus leaving a more sensitive probe of the selectivity (Yamashita et al., 2005). The observers were adapted for 2 min to a 1-s alternation between two opposing faces with opposite distortions that differed in either gender or expression, while the test faces consisted of two interleaved faces that were the same as the adapt faces (Figure 5).

Figure 6 plots the mean neutral settings after adapting to opposing distortions paired with the different expressions or genders. The selectivity of the adaptation was assessed by comparing the difference between the aftereffects for the same test face across the two adapting conditions. For the two test faces, these differences should be of opposite sign if the aftereffects were contingent on the facial attribute (since in one pair the difference corresponded to expanded adapt – contracted adapt, while for the other it was contracted adapt – expanded adapt). Alternatively, the difference should be similar for both faces if the distortion aftereffect did not depend on the value of the attribute. There were significant contingent aftereffects for the adapting face pairs whether they differed in expression \( t(31) = 6.67, p < 0.001 \) or gender \( t(31) = 2.52, p = 0.017 \). However, the contingent aftereffects for expression differences were significantly stronger than for the gender differences \( t(31) = 2.27, p = 0.030 \). Thus again the results pointed to stronger selectivity for the expression differences.

**TRANSFER OF ADAPTATION ACROSS GENDER AND EXPRESSION IN FACES WITH DIFFERENT IDENTITIES**

In the preceding experiments, we utilized only two faces, which corresponded to two individual identities as well as two genders. Moreover, we had no way of controlling the magnitude of the identity difference relative to the expression difference. Thus a possible confound with the results was that “gender” and “expression” really do differ in the selectivity of the adaptation, but the identity differences may have been weak in the specific pair of faces.

---

**Figure 3** Adaptation to a single image. After adapting to a single face image, the observers were presented with one of four test face images, which included the same adapt face, a face differing in expression, a face differing in gender, and a face differing in both expression and gender.
we tested. To control for this, in the final experiment, we tested the contingent adaptation aftereffects for sets of faces that might more directly capture the attributes of expression and gender. For this, we used 10 female and 10 male faces with the same happy and fearful expressions (Figure 7). The observer adapted to these 20 faces, which were interleaved with each other and alternated between...
As noted in the Introduction, our study was motivated by the expression. The conditions appeared to largely depend on the differences in conjunctions of gender and expression. Thus in this case the selectivity of the aftereffects across all of the expressions and genders within each group but combined in opposite ways. For example, they were exposed to expanded faces that were either happy females and fearful males, alternated with contracted faces that were either fearful females and happy males. Again, these conditions allowed us to compare adaptation to the attributes of expression or gender which were now less closely tied to a given individual identity. The latter two cases also allowed us to test what happens when the adapting images differ along more than one dimension, and whether this depends on whether these differences are covarying or reflect higher order combinations of the adapting attributes.

Mean settings at which the test faces appeared undistorted are shown in Figure 9 for each of the four adapting contingencies. The results showed significant selective aftereffects for the expression difference \( t(14) = 4.55, p < 0.001 \), and for a difference in both expression and gender \( t(30) = 5.03, p < 0.001 \). However, for the gender difference the selectivity did not reach significance \( t(15) = 1.34, p = 0.20 \). Moreover, a significant contingent after-effect was not found when the observers were adapted to different conjunctions of gender and expression \( t(15) = -0.218, p = 0.76 \). Thus in this case the selectivity of the aftereffects across all of the conditions appeared to largely depend on the differences in expression.

**DISCUSSION**

As noted in the Introduction, our study was motivated by the possibility that face distortion aftereffects might be more robust to image changes that preserved the identity of the face than to changes that caused the adapt and test faces to appear to be drawn from different individuals (Yamashita et al., 2005). This difference is generally consistent with the selectivity of the aftereffects for low-level transformations in the images, as well as a number of higher-level aspects of the adaptation. We therefore asked whether this difference might be manifest when comparing the selectivity of aftereffects between natural variations within the same face versus between different faces. However, we did not find stronger transfer when the adapt and test images showed different expressions of the same face than when they differed in gender and thus identity. Instead, in our case the aftereffects tended to be more selective for the expression change. Moreover, selectivity for both the expression and gender differences were surprisingly weak. We consider the relative selectivity and the general lack of selectivity in turn.

An obvious problem in interpreting comparisons across the facial dimensions is that the differences in expression may have represented larger physical differences in the images. The differences in selectivity could then simply reflect the degree to which the adapt and test faces differed as images. Indeed, this factor has been suggested as a possible reason for differences in the susceptibility of identity versus expression adaptation to suppression from visual awareness (Moradi et al., 2005; Adams et al., 2010, 2011; Yang et al., 2010). However, by this account the previously reported asymmetries between expression and identity aftereffects should have been reversed, for again the identity aftereffects showed greater transfer across expression (implying that the expression differences were weaker; Fox and Barton, 2007; Fox et al., 2008). Fox and Barton also showed that this could not account for the asymmetries they observed by showing that there were not corresponding differences in discrimination thresholds for the faces (Fox et al., 2008).

In our case, we did not evaluate an independent measure of facial similarity. Yet we did not observe stronger selectivity when the faces differed in both expression and gender, which might have been expected if overall similarity were the important factor in determining the degree of transfer. Moreover, even if the expression change introduced a larger physical difference in the image, the images corresponded to natural patterns of variation in the face, and thus coding and adaptation for the relative attributes might be expected to be matched to the relative range of variation along the two dimensions (Robbins et al., 2007; Webster and MacLeod, 2011). In any case, these differences would not alter our conclusion that natural variations in the same identity owing to a change in expression resulted in similar or more selective aftereffects than natural variations across identities owing to a change in
gender. Thus our results would still be inconsistent with a strong form of the proposal that the aftereffects transfer more strongly across changes that preserve identity (though this assumes that the expression changes were not so strong that they in fact masked the model's identity).

Why might our conditions have led to a different pattern of selectivity for identity and expression than found previously (Fox and Barton, 2007; Fox et al., 2008)? An important difference between our studies is that these previous studies tested the effect of facial changes directly on identity and expression aftereffects.
That is, they tested how a change in identity affected the perceived expression of the face or vice versa. In contrast, our aftereffects instead measured how the same configural change (the perceived expansion or contraction of the face) was modulated by a difference in gender or expression. This had the advantage that the same aftereffects could be compared for different variations between the adapt and test images. However, it has the important drawback that the aftereffects are not directly tapping the perception of the specific dimensions of gender or expression. Thus our results are not inconsistent with asymmetries between expression and identity aftereffects, but instead suggest that the configural changes induced by adaptation to the distorted faces can be affected by differences in both expression and gender. Thus again they are inconsistent with the specific hypothesis we tested that the distortion aftereffects would be stronger between faces that shared a common identity.
A conspicuous feature of our results was that the degree of selectivity we observed for both expression and gender was in fact very weak. The aftereffects were instead arguably notable for the high degree of transfer across fairly obvious changes in the appearance of the adapt and test faces. This is all the more compelling because the images were not cropped and thus provided unusually strong cues to the identity difference. The strong transfer is consistent with studies that have pointed out that changes in facial attributes lead to only partial selectivity in the distortion aftereffect (Jaquet and Rhodes, 2008), though it remains possible that the
degree of selectivity varies with the specific form and magnitude of the configurational change.

The basis for selectivity in face aftereffects is uncertain. One account assumes that different types of faces might be encoded relative to distinct norms (Little et al., 2005, 2008; Jaquet and Rhodes, 2008; Jaquet et al., 2008). In this case adaptation to distortions in a male or female face might therefore each induce a mean shift in the appearance of the subpopulation. Selectivity in such models assumes that the channels are very broadly tuned along one coding dimension (since this broad tuning is required to account for the normalization observed in face adaptation), while more narrowly tuned along other dimensions (so that stronger distortion aftereffects occur when the adapt and test have shared attributes). By this model, for the specific conditions we examined the channels coding the configural distortions are fairly broadly tuned for both gender and expression, and in particular, are not more selective for the identity attribute of gender than they are to the variant attribute of expression.

Webster and MacLeod (2011) noted that the contingent adaptation for different facial attributes could also reflect a form of tilt-aftereffect in the multidimensional space, so that adaptation to a specific identity trajectory (or “angle” in the space) biases the appearance of other face trajectories away from the adapting axis. For example, after adapting to an axis defined by a variation from expanded males to contracted females, male and female faces might appear “tilted” toward opposite distortions, while androgynous contracted or expanded faces would be shifted toward opposite genders. This pattern is similar to the changes in perceived hue following adaptation to different color directions (Webster and Mollon, 1994), and has the advantage that the aftereffects still reflect shifts relative to a single common norm. However, selective response changes in this model reflect a form of “contrast adaptation” that adjusts to the variance of the faces, and is distinct from the “mean adaptation” that characterizes most face aftereffects (Webster and MacLeod, 2011). Adaptation induced changes in the perceived variance of faces has been difficult to demonstrate (MacLin and Webster, 2001), suggesting that this form of adaptation may generally be weak. Under this model then, the weak selectivity we found for changes in expression or gender is consistent with the possibility that adaptation to the facial distortions primarily induces a mean bias in the face norm rather than a bias in perceived contrast or gamut of faces relative to the norm.

Finally, it remains possible that the configurual aftereffects we tested show weak tuning for the subtle image variations that define different faces, because the aftereffects depend at least in part on response changes at more generic levels of visual coding.

Adaptation can potentially arise at many if not all levels of the visual pathway (Webster, 2011; Webster and MacLeod, 2011). While the size difference between the adapt and test images provided a commonly used control for simple retinotopic afterimages (Zhao and Chubb, 2001), the distortions we probed have nevertheless been found to include both shape-generic as well as shape-specific and possibly face-specific components. For example, Dickinson et al. (2010) have noted that the aftereffects for configural distortions could in part arise from changes in the distribution of local orientations in the images, a pattern which could be preserved even when the adapt and test images differ in size. On the other hand, aftereffects for the distortions survive the size change even when the faces are altered to remove all internal structure except the eyes and mouth, so that the aftereffect in this case cannot be driven by the local texture (Yamashita et al., 2005). Moreover, aftereffects for distortions along one axis (e.g., horizontally stretching the face) transfer across changes in head orientation, and thus must again include a response change that is specific to the object (Watson and Clifford, 2003), Susilo et al. (2010) further examined the extent to which the configural aftereffects might be face-specific. They found that distorting faces by varying eye-height induced aftereffects which showed complete transfer from faces to “T” shapes when the images were inverted, but only partial transfer when the images were upright. This suggested that aftereffects for the distorted faces were driven by non-selective shape aftereffects for the inverted images, while reflecting both shape and face-selective response changes in upright faces. Again, in the present experiments we used configural distortions in order to have a common metric for comparing the expression and gender aftereffects. The fact that these aftereffects were contingent on the facial attributes indicates that the adaptation was not dependent on the distortion alone. Yet as the preceding studies suggest, it is also unlikely that they reflected response changes in mechanisms that were responsive only to faces. Different configural manipulations may vary in the extent to which they isolate face-specific levels of processing (Susilo et al., 2010), and these might reveal different patterns of selectivity from those we observed. Whatever the response changes and coding sites underlying the current configural aftereffects, our results suggest that they can adjust to the attribute of the configural change to a large extent independently of the specific face carrying the change, and in particular do not show more selectivity for an invariant attribute like gender than for a variant attribute like expression.
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