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ABSTRACT

In the current pandemic situation, we have seen one of the reasons for spreading of corona virus is surface touching, and to avoid this sort of spread in the virus we have come up with a project which is titled as “Drawing on Air”, As the title itself indicates, we are not going to touch the surface but we are going to draw on air and what we have drawn on air will be displayed on the screen / monitor. This will help us reduce the spread of the virus in the pandemic situations. In this pandemic we have seen maximum of the transactions are been made online but for deposit of money or for transfer of money in person we see people use ATMs which is very risky and there are chances of spreading of the virus at such point of times we can use this as a prevention method to a great extent. Not only in ATMs but also in offices for biometrics or in cyber cafes and many more areas we can use this project.
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1. Introduction

All we need in this project is a laptop with a web camera installed in it. We will train our laptop or our screen to read whatever the user will be writing infront of the screen. We have used Open CV [2] for object detection that is with which the user will be writing on air and we have used Python language for coding since Python is an easy language and easily understandable and also, we have used Jupyter Notebook latest version since it produces a native and managed code. Firstly, after code is executed, we get a white screen displayed in the monitor and whatever we write on air infront of camera it tracks the object whose properties we have declared in the code. After the tracked points are connected and projected on the screen Fig. 1 Fig. 2 Fig. 3 Fig. 4 Fig. 5 Fig. 6 Fig. 7.

1.1. Open CV

Open CV (Open-Source Computer Library) is a programming feature library specifically targeted at computer vision [2] in real time. This is an open-source platform and free for use. Its primary interface is in c++, it still preserves an older c interface that is less detailed but vast. In the Python interface, all the latest advancements and algorithms appear. It is major open-source computer vision, machine learning and image processing library and now it plays an important part in real time activity in today's systems. We will use this to process photographs and videos to recognize human beings, faces or even handwriting. Python is able to process the OpenCV array structure for review as it is combined with different libraries such as NumPy. We use vector space to recognize the image pattern and its different characteristics and perform arithmetic computations on these traits. It is accessible on Windows, Linux, iOS etc., with Python, C++, C and Java as interfaces.

1.2. Python

Python is a high-level programming language. It is mainly famous for code reusability and simplicity. Even though it is slower it has an important characteristic of python that it can be easily extended within c. Because of this characteristic we can write computationally intrinsic codes in C++/C. Python supports different forms of programming patterns such as procedural programming, object-oriented programming, functional programming etc. It consists of NumPy library. NumPy is highly powerful and optimized for mathematical operations. In order to take advantages of multi-core computing, all items are written in optimized C or C++.
2. Related work

To implement this work, one should first learn object tracking [1] and one should be aware of OpenCV [2] and Jupyter Notebook. Using object tracking we detect the HSV code [3] that is similar like RGB color code [4]. HSV is Hue, Saturation and Value respectively.

Typically tracking algorithms [5] are quicker than detection algorithms. We know a lot about the objects appearance when we are monitoring an object which was observed in the previous frame, we already know the position in the next frame [6], we can use all this data to determine the position of object in the next frame, and to precisely find the object with a limited scan around the estimated location of the object. In the other hand, a successful monitoring algorithm can manage any amount of obstruction. The motion model estimates the objects precise location. To have a more precise assessment based on appearance, the appearance model makes improvements on this assessment.

3. Proposed method

3.1. Work flow

3.1.1. Methodology

So basically, the screen detects the color whose properties we declare in the code. H, S, V are Hue, Saturation and Value respectively. This color code is similar to the RGB color code. You will have to run the object Tracking code e beforehand in order to get the HSV value. All you have to do is slide the taskbars until the only remaining white parts of the “Thresholded Image” windows are correspondent to object [7,8] that you want to detect in real life.

For example, if you want to detect the yellow sharpie, you will have to slide the taskbars so that the white parts of the “Thresholded Image” windows are actually the threshold image of the yellow sharpie [11,12]. After you get HSV value you want, save it for near future references. Then run the webcam code [9,10] remember to change the HSV values into whatever HSV value you found previously. Then hit the “debug” button to draw.

4. Results and discussions

After debug the webcam automatically turns on and we get to draw Infront of the webcam and then the output screen appears and we get the output with the help of the HSV values which we have already declared in code. The HSV adjustment plays major role in this implementation, based on its value, the text that the person drawing on air will be reflected and visible clearly at the output.

5. Conclusion and future work

Finally, this implementation has come up with an idea for this project, how one can reduce the chances of spread of contagious virus or diseases that is beneficial for the society with the help of open-source networks i.e., OpenCV and Jupyter Notebook with the help of object detection. This project can be a very helpful project for the society for the pandemic situations. It was a simple illustration of image processing capabilities of OpenCV.
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