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Abstract — Cycle codes are a special case of low-density parity-check (LDPC) codes and as such can be decoded using an iterative message-passing decoding algorithm on the associated Tanner graph. The existence of pseudo-codewords is known to cause the decoding algorithm to fail in certain instances. In this paper, we draw a connection between pseudo-codewords of cycle codes and the so-called edge zeta function of the associated normal graph and show how the Newton polyhedron of the zeta function equals the fundamental cone of the code, which plays a crucial role in characterizing the performance of iterative decoding algorithms.

I. INTRODUCTION

We are interested in characterizing the performance of a binary low-density parity-check (LDPC) code $C$ used for the transmission of information over a memoryless channel. Moreover, we focus on the case that iterative decoding is performed at the receiver end.

Let the code be described by a parity-check matrix $H$. To a matrix $H$ we can associate a bipartite graph, the so-called Tanner graph $T \triangleq T(H)$. As was realized in [2], an essential role in the understanding of iterative decoding is played by the finite covers of the Tanner graph $T$ and the codes defined by them. In fact, while the main strength of iterative decoders, namely their low complexity, results from the fact that they operate locally on the Tanner graph, this very fact is also the source of the weakness of any iterative decoding algorithm. The systemic problem is that by just performing local operations the decoder cannot distinguish if it is decoding on the Tanner graph $T$ or any of the finite covers. Thus, codewords in a cover of $T$ will be interfering with the iterative decoding process. Consequently, in order to understand the behavior of iterative decoders we will have to characterize the "covering" codes and their codewords.

The goal of this paper is to give a concise geometric and simple description of these codes in finite covers of $T$. In particular, the geometric characterization will relate to a cone in Euclidean space, the so-called fundamental cone $\mathcal{F}$.
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II. BINARY LINEAR CODES AND THEIR GRAPHS

\textbf{Definition II.1.} An undirected graph $X = (V(X), E(X))$ consists of a vertex-set $V \triangleq V(X)$ and an edge-set $E \triangleq E(X)$ where the elements of $E$ are 2-subsets of $V$. We assume a fixed ordering on $E$ so that $E = \{e_1, \ldots, e_n\}$, where $n \triangleq$...
of a binary linear code will always mean an undirected graph. We will not allow self-loops or multiple edges. For \( v \in V \), we write \( \partial(v) \) for the neighborhood of \( v \), i.e., the collection of vertices of \( X \) which are adjacent to \( v \).

**Definition II.2.** Let \( \bar{H} = (h_{ji}) \) be the parity-check matrix of a binary linear code \( C \). We let \( J \triangleq J(\bar{H}) \) be the set of row indices of \( \bar{H} \) and we let \( I \triangleq I(\bar{H}) \) be the set of column indices of \( \bar{H} \), respectively. For each \( i \in I \), we let \( J_i \triangleq J_i(\bar{H}) \triangleq \{ j \in J \mid h_{ji} = 1 \} \). For each \( j \in J \), we let \( I_j \triangleq I_j(\bar{H}) \triangleq \{ i \in I \mid h_{ji} = 1 \} \). Furthermore, for any \( I' \subseteq I \) and any vector \( x \) of length \( |I| \), we let \( x_{I'} \) be the vector that has only the entries of \( x \) whose indices are in \( I' \). The Tanner graph \( T(\bar{H}) \) (or factor graph \( \mathcal{G} \)) associated to \( \bar{H} \) will be called \( T(\bar{H}) \): it consists of bit nodes \( X_1, \ldots, X_{|I|} \), (parity-)check nodes \( p_1, \ldots, p_{|J|} \), and edges between the two types of nodes. More precisely, bit node \( i \) and check node \( j \) are connected if and only if \( h_{ji} = 1 \). The degree of check node \( j \) is the number of adjacent bit nodes in \( T(\bar{H}) \) and is therefore equal to \( |J_j(\bar{H})| \). The degree of check node \( j \) is the number of adjacent bit nodes in \( T(\bar{H}) \) and is therefore equal to \( |J_j(\bar{H})| \). We say that a vector \( x \in \mathbb{F}_2^{|I|} \) is a configuration of the Tanner graph \( T(\bar{H}) \) and we call \( x \in \mathbb{F}_2^{J} \) a valid configuration if all the checks are fulfilled, i.e. \( \sum_{i \in I} h_{ji} x_i = \sum_{i \in I_j} x_i = 0 \) (in \( \mathbb{F}_2 \)) for all \( j \in J \). Obviously, the set of all valid configurations forms the linear binary code \( C \).

**Definition II.3.** A binary linear code \( C \) defined by a parity-check matrix \( H \) is called a cycle code if the associated Tanner graph \( T(H) \) is 2-regular in the bit nodes, i.e., all bit nodes have degree 2. This is equivalent to the condition that for all \( i \in I(H) \) we have \( |J_i(H)| = 2 \). Such codes were studied e.g. in \( \mathcal{G} \).

**Example II.4 (Code A).** Let \( C \) be a binary [4, 2] code with parity-check matrix

\[
H \triangleq \begin{pmatrix}
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 \\
\end{pmatrix}
\]

\( ^7 \)Note the following convention: a row index of \( H \) will be denoted by \( j \) and a column index of \( H \) will be denoted by \( i \).

---

**Figure 1:** (Code A) Left: Tanner graph \( T(H) \) of the simple binary linear code in Ex. II.4. Right: Tanner graph of an example of an \( M \)-cover of \( T(H) \).

\( n(X) \triangleq |E| \). By a graph (without further qualifications) we will always mean an undirected graph. We will not allow self-loops or multiple edges. For \( v \in V \), we write \( \partial(v) \) for the neighborhood of \( v \), i.e., the collection of vertices of \( X \) which are adjacent to \( v \).

**Example II.5 (Code B).** Let \( C \) be a binary [7, 2] code with parity-check matrix

\[
H \triangleq \begin{pmatrix}
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

Obviously, \( C = \{(0, 0, 0, 0, 0, 0, 0), (1, 1, 0, 0, 0, 0, 0), (0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0), (1, 1, 1, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0)\} \)\(^8 \). The Tanner graph \( T(H) \) of \( C \) is shown in Fig. 2 (left). As can easily be seen, all bit nodes have degree 2 and so the code \( C \) is a cycle code. From the Tanner graph \( T(H) \) we can derive another graph \( N(H) \) in the following way: replace each (degree-2) bit node and its adjacent edges by a single edge and label the new edge according to the labeling of the bit node in the Tanner graph.\(^9 \) For code \( C \) we obtain the graph \( N(H) \) shown in Fig. 2 (right). From this graph the notion of “cycle code” becomes clear: every codeword (i.e. every valid configuration) corresponds to a simple cycle or a symmetric difference set of simple cycles in the normal graph. This will be made more precise in Sec. IV.

---

**III. THE FUNDAMENTAL CONE**

The following definition introduces the graph theoretic notion of a “graph cover”.

**Definition III.1.** An unramified, finite cover, or, simply, a cover of a graph \( X \) is a graph \( Y \) along with a surjective map \( \pi: Y \to X \) which is a graph homomorphism, i.e., which takes adjacent vertices of \( Y \) to adjacent vertices of \( X \), such that for each vertex \( x \) of \( X \) and each \( y \in \pi^{-1}(x) \), the neighborhood \( \partial(y) \) of \( y \) is mapped bijectively to \( \partial(x) \). For a

---

\(^7 \)Note the following convention: a row index of \( H \) will be denoted by \( j \) and a column index of \( H \) will be denoted by \( i \).

\(^8 \)Note that the rank of \( H \) is 5 and not 6: therefore the dimension of \( C \) is 2 and not 1.

\(^9 \)We gave the label \( N(H) \) because such a graph is also known as normal graph or Forney-style factor graph. 🧵
positive integer $M$, an $M$-cover of $X$ is an unramified finite cover $\pi: Y \to X$ such that for each vertex $x$ of $X$, $\pi^{-1}(x)$ contains exactly $M$ vertices of $Y$.

**Example III.2 (Code A).** We continue with Code A defined in Ex. III.4. Let $T \triangleq T(H)$ be the Tanner graph corresponding to $H$. An $M$-fold cover $\tilde{T}$ (as shown in Fig. 1 (right)) of $T$ is specified by defining the permutations $\pi_{1,1}, \pi_{1,2}, \pi_{1,3}$ (corresponding to the first row of $H$) and the permutations $\pi_{2,1}, \pi_{2,3}, \pi_{2,4}$ (corresponding to the second row of $H$).

The parity-check matrix $\tilde{H}$ associated to one possible 3-fold cover Tanner graph $\tilde{T}$ looks like

$$
\tilde{H} \triangleq \begin{pmatrix}
0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
\end{pmatrix}
$$

where $I_s$ is a $3 \times 3$ identity matrix, cyclically shifted to the left by $s$ positions. This parity-check matrix defines a code $\tilde{C}$: an example of a codeword of $\tilde{C}$ is $\tilde{c} = (1, 1, 0, 0, 1, 1, 0, 0, 1, 0)$.

Other examples of a graph cover are shown in Fig. 3. The left-hand side shows a double cover Tanner graph of the Tanner graph in Fig. 2 (left) and the right-hand side shows the corresponding double cover normal graph of the normal graph in Fig. 2 (right). The following remark formalizes Ex. III.2.

**Remark III.3.** Let $C$ be a binary code with parity-check matrix $H$ and Tanner graph $T \triangleq T(H)$. Let $J \triangleq J(H)$ and $I_j \triangleq I_j(H)$. For a positive integer $M$, let $\tilde{T}$ be an arbitrary $M$-fold cover of $T$ and let $\tilde{C}$ be the binary code described by $\tilde{T}$. Knowing the graph $T$, the graph $\tilde{T}$ is completely specified by defining for all $j \in J$ and all $i \in I_j$ the permutations $\pi_{j,i}$ that map $[M] \triangleq \{1, \ldots, M\}$ onto itself. The meaning of $\pi_{j,i}(m)$, $m \in [M]$ is the following: the $m^{th}$ copy of the check node $j$ is connected to the $\pi_{j,i}(m)^{th}$ copy of the $i^{th}$ bit. It follows that $\tilde{c} \in \tilde{C}$ if and only if

$$
\sum_{i \in I_j} \tilde{c}_{i, \pi_{j,i}(m)} = 0 \quad (\text{in } \mathbb{F}_2)
$$

for all $j \in J$ and all $m \in [M]$. The parity-check matrix $\tilde{H}$ that expresses this fact can be defined as follows. Let the entries of $\tilde{H}$ be indexed by $(j, m) \in J \times [M]$ and $(i, m') \in I \times [M]$. Then

$$
\tilde{h}_{(j, m), (i, m')} \triangleq \begin{cases} 
1 & \text{if } i \in I_j \text{ and } m' = \pi_{j,i}(m) \\
0 & \text{otherwise}.
\end{cases}
$$

**Definition III.4.** Let $C$ be a binary linear (base) code with parity-check matrix $H$ and let $T \triangleq T(H)$ be the corresponding Tanner graph. For any positive integer $M$, let $\tilde{T}$ be an $M$-fold cover of $T$ and let $\tilde{C}$ be the binary code described by $\tilde{T}$. We will denote a codeword of $\tilde{C}$ by $\tilde{c}$, where the $(i, m)$’s component of $\tilde{c}$, i.e. $\tilde{c}_{i,m}$, denotes the value of the $m^{th}$ copy of the $i^{th}$ bit.

The **pseudo-codeword** associated to $\tilde{c}$ is the rational vector $\omega(\tilde{c}) \triangleq (\omega_1(\tilde{c}), \omega_2(\tilde{c}), \ldots, \omega_M(\tilde{c}))$ with

$$
\omega_i(\tilde{c}) \triangleq \frac{1}{M} \sum_{m \in [M]} \tilde{c}_{i,m},
$$

where the sum is taken in $\mathbb{R}$ (not in $\mathbb{F}_2$). We call the vector $M \cdot \omega(\tilde{c})$ the **unscaled** pseudo-codeword associated with $\tilde{c}$. In fact, any multiple (by a positive scalar) of $\omega(\tilde{c})$ will be called a pseudo-codeword associated with $\tilde{c}$.

Note that any codeword is also a pseudo-codeword.

**Remark III.5.** Notice that a pseudo-codeword, as defined in Def. III.4 has length $|I(H)|$, the same as the length of any codeword, whereas a codeword like $\tilde{c} \in \tilde{C}$ has length $M \cdot |I(H)|$, where $M$ is the degree of the corresponding cover Tanner graph.

**Example III.6 (Code A).** We continue with Code A defined in Ex. III.4. We saw that $\tilde{c} = (1, 1, 0, 0, 1, 1, 0, 1, 0, 0, 0)$ was a codeword of the code $\tilde{C}$. Applying Def. III.4 we see that the corresponding pseudo-codeword is $\omega(\tilde{c}) = \left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}, 0\right)$ and that the corresponding unscaled pseudo-codeword is $3 \cdot \omega(\tilde{c}) = (2, 2, 2, 0)$. Note that $\omega(\tilde{c})$ cannot be written as a convex combination of the codewords in $C$.

The influence of a pseudo-codeword on the decoding behavior under iterative decoding can be measured by its pseudo-weight which is a function of the pseudo-codeword and the channel used (see [2] and references therein). An important property of the pseudo-weight is its scaling invariance, i.e. scaling a pseudo-codeword by a positive scalar leaves its pseudo-weight unchanged.

The fundamental cone that is given in the following definition will be, along with the zeta functions of a graph, a main object of interest in this paper.
Definition III.7. Let $C$ be an arbitrary binary linear code and let $H$ be its parity-check matrix. We define the fundamental cone $K(H)$ of $H$ to be the set of vectors $\omega \in \mathbb{R}^n$ that satisfy
\[
\forall i \in I: \quad \omega_i \geq 0,
\forall j \in J, \forall i \in I_j: \quad \sum_{i' \in I_j \setminus \{i\}} \omega_{i'} \geq \omega_i,
\]
where $J \triangleq J(H)$, $I \triangleq I(H)$, $I_j \triangleq I_j(H)$.

Example III.8 (Code A). We continue with Code A defined in Ex. II.4. The fundamental cone $K(H)$ is the set
\[
K(H) = \{(\omega_1, \omega_2, \omega_3, \omega_4) \in \mathbb{R}^4 | \omega_1 \geq 0, \omega_2 \geq 0, \omega_3 \geq 0, \omega_4 \geq 0,\]
\[
\quad -\omega_1 + \omega_2 + \omega_3 \geq 0, -\omega_2 + \omega_3 + \omega_4 \geq 0,\]
\[
\quad +\omega_1 - \omega_2 + \omega_3 \geq 0, +\omega_2 - \omega_3 + \omega_4 \geq 0,\]
\[
\quad +\omega_1 + \omega_2 - \omega_3 \geq 0, +\omega_2 + \omega_3 - \omega_4 \geq 0\}.
\]

The next two lemmas establish that there is a very tight connection between the fundamental cone of a code and codewords that live in finite covers. More specifically, in one direction we prove that the pseudo-codeword associated to any codeword in a Tanner graph must lie within the fundamental polytope. In the other direction we prove that to a given vector in the fundamental polytope we can find a cover with a codeword in it whose (suitably scaled) pseudo-codeword is arbitrarily close to the given vector.

Lemma III.9. Let $C$ be a binary linear code with parity-check matrix $H$ and Tanner graph $T = T(H)$. For a positive integer $M$, let $\hat{T}$ be an arbitrary $M$-fold cover of $T$ and let $\hat{C}$ be the binary code described by $\hat{T}$. If $\tilde{c} \in \hat{C}$ then $\omega(\tilde{c}) \in K(H)$.

Lemma III.10. Let $C$ be a binary linear code with parity-check matrix $H$ and Tanner graph $T = T(H)$. Let the vector $\omega' \in \mathbb{R}^n$ satisfy $\omega' \in K(H)$. Then for any $\varepsilon > 0$, there is a positive integer $M$ such that there is a codeword $\tilde{c}$ in a code $\hat{C}$ defined by an $M$-fold cover $\hat{T}$ of $T$ such that $|\omega(\tilde{c}) - \omega'| < \varepsilon$ for some $\alpha > 0$.

Putting Lemmas III.9 and III.10 together, we have:

Theorem III.11. Let $C$ be a binary linear code with parity-check matrix $H$ and fundamental cone $K(H)$. Then the lines through the pseudo-codewords of $C$ are dense in $K(H)$. □

Moreover, we have

Theorem III.12. The point $\omega = (\omega_1, \ldots, \omega_1) \in K(H) \cap \mathbb{Z}^n$ is an unscaled pseudo-codeword if and only if $\sum_{i \in I} b_{ji} \omega_i = 0$ (in $\mathbb{Z}_2$) for each $j \in J$.

Proof. This follows from Lemma III.11 and Corollary V.3. □

IV. Zeta Functions of Graphs

Before we can talk about zeta functions of graphs we need to say exactly what we mean by a cycle in a graph.

Definition IV.1. Let $X$ be an undirected graph as in Def. II.4. A sequence $(e_1, \ldots, e_k)$ of edges of $X$ is a cycle on $X$ if the edges $e_i$ can be directed so that $e_{i+1}$ begins where $e_i$ terminates for $1 \leq s \leq k$ and $e_k$ terminates where $e_1$ begins. The characteristic vector of the cycle $(e_1, \ldots, e_k)$ on $X$ is the binary vector of length $n$ whose $i$th coordinate is 1 if and only if $e_i$ appears as some $e_j$. If the cycle does not cross itself, i.e., if each vertex of $X$ is involved in at most two of the edges $e_1, \ldots, e_k$, then we say the cycle is simple.

This definition relates as follows to the cycle codes introduced in Sec. II.1.

Lemma IV.2. Let $N \triangleq N(H)$ be the normal graph of a binary cycle code $C$ with parity-check matrix $H$. The characteristic vector of any simple cycle in $N$ is a valid configuration of $n$, i.e., it is a codeword of $C$. Moreover, the symmetric difference of the characteristic vector of simple cycles in $N$ is also a valid configuration of $n$, i.e., it is a codeword of $C$. On the other hand, to any codeword in $C$ corresponds the symmetric difference of simple cycles in $N$.

Proof. This follows from Euler’s Theorem [10, Th. 1.2.26]. □

The code $C$ in Lemma IV.2 can also be seen as spanned by the characteristic vectors of the simple cycles of $N$. The length of $C$ equals $n(N)$, the number of edges in $N$. Further, the minimum Hamming distance $d_{\text{min}}$ of $C$ is the length of the shortest cycle in $N$, i.e., the girth of $N$. Also, the dimension of $C$ is the number of independent cycles in $N$, i.e., the rank of the fundamental group of the underlying topological space of $N$, i.e., $|E(N)| - |V(N)| + 1 = 1 - \chi(N)$, where $\chi(N)$ is the Euler characteristic of $N$.

Let us turn back to graph-theoretic notions: the next important step is to introduce a special class of cycles called “primitive, backtrackless and tailless cycles”.

Definition IV.3. Let $\Gamma = (e_1, \ldots, e_k)$ be a cycle in a graph $X$. We say $\Gamma$ is backtrackless if for no $s$ do we have $e_s = e_{s+1}$. We say $\Gamma$ is tailless if $e_k \neq e_1$. We say $\Gamma$ is primitive if there is no cycle $\Theta$ on $X$ such that $\Gamma = \Theta^r$ with $r \geq 2$, i.e., such that $\Gamma$ is obtained by following $\Theta$ a total of $r$ times. We say that the cycle $\Psi = (e_1, \ldots, e_k)$ is equivalent to $\Gamma$ if there is some integer $t$ such that $e_{\Psi} = e_{\Gamma + t \mod k}$ for all $s$.

It is easy to check that any simple cycle is a primitive, backtrackless and tailless cycle and that the notion of equivalence given in Def. IV.3 defines an equivalence relation on primitive, backtrackless, tailless cycles.

Example IV.4 (Code B). Let us return to Code B defined in Ex. II.5 and its normal graph shown in Fig. 2 (right); the edge with variable label $X_i$ will be called $e_i$. We see that the edge-sequences $(e_1, e_2, e_3)$ and $(e_5, e_6, e_7)$ are simple cycles: they correspond to the codewords $(1, 1, 1, 0, 0, 0, 0)$ and $(0, 0, 0, 1, 1, 1)$, respectively, in $C$.

In contrast to these two cycles, the cycles
\[
\Gamma_1 = (e_1, e_2, e_3, e_5, e_6, e_7, e_4, e_3),
\Gamma_2 = (e_3, e_4, e_7, e_5, e_6, e_4, e_2, e_1),
\Gamma_3 = (e_1, e_2, e_4, e_5, e_6, e_7, e_3, e_6, e_7, e_4, e_3),
\]
are not simple cycles; but they are inequivalent, backtrackless, tailless, primitive cycles. Indeed, we can obtain infinitely many inequivalent, backtrackless, tailless, primitive cycles on $N(H)$ by, for example, following the path $(e_1, e_2, e_4)$, then arbitrarily many copies of the loop $(e_5, e_6, e_7)$, and then $(e_4, e_3)$.

The edge zeta function of a graph is a way to enumerate all inequivalent, primitive, backtrackless cycles and combinations thereof.
Definition IV.5. Let $\Gamma$ be a path in a graph $X$ with edge-set $E$; write $\Gamma = (e_1, \ldots, e_k)$ to indicate that $\Gamma$ begins with the edge $e_1$ and ends with the edge $e_k$. The monomial of $\Gamma$ is given by $g(\Gamma) \triangleq u_1 \cdot \ldots \cdot u_k$, where the $u_i$’s are indeterminates. The edge zeta function of $X$ is defined to be the power series $\zeta_X(u_1, \ldots, u_n) \in \mathbb{Z}[[u_1, \ldots, u_n]]$ given by

$$\zeta_X(u_1, \ldots, u_n) = \prod_{[\Gamma] \in \mathcal{A}(X)} (1 - g(\Gamma))^{-1},$$

where $\mathcal{A}(X)$ is the collection of equivalence classes of backtrackless, tailless, primitive cycles in $X$.

As Ex. IV.4 shows, the product in the definition of the edge zeta function is, in general, infinite. However, it is true that the edge zeta function is a rational function. To see this, we first need a few more definitions.

Definition IV.6. Let $X = (V(X), E(X))$ be an undirected graph with edge set $E(X) = \{e_1, \ldots, e_n\}$. A directed graph $\overrightarrow{X} = (\overrightarrow{V(X)}, \overrightarrow{E}(X))$ derived from $X$ is a graph with vertex set $\overrightarrow{V(X)} \triangleq V(X)$ and edge set $\overrightarrow{E}(X) \triangleq \{f_1, \ldots, f_{2n}\}$, where the (directed) edges $f_i$ and $f_{n+i}$ both correspond to the same edge $e_i \in E(X)$ but have opposite directions.

Definition IV.7. Let $\overrightarrow{X} = (\overrightarrow{V(X)}, \overrightarrow{E}(X))$ be a directed graph as defined in Def. IV.6. The directed edge matrix of $\overrightarrow{X}$ is the matrix $M(\overrightarrow{X}) = (m_{ij})$ where

$$m_{ij} = \begin{cases} 1, & \text{if } f_i \text{ feeds into } f_j \text{ to form a backtrackless path} \\ 0, & \text{otherwise}. \end{cases}$$

Example IV.8 (Code B). Let us continue with Code B defined in Ex. [IV.6] and its normal graph $N \triangleq N(H)$. By the above theorem and using $\tilde{N}$ from Ex. IV.8, the edge zeta function $\zeta_N$ of our graph $N$ satisfies

$$\zeta_N(u_1, \ldots, u_7) = \det(I_4 - UM) = \det(I_4 - MU)$$

where $U$ is the identity matrix of size $2n$ and $M = \text{diag}(u_1, \ldots, u_n)$ is a diagonal matrix of indeterminants.

V. Relating the Fundamental Cone and the Zeta Function of a Cycle Code

The results of this chapter are based on the simple observations made in the following example.

Example V.1 (Code B). Let us continue with Code B defined in Ex. IV.6 and its Tanner graph $T \triangleq T(H)$ as shown in Fig. 2 (left). We saw that any codeword corresponds one-to-one to a valid configuration in $T$.

Consider now a double cover $\overline{T}$ of $T$ as shown in Fig. 2 (left): the set of all valid configurations of $T$ defines a code $C$. Because of the properties of graph covers, the code $C$ is again a cycle code and in the same manner as in Ex. IV.6 we deduce its normal graph $\tilde{N}$. It is not hard to see that $\tilde{N}$ shown in Fig. 2 (right) is a double cover of the normal graph $N \triangleq N(H)$ shown in Fig. 2 (right).

Just as the codewords of $C$ correspond bijectively to the vectors in the span of the characteristic vectors of the simple cycles in $N$, the codewords of $\tilde{C}$ correspond bijectively to the vectors in the span of the characteristic vectors of the simple cycles in $\tilde{N}$.

An example of simple cycle in $\tilde{N}$ is the edge-sequence

$$\tilde{\Gamma} = (e_1^\prime, e_2^\prime, e_3^\prime, e_4^\prime, e_5^\prime, e_6^\prime, e_7^\prime).$$

After mapping it down to $N$ it reads

$$\pi(\tilde{\Gamma}) = (e_1, e_2, e_3, e_4, e_5, e_6, e_7),$$

which is a backtrackless and tailless cycle in $N$ which is not simple. Note that in general the image of a simple cycle is always backtrackless and tailless, but not necessarily simple or primitive. The cycle $\overline{\Gamma}$ corresponds to a codeword $\overline{c}$ and the mapped cycle $\pi(\overline{\Gamma})$ corresponds to the pseudo-codeword $\omega(\overline{c}) = \frac{1}{2} \cdot (1, 1, 1, 2, 1, 1, 1) = \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right)$.

With these definitions, Stark and Terras prove:

Theorem IV.9. The edge zeta function $\zeta_X(u_1, \ldots, u_n)$ is a rational function. More precisely, for any directed graph $\overrightarrow{X}$ of $X$, we have

$$\zeta_X(u_1, \ldots, u_n) = \det(I - UM(\overrightarrow{X})) = \det(I - M(\overrightarrow{X})U)$$

where $I$ is the identity matrix of size $2n$ and $U = \text{diag}(u_1, \ldots, u_n, u_1, \ldots, u_n)$ is a diagonal matrix of indeterminants.

\[10\] The edge with variable label $X_i'(X_i'')$ will be called $e_i'(e_i'')$. 

Example IV.10 (Code B). Let us continue with Code B defined in Ex. IV.6 and its normal graph $N \triangleq N(H)$. By the above theorem and using $\tilde{N}$ from Ex. IV.8, the edge zeta function $\zeta_N$ of our graph $N$ satisfies

$$\zeta_N(u_1, \ldots, u_7) = \det(I_4 - UM) = \det(I_4 - MU)$$

where $U$ is the identity matrix of size $2n$ and $M = \text{diag}(u_1, \ldots, u_n)$ is a diagonal matrix of indeterminants.
With this example we can draw the following important conclusion about cycle codes (which will be formalized in Th. V.3): listing the pseudo-codewords stemming from all the possible finite covers is equivalent to listing all backtrackless and tailless cycles of the normal graph and combinations thereof. But listing these cycles (in a certain way) is exactly what the zeta function of the normal graph essentially does!

**Definition V.2.** The exponent vector of the monomial \( u_1^{m_1} \ldots u_n^{m_n} \) is the vector \((p_1, \ldots, p_n) \in \mathbb{N}^n_0\) of the exponents of the monomial.

**Example V.3 (Code B).** Continuing with Code B that was defined in Ex. V.1, and the zeta function \( \zeta_N \) of its normal graph \( N \cong N(H) \) (cf. Ex. [V.3]), we see that the exponent vectors of the first several monomials appearing in \( \zeta_N \) are \((0,0,0,0,0,0),(1,1,0,0,0,0),(2,2,0,0,0,0),(0,0,0,1,1,1),(1,1,1,0,1,1,1),(2,2,2,1,1,1),(0,0,0,2,2,2),(1,1,1,0,2,2,2),(2,2,2,0,2,2,2),(1,1,2,2,2,2),(2,2,2,2,2,2), \ldots \). Note that most of these lie within the span of multiples of codewords in \( C \); for example,

\[
(1, 1, 1, 0, 2, 2, 2) = (1, 1, 1, 0, 0, 0, 0) + 2(0, 0, 0, 0, 1, 1, 1).
\]

The exceptions thus far are \((1,1,1,2,1,1,1),(2,2,2,2,2,2,2),(1,1,1,2,2,2,2),(2,2,2,2,2,2,2),(1,1,2,2,2,2,2), \ldots \). The first of these exceptions is exactly the pseudo-codeword for \( C \) given in Ex. V.1 and the rest lie within the span of this pseudo-codeword along with multiples of codewords.

These observations are made precise in the next theorem.

**Theorem V.4.** Let \( C \) be a cycle code defined by a parity-check matrix \( H \) having normal graph \( N \cong N(H) \), let \( n = n(N) \) be the number of edges of \( N \), and let \( \zeta_N(u_1, \ldots, u_n) \) be the edge zeta function of \( N \). Then the monomial \( u_1^{m_1} \ldots u_n^{m_n} \) has nonzero coefficient in \( \zeta_N \) if and only if the corresponding exponent vector \((p_1, \ldots, p_n)\) is an unscaled pseudo-codeword for \( C \).

**Sketch of proof.** By Def. [V.3] the monomial \( u_1^{m_1} \ldots u_n^{m_n} \) appears with nonzero coefficient in \( \zeta_N \) if and only if there is a backtrackless, tailless, primitive cycle \( \Gamma_1, \ldots, \Gamma_m \) on \( X \) such that

\[
u_{1}^{m_{1}} \ldots u_{n}^{m_{n}} = g(\Gamma_{1})_{y_{1}} \cdots g(\Gamma_{n})_{y_{m}}
\]

for some nonnegative integers \( q_1, \ldots, q_m \). It is thus enough to prove that \( \Gamma \) is a backtrackless tailless cycle on \( N \) if and only if \( \Gamma = \pi(\Gamma) \) for some simple cycle \( \Gamma \) on some \( (\text{finite}, \text{unramified}) \) cover \( \tilde{N} \) of \( N \), where \( \pi : \tilde{N} \rightarrow N \) is the canonical surjection.

So, first suppose that \( \pi : \tilde{N} \rightarrow N \) is a cover of \( N \) and that \( \tilde{\Gamma} \) is a simple cycle on \( \tilde{N} \). We must show that \( \pi(\tilde{\Gamma}) \) is a backtrackless, tailless cycle on \( N \). Suppose otherwise, namely, that \((x, y, z)\) is part of the vertex sequence of \( \pi(\tilde{\Gamma}) \) for some \( \Gamma^0 \) equivalent to \( \tilde{\Gamma} \). Then it comes from \((u, \bar{r}, w)\) in \( \tilde{\Gamma} \). In particular, this means that \( v \) is adjacent to two distinct vertices \( \bar{u} \) and \( \bar{w} \) in \( \tilde{N} \), both of which project to \( x \). This cannot happen in a finite unramified cover. Thus \( \pi(\tilde{\Gamma}) \) is backtrackless and tailless.

For the converse, we must show that given a backtrackless, tailless cycle \( \Gamma \) on \( N \), there is a cover \( \pi : \tilde{N} \rightarrow N \) and a simple cycle \( \tilde{\Gamma} \) on \( \tilde{N} \) lifting \( \Gamma \). This is done by induction on the length of \( \Gamma \), with cycles of length 3, which are necessarily simple, providing the base case. For a nonempty cycle \( \Gamma \) of length greater than 3, the idea is to break off the first simple cycle \( \Gamma_1 \) appearing within \( \Gamma \). Then \( \Gamma \) is equivalent to a composition of \( \Gamma_1 \) with some other cycle \( \Gamma_2 \) which has length less than that of \( \Gamma \). If \( \Gamma_2 \) is backtrackless, then it has a lift to a simple cycle by induction hypothesis and one must explicitly show how to “glue together” this lift with the cycle \( \Gamma_1 \) to form a simple lifting of \( \Gamma \). The case where \( \Gamma_2 \) has backtrackless presents a bit more difficulty, but is handled similarly.

The following corollary is contained in the proof of Th. V.4.

**Corollary V.5.** Consider the same setup as in Th. V.4. The vector \( p = (p_1, \ldots, p_n) \in \mathbb{N}^n \) is an unscaled pseudo-codeword for \( C \) if and only if there is a backtrackless, tailless cycle \( \tilde{\Gamma} \) in \( X \) which uses the \( i^{\text{th}} \) edge exactly \( p_i \) times for \( 1 \leq i \leq n \). Moreover, the unscaled pseudo-codewords of \( C \) are in one-to-one correspondence with the monomials appearing with nonzero coefficient in the edge zeta function \( \zeta_N \) of \( N \). Finally, the Newton polyhedron of \( \zeta_N \) (i.e. the polyhedron spanned by the exponents of the terms in the Taylor series of \( \zeta_N \)) equals the fundamental cone \( K(H) \) of the code \( C \).
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