Robust Cross-correlation-based Measurement of Clump Sizes in Galaxies
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Abstract

Stars form in molecular complexes that are visible as giant clouds ($\sim10^{5-6} M_\odot$) in nearby galaxies and as giant clumps ($\sim10^{8-9} M_\odot$) in galaxies at redshifts $z \approx 1-3$. Theoretical inferences on the origin and evolution of these complexes often require robust measurements of their characteristic size, which is hard to measure at limited resolution and often ill-defined due to overlap and quasi-fractal structure. We show that maximum and luminosity-weighted sizes of clumps seen in star formation maps (e.g., H$\alpha$) can be recovered statistically using the two-point correlation function (2PCF) if an approximate stellar surface density map is taken as the normalizing random field. After clarifying the link between Gaussian clumps and the 2PCF analytically, we design a method for measuring the diameters of Gaussian clumps with realistic quasi-fractal substructure. This method is tested using mock images of clumpy disk galaxies at different spatial resolutions and perturbed by Gaussian white noise. We find that the 2PCF can recover the input clump scale at $\sim 20\%$ accuracy, as long as this scale is larger than the spatial resolution. We apply this method to the local spiral galaxy NGC 5194, as well as to three clumpy turbulent galaxies from the DYNAMO-HST sample. In both cases, our statistical measurements of H$\alpha$ clump size agree with previous measurements and with the estimated Jeans lengths. However, the new measurements are free from subjective choices when fitting individual clumps.
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1. Introduction

Most stars formed roughly 8–12 Gyr ago, in galaxies now seen at redshifts $z \approx 1-3$ (Hopkins & Beacom 2006). Typical star-forming galaxies at these redshifts show a much more irregular and clumpy structure than local main-sequence galaxies (Elmegreen et al. 2004; Elmegreen & Elmegreen 2006). The dominant mechanism (Shibuya et al. 2016) leading to such structures is the in situ formation of structure caused by violent instabilities within the galactic disk (Dekel et al. 2009; Bournaud et al. 2014). However, a significant portion of the observed clumpiness could very well be a result of mergers, both major and minor (Ribeiro et al. 2016). Hence, differentiating between the two formation scenarios (see details in Fisher et al. 2017a), using scaling relations between clump sizes and other properties (Livermore et al. 2012; Wisnioski et al. 2012), could answer fundamental questions on the cosmic history of star formation.

In practice, measuring cloud/clump sizes is challenging. The star-forming regions generally exhibit quasi-fractal (approximately fractal defined on a finite domain) substructures with scales extending from the Jeans length down to individual newborn stars. Hence, the observed distribution of sizes depends on the spatial resolution, and the “characteristic” size requires a proper definition, since the simple average size decreases monotonically with increasing resolution (Fisher et al. 2017b). Additionally, the observing noise and point-spread functions (PSFs) affect different scales in different ways. Current methods (see Glazebrook 2013) hardly address these challenges: clumps are normally identified visually or as peaks above a preset noise threshold (typically $\sim 3\sigma$, Jones et al. 2010; Bassett et al. 2017). Clump sizes are then derived by fitting or associating the peaks with analytical shapes (e.g., Gaussians, ellipses, circles, isophotes). Such methods inherently depend on the observing noise, spatial resolution (Pleuss et al. 2000), and subjective choices, making the comparison of different samples and different authors (e.g., different redshifts and observations versus simulations) cumbersome.

Motivated by the success of the two-point correlation function (2PCF, Peebles 1980) in measuring scales in cosmology, this paper develops and tests a two-point statistics for measuring the characteristic sizes of star-forming complexes—more precisely we aim to measure the characteristic scale of the “primary” clumps, irrespective of their fragmented substructure. The 2PCF has already been fruitful in measuring the geometric distribution of stars (Sánchez et al. 2010), correlating star formation tracers and ages (Scheepmaker et al. 2009), identifying truncation scales of galactic disks (Combes et al. 2012), and theoretical modeling (Hopkins 2012). Unlike in these previous works, measuring clump sizes brings the extra complication that other galactic structures (e.g., exponential disk, spiral arms, bars) can substantially interfere with clump sizes, especially for the large clumps at high $z$. We approach this problem by normalizing the 2PCF of the star formation map (e.g., H$\alpha$ map) relative to the stellar surface density (e.g., continuum map), mimicking the way cosmological 2PCFs are corrected for complex survey selection functions.

This paper first reviews the functional form of the 2PCF of clumps with a Gaussian profile. It then describes a method of extracting a primary clump size (Section 2) and tests this method using mock data (Section 3). Section 4 details the application of this method to the galaxy NGC 5194 as a test bed to quantify the robustness of our method. In Section 5, we
2. Background and Idea

The key idea is to use the spatial 2PCF of a galaxy image to characterize the clump sizes. This image is now treated as a 2D density field \(\delta(r)\), where \(r \in \mathbb{R}^2\) is the position vector within the image. The 2PCF of this field is defined as

\[
\xi(r) = \langle \delta(t) \delta(t + r) \rangle,
\]

where the overline denotes the average over all possible translations \(t \in \mathbb{R}^2\) and rotations, such that \(r \equiv |r|\). Although individual galaxies only have a single density field \(\delta(r)\), it is mathematically convenient to consider ensembles \(\{\delta(r)\}\) of statistically identical fields. In this case the 2PCF becomes

\[
\langle \xi(r) \rangle = \langle \delta(t) \delta(t + r) \rangle,
\]

where \(\langle \rangle\) is the ensemble average. It is often easier to evaluate 2PCF in Fourier space, where random translations \(r\) reduce to random phase factors that disappear in the ensemble averages.

The Fourier transform (FT) of the 2PCF is called the power spectrum and defined as

\[
\langle P(k) \rangle = \langle \hat{P}(k) \rangle = \langle \delta(k) \delta^*(k) \rangle,
\]

where \(P(k)\) and \(P(k)\) are the isotropic (rotationally averaged) and nonisotropic power spectra and \(\delta(k)\) is the FT of \(\delta(r)\) (defined in Appendix A). It follows from Equation (3) that a summed field \(\delta(r) = \sum N_{i=1}^N \delta_i(r)\) of \(N\) density fields has the power spectrum

\[
\langle P(k) \rangle = \left\{ \sum_{i=1}^N P_i(k) \right\} + \left\{ \int \sum_{i=1}^N \int \delta_i(r) \delta^*_j(r) \right\},
\]

where the second term is the cross-correlation between fields \(\delta_i\) and \(\delta_j\). Hence, the power spectrum of a sum of uncorrelated fields is simply the sum of the individual power spectra—a property that we will exploit hereafter.

2.1. Gaussian Clump and Weighted Two-point Function

Let us first consider a simple model of a single clump given by a 2D symmetric Gaussian, \(\delta(r) \propto e^{-(r-\mu)^2/(2\sigma^2)}\), with standard deviation \(\sigma\) and a random center \(\mu\). This field has the useful property that the power spectrum and 2PCF are also Gaussians, centered at the origin and with standard deviations \(2(\sigma^2)^{-1/2}\) and \(2(\sigma^2)^{1/2}\), respectively (see Appendix B). According to Equation (4), a density field composed of many 2D Gaussians with identical \(\sigma\), but randomized positions, then has a Gaussian 2PCF

\[
\langle \xi(r) \rangle \propto e^{-\frac{r^2}{2\sigma^2}},
\]

with standard deviation \(\sqrt{2}\sigma\). In other words, the size \(\sigma\) of randomly positioned 2D Gaussian clumps can be recovered, exactly, by fitting a 1D Gaussian profile of standard deviation \(\sqrt{2}\sigma\) to \(\langle \xi(r) \rangle\).

If we deal with only a single density field \(\delta(r)\) (not a statistical ensemble) composed of multiple 2D Gaussian clumps, the particular 2PCF, \(\xi(r)\), can deviate from a pure Gaussian due to nonvanishing random cross-correlations between the individual clumps. In this case, fitting a Gaussian to \(\xi(r)\) is not necessarily the best way to recover \(\sigma\). A more suitable statistical measure is the weighted 2PCF, \(w2PF\), \(r^\gamma \xi(r)\), with positive exponent \(\gamma > 0\). This function exhibits the convenient property that its maximum position is proportional to the clump size, \(r_{\text{peak}} = \sqrt{2}\gamma \sigma\). In particular, if \(\gamma = 1/2\), the Gaussian clump size can be measured as \(\sigma = r_{\text{peak}}\). As we will show in Section 3, this way of determining \(\sigma\) is more robust against random cross-correlations between individual clumps. Moreover we will show that this method also produces good results if the density field is more complex, e.g., composed of differently sized clumps and clumps with realistic substructure.

2.2. Numerical Estimator

The 2PCF of a galaxy image \(\delta(r)\) not only depends on the clump structure, but is also affected by other features, such as central bars, spiral arms, and the overall decline in the surface density with radius. It is important to remove these additional effects in order to extract the characteristic clump size. This challenge is analogous to measuring the cosmological 2PCF of galaxies with complex selection functions. In cosmology, this problem is usually solved by constructing a random density field \(R\) with the same selection function as the galaxy density field \(D\), but uniformly distributed galaxies (no clustering). The 2PCF is then estimated by using the expression of Landy & Szalay (1993) (henceforth the LS-estimator):

\[
\hat{\xi}_{\text{LS}}(r) = \frac{DD(r) - 2DR(r) + RR(r)}{RR(r)},
\]

where the functions \(DD, DR,\) and \(RR\) are defined as

\[
XY(r) \equiv \frac{1}{\sum \sum_{|r_1 - r_2|^{\Delta r}/2}} \sum_{|r_1 - r_2|^{\Delta r}/2} X(r_1)Y(r_2).
\]

The parameter \(\Delta r\) is the bin width of the regularly distributed scale lengths \(r\). Equation (6) effectively removes the spurious 2PCF from the selection function, already present in the \(R\)-field, and retains only the 2PCF in the \(D\)-field not yet present in the \(R\)-field (for details refer to Landy & Szalay 1993).

In the present case, the features of interest are the length scales of star-forming clumps. However, the maps of a star formation tracer (e.g., an emission line image of ionized or molecular gas, UV continuum image, radio synchrotron image, etc.) also show other structures, such as the exponential disk profile, spiral arms, central bars, etc. These other structures appear as a contamination of the 2PCF if we are only interested in the clump scales. A possible solution, employed by Zhang et al. (2001), consists of smoothing out the flux map by a Gaussian filter \((\text{FWHM} \approx 3\, \text{kpc})\) and subtracting the 2PCF of this map from the 2PCF of the star formation tracer. This tends to give a flat small-scale correction and a monotonically decreasing large-scale correction to the stellar 2PCF. The result is primarily due to choosing a smoothing scale much larger than the correlation scale of interest. We take a different approach, however, by choosing the map of the older stellar population (e.g., an optical or near-IR continuum image) as the \(R\)-field and computing the full LS-estimator. In this way, the \(R\)-field contains the galaxy’s structure other than the star-forming clumps, and hence removes all this other structure from the 2PCF when using Equation (6). In practice, the map of
the older stellar population (R-field) might contain some clump structure, too, which means that a part of the clump signal is removed as well. This primarily reduces the amplitude of the 2PCF, so that the impact on the measurement of clump size is expected to be small (following our method below).

In summary, our method to determine the characteristic size of star-forming clumps works as follows:

1. Prepare the images $D$ (star formation tracer) and $R$ (old stellar population).
2. Compute $\hat{\xi}_{LS}(r)$ via Equation (6).
3. Fit an offset $c$, such that $\hat{\xi}(r) = \hat{\xi}_{LS}(r) - c$ vanishes at large $r$.
4. Find the maximum position $r_{\text{peak}}$ of $\sqrt{r}\hat{\xi}(r)$.

The third step is required because $\hat{\xi}_{LS}(r)$ does not vanish at large $r$ in the case of a finite number of clumps (see Appendix B). We perform the fitting of $r_{\text{peak}}$ (step 4) at sub-$\Delta r$ accuracy, by fitting a parabola to the maximum three points of the w2PF, $\sqrt{r}\hat{\xi}(r)$. As discussed in Section 2, $r_{\text{peak}}$ is identical to the clump size $\sigma$ in the simplistic case of equally sized Gaussian clumps at uncorrelated random positions. In reality, clumps come in different sizes and they have correlated (fractal-like) substructure. The meaning of $r_{\text{peak}}$ in these cases will be explored numerically in the next section.

3. Clump Size Measurements in Mock Data

In this section, we connect the estimator $r_{\text{peak}}$ to the size of clumps using mock images for the $D$-fields. All these images consist of $N_{\text{clumps}} = 10$ randomly placed clumps with periodic boundary conditions (see top row of Figure 1). For the geometry of the clumps we consider three different models that are increasingly realistic. The first and simplest clump model consists of 2D Gaussians with identical size $\sigma$ (Section 3.1)—this case was already mentioned in the previous section. While this clump model is far from realistic, it provides some analytical insight and helps to gauge the accuracy of our method. The second clump model still assumes that each clump is a 2D Gaussian function, but their sizes $\sigma$ are drawn from a power-law distribution (Section 3.2). This distribution is frequently used to relate the size of H$\alpha$ regions to their luminosity and number (e.g., Kennicutt & Hodge 1980; Zurita et al. 2001). Finally, motivated by the observed quasi-fractal structure of star-forming clouds (Sánchez & Alfaro 2008; Scheepmaker et al. 2009), we consider a more complex clump model, where each clump has quasi-fractal substructure (Section 3.3). These three clump models have different parameters, namely the clump size, power-law exponent, and substructure properties.

Our mock density fields are generated on a grid of $100 \times 100$ pixels. This resolution and the number of clumps roughly mimic the images of the clumpy galaxies analyzed in Section 5. The corresponding $R$-fields are taken to be uniform. For each of the three clump models, Figure 1 shows one realization of the $D$-field, with the corresponding LS-estimator ($\hat{\xi}_{LS}(r)$) and the w2PF ($\sqrt{r}\hat{\xi}(r)$).

In all cases, the expectations of the 2PCFs are monotonically decreasing with $r$, but for a single random realization with a finite number of clumps, this function typically shows slight oscillatory behavior. In the presence of such random oscillations we find $r_{\text{peak}}$ (i.e., the value of $r$ that maximizes $\sqrt{r}\hat{\xi}(r)$) to be a more robust estimator of the clump sizes than some functional fits to the raw 2PCF. In the following Sections (3.1–3.3) we illustrate and test this idea by generating ensembles of random $D$-fields (similar to those shown in Figure 1(a)) for various parameter settings of the three clump models. The ensemble-averaged values of $r_{\text{peak}}$ with their standard deviations are shown in Figure 1(d).

Finally, we look at systematics introduced into the w2PF by a Gaussian PSF and Gaussian white noise.

3.1. Gaussian Clumps with Equal Sizes

In the first model (Figure 1, left column), clumps of identical sizes $\sigma_0$ and fluxes are distributed randomly in the 2D plane. In calculating the 2PCF, the total flux is renormalized as in Equation (7). In the limit of infinitely many clumps, where the cross-correlation term in Equation (4) vanishes, the expected 2PCF is simply identical to that of a single Gaussian clump, i.e., the 2PCF is simply $\langle \xi_{\sigma_0}(r) \rangle$. This conclusion holds for a finite number of clumps, up to an additive constant in $\langle \xi_{\sigma_0}(r) \rangle$ coming from the nonvanishing cross-correlation term. This additive constant is automatically removed when measuring the 2PCF of a real clump image (step 3 in Section 2.2).

Following Section 2.1, the expectation of the estimator $r_{\text{peak}}$ is exactly equal to $\sigma_0$. The numerical analysis shows that for a single realization, $r_{\text{peak}}$ matches the value of $\sigma_0$ within a standard deviation of $\lesssim 20\%$ and no measurable systematic error (Figure 1(d), left).

3.2. Gaussian Clumps with Power-law Size Distribution

As in the previous model, we here consider randomly positioned Gaussian clumps, but their sizes $\sigma$ are now drawn from a power-law distribution

$$\phi(\sigma) \propto \sigma^{\beta}, \text{ if } 0 \leq \sigma \leq \sigma_{\text{max}}$$

where $\sigma_{\text{max}}$ represents the size of the largest clumps ($0 < \sigma_{\text{max}} < \infty$) and $\beta$ is the power-law exponent. The luminosities of the clumps are assumed to scale as a power law

$$L(\sigma) \propto \sigma^\omega,$$

with power-law index $\omega$. Observations and theory typically find values of $\beta \approx -4.3$ (Oey et al. 2003; Guszejnov & Hopkins 2016) and $\omega \approx 2.7–3$ (Strömgren 1939; Wisnioski et al. 2012).

The 2PCF (for infinitely many clumps) is calculated as

$$\langle \xi(r) \rangle \propto \int_0^{\sigma_{\text{max}}} \phi(\sigma) L(\sigma)^2 \xi_{\sigma}(r) \, d\sigma$$

$$\propto \frac{1 + \alpha}{2\sigma_{\text{max}}^\alpha} r^{-\alpha - 1} \Gamma\left(1 - \frac{\alpha}{2}, \frac{r^2}{4\sigma_{\text{max}}^2}\right),$$

where $\alpha \equiv \beta + 2\omega$ and $\Gamma$ is the upper incomplete Gamma function. This 2PCF is a monotonically decreasing function of $r$, which asymptotes to a power law near the origin.

Equation (10) shows that the 2PCF depends only on $\alpha$, with no additional dependence on $\beta$ and $\omega$. With the aim of relating this 2PCF to a characteristic clump size, defined in some explicit way, it therefore makes sense to identify an average clump size that depends only on $\alpha$, not on any other combination of $\beta$ and $\omega$. We find that the average size of the...
Figure 1. Summary of the three clump models explored in Section 3. The first three rows show the 2D mock data, the 2PCF and the w2PF of a single realization with parameters \( \alpha_0 = 4, \alpha = 3, \) and \( f = s = 0.5 \). The solid curve in row (c) is a parabolic fit to the maximum point and its neighbors on either side, used to determine the maximum position \( r_{\text{peak}} \) (vertical solid line) at sub-pixel level. The final row shows the average of \( r_{\text{peak}} \) and its standard deviation for 250 random realizations for each clump model, as a function of the characteristic parameters of this model (details in Section 3.3). In the clump model with substructure (third column), the parameters \( f \) and \( s \) denote the fractional flux and size of substructure relative to its parent structure (recursively). \( V_f \equiv s^3 \) denotes the volume fraction of substructure.
clumps weighted by $L^q$, 
\[ \bar{s}_q = \frac{\int_{\max}^{r_{\text{max}}} \phi(\sigma) L(\sigma)^q \sigma \, d\sigma}{\int_{\max}^{r_{\text{max}}} \phi(\sigma) L(\sigma)^q \, d\sigma} = \frac{1 + (\beta + q\omega)\sigma_{\text{max}}}{2 + (\beta + q\omega)\sigma_{\text{max}}}, \]  
(11) 

depends on $\sigma_{\text{max}}$ and $\beta + q\omega$. Hence the $L^2$-weighted clump size depends only on $\alpha$ and $\sigma_{\text{max}}$, 
\[ \bar{s}_2 = \frac{1 + \alpha}{2 + \alpha + \sigma_{\text{max}}}. \]  
(12) 

Note that Equations (10) and (12) only apply if $\alpha > -1$, which is always the case observationally ($\alpha \approx 1.4-3$, according to the values above). Given a particular realization of this 2PCF, how can we extract a clump size? It turns out that finding the maximum $r_{\text{peak}}$ of the w2PF is again a fruitful approach: the 2PCF of Equation (10) is unbound for $r \to 0$, but the w2PF is finite and has a nonzero maximum $r_{\text{peak}}$, as long as $\alpha > 0.5$ (satisfied by the observations quoted above). Numerically (see Figure 1(d), middle), we find that for $\alpha \geq 3$, the value of $r_{\text{peak}}$ closely matches $\bar{s}$ within a standard deviation to within 20% and negligible systematic error. For smaller values of $\alpha$, $r_{\text{peak}}$ tends to underestimate $\bar{s}$, and the standard deviation becomes higher (up to $\approx 40\%$).

### 3.3. Clumps with Quasi-fractal Substructure

The main difference between this model and previous ones is the spatial correlation between substructures. The construction of the mock D-field starts with the generation of randomly positioned, equally sized, Gaussian substructures, which we refer to as the primary clumps. We then generate $N_{\text{sub}}$ Gaussian substructures within each primary clump at random positions drawn from the 2D Gaussian profile of the primary clump. These structures are called first-generation clumps. This process is repeated recursively within each subclump to generate $N_{\text{sub}}^2$ second-generation clumps, $N_{\text{sub}}^3$ third-generation clumps and so on. The relative flux in substructure is set by the user-parameter $f \in (0, 1)$, such that in every clump a fraction $f$ of its total flux is contained in substructure, while a faction $1 - f$ remains in the Gaussian of that clump. The second user-parameter is the relative clump size $s \in (0, 1)$ between consecutive clump generations. The $L^q$-weighted average clump size of this model takes the expression of a geometric series, which solves to 
\[ \sigma_q = \frac{1 - f^q}{1 - sf^q} \sigma_{\text{max}} \quad \forall \, q > 0, \]  
(13) 

where $\sigma_{\text{max}}$ is the size of the primary clump. While generating mocks for this model we ensure at least 95% of the total flux is generated in every realization, i.e., we require more generations for larger $f$ values.

Visually, this model mimics the clump structure often seen in disk galaxies. This, of course, is not a coincidence, because fragmentation of Jeans instability follows a similar rule where a collapsing structure produces more unstable regions. Our simple model is designed to mirror this recursive production of collapsing regions.

Although the density field of this model has a simple expression, it is difficult to write down the analytic form of the 2PCF. This is due to the presence of the nonvanishing correlation terms. Furthermore, fitting a sum of sequential Gaussians to the raw 2PCF is not a good approach. How can we extract a meaningful clump size for such a quasi-fractal distribution? We find again that computing the w2PF and finding its peak location gives good results. Figure 1(d), right shows that the numerically extracted value of $r_{\text{peak}}$ tends to measure the size of the primary clump, $\sigma_{\text{max}}$, rather than the $L^2$-weighted average size of the distribution with standard deviation within 20%. This is a desirable result because, observationally, using conventional methods on a resolved data set results in fitting smaller clumps and ignoring their overall distribution scale, while $r_{\text{peak}}$ on the other hand, should still retain the information of this larger correlation length scale.

### 3.4. Effect of Gaussian Blurring

We wish to quantify the effect of blurring on the recovery of the primary clump size using the w2PF. A single Gaussian clump with size $\sigma_0$ convolved with a Gaussian of standard deviation $\sigma_{\text{blur}}$ results in a Gaussian 2PCF with standard deviation 
\[ \sigma_{\text{final}} = \sqrt{\sigma_0^2 + \sigma_{\text{blur}}^2}. \]  
(14) 

Consequently, the maximum position $r_{\text{peak,blur}}$ of the w2PF is equal to $\sigma_{\text{final}}$, and we can invert the relation to recover the maximum without blurring,
\[ r_{\text{recovered}} = \sqrt{r_{\text{peak,blur}}^2 - \sigma_{\text{blur}}^2}. \]  
(15) 

If a density field is made of multiple randomly placed and equally sized Gaussian clumps, Equation (14) is not strictly true, because of clump–clump correlations. However, since these correlations are random, Equation (14) still remains true for an ensemble of fields. Or, equivalently, $r_{\text{recovered}}$ is the expectation of the clump radius $r_{\text{peak}}$. For more complicated density fields, such as the power-law and substructure models in Figure 1, the Gaussianity of the 2PCF no longer holds, not even in an ensemble sense. Hence, we expect $r_{\text{recovered}}$ to systematically differ from the true unblurred measurement $r_{\text{peak}}$.

To quantify the relation between $r_{\text{recovered}}$ and $r_{\text{peak}}$, we reuse the mock data fields shown in Figure 1 (for parameters $\sigma_0 = 4$, $\alpha = 3$, $s = 0.5$, $f = 0.5$), but blurred by a Gaussian kernel of standard deviation $\sigma_{\text{blur}}$. The mean and standard deviation of 400 random realizations for each blurring size are shown in Figure 2.

We find for sufficiently small blurring sizes ($\leq 20\%$ of clump sizes) that the uncertainty due to blurring is negligible, $< 1\%$. However, there is a systematic effect on $r_{\text{peak}}$ measurements of power-law and substructure models, which asymptote to $\approx 10\%$ for blurring sizes similar to the size of the primary clump—still an acceptable error in most practical cases.

In the case of DYNAMO-HST data analyzed in Section 5, the PSF size is $\leq 30\%$ which, using a conservative estimate, adds a systematic effect of $+1\%$ and an uncertainty of $\pm 1\%$ to the final value. We take this into account when estimating $r_{\text{peak}}$ of the DYNAMO-HST maps.

### 3.5. Effect of Gaussian White Noise

Another important factor affecting the clump size measurements is the image noise. We only consider the noise in the D-field, since this largely dominates over the noise in the R-field, because the D-field is typically based on emission line
maps, whereas R-fields are based on continuum maps, spanning a much larger range in wavelength. Conventional methods identify clumps as structures above a fixed threshold over the rms noise. Hence reducing the noise level leads to measuring either larger sizes or more clumps of smaller size. In contrast, we expect our statistical method to show much less systematic variation with noise. To test this claim and measure the statistical uncertainty caused by image noise, we contaminate our mock images by random noise. As in the previous section we run 400 random realizations. To each D-field we add Gaussian pixel noise of standard deviation $\sigma_{\text{noise}}$ and then compare the peak values extracted from the w2PF.

To quantify the noise level in a resolution-independent manner, we choose the following definition: the noise $N$ is defined as the nearest-neighbor standard deviation, which is simply the standard deviation of the difference in flux between a pixel and its adjacent neighbor (in both dimensions). The “signal” $S$, on the other hand, is defined as the mean of the 5% brightest pixels of the D-field. In this way, the relative noise $N/S$ is independent of the pixels’ size in the case of Gaussian white noise. A note of caution: since pixel-to-pixel flux is correlated in HST images we should expect weak systematic variation under this definition.

Figure 3 shows the observable $r_{\text{recovered}}$ measured from the noisy images, relative to the observable $r_{\text{peak}}$ measured in the same images without noise. The measurements of $r_{\text{recovered}}$ are precise, $<7\%$, up to a very high noise amplitude of roughly half the peak flux within primary clumps. In the case where the primary clumps are barely visible ($N/S = 1$), the w2PF is still able to recover their radii within 18% uncertainty, albeit with a small systematic effect of 3%. For much higher noise levels our method fails to accurately recover input clump sizes, but this is expected because the clump structure is completely masked out by Gaussian noise as shown in the bottom right panel of Figure 3. The DYNAMO-HST maps typically have $N/S < 0.1$, which, as our analysis shows, makes $r_{\text{peak}}$ an ideal observable for inferring primary clump size.

Since we are using the 2PCF to characterize the clumps, one might wonder about the effect of spatially correlated noise. In optical imaging, pixel noise is normally uncorrelated, i.e., it has a flat power spectrum, but in synthesis imaging the noise has a scale dependence set by the baseline configuration. In Figure 4, we consider two extreme cases of “red” ($p(k) \propto k^{-2}$) and “blue” ($p(k) \propto k$) noise. We find that our method remains accurate up to noise levels of $N/S \approx 0.5$. Only for strong red noise of $N/S > 1$ does the clump scale become seriously masked by this noise.
Figure 4. The impact of red and blue noise on $r_{peak}$ measurement of the substructure model. The points and error bars indicate mean and 1σ of 400 random realizations. The 2PCF of pure red noise decays slowly, leading to a monotonically increasing $w2PF$ function. Hence, for large noise amplitude ($N/S > 1$) our method breaks down because we cannot fit an offset and find the peak value of the raw $w2PF$ function indicated by the dashed line.

3.6. Combined Effect of Noise and Blurring

We now test the hypothesis that the combined effect of noise addition and Gaussian convolution on $r_{peak}$ measurement would be similar to considering their effects independently. Following our earlier definitions, we first apply a blurring scale to each of the three models and then add Gaussian white noise to the mock $D$-field. The result of our analysis is shown in Figure 5.

In the absence of noise we recover the same behavior as in Figure 2 for each model, whereas for small blurring scale and large noise amplitude we find the same behavior as in Figure 3 (a mean with $\approx 1\%$ systematic offset and a standard deviation of $\approx 18\%$). If we set both sources of error to their maximum considered values, i.e., $N/S = 1$ for Gaussian noise and $\sigma_{blur}/r_{peak} = 1$ for blurring, we find a systematic offset dominated by blurring ($\approx 10\%$) and a standard deviation of $\approx 30\%$. The latter is somewhat larger than what is expected from the combination (in quadrature) of the individual noise levels, i.e., 18% for Gaussian noise and 14% for blurring. However, in most realistic scenarios, including the real galaxies analyzed in Sections 4 and 5, the individual noise levels are low enough ($N/S < 0.1$ and $\sigma_{blur}/r_{peak} < 0.3$) that their linear combination (in quadrature) can be safely assumed.

4. Clump Size Measurements in NGC 5194

After benchmarking our method of measuring the clump scale using mock density fields, we shall now consider the case of a real galaxy. The aim is to apply the method of Section 2.2 to find a typical clump size and compare this measurement to existing measurements based on a clump-by-clump analysis. To this end we chose the main component NGC 5194 of the nearby galaxy system M51, for which detailed Hα region analyses are available (Gutiérrez et al. 2011; Lee et al. 2011).

4.1. Data

For our analysis we use the Hα image as the data field ($D$) and the F814W ($I$-band) image as the normalizing random field ($R$). The Hα and continuum maps of NGC 5194 are obtained from the Advanced Camera for Surveys on board the HST (Mutchler et al. 2005). We first remove the central bulge of the galaxy, which would otherwise contaminate the analysis due to its strong Hα emission. Then we visually remove foreground stars. We also remove the small continuum contamination in the Hα image, by subtracting the continuum image from the Hα image, ensuring that the Hα flux at large radii (beyond the optical disk) falls exponentially to zero.

From the original HST image we select the region of NGC 5194 shown in Figure 6 (this excludes companion galaxy NGC 5195). The native size of this region is 7000 by 7000 pixels, which we reduce to 2000 by 2000. We do this to reduce the computational time (which scales as the square of the number of pixels). In the image of 2000 by 2000 pixels each pixel measures 0"17, which is comfortably smaller than the primary clump size (see Section 4.3), but much larger than the HST PSF, hence PSF corrections can be neglected.

4.2. Average Clump Size

We then follow the method outlined in Section 2.2 to recover an average clump size. After computing the $w2PF$, we fit a parabola around global maximum and find$^6$ $r_{peak} = 0''74 \pm 0''03$ as shown in Figure 6. The uncertainty in the estimate of $r_{peak}$ is propagated from the uncertainty in the computation of the 2PCF.

To compare our estimator with previously measured clump sizes we use the list of radii and luminosities of HII regions measured by Gutiérrez et al. (2011). This study incorporates the circularizing isophotal method whereby the area of a continuous object (connected pixels) with intensity at least three times the rms of the local background is fitted by an equivalent radius, $R_{eq} = \sqrt{A/\pi}$, while the flux within the region is converted into luminosity using a predetermined conversion factor. We compute the $L^2$-weighted average radius of structures less luminous than $10^{38.8}$ erg s$^{-1}$, since more luminous ones lie well beyond the break in the clump luminosity function (Gutiérrez et al. 2011) and are normally associated with coincidental agglomerations of uncorrelated clumps. We find an $L^2$-weighted radius of 1''99 with a clump-to-clump standard deviation of 0''91. We expect this radius to be at least ~2 times larger than $r_{peak}$ due to the method used by Gutiérrez et al.: their clump radii are measured by circularizing isophotes, containing almost all the flux in the clumps (without specifying the precise fraction of the luminosity within the isophotes). Assuming that their radii contain 90% of the total clump flux, their radii would be about twice our Gaussian radius, which contains 39% of the total flux.

The analysis of Gutiérrez et al. (2011) shows some disagreement with Lee et al. (2011), who find a larger number of clumps and significantly smaller clump sizes but show that many of the smaller clumps are subclumps. This reinforces the point that conventional clump-by-clump methods measure ever smaller average clump sizes with increasing resolution, while our method recovers a constant size near $\sigma_{max}$ (Section 3.3), irrespective of the level of substructure that can be resolved.

$^6$ We use arcseconds in this section because previous NGC 5194 studies use different distance estimates as conversion factors.
4.3. Effect of Resizing

As a sanity check, we wish to quantify the sensitivity of the estimator \( r_{\text{peak}} \) to resizing of the galaxy map (to less than 2000 by 2000 pixels). Will decreasing the number of pixels lead to measuring a larger value of \( r_{\text{peak}} \)? We test this by defining \( r_{\text{peak}} \) measured from the 2000 by 2000 image (0.17 resolution) as the reference value denoted by \( R_{\text{clump}} \). We then reduce the size of said maps into lower resolution images and compare the recovered value of \( r_{\text{peak}} \) with \( R_{\text{clump}} \) as shown in Figure 7. It is apparent that the global maximum of the w2PF falls within the same range even for the case where resolution is similar to \( R_{\text{clump}} \). Hence computing the w2PF should give the same result, irrespective of the level of substructure resolved within the clumps. (Of course, at least the primary clumps should be roughly resolved.)
uncertainty due to the scatter of this ensemble (about 20%),
assumed to be the same for each galaxy, is taken from our
numerical analysis in Figure 1 (bottom right panel). By
construction, this sample variance includes fitting errors of \( r_{\text{peak}} \)
in the w2PF. Deblurring errors refer to the uncertainty
introduced when correcting for the PSF. These errors (about
\( \pm 1\% \), with a systematic component of \( +1\% \)) are taken from the
numerical analysis in Figure 2 (right panel) for each galaxy.
Finally, image noise is the uncertainty due to noise in the H\( \alpha \)
map. Using the definition given in Section 3.5, we find noise
amplitudes of 0.03, 0.06, and 0.075 for galaxies D13-5, G04-1,
and G20-2, respectively, which correspond to errors of \(<0.5\% \)
and are negligible compared to other sources.

By the design of our method, large coherent H\( \alpha \) structures
not reflected in the stellar continuum affect the clump size
measurement. This is apparent in two of our galaxies. First,
D13-5 shows a bright chain of H\( \alpha \) clumps stretching into the
third (bottom left) quadrant. This quadrant contains a 50% excess
flux relative to the other quadrants, which is not reflected in the
continuum map. Removing this quadrant from the analysis steepens
the w2PF significantly (red line in Figure 8) and decreases the clump size by about 27%. This is the
case labeled D13-5* in Table 1. Removing any other quadrant has only an insignificant effect. Second, the galaxy
G04-1 shows an extended (1–2 kpc) “sea” of H\( \alpha \) in the first
(top right) quadrant, which is also not seen in the continuum.
This feature causes the plateauing of the w2PF with a weak
secondary maximum around 1.2–1.4 kpc. Unlike in the
previous case, removing this region from the analysis has no
significant effect on the clump size measurement, i.e., on the
position of the absolute maximum of the w2PF. We conclude
that if the w2PF is relatively flat (i.e., it changes by less than
\( \sim 10\% \) from \( r_{\text{peak}} \) to 2\( r_{\text{peak}} \)), it is advisable to check whether any
large structures in the D-field not seen in the R-field have
affected the measurement and consider removing/modeling
them.

Comparison between our measurements of \( r_{\text{peak}} \) and the
collapse sizes presented in Fisher et al. (2017a) shows good
agreement between the two sets of values (Table 1 and
Figure 8). It should be noted that the comparison values from
Fisher et al. (2017a) (right in Table 1) are arithmetic means of
the clump radii rather than luminosity-weighted averages. This
is justified, because at the present resolution only the primary
collapse generation can be resolved and not its substructure.
If the resolution were increased to resolve substructure, the mean
size would drop, whereas our method would still recover the
same value (within statistical uncertainties).

6. Discussion and Conclusions

In this paper we have applied the two-point statistics, more
commonly used in cosmology, to measure the scale of star-
forming regions in galaxy images, specifically H\( \alpha \) emission
maps. The main challenge in this approach is that star
formation maps also contain structure, such as spiral arms
and the exponential profile of the disk. This situation is
analogous to measuring the two-point statistics in cosmology in
the presence of a galaxy selection function. We therefore
import the cosmological solution to this problem and use the
map of an old stellar population as a normalizing random field,
which serves as a baseline for the two-point statistics.

We found that the radius-weighted two-point correlation
function w2PF is well suited to recover the primary clump scale
The method recovers this primary clump scale irrespective of how much substructure is resolved. In particular, this means that our method enables a robust comparison of samples at different redshifts, and it enables a direct comparison between the primary clump scale and global instability scales (Jeans and shear lengths). These are significant advantages over traditional, more subjective methods. An additional strength of our method is its robustness against noise: even noise levels that make individual clumps difficult to identify still allow for a statistical recovery of the primary clump scale.

On the downside, the two-point statistics does not allow us to analyze the individual clumps, but only their global statistics. Hence this method is particularly suitable for large samples of galaxies, e.g., covering a range of redshifts and/or masses, to analyze galaxy-to-galaxy variations in clump sizes. Such a sample could exploit other indicators of star formation than Hα, for instance UV, radio, and CO emission, as well as other tracers of stellar density than FR647M. If no suitable stellar map is available, one could resort to using a disk model (e.g., an exponential profile) as the normalizing field $R$. We ran a few tests of this idea, indicating that this a promising avenue that we plan to explore in greater detail as we need to take into account the asymmetric clump distribution observed in clumpy galaxies. In a forthcoming paper we will explore this road using a large sample of clumpy galaxies with different physical conditions.

K.A. was supported by the Research Collaboration Award 12105205 of the University of Western Australia. R.G.A. thanks NSERC and the Dunlap Institute for financial support. D.B.F. and K.G. acknowledge support from Australian Research Council grants DP130101460 and DP160102235.
The Hubble Space Telescope data in this program are drawn from the HST program PID 12977 (PI Damjanov). We thank our referee, Erik Rosolowsky, for insightful comments.

Appendix A
Derivation of the Expectations

We start by defining the FT and its inverse (IFT) similar to Peacock (1999) albeit with a change in sign of \(i\):

\[
\mathcal{F}(k) = \frac{1}{V} \int \mathcal{F}(r) e^{-i \mathbf{k} \cdot \mathbf{r}} d^3r
\]

\[
\mathcal{F}(r) = \frac{V}{(2\pi)^3} \int \mathcal{F}(k) e^{i \mathbf{k} \cdot \mathbf{r}} d^3k
\]

where \(r, \mathbf{k} \in \mathbb{R}^3\) are the real-space and wave vectors, respectively, and \(V\) is the volume of the real-space domain. Now let us consider a function, \(\mathcal{F}(r)\), composed of a superposition of multiple fields defined on the same domain. We can explicitly write such a function as

\[
\mathcal{F}(r) = \sum_{i=1}^{N} \delta_i(r),
\]

where \(N\) and \(\delta\) represent the total number and functional form of the fields, respectively. The power spectrum of such a function is given by

\[
\langle P(k) \rangle = \langle \mathcal{F}(k) \mathcal{F}^*(k) \rangle
\]

\[
= \frac{1}{V^2} \left( \sum_{i=1}^{N} (|\delta_i(k)|^2) + \sum_{i=1}^{N} \sum_{m=1}^{N} \langle \delta_i(k) \delta^*_m(k) \rangle \right)
\]

(19)

where we have used the involutory property of conjugates and linearity of expectation to separate out the terms representing power and cross spectra. This expression allows us to work with the profile of individual fields to get an idea of the overall 2PCF.

Appendix B
Renormalized 2PCF

The mean zero-density field of a Gaussian clump with size parameter \(\sigma\) can be described by

\[
\delta_0(r) = \frac{V}{2\pi \sigma^2} e^{-\frac{|r|^2}{2\sigma^2}} - V.
\]

(20)

Given the fact that the FTs of a Gaussian and a constant are a Gaussian and a Dirac delta function, respectively (Bracewell 1978), we can infer that the power spectrum would also be a Gaussian. This leads to an isotropic 2PCF

\[
\xi_{\sigma}(r) = \frac{V}{2\pi(\sqrt{2}\sigma)^2} e^{-\frac{|r|^2}{2(\sqrt{2}\sigma)^2}} - 1
\]

(21)

for a Gaussian clump defined with mean zero. Hence, we recover a 2PCF stretched by a factor of \(\sqrt{2}\) with an offset that depends on the normalizing scheme of the initial density field. However, in order to extract the correct clump size from the w2PF we would like to remove this offset.

The renormalization step is simple in the case of a single Gaussian clump where adding unity to the 2PCF, after removing the volume contribution, gets rid of the offset.

However, is the amplitude of this offset the same in the case of multiple Gaussian clumps? We check this by defining the density field of a model consisting of multiple Gaussians as

\[
\mathcal{F}(r) = \frac{1}{N} \sum_{k=1}^{N} \delta_k(r) - 1.
\]

(22)

We again use Equation (19) to find the power spectrum of this model

\[
P(k) = \left( \frac{1}{N} \sum_{i=1}^{N} \delta_i(k) - \delta_D(k) \right)^2 \left( \frac{1}{N} \sum_{i=1}^{N} \delta_i(k) - \delta_D(k) \right)^* - \delta_D(k)^2
\]

\[
= \frac{1}{N^2} \sum_{i=1}^{N} |\delta_i(k)|^2 + \frac{1}{N^2} \sum_{i=1}^{N} \sum_{m=1}^{N} \delta_i(k) \delta^*_m(k) - \frac{1}{N} \sum_{i=1}^{N} \delta_i(k) \delta_D^*(k) - \frac{1}{N} \sum_{i=1}^{N} \delta_D^*(k) \delta_i(k) + \delta_D(k) \delta_D^*(k).
\]

(23)

The first and second terms are the summation of individual power and cross spectra, respectively, while the subsequent terms can be written in terms of a Dirac function. With a little algebra we can simplify the cross-correlation terms to the expression

\[
\frac{1}{N^2} \sum_{i=1}^{N} \sum_{m=1}^{N} |\delta_i(k)| |\delta_m(k)|
\]

\[
= \frac{2}{N^2} \sum_{i=1}^{N-1} \sum_{m=1}^{N} e^{i(k \cdot (\mu_i - \mu_m))} (\cos(k \cdot (\mu_i - \mu_m)) - 1).
\]

(24)

Under the assumption of randomly distributed clump centers the expectation of the cosine term vanishes for \(k \neq 0\). For this uncorrelated model, we can further simplify the cross-correlation part of the equation in terms of a Dirac delta function:

\[
\frac{1}{N^2} \sum_{i=1}^{N} \sum_{m=1}^{N} \delta_i(k) \delta^*_m(k) = \delta_D(k) \frac{2}{N^2} \left( \frac{N(N-1)}{2} \right)
\]

(25)

Collecting all the terms involving \(\delta_D(k)\), we can write the resulting isotropic power spectrum of the uncorrelated multiple Gaussian model as

\[
p(k) = \frac{1}{N^2} \sum_{i=1}^{N} p_{\delta_i}(k) + \delta_D(k) \left( \frac{1}{N} \right).
\]

(26)

Taking the IFT of the isotropic power spectrum gives us the isotropic 2PCF,

\[
\xi(r) = \sum_{i=1}^{N} \xi_{\sigma_i}(r) - \frac{1}{N}
\]

(27)

Hence, we define the normalized 2PCF, \(\tilde{\xi}(r)\), as

\[
\tilde{\xi}(r) = \xi(r) + \frac{1}{N}
\]

(28)

with an offset of \(1/N\), which in the case of a single Gaussian clump reduces to unity. Since the offset is a result of a finite number of uncorrelated clumps we have to fit this term to the
LS-estimator, which is defined for a mean zero field, to measure the correct value of $r_{\text{peak}}$.
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