Vacuum stability of the type II seesaw leptogenesis from inflation
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Abstract: Recently it has been found that introducing a triplet Higgs to the standard model could provide a feasible leptogenesis to generate the baryon asymmetry of our universe, providing that the inflation is driven by the mixing state of the triplet Higgs and SM Higgs. In this work, we survey the viable parameter space satisfying the vacuum stability and perturbativity in this model. We find that the introduction of the triplet Higgs would also ameliorate the problem of the Higgs vacuum instability. We present two representative parameter regions where the origin of neutrino masses, baryon asymmetry of the universe as well as inflation can be explained while keeping consistent with the condition of vacuum stability and perturbativity.
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1 Introduction

The Standard Model (SM), a theory for strong and electroweak interactions, is regarded as a landmark of modern particle physics. However, there remain several unsolved problems in particle physics and cosmology, such as the origin of the cosmic inflation [1–5], neutrino masses, and baryon asymmetry of our universe. Numerous models have been promoted to solve one or two of the above problems but rarely solve all of them at once. Interestingly, recently the authors found that the type II seesaw model [6–9] could provide a simple framework to address all three problems simultaneously [10, 11]. The idea is that the neutrino masses are generated by the traditional type II seesaw mechanism where the neutrino masses are provided by the vacuum value of the neutral part of the triplet Higgs, and the inflation is driven by the mixing state of the triplet Higgs and SM Higgs doublet in the early universes, and the baryon asymmetry is generated by the Affleck-Dine mechanism [12, 13] during the inflation.

However, since the model contains many additional scalars, it is important to examine whether such a model satisfies various theoretical constraints, particularly, the stability of the vacuum and the perturbativity of the parameters. Actually, the standard model Higgs itself already suffers from the instability problem due to the second minimum of the potential at the high energy scale [14, 15]. It would be interesting to study whether this problem can be addressed by the introduction of the triplet Higgs. Although there is already a lot of work concerning the vacuum stability and perturbativity in the framework of type II seesaw [16–21], many of them focus on these problems around the electroweak scale. However, in the model of type II seesaw triplet leptogenesis [10, 11], the triplet Higgs also plays a role of inflaton. If a second vacuum develops at a higher energy scale, we could possibly either worry about the transition of our vacuum into the second vacuum or that we keep staying in the second vacuum from the beginning. The reason for the latter statement is that after the inflation, there exists an oscillation stage of the triplet Higgs and SM Higgs doublet [10, 11], and then there is a high chance that the oscillation would end at the second vacuum. One may wonder whether the thermal effect during the radiation stage following reheating could save this situation. However, it is believed that the reheating temperature could not be much higher than $\sim 10^{14}$ GeV [10, 22]. If the second minimum develops at a higher scale, we would still keep staying in the second vacuum. In this paper, to simplify our analysis we require the electroweak vacuum to be absolutely stable and no second vacuum develops at any intermediate scale between the electroweak scale and Planck scale.

In addition, to generate the baryon asymmetry, the inflation should be driven by a mixing state of the triplet Higgs and the SM Higgs doublet, providing additional conditions on the viable parameter space. Therefore it would be intriguing to give a full analysis of the parameter space satisfying the vacuum stability and perturbativity, keeping the above three problems being resolved.

The paper is organized as follows. In Sec. 2 we overview the idea of the leptogenesis from Higgs inflation. In Sec. 3 we summarize the theoretical requirement of vacuum stability as
well as the necessary condition for Higgs inflation with successful leptogenesis. We show our numerical result in Sec. 4 and we draw the conclusion in Sec. 6.

2 Leptogenesis from Higgs inflation

In this section, we briefly overview how leptogenesis could occur if the inflation is provided by a mixture of triplet Higgs and SM Higgs doublet. We will first show the condition of such mixture to drive the inflation and then present the Affleck-Dine mechanism to generate the baryon asymmetry during the inflation stage.

2.1 Inflation from Higgs

The Type-II seesaw mechanism introduces a triplet scalar $\Delta$ to SM, which transforms as $(1, 3, 2)$ under the $SU(3)_c \times SU(2)_L \times U(1)_Y$ gauge group and carries a lepton number $l_\Delta = -2$. Under tensor representation of $SU(2)_L$, the triplet $\Delta$ and SM Higgs field can be written as:

$$\Delta = \begin{pmatrix} \Delta^+ / \sqrt{2} \\ \Delta^0 \\ -\Delta^+ / \sqrt{2} \end{pmatrix}, \quad H = \begin{pmatrix} h^+ \\ h \end{pmatrix}. \quad (2.1)$$

The potential of the Higgs fields is given by:

$$V(H, \Delta) = -m_H^2 H^\dagger H + m_\Delta^2 \text{Tr}(\Delta^\dagger \Delta) + \lambda_H (H^\dagger H)^2 + \lambda_1 (H^\dagger H) \text{Tr}(\Delta^\dagger \Delta)$$

$$+ \lambda_2 (\text{Tr}(\Delta^\dagger \Delta))^2 + \lambda_3 (\text{Tr}(\Delta^\dagger \Delta))^2 + \lambda_4 H^\dagger \Delta \Delta^\dagger H + |\mu(H^\dagger i\sigma^2 \Delta^\dagger H)|$$

$$+ \frac{\lambda_5}{M_p} (H^\dagger i\sigma^2 \Delta^\dagger H)(H^\dagger H) + \frac{\lambda_5'}{M_p} (H^\dagger i\sigma^2 \Delta^\dagger H)(\Delta^\dagger \Delta) + h.c.] \quad (2.2)$$

where the terms in the bracket break the $U(1)_L$ symmetry and we also include the Planck suppressed operators. Even if the high dimension operators have no effect on the low energy physics, they could dominate the $U(1)_L$ breaking terms during inflation. The Yukawa term becomes

$$\mathcal{L}_{Yukawa} = \mathcal{L}_{Yukawa}^{SM} - \frac{1}{2} Y_{\nu jk} \bar{L}_j i\sigma^2 \Delta L_k + h.c. \quad (2.3)$$

However, the recent CMB observation already exclude the possibility of the potential being a simple polynomial function. The reason is that the limit of tensor to scalar ratio around 0.056 indicates that the potential of the inflaton should be flat enough at which inflation happens. Fortunately, it is known that in Higgs inflation a non-minimal coupling of Higgs field to gravity can flatten the potential and result in a Starobinsky type model. Therefore we extend the model with both $H$ and $\Delta$ taking the non-minimal coupling to gravity, and then the Lagrangian is as follows:

$$\frac{\mathcal{L}}{\sqrt{-g}} = -\frac{1}{2} M_P^2 R - \xi_H H^\dagger H R - \xi_\Delta \text{Tr}(\Delta^\dagger \Delta) R$$

$$- g^{\mu\nu}(D_\mu H)^\dagger (D_\nu H) - g^{\mu\nu} \text{Tr}(D_\mu \Delta)^\dagger (D_\nu \Delta) - V(H, \Delta) + \mathcal{L}_{Yukawa} \quad (2.4)$$
To simplify our analysis, we only focus on the neutral components of $\Delta$ and $H$. The relevant lagrangian becomes:

\[
\mathcal{L} = -\frac{1}{2} M_P^2 R - \xi_H |h|^2 R - \xi_\Delta |\Delta^0|^2 R - (\partial_\mu h)^2 - (\partial_\mu \Delta^0)^2 - V(h, \Delta^0) - \left[ \frac{1}{2} Y_{\nu ij} \bar{\nu}_i \nu_j \Delta^0 + h.c. \right] + \cdots,
\]

where $V(h, \Delta^0)$ is defined as

\[
V(h, \Delta^0) = -m_H^2 |h|^2 + m_\Delta^2 |\Delta^0|^2 + \lambda_H |h|^4 + \lambda_\Delta |\Delta^0|^4 + \lambda_{H\Delta}|h|^2 |\Delta^0|^2 - \left( \mu h^2 \Delta^0 + \frac{\lambda_5}{M_p} |h|^2 \Delta^0 + \frac{\lambda_6^5}{M_p^3} |\Delta^0|^2 h^2 \Delta^0 + h.c. \right) + \cdots,
\]

where $\lambda_\Delta = \lambda_2 + \lambda_3$, $\lambda_{H\Delta} = \lambda_1 + \lambda_4$. The Yukawa term of lepton and $\Delta^0$ provides a Majorana mass term for neutrino once $\Delta$ obtains a non-vanishing vacuum expectation value.

We parameterize the $h$ and $\Delta^0$ by the polar coordinates: $h \equiv \frac{1}{\sqrt{2}} \rho H e^{i\eta}$ and $\Delta^0 \equiv \frac{1}{\sqrt{2}} \rho_\Delta e^{i\vartheta}$. Then the Lagrangian can be written as:

\[
\mathcal{L} = -\frac{1}{2} (M_P^2 + \xi_H \rho_H^2 + \xi_\Delta \rho_\Delta^2) R - \frac{1}{2} (\partial_\mu \rho_H)^2 - \frac{1}{2} (\partial_\mu \rho_\Delta)^2 - V(h, \Delta^0) + \cdots.
\]

Considering $\xi_H \rho_H^2 + \xi_\Delta \rho_\Delta^2 \gg 1$ during inflation, we can perform a weyl transformation:

\[
g_{E\mu\nu} = \Omega^2 g_{\mu\nu}, \quad \Omega^2 = 1 + \frac{\xi_H \rho_H^2}{M_P^2} + \frac{\xi_\Delta \rho_\Delta^2}{M_P^2}.
\]

Then Lagrangian is translated from Jordan frame into Einstein frame:

\[
\mathcal{L} = -\frac{1}{2} M_P^2 R_E - \frac{1}{2} \rho^2 \left( (\partial_\mu \rho_H)^2 + (\partial_\mu \rho_\Delta)^2 \right) - 3 M_P^2 (\partial_\mu \log \Omega)^2 - \frac{V(h, \Delta^0)}{\Omega^4} + \cdots
\]

Subsequent derivations in this section mainly follows [23]. Here we use the natural unit $M_p = 1$. Then from Eq. 2.8 and Eq. 2.9 we get:

\[
\mathcal{L}_{kin} = -\frac{3}{4} \left( \partial_\mu \log (\xi_H \rho_H^2 + \xi_\Delta \rho_\Delta^2) \right)^2 - \frac{1}{2(\xi_H \rho_H^2 + \xi_\Delta \rho_\Delta^2)} \left( (\partial_\mu \rho_H)^2 + (\partial_\mu \rho_\Delta)^2 \right).
\]

We can redefine the fields:

\[
\chi = \sqrt{\frac{3}{2}} \log (\xi_H \rho_H^2 + \xi_\Delta \rho_\Delta^2), \quad \kappa = \frac{\rho_H}{\rho_\Delta}.
\]

Plugging Eq. 2.11 into Eq. 2.10 and requiring a large non-minimal coupling $\xi_H, \xi_\Delta \gg 1$, we get:

\[
\mathcal{L}_{kin} = -\frac{1}{2} (\partial_\mu \chi)^2 - \frac{1}{2} \left( \frac{\xi_H^2 \kappa^2 + \xi_\Delta^2}{(\xi_H \kappa^2 + \xi_\Delta)^3} (\partial_\mu \kappa)^2 \right).
\]
For large field value, the quartic terms dominate the potential, thus the $\mu$ term in $V(h, \Delta^0)$ can be ignored. Considering a large $\chi$, the potential of the scalar fields can be written as

$$U(\rho_H, \rho_\Delta) = \frac{V}{\Omega^4} = \frac{\lambda_H \kappa^4 + \lambda_{H\Delta} \kappa^2 + \lambda_\Delta}{4(\xi_H \kappa^2 + \xi_\Delta)^2},$$

(2.13)

with the following minima:

1. $2\lambda_H \xi_\Delta - \lambda_H \Delta \xi_H > 0$, $2\lambda_\Delta \xi_H - \lambda_H \Delta \xi_\Delta > 0$, $\kappa = \sqrt{\frac{2\lambda_\Delta \xi_H - \lambda_H \Delta \xi_\Delta}{2\lambda_H \xi_\Delta - \lambda_H \Delta \xi_H}}$, (2.14)
2. $2\lambda_H \xi_\Delta - \lambda_H \Delta \xi_H > 0$, $2\lambda_\Delta \xi_H - \lambda_H \Delta \xi_\Delta < 0$, $\kappa = 0$, (2.15)
3. $2\lambda_H \xi_\Delta - \lambda_H \Delta \xi_H < 0$, $2\lambda_\Delta \xi_H - \lambda_H \Delta \xi_\Delta > 0$, $\kappa = \infty$, (2.16)
4. $2\lambda_H \xi_\Delta - \lambda_H \Delta \xi_H < 0$, $2\lambda_\Delta \xi_H - \lambda_H \Delta \xi_\Delta < 0$, $\kappa = 0, \infty$, (2.17)

In scenario 1, the inflation is dominated by $\Delta^0$ and $H$, which is just the case we are interested in. Thus we get our first constraint on the parameters to ensure the inflation is driven by a mixing state of the triplet Higgs and SM doublet Higgs, i.e,

$$x = \frac{\xi_H}{\xi_\Delta}, 2\lambda_H - x\lambda_H > 0, 2x\lambda_\Delta - \lambda_H \Delta > 0.$$  

(2.18)

Note that a necessary condition for vacuum stability is that $\lambda_\Delta > 0, \lambda_H > 0$. However, $\lambda_{H\Delta}$ could be either positive or negative. Obviously, if $\lambda_{H\Delta} < 0$, the above condition can be automatically satisfied, while for the case of $\lambda_{H\Delta} > 0$, a dedicated study should be preformed and we leave the details of discussion in Sec. 4.

### 2.2 Leptogenesis from Higgs inflation

We can simplify our analysis by defining the inflaton as $\varphi$, through the following relations to the polar coordinate fields,

$$\rho_H = \varphi \sin \alpha, \quad \rho_\Delta = \varphi \cos \alpha,$$

$$\xi \equiv \xi_H \sin^2 \alpha + \xi_\Delta \cos^2 \alpha.$$  

(2.19)

The Lagrangian in Eq. (2.7) is now given by,

$$\frac{L}{\sqrt{-g}} = -\frac{M_p^2}{2} R - \frac{\xi}{2} \varphi^2 R - \frac{1}{2} g^{\mu \nu} \partial_\mu \varphi \partial_\nu \varphi - \frac{1}{2} \varphi^2 \cos^2 \alpha g^{\mu \nu} \partial_\mu \theta \partial_\nu \theta - V(\varphi, \theta),$$

(2.20)

where

$$V(\varphi, \theta) = \frac{1}{2} m^2 \varphi^2 + \frac{\lambda}{4} \varphi^4 + 2 \varphi^3 \left( \tilde{\mu} + \frac{\tilde{\lambda}_5}{M_p} \varphi^2 \right) \cos \theta,$$

(2.21)

and

$$m^2 = m_{\Delta}^2 \cos^2 \alpha - m_H^2 \sin^2 \alpha,$$
\[
\lambda = \lambda_H \sin^4 \alpha + \lambda_H \Delta \sin^2 \alpha \cos^2 \alpha + \lambda_\Delta \cos^4 \alpha , \\
\tilde{\mu} = -\frac{1}{2\sqrt{2}} \mu \sin^2 \alpha \cos \alpha , \\
\tilde{\lambda}_5 = -\frac{1}{4\sqrt{2}} (\lambda_5 \sin^4 \alpha \cos \alpha + \lambda_5' \sin^2 \alpha \cos^3 \alpha) . \tag{2.22}
\]

To fit the current CMB observation, we need roughly \( \frac{\xi}{\sqrt{\lambda}} \approx 5 \times 10^4 \). The Affleck-Dine mechanism will be realised in our scenario through the motion of the dynamical field \( \theta \). The size of the generated lepton asymmetry will be determined by the size of the non-trivial motion induced in \( \theta \) sourced by inflation. During inflation, \( m \ll \varphi \), which means that the quartic term in the Jordan frame potential dominates the inflationary dynamics. The lepton number asymmetry generated by the motion of the triplet Higgs phase \( \theta \) at the end of inflation,

\[
n_{L,\text{end}} = Q_L \varphi_{\text{end}}^2 \dot{\varphi}_{\text{end}} \cos^2 \alpha \\
\approx -Q_L \tilde{\lambda}_5 \varphi_{\text{end}}^3 \sin \theta_{\text{end}} / \sqrt{3\lambda} . \tag{2.23}
\]

After inflation, the lepton number density is roughly red-shifted by \( a^3 \). To generate the correct baryon asymmetry of our universe, we need \( n_{L,\text{end}} \sim 10^{-16} \). For \( \lambda \sim \mathcal{O}(0.1), \varphi_{\text{end}} \sim 1 \) in Planck unit, we just need \( \tilde{\lambda}_5 \sim 10^{-15} \).

### 3 Vacuum stability from type II seesaw

In spite of the intriguing motivation, this mechanism suffers from constraints of theoretical consistency including vacuum stability, perturbativity, and the condition of inflation. The vacuum stability condition requires that the potential of Eq. 2.2 does not develop a second vacuum between TeV scale and the Planck scale, otherwise our electroweak vacuum would be meta-stable and may transit to another vacuum. In the large field limit, we only need focus on the quartic term of the potential. These conditions can be summarized as Eq. 3.1, with detailed derivation in appendix A.

\[
C_1, C_2, C_3, C_4, C_5 > 0 \text{ and } [C_6 > 0 \text{ or } C_6' > 0] . \tag{3.1}
\]

where

\[
C_1 = \lambda_H , \tag{3.2} \\
C_2 = \lambda_2 + \lambda_3 , \tag{3.3} \\
C_3 = \lambda_2 + \frac{1}{2} \lambda_3 , \tag{3.4} \\
C_4 = \lambda_1 + 2\sqrt{\lambda_H (\lambda_2 + \lambda_3)} , \tag{3.5} \\
C_5 = \lambda_1 + \lambda_4 + 2\sqrt{\lambda_H (\lambda_2 + \lambda_3)} , \tag{3.6} \\
C_6 = |\lambda_4| \sqrt{\lambda_2 + \lambda_3 - 2\lambda_3 \sqrt{\lambda_H}} , \tag{3.7} \\
C_6' = 2\lambda_1 + \lambda_4 + \sqrt{(8\lambda_H \lambda_3 - \lambda_3^2)(2\lambda_2 / \lambda_3 + 1)} . \tag{3.8}
\]
Note that the above conditions are should be satisfied at any energy scale between TeV and $M_p$. The perturbativity condition requires that all couplings should be not much beyond $O(1)$. Here we require all the couplings smaller than $\sqrt{4\pi}$.

Since inflation in our context requires a flat direction along the mixing of $h$ and $\Delta^0$, the condition in scenario 1 of Eq. 2.14 should also be satisfied, which can be rewritten as:

$$C_7 > 0, \quad C_8 > 0 ,$$

(3.9)

where

$$C_7 = 2\lambda_H - x\lambda_H\Delta ,$$

(3.10)

$$C_8 = 2x\lambda_\Delta - \lambda_H\Delta ,$$

(3.11)

$$x = \frac{\xi_H}{\xi_\Delta}. \quad \quad (3.12)$$

We stress that the conditions of $C_7 > 0$ and $C_8 > 0$ should be satisfied only at around Planck scale.

In our calculation we utilize SARAH [24] to derive the 2-loop renormalization group equations for the relevant couplings. The 1-loop result is extracted in appendix C and we find it consistent with the result from [19].

4 Numerical results

In our calculation, the free parameters include three gauge coupling parameters $g_1$, $g_2$, $g_3$, five quartic coupling parameters $\lambda_H$, $\lambda_1$, $\lambda_2$, $\lambda_3$, $\lambda_4$ and yukawa coupling of top quark and leptons with the triplet Higgs. The threshold effect of $\mu$ parameter can be ignored because it should be much smaller than GeV to avoid the wash out of the lepton asymmetry [10, 11]. Here we set the triplet Higgs mass to be 1 TeV, then all the SM parameters firstly have to run from the top mass scale to TeV scale, then all the couplings run into Planck scale. During the intermediate scale, the vacuum stability condition has been checked and the inflation conditions $C_7$ and $C_8$ are only imposed at Planck scale. Since all the couplings, particularly the Higgs self-coupling is sensitive to the top mass, here we set the top mass to be 172 GeV and Higgs mass to be 125 GeV. All the SM model couplings at the top mass scale are derived following the formulas from [14].

Before going to the numerical results, we give some analysis on the preference of parameter space. First of all, to realize the mixing of the triplet Higgs and SM Higgs doublet, we have the following relation,

$$x = \frac{\xi_H}{\xi_\Delta}, \quad 2\lambda_H - x\lambda_H\Delta > 0, \quad 2x\lambda_\Delta - \lambda_H\Delta > 0 . \quad \quad (4.1)$$

Since the vacuum stability requires $\lambda_H > 0, \lambda_\Delta > 0$, if $\lambda_H\Delta < 0$ the above relation can be satisfied automatically. If $\lambda_H\Delta > 0$, we need both $2\lambda_H - x\lambda_H\Delta > 0$ and $2x\lambda_\Delta - \lambda_H\Delta > 0$, imposing additional requirement for the parameter space.
In addition, it is known that the SM Higgs develops a second vacuum at the scale around $10^{10-11}$ GeV. However, due to the introduction of the new scalars, it is possible to remove the second vacuum by changing RGE running of SM Higgs self-coupling. From the RGE of $\lambda_H$

$$(4\pi)^2 \frac{d\lambda_H}{d\log \mu} = \frac{27}{200} g_1^4 + \frac{9}{20} g_1^2 g_2^2 + \frac{9}{8} g_2^4 + 3\lambda_1^2 + 3\lambda_1 \lambda_4 + \frac{5}{4} \lambda_2^2 - \frac{9}{5} g_1^2 \lambda_H - 9 g_2^2 \lambda_H$$

$$+ 24 \lambda_H^2 + 12 \lambda_H y_t^2 - 6 y_t^4,$$

we find that there are additional contributions from the term of $3\lambda_1^2 + 3\lambda_1 \lambda_4 + \frac{5}{4} \lambda_2^2$. Note that this term is always positive and it is possible to lift the $\lambda_H$ away from negative at a high energy scale if $\lambda_1, \lambda_4$ are large enough. We find that there are two typical scenarios, one is that the couplings of $\lambda_1, \lambda_4$ are small and $\lambda_H$ can be lift to be positive but keeps small at Planck scale($\mathcal{O}(0.01)$), and the other case is that $\lambda_1, \lambda_4$ are relatively large and final $\lambda_H$ is significantly lifted and becomes rather large at Planck scale($\mathcal{O}(1)$). In the following we will present the parameter space for these two typical scenarios.

**Figure 1.** Regions surviving the conditions in the parameter space for $\lambda_2 = 0.15, \lambda_3 = 0.1, y_\nu = 0$ at TeV scale.

In Fig. 1 we show the parameter region of a small $\lambda_H$ predicted at $M_p$ scale. Here we fixed $\lambda_2 = 0.15, \lambda_3 = 0.1$ at 1 TeV scale. For the yukawa coupling from the triplet Higgs and leptons, we assume that it is small enough and has no effect on the RGE running of other parameters and we will discuss its effect later. From left to right, $x$ is fixed to be 1, 1/3 respectively. Note that the the condition $C_2 > 0$ and $C_3 > 0$ can be easily satisfied by set up. The constraints from other conditions are also shown in combination. Each of the combined conditions divide the parameter region into two parts and only one of them is allowed, as indicated by the allowed region(red). Different choices of $x$ has small effect and it affects slightly condition $C_7 > 0$. The reason is that $\lambda_H$ is small at high energy scale and at the
boundary of the $C_7 > 0$ the $2\lambda_H - x\lambda_{H\Delta}$ approaches 0, therefore varying the $x$ value will slightly change the boundary due to the smallness of $\lambda_H$. We note here that if the initial value of $\lambda_2$ becomes smaller, the parameter space would fast vanish. The reason that is that if we change $\lambda_2$ into a smaller value, both $\lambda_1$ and $\lambda_4$ would becomes larger and the condition $C_7 > 0$ would be easily violated.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{figure2.png}
\caption{Running of couplings from TeV scale to $M_p$, with $\lambda_1 = -0.2$, $\lambda_2 = 0.15$, $\lambda_3 = 0.1$, $\lambda_4 = -0.05$ at TeV scale.}
\end{figure}

Here we give one benchmark in this parameter space. At TeV scale, the input parameters are fixed as follows: $\lambda_1 = -0.2$, $\lambda_2 = 0.15$, $\lambda_3 = 0.1$, $\lambda_4 = -0.05$. At $M_p$ scale the parameters become $\lambda_1 = -0.14$, $\lambda_2 = 0.97$, $\lambda_3 = 0.33$, $\lambda_4 = 0.093$. Now we find $\lambda_H = 0.011$, $\Delta = 1.3$, $\lambda_{H\Delta} = -0.046$. For the case $x = 1$, the mixing angle of the Higgs and triplet Higgs during inflation and the effective $\lambda$ can be found to be

$$\tan = \alpha = 6.27, \quad \lambda = 9.95 \times 10^{-3}.$$  \hfill (4.3)

To check the consistence of the vacuum stability, in Fig. 2 we show the RGE running of the vacuum stability conditions for this benchmark point. It is easy to find all the conditions are satisfied. Even if $C_6'$ is negative at certain scale, $C_6$ is always keeping positive.

In Fig. 3 we show the parameter region with $\lambda_H$ is $O(1)$ at $M_p$ scale. Now we fixed $\lambda_2 = 0, \lambda_3 = 0.1$ at TeV scale. Again here we assume that the yukawa coupling is small enough and $x$ is fixed to be $1, 1/3$ respectively. It shows that the survived region is mainly determined by conditions $C_5 > 0$, $C_7 > 0$ and $C_8 > 0$. We also impose a perturbativity condition that all the parameters should be smaller than $\sqrt{4\pi}$. Given the relatively large initial values of $\lambda_1$ and $|\lambda_4|$ in Fig. 3 (a), the perturbativity condition also matters. For a smaller $x$ as in Fig. 3 (b), condition $C_7 > 0$ is relaxed but condition $C_8 > 0$ is strengthened, but the boundary of $C_5 > 0$ remains unchanged while the boundaries of $C_7 > 0$ and $C_8 > 0$ shift to left. For the case of $x = 3$, we did not identify any parameter region since the condition $C_7 > 0$ becomes too strong.
Again in Fig. 4 we show one benchmark point in the region of Fig. 3 for the RGE running of the vacuum stability conditions. The related parameters are fixed at $\lambda_1 = 0.7$, $\lambda_2 = 0$, $\lambda_3 = 0.1$, $\lambda_4 = -0.8$ at TeV scale. We find that at $M_P$ scale $\lambda_1 = 2.70$, $\lambda_2 = 0.64$, $\lambda_3 = 0.35$, $\lambda_4 = -1.32$ and $\lambda_H = 0.8$, $\lambda_\Delta = 0.99$, $\lambda_{H\Delta} = 1.38$. For $x = 1$, we have $2\lambda_H - \lambda_{H\Delta} = 0.22$, $2\lambda_\Delta - \lambda_{H\Delta} = 0.60$. Then we can calculate the mixing angle and effective quartic coupling during inflation is

$$\tan \alpha = 1.65, \quad \lambda = 0.77.$$ 

We stress the importance of imposing the vacuum stability conditions between low scale and $M_P$ since it is possible that the vacuum instability happens at an intermediate scale. To
illustrate this point, in Fig. 5 we show a particular case where the vacuum stability conditions are satisfied at low scale and at Planck scale, but a second minimum develops at the scale around $10^{13}$ GeV. The couplings are fixed to be $\lambda_1 = -0.2$, $\lambda_2 = 0.1$, $\lambda_3 = 0.1$, $\lambda_4 = -0.06$ at TeV scale, and it clearly shows that vacuum stability conditions are violated between the scale of $10^4 - 10^{13}$ GeV.

![Figure 5. Running of couplings from Electroweak scale to $M_{pl}$ scale, with $\lambda_1 = -0.3$, $\lambda_2 = 0.15$, $\lambda_3 = 0.1$, $\lambda_4 = 0.1$.](image)

4.1 **Effect from yukawa couplings of triplet Higgs with leptons**

In this subsection we discuss the effect of yukawa couplings from triplet Higgs with leptons. Since we have 6 independent yukawa couplings, to simplify our analysis, however, we only require one of them could be sizable and all the others are too small to have significant effect. In Fig. 6 we show the effect of yukawa couplings.

As shown in Appendix. C, the yukawa coupling $y_\nu$ contributes to the RGE of $\lambda_{H\Delta}$ from the term $\lambda_{H\Delta}y_\nu^2$. In the case of $\lambda_2 = 0.1$, $\lambda_3 = 0.1$, since $\lambda_{H\Delta} < 0$ at almost all scales below $M_{pl}$, a non-vanishing yukawa coupling reduces the value of $\lambda_{H\Delta}$ at $M_p$, and then condition 7 can be relaxed slightly as shown in the left panel of Fig. 6. In the case of $\lambda_2 = 0.1$, $\lambda_3 = 0.1$, the $\lambda_1$ evolves with a positive and relatively large value. With the $\lambda_1 y_\nu^2$ term in the RGE of $\lambda_1$, the value of $\lambda_1$ becomes larger at higher energy scale and it is easily beyond the perturbativity at $M_p$. Thus the perturbativity condition is strengthened with non-zero $y_\nu$. We can see that the survived region shrinks in as shown in the left panel of Fig. 6 comparing with the plot without the contribution of yukawa coupling.

Notice that when $y_\nu \gtrsim 0.7$, it will hit the Landau pole before $M_p$ and such case should be avoided.
Figure 6. Regions surviving the conditions in the parameter space for $y_\nu = 0.6, x = 1$.

5 Phenomenological implications

In the previous section we identify the parameter regions consistent with theoretical conditions. In this section we will show the low energy implications of the parameter space. After electroweak symmetry spontaneous breaking, the triplet and SM Higgs field both obtain a vacuum expectation value,

$$\Delta = \begin{pmatrix} 0 & 0 \\ v_t/\sqrt{2} & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 0 \\ v_d/\sqrt{2} \end{pmatrix}. \quad (5.1)$$

Then the type II seesaw model predicts 7 massive particles: $H^{\pm\pm}, H^\pm, H^0, A^0,$ and $h$.

As in Ref. [25], for $v_t \ll v_d$, which is the region we are interested in, the mass squared difference of these scalar particles can be deduced,

$$m^2_{H^{\pm\pm}} - m^2_{H^\pm} \simeq m^2_{H^{\pm\pm}} - m^2_{H^0/A^0} \approx \frac{\lambda_4}{4} v_d^2. \quad (5.2)$$

Thus, $\lambda_4$ can be used to constrain the mass splitting of $H^{\pm\pm}$ and $H^\pm$, as shown in Fig. 7 (a) and Fig. 7 (b), which are related to the parameter regions in Fig. 1 and Fig. 3, respectively.

We see that for a mass of doubly-charged Higgs around TeV, the mass splitting of doubly-charged Higgs and charged Higgs is generally below 10 GeV, thus the cascade decay of the doubly charged Higgs is highly suppressed. In addition, the vacuum value of the triplet Higgs is less than 10 keV, thus most of the doubly charged Higgs would decay into dileptons, providing a unique signature to test the model.

6 Conclusions

In this work we investigate the parameter space of type II seesaw model consistent with the vacuum stability and perturbativity, while solving the problems of neutrino masses, baryon
asymmetry of the universe and inflation. A successful leptogenesis requires that the inflation is driven by the mixing state of the SM Higgs doublet and the triplet Higgs, providing additional constraints on the parameter space. After combining these conditions, we give two typical viable parameter regions where the SM Higgs self-coupling could be large $\mathcal{O}(1)$ or small $\mathcal{O}(0.01)$.
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A Derivation of the Vacuum Stability Conditions

In this section, we calculate the vacuum stability conditions for a potential including the SM Higgs doublet and triplet Higgs. All the results can be found in [19, 21] and here we just add some details. Here we consider the potential from Eq. 2.2 where high dimension operators are neglected,

\[
V(H, \Delta) = -m_H^2 H^\dagger H + m_\Delta^2 \text{Tr}(\Delta^\dagger \Delta) + [\mu(H^T i\sigma^2 \Delta^\dagger H) + h.c.] + \lambda_H (H^\dagger H)^2 + \lambda_1 (H^\dagger H) \text{Tr}(\Delta^\dagger \Delta) + \lambda_2 (\text{Tr}(\Delta^\dagger \Delta))^2 + \lambda_3 \text{Tr}(\Delta^\dagger \Delta)^2 + \lambda_4 \text{Tr}(\Delta^\dagger \Delta)(H^\dagger H) + \cdots .
\]  

(A.1)

It can be seen that in the large field limit the potential \( V \) mainly depends on the following four items: \( H^\dagger H \), \( (\text{Tr}(\Delta^\dagger \Delta))^2 \), \( \text{Tr}(\Delta^\dagger \Delta) \) and \( H^\dagger \Delta \Delta^\dagger H \). Take \( \text{Tr}(\Delta^\dagger \Delta) \neq 0 \) and define \( r \), \( \zeta \) and \( \xi \) as the following non-negative dimensionless quantities,

\[
H^\dagger H \equiv r \text{Tr}(\Delta^\dagger \Delta) ,
\]

(A.2)

\[
\text{Tr}(\Delta^\dagger \Delta)^2 \equiv \zeta [\text{Tr}(\Delta^\dagger \Delta)]^2 ,
\]

(A.3)

\[
H^\dagger \Delta \Delta^\dagger H \equiv \xi \text{Tr}(\Delta^\dagger \Delta)(H^\dagger H) .
\]

(A.4)

For all scalar masses are positive, the potential does not classically drop to another minimum, but this still leaves the possibility of tunneling to a deeper minimum. In order for this not to happen, we must ensure that \( V \) is bounded, which is equivalent to requiring that the quartic part of the potential in Eq. A.1, \( V^{(4)} \), must be positive for all non-zero field values.

\[
\frac{V^{(4)}}{[\text{Tr}(\Delta^\dagger \Delta)]^2} = \lambda_H r^2 + \lambda_1 r + \lambda_2 + \lambda_3 \zeta + \lambda_4 \xi r .
\]

(A.5)

For \( V^{(4)} > 0 \) and \( [\text{Tr}(\Delta^\dagger \Delta)]^2 > 0 \), we have

\[
\frac{V^{(4)}}{[\text{Tr}(\Delta^\dagger \Delta)]^2} > 0 ,
\]

(A.6)

so we can rewrite Eq. A.5 as follow,

\[
f(r) \equiv ar^2 + br + c > 0 ,
\]

(A.7)

where \( a = \lambda_H \), \( b = \lambda_1 + \lambda_4 \xi \), \( c = \lambda_2 + \lambda_3 \zeta \). Obviously, Eq. A.7 is regarded as a one-dimensional quadratic inequality.

(I) \( b > 0 \)

For \( f(r) > 0 \) and \( r \in (0, \infty) \), the parabola opens up, \( a > 0 \), which is

\[
\lambda_H > 0 .
\]

(A.8)

When \( r \to 0 \), we have \( c > 0 \) and

\[
\lambda_2 + \lambda_3 \zeta > 0 .
\]

(A.9)
In this case, Eq. A.6 is apparently satisfied.

(II) \( b < 0 \)

Likewise, \( a > 0 \) and \( c > 0 \) still hold. At this time, due to \( f(r) > 0 \), the minimum must also satisfy this condition. For \( f'(r) = 0 \), it can be obtained,

\[
2\lambda_H r + \lambda_1 + \lambda_4 \xi = 0, \quad r = -\frac{\lambda_1 + \lambda_4 \xi}{2\lambda_H}.
\]  

(A.10)

Substitute the minimum point back to Eq. A.5,

\[
-(\lambda_1 + \lambda_4 \xi)^2 + 4\lambda_H(\lambda_2 + \lambda_3 \zeta) > 0.
\]  

(A.11)

Simplified available

\[
-2\sqrt{\lambda_H(\lambda_2 + \lambda_3 \zeta)} < \lambda_1 + \lambda_4 \xi < 2\sqrt{\lambda_H(\lambda_2 + \lambda_3 \zeta)}.
\]  

(A.12)

Since the case where \( b \) is less than zero is considered here, it is only necessary to consider that

\[
-2\sqrt{\lambda_H(\lambda_2 + \lambda_3 \zeta)} < \lambda_1 + \lambda_4 \xi,
\]  

(A.13)

which is

\[
\lambda_1 + \lambda_4 \xi + 2\sqrt{\lambda_H(\lambda_2 + \lambda_3 \zeta)} > 0.
\]  

(A.14)

To sum up, we can make a summary and redefine Eq. A.9 and Eq. A.14,

\[
\lambda_H > 0 \quad (A.15), \quad \lambda_2 + \lambda_3 \zeta \equiv F_1(\zeta) > 0 \quad (A.16), \quad \lambda_1 + \lambda_4 \xi + 2\sqrt{\lambda_H(\lambda_2 + \lambda_3 \zeta)} \equiv F_2(\xi, \zeta) > 0.
\]  

(A.17)

Since the value range of \( \zeta \) is \( 2\xi^2 - 2\xi + 1 \leq \zeta \leq 1 \), which is proofed in Appendix. B, and \( F_2(\xi, \zeta) \) is monotonic about \( \zeta \) and \( \xi \), we can take \( \zeta = 2\xi^2 - 2\xi + 1 \) and rewrite Eq. A.15 as the function \( F(\xi) \)

\[
F(\xi) = \lambda_1 + \xi \lambda_4 + 2\sqrt{\lambda_H(\lambda_2 + \lambda_3(2\xi^2 - 2\xi + 1))}.
\]  

(A.18)

Since \( \xi \in [0, 1] \) and \( F(\xi) > 0 \), there are \( F(0) > 0 \) and \( F(1) > 0 \), i.e.

\[
F(0) = \lambda_1 + 2\sqrt{\lambda_H(\lambda_2 + \lambda_3)} > 0, \quad (A.19)
\]

\[
F(1) = \lambda_1 + \lambda_4 + 2\sqrt{\lambda_H(\lambda_2 + \lambda_3)} > 0. \quad (A.20)
\]

If \( F(\xi) \) is a monotonic function, the above two conditions are sufficient. On the contrary, it is necessary to find its minimum point. So we need to take the first derivative of \( F(\xi) \),

\[
F'(\xi) = \lambda_4 + \frac{2\lambda_H \lambda_3(2\xi - 1)}{\sqrt{\lambda_H(\lambda_2 + \lambda_3(2\xi^2 - 2\xi + 1))}},
\]  

(A.21)
whose second derivative is

$$F''(\xi) = \frac{2\lambda_H^2 \lambda_3 (2\lambda_2 + \lambda_3)}{\lambda_H^2 \lambda_2 + \lambda_3 (2\xi^2 - 2\xi + 1)^{3/2}}.$$  \hspace{0.5cm} (A.22)

It can be seen from the above formula that the sign of $F''(\xi)$ is the same as that of $\lambda_3$. If $\lambda_3 > 0$ and $F'(0) < 0$, $F'(1) > 0$, the minimum falls in $(0, 1)$. Otherwise, the minimum value is $F(0)$ or $F(1)$, and Eq. A.19 with Eq. A.20 is sufficient to ensure $F(\xi) > 0$. For $F'(0) < 0$ and $F'(1) > 0$, we have

$$F'(0) = \lambda_4 - \frac{2\lambda_H \lambda_3}{\sqrt[3]{\lambda_H (\lambda_2 + \lambda_3)}} < 0, \hspace{0.5cm} (A.23)$$

$$F'(1) = \lambda_4 + \frac{2\lambda_H \lambda_3}{\sqrt[3]{\lambda_H (\lambda_2 + \lambda_3)}} > 0. \hspace{0.5cm} (A.24)$$

Combining Eq. A.23 and Eq. A.24 gives

$$2\lambda_3 \sqrt[3]{\lambda_H} > |\lambda_4| \sqrt[3]{\lambda_2 + \lambda_3}.$$  \hspace{0.5cm} (A.25)

That is to say, if and only if $2\lambda_3 \sqrt[3]{\lambda_H} > |\lambda_4| \sqrt[3]{\lambda_2 + \lambda_3}$, we should calculate the minimum of $F(\xi)$ in $(0, 1)$. Taking zero for Eq. A.21 and solving the equation, the extreme point can be obtained as

$$\xi_0 = \frac{1}{2} - \frac{\lambda_4}{2\lambda_3} \sqrt[3]{\lambda_3 (2\lambda_2 + \lambda_3) \over 8\lambda_H \lambda_3 - \lambda_1^2}.$$  \hspace{0.5cm} (A.26)

Substituting $\xi_0$ back into Eq. A.18, the $F(\xi) > 0$ condition can be obtained

$$F(\xi_0) = \lambda_1 + \frac{1}{2} \lambda_4 + 4\lambda_H \sqrt[3]{\lambda_3 (2\lambda_2 + \lambda_3) \over 8\lambda_H \lambda_3 - \lambda_1^2} - \frac{\lambda_4^2}{2\lambda_3} \sqrt[3]{\lambda_3 (2\lambda_2 + \lambda_3) \over 8\lambda_H \lambda_3 - \lambda_1^2}$$

$$= \lambda_1 + \frac{1}{2} \lambda_4 + \frac{1}{2} (8\lambda_H \lambda_3 - \lambda_1^2) \sqrt[3]{2\lambda_2^2 + 1 \over 8\lambda_H \lambda_3 - \lambda_1^2}$$

$$= \lambda_1 + \frac{1}{2} \lambda_4 + \frac{1}{2} \sqrt[3]{(8\lambda_H \lambda_3 - \lambda_1^2)(2\lambda_2^2 + 1)} > 0.$$  \hspace{0.5cm} (A.27)

In summary, the vacuum stability conditions are obtained as follow

$$\lambda_1 + \lambda_3, 2\lambda_2 + \lambda_3, \lambda_1 + 2\sqrt[3]{\lambda_2 + \lambda_3}, \lambda_1 + \lambda_4 + 2\sqrt[3]{\lambda_2 + \lambda_3} > 0,$$  \hspace{0.5cm} (A.28)

and

$$2\lambda_3 \sqrt[3]{\lambda_H} \leq |\lambda_4| \sqrt[3]{\lambda_2 + \lambda_3} \text{ or } \lambda_1 + \frac{1}{2} \lambda_4 + \frac{1}{2} \sqrt[3]{(8\lambda_H \lambda_3 - \lambda_1^2)(2\lambda_2^2 + 1)} > 0.$$  \hspace{0.5cm} (A.29)
B Proof of the properties of $\xi$ and $\zeta$

B.1 $0 \leq \xi \leq 1$

We already know

$$\Delta = \begin{pmatrix} \Delta^+ / \sqrt{2} & \Delta^{++} \\ \Delta^0 & -\Delta^+ / \sqrt{2} \end{pmatrix}, \quad \Delta^\dagger = \begin{pmatrix} \Delta^- / \sqrt{2} & \Delta^0 \\ \Delta^- & -\Delta^- / \sqrt{2} \end{pmatrix}. \quad (B.1)$$

From the above formula, we can easily find

$$\text{Tr}\Delta = 0, \quad \text{Tr}\Delta^\dagger = 0. \quad (B.2)$$

For any $2 \times 2$ matrices $M$ and $N$, we have

$$MN + NM = 1(\text{Tr}MN - \text{Tr}M\text{Tr}N) + M\text{Tr}N + N\text{Tr}M, \quad (B.3)$$

where $1$ is identity matrix, from which follows immediately

$$\Delta\Delta^\dagger + \Delta^\dagger\Delta = 1 \times \text{Tr}\Delta\Delta^\dagger. \quad (B.4)$$

Then multiply this by $H^\dagger$ on the left and right by $H$ to get

$$H^\dagger\Delta\Delta^\dagger H + H^\dagger\Delta^\dagger\Delta H = H^\dagger H\text{Tr}\Delta\Delta^\dagger. \quad (B.5)$$

Due to $H^\dagger\Delta^\dagger\Delta H \geq 0$, we can obtain

$$H^\dagger H\text{Tr}\Delta\Delta^\dagger \geq H^\dagger\Delta\Delta^\dagger H. \quad (B.6)$$

According to the definition of $\xi$, it is easy to know

$$\xi \equiv \frac{H^\dagger\Delta\Delta^\dagger H}{H^\dagger H\text{Tr}\Delta\Delta^\dagger} \leq 1. \quad (B.7)$$

Since $H^\dagger H\text{Tr}\Delta\Delta^\dagger$ and $H^\dagger\Delta\Delta^\dagger H$ are positive, $\xi$ must be trivially greater than zero. Finally the two boundary values 0 and 1 are effectively reached respectively when $H^\dagger\Delta = 0$ and $\Delta H = 0$. Thus

$$0 \leq \xi \leq 1. \quad (B.8)$$

B.2 $\frac{1}{2} \leq \zeta \leq 1$

Using Eq. B.1 and considering their product

$$\Delta\Delta^\dagger = \begin{pmatrix} |\Delta^+|^2 + |\Delta^{++}|^2 & \frac{\Delta^+\Delta^0 + \Delta^{++}\Delta^-}{\sqrt{2}} \\ \frac{\Delta^{-}\Delta^0 - \Delta^{--}\Delta^+}{\sqrt{2}} & |\Delta^0|^2 \end{pmatrix}. \quad (B.9)$$
First, trace Eq. B.9 and then square it, we have

\[
(\text{Tr}\Delta\Delta^\dagger)^2 = (\frac{\Delta^+}{\sqrt{2}} + |\Delta^+|^2)^2 + (\frac{\Delta^+}{\sqrt{2}} + |\Delta^+|^2)^2 + 2(\frac{\Delta^0}{\sqrt{2}} + |\Delta^+|^2)(\frac{\Delta^0}{\sqrt{2}} + |\Delta^0|^2) .
\]

(B.10)

Furthermore, square Eq. B.9 and then find the trace to get

\[
\text{Tr}(\Delta\Delta^\dagger)^2 = (\frac{\Delta^+}{\sqrt{2}} + |\Delta^+|^2)^2 + (\frac{\Delta^+}{\sqrt{2}} + |\Delta^+|^2)^2 + 2(\frac{\Delta^0}{\sqrt{2}} + |\Delta^+|^2)(\frac{\Delta^0}{\sqrt{2}} - \frac{\Delta^0}{\sqrt{2}}) .
\]

(B.11)

Finally, subtract Eq. B.10 and Eq. B.11,

\[
(\text{Tr}\Delta\Delta^\dagger)^2 - \text{Tr}(\Delta\Delta^\dagger)^2 = 2(\frac{\Delta^+}{\sqrt{2}} + |\Delta^+|^2)(\frac{\Delta^0}{\sqrt{2}} + |\Delta^0|^2)
- 2(\frac{\Delta^0}{\sqrt{2}} + \frac{\Delta^+}{\sqrt{2}})(\frac{\Delta^0}{\sqrt{2}} - \frac{\Delta^0}{\sqrt{2}}) .
\]

(B.12)

Using \(\text{Det}\Delta\Delta^\dagger \equiv |\text{Det}\Delta|^2 \geq 0\) and Eq. B.12, it is easily to note that \((\text{Tr}\Delta\Delta^\dagger)^2 \geq \text{Tr}(\Delta\Delta^\dagger)^2\). According to the definition of \(\zeta\), we have

\[
\zeta \equiv \frac{\text{Tr}(\Delta\Delta^\dagger)^2}{(\text{Tr}\Delta\Delta^\dagger)^2} \leq 1 ,
\]

(B.13)

and \(\zeta\) must be positive because \((\text{Tr}\Delta\Delta^\dagger)^2\) and \(\text{Tr}(\Delta\Delta^\dagger)^2\) are both greater than zero. But in fact, \(\zeta\) cannot go below 1/2. To see this, we will rewrite \(\zeta\) by \(M_1^2\) and \(M_2^2\), the two (real and positive) eigenvalues of \(\Delta\Delta^\dagger\),

\[
\zeta = \frac{M_1^4 + M_2^4}{(M_1^2 + M_2^2)^2} ,
\]

(B.14)

and then divide it up and down by \(M_2^4\), we can easily read the function \(\zeta(x) = (1+x^2)/(1+x)^2\) where \(x \equiv M_1^2/M_2^2 \geq 0\) to show that it has a minimum of \(\zeta = 1/2\) when \(x = 1\). Similarly, we calculated that \(\zeta \leq 1\) and reaches 1 at \(x \to 0\) or \(x \to \infty\). Therefore,

\[
\frac{1}{2} \leq \zeta \leq 1 .
\]

(B.15)

B.3 Correlation between \(\xi\) and \(\zeta\)

We first perform a general gauge transformation \(H \to \mathcal{U}H\), \(\Delta \to \mathcal{U}\Delta\mathcal{U}^\dagger\), where \(\mathcal{U}\) is any element of \(SU(2)_L \times U(1)_Y\). Since \(\mathcal{U}\) is unitary and \(\Delta\Delta^\dagger\) is hermitian, we can always find a gauge transformation that diagonalizes \(\Delta\Delta^\dagger\) for any given field \(\Delta\). According to the definition of \(\xi\) and a series of calculation, \(\xi\) reads

\[
\xi = \frac{M_2^2|\tilde{\phi}^0|^2 + M_1^2|\tilde{\phi}^+|^2}{(M_1^2 + M_2^2)(|\tilde{\phi}^0|^2 + |\tilde{\phi}^+|^2)} ,
\]

(B.16)
where \( \text{diag}\{M_1, M_2\} \) is the diagonalized matrix of \( \Delta \) and the tilde denotes the components of the transformed doublet \( \tilde{H} = UH \). Furthermore, we define

\[
\begin{align*}
c_\Delta^2 & = \frac{M_1^2}{M_1^2 + M_2^2}, \quad s_\Delta^2 = \frac{M_2^2}{M_1^2 + M_2^2}, \\
c_H^2 & = \frac{|\phi^+|^2}{|\phi|^2 + |\phi^+|^2}, \quad s_H^2 = \frac{|\phi^0|^2}{|\phi|^2 + |\phi^+|^2},
\end{align*}
\] (B.17)

they scan all their allowed domains \( c_\Delta^2 \) (or \( s_\Delta^2 \)), \( c_H^2 \) (or \( s_H^2 \)) \( \in [0, 1] \). Using these definitions, we can rewrite \( \xi \) and \( \zeta \) as

\[
\begin{align*}
\xi & = \frac{M_1^2|\phi^+|^2 + M_2^2|\phi^0|^2}{(M_1^2 + M_2^2)(|\phi^+|^2 + |\phi^0|^2)} \\
& = c_\Delta^2 c_H^2 + s_\Delta^2 s_H^2 \\
& = \frac{1}{2}[(c_\Delta^2 + s_\Delta^2)(c_H^2 + s_H^2) + (c_\Delta^2 - s_\Delta^2)(c_H^2 - s_H^2)] \\
& = \frac{1}{2}(1 + c_2H c_{2\Delta}) ,
\end{align*}
\] (B.19)

\[
\begin{align*}
\zeta & = \frac{M_1^4 + M_2^4}{(M_1^2 + M_2^2)^2} = \left(\frac{M_1^2}{M_1^2 + M_2^2}\right)^2 + \left(\frac{M_2^2}{M_1^2 + M_2^2}\right)^2 \\
& = c_\Delta^4 + s_\Delta^4 = \frac{1}{2}[(c_\Delta^2 + s_\Delta^2)^2 + (c_\Delta^2 - s_\Delta^2)^2] \\
& = \frac{1}{2}(1 + c_{2\Delta}^2),
\end{align*}
\] (B.20)

where we have defined \( c_{2H} = c_H^2 - s_H^2 \), \( c_{2\Delta} = c_\Delta^2 - s_\Delta^2 \) with their range of variation \( c_{2H} \in [-1, 1] \), \( c_{2\Delta} \in [-1, 1] \). Combining Eq. B.19 and Eq. B.20, and then eliminating \( c_{2\Delta}^2 \), we can obtain

\[
2\xi^2 - 2\xi + \frac{c_{2H}^2 + 1}{2} = c_{2H}^2 \zeta .
\] (B.21)

In other words, we have

\[
2\xi^2 - 2\xi + \frac{1}{2} = (\zeta - \frac{1}{2})c_{2H}^2 .
\] (B.22)

Since the value of \( c_{2H}^2 \) \( \in [0, 1] \), it is easy to get

\[
\zeta \geq 2\xi^2 - 2\xi + 1 .
\] (B.23)

It is obvious to find that \( 2\xi^2 - 2\xi + 1 \geq \frac{1}{2} \) with \( \xi \in [0, 1] \), and as mentioned earlier, \( \zeta \in \left[\frac{1}{2}, 1\right] \), so we can obtain

\[
2\xi^2 - 2\xi + 1 \leq \zeta \leq 1 .
\] (B.24)
C 1-loop renormalization group equations

The 1-loop renormalization group equations are extracted below. For simplicity, among the SM Yukawa couplings, we only retain the top coupling. Similarly, we take the normal ordering assumption of neutrino mass spectrum and neglect the contribution of the first 2 generation neutrino Yukawa coupling. Here $t = \log \mu$.

\[
(4\pi)^2 \frac{dg_1}{dt} = \frac{47}{10} g_1^3 ,
\]
\[
(4\pi)^2 \frac{dg_2}{dt} = -\frac{5}{2} g_2^3 ,
\]
\[
(4\pi)^2 \frac{dg_3}{dt} = -7 g_3^3 ,
\]
\[
(4\pi)^2 \frac{dy_t}{dt} = -\frac{17}{20} g_1^2 y_t - \frac{9}{4} g_2^2 y_t - 8 g_3^2 y_t + \frac{9}{2} y_t^3 ,
\]
\[
(4\pi)^2 \frac{dy_\nu}{dt} = -\frac{9}{10} g_1^2 y_\nu - \frac{9}{2} g_2^2 y_\nu + 2 y_\nu^3 ,
\]
\[
(4\pi)^2 \frac{d\lambda_H}{dt} = \frac{27}{200} g_1^4 + \frac{9}{20} g_1^2 g_2^2 + \frac{9}{8} g_2^4 + 3 \lambda_1^2 + 3 \lambda_1 \lambda_4 + \frac{5}{4} \lambda_4^2 - \frac{9}{5} g_1^2 \lambda_H - 9 g_2^2 \lambda_H
\]
\[
+ 24 \lambda_H^2 + 12 \lambda_H y_t^2 - 6 y_t^4 ,
\]
\[
(4\pi)^2 \frac{d\lambda_1}{dt} = \frac{27}{25} g_1^4 - \frac{18}{5} g_1^2 g_2^2 + 6 g_2^4 - \frac{9}{2} g_1^2 \lambda_1 - \frac{33}{2} g_2^2 \lambda_1 + 4 \lambda_1^2 + 16 \lambda_1 \lambda_2 + 12 \lambda_1 \lambda_3
\]
\[
+ 6 \lambda_2 \lambda_4 + 2 \lambda_3 \lambda_4 + \lambda_4^2 + 12 \lambda_1 \lambda_H + 4 \lambda_H \lambda_4 + 6 \lambda_1 y_t^2 + \lambda_1 y_\nu^2 ,
\]
\[
(4\pi)^2 \frac{d\lambda_2}{dt} = \frac{54}{25} g_1^4 + 15 g_2^4 + 2 \lambda_1^2 - 24 g_2^2 \lambda_2 + 28 \lambda_2^2 - \frac{36}{5} g_1^2 (g_2^2 + \lambda_2) + 24 \lambda_2 \lambda_3
\]
\[
+ 6 \lambda_3^2 + 2 \lambda_1 \lambda_4 + 2 \lambda_2 y_\nu^2 ,
\]
\[
(4\pi)^2 \frac{d\lambda_3}{dt} = \frac{72}{5} g_1^2 g_2^2 - 6 g_2^4 - \frac{36}{5} g_1^2 \lambda_3 - 24 g_2^2 \lambda_3 + 24 \lambda_2 \lambda_3 + 18 \lambda_3^2 + \lambda_4^2 + 2 \lambda_3 y_\nu^2 - y_\nu^4 ,
\]
\[
(4\pi)^2 \frac{d\lambda_4}{dt} = \frac{36}{5} g_1^2 g_2^2 - \frac{9}{2} g_2^2 \lambda_4 - \frac{33}{2} g_2^2 \lambda_4 + 8 \lambda_1 \lambda_4 + 4 \lambda_2 \lambda_4 + 8 \lambda_3 \lambda_4 + 4 \lambda_4^2 + 4 \lambda_H \lambda_4
\]
\[
+ 6 \lambda_4 y_t^2 + \lambda_4 y_\nu^2 .
\]