A machine learning analysis of health records of patients with chronic kidney disease at risk of cardiovascular disease
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ABSTRACT Chronic kidney disease (CKD) describes a long-term decline in kidney function and has many causes. It affects hundreds of millions of people worldwide every year. It can have a strong negative impact on patients, especially when combined with cardiovascular disease (CVD): patients with both conditions have lower survival chances. In this context, computational intelligence applied to electronic health records can provide insights to physicians that can help them make better decisions about prognoses or therapies. In this study we applied machine learning to medical records of patients with CKD and CVD. First, we predicted if patients develop severe CKD, both including and excluding information about the year it occurred or date of the last visit. Our methods achieved top mean Matthews correlation coefficient (MCC) of +0.499 in the former case and a mean MCC of +0.469 in the latter case. Then, we performed a feature ranking analysis to understand which clinical factors are most important: age, eGFR, and creatinine when the temporal component is absent; hypertension, smoking, and diabetes when the year is present. We then compared our results with the current scientific literature, and discussed the different results obtained when the time feature is excluded or included. Our results show that our computational intelligence approach can provide insights about diagnosis and and relative important of different clinical variables that otherwise would be impossible to observe.
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1. INTRODUCTION

Chronic kidney disease (CKD) kills around 1.2 million people and affects more than 700 million people worldwide every year [1]. CKD is commonly caused by diabetes and high blood pressure, and are more likely to be developed in subjects with a family history of CKD [2]. Individuals with chronic kidney disease are at higher risk of cardiovascular disease (such as myocardial infarction, stroke, heart failure) [2], and patients with both diseases are more likely to have worse prognoses [3].

In this context, computational intelligence methods applied to electronic medical records of patients can provide interesting and useful information to doctors and physicians, helping them to more precisely predict the trend of the condition and consequently to make decisions on the therapies. Several studies involving analyses done with machine learning applied to clinical records of patients with CKD have appeared in the biomedical literature in the recent past [4–26].

Among the studies found, a large number involves applications of machine learning methods to the Chronic Kidney Disease dataset of the University of California Irvine Machine Learning Repository [27]. On this dataset, Shawan [16] and Abrah [18] employed several data mining methods for patient classification in their PhD theses. Wibawa et al. [8] applied a correlation-based feature selection methods and AdaBoost to this dataset, while Al Imran et al. [13] employed deep learning techniques to the same end.

Rashed-al-Mahfuz and colleagues [24] also employed
a number of machine learning methods for patient classification and described the dataset precisely. Syed Imran Ali and co-authors [21] applied several machine learning methods to the same dataset to determine a global threshold to discriminate between useful clinical factors and irrelevant ones.

Salekin and Stankovic [6] used Lasso for feature selection, while Belina and colleagues [15] applied a hybrid wrapper and filter based feature selection for the same scope.

Tazin et al. [5] employed several data mining methods for patient classification. Ogungbey and Wang [11] used an enhanced XGBoost method for patient classification. Satukumati and coauthors [17] used several techniques for feature extraction. Elhoseny and colleagues [19] developed a method called Density based Feature Selection (DFS) with Ant Colony based Optimization (D-ACO) algorithm for the classification of patients with CKD. Polat et al. [7] showed an application of a Support Vector Machine variant for patient classification to the same dataset. Chitter and colleagues [22] applied numerous machine learning classifiers and their variants for patient classification. Zeynu and Patil [12] published a survey on computational intelligence methods for binary classification and feature selection applied on the same dataset. Charleonnan and coauthors [4] applied numerous machine learning classifiers and their variants for patient classification. Subas et al. [9] focused on Random Forests for patient classification and feature ranking. Zeynu and colleagues [10] applied numerous machine learning classifiers for patient classification and clinical feature selection. All these studies were focused more on the improvement and enhancement of computational intelligence methods, rather than on clinical implications of the results.

Few studies published recently employed datasets different from the UC Irvine ML Repository one. Ventrella and coauthors [23] applied several machine learning methods to an original dataset of EHRs collected at the hospital of Vimercate (Italy) for assessing Chronic Kidney Disease progression. This study indicated creatinine level, urea, red blood cells count, eGFR trend among the most relevant clinical factors for CKD advancement, highlighting that eGFR did not result being the top most important one.

Ravizza and colleagues [20] employed machine learning methods on a dataset of patients with diabetes from the IBM Explorys database to predict if they will develop CKD. This study states that the usage of diabetes-related data can generate better predictions on data of patients with CKD.

To the best of our knowledge, no study published before involves the usage of machine learning methods to investigate a dataset of patients with both CKD and CVD.

In this manuscript, we analyzed a dataset of 491 patients from United Arab Emirates, released by Al-Shamsi and colleagues [28] in 2018 (section II). In their original study, the authors employed multivariable Cox’s proportional hazards to identify the independent risk factors causing CKD at stages 3-5. Although this analysis was interesting, it did not involve a data mining step, which instead could retrieve additional information or unseen patterns in these data.

To fill this gap, we perform here two analyses: first, we apply machine learning methods to binary classify the serious CKD development, and then to rank the clinical features by importance. Additionally to what Al-Shamsi and colleagues [23] did, we also performed the same analysis excluding the year when the disease happened to each patient (Figure 1).

As major results, we show that computational intelligence is capable of predicting a serious CKD development with or without the time information, and that the most important clinical features change if the temporal component is considered or not.

We organize the rest of the paper as follows. After this Introduction, we describe the dataset we analyzed (section II) and the methods we employed (section III). We then report the binary classification and feature ranking results (section IV) and discuss them afterwards (section V). Finally, we recap the main points of this study and mention limitations and future developments (section VI).

**II. DATASET**

In this study, we examine a dataset of electronic medical records of 491 patients collected at the Tawam Hospital in Al-Ain city (Abu Dhabi, United Arab Emirates), between
1st January and 31st December 2008 [28]. The patients included 241 women and 250 men, with an average age of 53.2 years (Table 2 and Table 3).

Each patient has a chart of 13 clinical variables, expressing her/his values of laboratory tests and exams or data about her/his medical history (Table 1). Each patient included in this study had cardiovascular disease or was at risk of cardiovascular disease, according to the standards of Tawam Hospital [28].

Several features regard the personal history of the patient: diabetes history, dyslipidemia history, hypertension history, obesity history, smoking history, and vascular disease history (Table 3) state if the patient biography had those specific diseases or conditions. Dyslipidemia indicates excessive presence of lipids in the blood. Two variables refer to the blood pressure (diastolic blood pressure and systolic blood pressure), and other variables refer to blood levels obtained through laboratory tests (cholesterol, creatinine). Few variables state if the patients have taken specific-disease medicines (dyslipidemia medications, diabetes medications, and hypertension medications) or inhibitors (angiotensin-converting-enzyme inhibitors, or angiotensin II receptor blockers) which are known to be effective against cardiovascular diseases [29] and hypertension [30].

The remaining factors describe the physical conditions of each patient: age, body–mass index, biological sex (Table 3).

Among the clinical features available for this dataset, the EventCKD35 binary variable states if the patient had chronic kidney disease at high stage (3rd, 4th, or 5th stage). According to the Kidney Disease Improving Global Outcomes (KDIGO) organization [31], CKD’s can be grouped into 5 stages:

- Stage 1: normal kidney function, no CKD;
- Stage 2: mildly decreased function of kidney, mild CKD;
- Stage 3: moderate decrease of kidney function, moderate CKD;
- Stage 4: severe decrease of kidney function, severe CKD;
- Stage 5: extreme CKD and kidney failure.

When the EventCKD35 variable has value 0, the patient’s kidney condition is at stage 1 or 2. Instead, when EventCKD35 equals to 1, the patient’s kidney is at stage 3, 4, or 5 (Table 1).

Even if the value of eGFR has a role to the definition of the CKD stages in the KDIGO guidelines [31], we found weak correlation between the eGFRBaseline variable and the target variable EventCKD35 in this dataset. The two variables have Pearson correlation coefficient equal to −0.36 and Kendall distance of −0.3, both in the [−1, +1] interval where −1 indicates perfectly opposite correlation, 0 indicates no correlation, and +1 indicates perfect correlation.

The time year derived factor indicates in which year the patient had a serious chronic kidney disease, or the year when he/she had his/her last outpatient visit, whichever occurred first (Supplementary information), in the follow-up period.

All the dataset features refer to the first visits had by the patients in January 2008, except the EventCKD35 and the time year variables that refer to the end of the follow-up period, in June 2017.

More information about this dataset can be found in the original article [28].

III. METHODS

The problem described earlier (section I) can be addressed as conventional binary classification framework, where the goal is to predict EventCKD35, using the data described earlier (section II). This target feature indicates if the patient has the chronic kidney disease in the stage 3 to 5, which represents an advanced stage.

In binary classification, the problem is to identify the unknown relation $\mathcal{R}$ between the input space $\mathcal{X}$ (in our case: the features described in Section II) and an output space $\mathcal{Y} \subseteq \{0, 1\}$ (in our case: the EventCKD35 target) [32]. Once a relation is established, one can find a way to discover what the most influencing factors are in the input space for predicting the associated element in the output space, namely to determine the feature importance [33].

Note that, $\mathcal{X}$ can be composed by categorical features (the values of the features belong to a finite unordered set) and numerical–valued features (the values of the features belong to a possibly infinite sorted set). In case of categorical features, one-hot encoding [34] can map them in a series of numerical features. The consequent resulting feature space is $\mathcal{X} \subseteq \mathbb{R}^d$.

A set of data $D_n = \{(x_1, y_1), \ldots, (x_n, y_n)\}$, with $x_i \in \mathcal{X}$ and $y_i \in \mathcal{Y}$, is available in a binary classification framework. Moreover, some values of $x_i$ might be missing [35]. In this case, if the missing value is categorical, we introduce an additional category for missing values for the specific feature. Instead, if the missing value is associated with a numerical feature, we replace the missing value with the mean value of the specific feature, and we introduce an additional logical feature to indicate if the value of the feature is missing for a particular sample [35].

Our goal is to identify a model $\mathfrak{M} : \mathcal{X} \rightarrow \mathcal{Y}$, which best approximates $\mathcal{R}$, through an algorithm $\mathfrak{A}_{\mathcal{H}}$ characterized by its set of hyper-parameters $\mathcal{H}$. The accuracy of the model $\mathfrak{M}$ to represent the unknown relation $\mathcal{R}$ is measured using different indices of performance (Supplementary information).

Since the hyper-parameters $\mathcal{H}$ influence the ability of $\mathfrak{A}_{\mathcal{H}}$ to estimate $\mathcal{R}$, we need to adopt a proper Model Selection (MS) procedure [36]. In this work, we exploit the Complete Cross Validation (CCV) procedure [36]. CCV relies on a simple idea: we resample the original dataset $D_n$ many ($n_s = 500$) times without replacement to build a training set of size $l \mathcal{C}_r$ while the remaining samples are kept in the validation set $\mathcal{V}_v$, with $v \in \{1, \ldots, n_s\}$. In order to perform the MS phase, to select the best combination of the hyper-parameters $\mathcal{H}$ in the set of possible ones $\mathcal{S} = \{\mathcal{H}_1, \mathcal{H}_2, \ldots\}$ using the algorithm $\mathfrak{A}_{\mathcal{H}}$, the hyper-parameters which minimize the average performance of the model, trained on the
In this study: synthetic minority oversampling [41], [42]. removing abundant samples, new rare samples are generated on the dataset by increasing the size of rare samples. Rather than ples in the abundant class, a new balanced dataset dataset [40]. For this purpose, we can under-sample or over- the resampling of the data in order to synthesize a balanced on the minority class. For these reasons, several techniques well with imbalanced datasets and tend to poorly perform M.

Additionally, another aspect to consider in this analysis is that data available in health informatics are often unbalanced [37]–[39], and most learning algorithms do not work well with imbalanced datasets and tend to poorly perform on the minority class. For these reasons, several techniques have been developed in order to address this issue [40]. Currently the most practical and effective method involves the resampling of the data in order to synthesize a balanced dataset [40]. For this purpose, we can under-sample or over-sample the dataset. Under-sampling balances the dataset by reducing the size of the abundant class. By keeping all samples in the rare class and randomly selecting an equal number of samples in the abundant class, a new balanced dataset can be retrieved for further modeling. Note that this method wastes a lot of information (many samples might be discarded). For this reason, scientists take advantage of the over-sampling strategy more often. Over-sample tries to balance the dataset by increasing the size of rare samples. Rather than removing abundant samples, new rare samples are generated (for example by repetition, by bootstrapping, or by synthetic minority). The latter method is the one that we employed in this study: synthetic minority oversampling [41], [42].

Another important property of \( \mathcal{M} \) is its interpretability, namely the possibility to understand how it behaves. There are two options to investigate this property. The first one is to learn a \( \mathcal{M} \) such that its functional form is, by construction, interpretable [43]. (for example, Decision Trees and Rule based models); this solution, however, usually results in poor generalization performances. The second one, used when the functional form of \( \mathcal{M} \) is not interpretable by construction [43], (for example, Kernel Methods or Neural Network), is to derive its interpretability a posteriori. A classical method for reaching this goal is to perform a feature ranking procedure [33], [44] which gives an hint to the users of \( \mathcal{M} \) about the most important features which influence its results.

### A. BINARY CLASSIFICATION ALGORITHMS

In this paper, for the \( \mathcal{A} \), we will exploit different state-of-the-art models. In particular we will exploit Random Forests [45], Support Vector Machines (linear and kernelized with the Gaussian Kernel) [46], [47], Neural Network [48], Decision Tree [49], XGBoost [50], and One Rule [51]. We tried a number of different hyper-parameter configurations for the machine learning methods employed in this study.

For Random Forests, we set the number of trees to 1000 and we searched number of variables randomly sampled as candidates at each split in \{1, 2, 4, 8, 16\}, the minimum size of samples in the terminal nodes of the trees in \{1, 2, 4, 8\}, the percentage samples (sampled with bootstrap) during the creation of each tree in \{60, 80, 100, 120\} [2], [52–54]. For the linear and kernelized Support Vector Machines [46], we searched the regularization hyper-parameters in \{10^{−6.0}, 5.8, \ldots, 4\} and, for the kernelized Support Vector Machines, we used the Gaussian Kernel [47] and we searched the kernel hyper-parameters in \{10^{−6.0}, 5.8, \ldots, 4\}. For the Neural Network we used a single hidden layer network (hyperbolic tangent as activation function in the hidden

| Feature | explanation | measurement unit | values |
|---------|-------------|-----------------|--------|
| ACEI:ARB | if the patient has taken ACEI or ARB | boolean | [0, 1] |
| AgeBaseline | age of the patient | integer | [23, 24, ..., 80, 89] |
| BMIBaseline | body–mass index of the patient | kg/m² | [13, 16, 17, ..., 53, 57] |
| CholesterolBaseline | level of cholesterol | mmol/L | [2.23, 2.40, ..., 8.20, 9.30] |
| CreatinineBaseline | level of creatinine in the blood | mmol/L | [6, 27, ..., 113, 123] |
| dBPBaseline | diastolic blood pressure | mmHg | [41, 45, ..., 110, 112] |
| DMdmeds | if the patient has taken diabetes medications | boolean | [0, 1] |
| DMdmeds | if the patient has taken diabetes medications | boolean | [0, 1] |
| eGFRBaseline | estimated glomerular filtration rate | ml/min/1.73m² | [60, 60.4, ..., 242.6] |
| HistoryCHD | patient history of coronary heart disease | boolean | [0, 1] |
| HistoryDiabetes | patient history of diabetes | boolean | [0, 1] |
| HistoryDLD | patient history of dyslipidemia | boolean | [0, 1] |
| HistoryHTN | patient history of hypertension | boolean | [0, 1] |
| HistoryObesity | patient history of obesity | boolean | [0, 1] |
| HistorySmoking | patient history of smoking | boolean | [0, 1] |
| HistoryVascular | patient history of vascular diseases | boolean | [0, 1] |
| HTNmeds | if the patient has taken hypertension medications | boolean | [0, 1] |
| sBPBaseline | systolic blood pressure | mmHg | [92, 95, ..., 177, 180] |
| Sex | if the patient is a woman (0) or a man (1) | binary | [0, 1] |
| time year | year from follow-up start to severe CKD event or last visit | integer | [0, 1, ..., 9, 10] |
| [target] EventCKD35 | if the patient had moderate–extreme CKD | boolean | [0, 1] |
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---

Enzyme inhibitors. ARB: Angiotensin II receptor blockers. mmHg: millimetre of mercury. kg: kilogram. mmol: millimoles.

---

**TABLE 1:** Meaning, measurement unit, and possible values of each feature of the dataset. ACEI: Angiotensin-converting enzyme inhibitors. ARB: Angiotensin II receptor blockers. mmHg: millimetre of mercury. kg: kilogram. mmol: millimoles.
The dataset contains medical records of 491 patients.

TABLE 2: Binary features quantitative characteristics.

All the binary features have meaning true for the value 1 and false for the value 0, except sex (0 = female and 1 = male). The dataset contains medical records of 491 patients.

TABLE 3: Numeric feature quantitative characteristics. \(\sigma\): standard deviation.

| Feature            | median | mean [range]       | \(\sigma\) |
|--------------------|--------|--------------------|-----------|
| AgeBaseline        | 54     | 53.204 [23, 89]    | 13.821    |
| BMIBaseline        | 30     | 30.183 [13, 57]    | 6.237     |
| CholesterolBaseline| 5      | 4.979 [2.23, 9.3]  | 1.097     |
| CreatinineBaseline | 66     | 67.857 [6, 123]    | 17.919    |
| dBPBaseline        | 77     | 76.872 [41, 112]   | 10.711    |
| eGFRBaseline       | 98.1   | 98.116 [60, 242.6] | 18.503    |
| sBPBaseline        | 131    | 131.375 [92, 180]  | 15.693    |
| time year          | 8      | 7.371 [0, 10]      | 2.175     |

Feature rankings methods based on Random Forests are among the most effective techniques [59], [60], particularly in the context of bioinformatics [61], [62] and health informatics [63]. Since Random Forests obtained the top prediction scores for binary classification, we focus on this method for feature ranking.

Several measures are available for feature importance in Random Forests. A powerful approach is the one based on the Permutation Importance or Mean Decrease in Accuracy (MDA), where the importance is assessed for each feature by removing the association between that feature and the target. This effect is achieved by randomly permuting the values of the feature and measuring the resulting increase in error. The influence of the correlated features is also removed.

In details, for every tree, the method computes two quantities: the first one is the error on the out-of-bag samples as they are used during prediction, while the second one is the error on the out-of-bag samples after a random permutation of the values of a variable. These two values are then subtracted and the average of the result over all the trees in the ensemble is the raw importance score for the variable under exam.

Despite the effectiveness of MDA, when the number of samples is small these methods might result being unstable [65]–[67]. For this reason, in this work, instead of running the Feature Ranking (FR) procedure just once, analogously to what we have done for MS and EE, we sub-sample the original dataset and we repeat the procedure many times. The final rank of a feature will be the aggregation of the different ranking using the Borda’s method [68].

B. FEATURE RANKING

Feature rankings methods based on Random Forests are among the most effective techniques [59], [60], particularly in the context of bioinformatics [61], [62] and health informatics [63]. Since Random Forests obtained the top prediction scores for binary classification, we focus on this method for feature ranking.

Several measures are available for feature importance in Random Forests. A powerful approach is the one based on the Permutation Importance or Mean Decrease in Accuracy (MDA), where the importance is assessed for each feature by removing the association between that feature and the target. This effect is achieved by randomly permuting the values of the feature and measuring the resulting increase in error. The influence of the correlated features is also removed.

In details, for every tree, the method computes two quantities: the first one is the error on the out-of-bag samples as they are used during prediction, while the second one is the error on the out-of-bag samples after a random permutation of the values of a variable. These two values are then subtracted and the average of the result over all the trees in the ensemble is the raw importance score for the variable under exam.

Despite the effectiveness of MDA, when the number of samples is small these methods might result being unstable [65]–[67]. For this reason, in this work, instead of running the Feature Ranking (FR) procedure just once, analogously to what we have done for MS and EE, we sub-sample the original dataset and we repeat the procedure many times. The final rank of a feature will be the aggregation of the different ranking using the Borda’s method [68].
C. BIOSTATISTICS UNIVARIATE TESTS

Before employing machine learning algorithms, we applied traditional univariate biostatistics techniques to evaluate the relationship between the EventCKD35 target and each feature. We made use of the Mann–Whitney U test (also known as Wilcoxon rank–sum test) and of the chi-square test for the binary features. The p-values of both these tests range between 0 and 1: a low p-value of this test means that the analyzed variable strongly relates to the target feature, while a high p-value means the no evident relation. These tests are also useful to detect the importance of each feature with respect to the target: the lower the p-value of a feature, the stronger its association with the target. Following the recent advice of Benjamin and colleagues, we use 0.005 as threshold of significance for the p-values, that is $5 \times 10^{-3}$. If the p-value of a test applied to a variable and the target results being lower than 0.005, we consider significant the association between the variable and the target.

D. PREDICTION AND FEATURE RANKING INCLUDING TEMPORAL FEATURE

In the second analysis we performed for chronic kidney disease prediction, we decided to include the temporal component expressing in which year the disease occurred for the CKD patients or which year they had their last outpatient visit (Supplementary information).

We applied a Stratified Logistic Regression to this complete dataset, including all the original clinical features and the derived year feature, both for supervised binary classification and feature ranking. We measured the prediction with the typical confusion matrix rates (MCC, F1 score, and others), and the importance for each variable as the logistic regression model coefficient. This method has no significant hyper-parameters so we did not perform any optimization (glm method of the stats R package).

IV. RESULTS

In this section, we report the results for the prediction of the chronic kidney disease (subsection IV-A) and its feature ranking (subsection IV-B).

A. CHRONIC KIDNEY DISEASE PREDICTION RESULTS

CKD prediction. We report the results obtained for the static prediction of the CKD measured with traditional confusion matrix indicators in Table 3. We rank our results by the Matthews correlation coefficient (MCC) because it is the only confusion matrix rate that generates a high score if the classifier was able to correctly predict most of the data instances and correctly make most of the predictions, both on the positive class and the negative class.

Random Forests outperformed all the other methods for MCC, F1 score, accuracy, sensitivity, negative predictive value, precision recall AUC, and receiver operating characteristic AUC (Table 4), while the support vector machine with Gaussian kernel achieved the top specificity and precision. Because of the imbalance of the dataset (section II), all the classifiers attained better results among the negative data instances (specificity and NPV) than among the positive elements (sensitivity and precision). This consequence happens because each classifier can observe and learn to recognize more individuals without CKD during training, and therefore are more capable of recognizing them than recognizing patients with CKD during testing.

XGBoost and One Rule obtained Matthews correlation coefficients close to 0, meaning that their performance was similar to random guessing. Random Forests, linear SVM, and Decision Tree were the only methods able to correctly classify most of the true positives (TP rate = 0.792, 0.6, and 0.588, respectively). No technique was capable of correctly making most of the positive predictions: all PPVs are below 0.5 (Table 4).

Regarding positives, SVM with Gaussian kernel obtained an almost perfect specificity (0.940), while Random Forests achieved an almost perfect NPV of 0.968 (Table 4).

These results show that the machine learning classifiers Random Forests and SVM with Gaussian kernel can efficiently predict patients with CKD and patients without CKD from their electronic health records, with high prediction scores, in few minutes.

Since Random Forests resulted being the best performing classifier, we also included the calibration curve plot of its predictions (Figure 2), for the sake of completeness. The curve follows the trend of the $x = y$ perfect line translated on the $x$ axis between approximately 5% and approximately 65%, indicating well calibrated predictions in this interval.

CKD prediction excluding temporal component. To show a scenario where no previous disease history of a patient is available, we did not include any temporal component providing information about the progress of the disease in the previous analysis. We then decided to perform a stratified prediction including a time feature indicating the year when the patient developed the chronic kidney disease, or the last visit for non-CKD patients (Supplementary information).

After having included the year information in the dataset, we applied a Stratified Logistic Regression, as described earlier (section III).

The presence of the temporal feature actually improved the prediction, allowing the regression to obtain a MCC of +0.469, better than all the MCC’s achieved by the classifiers applied to the static dataset version except Random Forests (Table 5). Also in this case, sensitivity and precision result being much higher than sensitivity and NPV, because of the imbalance of the dataset.

This result comes with no surprise: it makes complete sense that the inclusion of a temporal feature describing the trend of a disease could improve the prediction quality.

To better understand the prediction obtained by the Stratified Logistic Regression, we plotted a calibration curve of its predictions (Figure 3). As one can notice, the Stratified
B. FEATURE RANKING RESULTS

CKD predictive feature ranking. After verifying that computational intelligence is able to predict CKD developments among patients, we applied a feature ranking approach to detect the most predictive features in the clinical records. We employed two techniques: one based on traditional univariate biostatistics tests, and one based on machine learning.

Regarding the biostatistics phase, we applied the Mann–Whitney test and of chi-squared test to each variable in relationship with the CKD target (subsection III-C), and ranked the features by p-value (Table 6).

The application of these biostatistics univariate tests, although useful, show a huge number of relevant variables: 13 variable of out 19 result being significant, having a p-value smaller than 0.005 (Table 6). Since the biostatistics tests affirm that 68.42% of clinical factors are important, this information does not help us to detect the relevance of the features with enough precision. For this reason, we decided to calculate the feature ranking with machine learning, by employing Random Forests, which is the method that achieved the top performance results in the binary classification earlier (subsection IV-A).

We therefore applied the Random Forests feature ranking, and ranked the results by mean accuracy decrease position (Table 7 and Figure 4).

The two rankings show some common aspects, both listing AgeBaseline and eGFRBaseline in top positions, but show also some significant differences. The biostatistics standing, for example, lists DBPBaseline as irrelevant predictive feature (Table 6), while Random Forests puts it on the 4th position out of 19 (Table 7). Also, the biostatistics tests stated that HistoryDiabetes is one of the most significant factors, with p-value of 0.0005 (Table 6), while the machine learning approach put the same feature on the last position of its ranking.

The two rankings contain other minor differences that we consider unimportant.

CKD predictive feature ranking considering the temporal feature. The dataset analyzed for these tests contains the time year feature indicating in which year after the baseline visits the patient developed the CKD. All the abbreviations have the same meaning described in the caption of Table 4.

Logistic Regression returns well calibrated predictions, as it trends follows the \( x = y \) line which represents the perfect calibration from approximately 5% to approximately 75% of the probabilities. This calibration curve confirms that the Stratified Logistic Regression made a good prediction.
poral component. As we did early for the CKD prediction, we decided to re-run the feature ranking procedure by including the temporal component regarding the year when the patient developed chronic kidney disease or the year of the last visit. Again, we employed Stratified Logistic Regression.

The ranking generated considering the time component (Table 8) showed several differences with respect to the previously described ranking generated without it (Table 7). The most relevant differences in ranking positions are the following:

- HTNmeds is at the 1st position in this ranking, while it

| position | feature       | Mann-Whitney U test p-value |
|----------|---------------|-----------------------------|
| 1        | *AgeBaseline  | 0                           |
| 2        | *CreatinineBaseline | 0                          |
| 3        | *eGFRBaseline | 0                           |
| 4        | *CholesterolBaseline | $9.490 \times 10^{-04}$   |
| 5        | *sBPBaseline  | $4.379 \times 10^{-03}$    |
| 6        | dBPPBaseine   | $1.083 \times 10^{-01}$    |
| 7        | BMIBaseline   | $9.134 \times 10^{-01}$    |

| position | feature       | chi-squared p-value |
|----------|---------------|---------------------|
| 1        | *HistoryDiabetes | $5 \times 10^{-04}$ |
| 2        | *HistoryCHD    | $5 \times 10^{-04}$  |
| 3        | *HistoryHTN    | $5 \times 10^{-04}$  |
| 4        | *DLmeds        | $5 \times 10^{-04}$  |
| 5        | *DMmeds        | $5 \times 10^{-04}$  |
| 6        | *ACEIARB       | $5 \times 10^{-04}$  |
| 7        | *HistoryDLD    | $1.999 \times 10^{-03}$ |
| 8        | *HTNmeds       | $1.999 \times 10^{-03}$ |
| 9        | HistoryVascular| $3.698 \times 10^{-02}$ |
| 10       | Sex            | $4.398 \times 10^{-02}$ |
| 11       | HistorySmoking | $5.397 \times 10^{-02}$ |
| 12       | HistoryObesity | $4.948 \times 10^{-01}$ |

| position | MDA average position feature |
|----------|-----------------------------|
| 1        | 1.2 AgeBaseline              |
| 2        | 1.8 eGFRBaseline             |
| 3        | 3.3 DLmeds                   |
| 4        | 3.7 dBPPBaseline             |
| 5        | 5.2 CholesterolBaseline      |
| 6        | 6.0 HistoryVascular          |
| 7        | 7.0 HistoryCHD               |
| 8        | 8.3 dBPPBaseline             |
| 9        | 8.7 CreatinineBaseline       |
| 10       | 11.4 HistoryHTN              |
| 11       | 11.6 HistorySmoking          |
| 12       | 11.9 DLmeds                  |
| 13       | 12.1 Sex                     |
| 14       | 13.4 HTNmeds                 |
| 15       | 14.6 HistoryObesity          |
| 16       | 15.9 HistoryDLD              |
| 17       | 17.4 ACEIARB                 |
| 18       | 17.7 BMIBaseline             |
| 19       | 18.8 HistoryDiabetes         |
is 14\textsuperscript{th} without considering time;
- HistoryHTN is at the 3\textsuperscript{rd} position in this ranking, while it is 10\textsuperscript{th} without considering time;
- ACEIARB is at the 4\textsuperscript{th} position in this ranking, while it is 17\textsuperscript{th} without considering time;
- AgeBaseline is at the last position in this ranking, while it is 1\textsuperscript{st} without considering time;
- CreatinineBaseline is at the 18\textsuperscript{th} position in this ranking, while it is 9\textsuperscript{th} without considering time.

We also decided to measure the difference between these two rankings through two traditional metrics such as Spearman’s rank correlation coefficient and Kendall distance [80]–[82]. Both these metrics range between −1.0 and +1.0, with −1 meaning opposite rank orders, 0.0 meaning no correlation between lists, and +1.0 meaning identical ranking.

The comparison between ranking without time (Table 7) and ranking considering time (Table 8) generated Spearman’s \( \rho = -0.209 \) and Kendall \( \tau = -0.146 \).

### V. DISCUSSION

#### CKD prediction

Our results show that machine learning methods are capable of predicting chronic kidney disease from medical records of patients at risk of cardiovascular disease, both including the temporal information about the year when the patient has developed the CKD and without it. These findings can have an immediate impact in the clinical settings: physicians, in fact, can take advantage of our methods to forecast the likelihood of a patient having chronic kidney disease, in a few minutes, and then use this information to establish the urgency of the case. Our techniques, of course, do not replace laboratory exams and tests, that will still be needed to further verify and understand the prognosis of the disease. However, if used efficiently, our methods will provide quick, reliable, fast information to physicians to help them with medical decision making.

#### Feature ranking

As mentioned earlier (subsection IV-B), some significant differences emerge between the feature ranking obtained without the time component and generated through Random Forests (Table 7) and the feature ranking obtained considering the year when the patient had the serious CKD happened and generated through Stratified Logistic Regression (Table 8).

The features HTNmeds, ACEIARB, and HistoryDiabetes had an increase of 13 positions in the year standing (Table 8), compared to their original position in the static ranking (Table 7). Also, the feature BMIBaseline had an increase of 10 positions. The AgeBaseline variable, instead, had the biggest position drop possible: it moved from the most important feature in the static standing (Table 7) to the less relevant position in the year standing (Table 8). The other variables in the year standing did not show so high position changes.

These results show that taking medication for hypertension, taking ACE inhibitors, having a personal history of diabetes, and body–mass index have an important role in predicting if a patient will have serious CKD, when the information about the disease event is included. The age of the patient is very important when the CKD year is unknown, but becomes irrelevant here.

#### Difference between temporal feature ranking and non-temporal feature ranking

The significant differences that
emerge suggest strong overlap between the information contained within the time variable with certain variables in the previous model. It is plausible that some predictors encode a ‘baseline’ level of risk of developing CKD, which is negated if the model knows in which year the CKD developed.

The variables which reduce most significantly between the models are age, eGFR and creatinine, which are all clinical indicators of an individual’s baseline risk of CKD. Inspection of variables which maintain or increase their position when the year feature is added identifies hypertension, smoking and diabetes as key predictive factors in the model (section IV-B). These are all known to play a central role in the pathogenesis of micro- and macrovascular disease, including of the kidney. While the former variables may encode baseline risk, the latter are stronger indicators for rate of progression.

It is also worth noting that without the temporal information, the model is tasked with predicting whether the individual will develop CKD within the next 10 years. Here, the baseline is highly relevant as it indicates how much further the renal function needs to deteriorate. However, when the configuration is altered to include the year in which year the CKD developed, the relative importance of risk factors may be expected to increase – and indeed, we observed this in our models.

Comparison with results of the original study. The original study of Al-Shamsi and colleagues [28] included a feature ranking phase generated through a multivariable Cox’s proportional hazards analysis, which included the temporal component [33]. Their ranking listed older age (AgeBaseline), personal history of coronary heart disease (HistoryCHD), personal history of diabetes mellitus (HistoryDLD), and personal history of smoking (HistorySmoking) as most important factors for risk of CKD serious event.

In contrast to their findings, AgeBaseline was ranked in the last position in our Stratified Logistic Regression ranking, while HistoryCHD and HistoryDLD were at unimportant positions: 10th and 16th ranks out of 19 variables, respectively.

Smoking history, instead, occupied a high rank both in our ranking of Salekin’s study [6], confirming the importance of the HistoryHTN variable which is ranked at the 3rd position in our Stratified Logistic Regression ranking (Table 8). Also diabetes history has high ranking in both the standings: 3rd position in the ranking of Salekin’s study [6], and 6th of importance in our Stratified Logistic Regression ranking, as HistoryDiabetes (Table 8).

VI. CONCLUSIONS

Chronic kidney disease affects more than 700 millions people in the world annually, and kills approximately 1.2 million of them. Computational intelligence can be an effective means to quickly analyze electronic health records of patients affected by this disease, providing information about how likely they will develop severe stages of this disease, or stating which clinical variables are the most important for diagnosis.

In this article, we analyzed a medical record dataset of 491 patients from UAE with CKD and at risk of cardiovascular disease, and developed machine learning methods able to predict the likelihood they will develop CKD at stages 3-5, with high accuracy. Afterwards, we employed machine learning to detect the most important variables contained in the dataset, first excluding the temporal component indicating the year when the CKD happened or the patient’s last visit, and then including it. Our results confirmed the effectiveness of our approach.

Regarding limitations, we have to report that we performed our analysis only on a single dataset. We looked for alternative public datasets to use as validation cohorts, but unfortunately we could not find any that have the same clinical features.

In the future, we plan to further investigate the probability of diagnosis prediction in this dataset through classifier calibration and calibration plots [84], and to perform the feature ranking with a different feature ranking method such as SHapley Additive exPlanations (SHAP) [85]. Moreover, we also plan to study chronic kidney disease by applying our methods to CKD datasets of other types, such as microarray gene expression [86], [87] and ultrasonography images [88].

LIST OF ABBREVIATIONS

AUC: area under the curve. BP: blood pressure. CHD: coronary heart disease. CKD: chronic kidney disease. CVD: cardiovascular disease. DLD: dyslipidemia. EE: error estimation. FR: feature ranking. KDIGO: Kidney Disease Improving Global Outcomes. HTN: hypertension. MCC: Matthews correlation coefficient. MDA: Model Decrease in Accuracy. MS: model selection. NPV: negative predictive value. p-value: probability value. PPV: positive predictive value. PR: precision–recall. ROC: receiver operating characteristic. SHAP: SHapley Additive exPlanations. SVM: Support Vector Machine. TN rate: true negative rate. TP rate: true positive rate. UAE: United Arab Emirates.
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SUPPLEMENTARY INFORMATION

DATA ENGINEERING

We derived the \textit{time year} feature from the \textit{TimeToEvent-Months} variable present in the original dataset. We associated to the time year 1 all the patients who had \textit{TimeToEvent-Months} between 0 and 12 months, time year 2 all the patients who had \textit{TimeToEvent-Months} between 13 and 24 months, time year 3 all the patients who had \textit{TimeToEvent-Months} between 25 and 36 months, and so on. If a patient has \textit{time year} = \textit{x} (where \( x \in \mathbb{N} \)), it means that the CKD development occurred in the \textit{x}\textsuperscript{th} year of the follow-up (since 2008) for each patient who developed stages 3-5 CKD, or that the subject last visit happened in the \textit{x}\textsuperscript{th} year, for healthy controls.

BINARY STATISTICAL RATES

List of statistical rates to evaluate confusion matrices and their formulas:

\[
\text{MCC} = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP) \cdot (TP + FN) \cdot (TN + FP) \cdot (TN + FN)}}
\]

(worst value = −1; best value = +1)

\[
\text{F}_1 \text{ score} = \frac{2 \cdot TP}{2 \cdot TP + FP + FN}
\]

(worst value = 0; best value = 1)

\[
\text{accuracy} = \frac{TP + TN}{TP + FN + TN + FP}
\]

(worst value = 0; best value = 1)

\[
\text{true positive rate}, \text{ recall}, \text{ sensitivity} = \frac{TP}{TP + FN}
\]

(worst value = 0; best value = 1)

\[
\text{true negative rate}, \text{ specificity} = \frac{TN}{TN + FP}
\]

(worst value = 0; best value = 1)

\[
\text{positive predictive value}, \text{ precision} = \frac{TP}{TP + FP}
\]

(worst value = 0; best value = 1)

\[
\text{negative predictive value} = \frac{TN}{TN + FN}
\]

(worst value = 0; best value = 1)

\[
\text{Precision-Recall (PR) curve} = \begin{cases} 
\text{true positive rate} & \text{on the x axis} \\
\text{precision} & \text{on the y axis}
\end{cases}
\]

(worst value = 0; best value = 1)

\[
\text{ROC curve} = \begin{cases} 
\text{false positive rate} & \text{on the x axis} \\
\text{true positive rate} & \text{on the y axis}
\end{cases}
\]

(worst value = 0; best value = 1)