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Abstract

Max-min approaches have been widely applied to address equity as an essential consideration in humanitarian operations. These approaches, however, have a significant drawback of being neutral when it comes to solutions with the same minimum values. These equivalent solutions, from a max-min point of view, might be significantly different. We address this problem using the lexicographic maximin approach, a refinement of the classic max-min approach. We apply this approach in the rapid needs assessment process, which is carried out immediately after the onset of a disaster, to investigate the disaster’s impact on the affected community groups through field visits. We construct routes for an assessment plan to cover community groups, each carrying a distinct characteristic, such that the vector of coverage ratios are maximized. We define the leximin selective assessment problem, which considers the bi-objective optimization of total assessment time and coverage ratio vector maximization. We solve the bi-objective problem by a heuristic approach based on the multi-directional local search framework.
1 Introduction

The max-min (or min-max) approach is one of the widely applied measures to address equity in humanitarian relief operations, such as maximizing the minimum satisfied demand in relief distribution (e.g., Tzeng et al., 2007; Vitoriano et al., 2011; Ransikarbum and Mason, 2016; Cao et al., 2016) or minimizing the maximum arrival time of critical supplies (e.g., Campbell et al., 2008; Nolz et al., 2010). A big flaw of this approach is that all solutions with the same max-min value, which might lead to significantly different solutions, are considered equivalent. This paper aims to refine this approach by applying the lexicographic max-min approach, which has been applied in various supply chain problems such as facility location and network optimization (Ogryczak et al., 2014). We focus on rapid needs assessment operations, which in contrast to relief distribution problems, have received little attention in humanitarian logistics literature (Pamukcu and Balcik, 2020). According to de la Torre et al. (2012), majority of studies addressing relief distribution problem assume that the needs of impacted populations are already known or can be estimated, and needs assessment operations are not specifically addressed.

Rapid needs assessment starts immediately after a disaster strikes to quickly evaluate the disaster’s impact by having direct observations of affected sites and conducting interviews with impacted community groups (IFRC, 2008; ACAPS, 2011; Arii, 2013). The assessment teams have experts from various areas ranging from those who are familiar with the local area to specialties in public health, epidemiology, nutrition, logistics, and shelter (ACAPS, 2011; Arii, 2013). A successful rapid needs assessment assists humanitarian agencies in effectively satisfying the needs of affected people at the time of great need (Arii, 2013). Planning the field visits and accordingly deciding which sites to visit is an important decision to reach a successful assessment. Since time and resources are limited during the rapid needs assessment stage, it is usually not possible to evaluate the entire affected region; therefore, assessment teams take a sample of affected sites to visit using sampling methods (ACAPS, 2011). These methods, in general, aim to select a limited number of sites to visit, which will provide the opportunity for assessment teams to observe and compare the conditions of various affected community groups such as; displaced persons, host communities, and returnees (IFRC, 2008; ACAPS, 2011). The goal here is to achieve acceptable coverage of various community groups.

Balcik (2017) propose “Selective Assessment Routing Problem” (SARP), a mixed-integer model that simultaneously addresses site selection and routing decisions of the rapid needs assessment teams. Balcik (2017) aims to evaluate the post-disaster conditions of different community groups, each carrying a distinct characteristic. The objective function in the SARP is maximizing the minimum coverage ratio achieved across the community groups (max-min approach). The coverage ratio of a characteristic is calculated by the number of times that the characteristic is covered in the assessment plan divided by the total number of sites in the network carrying that characteristic (Balcik, 2017). The SARP has route duration constraints, which define the assessment deadline.

To illustrate the max-min approach and illustrate problems that may arise when not discriminating between solutions with the same minimum coverage ratio in the SARP, we provide an illustrative example in Fig 1. In this example, there are three solutions \( s_1, s_2, \) and \( s_3 \) to a SARP instance with three assessment teams and six characteristics. The array of 0s and 1s at each site indicates which characteristics are present at that site. For example, site number 10 carries characteristics 1 and 4. For solution \( s_1 \) (see Fig 1-(a)), the minimum
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coverage ratio is 0.5 whereas in solution $s_2$ (see Fig. 1(b)), the minimum coverage ratio is 0.75. Therefore, from a max-min point of view, $s_2$ outperforms $s_1$ since it has a higher minimum coverage ratio. On the other hand, both solutions $s_2$ and $s_3$ (see Fig. 1(b) and Fig. 1(c)) provide the same minimum coverage value of 0.75, therefore are considered equal from the max-min point of view. However, these two solutions may not be the same from a decision maker’s point of view.

In practice, solutions with the same max-min value often have different desirability due to other criteria. In the case of the SARP, solutions with the same max-min value can provide different coverage for characteristics that are not the least covered characteristic, which is also important: in rapid needs assessment, visiting such extra sites is desirable since each additional visit improves the coverage ratio associated with at least one characteristic (Balcik, 2017). Therefore, we believe that introducing the lexicographic maximin approach can be especially relevant in this context. This approach has already been integrated with a few VRP algorithms (Saliba, 2006, LehuéDé et al., 2020).

![Illustrative examples for max-min approach](image)

**Figure 1:** Illustrative examples for max-min approach

During the rapid needs assessment operations, on the one hand, minimizing the total travel time (or having a “faster” assessment) and on the other hand maximizing the reliabil-
ity level (or having a “better” assessment) are two conflicting but at the same time important goals of decision makers. As Zissman et al. (2014) indicate, in planning a humanitarian needs assessment for Haiti, the decision makers faced a number of design trade-offs including having a faster or better assessment. “The key challenge was that the data were required urgently: a better assessment could be produced by spending more time designing its elements and verifying its results, but the data were needed faster to inform urgent actions to provide relief to those in need” (Zissman et al., 2014, p.13). In order to capture these two conflicting objectives, we propose a bi-objective optimization problem where we find the set of solutions to the SARP that offer the best trade-off between total route duration (assessment time) and community groups coverage ratio maximization using lexicographic ordering.

To solve the bi-objective problem, we apply a multi-directional local search method which is a multi-objective optimization framework that generalizes the concept of local search to multiple objectives (Tricoire, 2012). Within this method, we design Adaptive Large Neighborhood Search (ALNS) operators to guide the search towards solutions with higher coverage ratios. We evaluate and analyze the proposed approaches via several computational experiments.

The remainder of the paper is organized as follows. In Section 2, we review the relevant literature. In Section 3, we introduce the leximin approach to the SARP and explain how can we represent the problem in a bi-objective fashion. We present a solution method and computational results in Section 4 and 5. Finally, we provide conclusions in Section 6.

2 Related literature

Equity has been considered in numerous application areas of humanitarian supply chains. According to Young and Isaac (1995) as cited in Cao et al. (2016), the equity measures based on a different theory of justice can be categorized into three classes: “(i) Aristotle’s proportional equity principle, where the resources are allocated in proportion to the beneficiaries’ needs, (ii) classical utilitarianism, where the main aim is to maximize the total welfare of the whole system, and (iii) the Rawlsian maximin or difference principle, which refers to maximizing the welfare of the worst-off beneficiaries in the system” (Cao et al., 2016, 34).

In this paper, we focus on the last class of measures within the context of humanitarian operations. In fact, the focus of this paper is not to compare different equity measures as the definition of an appropriate measure depends on the context.

The min-max approach has been applied in numerous relief distribution problems. Tzeng et al. (2007) construct a relief-distribution model using a multi-objective model for a joint facility location and commodity transportation problem, where the objectives are minimizing total costs, minimizing total travel time, and maximizing the minimal satisfaction during the planning period. Campbell et al. (2008) focus on two objectives of minimizing the maximum arrival time of supplies and the average arrival times of supplies. The authors demonstrate the potential impact of using these objective functions on the trade-off between efficiency and equity within the context of the traveling salesperson and vehicle routing problems. Balcik et al. (2008) address equity by minimizing the maximum percentage of unsatisfied demand over all locations, whereas Ransikarbum and Mason (2016) maximize the minimum percentage of satisfied demand in relief distribution.

Apart from studies that focus on the distribution of relief items, field visit planning of
needs assessment processes has been studied in a few papers in the field of optimization. Huang et al. (2013) consider routing of post-disaster assessment teams. In this study, the assessment teams visit all communities in the affected regions, which makes this model appropriate for the detailed assessment stage where time allows visiting all the impacted sites. This, however, is not the case in the rapid needs assessment stage, where it is usually not possible to visit all the sites due to a shortage of time. Constructing routes for rapid needs assessment is studied by Balcik (2017), in which assessment teams need to select a subset of sites to visit and consider the equity among various community groups. Balcik (2017) presents a mixed-integer model for the proposed SARP, which simultaneously addresses site selection and routing decisions and supports the rapid needs assessment process that involves the purposive sampling method, a method that only selects those sites that carry certain characteristics. The objective function is the maximization of the minimum coverage ratio achieved across all community groups. Minimizing total route duration is used as a secondary objective in a lexicographic fashion.

The study of Balcik (2017) has been extended in various directions. Balcik and Yanıkoğlu (2020) consider the travel time as an uncertain parameter in post-disaster networks and propose a robust optimization approach to address the uncertainty. Pamukcu and Balcik (2020) assume assessment coordinators and specify a target number of observations for each community group in advance, and the objective is to minimize the total duration required to cover all community groups. Li et al. (2020) present a bi-objective model integrating both the rapid needs assessment stage and the detailed needs assessment stage. Li et al. (2020), similar to Balcik (2017), maximize the minimum coverage ratio achieved among community groups as the objective of the rapid needs assessment stage. In the detailed need assessment stage, where the assessment teams need to visit all of the affected sites, Li et al. (2020) minimize the maximum assessment time of all assessment teams. Bruni et al. (2020) address the post-disaster assessment operations from a customer-centric point of view by considering a service level constraint that guarantees a specified coverage ratio with the objective of minimizing the total latency. Hakimifar et al. (2021) present easy-to-implement heuristic algorithms for site selection and routing decisions of the assessment teams while planning and executing the field visits. They test the performance of proposed heuristic algorithms within a simulation environment and incorporate various uncertain aspects of the post-disaster environment in the field. The authors compare the deterministic setting of the proposed simple heuristics with that of Balcik (2017).

There are also relevant studies focusing on damage assessment using unmanned aerial vehicles (UAVs) (e.g., Oruc and Kara, 2018; Zhu et al., 2019, 2020; Glock and Meyer, 2020). Damage assessment using UAVs studies focus mainly on settings where UAVs’ high-quality pictures can meet the assessment purposes, and there is no possibility or necessity to conduct interviews with the community groups, which represent an essential part of needs assessment (Hakimifar et al., 2021). Both SARP and damage assessment with UAVs studies belong to the family of Team Orienteering Problems (TOP). TOPs address site selection and vehicle routing decisions to maximize the benefits collected from the visited nodes and construct efficient routes. The difference between the TOP and the SARP lies in the concept of benefits, i.e., the TOP maximizes total collected profits, which are easy to quantify and unique per location, e.g., revenue, whereas the SARP maximizes the minimum coverage ratio of each characteristic over all visited sites. It is not straightforward to quantify the benefits of visiting a particular site without considering the characteristics of the other sites that might be included in the assessment
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plan (Balcik, 2017). For more information regarding modeling and solution approaches for the TOP, we refer to the surveys conducted by Vansteenwegen et al. (2011), Archetti et al. (2014), and Gunawan et al. (2016).

As an alternative to the classic max-min approach, the lexicographic minimax approach has been applied in various areas of operations research. According to the survey conducted by Ogryczak et al. (2014), the lexicographic minimax approach has been applied in areas such as facility location (Ogryczak, 1997), supply chain optimization (Liu and Papageorgiou, 2013), air traffic flow management (Bertsimas et al., 2008) and bandwidth allocation and network optimization (e.g., Nace and Orlin, 2007; Ogryczak et al., 2005), in order to provide equitable or fair solutions. The lexicographic minimax approach has also been integrated in vehicle routing models. Saliba (2006) presents heuristics for the VRP with lexicographic max-order objective in a single-objective fashion. The lexicographic max-order objective is used to minimize lexicographically the sorted route lengths. Lehuéde et al. (2020) investigate a lexicographic minimax approach to solve a bi-objective vehicle routing problem with route balancing. To the best of our knowledge, this study is the first one to introduce the lexicographic maximin approach to the humanitarian operation context. Furthermore, since the SARP belongs to the family of TOPs, we are also extending the literature on TOPs by introducing the lexicographic maximin approach.

Our contribution is twofold: i) we consider the bi-objective optimization of finding the set of solutions to the SARP that offer the best trade-off between total route duration and coverage ratio vector maximization. The proposed bi-objective problem addresses the two conflicting objectives of faster versus better assessment that decision makers face during the rapid needs assessment processes. ii) we consider the lexicographic maximin approach – a refinement of the classic max-min approach. The lexicographic maximin approach differentiates between solutions with the same max-min value. This differentiation provides a range of solutions for decision-makers, in which more sites are included in the assessment plan. Visiting such extra sites is beneficial since it increases the coverage ratio of at least one characteristic.

3 A lexicographic maximin approach to the selective assessment routing problem

The lexicographic maximin is a refinement of the max-min approach (Dubois et al., 1996). In the lexicographic maximin we compare two vectors, instead of simply comparing two numbers (max-min value). For that purpose, we sort the coverage ratios of a solution from lowest to highest and compare it with the sorted values of the other solution. To illustrate this, let us take solutions $s_2$ and $s_3$ from the illustrative example provided in Fig 1. The vectors of coverage ratios from $s_2$ and $s_3$ are shown as bar charts in Figure 2a and Figure 2b respectively. The sorted forms of these vectors are represented in Figure 2c and Figure 2d. According to the lexicographic maximin approach, solution $s_3$ dominates $s_2$ as it has a higher coverage ratio in the third position of sorted vectors.

We use the following definition of the lexicin ordering, adapted from the lexicin definition of Bouveret and Lemaitre (2009):

**Definition 1.** (Leximin ordering): Let $x$ and $y$ denote two vectors in $\mathbb{R}^m$. Let $x^\uparrow$ and $y^\uparrow$ denote these same vectors where each element has been rearranged in a non-decreasing order. According to the lexicin ordering:
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• the vector \( x \) leximin-dominates \( y \) (written \( x \succeq_{\text{leximin}} y \)) if and only if \( \exists i \in \{1, \ldots, m\} \) such that: \( \forall j \in \{1, \ldots, i-1\}, x^+_j = y^+_j \) and \( x^+_i > y^+_i \),

• \( x \) and \( y \) are indifferent (written \( x \sim_{\text{leximin}} y \)) if and only if \( x^+_i = y^+_i \).

• \( x \succeq_{\text{leximin}} y \) is the case where \( x \succeq_{\text{leximin}} y \) or \( x \sim_{\text{leximin}} y \).

As for the bi-objective setting, we consider the problem of finding the set of solutions to the SARP that offer the best trade-off between total route duration (we call it duration in the rest of the paper) and coverage ratio maximization. The lexicographic ordering is used to compare solutions on coverage ratio vector maximization aspects. We call this problem the leximin-SARP. As the leximin-SARP is a bi-objective problem, we define Pareto optimality in the leximin-SARP as follows:

**Definition 2.** (Dominance and Pareto optimality in the leximin-SARP): Let \( c_s \) be the duration of solution \( s \) and \( l^s = (l^s_1, \ldots, l^s_m) \) the vector of coverage ratios for solution \( s \).

• Let \( s \) and \( s' \) represent two solutions of the leximin-SARP. A solution \( s \) dominates a solution \( s' \) iff: \( c_s \leq c_{s'} \) and \( l^s \geq_{\text{leximin}} l^{s'} \) and either \( c_s < c_{s'} \) or \( l^s \succ_{\text{leximin}} l^{s'} \).

• \( s \) is a Pareto optimal solution iff no other solution dominates \( s \).

To illustrate the concepts of dominance and Pareto optimality, we present the next example in Table 1 including a set of six solutions according to their resulted durations and coverage ratios (CRs). In this example \( s_2 \) is dominated by \( s_1 \) since \( s_1 \) has a lower duration and leximin-dominates \( s_2 \). Similarly, \( s_6 \) is dominated by \( s_5 \). \( s_4 \), however, is not dominated.
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Table 1: illustrative example for the dominance and Pareto optimality

| Solution | Duration | sorted CRs |
|----------|----------|------------|
| s₁       | 7.82     | 0.20 0.30 0.33 0.44 |
| s₂       | 7.90     | 0.20 0.25 0.33 0.44 |
| s₃       | 8.18     | 0.30 0.30 0.33 0.44 |
| s₄       | 8.49     | 0.50 0.50 0.50 0.56 |
| s₅       | 8.56     | 0.50 0.50 0.56 0.56 |
| s₆       | 8.73     | 0.50 0.50 0.54 0.57 |

by s₅ since although s₅ leximin-dominates s₄, s₄ has a lower duration. Fig 3 provides a two-dimension solution visualization for this example. Note that although in lexicographic ordering we always compare two vectors of values instead of two points, in two-dimensional visualization we only plot the max-min value. The information in such a figure should always be interpreted along with solutions’ information, i.e., vector of coverage ratios and solution durations (e.g., Table 1 and Fig 3).

4 Solution method

The SARP, as a variant of the TOP, is a NP-hard problem (Balcik, 2017) and consequently the leximin-SARP as well. In order to compute the complete set of Pareto optimal solutions, we develop a bi-objective metaheuristic, that is based on the multi-directional local search (MDLS) framework proposed by Tricoire (2012), to approximate the set of Pareto optimal solutions for the leximin-SARP. We describe the general structure of MDLS in Section 4.1. The components of the operators used in the MDLS are explained in Section 4.2.

4.1 Multi-directional local search

MDLS is a metaheuristic framework for multi-objective optimization, which generalizes the concept of single-objective local search to multiple objectives. To perform MDLS with the leximin-SARP as a bi-objective problem, a specific local search should be defined for each objective (duration and leximin). Therefore, we develop a parametric adaptive large neighborhood search algorithm, called ALNSᵢ, where parameter 𝓐 represents the objective function being optimized: ALNS₁ aims at minimizing durations and ALNS₂ aims at maximizing the leximin value. ALNS is a metaheuristic that iteratively destroys and repairs an incumbent solution and has been successfully applied to various transportation problems (Shaw, 1998; Ropke and Pisinger, 2006; Pisinger and Ropke, 2019). We explain the components of the ALNS algorithm in Section 4.2. By developing ALNS for both objectives, we can apply MDLS.

MDLS considers an archive of solutions, F, which is preserved and updated via the solution process. MDLS maintains F as a non-dominated set by performing non-dominated union operations (Tricoire, 2012). The non-dominated union of two sets performs the union of these two sets while removing the elements that are dominated by at least one element of these two sets. Algorithm 1 outlines the MDLS steps. At each iteration, three steps are performed i) a solution x is randomly selected from F, each solution having equal probability,
Figure 3: Two-dimension visualization of solutions provided in Table 1 in which solutions s2 and s6 are dominated by other solutions.

ii) for each objective, single-objective local search is performed on $x$, and iii) $F$ is updated with solutions obtained by single-objective local search (Tricoire, 2012). We initialize the archive $F$ with the solution of the cheapest insertion heuristic adapted from Pisinger and Ropke (2007).

**Algorithm 1** Multi-directional local search (MDLS) framework proposed by Tricoire (2012)

1: pre-condition: $F$ is a non-dominated set
2: repeat
3: $x$ $\leftarrow$ select a solution ($F$)
4: for $k \in \{1, 2\}$ do
5: $F$ $\leftarrow$ $F$ $\cup$ $ALNS_k(x)$
6: end for
7: until timeLimit is reached
8: return $F$

4.2 ALNS components

Within the designed MDLS framework, for each objective, we define several destroy and repair operators. Then, for each objective, at each iteration, we randomly choose a destroy and repair from the set of operators for that objective and generate a new solution. As in the lexicimin-SARP, it is not possible to visit all sites; the sites removed from one solution by the
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destroy operator are added to the list of unassigned (or not visited) sites. The repair operator then selects and inserts some of the unassigned sites in the partially destroyed solution until no further insertion is possible due to time constraints. Below, we explain the destroy and repair operators for each objective.

4.2.1 Duration objective: destroy and repair operators

Classical LNS destroy and repair operators for the VRP with the single objective of cost minimization are defined in detail within the literature, e.g., Pisinger and Ropke (2007). In this study, for the duration objective, we implement some of these destroy and repair operators. The applied removal operators are random removal, worst removal, and related removal. In the following, we describe each briefly:

- Random removal: this operator diversifies the search by randomly selecting sites to be removed from the current solution. We repeat this process until the number of removed sites is equal to the destroy quantity \( q \) (Pisinger and Ropke, 2007).

- Worst removal: in this operator the \( q \) sites with the worst contribution to the duration objective value are removed. The contribution of one site is calculated by the difference in the solution’s total route duration with and without this site. This operator randomizes the selected sites to avoid situations where the same sites are removed repetitively. In particular, we sort the sites by descending duration then we choose a random number \( y \) in the interval \([0,1)\). The site to be removed is \( L[y^{\text{worst}} \mid L] \); where \( L \) represents the array of sorted sites and the parameter \( p_{\text{worst}} \) controls the degree of randomization (Pisinger and Ropke, 2007).

- Related removal: this operator selects a random site \( i \) and removes it as well as its \( q - 1 \) most related sites, aiming to shuffle these similar sites around and create new, perhaps better, solutions. We define relatedness \( R(i,j) \) of two sites \( i \) and \( j \) by: \( R(i,j) = t_{ij} \), where \( t_{ij} \) is the routing cost (based on travel distance). The randomization works similar to the worst removal operator, with parameter \( p_{\text{related}} \) controlling the degree of randomization (Pisinger and Ropke, 2007).

The two repair operators used for the duration objective work as follows:

- Cheapest insertion heuristic: this operator calculates the minimum insertion cost for every unassigned site. The insertion cost is determined by subtracting the current solution’s total duration without the inserted site from the duration of the solution with the inserted site. Afterward, we insert the site with the minimum cost difference in the current solution. We continue this process until no further insertion is possible, i.e., maximum allowed time \( (T_{\text{max}}) \) is reached (Pisinger and Ropke, 2007).

- \( k \)-regret heuristic: this heuristic aims to improve the cheapest insertion heuristic by incorporating a look-ahead information when selecting the site to insert. The site with the biggest regret value is inserted, i.e., the site that has the highest difference between the cost of the insertion into the best tour and the insertions into the \( k \) best tours (Pisinger and Ropke, 2007). A \( k \)-regret heuristic calculates the part with the greatest cost difference between the cheapest and the \( k \)-1 next cheapest insertions. The selected site is inserted at its minimum cost position. We consider \( 2 \)-regret heuristics and \( 3 \)-regret heuristics as two separate repair operators.
4.2.2 Leximin objective: destroy and repair operators

For the leximin objective, we use the following two destroy operators:

- **Random removal**: this operator is the same as the one used for the duration objective and aims to diversify the search by randomly selecting sites to be removed from the current solution. This process is repeated until the number of removed sites is equal to the destroy quantity $q$.

- **Worst min removal**: in this operator the $q$ sites with the worst contribution to the minimum coverage ratio of the solution are removed. That is, this operator starts removing sites that decrease the least the minimum coverage ratio of the current solution. The randomization works similar to the duration objective, controlled by parameter $p_{\text{worst}}$.

Two repair operators have been designed to guide the search towards leximin-optimal solutions:

- **Highest max-min insertion**: this operator prioritizes the selection of sites with the highest minimum coverage ratio of characteristics to be inserted first. That is, we first insert (if feasible) the site with the highest contribution to the max-min value of the current solution. We insert each unassigned site within a feasible position that minimizes the total travel time. In order to discriminate between insertions with a same contribution to the max-min objective, we provide two versions of this operator:

  - **Highest random max-min**: in case there are equivalent max-min values while sorting the sites, the candidate site for insertion is randomly selected among those sites with best max-min value. We continue this process until no further insertion is possible.

  - **Highest max-min with priority to the duration**: in this method, among the sites with equivalent max-min values, we select the one that yields the lowest increase to the duration objective function. We continue this process until no further insertion is possible.

- **Highest Leximin insertion**: in this operator, we prioritize the selection of sites with the highest contribution to the leximin objective. More precisely, we compare the respective vectors of coverage ratios resulting from inserting the unassigned sites. This is in contrast to the **Highest max-min insertion** which is a proxy to the leximin objective and considers only the max-min value. Therefore, this operator is computationally expensive. We evaluate the performance of this operator in Section 5.3.

We follow the adaptive weight adjustment described in [Ropke and Pisinger, 2006] to automatically adjust the weights of different operators using statistics from earlier iterations. According to this method, we keep track of the success rate of each operator, which measures how well the operator has performed recently. Within the scope of our study, an operator is successful when using this operator leads to an update in the non-dominated set of solutions. We divide the entire search into a number of segments, each corresponding to the same number of MDLS iterations. We calculate new weights using the recorded scores after each segment using this formula: $\omega_{i,j+1} = \omega_{i,j}(1 - r) + r \frac{\pi_i}{\theta_i}$, where $\omega_{i,j}$ represents the weight of operator $i$ used in segment $j$, $\pi_i$ is the score of operator $i$ obtained during the last
segment, and \( \theta_i \) is the number of times we have attempted to use operator \( i \) during the last segment. The parameter \( r \) (reaction factor) controls how fast the weight adjustment algorithm reacts to changes in the effectiveness of the operators. This is similar to the scheme used by Ropke and Pisinger (2006).

5 Computational results

The designed algorithm is implemented in C++. All computational experiments are carried out on a 64-bit Windows Server with two 2.3 GHz Intel Core CPUs and 12 GB RAM. We describe our test instances and three different configurations in Section 5.1. Parameter settings are presented in Section 5.2. The quality of the Pareto front approximation is explained in Section 5.3. We analyse the equivalent solutions for the max-min objective function in Section 5.4 and compare our results with the max-min values reported in Balcik (2017) in Section 5.5.

5.1 Instance and configuration description

We evaluate our designed MDLS framework on the Balcik (2017) instances with 25, 50, 75, and 100 nodes. These instances are generated by modifying Solomon’s 100-node random (R) and random-clustered (RC) instances (Balcik, 2017). Within these instances, there are 12 characteristics. The maximum allowed duration for each team \( (T_{max}) \) is set between two and eight, and the number of assessment teams \( (K) \) ranges between two and six. As a result, there are 48 instances. Table 2 shows the characteristics of the SARP instances for our experiments.

We run MDLS on each instance 10 times with two different run times, using three different configurations called all, leximin and max-min. The difference between these configurations is whether we use the costly operator of Highest Leximin insertion or not. In fact, the three configurations include all removal operators as well as all duration-oriented operators. The all configuration includes both Highest max-min insertion and Highest Leximin insertion. The leximin configuration includes only Highest Leximin insertion and the max-min configuration includes only Highest max-min insertion.

5.2 Parameter settings

We performed preliminary computations to test our MDLS performance under different parameter settings, which led to the following parameters: The ruin quantity \( q \) used in the destroy operators is randomly selected within bounds between at least one site and at most 30 percent of the number of sites in the current solution. The other parameters are set as follows: \((p_{related}, p_{worst}, r) = (5, 3, 0.1)\). For the purpose of adaptive weight adjustment, each segment lasts 100 MDLS iterations.

5.3 Quality of the Pareto front approximation

To analyze the impact of using different configurations on the quality of the Pareto front approximation, we follow the approach described in Lehuédé et al. (2020). Accordingly, we provide a reference set for each instance. The reference set for each instance is the
Table 2: Characteristics of the SARP instances for our experiments. The columns show the number of sites in each instance, the type of network, number of teams, the maximum allowed duration for each route and run times.

| instance | N-type/K/T max | time limit (sec.) | instance | N-type/K/T max | time limit (sec.) |
|----------|----------------|-------------------|----------|----------------|-------------------|
| R1       | 25 R/2/2        |                   | RC1      | 25 RC/2/2      |                   |
| R2       | 25 R/2/3        | 30, 90            | RC2      | 25 RC/2/3      | 30, 90            |
| R3       | 25 R/2/4        |                   | RC3      | 25 RC/2/4      |                   |
| R4       | 25 R/3/2        |                   | RC4      | 25 RC/3/2      |                   |
| R5       | 25 R/3/3        |                   | RC5      | 25 RC/3/3      | 60, 180           |
| R6       | 25 R/3/4        |                   | RC6      | 25 RC/3/4      | 60, 180           |
| R7       | 50 R/3/3        |                   | RC7      | 50 RC/3/3      |                   |
| R8       | 50 R/3/4        | 60, 180           | RC8      | 50 RC/3/4      |                   |
| R9       | 50 R/3/5        |                   | RC9      | 50 RC/3/5      |                   |
| R10      | 50 R/4/3        |                   | RC10     | 50 RC/4/3      |                   |
| R11      | 50 R/4/4        |                   | RC11     | 50 RC/4/4      |                   |
| R12      | 50 R/4/5        |                   | RC12     | 50 RC/4/5      |                   |
| R13      | 75 R/3/3        |                   | RC13     | 75 RC/3/3      |                   |
| R14      | 75 R/3/4        | 120, 360          | RC14     | 75 RC/3/4      | 120, 360          |
| R15      | 75 R/3/6        |                   | RC15     | 75 RC/3/6      |                   |
| R16      | 75 R/5/3        |                   | RC16     | 75 RC/5/3      |                   |
| R17      | 75 R/5/4        |                   | RC17     | 75 RC/5/4      |                   |
| R18      | 75 R/5/6        |                   | RC18     | 75 RC/5/6      |                   |
| R19      | 100 R/3/4       |                   | RC19     | 100 RC/3/4     |                   |
| R20      | 100 R/3/6       | 240, 720          | RC20     | 100 RC/3/6     | 240, 720          |
| R21      | 100 R/3/8       |                   | RC21     | 100 RC/3/8     |                   |
| R22      | 100 R/6/4       |                   | RC22     | 100 RC/6/4     |                   |
| R23      | 100 R/6/6       |                   | RC23     | 100 RC/6/6     |                   |
| R24      | 100 R/6/8       |                   | RC24     | 100 RC/6/8     |                   |

non-dominated union of the sets returned by the algorithm over 60 runs, including all three MDLS configurations, two different time limits, ten runs per setting. We compare the quality of each set by looking at the percentage of found solutions from the reference set. In addition, we analyze the percentage of reference solutions found within a 1%, 2%, and 3% distance of a solution from the assessed set. We call solution \( s_1 \) within a \( \alpha \)% distance of another solution \( s_2 \) if, when the duration and all coverage ratios of \( s_2 \) are multiplied by \( 1 + \alpha/100 \) and \( 1 - \alpha/100 \) respectively, then \( s_1 \) dominates this transformed solution. The boxplots provided in Appendix A (Figures 9 to 16) represent the percentage of reference solutions found and those within a 1%, 2%, and 3% distance of a solution from the reference set. The variability in the boxplots is derived from the results returned by 10 runs for each MDLS configuration, each instance, and each run time.

We see that the three tested configurations of MDLS are close to the reference set for almost all instances. Moreover, we observe that all three configurations provide relatively similar approximations of the Pareto set in most cases. Therefore, the simple construction heuristics of the max-min configuration are generally enough to reach an acceptable set. Note that, although all and lexicin configurations include the computationally expensive operator of Highest Leximin insertion, they do not result in better solution sets in most cases.

To evaluate this impact, we compare the average number of iterations performed by the MDLS algorithm with the various configurations for each instance. Figure 4 and Figure 5 show the average number of iterations performed for each instance. As foreseen, integrating the Highest Leximin insertion operator significantly impacts the number of performed
iterations. By looking at both boxplots in Appendix A and Figures 4 and 5, we see that for some instances, more iterations do not necessarily result in better solutions. For example, in instance RC19, even though the max-min configuration performs almost three times as many iterations as in leximin, using the Highest Leximin insertion heuristic is important to obtain better solutions.

![Figure 4: Average number of MDLS iterations for each configuration on each instance.](image)

### 5.4 Equivalent solutions for the max-min objective function

The motivation for studying the leximin-SARP is that solutions with a same max-min value are not necessarily equivalent, and that it is worth exploring them. In fact, the max-min approach fails to distinguish between solutions with the same minimum values (coverage ratio in this study). Worse, optimising max-min first and duration second in a lexicographic fashion, as is done in Balcik (2017), may bias the search towards solutions that are good with the max-min objective but comparatively bad with the leximin objective, since removing visits reduces the secondary objective. We call solutions that have the same max-min value max-min-equivalent. For example, Table 3 shows 12 solutions with the same max-min value of 0.571 for the instance RC8. These solutions, however, are different in terms of leximin objective. Solution $s_5$ in Table 3 is the one that is reported in Balcik (2017) as the best max-min value. Table 3 lists solutions that provide a better vector of coverage ratios than $s_5$ while incurring a modest increase in duration. These solutions include more sites in the assessment plan, which is beneficial since each additional visit increases the coverage ratio associated with at least one characteristic. In particular, solution $s_{12}$ and $s_1$ provide the
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same max-min values but considerably different solutions in terms of leximin objective. We also note that our bi-objective approach also allows us to find solutions that would dominate $s_5$ if using the (max-min, duration) lexicographic objective: $s_1, s_2, s_3, s_4$.

Figure 6 depicts the histogram of the distribution of the number of max-min-equivalent solutions in the reference set for the instance RC8. We observe that in this instance, we have 22 distinct solutions with the same minimum coverage ratio of 0.571. We provide similar histograms for other instances in Appendix B. We can see that for example, instance RC16 has more than 70 distinct solutions with the same minimum coverage ratio of 0.125. We also observe that this trend is not contained to highest max-min values; e.g., the instance R11 has more than 9 max-min-equivalent solutions for different values of minimum coverage ratio. Note that these histograms include only non-dominated solutions in the solution sets found for the leximin-SARP.

5.5 Comparison with max-min values reported in previous approaches

The primary objective function in Balcik (2017) is maximizing the minimum coverage ratio. Minimizing total route duration is considered as a secondary objective in a lexicographic fashion. Our results show that this method can lead to solutions that are dominated by the leximin approach. Figure 7 provides a graphical representation of the non-dominated set of solutions obtained by the MDLS algorithm for the instance R8. The solution duration is represented in the horizontal axis, and the minimum coverage ratio is represented in the vertical axis. In this figure, the blue point represents the max-min solution reported in Balcik (2017) which is dominated by other solutions obtained by MDLS. Moreover, we
Table 3: max-min-equivalent solutions for instance RC8

| solution | duration | sorted coverage ratios |
|----------|----------|------------------------|
|          |          | 0.571 0.571 0.571 0.583 0.600 0.600 0.600 0.607 0.654 0.667 0.727 0.750 |
| s1       | 10.4     | 0.571 0.571 0.571 0.583 0.600 0.600 0.600 0.607 0.654 0.667 0.727 0.750 |
| s2       | 10.5     | 0.571 0.571 0.600 0.636 0.643 0.643 0.667 0.692 0.700 0.722 0.750 |
| s3       | 10.6     | 0.571 0.600 0.625 0.636 0.643 0.643 0.654 0.667 0.679 0.700 0.720 0.750 |
| s4       | 10.7     | 0.571 0.636 0.643 0.643 0.643 0.650 0.654 0.667 0.667 0.700 0.720 0.750 |
| s5       | 10.8     | 0.571 0.643 0.643 0.650 0.700 0.714 0.722 0.727 0.731 0.750 0.750 0.760 |
| s6       | 10.9     | 0.571 0.643 0.650 0.700 0.714 0.727 0.731 0.750 0.750 0.750 0.778 0.800 |
| s7       | 11.1     | 0.571 0.643 0.667 0.679 0.692 0.700 0.714 0.727 0.750 0.750 0.760 0.800 |
| s8       | 11.2     | 0.571 0.692 0.700 0.714 0.714 0.714 0.722 0.727 0.750 0.750 0.800 0.800 |
| s9       | 11.3     | 0.571 0.700 0.714 0.714 0.727 0.731 0.750 0.750 0.750 0.778 0.800 0.840 |
| s10      | 11.6     | 0.571 0.700 0.714 0.714 0.778 0.786 0.800 0.808 0.840 0.875 0.909 0.917 |
| s11      | 11.7     | 0.571 0.714 0.727 0.731 0.750 0.750 0.750 0.778 0.786 0.800 0.880 |
| s12      | 11.9     | 0.571 0.727 0.750 0.750 0.750 0.769 0.786 0.786 0.800 0.833 0.920 |
Table 4: Number of minimum coverage ratio in the reference set that are same or higher than those reported in the [Balcik (2017)]

| Instance | max-min value in Balcik (2017) | # of solutions with same max-min | # of solutions with higher max-min |
|----------|--------------------------------|----------------------------------|-----------------------------------|
| R1       | 0.167                          | 3                                | 0                                 |
| R2       | 0.333                          | 2                                | 0                                 |
| R3       | 0.571                          | 1                                | 0                                 |
| R4       | 0.167                          | 10                               | 0                                 |
| R5       | 0.5                             | 8                                | 0                                 |
| R6       | 0.889                          | 1                                | 0                                 |
| R7       | 0.417                          | 8                                | 0                                 |
| R8       | 0.652                          | 1                                | 7                                 |
| R9       | 0.833                          | 4                                | 0                                 |
| R10      | 0.571                          | 2                                | 1                                 |
| R11      | 0.833                          | 8                                | 0                                 |
| R12      | 1.000                          | 1                                | 0                                 |
| R13      | 0.429                          | 3                                | 0                                 |
| R14      | 0.588                          | 7                                | 3                                 |
| R15      | 0.85                           | 3                                | 2                                 |
| R16      | 0.65                           | 1                                | 1                                 |
| R17      | 0.85                           | 1                                | 3                                 |
| R18      | 1.000                          | 1                                | 0                                 |
| R19      | 0.571                          | 1                                | 0                                 |
| R20      | 0.821                          | 2                                | 5                                 |
| R21      | 0.957                          | 5                                | 5                                 |
| R22      | 0.912                          | 1                                | 3                                 |
| R23      | 1.000                          | 1                                | 0                                 |
| R24      | 1.000                          | 1                                | 0                                 |
| RC1      | 0.154                          | 1                                | 0                                 |
| RC2      | 0.438                          | 1                                | 0                                 |
| RC3      | 0.667                          | 1                                | 0                                 |
| RC4      | 0.167                          | 3                                | 0                                 |
| RC5      | 0.667                          | 10                               | 0                                 |
| RC6      | 0.889                          | 1                                | 0                                 |
| RC7      | 0.357                          | 8                                | 0                                 |
| RC8      | 0.571                          | 22                               | 0                                 |
| RC9      | 0.857                          | 8                                | 0                                 |
| RC10     | 0.357                          | 50                               | 2                                 |
| RC11     | 0.846                          | 1                                | 0                                 |
| RC12     | 1.000                          | 1                                | 0                                 |
| RC13     | 0.435                          | 1                                | 0                                 |
| RC14     | 0.435                          | 3                                | 2                                 |
| RC15     | 0.905                          | 2                                | 2                                 |
| RC16     | 0.125                          | 76                               | 0                                 |
| RC17     | 0.75                           | 20                               | 0                                 |
| RC18     | 1.000                          | 1                                | 0                                 |
| RC19     | 0.444                          | 6                                | 0                                 |
| RC20     | 0.774                          | 5                                | 6                                 |
| RC21     | 0.96                           | 1                                | 2                                 |
| RC22     | 0.84                           | 5                                | 0                                 |
| RC23     | 1.000                          | 1                                | 0                                 |
| RC24     | 1.000                          | 1                                | 0                                 |
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**Figure 6:** Distribution analysis for minimum coverage ratio of non-dominated solutions in the reference set for instance RC8

**Figure 7:** Union of Non-dominated solution sets of different MDLS variants for the instance R8 (left part is the zoomed-in area)
In this study, we investigate how the lexicographic maximin approach can further improve the coverage ratio concerns in the rapid needs assessment routing problem. We consider the bi-objective optimization of total assessment time and coverage ratio vector maximization and provide an approximation of the Pareto set for leximin–SARP using multi-directional local search. We develop classical neighborhood operators for the duration and coverage ratio vector maximization objectives. These operators are used within the multi-directional local search framework. We show that implementing them improves the quality of the produced solution sets.

Computational experiments also support our premise that different solutions with the same max-min values are not equivalent. We see that for most of the instances, we find several max-min-equivalent solutions that are, in fact, different solutions in terms of the lexicographic maximin approach - including those that offer a better vector of coverage ratios with a modest increase in duration. As a by-product of our study, we see that the designed MDLS, in some cases, finds solutions with higher max-min values than previously known ones or solutions that dominate the previously best known solutions with regard to the new leximin objective.

Introducing the lexicographic maximin approach to the rapid needs assessment stage is a first step to show that there is an alternative to the classic max-min approach that can express equity in a better way. Future research can focus on using this approach in other contexts of

Figure 8: Union of Non-dominated solution sets of different MDLS variants for the instance RC10 (left part is the zoomed-in area)
humanitarian logistics, such as last mile distribution problems where fairness to beneficiaries is of vital importance. Future research can also consider uncertainty with respect to travel time. Due to the high level of uncertainty in the condition of the transportation network after the occurrence of a disaster, complete information on travel times may not be available during the rapid needs assessment stage. This uncertainty can be captured using robust optimization or stochastic programming.
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Appendix A  Boxplots

The boxplots provided in this section represent the proportion of solutions in the reference set found within a 0%, 1%, 2%, 3% distance for each MDLS configuration within short and long time limits.

We observe that the three tested configurations of MDLS do not find more than 15% of the reference set except for small instances with 25 nodes (see Figures 9 to 16-part a). However, for almost all instances and methods, the produced set is indeed close to the reference set. In most of the cases more than 70% of the returned sets are within 1% distance from the reference set (see Figures 9 to 16-part b). This trend clearly increases by considering 2% and 3% distance from the reference set (Figures 9 to 16-part c and d).

These boxplots also show that all three configurations provide relatively similar approximations of the Pareto set in most of the cases. Therefore the results returned by the max-min configuration, which is the simplest among the three configurations, are generally enough to reach an acceptable set. Nevertheless, in some cases, the Highest Leximin insertion heuristic, used in the leximin and all configurations, is helpful to some degree to find better solutions. For example for instance RC19 (Figure 16b-d), configurations leximin and all perform better. In Highest Leximin insertion a vector of coverage ratios is compared, while in Highest max-min insertion only the max-min value is evaluated. Therefore, the max-min configuration is faster and performs more iterations within the same time budget.

During our computational experiments, we observed that in general, when the average number of node insertions per iteration of the leximin objective is very low ($\approx$ less than 4), the leximin configuration performs better than the max-min configuration. The reason might be that in this situation, there is a limited possibility to insert nodes. Therefore, when a new node is inserted while using the max-min configuration and this insertion is not improving the leximin objective, there is limited possibility to make up for it later.
Figure 9: Proportion of solutions in the reference set found within a 0%, 1%, 2%, 3% distance (number of sites: 25, run time: 30 and 90 seconds).
Figure 10: Proportion of solutions in the reference set found within a 0%, 1%, 2%, 3% distance (number of sites: 50_R, run time: 60 and 180 seconds).
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(a) % of the reference set found by each MDLS configuration

(b) % of the reference set within 1% distance from a found solution

(c) % of the reference set within 2% distance from a found solution

(d) % of the reference set within 3% distance from a found solution

Figure 11: Proportion of solutions in the reference set found within a 0%, 1%, 2%, 3% distance (number of sites: 75, run time: 120 and 360 seconds).
Figure 12: Proportion of solutions in the reference set found within a 0%, 1%, 2%, 3% distance (number of sites: 100, R, run time: 240 and 720 seconds).
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Figure 13: Proportion of solutions in the reference set found within a 0%, 1%, 2%, 3% distance (number of sites: 25_RC, run time: 30 and 90 seconds).
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Figure 14: Proportion of solutions in the reference set found within a 0%, 1%, 2%, 3% distance (number of sites: 50,RC, run time: 60 and 180 seconds).
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Figure 15: Proportion of solutions in the reference set found within a 0%, 1%, 2%, 3% distance (number of sites: 75_RC, run time: 120 and 360 seconds).
Figure 16: Proportion of solutions in the reference set found within a 0%, 1%, 2%, 3% distance (number of sites: 100_RC, run time: 240 and 720 seconds).
Appendix B  Distribution analysis of maximinim equivalents

![Graphs showing distribution analysis for the minimum coverage ratio of non-dominated solutions in the leximin-SARP (R1-R12).]

Figure 17: Distribution analysis for the minimum coverage ratio of non-dominated solutions in the leximin-SARP (R1-R12).
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Figure 18: Distribution analysis for the minimum coverage ratio of non dominated solutions in the leximin- SARP (R13-R24).
Figure 19: Distribution analysis for the minimum coverage ratio of non dominated solutions in the leximin- SARP (RC1-RC12).
Figure 20: Distribution analysis for the minimum coverage ratio of non dominated solutions in the leximin-SARP (RC13-RC24).
Appendix C  Union of Non-dominated solution sets

Figure 21: Union of Non-dominated solution sets of different MDLS variants for the instances R10, R14, R15 and R16
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Figure 22: Union of Non-dominated solution sets of different MDLS variants for the instances R17, R20, R21 and R22
Figure 23: Union of Non-dominated solution sets of different MDLS variants for the instances RC14, RC15, RC20 and RC21
Appendix D  Percentage of found best max-min values within individual runs

Table 5: Percentage of same max-min values reported in Balcik [2017] within 10 runs of each MDLS configuration

| Instance | max-min value in Balcik (2017) | CPU time (sec.) | % of Runs | CPU time (sec.) |
|----------|--------------------------------|-----------------|-----------|-----------------|
|          |                                 |                 | all       | lexi min | max-min |
| R1       | 0.167                           | 37              | 100%      | 80%      | 100%    |
| R2       | 0.333                           | 53              | 70%       | 80%      | 90%     |
| R3       | 0.571                           | 60              | 20%       | 0%       | 20%     |
| R4       | 0.167                           | 49              | 100%      | 100%     | 100%    |
| R5       | 0.5                             | 74              | 100%      | 100%     | 100%    |
| R6       | 0.889                           | 98              | 100%      | 80%      | 90%     |
| R7       | 0.417                           | 138             | 90%       | 100%     | 80%     |
| R8       | 0.652                           | 259             | 90%       | 40%      | 90%     |
| R9       | 0.833                           | 466             | 100%      | 60%      | 100%    |
| R10      | 0.571                           | 262             | 60%       | 20%      | 80%     |
| R11      | 0.833                           | 451             | 80%       | 80%      | 80%     |
| R12      | 1                               | 801             | 100%      | 100%     | 100%    |
| R13      | 0.429                           | 317             | 10%       | 20%      | 50%     |
| R14      | 0.588                           | 472             | 10%       | 0%       | 30%     |
| R15      | 0.85                            | 937             | 80%       | 50%      | 90%     |
| R16      | 0.65                            | 554             | 100%      | 30%      | 100%    |
| R17      | 0.85                            | 978             | 70%       | 60%      | 70%     |
| R18      | 1                               | 1641            | 100%      | 100%     | 100%    |
| R19      | 0.571                           | 1193            | 70%       | 80%      | 90%     |
| R20      | 0.821                           | 2154            | 80%       | 0%       | 70%     |
| R21      | 0.957                           | 4186            | 100%      | 90%      | 100%    |
| R22      | 0.912                           | 2370            | 80%       | 0%       | 70%     |
| R23      | 1                               | 4090            | 100%      | 100%     | 100%    |
| R24      | 1                               | 7215            | 100%      | 100%     | 100%    |
| RC1      | 0.154                           | 35              | 100%      | 100%     | 100%    |
| RC2      | 0.438                           | 51              | 100%      | 100%     | 100%    |
| RC3      | 0.667                           | 77              | 100%      | 100%     | 100%    |
| RC4      | 0.167                           | 48              | 100%      | 100%     | 100%    |
| RC5      | 0.667                           | 101             | 100%      | 100%     | 100%    |
| RC6      | 0.889                           | 147             | 100%      | 100%     | 100%    |
| RC7      | 0.357                           | 130             | 100%      | 100%     | 100%    |
| RC8      | 0.571                           | 285             | 100%      | 100%     | 100%    |
| RC9      | 0.857                           | 525             | 70%       | 40%      | 70%     |
| RC10     | 0.357                           | 217             | 100%      | 100%     | 100%    |
| RC11     | 0.846                           | 403             | 90%       | 0%       | 90%     |
| RC12     | 1                               | 794             | 100%      | 100%     | 100%    |
| RC13     | 0.435                           | 525             | 100%      | 90%      | 100%    |
| RC14     | 0.435                           | 532             | 100%      | 70%      | 100%    |
| RC15     | 0.905                           | 1103            | 60%       | 40%      | 70%     |
| RC16     | 0.125                           | 368             | 100%      | 30%      | 100%    |
| RC17     | 0.75                            | 1036            | 100%      | 100%     | 100%    |
| RC18     | 1                               | 1287            | 100%      | 100%     | 100%    |
| RC19     | 0.444                           | 648             | 90%       | 20%      | 90%     |
| RC20     | 0.774                           | 1593            | 20%       | 0%       | 20%     |
| RC21     | 0.96                            | 2634            | 70%       | 90%      | 90%     |
| RC22     | 0.84                            | 1857            | 50%       | 20%      | 50%     |
| RC23     | 1                               | 2844            | 100%      | 100%     | 100%    |
| RC24     | 1                               | 7205            | 100%      | 100%     | 100%    |
Data Availability Statement  The data set that supports the findings of this study is provided by Balcik (2017).

References

ACAPS (2011). Technical brief: Purposive sampling and site selection in phase 2. [Accessed 28-June-2020].

Archetti, C., Speranza, M. G., and Vigo, D. (2014). Chapter 10: Vehicle routing problems with profits. In Vehicle Routing: Problems, Methods, and Applications, Second Edition, pages 273–297. SIAM.

Arii, M. (2013). Rapid assessment in disasters. Japan Medical Association Journal, 56(1):19–24.

Balcik, B. (2017). Site selection and vehicle routing for post-disaster rapid needs assessment. Transportation Research Part E: Logistics and Transportation Review, 101:30–58.

Balcik, B., Beamon, B. M., and Smilowitz, K. (2008). Last mile distribution in humanitarian relief. Journal of Intelligent Transportation Systems, 12(2):51–63.

Balcik, B. and Yanıkoğlu, I. (2020). A robust optimization approach for humanitarian needs assessment planning under travel time uncertainty. European Journal of Operational Research, 282(1):40–57.

Bertsimas, D., Lulli, G., and Odoni, A. (2008). The air traffic flow management problem: An integer optimization approach. In International Conference on Integer Programming and Combinatorial Optimization, pages 34–46. Springer.

Bouveret, S. and Lemaitre, M. (2009). Computing leximin-optimal solutions in constraint networks. Artificial Intelligence, 173(2):343–364.

Bruni, M., Khodaparasti, S., and Beraldi, P. (2020). The selective minimum latency problem under travel time variability: An application to post-disaster assessment operations. Omega, 92:102154.

Butt, S. E. and Cavalier, T. M. (1994). A heuristic for the multiple tour maximum collection problem. Computers & Operations Research, 21(1):101–111.

Campbell, A. M., Vandenbussche, D., and Hermann, W. (2008). Routing for relief efforts. Transportation science, 42(2):127–145.

Cao, W., Çelik, M., Ergun, Ö., Swann, J., and Viljoen, N. (2016). Challenges in service network expansion: An application in donated breastmilk banking in south africa. Socio-Economic Planning Sciences, 53:33–48.

Chao, I.-M., Golden, B. L., and Wasil, E. A. (1996). The team orienteering problem. European journal of operational research, 88(3):464–474.

de la Torre, L. E., Dolinskaya, I. S., and Smilowitz, K. R. (2012). Disaster relief routing: Integrating research and practice. Socio-economic Planning Sciences, 46(1):88–97.

Dubois, D., Fargier, H., and Prade, H. (1996). Refinements of the maximin approach to decision-making in a fuzzy environment. Fuzzy sets and systems, 81(1):103–122.
Glock, K. and Meyer, A. (2020). Mission planning for emergency rapid mapping with drones. *Transportation science*, 54(2):534–560.

Gunawan, A., Lau, H. C., and Vansteenwegen, P. (2016). Orienteering problem: A survey of recent variants, solution approaches and applications. *European Journal of Operational Research*, 255(2):315–332.

Hakimifar, M., Balcik, B., Fikar, C., Hemmelmayr, V., and Wakolbinger, T. (2021). Evaluation of field visit planning heuristics during rapid needs assessment in an uncertain post-disaster environment. *Annals of Operations Research*, pages 1–42.

Huang, M., Smilowitz, K. R., and Balcik, B. (2013). A continuous approximation approach for assessment routing in disaster relief. *Transportation Research Part B: Methodological*, 50:20–41.

IFRC (2008). Guidelines for assessment in emergencies, Geneva, Switzerland. [https://www.icrc.org/en/doc/assets/files/publications/icrc-002-118009.pdf](https://www.icrc.org/en/doc/assets/files/publications/icrc-002-118009.pdf). [Accessed 28-June-2020].

Lehuéde, F., Pétion, O., and Tricoire, F. (2020). A lexicographic minimax approach to the vehicle routing problem with route balancing. *European Journal of Operational Research*, 282(1):129–147.

Li, X., Liu, X., Ma, H., and Hu, S. (2020). Integrated routing optimization for post-disaster rapid-detailed need assessment. *International Journal of General Systems*, 49(5):521–545.

Liu, S. and Papageorgiou, L. G. (2013). Multiobjective optimisation of production, distribution and capacity planning of global supply chains in the process industry. *Omega*, 41(2):369–382.

Nace, D. and Orlin, J. B. (2007). Lexicographically minimum and maximum load linear programming problems. *Operations research*, 55(1):182–187.

Nolz, P. C., Doerner, K. F., Gutjahr, W. J., and Hartl, R. F. (2010). A bi-objective metaheuristic for disaster relief operation planning. In *Advances in multi-objective nature inspired computing*, pages 167–187. Springer.

Ogryczak, W. (1997). On the lexicographic minimax approach to location problems. *European Journal of Operational Research*, 100(3):566–585.

Ogryczak, W., Luss, H., Pióro, M., Nace, D., and Tomaszewski, A. (2014). Fair optimization and networks: A survey. *Journal of Applied Mathematics*, 2014.

Ogryczak, W., Pióro, M., and Tomaszewski, A. (2005). Telecommunications network design and max-min optimization problem. *Journal of telecommunications and information technology*, pages 43–56.

Oruc, B. E. and Kara, B. Y. (2018). Post-disaster assessment routing problem. *Transportation Research Part B: Methodological*, 116:76–102.

Pamukcu, D. and Balcik, B. (2020). A multi-cover routing problem for planning rapid needs assessment under different information-sharing settings. *OR Spectrum*, 42(1):1–42.

Pisinger, D. and Ropke, S. (2007). A general heuristic for vehicle routing problems. *Computers & operations research*, 34(8):2403–2435.
A lexicographic maximin approach to the selective assessment routing problem

Pisinger, D. and Ropke, S. (2019). Large neighborhood search. In *Handbook of metaheuristics*, pages 99–127. Springer.

Ransikarbum, K. and Mason, S. J. (2016). Goal programming-based post-disaster decision making for integrated relief distribution and early-stage network restoration. *International Journal of Production Economics*, 182:324–341.

Ropke, S. and Pisinger, D. (2006). An adaptive large neighborhood search heuristic for the pickup and delivery problem with time windows. *Transportation science*, 40(4):455–472.

Saliba, S. (2006). Heuristics for the lexicographic max-ordering vehicle routing problem. *Central European Journal of Operations Research*, 14(3):313–336.

Shaw, P. (1998). Using constraint programming and local search methods to solve vehicle routing problems. In *International conference on principles and practice of constraint programming*, pages 417–431. Springer.

Tricoire, F. (2012). Multi-directional local search. *Computers & operations research*, 39(12):3089–3101.

Tzeng, G.-H., Cheng, H.-J., and Huang, T. D. (2007). Multi-objective optimal planning for designing relief delivery systems. *Transportation Research Part E: Logistics and Transportation Review*, 43(6):673–686.

Vansteenwegen, P., Souffriau, W., and Van Oudheusden, D. (2011). The orienteering problem: A survey. *European Journal of Operational Research*, 209(1):1–10.

Vitoriano, B., Ortuño, M. T., Tirado, G., and Montero, J. (2011). A multi-criteria optimization model for humanitarian aid distribution. *Journal of Global optimization*, 51(2):189–208.

Young, H. P. and Isaac, R. M. (1995). Equity: In theory and practice. *Journal of Economic Literature*, 33(1):210–210.

Zhu, M., Du, X., Zhang, X., Luo, H., and Wang, G. (2019). Multi-uav rapid-assessment task-assignment problem in a post-earthquake scenario. *IEEE access*, 7:74542–74557.

Zhu, M., Zhang, X., Luo, H., Wang, G., and Zhang, B. (2020). Optimization dubins path of multiple uavs for post-earthquake rapid-assessment. *Applied Sciences*, 10(4):1388.

Zissman, M., Evans, J., Holcomb, K., Jones, D., Kercher, M., Mineweaser, J., Schiff, A., Shattuck, M., Gralla, E., Goentzel, J., et al. (2014). Development and use of a comprehensive humanitarian assessment tool in post-earthquake haiti. *Procedia Engineering*, 78:10–21.