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**ABSTRACT**

The COVID-19 pandemic has spread rapidly and significantly impacted most countries in the world. Providing an accurate forecast of COVID-19 at multiple scales would help inform public health decisions, but recent forecasting models are typically used at the state or country level. Furthermore, traditional mathematical models are limited by simplifying assumptions, while machine learning algorithms struggle to generalize to unseen trends. This motivates the need for hybrid machine learning models that integrate domain knowledge for accurate long-term prediction. We propose a three-layer, geographically informed ensemble, an extensive peer-learning framework, for predicting COVID-19 trends at the country, continent, and global levels. As the base layer, we develop a country-level predictor using a hybrid Graph Attention Network that incorporates a modified SIR model, adaptive loss function, and edge weights informed by mobility data. We aggregated 163 country GATs to train the continent and world MLP layers of the ensemble. Our results indicate that incorporating quantitatively accurate equations and real-world data to model inter-community interactions improves the performance of spatio-temporal machine learning algorithms. Additionally, we demonstrate that integrating geographic information (continent composition) improves the performance of the world predictor in our layered architecture.

**Introduction**

**Background**

The COVID-19 pandemic has rapidly spread to most countries of the world. Accurate forecasts of COVID-19 will enable medical researchers and governments to better respond to this pandemic by informing decisions about pandemic planning, design, and distribution of vaccinations, resource allocation, implementation of social distancing measures, and other interventions (ElAraby et al. 2022; Niazkar and Niazkar 2020; Niu et al. 2021; Qiong et al. 2020; Shams et al. 2021).
The two dominant categories of prediction techniques are mathematical models (usually described as deterministic or stochastic dynamic systems) and machine learning (ML) models (e.g., deep neural networks, logistic regression, XGBoost, random forests, SVM, and decision trees (investigated by Almeshal et al. 2020; El-Rashidy et al. 2021; Prakash et al. 2020; Wang et al. 2020, etc.)).

Mathematical models, which are formulated using partial differential equations (PDE) (Liang et al. 2010) or ordinary differential equations (ODE) (Chaturvedi and Chakravarty 2021) in COVID-19 pandemic simulations, have relatively large error because they are derived based on simplification with high bias. Machine learning models can mirror the randomness of data, but noisy or non-representative data may affect the model’s prediction performance due to sensitivity to variance; additionally, the ability of these models to generalize to unseen data is limited. As a result, physics-guided ML models (Willard et al. 2021) are investigated to optimize the bias-variance tradeoff.

COVID-19 has generated a large volume of data that describes its transmission as a highly connected process. For example, each country’s unique dynamic situation can be significantly impacted by other countries’ infection trends due to physical interaction between countries and intervention differences (e.g., time of vaccine introduction). Therefore, we need a model that considers the inherent spatial and temporal nature of the disease to incorporate the connections between countries into COVID-19 prediction. Graph neural networks (GNNs) are a particularly useful machine learning method for capturing dependencies between nodes (countries). One type of GNN, known as a graph attention network (GAT) and proposed by Velickovic et al. (2018), further enables nodal interactions to be propagated through a graph structure.

Additionally, the Spatio-Temporal Attention Network (STAN) model was recently developed to capture spatio-temporal patterns of COVID-19 by Gao et al. (2021). The STAN model is a physics-guided GAT that incorporates pandemic physics in the form of the Susceptible-Infectious-Recovered (SIR) model into its loss function to enhance long-term predictions. STAN was tested using COVID-19 and patient claims data at the county and state levels for the United States. The authors tested their model against mathematical baselines and machine learning baselines, including ColaGNN (Deng et al. 2020) and CovidGNN (Kapoor et al. 2020). They found that STAN outperformed all baselines for COVID-19 prediction.

**Our Work**

This work extended and optimized STAN at the country level by including more accurate quantification of inter-community interactions to address some of the limitations of physics-guided ML models. We used
flight data from **OpenSky Network** hosted by Olive, Strohmeier, and Lübbe (2021) to model international interactions. We developed an adaptive loss function to give greater weight to mathematical models later in the prediction window. After critically assessing the modified country-level GNN, we addressed the challenge of global prediction. Learning hundreds of underlying patterns from large-scale COVID-19 data is beyond a single learning machine, so we present a layered ensemble to predict COVID-19 at the world level. The base layer of the ensemble assigns one GAT (modified STAN model) to each country. The outputs of these GATs are fed into two additional MLP layers corresponding to continent and world layers; the final output is a prediction of global COVID-19 trends. The country, continent, and world predictions of our model were assessed using COVID-19 data from **Our World in Data** hosted by Mathieu et al. (2021).

The major technical contributions of this paper are:

1. Developed a geographically informed layered ensemble framework to formulate a **multiscale knowledge representation**, which ranges from country through global level, of COVID-19 trends. As demonstrated in numerical experiments, the ensemble knowledge derived from lower level networks greatly improves the prediction accuracy of higher level networks.

2. Proposed two interdependent learning frameworks, peer-learning and **layered ensemble learning**, to improve the learning effectiveness through the sharing of knowledge, ideas, and experience among learning agents.

3. Developed a physics-guided Graph Attention Network framework for country-level COVID-19 predictions:
   - Incorporated novel pandemic dynamic equations to reduce the limitations of traditional closed-community epidemiological models.
   - Introduced mobility-based edge weights, derived from flight counts, to quantify interactions between countries and enhance dependencies between graph nodes.
   - Designed an **adaptive physics-guided loss function** to optimize the trade-off between ML methods (featured with relatively poor long-term prediction (Karpatne et al. 2018; Willard et al. 2021)) and mathematical modeling (featured with relatively poor granular prediction (Karpatne et al. 2018; Willard et al. 2021)).

**Nomenclature**

The nomenclature used in this paper is given in **Table 1**.
**Related Works**

**Mathematical Modeling of Pandemics**

The base Susceptible-Infectious-Recovered (SIR) model from epidemiology (Kermack, McKendrick, and Walker 1927) is used to model the progression of an epidemic in a closed population over time. Partial derivatives are calculated to determine the change in each of the three SIR states:

\[
\begin{align*}
\frac{dS}{dt} &= -\beta(t)S \frac{I}{N} \\
\frac{dI}{dt} &= \beta(t)S \frac{I}{N} - \gamma I \\
\frac{dR}{dt} &= \gamma I
\end{align*}
\]

where $\beta$ is the transmission rate, $\gamma$ is the transmission rate constant, and $N$ is the population size.

An extension of the SIR model includes vaccinations (Feng, Towers, and Yang 2011)

\[
\begin{align*}
\frac{dS}{dt} &= -\beta(t)S \frac{I}{N} - \eta V_s(t) \\
\frac{dI}{dt} &= \beta(t)S \frac{I}{N} - \gamma I \\
\frac{dR}{dt} &= \gamma I + \eta V_s(t)
\end{align*}
\]

where $V_s(t)$ is the number of vaccination shots administered at time $t$, and $\eta$ is the efficacy of the vaccine.

---

**Table 1. Nomenclature.**

| Graph Attention Network | Pandemic physics model |
|-------------------------|------------------------|
| lev                     | $N, S, I, R,$ and $V$  |
| $\mathcal{V}$ and $\mathcal{E}$ |                       |
| $A \in \mathbb{R}^{[\mathcal{V} \times \mathcal{V}]}$ | weighted adjacency matrix defined by mobility |
| $\xi_{uv}$          |                        |
| $lW$, $OW$         | GAT’s input and output window size (in days) |
| $x_v \in \mathbb{R}^F$ | $F$-dimensional feature of vertex $v$ |
| $h_v \in \mathbb{R}^F$ | $F$-dimensional input hidden feature of vertex $v$ |
| $y_v \in \mathbb{R}^F$ | $F$-dimensional output of vertex $v$ |
| $\ell$             | layer number of forward propagation of GAT |
| $\mathcal{L}_{\ell,v}(\Theta)$ | loss function corresponding to vertex $v$ at epoch $t$ |
| $\Theta$           | the parameters for neural networks |
| $\rho \in \mathbb{R}$ | weight of physical violation vs. GAT error |

- $\mathcal{V}$: vertex set
- $\mathcal{E}$: edge set
- $\mathcal{A}$: weighted adjacency matrix defined by mobility
- $\xi_{uv}$: the flight count from vertex $u$ to vertex $v$
- $lW$, $OW$: GAT’s input and output window size (in days)
- $x_v$, $h_v$, $y_v$: $F$-dimensional feature, input hidden feature, and output of vertex $v$, respectively
- $\ell$: layer number of forward propagation of GAT
- $\mathcal{L}_{\ell,v}(\Theta)$: loss function corresponding to vertex $v$ at epoch $t$
- $\Theta$: the parameters for neural networks
- $\rho$: weight of physical violation vs. GAT error

---
Physics-Guided Machine Learning

As investigated by Rai and Sahu (2020), neither physics-based approaches (investigated by Karpatne et al. (2018)) nor machine learning approaches can independently formulate epidemics accurately and efficiently. Physics-based approaches provide an efficient calibrated numerical model to formulate pandemic spread processes, but they generally have large prediction errors because the numerical models are derived from simplification. Typically, purely mathematical models are used to evaluate concepts such as preparedness rather than quantifying outcomes (Subramanian et al. 2021). Machine learning approaches ignore the fundamental laws of epidemics and may result in ill-posed problems or have difficulty generalizing to unseen patterns; additionally, deeper and wider NNs often require large sets of labeled data for effective training and suffer from extremely high computational complexity (Chen et al. 2018), preventing them from being deployed in real-time systems. The result is a need to incorporate domain knowledge into NNs, which is implemented through loss function regularization, data enrichment, and network architecture configuration, etc.

Increased popularity of hybrid physics-guided machine learning models (Willard et al. 2021) have been previously implemented to predict COVID-19 trends. We focus on the STAN model developed by Gao et al. (2021), a spatio-temporal GAT developed to predict COVID-19 progression based on Johns Hopkins and patient claims data. STAN incorporates the SIR pandemic transmission model into the loss function to form a hybrid machine learning model. The authors tested their model on USA county and state-level data from 2020, using demographic and geographic data to determine inter-community interactions. However, no known physics-guided ML models have been used to predict COVID-19 progression at the country, continent, and world levels.

Graph Neural Networks for Pandemic Prediction

As investigated by Scarselli et al. (2009), a graph neural network (GNN) is a general framework for a neural network that operates on graph-structured data. Each node has an embedding, or state, with its current feature values, such as a single community at one point in time during a pandemic. The data can be modeled by constructing an attributed graph $G$ as

$$G = (\mathcal{V}, \mathcal{E})$$

(3)

where $\mathcal{V}$ is the set of nodes representing the set of communities and $\mathcal{E}$ is the set of directed edges representing interactions between communities.

In the GNN formalism, neighboring nodes affect the state of each node. Neighbors pass their states along edges in a directed graph as messages; each node’s state is updated in each layer (each iteration) by aggregating its
neighbors’ messages. Let \( h_v \) denote the feature of node \( v \), and \( h_v^{(\ell)} \) denote the hidden feature (or embedding) of node \( v \) at layer \( \ell \). A message passing layer updates the hidden feature of node \( v \) as follows:

\[
\begin{align*}
\text{msg}_v^{(\ell)} &= \text{AGGREGATE} (\{ h_u^{(\ell)} , \forall u \in \mathcal{N}_v \}) \\
h_v^{(\ell+1)} &= \text{UPDATE} (h_v^{(\ell)} , \text{msg}_v^{(\ell)})
\end{align*}
\]

(4)

where \( h_v^{(0)} = v_v \), \( \mathcal{N}_v \) is the neighbors of node \( v \) (Hamilton 2020).

Defined by Velickovic et al. (2018), graph attention networks (GATs) are a type of GNN that assign learned attention scores to each edge. The attention score between two nodes is a linear transformation weight matrix. The non-linear activation function leaky rectified linear function (LeakyReLU) is applied to compute the attention matrix. Then soft-max function is used to normalize the attention score. Each edge of the node \( v \) will receive an attention score.

The output of the vertex \( v \) is derived from vertex embedding (or hidden feature) of layer \( \Upsilon \):

\[
y_v = O(h_v^{(\Upsilon)}).
\]

(5)

Define \( h_v^{(\ell)} \in \mathbb{R}^F \) (\( \ell = 0, 1, \cdots, \Upsilon \)) as the embedding at variant layers, it is initialized using vertex’s feature:

\[
h_v^{(0)} = x_v,
\]

(6)

and extended as:

\[
h_v^{(\ell+1)} = \sigma \left( \sum_{u \in \mathcal{N}(v)} \alpha_{v,u} W_h.h_u^{(\ell)} \right), \ell = 1, 2, \cdots, \Upsilon - 1.
\]

(7)

Eq. (7) aggregates neighbor embeddings weighted by the attention scores. \( W^{(\ell)} \in \mathbb{R}^{F \times F} \) is a learnable weighted matrix. \( \alpha_{v,u} \) is the normalized attention score described as:

\[
\alpha_{v,u} = \frac{\exp(\varepsilon_{v,u})}{\sum_{w \in \mathcal{N}(v)} \exp(\varepsilon_{v,w})},
\]

(8)

which is derived from the un-normalized attention score

\[
\varepsilon_{v,u} = \text{LeakyReLU}(a(W_h^{(\ell)} , W_h^{(\ell)})).
\]

(9)

In Eq. 9, \( a : \mathbb{R}^F \times \mathbb{R}^F \rightarrow \mathbb{R} \) is a learnable attention function (Velickovic et al. 2018).
Methods

This section mainly presents the major technical contributions of this paper. Particularly, two innovative frameworks such as team learning and layered ensemble learning will be addressed in detail.

SIRVC: Novel SIR Model with Vaccinations and Inter-Community Interaction

The SIRV model, which is described by Eq. (2), only models a closed population. To overcome the drawback we propose a novel extension of this model that incorporates dynamic inter-community interactions (Figure 1). Our SIRVC model assumes that individuals in a community with a disease will interact with individuals outside of that community with the same disease, as is the case in a global pandemic such as COVID-19. The progression of the disease in each sub-community (e.g., country level) is unique due to differences in time of introduction, demographics, vaccination rate, mobility, etc., and affects the progression of the disease in the larger community (e.g., global level). The proposed SIRVC can be expressed as

\[
\begin{align*}
\frac{dS}{dt} &= -\beta(t)S\frac{I}{N} - \eta V_s(t) - \theta \beta(t)S \\
\frac{dI}{dt} &= \beta(t)S\frac{I}{N} - \gamma I + \theta \beta(t)S \\
\frac{dR}{dt} &= \gamma I + \eta V_s(t)
\end{align*}
\]

Here, $\theta$ is the probability that an intra-community individual interacts with any outer-community infectious individual in a given time period (e.g., 14 day). Note that the $\beta$ term (transmission rate) is assumed to be the same for the disease across all communities, which is a potential limitation of this model.

Figure 1. SIRVC model: susceptible-infectious-recovered with vaccinations and inter-community interactions. An additional term moves susceptible individuals into the infectious group through interactions with external communities.
Mobility-Based Edge Weights

Each edge is directed and represents mobility from one country to another. A directed edge is included from an origin country to a destination country if a flight between the two countries occurred during the time period of training (and testing, if known). A directed edge also exists between countries that share a land border to account for ground travel (e.g., the United States and Canada each have a directed edge to the other).

Different from the typical GAT implementation, whose edges are graded by attention scores proposed by Velickovic et al. (2018) only (excluding the weight value), our work takes the advantages of both edge weight and an attention mechanism proposed by Gong and Cheng (2018). The edge weights are dynamic and determined by the volume of air travel between two countries.

\[ E \text{ is the set of graph edges that represent the possible interactions between countries that could contribute to the spread of COVID-19. In this work, the interactions between countries are determined based on the flight travel between origin and destination countries. Specifically, a weighted adjacency matrix } A \in \mathbb{R}^{|V| \times |V|} \text{ is defined as follows} \]

\[
A_{u,v} = \begin{cases} 
\frac{1}{1 + \exp(-\xi_{u,v})} & \text{if } (u \neq v) \text{ and } \xi_{u,v} > \xi_{\text{min}} \\
1.0 & \text{if } (u = v) \\
0 & \text{otherwise,}
\end{cases}
\]

(11)

where \( \xi_{u,v} \) denotes the flight count from vertex \( u \) to vertex \( v \) in the graph, and \( \xi_{\text{min}} \in \mathbb{I} \) is a predetermined threshold value.

We incorporate \( A \) into Eq. (7) by matrix multiplication of attention score and edge weight.

Spatio-Temporal Graph Attention Network

Since obtaining spatial dependencies is a crucial problem in pandemic prediction, GATs can make accurate predictions for individual countries by utilizing spatial features. In the proposed model, each country receives information from its adjacent locations based on flight travel and learned attention score, which models spatio-temporal disease transmission patterns.

Following the STAN model, we use two GAT layers designed to extract spatio-temporal features from the graph. Historical feature data is concatenated at each time step \( t \) and fed into the first GAT layer. Then, the modified graph attention mechanism is applied to generate the updated hidden features for each node, which is passed into the second GAT layer.
The output of the second GAT layer is passed to the MaxPooling operator to generate an embedding for the whole graph. The graph embedding is input to a gated recurrent unit (GRU) to learn temporal features. Then, the GRU’s hidden state is calculated, which will output the spatial and temporal patterns learned, represented as (12)

\[ h_{v,t+1}^{(e)} = GRU(h_{v,t-IW}^{(e)}, \ldots, h_{v,t-1}^{(e)}, h_{v,t}^{(i)}) \tag{12} \]

where IW is the dimension of input-window and \( \{h_{v,t}^{(e)}\}_{t=I-W}^{t} \) is the time-series of embedding derived from Eq. (7).

**Adaptive Loss Function**

Machine learning methods are useful for short-term prediction and can learn complex trends from training data. In contrast, mathematical models like SIR are useful for long-term prediction but less accurate for granular day-to-day predictions that involve more interactions than the model can capture. An **adaptive physics-guided loss function** was proposed to optimize these trade-offs:

\[ \mathcal{L}_v(\Theta) = \rho L_v(y_{GAT}^{v}, y) + (1 - \rho)L_v(y_{SIRVC}^{v}, y). \tag{13} \]

In Eq. (13), \( \Theta \) is the parameter of GAT, \( L(y_{GAT}^{v}, y) \) is the violation between the GAT-enabled prediction \( y^{v} \) and the ground truth data; \( L_v(y_{SIRVC}^{v}, y) \) denotes the pandemic physics violation against the SIRVC model. Pandemics physics violation is derived from the modeling and simulation about COVID-19 pandemics governed by Eq. (10).

As one of our technical contributions,

\[ \rho = 1 - \frac{\tau}{OW} \tag{14} \]

is introduced to adaptively optimize the trade-off between bias (measured by physics violation) and variance (mainly measured by data prediction error). In Eq. (14), coefficient \( \tau \) denotes the prediction day and OW denotes the prediction window size. Near the beginning of the prediction window, more weight is given to the purely data-based machine learning prediction. At the end, more weight is given to the physics-based model. We hypothesized that adapting the loss function based on the day of the prediction window would help account for the limitations of the two models.

Figure 2 illustrates the architecture and loss function for each vertex. It should be remarked that we keep a similar neural network architecture as STAN (Gao et al. 2021) in order to demonstrate the advantages of our proposed methodology, such as layered ensemble, adaptive physics-guided loss function, etc. We updated the STAN model to include vaccinations and
the SIRVC differential equations. However, note that we do not include the rich feature data (patient claims) used by the STAN authors, as the scope of our model is on the global level.

**GAT-enabled Peer Learning**

Different from Gao et al. (2021), this work proposed a **GAT-enabled team learning** strategy to get other vertices/countries, which are closely related to the targeting country, involved in the learning process of pandemics pattern. This strategy is based on the assumption that peer learning can exploit the data in a more efficient way.

Algorithm 1 shows a sequential (or cascaded) implementation of GAT-enabled team learning. Future work will focus on the parallel GAT-enabled team learning. In addition, besides the international airborne or ground mobility, some other relations such as geopolitical relation and socioeconomic similarity should also be considered in the construction of peer-learning teams.

**Algorithm 1** GAT-enabled peer learning  

**Require:** target country target, data loading, graph construction, feature prepossessing, GAT model definition, random parameter value of GAT

1: Formulate the learning team $T(\text{target})$ consisting of the countries that have heavy airborne/ground mobility with the target country target;

2: for epoch $= 1, \cdots$ do

3: for every vertex/country $v \in T(\text{target})$ do

4: initialize $h^{(0)}_{x}(x \in \mathcal{V})$ using documented pandemics data;

5: for layer $\ell = 1, \cdots, Y$ do

6: $z^{(\ell)}_{v} = W^{(\ell)}h^{(\ell)}_{v}$;

7: 

$$
\in_{vu} = \text{LeakyReLU}(a(u,v)), u \in \mathcal{N}(v); \quad \text{(Eq.9)}
$$
\[ \alpha_{vu} = \exp(\epsilon_{vu}) / \sum_{x \in \mathcal{N}(v)} \exp(\epsilon_{vx}); \quad \text{(Eq. 8)} \]

\[ h_v^{(\ell+1)} = \sigma(\sum_{u \in \mathcal{N}(v)} \alpha_{vu} z_u^{(\ell)}) \quad \text{(Eq. 7)}; \]

10: end for
11: Predict pandemics country \( v \) from \( h_v^{(\gamma)} \) (Eq. 5);
12: Update GAT parameter \( \Theta \) according to \( \mathcal{L}_v(\Theta) \) (Eq. 13);
13: end for
14: Measure the error of team learning, break if accurate enough;
15: end for

**Geographically Informed Layered Ensemble Learning**

The independent learning described in Algorithm 1 only exploits the peer-to-peer correlation among learning agents. As an extension, this paper also proposed a hierarchical/layered ensemble strategy, which takes the advantages of hierarchical correlations among agents as well.

As illustrated in Figure 3, the networks will be trained in bottom-up order; the ensemble knowledge derived from the lower level networks will be fed into the upper level networks during training and prediction. Such approaches offer advantages like improved data efficiency, reduced over-fitting through shared representations, and fast learning by leveraging auxiliary information (Avelar et al. 2019; Ruder 2017; Zhang and Yang 2017).

Algorithm 2 shows an implementation of the proposed three-layer geographically informed ensemble framework for COVID-19. This framework will open a new window for multi-scale knowledge representation about COVID-19 pandemics.

**Algorithm 2** Three-layer geographically informed ensemble for global pandemics prediction (ranging from country level through global level)

**Required:** data loading, graph construction, feature prepossessing, GAT model definition, random parameter value of GAT

1: for lev = country, continent, world do
2: if lev == country then
3: Group multiple peer-learning teams described in Subsection 2.5;
4: Train every peer-learning teams using Algorithm 1;
5: Document the knowledge embedding derived from peer learning;
6: else
7: Configure the MLP architecture for lev;
8: for epoch = 1, \cdots do
9: for every vertex $v \in Y_{lev}$ do
10: Gather lower levels’ ensemble knowledge for $v$;
11: Initialize the MLP wrt vertex $v$ as the target;
12: Update MLP’s parameters for vertex $v$ via backpropagation;
13: Document the knowledge embedding learned for vertex $v$;
14: end for
15: end for
16: end if
17: end for

**Data Preparation**

**Training, Validation, and Testing**

The proposed country-level GAT framework is given an input history window of 14 days’ worth of feature data (i.e., $IW = 14$). The model predicts the change in the number of active and recovered cases for the next 14 days (i.e., $OW = 14$). Training data spanned January 2021 to March 2021, validation data were the month of April 2021, and testing data were May 2021.
**GAT Framework Data**

**Node features.** COVID-19 data from “Our World in Data” (Mathieu et al. 2021) was processed to create the temporal feature data for the graph nodes. Countries that had no COVID-19 deaths and fewer than 1000 confirmed cases by January 1, 2021 were excluded from the graph.

For each country, active (infectious) cases were estimated by subtracting the current day’s total cases from the total cases 14 days prior. Note that we assumed all new cases within the last 14 days remain active (high estimate) according to the CDC’s CDC-guidance. Recovered cases are determined by subtracting active cases and total deaths from the current day’s total cases. Since our model includes vaccinations, recovered cases also include all of the fully vaccinated individuals on the current day. The number of susceptible individuals is equal to the population size minus the number of active and recovered cases. Each node receives these three features \((dI, dR, dS)\) for each day of the history window.

**Edge features.** International flight data was collected from Opensky Network, which is managed by Olive, Strohmeier, and Lübbe (2021), to formulate edge weights between nodes. For simplicity and computing performance, edge connections for all flights are added only during the initial construction of the graph; some edges will have weights of zero at certain time steps if there were no flights between them during those days. Edge weights are normalized using the doubly stochastic method and multiplied by the learned attention scores of each edge during message passing, as implemented by Gong and Cheng (2018).

Table 2 shows the final structure of our proposed country-level GAT framework.

**Three-Layer Ensemble Data**

The first layer of the ensemble is the country-level GAT framework. The 14-day prediction output of the 163 country-level GATs is split into corresponding continent groups, which is used as the input for the six continent-level MLPs (excluding Antarctica) of the middle ensemble layer. Then, the 14-day prediction output of the 6 continent-level MLPs is used as the input for the world-level MLP. The final output of the ensemble model is 14 days’ worth of global active COVID-19 case prediction.

| Table 2. Country-level GAT structure. |
|---------------------------------------|
| # vertices | 163 |
| # edges | 3765 |
| # features per vertex | 42 |
| # features per edge | 1 |
| # attention layers | 2 |
| # forward propagation layers | 3 |
Results

Baselines
The original STAN model (Gao et al. 2021) was compared with baseline models SIR, SEIR, GRU, ColaGNN, CovidGNN, STAN-PC, and STAN-Graph, all of which it outperformed. Our modified STAN model, an SIRVC-based adaptive GAT framework for country-level predictions, is compared with the STAN model as a baseline. We show country-level results of multiple experiments for the United States and the United Kingdom, two countries with high-quality COVID-19 data and high levels of international interactions.

We determined two baselines for our three-layer ensemble to demonstrate the importance of the middle (continent) layer. The first baseline pools all 163 countries to train the world-level MLP to justify the need for the continent layer. The second baseline randomly assigns countries to continents to demonstrate the importance of a geographically informed ensemble.

Country-Level Physics-guided GAT Predictions
The proposed country-level GAT model includes edges weighted by international flight volume, an adaptive loss function, and our novel SIRVC model. Predictions for the United States and United Kingdom are shown in Figure 4.

Ablation Test
We performed an ablation test on two of the components of our adjusted model to analyze the effects of the components on prediction.

As justification for including adaptive loss (described by Eq. 13 and 14), predictions of our model without adaptive loss are shown in Figure 5. For both countries, using adaptive loss led to better performance compared to using fixed loss.

Figure 4. Country SIRVC-GAT prediction (proposed layered ensemble model: (a) USA; (b) UK.)
As justification for including mobility-based edge weights, predictions of the model trained without edge weights are shown in Figure 6. Both countries performed better with edge weights incorporated into the attention mechanism compared to using only learned attention scores.

**Visualization of the Attention Derived from Flight Information and Learned Attention Score**
Interactions between countries are visualized in Figure 7. This network shows the edge attention of the final layer of the proposed model trained on the United States (from Figure 4).

**Error Comparison**
Table 3 shows the mean-squared error (MSE) and root mean-squared error (RMSE) results for the three country-level experiments. Percent reduction in error of each model variant compared to the STAN baseline is shown.
To demonstrate the advantages of peer-learning, the two closely related countries – US and UK form a peer-learning team to predict the growth of Covid-19 pandemics in two countries. Figure 8 (a) and (b) compares the accuracy of peer-learning with the independent learning (namely, US and UK learn the Covid19-pandemic pattern without any collaboration). It is observed peer-learning of US and
UK is more accurate than independent learning (STAN with SIRV-based loss function defined by Eq. 13). It can be further observed that peer-learning benefits UK’s prediction more than USA’s prediction. This observation seems consistent with the current geopolitical status of the world.

To improve the prediction accuracy of peer-learning about USA, some other countries that have close relation with USA should be introduced in the peer learning team.

**Prediction Using Layered Ensemble Learning (Algorithm 2)**

As an extension of the modified GAT described in the previous section, our proposed layered ensemble introduces hierarchical relations into the learning model of COVID-19 pandemics.

**Continent MLP Prediction**

Each continent MLP was trained with its corresponding countries (e.g., 16 of the 163 countries we tested are in North America). Continent-level predictions are shown in Figure 9.

**World MLP Prediction**

The outputs of the six trained continent-level MLPs were used to train a world-level MLP. Preliminary results are shown in Figure 10.

**Ensemble Baseline Comparison**

We tested two baselines for our ensemble model to determine the importance of the continent (middle) layer. First, we removed the continent layer and trained the world-level MLP directly with the country-level predictions (Figure 10). Secondy, we randomly assigned each of the 163 countries to the six continents (27–28 countries for each continent), then used those trained
continent-level MLPs to train the world-level MLP (Figure 10). Our proposed ensemble method performed better compared to both of these baselines, justifying the need for the continent-based middle layer.

**Error Comparison**

Table 4 shows the MSE and RMSE results for training the world-level ensemble model compared to the two baselines. Percent increase in error of the baselines compared to our proposed ensemble is shown.
Discussion

Discussion and Limitations

Country-level GAT Model
The proposed GAT model achieved 85% and 61% reduction in RMSE compared to the STAN baseline for the United States and United Kingdom, respectively. The proposed model included an adaptive loss function, edge weights, and a novel SIRVC model, as opposed to the fixed loss, attention scores, and SIRV model used by STAN (Gao et al. 2021). As part of our ablation study, we removed two components of our model to test for difference in accuracy. When we removed the adaptive loss function, we found that the United States model only achieved a 37% reduction in RMSE compared to the STAN baseline. When the edge weights (informed by flight data) were removed, the model achieved only a 22% reduction in RMSE. Similar trends were seen for the United Kingdom, although excluding edge weights did not seem to have as great of an impact on prediction (from 61% to 54% with exclusion). Note that the STAN model was developed and tested at a smaller scale (U.S. counties and states). Additionally, the STAN model used real-world medical claims data for a richer feature space, so the comparison to the “reduced” STAN model may be unfair. In this work, we demonstrate the impact of including
more accurate quantification of inter-community interactions as schemes for informing spatio-temporal models (e.g., adaptive loss and mobility data), rather than attempting to develop state-of-the-art predictions.

**Layered Ensemble**

The three-layer hierarchical ensemble was tested against two baselines to determine the effectiveness of a geographically informed organization. We did not compare our global predictions against other ML baselines, as current models in the literature are not typically tested globally (Shinde et al. 2020).

Note that the focus of our work was not to develop accurate continent-level predictions, but we discuss the results briefly here. The predictions for North America, South America, Europe, and Asia appear to follow the general ground truth trends. North and South America in particular had high accuracy. In contrast, Africa (ground truth increasing) and Oceania (ground truth increasing then decreasing) showed a divergence from the predicted relationship. This might be due to the simple MLP used to implement the continent layer and the relatively lower number of cases associated with these two continents. However, the results for continents with the greatest number of cases are promising, and future work could focus on tuning the continent layer to improve predictions across the entire ensemble.

Instead, we focus our experiment and discussion on the impact of 1 including a middle layer and 2 using geographic information to inform the middle layer structure. Without the middle layer, the model’s RMSE increased by 69%, suggesting that the middle layer was indeed useful for informing the final layer’s output. When countries were randomly assigned to six different continent groups, the model’s RMSE increased by 74%, which provides preliminary evidence that incorporating geographic knowledge about real-world structure helps inform predictions for spatial models. Previous research has suggested that integrating domain knowledge can improve robustness compared to purely data-driven machine learning (Deng et al. 2020), which our work supports.

**Future Work**

To further improve the country-level GAT framework (and thereby the performance at downstream levels), additional mobility schemes should be incorporated into the graph’s edge features. For air mobility, including the number of passengers on each flight would allow for more accurate weights. For ground mobility, including the volume of ground vehicle traffic across international borders would capture more accurate, granular inter-community interactions.
Based on our experimental results, we found that our geographically informed and physics-guided layered architecture is able to handle large-scale data processing better than a two-layered or non-geographic ensemble. Future work on the layered ensemble model will consist of improving the physics-guided GAT framework and replacing the simple MLPs of the continent layer with a GAT framework that accurately models continent-level interactions. Additionally, the performance of the entire ensemble may be calibrated by feeding the global predictions back to the country-level layer. Incorporating other features, such as demographic information (country GDP) and land area vs. population size may also improve prediction. Integrating domain knowledge to enhance model performance continues to be an avenue of interest in machine learning research.

**Conclusion**

In this research, we devised a country-level GAT framework based upon previous work and proposed a three-layer ensemble, with the modified GAT framework as the base layer, to predict large-scale COVID-19 trends. The major changes we included to improve the accuracy of existing spatio-temporal GAT frameworks focused on improving the accuracy of inter-nodal interactions using both mathematical formulas and real-world data. After verifying the accuracy of this country-level GAT framework, we trained models for all 163 countries to create the base layer of our ensemble. The second layer used MLPs to represent continents and the third layer used another MLP to perform world-level prediction. We found that incorporating domain knowledge about geographic distribution of countries improved the prediction of our ensemble. We hope that our work demonstrates the power of hybrid and ensemble graph neural networks for pandemic prediction, the utility of these models in informing public health and policy decisions, and the potential for future work in applying hybrid models to capture complex real-world interactions.
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