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ABSTRACT

The problem of quickest change detection in a sequence of independent observations is considered. The pre-change distribution is assumed to be known, while the post-change distribution is completely unknown. A window-limited leave-one-out (LOO) CuSum test is developed, which does not assume any knowledge of the post-change distribution, and does not require any post-change training samples. It is shown that, with certain convergence conditions on the density estimator, the LOO-CuSum test is first-order asymptotically optimal, as the false alarm rate goes to zero. The analysis is validated through numerical results, where the LOO-CuSum test is compared with baseline tests that have distributional knowledge.

Index Terms— Quickest change detection (QCD), non-parametric statistics, (kernel) density estimation.

1. INTRODUCTION

The problem of quickest change detection (QCD) is of fundamental importance in mathematical statistics (see, e.g., [1, 2] for an overview). Given a sequence of observations whose distribution changes at some unknown change-point, the goal is to detect the change in distribution as quickly as possible after it occurs, while controlling the false alarm rate. In classical formulations of the QCD problem, it is assumed that the pre- and post-change distributions are known, and that the observations are independent and identically distributed (i.i.d.) in either the pre-change or the post-change regime. However, in many practical situations, while it is reasonable to assume that we can accurately estimate the pre-change distribution, the post-change distribution is rarely completely known.

There have been extensive efforts to address pre- and/or post-change distributional uncertainty in QCD problems. In the case where both distributions are not fully known, one approach is to assume that they are indexed by a (low-dimensional) parameter that comes from a pre-defined parameter set, and employ a generalized likelihood ratio (GLR) approach to detection – this was first introduced in [3] and later analyzed in more detail in [4]. In particular, in [4], it is assumed that the pre-change distribution is known and that the post-change distribution comes from a parametric family, with the parameter being finite-dimensional. A window-limited GLR test is proposed, which is shown to be asymptotically optimal under certain smoothness conditions. This work has recently been extended to non-stationary post-change settings [5, 6].

Another approach to dealing with distributional uncertainty in QCD problems is the minimax robust approach [7], where it is assumed that the pre- and post-change distributions come from (known) mutually exclusive uncertainty classes, and the goal is to optimize the performance for the worst-case choice of distributions in the uncertainty classes. Under certain conditions, e.g., joint stochastic boundedness (see, e.g., [8] for a definition) and weak stochastic boundedness [9], robust solutions can be found [10, 9]. However, these robust tests can have suboptimal performance for the actual distributions encountered in practice.

In this paper, we will assume complete knowledge of the pre-change distribution, while not making any parametric assumptions about the post-change distribution. There have also been approaches to deal with non-parametric uncertainty in the distributions in QCD problems. One approach is to replace the log-likelihood ratio by some other statistic and formulate the test in the non-parametric setting. Examples of this approach include the use of kernel M-statistics [11, 12], one-class SVMs [13], nearest neighbors [14, 15], and Geometric Entropy Minimization [16]. In [11], a test is proposed that compares the kernel maximum mean discrepancy (MMD) within a window to a given threshold. A way to set the threshold is also proposed that meets the false alarm rate asymptotically [11]. Another approach is to estimate the log-likelihood ratio and thus the CuSum test statistic through a pre-collected training set. The include direct kernel estimation [17] and, more recently, neural network estimation [18]. However, the tests proposed in [11]–[18] lack explicit performance guarantees on the detection delay. The closest work to ours is [19], where a binning approach is proposed to solve the QCD problem asymptotically without any pre-collected
training set. In particular, in [19], an asymptotically optimal solution is established for the case where the pre-change distribution is known, the post-change distribution is distinguishable from the pre-change with binning, and both distributions have discrete support.

**Contributions:**

1. We propose a window-limited leave-one-out (LOO) CuSum test, which does not assume any knowledge of the post-change distribution, and does not require any post-change training samples.
2. We provide a way to set the test threshold that asymptotically meets the false alarm constraint.
3. We show that the proposed LOO-CuSum test is first-order asymptotically optimum, as the false alarm rate goes to zero.
4. We validate our analysis through numerical results, in which we compare the LOO-CuSum test with baseline tests that have distributional knowledge.

The rest of the paper is structured as follows. In Section 2, we describe several properties required of the density estimators for asymptotically optimal detection. In Section 3, we propose the LOO-CuSum test, and analyze its theoretical performance. In Section 4, we present numerical results that validate the theoretical analysis. In Section 5, we provide some conclusions.

## 2. LEAVE-ONE-OUT (LOO) DENSITY ESTIMATOR

Let $X_1, X_2, \ldots \in \mathbb{R}^d$ be i.i.d. samples drawn from an unknown distribution $p$. Denote by $\text{supp}(p)$ the support of $p$. Denote by $E_p$ and $V_p$, the expectation and variance operator, respectively, under $p$. Denote the LOO estimated density as $\hat{p}_{i-1}^{n,k}$, where the subscript $-i$ represents that $X_i$, with $k \leq i \leq n$, is the sample that is left out. Note that the density is a function of $X_{i-1}^{n,k} := X_k, \ldots, X_{i-1}, X_{i+1}, \ldots, X_n$, and thus $\hat{p}_{i-1}^{n,k}$ and $X_i$ are independent. The estimation procedure is assumed to be sample-homogeneous, i.e., $\hat{p}_{i-1}^{n,k} \overset{d}{=} \hat{p}_{j-1}^{n,k}$, $\forall k \leq i < j \leq n$. The Kullback-Leibler (KL) divergence between distributions $p$ and $q$ is $D(p||q) := \int_{\text{supp}(p)} \log(p(x)/q(x)) \, dx$.

Suppose that, for large enough $n$, there exist constants $0 < \beta_1, C_1, C_2 < \infty$ and $1 < \beta_2 < 2$ (that depend only on the distribution $p$ and the estimation procedure) such that, for each $1 \leq i \leq n + 1$, the KL loss [20] of the leave-one-out (LOO) estimator satisfies

$$\text{KL-loss}(\hat{p}_{i-1}^{n,k}) := E_p \left[ D(p||\hat{p}_{i-1}^{n,k}) \right] \leq \frac{C_1}{(n - k)^{\beta_1}}$$

where the expectation $E_p$ is over the randomness of $\hat{p}_{i-1}^{n,k}$. Also, the total variance of the estimator satisfies

$$V_p \left( \sum_{i=k}^{n} \log \frac{p(X_i)}{\hat{p}_{i-1}^{n,k}(X_i)} \right) \leq C_2 (n - k + 1)^{\beta_2}$$

One typical loss measure for a density estimator is the mean-integrated squared error (MISE), defined as (see, e.g., [21, Chap. 2])

$$\text{MISE}(p, \hat{p}_{i-1}^{n,k}) = E_p \left[ \int (\hat{p}_{i-1}^{n,k}(x_i) - p(x_i))^2 \, dx \right]$$

$$= E_p \left[ \left\| \hat{p}_{i-1}^{n,k} - p \right\|_2^2 \right], \forall k \leq i \leq n. \quad (3)$$

The following lemma connects the MISE with the bounds in (1) and (2).

**Lemma 2.1.** Suppose that there exist $\zeta, \zeta$ such that

$$0 < \zeta \leq p(x), \hat{p}_{i-1}^{n,k}(x) \leq \zeta < \infty, \forall x \in \text{supp}(p). \quad (4)$$

for any $k \leq i \leq n$. If the estimator achieves

$$\text{MISE}(p, \hat{p}_{i-1}^{n,k}) \leq \frac{C_3}{(n - k)^{\beta_1}}$$

for some constant $C_3 < \infty$, then (1) and (2) are satisfied with

$$C_1 = \frac{C_3}{\zeta}, \quad C_2 = \frac{\zeta^2 C_3}{\zeta^2}, \quad \beta_2 = 2 - \beta_1$$

where $r := \left( \frac{\log(\zeta)}{\zeta(\zeta - 1)} \right)^2$ is a constant.

**Proof Sketch.** The key is to use the fact that $\log s \leq s - 1$ and that $(\log s)^2 \leq r(s - 1)^2$ on $s \geq \zeta/\zeta$ if $r = \left( \frac{\log(s)}{s(1 - s)} \right)^2$.

Thus,

$$E_p \left[ \log \frac{p(X_i)}{\hat{p}_{i-1}^{n,k}(X_i)} \right] \leq E_p \left[ \frac{p(X_i)}{\hat{p}_{i-1}^{n,k}(X_i)} - 1 \right]$$

$$V_p \left( \log \frac{p(X_i)}{\hat{p}_{i-1}^{n,k}(X_i)} \right) \leq E_p \left[ r \left( \frac{p(X_i)}{\hat{p}_{i-1}^{n,k}(X_i)} - 1 \right)^2 \right]$$

Note the definition of MISE in (3). Reordering the terms gives the desired result.

An example of a LOO estimator that satisfies (1) and (2) (under condition (4)) is the LOO kernel density estimator (LOO-KDE), defined as

$$\hat{p}_{i-1}^{n,k}(x_i) = \frac{1}{(n - k)h} \sum_{j=1}^{n} K \left( \frac{x_i - x_j}{h} \right)$$

where $K(\cdot) \geq 0$ is a kernel function and $h > 0$ is a smoothing parameter. The KL loss for kernel density estimators is analyzed carefully in [20], where it is shown that the rate of convergence in KL loss is slower than that of MISE for most well-behaved densities. Nevertheless, this loss indeed converges to zero with a polynomial decay rate with the use of appropriate kernel functions, and thus (1) is satisfied. Furthermore, using (4), it can be shown that (2) is also satisfied. We note that the actual choices of $\beta_1$ and $\beta_2$ do not affect the first-order asymptotic optimality result given in Thm 3.3.
3. QCD WITH LOO DENSITY ESTIMATION

Let $X_1, X_2, \ldots, X_n, \ldots \in \mathbb{R}^d$ be a sequence of independent random variables (or vectors), and let $\nu$ be a change-point. Assume that $X_1, \ldots, X_{\nu-1}$ all have density $p_0$ with respect to some measure $\mu$. Furthermore, assume that $X_{\nu}, X_{\nu+1}, \ldots$ have densities $p_1$ also with respect to $\mu$. Here $p_0$ is assumed to be completely known. While $p_1$ is completely unknown, we assume that (1) and (2) are satisfied for LOO estimators of $p_1$.

Let $P_\nu$ denote the probability measure on the entire sequence of observations when the change-point is $\nu$, and let $E_\nu[\cdot]$ denote the corresponding expectation. The change-time $\nu$ is assumed to be unknown but deterministic. The problem is to detect the change quickly, while controlling the false alarm rate. Let $\tau$ be a stopping time [8] defined on the observation sequence associated with the detection rule, i.e., $\tau$ is the time at which we stop taking observations and declare that the change has occurred.

3.1. Classical Results

When $p_1$ is known, Lorden [3] proposed solving the following optimization problem to find the best stopping time $\tau$:

$$\inf_{\tau \in \mathcal{C}_\alpha} \text{WADD} (\tau)$$

where

$$\text{WADD} (\tau) := \sup_{\nu \geq 1} \text{ess sup} P_\nu \left[ (\tau - \nu + 1)^+ | \mathcal{F}_{\nu-1} \right]$$

characterizes the worst-case delay, and $\mathcal{F}_n$ denotes the sigma algebra generated by $X_1, \ldots, X_n$, i.e., $\mathcal{F}_n = \sigma(X_1, \ldots, X_n)$.

The constraint set in (7) is

$$\mathcal{C}_\alpha := \{ \tau : \text{FAR} (\tau) \leq \alpha \}$$

with $\text{FAR} (\tau) := \frac{1}{E_\infty [\tau]}$ which guarantees that the false alarm rate of the algorithm does not exceed $\alpha$. Here, $E_\infty [\cdot]$ is the expectation operator when the change never happens, and $(\cdot)^+ := \max\{0, \cdot\}$.

Lorden also showed that Page’s Cumulative Sum (CuSum) algorithm [22] whose test statistic is given by:

$$W(n) = \max_{1 \leq k \leq n+1} \sum_{i=k}^n \log \frac{p_1(X_i)}{p_0(X_i)}$$

solves the problem in (7) asymptotically as $\alpha \to 0$. The CuSum stopping rule is given by:

$$\tau_{\text{Page}} (b) := \inf\{ n : W(n) \geq b \}$$

where the threshold is set as $b = \log \alpha$. It was shown by Moustakides [23] that the CuSum algorithm is exactly optimal for the problem in (7). The asymptotic performance is

$$\inf_{\tau \in \mathcal{C}_\alpha} \text{WADD} (\tau) \sim \text{WADD} (\tau_{\text{Page}} (|\log \alpha|)) \sim \frac{|\log \alpha|}{D(p_1||p_0)}$$

as $\alpha \to 0$. Here $Y_\alpha \sim G_\alpha$ is equivalent to $Y_\alpha = G_\alpha (1+o(1))$. Also, we use the notation $o(1)$ to denote a quantity that goes to 0, as $\alpha \to 0$ or $b \to \infty$.

When the post-change distribution has parametric uncertainties, Lai [4] generalized this performance guarantee with the following assumptions. Suppose that $p_0$ and $p_1$ satisfy

$$\sup_{\nu \geq 1} P_\nu \left[ \max_{t \leq n} \sum_{i=\nu}^{n+t} Z_i \geq (1+\delta)nI \right] \xrightarrow{n \to \infty} 0$$

for any $\delta > 0$, and

$$\sup_{i \geq \nu \geq 1} P_\nu \left[ \sum_{i=t}^{n+\nu} Z_i \leq (1-\delta)nI \right] \xrightarrow{n \to \infty} 0$$

for any $\delta \in (0, 1)$, with some constant $I > 0$. Also, suppose that the window size $m_\alpha$ satisfies

$$\lim \inf m_\alpha / |\log \alpha| > I^{-1}$$

and $\log m_\alpha = o(|\log \alpha|)$.

Then, the window-limited (WL) GLR CuSum test:

$$\tilde{\tau}_{\text{GLR}} (b) := \inf\left\{ n : \max_{n-m_\alpha \leq k \leq n+1} \sup_{\theta \in \Theta} \sum_{i=k}^n Z_{i,k}^\theta \geq b \right\}$$

with some test threshold $b_\alpha \sim |\log \alpha|$ solves the problem in (7) asymptotically as $\alpha \to 0$. The asymptotic performance is

$$\inf_{\tau \in \mathcal{C}_\alpha} \text{WADD}_\theta (\tau) \sim \text{WADD}_\theta (\tau_{\text{Page}} (b_\alpha)) \sim \frac{|\log \alpha|}{I}$$

Note that $I = D(p_1||p_0)$ when $p_0$ and $p_1$ are independent.

3.2. Leave-one-out (LOO) CuSum Test

For the case when $p_1$ is unknown, we define the LOO log-likelihood ratio as

$$\tilde{Z}_{i,k}^n = \log \frac{\tilde{p}_{\nu-1}^n (X_i)}{p_0 (X_i)}$$

and the LOO CuSum stopping rule as

$$\tilde{\tau} (b) := \inf\left\{ n : \max_{n-m_\alpha \leq k \leq n-1} \sum_{i=k}^n \tilde{Z}_{i,k}^n \geq b \right\}.$$ (17)

Here the window size $m_\alpha$ is designed to satisfy

$$\lim \inf \frac{m_\alpha}{|\log \alpha|} > fI^{-1}$$

with $\log m_\alpha = O(|\log \alpha|)$ (18) where $f > 1$ is a constant.

In Lemma 3.1, we show that $\tilde{\tau}$ with a properly chosen threshold $b_\alpha$ satisfies the false alarm constraint in (9) asymptotically. In Lemma 3.2, we establish an asymptotic upper bound on $\text{WADD} (\tilde{\tau} (b_\alpha))$. Finally, in Theorem 3.3, we combine the two lemmas and establish the first-order asymptotic optimality of $\tilde{\tau} (b_\alpha)$.
Lemma 3.1. Suppose that $b_\alpha$ satisfies
\[
b_\alpha = |\log \alpha| + \log(8m_\alpha).
\] (19)
Then,
\[
E_\infty [\hat{\tau}(b_\alpha)] \geq \alpha^{-1}.
\]
Remark. If $m_\alpha$ satisfies (18), then $b_\alpha = |\log \alpha| (1 + o(1))$ as $\alpha \to 0$.

Proof Sketch. For all thresholds $b$, we upper bound $P_{\infty} \{ \nu \leq \hat{\tau}(b) < \nu + m_\alpha \}$ by upper bounding $P_{\infty} \{ \tau_k(b) \leq k + m_\alpha \}$ for each $k$, where $\tau_k$ is an auxiliary stopping time as seen in [4, Proof of Lemma 2]. We use the fact that the density estimator produces a density that is independent of $X_i$ for each $i$. Then, we use [24, Lemma 2.2(ii)] to finish the proof.

Lemma 3.2. Let $b_\alpha = |\log \alpha| (1 + o(1))$ and $m_\alpha$ satisfy (18). Suppose that (1) and (2) hold. Further, suppose (13) holds. Then,
\[
WADD(\hat{\tau}(b_\alpha)) \leq \frac{|\log \alpha|}{D(p_1||p_0)} (1 + o(1))
\] as $\alpha \to 0$.

Proof Sketch. The key part in the proof is to show that
\[
sup_{t \geq \nu} \text{ess sup} \mathbb{P}_\nu \left\{ \sum_{i=1}^{t+n_b-1} Z_i^{t+n_b-1,t} \leq b \left| F_{t-1} \right. \right\} < 2\delta_b^2
\] (20)
with $n_b := \left\lfloor \frac{b}{\tau(1-\delta_b)} \right\rfloor$ and some $\delta_b$ satisfying $\delta_b \searrow 0$ as $b \to \infty$. The left-hand side in (20) can be upper bounded by
\[
P_1 \left\{ \sum_{i=1}^{n_b} Z_i \leq b + \epsilon \right\} + P_1 \left\{ \frac{1}{n_b} \sum_{i=1}^{n_b} (Z_i - Z_{i-1}^{n_b-1}) \geq \epsilon \right\}
\]
and it remains to choose a proper $\epsilon = \epsilon_b$ in order to keep both terms small. The idea is to choose $\epsilon_b$ by controlling the second term via concentration inequalities. Then, it can be verified that $\epsilon_b$ is small enough for the first term to vanish when $b$ is large. Indeed, we have $\epsilon_b = o(n_b)$ as $b \to \infty$. Then the rest of the proof is similar to [4, Proof of Theorem 4]. □

Theorem 3.3. Suppose that $b_\alpha$ is chosen as in (19), with a window size $m_\alpha$ large enough to satisfy (18), and suppose that (12), (13) hold for the true log-likelihood ratio. Then $\hat{\tau}(b_\alpha)$ with $\hat{\tau}$ defined in (17) solves the problem in (7) asymptotically as $\alpha \to 0$. The worst case delay is
\[
\inf_{\tau \in C_\alpha} WADD(\tau) \sim WADD(\hat{\tau}(b_\alpha)) \sim \frac{|\log \alpha|}{D(p_1||p_0)}
\] as $\alpha \to 0$.

Proof. The asymptotic lower bound on the delay follows from (13) by using [4, Thm. 1]. The asymptotic optimality of $\hat{\tau}(b_\alpha)$ follows from Lemma 3.1 and Lemma 3.2. □

4. NUMERICAL RESULTS

In Fig. 1, we study the performance of the proposed LOO-CuSum test defined in (17) through Monte Carlo (MC) simulations when the pre-change distribution is $N(0, 1)$. The LOO-KDE (defined in (6)) is used to estimate the density. The actual post-change distribution is $N(0.5, 1)$, but the LOO-CuSum test has no knowledge of it. The performance of the LOO-CuSum test is compared with that of the following tests:

1. the CuSum test (in (10)), which assumes full knowledge of the post-change distribution;
2. the WL-GLR-CuSum test, which assumes that the post-change distribution belongs to $\{N(\theta, 1)\}_{\theta > 0}$.

Different window sizes are considered, among which window sizes of 100 and 200 are sufficiently large to cover the full range of delay. It is seen that the expected delay of the LOO-CuSum test is close to that of the WL-GLR-CuSum test for all window sizes considered.

5. CONCLUSION

We studied a window-limited LOO-CuSum test for QCD that does not assume any knowledge of the post-change distribution, and does not require post-change training samples. We established the first-order asymptotic optimality of the test, and validated our analysis through numerical results.
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