WELL-POSEDNESS OF NAVIER-STOKES EQUATIONS ESTABLISHED BY THE DECAYING SPEED OF SINGLE NORM
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Abstract. The decaying speed of a single norm more truly reflects the intrinsic harmonic analysis structure of the solution of the classical incompressible Navier-Stokes equations. No previous work has been able to establish the well-posedness under the decaying speed of a single norm with respect to time, and the previous solution space is contained in the intersection of two spaces defined by different norms. In this paper, for some separable initial space \( X \), we find some new solution space which is not the subspace of \( L^\infty(X) \). We use parametric Meyer wavelets to establish the well-posedness via the decaying speed of a single norm only, without integral norm to \( t \).

1. Introduction

The Cauchy problem of Navier-Stokes equations on the half-space \( \mathbb{R}^{1+n}_+ = (0, \infty) \times \mathbb{R}^n, n \geq 2 \), is defined as:

\[
\begin{cases}
\partial_t u - \Delta u + u \cdot \nabla u - \nabla p = 0, & \text{in } \mathbb{R}^{1+n}_+, \\
\nabla \cdot u = 0, & \text{in } \mathbb{R}^n_+,
\end{cases}
\]

(1.1)

Upon letting \( R_j, j = 1, 2, \cdots n \) be the Riesz transforms, writing

\[
\begin{align*}
\mathbb{P} & = \{ \delta_{l,l'} + R_1 R_{l'}, l, l' = 1, \cdots, n; \\
\mathbb{P}\nabla(u \otimes u) & = \sum_l \partial x_l(u_l u) - \sum_l \sum_p R_l R_p \nabla(u_l u_p); \\
\hat{e}^{it\Delta} f(\xi) & = e^{-|\xi|^2} \hat{f}(\xi).
\end{align*}
\]

And using \( \nabla \cdot u = 0 \), we can see that solutions of the above Cauchy problem are then obtained via the integral equation:

\[
\begin{cases}
u(t, x) = e^{it\Delta} a(x) - B(u, u)(t, x); \\
B(u, u)(t, x) \equiv \int_0^t e^{i(t-s)\Delta} \mathbb{P}\nabla(u \otimes u) ds,
\end{cases}
\]
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which can be solved by a fixed-point method whenever the convergence is suitably defined in some suitable function space. Solutions of (1.2) are called mild solutions of (1.1). The notion of such a mild solution was pioneered by Kato-Fujita [8] in 1960s. For initial value spaces $X^n$, usually, one finds solution in $L^\infty(X^n)$. In this paper, our solution space defined by the decaying speed of a single norm is not a subspace of $L^\infty(X^n)$.

During the latest decades, many important results about mild solutions to (1.1) have been established. A large amount of work has established the well-posedness of Navier-Stokes in different types of initial value spaces with two different norms. See for example, Cannone [3, 4], Germin-Pavlovic-Staffilani [5], Giga-Miyakawa [6], Kato [7], Koch-Tataru [8], Li-Xiao-Yang [10], Li-Yang [24], Lin-Yang [11], Miao-Yuan-Zhang [13], Wu [15, 16, 17, 18]. There are usually two situations:

(1) For the first situation, the first norm is to take the norm of some index space variable related to the initial space and then take the infinite norm of time; the second norm is to take the norm of another index space variable related to the initial space and then take the integral norm of time.

(2) For the second situation, the first norm is the norm of some index space variable related to the initial space and then the infinite norm of time; the second norm is the norm of another index space variable independent of the initial space and then the infinite norm of time.

Here we change the rule. In this paper, we use parameter Meyer wavelets to introduce some new spaces defined by the decaying speed of single norm. For Besov space with negative regularity index, by applying the new decomposition methods, we can select the solution space which has no relation to the integral norm of $t$ and which is defined only by the decaying speed of time $t$ of single norm. After long-term calculation, we finally find that the parameter wavelet structure can match the velocity of the norm decay of Besov space where $\rho$ is greater than the dimension $n$. For Besov spaces $\dot{B}^{\frac{n}{2}-1,\rho}_p$, there exist some spaces $Y^\rho_m$ (see Definition 3.2) which are not subspaces of $L^\infty(\dot{B}^{\frac{n}{2}-1,\rho}_p)$. Based on this, we establish the following global well-posedness of mild solutions for the Navier-Stokes equations with small initial values in Besov spaces $\dot{B}^{\frac{n}{2}-1,\rho}_p$.

**Theorem 1.1.** Given $n < p < \infty$ and $m \geq 1$. The Navier-Stokes equations have a unique smooth solution in $(Y^\rho_m)_n$ for all initial data $a(x)$ with $\nabla \cdot a = 0$ and $\|a\|_{(Y^\rho_m)_n}$ small enough.

**Remark 1.2.** (i) The purpose of this paper is to show the technique of establishing well-posedness of equations with the decaying speed of a single
norm. For simplicity, we pick Besov space as the initial values. Another advantage of this approach is that we can consider the well-posedness in some complex initial value spaces.

(ii) Triebel-Lizorkin-Lorentz spaces $\dot{L}^{p,q}_{\tau}$ and Besov-Lorentz spaces $\dot{B}^{s,q}_{p,\tau}$ were introduced in [22]. They have relation to the real interpolation spaces of Triebel-Lizorkin spaces and Besov spaces. In fact, for $p > 1, 0 < \tau \leq \infty$, $L^{0,2}_{p,\tau}$ are just the usual Lorentz spaces $L^{p,\tau}$. The traditional methods need to consider the integration of the norm of the spatial variables with respect to time, so it involves the problem of exchangeability between the integral with respect to time $t$ and the Lorentz index $\tau$. Therefore the traditional methods cannot deal with these spaces. When Barraza [1] considered the relative well-posedness of Lorentz spaces $L^{n,\infty}$, he avoided this problem by limiting the initial values to functions that were homogeneous with degree -1 and he considered $L^{n}(S^{n-1})$. Using the techniques in this paper, we are studying the well-posedness of the initial values in general Lorentz spaces.

Remark 1.3. Neededless to say, our current work grows from the already-known results.

(i) We have analyzed all existing results on the well-posedness of the classical Navier-Stokes equations. A common feature is that all the above works handled equally the low and high frequencies, or decompose the low and high frequencies equally. See Cannone [3, 4], Germin-Pavlovic-Staffilani [5], Giga-Miyakawa [6], Kato [7], Lemarié [9], Li-Xiao-Yang [10], Lin-Yang [11], Miao-Yuan-Zhang [13], Wu [15, 16, 17, 18], Li-Yang [24], etc. Improving the structure of solution space is one of our efforts to improve the algorithm of mild solution to the extreme in the sense of harmonic analysis. Our solution space $(Y^{p}_m)^n$ is the first space defined with the decaying speed of a single norm.

(ii) For initial data spaces $X$, almost all the solution spaces are contained in $L^\infty(X)$. Recently, Yang-Yang-Wu [19] consider carefully Koch-Tataru’s initial data space $(BMO^{-1})^n$ in [8]. Yang-Yang-Wu found that Koch-Tataru’s solution space $Y((BMO^{-1})^n)$ is not defined as a subspace of $L^\infty((BMO^{-1})^n)$. Our solution space $(Y^{p}_m)^n$ is the second space to have such property. Except for the first difference mentioned above (i), another difference is that BMO$^{-1}$ is an inseparable Banach space, but our initial data spaces are separable Banach spaces.

(iii) For the fractional Navier-Stokes equations, Yang-Yang [25] have noticed this phenomenon and they found that there exists excessive decomposition for low frequency. They have introduced parameter Meyer wavelets to avert the excessive decomposition of low frequency. But there are some essential differences between the fractional Navier-Stokes equations and classical Navier-Stokes equations in the technique of dealing with the norm
structure. The former has well-posedness for Bloch space, see [25]. For the later, until now, the biggest initial data space is Koch-Tataru’s $\text{BMO}^{-1}$, and we did not know whether Bloch space has well-posedness or not. For classical Navier-Stokes equations, there is no solution space defined by the decaying property of a single norm with respect to time in all the previous works. For $1 \leq p \leq n$, we can not use the new time-frequency structure in [25] to deal with the heat flow. We have taken many efforts to apply parameter Meyer wavelet basis to introduce the present solution spaces.

Our main ingredients are the following two folds: (i). New time-space view based on parameter Meyer wavelets; (ii). New solution spaces based on new harmonic analysis structure defined by the decaying speed of a single norm only. In the end of this section, we introduce the structure of the rest of the article.

In Section 2, we introduce some preliminary knowledge, namely the discretization technique and the basic inequalities. Parameter Meyer wavelets no longer handle low and high frequencies equally as previous methods and provide us a new time-space views for classic Navier-Stokes equations. These new spatio-temporal methods of harmonic analysis will provide an effective tool for the study of operators, classical functions and heterogeneous spaces later in this paper.

In Section 3, we use parameterized Meyer wavelets to analyze the heat flow and we introduce adaptive evolution space $Y^p_m$ as the basis for constructing the solution space. For Besov space $\tilde{B}^{s-1,p}_p$ with negative regularity index, by applying the new decomposition methods, $Y^p_m$ has no relation to the integral norm of and which is defined only by the single norm with respect to time. In Remark 3.3, we mention that $Y^p_m$ space allows the unbounded norm of Besov space and the discontinuity of Riesz operator on such a space, and we use the technique of acting Riesz operators on wavelets to prevent things like this from happening.

In Section 4, we select the solution space based on $Y^p_m$ and we use the parameterized space-time view to treat the boundedness of the bilinear operators to the discrete case. Unlike the traditional way of dealing with the classical Navier-Stokes equations, we do not decompose the low frequencies.

In Section 5, we prove the continuity of discretized bilinear operators. The main harmonic analysis techniques are (1) to study the winding of Fourier transform of the wavelet functions, (2) to consider the winding between the absolute value of the parameter wavelet coefficients and the fast attenuation with respect to the discrete spatial variable and the discrete frequency, (3) to estimate the corresponding Hölder inequality.
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With the help of this new harmonic analysis solution structure, we establish the global well-posedness of mild solutions for the Navier-Stokes equations with small initial values in Besov space. In Section 6, first, we provide some comments on previous results and improvements on our current results. Then we use the conclusions proved earlier in this paper to show the main theorem of this paper, namely well-posedness of the Navier-Stokes equations.

2. Preliminaries

In this section, we introduce some preliminary knowledge, namely the discretization technique and the basic inequalities. These new spatio-temporal methods of harmonic analysis provide an effective tool for the study of operators, classical functions and heterogeneous spaces.

2.1. Kernels and basic inequalities. For all $t > 0$ and $l, l', l'' \in \{1, \cdots, n\}$, denote

$$\begin{align*}
A^t_l &= e^{t\Delta} \partial x_l, \\
A^t_{l,l',l''} &= e^{t\Delta} \partial x_l \partial x_{l'} \partial x_{l''} \left(-\Delta\right)^{-1}.
\end{align*}$$

For $t = 1$, let the relative kernels of these operators be $g_l$ and $g_{l,l',l''}$.

Lemma 2.1. $g_l$ and $g_{l,l',l''}$ satisfy

\begin{align*}
(2.1) \quad (1 + |x|)^{n+1} |g_l(x)| &\leq C, \\
(2.2) \quad (1 + |x|)^{n+1} |g_{l,l',l''}(x)| &\leq C.
\end{align*}

For any $l, l', l'' \in \{1, \cdots, n\}$, denote

$$\begin{align*}
A^{t-s}_l f &= \int (t-s)^{-\frac{n+1}{2}} g_l \left( \frac{x-y}{(t-s)^{\frac{1}{2}}} \right) f(y) dy, \\
A^{t-s}_{l,l',l''} f &= \int (t-s)^{-\frac{n+1}{2}} g_{l,l',l''} \left( \frac{x-y}{(t-s)^{\frac{1}{2}}} \right) f(y) dy.
\end{align*}$$

The following inequality can be found in \[12\]:

Lemma 2.2. If $a \geq 1$, then

$$1 + |x| \leq 2(1 + |x-y|)(1 + a|y|).$$

Proof. We distinguish two cases: (i) $a|y| \leq \frac{|l|}{2}$ and (ii) $a|y| \geq \frac{|l|}{2}$. We get the above conclusion. □

By the above Lemma 2.2, we have:

\[\]
Lemma 2.3. For $j \geq j'$, we have
\[
(1 + |2^j x - k|)^{-n-1}(1 + |2^j x - k|)^{-N-n-1} \\
\lesssim (1 + |2^{j'} x - k' - k|)^{-n-1}(1 + |2^{j'} x - k'|)^{-N}.
\]

2.2. Meyer wavelets. First of all, we indicate that we will use tensorial product real valued orthogonal Meyer wavelets. We refer the reader to [12], [14] and [20] for further information. Let $\Psi^0$ be an even function in $C_0^\infty([-\frac{4\pi}{3}, \frac{4\pi}{3}])$ with
\[
\begin{cases}
0 \leq \Psi^0(\xi) \leq 1; \\
\Psi^0(\xi) = 1 \text{ for } |\xi| \leq \frac{2\pi}{3}.
\end{cases}
\]
Write
\[
\Omega(\xi) = \sqrt{(\Psi^0(\frac{\xi}{2}))^2 - (\Psi^0(\xi))^2}.
\]
Then $\Omega(\xi)$ is an even function in $C_0^\infty([-\frac{8\pi}{3}, \frac{8\pi}{3}])$. Clearly,
\[
\begin{cases}
\Omega(\xi) = 0 \text{ for } |\xi| \leq \frac{2\pi}{3}; \\
\Omega^2(\xi) + \Omega^2(2\xi) = 1 = \Omega^2(\xi) + \Omega^2(2\pi - \xi) \text{ for } \xi \in \{\frac{2\pi}{3}, \frac{4\pi}{3}\}.
\end{cases}
\]
Let $\Psi^1(\xi) = \Omega(\xi)e^{-\frac{\xi}{\pi}}$. For any $\epsilon = (\epsilon_1, \cdots, \epsilon_n) \in \{0, 1\}^n$, define $\Phi^\epsilon(x)$ by $\hat{\Phi}^\epsilon(\xi) = \prod_{i=1}^n \Psi^{\epsilon_i}(\xi_i)$. For $j \in \mathbb{Z}$ and $k \in \mathbb{Z}^n$, let $\Phi^\epsilon_{j,k}(x) = 2^{\frac{j}{2}} \Phi^\epsilon(2^j x - k)$. For all $\epsilon \in \{0, 1\}^n, j \in \mathbb{Z}, k \in \mathbb{Z}^n$ and distribution $f(x)$, denote $f^\epsilon_{j,k} = \langle f, \Phi^\epsilon_{j,k} \rangle$. Furthermore, we put
\[
\Gamma = \{(\epsilon, k), \epsilon \in \{0, 1\}^n \setminus \{0\}, k \in \mathbb{Z}^n\}, \Lambda = \{(\epsilon, j, k), (\epsilon, k) \in \Gamma, j \in \mathbb{Z}\}.
\]
The following result is well-known.

Lemma 2.4. (i) The Meyer wavelets $\{\Phi^\epsilon_{j,k}(x)\}_{(\epsilon, j, k) \in \Lambda}$ form an orthogonal basis in $L^2(\mathbb{R}^n)$. For any $f \in L^2(\mathbb{R}^n)$, the following wavelet decomposition holds in the $L^2$ convergence sense:
\[
f(x) = \sum_{(\epsilon, j, k) \in \Lambda} f^\epsilon_{j,k} \Phi^\epsilon_{j,k}(x).
\]
(ii) Given $s \in \mathbb{R}$ and $1 \leq p, q \leq \infty$, $f(x) \in \dot{B}^{s,q}_p \iff \sum_j 2^{j(q(\frac{s}{2} + \frac{1}{p}) - 1)} \left( \sum_{(\epsilon, j, k) \in \Lambda} |f^\epsilon_{j,k}|^p \right)^{\frac{q}{p}} < \infty.$
2.3. **Parameter wavelets and relative inequalities.** To adapt the heat flow, we use parameter Meyer wavelets. That is to say, for different $t$, we use different wavelet basis and we will prove these wavelets can be adapted to the study of heat flow in Section 3. For $t > 0$, denote $j_t$ the smallest integer such that $2^{2j_t} t \geq 1$. If $t$ satisfies $1 \leq 2^{2j_t} t < 4$, then we denote $t \in S_{j_t}$.

Denote $\Lambda_i^{(0)} = \{(0, j_t, k), k \in \mathbb{Z}^n\}$, $\Gamma = \{(\epsilon, k), \epsilon = \{0, 1\}^n \setminus \{0\}, k \in \mathbb{Z}^n\}$ and $\Lambda_i^{(1)} = \{(\epsilon, j, k), \epsilon = \{0, 1\}^n \setminus \{0\}, j \in \mathbb{Z}, k \in \mathbb{Z}^n, j \geq j_t\}$. Let $\Lambda_t = \Lambda_t^{(0)} \cup \Lambda_t^{(1)}$.

**Lemma 2.5.** For $t > 0$, $\{\Phi_{j,k}^\epsilon(\epsilon,j,k) \in \Lambda_t\}$ are orthogonal wavelet basis in $L^2(\mathbb{R}^n)$.

When relative operators act on the parameter wavelets, by Lemmas 2.1 and 2.3, we have the following estimations:

**Lemma 2.6.** Given $\alpha \in \mathbb{N}^n, N \geq n + 1, k \in \mathbb{Z}^n$ and $0 \leq s \leq t$.

$$
\left| e^{(t-s)\Delta} \partial^\alpha \Phi_{j,k}^0 \right| \leq 2^{\frac{s}{2} + |\alpha|j_t} \left(1 + |2^j x - k|\right)^{1-N}, \forall 0 \leq |\alpha| \leq 2.
$$

$$
\left| e^{(t-s)\Delta} \partial^\alpha (-\Delta)^{-1} \Phi_{j,k}^0 \right| \leq 2^{\frac{s}{2} + |\alpha|j_t} \left(1 + |2^j x - k|\right)^{-n+|\alpha|+2}, \forall 3 \leq |\alpha| \leq 5.
$$

For $j \geq j_t, \epsilon \neq 0$ and $N \geq n + 1$, there exists $c > 0$ such that

$$
\left| e^{(t-s)\Delta} \partial^\alpha \Phi_{j,k}^\epsilon \right| \leq e^{-c(t-s)2^j\left(1 + |2^j x - k|\right)^N}, \forall 0 \leq |\alpha| \leq 2,
$$

$$
\left| e^{(t-s)\Delta} \partial^\alpha (-\Delta)^{-1} \Phi_{j,k}^\epsilon \right| \leq e^{-c(t-s)2^j\left(1 + |2^j x - k|\right)^N}, \forall 3 \leq |\alpha| \leq 5.
$$

Further, for all $\epsilon, \epsilon' \in \{0, 1\}^n \setminus \{0\}$ and $k, k', k'' \in \mathbb{Z}^n$, denote:

$$
\alpha_{j,k,k',k''}^\epsilon(t) = \left\langle \sum_{j \geq j_t} \Phi_{j,k}^\epsilon(x) \Phi_{j,k''}^{\epsilon'}(x), \Lambda_{j,\Lambda,\Lambda}^{<s-1} \right\rangle.
$$

Applying the above inequalities (2.1), (2.2) in Lemma 2.1 and applying Lemma 2.3, we have

**Lemma 2.7.** $\alpha_{j,k,k',k''}^\epsilon(t)$ in (2.3) satisfies

$$
\alpha_{j,k,k',k''}^\epsilon(t) \leq 2^{\frac{s}{2} + \frac{|k - k'|}{2}} \sum_{j \geq j_t} \left(1 + |k - k''|\right)^{1-N} \left(1 + |2^j - k - k'|\right)^{n-1}.
$$

3. **Adaptive evolution space**

The Navier-Stokes equations (1.1) are invariant under the scaling

$$
\begin{aligned}
\left\{ u_{\lambda}(t, x) = \lambda u(\lambda^2 t, \lambda x); \\
p_{\lambda}(t, x) = \lambda^2 p(\lambda^2 t, \lambda x),
\end{aligned}
$$

If $u(t, x)$ is a solution of (1.1) and we replace $u(t, x), p(t, x), a(x)$ by

$$
\begin{aligned}
u_{\lambda}(t, x) = \lambda u(\lambda^2 t, \lambda x); \\
p_{\lambda}(t, x) = \lambda^2 p(\lambda^2 t, \lambda x),
\end{aligned}
$$
and \( a_d(x) = \lambda a(\lambda x) \), respectively, then \( u_d(t, x) \) is also a solution for (1.1). If a spaces \( X \) satisfying that \( \|a\|_X \sim \|a_d(x)\|_X \), then \( X \) is said to be a critical space. Critical spaces occupied a significant place for Navier-Stokes equations (1.1).

Usually, the solution space \( Y(X) \) is chosen to be the subspace of \( L^\infty(X) \). And all the previous solution spaces \( Y(X) \) have not been defined by the decay speed of a single norm. See Cannone [3, 4], Germin-Pavlovic-Staffilani [5], Giga-Miyakawa [6], Kato [7], Li-Xiao-Yang [10], Lin-Yang [11], Miao-Yuan-Zhang [13], Wu [15, 16, 17, 18] and Yang-Li [24]. To simplify the notations, we consider the critical Besov space \( \dot{B}^{\frac{n}{p} - 1, p}_p \), but our solution space is not a subspace of \( L^\infty((\dot{B}^{\frac{n}{p} - 1, p}^n)^*) \). In this section, we prove first that parameter Meyer wavelets are adapted to the heat flow. Then we apply such idea to establish the relation between Besov space \( \dot{B}^{\frac{n}{p} - 1, p}_p \) and their relative adaptive evolution space \( Y_m^p \).

3.1. **Heat flow.** Assume that \( f(x) \in S'(\mathbb{R}^n) \) and \( f(t, \cdot) \in S'(\mathbb{R}^n) \). For Meyer wavelets \( \{\Phi_{j,k}\}_{(\epsilon,j,k) \in \Lambda} \), let \( a^\epsilon_{j,k} = (f, \Phi_{j,k}) \). For parameter Meyer wavelets \( \{\Phi_{j,k}\}_{(\epsilon,j,k) \in \Lambda} \), let \( a^\epsilon_{j,k}(t) = (f(t, x), \Phi_{j,k}) \). By Lemmas 2.4 and 2.5,

\[
f(x) = \sum_{(\epsilon,j,k) \in \Lambda} a^\epsilon_{j,k} \Phi_{j,k}(x) \quad \text{and} \quad f(t,x) = \sum_{(\epsilon,j,k) \in \Lambda} a^\epsilon_{j,k}(t) \Phi_{j,k}(x).
\]

If \( f(t, x) = e^{\Delta t} f(x) \), then \( \forall (\epsilon, j, k) \in \Lambda^{(0)}_i \), we have

\[
a^0_{j,k}(t) = \sum_{\epsilon', j' \leq 1 + j, k'} a^{\epsilon'}_{j', k'} \left( e^{\Delta t} \Phi^{\epsilon'}_{j', k'}(x), \Phi^0_{j,j,k}(x) \right) = \sum_{\epsilon', j' \leq 1 + j, k'} a^{\epsilon'}_{j', k'} \left( \Phi^{\epsilon'}_{j', k'}(x), e^{\Delta t} \Phi^0_{j,j,k}(x) \right).
\]

For all \( (\epsilon, j, k) \in \Lambda^{(1)}_i \), we obtain

\[
a^\epsilon_{j,k}(t) = \sum_{\epsilon', j' \leq 1 + j, k'} a^{\epsilon'}_{j', k'} \left( e^{\Delta t} \Phi^{\epsilon'}_{j', k'}(x), \Phi^{\epsilon}_{j,j,k}(x) \right) = \sum_{\epsilon', j' \leq 1 + j, k'} a^{\epsilon'}_{j', k'} \left( \Phi^{\epsilon'}_{j', k'}(x), e^{\Delta t} \Phi^{\epsilon}_{j,j,k}(x) \right).
\]

By (3.1) and (3.2), we can see that parameter Meyer wavelets are adapted to heat flow.

**Lemma 3.1.** There exist a constant \( N > n \) large enough and a fixed small constant \( c > 0 \) such that

\[
(i) \text{ if } (\epsilon, j, k) \in \Lambda^{(1)}_i, \text{ then } a^\epsilon_{j,k}(t) \leq e^{-c(2^j)^N} \sum_{\epsilon', j' \leq 1, k'} a^{\epsilon'}_{j', k'} \left( 1 + |2^j - j' - k| \right)^N.
\]
Hence $9, 10, 11, 17$ and $24$ are contained in the Adaptive evolution space.

3.2. **Adaptive evolution space.** Traditionally, the norm of solution space consists of two parts. The solution is in the intersection of two kinds of spaces. In this paper, we introduce new solution structures. Applying the above adaptive wavelets, we introduce adaptive evolution space $Y^p_m$ related to the Besov space $B_p^{\frac{2}{p}-1,p}$.

The method we adopt is to divide first time-space into binary ring time. Then in the ring time, the low frequency matching with the ring time is not decomposed, and the high frequency is decomposed. For each ring frequency, the Lebesgue norm for the spatial variable is first obtained, and then the upper bound on the ring time is obtained. These discrete quantities are first summed in terms of location and frequency, and then bounded in discrete time.

**Definition 3.2.** Given $0 < m, p < \infty$. $u(t, x) \in Y^p_m$ if and only if

$$
\sup_{j \geq j_0} \sum_{j \geq j_1} 2^{mp(j-j)} 2^{j/p} \sup_{l \leq 2^j < 4} \sum_{k \in \mathbb{Z}^p} \left| a_{j,k}(t) \right|^p < \infty.
$$

For convenience, we introduce the following notations.

For all $j', j \in \mathbb{Z}$, $j \geq j'$ and $1 \leq t 2^{j'} < 4$, denote

$$
A^p_{j'} = 2^{p j'(\frac{2}{p} - 1)} \sup_{l \leq 2^{j'} < 4} \sum_{k \in \mathbb{Z}^p} \left| a_{j',k}(t) \right|^p,
$$

$$
A^{(p)}_{j,j'} = 2^{mp(j-j')} 2^{j/p} \sup_{l \leq 2^{j'} < 4} \sum_{k \in \mathbb{Z}^p} \left| a_{j,k}(t) \right|^p,
$$

$$
H_0^p = \sup_{j \in \mathbb{Z}} \left\{ \sup_{l \leq 2^{j} < 4} 2^{p j(\frac{2}{p} - 1)} \sum_{k \in \mathbb{Z}^p} \left| a_{j,k}(t) \right|^p \right\}^{\frac{1}{p}} = \left( \sup_{j'} A_{j'} \right)^{\frac{1}{p}},
$$

$$
H_m^p = \sup_{j \geq j_1} \left\{ \sup_{l \leq 2^{j} < 4} 2^{mp(j-j)} 2^{j/p} \sum_{k \in \mathbb{Z}^p} \left| a_{j,k}(t) \right|^p \right\}^{\frac{1}{p}} = \sup_{j' \geq j} \left\{ \sum_{j \geq j'} A^{(p)}_{j,j'} \right\}^{\frac{1}{p}}.
$$

Hence $u(t, x) \in Y^p_m$ if and only if $H_0^p < \infty$ and $H_m^p < \infty$.

**Remark 3.3.** (i) For Besov spaces $B_p^{\frac{2}{p}-1,p}$, the solution spaces studied in [4, 9, 10, 11, 17] and [24] are contained in $L^\infty ((B_p^{\frac{2}{p}-1,p})^p)$. Adaptive evolution space $Y^p_m$ is different to the above solution spaces. $Y^p_m$ is not contained in $L^\infty (B_p^{\frac{2}{p}-1,p})$ and $Y^p_m$ more accurately reflects the internal harmonic analysis structure of the solution itself.

(ii) Riesz operators are not bounded on parameter Besov spaces $Y^p_m$. Instead of studying the continuity of Riesz operators, we directly consider the effect of Riesz operators on wavelets.
We can prove that heat flow maps Besov spaces into the above adaptive evolution space.

**Theorem 3.4.** Given \( n < p < \infty \) and \( m > 0 \). If \( f \in B^{\frac{n}{p} - 1, p}_m \), then \( e^{t\Delta} f \in Y^p_m \).

**Proof.** We apply the wavelet characterization of \( B^{\frac{n}{p} - 1, p}_m \) in Lemma 2.4 to prove this Theorem.

(I) Firstly, we consider \( (0, j, k) \in \Lambda^{(0)} \). By (3.4),

\[
\left| a_{j,k}(t) \right| \lesssim \sum_{j \leq -1 + j_l} 2^{\frac{m(j_l)}{p}} \sum_{e, k} \left| a_{e,j,k}^p \right| \left( 1 + |k' - 2^{j_l} k| \right)^{-2N} \]

\[
\lesssim \sum_{j \leq -1 + j_l} 2^{\frac{m(j_l)}{p}} \left[ \sum_{e, k} \left| a_{e,j,k}^p \right|^p \left( 1 + |k' - 2^{j_l} k| \right)^{-2N} \right]^\frac{1}{p}.
\]

Take small positive \( \delta \) such that \( 0 < \delta < \frac{p-n}{p} \), we have

\[
\left| a_{j,k}(t) \right| \lesssim \left[ \sum_{j \leq -1 + j_l} 2^{p(j - j_l)(\frac{n}{p} - \delta)} \sum_{e, k} \left| a_{e,j,k}^p \right|^p \left( 1 + |k' - 2^{j_l} k| \right)^{-2N} \right]^\frac{1}{p}.
\]

Hence

\[
H_0^p \lesssim 2^{j_l(\frac{n}{p} - 1)} \left[ \sum_{k} \sum_{j \leq -1 + j_l} 2^{p(j - j_l)(\frac{n}{p} - \delta)} \sum_{e, k} \left| a_{e,j,k}^p \right|^p \left( 1 + |k' - 2^{j_l} k| \right)^{-2N} \right]^\frac{1}{p} \]

\[
\lesssim 2^{j_l(\frac{n}{p} - 1)} \left( \sum_{k} \sum_{j \leq -1 + j_l} 2^{p(j - j_l)(\frac{n}{p} - \delta)} 2^{-n(j - j_l)} \sum_{e, k} \left| a_{e,j,k}^p \right|^p \right)^\frac{1}{p} \]

\[
\lesssim \left( \sum_{j \leq -1 + j_l} 2^{(j - j_l)(p(1 - \delta) - n)} 2^{p(j - j_l)} \sum_{e, k} \left| a_{e,j,k}^p \right|^p \right)^\frac{1}{p}.
\]

Since \( p(1 - \delta) > n \), we obtain

\[
H_0^p \lesssim \sum_{j \leq -1 + j_l} 2^{(j - j_l)(p(1 - \delta) - n)} \lesssim C.
\]

(II) Secondly, we think about \( (\epsilon, j, k) \in \Lambda^{(1)} \) and \( \epsilon \in B^{\frac{n}{p} - 1, p}_m \). By applying (3.3), we get

\[
\left| a_{j,k}^\epsilon(t) \right| \lesssim e^{-\epsilon 2^j} \sum_{e', j' \leq 1 + j_l} \left| a_{e', j', k}^\epsilon \right| \left( 1 + |2^{j'} k' - k| \right)^{-N} \]

\[
\lesssim e^{-\epsilon 2^j} \left[ \sum_{e', j' \leq 1 + j_l} \left| a_{e', j', k}^\epsilon \right|^p \left( 1 + |2^{j'} k' - k| \right)^{-N} \right]^\frac{1}{p}.
\]
Theorem 4.1. Given $n$

Proof. For $j \in \mathbb{Z}$ and $\epsilon \in \{0, 1\}^n \setminus \{0\}$, let

\[ P_j f(x) = \sum_{k \in \mathbb{Z}^n} f_{jk}^0 \Phi_{jk}^0(x), \]
\[ Q_j f(x) = \sum_{k \in \mathbb{Z}^n} f_{jk}^\epsilon \Phi_{jk}^\epsilon(x) \quad \text{and} \quad Q_j f(x) = \sum_{\epsilon \in \{0, 1\}^n \setminus \{0\}} Q_j f(x). \]

Hence

\[ H_m^p \leq \sum_{j \geq h} 2^{2\max(j-h)} 2^{\frac{p-1}{2}} e^{-pct^{2^j}} \times \sum_{(e,k) \neq (e',k')} \sum_{e', j, k|e', j| \leq 1, k'} \left| a_{j'k'}^p \right|^p \left( 1 + |2^{j-k}| \right)^{-N} \]
\[ \leq \sum_{j \geq h} 2^{2\max(j-h)} 2^{\frac{p-1}{2}} e^{-pct^{2^j}} \sum_{e', j, k|e', j| \leq 1, k'} \left| a_{j'k'}^p \right|^p \]
\[ \leq \sum_{j \geq h} 2^{2\max(j-h)} e^{-pct^{2^j}} \leq C. \]

\[ \square \]

By definition of $Y_m^p$ and wavelet knowledge, we can easily get the following property.

**Proposition 3.5.** Given $m > 0$, $f \in Y_m^p$, implies

\[ \sup_{k \in \mathbb{Z}^n} 2^{\frac{p}{2}} \left| a_{j,k}^0(t) \right| \leq 2^j, \quad \text{for all } j \geq j', \]

4. **Boundedness of bilinear operators**

In this section, we use the parameterized space-time view to transform the boundedness of the following bilinear operators. For $l, l', l'' = 1, \cdots, n$, define

\[ B_l(u, v) = \int_0^t A_l^{t-s}(u(x, s)v(x, s)) ds, \]
\[ B_{l', l''}(u, v) = \int_0^t A_l^{t-s}(u(x, s)v(x, s)) ds. \]

The operators defined in the above equations (4.1) and (4.2) are bounded:

**Theorem 4.1.** Given $n < p < \infty$ and $m \geq 1$. For $l, l', l'' = 1, \cdots, n$, we have

\[ (u, v) \mapsto B_l(u, v) \text{ are bounded from } Y_m^p \times Y_m^p \text{ to } Y_m^p, \]
\[ (u, v) \mapsto B_{l', l''}(u, v) \text{ are bounded from } Y_m^p \times Y_m^p \text{ to } Y_m^p. \]

**Proof.** For $j \in \mathbb{Z}$ and $\epsilon \in \{0, 1\}^n \setminus \{0\}$, let

\[ P_j f(x) = \sum_{k \in \mathbb{Z}^n} f_{jk}^0 \Phi_{jk}^0(x), \]
\[ Q_j f(x) = \sum_{k \in \mathbb{Z}^n} f_{jk}^\epsilon \Phi_{jk}^\epsilon(x) \quad \text{and} \quad Q_j f(x) = \sum_{\epsilon \in \{0, 1\}^n \setminus \{0\}} Q_j f(x). \]
By using the Meyer wavelets in Section 2, the product of any two functions $u$ and $v$ can be decomposed as

$$u(t, x)v(t, x) = \sum_{j \geq 2^{l_j}} \left( P_{j-2}uQ_j^v + Q_{j-2}uQ_jv + Q_{j-1}uQ_jv + Q_juQ_jv \right) + Q_juQ_{j-1}v + Q_juQ_{j-2}v + Q_juP_{j-2}v$$

$$+ P_{1+j}uQ_{1+j}v + Q_{1+j}uQ_{1+j}v + Q_{1+j}uP_{1+j}v$$

$$+ P_{1+j}uQ_{1+j}v + Q_{1+j}uQ_{1+j}v + Q_{1+j}uP_{1+j}v + P_{1+j}uP_{1+j}v.$$

(4.3)

For $\epsilon \in \{0, 1\}^n \setminus \{0\}$, denote

$$I_{u,v}^\epsilon = \sum_{j \geq 2^{l_j}} P_{j-2}uQ_j^\epsilon v,$$

$$II_{u,v} = \sum_{j \geq 2^{l_j}} Q_juQ_jv,$$

$$III_{u,v} = \sum_{j \geq 2^{l_j}} u^0_{j,k}v^0_{j,k} \Phi^0_{j,k} \Phi^0_{j,k}.$$

When considering the terms in the decomposition equality (4.3), there are some similarities:

(i) For $\sum_{j \geq 2^{l_j}} P_{j-2}uQ_j^\epsilon v$ and $\sum_{j \geq 2^{l_j}} P_{j-2}vQ_j^\epsilon u$, by similarity, we consider $I_{u,v}^\epsilon$.

(ii) For $\sum_{j \geq 2^{l_j}} Q_{j-2}uQ_jv$, $\sum_{j \geq 2^{l_j}} Q_{j-1}uQ_jv$, $\sum_{j \geq 2^{l_j}} Q_juQ_jv$ and $\sum_{j \geq 2^{l_j}} Q_juQ_{j-1}v$, by similarity, we consider only $II_{u,v}$.

(iii) For the terms $P_{1+j}uQ_{1+j}v$, $Q_{1+j}uQ_{1+j}v$, $Q_{1+j}uP_{1+j}v$, $P_{1+j}uQ_{1+j}v$, $Q_{1+j}uQ_{1+j}v$, $Q_{1+j}uP_{1+j}v$, and $P_{1+j}uP_{1+j}v$, by similarity, we consider only the last term. That is to say, we consider $III_{u,v}$.

Further, $B_f(u, v)$ is more easy to prove. We consider only $B_{l, l', l''}(u, v)$. By similarity of skills, we need only to prove the boundedness of the following three bilinear operators:

$$B_{l, l', l''}(u, v) = \int_0^s A^{l-\epsilon}_{l, l', l''} \left( \sum_{j \geq 2^{l_j}} P_{j-2}uQ_j^\epsilon v \right) ds,$$

$$B_{l, l', l''}(u, v) = \int_0^s A^{l-\epsilon}_{l, l', l''} \left( \sum_{j \geq 2^{l_j}} Q_juQ_jv \right) ds,$$

$$B_{l, l', l''}(u, v) = \int_0^s A^{l-\epsilon}_{l, l', l''} (III_{u,v}) ds.$$

That is to say, to prove Theorem 4.1, we prove the following lemma:

**Lemma 4.2.** Given $m \geq 1$, $n < p < \infty$, $l, l', l'' = 1, \ldots, n$ and $\epsilon \in \{0, 1\}^n \setminus \{0\}$. If $u, v \in Y^p_m$, then

(i) $B_{l, l', l''}(u, v) \in Y^p_m$,

(ii) $B_{l, l', l''}(u, v) \in Y^p_m$,

(iii) $B_{l, l', l''}(u, v) \in Y^p_m$. 


Hence the support of the Fourier transform of $P_j$ implies

$$\text{Supp}_j \subset \{ |\xi_j| \leq \frac{\pi}{3} \cdot 2^j, \forall i = 1, \ldots, n \}.$$ 

$$\text{Supp}_j \subset \{ |\xi_j| \leq \frac{4\pi}{3} \cdot 2^j, \text{if } \epsilon_i = 0; \frac{2\pi}{3} \cdot 2^j \leq |\xi_j| \leq \frac{8\pi}{3} \cdot 2^j, \text{if } \epsilon_i = 1 \}.$$ 

Hence the support of the Fourier transform of $P_j$ is contained in a ring:

$$\left\{ |\xi_j| \leq \frac{5\pi}{3} \cdot 2^j, \text{if } \epsilon_i = 0; \frac{\pi}{3} \cdot 2^j \leq |\xi_j| \leq 3\pi \cdot 2^j, \text{if } \epsilon_i = 1 \right\}.$$ 

This implies

$$\text{Supp}_j \subset \{ |\xi_j| \geq \frac{4\pi}{3} \cdot 2^j, \text{if } \epsilon_i = 1 \}.$$ 

Note that

$$\text{Supp}_j \subset \{ |\xi_j| \leq \frac{4\pi}{3} \cdot 2^j, \forall i = 1, \ldots, n \}.$$ 

Hence

$$\langle B_{j,l}^r(u,v), \Phi_j \rangle = 0.$$ 

Then we consider the case where $\epsilon \neq 0$. We know

\[ \tilde{a}_{j,k}^r(t) = \left\langle B_{j,l}^r(u,v), \Phi^r_{j,k} \right\rangle = \left\langle \int_0^\infty A_{l,l,r} \left( \sum_{|j-j'| \leq 3, \epsilon, k, \epsilon} u_{j-2,k}^0(s) v_{j,k'}(s) \Phi_{j-2,k}^0(x) \Phi_{j,k'}^r(x) \right) ds, \Phi^r_{j,k} \right\rangle. \]

Hence

\[ |\tilde{a}_{j,k}^r(t)| \leq 2^{\nu_j+\nu_l} \int_0^\infty \sum_{|j-j'| \leq 3, \epsilon, k, \epsilon} |u_{j-2,k}^0(s)||v_{j,k'}(s)| e^{-\epsilon_2(2^j)} ds \]

\[ \times (1 + |4k - k'|)^N (1 + |2^{j-f} k' - k'|)^{-N}. \]
For all $j \geq 2 + j_s$, we have $\sup_{k \in \mathbb{Z}^n} |u^0_{j-2,k,s}(s)| \leq 2^{j_s-\frac{3}{2}}$ and

$$|a^e_{j,k}(t)| \leq 2^j \int_0^t 2^{j_s} \sum_{|j - j'| \leq 3, k'' \geq j + j_s, j \geq 2 + j_s} |v^e_{j,k''}(s)| (1 + 2^{j-j'} k' - k''')^{-N} ds \times e^{-c(t-s)2^j}.$$ 

We decompose the integration for $t$ into two parts: (1) $\int_{2^{-2-j'}}^{2^{-(2+1+j_s)}}$, (2) $\int_{2^{-2-j'}}^{t}$. We write the respective estimation by $a^e_{j,k,1}(t)$ and $a^e_{j,k,2}(t)$. Hence

$$|a^e_{j,k}(t)| \leq |a^e_{j,k,1}(t)| + |a^e_{j,k,2}(t)|.$$ 

For the first part, we have

$$|a^e_{j,k,1}(t)| \leq 2^j e^{-ct2^j} \int_{2^{-2-j'}}^{2^{-(2+1+j_s)}} 2^{j_s} \sum_{|j - j'| \leq 3, k'' \geq j + j_s} |v^e_{j,k''}(s)| (1 + 2^{j-j'} k' - k''')^{-N} ds \frac{1}{p}.$$ 

We choose $\tau$ satisfying $0 < \tau < \min(m + \frac{1}{2}, \frac{1}{p})$. By Cauchy-Schwartz inequality,

$$|a^e_{j,k,1}(t)| \leq 2^j e^{-ct2^j} \left( \int_{2^{-2-j'}}^{2^{-(2+1+j_s)}} s^{-p\tau} ds \right)^{\frac{1}{p}} \times \left[ \int_{2^{-2-j'}}^{2^{-(2+1+j_s)}} 2^{j_s} \sum_{|j - j'| \leq 3, k'' \geq j + j_s} |v^e_{j,k''}(s)| (1 + 2^{j-j'} k' - k''')^{-N} s^{p\tau} ds \right] \frac{1}{p} \leq 2^j 2^{-2j(\frac{1}{p} - \tau)} e^{-ct2^j} \times \left[ \int_{2^{-2-j'}}^{2^{-(2+1+j_s)}} 2^{j_s} 2^{-2j_s} \sum_{|j - j'| \leq 3, k'' \geq j + j_s} |v^e_{j,k''}(s)| (1 + 2^{j-j'} k' - k''')^{-N} ds \right] \frac{1}{p}.$$
Since $2m + 1 - 2\tau > 0$, we get

$$
\sum_{j' \geq j} 2^{2mp(j' - j)} 2^{j' p(\frac{4}{p} - 1)} \sum_{e', k'} \left| a_{j', k'}^{e', 1}(t) \right|^p
\leq \sum_{j' \geq j} 2^{2mp(j' - j)} 2^{j' p(\frac{4}{p} - 1)} e^{-c p t 2^{j' / p}}
\times \sum_{e', k'} \int_{2^{2j'} - 2}^{2^{2(j' + 1)}} 2^{j'} 2^{2j'} \sum_{j' \geq 3} \sum_{\varepsilon, \kappa''} \left| \nu_{j, \kappa''}^\varepsilon(s) \right|^p \left( 1 + \left| 2^{j' - j} k' - k'' \right|^N \right) dt
\leq \sum_{j' \geq j} 2^{2mp(j' - j)} 2^{j' p(\frac{4}{p} - 1)} e^{-c p t 2^{j' / p}}
\times \sum_{j' \geq j} 2^{j'} \sum_{j' = j} 2^{j'} \sum_{\varepsilon, \kappa''} \left| \nu_{j, \kappa''}^\varepsilon(s) \right|^p \left( 1 + \left| 2^{j' - j} k' - k'' \right|^N \right) dt
\leq \sum_{j' \geq j} 2^{2mp(j' - j)} e^{-c p t 2^{j' / p}} \leq C.
$$

For the second part, we obtain

$$
\left| a_{j', k'}^{e', 1}(t) \right|
\leq 2^{j'} \int_{2^{2j'} - 2}^{2^{j' + 1}} 2^{j'} \sum_{\varepsilon, \kappa''} \left| \nu_{j, \kappa''}^\varepsilon(s) \right|^p \left( 1 + \left| 2^{j' - j} k' - k'' \right|^N \right) e^{-c (t-s) 2^{j' / p}} ds
\leq 2^{j + j'} \int_{2^{2j'} - 2}^{2^{j' + 1}} \left[ \sum_{\varepsilon, \kappa''} \left| \nu_{j, \kappa''}^\varepsilon(s) \right|^p \left( 1 + \left| 2^{j' - j} k' - k'' \right|^N \right) \right]^{\frac{1}{p}} ds
$$
\[ \times e^{-c(t-s)2^{2j}} ds \]
\[ \leq 2^{j + j_1} \left[ \int_{2^{-2(1+j_1)}}^{\epsilon'} \sum_{|j - j'| \leq 3} \sum_{j \geq 2 + j_1} |\phi_{j,k''}'(s)|^p \left(1 + |2^{j-j'}k' - k''|\right)^{-N} e^{-c(t-s)2^{2j}} ds \right]^{\frac{1}{p}} \]
\[ \times \left( \int_{2^{-2(1+j_1)}}^{\epsilon'} e^{-c(t-s)2^{2j'}} ds \right)^{\frac{1}{p'}} \]
\[ \leq 2^{(1 - \frac{1}{p'})j} + j_1 \]
\[ \left. \times \left[ \int_{2^{-2(1+j_1)}}^{\epsilon'} \sum_{|j - j'| \leq 3} \sum_{j \geq 2 + j_1} |\phi_{j,k''}'(s)|^p (1 + |2^{j-j'}k' - k''|)^{-N} e^{-c(t-s)2^{2j'}} ds \right]^{\frac{1}{p'}} \right. \]

Hence
\[ \sum_{j \geq j_1} 2^{2mp(j-j_1)} 2^{j'p\left(\frac{3}{2} - \frac{3}{p}\right)} \sum_{j \geq 2 + j_1} |\phi_{j,k}^2(j)|^p \]
\[ \leq \sum_{j \geq j_1} 2^{2mp(j-j_1)} 2^{j'p\left(\frac{3}{2} - \frac{3}{p}\right)} 2^{j_1 p j_1} \int_{2^{-2(1+j_1)}}^{\epsilon'} \sum_{|j - j'| \leq 3} \sum_{j \geq 2 + j_1} |\phi_{j,k''}'(s)|^p \]
\[ \times (1 + |2^{j-j'}k' - k''|)^{-N} e^{-c(t-s)2^{2j'}} ds \]
\[ \leq \sum_{j \geq j_1} 2^{2mp(j-j_1)} 2^{j'p\left(\frac{3}{2} - \frac{3}{p}\right)} 2^{j_1 p j_1} \int_{2^{-2(1+j_1)}}^{\epsilon'} \sum_{|j - j'| \leq 3} \sum_{j \geq 2 + j_1} |\phi_{j,k''}'(s)|^p e^{-c(t-s)2^{2j'}} ds. \]

We write the integration \( \int_{2^{-2(1+j_1)}}^{\epsilon'} \) into two parts. We take supremum of \( \sum_{\epsilon, k''} |\phi_{j,k''}'(s)|^p \) for \( 2^{-2(1+j_1)} \leq s < 2^{-2j_1} \) and \( 2^{-2j_1} \leq s < t \), then we get the desired estimation.

5.2. Proof of (ii) of Lemma 4.2. We come to prove the following term belongs to \( Y_m^p \).
\[ \int_0^\epsilon A_{l,f,p}^l \left( \sum_{j \geq 2 + j_1} Q_{j,h}Q_{j,v} \right) ds. \]

We consider first the indices where \( \epsilon = 0 \). Note that
\[ a_{j_1,k'}(t) = \int_0^\epsilon \left( \sum_{j \geq 2 + j_1} u_{j,k''}'(s) v_{j,k''}'(s) \Phi_{j,k''}(x) \Phi_{j,k''}(x), A_{l,f,p}^l \Phi_{j,k'}(x) \right) ds. \]
By Lemma 2.7, we get

\[ |a_{j,k}^0(t)| \leq 2^{j + \frac{2m}{p}} \sum_{0 \leq j \leq 2 + j_0, k_0, e, e'} \int_0^t \left| u_{j,k}^e(s) \right| \left| v_{j,k}^{e'}(s) \right| (1 + |k - k'|)^{-N} \left(1 + |2^{j-j}k - k'| \right)^{-n-1} ds\]

\[ \leq 2^{j + \frac{2m}{p}} \sum_{j \geq 1 + j_0} \int_{2^{-2j - 2}}^{2^{-2j'}} \sum_{j_0 \geq 2 + j_0} a_{j,k,k'}(s) ds + 2^{j + \frac{2m}{p}} \sum_{j \geq 2 + j_0} \sum_{j_0 \leq 2 + j_0} a_{j,k,k'}(s) ds\]

\[ \equiv a_{j_0,k,k'}^{0,1}(t) + a_{j_0,k,k'}^0(t).\]

Denote \( v_{j,k}^{e'}(s) = \sum_{k' \in \mathbb{Z}^n} |v_{j,k}^{e'}(s)|(1 + |k - k'|)^{-N}. \) This quantity satisfies the same estimation as \( |v_{j,k}^{e'}(s)|. \) For \( 2^{-2j' - 2} \leq s \leq 2^{-2j'}, \) we deduce

\[ a_{j,k,k'}(s) = \sum_{k_0, e} |u_{j,k}^e(s)| \left| v_{j,k}^{e'}(s) \right| (1 + |2^{j-j}k - k'|)^{-n-1}\]

\[ \leq 2^{\frac{2m}{p} - (j-j)n} \left[ \sum_{k_0, e} |u_{j,k}^e(s)|^p \left(1 + |2^{j-j}k - k'| \right)^{-n-1} \right]^\frac{1}{p}\]

\[ \times \left[ \sum_{k_0, e} |v_{j,k}^{e'}(s)|^p \left(1 + |2^{j-j}k - k'| \right)^{-n-1} \right]^\frac{1}{p}.\]

Since \( \left( \sum_{k_0, e} \left| v_{j,k}^{e'}(s) \right|^p \right)^\frac{1}{p} \leq 2^{2m_j} 2^{(1 - \frac{2}{p} - 2m_j)}, \) we know that

\[ a_{j,k,k'}(s) \leq 2^{\frac{2m}{p} - n j_0} 2^{2m_j} 2^{(1 - \frac{2}{p} - 2m_j)} \left[ \sum_{k_0, e} |u_{j,k}^e(s)|^p \left(1 + |2^{j-j}k - k'| \right)^{-n-1} \right]^\frac{1}{p}.\]

Take small positive \( \delta, \) we obtain

\[ \sum_{j \geq 3 + j_0} a_{j,k,k'}(s) \leq \left( \sum_{j \geq 3 + j_0} 2^{\delta(j-j)} \left| a_{j,k,k'}(s) \right|^p \right)^\frac{1}{p}.\]

Choose small positive \( \delta', \)

\[ 2^{p j_0(\delta - 1)} \sum_{k_0' \in \mathbb{Z}^n} \left| a_{j_0,k,k'}^{0,1}(t) \right|^p\]

\[ \leq 2^{m_j} \sum_{k_0' \in \mathbb{Z}^n} \sum_{j' \geq 1 + j_0} 2^{\delta'(j' - j_0)} \left( \int_{2^{-2j'}}^{2^{-2j''}} \sum_{j \geq 3 + j_0} a_{j,k,k'}(s) ds \right)^p.\]
\begin{align*}
&\leq 2^{m_j} \sum_{j' \geq 1+j_i} 2^{p\delta' (j - j_i)} 2^{-2/j^i(p-1)} \left( \sum_{j \geq 3+j'} a_{j,j',k}(s) \right)^p ds \\
&\leq 2^{m_j} \sum_{j' \geq 1+j_i} 2^{p\delta' (j - j_i)} 2^{-2/j^i(p-1)} \left( \sum_{j \geq 3+j'} 2^{p\delta(j - j')} |a_{j,j',k}(s)| \right)^p ds \\
&\leq 2^{m_j} \sum_{j' \geq 1+j_i, j \geq 3+j'} 2^{p\delta' (j - j_i)} 2^{p\delta(j - j')} 2^{-2/j^i(p-1)} \left( \sum_{j \geq 3+j'} |a_{j,j',k}(s)| \right)^p ds.
\end{align*}

Further, \( A_{j,j'}^{p,m} = 2^{m(pj - j')} 2^{j\eta(p - 1)} \sup_{1 \leq j < \eta} \sum |a_{j,k}^e(t)|^p \). For \( 2^{-2/j^i} \leq s < 2^{-2/j^i} \), we know

\[ \sum_{k' \in \mathbb{Z}^n_j} |a_{j,j',k'}(s)|^p \leq 2^{-(p-2m)j'} 2^{(1 + \frac{\eta(p - 1)}{2} - 2m)p} \sum_{k,e} |a_{j,k}^e(t)|^p \]

\[ \leq 2^{-(p-2m)j'} 2^{4m(pj - j')} 2^{2(\frac{\eta(p - 1)}{2} - 4m)p} j^p A_{j,j'+1}^{p,m}. \]

Thus,

\[ 2^{p\eta(j - j_i)} \sum_{k' \in \mathbb{Z}^n} \left| a_{j,k'}^{(0,1)}(t) \right|^p \]

\[ \leq 2^{2n_j} \sum_{j' \geq 1+j_i} 2^{p\delta' (j - j_i)} 2^{-2/j^i(p-1)} \left( \sum_{j \geq 3+j'} 2^{4m(pj - j')} 2^{(2 + \frac{\eta(p - 1)}{2} - 4m)p} j^p A_{j,j'+1}^{p,m} ds \right) \]

\[ \leq 2^{2n_j} \sum_{j' \geq 1+j_i} 2^{p\delta' (j - j_i)} 2^{-2/j^i(p-1)} 2^{4m(pj - j')} 2^{2(\frac{\eta(p - 1)}{2} - 4m)p} j^p 2^{-2/j^i} j^p A_{j,j'+1}^{p,m} \]

\[ = 2^{2n_j} \sum_{j' \geq 1+j_i} 2^{p\delta' (j - j_i) - 2n_f' + 2(2 + \frac{\eta(p - 1)}{2} - 4m)p(j - j')} A_{j,j'+1}^{p,m}. \]

We know \( \sum_{j \geq j'} A_{j,j'}^{p,m} < \infty \). For \( 0 < \delta < \frac{2m}{p} + 4m - 2 \) and \( p\delta' < 2n \), we get

\[ 2^{p\eta(j - j_i)} \sum_{k' \in \mathbb{Z}^n} \left| a_{j,k'}^{(0,1)}(t) \right|^p \leq C. \]

For \( 2^{-2/j^i} \leq s \leq t \), we obtain

\[ a_{j,k}(s) = \sum_{k,e} |u_{j,k}^e(s)| |v_{j,k}^e(s)| \left( 1 + |2^{j-j'k} - k'| \right)^{-n-1} \]

\[ \leq \left[ \sum_{k,e} |u_{j,k}^e(s)|^p \left( 1 + |2^{j-j'k} - k'| \right)^{-n-1} \right]^{\frac{1}{p}} \left[ \sum_{k,e} |v_{j,k}^e(s)|^p \left( 1 + |2^{j-j'k} - k'| \right)^{-n-1} \right]^{\frac{1}{p}} \]

\[ \times \left[ \sum_k \left( 1 + |2^{j-j'k} - k'| \right)^{-n-1} \right]^{\frac{1}{p}} \]
Hence a same estimation as $|a_{j,k}'|^{1/p} \leq 2^{n-2} (2^{j-1} - k')^{n-1}.

Similarly, we have the desired estimation for $a_{j,k}(t)$.

Then we consider the indices where $\epsilon' \neq 0$.

$$a_{j,k}(t) = \int_0^t \sum_{j} \sum_{\epsilon, \epsilon' \in \mathbb{R}} u_{j,k}(s) \left| \Phi_{j,k}(x) \Phi_{j,k'}(x) A_{l,r} \right| ds.$$

Note that the following properties on the support of Fourier transform:

$$\text{Supp} \Phi_{j,k} \subset \{ |\xi_i| \leq \frac{16\pi}{3} \cdot 2^j, \forall i = 1, \ldots, n \},$$

$$\text{Supp} \Phi_{j,k'} \subset \left\{ |\xi_i| \leq \frac{4\pi}{3} \cdot 2^j, \text{if } \epsilon_i = 0; \frac{2\pi}{3} \cdot 2^j \leq |\xi_i| \leq \frac{8\pi}{3} \cdot 2^j, \text{if } \epsilon_i = 1 \right\}.$$

Hence

$$|a_{j,k}(t)| \leq \int_0^t \sum_{j} \sum_{\epsilon, \epsilon' \in \mathbb{R}} u_{j,k}(s) \left| \Phi_{j,k}(x) \Phi_{j,k'}(x) A_{l,r} \right| ds.$$

Denote $\tilde{v}_{j,k}'(s) = \sum_{k'} |v_{j,k'}(s)| (1 + |k - k'|)^{-N}$. This quantity satisfies the same estimation as $|v_{j,k}'(s)|$. For $2^{-2j'} \leq s \leq 2^{2j'}$, since

$$\left( \sum_{k, \tilde{e}} |\tilde{v}_{j,k}(s)|^{p} \right)^{1/p} \leq 2^{m_j} \cdot 2^{(1 - \frac{2}{2} - 2m_j)},$$

we deduce

$$a_{j,k}(s) = \sum_{k, \tilde{e}} |u_{j,k}(s)| \left| \tilde{v}_{j,k}(s) \right| (1 + |2^{j-k} - k'|)^{n-1}$$

$$\leq 2^{\frac{n-2}{p} (j-1)n} \left[ \sum_{k, \tilde{e}} |u_{j,k}(s)|^p (1 + |2^{j-k} - k'|)^{n-1} \right]^{1/p} \left[ \sum_{k, \tilde{e}} |\tilde{v}_{j,k}(s)|^p (1 + |2^{j-k} - k'|)^{n-1} \right]^{1/p}$$

$$\leq 2^{\frac{n-2}{p} n j} 2^{2m_j} \cdot 2^{(1 - \frac{2}{2} - 2m_j) j} \left[ \sum_{k, \tilde{e}} |u_{j,k}(s)|^p (1 + |2^{j-k} - k'|)^{n-1} \right]^{1/p}.$$
Accordingly,\[ a_{j,k}^e(t) = a_{j,k}^e,1(t) + a_{j,k}^e,2(t) + a_{j,k}^e,3(t), \]

Denote\[ \left| a_{j,k}^e,1(t) \right| = \sum_{j'=j-3}^{+\infty} \int_{2^{-j/2}}^{2^{j/2}} \sum_{j''=2+j, j'' \geq 2+j} a_{j,j',j'',k'}(s) 2^{(2+1)j'} e^{-c(t-s)2^{j'/2}} ds, \]

\[ \left| a_{j,k}^e,2(t) \right| = \sum_{j'=2+j}^{j-4} \int_{2^{-j/2}}^{2^{j/2}} \sum_{j''=2+j, j'' \geq 2+j} a_{j,j',j'',k'}(s) 2^{(2+1)j'} e^{-c(t-s)2^{j'/2}} ds, \]

\[ \left| a_{j,k}^e,3(t) \right| = \int_{2^{-(2+j)+j}}^{t} \sum_{j''=2+j, j'' \geq 2+j} a_{j,j',j'',k'}(s) 2^{(2+1)j'} e^{-c(t-s)2^{j'/2}} ds. \]

Hence\[ \left| a_{j,k}^e(t) \right| \leq \left| a_{j,k}^e,1(t) \right| + \left| a_{j,k}^e,2(t) \right| + \left| a_{j,k}^e,3(t) \right|. \]

For the first, we obtain\[ \left| a_{j,k}^e,1(t) \right| \leq \sum_{j'=j-3}^{+\infty} \int_{2^{-j/2}}^{2^{j/2}} \sum_{j''=2+j}^{2^{j'/2}} a_{j,j',j'',k'}(s) 2^{(2+1)j'} e^{-ct2^{j'/2}} ds \]

\[ \leq 2^{(2+1)j} e^{-ct2^{j'/2}} \sum_{j'=j-3}^{+\infty} \int_{2^{-j/2}}^{2^{j/2}} \left\{ \sum_{j''=2+j}^{2^{j'/2}} 2^{p \delta(j-\frac{j'}{2})} \left| a_{j,j',j'',k'}(s) \right|^p \right\} \frac{1}{p} ds \]

\[ \leq 2^{(2+1)j} e^{-ct2^{j'/2}} \sum_{j'=j-3}^{+\infty} 2^{-j'/2} \int_{2^{-j/2}}^{2^{j/2}} \left\{ \sum_{j''=2+j}^{2^{j'/2}} 2^{p \delta(j-\frac{j'}{2})} \left| a_{j,j',j'',k'}(s) \right|^p ds \right\} \frac{1}{p} \]

\[ \leq 2^{(2+1)j} e^{-ct2^{j'/2}} \cdot \left\{ \sum_{j'=j-3}^{+\infty} 2^{p \delta(j-\frac{j'}{2})} \int_{2^{-j/2}}^{2^{j/2}} 2^{-j'/2} \sum_{j''=2+j}^{2^{j'/2}} 2^{p \delta(j-\frac{j'}{2})} \left| a_{j,j',j'',k'}(s) \right|^p ds \right\} \frac{1}{p}. \]

Accordingly,\[ \sum_{j'=j}^{+\infty} \int_{2^{-j/2}}^{2^{j/2}} 2^{p \delta(j-\frac{j'}{2})} \sum_{(e',k') \in \Gamma} \left| a_{j,k}^e,1(t) \right|^p \]

\[ \leq \sum_{j'=j}^{+\infty} \int_{2^{-j/2}}^{2^{j/2}} 2^{p \delta(j-\frac{j'}{2})} \sum_{(e',k') \in \Gamma} \sum_{j''=2+j}^{2^{j'/2}} 2^{p \delta(j-\frac{j'}{2})} 2^{-2j'(p-1)} \]

\[ \times \int_{2^{-j/2}}^{2^{j/2}} \sum_{j''=2+j}^{2^{j'/2}} 2^{p \delta(j-\frac{j'}{2})} \left| a_{j,j',j'',k'}(s) \right|^p ds \]

\[ = \sum_{j'=j}^{+\infty} 2^{p \delta(j-\frac{j'}{2})} \int_{2^{-j/2}}^{2^{j/2}} 2^{p \delta(j-\frac{j'}{2})} e^{-ct2^{j'/2}} \sum_{j''=2+j}^{2^{j'/2}} 2^{p \delta(j-\frac{j'}{2})} 2^{-2j'(p-1)} \]
\[
\times \int_{2^{-2j'}}^{2^{2-j'}} \sum_{j_j \geq 2^j'} 2^{p\delta(j-j')} \sum_{(\epsilon,\epsilon') \in \Gamma} |a_{j,\epsilon,\epsilon'j',\epsilon'}(s)|^p ds
\]

\[
\leq \sum_{j_j \geq j_j} 2^{2mq(j-j_j)} 2^{j_j q(\frac{q}{2}-1)} 2^{(\frac{q}{2}+1)j_j} e^{-c\rho t2^{j_j}} \sum_{j_j'=j_j-3}^{+\infty} 2^{p\delta'(j_j'-j')} 2^{2j_j'(p-1)}
\times \int_{2^{-2j'}}^{2^{2-j'}} \sum_{j_j \geq 2^j'} 2^{p\delta(j-j')} 2^{-(p-2)j_j} 2^{mpj_j'} 2^{(1+\frac{q}{2}-\frac{2a}{p}-2m)p_j} ds
\times \sum_{(\epsilon,\epsilon') \in \Gamma} \sum_{k,\epsilon} |u_{j,k}^\epsilon(s)|^p \left(1 + |2^{j_j-k} - k'|\right)^{-\eta-1} ds
\]

Denote \( A_{j,j'}^{p,m}(u) = 2^{2mp(j-j')} 2^{jp\left(\frac{q}{2}-1\right)} \sup_{1 \leq 2^{j_j} < 4} \sum_{(\epsilon,\epsilon') \in \Gamma} |u_{j,k}^\epsilon(t)|^p \). For \( 2^{-2j'} \leq s < 2^{2-2j'} \), we know that

\[
\sum_{j_j \geq j_j} 2^{2mq(j-j_j)} 2^{j_j q(\frac{q}{2}-1)} \sum_{(\epsilon,\epsilon') \in \Gamma} |a_{j,\epsilon,\epsilon'j',\epsilon'}^1(t)|^p
\]

\[
\sum_{j_j \geq j_j} 2^{2mq(j-j_j)} 2^{j_j q(\frac{q}{2}-1)} 2^{(\frac{q}{2}+1)j_j} e^{-c\rho t2^{j_j}} \sum_{j_j'=j_j-3}^{+\infty} 2^{p\delta'(j_j'-j')} 2^{2j_j'(p-1)} \int_{2^{-2j'}}^{2^{2-j'}}
\times \sum_{j_j \geq 2^j'} 2^{p\delta(j-j')} 2^{-(p-2)j_j} 2^{mpj_j'} 2^{(1+\frac{q}{2}-\frac{2a}{p}-2m)p_j} 2^{mp(j_j'-j')} 2^{pj_j'} A_{j,j'}^{p,m}(u) ds
\]

\[
\sum_{j_j \geq j_j} 2^{2mq(j-j_j)} 2^{j_j q(\frac{q}{2}-1)} 2^{(\frac{q}{2}+1)j_j} e^{-c\rho t2^{j_j}} \sum_{j_j'=j_j-3}^{+\infty} 2^{p\delta'(j_j'-j')} 2^{2j_j'(p-1)} 2^{-2j''}
\times \sum_{j_j \geq 2^j'} 2^{p\delta(j-j')} 2^{-(p-2)j_j} 2^{mpj_j'} 2^{(1+\frac{q}{2}-\frac{2a}{p}-2m)p_j} 2^{mp(j_j'-j')} 2^{pj_j'} A_{j,j'}^{p,m}(u)
\]

\[
\sum_{j_j \geq j_j} 2^{2mq(j-j_j)} 2^{j_j q(\frac{q}{2}-1)} 2^{(\frac{q}{2}+1)j_j} e^{-c\rho t2^{j_j}} \sum_{j_j'=j_j-3}^{+\infty} 2^{p\delta'(j_j'-j')} 2^{2j_j'(p-1)} 2^{-2j''}
\times \sum_{j_j \geq 2^j'} 2^{p\delta(j-j')} 2^{mp(j_j'-j')} 2^{pj_j'} A_{j,j'}^{p,m}(u)
\]

\[
\times \sum_{j_j \geq j_j} 2^{2mq(j-j_j)} 2^{j_j q(\frac{q}{2}-1)} 2^{(\frac{q}{2}+1)j_j} e^{-c\rho t2^{j_j}} \sum_{j_j'=j_j-3}^{+\infty} 2^{p\delta'(j_j'-j')} 2^{2j_j'(p-1)} 2^{-2n_j} 2^{-(p-2)n_j}
\times \sum_{j_j \geq 2^j'} 2^{p\delta(j-j')} 2^{4mp+2n-2p(j_j'-j')} A_{j,j'}^{p,m}(u).
\]
For $4mp + 2n > p(2 + \delta)$, we get
\[
\sum_{j' \geq j} 2^{2mp(j')-j_i} 2^{j'} q(\frac{q}{4}-1) \sum_{(\ell', k') \in \Gamma} |a_{\ell', k'}^{j'}(t)|^p
\leq \sum_{j' \geq j} 2^{2mp(j')-j_i} 2^{j'} p(j')^{\frac{q}{4}+1} p(j') e^{-c\rho t 2^{j'}} \sum_{j'' = j'}^{+\infty} 2^{p\delta'(j''-j')} 2^{-2n j'' 2^{-(p-2)n j_i}}.
\]

For $p\delta' < 2n$ and $p = q$, we deduce
\[
\sum_{j' \geq j} 2^{2mp(j')-j_i} 2^{j'} q(\frac{q}{4}-1) \sum_{(\ell', k') \in \Gamma} |a_{\ell', k'}^{j'}(t)|^p
\leq \sum_{j' \geq j} 2^{2mp(j')-j_i} 2^{j'} p(j')^{\frac{q}{4}+1} p(j') e^{-c\rho t 2^{j'}} 2^{-2n j'' 2^{-(p-2)n j_i}}
\leq \sum_{j' \geq j} 2^{2mp+p(n-2n)(j'-j_i)} e^{-c\rho t 2^{j'}} \lesssim C.
\]

Similarly, we obtain
\[
\sum_{j' \geq j} 2^{2mp(j')-j_i} 2^{j'} p(j')^{\frac{q}{4}+1} \sum_{(\ell', k') \in \Gamma} |a_{\ell', k'}^{j', 2}(t)|^p
\leq \sum_{j' \geq j} 2^{2mp(j')-j_i} 2^{j'} p(j')^{\frac{q}{4}+1} p(j') e^{-c\rho t 2^{j'}} \sum_{j'' = j'}^{+\infty} 2^{p\delta'(j''-j')} 2^{-2n j'' 2^{-(p-2)n j_i}}
\times \sum_{j \geq 2 + j''} 2^{p\delta(j-j'')} 2^{(4mp+2n-2p)(j''-j_i)} A_{j, j''}^{p, m, n}
\leq \sum_{j' \geq j} 2^{2mp(j')-j_i} 2^{j'} p(j') e^{-c\rho t 2^{j'}} \sum_{j'' = j'}^{+\infty} 2^{p\delta'(j''-j')} 2^{-2n j'' 2^{-(p-2)n j_i}}
\leq \sum_{j' \geq j} 2^{2(n+2\delta')}(j'-j_i) e^{-c\rho t 2^{j'}} \lesssim C.
\]

As for $a_{j', k'}^{j', 3}(t)$, the proof is similar and more simple. We omit the details.

5.3. Proof of (iii) of Lemma 4.2 We estimate the norm of the third term
\[
\int_0^t A_{l, l', m'}^{r, s, j}(III_{a, b}) ds.
\]
We consider first the indices where $\varepsilon = 0$. Note that

$$a_{j,k}(t) = \int_{0}^{t} \left( \sum_{k,k'} u_{j,k}(s) v_{j,k'}(s) \Phi_{j,k}(x) \Phi_{j,k'}(x), A_{j,k'}(\Phi_{j,k'}) \right) ds.$$ 

Denote $|v_{j,k}(s)| = |v_{j,k}(s)|(1 + |k - k'|)^{-N}$. Applying the estimates in Lemma 2.1 as we did in Lemma 2.7 we get

$$|a_{j,k}(t)| \lesssim 2^{j + \frac{\mu}{p}} \int_{0}^{t} \left[ \sum_{k} |u_{j,k}(s)| \right] \left[ \sum_{k} |v_{j,k}(s)| \right] \left[ (1 + |k - k'|)^{-N} \right] ds$$ 

$$= 2^{j \left( 1 + \frac{\mu}{p} - \frac{\delta}{2} \right)} \int_{0}^{t} \left[ \sum_{k} |u_{j,k}(s)| \right] \left[ (1 + |k - k'|)^{-N} \right] ds.$$ 

Take $p' = \frac{p}{p-1}$, $p' \tau < 1$, $\delta = \frac{\tau}{2}(1 - p' \tau)$ and $p \tau = p - 1 - \frac{\delta}{2}$, we have

$$|a_{j,k}(t)| \lesssim 2^{j \left( 1 + \frac{2\mu}{p} - \frac{\delta}{2} \right)} \int_{0}^{t} \left[ \sum_{k} |u_{j,k}(s)| \right] \left[ (1 + |k - k'|)^{-N} \right] ds$$ 

$$\lesssim 2^{j \left( 1 + \frac{2\mu}{p} - \frac{\delta}{2} \right)} \left[ \int_{0}^{t} 2^{\left( \frac{\mu}{p} - 1 + \frac{2\mu}{p} - \frac{\delta}{2} \right)pj_{j,k}(s)} ds \right]^{\frac{p}{p'}}$$ 

$$\times \left( \int_{0}^{t} s^{-p' \tau} ds \right)^{\frac{1}{p'}}$$ 

$$\lesssim 2^{j \left( 1 + \frac{2\mu}{p} - \frac{\delta}{2} \right)} \left[ \int_{0}^{t} 2^{\left( \frac{\mu}{p} - 1 + \frac{2\mu}{p} - \frac{\delta}{2} \right)pj_{j,k}(s)} ds \right]^{\frac{p}{p'}}$$ 

$$\times \left[ \int_{0}^{t} 2^{\left( \frac{\mu}{p} - 1 + \frac{2\mu}{p} - \frac{\delta}{2} \right)pj_{j,k}(s)} ds \right]^{\frac{p}{p'}}$$
Only the case

Hence

Then we consider the indices where \( \epsilon \neq 0 \).

Note that \( \text{Supp} \Phi_{j,k}^0 \subset \{ |\xi_i| \leq \frac{4\pi}{3} \cdot 2^j, \forall i = 1, \ldots, n \} \) implies

Further,

Only the case \( j_s \geq j' - 1, \)

Depending on the value of \( j' \), we estimate it in two cases: (i) \( j_s \leq j' \leq 2 + j_s "; (ii) \ j' \geq 3 + j_s \). By similarity, we consider only the later. For \( j' \geq 3 + j_s \),

\[
|a_{j',k}^\epsilon(t)| \leq 2^{j' + \frac{\nu_j}{2}} \int_0^t \sum_{k} |u_{j,k}^0(s)| |v_{j',k'}(s)| (1 + |k - k'|)^{-N} \times (1 + |2^{j-j_k} k - k'|)^{-N} e^{-c2^{j'}} ds \\
\leq 2^{j' + \frac{\nu_j}{2}} e^{-c2^{j'}} \int_0^t \sum_{k} |u_{j,k}||v_{j',k}| (1 + |2^{j-j_k} k - k'|)^{-N} ds
\]
The iteration process has the following properties:

(i) If $\mathbf{a}$ is in $(X(\mathbb{R}^n))^n$, then $e^{t\Delta} \mathbf{a}(x)$ belongs to $(Y(\mathbb{R}^{1+n}))^n$.

(ii) The bilinear operator

$$B(u, v) = \int_0^t e^{(t-s)\Delta} \nabla (u \otimes v) \, ds$$
is bounded from \((Y(\mathbb{R}^{1+n}))^n \times (Y(\mathbb{R}^{1+n}))^n\) to \((Y(\mathbb{R}^{1+n}))^n\).

With the initial data being small in \((X(\mathbb{R}^n))^n\), we get a contraction mapping on \((Y(\mathbb{R}^{1+n}))^n\). The fixed point theorem implies that there exists a unique mild solution of (1.1) in \((Y(\mathbb{R}^{1+n}))^n\). Regarding the well-posedness results of the Navier-Stokes equations, the differences in the way we deal with it are the choice of initial value space, the choice of solution space reflecting the structure of the solution, and the method of proving the continuity of (i) and (ii) above.

Remark 6.1. The main purpose of this paper is to explore the internal harmonic analysis structure of the solution of the equations (1.1). The initial data space \((X(\mathbb{R}^n))^n\) is taken as the usual critical Besov spaces \(\dot{B}^{\frac{n}{p}-1,p}_p\). But the structure of the solution space is different. Usually, we find solution in the subspace of \(L^\infty((\dot{B}^{\frac{n}{p}-1,p}_p)^n)\). Further, all the previous solution spaces belong to the intersection of two spaces with different norms. The solution space here is the space defined by the decaying property of the norm of the derivative of a given order over time. With the help of Gevrey class in [2], our solution can also be given in terms of analytic or decaying properties of the infinitely smooth norm.

Based on the present results, there are at least two differences between the fractional equation and the classical equation. For the latter, firstly, it is still not known whether Bloch space is well-posed; Secondly, the solution space is the intersection of two different norm spaces. At first we did not expect that the decaying property of a single norm with respect to time based on the space-time structure would match the classical equation. Building on the new ideas in the previous sections, our other ideas about the well-posedness Theorem 1.1 are also based on the traditional idea of mild solutions. Let us prove Theorem 1.1.

Proof. (i) Given \(n < p < \infty\) and \(m > 0\). By Theorem 3.4, we know, if \(f \in B^{\frac{n}{p}-1,p}_p\), then \(e^{t\Delta}f \in Y^p_m\).

(ii) For all \(l, l', l'' = 1, \cdots, n\), let \(B_l(u, v)\) and \(B_{l',l''}^{(p)}(u, v)\) be defined in the equations (4.1) and (4.2) respectively. By Theorem 4.1, we know that all \(B_l(u, v), B_{l',l''}^{(p)}(u, v)\) are bounded from \(Y^p_m \times Y^p_m\) to \(Y^p_m\). These imply that the bilinear operator

\[
B(u, v) = \int_0^t e^{(t-s)\Delta}P\nabla(u \otimes v) ds
\]

is bounded from \((Y^p_m)^n \times (Y^p_m)^n\) to \((Y^p_m)^n\).

(iii) Hence, by Picard’s contraction principle, for small initial data in \((B^{\frac{n}{p}-1,p}_p)^n\), there exists a unique solution in \((Y^p_m)^n\). \(\Box\)
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