Constant-round Multi-party Quantum Computation for Constant Parties
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One of the central themes in classical cryptography is multi-party computation, which performs joint computation on multiple participants’ data while maintaining data privacy. The extension to the quantum regime was proposed in 2002, but despite two decades of research, the current state-of-the-art multi-party quantum computation protocol for a fixed number of parties (even 2 parties) requires unbounded rounds of communication, which greatly limit its practical usage. In this work, we propose the first constant-round multi-party quantum computation protocol for a fixed number of parties against specious adversaries, thereby significantly reducing the required number of rounds. Our work constitutes a key step towards practical implementation of secure multi-party quantum computation, and opens the door for practitioners to be involved in this exciting field. The result of our work has wide implications to quantum fidelity evaluation, quantum machine learning, quantum voting, and distributed quantum information processing.

Introduction

The quantum technology is able to significantly boost the security level of network communication, forming a vibrant field of quantum cryptography [1]. As the technology of pairwise quantum communication gradually reaches maturity both theoretically and experimentally [2–6], research on quantum networks with multiple nodes has gradually gained attention, and spurs a bunch of pioneering works on various quantum network tasks, including multi-node versions of quantum key distribution [7], quantum steering [8], quantum teleportation [9], and dense coding [10]. As it turns out, a quantum network with multiple nodes contains a much richer structure than its counterpart with two nodes [11], presenting both new challenges and interesting new physics under its belt. Moreover, quantum network serves as a powerful infrastructure and has strong connections to quantum computation [12], quantum metrology [13], clock synchronization [14] and distributed quantum computing [15]. Advances in quantum networks can foreseeably facilitate fast progress in these related fields.

So far, the quantum cryptography community has been mainly focused on quantum key distribution [1], an intrinsically two-node primitive. It is natural to wonder whether quantum technology can find an equally important privacy-preserving application in the quantum network setting. To this end, it is helpful to draw inspiration from the classical cryptology literature. In a classical network with multiple nodes, one of the central security goals is multi-party computation (MPC), which is closely related to many other security topics, including fully homomorphic encryption [16], coin tossing [17], oblivious transfer [18], bit commitment [19], user identification [20], authenticated key exchange [21], and zero-knowledge proofs [22]. As a motivation for MPC, consider the following scenario. Several employees want to vote on a controversial issue and only inform the manager whether a majority voted “yes” or not, keeping their individual opinions private. If there exists a trusted third-party, a potential solution is that the employees send their votes to the third-party and the third-party aggregates the votes and informs the manager the result, as shown in Fig. 1(A). However, in reality, there is often no such third-party trustable by all employees. Multi-party computation (MPC) aims to accomplish the task in this challenging setting, by somehow exchanging encrypted messages among these untrusted employees, as shown in Fig. 1(B). Mathematically, in MPC, $n$ parties aim to jointly compute a function $F$ on their private data $(x_1, x_2, \cdots, x_n)$, while not revealing their private data except which is absolutely needed to compute $F$. In other words, even if $n-1$ parties are dishonest and collude, they cannot learn the honest party’s input more than which can be inferred from their own inputs and the output $z = F(x_1, x_2, \cdots, x_n)$.

Multi-party computation is widely applicable to a vast number of situations where participants have sensitive information but do not trust each other, such as electronic transactions [23], auctions [24], and contract signing [25]. The notion of MPC is first initiated by Yao [26], who also proposed a two-party MPC protocol. Later, MPC is extended to multiple parties [27], which has round complexity linear in the depth of the circuit that computes $F$. The round number is reduced to a constant in [25] [29], which takes the MPC protocol in [27] as a subroutine. Recently, the round complexity for semi-honest adversaries is further reduced to two with the minimal assumption that a two-round oblivious transfer (OT) exists [30] [31]. It has also been shown that MPC with one round is impossible [32], hence two rounds are both necessary and sufficient for MPC against semi-honest ad-
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FIG. 1: Problem setting. (A) Several untrusted parties (black squares) send their private classical data to a trusted central node (white square), which subsequently outputs the result of a classical circuit \(F\) on the data. (B) Without a trusted node, these untrusted parties perform MPC to get the result, maintaining the property that their private data are hidden from each other. (C) Upgraded with private quantum data (circles), the parties perform MPQC to get the result of a quantum circuit \(F_Q\).

versaries. For malicious adversaries, it has been shown also recently that four rounds are both sufficient \([33,34]\) and necessary \([35]\) for secure MPC.

In a quantum network, by direct analogy, it is conceivable that multi-party quantum computation (MPQC) also plays a paramount role in quantum network security, and has wide applications to many quantum network tasks. Secure multi-party computation is first generalized to the quantum regime by Claude et al. \([36]\). The parties now hold quantum data \(\rho_i\) instead of classical data \(x_i\). A pictorial illustration of MPQC is shown in Fig. 1(C). Currently, both the best two-party MPQC \([37]\) and the best multi-party MPQC \([38]\) in terms of round complexity has round number linear in the quantum circuit depth \(d\), and hence are unbounded as the circuit depth grows. This is in stark contrast with Yao’s original secure two-party computation protocol, where only a constant number of rounds is needed. Following Yao’s paradigm, we design a constant-round two-party MPQC and a constant-round multi-party MPQC for a fixed number of parties against specious adversaries, significantly reducing the round requirement of MPQC.

Technically, our work exploits a tool called decomposable quantum random encoding (DQRE), which is a quantum analog of Yao’s garbled circuit in his constant-round two-party protocol construction. DQRE encrypts a quantum input \(\rho\) and a quantum function \(F_Q\) so that only the value of the function on this input \(F_Q(\rho)\) can be obtained from the encryption, but not the input \(\rho\) or the function \(F_Q\) themselves. Our two-party MPQC protocol takes the component DQRE as a black box, while our multi-party MPQC protocol uses DQRE in a non-black-box way. For the multi-party MPQC protocol, we also develop a technique, called “qubit flipping”, which maybe of independent interest. Since our work significantly reduces the round requirement of MPQC from an unbounded number to a constant, our work constitutes a significant step forward towards practical implementation of MPQC. As an application, our result also significantly cuts resource requirement in distributed quantum information tasks, including quantum fidelity evaluation \([39]\), quantum machine learning \([40]\), and quantum voting \([41]\), as these tasks can be instantiated as a MPQC problem.

Results

Before presenting our protocols, let us first give a formal definition of MPQC against specious adversaries. To begin with, let us give the definition of a specious adversary.

Definition 1 (Specious adversary \([37]\)). An adversary in a protocol is called specious if at every step of the protocol, it can transform its actual state to one that is indistinguishable from the ideal state.

From its definition, it can be seen that a specious adversary is a quantum analogue of a semi-honest adversary, which follows the protocol but is curious about honest parties’ inputs. Compared with an honest party, a specious adversary can in addition utilize an arbitrarily large quantum memory to store extra information, and eliminates this memory when it is called to be compared with the state if the adversary were honest.

We are now ready to give a definition for multi-party quantum computation against a specious adversary.

Definition 2 (MPQC against specious adversary). A multi-party quantum computation protocol for a quantum operation \(F\) on the quantum inputs \(x_1, x_2, \ldots, x_n\) of party 1, party 2, \ldots, party n respectively against a specious adversary satisfies the following properties:

1. At the end of the protocol, every party gets the result \(F(x_1, x_2, \ldots, x_n)\).

2. \(\epsilon\)-privacy: Throughout the protocol, every party is ignorant of all information except the final result \(F(x_1, x_2, \ldots, x_n)\) and its own input \(x_i\), i.e., for any specious party \(A\) holding the input \(x_i\), there is a simulator \(S\) that only takes \(x_i\) and \(F(x_1, x_2, \ldots, x_n)\) as inputs and simulates the view of \(A\) at every step of the protocol. That is, at every step of the protocol, for any distinguisher \(D\), the advantage that \(D\) can distinguish the view of \(A\) and the output of \(S\) is at most \(\epsilon\).

MPQC for Two Parties

In this section, we present the protocol of MPQC for two parties. An overview of the protocol is shown in Fig. 2. As it can be seen, the protocol relies on two cryptographic primitives, decomposable quantum random encoding (DQRE) and oblivious transfer (OT). Hence, we first recall their definitions:

Definition 3 (DQRE). A decomposable quantum random encoding of a quantum operation \(F\) and a quantum state \(x\) is a quantum state \(\hat{F}(x)\) that satisfies the following three properties:
Definition 4 (OT against specious adversaries). A DQRE scheme that has the following properties:

1. At the end of the protocol, Alice knows $y_b$.
2. At the end of the protocol, Alice knows nothing about $y_1-b$. More precisely, if Alice is the specious adversary, then there is a simulator $S_1$ that only takes $b$ and $y_b$ as inputs such that for any distinguisher, its advantage to distinguish Alice’s view and the output of the simulator is bounded above by $\epsilon$.
3. At the end of the protocol, Bob knows nothing about $b$. More precisely, if Bob is the specious adversary, then there is a simulator $S_2$ that only takes $y_0$ and $y_1$ as inputs such that for any distinguisher, its advantage to distinguish Bob’s view and the output of the simulator is bounded above by $\epsilon$.

Given a quantum-secure public-key encryption scheme, an OT protocol that is $\epsilon$-secure against a specious adversary exists (see Methods). In addition, DQRE exists given a quantum-secure pseudorandom generator:

Theorem 1 (Computational DQRE [42]). Let $\lambda$ denote the security parameter. Assume the existence of a pseudorandom generator against quantum adversary, there exists a DQRE scheme that has the following properties:

- The encoding can be computed by a $QNC^0$ circuit, which is a circuit of constant depth with bounded-arity gates and unbounded-arity quantum fan-out gates. A quantum fan-out gate performs the function $|x\rangle|y_1\rangle\cdots|y_n\rangle\rightarrow|x\rangle|y_1\oplus x\rangle\cdots|y_n\oplus x\rangle$. The decoding can be computed in polynomial time in $\lambda$ and the circuit size $s$.
- For any polynomial $q$, there exists a negligible function $\epsilon$ such that the scheme is $\epsilon(\lambda)$-private for any $q(\lambda)$-size circuit.

Based on these two primitives, Protocol 1 presents the scheme of MPQC for two parties, as illustrated in Fig. 2(A). Here, the information $y_1-b$ is not given to Alice so that she will not know the value $F(\cdots,1-b,\cdots)$,
which is a quantity that cannot be always obtained from $F(\cdots, b, \cdots)$ and $b$. The security of the protocol is given in Theorem 2.

**Protocol 1 MPQC for Two Parties**

*Input:* The two parties are called Alice and Bob, who hold $x$ and $y$ respectively. The value they aim to compute is $F(x, y)$.

1: Alice sends her input qubits encrypted by quantum one-time pad (QOTP) [43] to Bob. That is, every Alice’s input qubit is applied $I, \sigma_x, \sigma_y, \sigma_z$ randomly.

2: Bob generates a DQRE, which includes a garbled circuit of $G$, labels of Alice’s encrypted input and QOTP key, and labels of Bob’s own input. The circuit $G$ decrypts Alice’s input with the QOTP key, and evaluates the function $F$ with Alice and Bob’s inputs, as illustrated in Fig. 2(B).

3: Bob sends the part of DQRE that he can compute to Alice, including $\hat{G}, Enc_k(x), \hat{y}$. Bob in addition sends the label-value correspondence for output wires.

4: Alice and Bob perform a classical OT for each bit of Alice’s QOTP key $k$, Alice chooses a value $b$ in $\{0, 1\}$ and selects the label $y_j$ from Bob such that $b$ is not known to Bob and Alice is ignorant of other labels, namely $y_j$ for $j \neq b$. Alice then gets the active label $\hat{k}$ of the QOTP key $k$ without knowing the inactive labels.

5: Alice calculates $\hat{G}(Enc_k(x), \hat{y}, \hat{k})$ to get $F(x, y)$, as illustrated in Fig. 2(C).

6: Alice sends the result $F(x, y)$ to Bob.

**Theorem 2.** Assuming the existence of a quantum-secure public-key encryption scheme and a quantum-secure pseudorandom number generator, Protocol 1 achieves constant-round two-party quantum computation.

*Proof sketch.* Let us consider Bob first. The only inputs that Bob receives from Alice is Alice’s encrypted inputs in the first round, and the messages from Alice during the OT protocol. By the definition of OT, Bob knows nothing about Alice during OT. In addition, it can be shown that the encrypted inputs from Alice in the first round also contain no information (see Supplementary Materials). Bob’s simulator is as follows. In the first step, the simulator outputs random quantum strings. In the second step, the simulator just outputs what the simulator $S_2$ in OT outputs. The case of Alice is more complex and is shown in Supplementary Materials.

**MPQC for Multiple Parties**

Next, we turn to the multi-party case. We note that if we use a simple extension of the two-party protocol for multiple parties, namely one of the parties $A$ generates the garbled program and one of the parties $B$ acts as the evaluator to evaluate the outcome, then the privacy is broken. Indeed, if $A$ and $B$ collude, by the fact that $A$ knows all the correspondence between the wire values and the wire labels, and the fact that $B$ knows all wire labels, they can recover the input values of all parties! To overcome this attack, instead of generating the garbled circuit by a single party, all parties should participate in the generation of the garbled circuit.

Hence, we need to use a MPQC to generate the garbled circuit, but the round number of this MPQC does not need to be a constant. For example, we can utilize the following MPQC construction which has a round number linear in the circuit depth.

**Theorem 3** (MPQC with round number linear w.r.t. the circuit depth [38]). Assume the existence of a classical MPC secure against quantum adversaries, there exists a MPQC secure against quantum adversaries that has a round number $O(nd)$, where $n$ is the number of parties and $d$ is the circuit depth.

Combined with the result from Ref. [14], we have the following theorem.

**Theorem 4** (MPQC with weaker assumptions [38][14]). Assuming super-polynomial quantum hardness of LWE and quantum AFS-spooky encryption [48], there exists a MPQC secure against quantum adversaries that has a round number $O(nd)$, where $n$ is the number of parties and $d$ is the circuit depth.

Now we are ready to present our MPQC protocol in the multi-party case. Its high-level description is shown in Protocol 2. For the distributed computation of the garbled program, let us consider a Clifford circuit first. The construction utilizes the following crucial property of Clifford circuits. For single-qubit Clifford gates $G_1, G_2, \cdots, G_m$, we have that for arbitrary $a, b, i \in \{0, 1\}$, $1 \leq i \leq m$, there exist $a_{fin}, b_{fin}$ such that

$$G_m X^{a_m} Z^{b_m} \cdots G_1 X^{a_1} Z^{b_1} = X^{a_{fin}} Z^{b_{fin}} G_m \cdots G_1,$$  \hspace{1cm} (1)



which is illustrated in Fig. 2(A). In other words, the Pauli operations can be deferred to the end of the circuit after all other Clifford operations are performed. The same holds for multi-qubit Clifford gates, with single-qubit Pauli operations replaced by tensor products of Pauli operations.

With this Clifford property, we can design the following MPQC for a Clifford circuit. Suppose the $n$ parties holds $n$ states $\rho_1, \cdots, \rho_n$ respectively. Each state $\rho_i$ is first transformed by a QOTP key $(a_i, b_i)$, namely

$$\rho_i' = X^{a_i} Z^{b_i} \rho_i.$$  \hspace{1cm} (2)

The resulting states are sent to one of the parties, which chooses $\rho_o'$, the Clifford circuit and obtains $\rho_o'$. Only one round of communication is needed for this step. According to the Clifford property, this masked output $\rho_o'$ differs from the true output $\rho_o$ only by a Pauli operation $X^{a_o} Z^{b_o}$. Therefore, we let the final output of the garbled program be a quantum state $\rho_o'$ and a correction $a_o, b_o$.
FIG. 3: MPQC for multiple parties and a Clifford circuit. (A) Property of Clifford circuits. If the gates $G_1, \cdots, G_m$ are Clifford, the operations $X^{a_i} Z^{b_i}$ can be deferred to the end of the circuit. (B) By the property of a Clifford circuit, its garbled program can consist of a quantum state $\rho'_o$ and a classical correction $a_o, b_o$. Here $\rho'_o$ is obtained by a two-step process. In the first step, party $i$ uses a QOTP key $a_i, b_i$ to encrypts his quantum input $\rho_i$ to $\rho'_i$ and sends $\rho'_i$ to party $1$. In the second step, party $1$ puts $\rho'_1, \cdots, \rho'_n$ to the Clifford circuit and calculates $\rho'_o$. The correction $a_o, b_o$ can be calculated through a classical MPC with inputs $a_i, b_i, 1 \leq i \leq n$. In the evaluation, party $1$ simply applies the correction $a_o, b_o$ on the quantum state $\rho'_o$ to obtain $\rho_o$. (C) Suppose the Clifford circuit consists of two layers, and the quantum states between the layers if measured are $\rho_4, \rho'_5, \rho'_6$. The correction $a_4, b_4$ is obtained by the adversary, then the value $\rho_4$, which is the value between the layers when the Clifford circuit takes $\rho_1, \rho_2, \rho_3$ as inputs, is revealed by correcting $\rho'_4$ with $a_4, b_4$. This is undesirable as it gives the adversary extra information on the users’ private inputs. (D) To resolve the previous issue, we apply a “qubit flipping” operation to each intermediate quantum state $\rho_i$ for each intermediate wire $\omega_i$. The parameters of qubit flipping $a'_i - a_i$ and $b'_i - b_i$ are obtained by XORing each party’s local random bit $a_i$ and $b_i$ in a MPC way. After qubit flipping is applied, $a_i, b_i$ equivalently becomes $a'_i, b'_i$ and can no longer retrieve any intermediate quantum value $\rho_i$.

Protocol 2 MPQC for multiple parties

Input: $n$ parties hold quantum inputs $x_1, x_2, \cdots, x_n$ respectively. The value to compute is $F(x_1, x_2, \cdots, x_n)$.

1: Each party first encrypts his/her input by a QOTP, and sends one copy to all other parties.

2: These parties generate a garbled circuit and associated wire labels for the following function $H$ in a distributed fashion, using a nonconstant-round MPQC protocol such as the one in Theorem 4. The function $H$ first decrypts each party’s encrypted input using the corresponding QOTP key, and then performs the quantum operation $F$ on the inputs. In the end, each party gets the garbled circuit and the input labels.

3: Given the input labels and the garbled gates, each party evaluates on its own following the topology of the circuit and obtains $F(x_1, x_2, \cdots, x_n)$.

Not all parts of this construction survives to a general circuit. However, one of the parts still plays an important role in general circuits. We call this part “qubit flipping” technique. To understand this technique, let us consider a depth-2 Clifford circuit and expand the MPQC construction for the Clifford circuit in this scenario. By the expansion, the classical MPC will also contain two layers. As shown in Fig. 3(B), let $\rho_1, \rho_5, \rho'_6$ be the quantum state between the two layers of the Clifford circuit and let $(a_4, b_4), (a_5, b_5), (a_6, b_6)$ be the correction values between the two layers in the classical MPC. In an oversimplified implementation of the classical MPC, acting $(X^{a_4} Z^{b_4})^{-1}$ on $\rho_1$ recovers $\rho_4$, which is the first qubit between the two layers if the Clifford circuit were inputted $\rho_1, \rho_2, \rho_3$. However, $\rho_4$ reveals extra information about the original quantum inputs other than the final output $\rho_o$, hence this implementation fails.

To resolve this problem, in classical MPC, a flip bit $a'_i - a_i$ is added to the value $a_i$ for every intermediate wire $i$ (see Methods for a full description of classical MPC), as shown in Fig. 3(D). The flip bit $a'_i - a_i$ is obtained by XORing the shares of the flip bit $a'_i$ from all parties. A similar flip bit is added to $b_i$. Then $\rho_4$ can no longer be obtained from $\rho'_4$ and $(a_4', b_4')$. Equivalently, we can view the $n$ parties performed a “qubit flipping” operation $X^{a'} Z^{b'}$ on each intermediate-wire quantum state $X^{a_i} Z^{b_i}$ to hide the semantic value of this non-output quantum wire. We will utilize this technique again in the protocol for general circuits.

Now let us consider a general circuit that can perform universal quantum computation. Note that Clifford
gates alone are insufficient to achieve universal quantum computation. To achieve universal quantum computation, $T$ gates are additionally needed. However, $T$ gates make the garbled program more complex, as $TX^aZ^b = X^{a'}Z^{b'}T$ does not hold for all $(a, b)$. Hence, we can no longer put the encrypted inputs $\rho_1, \ldots, \rho_n$ into the circuit, obtain the output, and later perform Pauli corrections. In order to maintain constant rounds of communication, the critical idea here is to decouple multiple gates in the circuits through the use of EPR pairs and quantum teleportation. As seen in Fig. 4(A), firstly, for each pair of gates $G_i, G_j$ where an output qubit of $G_i$ is the input qubit of $G_j$, we teleport the output of $G_i$ to the input of $G_j$ using an EPR pair. The inputs $\rho_1, \ldots, \rho_n$ are viewed as outputs of a virtual gate $G_0$ and are handled similarly to pair of gates. Then, we can compress the circuit into a depth one circuit.

For each gate $G_i$, it takes half of the EPR pair $\rho$ as input together with the teleportation corrections $a, b$ of the preceding gates. Consider the most complicated case $G_i = T$, as illustrated in Fig. 4(B). The input $\rho$ goes through the gate $T$ first and becomes $\rho_T$. Next the quantum state goes through a deferred correction due to previous teleportation, and is then teleported to the next gate. For the correction, teleportation corrections $a, b$ of the preceding gates are required in addition to the state $\rho_T$. Here, the correction-and-teleport Clifford circuit $C$ is implemented through a group-randomizing DQRE.

The purpose of this group-randomizing DQRE is to hide the semantic quantum values of the wires. It consists of a tensor product of single qubit randomizers, denoted by $R$, on the state $\rho_T$ so that $\rho' = R(\rho_T)$, where each single qubit randomizer comes from the PX group. It also consists of a classical description of $CR^i$ (note that $CR^i(\rho') = C(\rho_T)$). In short, the output of the DQRE for the correction-and-teleport circuit $C$ mainly consists of $\rho'$ and $CR^i$. In addition, the output also consists of the correction value for the teleportation of $G_i$ itself. We provide this correction value for successor gates to $G_i$.

We now adapt this group-randomizing DQRE for a correction-and-teleport Clifford circuit so that it is not generated by Bob alone, but jointly by all $n$ parties. Since each PX group element $i^a X^b P^c$ can be determined by three classical numbers $a \in \{0, 1\}$ and $b, c \in \{0, 1, 2, 3\}$, we let the $n$ parties perform five joint XOR operations to determine these five classical bits for each qubit, and then apply the corresponding $R$ on the quantum state to obtain $\rho'$ during gate encryption. Crucially, the encryption process is still of constant quantum circuit depth. The decoding classical operation $CR^i$ is adjusted similar to $R$, with a slight difference that it is a tensor product of conjugated PX group elements, which are of the form $HiX^a P^b H$. An illustration is shown in Fig. 4(C).

The security of this multi-party protocol is given in the following theorem:
Theorem 5. Protocol 2 compiles a MPQC scheme of which the round number is circuit-depth dependent to a MPQC scheme with round number independent of the circuit depth.

Proof sketch. For a general quantum circuit, the parties mask each quantum wire (including input wire) through an element from the PX group. The masking proceeds in two steps. In the first step, the $n$ parties XOR their values to determine five classical bits. This is a classical MPC and takes constant rounds. In the second step, the $n$ parties use these values to group randomize the wires according to $i^*X^aP^b$. This is a constant-depth quantum circuit, and hence by the assumption of the theorem, can be computed in constant rounds. By the property of DQRE, the rest part of the garbled program can also be computed in constant depth and hence can be computed in constant rounds by a MPQC scheme of which the round number is circuit-depth dependent. This finishes the part of proof for round complexity. The details for the proof of security are deferred to Supplementary Materials.

By Theorem 5 we have the following corollary:

Corollary 1. Assuming the existence of a secure multi-party quantum computation scheme with round number only as a function of the circuit depth, Protocol 2 is a constant-round multi-party quantum computation.

Discussion

We have shown that constant-round two-party quantum computation and constant-round multi-party quantum computation are possible under mild assumptions by designing the first protocols that achieve these goals. We have also provided detailed security analysis for these protocols. By substantially reducing the requirement on the round number for MPQC, our work paves the way towards practical multi-party quantum computation.

As direct applications, our work gives the first constant-round privacy-preserving schemes for many natural distributed quantum computing tasks, including:

1. Quantum fidelity evaluation: Two parties wish to compute the fidelity between their two quantum states, but do not wish to reveal their states.

2. Quantum machine learning: Multiple parties each have some labeled samples for quantum machine learning. However, they wish to learn the quantum model without revealing their private labeled samples which are costly to obtain.

3. Quantum voting problem: Each user $i$ generates a quantum state $q_i$, which is a superposition of $N$ candidates that he/she wishes to select where the amplitude of a candidate represents the user’s inclination to this candidate. The users wish to jointly determine the candidate that has the largest fidelity with $\sum_i q_i$, without revealing their individual preferences. Quantum voting is superior to classical voting, in the sense that the communication cost of quantum voting is reduced exponentially from $N$ to $\log N$ compared to its classical counterpart.

4. Quantum pairing problem: $2n$ graduate students are suddenly told that they need to pair themselves into $n$ two-person dormitory rooms. Each student $i$ has a quantum state $\rho_i$ that characterizes the various aspects of his personal habits, such as sleep time, tolerable noise level, etc. Since a pair of students with similar habits may get along better, the students wish to maximize $\sum_{(i,j) \in P} F(\rho_i, \rho_j)$ where $P$ is the pairing. They also wish to hide the quantum state that describes their personal habits.

Our work opens a few interesting avenues for future research. First, our work requires the number of parties to be fixed. It remains to investigate whether a constant-round MPQC exists in the case that the number of parties increases with the problem size. One possible route is to improve the protocol in [38] so that its round number becomes independent of the number of parties, thereby removing the assumption in Corollary 1 and making it an unconditional statement. Secondly, the question of whether constant-round multi-party quantum computation is possible against malicious adversaries is still open. Intuitively, the answer to this question would be yes, as its classical counterpart has an affirmative answer. Thirdly, it would be fruitful to study concrete number of rounds for broadcast quantum channels and point-to-point quantum channels. In the classical case, it is known that two rounds suffice for multi-party computation with broadcast channels and three rounds suffice for point-to-point channels [32]. Finally, an experimental demonstration for constant-round multi-party quantum computation would expedite its practical deployment, and is thus worth pursuing.
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Materials and Methods

Decomposable quantum random encoding

In this section, we review a DQRE scheme [12] for the convenience of the reader. It is based on three ingredients: quantum computation via teleportation; twirling; and group-randomizing DQRE.

First consider a circuit that only consists of Clifford gates. We note the fact that the computation of the
circuit can be performed through teleportation. To illustrate how this is possible, let us consider a circuit that consists of two gates $G_1$ and $G_2$, and the output of $G_1$ is the input of $G_2$. We can teleport the output of $G_1$ to the input of $G_2$ through teleportation using an EPR pair. Recall that in teleportation, the result is masked by $X^a Z^b$ and hence needs to be corrected according to the measurement outcomes. If no correction is made and $G_2$ is applied directly, the overall operation is then $G_2 X^a Z^b$. If $G_2$ is a Clifford gate, we can defer the correction to the end as $G_2 X^a Z^b = X^{a'} Z^{b'} G_2$. This circuit can be easily generalized to multiple gates, and the correction becomes

$$G_n X^{a_{n-1}} Z^{b_{n-1}} \cdots G_2 X^{a_1} Z^{b_1} G_1 = X^{a'_{n-1}} Z^{b'_{n-1}} G_n G_{n-1} \cdots G_1. \quad (3)$$

DQRE is then reduced to a classical RE of $a_{fin}, b_{fin}$ from $a_1, b_1, \ldots, a_{n-1}, b_{n-1}$.

Next consider a general circuit, which additionally involves $T$ gates. If $G_2$ is a $T$ gate, then $G_2 X^a Z^b = X^{a} Z^{b} P^d G_2$. Hence, $P^d$ needs to be applied on the output of $G_2$ before another teleportation. This can be done by a correction-teleport Clifford circuit $C$ that first makes the Clifford correction and then teleports the qubit. Two things remain to be done. First, we need to find a DQRE for this correction-teleport circuit. Second, we need to turn the measurement step of the teleportation to a Clifford operation. The second issue can be dealt with by performing $Z^s$ for a random $s$ as a substitute of measurement on the computational basis. This is called twirling.

For the first issue, we perform the random encoding on $C(x)$ as $E = CR^1$ and $z = R(x)$ for a random unitary $R$. It is easy to see that $E(z) = C(x)$. For efficient sampling, we can restrict $R$ to an element of the Clifford group. This encoding is called group-randomizing DQRE. Note that $z$ can be computed without knowing the circuit $C$. In addition, $E$ can be computed through a classical procedure $g$. Say $C$ is described by a classical function $f$ acting on some classical input $a$. The procedure $g$ takes $a$ and the classical description of $R$ as inputs. There are two steps of $g$. It first computes $C = f(a)$ and then computes $E = CR^1$. An illustration is shown in Fig. [4](B).

Finally, we need to post the labels that correspond to $a, b$ of the predecessor gates so that the correction can be performed. This can be done by including the labels of the teleportation correction $a, b$ of the current gate in the output wire. The labels in the input wire will also be included in the output wire. This makes the input and output length grow linearly with the circuit size. We note that this polynomial size input does not mean that we need to apply a random Clifford on a polynomial number of qubits, since we only need to perform single-qubit randomizers (specifically from the conjugated PX group) in order to carry out the group-randomizing DQRE.

In summary, the essence for decoupling the gates and making the process constant depth is the use of EPR pairs. Each input qubit of a gate is half an EPR pair and each output qubit of a gate is also half an EPR pair.

**Oblivious transfer against specious adversary**

Assume a quantum-secure public-key encryption scheme, Protocol 5 realizes oblivious transfer against a specious adversary.

**Protocol 3 Oblivious Transfer**

Input: The two parties are called $S$ and $R$, where $S$ has two strings $y_0, y_1 \in \{0,1\}^n$, and $R$ has a bit $b \in \{0,1\}$.

1: $R$ generates a pair of public and private keys $(pk, sk)$, and randomly samples a $pk'$ from the public-key space without knowing its corresponding private key.

2: If $b = 0$, $R$ sends $(pk, pk')$ to $S$. Otherwise, $R$ sends $(pk', pk)$ to $S$.

3: Upon receiving $(pk_0, pk_1)$, $S$ returns $e_0 = Enc_{pk_0}(y_0), e_1 = Enc_{pk_1}(y_1)$ to $R$.

4: On receiving $(e_0, e_1)$, $R$ decrypts $e_b$ with $sk$.

This protocol is secure against a semi-honest adversary. Since only classical data is involved, this scheme is also secure against a specious adversary.

**Classical multi-party computation scheme**

In this section, we review a classical constant-round secure multi-party computation protocol from [28, 29] which is based on the GMW protocol [27]. We will also mention the remark of [47] which points out an error in [28, 29]. We provide a proof for its constant round complexity, completing a missing piece in the literature.

We first begin with the GMW protocol which gives a secure multi-party computation protocol with a round number linear with the circuit depth. Any boolean circuit can be realized by AND, NOT, and XOR gates. Here, an AND gate has two inputs. A NOT gate has one input. A XOR gate has an unbounded number of inputs. The inputs belong to $n$ parties. For an input bit $b^i$ that belongs to party $i$, party $i$ generates $r^i_1, \ldots, r^i_{r^i_{max}}, r^i_{r^i_{max}+1}, \ldots, r^i_{n}$ and sends $r^i_{j}$ to party $j$. Party $i$ himself then holds $b^i \oplus r^i_1 \oplus \cdots \oplus r^i_{r^i_{max}} \oplus r^i_{r^i_{max}+1} \oplus \cdots \oplus r^i_{n}$. Then each party shares a part of $b^j$ called $b^j_{i}$ and the XOR of these parts becomes $b^j$. We next show that each intermediate wire and each output wire have the same property. Then by XORing $n$ shares of each output wire, we obtain the circuit output.

For a NOT gate that has input wire $\omega_1$ and output wire $\omega_2$, we take $b^i_{\omega_1} = 1 - b^i_{\omega_1}$ and $b^j_{\omega_2} = b^j_{\omega_2}$ for $2 \leq j \leq n$. For a XOR gate with input wires $\omega_1, \ldots, \omega_K$ and an output wire $\omega_0$, we take $b^i_{\omega_0} = b^i_{\omega_1} \oplus \cdots \oplus b^i_{\omega_K}$ for $1 \leq i \leq n$. For an AND gate, let the input wires be $\omega_1$ and $\omega_2$, and let the output wire be $\omega_3$. Let us first examine the case of two parties, called $P_1$ and $P_2$. According to the functionality of the AND gate, we have

$$b^i_{\omega_3} = (b^i_{\omega_1} \oplus b^i_{\omega_2}) \land (b^i_{\omega_1} \oplus b^i_{\omega_2}). \quad (4)$$
From the view of $P_1$, he does not know $b_3^{(i)} = 0$ and $b_4^{(i)} = 1$, hence he views the expression as a function $S(b_3^{(i)}, b_4^{(i)}) = (b_3^{(i)} \oplus b_4^{(i)}) \land (b_3^{(i)} \oplus b_4^{(i)})$. He then chooses a random bit $r$, and runs a 1-out-of-4 OT with $P_2$ with four values $\{r \oplus S(0, 0), r \oplus S(0, 1), r \oplus S(1, 0), r \oplus S(1, 1)\}$. By the property of OT, $P_2$ gets $r \oplus S(b_3^{(i)}, b_4^{(i)}) = r \oplus b_3^{(i)}$ and takes this to be $b_1^{(i)}$. $P_1$ takes $r$ to be $b_3^{(i)}$. For $n$ parties, we note that

$$ b^{(i)} = (b_1^{(i)} \oplus \cdots \oplus b_n^{(i)}) \land (b_1^{(i)} \oplus \cdots \oplus b_n^{(i)}) = (\oplus_{i=1}^{n} b_i^{(i)} \land b_i^{(i)}) + (\oplus_{i \neq j} b_i^{(i)} \land b_j^{(i)}) $$

which is a 2-depth circuit with two-party AND gates and XOR gates. This finishes the GMW protocol.

Now we turn to the scheme of [28, 29]. It consists of two parts. The first part is generating gate labels and input signals, which are accessible to all parties. The second part is evaluating gate labels and input signals by each party. The second part involves no communication between the parties while the first part involves constant rounds of communication.

Let us first define the setting. Let $\Sigma = \{0, 1\}$. Each party $i$ has an $\ell$ bit input $x_i \in \Sigma^\ell$ and a $2kW + W - l$ bit random string $r_i \in \Sigma^{2kW + W - l}$. In the first part, the parties jointly compute four gate labels $A_{00}^g, A_{01}^g, A_{10}^g, A_{11}^g$ for each gate $g$ and an input signal $\sigma^w$ for each input bit $w$. Each $r_i$ can be expressed as $s_1^W, s_2^W, \ldots, s_l^W$ where $W$ is the number of wires, $s_i$’s are of length $k$ and $\lambda$’s are of length 1. The mask on the semantic value is

$$ \lambda^w = \lambda^1 \oplus \cdots \oplus \lambda^n $$

for non-output wires (i.e., $\omega \leq W - l$) and $\lambda^w = 0$ for output wires (i.e., $W - l < \omega \leq W$). Hence, the input wires from the parties (i.e., $\omega \leq n\ell$) satisfy

$$ \sigma^w = s_b^{W-\oplus \lambda^w}, $$

where $b^w$ is the semantic value of the wire $w$ and $s_b^W$ is given by $s_{b_1} \cdots s_{b_l}$.

The gate labels for a gate $g$ are computed as

$$ A_{ab}^g = G_b(s_a^\alpha) \oplus \cdots \oplus G_b(s_a^\beta) \oplus G_a(s_b^\alpha) \oplus \cdots \oplus G_a(s_b^\beta) \oplus \cdots \oplus G_a(s_l^\alpha) \oplus s_l^\gamma, $$

where $\odot$ is the function computed by $g$. Here, $a, b \in \{0, 1\}$, $G_a(\cdot)$ and $G_b(\cdot)$ are pseudo-random generators from $\Sigma^k$ to $\Sigma^{k+l+1}$.

Each party can compute the output of their joint computation on its own given the gate labels and the input signals. Starting from the input signals, one can compute intermediate signals and output signals as follows. For each gate $g$ with input wires $a, b$ and an output wire $\gamma$, one computes

$$ \sigma^w = G_b(\sigma_a^\alpha) \oplus \cdots \oplus G_b(\sigma_a^\beta) \oplus G_a(\sigma_b^\alpha) \oplus \cdots \oplus G_a(\sigma_b^\beta) \oplus A_{ab}^g $$

Here $\sigma^w$ is a bit string defined by the $(i-1)k+1$- to $ik$-bits of $\sigma^w$. The bits $a$ and $b$ are the last bits of $\sigma^\alpha$ and $\sigma^\beta$, respectively.

Finally, the least significant bits of the output wires $\sigma^W, \ldots, \sigma^W$ are outputted.

This finishes the description of the scheme in [28, 29]. In the original description of [28, 29], the authors make a false claim that a wire can be used for multiple times as inputs to multiple gates. It is shown in [17] that this will raise a security loophole for the scheme. Hence, we abandon such a false claim in our description. Moreover, for the quantum setting, due to no-cloning theorem, multiple uses of a quantum wire is impossible.

We are now ready to show that this process requires only constant rounds of communication. To the best of our knowledge, the proof that we show below is new in the literature. It suffices to show that the process can be expressed as a constant-depth circuit with the gate set compatible with the GMW protocol. The first quantity that requires secure joint computation of $n$ parties is $\lambda^w$. From its expression, it can be realized by a single XOR gate and hence requires a circuit depth 1.

The second quantity that requires joint computation is $\sigma^w$. It can be decomposed as two parts, namely $b = b^w \oplus \lambda^w$ and $\sigma^w = s^w$. The first part can be realized by a single XOR gate. For the second part, we notice that each bit of $\sigma^w$ can be computed separately. In more details, let $(\sigma^w)_j$ denote the $j$-th bit of $\sigma^w$ and let $(s^w)_j$ denote the $j$-th bit of $s^w$. Then $(\sigma^w)_j$ is only determined by $(s^w)_j$, $(s^w)_j$ and $b$. More precisely, for the last bit $j$, we have $(\sigma^w)_j = b$ and for all other $j$’s, we have

$$ (\sigma^w)_j = (1 - b) \land (s^w)_j \lor b \land (s^w)_j, $$

which can be realized by a depth-2 circuit. Taking into account that $b = b^w \oplus \lambda^w$ requires a depth-1 circuit and the fact that $\lambda^w$ itself requires a depth-1 circuit, the second quantity requires a circuit of depth at most 4. Further optimizing the circuit depth is certainly possible, but we will not pursue it here.

The third quantity that requires joint computation is $A_{ab}^g$. Note that $s^a_1$ and $s^a_l$ are held by party $i$ initially, hence he can locally compute $G_b(s^a_1)$ and $G_a(s^a_l)$. Hence, the joint computation only involves the XOR operation and the computation of $s^w$. Here $c = [\lambda^w \odot \lambda^w] \odot (\lambda^w \odot \lambda^w) \odot \lambda^w$. By its expression, $c$ can be computed by a depth-3 circuit. $s^w$ can be computed by a depth-2 circuit following the analysis of the second quantity. The final XOR of some $G(\cdot)$’s and $s^w$ requires a single XOR gate. In summary, a depth-six circuit suffices for the joint computation of $A_{ab}^g$.

In summary, the gate labels and input signals require at most a depth-6 circuit to compute. According to the GMW protocol, a constant-depth circuit requires only a constant number of communication. This finishes the proof of constant round complexity.
Supplementary Materials to

*Constant-round Multi-party Quantum Computation for Constant Parties*

In these Supplementary Materials, (i) we provide a security proof for QOTP; (ii) we provide a security proof of MPQC for two parties; (iii) and we provide a security proof of MPQC for multiple parties.

**S1. SECURITY OF QOTP**

In this section, we show the security of QOTP.

In the classical bit case, an adversary is said to be unable to determine the value of a bit if he cannot be certain whether the probability of 0 is strictly greater or less than the probability of 1.

In the quantum case, for a qubit, we similarly define that, when enumerating the plane that contains the origin in the Bloch sphere space, if the maximal probability difference that the adversary can determine the actual qubit is on one side of the plane than the other side is 0, then the qubit is information-theoretically secure.

Under this definition, sending four copies of Alice’s qubit encrypted under QOTP is secure, as even infinite copies of these values are sent, Eve still cannot distinguish Alice’s qubit by the four points on the Bloch sphere, which are related by $I, \sigma_x, \sigma_y, \sigma_z$. This is because every plane passing through the origin is unable to separate the probability space of this qubit (the four points) into two unequal probability regions.

**S2. PROOF OF THE TWO PARTY CASE**

**Definition 5** (Advantage for a distinguisher $D$). Given a classical or quantum string $r$ from the real world $\text{Real}$ or the simulated world $\text{Sim}$, the distinguisher $D$ outputs either 0 or 1. The advantage of $D$ is defined as

$$\text{Adv}[D] := |\Pr(D(\text{Real}) = 1) - \Pr(D(\text{Sim}) = 1)|.$$  \hspace{1cm} (S1)

Alice’s simulator $\text{Sim}$ is as follows. The simulator has an input $F(x_1, x_2, \cdots, x_n)$ and a topology of the circuit $\Gamma$. It first generates a garbled circuit $\hat{E}(F(x_1, x_2, \cdots, x_n), \Gamma)$ with inputs $F(x_1, x_2, \cdots, x_n)$ and $\Gamma$. It then takes the value that corresponds to Bob’s label as a replacement of Bob’s $y_b$. This is given as part of the input to the simulator $S_1$ in OT. Alice’s simulator then generates whatever $S_1$ outputs.

To show this simulator works, we use a hybrid argument. View Alice’s simulator as Game 2, the real world as Game 0, and define Game 1 as follows:

Bob generates a DQRE as usual and sends Alice the part that he can compute. Next instead of a usual OT protocol between Alice and Bob, the simulator $S_1$ in OT takes the place of Bob to communicate with Alice.

We first prove two lemmas.

**Lemma 1.** If an adversary can distinguish between Game 1 and the real world $\text{Real}$ with an advantage larger than $\epsilon$, then it can break the $\epsilon$-secure OT. Consequently, if the OT is $\epsilon$-secure, then no adversary can distinguish between Game 1 and the real world $\text{Real}$ with an advantage larger than $\epsilon$.

**Proof.** Since the first step of Game 1 and the real world are the same (Bob generates DQRE and sends Alice the parts except $y_0$ and $y_1$), the distribution of $(y_0, y_1, b)$ are the same for these two worlds. If a distinguisher $A$ can distinguish these two worlds with advantage larger than $\epsilon$, then at least for one tuple $(y'_0, y'_1, b')$, the distinguisher $A$ would have an advantage larger than $\epsilon$. Now consider a distinguisher $B$ of OT that takes this tuple $(y'_0, y'_1, b')$ as his input, and performs the following attack:

1. $B$ conditions on that Alice and Bob’s joint view is $(y'_0, y'_1, b')$ after Bob generates the DQRE.
2. Alice interacts with $B$’s challenger.
3. Finally, $B$ outputs whatever $A$ outputs.
Now when $B$ is in Experiment 0 of its attack game, it perfectly mimics the behaviour of $A$ in the real world Real, and when $B$ is in Experiment 1 of its attack game, it perfectly mimics the behaviour of $A$ in Game 1. Hence, $Pr(A(\text{Real}) = 1)$ is the same as $Pr(B(\text{Experiment 0}) = 1)$, and $Pr(A(\text{Game 1}) = 1)$ is the same as $Pr(B(\text{Experiment 1}) = 1)$. Therefore, the advantage of $B$ is precisely the same as the advantage of $A$, which is larger than $\epsilon$. Hence this breaks the property of a $\epsilon$-secure OT.

Lemma 2. If the DQRE is $\epsilon$-private, then no adversary can distinguish Game 1 with the simulated world Sim with an advantage larger than $\epsilon$.

**Proof.** Let $A$ be the distinguisher for Game 1 and the simulated world Sim. Given an adversary $B$ of DQRE, it performs the following attack.

1. It first takes the DQRE from the challenger, and sends the parts except the one that corresponds to Alice’s input (denoted by $y_b$) to Alice.

2. It uses the simulator $S_1$ of OT that uses $y_b$ and $b$ to generate a transcript between Bob and Alice.

3. Finally, $B$ outputs whatever $A$ outputs.

Now when $B$ is in Experiment 0 of its attack game, it perfectly mimics the behaviour of $A$ in Game 1, and when $B$ is in Experiment 1 of its attack game, it perfectly mimics the behaviour of $A$ in the simulated world Sim. Hence, $Pr(A(Sim) = 1)$ is the same as $Pr(B(\text{Experiment 1}) = 1)$, and $Pr(A(\text{Game 1}) = 1)$ is the same as $Pr(B(\text{Experiment 0}) = 1)$. Therefore, the advantage of $B$ is precisely the same as the advantage of $A$, therefore if the DQRE is $\epsilon$-private, then no adversary can distinguish Game 1 from the simulated world Sim with an advantage larger than $\epsilon$. 

Now we return to the security proof for the original problem. By the lemmas, we have

$$Adv[D] = |Pr(D(\text{Real}) = 1) - Pr(D(\text{Sim}) = 1)|$$

$$\leq |Pr(D(\text{Real}) = 1) - Pr(D(\text{Game 1}) = 1)| + |Pr(D(\text{Game 1}) = 1) - Pr(D(\text{Sim}) = 1)|$$

$$\leq \epsilon + \epsilon = 2\epsilon,$$

hence, the protocol is secure.

**S3. SECURITY PROOF FOR THE MULTI-PARTY CASE**

In this section, we show the security of MPQC for multiple parties. Intuitively, the proof can be inferred from two facts. Firstly, after the DQRE is generated, according to its property, nothing can be inferred except what can be inferred from the output of DQRE $F(\rho_1, \cdots, \rho_n)$. Secondly, the label and the semantic value of each wire is decoupled, which can only be known if all parties reveal their shares of qubit flipping.

Now, we are ready to present the formal proof. Assume the adversary Eve controls $n-1$ parties. By the symmetry of the protocol, without loss of generality, we assume Eve controls $P_2, \cdots, P_n$ and aims to learn the private input of $P_1$.

The proof consists of two steps. For the first step, we note that the active wire labels and gate labels are essentially random except that they can be used to compute $F(\rho_1, \cdots, \rho_n)$, as followed from the property of DQRE. In particular, the active wire labels by themselves give no information on $P_1$’s input except which can be inferred from $F(\rho_1, \cdots, \rho_n)$.

In the second step, we note that the active wire label combined with the $n-1$ shares that Eve possess for this wire is independent of the semantic value of this wire. In particular, the semantic values of the input wires of $P_1$ are hid from Eve.

Three remarks are in order. First, the correspondence between a wire’s active label and its semantic value is known for those wires that can be computed based solely on $P_2, \cdots, P_n$’s inputs. But once $P_1$’s input is involved, the correspondence becomes completely opaque to the adversary. Secondly, it is instructive to see why a garbled circuit generated by a single party would fail in the security proof. In this case, the second step in the security proof no longer holds, as the active wire label completely reveals the semantic value for any wire once Eve controls this single party that generates the garbled circuit and the party that obtains the active wire labels. Thirdly, it is also instructive to see why a failure of the second step does not hurt the security for the two party case ($n = 2$). This is because the active labels and the correspondence between wire labels and wire values are held by two different parties. Eve cannot obtain both these information, as she can only control $n-1 = 1$ party.