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Estimating the Effect of Team Hitting Strategies Using Counterfactual Virtual Simulation in Baseball

Abstract: In baseball, every play on the field is quantitatively evaluated and has an effect on individual and team strategies. The weighted on base average (wOBA) is well known as a measure of a batter’s hitting contribution. However, this measure ignores the game situation, such as the runners on base, which coaches and batters are known to consider when employing multiple hitting strategies, yet, the effectiveness of these strategies is unknown. This is probably because (1) we cannot obtain the batter’s strategy and (2) it is difficult to estimate the effect of the strategies. Here, we propose a new method for estimating the effect using counterfactual batting simulation. To this end, we propose a deep learning model that transforms batting ability when batting strategy is changed. This method can estimate the effects of various strategies, which has been traditionally difficult with actual game data. We found that, when the switching cost of batting strategies can be ignored, the use of different strategies increased runs. When the switching cost is considered, the conditions for increasing runs were limited. Our validation results suggest that our simulation could clarify the effect of using multiple batting strategies.
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1 Introduction

Advancements in measurement technologies now allow a much higher level of sports analyses. Especially in baseball, each scene is discrete, making it easy to allocate responsibilities of each play to players. Many formulas and statistics (stats) were
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Nakahara et al. developed and employed to evaluate player’s performance (e.g., abilities of batting, pitching, and fielding) from a long time ago (James, 2010; Lewis, 2004; Click and Keri, 2006; Tango et al., 2007; Beneventano et al., 2012; Costa et al., 2012). Conventionally, most stats are computed using batting, pitching, and fielding results. To continually improve measurement, new technologies are being developed that measure sensing data of all Major League Baseball games and make them accessible on data platforms. These data, such as speed and angle of batted balls, allow us to develop stats to estimate players’ performance more accurately. It enables us to develop stats to estimate player’s performance more accurately computed by speed and angle of batted balls, such as expected weighted on-base Average (xwOBA) and expected Earned Run Average (xERA) (MLB.com, 2015b,a), which can acquire more important information and findings to win. “Fly ball revolution”, which specifies the effective speed and angle of batted balls needed to hit a long hit.

In Sabermetrics, which analyzes baseball based on statistics, the importance of each play is defined by the amounts of contributions with a win. WAR (Wins Above Replacement), which is widely used as an overall player evaluation stat, is computed using the number of the contribution of pitching, batting, fielding, and base running. For batting, it is computed using the weighted on base average (wOBA). However, wOBA does not consider the game state (e.g., score, out count, runner occupancy, etc.) because each player cannot choose when to have a turn at bat or on a pitcher’s mound.

In contrast, a player is trained to make his or her play by considering the game state to win the game. However, estimating the effect of a strategy with real game data is challenging for two reasons: First, it is difficult to observe or record a team or player’s strategy. Second, various factors affect baseball outcomes (e.g., batting result). We thus employ computer simulation to simulate a baseball game and estimate the effect.

Baseball simulations are used for quantifying the effect of strategies. In this regard, the literature has clarified the optimal batting order for various settings (Freeze, 1974; Bukiet et al., 1997; Sokol, 2003; Hirotsu and Eric Bickel, 2016). Norman and Clarke (2010) conducted a similar study for cricket. In the analysis of substitution strategies, researchers have employed Markov chain model to simulate games (Hirotsu and Wright, 2003, 2005); this approach helps optimize pinch hitting strategies and pitcher substitution strategies. Researchers have also focused on evaluating players or plays. Some researches focus on evaluating players or plays. Player’s batting ability was quantified by simulating games if they batted in all nine positions in the line-up (Cover and Keilers, 1977), and the impact of base-running ability was clarified (Baumer, 2009). Other research (Hirotsu and Bickel, 2019) estimated the value of the sacrifice bunt. Similarly, scholars have estimated the
value of the sacrifice bunt (Hirotsu and Bickel, 2019) and quantified the effect of rule changes through simulation in various sports (Forrest et al., 2005; Sonne and Keir, 2016).

Following the literature (Bukiet et al., 1997; Hirotsu and Wright, 2003), we use a simulator to estimate the effect of strategies using Markov chain modeling. A Markov chain is a probabilistic model that describes a series of possible events, where the probability of each event depends only on the state achieved in the previous event. This approach is especially suited for baseball. Since the transition model for runner advancement used in previous works (Bukiet et al., 1997; Hirotsu and Wright, 2003) is too simple, we construct a model based on transitions occurring in real games. However, adopting a different strategy requires a trade-off among stats. For example, the probability of long hits decreases when a player prioritizes reaching the base. We thus need to estimate a player’s ability counter-factually for each strategy. We call this framework “counter-factual simulation”.

In this study, we consider the effect of batting strategies as one example of using multiple strategies. Based on the player’s attitude toward the game’s context and the player’s wOBA, we categorize batting strategies into three types: (1) simply maximizing wOBA without considering other elements, (2) considering the game’s context and the player’s wOBA (e.g., light hitting at scoring opportunity), and (3) only considering the game context and trying to move a runner to the advanced base (e.g., sacrifice bunt). Strategy (1) is effective for getting runs as wOBA explains runs well, while some studies show that strategy (3) cannot effectively maximize runs Hirukawa (2019); Tango et al. (2007). Finally, the effect of strategy (2) has not been clarified because of difficulties in estimating.

In our simulation, we assume that a batter adopts three strategies to maximize runs: (1) normal, (2) prioritizing reaching a base, and (3) prioritizing making a long hit. Which strategy a player should adopt depends on game contexts. For estimating the counter-factual ability (prioritizing reaching a base or long hit), we build a “batting strategy converting” model that learns the relationships among real players’ batting ability using machine learning. This enables us to simulate different batting strategies and, thus, estimate the effect.

The main contributions of this paper are as follows: (i) estimating the effect of adopting different batting strategies through counter-factual simulations, (ii) proposing a new method for a new method for counter-factually converting batting ability using machine learning, and (iii) clarifying the relationship between a batting strategy and runs thereof.
2 Methods

2.1 Dataset

For this study, we used the data of professional Japanese baseball games from 2018 to 2020 provided by the Research Center for Medical and Health Data Science at the Institute of Statistical Mathematics and Data Stadium Inc. Data acquisition was based on the contract between the baseball league and Data Stadium, Inc., but not between the players and us. We obtained the data by participating in a competition hosted by the academic organizations. The central idea of this study was independent of the competition (not restricted by the competition).

The data includes pitch-by-pitch data and individual player stats per game. Pitch-by-pitch data provide, for example, game context (inning, out count, and runner), pitch results, and batting results. We used pitch-by-pitch data to compute the correspondence between batting result and game context transition. Individual player stats are indicators of batting performance (plate appearance, hit, homerun, strikeout, and so on) per game, and we use these stats to compute a player’s batting ability vector (i.e., the probability of each batting result).

2.2 Batting simulator

We use batting simulator to simulate a baseball game virtually. First, we define a batting ability vector $P$ as follows:

$$P = (p_{1b}, p_{2b}, p_{3b}, p_{hr}, p_{bb}, p_{k}, p_{g}, p_{f}),$$

where $p_{1b}, p_{2b}, p_{3b}, p_{hr}, p_{bb}, p_{k}, p_{g},$ and $p_{f}$ represent the probability of an one-base hit, a two-base hit, a three-base hit, a homerun, a walk and hit by pitch, a strikeout, an easy grounder out, and an easy fly ball out, respectively. $P$ can be also interpreted as discrete probability distribution, and the sum of each probability is 1. Batting results other than those listed above do not occur. An easy grounder out and easy fly ball out include reaching a base because of the opposing fielder’s mistakes; these are thus recorded as a batter’s batting result. We generate nine (the number of batters in a game) $P$, denoted as $P$.

The Batting simulator is the function with $P$ as the input and team’s runs as the output. Different from real games, it only considers a batting phase (i.e., consists of nine half-innings). The Batting simulator consists of the batting function and the transition function. The former is the function with the game context (out count and runner), with $P$ as the input and batting result as the output.
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Each batting result is determined by the respective $P$. A player has three types of $P$ and uses them differently depending on the game context (see 2.4). The transition function is the function with the game context (out count and runner), with batting result as the input, and game context (out count, runner, and run) after batting as the output. Although extant work (Bukiet et al., 1997; Hirotsu and Wright, 2003) have mainly used a simple model proposed by (D’ESOPO, 1977), we construct a sophisticated transition model using game context transitions in real games. Then, using pitch-by-pitch data, we compute the distribution of game context transitions. Further, the transition function represents the function with the previous game context (out count and runner occupation), with batting result as the input and game context (out count, runner occupation, and run) after batting as the output. For example, when a batter makes a single hit, with 0 outs with 1st-base loaded, various transitions are expected as Figure 1. On the contrary, because the transition function takes as input only the game context and the batting result, a transition caused by a factor other than the batting result (e.g., wild pitch and stolen base) does not occur. This also implies that the running ability of a runner and the fielding ability of a fielder are always average. Despite its simplicity, the batting simulator outputs the run distribution similar to real games (see section 3.1). The batting simulator repeats the batting function and transition function for nine innings, and then computes the runs.

2.3 Counter-factual batting simulation

Next, we propose the counter-factual batting simulation using the batting simulator, which estimates the effect of the specific strategy with the counter-factual batter’s ability conversion (Figure 2). The entire framework of the counter-factual batting simulation consists of two phases: (1) generate a counter-factual batter’s ability
Fig. 2: The architecture of counter-factual batting simulation

Based on their actual performances, and (2) simulate games with the batting simulator. The architecture of (2) corresponds to the 2.2. The architecture of (2) corresponds to 2.2. Thus, we first describe a general formulation of the problem of converting the batting ability vector, and then describe a formulation for converting the batting ability vector in the case of changing to the on-base/long hit strategy, which is our focus. Finally, we explain how to convert the batting ability vector using machine learning.

2.3.1 General formulation of the batting ability vector conversion

We consider a change of the individual batting ability vector when converting from the normal strategy $P_n$ to a different strategy (e.g., on-base/long hit prioritized) $P_*$, denoted as $\Delta P = P_* - P_n$. This $P_*$ estimation problem is divided into two sub-problems: (1) estimating a feasible maximum $|\Delta P|$ and (2) estimating an appropriate $\Delta P/|\Delta P|$ (unit vector). We consider it difficult to solve (1), and thus simulate with various $|\Delta P|$. On the other hand, $\Delta P/|\Delta P|$ can be estimated from the batting ability vectors of real players, and which help us develop a reasonable batting strategy conversion model.

We regard “batting strategy conversion model” as the function with $P_n$, $\Delta \alpha$, and $\Delta wOBA$ as the inputs and $P_*$ as the output, where $\Delta \alpha$ and $\Delta wOBA$ are the parameters of the batting strategy conversion model. $\alpha$ is the magnitude of the batting strategy conversion and can be computed with batting ability vector. $\Delta \alpha$ is the difference in $\alpha$ before and after conversion and is computed by $\Delta \alpha = \alpha_* - \alpha_n$. $\Delta wOBA$ is computed by $\Delta wOBA = wOBA_* - wOBA_n (\leq 0)$, and $\alpha_*$ and $wOBA_*$ indicate $\alpha$ and $wOBA$ after conversion, respectively. $\Delta wOBA$ is the cost of the batting strategy conversion because we consider that some amount of wOBA reduces when a batting strategy changes. Because estimating appropriate $\Delta wOBA$ is difficult, we simulate with various settings.
2.3.2 Converting the on-base/long hit prioritized batting ability vector

We assume that a batter chooses three batting strategies: (1) normal, (2) on-base prioritized, and (3) long hit prioritized strategies. \( \alpha \) is defined as follows:

\[
\alpha = f(P) = \frac{\Delta_{1b} \times p_{1b} + \Delta_{bb} \times p_{bb}}{\sum_{\{1b, bb, 2b, 3b, hr\} \in r} \Delta_r \times p_r},
\]

where \( \Delta_r \) is the run value of batting result \( r \), and \( \Delta_{1b} = 0.437, \Delta_{bb} = 0.294, \Delta_{2b} = 0.786, \Delta_{3b} = 1.117, \) and \( \Delta_{hr} = 1.408 \) (Okada, 2017). In other words, \( \alpha \) is the percentage of singles and walks in the scoring contribution of the batter with \( P \).

The batting ability vectors for the normal, on-base prioritized, and long hit prioritized strategies denote \( P_n, P_o, \) and \( P_l \) respectively, and the \( \alpha \) corresponding to each batting ability vector are \( \alpha_n, \alpha_o, \) and \( \alpha_l \). We set \( P_n, P_o, \) and \( P_l \) such that \( \alpha_l < \alpha_n < \alpha_o \) is satisfied. In other words, we define a strategy with a larger \( \alpha \) than the normal strategy as the on-base prioritized strategy and a strategy with a smaller \( \alpha \) as the long hit prioritized strategy. For simplicity, all conversions satisfy \( \alpha_o - \alpha_n \simeq \alpha_n - \alpha_l \) for a player’s \( \alpha_n, \alpha_o, \) and \( \alpha_l \). Note that the conversion also considers the constraints on \( \Delta wOBA \), as described in 2.3.1.

2.3.3 Batting ability vector conversion with machine learning

Next, to compute the nonexistent batting ability vector, we construct the batting strategy conversion model using machine learning, which is trained by the relationships among batters who have similar \( P \).

At first, using each batter’s batting stat over 100 at-bat per season, we computed 502 batting ability vectors (Figure 3). Then, \( P \) were matched for all combinations, which corresponds to \( P \) before/after the batting strategy conversion. Ultimately, \( N = 502C_2 = 126,253 \) combinations were generated. For each pair, \( \Delta \alpha \) and \( \Delta wOBA \) were computed and used as the train data for the batting strategy conversion model.

We employed a multi-layer perceptron to build the batting strategy conversion model because the batting strategy conversion is assumed to be a non-linear conversion. The input was \( P', \Delta \alpha, \) and \( \Delta wOBA \), and the output was \( P'_* - P' \), where \( P'_* \) denotes that the 8-dimension vector \( P' = (p_{1b}, p_{2b}, p_{3b}, p_{hr}, p_{bb}, p_k, p_g) \).

This is because, based on the constraint that the sum of the probabilities is 1, \( p_f \)

---

1 Contribution to runs per a batting result does not consider game context.
is determined if $P'$ is computed. The middle layer has 2 layers with 100 neurons each and the rectified linear unit (ReLU) was used as the activation function. The loss function was as follows:

$$loss = \frac{1}{N} \sum_{i=1}^{N} \left\{ \sum_{\tilde{p}_i' \in \tilde{P}_i'} (\tilde{p}_i' - \hat{p}_i')^2 - \alpha \sum_{\hat{p}_i' \in \hat{P}_i'} \min(\hat{p}_i', 0) + \beta (\text{wOBA}(\tilde{P}_i') - \text{wOBA}(\hat{P}_i'))^2 \right\}$$

(3)

where $\tilde{P}'$ and $\text{wOBA}(P')$ represent $P'$ in the train data and wOBA of a player whose batting ability vector is $P'$, respectively. The first and third terms refer to the mean squared error of the batting ability vector and wOBA, respectively. The second term is the constraint probability is greater than or equal to 0. The soft-max function is not used, because it shows inferior performance to the function employed. $\alpha$ and $\beta$ represent each constraint’s weight; we set $\alpha = 0.1$ and $\beta = 0.5$ empirically. Eighty percent of data was used for training and twenty percent of data were used for validation.

**2.4 Evaluation**

$P$ was computed using the average batting ability vector by batting order. We used all Pacific league games data from 2018 to 2020 (Table ??) given that DH system is adopted in all Pacific league games. $\Delta \alpha$ and $\Delta \text{wOBA}$ were set as $\Delta \alpha = \{0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3\}$, $\Delta \text{wOBA} = \{0, -0.005, -0.01, -0.015\}$, respectively. Unless otherwise noted, the condition for employing the on-base

Fig. 3: Each batter’s $\alpha$ and $wOBA$ with 100+ at-bat in 2018-2020.
prioritized strategy is as follows: (1) the out count is zero or (2) the second and/or third base is loaded. Similarly, the conditions for employing the long hit prioritized strategy are as follows: (1) the out count is two and (2) neither the second nor the third base is loaded. We simulated 100,000 games for each combination of parameters and obtained the average runs and its standard error.

3 Results

3.1 Model validation

For the batting simulator, the average runs scored in the simulator was 4.27 per game compared with 4.22 for all Pacific league games held in 2018–2020. Figure 4 shows the run distribution of the simulation and real games. We considered that the average runs and the run distribution were similar appropriately. For the batting strategy conversion model, mean squared error of $P'$ and wOBA as well as the probability constraint were $1.11 \times 10^{-3}, 4.00 \times 10^{-4}$, 0, respectively. The results suggest that the simulator and the hitting strategy conversion model could output realistic values.

3.2 Effect of using multiple strategies

Figure 5 shows the result of simulation with parameters $\Delta \alpha$ and $\Delta wOBA$. Note that the average runs are expressed as the difference from the baseline (4.27), which is fixed with the normal strategy. When $\Delta wOBA = 0$, the average runs increase as
Δα increased, and was greater than the baseline. This shows that using multiple batting strategies increases the average runs when the wOBA loss is ignored. On the other hand, if we consider wOBA loss, the average runs increase, where (1) $Δα ≥ 0.15$ and $ΔwOBA ≥ -0.005$, or (2) $Δα ≥ 0.2$ and $ΔwOBA ≥ -0.01$.

3.3 Effect by strategy activation conditions

We also clarified the relationship between strategy activation conditions and average runs. Although we should perform simulations with all combinations of parameters (out count and runner), it is difficult to simulate all settings ($2^3 \times 8$). Generally, the on-base prioritized strategy is employed when the run expectancy is high, whereas the long hit prioritized strategy is employed when the run expectancy is low. Thus, each strategy activation condition was defined by the run expectancy.

More specifically, the on-base prioritized strategy was employed when $RE_c ≥ θ_o$, and long hit prioritized strategy was employed when $RE_c ≤ θ_l$. Note that $RE_c$ represents the run expectancy of game context $c$ has, and $θ_o$ and $θ_l$ denote the thresholds of the on-base/long hit prioritized strategy. The on-base prioritized strategy was employed if $RE_c ≥ θ_o$, whereas long hit prioritized strategy was employed if $RE_c ≤ θ_l$. A normal strategy was employed if both conditions were not satisfied. The other parameters were fixed as $Δα = 0.1$ and $ΔwOBA = -0.005$.

Figure 6 shows the result. The lower left corner shows looser triggering conditions (employed frequently) and the upper right corner shows stricter triggering conditions (employed less frequently).
Fig. 5: Runs by the combination of $\Delta \alpha$ (X-axis) and $\Delta wOBA$ (plot color). The runs with normal strategy are set to the baseline(0.0).

The average runs increased when the strategy activation conditions were strict (employed less frequently). The combinations of $\theta_o$ and $\theta_l$ with the highest runs (4.33) were $\theta_o = 1.057$ and $\theta_l = 0.306$. $\theta_o = 1.057$ corresponds to 0 out with second base loaded, and $\theta_l = 0.306$ corresponds to 2 out with first base loaded.

4 Discussion

In this study, we proposed the counter-factual batting simulation and the batting strategy conversion model to simulate a game in which the players use multiple batting strategies. The validation results suggest that our simulation would be useful to clarify the effect of using multiple batting strategies.

As shown in section 3.2 we clarified that using multiple batting strategies increased the average runs when the wOBA loss was ignored. Thus, the appropriate batting ability vector changes depending on the situation. The strategy of changing batting ability vectors depending on the situation was thus confirmed to be reasonable as a batter does.

More specifically, multiple batting strategies ($\Delta \alpha = 0.2, \Delta wOBA = -0.005$) increased 0.13 runs per game compared with the normal strategy. Assuming that each team has 143 games per a season and 10 runs worth 1 win, However, WAR does not evaluate team batting, as it does not consider game context in the evaluation. Given that WAR quantifies the contribution to runs (wins), we must evaluate the contributions of team hitting.
Fig. 6: Runs by the combination of $\theta_o$ and $\theta_l$. The X-axis shows the on-base prioritized strategy’s trigger. The higher the $\theta_o$, the less frequently the on-base prioritized strategy is employed. Similarly, the Y-axis shows the long hit prioritized strategy’s trigger. The higher the $\theta_l$, the more frequently the long hit prioritized strategy is employed. The normal strategy was employed if both conditions were not satisfied. The other parameters were fixed as $\Delta \alpha = 0.1$ and $\Delta \omega_{OBA} = -0.005$. The runs with normal strategy were set to the baseline(0.0) as Figure 5.

On the other hand, when we did consider the wOBA loss, we found that the conditions for increasing runs were limited. Thus, it is better not to use multiple batting strategies if $\Delta \omega_{OBA} \leq -0.015$. For a $P$ of average ability, the standard deviation of the wOBA distribution per 400 at-bat is 0.026, whereas the value of 0.015 is comparatively lower. Although changing batting strategies is welcomed in Japan, the cost of doing so for a batter may be too small. Players and coaches should be careful when employing multiple batting strategies given the trade-offs thereof.

As shown in Fig. 6, the average runs increased where strategy activation conditions were strict (lower employed). In most situations, the runs were lower than in the normal strategy. Runs were thus highly dependent on $\Delta \alpha$ and $\Delta \omega_{OBA}$, and ideally, a simulation is done for each setting in practical.

The question “Should the player use multiple batting strategies?” cannot be answered from these results, because the relationship between $\Delta \alpha$ and $\Delta \omega_{OBA}$ remains unclear, and it is difficult to estimate this relationship using real game data. For future studies, we suggest experiments to estimate this relationship.
Further, the batting strategy conversion model still has room for improvement. Note that it does not consider the batter’s character except for $\alpha$, and the conversion might be inappropriate. For example, we can consider the ratio of $BB\%$ to $1B\%$, where $BB\%$ and $1B\%$ are the percentage of walk and first-base hit, respectively. Then, player A’s ability with high $BB\%/1B\%$ may be converted into an ability with low $BB\%/1B\%$. In other words, only $\Delta \alpha$ is considered, and other facts are ignored. Clustering players before building the model may reasonably address this problem.
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