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Abstract—In this paper, we investigate a sequential power allocation problem over fast varying channels, aiming to minimize the expected sum power while guaranteeing the transmission success probability. In particular, a reinforcement learning framework is constructed with appropriate reward design so that the optimal policy maximizes the Lagrangian of the primal problem, where the maximizer of the Lagrangian is shown to have several good properties. For the model-based case, a fast converging algorithm is proposed to find the optimal Lagrange multiplier and thus the corresponding optimal policy. For the model-free case, we develop a three-stage strategy, composed in order of online sampling, offline learning, and online operation, where a backward Q-learning with full exploitation of sampled channel realizations is designed to accelerate the learning process. According to our simulation, the proposed reinforcement learning framework can solve the primal optimization problem from the dual perspective. Moreover, the model-free strategy achieves a performance close to that of the optimal model-based algorithm.
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I. INTRODUCTION

Data packets in mission-critical applications usually contain vital information that demands strict performance bound on packet delivery reliability and latency. In the example of automatic driving, surrounding information observed by self-equipped devices, such as camera and radar, is not enough for intelligent vehicles to make smart decisions. Information, such as common awareness messages (CAM) and decentralized environment notification messages (DENM), needs to be delivered in the Internet of Vehicles (IoV) [1], which helps vehicles know nearby traffic lights, location of pedestrians, speed of neighboring vehicles, and emergency alert, etc. Such information is often safety-critical since failure or delay of packet transmission may cause catastrophic consequences, such as severe road accidents. Another use case is a specific Internet of Things (IoT) called wireless sensor and actuator networks, where the actuator must accurately and quickly respond to the collected data [1]. For example, in chemical production process, sensors monitor pressure in pipes and send the pressure information to an actuator in control of a valve. Definitely, data delivery from the sensor to actuator should be successfully done before a tight deadline to make the control loop well implemented and guarantee production safety.

End-to-end latency of a wireless link experienced by packets is generally composed of four parts: transmission latency, propagation latency, processing latency, and queueing latency [3]. [4]. Processing latency, usually determined by the implemented protocol and hardware efficiency, and propagation latency, roughly depending on the distance between transceivers, often contribute little to the overall latency compared with the other two. As data buffer at the transmitter stores the generated packets if the wireless channel is unable to carry them immediately, the queueing latency could be high when the packet arrival rate approaches the packet departure rate. The packet latency can even be unbounded if the average number of packets generated in a unit of time equals or exceeds the average number of bits that can be processed [5]. However, in some mission-critical applications, packets are periodically generated at the transmitter and are required to be successfully delivered to a receiver with a deadline before the next cycle. Moreover, the packets that fail to reach the destination due to, e.g., deep fading of wireless channels, will become outdated thereafter and will be dropped prior to the next cycle. For instance, in the fifth generation (5G) enabled automatic driving system, each vehicle may need to periodically and timely report its location and speed information to its neighbours, indicating that the packets will be dropped once they have been scheduled to transmit whether the transmission is successful or not. It can be expected that the latency requirement here is most equivalent to the reliability requirement, where the reliability is generally defined as the probability that a given amount of data is successfully delivered from a source node to a sink node within a certain time period [6]. In particular, the 3rd generation partnership project (3GPP) defines a general reliability requirement for the 5G ultra-reliable low-latency communication (URLLC) cases such that 32 bytes of data must be transmitted within 1 ms with a success probability of $1 - 10^{-5}$ [7].

It is usually not difficult to guarantee reliable wireless data transmission by appropriate resource allocation when the channel remains constant during the data transmission period and accurate channel state information (CSI) is available. For the power and rate allocation scheme proposed by [8], the reliability is guaranteed by making the data transmission rate no less than the amount of data divided by the tolerable delay. According to this principle, the channel allocation can also be performed as declared in [9]. An energy efficient optimization of the number of retransmissions, blocklength, and power is proposed in [10], where the data transmission reliability
is guaranteed in terms of latency violation probability. The resource allocation in [11] assigns resource blocks and powers for unmanned aerial vehicle assisted networks to balance sum-rate and transmit power while guaranteeing users’ transmission reliability in terms of rate outage probability. In short block-length regime, the power and blocklength are allocated in [12] to optimize reliability by minimizing the worst-case decoding-error probability of industrial automation wireless links.

The resource allocation with reliability guarantee turns to be quite complicated when the wireless channel experiences fast fading during the transmission period. In this case, one can utilize the slowly varying large-scale channel fading information to perform resource allocation. In [13] and [14], power and spectrum are allocated for vehicle-to-everything (V2X) communications, where the vehicle-to-vehicle (V2V) links’ reliability is guaranteed to have a small rate outage probability. In [15], mode selection, power control, and resource block allocation are jointly optimized for V2X networks by a deep reinforcement learning based approach, where the reliability of the V2V links is guaranteed in terms of signal-to-interference-plus-noise ratio (SINR) outage probability. In [16], fixed powers are assigned to the V2X links across a time block, where many channel coherence periods, called slots, are contained in a block with a constant large-scale fading. Although the reliability requirement of the V2V links can be guaranteed by the large deviation theory in [16], we can expect more performance gain if power control is conducted in every slot. To this end, the transceiver may face a dilemma at the initial phase since the future channel is unknown when making instantaneous power allocation decision. On one hand, the agent can speculate on packet transmission by consuming a small amount of power but with a risk of failing to transmit all packets before deadline. On the other hand, using a large power may alleviate burden for subsequent slots but with a cost of power wasting if the channel is bad at the former phase but good at the latter phase. To address this dilemma, reinforcement learning models are proposed in [17] and [18] with the V2V links’ reliability requirement reflected in the reward design, where the weighted consumed time is penalized in [17] and the throughput is awarded in [18]. It can be observed that such reward design does not exactly match the reliability requirement. Moreover, it is usually difficult to measure how good the performance can be, especially from an optimization perspective, although they are indeed an effective approach to deal with resource allocation problem in complicated scenarios [19].

In this paper, we explicitly formulate the sequential power allocation as a policy optimization problem, aiming to minimize the expected sum power during the transmission period subject to a constraint on the transmission success probability. Due to some good properties held by the policy that maximizes the Lagrangian, we construct a reinforcement learning framework with appropriate reward design such that the goal-directed agent, i.e., the transceiver, obtains the optimal policy that maximizes the Lagrangian by learning to maximize its expected return. For the model-based case with channel distribution information available at the transceiver, we propose a fast converging algorithm to find the optimal dual solution and its corresponding policy. For the model-free case, we develop a three-stage procedure, consisting in order of online sampling, offline learning, and online operation, that works efficiently in practical systems.

The main contribution of this work is summarized as follows.

- We show some good properties of the dual problem of the proposed power allocation policy optimization problem.
- We design a reinforcement learning framework such that the goal-directed agent exactly maximizes the Lagrangian by maximizing its expected return.
- We propose a fast converging algorithm to optimize the dual variable for both model-based and model-free cases.
- We develop a three-stage strategy for practical model-free scenarios, where a backward Q-learning scheme with full exploitation of the sampled channel realizations is proposed to accelerate the learning process.

The rest of this paper is organized as follows. Section II presents the system model and formulates the power allocation as a policy optimization problem. Afterwards, Section III discusses the dual problem and provides a deep analysis into the structure. To address the optimization problem, a reinforcement learning framework and the corresponding policy optimization schemes are developed in Section IV. Finally, simulation results are presented in Section V and the conclusion is summarized in Section VI.

II. System Model and Problem Formulation

Consider a wireless link composed of two IoT devices, e.g., a V2V connection, which carries periodical mission-critical messages and demands performance guarantee on transmission reliability and latency. The channel is experiencing the block fading, i.e., the channel power gain remains constant as $h_t$ over the $t$th time slot and is independent and identically distributed (i.i.d.) across different slots. The time slot here can be regarded as the channel coherence period, which is usually on the order of hundreds of microseconds in a vehicular environment [20]. The system necessitates keeping the transmission outage probability below $\delta$, where the event of transmission outage is defined as that a payload of $N$ packets are failed to be delivered to the receiver within $T$ slots. By channel information feedback, the transmitter can be aware of the CSI of the current slot but not the future slots due to the causality.

Letting $A_t$ denote the transmit power in the $t$th slot, we have the channel capacity in the $t$th slot given by

$$C_t = W \log_2 \left(1 + \frac{h_t A_t}{\sigma^2}\right), \quad (1)$$

where $W$ is the frequency bandwidth and $\sigma^2$ is the variance of additive white Gaussian noise (AWGN). Such a single-link model without interference consideration moderates the complexity brought about by mutual effect between different links, allows us to extract neat and handy analytical results, and serves as a manageable starting point for the problem investigated in this paper. We assume that the transmit power can only take $L$ discrete levels, i.e., selecting from the set
denoting the minimum required channel power gain for carrying \( j \) (\( j = 1, 2, \cdots \) ) packets with transmit power \( a_l \) (\( l = 1, 2, \cdots , L \)). This quantization does not prevent us from attaining the optimum performance because the number of carried packets with different transmit powers are identical if the channel power gains fall in the same interval but may vary otherwise. Moreover, the number of valid intervals will be quite limited since \( \hat{h}_{1,j} \), growing exponentially with \( j \), will become unreachable rapidly as \( j \) increases. The following example illustrates this quantization method.

**Example 1:** Consider a system with \( \tau = 1 \) ms, \( W = 1 \) MHz, \( Z = 8,000 \) bits, \( \sigma^2 = -100 \) dBm, \( L = 3, a_1 = 0 \) mW, \( a_2 = 10 \) mW, and \( a_3 = 100 \) mW. We have \( \hat{h}_{2,1} = -86.0 \) dB, \( \hat{h}_{2,2} = -61.8 \) dB, \( \hat{h}_{2,3} = -37.8 \) dB, \( \hat{h}_{2,4} = -13.7 \) dB, \( \hat{h}_{2,5} = 10.4 \) dB, \( \hat{h}_{3,1} = -96.0 \) dB, \( \hat{h}_{3,2} = -71.8 \) dB, \( \hat{h}_{3,3} = -47.8 \) dB, \( \hat{h}_{3,4} = -23.7 \) dB, \( \hat{h}_{3,5} = 0.41 \) dB, and \( \hat{h}_{1,j} = 0 \) for all \( j = 1, 2, \cdots \). It can be observed that the channel power gain larger than \( \hat{h}_{2,4} \) or \( \hat{h}_{3,3} \) for \( j > 4 \) cannot be reached in general in practical situations. Then, we can discretize the channel power gain into 11 intervals, that are \( [0, \hat{h}_{3,1}] \), \( [\hat{h}_{3,1}, \hat{h}_{2,1}] \), \( [\hat{h}_{2,1}, \hat{h}_{3,2}] \), \( [\hat{h}_{3,2}, \hat{h}_{2,2}] \), \( [\hat{h}_{2,2}, \hat{h}_{3,3}] \), \( [\hat{h}_{3,3}, \hat{h}_{2,3}] \), \( [\hat{h}_{2,3}, \hat{h}_{3,4}] \), \( [\hat{h}_{3,4}, \hat{h}_{2,4}] \), \( [\hat{h}_{2,4}, \infty] \), without loss of performance.

The transmitter needs to allocate transmit powers for all slots to satisfy the reliability requirement. While transmission at the highest power level achieves the best possible reliability, it also leads to high energy consumption and may impose strong interference on secondary users who reuse the spectrum in the cognitive radio regime [22]. As a result, a judicious power allocation strategy should minimize the power consumption while guaranteeing the data transmission reliability high enough. This gives rise to a functional optimization problem, which aims to find the best mapping from the system states to appropriate power levels. The state of the system can be fully represented by the combination of three values: the number of slots left before deadline, the number of packets awaiting transmission, and the discretized instantaneous channel condition. Moreover, a state is defined as the terminal state if there is no slot left in this state and a nonterminal state otherwise. We use \( S \) to denote the finite set of all states and \( S^- \) to denote the finite set of all nonterminal states, allowing us to derive the finite set of terminal states given by \( S^- \).

A power allocation policy in this paper refers to a mapping, denoted by \( \pi(s) \), from the set \( S^- \) to the set \( A \), i.e., assigning an appropriate power level when the system is in the state \( s \). Under a given power allocation policy \( \pi \in \Pi \), where \( \Pi \) is the set of all possible policies, the expected sum power is

\[
\Psi(\pi) = \mathbb{E}_\pi \left\{ \sum_{t=1}^{T} A_t \right\}
\]

and the transmission success probability is

\[
\Upsilon(\pi) = \mathbb{P}_\pi \left\{ \sum_{t=1}^{T} D_t \geq N \right\},
\]

where \( \mathbb{E}_\pi [\cdot] \) defines the expected value of the random variable in the square brackets and \( \mathbb{P}_\pi [\cdot] \) denotes the probability of the event expressed in the braces, both conditional on \( \pi \) being followed. The power control policy optimization to minimize the expected sum power while guaranteeing the transmission success probability can be formulated as

\[
\min_{\pi} \Psi(\pi) \quad \text{subject to} \quad \Upsilon(\pi) \geq 1 - \delta.
\]

If there are two different policies, \( \pi_1 \) and \( \pi_2 \), resulting in the same transmission success probability, \( \Upsilon(\pi_1) = \Upsilon(\pi_2) \), and the same expected sum power, \( \Psi(\pi_1) = \Psi(\pi_2) \), we will not specifically differentiate them for ease of discussion. Since there are \( L \) candidate power levels for each nonterminal state, the number of possible policies is \( |\Pi| = L^{S^-} \), growing exponentially with \( T \) and \( N \). Therefore, exhaustive search becomes infeasible in most practical scenarios, which motivates us to design an efficient approach to address the problem (5).

The main difficulty in solving this problem lies in the fact that the future channel fading realizations are unknown by the transmitter. Furthermore, the transmitter may not even know the distribution of the channel fading in some practical systems. In this case, the transmitter has almost no knowledge about the best power choice before data transmission, and only after it makes several tries in a state and receives response from the network does it gain some information about consequences of a choice. A wealth of information about what to do in order to achieve the goal can be derived after a number of trials, which aligns with the framework of reinforcement learning [22]. However, the constraint in (5), which is not typical of a reinforcement learning setting, needs to be properly handled. To this end, we take a dual domain perspective to the problem (5) and derive some nice properties, which shed lights on designing a proper reinforcement learning model.

### III. Dual Problem

We transform the problem (5) to an equivalent form

\[
\max_{\pi} \quad - \Psi(\pi) \quad \text{s.t.} \quad \Upsilon(\pi) - (1 - \delta) \geq 0,
\]
whose optimal policy is denoted by $\pi^\ast$. By augmenting the objective function with the weighted constraint function, we derive the Lagrangian

$$L(\pi, \lambda) = -\Psi(\pi) + \lambda [\Upsilon(\pi) - (1 - \delta)]$$

where $\lambda \in [0, +\infty)$ associated with the constraint is called the Lagrange multiplier or the dual variable. Under any given $\lambda$, we utilize $\pi_\lambda$ to denote the power allocation policy maximizing the Lagrangian, i.e.,

$$\pi_\lambda = \arg \max_\pi L(\pi, \lambda) = \arg \max_\pi \{-\Psi(\pi) + \lambda \Upsilon(\pi)\},$$

implying that $\pi_\lambda$ does not depend on $\delta$. Then, the Lagrange dual function, defined as the maximum value of the Lagrangian over $\pi$, can be expressed as

$$f(\lambda) = \max_\pi L(\pi, \lambda),$$

which is always convex since it is the maximum of a family of linear functions of $\lambda$ [23]. It is intuitive that $\lambda$ plays a role in controlling the tradeoff between power consumption and transmission reliability if the policy, $\pi_\lambda$, is implemented. Generally, a greater $\lambda$ tilts the policy toward transmission reliability. In particular, only power consumption is taken into account when $\lambda = 0$ and only transmission reliability is considered when $\lambda \to \infty$.

For any given dual variable $\lambda$, the dual function provides an upper bound on the optimal value of the problem [23] [23]. It is thus straightforward to obtain the best upper bound by minimizing $f(\lambda)$, i.e., addressing the Lagrange dual problem

$$\min_\lambda \quad f(\lambda) = -\Psi(\pi_\lambda) + \lambda [\Upsilon(\pi_\lambda) - (1 - \delta)]$$

subject to $\lambda \geq 0$,

whose optimal variable and optimal objective value are denoted by $\lambda^\ast$ and $d^\ast = f(\lambda^\ast)$, respectively. From the duality theory, the weak duality, i.e., $-\Psi(\pi^\ast) \leq d^\ast$, generally holds even if the original problem is nonconvex [23].

### A. Properties of Policy $\pi_\lambda$

Let us first present the definition of Pareto optimality.

**Definition 1 (Pareto Optimal Policy):** A policy $\pi$ is said to be a Pareto optimal policy if there is no other policy yielding a higher transmission success probability and at the same time a lower expected sum power.

From the definition, Pareto optimality is a situation where no criterion can be better off without making the other criterion worse off. The following lemma, proved in Appendix A, shows a basic property of $\pi_\lambda$.

**Lemma 1:** For any given $\lambda \in [0, \infty)$, the policy $\pi_\lambda$ is a Pareto optimal policy.

Generally, if a policy is not Pareto optimal, it is not preferred in practical applications since there is another better policy improving one performance metric without reducing the other. Based on Lemma 1 we derive the following Lemma, proved in Appendix B.

**Lemma 2:** The transmission success probability, $\Upsilon(\pi_\lambda)$, and expected sum power, $\Psi(\pi_\lambda)$, resulting from the policy $\pi_\lambda$ are nondecreasing with $\lambda$.

From Lemmas 1 and 2, the Pareto optimal policy $\pi_\lambda$ produces monotonically increasing transmission success probability and expected sum power as $\lambda$ grows from 0 to $\infty$. Nevertheless, not all Pareto optimal policies can be reached by $\pi_\lambda$. To show the reachable and the unreachable Pareto optimal policies, we introduce Lemma 3 proved in Appendix C and Lemma 4 proved in Appendix D, respectively.

**Lemma 3:** Consider two arbitrary Pareto optimal policies, $\pi_1$ and $\pi_2$, satisfying $\Psi(\pi_1) < \Psi(\pi_2)$ and $\Upsilon(\pi_1) < \Upsilon(\pi_2)$. Then, there must exist $\lambda_1$ and $\lambda_2$ ($0 \leq \lambda_1 < \lambda_2$) such that $\pi_{\lambda_1} = \pi_1$ and $\pi_{\lambda_2} = \pi_2$, if $\Psi(\pi_j) > \theta_\pi \Psi(\pi_j) + (1 - \theta_\pi) \Upsilon(\pi_j)$ holds for any other Pareto optimal policy, $\pi'_j$, where real scalar $\theta_\pi$ is the solution to $\Upsilon(\pi'_j) = \theta_\pi \Upsilon(\pi_j) + (1 - \theta_\pi) \Upsilon(\pi_j)$.

**Lemma 4:** Consider $0 \leq \lambda_1 < \lambda_2$ such that $\Psi(\pi_{\lambda_1}) < \Psi(\pi_{\lambda_2})$ and $\Upsilon(\pi_{\lambda_1}) < \Upsilon(\pi_{\lambda_2})$. Then, Pareto optimal policy $\pi_{\lambda_1}$, if it exists, cannot be reached by $\pi_{\lambda_2}$, if $\Psi(\pi_j) > \theta_\pi \Psi(\pi_j) + (1 - \theta_\pi) \Upsilon(\pi_j)$, where $\theta_\pi' \in (0, 1)$ is the solution to $\Upsilon(\pi'_j) = \theta_\pi' \Upsilon(\pi_j) + (1 - \theta_\pi') \Upsilon(\pi_j)$.

Lemmas 1-4 can be neatly summarized in geometry. In particular, let us consider a performance figure with horizontal and vertical axes representing transmission success probability and expected sum power, respectively. Then, each possible policy can be mapped onto a particular point in the figure. In this context, by varying $\lambda$ from zero to infinity, $\pi_\lambda$ can reach all performance points that are located on the convex envelope of all possible policies, in the order of increasing transmission success probability and expected sum power. Now, we have a more general conclusion summarized in the following theorem, which can be directly obtained by following Lemmas 1 and 2.

**Theorem 1:** Suppose that $Y$ different Pareto optimal policies, denoted by $\pi^{(1)}, \pi^{(2)}, \ldots, \pi^{(Y)}$, can be reached by varying $\lambda$ from 0 to $\infty$, where

$$\Psi(\pi^{(1)}) < \Psi(\pi^{(2)}) < \cdots < \Psi(\pi^{(Y-1)}) < \Psi(\pi^{(Y)})$$

and

$$\Upsilon(\pi^{(1)}) < \Upsilon(\pi^{(2)}) < \cdots < \Upsilon(\pi^{(Y-1)}) < \Upsilon(\pi^{(Y)})$$

hold. Then, there must exist

$$0 = \lambda^{(0)} < \lambda^{(1)} < \lambda^{(2)} < \cdots < \lambda^{(Y-1)} < \lambda^{(Y)} = \infty,$$

such that $\pi_{\lambda^{(j)}} = \pi^{(j)}$ as long as $\lambda \in [\lambda^{(j-1)}, \lambda^{(j)}]$ for all $j = 1, 2, \ldots, Y$. Particularly, the policy $\pi_{\lambda^{(j)}}$ can correspond to either $\pi^{(j)}$ or $\pi^{(j+1)}$ when $\lambda = \lambda^{(j)}$ for $j = 1, 2, \ldots, Y - 1$, where $\lambda^{(j)}$ satisfies

$$\lambda^{(j)} = \frac{\Psi(\pi^{(j+1)}) - \Psi(\pi^{(j)})}{\Upsilon(\pi^{(j+1)}) - \Upsilon(\pi^{(j)})}.$$

From Theorem 1 as $\lambda$ increases from zero to infinity, policy $\pi_{\lambda}$ switches when crossing a value in the set $\Lambda = \{\lambda^{(0)}, \lambda^{(1)}, \lambda^{(2)}, \cdots, \lambda^{(Y-1)}, \lambda^{(Y)}\}$. However, the fact that both $\pi^{(j)}$ and $\pi^{(j+1)}$ are the optimal policies for $\lambda^{(j)}$ will cause great inconvenience. To this end, in the remainder of this paper, the policy $\pi_{\lambda^{(j)}}$ will solely refer to $\pi^{(j+1)}$ that has a higher transmission success probability than $\pi^{(j)}$. 
B. Properties of $\pi_\lambda$

In the previous subsection, we have shown good properties of $\pi_\lambda$, which is independent of $\delta$. However, the best value of $\lambda$ that minimizes $f(\lambda)$ is dependent on $\delta$. To derive the optimal $\lambda$ to the dual problem (11), we first consider the case that the primal power allocation problem is infeasible, i.e., there is no policy leading to the transmission success probability to be no less than $1-\delta$. In this case, because $f(\lambda)$ is convex and $f'(\lambda) = \Upsilon(\pi_\lambda) - (1 - \delta) < 0$ for any $\lambda > 0$, one can always reduce $f(\lambda)$ by increasing $\lambda$, directly leading to $\lambda^* = \infty$ and $d^* = -\infty$. This demonstrates that the dual problem is unbounded if the primal problem is infeasible, conforming with the duality theory [23]. For the feasible case, we have Lemmas 5 and 6 presented as follows, which are proved in Appendices 3 and 4 respectively.

Lemma 5: If there exists a $\lambda_0$ such that $\Upsilon(\pi_\lambda_0) = 1 - \delta$, then the strong duality holds and the optimal dual variable satisfies $\Upsilon(\pi_{\lambda^*}) = 1 - \delta$.

Lemma 6: If the primal problem is feasible and $\Upsilon(\pi_\lambda) \geq 1 - \delta$ for all $\lambda \in [0, \infty)$, the optimal dual variable satisfies $\Upsilon(\pi_{\lambda^*}) > 1 - \delta$. Moreover, there is no other $\lambda'$ yielding $\Upsilon(\pi_{\lambda'}) > 1 - \delta$ and $\Psi(\pi_{\lambda'}) < \Psi(\pi_{\lambda^*})$.

According to Lemmas 5 and 6, $\pi_{\lambda^*}$ achieves the best Pareto optimal policy on the convex envelope of all possible policies in the performance figure with horizontal axis being transmission success probability and vertical axis being expected sum power, in the sense that there is no other $\lambda$ giving rise to $\Upsilon(\pi_{\lambda'}) \geq 1 - \delta$ and $\Psi(\pi_{\lambda'}) < \Psi(\pi_{\lambda^*})$. Leveraging Lemma 2 further, we can derive $\lambda^*$ by addressing an equivalent problem

$$
\min_{\lambda} \lambda \tag{16a}
$$

subject to

$$\Upsilon(\pi_{\lambda^*}) \geq 1 - \delta, \quad \lambda \geq 0 \tag{16b, 16c}$$

which can be exploited in our algorithm design.

IV. REINFORCEMENT LEARNING BASED OPTIMIZATION

In this section, we will introduce a reinforcement learning framework that can be utilized to derive policy $\pi_\lambda$ for an arbitrary given dual variable $\lambda$. Then, the schemes for deriving the optimal variable $\lambda^*$ are proposed for model-based and model-free cases sequentially.

A. Reinforcement Learning Framework

In this subsection, we develop a reinforcement learning framework to obtain policy $\pi_\lambda$ that maximizes the Lagrangian $L(\pi, \lambda)$ over $\pi$ for any given $\lambda$. In reinforcement learning, the interaction between the agent and environment can be formulated as a Markov decision process (MDP) as illustrated in Fig. 1(a). This work, the agent refers to the transmitter and everything beyond the agent is considered as the environment.

In general, during the agent-environment interaction, the agent observes a state, $S_t$, at time $t$ from the state space, $S^*$, and on that basis selects an action, $A_{t+1}$, from the action space $A$, based on a policy, $\pi$. One time slot later, the environment responds to the action $A_{t+1}$ taken in the state $S_t$ by presenting a new state, $S_{t+1}$, from the state space $S$ and giving rise to a reward, $R_{t+1}$, from the reward space, $R$, to the agent, where the reward is a special scalar value that the agent want to maximize over time [22]. At time $t$, $A_t$ shares the same definition with the one given in Section III, i.e., representing the power allocation in the $t$th slot. $R_t$ is the reward received at the end of $t$th slot, and $S_t$ is the state observed at the end of the $t$th slot, for all $t \in \{1, 2, \ldots, T\}$. Because the agent has only $T$ slots to transmit data, the agent-environment interaction leads to a finite trajectory as shown in Fig. 1(b). It can be observed that the learning task is episodic with each episode starting from the initial state $S_0$ and terminated $T$ slots later.

As clarified in Section III, any given state $s \in S$ should reflect the number of slots left before the deadline in state $s$, $U_s$, the number of packets awaiting transmission in state $s$, $V_s$, and the discretized channel power gain of the subsequent slot observed in state $s$, $H_s$, where $H_s$ is discretized from the real continuous channel power gain $h_s$, written as $H_s = \mathcal{D}(h_s)$. Then, the state can be expressed by

$$s = \{U_s, V_s, H_s\}, \tag{17}$$

In particular, the starting state, $S_0$, always satisfies $U_{S_0} = T$ and $V_{S_0} = N$.

Towards obtaining policy $\pi_\lambda$ that maximizes $L(\pi, \lambda)$ over $\pi$ for a given $\lambda$, we set the reward as

$$R_t = -A_t + \lambda c_t \tag{18}$$

for $t \in \{1, 2, \ldots, T\}$, where $c_t$ is the basic reward for encouraging successful transmission defined as

$$c_t = \begin{cases} 0, & \text{if } t < T \\ \delta - 1, & \text{if } t = T \text{ and } V_{S_t} > 0 \\ \delta, & \text{if } t = T \text{ and } V_{S_t} = 0. \end{cases} \tag{19}$$

From the aforementioned formulation, the sets of $S$, $A$, and $R$ have a finite number of elements, implying that the formulated MDP is finite. Then, the random variables $R_t$ and $S_t$ for $t \in \{1, 2, \ldots, T\}$ have discrete probability distributions.
dependent only on the preceding state and action. Therefore, we can characterize the dynamics of the MDP by
\[ p(s', r|s, a) = P\{S_t = s', R_t = r|S_{t-1} = s, A_{t} = a\}, \quad (20) \]
denoting the probability of state \( s' \) and reward \( r \) at time \( t \) given the preceding state \( s \) at time \( t-1 \) and action \( a \) at time \( t \), where \( s', r \in \mathbb{S}, s \in \mathbb{S}^- \), and \( a \in \mathcal{A} \).

To measure how good a policy is, we define value functions for states and for actions. In particular, the value function of a state \( s \) under a policy \( \pi \), denoted by \( v_\pi(s) \), is the expected return starting from \( s \) and following \( \pi \) thereafter, i.e.,
\[
v_\pi(s) = \mathbb{E}_\pi \left[ \sum_{j=1}^{U_s} R_{T-U_s+j} | S_{T-U_s} = s \right] \quad (21)\]
for all \( s \in \mathbb{S}^- \), and \( V_\pi(s) = 0 \) for all \( s \in \mathbb{S} - \mathbb{S}^- \). Similarly, the value of taking action \( a \) in state \( s \) under policy \( \pi \), denoted by \( q_\pi(s, a) \), as the expected return starting from \( s \), taking the action \( a \), and thereafter following policy \( \pi \), i.e.,
\[
q_\pi(s, a) = \mathbb{E}_\pi \left[ \sum_{j=1}^{U_s} R_{T-U_s+j} | S_{T-U_s} = s, A_{T-U_s+1} = a \right] \quad (22)\]
for all \( s \in \mathbb{S}^- \) and \( a \in \mathcal{A} \), and \( q_\pi(s, a) = 0 \) for all \( s \in \mathbb{S} - \mathbb{S}^- \) and \( a \in \mathcal{A} \). The functions, \( v_\pi \) and \( q_\pi \), are called the state value and action value function for policy \( \pi \), respectively. Particularly, if a policy \( \pi \) makes \( v_\pi(s) \geq v_\pi(s') \) for all \( s \in \mathbb{S} \) for any other policy \( \pi' \), \( \pi \) is the optimal policy in the reinforcement learning framework. Although there may exist many optimal policies corresponding to the reinforcement learning task, we use \( \pi^*_1 \) to denote the specific one maximizing the transmission success probability, where the subscript \( \lambda \) indicates that the optimal policy is influenced by the reward design in (18). The following theorem, proved in Appendix C shows an appealing property of the policy \( \pi^*_1 \).

**Theorem 2:** \( \pi^*_1 = \pi^*_\lambda \) if the dynamics of the MDP are fixed.

Theorem 2 implies that the optimal policy of the reinforcement learning task maximizes the Lagrangian, \( L(\pi, \lambda) \), over \( \pi \) for any given \( \lambda \), allowing us to solve the primal power allocation problem from the dual perspective by reinforcement learning. Owing to this, we will use the identical notation, \( \pi^*_\lambda \), to represent the optimal policy of the optimization in (2) and the optimal policy of the reinforcement learning task. We will first solve the reinforcement learning task under any fixed \( \lambda \) and then optimize \( \lambda \).

### B. Model-Based Approach

In this subsection, we consider that the agent perfectly knows the environment dynamics characterized by \( p(s', r|s, a) \). In this case, we can resort to the dynamic programming approach, which leverages value functions to organize and structure the search for the best policies by optimizing the value functions, where the optimal value functions, \( v_* \), satisfy the Bellman optimality equations
\[
v_* (s) = \max_a \mathbb{E}[R_{t+1} + v_* (S_{t+1}) | S_t = s, A_{t+1} = a] \quad (23)\]
for all \( s \in \mathbb{S}^- \) and \( v_* (s) = 0 \) for all \( s \in \mathbb{S} - \mathbb{S}^- \). In general, as long as the distribution of the channel fading is known, the agent can figure out \( p(s', r|s, a) \), based on which \( \Psi(\pi) \) and \( \Upsilon(\pi) \) can be further derived for any policy \( \pi \). By the value iteration approach summarized in Table I, we can efficiently obtain the optimal value function, \( v_* \), for any given \( \lambda \), which leads to policy \( \pi^*_\lambda \) yielding a deterministic action taken in state \( s \in \mathbb{S}^- \) as
\[
\pi^*_\lambda (s) = \arg \max_a \sum_{s' \in \mathbb{S}} \sum_{r \in \mathcal{R}} p(s', r|s, a)[r + v_* (s')] \quad (24)\]

According to Theorem 1, the convex dual function \( f(\lambda) \) is a chain of connected line segments in geometry as shown in Fig. 2 which instructs us to efficiently search for \( \lambda^* \) that minimizes \( f(\lambda) \). Particularly, we set \( \lambda_{\min} = 0 \) and initialize \( \lambda_{\max} \) as a
sufficient large number. It is straightforward that \( \lambda^* = \lambda_{\text{min}} \) if \( \Upsilon(\pi_{\lambda_{\text{min}}}) \geq 1 - \delta \) and \( \lambda^* = \lambda_{\text{max}} \) if \( \Upsilon(\pi_{\lambda_{\text{max}}}) < 1 - \delta \), where the latter corresponds to an infeasible case. Generally, we have \( \Upsilon(\pi_{\lambda_{\text{min}}}) < 1 - \delta \) and \( \Upsilon(\pi_{\lambda_{\text{max}}}) > 1 - \delta \), indicating \( \lambda_{\text{min}} \leq \lambda^* \leq \lambda_{\text{max}} \) since \( \lambda^* \) is the optimal solution the problem (16). Next, we can look into \( \lambda_0 \) given by

\[
\lambda_0 = \frac{\Psi(\pi_{\lambda_{\text{max}}}) - \Psi(\pi_{\lambda_{\text{min}}})}{\Upsilon(\pi_{\lambda_{\text{max}}}) - \Upsilon(\pi_{\lambda_{\text{min}}})},
\tag{25}
\]

representing the optimal value of \( \lambda \) if there is no \( \lambda \in [\lambda_{\text{min}}, \lambda_{\text{max}}] \) such that \( \pi_{\lambda} \neq \pi_{\lambda_{\text{min}}} \) and \( \pi_{\lambda} \neq \pi_{\lambda_{\text{max}}} \). In particular, if

\[
f(\lambda_0) = -\Psi(\pi_{\lambda_0}) + \lambda_0[\Upsilon(\pi_{\lambda_0}) - (1 - \delta)]
= -\Psi(\pi_{\lambda_{\text{max}}}) + \lambda_0[\Upsilon(\pi_{\lambda_{\text{max}}}) - (1 - \delta)]
\tag{26}
\]

holds, we have \( \lambda^* = \lambda_0 \) and \( \pi_{\lambda^*} = \pi_{\lambda_{\text{max}}} \). Otherwise, there must exist at least one policy \( \pi_{\lambda} \) other than \( \pi_{\lambda_{\text{min}}} \) and \( \pi_{\lambda_{\text{max}}} \) for \( \lambda \in [\lambda_{\text{min}}, \lambda_{\text{max}}] \), and we need to further check if there is a better \( \lambda \). To this end, we set \( \lambda_{\text{min}} = \lambda_0 \) if \( \Upsilon(\pi_{\lambda_0}) < 1 - \delta \) and \( \lambda_{\text{max}} = \lambda_0 \) otherwise, because we need to find the minimum \( \lambda \) to satisfy the reliability requirement as elaborated in the problem (16). Continuing this procedure as illustrated in Table II \( \lambda^* \) can be found after fewer than \( Y \) iterations, as shown in the exemplary searching trajectory in Fig. 2.

### C. Model-Free Approach

If the agent is not aware of the environment model, i.e., the distribution of channel fading is unknown by the agent, the only way to optimize the power allocation policy is to learn from experience. An exemplary strategy is the off-policy Q-learning, which approximates the best action value function by continuously updating its estimate, \( q(s, a) \), exploiting the experience. There is a fundamental dilemma in designing an online algorithm to derive the optimal power allocation policy in practical applications. On one hand, a large number of sample trajectories of channel realizations are required to learn the action value and test the corresponding policy’s performance for a given \( \lambda \), not to mention the optimization of \( \lambda \). On the other hand, the practical system may not tolerate a lower transmission success probability even during the learning period, making the choice of \( \lambda \) difficult during the learning period. To address this dilemma, we propose a three-stage algorithm with coordination between the transmitter and the receiver as summarized in Table III composed in sequential of the online sampling, offline learning, and online operation.

### • Stage 1: Online Operation (done by transmitter)

The transmitter conducts power allocation using policy \( \pi_{\text{sam}} \) in this stage.
where $\alpha$ is the average return of the state-action pair $q$. We propose a backward Q-learning scheme, where the reward accounting for successful transmission is sparse, $h$. $q$ is defined as the policy. On the receiver side, the receiver can approximate the optimal strategy with the sampling stage until the end of this stage.

- **Stage 2: Offline Learning**

  In this stage, the transmitter keeps implementing the same strategy with the sampling stage until the end of this stage. On the receiver side, the receiver can approximate the optimal action value, $q_s(s, a)$, for any given $\lambda$ by Q-learning with full exploration of channel realizations $h_{T_k}$ for all $t = 1, 2, \cdots, T$ and $k = 1, 2, \cdots, K$, leading to the policy $\pi_\lambda$ with

  $$\pi_\lambda(s) = \arg \max_a q_s(s, a).$$

  The full exploration means that we can update $q(s, a)$ for all related state-action pairs once in every episode. However, the reward accounting for successful transmission is sparse, making the learning still converge slowly. To this end, we propose a backward Q-learning scheme, where $q(s, a)$ is updated in an increasing order of $U_s$, i.e., the number of slots left before the deadline in state $s$. In particular, in the $k$th episode, we first consider a state $s$ with $U_s = 1$ and $H_s = \mathcal{D}(h_{T_k})$, meaning that we start from the beginning of the last slot. By looking into an action $a$, experiencing the channel fading $h_{T_k}$, we can figure out the next state $s'$ and the reward $r$, allowing us to update $q(s, a)$ according to

  $$q(s, a) = q(s, a) + \alpha [r + \max_{a' \in A} q(s', a') - q(s, a)],$$

  where $\alpha = \max\{1/k, \alpha_{\text{min}}\}$ makes $q(s, a)$ approach sample-average return of the state-action pair $(s, a)$ but with a learning rate being at least $\alpha_{\text{min}}$. It can be observed that the reward information about successful transmission has been broadcast to all states in $\{s|U_s = 1, H_s = \mathcal{D}(h_{T_k})\}$ if we have updated $q(s, a)$ once for all $s$ in this set and $a \in A$. By continuing this updating for states in $\{s|U_s = 2, H_s = \mathcal{D}(h_{T_k}), \cdots, |s|U_s = T, H_s = \mathcal{D}(h_{T_k})\}$ in order, we can make the reward of successful transmission propagate to all related state-action values backward in each episode. After updating the state-action values by leveraging the sampled $K$ episodes of channel realization, we can expect that good approximation of optimal state-action values can be achieved as long as $K$ is not too small. Then, we test the derived policy over the $K$ episodes and obtain its Monte-Carlo based transmission success probability and expected sum power. The detailed algorithm of offline Q-learning and policy testing is summarized in Table IV.

We can search for the optimal dual variable $\lambda$ and optimal policy $\pi_\lambda$ after a finite number of iterations by a similar procedure as in the model-based algorithm. However, the proposed backward Q-learning with full exploitation of channel realizations may still result in suboptimal policies caused by insufficient channel exploitations. Moreover, inaccurate transmission success probability and expected sum power may be derived in policy testing over the sampled channel realizations, which may cause unintended updating of $\lambda$. This issue can be easily addressed by modifying the procedure for searching $\lambda$. In particular, the algorithm immediately returns a policy satisfying reliability requirement when the stopping criterion is met or the search trajectory goes beyond expectation, as shown in Lines 22-27 in Table IV. In fact, this modification may lead to inaccurate solutions of $\lambda^*$, but the derived policy $\pi_\lambda^*$ is quite efficient. In other words, the ultimate goal of the algorithm is to find $\pi_\lambda^*$ rather than $\lambda^*$. Finally, once the optimal policy $\pi_\lambda^*$ is derived, it is fed back to the transmitter and the offline learning stage ends.

- **Stage 3: Online Operation**

  In this final stage, the transmitter always takes action using the policy $\pi_\lambda^*$, which should achieve the best Pareto optimal solution on the convex envelope of all possible policies in the performance figure with the horizontal and vertical axes being transmission success probability and expected sum power, respectively.

### V. Simulation Results

In this section, we provide numerical results to validate the analysis and the proposed power allocation strategy. In particular, we model the channel power gain as the product of large-scale fading and small-scale fading, where the former keeps constant during the payload delivery period and the latter follows exponential distribution with unit mean in every slot. The setup of fixed large-scale fading is reasonable because it usually does not change too much for even hundreds of milliseconds under typical vehicle speed, while the latency of safety-related payload transmission can be required to be less than tens of milliseconds [3]. All simulation parameters are set by default to the values in Table IV whereas each figure may have particular settings taking precedence wherever applicable.

#### TABLE IV

| Algorithm | Backward Q-Learning and Policy Testing |
|-----------|----------------------------------------|
| 1: **Initialization:** |
|   | • dual variable $\lambda$ and minimum learning rate $\alpha_{\text{min}}$ |
|   | • $q(s, a) = 0$ for all $s \in S$ and $a \in A$ |
|   | • $k = 0$ |
| 2: **repeat** |
| 3: $k = k + 1$ |
| 4: $a = \max\{1/k, \alpha_{\text{min}}\}$ |
| 5: $u = 0$ |
| 6: **repeat** |
| 7: $u = u + 1$ |
| 8: for $s \in \{s|U_s = u, H_s = \mathcal{D}(h_{T-u+1,k})\}$ do |
| 9: for $a \in A$ do |
| 10: Experience channel fading $h_{T-u+1,k}$, observe next state $s'$, and receive reward $r$ |
| 11: $q(s, a) = q(s, a) + \alpha [r + \max_{a' \in A} q(s', a') - q(s, a)]$ |
| 12: end for |
| 13: end for |
| 14: until $u = T$ |
| 15: until $k = K$ |
| 16: $q_s(s, a) = q(s, a)$ for all $s \in S$ and $a \in A$ |
| 17: Get policy $\pi_\lambda$ with $\pi_\lambda(s) = \arg \max_a q_s(s, a)$ for $s \in S$ |
| 18: Take policy $\pi_\lambda$ for $K$ episodes, derive the expected sum power $\Psi(\pi_\lambda)$ estimated by average sum power of the $K$ episodes, and obtain the transmission success probability $\mathcal{T}(\pi_\lambda)$ estimated by the ratio of the number of episodes with successful data transmission to $K$ |
| 19: Set $f(\lambda) = -\Psi(\pi_\lambda) + \lambda [\mathcal{T}(\pi_\lambda) - (1 - \delta)]$ |
| 20: **Return:** $\pi_\lambda, \Psi(\pi_\lambda), \mathcal{T}(\pi_\lambda), f(\lambda)$ |
Consider a wireless transmission link requiring that $N = 4$ packets should be delivered within $T = 2$ slots, where $Z = 7,600$ bits are contained in each packet. To make the policy search tractable, the small-scale fading can only take values of 0.2 and 8, with probability $2/3$ and $1/3$, respectively. In this scenario, the number of nonterminal states is $|S^−| = 12$ and the number of possible policies is $|Π| = L|S^−| = 3^{12} = 531,441$. Leveraging the distribution of channel fading, we can figure out the state transition probability and state distribution probability for each possible policy, based on which the expected sum power and transmission success probability for each policy can be derived. Then, each policy can be mapped onto a point, marked by an asterisk, in Fig. 3 Among all policies, the Pareto optimal ones are marked by red circles and connected by red dashed lines. Finally, all points derived by policies, the Pareto optimal ones are marked by red circles and each policy can be mapped. Then, each policy can be mapped to the state transition probability and state distribution probability for all $λ \in [0, \infty)$.

By conducting 1,000 independent experiments, Fig. 5(a) and Fig. 5(b) show the average actual return of the adopted policy in each episode and the expected return of the learned policy after each episode, respectively. Since our proposed backward Q-learning scheme is implemented offline, we consider $K$ episodes of channel realizations have been sampled in each experiment. Then, the return of the optimal policy and the proposed method in Fig. 5(a) are derived by testing the optimal policy and our learned policy on the same channel realizations of the $ε$-greedy Q-learning, where the optimal policy can be obtained by model-based learning. Compared with the actual return during the learning process, Fig. 5(b) shows the average expected return of the policy that greedily chooses the action possessing the highest state-action value.

![Fig. 3. The transmission success probability and expected sum power of all possible policies, Pareto optimal policies, and policies $π_λ$ for all $λ \in [0, \infty)$.](image)

### Table V

| Parameter | Value |
|-----------|-------|
| Number of slots $T$ | 2, 6, 15, 20 |
| Number of packets $N$ | 4, 10, 26, 28, 30, 50 |
| Noise power $σ^2$ | $−100$ dBm |
| Action space $A$ | $[0, 10, 100]$ mW |
| Large-scale fading | $10^{−6}$ |
| Slot length $τ$ | 1 ms |
| Bandwidth $W$ | 1 MHz |
| Number of bits in each packet $Z$ | 4000 |
| Number of sampling episodes $K$ | $10^3$ |
| Minimum learning rate | 0.001 |
| Error tolerance $ξ$, $θ$, and $θ_f$ | $10^{−8}$ |
| Initialization of $[λ_{min}, λ_{max}]$ | $[0, 10^3]$ |
| Small-scale fading | Rayleigh fading |

![Fig. 4. Curve of the Lagrange dual function $f(λ)$ with respect to $λ$, where each line segment of the curves represents a Pareto optimal policy, each hollow or solid circle denotes a policy changing point along the curves, and each solid magenta circle denotes the lowest point of the curves.](image)

verifies Lemma 1. Moreover, the fact that an increasing $λ$ leads to nondecreasing expected sum power and transmission success probability is in line with Lemma 2. Finally, $π_λ$ can reach all the Pareto optimal points on the convex envelope of all possible policies and cannot touch any point above the convex envelope, which confirms Lemma 3 and Lemma 4.

In the same network setting with Fig. 3, we also show the curves of the dual function, $f(λ)$, with respect to $λ$ for different values of $δ$ in Fig. 4. We can utilize the proposed model-based value iteration to figure out the optimal policy that solves the proposed reinforcement learning task, leading to the value of $f(λ)$. Moreover, the exhaustive search can be applied to find policy $π_λ$ that maximizes the Lagrangian as long as $λ$ and $δ$ are given, which provides the true best value of $f(λ)$. It can be observed that the model-based reinforcement learning reaches exactly the optimal policy, $π_λ$, for all $λ$, which confirms Theorem 2. We notice that each line segment between adjacent circles represents a reachable Pareto optimal policy, which always maximizes the Lagrangian along the line segment. In addition, comparing Fig. 3 with Fig. 4 it can be observed that the optimal dual variable $λ^*$, i.e., the minimizer of $f(λ)$, indeed offers the best policy, $π_λ^*$, on the convex envelope of all policies.
We show the expected return of the learned policy versus episodes with different payloads and time constraints in Fig. 6, where the average is performed across 100 independent experiments. The model-based method provides the theoretical optimal policy. For the model-free case, we update the policy after each episode and figure out its expected return according to model-based analysis. We observe that the expected return of the derived policy in the model-free cases approaches the optimum only after about one hundred episodes for different $T$ and $N$, implying that the learning performance is insensitive to the values of $T$ and $N$. Moreover, when $N$ is reduced, the power consumption is allowed to decrease while guaranteeing the same transmission success probability, which makes the expected return improve. Instead, the expected return increases with $T$ since less power can be spent to speculate on channel realizations to obtain the same transmission reliability.

**Fig. 5.** Experienced return and expected return of the learned policy for each episode, where $\lambda = 1,000$, $K = 1,000$, and $N = 10$ packets are required to be transmitted within $T = 6$ slots.

in every station according to the learned Q table in each episode. Both Fig. 5(a) and Fig. 5(b) demonstrate that the proposed backward Q-learning scheme converges fast to the optimal policy within about two hundred episodes, whereas the traditional $\epsilon$-greedy Q-learning strategy requires more than 1,000 episodes to reach the best return. Moreover, $\epsilon$-greedy Q-learning faces the dilemma of trading off exploration and exploitation. On one hand, the random policy, i.e., $\epsilon = 1$, converges fastest to the optimal state-action value, but the actual performance during the learning process is quite bad. On the other hand, $\epsilon = 0.1$ or $\epsilon = 0.01$ has better return during the learning procedure, but the state-action values need much more episodes to approach the optimum. The fast convergence of the proposed model-free learning profits from two facts. First, the backward learning makes the reward information about successful transmission propagate to every related state-action pair in each episode. Second, the Q value updating for all state-action pairs in each episode fully exploits the sampled channel realizations.

**Fig. 6.** Expected return of the learned policy in each episode, where $\lambda = 800$.

Based on a randomly chosen experiment, the transmission outage probability and expected sum power versus the iteration of $\lambda$ for different transmission outage probability thresholds are shown in Fig. 7. According this figure, it takes only several iterations to search for the optimal dual variable $\lambda$ for both the model-based and model-free cases. The final derived policy results in a transmission outage probability close to $\delta$ but satisfying the transmission success probability constraint for different choices of $\delta$, which confirms the effectiveness of the obtained policy. Moreover, the model-based and model-free cases may differ in their trajectories of the transmission outage probability and expected sum power during the process of searching $\lambda$, but they will finally converge to the policies with quite close performance while satisfying the reliability constraint. Comparing Fig. 7(a) and Fig. 7(b), we find that there is a tradeoff between the transmission outage probability and expected sum power during the iteration of $\lambda$, i.e., improving one of them will decrease the other. On the whole, the updating of $\lambda$ tries to make a good balance between transmission outage probability and expected sum power while satisfying the reliability requirement.

**Fig. 8.** Shows the average expected sum power with dif-
different numbers of power levels, \( L \), by conducting multiple independent experiments. The power levels are equally spaced between 10 dBm and 30 dBm according to the number of power levels, e.g., the power space is \( \mathcal{A} = \{10 \text{ dBm}, 20 \text{ dBm}, 30 \text{ dBm}\} \) when \( L = 3 \). The expected sum power of the model-based case can be figured out according to our analysis, whereas the expected sum power of the model-free case is derived by testing the final learned policy over the sampled channel realizations. It can be observed that the proposed strategy in the model-free case has quite close expected sum power performance to the optimal model-based case, demonstrating the effectiveness of our proposal in practical scenarios. Because increasing \( L \) provides more possibilities of power choices in all states, allowing the transceiver to control power allocation more delicately with small granularity, the expected sum power decreases with \( L \). However, marginal gain is expected as \( L \) grows large, indicating that the complicated continuous power control may be unnecessary in practical systems. Moreover, since the reliability constraint becomes more stringent when we decreases the maximum allowed transmission outage probability \( \delta \), more powers are needed to satisfy the reliability requirement and thus the expected sum power increases.

The average expected sum power with different numbers of packets, \( N \), is shown in Fig. 9 where the average is made across 100 independent experiments. From the figure, the performance of the proposed model-free case matches the model-based case, implying that the proposed algorithm can be applied in practical scenarios. Moreover, as the payload \( N \) increases, the transmitter needs more power the maintain the required reliability, giving rise to the increase of expected sum power. On the other hand, the transmission task becomes less urgent as \( T \) grows, allowing the transmitter to spend less power speculating on channel realizations and thus making the expected sum power decrease.
VI. CONCLUSION

Considering a given amount of packets are required to be transmitted within a certain time constraint, this paper investigated power allocation policy optimization aiming to minimize the expected sum power subject to the transmission success probability constraint. We developed a reinforcement learning framework, where the agent can learn to achieve the best policy that maximizes the Lagrangian, which is always Pareto optimal. A fast converging algorithm is designed to optimize the dual variable for both the model-based and model-free cases. We also proposed a three-stage procedure for practical networks, consisting of online sampling, offline learning, and online operation. Based on our simulation results, the proposed reinforcement learning based algorithm in the model-based case perfectly finds the optimal policy of the dual solution and the model-free method achieves close performance to the model-based method. Future work will take into consideration of interference in a multi-link network to minimize the system power consumption while providing satisfactory payload delivery reliability for all connections.

APPENDIX A

PROOF OF LEMMA 1

Consider a particular $\lambda$ and its corresponding optimal policy $\pi_\lambda$, leading to the expected sum power and transmission success probability denoted by $\Psi(\pi_\lambda)$ and $\Upsilon(\pi_\lambda)$, respectively. We will prove the conclusion by contradiction. Let us suppose there is another policy, $\pi'$, such that $\Psi(\pi') < \Psi(\pi_\lambda)$ and $\Upsilon(\pi') \geq \Psi(\pi_\lambda)$ hold, or $\Psi(\pi') \leq \Psi(\pi_\lambda)$ and $\Upsilon(\pi') > \Psi(\pi_\lambda)$ hold. From the definition of Lagrangian in (3), we have

$$L(\pi', \lambda) = -\Psi(\pi') + \lambda [\Upsilon(\pi') - (1 - \delta)]$$

$$= -\Psi(\pi_\lambda) + \lambda [\Upsilon(\pi_\lambda) - (1 - \delta)]$$

which indicates that the policy $\pi_\lambda$ is not the maximizer of $L(\pi, \lambda)$ over $\pi$. This conflicts with the definition of $\pi_\lambda$ and thus the proof is complete.

APPENDIX B

PROOF OF LEMMA 2

Considering $0 \leq \lambda_1 < \lambda_2 < +\infty$, we need to show $\Upsilon(\pi_{\lambda_1}) \leq \Upsilon(\pi_{\lambda_2})$ and $\Psi(\pi_{\lambda_1}) \leq \Psi(\pi_{\lambda_2})$. In the following, we will prove this Lemma by contradiction. Suppose $\Upsilon(\pi_{\lambda_1}) > \Upsilon(\pi_{\lambda_2})$ holds. According to Lemma 1, we have $\Psi(\pi_{\lambda_1}) > \Psi(\pi_{\lambda_2})$; otherwise the policy $\pi_{\lambda_2}$ is dominated by $\pi_{\lambda_1}$ and is not Pareto optimal. Noticing the fact that $\pi_{\lambda_2}$ is the maximizer of $L(\pi, \lambda_1)$ over $\pi$, we have $L(\pi_{\lambda_2}, \lambda_1) \leq L(\pi_{\lambda_1}, \lambda_1)$, i.e.,

$$-\Psi(\pi_{\lambda_2}) + \lambda_1 [\Upsilon(\pi_{\lambda_2}) - (1 - \delta)]$$

$$\leq -\Psi(\pi_{\lambda_1}) + \lambda_1 [\Upsilon(\pi_{\lambda_1}) - (1 - \delta)]$$

Similarly, we derive $L(\pi_{\lambda_2}, \lambda_2) \leq L(\pi_{\lambda_1}, \lambda_2)$, i.e.,

$$-\Psi(\pi_{\lambda_2}) + \lambda_2 [\Upsilon(\pi_{\lambda_2}) - (1 - \delta)]$$

$$\leq -\Psi(\pi_{\lambda_1}) + \lambda_2 [\Upsilon(\pi_{\lambda_1}) - (1 - \delta)]$$

Similarly, we derive $L(\pi_{\lambda_2}, \lambda_2) \leq L(\pi_{\lambda_1}, \lambda_2)$, i.e.,

$$-\Psi(\pi_{\lambda_2}) + \lambda_2 [\Upsilon(\pi_{\lambda_2}) - (1 - \delta)]$$

$$\leq -\Psi(\pi_{\lambda_1}) + \lambda_2 [\Upsilon(\pi_{\lambda_1}) - (1 - \delta)]$$

Jointly processing (30) and (31), we have

$$\lambda_1 [\Upsilon(\pi_{\lambda_2}) - \Upsilon(\pi_{\lambda_1})] \leq \Psi(\pi_{\lambda_2}) - \Psi(\pi_{\lambda_1})$$

$$\leq \lambda_2 [\Upsilon(\pi_{\lambda_2}) - \Upsilon(\pi_{\lambda_1})]$$

which gives rise to $\lambda_1 \geq \lambda_2$. This is a contradiction and the proof can be finished.

APPENDIX C

PROOF OF LEMMA 5

We choose the value of $\lambda_0$ as the solution to $L(\pi^c, \lambda) = L(\pi^b, \lambda)$ with respect to $\lambda$, i.e.,

$$-\Psi(\pi^c) + \lambda \Upsilon(\pi^c) - (1 - \delta)] = -\Psi(\pi^c) + \lambda \Upsilon(\pi^c) - (1 - \delta)]$$

which yields

$$\lambda_0 = \frac{\Psi(\pi^c) - \Psi(\pi^b)}{\Upsilon(\pi^c) - \Upsilon(\pi^b)}.$$
max{L(π_{λ_1}, λ), L(π_{λ_2}, λ)} − L(π', λ)
= \max \{-\Psi(π_{λ_1}) + λ [Υ(π_{λ_1}) - (1 - δ)] - \Psi(π_{λ_2}) + λ [Υ(π_{λ_2}) - (1 - δ)]\}
= \max \{-[\Psi(π_{λ_1}) - \Psi(π')] + λ[Υ(π_{λ_1}) - Υ(π')]\}
> \max \{-[Ψ(π_{λ_1}) - θ_{s'π}(Ψ(π_{λ_1}) - (1 - θ_{s'π})) + λ[Υ(π_{λ_1}) - θ_{s'π}Υ(π_{λ_1}) - (1 - θ_{s'π})Υ(π_{λ_1})]\},
(42)
= \max \{(1 - θ_{s'π})[Ψ(π_{λ_1}) - Ψ(π_{λ_2}) + λ(Υ(π_{λ_1}) - Υ(π_{λ_2}))], θ_{s'π}[-(Ψ(π_{λ_1}) - Ψ(π_{λ_2}) + λ(Υ(π_{λ_2}) - Υ(π_{λ_1})))]\}
> 0

APPENDIX D
PROOF OF LEMMA 4
For any λ > 0, we have
max{L(π_{λ_1}, λ), L(π_{λ_2}, λ)} − L(π', λ) > 0,
(41)
where the detailed deduction can be found in (42) on the top of this page. This tells us that the policy π' is dominated by either π_{λ_1} or π_{λ_2} from the perspective of maximizing the Lagrangian Λ(π, λ) over π for any λ, implying that there is no λ leading to π_λ = π'.

APPENDIX E
PROOF OF LEMMA 5
Without loss of generality, let us consider that Λ_0 ∈ [λ^{(j)}, λ^{(j+1)}], where j ∈ {0, 1, · · · , Y − 1}. On one hand, all λ ∈ [λ^{(j)}, λ^{(j+1)}] result in the same value of function
\begin{align*}
f(λ) &= -\Psi(π_{λ}) + λ [Υ(π_{λ}) - (1 - δ)]
&= -\Psi(π_{λ}^{(j+1)}) + λ [Υ(π_{λ}^{(j+1)}) - (1 - δ)] \tag{43}
= \Psi(π_λ^{(j+1)}).
\end{align*}
On the other hand, for any λ' ∉ [λ^{(j)}, λ^{(j+1)}), we have
\begin{align*}
f(λ') &= -\Psi(π_{λ'}) + λ' [Υ(π_{λ'}) - (1 - δ)]
&> -\Psi(π_{λ}) + λ' [Υ(π_{λ}) - (1 - δ)] \tag{44}
&= -\Psi(π_{λ}) + λ [Υ(π_{λ}) - (1 - δ)] = f(λ),
\end{align*}
where λ ∈ [λ^{(j)}, λ^{(j+1)}]. Therefore, the optimal dual solution λ* makes Υ(π_{λ_λ}) = 1 − δ hold, where λ can be any value in [λ^{(j)}, λ^{(j+1)}]. Moreover, since π_{λ_π} is a feasible policy, we derive the strong duality, i.e., −Ψ(π*) = d*, resulting from
\begin{align*}
-Ψ(π_λ) &\leq d* = f(λ^*) = -Ψ(π_{λ_λ}) + λ^* [Υ(π_{λ_λ}) - (1 - δ)]
&= -Ψ(π_{λ_λ}) \leq -Ψ(π*).
\end{align*}
(45)

APPENDIX F
PROOF OF LEMMA 6
For the case that Υ(π_{λ_λ}) > 1 − δ when λ = 0, we have λ* = 0 since f'(λ) = Υ(π_{λ_λ}) − (1 − δ) > 0 for all λ ≥ 0. For the case that Υ(π_{λ_λ}) < 1 − δ when λ = 0, according to Lemma 3 and Lemma 4, there must exist j ∈ {1, 2, · · · , Y − 1} such that Υ(π_{λ}) > 1 − δ if λ ≥ λ^{(j)}, and Υ(π_{λ}) < 1 − δ otherwise. Then, λ* = λ^{(j)} since f'(λ) < 0 if λ < λ^{(j)} and f'(λ) > 0 otherwise. Clearly, there is no other λ making Υ(π_{λ_λ}) > 1 − δ and Ψ(π_{λ_λ}) < Ψ(π_{λ_λ}) for both of the two cases.

APPENDIX G
PROOF OF THEOREM 2
Under the reward design in (13), we apply policy π for K independent episodes, where stationary environment is considered such that s' ∈ S, r ∈ R, s ∈ S, and a ∈ A. Let R_{t,k}(π) and A_{t,k}(π) denote the reward received and action taken at time t during the kth episode under policy π, respectively. Similarly, c_{t,k}(π) is the basic reward for successful data transmission at time t during the kth episode under policy π. In addition, we define I_{t,k}(π) to be the index of successful data transmission, that is I_{t,k}(π) = 1 if the data transmission is successful in the kth episode under policy π and I_{t,k}(π) = 0 otherwise.

Under stationary environment, the expected reward under a policy is the same as the average of return samples derived from an infinite number of tests under that policy. Leveraging this fact, we can figure out the state value of the initial state s_0 under policy π as
\begin{align*}
v_π(s_0) &= L(π, λ), \tag{46}
\end{align*}
where the detailed deduction can be found in (47) on the top of the next page. It can be observed that the family of policies derived by the optimization of maximizing L(π, λ) is the same with the family of policies derived by the reinforcement learning of maximizing v_π(s_0). Recalling the definition of π^* and π_λ, we have π^* = π_λ.
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\[ v_\pi(s_0) = E_\pi \left[ \sum_{t=1}^{T} R_t(\pi) \right] = \lim_{K \rightarrow \infty} \frac{1}{K} \sum_{k=1}^{K} \sum_{t=1}^{T} R_{t,k}(\pi) = \lim_{K \rightarrow \infty} \frac{1}{K} \sum_{k=1}^{K} \sum_{t=1}^{T} (-A_{t,k}(\pi) + \lambda c_{t,k}(\pi)) \]

\[
= \lim_{K \rightarrow \infty} \left[ \frac{1}{K} \sum_{k=1}^{K} \sum_{t=1}^{T} -A_{t,k}(\pi) \right] + \lambda \cdot \lim_{K \rightarrow \infty} \left[ \frac{1}{K} \sum_{k=1}^{K} \sum_{t=1}^{T} c_{t,k}(\pi) \right] \\
= \lim_{K \rightarrow \infty} \left[ \frac{1}{K} \sum_{k=1}^{K} \sum_{t=1}^{T} -A_{t,k}(\pi) \right] + \lambda \cdot \lim_{K \rightarrow \infty} \left[ \frac{1}{K} \sum_{k=1}^{K} \left[ \delta I_k(\pi) + (\delta - 1)(1 - I_k(\pi)) \right] \right] \\
= \lim_{K \rightarrow \infty} \left[ \frac{1}{K} \sum_{k=1}^{K} \sum_{t=1}^{T} -A_{t,k}(\pi) \right] + \lambda \cdot \lim_{K \rightarrow \infty} \left[ \delta \cdot \frac{\sum_{k=1}^{K} I_k(\pi)}{K} + (\delta - 1) \cdot \left(1 - \frac{\sum_{k=1}^{K} I_k(\pi)}{K}\right) \right] \\
= -\Psi(\pi) + \lambda \left[ \delta \Upsilon(\pi) + (\delta - 1)(1 - \Upsilon(\pi)) \right] = -\Psi(\pi) + \lambda \left[ \Upsilon(\pi) - (1 - \delta) \right] = L(\pi, \lambda)
\]