“Programming” Quantum Hardware via Levenberg Marquardt Machine Learning
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Abstract—We present an improved method for quantum machine learning, using a modified Levenberg-Marquardt (LM) method. The LM method is a powerful hybrid reinforcement learning technique ideally suited to quantum machine learning as it only requires knowledge of the final measured output of the quantum computation, not intermediate quantum states which are generally not accessible. Thus, we are able with this method to achieve true online training of a quantum system to do a quantum calculation. We demonstrate this using a fundamentally non-classical calculation: estimating the entanglement of an unknown quantum state. Machine learning is demonstrated with results from simulations and runs on the IBM Qiskit hardware interface.
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I. INTRODUCTION

The term “quantum machine learning” is usually used to mean the use of classical machine learning algorithms for analysis of non-quantum data on a quantum computer. This is more properly called “quantum assisted machine learning.” In contrast, we have developed true quantum machine learning: use of a quantum system as a quantum computer that learns a quantum task. The benefits of the machine learning approach are manifold: (1) it bypasses the algorithm construction problem, since the system itself learns to find the desired procedures; (2) it enables computations without breaking down the procedure into a sequence of steps (sequence of CNOT, Hadamard, and phase shift gates). This is of course exactly analogous to the way in which classical computing is usually done, as a series of logical gates operating on bits. But our method follows a different computing paradigm: that of distributed computing, which is the approach of biological and of artificial neural networks. Since the 1990s our research group has been investigating this different approach, a combination of quantum computing and artificial neural networks, as an alternative to the building block paradigm. With this approach, the quantum systems itself learns how to solve the problem, designing its own algorithm in a sense. Moreover, we (and others) have shown [1] [2] that not only does this obviate of the program design obstacle, but also gives us near-automatic scaling [3], robustness to noise and to decoherence [4], and speedup over classical learning [5] [6].

The basic idea is that a quantum system can itself act as a neural network: The state of the system at the initial time is the “input”; a measurement (observable) on the system at the final time is the “output”; the states of the system at intermediate times are the hidden layers of the network. If we know enough about the computation desired to be able to construct a comprehensive set of input-output pairs from which the net can generalize, then, we can use techniques of machine learning to bypass the algorithm-construction problem.

Entanglement is an intrinsically quantum mechanical property, essential for most quantum speedups. It can be calculated, given the state of the system (wavefunction or density matrix) for a two-qubit system, but if the state of the system is
unknown, determination of the entanglement requires quantum tomography. And for systems larger than two qubits, determination of the entanglement is an NP-hard problem [7]. Thus, entanglement estimation is a good example of a nontrivial, intrinsically quantum mechanical, calculation for which we have no general algorithm [8].

In previous work we succeeded in finding a time dependent Hamiltonian for a multiqubit system such that a chosen measurement at the final time gives a witness of the entanglement of the initial state of the quantum system [2] [3]. The “output” (result of the measurement of the witness at the final time) will change depending on the time evolution of the system, which is of course controlled by the Hamiltonian: by the tunneling amplitudes, the qubit biases, and the qubit-qubit coupling. Thus, we can consider these parameters to be the “weights” to be trained. We then use a quantum version [2] of backpropagation [9] to find optimal quantum parameters such that the desired mapping is achieved. (It should be noted that the method of quantum backprop has recently [10] [11] been rediscovered by several groups.) Full details are provided in [2]. From a training set of only four pure states, our quantum neural network successfully generalized the witness to large classes of states, mixed as well as pure [3]. Qualitatively, what we are doing is using machine learning techniques to find a “best” hyperplane to divide separable states from entangled ones, in the Hilbert space.

Of course, this method is necessarily “offline” training, since it is not possible to do quantum backpropagation without knowing the state of the system at intermediate times (in the hidden layers); quantum mechanically, this is impossible without collapsing the wavefunction and thereby destroying the superposition, which rather obviates the whole purpose of doing quantum computation. That is, quantum backpropagation can only be done on an (auxiliary) classical computer, simulating the quantum computer. This simulation will necessarily contain uncertainties and errors in modeling the behavior of the actual quantum computer. The results from offline quantum backpropagation, can, of course, be used as a good starting point for true online quantum learning, where this online learning is used to correct for uncertainty, noise, and decoherence in the actual hardware of the quantum computer. Here, we present such a method, port it to the IBM Qiskit system [12], and demonstrate its effectiveness. The next section introduces our machine learning method for deep time quantum networks, including our original quantum backprop method and our equivalent hardware compatible implementation of the results. In Section III we describe a learning model implementable on hardware, a parameter variation finite difference method, and show results on both Matlab simulation and Qiskit. In Section IV we develop our new model using Levenberg Marquardt, and again show and compare results using both Matlab and Qiskit. We conclude in Section V. This is an extension of work previously presented here [13].

II. Machine Learning for Deep Time Quantum Networks

A. Machine Learning in Simulation

A general quantum state is mathematically represented by its density matrix, \( \rho \), whose time evolution obeys the Schrödinger equation

\[
\frac{d\rho}{dt} = \frac{1}{i\hbar} [H, \rho]
\]

where \( H \) is the Hamiltonian and \( \hbar \) is Planck’s constant divided by 2\( \pi \). The formal solution of the equation is

\[
\rho(t) = e^{i\mathcal{L}t} \rho(t_0)
\]

where \( \mathcal{L} \) is the Liouville operator, defined as the commutator with the Hamiltonian in units of \( \hbar \), \( \mathcal{L} = \frac{1}{i\hbar} [H, \ldots] \). We can think of (1) as analogous to the equation for information propagation in a neural network, Output = FW*Input, where FW represents the action of the network as it acts on the input vector Input. The time evolution of the quantum system, given in (2), maps the initial state (input) to the final state (output) in much the same way. The mapping is accomplished by the exponential of the Liouville
We define a cost function, the Lagrangian $L$, to be minimized, as

$$L = \frac{1}{2} [d - O(t_f)]^2 + \int_{t_0}^{t_f} \lambda^\dagger(t) \left( \frac{\partial \rho}{\partial t} + i \hbar [H, \rho] \right) \gamma(t) \, dt \quad (3)$$

where the Lagrange multiplier vectors are $\lambda^\dagger$ and $\gamma$ (row and column, respectively), where $d$ is the desired measure, and where $O(t_f)$ is the output measure at the final time. Note that this will constrain the density matrix to satisfy the Schrödinger equation during the time interval. In the example application presented later in this paper, we define the output measure for our quantum system to be trained as a pairwise entanglement witness for qubits $\alpha$ and $\beta$ [2] as

$$\langle O(t_f) \rangle = \text{tr} \left[ \rho(t_f) \sigma_{z\alpha} \sigma_{z\beta} \right] \quad (4)$$

where $\text{tr}$ stands for the trace of the matrix, the pointed brackets indicate the average or expectation value, and $\sigma_z$ is the usual Pauli matrix. That is, the output is the qubit-qubit correlation function at the final time. This measure is chosen for this calculation because entanglement is a kind of quantum correlation, so it makes sense to choose to map the entanglement of the initial state of the system to an experimental measure of correlation. To implement quantum backprop we take the first variation of $L$ with respect to $\rho$, set it equal to zero, then integrate by parts to give the following equation which can be used to calculate the vector elements of the Lagrange multipliers (“error deltas” in neural network terminology) that will be used in the learning rule:

$$\lambda_i \frac{\partial \gamma_j}{\partial t} + \frac{\partial \lambda_j}{\partial t} \gamma_j - \frac{i}{\hbar} \sum_k \lambda_k H_{ki} \gamma_j + \frac{i}{\hbar} \sum_k \lambda_i H_{jk} \gamma_k = 0 \quad (5)$$

which is solved backward in time under the boundary conditions at final time $t_f$ given by

$$-\left[ d - \langle O(t_f) \rangle \right] \sigma_{j+} + \lambda_i(t_f) \gamma_j(t_f) = 0 \quad .$$

In optimization and optimal control this is called the costate equation. The gradient descent rule to minimize $L$ with respect to each network weight $w$ (where $w$ is one of the quantum parameters) is $w_{\text{new}} = w_{\text{old}} - \eta \frac{\partial L}{\partial w}$, where
\[
\frac{\partial L}{\partial w} = \lambda^\dagger(t) \left(i\hbar \left[ \frac{\partial H}{\partial w}, \rho \right] \right) \gamma(t)
\]

Because this technique uses the density matrix, it is applicable to any general state of the quantum system, pure or mixed. While this method works extremely well to train quantum systems in simulation, the gradient \( \frac{\partial L}{\partial w} \) requires knowledge of the quantum state \( \rho \), the density matrix, at each time \( t \) from \( t_0 \) to \( t_f \). This makes this method not amenable to real time quantum hardware training, since measuring the quantum state at intermediate times collapses the quantum state and destroys the quantum mechanical computation [15]. In other words, quantum backprop can be run in simulation and the resulting approximate parameters executed on quantum hardware as we have done in [16], but training on the hardware itself cannot be accomplished. Also, because the \( H \) used in the above “off-line” machine learning does not exactly match the quantum hardware due to unknown or unmodeled dynamics and uncertainties in the physical system, the resulting calculations on the hardware will have some error. The “off-line” parameters can, however, be a starting point for further machine learning refinement on the hardware using the techniques described in the next sections.

B. A Hardware Compatible Model for IBM Qiskit

Implementing the pairwise entanglement witness in a hardware compatible model, such as IBM’s Qiskit [12], requires some modifications. The Qiskit library utilizes a quantum gate model, so we must convert and restrict our more general Hamiltonian to a gate representation of that operator. The witness is constructed by first approximating the values of the tunneling, bias, and coupling parameters as piecewise constant, where the total evolution time is divided into 4 segments. These piecewise constant parameters are used to form the Hamiltonian for the time evolution operator, which is converted into a sequence of gates, a quantum circuit for the IBM Qiskit implementation. This circuit representation results in 20 independent weights \( w_j \) for the entanglement witness. One of the time segments of the circuit is pictured in Fig. 1, where \( R_y \) and \( R_z \) are the rotations around the \( y \) and \( z \) axes, respectively, and the other circuit symbol represents the CNOT gate.

The structure from Fig. 1 is repeated for each time segment, with weights on each segment determined by the piecewise constant approximations to the continuous parameter functions. Full details of the gate representation and a comparison with the behavior of the continuous parameters can be found in [5].

III. Finite Difference Gradient Descent Learning on Quantum Hardware

A. Fourier Quantum Parameters for Simulations

As described above, each of the quantum system parameters that serve as the quantum computer algorithm can vary with time. For learning in the hardware environment, each quantum parameter/weight \( w(t) \) is represented as a Fourier series expansion in time:

\[
w(t) = w_0 + \sum_{j=1}^{n} S_j \sin \left( \frac{j\pi}{t_f} t \right) + C_j \cos \left( \frac{j\pi}{t_f} t \right) \tag{6}
\]

where \( t_f \) is the final time when the quantum system output measures are taken. This gives a limited population of Fourier coefficients for which to calculate the gradients needed for the LM learning algorithm described below. This is motivated by our results shown in [17] where offline quantum backpropagation is used to train general time varying quantum parameters. The functions \( w(t) \) were allowed to be any continuous function of time, but it was discovered that the resulting parameters have obvious simple frequency content. In that paper we showed that fitting the parameters with Fourier series for sine and cosine gave equivalent computing results.
Learning of each of the parameters is done via a parameter variation hybrid method which uses small variations of the Fourier coefficients to calculate the gradient of the output error which is then used in a straightforward gradient descent learning rule. For a given training pair in the training set, the quantum system is presented with the input, the system runs (with the current parameters calculated from the current Fourier coefficients) until the final time \( t_f \) where the output is calculated via the output measures on the final state. The output is compared to the target value and an output error \( E_{\text{old}} \) is calculated. In the backpropagation method, this output error is then backpropagated via quantum backprop to calculate gradients at each time step. In the hybrid reinforcement learning method, the following happens.

Choosing a single parameter and Fourier coefficient in (6), this coefficient is varied by a small amount. For example, the new value parameter \( w_0 \) would be given by

\[
  w_{0,\text{new}} = w_0 + \Delta w_0. \tag{7}
\]

The quantum system is again presented with the input; the system then runs with the parameters calculated using the modified Fourier coefficients; the output is calculated; an output error \( E_{\text{new}} \) is calculated and compared to the error \( E_{\text{old}} \); a gradient is calculated

\[
  \nabla E = \frac{E_{\text{new}} - E_{\text{old}}}{\Delta w_0}. \tag{8}
\]

and, finally, this gradient is used to update the parameter using a specified learning rate \( \eta w_0 \) via

\[
  w_0 = w_0 + \eta w_0 \nabla E. \tag{9}
\]

This is repeated for all Fourier coefficients representing each quantum parameter, using the same input and target output. Each successive training pair is then processed in the same way until the entire list of training pairs is exhausted, constituting one epoch of training.

8. Parameter Variation Finite Difference Gradients Learning Results

MATLAB® code implements the learning algorithm above and calls a MATLAB® simulation of the quantum system. Compared to the quantum backprop method, finite difference gradients, in simulation, takes about 25 times more computation time. The tunneling frequency is initialized to \( 2.5 \times 10^{-3} \) GHz, is varied by 0.02% to calculate the gradient and a learning rate of \( 2 \times 10^{-8} \) is used. The bias is initialized to \( 10^{-4} \) GHz, is varied by 0.02% to calculate the gradient and a learning rate of zero (not trained) is used. The qubit coupling matrix off-diagonal elements representing qubit-to-qubit coupling are initialized to \( 10^{-4} \) GHz, is varied by 0.02% to calculate the gradient and a learning rate of \( 4 \times 10^{-7} \) is used. The on-diagonal coupling of a qubit to itself is, of course, zero. The entanglement witness calculation described above is the quantum “program” to be learned. Three Fourier parameters in (6) are used, that is \( n = 3 \). Systems with 2, 3, 4 and 5 qubits are trained, using a method we call iterative staging or transfer learning [3], whereby knowledge about the smaller system is used to initialize training for the larger system A plot of the root-mean-square (RMS) error vs training epochs as well as plots of how each quantum parameter varies with time after training is complete have been presented previously in [13]. In this previous paper, the quantum backprop method is compared to the finite difference gradient methods. This current paper is focused on using a much faster and more robust Levenberg Marquardt method to learn the same entanglement witness algorithm.

C. Finite Difference Gradient Descent Learning on IBM Qiskit

For finite difference gradients for Qiskit, the training process is very similar to the MATLAB® implementation, with necessary changes for the Qiskit system. First, one of the training states is evolved on the quantum system, then the measure chosen for the entanglement witness is applied to it giving an expectation value for the witness. Using the current weights, expectation values for each state in the training set are computed and subtracted from the target values to generate an RMS difference output error \( E_{\text{old}} \). A single weight \( w_j \) is adjusted by a
small amount as in (7), and the output error is then computed with the modified \( w_{j,new} \), yielding \( E_{\text{new}} \). Equations (8) and (4) are used to update \( w_j \) according to the specified learning rate \( \eta \), and the process is repeated for each of the 20 weights and all 4 training pairs, constituting one epoch of training. Qiskit system initialization and training parameters are given in Table 1. Experimentation revealed that the system was most sensitive to changes in the tunneling, which is why it has a higher learning rate. Training was successful, but improvement stopped after approximately 2500 epochs where the RMS error oscillated near 0.02. Again, full results for finite difference training on IBM Qiskit have been presented in our previous paper [13].

Table 1. Qiskit Reinforcement Learning Initial Values

| Quantum Parameter | Initial Value | Perturbation Learning Rate |
|-------------------|---------------|---------------------------|
| Tunneling K       | 2.0\times10^{-3} GHz | 0.02% | 10^{-2} |
| Bias \( \varepsilon \) | 1.0\times10^{-4} GHz | 0.02% | 10^{-3} |
| Coupling \( \zeta \) | 1.0\times10^{-4} GHz | 0.02% | 10^{-3} |

IV. Levenberg Marquardt Learning for Quantum Hardware

A. Levenberg Marquardt Algorithm applied to quantum computing

Straightforward parameter variation finite difference gradients learning works and training converges, but the requirement of 2500 training epochs is untenable on near-term hardware. As such, we seek a more efficient learning scheme. A candidate is the Levenberg Marquardt (LM) algorithm [18] [19] for solving non-linear least-square problems. Strictly speaking, training the entanglement witness is not a least-square problem (our training set has only 4 elements in the 2-qubit case), but we will show that a LM-inspired weight update rule is nonetheless very effective and efficient.

The LM algorithm uses the learning rule

\[
\delta w = - \left( J^T J + \lambda D^T D \right)^{-1} \nabla E
\]

(12)

to update each weight vector \( w \), where \( \lambda \) is the damping factor, \( D^T D \) is the scaling matrix, and \( \nabla E \) is the error gradient. (The specifics of selecting the damping factor and scaling matrix are presented later in this section.) The Jacobian matrix \( J \), comprised of gradients w.r.t. the quantum parameters, is given by

\[
J = \begin{bmatrix}
\frac{\partial O(x_1, w)}{\partial w_1} & \cdots & \frac{\partial O(x_1, w)}{\partial w_W} \\
\vdots & \ddots & \vdots \\
\frac{\partial O(x_N, w)}{\partial w_1} & \cdots & \frac{\partial O(x_N, w)}{\partial w_W}
\end{bmatrix}
\]  

(13)

where \( O(x_i, w) \) is the network output function evaluated at the \( i^{th} \) input vector \( x_i \) using the weights \( w \) with \( N \) and \( W \) being the total number of training inputs and weights, respectively.

For small \( \lambda \), the update rule is similar to the Gauss-Newton algorithm, allowing larger steps when the error is decreasing rapidly. For larger \( \lambda \), the algorithm pivots to be closer to gradient descent and makes smaller updates to the weights. This flexibility is the key to LM’s efficacy, changing \( \lambda \) to adapt the step size and update method to respond to the needs of convergence: moving quickly through the parameter space where the error function is steep and slowly when near an error plateau and thereby finding small improvements. Our implementation is a modified LM algorithm following several suggestions in [20]. One epoch of training consists of the following:

1) Compute the Jacobian (13) with current weights \( w \)
2) Update the scaling matrix \( D^T D \) and damping parameter \( \lambda \)
3) Calculate a potential update \( \delta w \) using (12), setting \( w_{\text{new}} = w + \delta w \)
4) Find if RMS error has decreased with new weights, or if an acceptable uphill step is found
5) If neither condition in step 3 is satisfied, reject the update, increase \( \lambda \), and return to step 2
6) For an accepted downhill or uphill step, set \( w = w_{\text{new}} \) and decrease \( \lambda \), ending the epoch.

Partial derivatives in the Jacobian are computed using the parameter-shift rule [21]. The scaling matrix \( D^T D \) serves the primary purpose of combating parameter evaporation [22], which is the tendency of the algorithm to push values to infinity when somewhat lost in the parameter space. Following [20], we choose \( D^T D \) to be a diagonal matrix with entries equal to the largest diagonal entries of \( J^T J \) yet encountered in the algorithm, with a minimum value of \( 10^{-6} \). Updates to the damping factor may be done directly or indirectly; our results here use a direct method. Analyzing the eigenvalues of the approximate Hessian \( J^T J \), we note that there is a cluster on the order of \( 10^{-4} \) and the rest nearly vanish. Testing showed that direct adjustments to the damping factor within a couple of orders of magnitude of these values resulted in more consistent training. For the minimum and maximum Hessian eigenvalues \( l_{\text{min}} \) and \( l_{\text{max}} \) in this cluster, we establish a logarithmic scale that ranges \([l_{\text{min}}/10, 1/l_{\text{max}}]\) with 100 elements. Following the principle of “delayed gratification” [22], we move 10 steps down the scale when an update is accepted and move 1 step up after rejecting an update. The log scale is desirable, because it allows the damping factor to change more slowly when close to the top end of the range. Classically, \( \lambda \) is modified by a multiplicative factor [19], but this causes the damping factor to change too rapidly for our problem once it becomes large.

Occasionally, the algorithm will fail to find a suitable update prior to reaching the top of the damping factor range. This could be due to a plateau [23] in the cost (RMS error) function or due to noise in the measurements causing the algorithm to miss a step it could have taken at a particular \( \lambda \). When this occurs, we recompute the range for \( \lambda \) using the current Hessian and set the damping factor to be equal to the minimum value. Doing this provides the LM-algorithm the opportunity to randomly search the parameter space due to the stochastic nature of the quantum hardware measurements used to compute the Jacobian. To allow further exploration of the parameter space, we allow for uphill steps following the criterion suggested in [20]. This approach will accept an uphill step of the form

\[
(1 - \beta)E_{i+1} \leq \min(E_1, E_2, ..., E_i)
\]

where \( E_i \) is the error in the \( i \)th iteration and

\[
\beta = \cos(\omega_{\text{new}} - \omega_{\text{old}})
\]

is the cosine of the angle between the vectors formed by the proposed and last accepted weight updates, respectively. Criterion (14) checks if the angle between those update vectors is acute and will accept an uphill step within a tolerance. The longer training goes, the smaller an uphill step must be to be accepted. This feature allows the training to more easily move out of shallow local minima in the cost function.

B. Levenberg Marquardt training: MATLAB simulation results

The LM algorithm was added as a 3rd training option in the backprop and finite difference MATLAB code. For any method, training in simulation for more than 5 qubits resulted in code runtimes longer than several days on a Windows PC. With the efficiency of the LM algorithm, 6 qubits could be accomplished on a PC. Beyond 6 qubits, the code execution was moved to a XSEDE cluster computer [24]. The training pair loop was distributed to a pool of 36 cores running on a node with a GPU via a MATLAB “parfor” statement replacing the for loop. After the Jacobian was completed for all training pairs, the LM matrix operations were done entirely on the GPU via GPU array functions and then gathered back from the GPU for the LM parameter (weight) updates. Training for the 2-qubit case was completed first. The RMS-vs-epoch, LM Lambda Parameter-vs-epoch are shown in Figs. 2-7. RNP is a noise parameter that is currently set to 0. To train the larger systems, we applied the trained 2-qubit parameters to initialize training for the 3-qubit system, then the trained 3-qubit parameters to initialize the 4-qubit system, and so on. We used this transfer learning successively to train all the way up to 8 qubits. Table 2 contains information for each qubit case. As the number of qubits increases, the transfer learning is more effective, and a significantly fewer number of epochs are needed as
the parameters needed for the entanglement witness converge to constant values as shown in Figs. 8-9.

Table 2 Transfer learning for increasing numbers of qubits

| #qubits | #Training Pairs | #epochs | Start RMS | Finish RMS |
|---------|-----------------|---------|-----------|------------|
| 2       | 4               | 20      | .5439     | .0024      |
| 3       | 12              | 20      | .3108     | .0066      |
| 4       | 24              | 20      | .0569     | .0045      |
| 5       | 40              | 10      | .0263     | .0058      |
| 6       | 60              | 10      | .0204     | .0028      |
| 7       | 84              | 10      | .0166     | .0087      |
| 8       | 112             | 10      | .0160     | .0110      |

Fig. 2. RMS error vs epoch for 2-qubit entanglement witness training using the Levenberg-Marquardt method in a MATLAB Simulation.

C. Levenberg Marquardt Qiskit training results

Training with LM in Qiskit is markedly faster than gradient descent learning for the 2-qubit case. Fig. 10 shows training converged in approximately 30 epochs, nearly 100 times faster than the previous method shown in [17]. (Flat sections in the figure represent epoch(s) where the λ parameter reached the maximum of its range and triggered a recalculation of the quantum computations.) In addition, the RMS error reduced to a lower value, on the order of $10^{-4}$, in the Qiskit simulator; that is, the training with LM is both faster and better. This improvement is likely linked to the way LM deals with the ubiquitous problem [23] of barren plateaus and makes the LM method a potential major upgrade for online training on quantum hardware.

Moving to higher qubit values has been more of a challenge for the LM method. Training times for the 3-qubit case were longer, even after beginning with the trained 2-qubit values. That the 3-qubit case required extended training time is not unexpected, since the entanglement witness must learn to account for symmetries not present in the 2-qubit case [3]. Even so, Fig. 11 shows the 3-qubit cases train in less time than the method used in [13], which required 2500 epochs to the 300 needed to achieve the same 0.02 RMS error level. This result is encouraging as it is both a larger system and trained in nearly an order of magnitude fewer epochs. Scaling up to the 4-qubit case presents more difficulties, shown in Fig. 12. Training requires 600 epochs and improvements to the RMS error stalls out at approximately 0.05. We are examining our methodology and to find ways to improve both the 3-qubit and 4-qubit cases and then pushing to even higher qubit systems.

Fig. 3. LM Lambda vs epoch for 2-qubit entanglement witness training using the Levenberg-Marquardt method in a MATLAB Simulation.
V. Discussions and conclusions

The major contribution of this paper is the demonstration of the feasibility of true online training of a quantum system to do a quantum calculation. It is a well-known theorem that a very small set of gates (e.g., the set \{H, T, S, CNOT\}) is universal. This means that any N-qubit unitary operation can be approximated to an arbitrary precision by a sequence of gates from that set. But there are many calculations we might like to do, for which we do not know an optimal sequence to use, or even, perhaps, any sequence to use. And there are many questions we might want to answer for which we do not even have a unitary, that is, an algorithm. Calculation of entanglement of an N-qubit system is a good example of such a question: we do not have a general closed form solution, much less know an optimal set of measurements to make on a system whose density matrix is unknown, to determine its entanglement.

Quantum machine learning methods like the ones used here are systematic methods for dealing with these problems. Here we show that they are in fact directly implementable on existing hardware. Our iterative staging technique makes scale-up relatively easy, as most of the training for a system of N qubits has already been accomplished in the system for (N-1) qubits. Additionally, this does not bias the results, as this entanglement witness performs very well when tested on larger systems, even in the face of noise [17] [4]. And while training on actual quantum hardware does prove somewhat more challenging, that is all the more reason for a machine learning approach. Any physical implementation features sources of error that in general are unknown (interactions, flaws, incomplete and damaged data). With machine learning we can deal with all these problems automatically.
Fig. 7. LM Lambda vs epoch for 4-qubit entanglement witness training using the Levenberg-Marquardt method in a MATLAB Simulation.

Fig. 8. Convergence of Tunneling Parameter vs time as the number of qubits increases for the entanglement witness LM training in MATLAB Simulation.

Fig. 9. Convergence of Coupling Parameter vs time as the number of qubits increases for the entanglement witness LM training in MATLAB Simulation.

Fig. 10. RMS error vs. epoch for Levenberg-Marquardt 2-qubit training in Qiskit.
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