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Abstract
In this report, we describe the submission of Tongji University team to the CLOSE track of the VoxCeleb Speaker Recognition Challenge (VoxSRC) 2020 at Interspeech 2020. We investigate different speaker recognition systems based on the popular ResNet-34 architecture, and train multiple variants via various loss functions. Both Offline and online data augmentation are introduced to improve the diversity of the training set, and score normalization with the exhaustive grid search is applied in the post-processing. Our best fusion of five selected systems for the CLOSE track achieves 0.2800 DCF and 4.7770% EER on the challenge.

Index Terms: speaker recognition, speaker verification, score normalization, system fusion

1. Introduction
The VoxCeleb Speaker Recognition Challenge (VoxSRC) 2020 is second installment of the new series of speaker recognition challenges that are hosted annually. The challenge is intended to assess how well current speaker recognition technology enables to identify speakers in unconstrained or ‘in the wild’ condition. This year’s challenge is different to the last in two aspects: (1) there is an explicit domain shift between the training data and the test data [1]; (2) the evaluation set contains more than half of utterances that ranges 2 seconds to 4 seconds.

Deep neural network-based approaches have been proven to be helpful to embedding extraction in speaker recognition [2, 3]. All of our systems to embedding extraction use well-known ResNet-34 topology [4]. The architecture using residual connections in the block can be helpful to its training, and it has achieved promising performance in various tasks.

The rest of this report is organized as follows: in Section 2, we describe the components of our model, such as input representation, network architecture, as well as loss function. In Section 3, the setup of experiments are presented. Subsequently, the results and analysis are given in Section 4. Finally, we conclude the report in Section 5.

2. Model
2.1. Input feature
During training, we use a 2-second (32000 samples in 16 kHz) segment extracted randomly from each utterance, but use a longer segment in the evaluation, e.g., 4 seconds. The shorter utterance is padded to the minimum duration in the wrap mode as [5]. No voice activity detection is applied due to most of the continuous speech in the VoxCeleb dataset.

There are two different features as follows:
- 40-dim log Mel-filterbanks (40 FB). Spectrograms are extracted with a hann window of width 25ms and step 10ms with a fast fourier transform (FFT) size of 512. Mel-filterbanks are then extracted from spectrograms within the given frequency limit 20-7600 Hz.
- 64-dim log Mel-filterbanks (64 FB). Pre-emphasis is first applied to the input signal using a coefficient of 0.97. Spectrograms are extracted with a hamming window of width 25ms and step 10ms with a FFT size of 512.

Then, normalized mean and variance and normalized mean and variance is applied to both features by using instance normalization.

2.2. Trunk architecture
We propose two variants of the ResNet with 34 layers:

Half-channels ResNet-34. This architecture has half of the channels in each residual block compared to the ResNet-34 and contains over 5.8 million parameters. The stride at the first convolutional layer is also removed that leads to increased computational requirements. Temporal pooling layer, such as statistics pooling (SP) or attentive statistics pooling (ASP) [6], is used to aggregate temporal frames. Table 1 shows the detailed architecture of the model. We refer to this configuration as H-SP or H-ASP corresponding to the ResNet-34 with SP or with ASP, respectively.

| Layer | Kernel size | Stride | Output shape |
|-------|-------------|--------|--------------|
| Conv1 | 3 × 3 × 32  | 1 × 1  | 32 × D × L  |
| Res1  | 3 × 3 × 32  | 1 × 1  | 32 × D × L  |
| Res2  | 3 × 3 × 64  | 2 × 2  | 64 × D2 L   |
| Res3  | 3 × 3 × 128 | 2 × 2  | 128 × D4 L  |
| Res4  | 3 × 3 × 256 | 2 × 2  | 256 × D6 L  |
| Pool  | -           | -      | D6 L × 526  |
| Flatten| -          | -      | D6 L × 526  |
| Linear| M           | M      | M            |

Multiple-Embedding Aggregator. This architecture also has half of the channels in each residual block. In addition, inspired by [7], multiple embeddings that come from former outputs of residual blocks and pass through the identical pooling layer are aggregated by vector-wise weighting. Figure 1 gives an overview of the architecture. We refer to this configuration as H2 or H3 corresponding to the model that aggregates 2 or 3 outputs of residual blocks.
2.3. Loss function
We train the networks using three types of loss functions, e.g., softmax loss, additive angular margin softmax loss (AAM-Softmax) [8], as well as angular prototypical loss [2].

- **Softmax loss (S)** is a common classification-based loss.
- **Additive angular margin softmax loss (AAM)** introduces a concept of a margin between classes where the margin increases inter-class variance. We use a margin of 0.2 and a scale of 30 as [2].
- **Angular prototypical loss (AP)** is a variant of the prototypical networks with an angular objective. It results in multiple times of memory requirements as the increased total number of the support set and query set. We use the total number of 2.

Two combination of the loss functions are used to training:

- **The angular prototypical loss with additional of the softmax loss (AP+S).** Both losses are summed.
- **The softmax loss followed by the additive angular margin softmax loss (S-AAM).** The softmax loss function is applied to train a model with several epochs, then the additive angular margin softmax loss is applied.

3. Experiments

3.1. Dataset
We submit our results to the CLOSE track. This track allow only the development set of VoxCeleb2 [9], which contains 5,994 speakers. For data augmentation, we use the MUSAN corpus [10] and RIR corpus [11] to generate augmented sets. For evaluation, we use the VoxCeleb1 test sets [12] and the VoxSRC 2020 validation set.

3.2. Data augmentation
We use two augmentation methods in speech processing, e.g., additive noise and room impulse response (RIR) simulation. For additive noise, we use the MUSAN corpus, which contains three types of voice, such as human speech, music, and background noises. Specifically, these utterances are segmented into 5-second width and 3-second step in consideration of the speed of reading a segment during training. For RIRs, we apply the simulated RIR filters in the simplified version of [11]. Both noise and RIR filters are randomly selected in a training step.

We perform data augmentation with two settings: offline and online. In the offline settings, music and noise are used as additional noises, RIRs are performed from small, medium, and large rooms. Also, time mask and frequency mask are introduced as [13]. It totally creates $5 \times$ the original VoxCeleb2 training set. The online settings, similar to [14], applies the four methods as mentioned in [1], in which the recordings are augmented by one of the following methods.

- **Speech:** 3 to 7 recordings are randomly picked from MUSAN, then added to the original input signal with a random signal to noise ratio (SNR) from 13 to 20dB.
- **Music:** A single music utterances is randomly picked from MUSAN, then added to the original input signal from 5 to 15dB SNR.
- **Noise:** A background noises in MUSAN is randomly picked, then added to the recording from 0 to 15dB SNR.
- **RIR filters:** Reverberation is performed by convolution operation with a RIR filters, which is normalized via the power of the recording.

3.3. Implementation details
In our implementation, the trunk architecture are realized by the PyTorch framework [15]; the score normalization and the system fusion are realized by various pythonic tools. The models are trained using a single NVIDIA V100 GPU with 32GB memory with the Adam optimizer. One epoch is defined as a full pass through the training dataset, and the size of the training set in the offline data augmentation is as 5 times as that in online or no settings.

- **No data augmentation (No).** We use an initial learning rate of 0.001, reduced by 5% every 5 epochs. The softmax is first used to train the network for 30 epochs, and then the pre-trained model is trained by AAM-Softmax for 200 epochs. We use batch size of 200. The maximum number of utterances per speaker is 200. The training process takes around 4 days to train.
- **Offline data augmentation (Off).** We use an initial learning rate of 0.001, reduced by 10% or 5% every epoch. The softmax is first used to train the network for 3 epochs. Then the AAM-Softmax is applied to train the network for 32 epochs or less. We use batch size of 128. The maximum number of utterances per speaker is 2000 or 2500. The training process takes 5-10 days to train.
- **Online data augmentation (On).** We use an initial learning rate of 0.001, reduced by 25% every 24 epochs. The network is trained for 360 epochs or more. A weight decay of 5e-5 is applied. We use batch size of 200. The process is as a single-GPU version as [1]. The models take over 10 days to train.

3.4. Cosine Scoring
The trained networks are evaluated in three VoxCeleb1 test sets and the VoxSRC 2020 validation set. We sample 10 segments of 4 seconds at regular intervals from each test segment in a uniform step, and compute the 100 $(10 \times 10)$ cosine similarities between the possible combinations from every pair of segments. The mean of the 100 similarities is used as the score. This protocol is in line with those works in [1][2][9][16].
Table 2: The results of score normalization based on clova baseline on the VoxSRC 2020 validation set. All experiments are repeated 10 times. We report the mean and standard deviation.

| N   | X   | EER       | DCF     |
|-----|-----|-----------|---------|
| 2000| 200 | 3.6246 ± 0.0460 | 0.2032 ± 0.0042 |
| 3000| 200 | 3.5867 ± 0.0274 | 0.1975 ± 0.0022 |
| 4000| 200 | 3.5904 ± 0.0328 | 0.1947 ± 0.0027 |
| 2000| 300 | 3.6686 ± 0.0382 | 0.2086 ± 0.0034 |
| 3000| 300 | 3.5995 ± 0.0352 | 0.2004 ± 0.0027 |
| 4000| 300 | 3.5990 ± 0.0307 | 0.1982 ± 0.0025 |
| 2000| 400 | 3.6879 ± 0.0588 | 0.2113 ± 0.0052 |
| 3000| 400 | 3.6336 ± 0.0364 | 0.2043 ± 0.0042 |
| 4000| 400 | 3.6285 ± 0.0201 | 0.2016 ± 0.0023 |
| 2000| 2000| 4.1799 ± 0.0738 | 0.2566 ± 0.0070 |
| 3000| 3000| 4.1119 ± 0.0405 | 0.2508 ± 0.0040 |
| 4000| 4000| 4.1329 ± 0.0330 | 0.2532 ± 0.0027 |

3.5. Score normalization

For the cosine scoring, we used adaptive symmetric score normalization (AS-norm) which computes an average of normalized scores from Z-norm and T-norm \cite{18, 19}. Firstly, the vectors of \( N \) utterances are sampled randomly as the cohort set from the development set of VoxCeleb2. Next, \( X \) top scoring or most similar utterances in the cohort are selected to compute mean and variance for normalization. The grid search is applied to achieve the process of selection. Finally, the cohort with the best performance is determined. Table 3 shows the results, and \( N = 400 \) and \( X = 200 \) is selected due to the best DCF.

4. Results and discussion

Table 3 reports the experimental results. The clova baseline system remains the optimal performance in the case of no use of model ensemble or post-processing.

4.1. Analysis of score normalization

We apply AS-norm to the clova pre-trained models \cite{1} and achieves improvement by around 10%. However, AS-norm does not work well on other models and obtains sight or even little gain. One probable explanation is that the model trained by angular prototypical loss can benefit the score normalization compared to the models trained by AAM-Softmax loss.

4.2. Analysis of data augmentation

For no data augmentation, the multiple-embedding aggregator is the optimal, and H2/SP-256 can achieve 0.287 DCF on the VoxSRC 2020 validation set. For offline augmentation, the ResNet-like architectures without embeddings aggregation can obtain better performance, e.g., 0.256 DCF in H/SP-256. Also, these models without embeddings aggregation is more suitable to be score normalized than the model with the aggregator. On the other hand, online data augmentation provides around 10% gain compared to the offline settings. For example, the model with VoxCeleb1 1.34% EER trained via online data augmentation can produce 4.08% EER on the VoxSRC 2020 validation set (we do not present this result in the report.), but the model with VoxCeleb1 1.46% EER trained via offline data augmentation produces 4.67% EER.

4.3. Analysis of system fusion

For system fusion, it is to note that sight improvement is obtained in case the fusion of systems are not comparable in each other, e.g., 3.55 DCF \( \rightarrow \) 3.37 DCF on the VoxSRC 2020 validation set. However, a significant gain can be achieved by fusing the models with comparable performance, e.g., 4.66 DCF \( \rightarrow \) 4.25 DCF on the VoxSRC 2020 validation set.

4.4. Results of submission

For the CLOSE track, the results of submission are as follows:

- **H/ASP-512 with AS-norm.** The system with score normalization achieves 0.2980 DCF and 5.1670% EER.

- **Fusion of System 1, 4, 7, 10 and 13.** The fusion system achieves 0.2910 DCF and 5.0730%.

- **Fusion of System 1, 5, 8, 11 and 14.** The system fusing score-normalized systems further improves and achieves 0.2800 DCF and 4.7770%.

5. Conclusions

The report describes the submission of Tongji University team for the 2020 VoxSRC Speaker Recognition Challenge. We give a comprehensive analysis on the ResNet-34 architecture, score normalization, as well as system fusion. Our best fusion outperforms one ensemble system in the last year’s challenge and achieves 0.2800 DCF and 4.7770%. In the future, we are going to consider speaker recognition in the open training datasets and self-supervised condition.
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### Table 3: Results on the VoxCeleb test sets and VoxSRC validation set. **HASP-512:** HASP model with 512-dimensional embedding. **FB:** log mel-scale Filter Banks. **S:** Softmax. **AAM:** Additive Angular Margin Softmax. **AP:** Angular Prototypical. **SN:** adaptive Symmetric score Normalisation. **EER:** Equal Error Rate (%). **DCF:** Minimum Detection Cost of the Function.

| Sys. Config. | Loss | FB Aug. | SN | Vox1 EER | Vox1-D CF | Vox1-E cl. DCF | Vox1-H cl. EER | Vox1-H cl. DCF | SRC 2020 Val. | DCF |
|--------------|------|---------|----|----------|-----------|---------------|----------------|---------------|----------------|------|
| FR-34 | AP | No | ✓ | - | 2.22 | - | - | - | - | - |
| BUT 173 | S-AAM | 40 | Off | ✓ | - | 2.22 | - | 1.35 | 2.48 | - |
| Fusion 17 | - | - | - | - | - | - | 1.14 | - | 2.21 | - |
| H/ASP 11 | AP+S | 64 | On | ✓ | 1.18 | 0.086 | 1.21 | 0.086 | 2.38 | 0.154 |
| H/ASP-512 | - | - | - | ✓ | 1.12 | 0.088 | 1.13 | 0.078 | 2.22 | 0.136 |
| H/ASP-512 | AP+S | 64 | No | ✓ | 1.88 | 0.141 | 1.86 | 0.132 | 3.37 | 0.212 |
| H/SP-160 | S-AAM | 40 | No | ✓ | 2.33 | 0.154 | 2.22 | 0.149 | 3.79 | 0.226 |
| H/SP-160 | S-AAM | 40 | Off | ✓ | 1.59 | 0.114 | 1.74 | 0.117 | 3.13 | 0.193 |
| H/SP-160 | S-AAM | 40 | Off | ✓ | 1.51 | 0.118 | 1.68 | 0.119 | 3.00 | 0.191 |
| H/SP-256 | S-AAM | 40 | No | ✓ | 2.30 | 0.164 | 2.23 | 0.150 | 3.95 | 0.241 |
| H/SP-256 | S-AAM | 40 | Off | ✓ | 1.46 | 0.105 | 1.69 | 0.111 | 3.03 | 0.188 |
| H/SP-256 | S-AAM | 40 | Off | ✓ | 1.55 | 0.111 | 1.64 | 0.115 | 2.90 | 0.187 |
| H/SP-256 | S-AAM | 40 | Off | ✓ | 1.86 | 0.128 | 2.02 | 0.134 | 3.52 | 0.211 |
| H/SP-256 | S-AAM | 40 | Off | ✓ | 1.55 | 0.117 | 1.68 | 0.113 | 3.15 | 0.195 |
| H/SP-256 | S-AAM | 40 | Off | ✓ | 1.62 | 0.123 | 1.66 | 0.116 | 3.03 | 0.195 |
| H/SP-256 | S-AAM | 40 | Off | ✓ | 1.94 | 0.131 | 2.11 | 0.140 | 3.63 | 0.218 |
| H/SP-256 | S-AAM | 40 | Off | ✓ | 1.69 | 0.117 | 1.68 | 0.113 | 3.20 | 0.197 |
| H/SP-256 | S-AAM | 40 | Off | ✓ | 1.51 | 0.122 | 1.68 | 0.120 | 3.19 | 0.203 |
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