Structure of temporal correlations of a qubit
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Abstract

In quantum mechanics, spatial correlations arising from measurements at separated particles are well studied. This is not the case, however, for the temporal correlations arising from a single quantum system subjected to a sequence of generalized measurements. We first characterize the polytope of temporal quantum correlations coming from the most general measurements. We then show that if the dimension of the quantum system is bounded, only a subset of the most general correlations can be realized and identify the correlations in the simplest scenario that can not be reached by two-dimensional systems. This leads to a temporal inequality for a dimension test, and we discuss a possible implementation using nitrogen-vacancy centers in diamond.

Introduction

What can we learn about quantum physics, if only a single quantum system is available? The only chance to obtain information is to subject this quantum system (say, a single trapped ion) to a sequence of measurements and register the corresponding results. Here, measurements are procedures applied to the ion, resulting in a classical outcome and a change of the ion’s internal state. For a given set of measurements there are different possible measurement sequences of a certain length and these sequences may include repetitions of the same measurement. Re-preparing the ion and repeating a sequence many times finally results in a probability distribution for a given sequence of measurements (see figure 1).

This probability distribution encodes the temporal correlations and these correlations can be used to violate Leggett–Garg inequalities [1, 2] or to perform contextuality tests [3]. Such tests can then prove that the quantum system violates certain assumptions of classicality and therefore they have been intensively studied. For instance, one can ask for given correlations whether and at which cost they can be simulated classically [4–7]. This question may have important implications in the characterization of quantum advantage in information processing tasks based on sequential measurements [8]. Another question is what maximal correlations can be achieved within quantum mechanics [9–11]. In these approaches, however, often assumptions must be made: for instance, contextuality tests require compatible measurements. For the special case of projective measurements, bounds on the maximal achievable temporal correlations have been provided [10]. It remains unclear how to obtain such bounds for more general classes of measurements, as allowed by quantum mechanics where the post-measurement state may depend on the measurement result and the input state in a non-trivial way. This makes quantitative and analytical statements often difficult [12].

5 Contrary to the case of POVMs, which can be directly seen as projective measurement on a higher dimensional space (Neumark dilation), quantum instruments require a unitary transformation and a projective measurement (Stinespring dilation), e.g., coupling to an ancilla and projective measurement on the ancilla. This is the reason why methods for bounding temporal correlations for projective measurements do not generalize straightforwardly to arbitrary instruments.
In this paper we characterize temporal quantum correlations when measurements can be repeated, without making any assumption on the measurements. First, we study general correlations without assuming the formalism of quantum mechanics, the only restriction being that later measurements do not influence the previous ones. The resulting probabilities form a polytope and we characterize its extreme points. Then, we relate this to the quantum mechanical formalism. We prove that any possible temporal correlation can be generated from measurements on a quantum system, but the quantum system may be required to be high-dimensional. Interestingly, already for the simplest case of two measurements with two outcomes each, and measurement sequences of length two, there are temporal correlations which cannot originate from quantum measurements on a qubit. This is unexpected, as the standard correlation for this case based on the CHSH inequality \([9, 10]\) does not have this property and all possible values for it can come from generalized measurements on a qubit \([10, 12]\). The correlations we found can then be used as tests of the quantum dimension: we provide analytical bounds without making any assumptions about the measurements and a violation of these proves that the tested quantum system is three-dimensional. Finally, we discuss a possible implementation using nitrogen-vacancy (NV) centers in diamond.

The scenario

We consider temporal sequences of measurements on a quantum state \(\rho_{in}\) (see figure 1). In the simplest scenario, we consider two possible measurements with two outcomes at two times. More precisely, at time \(t_1\) one can choose between two different measurement settings \(M_x\) and \(M_y\). The input \(x \in \{0, 1\}\) determines which measurement is performed and the output is labeled by the variable \(a \in \{0, 1\}\). At a later time \(t_2\), one can again choose between the two measurements \(M_y\), where the input is labeled by \(y\) and the output by \(b\). This leads to joint probabilities \(p(ab|x,y)\) for this measurement sequence. Note that for \(x = y\) the same measurement is implemented at time \(t_1\) and \(t_2\), but different outcomes may be obtained. Clearly, the probabilities obey the conditions of positivity, \(p(ab|x,y) \geq 0\) and normalization, \(\sum_{a,b} p(ab|x,y) = 1\). In addition, the first measurement is not influenced by the second one, so the probabilities fulfill the arrow of time (AoT) constraints \([2]\)

\[
\sum_b p(ab|x,y) = \sum_b p(ab|x,y') \quad \text{for all } a, x, y, y'.
\]  

(1)

This condition can be used to define the marginal probabilities \(p(a|x)\) as

\[
p(a|x) := \sum_b p(ab|x) \quad \text{for all } a, x, y.
\]  

(2)

It is easy to see that the set of all probabilities forms a polytope. Furthermore, the definition and constraints can straightforwardly be generalized to sequences of arbitrary length \(L\), number of results per measurement \(R\) and number of possible measurement settings \(S\) per time step. Again for any \(R, S\) and \(L\), the AoT constraints define a polytope, the so-called temporal correlation polytope, labeled by \(P_{R,S}^{L}\).

Before characterizing this polytope, let us review how the probabilities are determined in quantum mechanics. We consider the most general notion of measurements in quantum mechanics, which are described by quantum instruments (see, e.g., [13]). A measurement setting \(M_i\) with the outcomes \(\{\tau\}\) corresponds to a set of completely positive maps \(\mathcal{T}_{\tau}\) which describe the state update and the probabilities. After measuring \(M_i\) on the state \(\rho_{in}\) and finding the result \(\tau\) the (not normalized) post-measurement state is given by

\[
\rho_{out} = \mathcal{T}_{\tau}(\rho_{in}),
\]  

(3)

and the probabilities of obtaining the result is given by \(p(\tau|s) = \text{tr} [\mathcal{T}_{\tau}(\rho_{in})]\). Since some result must occur, the maps \(\mathcal{T}_{\tau}\) sum up to a trace-preserving map, \(\sum_{\tau} \mathcal{T}_{\tau} = \Lambda_s\). If one is interested in the probabilities only, one can

\[
0, 1
\]

...
obtain them also by effects $\mathcal{E}_{rs}$. This means that for any measurement there are positive semidefinite operators $\mathcal{E}_{rs}$, which sum up to the identity $\sum_r \mathcal{E}_{rs} = 1$ and which obey $p(r|s) = \text{tr}(\mathcal{E}_{rs} \rho_{in})$. Finally, note that in our formalism we do not consider a possible time evolution of the quantum system between the measurements. If there is such a time evolution, it often can be absorbed in the positive maps $\mathcal{I}_{rs}$, as it just changes the post-measurement state.

### Characterizing the polytope

Let us first mention a result on the structure of probability distributions $p(abc ...|xyz ...)$ that fulfill the AoT constraints.

**Observation 1.** A temporal probability distribution $p(abc ...|xyz ...)$ fulfills the AoT constraints if and only if it can be written as

$$p(abc ...|xyz ...) = p(a|x)p(b|axy)p(c|abxyz)...,$$

with $p(a|x)$, $p(b|axy)$, $p(c|abxyz)$ etc being probability distributions with respect to the variables $a$, $b$, $c$ etc.

Note that this is a straightforward generalization of an observation made in [9]. To understand this, note that for sequences of length two where $p(ab|xy)$ is given, one can define $p(b|axy) = p(ab|xy)/p(a|xy)$ and find the decomposition. On the other hand, if $p(b|axy)$ and $p(a|xy)$ are given, equation (4) defines $p(ab|xy)$ and one can directly verify all the desired properties. More details for longer sequences are given in appendix A.

The extreme points of $P_{L,R,S}^i$, i.e. the maximally achievable correlations can then be characterized as follows:

**Observation 2.** The extreme points of the temporal correlation polytope $P_{L,R,S}^i$ are given by the deterministic assignments that fulfill the AoT constraints. Here, a deterministic assignment denotes a probability distribution that takes either the value 0 or 1.

This observation has been made independently in [14] and [15]. We present the proof from [14] in appendix A. Using the two observations, one can derive a simple equation to determine the number of extreme points $N_{L,R,S}^i$ for the polytopes $P_{L,R,S}^i$. We find

$$N_{L,R,S}^i = \prod_{i=0}^{L-1} (R^S)^S = (R^S)^{\frac{R^S-1}{R-1}}.$$  

(5)

This formula can directly be understood for the simple case of $L = S = R = 2$. To determine the number of extreme points of the polytope $P_{2,2,2}^i$, we first have to assign deterministic values for the marginal probabilities $p(a|x)$. For the probability distribution $p(a|x)$, there exist $R^S = 2^2 = 4$ different deterministic assignments $p(a|x) = 0, 1$. For the probability distribution of the second measurement we have, for a given first measurement, $R^S = 2^2 = 4$ different deterministic assignments, but there are $S^S = 2$ possible first measurement settings. This results in $2^2 \cdot (2^2)^2 = 64$ extreme points for the polytope $P_{2,2,2}^i$. In general, equation (5) can be verified via induction and the geometric series, see also appendix B.

### Relation to quantum mechanics

Having characterized the structure and number of the extreme points of $P_{L,R,S}^i$, we will now clarify whether these extreme points can be reached by physical theories such as quantum mechanics.

For simplicity, let us focus on the polytope $P_{2,2,2}^i$. Quantum mechanics fulfills the AoT constraints. In particular, the probabilities factorize via

$$p(ab|xy) = p(a|x)p(b|axy)$$

$$= \text{tr}(\mathcal{E}_{a|x} \mathcal{D}_{in}) \text{tr}(\mathcal{E}_{b|xy} \mathcal{D}_{in} \mathcal{I}_{a|x} \mathcal{D}_{in}) \text{tr}(\mathcal{E}_{b|xy} \mathcal{D}_{in} \mathcal{I}_{a|x} \mathcal{D}_{in})$$

As stated in the following theorem all temporal probability distributions can be reached with quantum mechanical measurements. Note that our result is different from a similar statement in [9], as we assume that measurements can be repeated and therefore some measurements must be represented by the same instrument (applied at different times) in the quantum mechanical description.

**Theorem 1.** Any probability distribution of $P_{L,R,S}^i$ can be reached in quantum mechanics. The quantum mechanical representation may require a high-dimensional quantum system.
Proof. We consider the case of \( P^2_{2} \), the construction can then be generalized to longer sequences. Let us first consider an extreme point. In order to reach this with measurements on a three-level system, i.e. a qutrit, we use the states \( |0\rangle \), \( |1\rangle \), and \( |2\rangle \), where \( |0\rangle \) is the initial state of the system, \( |1\rangle \) is the post-measurement state after a first measurement with \( x = 0 \) and \( |2\rangle \) is the post-measurement after the first measurement \( x = 1 \).

For writing down suitable effects, we denote by \( a_i \) the (deterministic) outcome when measuring \( x \) at the first time step, by \( a_j \) the outcome for the measurement \( y \) at the second time step if one had measured \( x = 0 \) and \( a_j \) denotes the outcome of the second measurement if one had measured \( x = 1 \). Note that \( x \), \( y \) are just labels for the first and second measurement, which have the same range of values. We have to define measurements that can be carried out as a first and second measurement and denote the setting by \( s \) and the result by \( r \).

For each measurement \( s \in \{0,1\} \) we define the set \( P_s \) which collects all the \( i \) for which \( a_i \) indicates a '0' result, i.e. \( P_s = \{ i : a_i = 0 \} \). The effects of the measurements are then defined as \( E_{0i} = \sum_{i \in P_s} |i\rangle \langle i| \) and \( E_{1i} = 1 - E_{0i} \). Note that with the initial and post-measurement states as defined before this ensures that the desired measurement outcomes are obtained. For writing down the complete instrument, we define \( U_s = |0\rangle \langle 1| + |1\rangle \langle 0| + |2\rangle \langle 2| \) for the measurement \( s = 0 \) and \( U_1 = |0\rangle \langle 2| + |2\rangle \langle 0| + |1\rangle \langle 1| \) for the measurement \( s = 1 \), which will take care of the post-measurement states. That is we define the measurement operators \( M_{ts} = U_s E_{ts} \) and the corresponding instrument \( I_{ts}(\varrho_{in}) = M_{ts} \varrho_{in} M_{ts}^\dagger \). It can be easily seen that this reproduces the desired results if the system is initially prepared in \( |0\rangle \).

For the extension to non-extreme probability distributions in \( P^2_{2} \) note first that in the previous construction the state and the effects depend on the extreme vertex, so one cannot directly obtain mixtures in \( P^2_{2} \) by mixing states and effects. But via increasing the dimension, it can be done as follows: let \( E \) be the set of all extreme points of the polytope \( P^2_{2} \) and \( \{ \langle 0, e \rangle, \langle 1, e \rangle, \langle 2, e \rangle \} \in \subseteq \) be the orthonormal vectors for the extreme vertex as constructed above. We also denote the measurement operators as \( \tilde{M}_{ts} \), stressing the dependence on the vertex \( e \in E \). If we have a general set of probability distributions \( p \) in \( P^2_{2} \) we can write it as \( p = \sum_{\alpha} \alpha \varrho(0, e) \) with probabilities \( \alpha \) and \( e \in E \). Then, this can be reproduced by taking as an initial state the direct sum \( \varrho = \bigoplus_{e \in E} \varrho_{0,e} \) and as measurement operators \( \tilde{M}_{ts} = \bigoplus_{e \in E} \tilde{M}_{ts}^e \).

Note that the protocol that allows us to obtain any probability distribution in \( P^2_{2} \) corresponds to a completely classical strategy as it does not require any coherences. It can be shown that for \( R = S = 2 \) there exist extreme points which require a minimal dimension to be reached that scales at least as \( 2^{L+1} / L \) [16].

Temporal correlations for a qubit

The previous construction allows us to reach all extreme points of the polytope \( P^2_{2} \) using a three-level quantum system. However, already in the simple scenario of \( P^2_{2} \) not all extreme points can be reached using a qubit only. Among the 64 extreme vertices many are equivalent, as one can relabel the measurement settings \( 0 \leftrightarrow 1 \) and the measurement outcomes \( 0 \leftrightarrow 1^\dagger \). Taking these symmetries into account, 10 extreme vertices remain, and 6 of these can be reached via measurements on a qubit in a simple manner [14]. The four remaining extreme points are

\[
\begin{align*}
e_1 : & \quad p(00|00) = p(00|11) = p(01|01) = p(01|10) = 1, \\
e_2 : & \quad p(01|00) = p(01|11) = p(00|01) = p(00|10) = 1, \\
e_3 : & \quad p(01|00) = p(00|01) = p(01|01) = p(01|10) = 1, \\
e_4 : & \quad p(01|00) = p(01|11) = p(01|01) = p(00|10) = 1. 
\end{align*}
\]

It is instructive to discuss these vertices in a qualitative manner, leading to an intuitive understanding why they cannot be reached by measurements on a qubit. Let us first discuss the vertex \( e_1 \). From \( p(0|0) = p(01|10) = 1 \) it follows that the measurements \( M_0 \) and \( M_4 \) cannot be trivial in the sense that their result must depend on the input state. Then, the probabilities \( p(00|00) = p(00|11) = 1 \) can only be reached on a qubit if the effects of the measurements \( M_0 \) and \( M_4 \) are of the form \( \tilde{E}_{01} = |a_0\rangle\langle a_0| + p_1 |a_1\rangle\langle a_1| \) and \( \tilde{E}_{11} = (1 - p_1) |a_1\rangle\langle a_1| \) with \( 0 \leq p_1 < 1 \) and \( \{ |a_0\rangle, |a_1\rangle \} \) being an orthonormal basis and the input state is \( |a_0\rangle \). Moreover, it follows that the measurements do not disturb this input state. But then, a contradiction to \( p(0|0) = p(01|10) = 1 \) occurs.

Concerning the vertex \( e_4 \), as already mentioned the fact that \( p(0|0) = p(01|10) = 1 \) implies that the outcome of \( M_0 \) (and \( M_4 \)) has to depend on the state on which the measurement is performed. It follows then from \( p(0|0) = 1 \) that \( M_0 \) has effects of the form \( \tilde{E}_{01} = |a_0\rangle\langle a_0| + p_1 |a_1\rangle\langle a_1| \) and \( \tilde{E}_{11} = (1 - p_1) |a_1\rangle\langle a_1| \) with \( 0 \leq p_1 < 1 \) and the input state is \( |a_0\rangle \) which remains unchanged by measuring \( M_0 \). However, considering \( p(0|0) = p(01|10) = 1 \) this leads to a contradiction. The discussion of the vertices \( e_2 \) and \( e_4 \) is similar, further details and rigorous proofs can be found in appendix D.

\(^6\) At each time step the same relabeling is performed. All possible relabelings that fulfill this constraint are allowed.
Dimension witnesses

The fact that the vertices can not be represented by qubit systems can be made quantitative by characterizing the amount to which they can be approximated. For that we consider two expressions, derived from the vertices $e_1$ and $e_3$,
\begin{align}
B_1 &= p(00|00) + p(00|11) + p(01|01) + p(01|10), \\
B_3 &= p(01|00) + p(00|11) + p(01|01) + p(01|10).
\end{align}
(8)

For these expectation values we can state:

**Theorem 2.** For arbitrary measurements on a qubit the following bounds hold:
\begin{align}
B_1 &\leq C_1 = 3, \\
B_3 &\leq C_3 \approx 3.186.
\end{align}
(9)

The bound $C_3$ is given by the root of a polynomial of degree ten.

**Proof.** The proof is given in appendix C.

The first question that arises is whether similar bounds can be established for the vertices $e_2$ and $e_4$. We first note that the structure of the vertices $e_1$ and $e_2$ is similar and that the same holds true for the vertices $e_3$ and $e_4$. For the vertices $e_2$ and $e_4$ one can analytically reduce the problem of finding the maximal expectation value for the corresponding $B_2$ and $B_3$, to a maximization that depends only on two parameters. Performing the remaining maximization numerically suggests that $B_2$ is upper bounded by $C_2$ and $B_4$ is upper bounded by $C_3$. This reflects the similarity among the pairs of vertices mentioned above. For the vertex $e_4$ one can further analytically show that $B_4$ is upper bounded by $2 + \sqrt{2}$.

It is instructive to characterize the qubit measurements giving the maximal value for $B_1$ and $B_2$. For $B_1$ the optimal measurement $M_{03}$ is a trivial measurement, giving always the result 0. Then, if $M_k$ is a $\sigma_z$ measurement, the initial state is $|0\rangle$ and $M_{03}$, although giving a fixed result, flips the state, a value of $B_1 = 3$ can be reached. For $B_2$ the optimal measurements can be shown to have projective effects. It should be noted that for such measurements $B_2$ is equivalent to $B_3$. Note further that from the proof of theorem 1 it follows that $B_1 = B_3 = 4$ can be reached on a three-level system.

Finally, the preceding theorem shows that temporal correlations can be used for characterizing the dimension of quantum systems in a device-independent manner. Namely, if one of the inequalities in theorem 2 is violated, one knows that the underlying system is not a qubit, without assuming anything about the measurements or the state transformations between the measurements’. So far, dimension tests have been proposed using Bell inequalities [17], prepare and measure schemes [18] or more general input–output correlations [19, 20], the time evolution of the expectation value of a single observable [21] or temporal correlations and contextuality [9, 11, 22]. The schemes using Bell inequalities cannot be used with a single qutrit and moreover, recently it turned out that their violation can also be observed with pairs of qubit systems [23, 24].

The approach in [19], based on a result on noiseless $n$-level quantum channels [25], is, however, restricted to some specific channels, which are inserted between the preparation and the measurement. In [20], the results are not limited to specific measurement, but they are restricted to the qubit case. Such approaches have been further developed to propose a principle, based on temporal correlations, that may single out quantum theory among generalized probabilistic theories [26], and to provide a characterization of quantum memories based on temporal correlations [27]. The existing proposals using temporal correlations [9, 11, 22] make assumptions about the nature of the measurements, e.g., they have to be projective. The dimension bound derived in [21] is based on the expectation values of a single observable evaluated after $t$ uses of a quantum channel and assumes that the time evolution is Markovian and homogeneous in time.

The dimension witness from theorem 2 is closest to the prepare and measure scheme from [18], which is also device-independent. As any measurement can be viewed as a state preparation, our scheme may also be interpreted as prepare and measure scheme, but there are several advantages of our approach: first, the bound for $B_1$ leads to larger separation among qutrits and qubits than some of the inequalities in [18]. Second, our approach can be generalized to measurement sequences of length three or longer, and then an interpretation as a prepare and measure scheme is not possible anymore.

Our scheme does not only provide a distinction between a qubit and higher-dimensional systems but also allows us to establish a lower bound on the distance between the measured system and a qubit. In order to

---

7 The bounds provided in theorem 2 hold true even if one allows for arbitrary (not necessarily Markovian) state transformation between the measurement. This is due to the fact that for sequences of length two any such state transformation only leads to a modification of the instruments.
quantify this distance one may define \((d + \epsilon)\)-dimensional systems as systems for which the initial states as well as all possible post-measurement states of the instruments deviate only by \(\epsilon\) from the same \(d\)-dimensional subspace. More precisely, a \((d + \epsilon)\)-system is given by an initial state \(\varrho_m\) and instruments \(\{T_{a|x}\}_{a,x}\) with the property that there exists a projector on a \(d\)-dimensional subspace, \(P_d\), such that \(\|P_d\varrho_m P_d - \varrho_m\|_F \leq \epsilon\) and for all \(a, x\) and quantum states \(\rho\) it holds that \(\|P_d T_{a|x}\rho P_d - T_{a|x}\rho\|_F \leq \epsilon\). It can be shown that for \((2 + \epsilon)\)-dimensional systems it holds that \(B_i \leq C_i + 12\epsilon\) (see appendix D). Hence, from the value of \(B_i\) determined in an experiment it is possible to deduce a lower bound on \(\epsilon\).

**Possible implementation with NV centers**

NV centers are well-characterized quantum systems \([28]\) and, since they contain several energy levels, they are candidates for testing the inequalities derived above.

The relevant energy levels of an NV centers are a ground state manifold \(^3\!A\) and a set of excited states \(^3\!E\). Both manifolds consist of three states, corresponding to the \(m_s = 0\) and \(m_s = \pm 1\) quantum numbers. The ground state manifold can be used as a qutrit: in the presence of a magnetic field they are non-degenerate and at low temperatures microwave fields can be used to drive unitary transitions between the three states. Coupling the ground state manifold \(^3\!A\) to the manifold \(^3\!E\) with resonant excitation preserves the value of \(m_s\), but as the \(m_s = \pm 1\) state in \(^3\!E\) decays with some probability to the \(m_s = 0\) state in \(^3\!A\), the ground state manifold can be prepared in the state \(m_s = 0\) with high fidelity \([29]\). By driving the transition from \(m_s = 0\) in \(^3\!A\) to \(m_s = 0\) in \(^3\!E\) only, and detecting fluorescence, the \(m_s = 0\) state can be read out and at low temperatures the \(m_s = \pm 1\) states remain unaffected \([29]\).

Our procedure of reaching the extreme vertex \(e_1\) using a three-level system (see the proof of theorem 1) leads to the following operators: initially, the NV center is prepared in the \(|0\rangle = |m_s = 0\rangle\) state. The measurement \(\mathcal{M}_0\) is performed in the following way: first, the NV center is measured projectively in the \(|2\rangle = |m_s = -1\rangle\) state (result ‘1’) or in the orthogonal subspace, spanned by \(|0\rangle\) and \(|1\rangle = |m_s = 1\rangle\) (result ‘0’). This first step can be achieved by first applying a unitary transformation, then performing the projective measurement of \(|0\rangle\) and finally undoing the unitary again. The second step of the measurement \(\mathcal{M}_0\) is a unitary transformation \(U_0 = |0\rangle\langle 1| + |1\rangle\langle 0| + |2\rangle\langle 2|\) independent of the measurement result. The measurement \(\mathcal{M}_4\) is implemented similarly, first one projects onto \(|1\rangle\) (result ‘1’) or the orthogonal subspace (result ‘0’) and finally one performs \(U_1 = |0\rangle\langle 2| + |2\rangle\langle 0| + |1\rangle\langle 1|\). These measurements will lead to \(B_1 = 4\) which is the maximal violation of the inequality \(B_i \leq 3\).

**Conclusion**

We have characterized general temporal correlations coming from sequences of measurements on a quantum system. We first considered general correlations obeying the AoT condition and showed that all of these can be attained by quantum mechanics. If the dimension of the quantum system is restricted, however, not all correlations can arise from quantum mechanical systems. This allows us to construct dimension witnesses, which can be implemented with NV centers in diamond.

There are several directions in which our approach can be generalized. First, it would be interesting to characterize the set of quantum correlations coming from a fixed dimension further. To give an example of an open question, it is not clear whether this set is convex. Second, it is promising to consider longer measurement sequences for dimension tests. This will probably lead to higher violations and easier experimental implementation. Finally, it is important to understand the classical protocols to generate temporal correlations. For instance, classical systems with a bounded memory can also not reproduce all temporal correlations, and this may help to characterize the quantum advantage in information processing based on sequential measurements.
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Appendix A. Proof of the observations 1 and 2

In this part of the appendix, we will present the proofs of observations 1 and 2. We start with the proof of observation 1 which we will use afterwards to prove observation 2.

Observation 1. A temporal probability distribution \( p(abc \ldots xyz \ldots) \) fulfills the AoT constraints if and only if it can be written as

\[
p(abc \ldots xyz \ldots) = p(a|x)p(b|axy)p(c|abxyz)\ldots,
\]

with \( p(a|x) \), \( p(b|axy) \), \( p(c|abxyz) \) etc being probability distributions with respect to the variables \( a, b, c \) etc.

Proof. We will prove this observation for the case \( L = 3 \), as it is straightforward to generalize the proof to sequences of arbitrary length. First, assume that the probability distribution \( p(abcxyz) \) fulfills the AoT constraints. In this case, the marginal probabilities \( p(a|x) \) are well defined. We will further introduce two conditional probabilities \( p(b|axy) \) and \( p(c|abxyz) \). We define \( p(b|axy) \) as

\[
p(b|axy) = \frac{p(ab|xy)}{\sum_b p(ab|xy)} = \frac{p(ab|xy)}{p(a|x)},
\]

for \( p(a|x) \neq 0 \), and one can, for example, choose

\[
p(b|axy) = 0,
\]

for \( p(a|x) = 0 \). It is easy to see that \( p(b|axy) \) is a valid probability distribution, if \( p(a|x) \neq 0 \). First \( p(b|axy) \) is positive since \( p(ab|xy) \) and \( p(a|x) \) are positive and second we have

\[
\sum_b p(b|axy) = \sum_b \frac{p(ab|xy)}{p(a|x)} = 1.
\]

The conditional probability \( p(c|abxyz) \) is defined as

\[
p(c|abxyz) = \frac{p(abcxyz)}{p(ab|xy)},
\]

if \( p(ab|xy) \neq 0 \) and can be chosen to be zero otherwise. In an analogous way as for \( p(b|axy) \), we can show that \( p(c|abxyz) \) is a valid probability distribution if \( p(ab|xy) \neq 0 \). We then simply have

\[
p(abcxyz) = p(a|x) \frac{p(ab|xy)}{p(a|x)} \frac{p(abcxyz)}{p(ab|xy)} = p(a|x)p(b|axy)p(c|abxyz).
\]

Hence the probability distribution \( p(abcxyz) \) can be factorized if it fulfills the AoT constraints.

Now assume that we have probability distributions \( p(a|x) \), \( p(b|axy) \) and \( p(c|abxyz) \). The product of these probabilities

\[
p(a|x)p(b|axy)p(c|abxyz) = p(abcxyz),
\]

fulfills the AoT constraints, as

\[
\sum_{b,c} p(abcxyz) = \sum_{b,c} p(a|x)p(b|axy)p(c|abxyz)
\]

\[= p(a|x) \sum_b p(b|axy) \sum_c p(c|abxyz) \]

\[= p(a|x) \quad \forall \ a, x, y, z,
\]

(17)

and

\[
\sum_c p(abcxyz) = \sum_c p(a|x)p(b|axy)p(c|abxyz)
\]

\[= p(a|x)p(b|axy) \sum_c p(c|abxyz) \]

\[= p(a|x)p(b|axy) \quad \forall \ a, b, x, y, z.
\]

(18)

So the probability distribution \( p(abcxyz) = p(a|x)p(b|axy)p(c|abxyz) \) fulfills the AoT constraints, which completes the proof.

Using observation 1, we can now prove observation 2:
**Observation 2.** The extreme points of the temporal correlation polytope \( P_{t}^{R,S} \) are given by the deterministic assignments that fulfill the AoT constraints. Here, a deterministic assignment denotes a probability distribution that takes either the value 0 or 1.

**Proof.** We need to show that

(i) All deterministic assignments are extreme

(ii) Every vector \( v \) consisting of the probabilities \( p(abc...|xyz...) \) can be written as a convex combination of the vectors corresponding to deterministic assignments.

The proof of (i) is trivial in the sense that a deterministic assignment for the vector \( v \) can never be written as a convex combination of other vectors. We will show (ii) for the polytope \( P_{t}^{R,S} \), however, one can easily generalize the method to an arbitrary polytope \( P_{t}^{R,S} \).

Let us first consider the probabilities \( p(a|x) \) for fixed \( x \). Let us define the vector

\[
v_{x} = \begin{pmatrix} p(0|x) \\ p(1|x) \end{pmatrix} = \begin{pmatrix} c \\ 1 - c \end{pmatrix},
\]

which is a convex combination of \((1, 0)^T\) and \((0, 1)^T\), describing probability 1 for outcome 0 and probability 1 for outcome 1, respectively.

Let us assume first that \( c \neq 0, 1 \). Then, for fixed \( x \) and \( y \), the vector containing the conditional probabilities \( p(b|axy) \) can also be written as a convex combination. In this case, we define the vector

\[
v_{y} = \begin{pmatrix} p(0|0xy) \\ p(1|0xy) \\ p(0|1xy) \\ p(1|1xy) \end{pmatrix} = \begin{pmatrix} 0 \\ 1 - d \\ 0 \\ 1 - d - e \end{pmatrix},
\]

The first two entries describe the probability distribution for \( a = 0 \), with the convex coefficient \( d \) and the last two, the probability distribution for \( a = 1 \) with the convex coefficient \( e \). Both convex combinations are independent of each other.

We now want to show that for fixed \( x \) and \( y \) the probability distribution \( p(ab|xy) \) is always a convex combination if the conditional probabilities are non-deterministic. For this, let us define the vector

\[
v = \begin{pmatrix} p(00|xy) \\ p(01|xy) \\ p(10|xy) \\ p(11|xy) \end{pmatrix} = \begin{pmatrix} p(0|x)p(0|0xy) \\ p(0|x)p(1|0xy) \\ p(1|x)p(0|1xy) \\ p(1|x)p(1|1xy) \end{pmatrix},
\]

where we used the fact that due to observation 1, we can factorize the probabilities \( p(ab|xy) \) into the conditional probabilities \( p(a|x) \) and \( p(b|axy) \). If we replace the probabilities \( p(a|x) \) and \( p(b|axy) \) with the respective coefficients in the vectors in equations (19) and (20), we obtain

\[
v = \begin{pmatrix} cd \\ c(1 - d) \\ (1 - c)e \\ (1 - c)(1 - e) \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix},
\]

which is a convex combination of at least two different vectors if \( 0 < c < 1 \), \( 0 \leq d \leq 1 \) and \( 0 \leq e \leq 1 \), since \( cd, c(1 - d), (1 - c)e, (1 - c)(1 - e) \geq 0 \) and \( cd + c(1 - d) + (1 - e) + (1 - c)(1 - e) = 1 \).

Up to now, we restricted ourselves to the case, where \( p(a|x) \neq 0 \) for all \( a \), given \( x \). Consider next the case of a deterministic assignment for \( p(a|x) \) and fixed \( x \), i.e. \( c = 0 \) or \( c = 1 \). Assume without loss of generality that \( c = 1 \). The vector \( v \) is then of the form

\[
v = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}.
\]
\[ v = \begin{pmatrix} d \\ (1-d) \\ 0 \\ 0 \end{pmatrix} = d \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} + (1-d) \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \]  
(23)

which is still a convex combination of deterministic assignments.

Since we can construct vectors like this for every choice of \( x \) and \( y \), we find that all non-deterministic assignments for the vector \( v \) are convex combinations of deterministic assignments.

\[ \square \]

**Appendix B. On the number of extreme vertices**

In this part of the appendix, we will present the proof of equation (5), which quantifies the number of extreme points of \( P_{L}^{R,S} \).

We prove this equation by induction. For sequences of length \( L = 1 \), we have \( R^S \) different possibilities to assign a deterministic value to the probabilities \( p(a|x) \), i.e. \( N_1^{R,S} = \prod_{i=0}^{L} (R^S)^{(S^i)} = R^S \).

Next we show that the equation is true for a sequence of length \( L+1 \), under the assumption that it is valid for sequences of length \( L \). Given a specific sequence of measurements of length \( L \) there are \( N_{L+1}^{R,S} \) different deterministic assignments possible for the probability distribution of the measurements at time \( L+1 \). Moreover, the number of possible measurement settings for a sequence of length \( L \) is given by \( S^L \). This leads to \((R^S)^{(S^i)} \) different possible deterministic assignments for the probability distributions of the measurements at time \( L+1 \) of an extreme point. Hence, the total number of different deterministic assignments for sequences of length \( L+1 \) is given by \( N_{L+1}^{R,S} \cdot (R^S)^{(S^i)} = N_{L+1}^{R,S} \). With this we have shown that

\[ N_L^{R,S} = \prod_{i=0}^{L-1} (R^S)^{(S^i)} = (R^S)^{\left(\frac{S^L - 1}{S - 1}\right)}, \]

(24)

where for the second equality the well known formula for the partial sum of the geometric series has been used.

\[ \square \]

**Appendix C. Proof of theorem 2**

This part of the appendix is concerned with the proof of theorem 2. As mentioned in the main text, there are four (up to relabeling of the measurement outcomes and settings) extreme points of \( P_{L=2}^{2,2} \) that cannot be reached via measurements on a qubit:

\[ e_1: \ p(00|00) = p(00|11) = p(01|01) = p(01|10) = 1, \]
\[ e_2: \ p(01|00) = p(01|11) = p(00|01) = p(00|10) = 1, \]
\[ e_3: \ p(00|00) = p(00|11) = p(01|01) = p(01|10) = 1, \]
\[ e_4: \ p(01|00) = p(01|11) = p(01|01) = p(00|10) = 1. \]

(25)

In order to quantify to which amount they can be approximated we introduced in the main text the quantities

\[ B_1 = p(00|00) + p(00|11) + p(01|01) + p(01|10), \]
\[ B_2 = p(01|00) + p(00|11) + p(01|01) + p(01|10), \]

(26)

for which one can find upper bounds for two-dimensional systems as stated in theorem 2:

**Theorem 2.** For arbitrary measurements on a qubit the following bounds hold:

\[ B_1 \leq C_3 = 3, \]
\[ B_2 \leq C_3 \approx 3.186. \]

(27)

The bound \( C_3 \) is given by the root of a polynomial of degree ten.

In the following subsections we will discuss the inequalities associated to the extreme points in more detail and provide a proof of theorem 2.

**C.1. The extreme point \( e_1 \) and its associated temporal inequality**

In this subsection we show that for arbitrary measurements on a single qubit the quantity \( B_1 = p(00|00) + p(00|11) + p(01|01) + p(01|10) \) is smaller or equal to 3. Moreover, we show that this bound is tight, i.e. there exists a sequence of measurements on a qubit that allows to reach this value.
Proof. We will first show that for all initial states and post-measurement states the maximal value of $B_1$ is either smaller or equal to 3 (case (a)) or is attained in case the effects for both measurements are projectors (case (b)). We will then consider case (b). We will identify the optimal initial and post-measurement states for such measurements and show that the maximal value for $B_1$ that can be obtained with projective effects is given by $3/2 + \sqrt{2} < 3$. We finally show that the upper bound given by 3 is tight by providing an explicit protocol that allows to reach $B_1 = 3$.

Let us start by defining our notation. Throughout this proof the effects for $M_0$ ($M_t$) corresponding to the outcome $r \in \{0, 1\}$ will be denoted by $E_{t r}(E_{t r})$ respectively. We will first use the following decomposition for these effects

$$E_{0|0} = a_0(1 + b_0 \vec{c} \cdot \vec{\sigma}),$$
$$E_{1|0} = 1 - E_{0|0},$$
$$E_{0|1} = a_1(1 + b_1 \vec{d} \cdot \vec{\sigma}),$$
$$E_{1|1} = 1 - E_{0|1},$$

where $\vec{c}, \vec{d} \in \mathbb{R}^3, |\vec{c}| = |\vec{d}| = 1$ and $\vec{\sigma} = (\sigma_1, \sigma_2, \sigma_3)$ with $\sigma_i$ being the Pauli matrices. Moreover, we choose without loss of generality that $b_0 \geq 0$ and therefore due to $1 \geq E_{t r} \geq 0$ we have that $0 \leq a_i \leq \frac{1}{1 + b_i}$ and $b_i \leq 1$ for $s \in \{0, 1\}$. Note that due to the AoT constraints we have that $p(ab|x|y) = p(a|x)p(b|xy)$ and therefore

$$B_1 = p(0|0)[p(0|000) + p(1|001)]$$
$$+ p(0|1)[p(1|100) + p(0|111)].$$

In the following we will denote by $\varrho_{in}$ the initial state and by $\varrho_t$ the post-measurement states given that measurement $M_t$ has been performed at time $t_1$ and outcome 0 has been obtained. We will use for these states their Bloch decomposition

$$\varrho_j = \frac{1}{2}(1 + \vec{\alpha}_j \cdot \vec{\sigma})$$

for $j \in \{\text{in}, 0, 1\}$ where $\vec{\alpha}_j \in \mathbb{R}^3$. Note due to the fact that $\varrho_j$ has to be positive semidefinite we have that $|\vec{\alpha}_j| \leq 1$. Using the decomposition for the effects in equations (28–31) one obtains that

$$p(0|0) = a_0(1 + b_0 \vec{c} \cdot \vec{\alpha}_0),$$
$$p(0|1) = a_1(1 + b_1 \vec{d} \cdot \vec{\alpha}_0),$$
$$p(0|000) = a_1(1 + b_0 \vec{c} \cdot \vec{\alpha}_0),$$
$$p(1|001) = 1 - a_0(1 + b_0 \vec{c} \cdot \vec{\alpha}_0),$$
$$p(1|100) = 1 - a_1(1 + b_1 \vec{d} \cdot \vec{\alpha}_0),$$
$$p(0|111) = a_1(1 + b_1 \vec{d} \cdot \vec{\alpha}_0).$$

We will first show that for any $\varrho_{in}, \varrho_0, \varrho_1$ the maximum of $B_1$ is smaller or equal to 3 or is attained for $a_0 = \frac{1}{1 + b_0}$. In order to do so we first consider $B_1$ as a function of $a_0$ (all other parameters are assumed to be fixed but arbitrary) and derive its critical points. The derivative of $B_1$ with respect to $a_0$ is given by

$$\frac{d}{da_0} B_1 = [p(0|000) + p(1|001)](1 + b_0 \vec{c} \cdot \vec{\alpha}_0)$$
$$+ p(0|0)(1 + b_0 \vec{c} \cdot \vec{\alpha}_0) - p(0|1)(1 + b_0 \vec{c} \cdot \vec{\alpha}_0).$$

Multiplying this equation by $a_0$, one obtains at the critical points that

$$[p(0|000) + p(1|001)]p(0|0)$$
$$= p(0|1)[-p(1|100)] - p(0|0)p(0|000) \leq 1.$$

Note that this implies that $B_1$ at the points where the derivative vanishes cannot exceed 3. We also have to consider the boundary of the domain for $a_0$, i.e. we have to consider $a_0 = 0$ and $a_0 = \frac{1}{1 + b_0}$. As can be easily seen $B_1 \leq 2$ for $a_0 = 0$. In order to investigate the case $a_0 = \frac{1}{1 + b_0}$ in more detail we will use that in this case the effects of the measurements in equations (28) and (29) can equivalently (by substituting $b_0 = \frac{\sqrt{2} - p}{2 - p}$) be written as

$$E_{0|0} = \frac{1}{2}(2 - p)1 + p \vec{c} \cdot \vec{\sigma},$$
$$E_{1|0} = \frac{p}{2}(1 - \vec{c} \cdot \vec{\sigma}).$$


where $0 \leq p \leq 1$. Considering now $B_1$ as a function of $p$ (and again assuming all other parameters as fixed but arbitrary) one obtains for its derivative

$$\frac{d B_1}{dp} = -[p(0|000) + p(1|001)] \frac{1}{2} (\vec{c} \cdot \vec{a}_m)
   - p(0|0) \frac{1}{2} (1 - \vec{c} \cdot \vec{a}_0) + p(0|1) \frac{1}{2} (1 - \vec{c} \cdot \vec{a}_1).$$

(44)

Hence, at the critical points we have that

$$0 = [p(0|000) + p(1|001)] [p(0|0) - 1]
   + p(0|0) [p(0|000) - 1] + p(0|1) p(1|010)
\geq 2[p(0|0) - 1] + p(0|0) [p(0|000) - 1]
   + p(0|1) p(1|010),$$

(45)

where we used that $p(0|000) + p(1|001) \leq 2$ and $p(0|0) - 1 \leq 0$. This implies that

$$2 \geq p(0|0) [p(0|000) + 1] + p(0|1) p(1|010)
\geq p(0|0) [p(0|000) + p(1|001)] + p(0|1) p(1|010)$$

(46)

and therefore it holds that $B_1 \leq 3$ at the points where this derivative vanishes. We will next consider the boundary of the domain of $0 \leq p \leq 1$. It is straightforward to see that for $p = 0$ one obtains that $B_1 \leq 3$. Before we investigate the case $p = 1$ in more detail we will use that $B_1$ is invariant under exchanging measurement 0 and measurement 1. Therefore, one can analogously show that if the effects of measurement 1 are not projectors we have that $B_1 = 3$ at the points where this derivative vanishes. We will next consider the boundary of the domain of $0 \leq p \leq 1$. It is straightforward to see that for $p = 0$ one obtains that $B_1 \leq 3$.

With this, equation (33) and equations (42)–(43) for $p = 1$ we have that $B_1$ is of the following form

$$B_1 = \frac{1}{4} (1 + \vec{c} \cdot \vec{a}_m)[2 + (\vec{c} - \vec{d}) \cdot \vec{a}_0]
   + \frac{1}{4} (1 + \vec{d} \cdot \vec{a}_m)[2 + (\vec{d} - \vec{c}) \cdot \vec{a}_1].$$

(49)

As $\frac{1}{2} (1 + \vec{c} \cdot \vec{a}_m) = p(0|0) \geq 0$ the optimal choice of $\vec{a}_0$ is given by

$$\vec{a}_0 = \frac{\vec{c} - \vec{d}}{\sqrt{2 - 2 \cos(\gamma)}} \text{ if } \vec{c} \neq \vec{d},$$

(50)

where here and in the following we will use the notation $\vec{c} \cdot \vec{d} = \cos(\gamma)$. Note that if both measurements have the same (projective) effects, i.e. $\vec{c} = \vec{d}$, $B_1$ is independent of $\varrho_0$ and hence we do not have to specify $\varrho_0$ in this case. Analogously, $B_1$ is maximized by choosing

$$\vec{a}_1 = \frac{\vec{d} - \vec{c}}{\sqrt{2 - 2 \cos(\gamma)}} \text{ if } \vec{c} \neq \vec{d},$$

(51)

As before, $B_1$ is independent of $\varrho_1$ in case $\vec{d} = \vec{c}$. Inserting the optimal choice of $\varrho_0$ and $\varrho_1$ in equation (49) and using the notation $X = 2 + \sqrt{2 - 2 \cos(\gamma)}$ we obtain

$$X = 2 + (\vec{c} + \vec{d}) \cdot \vec{a}_m].$$

(52)

Hence, the optimal choice of $\varrho_m$ is given by

$$\vec{a}_m = \frac{\vec{c} + \vec{d}}{\sqrt{2 + 2 \cos(\gamma)}} \text{ if } \vec{c} \neq -\vec{d}.$$  

(53)

Similarly to before, we do not have to specify the input state if $\vec{c} = -\vec{d}$. Note that the optimal input and post-measurement states are all pure, i.e. $|\vec{a}_i| = 1$ for $i \in \{\text{in}, 0, 1\}$ and we obtain for these choice of states that $B_1$ is equal to

$$\frac{X}{4} [2 + \sqrt{2 + 2 \cos(\gamma)}].$$

(54)
Note further that this expression only depends on \( \cos(\gamma) \). Considering now the the critical points and the boundary points with respect to \( \cos(\gamma) \) one obtains that \( \cos(\gamma) \in \{0, 1, -1\} \). For \( \cos(\gamma) \in \{1, -1\} \) it holds that \( B_1 = 2 \) and for \( \cos(\gamma) = 0 \) we have that \( B_1 = 3/2 + \sqrt{2} < 3 \). Hence, \( B_1 \) is upper bounded by 3. As can be easily seen \( B_1 = 3 \) can be attained via the following protocol. We choose \( \rho_{in} = |0\rangle\langle 0|, \rho_0 = |1\rangle\langle 1|, \rho_1 = |0\rangle\langle 0|, \) \( \mathcal{E}_{0|0} = 1 \) and \( \mathcal{E}_{0|1} = |0\rangle\langle 0| \). This implies that this bound is tight.

\[ \square \]

C.2. The extreme point \( e_2 \) and its associated temporal inequality

It can be easily seen that the extreme point \( e_2 \)

\[ e_2: \quad p(0|00) = p(0|11) = p(00|01) = p(00|10) = 1 \]  

cannot be reached with measurements on a qubit. In order to do so note that \( p(0|00) = p(0|11) = 1 \) implies that \( M_0 \) and \( M_4 \) are the same non-trivial measurements and have projective effects. Moreover, the initial state has to be flipped after measuring \( M_0 \) or \( M_4 \). However, this contradicts \( p(00|10) = 1 \).

Using an analogous argumentation as for the vertex \( e_1 \) one can analytically show that \( B_2 = p(01|00) + p(01|11) + p(00|01) + p(00|10) \leq 3.5 \). Moreover, it can be shown that the maximum of \( B_2 \) is either given by 3 or is attained if one of the measurements has projective effects and for the other measurement the effect for outcome 1 is proportional to a projector. Determining the optimal initial and post-measurement states as before one obtains for this scenario an expression, which depends on solely two parameters. Numerical maximization of this strongly suggests that the maximum of \( B_2 \) is given by 3. Note that \( B_2 = 3 \) can be attained by choosing \( \rho_{in} = |0\rangle\langle 0|, \rho_0 = |0\rangle\langle 0|, \rho_1 = |1\rangle\langle 1|, \mathcal{E}_{0|0} = 1 \) and \( \mathcal{E}_{0|1} = |0\rangle\langle 0| \).

C.3. The extreme point \( e_3 \) and its associated temporal inequality

In this subsection we show that for measurements on a single qubit \( B_3 = p(01|00) + p(00|11) + p(01|01) + p(01|10) \leq C_3 \approx 3.186 \) and that the bound is attained for measurements, \( M_i \) and \( M_{in} \), whose effects are projective.

**Proof.** We will first show that for all initial states and post-measurement states the maximal value of \( B_3 \) is either smaller or equal to 3 or is obtained if all effects of both measurement settings are projectors. However, as we will show the maximum of \( B_3 \) exceeds 3. We will, then, identify the optimal initial and post-measurement states for \( e_3 \) and \( e_4 \) which corresponds to outcome \( r \in \{0, 1\} \). We will denote in the following by \( \mathcal{E}_{r|0} (\mathcal{E}_{r|1}) \) respectively and we will first use the the following decomposition for these effects

\[
\mathcal{E}_{0|0} = a_0 (1 + b_0 \tilde{c} \cdot \tilde{\sigma}),
\]

\[
\mathcal{E}_{1|0} = 1 - \mathcal{E}_{0|0},
\]

\[
\mathcal{E}_{0|1} = a_1 (1 + b_1 \tilde{d} \cdot \tilde{\sigma}),
\]

\[
\mathcal{E}_{1|1} = 1 - \mathcal{E}_{0|1},
\]

where \( \tilde{c}, \tilde{d} \in \mathbb{R}^4, |\tilde{c}| = |\tilde{d}| = 1, \tilde{\sigma} = (\sigma_1, \sigma_2, \sigma_3) \) with \( \sigma_i \) being the Pauli matrices and we choose without loss of generality \( b_i \geq 0 \) and therefore \( 0 \leq a_i \leq \frac{1}{1 + b_i} \) and \( b_i \leq 1 \) for \( s \in \{0, 1\} \). First note that due to the AoT constraints we have that \( p(abaxy) = p(axb) p(byax) \) and hence

\[
B_3 = p(0|0)[p(1|000) + p(1|001)] + p(0|1)[p(1|010) + p(0|011)].
\]

We will denote in the following by \( \rho_0 (\rho_1) \) the initial state and by \( \rho_{in} (\rho_{in}) \) the post-measurement states given that measurement \( M_0 (M_4) \) has been performed at time \( t_i \) and outcome 0 has been obtained respectively. Moreover, we will use the notation

\[
\rho_j = \frac{1}{2} (1 + \tilde{\alpha}_j \cdot \tilde{\sigma})
\]

for \( j \in \{in, 0, 1\} \) where \( \tilde{\alpha}_j \in \mathbb{R}^3 \) and \( |\tilde{\alpha}_j| \leq 1 \). Using the decomposition for the effects in equations (56)–(59) we have that

\[
p(0|00) = a_0 (1 + b_0 \tilde{c} \cdot \tilde{\alpha}_{in}),
\]

\[
p(0|11) = a_1 (1 + b_1 \tilde{d} \cdot \tilde{\alpha}_{in}),
\]

\[
p(1|000) = 1 - a_0 (1 + b_0 \tilde{c} \cdot \tilde{\alpha}_0),
\]

\[
p(1|001) = 1 - a_1 (1 + b_1 \tilde{d} \cdot \tilde{\alpha}_0),
\]

\[
p(1|010) = 1 - a_1 (1 + b_1 \tilde{d} \cdot \tilde{\alpha}_1),
\]

\[
p(1|011) = 1 - a_1 (1 + b_1 \tilde{d} \cdot \tilde{\alpha}_1),
\]

\[
p(1|100) = 1 - a_0 (1 + b_0 \tilde{c} \cdot \tilde{\alpha}_1),
\]

\[
p(1|101) = 1 - a_0 (1 + b_0 \tilde{c} \cdot \tilde{\alpha}_1),
\]

\[
p(1|110) = 1 - a_1 (1 + b_1 \tilde{d} \cdot \tilde{\alpha}_0),
\]

\[
p(1|111) = 1 - a_1 (1 + b_1 \tilde{d} \cdot \tilde{\alpha}_0),
\]
\[ p(1|001) = 1 - a_0(1 + b_1 \ddot{a} \cdot \bar{a}_0), \]  
\[ p(1|010) = 1 - a_0(1 + b_0 \ddot{a} \cdot \bar{a}_1), \]  
\[ p(0|011) = a_0(1 + b_1 \ddot{a} \cdot \bar{a}_1), \]  
\[ p(1|010) = 1 - a_0(1 + b_0 \ddot{a} \cdot \bar{a}_1), \]  
\[ p(0|011) = a_0(1 + b_1 \ddot{a} \cdot \bar{a}_1). \]  

We will next show that for any \( \varphi_{\text{av}}, \varphi_0, \varphi_1 \) the maximum of \( B_3 \) is attained for \( a_s = \frac{1}{1+b_s} \) for \( s \in \{0, 1\} \) or is smaller or equal to 3. In order to do so we consider \( B_3 \) first as a function of \( a_0 \) (all other parameters are fixed but arbitrary) and calculate its critical points. The derivative of \( B_3 \) with respect to \( a_0 \) is given by

\[
\frac{d B_3}{d a_0} = [p(1|000) + p(1|001)][(1 + b_0 \ddot{a} \cdot \bar{a}_0) - p(0|0)(1 + b_0 \ddot{a} \cdot \bar{a}_0) - p(0|1)(1 + b_0 \ddot{a} \cdot \bar{a}_0)]  
\]

Multiplying this equation by \( a_0 \) one obtains that for the critical points it has to hold that

\[
[p(1|000) + p(1|001)]p(0|0) + p(0|1)p(1|010) = p(0|0)[1 - p(1|000)] + p(0|1) \leq 2, 
\]

which implies that \( B_3 \) at the points where the derivative vanishes cannot exceed 3. However, one can easily verify that \( B_3 \) can reach a value of 3.186 for \( a_0 = a_1 = 1/2, b_0 = b_1 = 1, \cos(\gamma) = \ddot{a} \cdot \ddot{d} = 0.756 \) and \( \varphi_{\text{av}}, \varphi_0, \varphi_1 \) as given in equations (81), (82) and (84). Hence, the maximum has to be attained at the boundary of the domain for \( a_0 \), i.e. it has to hold for the maximum of \( B_3 \) that either \( a_0 = 0 \) or \( a_0 = \frac{1}{1+b_0} \). It is straightforward to see that for \( a_0 = 0 \) it holds that \( B_3 \leq 2 \) and therefore the maximum is attained for \( a_0 = \frac{1}{1+b_0} \). Analogously, we consider \( B_3 \) as a function of \( a_1 \) (with all other parameters fixed but arbitrary) and compute the corresponding critical points. The derivative is given by

\[
\frac{d B_3}{d a_1} = [p(1|010) + p(0|011)](1 + b_1 \ddot{a} \cdot \bar{a}_1) - p(0|0)(1 + b_1 \ddot{a} \cdot \bar{a}_1) + p(0|1)(1 + b_1 \ddot{a} \cdot \bar{a}_1) 
\]

and therefore it has to hold for any critical point that

\[
p(0|0)p(1|001) + [p(1|010) + p(0|011)]p(0|1) = p(0|0) - p(0|1)p(0|011) \leq 1. 
\]

Note that this implies that at a critical points \( B_3 \leq 2. \) At the boundary point given by \( a_1 = 0 \) one obtains that \( B_3 \leq 2. \) Hence the maximum of \( B_3 \) is attained for \( a_1 = \frac{1}{1+b_1} \). Using that \( a_s = \frac{1}{1+b_s} \) the effects of the measurements in equations (56)–(59) can equivalently (substituting \( b_0 = \frac{p}{2-p} \) and \( b_1 = \frac{q}{2-q} \)) written as

\[
E_{0|0} = \frac{1}{2}[(2 - p)1 + p \ddot{a} \cdot \bar{a}], 
\]

\[
E_{1|0} = \frac{p}{2}(1 - \ddot{a} \cdot \bar{a}), 
\]

\[
E_{0|1} = \frac{1}{2}[(2 - q)1 + q \ddot{d} \cdot \bar{a}], 
\]

\[
E_{1|1} = \frac{q}{2}(1 - \ddot{d} \cdot \bar{a}), 
\]

where \( 0 \leq p \leq 1 \) and \( 0 \leq q \leq 1 \). Considering \( B_3 \) as a function of \( q \) one obtains for its derivative

\[
\frac{d B_3}{d q} = -[p(1|010) + p(0|011)]\frac{1}{2}(1 - d \cdot \alpha_m) + p(0|0)\frac{1}{2}(1 - d \cdot \alpha_o) - p(0|1)\frac{1}{2}(1 - d \cdot \alpha _i). 
\]

Hence, at the critical points we have that

\[
0 = p(0|0)p(1|001) + [p(1|010) + p(0|011)][p(0|1) - 1] + p(0|1)[p(0|011) - 1] \geq p(0|0)p(1|001) + 2[p(0|1) - 1] + p(0|1)[p(0|011) - 1] = p(0|0)p(1|001) + p(0|1)[p(0|011) + 1] - 2 \geq p(0|0)p(1|001) + p(0|1)[p(0|011) + p(1|010)] - 2. 
\]

Here we used for the first inequality that \( [p(1|010) + p(0|011)] \leq 2 \) and \( p(0|1) - 1 \leq 0 \) and for the second inequality that \( p(0|1) \geq 0 \) and \( p(1|010) \leq 1 \). Note that this implies that \( B_3 \leq 3 \) at the points where this derivative vanishes. It is straightforward to see that for the boundary point \( q = 0 \) one obtains that \( B_3 \leq 3 \) and therefore the maximum of \( B_3 \) is attained for the other boundary point, \( q = 1 \). We will next consider \( B_3 \) as a...
function of $p$ and compute its critical points

$$
\frac{d B_3}{dp} = -[p(1|000) + p(1|001)] \frac{1}{2} (1 - \vec{c} \cdot \vec{a}_{in}) + p(0|0) \frac{1}{2} (1 - \vec{c} \cdot \vec{a}_0) + p(0|1) \frac{1}{2} (1 - \vec{c} \cdot \vec{a}_1).
$$

(78)

With this we have that at the critical points it holds that

$$
p(0|1)p(1|010) + [p(1|000) + p(1|001)]p(0|0) = p(1|000) + p(1|001) - p(0|0)p(1|000) \leq 2
$$

(79)

and therefore $B_3 \leq 3$ at the critical points. It is easy to see that for $p = 0$ it holds that $B_3 \leq 2$. Hence, the maximum of $B_3$ is attained at the boundary $p = 1$. Note that, in summary, we have shown that the optimal measurements have projective effects. Using equation (61), as well as equations (72)–(75) for $q = p = 1$ we have that $B_3$ is of the following form

$$
B_3 = \frac{1}{4} (1 + \vec{c} \cdot \vec{a}_{in})[2 - (\vec{d} + \vec{c}) \cdot \vec{a}_{in}] + \frac{1}{4} (1 + \vec{d} \cdot \vec{a}_{in})[2 + (\vec{d} - \vec{c}) \cdot \vec{a}_{in}].
$$

(80)

As $\frac{1}{2} (1 + \vec{c} \cdot \vec{a}_{in}) = p(0|0) \geq 0$ it has to hold for the maximum of $B_3$ that

$$
\vec{a}_0 = \frac{-(\vec{d} + \vec{c})}{\sqrt{2 + 2 \cos(\gamma)}} \quad \text{if } \vec{d} = -\vec{c},
$$

(81)

where here and in the following $\cos(\gamma) = \vec{c} \cdot \vec{d}$. Note that if $\vec{d} = -\vec{c}$ then $B_3$ is independent of $\vec{a}_0$ and hence we do not have to specify $\vec{a}_0$ in this case. Analogously, $B_3$ is maximized by choosing

$$
\vec{a}_1 = \frac{\vec{d} - \vec{c}}{\sqrt{2 - 2 \cos(\gamma)}} \quad \text{if } \vec{d} = \vec{c}.
$$

(82)

Similarly to before, $B_3$ is independent of $\vec{a}_1$ if $\vec{d} = \vec{c}$. Inserting the optimal choice of $\vec{a}_0$ and $\vec{a}_1$ in equation (80) and using the notation $X_0 = 2 + \sqrt{2 + 2 \cos(\gamma)}$ and $X_1 = 2 + \sqrt{2 - 2 \cos(\gamma)}$ we obtain

$$
\frac{1}{4} [X_0 + X_1 + (X_0 \vec{c} + X_1 \vec{d}) \cdot \vec{a}_{in}].
$$

(83)

Hence, the optimal choice of $\vec{a}_{in}$ is given by

$$
\vec{a}_{in} = \frac{X_0 \vec{c} + X_1 \vec{d}}{\sqrt{X_0^2 + X_1^2 + 2X_0X_1 \cos(\gamma)}} \quad \text{if } X_0 \vec{c} + X_1 \vec{d} \neq 0.
$$

(84)

Analogously to before, we do not have to specify the input state if $X_0 \vec{c} + X_1 \vec{d} = 0$. Note that the optimal input and post-measurement states are all pure, i.e. $|\vec{a}_i| = 1$ for $i \in \{\text{in}, 0, 1\}$ and we obtain for these choice of states that $B_3$ is equal to

$$
\frac{1}{4} [X_0 + X_1 + \sqrt{X_0^2 + X_1^2 + 2X_0X_1 \cos(\gamma)}].
$$

(85)

Note that this equation only depends on a single parameter namely the angle $\gamma$. For the points at the boundary and the points for which the derivative with respect to $\cos(\gamma)$ is not defined which all are given by $\cos(\gamma) \in \{1, -1\}$ one can show that $B_3 \leq 3$. Hence, in this case the maximum of $B_3$ can be determined by finding the point were the derivative with respect to $\cos(\gamma)$ vanishes. For this one has to solve the polynomial equation

$$
0 = 1 - x(42 - x(-531 - 4x(380 - x(-24 - x(-762 - x(481 - 8x(19 - 4x(-3 + 2(1 + x)x)))))))).
$$

(86)

with $x = \cos(\gamma)$, and determine the solution for which $\frac{d B_3}{d \cos(\gamma)}$ is indeed 0, which yields approximately 3.186. Note that the derivative $\frac{d B_3}{d \cos(\gamma)} = 0$ was squared multiple times in order to arrive at equation (86) which created additional roots that are not solutions of the original equation.

C.4. The extreme point $e_4$ and its associated temporal inequality

It is straightforward to see that the same argumentation that has been presented in order to show that the vertex $e_2$ cannot be reached on a qubit applies also to the extreme point $e_4$

$$
e_4: \quad p(01|00) = p(01|11) = p(01|01) = p(00|10) = 1.
$$

(87)
Using analogous methods to before it can be shown that for a qubit the value of
\[ B_4 = p(01|00) + p(01|11) + p(01|01) + p(00|10) \] is either smaller or equal to 3 or is obtained if the effect of \( M_4 \) for the outcome 1 has rank 1 and the effects of \( M_4 \) are projectors. However, it can be easily verified that \( B_4 \) exceeds 3. Identifying the optimal initial and post-measurement states for such measurements, which are all pure, one obtains the following expression for \( B_4 \)
\[
\frac{1}{4} [(2 - p)X_0 + X_1 + \sqrt{p^2 X_0^2 + X_1^2 + 2pX_0X_1\cos(\gamma)}],
\]
where the effects of the measurements have been parametrized as in equations (72)–(75) with \( q = 1 \), \( \cos(\gamma) = \hat{e} \cdot \hat{d} \), \( X_0 = 1 + p + \sqrt{p^2 + 1 + 2p\cos(\gamma)} \) and \( X_1 = 3 - p + \sqrt{p^2 + 1 - 2p\cos(\gamma)} \). Note that this expression depends solely on the remaining 2 parameters of the effects of \( M_0 \) and \( M_4 \). Performing a numerical optimization of this expression strongly suggests that the maximum of \( B_4 \) is approximately 3.186 and is attained for measurements which have projective effects. Note that if one restricts \( M_0, M_4 \) to measurements for which all effects have rank 1 then \( B_4 \) is equivalent to \( B_3 \). Moreover, one can analytically show that \( B_4 \leq 2 + \sqrt{2} \). In order to do so note that due to \( pX_0, X_1 \geq 0 \) and \( a^2 + b^2 + 2ab\cos(\beta) \leq (a + b)^2 \) \( \forall a, b \geq 0 \) and \( \beta \in \mathbb{R} \) we have that the maximum of \( B_4 \) is upper bounded as follows
\[
\frac{1}{4} [(2 - p)X_0 + X_1 + \sqrt{p^2 X_0^2 + X_1^2 + 2pX_0X_1\cos(\gamma)}] \leq \frac{1}{2} (X_0 + X_1)
\]
\[
= \frac{1}{2} (4 + \sqrt{p^2 + 1 - 2p\cos(\gamma)} + \sqrt{p^2 + 1 + 2p\cos(\gamma)}).
\]
Considering this expression as a function of \( \cos(\gamma) \) and computing its critical points it is then straightforward to see that this upper bound for \( B_4 \) does not exceed \( 2 + \sqrt{2} \).

We also considered a different parametrization to evaluate the maximum of \( B_4 \) numerically. First, we expressed the temporal Bell operator \( B_4 \) in terms of the Kraus operators of the measurements and calculated the maximal expectation value with a pure state, i.e. we maximized
\[
B_4 = \langle \psi | 2K_{0|0}^4, K_{1|1} + K_{1|0}^4(K_{0|0}^4, K_{1|1})K_{0|1} + K_{1|0}^4, K_{0|0}^4, K_{1|1}K_{0|0} - K_{1|1}^4(K_{0|0}^4, K_{1|1})K_{0|1}|\psi \rangle,
\]
with \( K_{0|0}^4, K_{1|1} = E_{0|0} \) and \( K_{1|0}^4, K_{0|1} = E_{1|1} \) under the constraint that \( \langle \psi | \psi \rangle = 1 \) and \( 0 \leq E_{0|1} \leq 1 \). Note that due to the fact that the maximum is not only attained for pure initial states but also the post-measurement states should be pure it is sufficient to consider a single Kraus operator per effect. Using this parametrization we numerically evaluated the maximum of \( B_4 \) for measurements on a single qubit to be approximately 3.186.

**Appendix D. Lower bounds on \( \epsilon \) for \( (d + \epsilon) \)-dimensional systems**

Let us first recall our definition of a \((d + \epsilon)\)-dimensional system. A system, i.e. an initial state \( \varrho_{in} \) and a set of measurements with instruments \( \{ I_{a|x} \}_a \), has dimension \( d + \epsilon \) (with \( \epsilon \geq 0 \)) if there exists a projector on a \( d \)-dimensional subspace, \( P_d \), such that \( \| P_d \varrho_{in} P_d - \varrho_{in} \| \leq \epsilon \) and for all \( a, x \) and quantum states \( \rho \) it holds that \( \| P_d I_{a|x}(\rho) P_d - I_{a|x}(\rho) \| \leq \epsilon \). Hence, a \((d + \epsilon)\)-dimensional systems is a system for which the initial states as well as all possible post-measurement states of the instruments deviate only by \( \epsilon \) from the same \( d \)-dimensional subspace.

In the following we will establish lower bounds on \( \epsilon \) for \((2 + \epsilon)\)-dimensional systems. In particular, we will provide lower bounds that are determined each by the expectation value \( B_1 \) which has been defined in the main text (see also appendix C). Hence, these lower bounds can be accessed in an experiment. Moreover, this implies that a value of \( B_1 \) that is larger than the bound \( C_1 \) for measurements on a qubit does not only allow to conclude that the measurements are performed on a qutrit but also provides some way to quantify how close the system is to a qubit.

In order to establish these lower bounds we consider the conditional probability distribution \( p(ab|xy) \) for a \((2 + \epsilon)\)-dimensional system. In the following we will denote \( \tilde{I}_{a|x}(\rho) \equiv P_2 I_{a|x}(\rho) P_2 \) and \( \tilde{\varrho}_{in} \equiv P_2 \varrho_{in} P_2 \), where \( P_2 \) is the projector on the two-dimensional subspace from which the system deviates by \( \epsilon \). Moreover, we will use that for all hermitian operators \( M \) it holds that \( \text{tr}(M) \leq \| M \|_{in} \) and that the completely positive maps \( I_{a|x} \) are trace non-increasing, i.e. for each quantum state \( \rho \) there exists a quantum state \( \sigma_{a\rho}^{n,x} \) and a probability \( p_{a\rho}^{n,x} \) such that \( I_{a|x}(\rho) = p_{a\rho}^{n,x} \sigma_{a\rho}^{n,x} \). Hence, we have that
\[
p(ab|xy) = \text{tr} \{ \tilde{I}_{a|x}(I_{b|y})(\varrho_{in}) \}
\]
\[
= \text{tr} \{ (\tilde{I}_{a|x} - \tilde{I}_{a|x})(I_{b|y})(\varrho_{in}) \} + \text{tr} \{ \tilde{I}_{b|y}(I_{a|x})(\varrho_{in}) \}
\]
\[
= p_{a\rho}^{n,x} \text{tr} \{ (\tilde{I}_{a|x} - \tilde{I}_{a|x})(\sigma_{a\rho}^{n,x}) \} + \text{tr} \{ \tilde{I}_{b|y}(I_{a|x})(\varrho_{in}) \}
\]
\[
\leq \text{tr} \{ (\tilde{I}_{a|x} - \tilde{I}_{a|x})(\varrho_{in}) \} + \epsilon
\]
\[
= \text{tr} \{ \tilde{I}_{a|x}(I_{b|y})(\varrho_{in}) \} + \text{tr} \{ \tilde{I}_{b|y}(I_{a|x})(\varrho_{in}) \} + \epsilon
\]
\[
\leq \text{tr} \{ (I_{a|x} - \tilde{I}_{a|x})(\varrho_{in}) \} + \text{tr} \{ \tilde{I}_{b|y}(I_{a|x})(\varrho_{in}) \} + \epsilon
\]
\[
\begin{align*}
\leq & \ \text{tr}\left[\mathcal{I}_{B_{ik}}[\mathcal{I}_{A|x}(p_{in})]\right] + 2\epsilon \\
= & \ \text{tr}\left[\mathcal{I}_{B_{ik}}[\mathcal{I}_{A|x}(p_{in})]\right] + 2\epsilon + \text{tr}\left[\mathcal{I}_{B_{ik}}[\mathcal{I}_{A|x}(p_{in} - \hat{p}_{in})]\right] \\
\leq & \ \text{tr}\left[\mathcal{I}_{B_{ik}}[\mathcal{I}_{A|x}(p_{in})]\right] + 3\epsilon.
\end{align*}
\]

Note that the maximum of \(\sum_{a,b} q_{a,b}^{i,j} \text{tr}\left[\mathcal{I}_{B_{ik}}[\mathcal{I}_{A|x}(\hat{p}_{in})]\right]\) with \(q_{a,b}^{i,j} = p(ab|xy)\) of the extreme point \(\epsilon_{i}\) is upper bounded by \(C_{i}\) as for \(x = 0, 1 \sum_{a,b} \mathcal{I}_{A|x}^{i} \) is a trace-nonincreasing map (but not necessarily necessarily trace-preserving). With this one obtains that for a \((2 + \epsilon)\)-dimensional system

\[
B_{i} \leq C_{i} + 12\epsilon,
\]

where \(C_{i}\) denotes as before the bound obtained for measurements on a qubit. This provides the following lower bound on \(\epsilon\)

\[
\epsilon \geq \frac{B_{i} - C_{i}}{12},
\]

which can be evaluated in an experiment by determining \(B_{i}\). Note, however, that the maximum possible value of the lower bound is given by \(\frac{1}{12}\) and hence larger values for \(\epsilon\) cannot be certified by using this scheme.
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