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Abstract

In transportation and other types of facilities, various queues arise when the demands of service are higher than the supplies, and many point and fluid queue models have been proposed to study such queueing systems. However, there has been no unified approach to deriving such models, analyzing their relationships and properties, and extending them for networks. In this paper, we derive point queue models as limits of two link-based queueing model: the link transmission model and a link queue model. With two definitions for demand and supply of a point queue, we present four point queue models, their approximate models, and their discrete versions. We discuss the properties of these models, including equivalence, well-definedness, smoothness, and queue spillback, both analytically and with numerical examples. We then analytically solve Vickrey’s point queue model and stationary states in various models. We demonstrate that all existing point and fluid queue models in the literature are special cases of those derived from the link-based queueing models. Such a unified approach leads to systematic methods for studying the queueing process at a point facility and will also be helpful for studies on stochastic queues as well as networks of queues.

Keywords: Point queue models; link transmission model; link queue model; demand and supply; Vickrey’s point queue model; stationary states.

1 Introduction

When the demands of service are higher than the supplies at such facilities as road networks, security check points in airports, supply chains, water reservoirs, document processors, task managers, and computer servers, there arise queues of vehicles, customers, commodities, water, documents, tasks, and programs, respectively. Many strategies have been developed to

*Department of Civil and Environmental Engineering, California Institute for Telecommunications and Information Technology, Institute of Transportation Studies, 4000 Anteater Instruction and Research Bldg, University of California, Irvine, CA 92697-3600. Tel: 949-824-1672. Fax: 949-824-8385. Email: wjin@uci.edu. Corresponding author
control, manage, plan, and design such queueing processes so as to improve their performance in safety, efficiency, environmental impacts, and so on.

Since last century, many queueing models have been proposed to understand the characteristics of such systems, including waiting times, queue lengths, and stationary states and their stability (Kleinrock, 1975; Newell, 1982). These models can be represented by arrival and service of individual customers or accumulation and dissipation of continuum fluid flows; they can be continuous or discrete in time; and the arrival and service patterns of queueing contents can be random or deterministic. In addition, a queue can be initially empty or not, the storage capacity of a queue can be finite or infinite, there can be single or multiple servers, and the serving rule can be First-In-First-Out or priority-based. Traditionally, queueing theories concern with random arrival and service processes of individual customers (Lindley, 1952; Asmussen, 2003; Kingman, 2009).

In recent years, fluid queue models have gained much attention in various disciplines (Kulkarni, 1997). In these models, the dynamics of a queueing system are described by changes in continuum flows of queueing contents. Such models were first proposed for dam processes in 1950's (Moran, 1956, 1959). Since then, both discrete and continuous versions of fluid queue models have been extensively discussed with random arrival and service patterns. In the transportation literature, point queue models were introduced to study the congestion effect of a bottleneck with deterministic, dynamic arrival patterns (Vickrey, 1969). Such models have been applied to study dynamic traffic assignment problems (Drissi-Kaitouni and Hameda-Benchekroun, 1992; Kuwahara and Akamatsu, 1997; Li et al., 2000). In (Nie and Zhang, 2005), Vickrey’s point queue model was compared with other network loading models. In (Armbruster et al., 2006b), a point queue model for a supply chain was proposed and shown to be consistent with a hyperbolic conservation law. In (Ban et al., 2012), continuous point queue models were presented as differential complementarity systems. In (Han et al., 2013), Vickrey’s point queue model was formulated with the help of the LWR model (Lighthill and Whitham, 1955; Richards, 1956). In existing studies on point queue models, the downstream service rate is usually assumed to be constant, and the storage capacity of the point queue infinite. Note that fluid queue models can also be considered as point queue models, but with a finite storage capacity and general service rates, since the dimension of a server or a reservoir is also assumed to be infinitesimal. However, there exists no unified approach to deriving such point queue models, analyzing their relationships and properties, and extending them for networks.

In this study we attempt to fill this gap by presenting a unified approach, which is based on two observations. The first observation is that many traffic flow models can be viewed as queueing models, since traffic flow models describe the dynamics associated with the accumulation and dissipation of vehicular queues. For examples, the Cell Transmission Model (CTM) describes dynamics of cell-based queues (Daganzo, 1995; Lebacque, 1996); the Link Transmission Model (LTM) describes dynamics of link-based queues (Yperman et al., 2006; Yperman, 2007); and the Link Queue Model (LQM) also describes dynamics of link-based queues (Jin, 2012b). Among these models, continuous versions of LTM and CTM.
are equivalent to but different formulations of network kinematic wave models, which can admit discontinuous shock wave solutions and can be unstable in diverge-merge networks (Jin, 2014), but LQM admits smooth solutions and is stable (Jin, 2012b). The second observation is that a point facility can be considered as the limit of a link: if we shrink the link length but maintain the storage capacity, then we obtain a point queue. Therefore we can derive point queue models as limits of the link-based queueing models: LTM and LQM. In this approach, point queue models inherit two critical components from both LTM and LQM: we first define demand and supply of a point queue, and then apply macroscopic junction models, which were originally proposed in CTM and later adopted for both LTM and LQM, to calculate boundary fluxes from upstream demands and downstream supplies. This approach enables us to derive all existing point and fluid queue models and their generalizations, discuss their relationships, and analyze their properties.

The rest of the paper is organized as follows. After reviewing LTM and LQM in Section 2, we take the limits of the demand and supply of a link to obtain two demand formulas and two supply formulas for a point queue in Section 3. Further with different combinations of demand and supply formulas, we derive four continuous point queue models and their discrete versions. In Section 4, we present four approximate point queue models and their discrete versions. In Section 5, we present some analytical solutions of these models. In Section 6, we present numerical results. Finally in Section 7, we summarize the study and discuss future research topics.

2 Review of two link-based queueing models

In this section, we consider a homogeneous road link, shown in Figure 1, whose length is \( L \) and number of lanes \( N \). Vehicles on the road segment form a link queue. We assume that the road has the following triangular fundamental diagram of flow-density relation (Munjal et al., 1971; Haberman, 1977; Newell, 1993):

\[
q = Q(k) = \min\{Vk, (NK - k)W\},
\]

where \( k(x,t) \) is the total density at \( x \) and \( t \), \( q(x,t) \) the total flow-rate, \( K \) the jam density per lane, \( V \) the free-flow speed, and \( -W \) the shock wave speed in congested traffic. We denote the harmonic mean of \( V \) and \( W \) by \( U = \frac{VW}{V+W} \). We also denote \( T_1 = \frac{L}{V} \), which is the free-flow traverse time, \( T_2 = \frac{L}{W} \), which is the shock wave traverse time, and \( T_3 = \frac{L}{U} \). Generally \( T_1 < T_2 < T_3 \). Thus for each lane, the critical density is \( \bar{K} = \frac{W}{V+W}K = \frac{V}{U}K \), and the capacity is \( C = VK = UK \). We denote the storage capacity of the road link by \( \Lambda = NLK \) and the initial number of vehicles by \( \Lambda_0 = NLk_0 \), where the initial density is constant at \( Nk_0 \) at all locations on the road. Then the total capacity is \( NC = \frac{\Lambda}{T_3} \).

For a road link shown in Figure 1 we define the upstream and downstream cumulative flows by \( F(t) \) and \( G(t) \), respectively, and set \( G(0) = 0 \) and \( F(0) = \Lambda_0 \). Correspondingly the
upstream in- and downstream out-fluxes are denoted by $f(t)$ and $g(t)$. Then we have

$$\frac{d}{dt} F(t) = f(t),$$  \hspace{1cm} (2a)

$$\frac{d}{dt} G(t) = g(t).$$  \hspace{1cm} (2b)

In addition, we denote the number of vehicles on the road by $\rho(t) = \int_0^L k(x,t)dx$, which satisfies

$$\rho(t) = F(t) - G(t).$$  \hspace{1cm} (3)

There are two formulations for a link-based queueing model with two types of state variables: either the accumulation of vehicles, such as $\rho(t)$, or the cumulative flows, $F(t)$ and $G(t)$, can be used as state variables. In addition, the boundary fluxes are calculated in two steps: first, a link’s demand, $d(t)$, and supply, $s(t)$, are defined from state variables; second, the flux through a boundary can be calculated from the upstream demand and downstream supply with macroscopic junction models:

$$f(t) = \min\{\delta(t), s(t)\},$$  \hspace{1cm} (4a)

$$g(t) = \min\{d(t), \sigma(t)\},$$  \hspace{1cm} (4b)

where $\delta(t)$ is the origin demand, and $\sigma(t)$ the destination supply. LTM and LQM differ in the definitions of demand and supply functions and the corresponding state variables related to vehicle accumulations.

### 2.1 The link transmission model (LTM)

In LTM, two new variables related to vehicle accumulation are the link queue size, $\lambda(t)$, and the link vacancy size, $\gamma(t)$, which are given by [Jim 2014]:

$$\lambda(t) = \begin{cases} \frac{\Lambda}{T_1} t - G(t), & t \leq T_1 \\ F(t - T_1) - G(t), & t > T_1 \end{cases}$$  \hspace{1cm} (5a)

$$\gamma(t) = \begin{cases} \frac{\Lambda}{T_2} t + \Lambda_0 - F(t), & t \leq T_2 \\ G(t - T_2) + \Lambda - F(t), & t > T_2 \end{cases}$$  \hspace{1cm} (5b)
Since both $F(t)$ and $G(t)$ are continuous, then $\lambda(t)$ and $\gamma(t)$ are continuous with $\lambda(0) = 0$ and $\gamma(0) = 0$.

The link demand and supply in LTM are defined as (Jin, 2014):

$$
\begin{align*}
    d(t) &= \begin{cases} 
    \min \left\{ \frac{\lambda_0}{T_1} + H(\lambda(t)), \frac{\lambda}{T_3} \right\}, & t \leq T_1 \\
    \min \left\{ f(t - T_1) + H(\lambda(t)), \frac{\lambda}{T_3} \right\}, & t > T_1 
    \end{cases} \quad (6a) \\
    s(t) &= \begin{cases} 
    \min \left\{ \frac{\lambda - \lambda_0}{T_2} + H(\gamma(t)), \frac{\lambda}{T_3} \right\}, & t \leq T_2 \\
    \min \left\{ g(t - T_2) + H(\gamma(t)), \frac{\lambda}{T_3} \right\}, & t > T_2 
    \end{cases} \quad (6b)
\end{align*}
$$

where the indicator function $H(y)$ for $y \geq 0$ is defined as

$$
H(y) = \lim_{\Delta t \to 0^+} \frac{y}{\Delta t} = \begin{cases} 
    0, & y = 0 \\
    \infty, & y > 0
\end{cases} \quad (7)
$$

Then we obtain two continuous formulations of LTM:

1. When the queue and vacancy sizes, $\lambda(t)$ and $\gamma(t)$, are the state variables, we have from (3):

$$
\begin{align*}
    \frac{d}{dt}\lambda(t) &= \begin{cases} 
    \frac{\lambda_0}{T_1} - g(t), & t \leq T_1 \\
    f(t - T_1) - g(t), & t > T_1 
    \end{cases} \quad (8a) \\
    \frac{d}{dt}\gamma(t) &= \begin{cases} 
    \frac{\lambda - \lambda_0}{T_2} - f(t), & t \leq T_2 \\
    g(t - T_2) - f(t), & t > T_2 
    \end{cases} \quad (8b)
\end{align*}
$$

where $f(t)$ and $g(t)$ are calculated from (1) and (6). In this formulation, the rates of change in both $\lambda(t)$ and $\gamma(t)$ depend on $\lambda(t)$, $\gamma(t)$, $f(t - T_1)$, and $g(t - T_2)$.

2. When cumulative flows, $F(t)$ and $G(t)$, are the state variables, we have from (2):

$$
\begin{align*}
    \frac{d}{dt}F(t) &= \min\{\delta(t), s(t)\}, \quad (9a) \\
    \frac{d}{dt}G(t) &= \min\{d(t), \sigma(t)\}. \quad (9b)
\end{align*}
$$

where $d(t)$ and $s(t)$ are calculated from (5) and (6). In this formulation, the rates of change in $F(t)$ and $G(t)$ depend on $F(t)$, $G(t)$, $F(t - T_1)$, $G(t - T_2)$, $f(t - T_1)$, and $g(t - T_2)$.

In both formulations, $f(t - T_1)$, and $g(t - T_2)$ can be calculated from the corresponding state variables at $t - T_1$ and $t - T_2$. In addition, the right-hand sides of both formulations are discontinuous, and LTM is a system of discontinuous ordinary differential equations with delays. Thus their solutions may not be differentiable or smooth.
2.2 The link queue model (LQM)

In LQM, $\rho(t)$ can be used as a state variable. The link demand and supply in LQM are defined as (Jin, 2012b):

$$
\begin{align*}
\dot{d}(t) &= \min\left\{ \frac{\rho(t)}{T_1}, \frac{\Lambda}{T_3} \right\}, \\
\dot{s}(t) &= \min\left\{ \frac{\Lambda - \rho(t)}{T_2}, \frac{\Lambda}{T_3} \right\}.
\end{align*}
$$

(10a)

(10b)

From (2), (3), (4), and (10) we obtain the following two continuous formulations of LQM:

1. When $\rho(t)$ is the state variable, we have:

$$
\frac{d}{dt}\rho(t) = \min\{\delta(t), \frac{\Lambda - \rho(t)}{T_2}, \frac{\Lambda}{T_3}\} - \min\{\frac{\rho(t)}{T_1}, \frac{\Lambda}{T_3}, \sigma(t)\}.
$$

(11)

2. When $F(t)$ and $G(t)$ are the state variables, we have:

$$
\begin{align*}
\frac{d}{dt}F(t) &= \min\{\delta(t), \frac{\Lambda - (F(t) - G(t))}{T_2}, \frac{\Lambda}{T_3}\}, \\
\frac{d}{dt}G(t) &= \min\{\frac{F(t) - G(t)}{T_1}, \frac{\Lambda}{T_3}, \sigma(t)\}.
\end{align*}
$$

(12a)

(12b)

In both formulations, the right-hand sides are continuous, and LQM are systems of continuous ordinary differential equations without delays. Therefore, solutions of LQM are smooth with continuous derivatives of any order.

3 Four point queue models

We consider a point facility as a limit of a road link, shown in Figure 2, with the same storage capacity, $\Lambda$, origin demand, $\delta(t)$, and destination supply, $\sigma(t)$. The macroscopic junction models are also the same as (4). But we let the link length $L \to 0$, and the number of lanes $N = \frac{\Lambda}{L} \to \infty$. Parking lots, security check points, water reservoirs, document processors, task managers, and computer servers can all be approximated by point facilities. The queue in a point facility is referred to as a point queue.

3.1 Demand and supply of a point queue

Based on the observation that a point facility is a limit of a link, we can derive demand and supply of a point queue from (6) in LTM and (10) in LQM by letting $L \to 0$. 

6
Lemma 3.1 When \( L \to 0 \), from the queue and vacancy sizes of LTM, we obtain the queue and vacancy sizes of a point queue as (for \( t \geq 0^+ \))

\[
\begin{align*}
\lambda(t) &= F(t) - G(t), \\
\gamma(t) &= \Lambda - \lambda(t).
\end{align*}
\]  

Proof. From (5) we have \( \lambda(T_1) = \Lambda_0 - G(T_1) \) and \( \lambda(t) = F(t - T_1) - G(t) \) for \( t > T_1 \). When \( L \to 0 \), we have \( T_1 \to 0^+ \), \( \lambda(0^+) = \Lambda_0 \) and \( \lambda(t) = F(t) - G(t) \) for \( t > 0 \). Thus \( \lambda(t) = F(t) - G(t) \) for \( t \geq 0^+ \).

Similarly from (5b) we have \( \gamma(T_2) = \Lambda - F(T_2) \) and \( \gamma(t) = G(t - T_2) + \Lambda - F(t) \) for \( t > T_2 \). When \( L \to 0 \), we have \( T_2 \to 0^+ \), \( \gamma(0^+) = \Lambda - \Lambda_0 \) and \( \gamma(t) = \Lambda - (F(t) - G(t)) \) for \( t > 0 \). Thus \( \gamma(t) = \Lambda - \lambda(t) \) for \( t \geq 0^+ \).

From Lemma 3.1 we can see that, in a point queue, \( \lambda(t) = \rho(t) = \Lambda - \gamma(t) \). Thus we can use \( \lambda(t) \), the queue size, to uniquely represent the vehicle accumulation.

Lemma 3.2 When \( L \to 0 \), from the demand and supply in LTM, we obtain the demand and supply of a point queue as (for \( t \geq 0^+ \))

\[
\begin{align*}
d(t) &= \delta(t) + H(\lambda(t)), \\
s(t) &= \sigma(t) + H(\Lambda - \lambda(t)).
\end{align*}
\]
Let $L \to 0$, then $T_1, T_2, T_3 \to 0^+$, $\gamma(t) \to \Lambda - \lambda(t)$, and

\[
d(t) = \min\{\delta(t), s(t)\} + H(\lambda(t)), \\
s(t) = \min\{d(t), \sigma(t)\} + H(\Lambda - \lambda(t)).
\]

Therefore, when $\lambda(t) < \Lambda$ for $t > 0$, then $s(t) = \infty$, and $d(t) = \delta(t) + H(\lambda(t))$; when $\lambda(t) > 0$ for $t > 0$, then $d(t) = \infty$, and $s(t) = \sigma(t) + H(\Lambda - \lambda(t))$. Thus we obtain (14). ■

**Lemma 3.3** When $L \to 0$, from the demand and supply in LQM, (10), we obtain the demand and supply of a point queue as (for $t \geq 0^+$)

\[
d(t) = H(\lambda(t)), \quad (15a) \\
s(t) = H(\Lambda - \lambda(t)). \quad (15b)
\]

**Proof.** When $L \to 0$, $T_1, T_2, T_3 \to 0$. Thus $d(t) = 0$ when $\rho(t) = 0$ and $\infty$ otherwise. Similarly, $s(t) = 0$ when $\rho(t) = \Lambda$ and $\infty$ otherwise. Hence (15) is correct. ■

Clearly the demand and supply functions derived from LTM are different from those from LQM. They can lead to different point queue models.

### 3.2 Point queue models

To model dynamics of a point queue, we can use the queue length, $\lambda(t)$, or the cumulative flows, $F(t)$ and $G(t)$, as state variables. Once the demand and supply functions are given, from (2), (3), (4) we can derive two formulations of a point queue model:

A. With $\lambda(t)$ as the state variable, we have

\[
\frac{d}{dt}\lambda(t) = \min\{\delta(t), s(t)\} - \min\{d(t), \sigma(t)\}, \quad (16)
\]

which is referred to as A-PQM.

B. With $F(t)$ and $G(t)$ as the state variables, we have

\[
\frac{d}{dt}F(t) = \min\{\delta(t), s(t)\}, \quad (17a) \\
\frac{d}{dt}G(t) = \min\{d(t), \sigma(t)\}, \quad (17b)
\]

which is referred to as B-PQM.

In the preceding subsection, we obtain from LTM and LQM two different definitions for both demand and supply of a point queue, which are functions of $\lambda(t)$ or $F(t)$ and $G(t)$. Therefore, as shown in Table 1, we then obtain four combinations of demand and supply functions, which lead to four point queue models. Here PQM1 is the limit of LTM, PQM2 the limit of LQM, but PQM3 and PQM4 are mixtures of the limits of both LTM and LQM.

---

1Without loss of generality we assume that $\delta(t), \sigma(t), d(t),$ and $s(t)$ are all continuous in time.
Table 1: Demand and supply functions for four point queue models (PQMs): $\lambda(t) = F(t) - G(t)$

**Definition 3.4** A continuous point queue model is well-defined if and only if $\lambda(t)$ is always between 0 and $\Lambda$ in A-PQM; or $G(t) \leq F(t) \leq G(t) + \Lambda$ in B-PQM.

**Theorem 3.5** With demand and supply functions in Table 1, all four point queue models are well-defined. That is, $\lambda(t)$ is always between 0 and $\Lambda$ in (16), and $G(t) \leq F(t) \leq G(t) + \Lambda$ in (17).

Proof. When $\lambda(t) = 0$, $s(t) = \infty$, and $\frac{d}{dt}\lambda(t) = \delta(t) - \min\{d(t), \sigma(t)\} \geq 0$, since $d(t) \leq \delta(t)$; when $\lambda(t) = \Lambda$, $d(t) = \infty$, and $\frac{d}{dt}\lambda(t) = \min\{\delta(t), s(t)\} - \sigma(t) \leq 0$, since $s(t) \leq \sigma(t)$. Similarly from we can see that $G(t) \leq F(t) \leq G(t) + \Lambda$ in (17). ■

**Theorem 3.6** The four point queue models are equivalent.

Proof. When $0 < \lambda(t) < \Lambda$, we have $d(t) = s(t) = \infty$ in all four point queue models, and $\frac{d}{dt}\lambda(t) = \delta(t) - \sigma(t)$ for all models. When $\lambda(t)$ increases from 0 or decreases from $\Lambda$, the demand and supply functions and, therefore, rates of change in $\lambda(t)$ are different for these models. But since the number of such instants is countable, the integrals of different rates of change at such instants are zero. That is, $\lambda(t)$ is the same for all models, when they have the same origin demand and destination supply. This leads to the equivalence among all models. ■

If the storage capacity of a point facility is infinite; i.e., if $\Lambda = \infty$, then its supply $s(t) = \infty$ in all four models. In this case, PQM1 and PQM3 are the same, and so are PQM2 and PM4. In particular, A-PQM1 becomes

$$
\frac{d}{dt}\lambda(t) = \max\{-H(\lambda(t)), \delta(t) - \sigma(t)\} = \begin{cases} 
\delta(t) - \sigma(t), & \lambda(t) > 0 \\
\max\{0, \delta(t) - \sigma(t)\}, & \lambda(t) = 0
\end{cases}
$$

which is referred to as A-PQM1i, and B-PQM1 becomes

$$
\frac{d}{dt}F(t) = \delta(t) \quad \text{ (19a)}
$$

$$
\frac{d}{dt}G(t) = \begin{cases} 
\min\{\delta(t), \sigma(t)\}, & F(t) = G(t) \\
\sigma(t), & F(t) > G(t)
\end{cases} \quad \text{ (19b)}
$$
which is referred to as B-PQM1i. Similarly, we can also obtain the special cases of PQM2.

In A-PQM1i, if we allow \(\delta(t)\), \(\sigma(t)\), and \(\lambda(t)\) to be random variables, then (18) is the same as the traditional fluid queue model (Kulkarni, 1997, Equation 1) with the difference between origin demand and destination supply, \(\delta(t) - \sigma(t)\), as the drift function. Also in A-PQM1i, if the destination supply, \(\sigma(t)\), is constant, then (18) is the same as the continuous version of Vickrey’s point queue model (Han et al., 2013, Equations 2.4 and 2.5 with \(t_0 = 0\)). Therefore, PQM1 and PQM3 are generalized versions of existing continuous fluid queue and Vickrey’s point queue models, since it also applies to a queue with a finite storage capacity and arbitrary origin demand and destination supply patterns.

### 3.3 Discrete versions

| \(s(t)\Delta t\) | \(d(t)\Delta t\) | \(\delta(t)\Delta t + \lambda(t)\) | \(\lambda(t)\) | \(\sigma(t)\Delta t + \Lambda - \lambda(t)\) | \(\Lambda - \lambda(t)\) |
|------------------|------------------|------------------|------------------|------------------|------------------|
| PQM1-D           | PQM3-D           | PQM1-D           | PQM3-D           |
| PQM4-D           | PQM2-D           |

Table 2: Demand and supply functions for four discrete point queue models: \(\lambda(t) = F(t) - G(t)\)

For four continuous point queue models, we discretize them with a time-step size of \(\Delta t\) such that \(H(y)\Delta t = y\). Then with the discrete demand and supply functions during from \(t\) to \(t + \Delta t\), shown in Table 2, (16) and (17) can be numerically solved.

1. With \(\lambda(t)\) as the state variable, we have the following four discrete models by replacing \(\frac{d}{dt}\lambda(t)\) by \(\frac{\lambda(t)\Delta t - \lambda(t)}{\Delta t}\) in (16):

   \[
   \lambda(t + \Delta t) = \lambda(t) + \min\{\delta(t)\Delta t, s(t)\Delta t\} - \min\{d(t)\Delta t, \sigma(t)\Delta t\}. \tag{20}
   \]

2. With \(F(t)\) and \(G(t)\) as the state variables, we have the following four discrete models by replacing \(\frac{d}{dt}F(t)\) by \(\frac{F(t)\Delta t - F(t)}{\Delta t}\) and \(\frac{d}{dt}G(t)\) by \(\frac{G(t)\Delta t - G(t)}{\Delta t}\) in (17):

   \[
   F(t + \Delta t) = F(t) + \min\{\delta(t)\Delta t, s(t)\Delta t\}, \tag{21a}
   \]

   \[
   G(t + \Delta t) = G(t) + \min\{d(t)\Delta t, \sigma(t)\Delta t\}. \tag{21b}
   \]

In particular, A-PQM3-D can be written as

\[
\lambda(t + \Delta t) = \min\{\delta(t)\Delta t + \lambda(t), \Lambda\} - \min\{\delta(t)\Delta t + \lambda(t), \sigma(t)\Delta t\}, \tag{22}
\]

which is the discrete dam process model in (Moran, 1959, Chapter 3). In this sense, PQM3 is the continuous version of Moran’s model.
Definition 3.7 A discrete point queue model, \(\text{PQM1-D}\) and \(\text{PQM2-D}\) are always well-defined with any \(\Delta t\); \(\text{PQM3-D}\) is well-defined if and only if \(G(t + \Delta t) \leq F(t + \Delta t) \leq G(t + \Delta t) + \Lambda\) for \(G(t) \leq F(t) \leq F(t) + \Lambda\).

Then we have the following theorem.

Theorem 3.8 \(\text{PQM1-D}\) and \(\text{PQM2-D}\) are always well-defined with any \(\Delta t\); \(\text{PQM3-D}\) is well-defined if and only if \(\Delta t \leq \frac{\Lambda}{\sigma(t)}\); and \(\text{PQM4-D}\) is well-defined if and only if \(\Delta t \leq \frac{\Lambda}{\delta(t)}\).

Thus when

\[
\Delta t \leq \frac{\Lambda}{\max_t \{\delta(t), \sigma(t)\}},
\]

(23)

all four discrete models are well-defined.

Proof. For A-PQM1-D, we have

\[
\lambda(t + \Delta t) = \min \{\delta(t)\Delta t + \lambda(t), \sigma(t)\Delta t + \Lambda\} - \min \{\delta(t)\Delta t + \lambda(t), \sigma(t)\Delta t\}.
\]

Since \(\sigma(t)\Delta t + \Lambda > \sigma(t)\Delta t\), there are three cases: (i) when \(\delta(t)\Delta t + \lambda(t) \leq \sigma(t)\Delta t\), \(\lambda(t + \Delta t) = 0\); (ii) when \(\sigma(t)\Delta t < \delta(t)\Delta t + \lambda(t) < \sigma(t)\Delta t + \Lambda\), \(\lambda(t + \Delta t) = \delta(t)\Delta t + \lambda(t) - \sigma(t)\Delta t < \Lambda\); (iii) when \(\delta(t)\Delta t + \lambda(t) \geq \sigma(t)\Delta t + \Lambda\), \(\lambda(t + \Delta t) = \Lambda\). In all three cases, \(\lambda(t + \Delta t) \in [0, \Lambda]\), and A-PQM1-D is well-defined.

For A-PQM2-D, we have

\[
\lambda(t + \Delta t) = \min \{\delta(t)\Delta t + \lambda(t), \Lambda\} - \min \{\lambda(t), \sigma(t)\Delta t\}.
\]

Since \(\lambda(t) \leq \min \{\delta(t)\Delta t + \lambda(t), \Lambda\} \leq \Lambda\), there are two cases: (i) when \(\sigma(t)\Delta t \leq \lambda(t)\), \(\lambda(t + \Delta t) = \min \{\delta(t)\Delta t + \lambda(t), \Lambda\} - \sigma(t)\Delta t \in [0, \Lambda]\); (ii) when \(\sigma(t)\Delta t > \lambda(t)\), \(\lambda(t + \Delta t) = \min \{\delta(t)\Delta t + \lambda(t), \Lambda\} - \lambda(t) \in [0, \Lambda]\). Thus A-PQM2-D is well-defined.

For A-PQM3-D, we have

\[
\lambda(t + \Delta t) = \min \{\delta(t)\Delta t + \lambda(t), \Lambda\} - \min \{\delta(t)\Delta t + \lambda(t), \sigma(t)\Delta t\}.
\]

If \(\Lambda < \sigma(t)\Delta t \leq \delta(t)\Delta t + \lambda(t)\), then \(\lambda(t + \Delta t) = \Lambda - \sigma(t)\Delta t < 0\), and the discrete model is not well-defined. However, if \(\Lambda \geq \sigma(t)\Delta t\) or \(\Delta t \leq \frac{\Lambda}{\delta(t)}\), there are three cases: (i) when \(\delta(t)\Delta t + \lambda(t) \leq \sigma(t)\Delta t\), \(\lambda(t + \Delta t) = 0\); (ii) when \(\sigma(t)\Delta t < \delta(t)\Delta t + \lambda(t) < \Lambda\), \(\lambda(t + \Delta t) = \delta(t)\Delta t + \lambda(t) - \sigma(t)\Delta t \in (0, \Lambda]\); (iii) when \(\delta(t)\Delta t + \lambda(t) \geq \Lambda\), \(\lambda(t + \Delta t) = \Lambda - \sigma(t)\Delta t \in [0, \Lambda]\). Thus A-PQM3-D is well-defined if and only if \(\Delta t \leq \frac{\Lambda}{\delta(t)}\).

For A-PQM4-D, we have

\[
\lambda(t + \Delta t) = \min \{\delta(t)\Delta t + \lambda(t), \sigma(t)\Delta t + \Lambda\} - \min \{\lambda(t), \sigma(t)\Delta t\}.
\]

If \(\Lambda < \delta(t)\Delta t\) and \(\sigma(t)\Delta t\) is very large such that \(\delta(t)\Delta t + \lambda(t) \leq \sigma(t)\Delta t + \Lambda\) and \(\lambda(t) \leq \sigma(t)\Delta t\), then \(\lambda(t + \Delta t) = \delta(t)\Delta t > \Lambda\), and the discrete model is not well-defined. However, if \(\Lambda \geq \delta(t)\Delta t\) and \(\sigma(t)\Delta t \leq \Lambda\), then \(\lambda(t + \Delta t) = \delta(t)\Delta t < \Lambda\), and the discrete model is well-defined. However, if \(\Lambda \geq \delta(t)\Delta t\) and \(\sigma(t)\Delta t > \Lambda\), then \(\lambda(t + \Delta t) = \sigma(t)\Delta t \geq \Lambda\), and the discrete model is not well-defined. Theorem 3.8 follows.
\( \delta(t) \Delta t \) or \( \Delta t \leq \frac{\Lambda}{\delta(t)} \), there are two cases: (i) when \( \sigma(t) \leq \lambda(t) \leq \min\{\delta(t) \Delta t + \lambda(t), \sigma(t) \Delta t + \Lambda\} \), \( \lambda(t + \Delta t) = \min\{\delta(t) \Delta t + \lambda(t), \sigma(t) \Delta t + \Lambda\} - \lambda(t) \in [0, \Lambda] \); (ii) when \( \sigma(t) > \lambda(t) \), \( \lambda(t + \Delta t) = \min\{\delta(t) \Delta t, \sigma(t) \Delta t + \Lambda - \lambda(t)\} \in [0, \Lambda] \). Thus A-PQM4-D is well-defined if and only if \( \Delta t \leq \frac{\Lambda}{\delta(t)} \).

We can similarly prove that the other formulations with \( F(t) \) and \( G(t) \) as the state variables are also well-defined under the respective conditions. Furthermore, all discrete models are well-defined when (23) is satisfied.

For a point queue with an infinite storage capacity with \( \Lambda = \infty \), all the discrete models are well-defined for any \( \Delta t \), since (23) is always satisfied. In addition, PQM1-D and PQM3-D are the same and can be simplified as

\[
\lambda(t + \Delta t) = \max\{0, \delta(t) \Delta t + \lambda(t) - \sigma(t) \Delta t\},
\]

or

\[
F(t + \Delta t) = F(t) + \delta(t) \Delta t,
\]

\[
G(t + \Delta t) = \min\{F(t + \Delta t), \sigma(t) \Delta t + G(t)\}.\]

(24) is the discrete version of Vickrey’s point queue model \([\text{Nie and Zhang, 2005}]\), which is a special case of both PQM1-D and PQM3-D, Moran’s discrete dam process model. In addition, (25) is another formulation of Vickrey’s point queue model. Similarly, PQM2-D and PQM4-D are the same and can be simplified accordingly.

## 4 Approximate point queue models

In the four continuous point queue models derived in the preceding section, the right-hand sides are continuous (assuming that both \( \delta(t) \) and \( \sigma(t) \) are continuous) but not differentiable due to non-differentiability of the function \( H(y) \). In this section we present four approximate models, which admit smooth solutions.

### 4.1 Continuous versions

\[
\begin{array}{ccc}
\text{s}_{\epsilon}(t) & \text{d}_{\epsilon}(t) & \text{PQM1} \\
\delta(t) + \frac{\lambda_{\epsilon}(t)}{\epsilon} & \epsilon \text{-PQM1} \\
\frac{\lambda_{\epsilon}(t)}{\epsilon} & \epsilon \text{-PQM2} \\
\sigma(t) + \frac{\Lambda \epsilon - \lambda_{\epsilon}(t)}{\epsilon} & \epsilon \text{-PQM3} \\
\frac{\Lambda \epsilon - \lambda_{\epsilon}(t)}{\epsilon} & \epsilon \text{-PQM4} \\
\end{array}
\]

Table 3: Demand and supply functions for four approximate point queue models: \( \lambda_{\epsilon}(t) = F_{\epsilon}(t) - G_{\epsilon}(t) \)
If we approximate $H(y) \approx y$ for a very small $\epsilon$, then we can obtain differentiable demand and supply functions, $d_\epsilon(t)$ and $s_\epsilon(t)$, shown in Table 3. Denoting the corresponding state variables by $\lambda_\epsilon(t)$, $F_\epsilon(t)$, and $G_\epsilon(t)$, we obtain the following two formulations of each approximate model:

A. With $\lambda_\epsilon(t)$ as the state variable, we have

$$\frac{d}{dt}\lambda_\epsilon(t) = \min\{\delta(t), s_\epsilon(t)\} - \min\{d_\epsilon(t), \sigma(t)\}, \quad (26)$$

which is referred to as $\epsilon$-A-PQM.

B. With $F_\epsilon(t)$ and $G_\epsilon(t)$ as the state variables, we have

$$\frac{d}{dt}F_\epsilon(t) = \min\{\delta(t), s_\epsilon(t)\}, \quad (27a)$$

$$\frac{d}{dt}G_\epsilon(t) = \min\{d_\epsilon(t), \sigma(t)\}, \quad (27b)$$

which is referred to as $\epsilon$-B-PQM.

Theorem 4.1 $\epsilon$-PQM1 and $\epsilon$-PQM2 are always well-defined with any $\epsilon$. $\epsilon$-PQM3 is well-defined if and only if $\epsilon \leq \frac{\Lambda}{\sigma(t)}$. $\epsilon$-PQM4 is well-defined if and only if $\epsilon \leq \frac{\Lambda}{\delta(t)}$. Thus all approximate models are well-defined, if $\epsilon$ satisfies

$$\epsilon \leq \frac{\Lambda}{\max_t\{\delta(t), \sigma(t)\}}. \quad (28)$$

Proof. This theorem can be proved by showing that $\frac{d}{dt}\lambda_\epsilon(t) \geq 0$ when $\lambda_\epsilon = 0$ and $\frac{d}{dt}\lambda_\epsilon(t) \leq 0$ when $\lambda_\epsilon = \Lambda$. The proof is straightforward and omitted here. 

Since the right-hand sides of these models are differentiable, their solutions are smooth (Coddington and Levinson 1972). Clearly when $\epsilon \to 0$, the approximate models converge to the original point queue models.

Furthermore, when $\Lambda = \infty$, (28) is satisfied for any $\epsilon$, all the approximate point queue models with an infinite storage capacity are well-defined according to Theorem 4.1. In addition, $\epsilon$-PQM1 is the same as $\epsilon$-PQM3, which can be written as

$$\frac{d}{dt}\lambda_\epsilon(t) = \max\{\delta(t) - \sigma(t), -\frac{\lambda_\epsilon(t)}{\epsilon}\}, \quad (29)$$

which is the $\alpha$-model in [Ban et al. 2012; Han et al. 2013] if we define $\alpha = \frac{1}{\epsilon}$; $\epsilon$-PQM2 is the same as $\epsilon$-PQM4, which can be written as

$$\frac{d}{dt}\lambda_\epsilon(t) = \delta(t) - \min\{\sigma(t), \frac{\lambda_\epsilon(t)}{\epsilon}\}, \quad (30)$$

which is the $\epsilon$-model in [Armbruster et al. 2006a; Fügenschuh et al. 2008; Han et al. 2013].
$s_\epsilon(t) \quad d_\epsilon(t) \quad \delta(t) \Delta t + \frac{\lambda_\epsilon(t)}{\epsilon} \Delta t \quad \frac{\lambda_\epsilon(t)}{\epsilon} \Delta t$

| $\sigma(t) \Delta t + \frac{\Lambda - \lambda_\epsilon(t)}{\epsilon} \Delta t$ | $\epsilon$-PQM1-D | $\epsilon$-PQM4-D |
| $\frac{\Lambda - \lambda_\epsilon(t)}{\epsilon} \Delta t$ | $\epsilon$-PQM3-D | $\epsilon$-PQM2-D |

Table 4: Demand and supply functions for four discrete approximate point queue models: $\lambda_\epsilon(t) = F_\epsilon(t) - G_\epsilon(t)$

4.2 Discrete versions

With a time-step size $\Delta t$, the demand and supply functions for the four discrete approximate point queue models are shown in Table 4. We can see that when $\Delta t = \epsilon$, they are the same as the discrete versions of the original point queue models.

**Theorem 4.2** All the discrete versions of four approximate point queue models are well-defined if and only if the continuous versions are well-defined and $\Delta t \leq \epsilon$.

**Proof.** The proof is straightforward and omitted here. ■

5 Analytical solutions

For the four point queue models and their approximate versions, the dynamics are driven by the origin demand, $\delta(t)$, and the destination supply, $\sigma(t)$. In general, as nonlinear ordinary differential equations, they cannot be analytically solved with arbitrary demand and supply patterns. In this section, we first analytically solve Vickrey’s point queue model and then solve all point queue models with constant origin demands and destination supplies.

5.1 Analytical solutions of Vickrey’s point queue model

Even though the destination supply is generally constant in Vickrey’s point queue model, we still refer to (18) and (19) as Vickrey’s point queue model with a general destination supply. When $\Lambda_0 = 0$, its analytical solution is given in the following theorem.

**Theorem 5.1** When $\Lambda_0 = 0$, Vickrey’s point queue model, (19), is solved by

$$F(t) = \int_0^t \delta(\tau)d\tau, \quad (31a)$$

$$G(t) = \min_{0 \leq \tau \leq t} \{ F(\tau) - S(\tau) \} + S(t), \quad (31b)$$

where $S(t) = \int_0^T \sigma(\tau)d\tau$, and (18) is solved by

$$\lambda(t) = F(t) - S(t) - \min_{0 \leq \tau \leq t} \{ F(\tau) - S(\tau) \}. \quad (32)$$
Proof. Since \( \Lambda_0 = 0 \), \( F(0) = G(0) = 0 \). (31a) is straightforward from (19a). Next we first prove the corresponding discrete version of (31b) \((i \geq 0)\)

\[
G(i\Delta t) = \min_{0 \leq j \leq i} \{F(j\Delta t) - S(j\Delta t)\} + S(i\Delta t), \tag{33}
\]

where \( S(i\Delta t) = \sum_{j=0}^{i-1} \sigma(j \Delta t) \Delta t \).

When \( i = 0 \), (33) is correct. Assuming that (33) is true for \( i \geq 0 \), then from (25) we have

\[
G((i+1)\Delta t) = \min \{F((i+1)\Delta t), G(i\Delta t) + \sigma(i\Delta t)\Delta t\}.
\]

Substituting (33) into this equation, we then have

\[
G((i+1)\Delta t) = \min \{F((i+1)\Delta t), \min_{0 \leq j \leq i} \{F(j\Delta t) - S(j\Delta t)\} + S((i+1)\Delta t)\}
\]

Thus (33) is correct for \( i + 1 \). From the method of induction, (33) is correct for any \( i \geq 0 \).

For \( t \geq 0 \), we set \( i = \frac{t}{\Delta t} \) and \( \tau = j \Delta t \) for \( 0 \leq j \leq i \). Then when \( \Delta t \to 0 \), \( S(i\Delta t) \to S(t) \), and (33) leads to (31b) and (32).

\[\Box\]

**Corollary 5.2** When the destination supply is constant: \( \sigma(t) = \sigma \), then \( S(t) = \sigma t \), and the out-flow is

\[
G(t) = \min_{0 \leq \tau \leq t} \{F(\tau) - \sigma \tau\} + \sigma t, \tag{34}
\]

and the queue length is

\[
\lambda(t) = F(t) - \sigma t - \min_{0 \leq \tau \leq t} \{F(\tau) - \sigma \tau\} = \max_{0 \leq \tau \leq t} \{F(t) - F(\tau) - (t - \tau)\sigma\}. \tag{35}
\]

Note that Corollary 5.2 is the same as Theorem 4.10 in (Han et al., 2013). In addition, (35) was also obtained in Lemma 1.2.2 or Corollary 1.5.2 of (Le Boudec and Thiran, 2001).

**Theorem 5.3** When the destination supply is constant; i.e., when \( \sigma(t) = \sigma \), then \( \lambda(t) = \sigma(t) \sigma \).

That is, the queueing time for a vehicle entering the queue at \( t \) is

\[
\pi(t) = \frac{\lambda(t)}{\sigma}. \tag{37}
\]

In addition, we have (Iryo and Yoshii, 2007)

\[
(g(t) - \sigma) \cdot \pi(t) = 0. \tag{38}
\]
Proof. When $\lambda(t) = 0$, $F(t) = G(t)$, and (36) is true. When $\lambda(t) > 0$, for $\tau \in [0, \frac{\lambda(t)}{\sigma})$, we have from (19) $G(t + \tau) \leq G(t) + \sigma \tau < F(t) \leq F(t + \tau)$, which leads to $\lambda(t + \tau) > 0$ and $g(t + \tau) = \min \{\delta(t + \tau) + H(\lambda(t + \tau)), \sigma\} = \sigma$. Therefore, $G(t + \frac{\lambda(t)}{\sigma}) = G(t) + \lambda(t) = F(t)$, which is (36). Then (37) is true.

Also from $g(t) = \min \{\delta(t) + H(\lambda(t)), \sigma\}$ we can see that either $\lambda(t) = 0$ and $g(t) \leq \sigma$ or $\lambda(t) > 0$ and $g(t) = \sigma$. Combining (37), we obtain (38).

\[\Box\]

5.2 Stationary states

In this subsection, we find stationary solutions, $\lambda(t) = \lambda$, for the point queue models and their approximations, when both the origin demand and destination supply are constant; i.e., when $\delta(t) = \delta$ and $\sigma(t) = \sigma$. This is the traffic statics problem for a point queue (Jin, 2012c).

Clearly both $d(t) = d$ and $s(t) = s$ are constant in stationary states.

Lemma 5.4 In stationary states of a point queue, its in- and out-fluxes are

\[f = g = \min \{\delta, s\} = \min \{d, \sigma\} = \min \{\delta, s, d, \sigma\}. \quad (39)\]

Proof. In stationary states, from (4) and (16) we have $f = \min \{\delta, s\}$, $g = \min \{d, \sigma\}$, and $f = g$. Thus we have (39).

Thus we have the following stationary states in the four point queue models.

Theorem 5.5 All four point queue models have the same stationary states:

1. When $\delta > \sigma$, $\lambda = \Lambda$. That is, the point queue is full.

2. When $\delta < \sigma$, $\lambda = 0$. That is, the point queue is empty.

3. When $\delta = \sigma$, $\lambda \in [0, \Lambda]$. That is, the point queue can be stationary at any state.

Proof.

1. In PQM1, the stationary states satisfy $\min \{\delta, \sigma + H(\Lambda - \lambda)\} = \min \{\delta + H(\lambda), \sigma\}$.

   (a) When $\delta > \sigma$, $\lambda = \Lambda$. That is, the point queue is full.

   (b) When $\delta < \sigma$, $\lambda = 0$. That is, the point queue is empty.

   (c) When $\delta = \sigma$, $\lambda \in [0, \Lambda]$. That is, the point queue can be stationary at any state.

2. In PQM2, the stationary states satisfy $\min \{\delta, H(\Lambda - \lambda)\} = \min \{H(\lambda), \sigma\}$.

   (a) When $\delta > \sigma$, $\lambda = \Lambda$ when $\sigma = 0$, and there is no solution for $\lambda$ when $\sigma > 0$. However, from its discrete version we have $\lambda = \Lambda - \sigma \Delta t \to \Lambda$ when $\Delta t \to 0$.

   (b) When $\delta < \sigma$, $\lambda = 0$ when $\delta = 0$, and there is no solution for $\lambda$ when $\delta > 0$. However, from its discrete version we have $\lambda = \delta \Delta t \to 0$ when $\Delta t \to 0$. 
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(c) When \( \delta = \sigma \), \( \lambda \in [0, \Lambda] \).

3. In PQM3, the stationary states satisfy \( \min \{ \delta, H(\Lambda - \lambda) \} = \min \{ \delta + H(\lambda), \sigma \} \).

   (a) When \( \delta > \sigma \), \( \lambda = \Lambda \) when \( \sigma = 0 \), and there is no solution for \( \lambda \) when \( \sigma > 0 \). However, from its discrete version we have \( \lambda = \Lambda - \sigma \Delta t \to \Lambda \) when \( \Delta t \to 0 \).
   (b) When \( \delta < \sigma \), \( \lambda = 0 \).
   (c) When \( \delta = \sigma \), \( \lambda \in [0, \Lambda] \).

4. In PQM4, the stationary states satisfy \( \min \{ \delta, \sigma + H(\Lambda - \lambda) \} = \min \{ H(\lambda), \sigma \} \).

   (a) When \( \delta > \sigma \), \( \lambda = \Lambda \).
   (b) When \( \delta < \sigma \), \( \lambda = 0 \) when \( \delta = 0 \), and there is no solution for \( \lambda \) when \( \delta > 0 \). However, from its discrete version we have \( \lambda = \delta \Delta t \to 0 \) when \( \Delta t \to 0 \).
   (c) When \( \delta = \sigma \), \( \lambda \in [0, \Lambda] \).

Thus the theorem is proved. Theorem 5.5 confirms that all point queue models are equivalent as shown in Theorem 3.6.

**Theorem 5.6** All four approximate point queue models, where \( \epsilon \) satisfies (28), have the different stationary states:

1. When \( \delta > \sigma \), \( \lambda_\epsilon = \Lambda \) in \( \epsilon\)-PQM1 and \( \epsilon\)-PQM4, and \( \lambda_\epsilon = \Lambda - \epsilon \sigma \) in \( \epsilon\)-PQM2 and \( \epsilon\)-PQM3.

2. When \( \delta < \sigma \), \( \lambda_\epsilon = 0 \) in \( \epsilon\)-PQM1 and \( \epsilon\)-PQM3, and \( \lambda_\epsilon = \epsilon \delta \) in \( \epsilon\)-PQM2 and \( \epsilon\)-PQM4.

3. When \( \delta = \sigma \), \( \lambda_\epsilon \in [0, \Lambda] \) in \( \epsilon\)-PQM1, \( \lambda_\epsilon \in [\epsilon \delta, \Lambda - \epsilon \sigma] \) in \( \epsilon\)-PQM2, \( \lambda_\epsilon \in [0, \Lambda - \epsilon \sigma] \) in \( \epsilon\)-PQM3, \( \lambda_\epsilon \in [\epsilon \delta, \Lambda] \) in \( \epsilon\)-PQM4.

**Proof.** The proof is straightforward and omitted.

**Corollary 5.7** When \( \epsilon \to 0 \), the stationary states of the approximate point queue models converge to those of the original models.

**Proof.** This can be easily proved by comparing Theorems 5.5 and 5.6.

Corollary 5.7 confirms that the approximate point queue models converge to the original ones when \( \epsilon \to 0 \).
6 Numerical results

In this section we simulate the dynamics of a point queue during a period of two hours \((t \in [0, 2] \text{ hr})\). The origin demand is \(\delta(t) = \max\{2000 \sin(\pi t), 1000\} \text{ vph}\), and the destination supply \(\sigma(t) = 1200 \text{ vph}\). Unless otherwise stated, the storage capacity \(\Lambda = 200 \text{ veh}\). We assume that the queue is initially empty: \(\Lambda_0 = 0\).

6.1 Comparison of the four point queue models and their approximations

In this subsection, we use the discrete models in Section 3.3 to numerically solve the four models with \(\Delta t = 0.01 \text{ hr}\), which satisfies (23). Both the overall and zoom-in plots of queue lengths in these models are shown in Figure 3. From the figure we have the following observations. (i) From Figure 3(a), queue lengths are always between 0 and 200 veh, the storage capacity. This confirms that all four models and their discrete versions are well-defined. (ii) From Figure 3(c), the maximum queue length between 0.6 and 0.8 hr equals \(\Lambda - \sigma \Delta t = 200 - 12 = 188 \text{ veh}\) for PQM2 and PQM3. From Figure 3(d), the minimum queue length after 1.8 hr equals \(\delta \Delta t = 10 \text{ veh}\) for PQM2 and PQM4. This is consistent with the discussions in the proof of Theorem 5.5. (iii) The four models provide different numerical solutions: when the queue starts to accumulate but before its size reaches maximum, PQM1 and PQM3 are the same, and PQM2 and PQM4 are the same; when the queue size is maximum and the queue starts to dissipate before it is empty, PQM1 and PQM4 are the same, and PQM2 and PQM3 are the same; after the queue size reaches minimum, PQM1 and PQM3 are the same, and PQM2 and PQM4 are the same again.

In Figure 4, we further compare the four models with smaller time-step sizes. Comparing Figure 3(a), Figure 4(a), and Figure 4(b), we can see that the four models converge to the same results when \(\Delta t \to 0\). This confirms that all continuous point queue models are equivalent, as stated in Theorem 3.6. The queueing dynamics are as follows: the queue starts to build up at around 0.2 hr, reaches maximum at 0.55 hr, starts to dissipate at 0.8 hr, and disappears at 1.8 hr. Due to the finite storage capacity, the demand that is not satisfied is discarded. In addition, from Figure 4(b) we can see that the queue length \(\lambda(t)\) is not differentiable when it reaches the maximum and minimum values. Thus, as expected, the solutions of the point queue models are not smooth, even though the origin demand and destination supply are both continuous.

Next we solve the discrete versions of four approximate point queue models in Section 4.2 with \(\epsilon = 0.001 \text{ hr}\), which satisfies (28). We set \(\Delta t = 0.0001 \leq \epsilon \text{ hr}\). Both the overall and zoom-in plots of the queue length are shown in Figure 5, from which we have the following observations: (i) Both continuous and discrete approximate models are well-defined, since the queue length is between 0 and 200 veh; (ii) From Figure 5(c), the maximum queue length for \(\epsilon\)-PQM2 and \(\epsilon\)-PQM3 is \(\Lambda - \epsilon\sigma = 198.8 \text{ veh}\), and that for \(\epsilon\)-PQM1 and \(\epsilon\)-PQM4 is 200 veh, as predicted in Theorem 5.6. (iii) From Figure 5(d), the minimum queue length for \(\epsilon\)-PQM2...
Figure 3: Comparison of four point queue models: solid lines for PQM1, dashed lines for PQM2, dotted lines for PQM3, and dash-dotted lines for PQM4.
Figure 4: Comparison of four point queue models: solid lines for PQM1, dashed lines for PQM2, dotted lines for PQM3, and dash-dotted lines for PQM4; (a) $\Delta t = 0.001$ hr; (b) $\Delta t = 0.0001$ hr
Figure 5: Comparison of four approximate point queue models: solid lines for $\epsilon$-PQM1, dashed lines for $\epsilon$-PQM2, dotted lines for $\epsilon$-PQM3, and dash-dotted lines for $\epsilon$-PQM4

and $\epsilon$-PQM4 is $\epsilon \delta = 1$ veh, and that for $\epsilon$-PQM1 and $\epsilon$-PQM3 is 0, also as predicted in Theorem 5.6. (iv) Comparing Figure 5(a) and Figure 4(a), we can see that the approximate models converge to the original models when $\epsilon \to 0$; (v) From the zoom-in plots we can see that solutions of the approximate point queue models are smooth.

6.2 Queue spillback effect

In this subsection we consider a tandem of two point queues: the upstream point queue has an infinite storage capacity, and the downstream one a finite storage capacity $\Lambda_2 = 200$ veh. Both queues are initially empty. The origin demand and destination supply are the same as in the preceding subsection.

We denote the queue sizes, demands, and supplies by $\lambda_i(t)$, $d_i(t)$, and $s_i(t)$ ($i = 1, 2$), respectively. Then we apply the discrete version of PQM1 in Section 3.3 to simulate the
dynamics in such a network:
\begin{align*}
d_1(t)\Delta t & = \delta(t)\Delta t + \lambda_1(t), \\
s_1(t)\Delta t & = \infty, \\
d_2(t)\Delta t & = d_1(t)\Delta t + \lambda_2(t), \\
s_2(t)\Delta t & = \sigma(t)\Delta t + \Lambda_2 - \lambda_2(t), \\
\lambda_1(t + \Delta t) & = \lambda_1(t) + \delta(t)\Delta t - \min\{d_1(t)\Delta t, s_2(t)\Delta t\}, \\
\lambda_2(t + \Delta t) & = \lambda_2(t) + \min\{d_1(t)\Delta t, s_2(t)\Delta t\} - \min\{d_2(t)\Delta t, \sigma(t)\Delta t\}.
\end{align*}

With $\Delta t = 0.0001$ hr, the simulated queue lengths for both queues are shown in Figure 6. In the tandem of two queues, queue 2 starts to build up at around 0.2 hr; when it reaches its maximum storage capacity at around 0.55 hr, it spills back to queue 1; queue 1 disappears before 1.4 hr, and queue 2 starts to dissipate; and queue 2 does not disappear at 2 hr. Therefore the queue spillback effect can be captured in a network of point queue models with a finite storage capacity.

7 Conclusions

In this study we presented a unified approach for point queue models, which can be derived as limits of two link-based queueing model: the link transmission and link queue models. In particular, we provided two definitions of demand and supply of a point queue. The new approach led to the following additional contributions:
1. From combinations of demand and supply definitions, we presented four point queue models, four approximate models, and their discrete versions. We discussed the following properties of these models: (i) equivalence: the four point queue models are equivalent to each other; (ii) well-definedness: all the continuous and discrete models are well-defined under suitable conditions; and (iii) smoothness: the solutions to the original models are generally not smooth, but those to the approximate models are. These results are obtained theoretically and also verified with numerical simulations. A numerical example also shows that the proposed models with finite storage capacities can capture the queue spillback effect.

2. We analytically solved Vickrey’s point queue model, which has an infinite storage capacity and is initially empty. The results are consistent with but more general than those in the literature. We also solved stationary states in the four point models and their approximate versions with constant origin demands and destination supplies. This demonstrates that the new unified formulations enable analytical solutions in special dynamical or stationary cases.

3. In this study we demonstrated that all existing point and fluid queue models in the literature, including Moran’s dam process model and Vickrey’s point queue model, are special cases of those derived from the link-based queueing models. This further confirms the usefulness of the new unified approach.

Even though in this study point queue models have deterministic origin demands and destination supplies, they can be used to model stochastic queues with random origin demands and destination supplies. For example, for a single queue with an infinite storage capacity, if the origin demand is random and follows a Poisson process, and the destination supply is constant, then this becomes an M/D/1 queue, and some of the results in Section 5.1 still apply. In the future we will be interested in studying stochastic queues with different models derived in this study.

With demand and supply variables, point queue models have the same structure as link-based queueing models. Therefore, they can be integrated into a network of both point and link queues with appropriate macroscopic junction models, which calculate boundary fluxes from upstream demands and downstream supplies [Jin 2012a]. In the future we will be interested in studying stationary patterns and dynamics in networks of deterministic or stochastic queues, which can arise in computer, air traffic, and other systems. Furthermore, we will also be interested in control, management, scheduling, planning, and design of such queueing networks.
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