Oscillatory states, standing waves, and additional synchronized clusters in networks of second-order oscillators: uncovering the role of inertia
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Abstract. We discuss the appearance of oscillatory and standing wave states in second-order oscillator networks showing that it is a special case of a more general mechanism involving secondary synchronized clusters induced by inertia. Using a time-periodic mean-field ansatz, we find a bistable mechanism involving a stable fixed point and an invariant curve of an appropriate Poincaré map. The bistability and the devil’s staircase associated to the rotation number on the invariant curve provide an explanation for the appearance of the secondary synchronized clusters. The effect of inertias in the self-organization process is analyzed through a simplified model. This shows that the effect of giant synchronized clusters on the other oscillators is weakened by inertias, thus leading to secondary synchronized clusters during the transition process to synchronization.
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1. Introduction

Synchronization of coupled dynamical units is a prevalent phenomenon in nature \(^1\)\(^2\) and many mathematical models have been used in its study. Among them, coupled Kuramoto oscillators is one of the most popular models \(^3\)\(^4\). Since 1991, second-order Kuramoto oscillators where frequency adaptations (inertias) are added to the Kuramoto model have been proposed to describe the dynamics of three tropical Asian firefly species \(^3\). Several applications of this model have been found, for Josephson junction arrays \(^6\)\(^8\), goods markets \(^9\), dendritic neurons \(^10\), and power grids \(^11\)\(^26\).

In this paper we consider a model of coupled second-order oscillators, where the dynamics is given by

\[
m\ddot{\theta}_i + D\dot{\theta}_i = \Omega_i + \frac{K}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i), \quad i = 1, \ldots, N. \quad (1)
\]
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Here $m$ is the inertia and $D$ the damping coefficient for all oscillators, $N$ is the number of oscillators and $K$ is the coupling strength. The natural frequencies $\Omega_i$ are randomly chosen from a distribution $g(\Omega)$. The state of the $i$-th oscillator is described by its phase $\theta_i \in \mathbb{S} = \mathbb{R}/2\pi\mathbb{Z}$. The collective state of the oscillators is described by the order parameter

$$re^{i\phi} = \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j},$$

where $r$ measures the phase coherence, and $\phi$ represents a collective phase. If all the oscillators move in a single tight cluster we have $r \approx 1$. On the contrary, if the oscillators move incoherently, scattered around the circle, we have $r \approx 0$.

When $m = 0$, the second-order oscillators become Kuramoto oscillators. Kuramoto oscillators with a symmetric unimodal distribution $g(\Omega)$ have a continuous synchronization transition with the increase of $K$ from $r \approx 0$ to $r \approx 1$ [3]. In the presence of inertias, the dynamics of oscillators becomes much more complicated. In particular, with the increase of $m$, several new features manifest in second-order oscillators, such as hysteresis [27], change of the type of phase transitions [28–31], and finally oscillatory states with periodic oscillations of the order parameter [27]. Such oscillatory states are not only found in systems with unimodal distributions of $\Omega$ [29], but also with bimodal distributions [32] and in complex networks [27]. With the help of the self-consistent method, the dynamics of hysteresis and discontinuous transitions have been recently analyzed in [33]. For oscillatory states, Olmi et al. [27] have related the oscillation of the order parameter to the appearance of secondary synchronized clusters using numerical simulations. However, the dynamics of this oscillatory state and the appearance of additional synchronized clusters is still not well understood.

2. Additional synchronized clusters

To provide a more refined description of collective states (compared to the global description provided by the order parameter) we use the mean frequency $\langle \dot{\theta}_j \rangle$ of each oscillator. Two oscillators are synchronized (or frequency locked) if they have the same mean frequency. A group of oscillators with the same value of mean frequency forms a synchronized cluster. States without any synchronized cluster are steady states with $r = 0$, called incoherent states. States with only one synchronized cluster are (partial) synchronization states. Their order parameters have a constant modulus, $r(t) = r$ and a uniformly rotating phase $\phi = \Omega r t + \Psi$. When all the oscillators have the same phase, we have the complete synchronization state with $r = 1$. If there are more than one synchronized clusters, the order parameter may have a time-dependent modulus, such as in standing waves and oscillating states.

To explore oscillatory states, we have numerically calculated the dynamics of a network with $N = 10000$ oscillators, following Eq. [1]. The integration was done using the fourth order Runge-Kutta method with fixed-size time-step $dt = 10^{-3}$. The natural
frequency $\Omega_i$ for each oscillator is chosen randomly from a distribution that is either Gaussian or a double Gaussian. To describe the upper and lower branches of hysteresis loops, we consider forward and backward processes. In the forward process the initial states of the oscillators are randomly chosen as $\theta(0) \in [0,2\pi]$, $\dot{\theta}(0) \in [0,1]$ (incoherent state) and then the coupling strength is gradually increased with step $dK = 0.01$. At each step, the initial states of all the oscillators are the final states in the previous step. After a transient period $t_0 = 100$, we calculate the order parameter $r$ and mean frequencies $\langle \dot{\theta}_i \rangle$ over a measurement period $\Delta t = 10$ and then move to the next step increasing $K$ by $dK$. In the backward process, the initial states of the oscillators are randomly chosen as $\theta(0) \in [0,0.02\pi]$, $\dot{\theta}(0) \in [0,1]$ (synchronized state) and the previously described procedure is followed with the value of $K$ decreasing at each step by $dK = -0.01$.

In these calculations, we consider two effects: the effect of inertia, $m$, and the effect of the natural frequencies distribution $g(\Omega)$. In the first calculation oscillators with a Gaussian distribution

\[ g_1(\Omega) = G(\Omega; 0, 1), \]

where

\[ G(\Omega; \mu, \sigma) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left( -\frac{(\Omega - \mu)^2}{2\sigma^2} \right), \]

are numerically explored with $m = 2$ and $m = 5$. When $m = 2$, the transition is discontinuous with a clear hysteresis, see Fig. 1(a). All the states are steady states, coinciding with the analytical calculation in [33]. For the larger $m = 5$, depicted in Fig. 1(b), the oscillators do not always reach a steady state and we have the appearance of oscillatory states comprising more than one synchronized clusters, as shown in Fig. 1(d,f). Note that the system still supports a steady state as predicted in [33] but instead the oscillatory state is numerically observed. We thus conjecture that the steady state becomes unstable leading to the appearance of the oscillatory state. For both $m = 2$ and $m = 5$ there is a large synchronized cluster with average frequency $0$, see Fig. 1(e,f). However, for $m = 5$ we observe the appearance in Fig. 1(f) of two additional synchronized clusters with non-zero average frequency at both sides of the main cluster. These two clusters lead to the oscillations of the modulus of the order parameter, shown in the inset in Fig. 1(f). In previous studies, this state has been called secondary synchronization [29] or oscillatory state [27, 32]. Fig. 1(c,d) show how oscillators abruptly join the main synchronized cluster for $m = 2$ when $K$ increases above the transition value, but they form additional synchronized clusters for $m = 5$ even after $K$ goes above the transition value.

In the second calculation we consider oscillators with $m = 2$ or $m = 10$ and with a bimodal Gaussian distribution of natural frequencies

\[ g_3(\Omega) = \frac{1}{2}[G(\Omega; 1.5, 0.5) + G(\Omega; -1.5, 0.5)], \]

where the two modes have a small overlap, see Fig. 2. All the oscillators can be divided into two sub-groups with either positive or negative natural frequencies. For $m = 2$
Figure 1. Backward and forward processes for \( N = 10000 \) oscillators with (left column) \( m = 2 \) and (right column) \( m = 5 \) for oscillators with Gaussian distributed natural frequencies, Eq. (2). The black circle (gray diamond) in panels (a,b) are the numerical results in the forward (backward) process showing the evolution of \( r \) with decreasing (increasing) \( K \). the error bars show the minimum and maximum values of \( r \) for each \( K \); oscillatory states correspond to large error bars. The evolution of the mean frequency \( \langle \dot{\theta} \rangle \) for the forward process (increasing \( K \)) is shown in panels (c,d). The dependence of \( \langle \dot{\theta} \rangle \) on \( \Omega \) is shown panels (e,f) for two typical states with different inertias and same coupling strength \( K = 6 \).
Figure 2. Backward and forward processes for $N = 1000$ oscillators with (left column) $m = 2$ and (right column) $m = 10$ for oscillators with bimodal natural frequency distribution $g_3(\Omega)$, Eq. (3). In panels (e,f) two typical states are shown with the same coupling strength $K = 5$. Other details are the same as in Fig. 1.
Figure 3. Backward and forward processes for $N = 1000$ oscillators with (left column) $m = 2$ and (right column) $m = 10$ for oscillators with bimodal natural frequency distribution $g_2(\Omega)$, Eq. (4). In panels (e,f) two typical states are shown with the same coupling strength $K = 9$. Other details are the same as in Fig. [1]
we observe the appearance of two sub-populations, whereas the $\langle \dot{\theta} \rangle = 0$ synchronized cluster is completely missing in contrast to the unimodal case where it was the most prominent one. The collective behavior of the system resembles two oscillators rotating in opposite directions where the order parameter oscillates along a constant or slowly varying direction. This is the standing wave which is also observed for Kuramoto oscillators ($m = 0$) with a bimodal natural frequency distribution [34,35]. For $m = 10$, the oscillators are separated to two subgroups, with either negative or positive natural frequencies. For each of these subgroups, similar to the unimodal case, we observe the appearance in Fig. 2(f) of two additional synchronized clusters at both sides of its main cluster. In addition, the $\langle \dot{\theta} \rangle = 0$ synchronized cluster is also observed in contrast to the case with $m = 2$.

Finally, in the third calculation we consider oscillators with $m = 2$ or $m = 10$ and with a bimodal Gaussian distribution of natural frequencies

$$g_2(\Omega) = \frac{1}{2}[G(\Omega; 1, 0.7) + G(\Omega; -1, 0.7)],$$

where the two modes strongly overlap, see Fig. 3. For $m = 2$, Fig. 3(a,c,e), the system behaves very similarly to the unimodal case, which can be expected from the study of Kuramoto oscillators with $m = 0$. For $m = 10$, however, we observe states similar to a standing wave Fig. 3(b,d), with several clusters besides this main structure. With the effect of inertias, the intrinsic two sub-groups structure is activated, forming a pair of synchronized clusters that rotate like two giant oscillators.

These numerical results indicate that the appearance of additional synchronized clusters is a general phenomenon of second-order oscillators. In summary, the calculations indicate that increasing the inertia results in the appearance of additional synchronized clusters leading to oscillatory or standing wave states. In addition, the phenomenon of additional synchronized clusters always appears in the lower branch of hysteresis loops (along the forward process), while the states in the upper branches (along the backward process) are not affected.

3. Time-periodic mean-field

To understand the intrinsic synchronized clusters of the system, naturally the first step is to answer the question how synchronized clusters manifest under a given oscillatory mean-field. For Kuramoto oscillators this question has only been recently addressed in [36]. For the second-order oscillators we consider here, the question becomes more complicated even though the idea behind our approach is similar to [36].

To analyze the oscillatory states, we first write the dynamics, Eq. (1), in mean-field form as

$$m \ddot{\theta}_i + D \dot{\theta}_i = \Omega_i + K r(t) \sin(\Omega^r(t)t + \phi_0 - \theta_i),$$

for $i = 1, \ldots, N$. In Eq. (5) the oscillators interact with the mean-field through the order parameter. In the particular case of oscillatory states we assume a time-dependent
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**Figure 4.** Mean-frequency $\langle \dot{\theta} \rangle$ with respect to natural frequency $\Omega$ with $m = 1$ (a) and $m = 5$ (b) where $r(t) = 0.4 + 0.1\sin(t)$, and $m = 1$ (c) and $m = 5$ (d) where $r(t) = 0.6\sin(t)$. The other parameters read $D = 1, K = 4.5$. The gray circles are typical states independent of different inertias (steady states for $r(t) = 0.4 + 0.1\sin(t)$ and standing wave for $r(t) = 0.6\sin(t)$), and the black dots are the states from the bi-stability of oscillators with inertia effect. The bistable regions are colored with gray.

The periodic mean-field modulus $r(t) = r_0(1 + \varepsilon f(t))$ and constant $\Omega'$. Here $f(t)$ is a $T$-periodic function with zero average and $\varepsilon \geq 0$ measures the relative size of the time-dependent term. With this assumption, the dynamics of oscillators can be written in mean-field form in a frame rotating as $\Omega' t + \phi_0$ as

$$m\ddot{\theta} + D\dot{\theta} = \Omega - D\Omega' - Kr_0(1 + \varepsilon f(t))\sin \theta.$$  \hfill (6)

Further defining $\omega = \dot{\theta}$ we obtain on $M = \mathbb{S} \times \mathbb{R}$ the system of first-order differential equations

$$\dot{\theta} = \omega,$$  \hfill (7)

$$m\dot{\omega} = -D\omega + (\Omega - D\Omega') - Kr_0(1 + \varepsilon f(t))\sin \theta.$$  \hfill (8)

For a given initial state $(\theta(0), \omega(0))$, one can define the time-$T$ Poincaré map induced by Eq. (7) as

$$F : M \rightarrow M : (\theta(0), \omega(0)) \mapsto (\theta(T), \omega(T)).$$
The case $\varepsilon = 0$ corresponds to a steady state with $r(t) = r_0$. In this case, Eq. (1) has two possible stable states \cite{33,37,38}. Introducing the parameters $a = D/(Kr_0m)^{1/2}$ and $b = (\Omega - D\Omega')/(Kr_0)$, it is known that for $b \geq b_L := 1$ the only stable state is a limit cycle $L$ where the motion has frequency $\Omega_L = \Omega/D - \Omega'$. For $b \leq b_S(a)$ the only stable state is a fixed point $(\theta_0, 0)$. The bifurcation curve $b_S(a)$ is given by

$$b_S(a) \approx \begin{cases} 1.2732 a - 0.3056 a^3, & 0 \leq a \leq 1.193, \\ 1, & a \geq 1.193. \end{cases} \tag{9}$$

When $b_S(a) \leq b \leq b_L := 1$ the system is bistable—the stable fixed point and stable limit cycle co-exist. Several properties of second-order oscillators, such as the discontinuous phase transitions to synchronization and the corresponding hysteresis of steady states, are closely related to this bistability.

Consider the extended phase space $\hat{M} = S \times \mathbb{R} \times S_T$ with coordinates $(\theta, \omega, t)$ where $t$ is viewed as a periodic variable in $S_T := \mathbb{R}/T\mathbb{Z}$. The stable fixed point $(\theta_0, 0)$ becomes in $\hat{M}$ a stable limit cycle $(\theta_0, 0, t)$, or equivalently a fixed point $(\theta_0, 0)$ of the Poincaré map $F$. Similarly, the stable limit cycle $L$ becomes in $\hat{M}$ a stable limit torus $L \times S_T$ carrying quasi-periodic motions with frequencies $\omega_1 = \Omega_L$ and $\omega_2 = 2\pi/T$ and manifests on the Poincaré section as an invariant curve $L_0$ of $F$ carrying a quasi-periodic circle map with rotation number

$$\rho_0 = \frac{\omega_1}{\omega_2} = \frac{\Omega_LT}{2\pi}.$$

Recall that the rotation number for an orbit of the Poincaré map $F$ with initial condition $(\theta_0, \omega_0)$ is

$$\text{rot}(F)(\theta_0, \omega_0) := \lim_{n \to \infty} \frac{\theta_n - \theta_0}{2\pi n},$$

where $(\theta_n, \omega_n) = F^n(\theta_0, \omega_0)$.

Both the stable limit cycle and the stable limit torus are compact normally hyperbolic invariant manifolds and thus by Fenichel’s theory \cite{39,40} we expect that for sufficiently small $\varepsilon > 0$ these structures will persist. In particular, the fixed point $(\theta_0, 0)$ of $F$ persists as the fixed point $(\theta_\varepsilon, \omega_\varepsilon)$ while the invariant curve $L_0$ persists as the invariant curve $L_\varepsilon$. Extending terminology from the case $\varepsilon = 0$ we will refer to oscillators converging to the fixed point as locked and those converging to the invariant curve as running, cf. \cite{33}.

The restriction of the Poincaré map $F$ on the invariant curve $L_\varepsilon$ gives rise to a circle map with a rotation number $\rho_\varepsilon$ independent of the initial condition on the invariant curve \cite{41}. Consider now an ensemble of oscillators characterized by different $\Omega$ while the other parameters determining the dynamics, that is, $m$, $D$, $K$, $r_0$, $\Omega'$, $\varepsilon$ and the $T$-periodic function $f(t)$ are the same. Then the value of $\Omega$ determines whether the Poincaré map $F$ for Eq. (1) has a fixed point, an invariant curve, or both. If there is only a (stable) fixed point $(\theta_\varepsilon, \omega_\varepsilon)$ then all orbits will eventually converge to it and their rotation number will be $\text{rot}(F)(\theta_0, \omega_0) = 0$. Similarly, if there is only a stable invariant curve $L_\varepsilon$ then all orbits will have rotation number $\text{rot}(F)(\theta_0, \omega_0) = \rho_\varepsilon$. In
the bistable case, where both a fixed point and an invariant curve co-exist, we will find some oscillators with rotation number 0 and some oscillators with rotation number $\rho_\varepsilon$ depending on their initial condition, which determines if they converge to the fixed point or the invariant curve, respectively. Therefore, a plot of rot$(F)$ vs $\Omega$ for each oscillator will consist of three regions: one where all oscillators are running and have rotation number $\rho_\varepsilon$ (which however depends on $\Omega$ and exhibits the typical devil’s staircase structure), one where all oscillators are locked with rotation number 0, and the bistable region where some oscillators have rotation number 0 and some have rotation number $\rho_\varepsilon$.

With a larger bistable region, we have more and larger plateaus in the graph of $\rho_\varepsilon$ vs $\Omega$ (corresponding to synchronized clusters) as shown in Fig. 4(a) and (b). With a larger bistable region and corresponding larger plateaus, the time-periodic mean-field can excite a larger oscillation of the order parameter of the oscillators. Taking the time-periodic mean-field as an oscillating perturbation around steady states, a sufficient large excited oscillation of the order parameter means the instability of such steady state and the formation of an oscillatory state.

The size of the bistable region depends on the value of $a$ which in turn depends, for fixed $Kr_0$, on the reduced mass $\mu = m/D^2$. In particular, for small $\mu$ we expect that there is no bistable region, while for sufficiently large $\mu$, there is a bistable region whose size increases with $\mu$. This observation explains why oscillatory states do not appear for small values of $\mu$.

In addition, in the backward process, all the oscillators in the bistable region have rotation number 0 and they are not located on the plateaus where the rotation number is $\rho_\varepsilon \neq 0$. Therefore, in this case the appearance of bistable regions due to inertia does not contribute to the appearance of oscillatory states. This is the reason why backward processes are always similar with either large or small values of $\mu$ and do not support oscillatory states.

The inertia effect is not limited to the steady states. A special case of the previous analysis is when $r_0 = 0$ or very small and $\varepsilon$ is large. The first condition, $r_0 = 0$ or small, implies that the order parameter oscillates, corresponding to the standing waves. The mean-field equation becomes

$$m\ddot{\theta} + D\dot{\theta} = (\Omega - D\Omega') - K\varepsilon f(t) \sin \theta.$$ 

For $\varepsilon = 0$, the system has a stable limit cycle $L$ with frequency $\Omega_L = \Omega/D - \Omega'$. As $\varepsilon$ starts increasing the limit cycle persists as an invariant curve $L_\varepsilon$. However, for larger values of $\varepsilon$ the dynamics on $L_\varepsilon$ will give rise to fixed points when $\mu$ is large enough, see Fig. 4(c) and (d). With the increase of inertia, locked oscillators can also appear in the purely oscillating mean-field (standing wave) together with the running oscillators that also exist for small inertias. Note that this process is the opposite of the process that occurs in the case of oscillatory mean-field, see Fig. 4(a) and (b), where for small inertia we have only locked oscillators and with the increase of inertia we also observe the appearance of running oscillators.
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Figure 5. (a) Weights for oscillators with different natural frequency \( \Omega \) as \( a_1 = 10, a_2 = 0.8, a_3 = 0.5 \). (b) The factor \( C \) and \( F_1/F_2 \equiv F(a_{12})/F(a_{23}) \) with different rescaled inertia \( \mu \). (c) and (d) are the synchronization processes with increasing coupling \( K \) with \( m = 0.2 \) (b) and \( m = 2.5 \) (d). The damping coefficient is \( D = 1 \).

These results, in particular the bi-stability of oscillators and devil’s staircase structure of \( \rho_\varepsilon \), explain why a periodic mean-field leads to the appearance of secondary synchronized clusters besides the cluster of locked oscillators. With the same time-periodic mean-field, the appearance of secondary synchronized clusters depends on the value of \( \mu \) and the direction (backward and forward) of synchronization processes. Such analysis links the states of oscillators with the mean-field of the system and shows the inertia effect in these correlations. However, the mean-field of coupled oscillators is formed from the self-organization of all the oscillators. In the next section, to study the self-organization processes, we will focus on a more detailed model.

4. Self-organization processes

As a complement to the analysis based on the mean-field, this section is devoted to the dynamics of a few oscillators and their self-organization toward synchronization. Since all the oscillators are connected with each other, there are no topological differences and the only factor that affects their synchronization process is their natural frequencies’ distribution \( g(\Omega) \). To mimic the effect of \( g(\Omega) \), we introduce a weighted model of finitely many oscillators where the dynamics is given for \( i = 1, \ldots, N \) by

\[
m\ddot{\theta}_i + D\dot{\theta}_i = \Omega_i + \frac{K}{N} \sum_{j=1}^{N} a_j \sin(\theta_j - \theta_i).
\]

(10)

Here \( a_i \) is the weight, describing the fraction of oscillators with natural frequency \( \Omega_i \), and is used to mimic the distribution of oscillators.

To obtain more theoretical insights about the inertia effect, we begin by considering three coupled oscillators with \( a_1 \gg a_2 > a_3 \) and \( \Omega_3 > \Omega_2 \gg \Omega_1 \). Oscillator 1 is assigned the largest weight, describing the giant synchronized group, and oscillators 2 and 3 are assigned smaller weights but closer natural frequency, describing two small groups away
from the giant group, see Fig. 5(a). Introducing the phase differences \( \varphi_1 = \theta_1 - \theta_2 \), \( \varphi_2 = \theta_2 - \theta_3 \), we rewrite the dynamics as
\[
\begin{align*}
m\ddot{\varphi}_1 + D\dot{\varphi}_1 &= (\Omega_1 - \Omega_2) - \frac{K}{2} \left[ (a_2 + a_1) \sin(\varphi_1) \right. \\
&\quad - a_3 \sin(\varphi_2) + a_3 \sin(\varphi_1 + \varphi_2) \right], \\
m\ddot{\varphi}_2 + D\dot{\varphi}_2 &= (\Omega_2 - \Omega_3) - \frac{K}{2} \left[ (a_3 + a_2) \sin(\varphi_2) \right. \\
&\quad - a_1 \sin(\varphi_1) + a_1 \sin(\varphi_1 + \varphi_2) \right].
\end{align*}
\] (11)
\[
\begin{align*}
&\text{From the fact that } a_1 \text{ is the largest weight and } (a_2 + a_1) \gg a_3, \text{ we can ignore the periodic perturbations from } \varphi_2 \text{ and obtain}
\end{align*}
\]
\[
\begin{align*}
m\ddot{\varphi}_1 + D\dot{\varphi}_1 &= (\Omega_1 - \Omega_2) - \frac{K}{2} (a_2 + a_1) \sin(\varphi_1).
\end{align*}
\] (13)

As for the synchronization of the oscillators \( \theta_2 \) and \( \theta_3 \), we have
\[
\begin{align*}
m\ddot{\varphi}_2 + D\dot{\varphi}_2 &= (\Omega_2 - \Omega_3) - \frac{K}{2} \left[ (a_3 + a_2) \sin(\varphi_2) - a_1 \sin(\omega_1 t) + a_1 \sin(\varphi_2 + \omega_1 t) \right].
\end{align*}
\] (14)

Even though the system Eq. (12) has various dynamical properties, we are only interested in the synchronization of each pair of oscillators, which means \( \varphi_1 \approx 0 \) or \( \varphi_2 \approx 0 \). The effect of the other oscillator is approximated as a periodic forcing by \( \varphi_1 \approx \omega_1 t \equiv (\Omega_1 - \Omega_2)/Dt \) when \( \varphi_2 \approx 0 \) and \( \varphi_1 \approx \omega_2 t \equiv (\Omega_2 - \Omega_3)/Dt \) when \( \varphi_1 \approx 0 \).

For the synchronization of the oscillators \( \theta_1 \) and \( \theta_2 \), we have
\[
\begin{align*}
m\ddot{\varphi}_1 + D\dot{\varphi}_1 &= (\Omega_1 - \Omega_2) - \frac{K}{2} \left[ (a_2 + a_1) \sin(\varphi_1) - a_3 \sin(\omega_2 t) + a_3 \sin(\varphi_1 + \omega_2 t) \right].
\end{align*}
\] (13)

From the fact that \( \omega_2 \gg \omega_1 \), we can average the fast periodic perturbation from \( \varphi_1 \) over time and obtain the dynamics of \( \varphi_2 \) as
\[
\begin{align*}
m\ddot{\varphi}_2 + D\dot{\varphi}_2 &= (\Omega_2 - \Omega_3) - \frac{K}{2} (a_3 + a_2) \sin(\varphi_2).
\end{align*}
\] (14)

Both the dynamics Eq. (13) and Eq. (14) are the same as the dynamics of a single second-order oscillator Eq. (6) with \( \varepsilon = 0 \), studied in detail in 33. Hence the synchronization of each pair of oscillators, \( \varphi_1 = 0 \) and \( \varphi_2 = 0 \), can be obtained respectively as,
\[
\begin{align*}
\frac{2(\Omega_1 - \Omega_2)}{K(a_1 + a_2) \left( \sqrt{2} / \sqrt{K\mu(a_1 + a_2)} \right)} &= \frac{\Delta \Omega_{12}}{F(a_{12})} \leq 1, \\
\frac{2(\Omega_2 - \Omega_3)}{K(a_3 + a_2) \left( \sqrt{2} / \sqrt{K\mu(a_3 + a_2)} \right)} &= \frac{\Delta \Omega_{23}}{F(a_{23})} \leq 1,
\end{align*}
\] (15)

where \( F(a) = \frac{1}{3} Ka b(x) \) is a function of the weight \( a \). The boundary function \( b(x) \) equals either \( b_S(x) \) or \( b_L(x) \) \( \equiv 1 \) in the forward and backward processes respectively.

The frequency differences and sums of weights read \( \Delta \Omega_{12} = \Omega_1 - \Omega_2, a_{12} = a_1 + a_2 \) and \( \Delta \Omega_{23} = \Omega_2 - \Omega_3, a_{23} = a_2 + a_3 \). Since in the backward process the function \( b_L(x) \) \( \equiv 1 \) is constant, the transition process is independent of \( \mu \). However, in the forward process,
with nonlinear boundary function $b_S(x)$, the synchronization processes depends on the value of $\mu$ crucially.

To compare these two synchronization conditions, we define the factor

$$C = \frac{\Delta \Omega_{12} F(a_{23})}{\Delta \Omega_{23} F(a_{12})}. \quad (16)$$

If $C < 1$ the dominant synchronization process is the growth of the giant group from oscillator 1, while if $C > 1$ the additional synchronized cluster will form between oscillators 2 and oscillator 3.

The value of $C$ and hence the synchronization processes depends on the value of oscillators’ rescaled inertia $\mu$, see Fig. 5(b). When $\mu$ is small, we have that $F(a) = Ka/2$, and hence $F(a_{23})/F(a_{12}) = a_{23}/a_{12}$. On the other hand, when $\mu$ is sufficient large the function $F$ can be approximated as $F(a) \approx \sqrt{8K/\mu \pi^2} \sqrt{a}$ and correspondingly $F(a_{23})/F(a_{12}) \approx \sqrt{a_{23}/a_{12}}$. Even though the ratio $\Delta \Omega_{12}/\Delta \Omega_{23}$ is fixed, the ratio $F(a_{23})/F(a_{12})$ increases monotonically with the increase of $\mu$, from $a_{23}/a_{12}$ to $\sqrt{a_{23}/a_{12}}$, as shown in Fig. 5(b). The effect of weights is weakened by the increase of inertias along the lower boundary $b_S$. Therefore, for larger inertias the oscillators are more likely to synchronize among ones with closer natural frequencies than with the giant group with larger weights. Consequently, we observe the appearance of additional synchronized clusters in the forward processes with sufficient large inertias as shown in Fig. 5(d). As a generalization of these three-coupled oscillators, one can also consider three groups of oscillators as a limiting case of multimodal frequency distributions. This is beyond the scope of this paper and we refer to [42,43].

Following the analysis above for three oscillators, we further consider a larger system, where the synchronization process is a more complicated self-organization progress. Considering coupled $2N$ oscillators, with the dynamics Eq. (10) and uniformly spaced frequency $\Omega_i$ and different weights $a_i$, we could find different synchronization processes and states, see Fig. 6.

Firstly, for a system with a symmetric and unimodal natural frequency distribution, the weights of the central pair of oscillators $\theta_N$ and $\theta_{N+1}$ have the largest weights. From the fact that all nearest pairs of oscillators have the same natural frequencies difference $\Delta \Omega$, the central pair with the largest weights will synchronize first in the process of increasing coupling strength $K$ from Eq. (16). Once they are synchronized, they form a synchronized cluster or equivalently an effective oscillator $\theta_0$ with the frequency $\Omega_0 \equiv (\Omega_N + \Omega_{N+1})/2$ with weights $a_0 \equiv (a_N + a_{N+1})$.

With the further increase of coupling strength, for all the oscillators with $\theta_i$ with $i > N$ the next synchronization phenomenon will happen either between oscillators $\theta_{N+2}$ with $\theta_{N+3}$ or between the oscillator $\theta_{N+2}$ with the synchronized group $\theta_0$, determined by the condition Eq. (16) as

$$C = \frac{3}{2} \frac{F(a_{N+2} + a_{N+3})}{F(a_N + a_{N+1} + a_{N+2})}, \quad (17)$$

where $3/2$ is the ratio of their natural frequency differences.
When \( \mu \) is sufficient small, we have that \( F(a)/F(b) = a/b \). From the unimodal property, we have \((a_{N+2} + a_{N+3})/(a_N + a_{N+1} + a_{N+2}) < 2/3 \) hence \( C > 1 \) in Eq. (17). The synchronized group \( \theta_0 \) grows bigger and includes \( \theta_{N+2} \). The same process also takes place for the oscillators \( \theta_i \) with \( i < N \) due to the symmetry. After such step of synchronization, the central synchronized group includes four oscillators \( \theta_i \) with \( i = N-1, \ldots, N+2 \). With the increase of \( K \) further, the next synchronization condition factor for the oscillators \( \theta_{N+3} \) reads

\[
C = \frac{5}{2} \frac{F(a_{N+3} + a_{N+4})}{F(a_{N-1} + a_N + a_{N+1} + a_{N+2} + a_{N+3})},
\]

With similar analysis and the unimodal property we assumed, we find that the oscillator \( \theta_{N+3} \) will synchronize with the group \( \theta_0 \) when \( \mu \) is sufficient small. The central synchronized group gets larger. Following this process, with the increase of coupling strength, it is straightforward to show that all the oscillators will be included in this group one by one. This follows directly from the unimodal property and also the linear dependence of \( F \) on the weight, as shown in Fig. 6(a).

On the contrary, when inertia sufficiently increases, such linear dependence of \( F \) will be weakened to square root and the self-organization chain will be broken at some points \( \theta_{N+n} \). Instead of contributing to the growth of the central synchronized group \( \theta_0 \), a new
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cluster will form from the synchronization of $\theta_{N+n}$ and $\theta_{N+n+1}$. Then the new cluster will grow larger with the increase of $K$ to another point where the chain is broken again due to the non-linearity of $F(a)$ and a third synchronized group forms. Continuing this argument we obtain the multi-cluster devil’s staircase structure, see Fig. 6(b). In this way, additional synchronized clusters are formed apart from the central one, forming the oscillatory state as in Fig. 6(f).

Secondly, in the bimodal case with sufficient large distance between the two peaks, the system can be approximated as two independent unimodal systems when the coupling strength is small enough. In this case two synchronized clusters will form and grow initially from oscillators with the largest weights, corresponding to the two peaks of the bimodal distribution. The self-organizing takes place independently for each cluster. For small inertias we have continuous growth from the two peaks of the distribution forming a standing wave, see Fig. 6(e). For large inertias we have the appearance of several small clusters, see Fig. 6(f). When the coupling strength $K$ is large enough, these two branches of synchronization processes will merge to one, by creating one large central cluster.

Thirdly, for the case where the two peaks of the bimodal distributions have a large overlap, the synchronization process is more complicated. The two oscillators at each peak are close to each other and the oscillators between them also have relatively large weights. In this case, we need to consider about higher order terms in the synchronization processes, i.e. the synchronization condition of several oscillators.

Considering the case where $\theta_{N-1}$ and $\theta_{N+2}$ are the two peaks oscillators with the maximum weights, and the other two oscillators $\theta_{N}, \theta_{N+1}$ between them have slightly smaller weights. The condition of four-oscillator synchronization group $\theta_{N-1}, \ldots, \theta_{N+2}$ can be estimated by the synchronization condition of the oscillator $\theta_{N+2}$ with the assumed synchronized cluster of $\theta_{N-1}, \theta_{N}, \theta_{N+1}$. Then the condition factor comparing the appearance of four-oscillator group and the synchronized central group between $\theta_{N+2}$ and $\theta_{N+3}$ reads

$$C = \frac{3}{2} \frac{F(a_{N+2} + a_{N+3})}{F(a_{N-1} + a_{N} + a_{N+1} + a_{N+2})}.$$  \hspace{1cm} (19)

From the fact that $a_{N-1} = a_{N+2} > a_{N+3}$ as the maximum weight, if the two central oscillators have relatively large weights $a_{N} + a_{N+1} > a_{N+3}$, we have $C < 1$ and observe the abrupt appearance of four-oscillator synchronization group when $\mu$ is small, as shown in Fig. 6(c). On the contrary, if such weight is weakened by the inertia effect, the synchronization process will start from the appearance of two clusters of $\theta_{N-2}, \theta_{N-1}$ and $\theta_{N+2}, \theta_{N+3}$, forming standing wave states as the one for bimodal cases with smaller overlaps, see Fig. 6(d).

5. Discussion

Based on the theoretical analysis in Sec. 3 and the simplified models in Sec. 4, we conclude that the main effect of inertias is the weakening of the synchronization influence of giant
synchronized clusters on the other oscillators, when the system is in the lower branch of hysteresis loops. As a result, additional synchronized clusters appear besides the giant clusters when $\mu$ is sufficiently large, thus leading to the appearance of oscillatory states or standing waves.
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