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Abstract
Data are the most important resource of the 21st century. The open data (OD) movement provides publicly available data for the development of a knowledge-based society. As such, the concept of OD is a valuable information technology (IT) tool for economic, social, and human development, which adds value. To further develop these processes on a global scale, users need to manage the quality of OD in their practices. Otherwise, what is the point of using data just for the sake of using it (in science or practice) without thinking about data compliance with norms, standards, and so forth? This article aims to provide an overview of (meta)data quality dimensions, sub-dimensions, and metrics used within OD assessment-related research papers. To achieve this, the authors performed a systematic literature review (SLR) and extracted data from 86 relevant studies dealing with the evaluation of OD. The article endows the progress made so far in OD assessment research. Findings of reviewing the assessment of the OD in the light of existing (meta)data quality dimensions unveil the potential of metadata. Furthermore, the analysis disclosed the need for greater use of quantitative methods in research, and metadata can greatly assist in this.
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Introduction
The open data (OD) initiative has gained a lot of attention in recent years, as usage of OD can be beneficial to various stockholders. Together with the growth of interest in OD, certain concerns referring to OD arise, too. The questionable quality, indeed, poses a risk for the success of the OD initiative. To contribute to the issue, examination of what has been done so far is lacking. Therefore, insufficient examination of OD in research thus far was the primary motivation for carrying out this review research.

The main objective of the research is to provide a review of the state of the art for OD assessment. The main objective is further divided into two sub-objectives. One side is to identify papers that investigate the OD assessment (omit big data). To get a broader insight into what should be assessed in OD and how OD should be assessed regarding the metadata aspect, the literature review is carried out as a systematic review. The other sub-objective is to analyze papers identified as relevant, considering defined research questions.

This review paper is structured in the following way: OD’s potential is stressed in the “Theoretical Background” section. The research methodology that covers the process of choosing the relevant papers considering our research objectives is described in detail in the following section. To achieve the research objectives, six research questions are defined. The first research question is related to the identification of (meta)data quality (sub)dimensions that are used within studies about OD assessment. The term (sub)dimensions refers to dimensions as well as sub-dimensions, while the term sub-dimensions refers only to sub-dimensions. The second question covers measurements for identified (meta)data quality (sub)dimensions. The third question focuses on methods used for the identification and development of (sub)dimensions. The fourth question is about the focus points of research within OD assessment papers. The fifth question investigates which research approach is used within studies identified as relevant. The sixth question provides guidelines for future research based on the literature review. In addition, the science mapping analysis is
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performed to identify and display how references are connected with each other and what are the theoretical gap areas. Answers to research questions are provided in the “Discussion” section. Findings of the research are highlighted together with limitations in the “Conclusion” section.

**Theoretical Background**

Our society strives to be knowledge based. Data are a basic prerequisite for knowledge discovery, and data should be free and open. The OD concept is still in its early stages, both in science and practice (Kassen, 2017). Roots of this political and socioeconomic phenomenon lie in the advancement of open government. The U.S. OD initiative was inaugurated in 2009 by the President’s Memorandum on Transparency and Open Government, followed by the U.K. government’s initiative regarding OD in 2011 (Meijer et al., 2014). Although the majority of OD initiatives are in public sectors, OD is not limited to “open government” but to other fields, too, including science, economics, and culture (Aiello et al., 2019; Uhlir & Schröder, 2007). OD is also becoming important in research and has the potential to improve the governance of public institutions (Schalkwyk et al., 2016). Thus, OD can be observed through various perspectives and offers various direct and indirect benefits (Schalkwyk et al., 2016). For instance, the economic perspective argues that innovation through OD leads to economic growth. The political and strategic perspectives focus on political issues such as privacy and security. The social perspective focuses on the benefits for society through data usage. Also, the social perspective explores how the benefits of OD can be visible to all citizens (Davies et al., 2013).

As seen previously, many studies found that OD initiatives aim toward societal values and benefits. Some examples of social, political, and economic benefits are highlighted below (Kassen, 2017). Political and social benefits yield more transparency, more participation and self-empowerment of citizens, their public engagement and creation of trust in government, new governmental services for citizens, innovative social services, improvement of policy-making processes, and simulation of knowledge developments. There are also various economic benefits, including economic growth and stimulation of competitiveness, stimulation of innovation, development of new products and services, not to mention the creation of a new sector adding value to the economy.

Despite many advantages, a heterogeneous and context-dependent OD concept makes analysis complex and requires the examination of a wide range of variables (Kassen, 2017). Furthermore, OD is still in an infancy stage. For it to develop further, it is necessary to explore the quality of OD and provide guidance for OD quality assessment. Hence, exploring its quality is a crucial next step for OD usage, especially if we want to analyze such data in a way that extracts meaningful new information and insights.

**Research Methodology**

An initial review of the literature did not uncover previous systematic literature reviews (SLRs) that would give a broader insight into the assessment of the OD within social sciences, computer science, and decision sciences research areas. To perform a replicable review of the literature with minimal bias, the SLR method was then applied for the current research. The review procedure is designed based on the application of this method by other authors (Attard et al., 2015; Kitchenham et al., 2010; Novak et al., 2019; Ruijer & Martinius, 2017) and guidelines proposed by Littell et al. (2008) and Petticrew and Roberts (2006). It is carried out as follows: framing the research questions, defining the exclusion criteria, determining the most relevant electronic sources, forming the search query, and selecting the most relevant papers according to identified research objectives.

**Research Questions**

Research questions represent guidelines through the process of conducting the SLR. These questions should be formed to be answerable. Respecting the defined research objectives, the following research question is framed: *How to assess OD, but with the greatest emphasis on the assessment from the metadata aspect?* It is further decomposed into the following subquestions:

**Research Question 1 (RQ1):** What (meta)data quality (sub)dimensions are used for OD assessment?

**Research Question 2 (RQ2):** How are (meta)data quality (sub)dimensions measured in studies that assess OD?

**Research Question 3 (RQ3):** Which research methods (sub)dimensions are used for OD assessment?

**Research Question 4 (RQ4):** Are studies that assess OD directed more to the assessment of the web portals or datasets published on them?

**Research Question 5 (RQ5):** Which research approach is mostly used in the studies that assess OD?

**Research Question 6 (RQ6):** What are the guidelines for the improvement of the OD as well as their evaluation?

**Exclusion Criteria**

Defining exclusion criteria revealed relevant papers for the current research. These criteria complement the defined research questions and assist in eliminating unsuitable papers from the research. The exclusion criteria are the following:

- Papers that are not written in English. The whole paper should be written in English. If the paper...
retrieved by the search query has only the title and the abstract in English, it will be excluded from the review process.

- Papers that are published on selected electronic sources after March 7, 2019.
- Duplicate papers that have emerged as a result of searching through more electronic sources. Hence, it is possible that a paper has one or more duplicates.
- Papers that meet the objectives of this study but are from the other research areas (e.g., chemistry, psychology, cardiology, geology, surgery, water resources, etc.) will be excluded, if within those papers there was not found enough relevant data or if the authors were not sufficiently familiar with the topic, research area, or terminology.
- Papers that cover topics on OD, but are not focused on the assessment of OD.
- Papers that examine quality of big data.
- Type of articles that have a deficiency in their methodological rigor (notes, letters, reports, editorials, posters, etc.). These deficiencies can be caused by the length of the paper or because they are commissioned by some biased source or company, and so on.

**Search Query for Selected Electronic Sources**

The relevant electronic sources were identified to yield papers that answer the research questions. Review papers in which the SLR method was applied were used as a basis for selecting relevant electronic sources, or rather, electronic databases in which research papers can be found (Attard et al., 2015; Heral et al., 2016; Kitchenham et al., 2010; Ruijer & Martinius, 2017). Therefore, selected electronic sources include Association for Computing Machinery (ACM) Digital Library, Institute of Electrical and Electronics Engineers (IEEE) Xplore Digital Library, ScienceDirect, Scopus, Web of Science (only Web of Science Core Collection).

Apart from selecting electronic sources to obtain exact matches, selecting appropriate keywords and Boolean operators in a search query are important. Because some combinations return too many papers, different combinations of keywords (open, big, data, metadata, government, quality, assessment, benchmarking, analysis, framework, model, measurement, assessing) and Boolean operators (AND, OR, NOT) were used to search the electronic sources. The number of chosen papers should be reasonable in regard to various resources (time component, human component, etc.), but it should be sufficient and representative for analysis (Novak et al., 2019). Also, selected electronic sources enabled searches of specific parts (different sources use different terminology, e.g., field, data field) of a document, and others enabled searches of the entire document. Thus, the number of papers obtained in the results field depends on the field within which the search query is run.

**Selection of Relevant Papers**

The electronic sources (ACM Digital Library, IEEE Xplore Digital Library, ScienceDirect, Scopus, Web of Science but only Web of Science Core Collection) were searched on March 7, 2019. The results of the searches are displayed in Table 2.

There are statements (e.g., PRISMA stands for Primary Reporting Items for Systematic Reviews and Meta-Analysis, AMSTAR stands for Assessment of Multiple Systematic Reviews) to improve reporting of SLRs or meta-analysis (Littell et al., 2008). These statements can be used as quality standards to enhance reporting of SLRs or meta-analysis but cannot be used as quality assessment tools for the calculation of the quality of a systematic review (Littell et al., 2008; Moher et al., 2009). Hence, the PRISMA statement is used as a guide through the process of identifying a relevant paper. It consists of a checklist (27 items) and a flow diagram (nine steps arranged into four phases; Moher et al., 2009). The PRISMA diagram is modified because some additional steps were required for this research, while some existing ones were redundant. Reference management software Zotero was used for managing bibliographic data during the entire review process.

In addition, a detailed description of the steps for replicability of the study is given below. All papers were identified through database searches (S1). The search for papers included five electronic sources. Papers obtained in the search results were imported into the software Zotero. Other sources for searching additional papers were not used within the research (S2). Duplicates of the papers were removed from the further review process because some of the papers have two or more duplicates (S3). Most of the duplicates were removed automatically by Zotero, although some of them needed to be removed manually. Titles and abstracts of the papers were screened considering defined objectives, research questions, and exclusion criteria (S4). Hence, most irrelevant papers for the research were excluded in the fifth step (S5) and then, the full text was searched for papers that were not removed in this step. The inter-rater reliability (IRR) between raters was calculated at the end of steps S4 and S5. To further refine the list of the remaining papers, additional steps (S6, S7) were added to the review process. Along with the title and abstract, the introduction and conclusion sections were screened in the papers (S6, S7). Also, the IRR between raters was calculated at the end of steps S6 and S7. To obtain answers to the research questions, the full-text papers were read (S8). By reading the full text of the papers, it was noticed that some of them are not suitable for the study. So they were excluded together with the explanation (S9). Papers that provided answers to most of the research questions were included in the qualitative synthesis (S10).

**IRR tests.** The SLR studies are conspicuous because of the elaborate description of the process of choosing relevant
papers as well as how the analysis of relevant papers is carried out. Raters have essential roles in the process of choosing and analyzing the papers because they need to make a lot of decisions, often subjectively, during the whole process (Belur et al., 2018). Decisions made by raters are the black box for everyone except for them. Therefore, the SLR would not be transparent and replicable if decisions made by reviewers are not reported.

IRR is the degree of agreement between the decisions made by two or more independent raters (e.g., agreement about exclusion of papers from an SLR). Different methods for calculating IRR are proposed, for instance, the Scott’s π, the Cohen’s κ, and the Krippendorff’s α (Belur et al., 2018). There are two reasons why the Cohen’s kappa is applied within the research. First, it is the most frequently used statistic that considers chance agreement between two or more raters (Belur et al., 2018). Second, it is a measure of agreement that has been adjusted for chance for categorical variables (Littell et al., 2008).

To calculate Cohen’s κ, the proportion of units in which the raters agreed (P_a) and the hypothetical probability of chance agreement (P_e) should be determined. To interpret the result, or rather the value of coefficient κ, there are proposed levels of agreement in the literature. The interpretation of the Kappa statistic proposed by Landis and Koch (1977) is used for the interpretation of obtained results within the research, whereby a value of 1 indicates perfect agreement and a value less than 1 signifies less than perfect agreement (see Table 1).

There were two IRR tests conducted within the study. Both tests were conducted during the screening phase by two authors of this article using Microsoft Excel.

**Table 1. Interpretation of Cohen’s κ.**

| Value of Cohen’s κ | Level of agreement            |
|-------------------|-------------------------------|
| < .00             | Poor agreement                |
| .00–.20           | Slight agreement              |
| .21–.40           | Fair agreement                |
| .41–.60           | Moderate agreement            |
| .61–.80           | Substantial agreement         |
| .81–1.00          | Almost perfect or perfect agreement |

**Science mapping analysis.** Science mapping analysis is applied within the research to analyze the thematic evaluation of OD assessment within social sciences, computer science, and decision sciences research areas. The analysis is performed for the papers that were identified as most relevant according to the conducted SLR. Two types of techniques for building a science map are broadly used: document co-citation and co-word analysis (Cobo et al., 2011). The co-word analysis is used for building a map within this research as it is described as a technique that is effective in mapping the strength of association between information objects in textual data (Cobo et al., 2011). It analyzes the set of terms shared by documents, mapping the corresponding literature directly from the interactions of key terms. For example, the co-word technique is employed to analyze the association among constructs of m-commerce technology adoption theory (Chhonker et al., 2018), to analyze the thematic evolution of the fuzzy sets theory field (Cobo et al., 2011), or to explore the nature of linkages between characteristics of big data and characteristics of cognitive computing (Gupta et al., 2018).

The co-word analysis results show clusters, the conceptual groups of different topics that can be further used for various purposes. The clusters in this research will be used to quantify the research topic by performance analysis through two consecutive time periods.

Different software tools can be used for science mapping analysis, such as SciMAT, VOSviewer, CiteSpace, IN-SPiRE, VantagePoint (Cobo et al., 2012). The SciMAT software tool was used for researching deeper levels of data analysis within the study as it performs all steps of the science mapping workflow (Cobo et al., 2012).

**Analysis and Discussion of Relevant Papers**

Once the review procedure of the research was defined, diverse combinations of appropriate keywords and Boolean operators were tried out for searching papers on the electronic databases to choose a reasonable number of relevant papers that were sufficient and representative for analysis. A combination of keywords and operators (data OR “open data” OR metadata) AND (quality OR assessment OR benchmarking) returned 19,304 papers only on the Web of Science Core Collection, and a slightly different search term (data OR metadata OR government) -big AND (quality OR assessment OR benchmarking OR analysis OR (framework OR model) AND (measurement OR assessing)) returned even more papers, that is, 97,242 on the Web of Science Core Collection. Therefore, the next search query was chosen and run within a field title:

(open AND (data OR metadata OR government)) -big AND (quality OR assessment OR benchmarking OR analysis OR ((framework OR model) AND (measurement OR assessing)))

This search query returned only 570 papers in comparison with previous queries that resulted in thousands of papers on the Web of Science Core Collection electronic source (see Table 2). Moreover, the final query is modified for every electronic source because the search rules on different sources are different, as listed in Appendix A.

As already mentioned, the PRISMA flow diagram is adjusted to the research. The extra steps (S6, S7) are added to the review process. Besides, the last step of the PRISMA flow diagram “Studies included in quantitative synthesis
In the ninth step of SLR, 11 papers are excluded because of the following reasons:

- Papers that are directed to measurement of citizen participation, adoption, or attitudes about open government (Gómez et al., 2017; Nam, 2016; Susha et al., 2015; Wirtz et al., 2017, 2018);
- The OD policies are in the focus of the research (Chatfield & Reddick, 2018; Styrin, 2017; Zuiderwijk & Janssen, 2015);
- The (meta)data quality aspects are not included in the research (Kalo et al., 2015; Palacios et al., 2013; Saxena, 2018).

Those papers were not recognized as relevant. They are, therefore, excluded from qualitative analysis as well as from the discussion.

The IRR test plays a prominent role in demonstrating the transparency and replicability of the conducted SLR. Hence, the first IRR test was performed at the end of the S4 when both raters read the titles and abstracts of 905 papers. The second one was performed when raters screened title, abstract, introduction, and conclusion of 198 papers. During the screening, raters make decisions about the papers by assigning a number 1 to a paper that has potential to be chosen as relevant, or 0 to a paper that should be excluded from the process. The results of these decisions are presented in a two-way contingency table of frequencies with the columns and rows indicating the categories of response for each rater (Appendix B). Results of tests are shown in Table 3.

High values of the $\kappa$ statistic for First and Second IRR test indicate almost a perfect level of agreement between raters.
Because disagreement between raters is low, it was decided that each paper that was assigned number 1 by at least one rater would be included in the next step of the review process.

Qualitative analysis and discussion includes 86 papers that are identified as the most relevant regarding defined research objectives, research questions, and exclusion criteria. Those 86 papers will provide answers to all six research questions in the following subsections.

**Identification of (Meta)Data Quality Dimensions**

The inseparability of technology and OD is evident from the very definition and characteristics of OD. Because of that, it can be said that technology is an inherent part of OD. Metadata form a part of digital databases or systems and as such, the metadata are also part of OD. Because metadata are widely known as data about data (Xie & Matusiak, 2016), a lot of metadata quality dimensions are the same as data quality dimensions in general, but with slightly different definitions because of metadata’s characteristics. So, the identification of (meta)data quality dimensions in OD studies will be the focus of this subsection.

The levels of metadata quality assessment are determined by analyzing the most relevant papers. Also, in the same way, the synonyms for the levels of metadata quality assessment are identified. Data quality assessment includes dimensions. Dimension is a fundamental term used by the authors to explain core elements of (meta)data quality assessment. Analysis reveals that the term *dimension* is at the heart of OD assessment. Also, the term *dimension* is used in most of the significant studies. Because of these reasons, the first level of (meta)data quality assessment is called the dimension. Its synonyms are component, indicator, characteristic, factor, criteria, category, issue, phase, theme, functionality. The most common synonyms for the dimension that were mentioned or used in more than one relevant paper are shown in Figure 2. Synonyms for the first level that appeared only once in relevant papers are not displayed on the graph, and those are element, category, aspect, issue, characteristic, component, factor, criteria, approach, viewpoint, phase, benefit, initiative, theme, functionality, cluster, principle, index.

As already mentioned, dimension is a fundamental part of (meta)data quality assessment. The dimension can be further decomposed into smaller parts. Those decomposed parts make the second level of (meta)data quality assessment. Because the term *sub-dimension* is used mostly within relevant studies, the second level of assessment was named sub-dimension. Synonyms used for this level are characteristics, features, indicators, criteria, items, elements, categories, aspects, factors. The percentage of synonyms occurrence that is used for the second level of assessment is presented in Figure 3. Terms that occurred only once are not included in the graphical representation, and those are issues and components.

The analysis also reveals the third level of (meta)data quality assessment in studies that assess OD. Because the results of the analysis reveal that the term *description* is used in most of the relevant studies, this level is named description. Other terms used for this level in relevant studies are metric, formula, sub-dimension, attribute, criteria (see Figure 4). There are other synonyms that can be used for this level, such as metadata, factor, requirement, and aspect. As each is used only within one relevant study, they are not included in the graphic representation.

Overlapping of synonyms at the first, second, and/or third levels of metadata quality assessment occurred as different studies use the same terms for different levels.

Both the second and third levels of (meta)data quality assessment describe the highest level or, more precisely, the first level of data quality assessment in more detail in OD studies. So, dimension should be the focus of any (meta)data quality assessment, but at the same time, it has an assigned
meaning, or rather, the description, and it can consist of smaller parts such as sub-dimension.

RQ1 focuses on the identification of existing data quality dimensions used for OD assessment. The answer follows. The 10 most-used data quality dimensions within the assessment of OD are highlighted in Table 4.

The definitions for widely used (meta)data quality dimensions within OD studies are provided based on literature. Completeness refers to the level of information presented in the (meta)data. Because metadata consist of key and value, the level of value presence should not only be evaluated, but also the level of key existence. Accuracy indicates the level of error in the (meta)data. Also, accuracy can be described as compliance of real data with metadata, or with the quality certification document, and so forth. Consistency is defined as the absence of contradictions or rather as level of (meta)data conformance to its previous values or some norms, standards, and so on. Accessibility refers to an easy and quick approach to (meta) data, taking into consideration the nondiscriminatory feature. Timeliness indicates frequency of updating (meta) data. Usage refers to the level of presence of metadata keys to describe the data. Retrievalability refers to the success of fetching the data or rather content (metadata, resources, etc.) by an agent. Openness refers to the level of metadata conformance to open license, open formats, and machine readability. Transparency indicates that published data are clear, visible, easily perceived, open to public scrutiny through authenticity, understandability, and reusability of the data. Understandability refers to the comprehensibility of the (meta)data or format of a dataset.

Based on the analysis of 86 studies regarding OD assessment, authors conceptualized the use of (meta)data quality dimensions within OD studies as:

Quality assessment through standalone dimensions. Karafili et al. (2019) defined quality attributes of OD, which are part of one dimension. Sáez Martin et al. (2015) developed a quality index consisting of several descriptions. Máchová and Lněnička (2017) identified characteristics for evaluating the quality of OD portals on the national level for one dimension.

Yi (2019) groups metrics into two dimensions. Some authors focused only on one dimension, such as Jarolímek & Martinec (2016), who investigated the data openness dimension. Matamoros et al. (2018) pointed out two dimensions: accessibility and completeness. Bellini and Nesi (2013) suggest three dimensions: completeness, accuracy, and consistency. The same dimensions were investigated by Torchiano et al. (2017).

Quality assessment through grouped dimensions. Some of the authors grouped or clustered dimensions with similar fundamental idea and characteristics. Various research papers recognized intrinsic and extrinsic data quality dimensions (Mocnik, 2018; Sheppard & Terveen, 2011). Others divided dimensions into intrinsic data quality and contextual data quality dimensions (Martin et al., 2017). A few papers identified inherent and system dependent groups of dimensions (Torchiano et al., 2017). “Datasets can be analysed and classified through different dimensions, which can be contextual, trustworthy, intrinsic, among others” (Caracas et al., 2018).

Quality assessment with dimensions as part of integrated catalogues, models, or frameworks. Kučera et al. (2013) suggest a catalogue record measuring quality from two different perspectives, with each perspective consisting of several levels and dimensions. Batini and Scannapieco (2016) grouped dimensions into clusters and examined interrelationships between dimensions. Stróżyńska et al. (2018) designed a framework for the quality-based selection of OD based on several dimensions and tested the case from the maritime domain. Rani et al. (2018) analyzed and compared several existing frameworks on the quality of linked open data (LOD), each based on various dimensions. Utamachant and Anutariya (2018) performed an analysis of high-value datasets based on the International Organization for Standards (ISO) formula. Wang et al. (2013) described analysis of local open government data portals based on a framework consisting of various parts, OD quality being one of them. Sayogo et al. (2014) developed a framework for benchmarking open government data efforts. Zheng and Gao (2016) developed a framework for assessing China’s Open Government Data Platforms. It should be pointed out that the majority of research papers in this category are from LOD or open government data platforms fields.
Table 4. Overview of (Meta)Data Quality Dimensions in Open Data Initiative Evaluations.

| Reference                        | Completeness | Accuracy | Consistency | Accessibility | Timeliness | Usage | Retrievability | Openness | Transparency | Understandability |
|----------------------------------|--------------|----------|-------------|---------------|------------|-------|----------------|----------|--------------|-------------------|
| Batini and Scannapieco (2016)    | ✓            | ✓        | ✓           | ✓             | ✓          |       |                |          |              |                   |
| Bellini and Nesi (2013)          | ✓            | ✓        | ✓           |               |            |       |                |          |              |                   |
| Caracas et al. (2018)            |              |          |             |               |            |       |                |          |              |                   |
| Corsar and Edwards (2017)        |              |          | ✓           |               |            |       |                |          |              |                   |
| Csáki and Prier (2018)           | ✓            |          | ✓           |               |            |       |                |          |              |                   |
| De Blasio and Selva (2018)       |              |          |             |               |            |       |                |          |              | ✓                 |
| Fan and Zhao (2017)              | ✓            |          |             |               |            |       |                |          |              |                   |
| Rani et al. (2018)               |              |          |             |               |            |       |                |          |              |                   |
| Hjalmarsson et al. (2015)        |              | ✓        |             |               |            |       |                |          |              |                   |
| Jarolímek and Martinec (2016)    | ✓            |          |             |               |            |       |                |          |              |                   |
| Karafili et al. (2019)           | ✓            | ✓        |             |               |            |       |                |          |              |                   |
| Knap (2016)                      |              |          |             |               |            |       |                |          |              |                   |
| Kučera et al. (2013)             | ✓            |          | ✓           |               |            |       |                |          |              |                   |
| Langer et al. (2018)             |              |          |             |               |            |       |                |          |              |                   |
| Wang et al. (2013)               | ✓            |          |             |               |            |       |                |          |              |                   |
| Martin et al. (2017)             |              |          |             |               |            |       |                |          |              |                   |
| Matamoros et al. (2018)          | ✓            |          |             |               |            |       |                |          |              |                   |
| Neumair et al. (2018)            | ✓            |          |             |               |            |       |                |          |              |                   |
| Neumair et al. (2016)            | ✓            |          |             |               |            |       |                |          |              |                   |
| Ren and Glissmann (2012)         | ✓            |          |             |               |            |       |                |          |              |                   |
| Sadiq and Indulska (2017)        | ✓            |          |             |               |            |       |                |          |              |                   |
| Sanabria et al. (2018)           | ✓            |          |             |               |            |       |                |          |              |                   |
| Sayogo et al. (2014)             | ✓            |          |             |               |            |       |                |          |              |                   |
| Sheppard and Terveen (2011)      | ✓            |          |             |               |            |       |                |          |              |                   |
| Strozyna et al. (2018)           |              |          |             |               |            |       |                |          |              |                   |
| Kubler et al. (2018)             | ✓            |          |             |               |            |       |                |          |              |                   |
| Torchiano et al. (2017)          | ✓            |          |             |               |            |       |                |          |              |                   |
| Trifonov et al. (2017)           |              |          |             |               |            |       |                |          |              |                   |
| Utamachant and Anutariya (2018)  |              |          |             |               |            |       |                |          |              |                   |
| Vetrò et al. (2016)              | ✓            |          |             |               |            |       |                |          |              |                   |
| Viscusi et al. (2014)            | ✓            |          |             |               |            |       |                |          |              |                   |
| Yang et al. (2015)               |              |          |             |               |            |       |                |          |              |                   |
| Yi (2019)                        | ✓            |          |             |               |            |       |                |          |              |                   |
| Zheng and Gao (2016)             |              |          |             |               |            |       |                |          |              |                   |
There are various exceptions to these three categories. For example, Marković and Gostojić (2018) identified variables for comparative analysis of OD. Those variables could be synonyms for metrics, however, the authors did not identify dimension(s) for those metrics. In a similar vein are the suggestions of Nikiforova and Bicevskis (2018); they emphasize measuring null values as a basis for data quality assessment.

Measurement of (Meta)Data Quality (Sub) Dimensions

The second and third research questions are related to the measurement of (meta)data quality (sub)dimensions within the OD studies. Hence, to gain insight on how to measure OD through (meta)data quality dimensions, the relevant papers were examined. Metrics of (sub)dimensions are grouped according to how they are defined in the reviewed papers. The next four groups of dimensions’ measurements or rather metrics of dimensions are identified: definitions of dimensions, formulas for dimensions, metadata-based description, and nothing mentioned. The occurrence percentage of each group is presented in Figure 5.

The second research question displayed that most of the spotted quality metrics are descriptive, that is, qualitative. Because the metadata quality metrics in research about OD are defined by definitions, there is still room for their improvement, especially through a more quantitative approach.

Certain methods for identification and development of (sub)dimensions and metrics are proposed in the literature. The literature review method is applied within all relevant papers for the identification of quality (sub)dimensions as well as for quality metrics. Other research methods used for identification and/or development of dimensions and metrics are listed in Table 5.

In addition to those methods, the use of other methods for forming metrics is essential for increasing the quality of the assessment. This is also confirmed by RQ5.

The Focus Points of OD Assessment

RQ4 is devised to determine what is evaluated by (meta)data quality dimensions in OD studies. The identified dimensions are not only used for quality assessment of OD in OD studies but for the evaluation of OD in general (e.g., assessing openness, assessing compliance with policies, evaluating transparency, etc.). Therefore, each relevant study is arranged into one of the following directions: (a) dataset direction, (b) portal direction, (c) portal direction including the dataset direction, and (d) other directions.

Content analysis reveals that most of the studies about OD assessment are directed to the assessment of OD portals and datasets published on them (see Figure 6).

This indicates that (meta)data dimensions, as well as their measurement, should not be assigned to portal level or dataset level, but rather to both of them. As previously stated, the OD initiative cannot be imagined without technology. The opportunities provided by technology should certainly be used to evaluate OD. Assessment of portal level and dataset level can be unified through metadata. Only one paper belongs to the other directions group as it is directed to data quality evaluation in citizen science projects.

Determination of Used Research Approach

The research approach is defined as a proposal of conducting the research (Creswell, 2014). The three approaches to research presented by Creswell (2014) were used as possible responses to RQ5. Thus, the analyzed relevant paper could be identified as qualitative, quantitative, or mixed-methods research.

The qualitative research approach and mixed-methods research approach are used in the relevant papers. Mixed-methods research approach is identified in 46 studies, while
There is no quantitative research approach in the relevant papers. Combining quantitative and qualitative methods is becoming increasingly common in the social sciences (Creswell, 2014; Sekol & Maurović, 2017). Therefore, the results of the analysis confirmed the importance of using both, the quantitative and the qualitative methods in the evaluation of OD.

### Recommendations for Future Research

Qualitative analysis disclosed heterogeneity among studies in various elements. The heterogeneity of terminology as described by RQ1 wherein different terms are used for a group of elements (e.g., dimension, sub-dimension, description), and elements of a group (e.g., existence term as synonym for completeness). (Sub)dimensions as well as metrics of a certain

### Table 5. Research Methods Used for Identification and Measurement of Dimensions.

| Research method                      | Example literature source(s)                                                                 |
|--------------------------------------|---------------------------------------------------------------------------------------------|
| Aggregation method                   | Fan and Zhao (2017); Veljković et al. (2014); Viscusi et al. (2014)                         |
| Content analysis                     | Afful-Dadzie and Afful-Dadzie (2017); Gomes and Soares (2014); Máchová and Lněnička (2017); Neumaier et al. (2016); Oliver et al. (2016); Zheng and Gao (2016); Zuiderwijk et al. (2013) |
| Survey methodology                   | Musyaffa et al. (2018); Neumaier et al. et al. (2018); Vetrò et al. (2016)                  |
| Interview                            | Hjalmarsson et al. (2015); Ingrams (2017); Neumaier et al. (2018); Sheppard and Terveen (2011) |
| Goal Question Metric methodology     | Behkamal et al. (2014); Vetrò et al. (2016)                                                |
| Expert Judgment                      | Bellini & Nesi (2013); Martin et al. (2017)                                                |
| AHP, the GMM of AHP                  | Mishra et al. (2017); Wang et al. (2018)                                                   |
| Comparative analysis                 |                                                                                             |
| Calculation model                    |                                                                                             |
| Vector space model                   |                                                                                             |
| Conjoint analysis                    |                                                                                             |
| Efficient promotion approach         |                                                                                             |

Note. AHP = analytical hierarchy process; GMM = geometric mean method.

### Table 6. Number of Supporting Paper for Each Category.

| Recommendation                                                                 | Number of papers | Example literature sources                                                                 |
|--------------------------------------------------------------------------------|------------------|-------------------------------------------------------------------------------------------|
| Develop quality metrics related to metadata                                   | 6                | Behkamal et al. (2014); Bellini and Nesi (2013); Milic et al. (2018)                        |
| Homogeneity of metadata properties                                           | 4                | Behkamal et al. (2014); S. Kubler et al. (2016); Neumaier et al. (2016)                     |
| Integrate participation and collaboration elements into evaluation of OD      | 12               | Gomes & Soares (2014); Kubler et al. (2018); Pirozzi and Scarano (2019)                      |
| Provide interaction on web portals                                           | 5                | Utamachant & Anutariya (2018); Veljković et al. (2014); Zuiderwijk and Janssen (2015)         |
| Improve technology features of infrastructure                                 | 4                | lamamphai et al. (2017); Sanabria et al. (2018); Wang et al. (2018)                          |
| Develop new standard or expand existing one for different elements—terminology, metadata schema, programs | 5                | Afful-Dadzie and Afful-Dadzie (2018); Bellini & Nesi (2013); Kučera et al. (2013)           |
| Bring value to different stakeholders                                         | 15               | Bello et al. (2016); Kubler et al. (2018); Kučera (2017)                                    |
| Develop new quality metrics or refine the existing quality metrics            | 6                | Bogdanovic-Dinic et al. (2014); Corsar and Edwards (2017); Vetrò et al. (2016)               |
| Include certain quality dimensions—accuracy, completeness, context, feedback, usability, organization, currentness | 9                | Caracas et al. (2018); Fan and Zhao (2017); Tygel et al. (2016)                              |
| Dataset formats                                                               | 4                | Afful-Dadzie and Afful-Dadzie (2017); Bello et al. (2016); Zheng and Gao (2016)             |
| Different approaches to quality assessment                                   | 7                | Rani et al. (2018); Matamoros et al. (2018); Pirozzi and Scarano (2019)                      |
| Compliance with various elements—government programs, open government data principles, standards | 13               | Csáki and Prier (2018); Máchová and Lněnička (2017); Torchiano et al. (2017)                 |
| Methodology improvement                                                       | 4                | Alanazi and Chatfield (2012); Viscusi et al. (2014); Wang et al. (2018)                     |
| Develop quality assessment model or framework of OD                           | 8                | Csáki and Prier (2018); Lourenço (2013); Ren and Glissmann (2012)                            |
| Other                                                                         | 12               | Langer et al. (2018); Lin and Yang (2014); Sisto et al. (2018)                               |

Note. OD = open data.
(sub)dimension vary among studies. The discrepancy is also caused by the fact that researchers evaluate only one portal of a country, multiple portals of the same country, or portals of only a few countries.

Despite the noticed heterogeneity, relevant papers are categorized regarding recommendations for future research. Some of them are placed in more than one category (see Table 6).

Bibliometric analysis was performed with the aim to identify research topics and research trends of OD assessment. To do so, research papers were divided into two periods: period 1 includes research papers published from 2011 to 2014 and period 2 includes research papers published from 2015 to 2019. The results of the carried co-word analysis are presented in two visualization techniques: strategic diagrams and overlapping maps. The overlapping-items graph across the two consecutive periods is shown in Figure 7. The overlapping can be measured through the stability index (Cobo et al., 2012).

Stability analysis generated the following results. There are 37 items shared by both periods. There are 7 new items in period 2, whereas 4 items are present in period 1, but not in period 2. Stability index between two periods is 0.76, indicating a high degree of overlap between consecutive periods. Evolution areas in the number of common elements are used along with the stability index for further explanation of how themes evolved during two observed periods.

Keywords are grouped into themes that serve as a basis for the development of the thematic network. The most significant keyword from the network is used as the label of the network. Network grouping is based on the clustering algorithm and the most central keyword of a cluster is a label. Strategic diagrams are developed based on the thematic networks. Measures of centrality and density with their ranges are placed on a Cartesian axis, defining four regions (Callon et al., 1991; Cobo et al., 2011, 2012). Seeing as the strategic diagrams can be enhanced by adding the third dimension, the number of citations received by the documents associated with the theme are added as a third dimension to this research (see Figure 8).

The first quadrant keywords have strong centrality and high density, and they are motors of the research field. The second quadrant consists of basic and transversal themes that are important for the research field, but they are not developed. Themes in the third quadrant are weakly developed and marginal. Hence, within the third quadrant, either emerging or declining themes may occur. The fourth quadrant includes highly developed, but isolated, themes that are of only marginal importance.

The detected clusters of the first period in a three-dimensional space are motor themes (quadrant 1): data, data portal, participation, national government, organization; basic and transversal themes (quadrant 2): OD, open government data, research, research method; emerging or declining themes (quadrant 3): data quality, measurement, assessment; highly developed and isolated themes (quadrant 4): e-government, open government, data source, public organization (see Figure 8A). Fundamental themes were grouped together as emerging themes. The detected clusters of the second period in a three-dimensional space are motor themes (quadrant 1): organization, public organization, data model; basic and
transversal themes (quadrant 2): open government data portal, research, research method; emerging or declining themes (quadrant 3): OD, data profile, challenges; highly developed and isolated themes (quadrant 4): open government, e-government, metadata, potential benefits, decision-making (see Figure 8B).

Comparison between periods leads to the following inferences. The organization stayed as a motor theme during two periods, while in the second period, it was joined by the hitherto marginal theme, the public organization. The open government data portal became a basic theme replacing the open government data. Such results indicate the maturity of the scientific field and focus on the domain. The open data theme evolved from the second to the third quadrant, that is, from basic themes to emerging or declining ones. The national government went from first to second quadrant, from motor themes to basic.

Discussion

OD assessment, especially assessment through (meta)data quality dimensions, is the focus of this article. Qualitative analysis of 86 relevant research papers identified patterns that could be used to develop complete OD assessment through three levels: dimensions, sub-dimensions, and metrics.

The main findings of the article are shown as answers to the defined research questions:

RQ1: What (meta)data quality (sub)dimensions are used for OD assessment? The authors have identified 10 mostly used (meta)data dimensions within OD studies and these are completeness, accuracy, consistency, accessibility, timeliness, usage, retrievability, openness, transparency, and understandability. Also, it is recognized that the assessment of (meta)data quality within OD studies is achieved through (a) standalone dimensions, (b) grouped dimensions, and (c) dimensions as part of integrated catalogues, models, or frameworks.

RQ2: How are (meta)data quality (sub)dimensions measured in studies that assess OD? There are various measurements proposed in the literature. The issue is that most of them are just theoretically described and they are not applied and used for the evaluation of OD. Those measurements are categorized into one of the following categories: definitions, formulas, metadata, and without formulas or definitions. This means that dimensions and subdimensions are measured by (a) definitions and application of those definitions (in most cases), (b) using formulas for dimensions, and (c) using metadata-based description. The metadata-based approach is the most promising because it ensures that a dataset is part of a portal and because such an approach can ensure generalization.

RQ3: Which research methods are used for identification and development of (meta)data quality dimensions/subdimensions as well as for metrics? The literature review method identifies the quality dimensions within all relevant studies. In certain papers, along with the literature review method, other methods were applied for identification or development of (sub)dimensions and metrics. The issue is that research methods used for identification and development are mainly qualitative, especially those for metrics.

RQ4: Are studies that assess OD directed more to the assessment of the web portals or datasets published on them? Most of the reviewed studies focused on the evaluation of OD portals including the assessment of datasets. Therefore, to continue improving the OD paradigm, neither of the directions should be neglected. The consequences of neglecting the aforementioned may affect all users of such data as well as cause a negative influence on social and economic development.

RQ5: Which research approach is mostly used in the studies that assess OD? The qualitative research approach and mixed-methods research approach are used in the relevant papers. The authors found that the qualitative approach is applied in a total of 40 studies, while in 46, a mixed-methods approach is applied.

RQ6: What are the guidelines for the improvement of the OD as well as their evaluation? Guidelines for future research in the field of OD are successfully identified, regardless of the diversity of analyzed studies. Numerous reviewed studies highlight the lack of compliance of OD whether with government programs, different principles, or standards. Also, future research should include the development of new metrics based on the metadata. More participation and collaboration elements should incorporate into the basic technology features of OD platforms. Furthermore, new metrics on elements of participation and collaboration should be proposed, and then used for the evaluation of OD. Furthermore, special emphasis should be put on value for different stakeholders. The bibliometric analysis grouped OD, data quality, assessment, measurement, and challenges as emerging or declining themes. Hence, these themes need to be further studied and developed to not disappear.

Besides those already mentioned, the most compelling findings of the research are highlighted as follows. (a) The term dimension is the fundamental segment of (meta)data quality assessment, and it incorporates other segments important for evaluating (meta)data quality. Therefore, the authors identified that there are different levels of (meta) data quality assessment in OD studies and proposed an OD assessment that consists of three levels: dimensions, sub-dimensions, and metrics. (b) There are many synonyms for
terms of each of those three levels, but no agreed-upon terms exist in the literature. So the authors conducted analysis and chose the most used terms that are at the same time relevant regarding the topic, that is, data quality. (c) The authors proposed the categorization of OD quality assessment concepts by the most applied concepts in the literature. Therefore, the evaluation of OD quality is conceptualized through standalone dimensions, through grouped dimensions, and with dimensions as part of integrated catalogues, models, or frameworks. (d) The authors proposed the categorization of measurements of identified (meta)data quality dimensions. (e) As almost half of the analyzed studies are qualitative, it is not surprising that definitions have proven to be the most common way of measurement. Also, the application of the qualitative approach in studies reflects on the methods used. So, the method of literature review proved to be the most widely used method. It is necessary to use other methods for forming quality metrics so that the OD can be evaluated in a semi-automated or even automated way. (f) Given that the entire OD initiative is about the public disclosure of data so that they can be used by individuals and private or public organizations, assessing the quality of portals/webistes and data together is essential. Indeed, research may lean toward one direction, but not in such a way as to exclude others. (g) It was not expected to find that mixed-methods and qualitative research approaches would be applied in all analyzed studies. There is no identified quantitative research approach in any relevant papers. Hence, the results of the determination of the used research approach show that there are not enough papers that use quantitative methods for evaluation. (h) By listing noticed disadvantages in existing studies, the baseline for future research is provided. Identified recommendations should be taken into account in further research for the improvement of the assessment of OD. The results of this study comply with the latest extensive studies of the Governance Laboratory (The GovLab) and the European Data Portal (Huyer & Van Knippenberg, 2020; Verhulst et al., 2020). Both studies highlight the importance of the role of cross-sectorial participants in collaboration and, thus, in data collaboration, which ultimately creates opportunities for value creation and various impacts based on OD usage (Huyer & Van Knippenberg, 2020; Verhulst et al., 2020).

The article has several limitations. Because the formed search query is focused on quality, that is, assessment of OD and not to the assessment of data in general, various papers regarding data quality were discarded. Diverse variations of the search term that did not include open were tried, but all resulted in an enormous number of returned papers. Furthermore, the authors did not perform coding for all entries (possible answers on research questions).

It is not possible to attach all papers identified by database searches within the research due to constraints on length of research. A list of all extracted papers can be shared with interested parties by sending a request to authors by email.

Conclusion

OD is an emerging field of research. The initial literature review revealed that there is room for improvement of OD as well as the improvement of the current assessment of OD within existing research. This improvement can be directed to different aspects of the OD paradigm, for instance, generally recognized dataset attributes, requirements for publishing open datasets, compliance with various policies, required functionalities of OD infrastructure, quality assessment of datasets, openness, transparency, participation or collaboration, and assessment of social, economic, political, and human value in OD initiatives. The use of OD can be beneficial for different stakeholders because OD, by definition, are free, publicly available, nonexclusive (no restrictions from copyrights, patents, etc.), open licensed, structured for usability, and so on. Those benefits can take the form of new job potential, growth of economy, new products and services, improved existing products or services, increased citizen engagement, and support for decision-making. Hence, the OD paradigm is an example of how IT can contribute to social, economic, and human development.

In conclusion, the main contribution of this review is an exhaustive overview of the OD assessment field with an emphasis on the identification of present metadata quality dimensions, metrics, and methods for the identification and development of dimensions as well as metrics. The detailed overview revealed (a) the most used (meta)data quality (sub)dimensions within OD along with their definitions, (b) groups of (sub)dimensions measurement as (sub)dimensions of (meta)data quality can be measured differently, (c) research methods used for identification and development of (meta)data quality (sub)dimensions and metrics, (d) the most explored and the most promising directions of OD assessment, (e) the most applied research approach in the research of OD evaluation, and (f) guidelines for further research in the OD assessment domain.

Furthermore, this review paper contributes to the development of the framework in the field of OD assessment. Assessment of OD from the metadata aspect as well as the improvement of OD metadata is momentous for further growth of the OD movement. Future research should be directed to the development of a standardized, robust OD assessment framework.

Appendix A

Search Queries on the Electronic Sources

The search queries used for uncovering papers on selected electronic sources are listed in this appendix as follows:

Association for Computing Machinery (ACM) Digital Library (https://dl.acm.org/): (acmdlTitle:(+open) AND NOT acmdlTitle:(+big) AND (acmdlTitle:(+data) OR acmdlTitle:(+metadata) OR acmdlTitle:(+government))) AND
Institute of Electrical and Electronics Engineers (IEEE) Xplore Digital Library (https://ieeexplore.ieee.org): (("Document Title":open NOT "Document Title":big) AND ("Document Title":data OR "Document Title":metadata OR “Document Title”:government)) AND ("Document Title":quality OR "Document Title":assessment OR “Document Title”:benchmarking OR “Document Title”:analysis OR (“Document Title”:framework OR “Document Title”:model) AND ("Document Title":measurement OR “Document Title”:assessing));

ScienceDirect (https://www.sciencedirect.com): (open AND (data OR metadata OR government)) -big AND (quality OR assessment OR benchmarking OR analysis OR ((framework OR model) AND (measurement OR assessing)));

Scopus (https://www.scopus.com/): TITLE((open AND NOT big) AND (data OR metadata OR government)) AND TITLE(quality OR assessment OR benchmarking OR analysis OR ((framework OR model) AND (measurement OR assessing)));

Web of Science—only Web of Science Core Collection (https://apps.webofknowledge.com/): TI=((open NOT big) AND (data OR metadata OR government)) AND TI=(quality OR assessment OR benchmarking OR analysis OR ((framework OR model) AND (measurement OR assessing))).

Appendix B

Contingency Table of Observed Frequencies of the Agreement Between the Two Raters

Contingency table shows the observed frequencies when decisions made by Rater 1 are compared with decisions made by Rater 2. The frequencies from the contingency table were used within the inter-rater reliability tests.

|               | Rater 1 | Rater 2 | Row totals |
|---------------|---------|---------|------------|
| **First IRR test** |         |         |            |
| Rater 2       |         |         |            |
| 1             |         | 167     | 5          |
| 0             |         | 26      | 707        |
| Column totals | 193     | 712     | 905        |
| **Second IRR test** |         |         |            |
| Rater 2       |         |         |            |
| 1             |         | 88      | 4          |
| 0             |         | 5       | 101        |
| Column totals | 93      | 105     | 198        |

Note. IRR = inter-rater reliability.
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