Temperature and initial composition dependence of pattern formation and dynamic behavior in phase separation under deep-quenched conditions
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Phase separation of SCN–H2O ([CH2CN]2–H2O) transparent solutions is simulated in two dimensions and the effects of quenching temperature and initial composition on the pattern formation and dynamic behavior of the second phase are examined via Minkowski functionals. The simulation is based on model H where the molar free energy of the SCN–H2O solution is obtained by the CALPHAD approach. We find that the composition and temperature do not affect the exponent in the domain growth law, where the average domain size with time yields \( R(t) \approx t^n \). However, they influence the pattern formation and dynamic behavior of the second phase in phase separation. Lower temperature leads to a finer bicontinuous structure in spinodal decomposition and promotes the nucleation rate, which accelerates the phase separation and results in more liquid droplets with smaller size. As the initial composition diverges from the critical value, the spatial patterns change gradually from bicontinuous into a droplet-like structure. When the initial composition is closer to the critical value, for spinodal decomposition, the diffusion-driven growth lasts for a longer time and the average domain size of liquid droplets is larger. For nucleation-driven growth, in contrast, the single phase separates more quickly and the average size of liquid droplets is smaller.

1 Introduction

Liquid–liquid phase separation exists widely in binary alloys, colloids, polymer solutions, and other condensed matter.  

When an initially homogeneous single-phase mixture is quenched inside the miscibility gap, it separates into two coexisting phases via nucleation-growth (NG) or spinodal decomposition (SD). NG is an activated process, which needs to overcome a free energy barrier.  

When the quenching depth is large and the system is far from an equilibrium state, would the exponent \( n \) change? (2) The patterns of SD usually present a bicontinuous structure near the critical temperature. What is the effect of quenching temperature on variations in structure, which is hard to observe directly in experiments? (3) SD can also occur at off-critical compositions if the system is quenched into the unstable region. In this case, the volume fraction of the second phase would be smaller compared with that in the critical composition. How does this influence the domain growth and patterns of the system?

In systems far from the critical composition near the binodal temperature, phase separation proceeds via NG. In this case, Lifshitz and Slyozov (LS) also derived a \( t^{1/3} \) growth law, in which the physical mechanism is the evaporation of material from small droplets and condensation onto larger droplets, called Ostwald ripening.  
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describes the coarsening process in the later stage of NG. The domain growth law in the early stage, where all of the droplets continue to grow by diffusion, has received little attention, let alone the differences between systems with different compositions and temperatures. Moreover, according to the classical nucleation theory,\textsuperscript{17,18} lowering the temperature could promote the nucleation rate and accelerate the phase separation. However, the effect of initial composition on nucleation rate is also unclear.

In this paper, the effects of temperature and initial composition on phase separation will be investigated and the pattern formation and growth laws at large quenching depth will be determined. Since the time evolution of the patterns and domain growth in phase separation in the very early stage are hard to observe and measure directly by experiments, a computational approach is adopted. The transparent SCN-H\textsubscript{2}O solution\textsuperscript{19,20} is chosen as the research object as its physical properties are fully known. The model H\textsuperscript{21–24} is applied to solutions with different compositions and quenching temperatures. Via Minkowski functionals,\textsuperscript{11,13,25} which are introduced in Section 2, the differences in phase separation under different conditions will be examined by the quantitative measurement of morphological characteristics to determine patterns of phase separation. We will also define conveniently the mean domain size $R(t)$ to measure the kinetic characteristics of the second phase through Minkowski functionals.

2 Numerical methods

2.1 Governing equations in model H

For phase separation in a binary solution, the separated phases can be clearly distinguished by their solute concentration. Thus, we adopt the concentration of H\textsubscript{2}O, $c(r,t)$, as the order parameter of the phase field. According to the gradient thermodynamics,\textsuperscript{21,22} the total free energy, including contributions from non-uniformities of such binary fluids, can be described as:

$$ F = \int g(c, \nabla c, T) dV = \frac{1}{V_m} \int \left[ f(c, T) + \frac{1}{2} \kappa |\nabla c|^2 \right] dV, \quad (1) $$

where $g(c, \nabla c, T)$ represents the free energy density, $T$ the temperature, $\nabla c$ the concentration gradient, $\kappa$ the gradient energy coefficient related to interfacial tension, $V_m$ the molar volume of the liquid, and $f(c, T)$ the molar Gibbs free energy.

Usually, the regular solution model\textsuperscript{11,16,27} is adopted to determine $f(c, T)$, in which the binodal line is symmetric about 0.5. However, real fluid mixtures, such as the SCN-H\textsubscript{2}O solution whose phase diagram\textsuperscript{28} is shown in Fig. 1, break the symmetry of the miscibility curve, and the critical composition no longer equals 0.5. This means the regular solution model may not accurately describe the phase separation in the SCN-H\textsubscript{2}O system. Therefore, to facilitate comparison with experiments, we adopt the results from the CALPHAD approach, in which the liquid phase is modeled as a sub-regular solution and the molar Gibbs energy can be expressed as\textsuperscript{28,29}

$$ f = \sum_{i} c_{i} g_{i} + RT \sum_{i} c_{i} \ln c_{i} + \sum_{i>j} c_{i} c_{j} \sum_{k=0}^{n} k L_{ij} (c_{i} - c_{j})^{k}, \quad (2) $$

where $R$ is the gas constant, $g_{i}$ the molar Gibbs energy of the pure substance $i$, $c_i$ and $c_j$ denote the concentrations of pure substances $i$ and $j$, $L_{ij}$ is the $k$th binary interaction parameter between $i$ and $j$ and depends on the temperature as a function of $A + BT$, in which $A$ and $B$ are model parameters. For the SCN-H\textsubscript{2}O system, $L_{ij}$ are given as follows ($k = 0, 1, 2, 3$)\textsuperscript{28}

$$ 0 L_{SCN,H\textsubscript{2}O} = 19240 - 44.85T, \quad 1 L_{SCN,H\textsubscript{2}O} = -9871 + 25.32T, \quad 2 L_{SCN,H\textsubscript{2}O} = 9412 - 25.52T, \quad 3 L_{SCN,H\textsubscript{2}O} = 19181 - 60.85T. \quad (3) $$

To describe the process of phase separation in the liquid state, an additional convection term, $(\nabla c) v$, is introduced into the Cahn–Hilliard (C–H) equation:\textsuperscript{21,23,27}

$$ \frac{\partial c}{\partial t} + \nabla \cdot (c v) = M \nabla^{2} \mu, \quad (4) $$

where $v$ is velocity and $M$ is the chemical mobility given by

$$ M = \frac{DV_{m} c_{i} c_{j}}{RT} = \frac{DV_{m} c (1 - c)}{RT}, \quad (5) $$

where $D$ is the chemical diffusivity. The factor $c(1 - c)$ is assumed to be a constant given by $c_{0}(1 - c_{0})$, where $c_{0}$ is the initial composition of the system. The chemical potential $\mu$ can be calculated as\textsuperscript{26}

$$ \mu = \frac{g_{i}}{c_{i}} - \nabla \cdot \left( \frac{\partial g}{\partial \nabla c} \right) = \frac{1}{V_{m}} \left( \frac{\partial f}{\partial c} - \kappa \nabla^{2} c \right).
$$

An incompressible, viscous system is considered and the mass density is assumed to be independent of composition and phases. Therefore, a general set of Navier–Stokes (N–S) equations in two dimensions can be written as:\textsuperscript{24}

$$ \nabla \cdot v = 0, \quad (7) $$

$$ \frac{\partial v}{\partial t} + \rho \nabla \cdot (v v) = -\nabla \rho + \nabla \cdot \tau + \nabla \cdot \theta, \quad (8) $$

where $\rho$ is the mass density of the fluid, $\tau = \eta(\nabla v + \nabla v^{T})$ is the viscous stress tensor with $\eta$ being the dynamic viscosity, and $\rho$ is
the thermodynamic pressure. The additional interfacial tension tensor $\theta$ can be expressed as

$$\theta = \frac{1}{2} \kappa |\nabla c|^2 I - \kappa (\nabla c \otimes \nabla c),$$

where $I$ is a second rank unit tensor. The three coupled equations (eqn (4), (7), and (8)) constitute a complete set of kinetic equations that describe the liquid–liquid phase separation.

The free-energy-based multiphase lattice Boltzmann method$^{8,30-32}$ is adopted as a numerical algorithm to solve the coupled equations. Simulations were performed on lattices with $256 \times 256$ nodes, using no-slip boundary conditions.$^{34}$ We set the grid size $\Delta x = \Delta y = 1$ and the time step $\Delta t = 0.1$. The other dimensionless model parameters are $\tau_c = (1 + 1/\sqrt{3})/2$, $T_c = 1$, $\kappa = 0.1$, $\eta = 0.9$, $D = 0.1$. For simplicity’s sake, the system is initialized with $\rho = 1.0$, $v = 0$. To determine the effects of temperature on phase separation, we choose SCN-82.47 at% H$_2$O and SCN-89 at% H$_2$O solutions to quench to different temperatures, marked by the circular (SD cases) and triangle symbols (NG cases) respectively in Fig. 1. Meanwhile, the differences in phase separation between solutions with different compositions, marked by diamond symbols, are also examined at the temperature of $0.96T_c$. The other physical parameters used in the simulations are listed in Table 1.

### 2.2 Morphological characterization of patterns of phase separation

The usual approaches to characterize the evolution of single phase domains are mainly based on the time dependent mean domain size $R(t)$, which is calculated from the first moment of

| Physical parameter | Value |
|--------------------|-------|
| Critical temperature $T_c$ (K) | 331.2 |
| Critical concentration of H$_2$O $c_c$ (at%) | 82.47% |
| Viscosity of H$_2$O $\eta_{H_2O}$ (10$^{-3}$ Pa s) | 1.01 |
| Viscosity of SCN $\eta_{SCN}$ (10$^{-3}$ Pa s) | 2.6 |
| Density of H$_2$O $\rho_{H_2O}$ (10$^3$ kg m$^{-3}$) | 1.0 |
| Density of SCN $\rho_{SCN}$ (10$^3$ kg m$^{-3}$) | 0.998 |
| Diffusion coefficient $D$ (10$^{-9}$ m$^2$ s$^{-1}$) | 2.0 |

Fig. 2  Evolution of patterns in spinodal decomposition with dimensionless time for SCN-82.47 at% H$_2$O solution. The temperature is fixed at (a) $T = 0.995T_c$, (b) $T = 0.99T_c$, and (c) $T = 0.98T_c$. 

Table 1  Physical parameters of SCN-H$_2$O solution$^{19,20,28}$
However, the mean domain size alone cannot account for the rich variety of geometrical shapes of single phase domains and their connectivity. Therefore, to characterize quantitatively the time evolution of phase separation patterns, we adopt three Minkowski functionals, which correspond geometrically to the fractional area of the second phase domains, the boundary length between two phases, and the Euler characteristic characterizing the connectivity of the spatial pattern and the number of isolated second phase domains. They also provide a convenient way to define the average domain size $R(t)$, which is introduced in Section 3.

For calculation, we define a threshold value $c_{th}$. When $c(r,t)$ is above $c_{th}$, a pixel of the square lattice is regarded as a white pixel; otherwise, as a black one. The white and black pixels distinguish the separated phases. $c(r,t)$ of a pixel can be calculated by averaging its four vertices. Therefore, for a given a threshold value $c_{th}$, the two-valued field $P(r,c_{th})$ is defined as

$$P(r,c_{th}) = \begin{cases} 1, & c(r) < c_{th} \\ 0, & c(r) \geq c_{th} \end{cases}.$$  (10)

Based on that, the Minkowski functionals $A$, $L$, and $\chi$ can be calculated as

$$A(c_{th}) = \frac{N_{th}}{N} = \frac{1}{N} \sum_r P(r,c_{th}),$$  (11)

$$L(c_{th}) = \frac{1}{N} \sum_{P(r,c_{th})=1} \sum_{i=1}^{4} P(r+e_i,c_{th}).$$  (12)

$$\chi(c_{th}) = (N^b - N^w)/N,$$  (13)

where $N_{th}$ is the number of black pixels, $N$ is the total number of pixels. $N^b$ and $N^w$ represent the number of black and white finite single domains, respectively.
3 Simulation results and discussions

3.1 The effects of temperature on spinodal decomposition

SD occurs without any energy barrier at the critical composition as long as the temperature is below $T_c$. We simulate the pattern formation of this process in the SCN-82.47 at% H$_2$O solution at three temperatures: 0.995$T_c$, 0.99$T_c$, and 0.98$T_c$, marked by circular symbols in Fig. 1. The results are shown in Fig. 2. For the three temperatures, on one hand, the phase separation behaviors are similar. In the very initial stage, the bicontinuous structure forms throughout the whole region and the concentrations of the two separated phases deviate slightly so that the interface is unclear. As time goes on, the difference in the concentration of the two phases increases gradually and the interface becomes progressively more distinct. Accompanying this, the bicontinuous structure starts to break up and gradually form spherical droplets due to surface tension. Then the neighboring droplets collide and coalesce. Some larger liquid droplets also continue to grow while some smaller droplets dissolve, revealing that Ostwald ripening occurs. On the other hand, the lower the temperature, the less time is needed for forming the interface, indicating that the phases separate more quickly. Moreover, the bicontinuous structure becomes finer and easier to break up at lower temperature, which produces more liquid droplets with smaller radius.

To describe quantitatively the process of SD under different temperatures, the three Minkowski functionals have been calculated at the selected threshold $c_{th}$ value of 0.81, as shown in Fig. 3. With the passing of time, the values of $A$, $L$, and $\chi$ all increase at first, after which $A$ remains essentially constant whereas $L$ and $\chi$ decrease rapidly. Thus, the complete process of phase separation can be divided into two stages: the early stage of SD and the later stage of domain growth. The maximum values $L$ and $\chi$ mark the transition and their positions $t(L)$ and $t(\chi)$ can be used to define the transition time $t$.

In the SD stage, the increasing concentration fluctuation leads to the formation of an interface between the two coexisting phases accompanied by the increase of $A$, $L$, and $\chi$. For $A$, its maximum value is decided by the lever rule of the phase diagram and is irrelevant to the dynamic process. As for $L$ and $\chi$, their

Fig. 5 Evolution of patterns in nucleation-growth with dimensionless time for SCN-89 at% H$_2$O solution. The temperature is fixed at (a) $T = 0.96T_c$, (b) $T = 0.95T_c$, and (c) $T = 0.94T_c$. 

- (a) $t = 120$, $t = 300$, $t = 1000$
- (b) $t = 60$, $t = 300$, $t = 1000$
- (c) $t = 10$, $t = 300$, $t = 1000$
maximum values are larger at lower temperature, suggesting that more single domains form. Furthermore, the transition time $t$ decreases with the decrease of temperature, revealing that the SD proceeds much faster at lower temperature. In the domain growth stage, the irregular shaped second phase begins to shrink and evolves into spherical droplets due to the surface tension, which reduces the total boundary length. Thus, $L$ and $\chi$ decrease significantly with time. Fig. 3(b) and (c) show that the coalescence and Ostwald ripening are intense at the beginning of the domain growth stage but decay rapidly with time. Moreover, the curves are steeper at lower temperature, indicating that the coalescence and the Ostwald ripening are intense.

As a quantitative measure of the domain growth kinetics, we calculate the average domain size $R(t) = A(t)/L(t)$ as a function of time, as shown in Fig. 4. Evidently, there is a crossover in the relationship between $R$ and $t$ for all three temperatures, as the arrows denote. At the early times, diffusion is the main mechanism for solute transport so that domain growth obeys $R \sim t^{1/3}$. At later times, the concentrations of the two phases are close to the respective equilibrium values so that diffusion of the solute is quite slow. During this phase, droplets coalescence and Ostwald ripening dominates the domain growth as $R \sim t$. The transition from $R \sim t^{1/3}$ to $R \sim t$ has been reported to occur when the phase transition occurs near the binodal temperature, and our simulation results indicate that this growth law still holds at large quenching depth. However, the temperature still influences the dynamic process of phase separation. Lower temperature leads to a shorter duration of the diffusion process, indicating that the single phase separates into two coexisting phases more quickly. Furthermore, the average domain size is smaller at lower temperature, corresponding to a finer bicontinuous structure in the early stage and smaller liquid droplets in the later stage, which is in agreement with the results in Fig. 2.

Fig. 6 Variations in the Minkowski measures (a) $A$, (b) $L$, and (c) $\chi$ with dimensionless time at different temperatures for SCN-89 at% H$_2$O solution.

Fig. 7 Average domain size $R$ versus dimensionless time $t$ at different temperatures for SCN-89 at% H$_2$O solution. The arrows denote the scaling behaviors as the domain size changes into $\sim t^{1/3}$ from $\sim t^{1/2}$.\[\int_0^\infty \text{function}(x) \, dx = 1\]
3.2 The effects of temperature on nucleation-growth

We choose the SCN-89 at% H2O solution to simulate the NG process at different temperatures: 0.96\(T_c\), 0.95\(T_c\), and 0.94\(T_c\), marked by triangle symbols in Fig. 1, and the pattern formations are shown in Fig. 5. Unlike SD, the change of composition in the NG process is abrupt and the minority second phase forms with spherical shape. The concentrations of the second phase and matrix phase around the droplets are close to the equilibrium value while the concentration in the other region keeps initial value. Therefore, the interface between the two phases is clear at the beginning of phase separation. Moreover, lower temperature significantly promotes the nucleation rate, resulting in greater number and smaller size of liquid droplets in solution.

The values of the three Minkowski functionals are also calculated, as shown in Fig. 6, in which the threshold value \(c_0\) is selected as 0.8. Similar to the behavior observed for SD, the “increase-then-decrease” transition tendency also exists in the curves of \(L\) and \(\chi\) at 0.95\(T_c\) and 0.94\(T_c\). However, the Minkowski functionals increase monotonously with time at 0.96\(T_c\), presumably because the process of phase separation at this temperature is quite slow. It is expected that the transition would also appear at 0.96\(T_c\) if sufficient time were allowed. Actually, such a transition connects two growth mechanisms of liquid droplets. In the early stage, the core of the second phase forms and the solution is supersaturated for all liquid droplets, so that all of them keep on growing. In the later stage, the single phase has separated into two coexisting phases and the system is close to the equilibrium state. Furthermore, the maximum values of \(L\) and \(\chi\) increase with the decrease of temperature, suggesting a higher nucleation rate. This results in the easier and quicker overlap of diffusion zones of the solute. Therefore, the growth of droplets enters the next stage after a shorter time, which also causes the radius of droplets to be smaller at lower temperature. Compared with Fig. 3, 6(b) and (c) show that \(L\) and \(\chi\) decrease more gently, indicating that the growth mechanism of NG may be different from that of SD in the later stage. In fact, the liquid droplets are widely separated from each other due to the small volume fraction, so that the collision and coalescence between droplets rarely occurs.

Fig. 7 presents the calculated results of the time dependent domain size. The average domain size, which corresponds to the mean radius of liquid droplets in this case, satisfies \(R = K(t - t_0)^{1/2}\), in which \(K\) is a constant as given by Zener\(^{34}\) in theory. The values of coefficient \(K\) at the three temperatures are very close in our simulations, indicating that the growth speed of liquid droplets is nearly temperature-independent. In the later stage after the transition point of \(L\) and \(\chi\), due to the overlap of the diffusion zones, the Ostwald ripening becomes the main mechanism of coarsening. In this case, the domain grows slowly as \(R \sim t^{1/3}\). Clearly, the crossover from \(t^{1/2}\) to \(t^{1/3}\) holds not only near the binodal temperature, but also at temperatures of quenching to a certain degree.

3.3 Phase separation with different initial concentrations at same temperature

To examine the influence of initial composition, we simulate the phase separation of solutions with different initial
compositions at the same temperature of \(0.96T_c\), marked by diamond symbols in Fig. 1. The results are presented in Fig. 8. It shows that with changing composition, the patterns in the early stage of phase separation evolve gradually from a bicontinuous structure into a droplet-like structure, suggesting that the phases separate by SD in Fig. 8(a) and (b) but by nucleation in Fig. 8(d). There are some spherical droplets with clear interfaces in Fig. 8(c), similar to the case of nucleation. However, many fuzzy and irregularly shaped domains can be distinguished in the background, which do not appear in Fig. 8(d). Moreover, the phase separation in Fig. 8(c) starts much earlier than that in Fig. 8(d), indicating that the solution of \(c = 0.87\) should separate by SD at 0.96\(T_c\). The Minkowski values for phase separation in this situation are given in Fig. 9. Fig. 9(a) shows that the volume fraction of the second phase is smaller at off-critical compositions, which is the main reason for the droplet-like structure in the early stage of SD. One striking feature in Fig. 9(b) and (c) is that although the solutions of \(c = 0.87\) and \(c = 0.88\) are similar in terms of patterns and composition, their \(L\) and \(\chi\) are significantly different. This characterizes the essential distinction between SD and nucleation, that is, a spontaneous process for the former and an activated process for the latter.

The evolutions of the \(R-t\) relationships are presented in Fig. 10. It shows that the domain growth law is related to the mechanism of phase separation instead of the initial composition. For SD at off-critical compositions, the average domain size still obeys \(R-t^{1/3}\) at early times and \(R-t\) at later times. However, the duration of diffusion-driven growth is shorter at off-critical compositions, indicating that the single phase separates into two coexisting phases in a shorter time. The reason could be that this initial composition is closer to the equilibrium value of the matrix phase so that the diffusion process lasts for a shorter time. Furthermore, this also causes the size of single domains to be smaller at off-critical compositions. For NG, the crossover from \(R-t^{1/2}\) to \(R-t^{1/3}\) still holds for...
the solution of $c = 0.88$, indicating the initial composition does not influence the exponent in the growth law. However, in the cases plotted in Fig. 6(c) and 9(c), the nucleation rate is larger than the case of $c = 0.88$ at the temperature of 0.96$T_c$. Hence, the effect of composition on NG and SD is different. In NG, if the initial composition is closer to the critical value, the single phase separates more quickly and the average size of liquid droplets is smaller, as shown in Fig. 7 and 10.

4 Conclusions

We discuss and analyze the effects of initial composition and temperature on phase separation by using a simulation method. It is found that the domain growth law is solely related to the mechanism of phase separation. The average domain size yields $R(t) \sim t^{n}$ where $n = 1/3$ in the early stage and $n = 1$ in the later stage for SD while $n = 1/2$ and $n = 1/3$ respectively for NG. In general, lower temperature causes the domain growth in the early stage to last for a shorter time, indicating that the single phase separates more quickly into two coexisting phases. For SD, the bicontinuous structure in the early stage is finer at lower temperature, which produces more liquid droplets with smaller size and further causes the processes of droplet coalescence and Ostwald ripening in the later stage to be more intense. For NG, the temperature also does not influence the growth rate of single liquid droplets in the early stage. However, the nucleation rate increases significantly with the decrease of temperature while the size of liquid droplets decreases.

We also show that the spatial patterns in the early stage of SD change gradually into a droplet-like structure from a bicontinuous structure as the initial composition diverges from the critical value. The composition affects the mechanism of phase separation, i.e. spinodal or nucleation-driven, but does not change the exponent in the domain growth law as mentioned above. For SD, when the initial composition is closer to the critical value, diffusion-driven growth lasts for a longer time and the average size of liquid droplets is larger. In contrast, for nucleation, the single phase separates more quickly and the average size of liquid droplets is smaller. Finally, comparing SD and nucleation at the same temperature, if their patterns and composition are close, the phase separation by the former still proceeds more quickly.
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