SINGULAR SPECTRAL SHIFT
AND PUSHNITSKI $\mu$-INARIANT

N. A. AZAMOV

Abstract. In this paper it is shown that in case of trace class perturbations the singular part of Pushnitski $\mu$-invariant does not depend on the angle variable. This gives an alternative proof of integer-valuedness of the singular part of the spectral shift function. As a consequence, the Birman-Krein formula for trace class perturbations follows.
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Let $H_0$ be a self-adjoint operator, let $V$ be a trace-class self-adjoint operator and let $H_r = H_0 + rV$, where $r \in \mathbb{R}$. The Kato-Rosenblum theorem asserts that in this case there exist Möller’s wave operators

$$W_\pm(H_r, H_0) := s - \lim_{t \to \pm \infty} e^{itH_r} e^{-itH_0} P^{(a)}(H_0),$$

where the limit is taken in the strong operator topology and where $P^{(a)}(H_0)$ is the projection onto the absolutely continuous subspace $\mathcal{H}^{(a)}(H_0)$ of $H_0$. The scattering matrix is defined by formula

$$S(H_r, H_0) = W_+^*(H_r, H_0) W_-(H_r, H_0).$$

The scattering matrix $S(H_r, H_0)$ is a unitary operator from $\mathcal{H}^{(a)}(H_0)$ to $\mathcal{H}^{(a)}(H_0)$ which commutes with $H_0$. It follows that in the direct integral decomposition

$$\mathcal{F}: \mathcal{H}^{(a)}(H_0) \to \int_\sigma \mathfrak{h}_\lambda d\lambda$$

of the Hilbert space $\mathcal{H}^{(a)}(H_0)$, which diagonalizes $H_0$:

$$\mathcal{F}(H_0 f)(\lambda) = \lambda \mathcal{F}(f)(\lambda), \quad \text{a.e. } \lambda,$$

the operator $S(H_r, H_0)$ has the form

$$S(H_r, H_0) = \int_\sigma S(\lambda; H_r, H_0) d\lambda,$$
where \( S(\lambda; H_r, H_0) \) is a unitary matrix for a.e. \( \lambda \), called the scattering matrix, and where \( \hat{\sigma} \) is a core of the spectrum of \( H_0 \).

There is a formula for the scattering matrix, established rigorously by Birman and Éntina in [BE] (see also [Y]) (which was well-known to physicists well before [BE]),

\[
S(\lambda; H_r, H_0) = 1\lambda - 2\pi iZ(\lambda; G)(1\lambda + JT_0(\lambda + i0))^{-1}Z^*(\lambda; G) \quad \text{a.e. } \lambda \in \mathbb{R},
\]
called the stationary formula, where the perturbation \( V \) is factorized as \( G^*JG \) with \( G: \mathcal{H} \to \mathcal{K} \) a Hilbert-Schmidt operator from \( \mathcal{H} \) to an auxiliary Hilbert space \( \mathcal{K} \), \( J: \mathcal{K} \to \mathcal{K} \) is a bounded self-adjoint operator, \( T_0(\lambda + i0) \) is the Hilbert-Schmidt limit of \( G^*(H_0 - (\lambda + iy))^{-1}G \) as \( y \to 0^+ \) and \( Z(\lambda; G)f = (JG^*f)(\lambda) \).

The scattering matrix \( S(\lambda; H_r, H_0) \) is a unitary matrix such that the matrix \( S(\lambda; H_r, H_0) - 1\lambda \) is trace class in \( \mathfrak{h}_\lambda \). So, the spectrum of \( S(\lambda; H_r, H_0) \) consist of the eigenvalues of \( S(\lambda; H_r, H_0) \) (called scattering phases) with only one possible accumulation point 1. In [Pu], A.B. Pushnitski introduced the so-called \( \mu \)-invariant \( \mu(\theta, \lambda) \) which calculates the spectral flow of eigenvalues of \( S(\lambda; H_r, H_0) \) through the point \( e^{i\theta} \). To be able to calculate the spectral flow it is necessary to find a certain way to send the eigenvalues of the scattering matrix to 1. Roughly speaking, the \( \mu \)-invariant calculates the spectral flow when the imaginary part \( y \) of the spectral parameter \( \lambda + iy \) is sent from \( +\infty \) to 0.

In [Az], for a class of Schrödinger operators, another way was discovered to calculate the spectral flow of the scattering phases: by sending the coupling constant \( r \) from 1 to 0. It was also observed in [Az] that these two ways may not necessarily give the same answer. The second way of calculating the spectral flow of scattering phases was called the absolutely continuous part of the \( \mu \)-invariant and denoted by \( \mu^{(a)}(\theta, \lambda) \). One of the observations made in [Az] was that the difference between these two ways to calculate the spectral flow of scattering phases was equal to (the density of) the so-called singular part of the spectral shift function \( \xi^{(s)}(\lambda; H_r, H_0) \).

In the definition of \( \mu^{(a)}(\theta; \lambda) \) for arbitrary self-adjoint operators, there is one significant technical difficulty: one has to make sure that for a.e. \( \lambda \) the scattering matrix \( S(\lambda; H_r, H_0) \) exists for all \( r \in [0, 1] \). This difficulty was overcome in [Az2], where it was shown (provided there is a fixed Hilbert-Schmidt operator \( F \) with trivial kernel in \( \mathcal{H} \), called a frame operator) \( S(\lambda; H_r, H_0) \) exists for all \( r \) except a discrete set, and that \( S(\lambda; H_r, H_0) \) is a meromorphic function of the coupling constant \( r \) which admits analytic continuation to all \( \mathbb{R} \).

In [Pu] the formula

\[
\xi(\lambda; H_1, H_0) = -\frac{1}{2\pi} \int_0^{2\pi} \mu(\theta, \lambda; H_1, H_0) \, d\theta
\]

was proved for a.e. \( \lambda \in \mathbb{R} \). In this paper I prove analogue of this formula for the absolutely continuous part of \( \mu : \)

\[
\xi^{(a)}(\lambda; H_1, H_0) = -\frac{1}{2\pi} \int_0^{2\pi} \mu^{(a)}(\theta, \lambda; H_1, H_0) \, d\theta.
\]
I also show that the difference
\[ \mu^{(s)}(\theta, \lambda; H_1, H_0) := \mu(\theta, \lambda; H_1, H_0) - \mu^{(a)}(\theta, \lambda; H_1, H_0) \]
does not depend on the angle variable \( \theta \). This implies that
\[ \xi^{(s)}(\lambda) = -\mu^{(s)}(\theta, \lambda; H_1, H_0), \]
and, as a consequence, that \( \xi^{(s)}(\lambda) \) is a.e. integer-valued. In \([Az_2]\) it was shown that integer-valuedness of \( \xi^{(s)} \) is equivalent to the Birman-Krein formula. As such, this paper gives a new proof of the Birman-Krein formula.

To make sure that the two ways to calculate spectral flow of scattering phases are indeed different, one has to prove existence of non-trivial singular spectral shift functions \( \xi^{(s)} \). This has been done in \([Az_3]\).

The first five sections are devoted essentially to an exposition of Pushnitski \( \mu \)-invariant. The approach of this paper to the notion of \( \mu \)-invariant is different from that of \([Pu]\). In section 7 the \( \mu \)-invariant is used to give a new proof of integer-valuedness of \( \xi^{(s)} \).

2. THE METRIC SPACE \( S_1(\mathbb{T}) \)

In this section we shall study the space \( S_1(\mathbb{T}) \) of spectra of unitary operators \( U \), such that \( U - 1 \) is trace class. This space plays a special role for the notion of \( \mu \)-invariant. The space \( S_1(\mathbb{T}) \) was introduced and studied in \([Pu]\) (where it was denoted by \( X_1 \)), but in a different way. The treatment of \( S_1(\mathbb{T}) \) given in this and subsequent sections is more suitable for what follows in further sections.

Many proofs in this section are probably standard and/or quite simple. I do not claim originality for them and include them for completeness.

The space \( S_1(\mathbb{T}) \) is a metric space, and as such it is desirable to study it first from purely topological point of view; this will clarify its applications to the study of \( \mu \)-invariant.

2.1. Rigged sets and their enumerations. A rigged subset \( S \) of a set \( X \) is a set of elements of \( X \) with assigned number \( n = 0,1,2,\ldots \) or infinity \( \infty \) : \( \{(s,n) : s \in X, n = 1,2,\ldots \} \). The number \( n \) of the pair \( (s,n) \) should be understood as multiplicity of the element \( s \). If \( (s,n) \in S \) with \( n = 0 \), the corresponding element \( s \) is deemed not to belong to the rigged set \( S \), and we write \( s \notin S \); while \( s \in S \) means that \( n \geq 1 \). So, any element of \( X \) can be considered as an element of \( S \) with appropriate multiplicity. The number \( n \) will be called multiplicity of the element \( s \) and will be denoted by \( \text{mult}(s) = \text{mult}(s; S) \).

Given two rigged subsets \( S_1 \) and \( S_2 \) of \( X \), we write \( S_1 \subseteq S_2 \), if, for any \( x \in X \),
\[ \text{mult}(x; S_1) \leq \text{mult}(x; S_2). \]
One can naturally define the sum $S_1 + S_2$ and, in case of $S_2 \leq S_1$, the difference $S_1 - S_2$ of two rigged sets $S_1$ and $S_2$ by formulas

$$\text{mult}(x; S_1 \pm S_2) = \text{mult}(x; S_1) \pm \text{mult}(x; S_2).$$

It is also possible to define union and intersection of two rigged sets, but we don’t need them.

A set $X$ can be treated as a rigged set all elements of which has multiplicity 1. To distinguish rigged sets from usual sets we use notation $\{\ldots\}^*$ for rigged sets. If $S$ is a rigged set and if $T$ is a usual set, the inclusion $S \subset T$ will mean that any element of $S$ (with non-zero multiplicity) belongs to $T$. Also, by $S \cap T$ we denote the rigged set

$$S \cap T := \{x \in S: x \in T\}^*,$$

that is, $\text{mult}(x; S \cap T) = \text{mult}(x; S)$, if $x \in T$; and $\text{mult}(x; S \cap T) = 0$, if $x \notin T$.

We define support $\text{supp}(S)$ of a rigged subset $S$ of a (usual) set $X$ as a usual set by the formula

$$\text{supp}(S) := \{x \in X: \text{mult}(x; S) > 0\}.$$

A rigged set is countable, if its support is countable. We consider only countable rigged sets.

By an enumeration of a countable rigged set $S$ we mean any sequence (or a double sequence) of elements of $S$, in which every element $s$ of $S$ appears exactly $\text{mult}(s)$ times.

Rank $\text{rank}(S)$ of a rigged set $S$ is the sum of multiplicities of all its elements.

If $X$ is a topological space and $S$ is a rigged subset of $X$, then, by definition, $x_0 \in X$ is an accumulation point of $S$, if for any neighbourhood $U$ of $x_0$ the rank of $S \cap U$ is infinite. In particular, a point of infinite multiplicity is an accumulation point.

2.2. **Definition of $S_1(T)$**. Let $X$ be a metric space with a fixed point $x_0 \in X$. By $S_\infty(X) = S_\infty(X, x_0)$ we denote the set of all rigged subsets of $X$ with only one accumulation point $x_0 \in T$. In fact, we are interested in only two cases: $(X, x_0) = (\mathbb{R}, 0)$ and, most of all, $(X, x_0) = (T, 1)$.

The element $x_0$ itself is always supposed to have multiplicity $\infty$: $\text{mult}(x_0) = \infty$. It follows that the support of any (rigged) set from $S_\infty(X)$ can have only one accumulation point $x_0$.

Since $x_0$ has infinite multiplicity in any rigged set $S$ from $S_\infty(X)$, we agree to say that the rank of $S \in S_\infty(X)$ is the rank of the rigged set $S \setminus \{x_0\}$. If the rank of $S$ is finite, we say that $S$ is finite or of finite rank.

If $S, T \in S_\infty(X)$, then we let

$$d(S, T) = \inf \sum_{j=1}^{\infty} |s_j - t_j|,$$
where the infimum is taken over all enumerations \((s_j)\) and \((t_j)\) of \(S\) and \(T\), and where \(d\) on the right hand side denotes metric of the space \(X\). The sum on the right hand side will be called \textit{distance between enumerations}. By \(x_0\) we denote the element of \(S_\infty(\mathbb{T})\) which has only one element \(x_0\) with infinite multiplicity. By \(S_1(X)\) we denote the set of elements of \(S_\infty(X)\) for which the distance \(d(S,x_0)\) is finite.

Spectra of unitary operators \(U\) of the class \(1 + L_1(H)\) belong to \(S_1(\mathbb{T})\). In this paper, this is the only reason for introduction and study of the space \(S_1(X)\). The only difference is that the eigenvalue 1 of a unitary operator of the class \(1 + L_1(H)\) may have a finite multiplicity. It is possible to treat multiplicity of an eigenvalue in a different way: as the limit of the total multiplicity of all eigenvalues from a neighbourhood of a given one, when the radius of the neighbourhood goes to zero. This way, the spectrum of a unitary operator of the class \(1 + L_1\) is exactly an element of \(S_1(\mathbb{T})\).

The space \(S_1(\mathbb{T})\) (in a different shell) has been studied by other authors as well; for example, in [Pu], A. Pushnitski studies a metric space \(X_1\) which is in fact isometric to \(S_1(\mathbb{T})\), as we shall see.

In [Ka], T. Kato introduces metric between two finite groups \(S\) and \(T\) of isolated eigenvalues (counting multiplicities) of the same power \(N\) by the formula
\[
d(S,T) = \max_{j \in 1 \ldots N} |s_j - t_j|.
\]
For the space \(S_1(\mathbb{T})\) the metric (1) is more suitable.

**Lemma 2.1.** The set \(S_1(X)\) with distance \(d\) is a metric space. If \(X\) is separable, then \(S_1(X)\) is also separable.

**Proof.** Obviously, the metric \(d\) is non-degenerate and is symmetric. So, we need to check only the triangle inequality \(d(S_1,S_3) \leq d(S_1,S_2) + d(S_2,S_3)\). Let \(a_1,a_2,\ldots\) be an enumeration of \(S_1\), let \(c_1,c_2,\ldots\) be an enumeration of \(S_3\), and let \(b'_1,b'_2,\ldots\) and \(b''_1,b''_2,\ldots\) be two enumerations of \(S_2\). Then for some enumeration \(c'_1,c'_2,\ldots\) of \(c\)
\[
\sum |a_j - b'_j| + \sum |b''_j - c_j| = \sum |a_j - b'_j| + \sum |b'_j - c'_j| \geq \sum |a_j - c'_j| \geq d(S_1,S_3).
\]
Since the two enumerations of \(b\) are arbitrary, it follows that
\[
d(S_1, S_2) + d(S_2, S_3) \geq d(S_1, S_3).
\]

If \(A\) is a countable dense subset of \(X\), then it is easy to see that the set of all rigged sets in \(S_1(X)\), which are of finite rank and with elements from \(A\), is countable and is dense in \(S_1(X)\). \(\square\)

We note some properties of the distance \(d\).

**Lemma 2.2.** For any \(S_1, S_2, T_1, T_2 \in S_1(X)\),
\[
(2) \quad d(S_1 + S_2, T_1 + T_2) \leq d(S_1, T_1) + d(S_2, T_2).
\]
Proof. Shuffling of any two enumerations \((s'_j)\) and \((s''_j)\) of \(S_1\) and \(S_2\) (respectively, of any two enumerations \((t'_j)\) and \((t''_j)\) of \(T_1\) and \(T_2\)) defines an enumeration \((s_j)\) of \(S_1 + S_2\) (respectively, an enumeration \((t_j)\) of \(T_1 + T_2\)). Clearly,
\[
d(S_1 + S_2, T_1 + T_2) \leq d((s_j), (t_j)) = d((s'_j), (t'_j)) + d((s''_j), (t''_j)).
\]
Taking infimum over all enumerations \((s'_j)\), \((s''_j)\), \((t'_j)\) and \((t''_j)\) of \(S_1, S_2, T_1\) and \(T_2\) respectively, we get the required inequality. □

Corollary 2.3. If \(S_n \to S\) and \(T_n \to T\) in \(S_1(X)\), then \(S_n + T_n \to S + T\) in \(S_1(X)\).

We often identify points of \(\mathbb{T}\) with points of the interval \([0, 2\pi]\), in which \(0 = 2\pi\).

Given \(S \in S_1(X)\) and \(\varepsilon > 0\), we denote by \(S(\varepsilon)\) the rigged set of all points \(x \in S\), such that \(d(x, x_0) < \varepsilon\).

Lemma 2.4. For any \(S \in S_1(X)\) \(\lim_{\varepsilon \to 0} S(\varepsilon) = S\) in \(S_1(X)\).

This is obvious.

Lemma 2.5. For any \(S, T \in S_1(X)\) \(\lim_{\varepsilon \to 0} d(S(\varepsilon), T(\varepsilon)) = d(S, T)\).

Proof. This follows from Lemma 2.4 and continuity of the metric \(d\). □

The set of all finite rank sets from \(S_1(X)\) we denote by \(S^\circ_1(X)\). Clearly,
\[
(3) \quad S(\varepsilon) \in S^\circ_1(X) \text{ for any } S \in S_1(X) \text{ and any } \varepsilon > 0.
\]

2.3. The correspondence \(S \leftrightarrow f_S\). Let \(\tilde{X}_1^o\) be the set of all left-continuous non-increasing functions (see [Pu])
\[
f : \mathbb{T} \setminus \{1\} \to \mathbb{Z}
\]
with finitely many values. Let \(X_1^o = \tilde{X}_1^o / \sim\), where \(f \sim g\), if \(f - g = \text{const}\). Let \(\pi : \tilde{X}_1^o \to X_1^o\) be the natural projection.

To every \(S \in S^\circ_1(\mathbb{T})\) we assign a counting function \(f_S \in X_1^o\) by the formula
\[
f_S(e^{i\theta}) = \# \{s \in S : \theta < s\}^* + n, n \in \mathbb{Z}\).
\]
If \(f \in X_1^o\), then assigning to every \(\theta \in \mathbb{T}\) the jump of \(f\) at \(\theta\) we obtain an element of \(S^\circ_1\). So, there is a natural one-to-one correspondence
\[
S_1(\mathbb{T}) \leftrightarrow X_1^o.
\]

We introduce metric in \(X_1^o\), by the formula (see [Pu])
\[
\rho_1(f, g) = \inf \left\{ \int_0^{2\pi} \left| \hat{f}(\theta) - \hat{g}(\theta) \right| d\theta, \pi(\hat{f}) = f, \pi(\hat{g}) = g \right\}.
\]
Note following trivial relations:
\[
f_{S+T} = f_S + f_T;
\]
if \(T \leq S\), then \(f_{S-T} = f_S - f_T\).
If \( \tilde{f}, \tilde{g} \in \tilde{X}_n^p \) and \( f = \pi(\tilde{f}), \ g = \pi(\tilde{g}) \), then there exists \( n \in \mathbb{Z} \), such that
\[
\rho_1(f, g) = \int_0^{2\pi} \left| \tilde{f}(\theta) - \tilde{g}(\theta) + n \right| \, d\theta.
\]
See \( \text{Pi} \ (3.13) \).

2.4. The space \( S_1(\mathbb{R}) \) and the projection \( p : S_1(\mathbb{R}) \to S_1(\mathbb{T}) \). We say that an element \( S \) of \( S_1(\mathbb{R}) = S_1(\mathbb{R}, 0) \) is positive (negative), if all elements of \( S \) are non-negative (non-positive). We denote by \( S_+ \) (respectively, \( S_- \)) the positive (respectively, negative) part of \( S \in S_1(\mathbb{R}) \), which is defined in an obvious way. By \( |S| \) we denote the rigged set \( S_+ + (-S_-) \).

**Lemma 2.6.** If \( S, T \in S_1(\mathbb{R}) \), then (a) \( d(S, 0) = d(S_+, 0) + d(S_-, 0) \). (b) \( d(S, T) = d(S_+, T_+) + d(S_-, T_-) \).

**Proof.** (b) A pair of enumerations of the pair \( (S_+, T_+) \) and that of the pair \( (S_-, T_-) \) by shuffling define an enumeration of the pair \( (S, T) \). It follows from the definition of \( d(S, T) \), that \( d(S, T) \geq d(S_+, T_+) + d(S_-, T_-) \).

On the other hand, if two enumerations \( (s_j) \) and \( (t_j) \) of \( S \) and \( T \) respectively are given, then for all \( j \), such that one of the numbers \( s_j \) and \( t_j \) is negative and the other is positive, we replace the pair \( (s_j, t_j) \) by two pairs \( (s_j, 0) \) and \( (0, t_j) \) to get another pair of enumerations with the same distance between enumerations. It clearly follows that \( d(S, T) \leq d(S_+, T_+) + d(S_-, T_-) \). Proof of (b) is complete.

(a) For this, one can set \( T = 0 \) in the equality in (b). \( \square \)

**Corollary 2.7.** A sequence \( S_n \) converges in \( S_1(\mathbb{R}) \) if and only if the sequences \( S_{n,\pm} \) converge in \( S_1(\mathbb{R}) \), and \( \lim_{n \to \infty} S_n = \lim_{n \to \infty} S_{n,+} + \lim_{n \to \infty} S_{n,-} \).

**Lemma 2.8.** If \( S : [0, 1] \to S_1(\mathbb{R}) \) is a continuous path, such that \( S(0) = 0 \), then \( |S|, S_+, S_- : [0, 1] \to \tilde{S}_1(\mathbb{R}) \) are also continuous.

**Proof.** Continuity of \( |S| \) follows from the obvious inequality \( d(|S|, |T|) \leq d(S, T) \). Continuity of \( S_\pm \) follows from another obvious inequality \( d(S_\pm, T_\pm) \leq d(S, T) \). \( \square \)

**Lemma 2.9.** The metric space \( S_1(\mathbb{R}) \) is contractible.

**Proof.** We have to show that there exists a continuous map \( F : S_1(\mathbb{R}) \times [0, 1] \to S_1(\mathbb{R}) \), such that \( F(S, 0) = S \) and \( F(S, 1) = 0 \). One can take \( F(S, t) = tS \). \( \square \)

Let \( p : \mathbb{R} \to \mathbb{T}, \ p(\theta) = e^{i\theta} \), and let \( p : S_1(\mathbb{R}) \to S_1(\mathbb{T}) \) be the natural projection, induced by the function \( p \). Plainly, the mapping \( p \) is continuous (moreover, it is contracting).
Lemma 2.10. Let $\mathcal{X}$ be a metric space and let $S_1, S_2: \mathcal{X} \to S_1(\mathcal{X})$ be two continuous functions. Then the function $(S_1 + S_2)(x) := S_1(x) + S_2(x)$ is also continuous.

Proof. This follows directly from Lemma 2.2. $\Box$

The following example partly explains why it is desirable to assign to element 1 infinite multiplicity.

Example 2.11. There is a sequence $\{S_n\}$ of elements of $S_1(\mathbb{R})$ such that all $S_n$ contain a positive element, $S_n$ converge to a strictly negative $S$, but $S$ does not contain 0. Example: $S_n = S \cup \{\frac{1}{n}\}$, where $S$ is any strictly negative sequence from $S_1(\mathbb{T})$. Clearly, the distance between $S_n$ and $S$ is $\frac{1}{n}$, so that $S_n \to S$.

2.5. An estimate. The following lemma is intuitively obvious, but its formal proof is quite lengthy, despite of being elementary. I was able to find neither a short proof nor a reference. The reader may wish to skip proof of this lemma.

Lemma 2.12. Let $S$ and $T$ be two finite elements of $S_1(\mathbb{T})$. There exists a pair of increasing enumerations $S^*$ and $T^*$ of $S$ and $T$ such that

$$d(S,T) = \text{dist}(S^*,T^*).$$

Proof. (A) We say that a rigged set $S$ is simple, if $\text{mult}(x) \leq 1$ for any $x \in S$. Observe that, by continuity of the metric $d$, and by the fact that simple rigged sets are dense in $S_1(\mathbb{T})$, it is sufficient to consider the case of simple finite rigged sets $S$ and $T$. Moreover, for the same reason, we can and do assume that the rigged set $S + T$ is also simple.

(B) We introduce some terminology which will be used only in the proof of this lemma. We consider elements of $S$ to be positive and elements of $T$ to be negative. Given enumerations $(s_j)$ and $(t_j)$ of $S$ and $T$, we call a pair $(s_j, t_j)$ an arrow, and a pair of enumerations we call a set of arrows. We represent an arrow on the unit circle $\mathbb{T}$ by the arc-vector whose length is $\leq \pi$. In case the length is equal to $\pi$, we choose an arrow which passes through 1. In case of an arrow $(-1, 1) \subset \mathbb{T}$ we choose the lower arrow to represent the pair. If an arrow $(s_j, t_j)$ passes through 1 we agree to split it into to arrows $(s_j, 1)$ and $(1, t_j)$.

We say that an arrow is positive, if it directs in counter-clockwise direction; otherwise we say that the arrow is negative.

Now, to any pair of enumerations of $S$ and $T$ we assign a set of arrows in the above described way. These arrows will be called standard. Thus, a standard arrow cannot have length larger than $\pi$, and it cannot pass through 1 $\in \mathbb{T}$.

Clearly, the distance between two enumerations of $S$ and $T$ is equal to the sum of lengths of all arrows from the corresponding set of arrows. This sum will be called the mass of the set. We denote sets of arrows by capital Gothic letters $\mathfrak{A}$, $\ldots$. The mass of a set of arrows $\mathfrak{A}$ we denote by $m(\mathfrak{A})$. 

(C) We say that two arrows are intersecting if their intersection has positive length. Given a set of arrows $\mathfrak{A}$, we apply to it the following operation: if there is a pair $(s_1, t_1)$ and $(s_2, t_2)$ of intersecting arrows with different signs in the set, then we replace this pair by the pair $(s_1, t_2)$ and $(s_2, t_1)$.

The set of arrows $\mathfrak{B}$, thus obtained, represents a pair of enumerations of $S$ and $T$, and it obviously has less mass: $m(\mathfrak{B}) \leq m(\mathfrak{A})$. Since the rigged sets $S$ and $T$ are finite, this implies that after some finite number of operations of the type just described, we obtain a set of arrows whose mass is less than or is equal to the mass of the original set and which possess the following property: there is no pair of arrows of different sign which intersect.

So, from now on we can and do assume that the set of arrows possess this property.

(D) Assume that an arrow $(s, t)$ contains (by (A), necessarily strictly) another arrow $(s', t')$ (by “strictly” we mean that the arrows do not have a common end-point). We say that such a pair of arrows is bad. According to (B), in a bad pair arrows must have the same direction. We agree to replace this pair of arrows by the pair $(s, t')$ and $(s', t)$. None of the arrows in this new pair contain the other. Such pairs we call to be good.

Clearly, this operation of replacing a bad pair of arrows by the good one does not change the mass of a set of arrows.

Claim: after a finite number of operations of this type we obtain a set of arrows which consists of only good pairs.

Proof of the claim. Let $\{a, b\}$ be a bad pair. If we apply the operation to this pair it becomes good. Given a third arrow $c$, there are $5 + 4 + 3 + 2 + 1$ ways it can be positioned with respect to the arrows $a$ and $b$. A straightforward and simple check shows that the number of bad pairs in the set $\{\{a, c\}, \{b, c\}\}$ does not increase. It follows that the number of bad pairs decreases after each operation. The claim is proved.

(E) As a result, for any pair $\mathfrak{A}$ of enumerations of $S$ and $T$ (that is, a set of arrows) there exists another set of arrows $\mathfrak{B}$ with mass less or equal to that of $\mathfrak{A}$, and such that any pair of arrows in $\mathfrak{B}$ is good, (that is, any pair of arrows either do not intersect or, if they intersect, they have the same direction and do not contain one another). Such a set of arrows will be called a good one.

So, from now on we can and do assume that the set of arrows is a good one.

(F) We introduce an equivalence relation in a good set of arrows: two arrows $a$ and $b$ are equivalent, if there exists a finite sequence of good pairs $\{a, c_1\}, \{c_1, c_2\}, \ldots, \{c_n, b\}$. Clearly, this is an equivalence relation. The union of all (closed) arrows in an equivalence class will be called an island; we say that an arrow belongs to an island, if it is a subset (here I am not pedantic in the use of set-theoretic language) of the island. Thus, an island is a connected (closed) arc. The distance between any two islands is necessarily positive.
(G) Claim: for any good set of arrows there exist enumerations
\[ 0 \leq \ldots \leq 0 < s_{-k} \leq \ldots \leq s_n < 2\pi \leq \ldots \leq 2\pi \]
and
\[ 0 \leq \ldots \leq 0 < t_{-l} \leq \ldots \leq t_m < 2\pi \leq \ldots \leq 2\pi \]
of \( S \) and \( T \) of the same length, which correspond to the given set of arrows (number of zeros and of \( 2\pi \)'s in the enumerations can be different).

Proof. We order islands in increasing order. For every island, we enumerate initial points of the arrows, which belong to the island, in increasing order. It is not difficult to see that terminal points of the arrows will become enumerated in increasing order as well.

Next, we juxtapose enumerations of islands and get the required enumerations of \( S \) and \( T \).

The claim is proved.

(H) We have proved so far, that in the equality
\[ d(S, T) = \inf_{S^*, T^*} \text{dist}(S^*, T^*), \]
where the infimum is taken over all enumerations \( S^* \) and \( T^* \), the infimum can be replaced by infimum over all increasing enumerations \( S^* \) and \( T^* \). Since the number of different pairs of increasing enumerations (which define a good set of arrows) is obviously finite, the equality \( d(S, T) = \text{dist}(S^*, T^*) \) holds for such a pair.

The proof of the lemma is complete. \( \square \)

For the notation, used in the following corollary, see subsection [2.3]

**Corollary 2.13.** For any \( S, T \in S_0^q(T) \),
\[ d(S, T) = \rho_1(f_S, f_T). \]

*Proof.* (A) Every representative of \( f_S \) is a counting function of some increasing enumeration of \( S \). This is obvious.

(B) For any pair of increasing enumerations \( S^* \) and \( T^* \) of \( S \) and \( T \)
\[ \text{dist}(S^*, T^*) = \int_0^{2\pi} |f_{S^*}(\theta) - f_{T^*}(\theta)| \, d\theta, \]
where \( f_{S^*} \) is a counting function of \( S^* \).

Proof. It is clear that \( \text{dist}(S^*, T^*) \) is equal to the integral of the absolute value of the current function \( \mu \) of the pair which is equal to \( f_{S^*}(\theta) - f_{T^*}(\theta) \).

(C) It follows from (A) and (B) that
\[ \rho_1(f_S, f_T) = \inf_{S^*, T^*} \text{dist}(S^*, T^*), \]
where the infimum is taken over all increasing enumerations of \( S \) and \( T \). It follows from this and Lemma [2.12] that (1) holds. \( \square \)
Remark 2.14. Corollary 2.13 shows that the metric space $S_1(\mathbb{T})$ is in fact isometric to the metric space $X_1$ introduced in [32].

Note that $S_1 \leq S_2$ and $T_1 \leq T_2$ do not imply $d(S_1, T_1) \leq d(S_2, T_2)$; otherwise, $d(S, T) \leq d(S + T, S + T) = 0$. But the following inequality holds. It is possible that this inequality holds in any metric space. I was not able to find a reference for it or prove it. Anyway, we don’t need this stronger result in this paper.

Theorem 2.15. For any rigged sets $S_1, S, T_1, T \in S_1(\mathbb{T})$, if $S_1 \leq S$ and $T_1 \leq T$, then
\begin{equation}
\label{eq:5}
d(S - S_1, T - T_1) \leq d(S_1, T_1) + d(S, T).
\end{equation}

\begin{proof}
(A) Claim: the inequality holds in the case of finite rigged sets $S_1, S, T_1, T \in S_1(\mathbb{T})$.

Proof. By Corollary 2.13, it is enough to show that
\[ \rho_1(f_{S-S_1}, f_{T-T_1}) \leq \rho_1(f_{S_1}, f_{T_1}) + \rho_1(f_{S}, f_{T}). \]
We have
\[ \rho_1(f_{S-S_1}, f_{T-T_1}) = \rho_1(f_{S} - f_{S_1}, f_{T} - f_{T_1}) \]
\[ = \inf_{m,n \in \mathbb{Z}} \int_0^{2\pi} |(f_{S}(\theta) - f_{S_1}(\theta) + m) - (f_{T}(\theta) - f_{T_1}(\theta) + n)| \, d\theta \]
\[ \leq \inf_{m \in \mathbb{Z}} \int_0^{2\pi} |f_{S_1}(\theta) - f_{T_1}(\theta) + m| \, d\theta + \inf_{m,n \in \mathbb{Z}} \int_0^{2\pi} |f_{S}(\theta) - f_{T}(\theta) + n| \, d\theta \]
\[ = \rho_1(f_{S_1}, f_{T_1}) + \rho_1(f_{S}, f_{T}). \]

(B) It follows from (3) and (A), that for any $\varepsilon > 0$
\[ d(S(\varepsilon) - S_1(\varepsilon), T(\varepsilon) - T_1(\varepsilon)) \leq d(S_1(\varepsilon), T_1(\varepsilon)) + d(S(\varepsilon), T(\varepsilon)). \]
Since $(A - B)(\varepsilon) = A(\varepsilon) - B(\varepsilon)$ for any $A, B \in S_1(\mathbb{T})$, it follows that
\[ d((S - S_1)(\varepsilon), (T - T_1)(\varepsilon)) \leq d(S_1(\varepsilon), T_1(\varepsilon)) + d(S(\varepsilon), T(\varepsilon)). \]
Now, by Lemma 2.5, taking the limit $\varepsilon \to 0$ completes the proof. \qed

Lemma 2.16. If $\mathcal{X}$ is a metric space and if $S, T : \mathcal{X} \to S_1(\mathbb{T})$ (or $S_1(\mathbb{R})$) are two continuous functions such that $S(x) \leq T(x)$ for all $x \in \mathcal{X}$, then the function $T - S : \mathcal{X} \to S_1(\mathbb{T})$ (or $S_1(\mathbb{R})$) is continuous.

\begin{proof}
By Theorem 2.15 for any $x_0, x \in \mathcal{X}$,
\[ d((T - S)(x_0), (T - S)(x)) \leq d(T(x_0), T(x)) + d(S(x_0), S(x)). \]
\qed
\end{proof}
2.6. Completeness of \( S_1(\mathbb{T}) \).

Lemma 2.17. The metric space \( S_1(\mathbb{R}) \) is complete.

Proof. (A) The metric space \( S_1(\mathbb{R}_+) \) is complete. Proof. We observe that the distance between two rigged sets \( S \) and \( T \) from \( S_1(\mathbb{R}_+) \) is equal to the distance between non-increasing enumerations of \( S \) and \( T \) (this assertion is either obvious or can be proved using the same argument as in the proof of Lemma 2.12). Hence, the claim follows from completeness of \( l_1 \).

(B) If a sequence \( \{S_n\} \) is Cauchy in \( S_1(\mathbb{R}) \), then, by Lemma 2.6(b), the sequences \( \{S_n,\pm\} \) are Cauchy in \( S_1(\mathbb{R}_+) \). By (A), \( \{S_n,\pm\} \) converges to some \( S_\pm \) in \( S_1(\mathbb{R}_+) \). By Lemma 2.6(b), the sequence \( \{S_n\} \) converges to \( S_+ + S_- \). □

Given \( S \in S_\infty(\mathbb{T}) \), we define the sequence of finite sets \( S^{(1)}, S^{(2)}, S^{(3)}, \ldots \) as follows: we enumerate elements of \( S \) so that distances of elements of \( S \) to \( 1 \) form a decreasing sequence, and \( S^{(N)} \) is by definition the set which contains the first \( N \) elements of the enumeration. In case when there are mutually conjugate elements we agree to take firstly the elements with positive imaginary part. In this way, the sequence \( S^{(1)}, S^{(2)}, S^{(3)}, \ldots \) becomes uniquely determined by \( S \).

We define \( \bar{S}^{(N)} \) as the complement of \( S^{(N)} \) in \( S \).

If \( S \in S_1(\mathbb{T}) \), then obviously

\[
S^{(N)} \to S \text{ in } S_1(\mathbb{T})
\]

and

\[
d(\bar{S}^{(N)}, 1) \to 0
\]
as \( N \to \infty \).

Let \( z \in \mathbb{T} \). We define multiplicity \( k \in \{0, 1, 2, \ldots, \infty\} \) of \( z \) with respect to a Cauchy sequence \( \{S_n\} \) as follows: there exists (sufficiently small) \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \) there exists \( N \in \mathbb{N} \) such that for all \( n \geq N \) the \( \varepsilon \)-neighbourhood of \( z \) contains exactly \( k \) elements of \( S_n \).

Lemma 2.18. Every point \( z \in \mathbb{T} \) has multiplicity. The rigged set of points with positive multiplicity belongs to \( S_\infty(\mathbb{T}) \).

Proof. Obviously, the point \( z = 1 \) has multiplicity \( \infty \) : one can take \( \varepsilon_0 = 1 \) and \( N = 1 \) in the definition. So, assume that \( z \neq 1 \). It is clear that multiplicity of a point \( z \neq 1 \) cannot be \( \infty \), since otherwise \( z \) will be accumulation point of some \( S_n \).

Let \( U \) be a neighbourhood of \( z \) which is separated from \( 1 \). Since \( \{S_n\} \) is a Cauchy sequence, the distance from \( S_n \) to \( 1 \) is uniformly bounded. It follows that there exists \( k_0 \) such that for all \( n \) the number of elements of \( S_n \) in \( U \) is \( \leq k_0 \). Since \( \{S_n\} \) is Cauchy, it follows that the number of accumulation points of the sum \( \sum S_n \) in \( U \) cannot be larger than \( k_0 \).
It follows that the set of accumulation points $S$ of the sum $\sum S_n$ cannot have accumulation points other than $1$.

Obviously, non-accumulation points of $\sum S_n$ have multiplicity $0$.

Now, let $z$ be an accumulation point of $\sum S_n$ not equal to $1$; that is, let $1 \neq z \in S$. Choose a neighbourhood $U$ of $z$ which is separated from other elements of $S$. Again, since $\{S_n\}$ is Cauchy, the number $k$ of elements of $S_n$ in $U$ must stabilize as $n \to \infty$. Since $z$ is the only accumulation point of $\sum S_n$ in $U$, this number $k$ is the multiplicity of $z$.

**Lemma 2.19.** The rigged set of points $z$ with positive multiplicity belongs to $S_1(\mathbb{T})$.

**Proof.** By Lemma 2.18 the rigged set $S$ of points with positive multiplicity belongs to $S_\infty(\mathbb{T})$.

Let $N \in \mathbb{N}$. For any $\varepsilon > 0$ there exists $S_n$ such that the distance between some rigged subset $A$ of $S_n$ and $S^{(N)}$ is less than $\varepsilon$. It follows from this and Lemma 2.2 that

$$d(S^{(N)}, S_n) \leq d(S^{(N)}, A) + d(1, S_n - A) < \varepsilon + C,$$

where $C = \sup d(S_n, 1)$ is finite, since $\{S_n\}$ is Cauchy. It follows from this and the triangle inequality that

$$d(S^{(N)}, 1) \leq d(S^{(N)}, S_n) + d(S_n, 1) < \varepsilon + 2C,$$

so that

$$d(S, 1) = \sup d(S^{(N)}, 1) \leq 2C.$$

Hence, $S \in S_1(\mathbb{T})$. □

**Theorem 2.20.** The metric space $S_1(\mathbb{T})$ is complete.

**Proof.** We shall show that any Cauchy sequence $\{S_n\}$ converges in $S_1(\mathbb{T})$ to the rigged set $S$ of points with positive multiplicity.

Let $S'_n$ be the (finite) part of $S_n$ in the half-circle $[i, -i]$ and $S''_n$ be the part of $S_n$ in the half-circle $(-i, i)$. Let $U'$ be a neighbourhood of $S'$ — the part of $S$ in $[i, -i]$ and let $U''$ be a neighbourhood of $(-i, i)$ such that the distance between $U'$ and $U''$ is $\delta > 0$ (clearly, such neighbourhoods exist).

Plainly, $S'_n$ converges to $S'$. The sequence $S''_n$ is obviously also Cauchy, so by Lemma 2.17 it converges to some $S''$. It can be easily seen that for any $\varepsilon > 0$ $S''(\varepsilon) = S(\varepsilon) \cap [-i, i]$. It follows that $S = S' + S''$. Consequently, the sequence $S_n = S'_n + S''_n$ converges to $S$ (by Lemma 2.2). □

2.7. **Characterization of continuous maps** $S : [0, 1] \to S_1(\mathbb{T})$. Assume that there is a sequence of continuous functions $z_1(\cdot), z_2(\cdot), \ldots$ on $[0, 1]$ which take values in $\mathbb{T}$, and such that the rigged set $\{z_1(r), z_2(r), \ldots\}^*$ belongs to $S_1(\mathbb{T})$ for all $r \in [0, 1]$. So, there is a function $S : [0, 1] \to S_1(\mathbb{T})$. A natural question is whether this function is continuous or not. The answer is negative as the following example shows.
Example 2.21. Write in a sequence all functions of the form $f_n(x) = -\sin x$, if $x \in [\pi, 2\pi]$, and $f(x) = 0$, if otherwise. These functions are continuous, there values at each $x \in [0, 1]$ form a rigged set which belong to $S_1(\mathbb{R})$, still the corresponding function $[0, 1] \to S_1(\mathbb{R})$ is not continuous at 0.

It can be seen that the complete separable metric space $S_1(\mathbb{T})$ is not compact. For example, the sequence $(S_n = \{1, 1/2, \ldots, 1/n\})$ does not have a convergent subsequence. But $S_1(\mathbb{T})$ has the following property.

Proposition 2.22. If $K$ is a compact subset of $S_1(\mathbb{T})$, then

$$\limsup_{\varepsilon \to 0} d(S(\varepsilon), 1) = 0.$$  

This is, in fact, a property of $l_1$.

Proof. The set $K_\varepsilon$ of all $S \in K$ such that $\text{supp} S \subset [e^{-i\varepsilon}, e^{i\varepsilon}] \subset \mathbb{T}$ is closed, and so is compact.

Since the function of $\varepsilon$ on the left hand side is decreasing, its limit $\alpha$ exists. There exists a sequence $S_n \in K_{1/n}$ such that $d(S_n, 1) \to \alpha$. Since $K$ is compact, we can assume that $S_n$ converges to some $S \in K$. It follows that $d(S_n, 1) \to d(S, 1) = \alpha$. Since obviously $\text{supp} S \subset \cap[-1/n, 1/n]$, it follows that $S = 1$, and so $\alpha = 0$. \hfill \Box

For a continuous function $S: [0, 1] \to S_1(\mathbb{T})$ with a continuous enumeration \{f_1, f_2, \ldots\}, Proposition 2.22 gives a necessary condition which the continuous enumeration must satisfy. The following lemma shows that this necessary condition is also sufficient.

Lemma 2.23. Let $\mathcal{X}$ be a metric space. If $z_n \in C(\mathcal{X}, \mathbb{T})$, $n = 1, 2, \ldots$, if the rigged set $S(x) \equiv \{z_1(x), z_2(x), \ldots\}^* \subset S_1(\mathbb{T})$ for any $x \in \mathcal{X}$ and if

$$(6) \quad \limsup_{\varepsilon \to 0} d(S(x)(\varepsilon), 1) = 0,$$

then $S: \mathcal{X} \to S_1(\mathbb{T})$ is continuous.

Proof. Let $x_0 \in \mathcal{X}$. We show that $S$ is continuous at $x_0$. Let $\delta > 0$. From (6) it follows that there exists $\varepsilon_0 > 0$ such that for any $x \in \mathcal{X}$ and any $\varepsilon \leq \varepsilon_0$

$$(7) \quad d(S(x)(\varepsilon), 1) < \delta/3.$$  

Replacing $\varepsilon_0$ by a slightly smaller number, if necessary, we can assume that for any $z \in S(x_0)(\varepsilon_0)$ the distance between $z$ and 1 is strictly larger than $\varepsilon_0$.

By Lemma 2.2 the triangle inequality and (7), for any $x \in \mathcal{X}$

$$(8) \quad d(S(x), S(x_0)) \leq d(S(x)(\varepsilon_0), S(x_0)(\varepsilon_0)) + d(S(x)(\varepsilon_0), S(x_0)(\varepsilon_0))$$
$$< d(S(x)(\varepsilon_0), S(x_0)(\varepsilon_0)) + 2\delta/3.$$
By Lemma 3.7 (clearly, we can assume that \( X \) is connected), there exists a neighbourhood \( W_0 \) of \( x_0 \) and there exists \( N = N(\varepsilon_0) \), such that for all \( x \in W_0 \) the number of elements of \( S(x)(\varepsilon_0) \) is equal to \( N \). For any element \( z_j(x_0), j = 1, 2, \ldots, N, \) of \( S(x_0)(\varepsilon_0) \) there exists a neighbourhood \( W_j \) of \( x_0 \) such that for all \( x \in W_j \)

\[
|z_j(x_0) - z_j(x)| < \frac{\delta}{3N}.
\]

It follows that for all \( x \in W := \bigcap_{j=0}^{N} W_j \),

\[
d(S(x)(\varepsilon_0), S(x_0)(\varepsilon_0)) \leq \sum_{j=1}^{N} |z_j(x) - z_j(x_0)| < \delta/3.
\]

Combining this with (\ref{eq:delta-bound}) we obtain that \( d(S(x), S(x_0)) < \delta \) for any \( x \in W \). \( \Box \)

**Corollary 2.24.** Let \( \mathcal{X} \) be a metric space. If \( \{z_1, z_2, \ldots\}^* \) is a continuous enumeration of a continuous function \( S: \mathcal{X} \rightarrow S_1(\mathbb{T}) \), then any rigged subset of \( \{z_1, z_2, \ldots\}^* \) determines a continuous function \( \mathcal{X} \rightarrow S_1(\mathbb{T}) \) (which is clearly \( S \)).

2.8. Some lemmas.

**Lemma 2.25.** If \( \mathcal{X} \) is a metric space and if \( \tilde{S}: \mathcal{X} \rightarrow S_1(\mathbb{R}) \) is a continuous function, then the function \( \mathcal{X} \ni x \mapsto \sum \tilde{S}(x) \in \mathbb{R} \) is continuous.

**Proof.** If \( f(x) = \sum \tilde{S}(x) \), then for any enumerations \((\theta_1(x), \theta_2(x), \ldots)\) and \((\theta_1(x_0), \theta_2(x_0), \ldots)\) of \( S(x) \) and \( \tilde{S}_0(x) \).

\[
|f(x) - f(x_0)| \leq \left| \sum \tilde{S}(x) - \sum \tilde{S}(x_0) \right| \leq \sum_{j=1}^{\infty} |\theta_j(x) - \theta_j(x_0)|.
\]

It follows that \( |f(x) - f(x_0)| \leq d(\tilde{S}(x), \tilde{S}(x_0)) \). Hence, \( f \) is continuous. \( \Box \)

This lemma shows that if \( \tilde{S}[0, 1] \rightarrow S_1(\mathbb{R}) \) is continuous and \( \{\theta_j(x)\} \) is a continuous enumeration of \( \tilde{S}(x) \), then the function

\[
\sum_{j=1}^{\infty} |\theta_j(x)|
\]

must be continuous (since \( |\tilde{S}| \) is also continuous), and, consequently, it also must be bounded.

**Lemma 2.26.** Let \( \mathcal{X} \) be an arc-wise connected metric space and let \( x_0 \in \mathcal{X} \). If \( \tilde{S}_1 \) and \( \tilde{S}_2 \) are two different liftings of a continuous function \( S: \mathcal{X} \rightarrow S_1(\mathbb{T}) \), such that \( \tilde{S}_1(x_0) = \tilde{S}_2(x_0) = 0 \), then for all \( x \in \mathcal{X} \)

\[
\sum \tilde{S}_1(x) = \sum \tilde{S}_2(x).
\]
Proof. Let \( f_j(x) = \sum \tilde{S}_j(x), \ j = 1, 2 \). By Lemma 2.25, functions \( f_1 \) and \( f_2 \) are continuous; also, \( f_1(x_0) = f_2(x_0) \).

Let \( x_1 \in \mathcal{X} \) and let \( x_r, r \in [0, 1] \), be a continuous path which connects \( x_0 \) and \( x_1 \). Continuous functions \( f_1(x_r) \) and \( f_2(x_r) \) must differ by an integer multiple of \( 2\pi \), since \( p \circ f_1 = p \circ f_2 \). It follows that \( f_1(x_r) = f_2(x_r) \) for all \( r \in [0, 1] \), and in particular, \( f_1(x_1) = f_2(x_1) \). \( \square \)

**Lemma 2.27.** Let \( \mathcal{X} \) be a compact metric space. Let \( \tilde{S} : \mathcal{X} \rightarrow S_1(\mathbb{R}) \) be a continuous function. If \( \theta_1, \theta_2, \ldots \) is a continuous enumeration of \( \tilde{S} \), then the series

\[
\sum_{j=1}^{\infty} \theta_j(x)
\]

is uniformly convergent.

Proof. (A) Assume first that \( \tilde{S} \geq 0 \). In this case, the sequence of partial sums of the above series is increasing, consists of continuous functions and converges to a continuous function (by Lemma 2.25). By [Az2, Lemma 6.13] (in that lemma \( \mathcal{X} = [0, 1] \), but this is not essential for its proof), it follows that the series converges uniformly.

(B) A continuous enumeration \( \theta_1, \theta_2, \ldots \) of \( \tilde{S} \) can be replaced by the continuous enumeration \( \theta_1^+, \theta_1^-, \theta_2^+, \theta_2^-, \ldots \) of \( \tilde{S} \), where \( \theta_j^+ = \max(\theta_j, 0) \) and \( \theta_j^- = \min(\theta_j, 0) \). By (A), for enumerations \( \theta_1^+, \theta_2^+, \ldots \) of \( \tilde{S}_+ \) (which also belong to \( S_1(\mathbb{T}) \), by Lemma 2.6), the series converges uniformly. It follows that the given series converges uniformly. \( \square \)

### 3. Selection Theorem

The aim of this section is to prove the following selection theorem (to the best of my knowledge, this theorem is new). As is noted in [Ka, Remark VII.3.11], these kind of theorems, despite of being intuitively obvious, are non-trivial, — even in the case of spectra of a holomorphic family of compact operators.

**Theorem 3.1.** Let \( S : [0, 1] \rightarrow S_1(\mathbb{T}) \) be a continuous path, such that \( S(0) = 1 \). There exists a sequence of continuous functions

\[
z_j : [0, 1] \rightarrow \mathbb{T}, \ j = 1, 2, \ldots
\]

such that \( z_j(0) = 1 \) for all \( j = 1, 2, \ldots \) and the sequence \( (z_1(r), z_2(r), \ldots) \) is an enumeration of \( S(r) \) for every \( r \in [0, 1] \).

The idea of the proof is to lift the function \( S : [0, 1] \rightarrow S_1(\mathbb{T}) \) to \( S_1(\mathbb{R}) \), find a continuous enumeration of the lifting and then to project it back to \( S_1(\mathbb{T}) \).

The following show, that once it is shown that this lifting exists, then it is a simple matter to find a continuous enumeration of the lifting.
Lemma 3.2. Let $\mathcal{X}$ be a metric space and let $\tilde{S}: \mathcal{X} \to S_1(\mathbb{R})$ be a continuous function. Let

$$\theta^+_1(x) = \sup \tilde{S}(x), \ldots, \theta^+_n(x) = \sup \left\{ \tilde{S}(x) - \{ \theta^+_1(x), \ldots, \theta^+_{n-1}(x) \}^* \right\}, \ldots,$$

and

$$\theta^-_1(x) = \sup \tilde{S}(x), \ldots, \theta^-_n(x) = \sup \left\{ \tilde{S}(x) - \{ \theta^-_1(x), \ldots, \theta^-_{n-1}(x) \}^* \right\}, \ldots.$$ 

All functions $\theta^+_1, \theta^-_1, \theta^+_2, \theta^-_2, \ldots$ are continuous and the rigged set

$$\{ \theta^+_1(x), \theta^-_1(x), \theta^+_2(x), \theta^-_2(x), \ldots \}^* + 0$$

coincides with $S(x)$.

Proof. Plainly, the rigged set $\{ \theta^+_1(x), \theta^+_2(x), \ldots \}^*$ coincides with positive part of $\tilde{S}(x)$ (up to $\{0\}$); similarly, the rigged set $\{ \theta^-_1(x), \theta^-_2(x), \ldots \}^*$ coincides with negative part of $\tilde{S}(x)$ (up to $\{0\}$). It is not difficult to see that for any $x_1, x_2 \in \mathcal{X}$,

$$|\theta^+_1(x_1) - \theta^+_1(x_2)| \leq d(\tilde{S}(x_1), \tilde{S}(x_2)),$$

so that $\theta^+_1$ is continuous. It follows from this and Lemma 2.16 that $\theta^+_2$ is continuous, etc. Similarly, $\theta^-_1, \theta^-_2, \ldots$ are also continuous. □

The next two subsections will present some necessary preparatory material essential for the proof of Theorem 3.4.

3.1. Reducing open sets. We introduce the following definition for convenience.

Definition 3.3. Let $\mathcal{X}$ be a metric space and let $S: \mathcal{X} \to S_1(\mathbb{T})$ or $S_1(\mathbb{R})$ be continuous. We say that an open subset $U_1$ of $\mathbb{T}$ (or $\mathbb{R}$) is reducing for $S$ on a subset $K$ of $\mathcal{X}$, if there exists another open subset $U_2$ such that the distance between $U_1$ and $U_2$ is positive and $\text{supp}\ S(x) \subset U_1 \cup U_2$ for all $x \in K$. If $K = \mathcal{X}$ then we say that $U_1$ is reducing for $S$.

If two open sets $U_1$ and $U_2$ satisfy the above conditions then we say that $U_1$ and $U_2$ is a pair of reducing open sets.

If $U_1$ is reducing for $S$, then restriction of $S$ to $U_1$ is the function $S|_{U_1}: \mathcal{X} \to S_1(\mathbb{T})$ (or $S_1(\mathbb{R})$) defined by the formula

$$(S|_{U_1})(x) := S(x) \cap U_1.$$  

For a pair of reducing open subsets $U_1$ and $U_2$ of $\mathbb{T}$ we have

$$S = S|_{U_1} + S|_{U_2}.$$  

The following lemmas are intuitively obvious and their proofs are elementary. The reader may wish to skip them.
Lemma 3.4. Let $\mathcal{X}$ be a metric space, let $S: \mathcal{X} \to S_1(\mathbb{T})$ or $S_1(\mathbb{R})$ be continuous. If an open subset $U$ of $\mathbb{T}$ (or $\mathbb{R}$) is reducing, then $S|_U$ is continuous.

Proof. Let $\varepsilon > 0$ be the distance between $U$ and some other open set $U_2$ such that supp $S \subset U \cup U_2$. Let $x_0 \in \mathcal{X}$. One of the sets $U$ or $U_2$ contain 1 (or 0). It follows that one of the rigged sets $S(x_0) \cap U$ and $S(x_0) \cap U_2$ is finite. Assume first, that $S(x_0) \cap U$ is finite. Since $S$ is continuous, there exists a neighbourhood $W$ of $x_0$, such that

$$d(S(x), S(x_0)) < \varepsilon$$

for all $x$ from $W$. This means that for all $x \in W$ there exist enumerations of $S(x_0)$ and $S(x)$ such that the distance between enumerations is less than $\varepsilon$. It follows from $d(S(x), S(x_0)) < \varepsilon$ that for all $x \in W$ the number of elements in $S(x) \cap U$ must be the same as that of $S(x_0) \cap U$ and that the distance between $S(x_0) \cap U$ and $S(x) \cap U$ must be less $\varepsilon$. The last means continuity of $S|_U$.

Now, if it is the rigged set $S(x_0) \cap U_2$ which is finite, then by the above the function $S|_{U_2}$ is continuous. It follows from Lemma 3.4 that $S|_U = S - S|_{U_2}$ is also continuous. $\square$

Given two rigged sets $A$ and $B$ such that supp $A \cap$ supp $B = \varnothing$, we write $A \sqcup B$ instead of $A + B$.

Lemma 3.5. Let $\mathcal{X}$ be a metric space and let $f: \mathcal{X} \to S_1(\mathbb{T})$ be a continuous function. Let $x_0 \in \mathcal{X}$ and let $f(x_0) = X_1 \sqcup X_2$, where $X_2$ is finite. Then there exists a neighbourhood $W$ of the point $x_0$, and there exist open sets $U_1 \supset$ supp $X_1$, $U_2 \supset$ supp $X_2$, such that the pair $U_1$ and $U_2$ is reducing for $f$ on $W$.

Proof. Let $U_1$ and $U_2$ be a pair of open sets, such that $U_1 \supset$ supp $X_1$ and $U_2 \supset$ supp $X_2$, and such that the distance between $U_1$ and $U_2$ is positive. Since supp $f(x_0) \subset U_1 \cup U_2$ and since $f$ is continuous, there exists a neighbourhood $W$ of the point $x_0$, such that for any $x \in W$ the inclusion $f(x) \subset U_1 \cup U_2$ holds. So, the pair $U_1$ and $U_2$ is reducing for $f$ on $W$. $\square$

Lemma 3.6. Let $\mathcal{X}$ be a metric space and let $S: \mathcal{X} \to S_1(\mathbb{T})$ be a continuous function. Let $U_1$ and $U_2$ be a pair of reducing open subsets of $\mathbb{T}$ for $S$ on $\mathcal{X}$. For any continuous lifting $\tilde{S}: \mathcal{X} \to S_1(\mathbb{R})$ of $S$ there exist (unique) continuous liftings $\tilde{S}_1$ and $\tilde{S}_2$ of $S|_{U_1}$ and $S|_{U_2}$ such that $\tilde{S} = \tilde{S}_1 + \tilde{S}_2$.

Proof. Let $\tilde{S}_2 = \tilde{S} \cap p^{-1}(U_j)$. Clearly, $\tilde{S} = \tilde{S}_1 + \tilde{S}_2$ and the pair of open subsets $p^{-1}(U_1)$ and $p^{-1}(U_2)$ is reducing for $\tilde{S}$. It follows from Lemma 3.4 that $\tilde{S}_1$ and $\tilde{S}_2$ are continuous. $\square$

Lemma 3.7. Let $\mathcal{X}$ be a connected metric space, let $S: \mathcal{X} \to S_1(\mathbb{T})$ (or $S_1(\mathbb{R})$) be a continuous function and let $U_1$ be an open subset of $\mathbb{T}$ (or $\mathbb{R}$) such that the distance between $U_1$ and 1 (or 0) is $> 0$. If $U_1$ is reducing for $S$, then

$$\text{rank } S|_{U_1} = \text{const}.$$
Proof. Assume the contrary: \( rank\ S(x)\) takes at least two values \( N_1\) and \( N_2\). Let \( U_2\) be an open subset such that the pair \( U_1\) and \( U_2\) is reducing and let \( \varepsilon = \text{dist}(U_1, U_2) > 0\). Since \( \mathcal{X}\) is connected, the sets

\[
K_1 = \{ x \in \mathcal{X} : \text{rank } S(x) = N_1\} \quad \text{and} \quad K_2 = \{ x \in \mathcal{X} : \text{rank } S(x) \neq N_1\}
\]

have intersecting closures. Assume that some \( x_0 \in K_1 \cap K_2\) belongs to \( K_2\). It follows that there exists a sequence \( x_1, x_2, \ldots\) of elements of \( K_1\) converging to an element \( x_0 \in K_2\). Since \( S\) is continuous, there exists \( N\) such that for all \( n \geq N\)

\[
d(S(x_n), S(x_0)) < \varepsilon.
\]

Since \( \text{dist}(U_1, U_2) = \varepsilon\) and since \( \text{rank}(S(x_n)) \neq \text{rank}(S(x_0))\), we get a contradiction. \( \square \)

Lemma 3.8. Let \( \mathcal{X}\) be a metric space and let \( x_0 \in \mathcal{X}\). Let \( U\) be a reducing open subset of \( \mathbb{T}\) for a continuous function \( S : \mathcal{X} \to S_1(\mathbb{T})\), such that \( \text{dist}(U, 1) > 0\) and let \( \text{supp}\ S(x_0) = \{ e^{i\theta_0} \} \subset U\). If \( \tilde{S}_0 \in S_1(\mathbb{R})\) is such that \( p\tilde{S}_0 = S(x_0)\), then there exists a continuous lifting \( \tilde{S} : \mathcal{X} \to S_1(\mathbb{R})\) of \( S\) such that \( \tilde{S}(x_0) = \tilde{S}_0\).

Proof. Since \( \text{supp}\ S(x_0) \subset U\), and since \( U\) is reducing for \( S\), it follows that \( \text{supp}\ S(x) \subset U\) for all \( x \in \mathcal{X}\). Let \( \bar{U}\) be a subset of \( (0, 2\pi)\) which corresponds to \( U\) under the map \( p\), so that \( p^{-1}: U \approx \bar{U}\). Since \( \text{dist}(U, 1) > 0\), the function \( \bar{T} : \mathcal{X} \to \mathbb{S}_1(\mathbb{R}), \quad \bar{T} = p^{-1} \circ S\), thus obtained, is continuous. By Lemma 3.7, the function \( \bar{T}\) admits a continuous enumeration \( \theta_1, \ldots, \theta_N\). Now, all we need to do is to add to each of these functions one of the numbers \( 2\pi \left[ \frac{\theta}{2\pi} \right] : \theta \in \tilde{S}_0\)\(^{*}\). Plainly (or by Lemma 2.23), values of the resulting functions determine a continuous function \( S_1(\mathbb{R})\) with required properties. \( \square \)

3.2. Prolongation to \([0, r_0]\).

Lemma 3.9. Let \( U\) be an open subset of \( \mathbb{T}\) such that the distance between \( U\) and 1 is not zero. Let \( r_0 > 0\). Let \( S : [0, r_0] \to S_1(\mathbb{T})\) be a continuous path such that \( \text{supp}\ S(r) \subset U\) for all \( r \in [0, r_0]\). If there exists a continuous lifting \( \tilde{S} : [0, r_0] \to S_1(\mathbb{R})\) of \( S\) on \([0, r_0]\), then this lifting can be continuously prolonged to \([0, r_0]\).

Proof. We prove this lemma by induction. Let \( N\) be the number of elements in \( S(r)\). By Lemma 3.7, the number \( N\) does not depend on \( r\).

If \( N = 1\) then the prolongation exists: it is the argument of that only number.

Assume that the claim is proved for the case \( < N\). If not all numbers in \( S(r_0)\) are identical, then there exists a pair of reducing open sets \( U_1\) and \( U_2\) for \( S\) in some left neighbourhood \((r_1, r_0]\), such that \( U_1\) and \( U_2\) contain non-empty parts of \( S(r_0)\). By Lemma 3.6, there exist continuous liftings of \( S|_{U_1}\) and \( S|_{U_2}\) on \([0, r_0]\). By induction assumption, continuous liftings of \( S|_{U_1}\) and \( S|_{U_2}\) can be prolonged continuously to \( r_0\). By Lemma 2.7, the sum of those prolongations is continuous, and obviously, it is a prolongation of \( \tilde{S}\).

If all numbers in \( S(r_0)\) are identical and equal to \( e^{i\theta_0}\), then there exists a reducing neighbourhood \( U\) of \( e^{i\theta_0}\) for \( S\) on some left neighbourhood \( W\) of \( r_0\). We set \( \tilde{S}(r_0) := \)}
\[\{\theta_0 + 2\pi n_1, \ldots, \theta_0 + 2\pi n_N\}^*, \text{ where } \{n_1, \ldots, n_N\}^* = \{[\theta/(2\pi)] \cdot 2\pi : \theta \in S(r)\}^* \text{ and } r \text{ is any number from } W.\]

The proof is complete. \qed

Let
\[2\pi Z := \{2\pi k : k \in \mathbb{Z}\} = \rho^{-1}(\{1\}).\]
In the proof of existence of a continuous lifting of continuous functions \(X \to S_1(\mathbb{T})\), we treat points \(2\pi Z\) as absorbing (sticky): once a point reaches one of the points \(2\pi k, k \in \mathbb{Z}\), it stays there forever. So, we introduce the following formal definition.

**Definition 3.10.** Let \(X\) be a metric space, let \(x_0 \in X\), and let
\[S : X \to S_1(\mathbb{T})\]
be a continuous function such that \(\text{supp} S(x) \subset (-i, i) \text{ for all } x \in X\).

Let \(\tilde{S}_0 \in S_1(\mathbb{R})\) be such that \(p \circ \tilde{S}_0 = S(x_0)\) and
\[\text{supp} \tilde{S}_0 \subset \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \cup 2\pi Z.\]

We define the standard lifting of \(S\) as that unique continuous function \(\tilde{S} : X \to S_1(\mathbb{R})\), such that
\[\text{supp} \tilde{S}(x) \subset \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \cup 2\pi Z,\]
\(p \circ \tilde{S}(x) = S(x)\) for all \(x \in X\) and \(\tilde{S}(x_0) = \tilde{S}_0\).

The standard lifting map \(S \mapsto \tilde{S}\) thus defined is obviously isometric.

The following lemma is quite trivial.

**Lemma 3.11.** The standard lifting exists and is unique.

The following intuitively obvious lemma (as many other lemmas in this section) belongs to the category of statements, which are probably easier to reprove for oneself than to read a proof written by others.

**Lemma 3.12.** Let \(S : [0, r_0] \to S_1(\mathbb{T})\) be a continuous path such that \(\text{supp} S(r) \subset (-i, i)\) for all \(r \in [0, r_0]\). Let \(\tilde{S} : [0, r_0] \to S_1(\mathbb{R})\) be a continuous lifting of \(S\) on \([0, r_0]\). Assume that all points \(z \in S(r_0)\), which are not equal to 1, have the property: there exists a reducing for \(S\) neighbourhood \(U\) of \(z\) on a left neighbourhood \((r_1, r_0)\) of \(r_0\) such that for all \(r \in (r_1, r_0)\)
\[(9) \quad \text{supp } \tilde{S}_{\rho^{-1}(U)}(r) \subset \left(-\frac{\pi}{2}, \frac{\pi}{2}\right).\]

Then the lifting \(\tilde{S}\) can be continuously prolonged to \([0, r_0]\).
Proof. For \( r \in [0, r_0) \), let
\[
\tilde{S}_1(r) := \left\{ \theta \in \tilde{S}(r) : |\theta| \geq \frac{\pi}{2} \right\}^*, \quad \tilde{S}_2(r) := \tilde{S}(r) - \tilde{S}_1(r).
\]

By Lemma 3.4, the functions \( \tilde{S}_1 \) and \( \tilde{S}_2 \) are continuous on \([0, r_0)\). The set \( \tilde{S}_1(r) \) converges to a rigged subset of \( 2\pi \mathbb{Z} \). Indeed, otherwise, there exists a sequence \( r_1, r_2, \ldots \) converging to \( r_0 \), and for every \( n = 1, 2, \ldots \) there exist \( \theta_n \in \tilde{S}_1(r_n) \), such that \( \theta_n \) converge to some \( \theta_0 \notin 2\pi \mathbb{Z} \). This implies that \( z = e^{i\theta_0} \in S(r_0) \) and \( z \neq 1 \); the point \( z \) does not satisfy conditions of the lemma.

Further, since the continuous function \( \tilde{S}_1 \) can be continuously prolonged to \([0, r_0]\), the function \( p \circ \tilde{S}_1 \) is also continuous on \([0, r_0]\). By Theorem 2.15, the function
\[
S_2 = S - p \circ \tilde{S}_1
\]
is also continuous on \([0, r_0]\). Since the continuous lift \( \tilde{S}_2 \) of \( S_2 \) on \([0, r_0)\) takes values in \((-\frac{\pi}{2}, \frac{\pi}{2})\), it can be continuously prolonged to \([0, r_0]\) by the standard prolongation. By Lemma 2.10, it follows that \( \tilde{S} = \tilde{S}_1 + \tilde{S}_2 \) can also be continuously prolonged to \( r_0 \).

The proof is complete. \( \square \)

Lemma 3.13. Let \( S : [0, 1] \to S_1(\mathbb{T}) \) be a continuous path and let \( r_0 \in (0, 1] \). Any continuous lifting \( \tilde{S} : [0, r_0) \to S_1(\mathbb{R}) \) of \( S \) on \([0, r_0)\) can be continuously prolonged to \([0, r_0]\).

Proof. Let \( z \in S(r_0) \), \( z \neq 1 \). Since \( S \) is continuous, by Lemma 3.5, there exists a reducing neighbourhood \( U_z \) of \( z \) for \( S \) in some left neighbourhood of \( r_0 \), such that \( U_z \) contains no other points of \( S(r_0) \) except copies of \( z \) itself. By Lemma 3.6, there exists a continuous lift \( \tilde{S}|_{U_z} \) of the corresponding restriction.

Now, let \( X_2 \) be the set of all points \( z \) of \( S(r_0) \) not equal to 1, such that for all \( r \) close enough to \( r_0 \) the rigged set \( \tilde{S}|_{p^{-1}(U_z)}(r) \) contains at least one number which does not belong to \((-\frac{\pi}{2}, \frac{\pi}{2})\). The rigged set \( X_2 \) is finite, since otherwise the set \( \tilde{S}(r) \) will not belong to \( S_1(\mathbb{R}) \).

It follows from Lemma 3.5 that for some small enough left neighbourhood \((r_1, r_0]\) of \( r_0 \) there exist a pair of reducing open subsets \( U_1 \) and \( U_2 \) of \( \mathbb{T} \) for \( S \) on \((r_1, r_0]\), such that \( U_1 \supset X_1 \) and \( U_2 \supset X_2 \), where \( X_1 := S(r_0) - X_2 \).

It follows from Lemma 3.6 that there exist continuous liftings \( \tilde{S}_1 \) and \( \tilde{S}_2 \) of continuous (by Lemma 3.4) functions \( S|_{U_1} \) and \( S|_{U_2} \) on \((r_1, r_0]\).

It follows from Lemma 3.9 that \( \tilde{S}_2 \) admits continuous prolongation to \( r_0 \). It also follows from Lemma 3.12 that \( \tilde{S}_1 \) admits continuous prolongation to \( r_0 \).

Since \( \tilde{S} = \tilde{S}_1 + \tilde{S}_2 \), it follows from Lemma 2.10 that \( \tilde{S} \) admits continuous prolongation to \( r_0 \).

The proof is complete. \( \square \)
3.3. Completion of the proof.

**Lemma 3.14.** Let $X$ be a metric space, and let $x_0 \in X$. Let $S : X \to S_1(\mathbb{T})$ be a continuous function and let $\tilde{S}_0 \in S_1(\mathbb{R})$ be such that $p \circ \tilde{S}_0 = S(x_0)$. There exists a neighbourhood $W$ of $x_0$ such that restriction of $S$ to $W$ admits a continuous lifting $\tilde{S} : W \to S_1(\mathbb{R})$ such that $\tilde{S}(x_0) = \tilde{S}_0$.

**Proof.** (A) Let

$$A = \left\{ \theta \in \tilde{S}_0 : |\theta| \geq \pi/2 \text{ and } \theta \notin 2\pi\mathbb{Z} \right\}^*$$

and let

$$Y_2 = A + \left\{ \theta \in \tilde{S}_0 : \theta - 2\pi k \in A \text{ for some } k \in \mathbb{Z} \right\}^*.$$

Let $Y_1 = \tilde{S}_0 - Y_2$, $X_j = p(Y_j)$. Clearly, $S(x_0) = X_1 \cup X_2$, and $X_2$ is finite.

By Lemma 3.15 there exists a reducing pair of open neighbourhoods $U_1$ and $U_2$ of $X_1$ and $X_2$ respectively for $S$ in some right neighbourhood $W = [r_0, r_1)$ of $r_0$. The neighbourhood $U_1$ can be chosen so that $U_1 \subset (-i, i)$. By Lemma 3.14 the corresponding restrictions $S|_{U_1}$ and $S|_{U_2}$ are continuous on $W$ and $S = S|_{U_1} + S|_{U_2}$.

Since

$$\text{supp}(\tilde{S}_0 \cap p^{-1}U_1) \subset \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \cup 2\pi\mathbb{Z},$$

the function $S|_{U_1}$ has a continuous lifting $\tilde{S}|_{U_1}$ to $W$ by standard prolongation, such that

$$\tilde{S}|_{U_1}(x_0) = \tilde{S}_0 \cap p^{-1}U_1.$$

(B) Claim: the function $S|_{U_2}$ has a continuous lifting $\tilde{S}|_{U_2}$ to $W$, such that

$$\tilde{S}|_{U_2}(x_0) = \tilde{S}_0 \cap p^{-1}U_2.$$

Proof of (B). Since the rigged set $X_2$ is finite, we obviously can assume that it consists of only one point and its copies. This one point case follows from Lemma 3.8.

Combining (A) and (B), it follows from Lemma 3.14 that the function $\tilde{S} : \tilde{S}|_{U_1} + \tilde{S}|_{U_2}$ gives continuous lifting of $S$ to $W$, such that $\tilde{S}(x_0) = \tilde{S}_0$. □

**Theorem 3.15.** The triple $(S_1(\mathbb{R}), S_1(\mathbb{T}), p)$ is a Hurewicz bundle; that is, if $\tilde{S}_0 \in S_1(\mathbb{R})$, if $S : [0, 1] \to S_1(\mathbb{T})$ is continuous and if $p(\tilde{S}_0) = S(0)$, then there exists a continuous path $\tilde{S} : [0, 1] \to S_1(\mathbb{R})$, such that $\tilde{S}(0) = \tilde{S}_0$ and $S = p \circ \tilde{S}$.

**Proof.** Let $A$ be the set of all $r_0 \in [0, 1]$, such that the restriction of the path $S$ to $[0, r_0]$ has a continuous lifting. Clearly, $0 \in A$, so that $A \neq \emptyset$.

It follows from Lemma 3.14 that if $r_0 \in A$ and $\tilde{S}$ is a lifting of $S$ on $[0, r_0]$, then there exists a right neighbourhood $W = [r_0, r_1)$ of $r_0$, such that $\tilde{S}$ can be continuously prolonged to $W$. Hence, the set $A$ is open. It follows from Lemma 3.13 that $A$ is
closed. Consequently, \( A \) is a non-empty closed and open subset of \([0, 1]\). It follows that \( A = [0, 1] \). □

The path \( \tilde{S} \), existence of which is proved in Theorem 3.15, is called a lifting of the path \( S \). This lifting is not unique, in general. In this regard, it is desirable to study some relationship between different liftings.

Now we are in position to prove Theorem 3.1.

Proof of Theorem 3.1. By Theorem 3.15, there exists a continuous lift \( \tilde{S} : [0, 1] \rightarrow S_1(\mathbb{R}) \) of the path \( S \). By Lemma 3.2, there exists a sequence of continuous functions \( \theta_1, \theta_2, \ldots : [0, 1] \rightarrow \mathbb{R} \) such that \( \{ \theta_1(r), \theta_2(r), \ldots \}^\ast = \tilde{S}(r) \). Obviously, the functions \( z_j(r) := e^{2\pi i \theta_j(r)} \) are continuous, and \( \{ z_1(r), z_2(r), \ldots \}^\ast = S(r) \). □

4. \( \mu \)-Invariant of a Continuous Path in \( S_1(\mathbb{T}) \)

4.1. Definition of \( \mu \)-invariant.

4.1.1. The number \([ \theta; \theta_1, \theta_2] \). Let \( \theta \in (0, 2\pi) \). For any \( \theta_1, \theta_2 \in \mathbb{R} \), such that \( \theta_1 < \theta_2 \), we define

\[
[\theta; \theta_1, \theta_2] = \frac{1}{2} \left( \# \{ k \in \mathbb{Z} : \theta_1 < \theta + 2\pi k < \theta_2 \} + \# \{ k \in \mathbb{Z} : \theta_1 \leq \theta + 2\pi k \leq \theta_2 \} \right).
\]

This number is equal to the number of times the point \( e^{it} \) crosses \( e^{i\theta} \) in anti-clockwise direction as \( t \) moves from \( \theta_1 \) to \( \theta_2 \). If \( \theta_2 < \theta_1 \), we let

\[
[\theta; \theta_1, \theta_2] := -[\theta; \theta_2, \theta_1].
\]

Clearly, for any three numbers \( \theta_1, \theta_2, \theta_3 \)

\[
[\theta; \theta_1, \theta_2, \theta_3] := [\theta; \theta_1, \theta_2] + [\theta; \theta_2, \theta_3].
\]

4.1.2. Definition of \( \mu \)-invariant. If we have a continuous path in \( S_1(\mathbb{T}) \), it is desirable to know how many points in total cross a particular point \( \theta \) on the unit circle in counterclockwise direction and how many points cross that point in clockwise direction. Actually, as it is easy to see, only difference of the above two numbers can be correctly defined. This number can be considered as spectral flow in the case when the path in \( S_1(\mathbb{T}) \) represents the changing spectra of a path of unitary operators of the class \( 1 + L_1(\mathcal{H}) \). This spectral flow was called \( \mu \)-invariant by A. Pushnitski who introduced this notion in [Pu].

The definition of the \( \mu \)-invariant which follows is based on Selection Theorem 3.1 and as such it differs from the one given in [Pu].
Definition 4.1. Let $a < b$ be two real numbers. Let $S : [a, b] \to S_1(\mathbb{T})$ be a continuous path and let $\tilde{S} : [a, b] \to S_1(\mathbb{R})$ be any continuous lifting of the path $S$. Let $\theta_1(\cdot), \theta_2(\cdot), \ldots$ be a continuous enumeration of $\tilde{S}$. The $\mu$-invariant of the path $S$ is a function

$$
\mu(\theta; a, b) : (0, 2\pi) \to \mathbb{Z} \cup \frac{1}{2}\mathbb{Z},
$$

defined by the formula

$$
\mu(\theta; a, b) = \sum_{j=1}^{\infty} [\theta; \theta_j(a), \theta_j(b)].
$$

This definition assumes that if a point of the path $S(r)$ arrives to $e^{i\theta}$ (in anticlockwise direction) it adds $\frac{1}{2}$ to the $\mu$-invariant and when the point leaves $e^{i\theta}$ it adds another $\frac{1}{2}$; as a result, when a point crosses $e^{i\theta}$ it adds 1 to the $\mu$-invariant.

Since the rigged set $\{\theta_j(r)\}_{j=1}^{\infty}$ belongs to $S_1(\mathbb{R})$, the above sum is finite for every $\theta \in (0, 2\pi)$.

Note that for any fixed $r$ the $\mu$-invariant is a locally constant function of $\theta$, whose jumps occur at points of $S(r)$. At discontinuity points the $\mu$-invariant takes half-integer values (which include integers too), at continuity points the $\mu$-invariant is integer-valued. So, the $\mu$-invariant is essentially integer-valued. Though $\mu$-invariant can take half-integer values as well, we shall usually ignore this.

Obviously, one needs to prove correctness of the definition of the $\mu$-invariant given above; that is, to show that the definition does not depend on the choice of continuous enumeration $\theta_1, \theta_2, \ldots$. The proof of the correctness which follows is a routine and straightforward check.

**Proposition 4.2.** The $\mu$-invariant is correctly defined; that is, it does not depend on the choice of lifting $\tilde{S}$ and it does not depend on the choice of enumeration $\theta_1, \theta_2, \ldots$ of $\tilde{S}$.

**Proof.** It is obvious that the $\mu$-invariant does not depend on rearrangement of functions in a given enumeration $\{\theta_j(\cdot)\}$.

(A) Let $A$ be the set of all $r_0 \in [0, 1]$ such that for the restriction of the path $S(\cdot)$ to the interval $[0, r_0]$ definition of the $\mu$-invariant is correct; that is, that is does not depend on the choice of the continuous enumeration $\{\theta_j(r)\}$.

We shall prove that $A = [0, 1]$. Obviously, $0 \in A$, so that $A \neq \emptyset$. From now on we assume that $\theta \in (0, 2\pi)$ is fixed.

(B) Here we show that $A$ is open.

So, let $r_0 \in A$, that is, for $r \leq r_0$ definition of $\mu$-invariant at $\theta$ is correct for all $r \leq r_0$. If $e^{i\theta} \notin S(r_0)$, then there exists a neighbourhood $U$ of $e^{i\theta}$ such that the distance between $U$ and $S(r_0)$ is positive, and, in particular, $U$ contains no elements of $S(r_0)$. Since $S(\cdot)$ is continuous in $S_1(\mathbb{T})$, it follows that for all $r$ close enough to $r_0$ the support
of the set \( S(r) \) also does not intersect with \( U \). It follows that none of the points of \( S(r) \) cross \( e^{i\theta} \); that is, values of all functions \( \theta_j(\cdot) \) are not equal to any of the numbers \( \theta + 2\pi k \), \( k \in \mathbb{Z} \). It follows that the value of \( \mu \)-invariant does not change for all \( r \) close enough to \( r_0 \), independently of the enumeration.

Now assume that \( e^{i\theta} \in S(r_0) \). Then there exists a neighbourhood \( U \) of \( e^{i\theta} \) which contains only (copies of) one point from \( S(r_0) \), and such that the distance between \( U \) and \( S(r_0) \setminus \{e^{i\theta}\} \) is positive. Let (without loss of generality) \( \theta'_1(\cdot),\ldots,\theta'_N(\cdot) \) be those and only functions of the first enumeration, for which \( e^{i\theta'_j(r_0)} = e^{i\theta} \), and let \( \theta''_1(\cdot),\ldots,\theta''_N(\cdot) \) be the corresponding functions of the second enumeration with \( e^{i\theta''_j(r_0)} = e^{i\theta} \) (clearly, the number \( N \) of the functions is the same). It follows that there exists a neighbourhood \( W \) of \( r_0 \), such that for all \( r \in W \) the set \( U \) contains only points \( e^{i\theta'_j(r)},\ldots,e^{i\theta''_N(r)} \) of \( S(r) \); these points coincide with \( e^{i\theta'_j(r)},\ldots,e^{i\theta''_N(r)} \). For every \( r \in W \) the number of numbers from \( \theta'_1(\cdot),\ldots,\theta'_N(\cdot) \) which are larger than \( \theta \) minus the number of numbers from \( \theta''_1(\cdot),\ldots,\theta''_N(\cdot) \) which are less than \( \theta \) represent the change of the \( \mu \)-invariant. Since this difference is clearly the same for the functions \( \theta''_1(\cdot),\ldots,\theta''_N(\cdot) \), the value of the \( \mu \)-invariant does not depend on enumeration for all \( r \in W \).

Proof of (B) is complete.

(C) Let \( r_0 \in (0,1] \). Assume that for all \( r \in [0,r_0) \) the definition of the \( \mu \)-invariant is correct, that is \( 0 \leq r_0 < 1 \) \( r \in A \). We show that \( r_0 \in A \), and this will complete the proof.

Again, we consider two cases: (1) \( e^{i\theta} \notin S(r_0) \) and (2) \( e^{i\theta} \in S(r_0) \).

First case: \( e^{i\theta} \notin S(r_0) \). In this case there exists a neighbourhood \( U \) of \( e^{i\theta} \) such that the distance between \( U \) and \( S(r_0) \) is positive. It follows that there exists a neighbourhood \( W \) of \( r_0 \), such that for all \( r \in W \) the set \( U \) does not intersect with \( S(r) \). This clearly implies that the \( \mu \)-invariant is the same for \( r_0 \) and any \( r \in W \) for both enumerations.

Second case: \( e^{i\theta} \in S(r_0) \). Let \( N \) be the multiplicity of \( e^{i\theta} \) in \( S(r_0) \). Let, as in part (B), \( \theta'_1(\cdot),\ldots,\theta'_N(\cdot) \) be those and only functions of the first enumeration, for which \( e^{i\theta'_j(r_0)} = e^{i\theta} \), and let \( \theta''_1(\cdot),\ldots,\theta''_N(\cdot) \) be the corresponding functions of the second enumeration with \( e^{i\theta''_j(r_0)} = e^{i\theta} \) (clearly, the number \( N \) of the functions is the same).

In this case there exists a neighbourhood \( U \) of \( e^{i\theta} \) such that the distance between \( U \) and \( S(r_0) \setminus \{e^{i\theta}\} \) is positive. It follows that there exists a neighbourhood \( W \) of \( r_0 \) such that for all \( r \in W \) the set \( U \) contains only points \( e^{i\theta'_1(r)},\ldots,e^{i\theta''_N(r)} \), which coincide with points \( e^{i\theta'_1(r)},\ldots,e^{i\theta''_N(r)} \). By assumption, for any fixed \( r < r_0 \) the \( \mu \)-invariant have the same value for both enumerations. The change of the \( \mu \)-invariant on the interval \( [r,r_0] \) is represented by

\[
\# \{ j \in 1\ldots N : \theta'_j(r) > \theta'_j(r_0) \} - \# \{ j \in 1\ldots N : \theta'_j(r) < \theta'_j(r_0) \}.
\]

Since this number is clearly the same for both enumerations \( \{\theta'_j\} \) and \( \{\theta''_j\} \), it follows that \( r_0 \in A \).

The proof is complete. □
Proposition 4.3. Let \( S: [a, b] \rightarrow S_1(\mathbb{T}) \) be a continuous path. The \( \mu \)-invariant of \( S \) is additive in the sense that for any \( a, c, b \in \mathbb{R} \)
\[ \mu(\theta; a, b) = \mu(\theta; a, c) + \mu(\theta; c, b). \]

Proof. Directly follows from the definition of \( \mu \)-invariant and from (10).

As Corollary 2.13 shows, definitions of the \( \mu \)-invariant given here and in [Pu] coincide. At the same time, it is often more convenient to work with separate continuous eigenvalue-functions. While definition of \( \mu \)-invariant, given here, might be a bit lengthy and technical, once introduced, it clarifies and simplifies many things.

4.2. Homotopy invariance. An important property of the \( \mu \)-invariant is its homotopy invariance. Proof of homotopy invariance is also standard, see e.g. proof of homotopy invariance of spectral flow in [Ph1, Ph2].

Theorem 4.4. The \( \mu \)-invariant is homotopically invariant. That is, if \( F: [a, b] \times [0, 1] \rightarrow S_1(\mathbb{T}) \) is a continuous function, such that \( F(a,t) = 1 \) for all \( t \in [0,1] \) and \( F(b,t) = F_1 \) = const, then the paths \( S_a(\cdot) = F(\cdot,0) \) \( S_b(\cdot) = F(\cdot,1) \) have the same \( \mu \)-invariants.

Proof. Let \( \theta \in (0, 2\pi) \) be fixed.

(A) Let \( x_0 \in [a, b] \times [0, 1] \). There exists a neighbourhood \( W \) of \( x_0 \) such that for any two points \( x_1, x_2 \in W \) and any two paths \( I_1 \) and \( I_2 \) in \( U \) which begin at \( x_1 \) and end at \( x_2 \), the equality
\[ \mu(\theta; F|_{I_1}) = \mu(\theta; F|_{I_2}) \]
holds.

Proof of (A). 1 case: \( \theta \notin F(x_0) \). In this case there exists a neighbourhood \( W \) of \( x_0 \) and a neighbourhood \( U \) of \( \theta \) which is reducing for \( F \) on \( W \); that is, for any \( x \in W \), \( \text{supp} F(x) \cap U = \emptyset \).

Plainly, this implies that \( \mu(\theta; F|_{I_1}) = \mu(\theta; F|_{I_2}) \).

2 case: \( \theta \in F(x_0) \). In this case there exists a neighbourhood \( W \) of \( x_0 \) and a neighbourhood \( U \) of \( \theta \) which is reducing for \( F \) on \( W \) and such that \( \text{supp} F(x_0) \cap U \) contains only \( \theta \). This restriction, defined on \( W \), admits a (standard) continuous lifting \( \tilde{F}|_U \) which admits a continuous enumeration \( \theta_1(\cdot), \ldots, \theta_N(\cdot) \), where \( N \) is the multiplicity of \( x_0 \). (by Lemma 3.2). Restrictions of the functions \( \theta_1(\cdot), \ldots, \theta_N(\cdot) \) to \( I_1 \) and \( I_2 \) give continuous enumerations \( \theta'_j(\cdot) \) and \( \theta''_j(\cdot) \) of \( F|_{I_1} \) and \( F|_{I_2} \). Clearly,
\[ [\theta; \theta'_j(x_1), \theta''_j(x_2)] = [\theta; \theta'_j(x_1), \theta''_j(x_2)]. \]

It follows that \( \mu(\theta; F|_{I_1}) = \mu(\theta; F|_{I_2}) \).

(B) The rest of the proof is standard: it uses (A) and additivity property (Proposition 4.3) of the \( \mu \)-invariant.
4.3. A property of $\mu$.

**Proposition 4.5.** If $S$ is a continuous path $[0, 1] \to S_1(\mathbb{T})$ which begins and ends at 1, then the $\mu$-invariant of $S$ is a constant function.

*Proof.* $\mu$-invariant is a step-function on $(0, 2\pi)$; it follows from the definition of the $\mu$-invariant that its jumps occur at points which belong either to $S(0)$ or $S(1)$. The claim follows. $\square$

**Corollary 4.6.** If $S$ and $T$ are two continuous paths $[0, 1] \to S_1(\mathbb{T})$ such that $S(0) = T(0) = 1$ and $S(1) = T(1)$, then the difference

$$\mu(\theta; S) - \mu(\theta; T)$$

is constant (does not depend on $\theta$).

*Proof.* This follows from additivity of the $\mu$-invariant (Proposition 4.3) and Proposition 4.5. $\square$

**Lemma 4.7.** Let $S: [0, 1] \to S_1(\mathbb{T})$ be a continuous function such that $S(0) = 1$. For any continuous enumeration $\{z_1, z_2, \ldots\}^*$ of $S$, the set

$$\{j \in \mathbb{N}: z_j(r) = -1 \text{ for some } r \in [0, 1]\}$$

is finite.

*Proof.* Let $\tilde{S}: [0, 1] \to S_1(\mathbb{R})$ be a continuous lifting of $S$ (such a lifting exists by Theorem 3.15) and let $\{\theta_1, \theta_2, \ldots\}^*$ be a continuous enumeration of $\tilde{S}$ (it exists by Lemma 3.2). If we assume the contrary to the claim of the lemma, then there exists a sequence $r_1, r_2, \ldots \in [0, 1]$ and a sequence $n_1, n_2, \ldots$ of indices such that $|\theta_{n_j}(r_j)| \geq \pi$. But this contradicts to Lemma 2.27. $\square$

**Proposition 4.8.** Let $S$ and $T$ be two continuous paths $[0, 1] \to S_1(\mathbb{T})$ such that $S(0) = T(0) = S(1) = T(1) = 1$. If $S$ and $T$ have the same $\mu$-invariants (which are necessarily constant, by Corollary 4.6), then $S$ and $T$ are homotopic.

*Proof.* (A) Let $\mu(\theta) = N$. W.l.o.g., we assume that $N \geq 0$. We show that $S$ is homotopic to the continuous path

$$[0, 1] \ni r \mapsto \{e^{2\pi ir}, e^{2\pi i}, \ldots, e^{2\pi i}\}^*,$$

where the number $e^{2\pi ir}$ appears $N$ times. This will imply that $T$ is also homotopic to 1; consequently $S$ and $T$ are homotopic.

(B) By Theorem 3.1 there exists a continuous enumeration $\{z_1, z_2, \ldots\}^*$ of $S$. Without loss we can assume that functions $z_1, z_2, \ldots$ have the form $e^{i\theta_j(r)}$ where functions $\theta_j$ take their values either in $[0, 2\pi]$ or in $[-2\pi, 0]$, and that the values $-2\pi, 0, 2\pi$ are attained only at end-points of $[0, 1]$.

We split the set $S(r)$ into two parts $S_1(r)$ and $S_2(r)$, where $S_1(r)$ consists of those $z_j(r)$, for which the function $z_j(\cdot)$ takes value $-1$, and $S_2(r) := S(r) - S_1(r)$. By
Corollary 2.24 functions \( S_1 \) and \( S_2 \) are continuous. By Lemma 4.7 the rigged set \( S_1(r) \) is finite.

Let \( S_2 = \{g_1, g_2, \ldots\}^* \) and \( S_1 = \{h_1, h_2, \ldots, h_N\}^* \).

(C) Since continuous arguments \( \theta_j' \) of functions \( g_j \), which form \( S_2 \), do not take values \( \pm \pi \), so that \( \theta_j'(0) = \theta_j'(1) = 0 \), we get a homotopy of \( S_2 \) with 1, if we let \( F_2(r, t) = \{e^{i\theta_j'(r)}, j = 1, 2, \ldots\}^* \). It follows from Lemma 2.23 that the function \( F_2 : [0, 1]^2 \to S_1(\mathbb{T}) \) is continuous, so \( F_2 \) is indeed a homotopy.

(D) Functions \( h_j \), which form \( S_1 \), can be represented in the form \( h_j(r) = e^{i\theta_j'(r)} \), where the argument \( \theta_j'(\cdot) \) is a continuous non-negative function with values in \( [0, 2\pi] \), of one of three types: (1) \( \theta_j'(0) = \theta_j'(1) = 0 \), (2) \( \theta_j'(0) = 0, \ \theta_j'(1) = 2\pi \), and (3) \( \theta_j'(0) = 2\pi, \ \theta_j'(1) = 1 \).

If the rigged set \( \{\theta_1', \theta_2', \ldots, \theta_N'\}^* \) contains a pair functions \( \theta_k' \) and \( \theta_m' \), of types (2) and (3), then we obviously can replace this pair by two functions of the first type. In the end we get some number of functions of the first type and \( N \) functions of the second or third. We can assume that the functions are of the second type. Functions of the first type form a continuous subfunction of \( S_1 \) which is homotopic to 1 just as in (C).

Each function \( h_j \) of the second (or third) type is obviously homotopic to the function \( e^{2\pi ir} \). By Lemma 2.23 these homotopies define a (continuous) homotopy \( F_1(\cdot, \cdot) \) of \( S_1 \) to the set function

\[ \{e^{2\pi ir}, e^{2\pi ir}, \ldots, e^{2\pi ir}\}^* \]

By Lemma 2.10, the function \( F := F_1 + F_2 \) is continuous. Clearly, \( F \) is a homotopy of \( S' \) and the path (11).

The proof is complete. \( \square \)

Since the \( \mu \)-invariant of the path (11) is obviously constant and is equal to \( N \), Proposition 4.8 immediately implies

**Corollary 4.9.** The fundamental group \( \pi_1(S_1(\mathbb{T})) \) of the space \( S_1(\mathbb{T}) \) is equal to \( \mathbb{Z} \).

4.4. Another property of \( \mu \). The following simple equality will be used twice.

**Lemma 4.10.** Let \( S : [0, 1] \to S_1(\mathbb{T}) \) be a continuous path, such that \( S(0) = 1 \). Let \( \tilde{S} : [0, 1] \to S_1(\mathbb{R}) \) be its continuous lift such that \( \tilde{S}(0) = 0 \), and let \( \{\theta_1(\cdot), \theta_2(\cdot), \ldots\}^* \) be its continuous enumeration. The \( \mu \)-invariant of the path \( S \) is a summable function and it satisfies the equality the equality

\[
(12) \quad \int_0^{2\pi} \mu(\theta; S) \, d\theta = \sum_{j=1}^{\infty} \theta_j(1).
\]

**Proof.** Let \( \theta_j \) be the number from \( [0, 2\pi] \) which differs from \( \theta_j(1) \) by a multiple of \( 2\pi \). If \( \theta_j(r) \) makes \( k \in \mathbb{Z} \) windings around the unit circle in anticlockwise direction as \( r \).
changes from 0 to 1, then
\[ \int_0^{2\pi} \left[ \frac{\theta - \theta_j(1)}{2\pi} \right] d\theta = \int_0^{\theta_j} + \int_{\theta_j}^{2\pi} \]
\[ = -\theta_j \cdot (k + 1) - (2\pi - \theta_j)k = -2\pi k - \theta_j = -\theta_j(1). \]

It follows that for all \( j = 1, 2, \ldots \)
\[ |\theta_j(1)| = \left| \int_0^{2\pi} \left[ \frac{\theta - \theta_j(1)}{2\pi} \right] d\theta \right| = \int_0^{2\pi} \left| \frac{\theta - \theta_j(1)}{2\pi} \right| d\theta. \]

Since the series \( \sum_{j=1}^{\infty} \theta_j(1) \) is absolutely convergent, it follows that the series
\[ \sum_{j=1}^{\infty} \int_0^{2\pi} \left| \frac{\theta - \theta_j(1)}{2\pi} \right| d\theta \]
is convergent. It follows that the function
\[ (0, 2\pi) \ni \theta \mapsto \sum_{j=1}^{\infty} \left| \frac{\theta - \theta_j(1)}{2\pi} \right| \]
is summable. It follows that the function \((0, 2\pi) \ni \theta \mapsto \mu(\theta; S)\) is also summable and
\[ \int_0^{2\pi} \mu(\theta; S) d\theta = -\sum_{j=1}^{\infty} \int_0^{2\pi} \left| \frac{\theta - \theta_j(1)}{2\pi} \right| d\theta \]
\[ = -\sum_{j=1}^{\infty} \int_0^{2\pi} \left[ \frac{\theta - \theta_j(1)}{2\pi} \right] d\theta \]
\[ = \sum_{j=1}^{\infty} \theta_j(1). \]
The proof is complete. \(\square\)

5. \( \mu \)-INVARINT FOR PATHS OF UNITARY OPERATORS

5.1. The mapping \( \text{spec}: \mathcal{U}_1 \to S_1 \). Let \( p \in [1, \infty] \). We denote by \( \mathcal{U}_p(\mathcal{H}) \) the group of all unitary operators of the form \( 1 + A \), where \( A \in \mathcal{L}_p(\mathcal{H}) \), on a Hilbert space \( \mathcal{H} \).

The group \( \mathcal{U}_p(\mathcal{H}) \) is endowed with \( \mathcal{L}_p(\mathcal{H}) \) topology: a net \( U_\alpha \) from \( \mathcal{U}_p(\mathcal{H}) \) converges to \( U \in \mathcal{U}_p(\mathcal{H}) \), if \( U_\alpha - U \) converges to 0 in \( \mathcal{L}_p(\mathcal{H}) \). In this paper \( p \) will be equal to 1.

We shall consider continuous paths of operators \( U: [0, 1] \to \mathcal{U}_p(\mathcal{H}) \).

Eigenvalues \( e^{i\theta_j} \) of an operator \( U \in \mathcal{U}_p(\mathcal{H}) \) form a subset of the unit circle \( \mathbb{T} \subset \mathbb{C} \) with only one possible accumulation point 1. In an obvious way, spectrum \( \text{spec}(U) \) of an operator \( U \in \mathcal{U}_1(\mathcal{H}) \) is a rigged set from \( S_\infty(\mathbb{T}) \). Since \( \|U - 1\|_1 = d(\text{spec}(U), 1) \), it follows that spectrum defines a mapping from \( \mathcal{U}_1(\mathcal{H}) \) to \( S_1(\mathbb{T}) \):
\[ \text{spec}: \mathcal{U}_1(\mathcal{H}) \to S_1(\mathbb{T}). \]
In [Pu] this mapping is denoted by $\eta_1$.

**Lemma 5.1.** Let $\mathcal{H}$ be a Hilbert space (finite or infinite dimensional) and let $A$ be a trace class operator on $\mathcal{H}$. Then for any orthonormal basis $(\psi_j)$ of $\mathcal{H}$

$$\sum_{j=1}^{\infty} |\langle \psi_j, A\psi_j \rangle| \leqslant \|A\|_1.$$  

**Proof.** There exists a diagonal (in the basis $(\psi_j)$) unitary operator $U$ such that the diagonal entries of the operator $AU$ (in the same basis) are non-negative. It follows that

$$\sum_{j=1}^{\infty} |\langle \psi_j, A\psi_j \rangle| = \text{Tr}(AU) \leqslant \|AU\|_1 = \|A\|_1.$$  

\[\Box\]

The formula proved in the following lemma is well-known (for self-adjoint operators) in quantum mechanics (see e.g. [LL]).

**Lemma 5.2.** If $\lambda_j(r_0)$ is an isolated eigenvalue of a real-analytic path of unitary operators $U(r)$ at $r = r_0$ corresponding to an eigenvector $\psi_j(r_0)$, then

$$\frac{d\lambda_j(r)}{dr} \bigg|_{r=r_0} = \left\langle \psi_j(r_0), \dot{U}_r \big|_{r=r_0} \psi_j(r_0) \right\rangle.$$  

**Proof.** Using the fact that $\bar{\lambda}_j(r)$ is an eigenvalue of $U^{-1}(r) = U^*(r)$, one obtains (recall that $\langle \cdot, \cdot \rangle$ is anti-linear with respect to the first argument)

$$\frac{d\lambda_j(r)}{dr} = \frac{d}{dr} \left\langle \psi_j(r), U(r)\psi_j(r) \right\rangle$$

$$= \langle \psi_j'(r), U(r)\psi_j(r) \rangle + \langle \psi_j(r), U'(r)\psi_j(r) \rangle$$

$$= \lambda_j(r) \langle \psi_j'(r), \psi_j(r) \rangle + \lambda_j(r) \langle \psi_j(r), \psi_j'(r) \rangle + \langle \psi_j(r), U'(r)\psi_j(r) \rangle.$$  

Since $\langle \psi_j'(r), \psi_j(r) \rangle + \langle \psi_j(r), \psi_j'(r) \rangle = (\langle \psi_j(r), \psi_j(r) \rangle)' = 0$, the claim follows. \[\Box\]

**Lemma 5.3.** Let $\{U(r), r \in [0,1]\}$ be an analytic path of unitary operators in finite-dimensional Hilbert space. Let $\lambda_1(r), \ldots, \lambda_N(r)$ be eigenvalues of $U(r)$, which are analytic functions of $r$. Then

$$\sum_{j=1}^{N} \left| \frac{d\lambda_j(r)}{dr} \right| \leqslant \left\| \frac{dU(r)}{dr} \right\|_1.$$  

**Proof.** This directly follows from Lemmas 5.2, 5.1 and the fact that analytic vectors $\psi_1(r), \ldots, \psi_N(r)$ form an orthonormal basis. \[\Box\]

**Lemma 5.4.** Let $a < b$. If $U: [a, b] \to \mathcal{U}_1(\mathbb{C}^N)$ is a real-analytic path, then

$$(13) \quad d(\text{spec}(U(a)), \text{spec}(U(b))) \leqslant \max_{r \in [a,b]} \left\| \frac{dU(r)}{dr} \right\|_1 (b-a).$$
Proof. Plainly,
\[ d(\text{spec}(U(a)), \text{spec}(U(b))) \leq \sum_{j=1}^{N} d(\lambda_j(U(a)), \lambda_j(U(b))), \]
where the functions \( \lambda_j(U(r)) \) can be chosen to be analytic (since the path \( U(\cdot) \) is unitary and analytic). So, the mean value theorem and Lemma 5.3 complete the proof. \( \square \)

We introduce metric in \( U_1(\mathcal{H}) \) by the formula
\[ d_1(U_0, U_1) = \inf \max_{r \in [a,b]} \left\| \frac{dU(r)}{dr} \right\|_1 (b - a) \]
where the infimum is taken over all piecewise analytic paths \( U : [a, b] \rightarrow U_1(\mathcal{H}) \) such that \( U(a) = U_0 \) and \( U(b) = U_1 \). Plainly, \( (U_1(\mathcal{H}), d_1) \) is a metric space.

**Lemma 5.5.** For any \( U_1, U_2, U \in 1 + L_1(\mathcal{H}) \), the equality
\[ d_1(U U_1, U U_2) = d_1(U_1, U_2). \]
holds.

**Proof.** If \( U(r) \) is a piecewise analytic path connecting \( U_1 \) and \( U_2 \) with trace-class derivative \( \leq 1 \), then \( U \cdot U(r) \) is a piecewise analytic path connecting \( U U_1 \) and \( U U_2 \) with trace-class derivative \( \leq 1 \). It follows that \( d_1(U U_1, U U_2) \leq d_1(U_1, U_2) \). Using this, we obtain
\[ d_1(U_1, U_2) = d_1(U^{-1} U U_1, U^{-1} U U_2) \leq d_1(U U_1, U U_2). \]
\( \square \)

**Lemma 5.6.** Metrics \( \|U_1 - U_0\|_1 \) and \( d_1(U_1, U_0) \) are equivalent.

**Proof.** (A) Claim:
\[ \|U_1 - U_0\|_1 \leq d_1(U_1, U_0). \]

Proof. Let \( U : [0, 1] \rightarrow U_1(\mathcal{H}) \) be any differentiable path, connecting \( U_0 \) and \( U_1 \). Since
\[ U_1 - U_0 = \int_0^1 U'(r) \, dr, \]
(where the integral is taken in \( L_1 \)-norm), it follows that
\[ \|U_1 - U_0\|_1 \leq \int_0^1 \|U'(r)\|_1 \, dr. \]
It follows that \( \|U_1 - U_0\|_1 \leq d_1(U_1, U_0) \).

(B) Claim: there exists an absolute constant \( C > 0 \) such that
\[ d_1(U_1, U_2) \leq C \|U_1 - U_2\|_1. \]

Proof. By Lemma 5.5, \( d_1(U_1, U_2) = d_1(1, U) \), where \( U = U_2 U_1^{-1} \). Since also \( \|U_2 - U_1\|_1 = \|U_2 U_1^{-1} - 1\|_1 \), we can assume that \( U_1 = 1 \) and \( U_2 = U \).
Let $U = e^{iH}$, where $\|H\| \leq \pi$ and $H \in \mathcal{L}_1(\mathcal{H})$. The path $U(r) = e^{irH}$ connects 1 and $U$. Further,
\[
\frac{dU(r)}{dr} = iHe^{irH},
\]
so that
\[
d_1(1, U) \leq \|H\|_1.
\]
So, it is enough to show that
\[
\|H\|_1 \leq C \cdot \|e^{iH} - 1\|_1.
\]

If $\lambda_1, \lambda_2, \ldots$ are eigenvalues (counting multiplicities) of $H$, then, by the formula $\|H\|_1 = \sum_{j=1}^{\infty} |\lambda_j|$, it is enough to show that
\[
|\lambda_j| \leq C \cdot |e^{i\lambda_j} - 1|,
\]
with $C$ which does not depend on $j$. Since the function $f(x) := \frac{x}{|e^{ix} - 1|}$ is (can be made) continuous on $[0, \pi]$, the constant $C$ exists. □

This lemma shows that we can work with either of the two metrics in $\mathcal{U}_1(\mathcal{H})$, whichever is more convenient.

**Corollary 5.7.** The metric space $(\mathcal{U}_1(\mathcal{H}), d_1)$ is separable and complete.

**Proof.** Since the metric space $(\mathcal{U}_1(\mathcal{H}), \|U_1 - U_2\|_1)$ is separable and complete, this follows from Lemma 5.6. □

In regard of the following theorem see also [Pul] Proposition 3.6 and Lemma 3.2.

**Theorem 5.8.** The mapping
\[
\text{spec}: \mathcal{U}_1(\mathcal{H}) \to \mathbb{S}_1(\mathbb{T})
\]
is continuous. Moreover,
\[
d(\text{spec}(U_1), \text{spec}(U_2)) \leq d_1(U_1, U_2).
\]

**Proof.** (A) It follows from Lemma 5.4 that the theorem holds for finite-dimensional operators $U_1$ and $U_2$.

(B) Any operator $U$ from $\mathcal{U}_1(\mathcal{H})$ can be approximated (in $\mathcal{L}_1$-norm, or, which is the same, in $d_1$-metric) by finite-dimensional operators from $\mathcal{U}_1(\mathcal{H})$, which are constructed by throwing away all small enough summands in the Schmidt representation of $U - 1$, so that, in particular, the spectrum of the finite-dimensional approximations are subsets (in rigged sense) of the spectrum of $U$.

Let $\varepsilon > 0$. For any $U_1$ and $U_2$ from $\mathcal{U}_1(\mathcal{H})$ there exist the above mentioned finite-dimensional operators $U_1'$ and $U_2' \in \mathcal{U}_1(\mathcal{H})$ such that
\[
d_1(U_1, U_1') < \frac{\varepsilon}{2} \quad \text{and} \quad d_1(U_2, U_2') < \frac{\varepsilon}{2},
\]
so that, by the triangle inequality,
\[(14) \quad d_1(U'_1, U'_2) < d_1(U_1, U_2) + \varepsilon.\]
Let \(N = \min(\text{rank}(U'_1 - 1), \text{rank}(U'_2 - 1))\). If \(N\) is large enough then
\[d(\text{spec}(U_j), \text{spec}(U'_j)) < \varepsilon/2, \quad j = 1, 2.\]
It follows from this and the triangle inequality that
\[d(\text{spec}(U_1), \text{spec}(U_2)) < d(\text{spec}(U'_1), \text{spec}(U'_2)) + \varepsilon.\]
It follows from this and (A) that
\[d(\text{spec}(U_1), \text{spec}(U_2)) < d_1(U'_1, U'_2) + \varepsilon.\]
Combining this with (14), we obtain
\[d(\text{spec}(U_1), \text{spec}(U_2)) < d_1(U_1, U_2) + 2\varepsilon.\]
Since \(\varepsilon > 0\) is arbitrary, the claim follows. \(\Box\)

5.2. **Continuous paths of unitary operators.** As an immediate consequence of Theorem 3.1, we have the operator version of that theorem.

**Theorem 5.9.** Let \(U : [0, 1] \to \mathcal{U}_1(\mathcal{H})\) be a continuous map, such that \(U(0) = 1\). It is possible to enumerate (counting multiplicities) eigenvalues \(e^{i\theta_j(x)}, j = 1, 2, \ldots\), of \(U(x)\) in such a way that the functions \(\theta_j(x)\) are continuous and \(\theta_j(0) = 0\) for all \(j = 1, 2, \ldots\)

**Proof.** This follows directly from Theorem 5.8 and Theorem 3.1. \(\Box\)

**Definition 5.10.** \(\mu\)-invariant of a continuous path of operators \(U : [a, b] \to \mathcal{U}_1(\mathcal{H})\), such that \(U(a) = 1\), is a function of the angle variable \(\theta \in (0, 2\pi)\) defined by
\[\mu(\theta; U) = \mu(\theta; \text{spec } U) \in \mathbb{Z}.\]
That is, \(\mu\)-invariant of the path of unitary operators \(U(r)\) is, by definition, the \(\mu\)-invariant of the path \(\text{spec } U(r) \in S_1(\mathbb{T})\).

If functions \(\theta_j(x)\) are chosen as in Theorem 5.9, then we have
\[\mu(\theta; U) = -\sum_{j=1}^{\infty} \left\lfloor \frac{\theta - \theta_j(b)}{2\pi} \right\rfloor \in \mathbb{Z}.\]

The above sum is finite for all \(\theta \in (0, 2\pi)\). It also follows that the sum is independent from rearrangement of numbers \(\theta_j(x)\).

**Proposition 5.11.** Let \(U\) be a unitary operator from \(\mathcal{U}_1(\mathcal{H})\). If two paths \(U_1, U_2 : [0, 1] \to \mathcal{U}_1(\mathcal{H})\), which connect 1 and \(U \in \mathcal{U}_1(\mathcal{H})\), are homotopic, then their \(\mu\)-invariants coincide:
\[\mu(\cdot; U_1) = \mu(\cdot; U_2).\]

**Proof.** This follows from Theorem 4.4. \(\Box\)
Remark 1. It is known (Kuiper’s theorem) that the unitary group of an infinite dimensional Hilbert space is homotopically equivalent to a point. At the same time, the group $U_1(H)$ is homotopically non-trivial, as it follows from Corollary 4.9 and Theorem 5.8.

6. Preliminaries on operators on a framed Hilbert space

Details and proofs, regarding the material of this subsection, can be found in [Az2].

Recall that a frame (cf. [Az2]) in a Hilbert space $H$ is a Hilbert-Schmidt operator with trivial kernel $F$, acting from $H$ to possibly another Hilbert space $K$, of the form

$$F = \sum_{j=1}^{\infty} \kappa_j \langle \varphi_j, \cdot \rangle \psi_j,$$

where $(\kappa_j)$ is the sequence of $s$-numbers of $F$, $(\varphi_j)$ is an orthonormal basis of $H$, and $(\psi_j)$ is an orthonormal basis of $K$.

Let $D$ be the manifold of finite linear combinations of vectors $\varphi_1, \varphi_2, \ldots$. The frame $F$, considered as Hilbert-Schmidt rigging (cf. [BeSh]), generates a pair of Hilbert spaces $H_1$ and $H_{-1}$ with scalar products $\langle \cdot, \cdot \rangle_{H_1}$ and $\langle \cdot, \cdot \rangle_{H_{-1}}$ respectively, defined by formula

$$\langle f, g \rangle_{H_\alpha} = \langle |F|^{-\alpha} f, |F|^{-\alpha} g \rangle, \quad f, g \in D.$$

The Hilbert space $H_\alpha$ is the completion of $D$ endowed with the scalar product $\langle \cdot, \cdot \rangle_{H_\alpha}$. There is a natural pairing $\langle f, g \rangle_{1,-1}$ for $f \in H_1$ and $g \in H_{-1}$, and natural Hilbert-Schmidt inclusions

$$H_1 \subset H \subset H_{-1}.$$

The operator $|F|$, considered as an operator $H_{\alpha-1} \rightarrow H_{\alpha}$, $\alpha = 0, 1$, is unitary. So, it gives a natural isomorphism of Hilbert spaces

$$|F| : H_{\alpha-1} \cong H_{\alpha}.$$  \hspace{1cm} (15)

If $f, g \in H_1 \subset H$, then $\langle f, g \rangle_{1,-1} = \langle f, g \rangle$.

Let $H_0$ be a self-adjoint operator on a framed Hilbert space $(H, F)$. The standard set of full Lebesgue measure

$$\Lambda(H_0; F),$$

associated with a frame $F$, is defined as the set of all those points $\lambda \in \mathbb{R}$ for which

(1) the operator $FR_{\lambda+iy}(H_0)F^*$ has a limit $FR_{\lambda+i0}(H_0)F^*$ in $L_2$-norm as $y \to 0^+$ and

(2) the operator $F \text{Im} \ R_{\lambda+iy}(H_0)F^*$ has a limit $F \text{Im} \ R_{\lambda+i0}(H_0)F^*$ in $L_1$-norm as $y \to 0^+$.

That the set $\Lambda(H_0; F)$ is indeed a full set follows from the limiting absorption principle, cf. [Y] Theorems 6.1.5, 6.1.9.

It follows from this definition, that for any $\lambda \in \Lambda(H_0; F)$ the limit

$$R_{\lambda+i0}(H_0) : H_1 \rightarrow H_{-1}$$
exists in the Hilbert-Schmidt norm and the limit
$$\text{Im } R_{\lambda+i0}(H_0) : \mathcal{H}_1 \to \mathcal{H}_{-1}$$
exists in the trace-class norm.

For any $\lambda \in \Lambda(H_0; F)$ one can define the non-negative trace-class matrix
$$\varphi(\lambda) := (\varphi_{ij}(\lambda)) = \frac{1}{\pi} (\kappa_i \kappa_j \langle \varphi_i, \text{Im } R_{\lambda+i0}(H_0) \varphi_j \rangle).$$
The value $\varphi_j(\lambda)$ of the vector $\varphi_j$ at $\lambda \in \Lambda(H_0; F)$ is defined by the formula
$$\varphi_j(\lambda) = \kappa_j^{-1} \eta_j(\lambda).$$
The (fiber) Hilbert space $\mathfrak{h}_\lambda = \mathfrak{h}_\lambda(H_0; F) \subset \ell_2$ is, by definition, the closure of the linear span of $\varphi_j(\lambda)$, $j = 1, 2, \ldots$.

The family $\{\varphi_j(\lambda), j = 1, 2, \ldots\}$ of vector-functions form a measurability base of the direct integral of Hilbert spaces
$$\mathcal{H} := \int_{\Lambda(H_0; F)}^\oplus \mathfrak{h}_\lambda \, d\lambda,$$
where the case of $\dim \mathfrak{h}_\lambda = 0$ is not excluded.

For any $f \in \mathcal{H}_1(F)$, (so that
$$f = \sum_{j=1}^{\infty} \kappa_j \beta_j \varphi_j,$$
where $(\beta_j) \in \ell_2$, ) we define the value $f(\lambda)$ of $f$ at $\lambda$ by the formula
$$f(\lambda) := \mathcal{E}_\lambda f := \sum_{j=1}^{\infty} \kappa_j \beta_j \varphi_j(\lambda).$$
The series here absolutely converges in $\ell_2$. The operator
$$\mathcal{E} : \mathcal{H}_1 \to \mathcal{H},$$
defined by the formula $(\mathcal{E}f)(\lambda) = \mathcal{E}_\lambda f$, is Hilbert-Schmidt, and, considered as an operator from $\mathcal{H}$ to $\mathcal{H}$, it is bounded, vanishes on the singular subspace $\mathcal{H}^{(s)}(H_0)$ of $H_0$, it is isometric on the absolutely continuous subspace $\mathcal{H}^{(a)}(H_0)$ of $H_0$ with the range $\mathcal{H}$ and is diagonalizing for $H_0$. That is, given a frame $F$ in the Hilbert space $\mathcal{H}$, the operator $\mathcal{E}$ gives a natural isomorphism of the absolutely continuous subspace of $\mathcal{H}$ to the direct integral $\mathcal{H}$:
$$\mathcal{E} : \mathcal{H}^{(a)} \cong \mathcal{H},$$
and
$$\mathcal{E}_\lambda(H_0f) = \lambda \mathcal{E}_\lambda(f)$$
for a.e. $\lambda \in \Lambda(H_0; F)$.

Let $H_0$ be a self-adjoint operator on a framed Hilbert space $(\mathcal{H}, F)$ and let $V$ be a trace class self-adjoint operator on $\mathcal{H}$, of the form
$$V = F^* JF,$$
where $J \in \mathcal{B}(\mathcal{K})$. Using natural isomorphisms (13), such an operator $V$ can also be considered as a bounded operator

$$V : \mathcal{H}_1 \to \mathcal{H}_1.$$  

Let

$$H_r = H_0 + V_r, \ r \in \mathbb{R},$$ 

where

$$V_r = F^* J_r F$$

and $J_r$ is a piecewise analytic path of bounded operators in $\mathcal{K}$.

Let $\lambda \in \Lambda(H_0; F)$. The resonance set $R(\lambda, H_0, V; F)$ can be defined as the set of all those $r \in \mathbb{R}$ for which $\lambda \in \Lambda(H_r; F)$. Another way to characterize the resonance set is this

$$R(\lambda, H_0, V; F) = \{ r \in \mathbb{R} : \text{the operator } 1 + J_r FR_{\lambda+\pi i0}(H_0)F^* \text{ is not invertible} \}.$$  

This second description of the resonance set $R(\lambda, H_0, V; F)$ implies that it is a discrete subset of $\mathbb{R}$, cf e.g. [Az2].

For any $\lambda \in \Lambda(H_0; F) \cap \Lambda(H_r; F)$, one can define operators

(16) 

$$w_{\pm}(\lambda) : \mathfrak{h}_\lambda(H_0) \to \mathfrak{h}_\lambda(H_r)$$

as an (unique) operator, which satisfies the formula

$$\langle E_{\lambda}(H_1)f, w_{\pm}(\lambda; H_1, H_0)E_{\lambda}(H_0)g \rangle = \langle f, a_{\pm}(\lambda; H_1, H_0)g \rangle_{1,-1},$$

where the operator

$$a_{\pm}(\lambda; H_1, H_0) : \mathcal{H}_1 \to \mathcal{H}_1$$

is defined by the formula

$$a_{\pm}(\lambda; H_1, H_0) := \left[ 1 - R_{\lambda+\pi i0}(H_1)V \right] \cdot \frac{1}{\pi} \Im R_{\lambda+\pi i0}(H_0).$$

The operators (16) are unitary operators.

So, for any $\lambda \in \Lambda(H_0; F) \cap \Lambda(H_r; F)$ one can define the scattering matrix by the formula

$$S(\lambda; H_r, H_0) = w^*_+(\lambda; H_r, H_0)w_-(\lambda; H_r, H_0).$$

For any $\lambda \in \Lambda(H_0; F) \cap \Lambda(H_r; F)$ the stationary formula

(17) 

$$S(\lambda; H_r, H_0) = 1_\lambda - 2\pi i E_{\lambda} V_r (1 + R_{\lambda+\pi i0}(H_0)V_r)^{-1} E^\phi_{\lambda}$$

holds, where $E^\phi_{\lambda} = |F|^{-2} E^*_{\lambda} : \mathfrak{h}_\lambda \to \mathcal{H}_1(F)$.

7. Singular spectral shift and Pushnitski $\mu$-invariant

This section very heavily relies on my paper [Az2]. I refer to this paper, instead of giving all the necessary definitions and results from it here.
7.1. Absolutely continuous part of Pushnitski $\mu$-invariant. The aim of this subsection is to introduce the absolutely continuous part $\mu^{(a)}(\theta, \lambda; H, H_0)$ of Pushnitski $\mu$-invariant (cf. [Pu]) and to prove Theorem 7.3.

Let $H_0$ be a self-adjoint operator on a Hilbert space with frame operator $F$. Let $\{V_r\}$ be a continuous piecewise analytic path of trace-class self-adjoint operators, such that Assumption 5.1 holds and $V_0 = 0$. Let $H_r = H_0 + V_r$. Note that for a path $V_r = rV$ with any trace-class self-adjoint operator $V$ there exists a frame $F$ such that the assumption holds.

Let $\lambda \in \Lambda(H_0; F)$. It is proved in [Az2], that in this case the scattering matrix $S(\lambda; H, H_0)$ exists for all $r \in \mathbb{R}$ except a discrete resonance set $R(\lambda; H_0, V; F)$, and that the function

$$\mathbb{R} \ni r \mapsto S(\lambda; H, H_0)$$

admits analytic continuation to a neighbourhood of $\mathbb{R}$. Also, it follows from (17) that $S(\lambda; H, H_0)$ takes values in $1 + \mathcal{L}_1(h_{\lambda})$. This allows to introduce the $\mu$-invariant of the scattering matrix $S(\lambda; H, H_0)$.

**Definition 7.1.** Let $\lambda \in \Lambda(H_0; F)$. The absolutely continuous part of Pushnitski $\mu$-invariant of the pair $(H, H_r)$ is the $\mu$-invariant of the continuous path

$$[0, s] \ni r \mapsto S(\lambda; H, H_0) \in 1 + \mathcal{L}_1(h_{\lambda}(H_0)).$$

The absolutely continuous part of Pushnitski $\mu$-invariant will be denoted by $\mu^{(a)}(\theta, \lambda; H, H_0)$.

By Theorem 5.9 it is possible to choose eigenvalues $e^{i\theta_j(\lambda, r)} \in \mathbb{T}$, $j = 1, 2, \ldots$ of the scattering matrix $S(\lambda; H, H_0)$ in such a way that for all $j = 1, 2, \ldots$ $\theta_j^*(0) = 0$ and $\theta_j^*(\lambda, \cdot)$ is continuous. Numbers $\theta_j^*(\lambda, r)$ are also called scattering phases.

We shall always assume such a choice of $\theta_j^*$’s.

By definition of the $\mu$-invariant, for all $\theta \in (0, 2\pi)$ and all $\lambda \in \Lambda(H_0; F)$,

$$\mu^{(a)}(\theta, \lambda; H, H_0) = -\sum_{j=1}^{\infty} \left[ \frac{\theta - \theta_j^*(\lambda, r)}{2\pi} \right] \in \mathbb{Z},$$

where $[x]$ denotes the integer part of $x \in \mathbb{R}$. The right hand side does not depend on the choice of functions $\{\theta_j^*(\lambda, r)\}$.

Note that, by Lemma 2.25, for any $\lambda \in \Lambda(H_0; F)$

$$\mathbb{R} \ni r \mapsto \sum_{j=1}^{\infty} \theta_j^*(\lambda, r)$$

is continuous.

The following lemma follows directly from Lemma 4.10.
Lemma 7.2. Let \( \lambda \in \Lambda(H_0; F) \). The function \( \theta \mapsto \mu^{(a)}(\theta, \lambda; H_r, H_0) \) is summable and the equality
\[
\int_0^{2\pi} \mu^{(a)}(\theta, \lambda; H_r, H_0) \, d\theta = \sum_{j=1}^{\infty} \theta_j^*(\lambda, r)
\]
holds.

Theorem 7.3. Let \( \lambda \in \Lambda(H_0; F) \cap \Lambda(H_1; F) \). The equality
\[
\xi^{(a)}(\lambda; H_1, H_0) = -\frac{1}{2\pi} \int_0^{2\pi} \mu^{(a)}(\theta, \lambda; H_1, H_0) \, d\theta
\]
holds.

Proof. By the Lidskii theorem (see e.g. [GK, S])
\[
\det S(\lambda; H_r, H_0) = \prod_{j=1}^{\infty} e^{i\theta_j^*(\lambda, r)} = \exp \left( i \sum_{j=1}^{\infty} \theta_j^*(r, \lambda) \right).
\]
It follows from this, (19) and [Az2, Theorem 9.8] that
\[
\xi^{(a)}(\lambda; H_r, H_0) = -\frac{1}{2\pi} \sum_{j=1}^{\infty} \theta_j^*(r, \lambda).
\]
Now, Lemma 7.2 completes the proof.

Remark. Note that definition of the \( \mu \)-invariant does not depend on the choice of the path \( \{H_r\} \) connecting the end-point operators. Indeed, any two \( \mu \)-invariants must differ by a constant integer. Since definition of \( \xi^{(a)} \) is path-independent [Az2], it follows from the previous theorem that different paths give the same \( \mu \)-invariant.

7.2. Pushnitski \( \mu \)-invariant. Let \( H_0 \) be a self-adjoint operator on \( \mathcal{H} \), let \( F \) be a frame operator on \( \mathcal{H} \), let \( V_r \in F^* J_r F \), where \( J_r \in \mathcal{B}(\mathcal{K}) \), and let \( \{H_r = H_0 + V_r\} \) satisfy Assumption 5.1 of [Az2]. In this subsection \( r \) will be fixed, so it is in fact not important what the path \( \{H_r\} \) is which connects \( H_0 \) and \( H_1 \).

Let \( z \in \mathbb{C} \), \( \text{Im} \, z > 0 \). Following [Pr], we define the \( \tilde{S} \)-function by the formula
\[
\tilde{S}(z, r) = \tilde{S}(z; H_r, H_0; F) = 1 - 2i \sqrt{\text{Im} \, T_0(z)} J_r (1 + T_0(z) J_r)^{-1} \sqrt{\text{Im} \, T_0(z)} \in 1 + \mathcal{L}_1(\mathcal{K}),
\]
where
\[
T_0(z) = F R_z(H_0) F^*.
\]
It is not difficult to verify that \( \tilde{S}(z; H_r, H_0; F) \) is a unitary operator. Hence,
\[
\tilde{S}(z; H_r, H_0; F) \in \mathcal{U}(\mathcal{K}).
\]
If \( \lambda \in \Lambda(H_0, F) \cap \Lambda(H_r, F) \), then the limit
\[
(23) \quad \tilde{S}(\lambda + i0, r) = \tilde{S}(\lambda + i0; H_r, H_0; F)
\]
\[
= 1 - 2i \sqrt{\text{Im} T_0(\lambda + i0) J_r(1 + T_0(\lambda + i0) J_r)^{-1}} \sqrt{\text{Im} T_0(\lambda + i0)} \in \mathcal{U}_1(\mathcal{K})
\]
exists in \( \mathcal{L}_1(\mathcal{K}) \)-norm: from \( \lambda \in \Lambda(H_0, F) \) it follows existence of \( \text{Im} T_0(\lambda + i0) \) in \( \mathcal{L}_2(\mathcal{K}) \)-norm and from \( \lambda \in \Lambda(H_r, F) \) it follows that the operator \( (1 + T_0(\lambda + i0) J_r)^{-1} \) is invertible.

When \( y \to +\infty \), the operator \( \tilde{S}(\lambda + iy, r) \) goes to 1. So, we have a continuous (in fact, real-analytic) path of unitary operators in \( \mathcal{U}_1(\mathcal{K}) \):
\[
(24) \quad \tilde{S}(\lambda + i \cdot, r) : [0, \infty] \to \mathcal{U}_1(\mathcal{K}).
\]

**Definition 7.4.** Let \( \lambda \in \Lambda(H_0; F) \cap \Lambda(H_r; F) \). Pushnitski \( \mu \)-invariant of the pair \((H_0, H_r)\) is the \( \mu \)-invariant of the continuous path \((24)\). Pushnitski \( \mu \)-invariant will be denoted by \( \mu(\theta, \lambda; H_r, H_0) \).

The following theorem was proved in [Pu].

**Theorem 7.5.** (Pushnitski formula) For a.e. \( \lambda \in \Lambda(H_0; F) \cap \Lambda(H_r; F) \) the equality
\[
\xi(\lambda; H_r, H_0) = -\frac{1}{2\pi} \int_0^{2\pi} \mu(\theta, \lambda; H_r, H_0)
\]
holds.

It is possible to give another proof of this theorem, which follows a proof in [AZ]. This proof will appear elsewhere.

7.3. **The singular part of Pushnitski \( \mu \)-invariant.** The scattering matrix \( S(\lambda; H_r, H_0) \) for \( \lambda \in \Lambda(H_0; F) \cap \Lambda(H_r; F) \) is a unitary operator of the class \( 1 + \mathcal{L}_1(\eta_\lambda) \). So, the spectrum of \( S(\lambda; H_r, H_0) \) is discrete with only possible accumulation point at 1, and its eigenvalues belong to the unit circle \( T \). The eigenvalues of \( S(\lambda; H_r, H_0) \) (so called scattering phases) can be send to 1 in two essentially different ways. The first way is to connect \( S(\lambda; H_r, H_0) \) with the identity operator by letting the coupling constant \( r \) move from 1 to 0. This is possible to do, since \( S(\lambda; H_r, H_0) \) is continuous for all \( r \in \mathbb{R} \). Now, observe that the operators \( S(\lambda; H_r, H_0) \) and \( \tilde{S}(\lambda + i0; H_r, H_0) \) have the same eigenvalues. So, the second way to send scattering phases to 1 is to move \( y \) from 0 to \( +\infty \) in \( \tilde{S} \). In both ways, scattering phases go to 1 continuously. Nevertheless, it is possible that these two ways are not homotopic in that an eigenvalue can make a different number of windings around the unit circle as it is sent to 1. The Pushnitski invariant \( \mu(\theta, \lambda; H_r, H_0) \) and its absolutely continuous part \( \mu^{(a)}(\theta, \lambda; H_r, H_0) \) measure the spectral flow of the scattering phases through \( e^{i\theta} \) in two different ways, corresponding to the above mentioned two ways of connecting the scattering phases with 1. So, the difference \( \mu(\theta, \lambda; H_r, H_0) - \mu^{(a)}(\theta, \lambda; H_r, H_0) \) presumably should not depend on \( \theta \). This difference measures the difference of winding numbers.
**Definition 7.6.** Let $\lambda \in \Lambda(H_0; F) \cap \Lambda(H_r; F)$. The singular part of Pushnitski $\mu$-invariant of the pair $(H_0, H_r)$ is the function

$$\mu^{(s)}(\theta, \lambda; H_r, H_0) := \mu(\theta, \lambda; H_r, H_0) - \mu^{(a)}(\theta, \lambda; H_r, H_0).$$

**Theorem 7.7.** The singular part of Pushnitski $\mu$-invariant $\mu^{(s)}(\theta, \lambda; H_r, H_0)$ does not depend on the angle variable $\theta$.

**Proof.** (A) We use the well-known equality $\text{spec}(AB) \cup \{0\} = \text{spec}(BA) \cup \{0\}$. This equality, the stationary formula (17) for the scattering matrix, formula (23) and the equality

$$E_{\lambda}(H_0) = \frac{1}{\pi} \text{Im} R_{\lambda, 0}(H_0)$$

imply that the spectra of operators $S(\lambda; H_r, H_0)$ and $\tilde{S}(\lambda; H_r, H_0; F)$ coincide as elements of $S_1(\mathbb{T})$.

(B) It follows from (A) and Corollary 4.6 that the singular part of the $\mu$-invariant does not depend on $\theta$. \hfill $\Box$

The proof, given here, unlike the one given in [Az], does not use a study of the behaviour of specific eigenvalue-functions of the $\tilde{S}$-operator. Still, investigation of the eigenvalue-functions is of separate interest. It will be given elsewhere.

**Corollary 7.8.** The following formula holds

$$\xi^{(s)}(\lambda) = -\mu^{(s)}(\lambda).$$

Consequently, the singular part of the spectral shift function $\xi^{(s)}(\lambda)$ is integer-valued.

**Proof.** It follows from Theorems 7.3 and 7.5 that

$$\xi^{(s)}(\lambda) = -\frac{1}{2\pi} \int_0^{2\pi} \mu^{(s)}(\theta, \lambda; H_r, H_0) d\theta.$$ 

So, Theorem 7.7 completes the proof. \hfill $\Box$

**Corollary 7.9.** (Birman-Krëin formula) Let $H_0$ be a self-adjoint operator on a framed Hilbert space $(\mathcal{H}, F)$ and let $V$ be a trace class self-adjoint operator, such that $V$ is bounded from $\mathcal{H}_{-1}$ to $\mathcal{H}_1$. Then for all $\lambda \in \Lambda(H_0; F) \cap \Lambda(H_1; F)$

$$e^{-2\pi i \xi^{(s)}(\lambda; H_1, H_0)} = \text{det} S(\lambda; H_1, H_0),$$

where $H_1 = H_0 + V$.

**Proof.** This follows from [Az2, Corollary 9.9] and Corollary 7.8. \hfill $\Box$

A non-trivial example of a pair $H_0$ and $H_1$, for which $\xi^{(s)} \neq 0$ on the absolutely continuous spectrum of $H_0$, can be found in [Az3].
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