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Abstract
Pretrained Transformers (PT) have been shown to improve Out of Distribution (OOD) robustness than traditional models such as Bag of Words (BOW), LSTMs, Convolutional Neural Networks (CNN) powered by Word2Vec and Glove embeddings. How does the robustness comparison hold in a real world setting where some part of the dataset can be noisy? Do PT also provide more robust representation than traditional models on exposure to noisy data? We perform a comparative study on 10 models and find an empirical evidence that PT provide less robust representation than traditional models on exposure to noisy data. We investigate further and augment PT with an adversarial filtering (AF) mechanism that has been shown to improve OOD generalization. However, increase in generalization does not necessarily increase robustness, as we find that noisy data fools the AF method powered by PT.

1 Introduction
ML models, especially large neural networks, have surpassed humans in a variety of AI benchmarks such as GLUE (Wang et al., 2018). However these benchmarks all have IID evaluation sets; model performance decreases drastically on testing with OOD data (Bras et al., 2020; Hendrycks and Dietterich, 2019; Mishra et al., 2020b; Gokhale et al., 2022). This raises questions regarding the applicability of ML models beyond conventional datasets, demanding the development of better evaluation methods (Ribeiro et al., 2020; Mishra et al., 2020a; Mishra and Arunkumar, 2021) that can reduce the overestimated performance of models and better estimate their capability in real world.

We introduce a robustness metric Mean Rate of Change of Accuracy with Change in Poisoining (MRAP) to measure the real world capability of models by evaluating them on data with varying levels of poisoning. This is an important parameter to evaluate because data poisoning is inevitable in real world due to several potential reasons such as annotation issues due to task hardness/crowdworker error/unclear instruction, lack of resources to verify correctness of data, quick evolution of tasks leaving less time to verify, a translated or domain shifted task where the interpretation flips and there exist some users who deliberately mislead. Also, model performance on poisoned data is a bottleneck to reduce our dependency on the expensive annotation process which also has the risk of generating spurious bias (Gururangan et al., 2018).

Humans can detect changes in their surroundings based on their background knowledge and know to ignore poisoned data. Vision models have not been able to do so as they achieve zero training error on replacing true labels with random labels (Zhang et al., 2016). Popular regularization techniques have not been able to control this behavior.

PT is shown to improve OOD robustness more than any other model (Hendrycks et al., 2020). This is inline with our expectations, as self-supervised pre-training makes the model robust and provides less room to overfit. This paper focuses on studying robustness of a series of models to poisoned data. Do PT also have higher MRAP than other models?

We create poisoned data using a simple method of label flipping and experiment across 10 models. We find an empirical evidence that PT provide less robust representation than traditional models on exposure to noisy data. Our evidence further suggests that model ranking based on accuracy does not translate to their ranking based on robustness to noisy data. In order to investigate further, we augment PT with an adversarial filtering mechanism AFLite(Sakaguchi et al., 2020) that has been shown to improve OOD generalization. Since AFLite was not originally designed to filter poisoned data, we extend it and propose Adversarial Filtering of Poisoned Data(AFPLite)– a flipped version of AFLite (Sakaguchi et al., 2020)– that is intended to
prune poisoned data. We observe that adversarial filtering empowered by PT is not robust against poisoned data; hence increase in generalization does not necessarily increase robustness.

2 Experiments

2.1 Models

We select the same models used in the OOD robustness evaluation work (Hendrycks et al., 2020). The models covers a variety of feature representations.

Bag of Words (BOW): It (Harris, 1954) is a primal technique involving neural networks. We choose BOW as it has high bias and low variance.

Word Embedding: Word2Vec (Mikolov et al., 2013) converts raw words into vectors using a two-layer neural network. We also include Global Vectors for Word Representation (GloVe) in our study (Pennington et al., 2014). These embeddings are encoded with word averages (Wieting et al., 2015), LSTM (Hochreiter and Schmidhuber, 1997) and convolutional neural networks (LeCun et al., 1995).

Transformers (PT): We use RoBERTa (Liu et al., 2020) and two versions of the BERT model (Devlin et al., 2018) - BERT-Base and BERT-Large.

2.2 Datasets

We experiment over the following sentiment classification datasets.

SST-2 (Socher et al., 2013) is a collection of movie reviews along with human annotations. All the samples are classified as positive or negative.

IMDB (Maas et al., 2011) is a collection of highly polarized reviews from the movies database site IMDb. A negative and positive review has scores of $\leq 4$ and $\geq 7$ out of 10 respectively. There are no neutral reviews included in dataset.

2.3 Experimental Setup

Data Poisoning: We create poisoned data by flipping some labels of the training set, keeping the evaluation set unaltered. We control label flipping at 5 different levels: (i) 0%, (ii) 30%, (iii) 50%, (iv) 70% and (v) 90%. We iterate through the dataset, mutating labels at random, till we reach the given threshold. For 70% and 90% label mutations, we follow the same procedure in reverse.

Implementation: We leverage AllenNLP (Gardner et al., 2018) for implementing models. We lightly tune learning rate and number of epochs to maximize validation performance$^1$.

MRAP: Let $A_i$ be the accuracies of model $M$ for dataset $D_i$ (the $i^{th}$ variant of dataset $D$) where the percentage of poisoned data is $P_i$, $i \in [1, n]$, $B$ represents the set of available datasets i.e $D \in B$ and $G$ represents the set of available models i.e $M \in G$. We define $MRAP$ and its normalized version $NMRAP$ as:

$$R_i = \begin{cases} \frac{P_{i-1}(D_{i-1}) - P_i(D_i)}{A_{i-1}(M,D_{i-1}) - A_i(M,D_i)} & P_{i-1}(D_{i-1}) < 50 \\ - \frac{P_i(D_i) - P_{i-1}(D_{i-1})}{A_i(M,D_i) - A_{i-1}(M,D_{i-1})} & P_{i-1}(D_{i-1}) \geqslant 50 \end{cases}$$

$$MRAP(M, D) = \frac{\sum_{i=2}^{n} R_i}{n-1}$$

$$MRAP(M) = \frac{\sum_B MRAP(M, D)}{|B|}$$

$$NMRAP(M) = \frac{MRAP(M) - \min_{G}(MRAP(G))}{\max_{G}(MRAP(G)) - \min_{G}(MRAP(G))}$$

3 Results and Analysis

We calculate NMRAP for all models and explore the following questions while analyzing results.

$q_1$ Does our advancement in ML models from a simple neural network to Transformers is also reflected in robustness to data poisoning? Figure 1 shows the comparison between normalized accuracy (converted to $[0,1]$ for fair comparison) and NMRAP for 10 models. We arrange models in the increasing order of accuracy, however NMRAP is not monotonically increasing and results in several ranking changes. So, our advancement in ML models (measured using accuracy) is not reflected in robustness to data poisoning. This finding is in-contrast to the emerging new behavior in new models e.g. few shot instruction-following (Mishra et al., 2022b; Wei et al., 2021; Sanh et al., 2021; Mishra et al., 2022a; Ouyang et al., 2022; Parmar et al., 2022). We further analyze by segregating models into 4 clusters: Transformers, LSTM, CNN, and others (also called as Naive in various contexts). CNNs and Transformers are seen to perform worse than Naive models and LSTMs (Table 1). Even though Transformers have higher validation accuracy for each poisoning level, the accuracy perturbs significantly with respect to the poisoning levels; this results in lower robustness which is reflected in NMRAP.

$^1$Code is attached in the supplementary material and will be open sourced upon acceptance.
Table 1: Category-wise validation accuracy of models across varying degrees of label mutation.

| Poisoned | CNN     | LSTM    | Naive | Transformers |
|----------|---------|---------|-------|--------------|
| 0        | 84.29   | 86.25   | 81.96 | 94.25        |
| 30       | 67.83   | 82.93   | 75.4  | 80.39        |
| 50       | 49.71   | 49.66   | 49.49 | 50.43        |
| 70       | 75.04   | 83.01   | 69.83 | 77           |
| 90       | 81.48   | 85.95   | 79.95 | 94.04        |
| MRAP     | 87.44   | 245.07  | 136.12| 110.02       |
| NMRAP    | 0       | 1       | 0.31  | 0.14         |

(q2) Does pre-training with a greater quantity and diversity of data improve robustness to data poisoning? Table 1 – where Pre-trained Transformers are outperformed by simpler models – indicates that pre-training does not necessarily improve robustness to data poisoning. Within Transformers, BERT-BASE-POOL outperforms ROBERTA-LARGE-POOL (Figure 1). RoBERTA is pretrained with a greater quantity and diversity of data than BERT. This signals that pre-training with a greater quantity and diversity of data does not necessarily improve this aspect of robustness.

(q3) How are the models sensitive to the percentage of poisoning within and across datasets? Figure 2 shows that, model accuracy initially decreases as we increase the percentage of label mutations. However, this trend reverses beyond 50% mutation- the accuracy increases- because the label interpretation is flipped when over 50% of the labels are flipped. WORD2VEC-SUM shows a minimal change in the validation accuracy at all poisoning levels, thus has the highest NMRAP score. Figure 3 further illustrates the sensitivity of models with respect to datasets; Transformers have relatively higher variation than other architectures. Currently MRAP and NMRAP does not take variance across datasets into consideration, however those can be integrated in a future metric for fine grained analysis of robustness.

(q4) How does the generalization gap varies across models? The difference between training and testing accuracy represents the generalization gap. Higher gap indicates overfitting and so undesirable. Figure 4 shows that CNNs and Transformers have highest and lowest generalization gap respectively. This characteristics can also be incorporated in a future metric, specially for applications where getting a poison free development set is less likely and so the primary indicator of model capability is training set performance.

4 Adversarial Filtering of Noisy Labels

4.1 Algorithm

We design AFPLite (Algorithm 1) based on the results of Section 3 that shows how noisy labels pose challenges to PT. Here, we use RoBERTA as PT. The key intuition behind AFPLite is that samples with flipped labels will be hard to solve using linear
models on top of RoBERTA embeddings. This is exact opposite of AFLite’s intuition, i.e., samples containing spurious bias — that provides shortcuts to models for solving— will be easy to solve using linear models on top of RoBERTA embeddings.

**Formalization:** Let $D$ represents dataset, $s$ represent samples, $M$ be the set of models (SVM and Logistic Regression), $S$ be the pruned set, $E(s)$, $C(s)$ and $P(s)$ be the evaluation score, correct prediction score and predictability score of each sample $s$ respectively.

\[
\begin{align*}
D & \text{ represents dataset, } s \text{ represent samples, } M \text{ be the set of models (SVM and Logistic Regression), } S \text{ be the pruned set, } E(s), C(s) \text{ and } P(s) \text{ be the evaluation score, correct prediction score and predictability score of each sample } s \text{ respectively.}
\end{align*}
\]

Figure 4: Difference in training and validation accuracy (Y axis) of 10 models (X axis) for varying percentage of label mutation (represented in various colors)

Algorithm 1: AFPLite

```
Input: Dataset $D$, Hyper-Parameters: $m$, $n$, $t$, $k$ and $tau$
Output: Pruned dataset $S$
1 Fine tune RoBERTA on 10% of $D$ and get embeddings for rest of $D$;
2 $S = D - 10\%$ of $D$ used in fine tuning;
3 while $|S| > n$ do
   4 forall $i \in m$ do
      5 Randomly select train set of size $t$ from $S$;
      6 Train $M$ on $t$ and test on rest of $S$ i.e. $V$;
      7 forall $j \in M$ do
         8 forall $s \in V$ do
            9 $E(s) = E(s) + 1$;
            10 if model prediction is correct then
               11 $C(s) = C(s) + 1$
            12 end
         13 end
      14 end
   15 end
   16 forall $s \in S$ do
      17 $P(s) = C(s)/E(s)$
   18 end
19 Sort $S$ descendingly based on $P(s)$ and delete upto $k$ instances from $S$ for which $P(s) < tau$;
```

Figure 5: Ratio of the Poisoned data and not poisoned data (gray line) for each bin of Predictability score ($P(s)$) on 10% poisoned data. Bar chart represents total data in each bin. Ideally the ratio should have higher value for bins closer to the origin, however here the flat line shows that AFPLite is fooled with poisoned data.

| $P(s)$ | 1 | 5 | 10 | 50 |
|--------|---|---|----|----|
| 0.0.1  | 0.00 | 0.00 | 0.00 | 0.00 |
| 0.1.0.2| 3.25 | 5.32 | 12.32 | 100.00 |
| 0.2.0.3| 0.90 | 4.40 | 9.62 | 88.24 |
| 0.3.0.4| 0.84 | 4.07 | 9.87 | 85.20 |
| 0.4.0.5| 0.63 | 4.05 | 11.21 | 81.32 |
| 0.5.0.6| 1.17 | 4.64 | 9.35 | 81.20 |
| 0.6.0.7| 1.01 | 4.70 | 9.88 | 77.73 |
| 0.7.0.8| 0.80 | 4.85 | 9.31 | 119.05 |
| 0.8.0.9| 0.84 | 5.17 | 10.21 | 0.00 |
| 0.9.1.0| 0.00 | 3.92 | 50.00 | 0.00 |

Table 2: Ratio of poisoned data to not poisoned data in AFPLite, Columns represent percentages of poisoning and rows represent predictability scores.

4.2 Results and Analysis

A key hyperparameter in Algorithm 1 is $tau$ which defines the upper threshold for filtering. Since samples with noisy labels are hard samples, we start with $tau$ as 0.1 and keep on increasing it till 1, however we could never filter only poisoned data. Filtered data always contain poisoned and not poisoned data uniformly (Figure 5). We also observe the same distribution for varying percentages of poisoning (Table 2). Since Adversarial filtering (empowered by PT i.e. RoBERTA embeddings) is unable to distinguish poisoned and nonpoisoned data, data poisoning is indeed a challenge for PT.

5 Conclusion

Considering the model performance inflation caused by accuracy, we propose MRAP to measure robustness of models in handling poisoned data, a key skill required in the real world for various reasons. We experiment across 10 models and find an evidence where LSTMs and other models
outperform PT in robustness to noisy data. In order to understand the failure mode of PT, we extend AFLite and build AFPLite - a flipped version of AFLite - that is meant to prune poisoned data. We show that adversarial filtering (empowered by PT) which is known to improve OOD generalization does not necessarily improve robustness as a simple data poisoning method fools adversarial filtering. We analyze several concepts related to robustness such as generalization, pre-training and sensitivity. A potential future extension is to analyze our evidence further by performing large scale experiment on more datasets and models. We hope our insights from model comparison will help the community develop better real world models/ensembles.

6 Limitations

We experiment with only 2 datasets. However, note that the goal of this paper is to justify a negative result. As in logic and mathematics, only one instance is enough to prove that something is not True (in contrast to the exhaustive evaluation required to prove something is True).

Noisy data in real world can be more complex than label flipping. In this paper, all our experiments are limited to label flipping. However, the goal of this paper is to show a negative finding. We feel its actually a strength of the paper to show the negative finding with such a simple technique.
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A Supplemental Material

This supplementary section is provided to shed some more light on the experiments presented in the paper.

A.0.1 Models Accuracy

The table 3 provides more detail for the model’s accuracy with respect to the amount of poisoning in the data as discussed in q3 of Results and Analysis Section.

A.0.2 Model Categorization

Table 4 depicts how different models are combined and averaged to produce the results in Results and Analysis section. Table 5 further illustrates the generalization gap between training and dev set as discussed in Results and Analysis section.

A.1 Infrastructure Used

All the experiments were conducted on "TeslaV100-SXM2-16GB"; CPU cores per node 20; CPU memory per node: 95,142 MB; CPU memory per core: 4,757 MB. This configuration is not a necessity for these experiments as we ran our operations with NVIDIA Quadro RTX 4000 as well with lesser memory.
| Embedder          | Seq2Vec | Category | Corruption Percentage | Percentage |
|------------------|---------|----------|-----------------------|------------|
| bow              | sum     | Naïve    | 81.96%                | 62.43%     | 49.49% | 63.08% | 72.34% |
| word2vec         | sum     | Naïve    | 79.04%                | 75.40%     | 48.80% | 69.83% | 79.95% |
| glove            | sum     | Naïve    | 79.14%                | 66.33%     | 49.12% | 66.18% | 76.31% |
| word2vec         | lstm    | LSTM     | 86.25%                | 82.93%     | 49.14% | 83.01% | 85.95% |
| glove            | lstm    | LSTM     | 85.74%                | 81.27%     | 49.66% | 78.81% | 85.23% |
| word2vec         | cnn     | CNN      | 84.29%                | 65.36%     | 47.95% | 75.04% | 78.83% |
| glove            | cnn     | CNN      | 84.18%                | 67.83%     | 49.71% | 74.44% | 81.48% |
| bert-base        | pool    | Transformers | 91.36%     | 80.39%     | 49.51% | 66.99% | 88.85% |
| bert-large       | pool    | Transformers | 92.74%     | 72.47%     | 49.73% | 77.98% | 83.02% |
| roberta-large    | pool    | Transformers | 94.25%     | 69.75%     | 50.43% | 50.86% | 94.04% |

Table 3: Maximum validation accuracy of various models with different levels of label corruption

| Embedder          | IMDB    | SST-2    |
|------------------|---------|----------|
| bert-base-pool   | 7.91%   | 7.40%    |
| bert-large-pool  | 1.99%   | 5.13%    |
| bow-sum          | 13.69%  | 14.41%   |
| glove-cnn        | 9.21%   | 12.84%   |
| glove-lstm       | 8.41%   | 12.41%   |
| glove-sum        | -1.19%  | 12.84%   |
| roberta-large-pool| 1.99%  | 2.01%    |
| word2vec-cnn     | 8.75%   | 13.28%   |
| word2vec-lstm    | 6.23%   | 3.67%    |
| word2vec-sum     | 3.48%   | 3.67%    |

Table 4: Combination of given models into broader categories i.e. Transformers, Convolutional neural network(CNN), Long short-term memory(LSTM) and others labeled as naïve.

| Embedder          | IMDB    | SST-2    |
|------------------|---------|----------|
| bert-base-pool   | 91.36%  | 7.40%    |
| bert-large-pool  | 92.74%  | 5.13%    |
| bow-sum          | 92.01%  | 14.41%   |
| glove-cnn        | 91.84%  | 12.84%   |
| glove-lstm       | 91.84%  | 12.41%   |
| glove-sum        | 91.84%  | 12.84%   |
| roberta-large-pool| 91.84% | 2.01%    |
| word2vec-cnn     | 91.84%  | 13.28%   |
| word2vec-lstm    | 91.84%  | 3.67%    |
| word2vec-sum     | 91.84%  | 3.67%    |

Table 5: Difference in training and validation accuracy across different levels of mutation