Twisting Optomechanical Cavity
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Mechanical rotation and oscillation have far lower frequencies than light does; thus they are not coupled to each other conventionally. In this Letter, we show the torsional mechanical oscillation of an optical cavity can be coupled to the optical modes by introducing birefringence, which produces nondegenerate modes in the cavity: ordinary and extraordinary rays. Twisting the cavity mixes them and modulates the electromagnetic energy. We find torsional optomechanical Hamiltonian by quantising the total energy and reveal the torsional oscillation can be resonantly driven by light.

Introduction.—Radiation force, which is discovered by Nichols and Hull [1, 2] more than 100 years ago, is one consequence of the interaction of light with mechanical degrees of freedom. Momentum per photon is so small (e.g., for visible light, \( p = \hbar |k| \approx 10^{-27} \text{ kg} \cdot \text{m/s} \)), and the momentum transfer rate from photon to matter is also low in free space. This is because the frequency of light (\( \sim 10^{15} \text{ Hz} \)) is much higher than that of mechanical oscillation (\( \sim 10^9 \text{ Hz} \)), and the mode volume of light is quite different from that of mechanical oscillation. Therefore, large photon flux is necessary to drive a macroscopic object by radiation force, but high-intensity light source was not available at that time, and it was difficult even to detect the radiation force. However, the invention of the laser pioneered the research field of optical trapping and manipulation that micro- or nano-particles can be optically manipulated by utilising the radiation force [3, 4], and thus the technique of optical manipulation has been applied not only in physics but also in a wide range of scientific fields such as chemistry and biological science [5].

Recently, it is realised that photon and quantised mechanical oscillation are coupled to each other by confining both of them in a so-called optomechanical cavity [6]. The optomechanical cavity can be composed of a pair of mirrors one of which is suspended by a spring and movable. There are many architectures to confine optical and mechanical oscillation in the same place. For example, microdisk resonators [7–10] and periodic photonic structures [11–16] have also been utilised, where the elastic vibrations play mechanical roles. Alternatively, the optical and mechanical coupling have also been demonstrated by using a suspended membranes [17–20] and small levitated particles in optical cavities [21–24]. In that configuration, the membrane vibration and the centre of mass motion and/or the wobbling motion of the particle provide mechanical degrees of freedom instead.

However, to the best of our knowledge, there is neither theoretical nor experimental work on coupling between mechanical twist in a crystal and an optical field in optomechanical systems, which would be a quantum optical counterpart of radiation torque discovered by Beth [25, 26]. With such an angular coupling between optical and mechanical subsystems, the optomechanical system can acquire mechanical angular momentum and hence talk to other excitations with angular momenta (or magnetism) such as electron spin which provide emerging fields of spintronics. Indeed, mechanical angular momenta have been utilised to manipulate spins in various systems: micromechanics [27–30], microfluidics [31–33], atomic nuclei [34–36], ultracold quantum gases [37, 38], and quark-gluon plasma [39]. Bringing the angular coupling will connect optomechanics to such other fields.

In FIG. 1, angular momentum transfer paths between optical, mechanical, and magnetic systems. Angular momenta can be exchanged between optical and magnetic systems, e.g., by Faraday and Kerr effects and between mechanical and magnetic systems, e.g., by Einstein-de Haas and Barnett effects. In this work, we elucidate an angular momentum transfer pathway between optical and mechanical systems (i.e. twists in an optomechanical system).

In FIG. 1, angular momentum transfer paths between optical, mechanical, and magnetic systems are illustrated. Gyromagnetic effect (e.g., Einstein-de Haas and Barnett effects) is responsible for the angular momentum...
exchange between mechanical and magnetic systems and extensively utilised as reviewed above. Magneto-optical effect (e.g., Faraday [40–42] and Kerr [43, 44] effects) is another actor which enables angular momentum exchange between optical and magnetic degrees of freedom and has been utilised to analyse magnetic materials with high spatial and temporal resolutions [45–50] as well as to modulate light wave [51, 52]. We are going to make an angular momentum transfer pathway between optical and mechanical systems.

In this paper, we derive an angular optomechanical interaction where two polarisation states in an optical cavity effectively behave as a two level system and interact with torsional mechanical motion of the cavity. We consider an optical cavity filled with an anisotropic medium and twisting the cavity (see FIG. 2). The anisotropy breaks the rotational symmetry and plays a vital role to produce the angular optomechanical interaction. Coordi-

te transformation, we can obtain the permittivity tensor in the laboratory frame, and we have used a rotation matrix,

$$R(\theta) = \begin{pmatrix} \cos \theta & 0 & \sin \theta \\ 0 & 1 & 0 \\ -\sin \theta & 0 & \cos \theta \end{pmatrix},$$

where $\theta = \theta_0 y / L$ is the twisted angle at the position $y$. Substituting (2) into (1), we obtain the permittivity tensor in the laboratory frame,

$$\epsilon = R(\theta) \epsilon' R^T(\theta).$$

Up to the first order of $\theta$, we can expand

$$\epsilon \simeq (\mathbb{1} + i \theta \Lambda_5) \epsilon' (\mathbb{1} - i \theta \Lambda_5) \simeq \epsilon' + \delta \epsilon \Lambda_4 \theta.$$ (5)

Here, $\mathbb{1} \equiv u_x u_x^\top + u_y u_y^\top + u_z u_z^\top$ is the identity matrix, $\Lambda_{4,5}$ are corresponding Gell-Mann matrices, and we have set $\delta \epsilon \equiv \epsilon_c - \epsilon_o > 0$. We regard $\delta \epsilon \Lambda_4 \theta$ as a perturbation.

**Eigenmodes and eigenvalues.**—We derive eigenmodes and corresponding eigenvalues in the uniaxial cavity so as to calculate electromagnetic energy stored in the cavity. From the Maxwell’s curl equations [53], we can get

$$\left(\nabla \nabla^\top - \nabla^2 - \frac{\omega^2}{c^2} (\epsilon' + \delta \epsilon \Lambda_4 \theta)\right) E = 0,$$ (6)

where the unperturbed part is

$$\left(\nabla \nabla^\top - \nabla^2 - \frac{\omega^2}{c^2} \epsilon'\right) E = 0.$$ (7)

The perturbed part is responsible for the interaction between torsion and electromagnetic field. We work in the reciprocal space and multiply the unperturbed equation by the inverse of the square root of the permittivity tensor from left-hand side to obtain an modified eigenvalue equation,

$$\epsilon'^{-\frac{1}{2}} \left(-kk^\top + k^2 \mathbb{1}\right) \epsilon'^{-\frac{1}{2}} E' = \frac{\omega^2}{c^2} E', \quad E' = \epsilon'^{\frac{1}{2}} E.$$ (8)

We can easily solve this Hermitian eigenvalue problem to obtain the eigenmodes and corresponding eigenvalues in the uniaxial cavity,

$$E_l = \frac{1}{\sqrt{V}} \epsilon'^{-\frac{1}{2}} \frac{k}{k'} e^{ik_2 r}, \quad \left(\frac{\omega^2}{c^2}\right)_l = 0,$$ (9)

$$E_o = \frac{1}{\sqrt{V}} \epsilon'^{-\frac{1}{2}} \frac{k' \times u_x}{k'} e^{ik_2 r}, \quad \left(\frac{\omega^2}{c^2}\right)_o = \frac{k^2}{\epsilon_o},$$ (10)

$$E_e = \frac{1}{\sqrt{V}} \epsilon'^{-\frac{1}{2}} \frac{k' \times k' \times u_z}{k' k_2} e^{ik_2 r}, \quad \left(\frac{\omega^2}{c^2}\right)_e = \frac{k'^2}{\epsilon_o \epsilon_e},$$ (11)
where we have defined
\[ k' \equiv \epsilon^{\frac{1}{2}} k. \]  
\hspace{1cm} (12)

We have three eigenmodes: longitudinal, ordinary ray, and extraordinary ray modes. The longitudinal mode always exists at zero frequency, and it does not contribute to the dynamics of the system. The ordinary and extraordinary ray modes are well-known optical modes in uniaxial media [53]. The eigenmodes are orthogonal to each other because of the Hermiticity of the eigenvalue problem, and we normalise the electric field by the volume of the system \( V \) so that the mode functions satisfy
\[ \int dV \epsilon^{\sigma} E_{\sigma} = \delta_{\sigma\sigma}. \]

Quantisation.—Here, we shall make a transition from classical to quantum theory. By calculating the electromagnetic energy in the twisted cavity and by quantising it, we can reach our torsional optomechanical Hamiltonian. The electromagnetic energy is composed of electric and magnetic parts [54],
\[ \mathcal{U} = \frac{g}{2} \int dr (E^\dagger \epsilon E + H^\dagger \mu H), \]  
\hspace{1cm} (13)

where \( g = (8\pi)^{-1} \) is a Gaussian unit factor. By substituting our permittivity tensor (5) into (13), we get an ‘bare’ electromagnetic energy, which is the energy without torsion, and an ‘interaction’ energy between electromagnetic field and torsion,
\[ \mathcal{U} = \frac{g}{2} \int dr (E^\dagger \epsilon' E + H^\dagger H) + \frac{g}{2} \delta \epsilon \int \theta dr (E^\dagger \Lambda \epsilon E), \]
\[ = \mathcal{U}_{em} + \mathcal{U}_{int}. \]  
\hspace{1cm} (14)

Here, we have set \( \mu = 1 \). We perform the eigenmode expansion of the electric field in the cavity and consider the two lowest energy modes,
\[ E = C_\sigma E_\sigma + C_o E_o, \]  
\hspace{1cm} (15)

where the wavevector associated with \( E_\sigma E_o \) is given by \( k_{\sigma,o} = (\pi/L) u_\sigma \), while the frequency is
\[ \omega_{\sigma,o} = \frac{ck}{n_o}, \quad \frac{ck'}{n_\sigma n_e}, \]  
\hspace{1cm} (16)

respectively. Here, we have defined \( n_{\sigma,o} = \sqrt{\epsilon_{\sigma,o}} \). We substitute (15) into Eq. (14) to have the explicit expression for the interaction energy in our system,
\[ \mathcal{U}_{int} = -\frac{g}{2} \left( \frac{1}{n_o^2} - \frac{1}{n_e^2} \right) \theta_0 (C_o^* C_o + C_\sigma^* C_\sigma). \]  
\hspace{1cm} (17)

Since we have already found the orthogonal eigenmodes, we can quantise the electromagnetic field following the standard practice [55],
\[ E = \sum_{\sigma = o,e} C_{\sigma} E_{\sigma} \rightarrow \hat{E} = i \sum_{\sigma = o,e} \sqrt{\hbar \omega_{\sigma}} \hat{a}_{\sigma} E_{\sigma}, \]  
\hspace{1cm} (18)

where \( \omega_{\sigma} \) is given in Eq. (16), and \( \hat{a}_{\sigma} \) is the bosonic annihilation operator, which annihilates a photon in the mode labeled by \( \sigma \) and satisfies the commutation relation \[ \{ \hat{a}_{\sigma}, \hat{a}_{\sigma}^\dagger \} = \delta_{\sigma \sigma'}. \]

Since our medium filling the cavity produces a restoring force when twisted, its dynamics may be modeled by a harmonic oscillator if the twist angle is small. Thus, we can also quantify the torsional mechanical oscillation by following the standard quantisation scheme for harmonic oscillators [56],
\[ \theta_0 \rightarrow \theta_0 = \frac{1}{\sqrt{2}} (\hat{a}_{m}^\dagger - \hat{a}_m), \]  
\hspace{1cm} (19)

where we can write bosonic creation and annihilation operators, \( \hat{a}_{m}^\dagger = (Q - iP)/\sqrt{2}, \hat{a}_m = (Q + iP)/\sqrt{2} \) in terms of the position \( Q \) and canonical momentum \( P \).

Substituting Eqs. (18) and (19) into Eq. (17), we can obtain the interaction Hamiltonian,
\[ \hat{H}_{int} = -\frac{\hbar c}{16L\sqrt{2n_o n_e}} \left( \frac{1}{n_o^2} - \frac{1}{n_e^2} \right) (\hat{a}_{m}^\dagger + \hat{a}_m)(\hat{J}_+ + \hat{J}_-), \]  
\hspace{1cm} (20)

where we have defined \( \hat{J}_+ = \hat{a}_o^\dagger \hat{a}_o \) and \( \hat{J}_- = \hat{a}_o^\dagger \hat{a}_o \). Those operators correspond to Schwinger’s angular momentum operators, which are composed of two kinds of bosons and satisfy commutation relations of the angular momentum type [57],
\[ [\hat{J}_+, \hat{J}_-] = 2J_z, \quad [\hat{J}_+ J_z] = \pm \hat{J}_z. \]  
\hspace{1cm} (21)

where we have defined \( \hat{J}_z = (\hat{a}_{m}^\dagger \hat{a}_m - \hat{a}_m^\dagger \hat{a}_m)/2 \). This is why the interaction (20) can be viewed as the interconversion of the kinetic angular momentum in the mechanical subsystem and the Schwinger angular momentum in the optical subsystems. It can also be described by the energy level diagram shown in FIG. 3. The extraordinary ray mode can transit into the ordinary ray mode by absorbing a torsional oscillation quantum, and the ordinary mode relaxes to the extraordinary mode emitting a torsional oscillation quantum. A similar interaction has been demonstrated in coupled resonator systems [58–62], while their mechanical modes are not torsional unlike ours. Although the two optical modes are linearly polarised and do not have any angular momentum, they are still at the antipodal points on the Poincaré (Bloch) sphere and can be referred to as pseudospins as in the contexts of two-dimensional materials [63, 64] and cold atomic gases [65–67]. The interaction strength \( g = \hbar c(1/n_o^2 - 1/n_e^2)/(16L\sqrt{2n_o n_e}) \), which appeared in the interaction Hamiltonian (20), is estimated to be of the order of \( \sim 0.1 \) GHz if we assume a quartz microcavity: \( \epsilon_o = 2.25, \epsilon_e = 1.001\epsilon_o; L = 1 \mu m \). Our torsional optomechanical Hamiltonian (20) is different from the conventional one in that ours involves three kinds of bosons (ordinary and extraordinary rays and mechanical torsional oscillation) while the conventional one is
FIG. 3. Energy level diagram of the torsional optomechanical Hamiltonian. The ordinary ray mode has higher energy than the extraordinary mode. Mediated by the twisting mechanical oscillation, they transit into each other and behave as an effective two level system coupled with a bosonic field.

composed of two bosons and proportional to the photon number.

We can also write the bare Hamiltonians of the electromagnetic field and mechanical oscillation,

$$\hat{H}_{\text{em}} = \sum_{\sigma=a,e} \hbar \omega_{\sigma} \hat{a}^\dagger_{\sigma} \hat{a}_{\sigma}, \quad \hat{H}_{\text{mech}} = \hbar \omega_0 \hat{a}^\dagger_{m} \hat{a}_{m}, \quad (22)$$

where $\omega_0$ is the eigenfrequency of the mechanical oscillation. For simplicity, we have ignored the vacuum fluctuation energy here. Finally, we have the torsional optomechanical Hamiltonian by summing up all the contributions,

$$\hat{H} = \hat{H}_{\text{em}} + \hat{H}_{\text{mech}} + \hat{H}_{\text{int}}.$$

Torsional optomechanical response.—Let us consider the response of the torsional optomechanical cavity under an external optical drive. Here, we consider driving the ordinary ray mode. Remind that we can selectively modulate the cavity modes by properly choosing the polarisation of the driving field because they are mutually orthogonal. See the inset of FIG. 4 for the schematic of the configuration. The driving effect can be taken into account by adding another Hamiltonian of the following form,

$$\hat{H}_{\text{drv}} = \hbar t(\hat{a}_e(t) + \hat{a}_e^\dagger(t)). \quad (23)$$

Note that the amplitude of the external drive is denoted by $\hbar t = -i\hbar \Omega_d e^{i\omega_d t}$, where $\Omega_d = \sqrt{P_m \kappa/(\hbar \omega_d)}$ is the coupling strength between the ordinary drive and the external drive with the driving power $P_m$, the cavity damping constant $\kappa$, and the driving frequency $\omega_d$. Note also that we can similarly study a mechanical drive by replacing the amplitude and operators with the mechanical ones. The detailed derivation of all equations appearing below is provided in the Supplemental Materials [68].

Here, we shall study the energy changes in the mechanical subsystem under the drive, which is one of the fundamental physical quantities of interest in our setup,

$$I_m(t) = -2\hbar \omega_m g \text{Im}(\hat{a}_m(t^+) \hat{J}_+(t^-))^2, \quad (24)$$

where $g$ is the interaction strength given in Eq. (20), and the superscripts on the arguments, $+$ and $-$, denote the forward and backward branches on the Keldysh contour. The statistical average is taken over the initial state, $\langle \hat{O} \rangle = \text{tr}[\hat{\rho}_0 \hat{S}_C]$, with the scattering operator, $\hat{S}_C = \mathcal{T} \exp \int_C \hat{H}_{\text{int}}(t')/(i\hbar)dt'$, stemming from the torsional optomechanical term, where $\mathcal{T}$ is the time ordering operator on the contour.

Expanding the scattering operator $\hat{S}_C$ in powers of the interaction strength $g$, we perturbatively evaluate the statistical average (24). Once we apply the Bloch-de Dominics theorem, each term becomes the product of the statistical averages of relevant operator pairs, which are nothing but Green’s functions. At the nonequilibrium steady state under the external drive, those products are reduced to convolutions. In the frequency domain, we can write

$$I_m(t) \xrightarrow{t \to \infty} I_m^{ss} = 4\hbar \omega_m \cdot (hg)^2 \int \text{d}\omega \text{Im} \chi^R_\omega \text{Im} G^R_\omega \delta f_\omega \quad (25)$$

up to the second order in the torsional interaction. Note that $\chi^R_\omega$ ($G^R_\omega$) is the retarded Green’s function of the mechanical (optical) subsystem, which gives the spectrum of each system, and $\delta f_\omega$ corresponds to the population difference between the two subsystems at the nonequilibrium steady state. This formula says that the torsional oscillation is pumped by the external drive via the nonequilibrium population difference, and the pumping rate is proportional to the spectral overlap between the two subsystems. Substituting the mechanical and optical spectra, we can explicitly write

$$\frac{I_m^{ss}}{4\hbar \omega_m \cdot (hg)^2} = \frac{\text{Im}}{\Delta_d - \omega_m + i\Gamma} \frac{1}{\Delta_d - \Delta + i\kappa} \frac{\langle a^\dagger_0 a_e \rangle_0}{\hbar} \delta n_m, \quad (26)$$

where $\Delta = \omega_0 - \omega_e$ ($\Delta_d = \omega_d - \omega_e$) is the ordinary ray (the external drive) frequency measured with reference to the extraordinary ray frequency, and $\delta n_m = P_m/(\hbar \omega_d)$ corresponds to the number of photons pumped into the cavity per unit time. In FIG. 4, the pumping rate spectrum is shown. It is clear that the mechanical is peaked when the driving frequency coincides with the ordinary ray (effective) frequency $\Delta$ as well as the torsional oscillation frequency $\omega_m$. The mechanical motion is resonantly pumped at those conditions.

Conclusion.—The frequency of light is far from that of mechanical oscillation, and thus they do not interact with each other conventionally. However, by introducing a birefringent crystal into a twistable cavity and hence breaking the rotational symmetry, we can split the degenerated orthogonal linear polarisations, which behave as an effective two level system, and make it possible for them to interplay with the mechanical oscillation via permittivity tensor modulation by torsion. We have quantised the electromagnetic energy density in the twisted birefringent cavity to identify the torsional optomechanical Hamiltonian. The interaction term can be regarded
as the interconversion of the kinetic angular momentum in the mechanical subsystem and the Schwinger angular momentum in the optical subsystem. We have also revealed that torsional oscillation is resonantly pumped by modulating one of the two polarisations. Our proposed scheme will twist optomechanical systems into devices which interconvert optical and mechanical angular momenta in arbitrary frequency range.
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In the Supplemental Materials, we describe harmonic torsional oscillation, the Schwinger–Keldysh approach to calculate the rate of torsional oscillation pumping, single photon polarisation dynamics, and a possible experimental implementation.

I. HARMONIC OSCILLATOR FOR THE TORSIONAL OSCILLATION

For a rod with the mass density $\rho$, the moment of inertia $I$, and the shear modulus $S$, we consider torsional angle $\theta$ along the long direction. Let us write the equation of rotational motion for a infinitesimal element $dx$ under a torque $T$,

$$\rho I dx \frac{\partial^2 \theta}{\partial t^2} = T + \frac{\partial T}{\partial x} dx - \frac{\partial T}{\partial x} dx.$$

(1)

The torsional angle $\theta$ and the torque $T$ can be associated with each other via the shear modulus $S$,

$$T = SI \frac{\partial}{\partial x} \theta.$$

(2)

Substituting this relation into the equation of motion, we can obtain

$$\left( \frac{\partial^2}{\partial x^2} - \frac{1}{v^2} \frac{\partial^2}{\partial t^2} \right) \theta = 0,$$

(3)

This is nothing but the wave equation with the sound velocity $v = \sqrt{\frac{S}{\rho}}$, and thus, the torsional oscillation may be modeled by a harmonic oscillator, i.e.

$$\frac{\partial^2}{\partial t^2} \theta_k = -\omega_k^2 \theta_k, \quad \omega_k = vk.$$

(4)

As for the typical eigenfrequency of the torsional oscillation $\omega_k$, the order of magnitude can be up to 100 GHz in the case of a quartz micro-rod ($S \sim 10$ GPa, $\rho \sim 10^3$ kg/m$^3$, $v \sim 100$ m/s, $k \sim 10$ $\mu$m$^{-1}$).

II. OPTICALLY PUMPED TORSIONAL OSCILLATION

Let us derive the pumping formula used in the text. Our theory is based on the Schwinger–Keldysh approach. After the rotating wave approximation, we have

$$H_{\text{int}} = g(a_m J_+ + \text{h.c.}),$$

(5)

where $J_+ = a_+ a_0^\dagger$ and $g$ is the interaction strength derived in the main text. Note that this approximation is valid in our case because the frequency of the torsional interaction is turned far below other frequencies, e.g. by applying weak anisotropy. We are interested in the pumping rate, i.e. the mechanical energy change per unit time,

$$\frac{\partial}{\partial t} \hbar \omega_m a_m^\dagger a_m = -i\hbar \omega_m g(a_m J_+ - \text{h.c.}),$$

(6)

where we have applied the Heisenberg equation of motion, $\partial O/\partial t = [O, H]/(i\hbar)$. 
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Here, we apply the Schwinger–Keldysh formalism to perturbatively evaluate the quantum statistical average of the pumping rate,

\[ I_m(t_1) = -2\hbar \omega_m g \text{Im}(a_m(t_1^+)J_+(t_1^-)), \]

where the superscripts on the arguments, + and −, denote the forward and backward branches on the Keldysh contour. The statistical average is taken over the initial state, \( \langle O \rangle = \text{tr}[\rho_0 OS_C] \), with the scattering operator stemming from the torsional optomechanical term,

\[ S_C = T e^{\int_C H_{\text{int}}(t')/(i\hbar)dt'}, \]

where the interaction Hamiltonian \( H_{\text{int}} \) is integrated on the Keldysh contour \( C \), and \( T \) is the time ordering operator on the contour.

After expanding the scattering operator up to the first order in the interaction strength \( g \), which is smaller than any other characteristic frequencies in our system such as the effective optical frequency \( \Delta \), we apply the Bloch–de Dominicis theorem to get

\[ \langle a_m(t_1^+)J_+(t_1^-) \rangle = -ig \int_C \langle T a_m(t_1)a_m^+(t_2) \rangle_0 \langle T J_+(t_1)J_-(t_2) \rangle_0 dt_2, \]

where we shall substitute \( \langle O \rangle_0 = \text{tr}[\rho_0 O] \). Applying the Langreth rule, we can get the real-time representation,

\[ I_m(t_1) = -2\hbar \omega_m \cdot (hg)^2 \text{Re} \int \left( \chi_{12}^\omega G_{21}^\omega \chi_{12}^{\omega R} \right) dt_2, \]

where we have defined the nonequilibrium Green’s functions for mechanical and optical systems,

\[ i\hbar \chi_{12} = \langle T a_m(t_1)a_m^+(t_2) \rangle_0, \quad i\hbar G_{12} = \langle T J_+(t_1)J_-(t_2) \rangle_0, \]

whose components read

\[ i\hbar \chi_{12} = \langle a_m(t_2)a_m(t_1) \rangle_0, \quad i\hbar G_{12} = \langle J_+(t_2)J_-(t_1) \rangle_0, \]

\[ i\hbar \chi_{12} = \langle a_m(t_2)a_m^+(t_1) \rangle_0, \quad i\hbar G_{12} = \langle J_+(t_2)a_m(t_1) \rangle_0, \]

Defining the nonequilibrium distribution difference,

\[ \delta f_\omega = \frac{\chi_{12}^\omega}{2i \text{Im} \chi_{12}^\omega} - \frac{G_{12}^\omega}{2i \text{Im} G_{12}^\omega}, \]

makes Eq. (10) simpler. At the steady state, e.g. \( \chi_{12}^\omega \to \int \chi_{12}^\omega e^{-i\omega(t_1-t_2)} d\omega/(2\pi) \), we have

\[ I_m^{\text{ss}} = 4\hbar \omega_m \cdot (hg)^2 \int \text{Im} \chi_{12}^\omega \text{Im} G_{12}^\omega \delta f_\omega \frac{d\omega}{2\pi}. \]

Note that the distribution difference vanishes at thermal equilibrium, where two subsystems are balanced. If we drive the system out of the equilibrium, for example, by applying an external field or a temperature gradient, the difference becomes finite.

The retarded components and the nonequilibrium distribution difference can be given in the frequency domain,

\[ \chi_{12}^\omega = \frac{1}{\omega - \omega_m + i\Gamma}, \quad G_{12}^\omega = \frac{\langle a_m^\dagger a_m - a_m^\dagger a_m \rangle_0}{\omega - \Delta + i\kappa}, \]

\[ \delta f_\omega = \frac{\langle a_m^\dagger a_m \rangle_0}{\langle a_m^\dagger a_m - a_m^\dagger a_m \rangle_0} 2\pi \delta n_m \delta(\omega - \Delta_d), \]

where \( \Delta = \omega_o - \omega_c \) and \( \Delta_d = \omega_d - \omega_c \) are the effective frequencies of the cavity mode and the external drive. Those expressions are derived in the following section. Therefore, we can explicitly write the pumping rate at the steady state,

\[ I_m^{\text{ss}} = 4\hbar \omega_m \cdot (hg)^2 \text{Im} \frac{1}{\Delta_d - \omega_m + i\Gamma} \text{Im} \frac{\langle a_m^\dagger a_m \rangle_0}{\Delta_d - \Delta + i\kappa} \delta n_m, \]
III. NONEQUILIBRIUM GREEN’S FUNCTIONS

The nonequilibrium Green’s function for the optical subsystem is composed of contributions from the two modes,

\[ i\hbar G_{12} = \langle T J_-(t_1) J_+(t_2) \rangle_0 = \langle TA_e(t_1)a_o(t_1)a_e(t_2)a_o(t_2) \rangle_0 = \langle TA_e(t_1)a_o(t_1)(T a_o(t_1)a_e(t_2))_0 \]  

where we have applied the Bloch–de Dominicis theorem. The lesser component is given by

\[ i\hbar G_{12}^< = \langle TA_e(t_1^+)a_e(t_2) \rangle_0 \langle T a_o(t_1^+)a_o(t_2) \rangle_0 = :i\hbar G_{c:12}^> \cdot i\hbar G_{c:12}^<, \]  

while the greater component is

\[ i\hbar G_{12}^> = \langle TA_e(t_1^+)a_e(t_2) \rangle_0 \langle T a_o(t_1^+)a_o(t_2) \rangle_0 = :i\hbar G_{c:12}^< \cdot i\hbar G_{c:12}^>. \]

Therefore, we can decompose the retarded component,

\[ G_{c:12}^R = \theta(t_1 - t_2)(G_{12}^> - G_{12}^<) = ih(G_{c:21}^< \cdot G_{c:12}^> - G_{c:21}^> \cdot G_{c:12}^<). \]

We can explicitly write the lesser and greater components for each optical mode,

\[ G_{\sigma:12}^< = \langle a_\sigma \dagger(t_2)a_\sigma(t_1) \rangle_0 = \langle a_\sigma \dagger a_\sigma \rangle_0 e^{-i\omega_\sigma(t_1 - t_2)}, \quad G_{\sigma:12}^> = \langle a_\sigma(t_1)a_\sigma \dagger(t_2) \rangle_0 = \langle a_\sigma a_\sigma \dagger \rangle_0 e^{-i\omega_\sigma(t_1 - t_2)}, \]

and thus the retarded component in the time domain,

\[ i\hbar G_{12}^R = \theta(t_1 - t_2)\langle a_\sigma \dagger a_\sigma - a_\sigma \dagger a_\sigma \rangle_0 e^{-i\Delta(t_1 - t_2)}, \]

where we have written the frequency difference \( \Delta = \omega_o - \omega_e \). Applying the Fourier transformation, we can obtain

\[ G_{\omega}^R = \frac{\langle a_\sigma \dagger a_\sigma - a_\sigma \dagger a_\sigma \rangle_0}{\omega - \Delta + i\kappa/2} = \langle a_\sigma \dagger a_\sigma - a_\sigma \dagger a_\sigma \rangle_0 G_{\omega,\omega_o}^R, \]

where we have phenomenologically introduced the cavity damping constant \( \kappa \).

IV. NONEQUILIBRIUM DISTRIBUTION DIFFERENCE

When an external drive is applied to the system, Green’s functions vary from the ones in the absence of the drive. In this section, we shall evaluate the variations. If the external drive modulates the ordinary mode, the variation may be written as

\[ i\hbar \delta G_{12}^< = i\hbar G_{c:21}^> \cdot i\hbar \delta G_{c:12}^< = i\hbar \langle a_\sigma \dagger a_e \rangle_0 \int \delta G_{c:12}^< e^{-i(\omega - \omega_o)(t_1 - t_2)} d\omega, \]

\[ = i\hbar \langle a_\sigma \dagger a_e \rangle_0 \int \delta G_{\omega,\omega_o}^< e^{-i(\omega - \omega_o)(t_1 - t_2)} d\omega. \]

The Fourier transformation gives

\[ \delta G_{\omega}^< = \langle a_\sigma \dagger a_e \rangle_0 \delta G_{\omega,\omega_o}^< = \langle a_\sigma \dagger a_e \rangle_0 \delta f_{\omega,\omega_o} + 2i \text{Im} G_{\omega,\omega_o}^R, \]

and therefore we can write

\[ \delta f_{\omega} = \frac{\delta G_{\omega}^<}{2i \text{Im} G_{\omega}^R} = \frac{\langle a_\sigma \dagger a_e \rangle_0}{\langle a_\sigma \dagger a_o - a_\sigma a_e \rangle_0} \delta f_{\omega,\omega_o}. \]

Note that we have introduced the distribution difference for the ordinary mode, \( \delta f_{\omega,\omega_o} := \delta G_{\omega,\omega_o}^</(2i \text{Im} G_{\omega,\omega_o}^R) \), which is evaluated in the following.

Remind that the unperturbed part of our torsional optomechanical Hamiltonian is given by

\[ H = H_{em} + H_{mech} = \sum_{\sigma \in \{e,o,m\}} \hbar \omega_\sigma a_\sigma \dagger a_\sigma. \]
When an external drive is applied, we have an additional term accordingly. If we drive the ordinary mode, we have a driving Hamiltonian in the following form:

$$H_{\text{drv}} = \hbar(t)a_\omega(t) + \hbar^*(t)a_\omega^\dagger(t),$$

where we defined the amplitude of the external drive $h(t) = -i\hbar\Omega e^{i\omega_d t}$ with the driving strength $\Omega_d = \sqrt{P_{\text{in}}\kappa/(\hbar\omega_d)}$. Here, the driving power is denoted by $P_{\text{in}}$, and the cavity damping constant $\kappa$. Remind that we can selectively modulate cavity modes by properly choosing the polarisation of the driving field because they are mutually orthogonal.

To find the nonequilibrium distribution function, we evaluate the nonequilibrium Green’s function for the ordinary mode in the presence of the driving term,

$$\langle Ta_\omega(t_1)a_\omega^\dagger(t_2) \rangle,$$

in which the statistical average is taken over the initial state with the scattering operator, $\langle O \rangle = \text{tr}[\rho_0 OS_C]$. The scattering operator representing the external drive is given by

$$S_C = \mathcal{T} e^{\int_C H_{\text{drv}}(t')/(i\hbar)dt'}.$$

Expanding the scattering operator, we can evaluate the variation from the nonequilibrium Green’s function in the absence of the external drive. Up to the second order in the driving strength, we have

$$\delta G_{\omega;12} := \langle Ta_\omega(t_1)a_\omega^\dagger(t_2) \rangle - \langle Ta_\omega(t_1)a_\omega^\dagger(t_2) \rangle_0 \simeq \int_C G_{\omega;13}\Sigma_{34}G_{\omega;42}dt_3dt_4,$$

where the Bloch-de Dominicis theorem has been applied so that only relevant pairs of operators remain in the equation. Note that we shall substitute $\langle O \rangle_0 = \text{tr}[\rho_0 O]$. Note also that we have written the nonequilibrium Green’s function in the absence of the external drive,

$$i\hbar G_{\omega;12} = \langle Ta_\omega(t_1)a_\omega^\dagger(t_2) \rangle_0,$$

and the contribution from the external drive,

$$i\hbar\Sigma_{34} = \langle T(h(t_3)h^*(t_4)) \rangle_0.$$

Applying the Langreth rule, we can obtain the real-time representation,

$$\delta G_{\omega;12} = \int \int G_{\omega;13}^{\omega\omega}\Sigma_{34}^{\omega\omega}G_{\omega;42}^{\omega\omega}dt_3dt_4.$$

In the frequency domain, we have

$$\delta G_{\omega;\omega'} = G_{\omega;\omega'}^{\omega\omega}\Sigma_{\omega\omega'}^{\omega\omega}G_{\omega;\omega'}^{\omega\omega},$$

Note that the retarded component is given by

$$G_{\omega;\omega'}^{\omega\omega} = \frac{1/\hbar}{\omega - \omega_0 + i\kappa},$$

and the advanced component is obtained via $[G_{\omega;\omega'}^{\omega\omega}(\omega)]^* = G_{\omega;\omega'}^{\omega\omega}(\omega)$. Note also that we have

$$\Sigma_{\omega\omega'}^{\omega\omega} = -2\pi i\hbar\Omega_d^2\delta(\omega - \omega_d).$$

Therefore, the nonequilibrium distribution difference for the ordinary photons induced by the external drive is evaluated up to the leading order,

$$\delta f_{\omega;\omega} = \frac{\delta G_{\omega;\omega}^{\omega\omega}}{2i \text{Im } G_{\omega;\omega}^{\omega\omega}} = \frac{\Sigma_{\omega\omega}/\hbar}{-i\kappa} = 2\pi\delta n_{\text{in}}\delta(\omega - \omega_d)$$

Remind the delta function stemmed from integration over the time variable so that its unit is [s], and the distribution difference gives a dimensionless quantity after being integrated over the frequency as it should be. The factor $\delta n_{\text{in}} = P_{\text{in}}/(\hbar\omega_d)$ in the equation corresponds to the number of photons pumped into the cavity per unit time.
V. SINGLE-PHOTON POLARISATION DYNAMICS

For a single photon, two different polarisation states, the extraordinary ray and ordinary ray modes, can be described by an effective two level system coupled to mechanical oscillation via the torsional optomechanical interaction. Then, we can replace

\[ \hat{\sigma}_x \rightarrow a_\sigma, \quad \hat{\sigma}_y \rightarrow a_\sigma^\dagger, \quad \sum_{\sigma=e,o} \hbar \omega_\sigma \hat{a}_\sigma^\dagger \hat{a}_\sigma \rightarrow \frac{\Delta \omega}{2} \hat{\sigma}_z, \]

where \( \hat{\sigma}_z \) is corresponding Pauli matrix, and we have defined \( \Delta \omega = \omega_o - \omega_e \) and \( \hat{\sigma}_\pm = \frac{\hat{\sigma}_x \pm i \hat{\sigma}_y}{2} \). Note that we work in the unit \( \hbar = 1 \) in this section. We get

\[ H = \frac{\Delta \omega}{2} \hat{\sigma}_z + \omega_0 \hat{b}^\dagger \hat{b} + g(\hat{\sigma}_+ \hat{b} + \hat{\sigma}_- \hat{b}^\dagger), \]

where we have ignored the anti-resonance terms \( g(\hat{\sigma}_+ \hat{b} + \hat{\sigma}_- \hat{b}^\dagger) \) with the help of the rotating wave approximation [1].

If we immerse the cavity in a gaseous environment, the torsional oscillation will be damped by the frictional drag and have a finite lifetime; hence, the peak in the spectrum of the mechanical oscillation has a finite width. In other words, the spectrum of the mechanical subsystem becomes continuous rather than discrete. In this case, we consider not only a single mode but many modes of mechanical oscillation couple to the photonic modes in the cavity. We label each mode by its frequency \( \omega \). The Hamiltonian becomes

\[ H = \frac{\Delta \omega}{2} \hat{\sigma}_z + \int_0^{\omega_{\text{max}}} \hat{b}_o^\dagger \hat{b}_o \, d\omega + \int_0^{\omega_{\text{max}}} g(\omega)(\hat{\sigma}_+ \hat{b}_o + \hat{\sigma}_- \hat{b}_o^\dagger) \, d\omega, \]

where the coupling \( g(\omega) \) can be obtained by following the same derivation described in the main text for each torsional oscillation \( \hat{b}_o \). By tracing out the mechanical oscillation degree of freedom in the weak coupling limit, we obtain the Lindblad master equation [1],

\[
\frac{d\hat{\rho}(t)}{dt} = -i \left[ \frac{\Delta \omega}{2} + \delta \right] \hat{\sigma}_z, \hat{\rho}(t) + n(\Delta \omega) + 1 \gamma \left[ \hat{\sigma}_- \hat{\rho}(t) \hat{\sigma}_+ - \frac{1}{2} \{ \hat{\sigma}_+ \hat{\sigma}_-, \hat{\rho}(t) \} \right] + n(\Delta \omega) \gamma \left[ \hat{\sigma}_+ \hat{\rho}(t) \hat{\sigma}_- - \frac{1}{2} \{ \hat{\sigma}_- \hat{\sigma}_+, \hat{\rho}(t) \} \right],
\]

which describes the photon polarisation dynamics in the twisted optical cavity. Here, \( n(\Delta \omega) = 1/(e^{\beta \Delta \omega} - 1) \) is the average number of bosons at the frequency \( \Delta \omega \) and the inverse temperature \( \beta = 2\pi (g(\Delta \omega))^2 \) is a decay coefficient, and \( \delta \) is a frequency shift induced by thermal and zero-point fluctuations of the mechanical modes,

\[ \delta = P \int_0^{\omega_{\text{max}}} \frac{(g(\omega))^2}{\Delta \omega - \omega} \left( n(\omega) + \frac{1}{2} \right) \, d\omega, \]

where \( P \) means the principal value of the integration. The density operator is a \( 2 \times 2 \) matrix whose diagonal elements correspond to the photon population in each mode and offdiagonal elements represent the coherence between the two modes. In FIG. 1, we show the photon polarisation dynamics in the twisted optomechanical cavity. We prepare a photon in the diagonal polarisation state inside the cavity, which is a coherent superposition of the ordinary ray and the extraordinary ray modes. The corresponding initial value of the density matrix is

\[ \hat{\rho}(0) = \begin{pmatrix} 1/2 & 1/2 \\ 1/2 & 1/2 \end{pmatrix}. \]

According to the master equation, the diagonal elements of the density matrix converge to steady state values,

\[ \rho_{oo} \rightarrow \frac{n(\Delta \omega)}{2n(\Delta \omega) + 1}, \quad \rho_{ee} \rightarrow \frac{n(\Delta \omega) + 1}{2n(\Delta \omega) + 1}, \]

while the offdiagonal elements decay towards zero. From these observations, the photon experiences the decoherence (depolarisation) and ends up with an incoherently mixed state.
FIG. 1. Population and coherence dynamics of the effective two level system. As an initial state, we prepare a diagonally polarised photon in the cavity (46). As time goes by, the offdiagonal elements of the density matrix decay to vanish, while the diagonal elements converge to finite values. Here we use refractive indices of quartz ($n_o = 1.547, n_e = 1.556$) and set $T = 300$ K and cavity length $L = 10^{-4}$ cm.

VI. POSSIBLE EXPERIMENTAL IMPLEMENTATION

Instead of preparing a cavity and inserting an anisotropic rod, one could alternatively make a cavity on an anisotropic fibre as shown in FIG. 2. If one adopts such a fibre setup, the desired anisotropy can be played not only by the optical property of the medium but also effectively by the geometry, e.g. elliptical core.

FIG. 2. A possible implementation of the proposed torsional optomechanics. One can fabricate reflectors on an optical fibre with a small separation in between, where electromagnetic radiation can be confined. If the fibre has anisotropy, the confined optical modes induce twisting motion. The desired anisotropy can be played not only by the optical property of the medium but also effectively by the geometry, e.g. elliptical core.
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