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ABSTRACT

We evaluate the role of radiation pressure in the dynamics of H \textsc{ii} regions. We first determine under what conditions radiation pressure is significant in comparison to gas pressure and show that, while radiation pressure is generally unimportant for H \textsc{ii} regions driven by a handful of massive stars, it is dominant for the larger H \textsc{ii} regions produced by the massive star clusters found near the Galactic center and in starburst environments. We then provide a solution for the problem of how H \textsc{ii} regions expand when radiation pressure influences their behavior. Finally, we compare radiation-dominated H \textsc{ii} regions to other sources of stellar feedback, and argue that H \textsc{ii} regions are probably the primary mechanism for regulating the formation of massive star clusters.

Subject headings: galaxies: star clusters — H\textsc{ii} regions — ISM: bubbles — radiative transfer — stars: formation — stars: winds, outflows

1. INTRODUCTION

The dynamical expansion of a bubble of warm, ionized gas produced by a young star or star cluster is one of the classical problems of the interstellar medium. H \textsc{ii} region dynamics are important in part because they play a dominant role in regulating the formation of star clusters. (Williams & McKee 1997) and Carpenter (2000) argue based on observations that no more than \(\sim 10\%\) of the mass in a giant molecular cloud can ever be incorporated into stars, and Matzner (2002) and Krumholz et al. (2006) present GMC models that explain this inefficiency quantitatively in terms of the evaporation of GMC mass by H \textsc{ii} regions. Nearby star clusters provide direct evidence for this phenomenon. For example in the Orion Nebula Cluster, the radiation of \(\theta\) Ori C launches an ionized wind from the molecular cloud surface that carries a mass flux of \(\sim 10^{-2} M_\odot\) yr\(^{-1}\) (Odel 2004), sufficient to ablate a mass comparable to the ONC’s stellar mass in \(\sim 10^5\) yr. Any understanding of star formation rates and efficiencies, and of molecular cloud lifetimes, must therefore be based on an understanding of H \textsc{ii} regions.

Most work on this problem to date has focused on H \textsc{ii} regions where conditions are similar to those found in the Galaxy within several kpc of the Sun. The star clusters in this region are typically below \(10^4 M_\odot\) in mass (e.g. Williams & McKee 1997; Lada & Lada 2003), and since a fully-sampled IMF at zero age produces \(S \sim 10^{5.5}\) ionizing photons s\(^{-1}\) per \(M_\odot\) of stars (Krumholz et al. 2006), they have luminosities of at most \(S \sim 10^{50}\) ionizing photons s\(^{-1}\). For ionizing luminosities in this range, both numerical treatments and analytic estimates show that radiation pressure is generally small compared to gas pressure inside H \textsc{ii} regions (e.g. Mathews 1969; Gail & Sedlmayr 1974; Arthur et al. 2000; Henney 2007).

Thus while ionization on dust grains may play an important role producing small holes in H \textsc{ii} region centers (e.g. Mathews 1968; Hsu 2002), the standard assumption has been that radiation pressure is not significant for determining the dynamics the H \textsc{ii} region as a whole. Treatments of H \textsc{ii} regions under circumstances where radiation pressure is significant have generally been limited to hydrostatic models that do not include any dynamics (e.g. Dopita et al. 2002, 2003, 2006) or numerical models of particular regions (e.g. Pellegrini et al. 2007, 2008; Harper-Clark & Murray 2009). The former provide little information on how radiation pressure affects gas motion, while the latter do not easily lead to general conclusions about when radiation pressure is important and how H \textsc{ii} region dynamics are altered when it is.

A re-assessment of the role of radiation pressure in H \textsc{ii} region dynamics is timely because observations of star cluster formation are beginning to probe new regimes where earlier arguments minimizing the role of radiation pressure no longer apply. The importance of radiation pressure rises as the ionizing luminosity does, and in contrast to the values of at most \(S \sim 10^{50}\) s\(^{-1}\) found in local H \textsc{ii} regions, the Arches cluster near the Galactic center has an ionizing luminosity of \(S \approx 4 \times 10^{52}\) s\(^{-1}\) (Figer et al. 2002), and some extragalactic clusters have even larger values.

Moreover, regions with large ionizing luminosities also tend to have large virial and escape velocities, and in this case the conventional description of H \textsc{ii} region expansion driven by ionized gas pressure also breaks down. McCrady & Graham (2007) measure velocity dispersions of \(10 \sim 30\) km s\(^{-1}\) for the super star clusters in M82, and this probably represents a lower limit on the velocity dispersions and escape velocities in the clusters’ parent molecular clouds. Since the sound speed in ionized gas is only 10 km s\(^{-1}\), an H \textsc{ii} region driven by gas pressure could not have expanded within or driven mass out of the the clouds from which these star clusters formed. We are forced to conclude that either these clusters must have formed with an efficiency of nearly 100\%, or that some mechanism other than ionized gas pressure is responsible for removing mass and limiting the efficiency.
While we cannot directly rule out the hypothesis of 100% star formation efficiency for the M82 clusters, we can rule it out for similar large clusters in other galaxies. For example, the young star clusters observed in the Antennae galaxies have comparable escape velocities [Whitmore et al. 1999], but [Fall et al. 2005] and [Whitmore et al. 2005] find that the star clusters in the Antennae show the same "infant mortality" phenomenon as those in the Milky Way: roughly 90% of all star clusters dissolve within ~ 10 Myr of formation, almost certainly because the formation process operates with a low efficiency and removal of a majority of gas leaves the remaining stars unbound. Clearly some mechanism must remove gas from these clusters as they form, and we argue below that radiation-driven H II regions are the most natural explanation.

Our approach to the problem is as follows. In §2 we derive a condition for when radiation pressure is important, and we then give a solution to the idealized problem of an H II region expanding into an ambient medium including radiation pressure effects. In §3 we discuss the contribution of trapped radiation to H II region dynamics. In §4 we discuss the relative importance of radiation-driven H II regions and supernovae. Finally, we summarize in §5.

2. THE EFFECTS OF RADIATION PRESSURE

2.1. When is Radiation Pressure Significant?

Consider a source of bolometric luminosity L that produces ionizing photons at a rate $S$, located at $r = 0$. Following [Matzner 2002], we investigate two cases, which can be treated in parallel. The first is a region of neutral gas of density $\rho = \rho_0(r/r_0)^{-k_\nu}$. The second is a region in which the density is $\rho = \rho_0(r/r_0)^{-k_\nu}$ for $x > 0$ and 0 for $x < 0$. The former corresponds to the case of an "embedded" H II region that is completely surrounded by dense gas, and the latter to a "blister" H II region in which the driving source is at the edge of a dense cloud, and the ionized gas can escape freely. We illustrate these two possible configurations in Figure 1. We define $\epsilon_0 = 13.6$ eV as the threshold photon energy required to ionize a neutral hydrogen atom, and for convenience we define $\psi = L/(S\epsilon_0)$ to be the ratio of the star's bolometric power to its ionizing power, counting only an energy $\epsilon_0$ per ionizing photon. For massive stars and clusters whose luminosity comes mostly from massive stars, $\psi \sim 1$.

We wish to determine how the gas moves in response to the radiation flux, and to understand under what circumstances radiation plays an important role in determining gas motions. Following the usual procedure, we approximate that the ionized gas is isothermal at temperature $T_\text{II}$, and has a sound speed $c_\text{II}$ which is much larger than the sound speed in the neutral gas. If radiation pressure is negligible, we have the usual Spitzer [1978] solution: the ionized material expands due to its thermal pressure. This expansion sweeps the neutral gas into a thin shell, which contains most of the mass that was originally inside the radius $r_\text{II}$ of the H II region. If radiation pressure is the dominant force acting on the gas then a fluid element at a distance $r$ from the source undergoes a radiative acceleration $a_\text{rad} = \int \kappa_\nu(r) Le^{-\tau_\nu(r)}/(4\pi r^2 c) dr$, where $\kappa_\nu(r)$ is the opacity of the fluid at radius $r$ to photons of frequency $\nu$, and $\tau_\nu(r) = \int_0^r \kappa_\nu(r') d\rho(r') dr'$ is the optical depth from the source to that point. Photons below the Lyman limit carry roughly half the radiative momentum, and since these are absorbed primarily by dust grains, $\kappa_\nu(r) e^{-\tau_\nu(r)}/r^2$ and thus the radiative acceleration is a decreasing function of $r$. The other half of the momentum is carried by photons above the Lyman limit, which can be absorbed by either H I or dust grains see Appendix A. If dust absorption dominates, then radiative acceleration falls with radius as for lower-energy photons. If H I absorption dominates, the acceleration is proportional to the recombination rate, which is either flat (if the gas density is uniform) or again declines with radius (if radiative acceleration causes gas to pile up near the shell edge). Thus, the total radiative acceleration is always largest closest to the source, and again material will be swept into a thin shell of radius $r_\text{II}$. The interior of this shell will be optically thin.

Thus, after a rapid initial expansion phase, the dynamics of the gas reduce to the problem of computing the dynamics of the thin shell that bounds the H II region. Following [Matzner 2002], we can solve this problem by writing down the momentum equation for the shell:

$$\frac{d}{dt}(M_\text{sh} r_\text{II}) = A_\text{sh} \left\{ \rho_\text{II} c^2_\text{II} + u_\text{II} (u_\text{II} - \dot{r}_\text{II}) \right\} + \int_{\text{trap}} L 4\pi r^2 c$$

where $M_\text{sh}$ and $A_\text{sh}$ are the shell's mass and area, and $\rho_\text{II}$ and $u_\text{II}$ are the density and velocity of the gas immediately interior to it. The shell area and mass are $A_\text{sh} = (4/3)\pi r^2_\text{sh}$ and $M_\text{sh} = (4/3)\pi r^3_\text{sh} \bar{\rho}/3$, where $\bar{\rho}(r) = [3/(3 - k_\rho)]\rho_0(r/r_0)^{-k_\rho}$ is the mean density inside the spherical, hemispherical H II region of radius $r$ in the initial cloud, and the values in parentheses refer to the cases for a spherical, hemispherical H II region. The first term on the right-hand side represents gas pressure, while the second represents radiation pressure. Note that in writing this equation we have implicitly assumed that all the radiation force is applied at the thin shell, rather than in the H II region interior. This is certainly a good approximation when radiation pressure is dominant, since, as discussed above, the interior of the shell will be cleared by radiation pressure, and thus all photons will be absorbed in or near the shell. When gas pressure dominates and the shell interior is of uniform density, the rate of momentum deposition by ionizing photons matches the recombination rate. Since this is uniform, so the mean radius at which momentum is deposited is $3/4$ of the shell radius. Moreover, non-ionizing photons, which carry half the total momentum, will still deposit all their momentum in the shell. Thus our approximation that all the momentum is deposited in the shell is a good one.
The quantity \( f_{\text{trap}} \) in equation (1) represents the factor by which the radiation pressure force is enhanced by trapping of energy within the expanding shell. If \( f_{\text{trap}} = 0 \), then the shell is optically thin and all stellar photons escape without depositing any momentum. Given the high color temperature of the emitting stars and the large opacity of the gas clouds where massive clusters form, this is not realistic. A value \( f_{\text{trap}} = 1 \) corresponds to every photon emitted by the stars being absorbed once in the shell and depositing its momentum there, then promptly escaping. If there is more than one interaction per photon then \( f_{\text{trap}} \) could potentially be much larger than unity. In this case the velocity to which the shell accelerates will be limited by the rate at which the stars supply energy rather than momentum.

Trapping can happen in three ways. First, some fraction of the stellar radiation will go into accelerating line driven winds off stellar surfaces (Castor et al. 1975a; Weaver et al. 1977). Second, if the shell is sufficiently optically thick to the stellar photons, some of the radiation becomes trapped inside the shell (Castor et al. 1975a; Weaver et al. 1977). Second, if the shell is sufficiently optically thick to the shocked gas becomes trapped inside the shell (Castor et al. 1975a; Weaver et al. 1977). Second, if the shell is sufficiently optically thick to the shocked gas becomes trapped inside the shell (Castor et al. 1975a; Weaver et al. 1977). Second, if the shell is sufficiently optically thick to the shocked gas becomes trapped inside the shell (Castor et al. 1975a; Weaver et al. 1977).

In the limiting case of a radiation-pressure dominated flow, the radiation pressure term is simply \( L/(4\pi r_{\text{ch}}^2 c) \). Since the radiation- and gas-pressure terms have different radial dependences, we can calculate a characteristic radius for which they are equal:

\[
\frac{\rho u_{\text{II}}(c_{\text{II}}^2 + u_{\text{II}}(u_{\text{II}} - r_{\text{II}}))}{\rho u_{\text{II}} c_{\text{II}}^2} = \frac{3\pi\phi}{4\pi\alpha_B} \frac{\alpha_{\text{II}}^2}{k_B T_{\text{II}}} \frac{\psi^2 S}{c^2} = f_{\text{trap}}^2 \frac{\psi^2 S}{c^2} \rightarrow (9.2, 2.3) \times 10^{-2} S_{29} \text{ pc},
\]

where the numerical evaluation is for our fiducial parameters \( T_{\text{II}} = 7000 \text{ K}, \phi = 0.73 \). \( f_{\text{trap}} = 2, \psi = 1 \), and \( \alpha_{\text{II}} = 3.46 \times 10^{-13} \text{ cm}^3 \text{ s}^{-1} \), and \( S_{29} = S/10^{49} \text{ s}^{-1} \). Since radiation forces vary with radius as \( r_{\text{II}}^{-2} \), radiation dominates at smaller radii and gas pressure at larger radii.

It is useful to compare this to the Strömgren radius at which gas pressure-driven expansion begins in the case of negligible radiation pressure force. Setting \( \rho_{\text{II}} \) in equation (2) equal to the mean density \( \rho \) inside \( r_{\text{SI}} \), we find

\[
r_{\text{SI}} = \left( \frac{3\phi S}{4\pi\alpha_B} \right)^{1/3} \left[ \frac{k_B T_{\text{II}}}{\bar{\rho}(r_{\text{SI}}, 0) c_{\text{II}}^2} \right]^{2/3},
\]

and computing the ratio of \( r_{\text{ch}}/r_{\text{SI}} \) to this we find

\[
\zeta \equiv \frac{r_{\text{ch}}}{r_{\text{SI}} = f_{\text{trap}}^2 \left( \frac{\alpha_{\text{II}}^2}{\rho u_{\text{II}} c_{\text{II}}^2} \right) \left( \frac{\alpha_{\text{II}}^2}{36\pi\phi^2 \mu_{\text{II}} m_{\text{H}}} \right) S_{29}^{2/3} \rightarrow (6.2, 1.6) \times 10^{-2} (\bar{\rho}_{H_{2}} S_{29})^{2/3},
\]

where \( \mu_{\text{II}} = 0.61 \) is the mean molecular weight in the fully ionized gas (so \( c_{\text{II}} = 9.74 \text{ km s}^{-1} \) and \( \bar{\rho}_{H_{2}} = \bar{\rho}(r_{\text{SI}}, 0)/(100 \mu_{\text{II}} m_{\text{H}}) \) is the mean density of H\,nucel in units of \( 10^2 \text{ cm}^{-3} \), and \( \mu = 1.4 \) is the atomic mass per H nucleus for gas of standard cosmic composition.

Thus we see that for single OB stars, \( S_{29} \sim 1 \), expanding into Galactic molecular clouds, \( \bar{\rho}_{H_{2}} \sim 1 \), radiation force is negligible once the \( H\,II \) region reaches a tenth of a pc in size (\( r_{\text{ch}} \lesssim 0.1 \text{ pc} \)), and is often negligible as soon as the ionized region has finished its initial rapid expansion to the Strömgren radius (\( \zeta \lesssim 1 \)). Thereafter the usual gas pressure-driven expansion solution applies. However, we reach a very different conclusion if we consider the formation of very massive clusters in dense environments. In Table I we list properties for a sample of massive star clusters in the Milky Way, M82, the Antennae, and NGC 5253. We plot \( S_{29} \) versus \( \bar{\rho}_{H_{2}} \) for these objects in Figure 2. As the plot shows, these clusters have \( \zeta \) in the range \( 1 \sim 10^{-3} \), indicating that they go from the border between radiation- and gas-dominated to completely radiation-dominated. The characteristic radii where gas pressure becomes comparable to radiation pressure run from \( 1 \sim 100 \text{ pc} \), which is generally larger than the physical size of the cluster in question. The exception is the Orion Nebular Cluster (the inverted triangle), by far the smallest cluster shown in Figure 2. This has \( r_{\text{ch}} = 0.06 \text{ pc} \) (assuming a blister-type \( H\,II \) region, which is observed), considerably smaller than the 0.8 pc radius of the cluster.
We should add a caution here, which is that for the clusters described in Table 1 and plotted in Figure 2 we have computed \( r_{\text{ch}} \), \( \zeta \), and \( r_{\text{stall}} \) using the full ionizing luminosity of the cluster. This is not correct very early in the expansion process, since the initial Strömgren radius around each massive star is so small that it may enclose at most a few of its neighbors. Since this will lower the ionizing luminosity compared to our value, the very early expansion could be gas-driven. However, as the expanding shells overlap, the incorporation of more stars into their interiors will rapidly convert the expansion to a radiatively-driven one; since \( \zeta \propto \rho^{2/3} \), the expanding shell in a cluster for which we have computed \( \zeta > 100 \) reaches \( \zeta > 1 \) and becomes radiation-dominated when the shell includes only 4.6% of the cluster luminosity. Since luminosity tends to be strongly centrally concentrated, this will occur well before the shell includes this fraction of the cloud volume. Thus radiation takes over very early in the expansion process for those clusters for which we have computed values of \( \zeta > 1 \).

### 2.2. The Dynamics of Expansion with Radiation Pressure

To study the dynamics of an expanding H II region with significant radiation pressure, it is convenient to non-dimensionalize the equation of motion (1). We let
The value of $r_{\text{ch}}$ shown on the right axis is derived from equation (6), and the lines of constant $\zeta$ (dotted) and $r_{\text{stall}}$ (dashed) are derived using equations (4) and (21). All are for the bluster case. Values of $r_{\text{ch}}$ indicated in the figure are in pc. The data shown are described in Table I emission line clusters in the Antennae Galaxies (red circles), super star clusters (SSCs) in M82 (blue triangles), the SSC in NGC 5253 (purple star), and the Arches (green square) and Orion Nebula (brown inverted triangle) Clusters in the Milky Way.

$x = r/r_{\text{ch}}$ and $\tau = t/t_{\text{ch}}$, where

$$t_{\text{ch}} = \sqrt{\frac{4\pi \rho_{0} \kappa c}{3 - k_{p}}} \frac{L_{\text{ch}}}{f_{\text{trap}}}. \tag{9}$$

With this change of variables equation (11) becomes

$$\frac{d}{d\tau} \left( x_{\text{II}}^{3-k_{p}} \frac{d}{d\tau} x_{\text{II}} \right) = 1 + x_{\text{II}}^{1/2}. \tag{10}$$

The first term on the right hand side represents radiation pressure, and the second represents gas pressure. This equation is not exactly correct near $x_{\text{II}} = 1$, because in writing the gas pressure term we have implicitly assumed that the density inside the H II region is uniform and has the value given by ionization balance, equation (4).

This assumption cannot be precisely true when $x_{\text{II}} \lesssim 1$, because while radiation pressure is significant it will exert a force on material in the H II region interior that will make the density higher toward the shell wall than near the H II region center, while equation (4) assumes uniform density. Nonetheless, equation (10) represents a reasonable approximation that becomes exact everywhere near $x_{\text{II}} = 1$.

At early times, when $x_{\text{II}} \ll 1$, we can drop the gas pressure term $x_{\text{II}}^{1/2}$ on the right hand side, and the resulting equation admits the similarity solution

$$x_{\text{II},\text{rad}} = \left( \frac{4 - k_{p}}{2} \right)^{1/(4 - k_{p})}. \tag{11}$$

The dynamics of this solution can be understood by noting that since the momentum of the shell equals the radiant moment modified by the trapping factor ($M_{\text{sh}} \dot{r}_{\text{II}} = f_{\text{trap}} L/c$), the shell’s kinetic energy $M_{\text{sh}} r_{\text{II}}^{2}/2$ is a very small fraction, $f_{\text{trap}}^{2} r_{\text{II}}^{2}/(2c)$, of the total radiated energy $L t$. In fact, if $f_{\text{trap}} \sim 1$, then the energy of the shell’s motion approximately matches the energy of the photons currently crossing its interior: $M_{\text{sh}} r_{\text{II}}^{2}/2 \approx (\eta/2) L r_{\text{II}}/c$, where $\eta = r_{\text{II}}/r_{\text{ch}} = 2/(4 - k_{p})$.

The inefficiency of direct radiation driving is related to the low value of $f_{\text{trap}}$, an issue we return to in § 3.

If we were to drop the radiation pressure term, we would have the usual similarity solution for gas pressure expansion

$$x_{\text{II},\text{gas}} = \left( \frac{(7 - 2k_{p})^{2}/2}{4(9 - 2k_{p})} \right)^{2/(7 - 2k_{p})}. \tag{12}$$

Although the exact solution will approach this value when $x_{\text{II}} \gg 1$, the existence of a characteristic scale $r_{\text{ch}}$ implies that there is no true similarity solution that includes both the radiation- and gas-driven phases. When radiation pressure is significant it provides an extra boost of momentum in the phase before gas pressure takes over, accelerating the expansion relative to the standard similarity solution. This breaks the self-similarity of the gas-driven expansion phase, although the expansion approaches self-similarity as $\tau \to \infty$ and the extra momentum provided by the radiation becomes small compared to that input by the gas. In the absence of a similarity solution, however, it is trivial to integrate equation (10) numerically. We do so subject to the boundary condition that $x_{\text{II}}$ and $dx_{\text{II}}/d\tau$ approach the values that correspond to the similarity solution (11) as $\tau \to 0$, and plot the result in Figure 3 for some sample values of $k_{p}$. For comparison, we also show the pure radiation and pure gas similarity solutions. The true solution may be reasonably approximated by an appropriately weighted sum between the two. The expression

$$x_{\text{II},\text{approx}} = \left( x_{\text{II},\text{rad}}^{(7-k_{p})/2} + x_{\text{II},\text{gas}}^{(7-k_{p})/2} \right)^{2/(7-k_{p})} \tag{13}$$

is accurate to better than 5% for $k_{p} = 0 - 1$.

2.3. H II Region Stalling

As discussed in § 3, one of the reasons that radiation-driven expansion is of interest is that gas-driven expansion will fail in regions where the ambient velocity dispersion and escape velocity exceed the ionized gas sound speed (e.g. Matzner 2002, Krumholz et al. 2006). The expansion velocity is $v_{\text{ch}} = r_{\text{ch}}/(dx_{\text{II}}/d\tau)$, where

$$v_{\text{ch}} = \frac{r_{\text{ch}}}{t_{\text{ch}}} = \sqrt{(3, 8 \zeta/2^{k_{p}} - 3)^{1/4} c_{\text{II}}}. \tag{14}$$

The expansion rate therefore drops to the ionized gas sound speed when $dx_{\text{II}}/d\tau = \zeta(3 - 2k_{p})/\sqrt{(3, 8)}$. Since we have solved for $dx_{\text{II}}/d\tau$ numerically, it is trivial to numerically invert this equation for a given $\zeta$ to obtain the radius and time at which the expansion becomes subsonic. However, it is more illuminating to consider the radiation-dominated case $\zeta \gg 1$, because in that case the similarity solution (11) applies, and the resulting analytic form for $dx_{\text{II}}/d\tau$ allows us to solve for the radius at which the subsonic transition occurs in closed form. In this limit, expansion becomes subsonic at

$$x_{\text{sub}} = \left[ \frac{4 - k_{p}}{2(3, 8)} \zeta(3 - 2k_{p}/2) \right]^{1/(k_{p} - 2)}. \tag{15}$$

To give some idea of this in physical units, for $k_{p} = 0$ the radius at which the expansion becomes subsonic is

$$r_{\text{sub}} = (0.90, 0.90)(S_{49}/M_{\odot, 2})^{1/2} \text{ pc}. \tag{16}$$
Clearly the transition to subsonic expansion will not happen until an H II region has swept up a significant fraction of the gas in the protocluster, and it is therefore likely that radiation-driven H II regions can expel gas from clouds where gas-driven ones could not.

Alternately, we can ask when the H II region expansion velocity becomes comparable to the velocity dispersion within the parent cloud. This should be a reasonable estimate of when the expansion will stall. To the extent that the parent cloud is in virial balance, this will also give a good estimate of at what radius the expansion velocity will be reduced to the point where gravity can prevent expansion.\(^1\) We write the velocity dispersion \(\sigma\) of material within a radius \(r\) of the cloud center as

\[
\sigma = \left[ \frac{\alpha_{\text{vir}} GM(<r)}{5r} \right]^{1/2} \tag{17}
\]

\[
= \left[ \frac{(4, 2)\pi \alpha_{\text{vir}} G\rho(r_{\text{St},0})r_{\text{ch}}^2}{15} \zeta^{k_r} 2^{-k_r} \right]^{1/2}, \tag{18}
\]

where \(M(<r)\) is the mass within a radius \(r\) of the origin, \(x = r/r_{\text{ch}}\), and \(\alpha_{\text{vir}} = 50\pi^2 r/[GM(<r)]\) is the virial ratio of the material inside radius \(r\) [Bertoldi & McKee 1992]. The factor \((4, 2)\) appears because the gas is spherical in the embedded case and hemi-spherical in the blister case. The velocity dispersion can be either larger or smaller than \(c_{\text{II}}\) depending on the density and radius: for \(k_r = 0\), we have \(\sigma/c_{\text{II}} = 0.011(\alpha_{\text{vir}}/M_{\text{H}_2})^{1/2}(r/p_c)\). The expansion velocity of the shell \(v_{\text{ch}}(dx_{\text{II}}/d\tau)\) is equal to this velocity at the dimensionless radius \(x_{\text{II}}\) for which

\[
dx_{\text{II}} = \left[ \frac{(4, 2)\pi \alpha_{\text{vir}} G\rho(r_{\text{St},0})r_{\text{ch}}^2}{15} \zeta^{k_r} 2^{1-k_r} \right]^{1/2} (3-4k_r)^{1/4} (2-k_r)^{1/2}. \tag{19}
\]

As with the problem of determining when the expansion becomes subsonic, it is simple to find a numerical solution to this equation for a given choice of \(\pi_{\text{H}_2}\) and \(S_{19}\), but it is more illuminating to consider the radiation-dominated case, for which we can find a solution analytically. If we set \(x_{\text{II}}\) equal to the value given by equation \(11\) for the radiation-dominated phase, then the dimensionless radius \(x_{\text{stall}}\) that satisfies equation \(11\) is

\[
x_{\text{stall}} = \left[ \frac{(45, 180)}{2\pi(4-3k_r)\alpha_{\text{vir}} G\rho(r_{\text{St},0})r_{\text{ch}}^2} \zeta^{k_r-3/2} \right]^{1/(4-2k_r)} \tag{20}
\]

Putting this in dimensional terms, for \(k_r = 0\) and \(\alpha_{\text{vir}} = 1\) the stalling radius is

\[
r_{\text{stall}} = (8.9, 10.6)M_{\text{H}_2}^{-1/2} S_{19}^{1/4} \text{ pc}. \tag{21}
\]

Numerical evaluations of \(r_{\text{stall}}\) for our sample clusters are given in Table 1. For most of the clusters shown, the stall radius is comparable to or larger than the total cluster radius. This demonstrates that, unlike gas pressure-driven H II regions, radiation pressure-driven ones can potentially expel gas from the large clouds that form massive clusters. We show lines of constant \(r_{\text{stall}}\) (computed for the radiation-dominated case), with observed clusters over-plotted, in Figure 2.

3. Radiative Trapping

Our derivation of the shell motion in §2 assumes that the radiation-dominated phase shells are momentum driven, in the sense that the force exerted on the
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shell is the radiation momentum flux multiplied by at most a modest enhancement factor \( f_{\text{trap}} \). However, if stellar radiation energy becomes trapped in the bubble interior, then the full amount of bolometric energy emitted by the stars can be used to drive expansion, and \( f_{\text{trap}} \gg 1 \). Here we estimate \( f_{\text{trap}} \) considering three possible sources of trapping:

\[
f_{\text{trap}} = 1 + f_{\text{trap},{w}} + f_{\text{trap},{IR}} + f_{\text{trap},{Lyc}},
\]

where the 1 represents absorption of the direct radiation and the remaining three factors on the right are the contributions to trapping due to stellar winds, infrared photons, and Lyα photons.

### 3.1. Stellar Winds

Massive stars emit strong winds, during their main sequence evolution and afterward. The observational and theoretical status of these winds is somewhat uncertain, due to the effects of line blanketing (which affects the mapping between spectral type and effective temperature; [Martins et al. 2002, 2003; Repolust et al. 2004]) and of wind clumpiness (which affects the inferred momentum flux). Nevertheless the wind-luminosity relation ([Kudritzki et al. 1999]), which appears to remain valid after these corrections [Repolust et al. 2004], implies that a young cluster massive enough to sample the entire initial mass function emits about one half as much force in winds as in starlight, \( M_{w,v} = f_w L/c \) with \( f_w \approx 0.5 \). The ratio \( f_w \) reflects the flux-averaged optical depth of line overlap in the winds from hot stars, and so indicates a transfer of momentum from photons to wind.\(^2\)

In a dense cluster, the winds emitted by different stars rapidly collide with each other and shock-heat up to temperatures of \( \sim 10^7 \) K. The hot, shocked gas will then accelerate to supersonic speeds in a thermally-driven wind ([Canto et al. 2000]), creating a bubble in the surrounding \( \sim 10^4 \) K gas. Models of stellar wind bubbles ([Castor et al. 1975a; Koo & McKee 1992b]) typically assume that motions are efficiently energy-driven, rather than momentum-driven, so long as the wind is fast enough for its stopping shock to be non-radiative. An energy-driven bubble expands much more violently than the momentum-driven solutions presented above: the kinetic energy of a radiation-driven shell is \( \dot{r}/(f_w v_w) \sim 10^{-2} \) times smaller than the wind energy. Thus our solution is valid only if the expansion is momentum-driven. However, [Harper-Clark & Murray 2003] point out that wind energy is easily lost if the shell is porous so the shocked wind gas can escape. Indeed, such escape is mandated by observations showing that the x-ray luminosity of large bubbles is far below what would be expected if all of the stellar wind energy remained trapped.

We use a modified version of [Harper-Clark & Murray]’s analysis to quantitatively estimate what this implies for \( f_{\text{trap},{w}} \). Suppose that the shell of material swept up by the expanding H II region covers a fraction \( C_f \) of the sky as seen from the driving cluster; for blister case clearly \( C_f \leq 1/2 \), while for the embedded case \( C_f \) could take any value between 0 and 1 depending on the shell’s porosity. Stars in the cluster launch winds with a mass flux \( M_w \) at a velocity \( v_w \), and the fast wind material shock-heats to a temperature \( T_X \gg T_{II} \). The hot gas exerts a pressure \( P_X = \rho_X c_X^2 \) on the shell, where \( \rho_X \) is the density of the shocked material within the shell and \( c_X \) is its isothermal sound speed, so

\[
f_{\text{trap},{w}} = \frac{\rho_X c_X^2}{L/(4\pi r_{II}^2)}.
\]

The pressure of hot gas is set by the balance between the injection and escape of mass and thermal energy. Both are injected directly by stellar winds and escape through holes in the shell, but additional mass is incorporated through the interaction of hot gas with the dense shell. We assume this stripping occurs through hydrodynamical ablation rather than thermal evaporation, partly because magnetic fields inhibit thermal conduction. Similarly, stellar photons only heat gas to temperature \( T_X \), not to \( T_{II} \); so they do not contribute; heating of gas to \( T_{II} \) by x-ray photons is relatively insignificant. The equations for mass and energy conservation of the hot gas are

\[
\dot{M}_X = M_w - 4\pi r_{II}^2 (1 - C_f) \rho_X c_X + \dot{M}_{\text{abl}}
\]

\[
\dot{E}_X = L_w - 4\pi r_{II}^2 (1 - C_f) \left( \frac{5}{2} \rho_X c_X^2 \right)
\]

\[
- 4\pi r_{III}^2 C_f P_X \dot{r}_{II},
\]

where middle terms in both equations assume the hot fluid escapes through holes at speed \( c_X \) and has its average properties as it does so. Leakage ensures that mass and energy do not accumulate, implying that the LHS of both equations is effectively zero; furthermore the last term in \( \dot{E}_w \), which represents adiabatic work, is negligible in the presence of holes because \( C_f \dot{r}_{II} \ll (1 - C_f) c_X \).

The term \( \dot{M}_{\text{abl}} \) is the rate at which ionized gas at temperature \( T_{II} \) ablates off the inner edge of the shell and heats up to \( T_X \) through its interaction with the wind. The ablation process is a complex one, and the rate of ablation depends on the thermal behavior of the shocked wind. When the cooling time within the mixing layer is long, as it tends to be when the hot gas originates in a fast stellar wind, mass ablation occurs in the “jet-limited” regime described by [Canto & Raga 1991]. In this case the ablation rate is limited by the rate at which the wind can supply momentum to a thin mixing layer between the two fluids, and these authors estimate that the ablation rate per unit area is \( 0.09 \rho_{II} n_{II}^2/(2 c_X) \), where \( \rho_{II} \) is the density of the ionized layer abutting the mixing layer. Assuming this process occurs over the entire shell, the total ablation rate is

\[
\dot{M}_{\text{abl}} = 4\pi r_{II}^2 C_f \left( 0.09 \rho_{II} n_{II}^2/(2 c_X) \right).
\]

Since the ionized gas is in pressure balance with the hot gas, \( \rho_{II} n_{II} = \rho_X c_X^2 \). Inserting this and \( L_w = M_w v_w^2/2 \) into equations (24) and (25) and omitting the negligible terms,

\[
\dot{M}_w = 4\pi r_{II}^2 n_{II}^2 c_X \left[ (1 - C_f) - 0.045 C_f \right]
\]

\[
M_w v_w^2 = 20\pi r_{II}^2 n_{II} \rho_{II} c_X^3 (1 - C_f).
\]

The solution is

\[
\rho_X c_X^2 = \frac{\dot{M}_w v_w/(4\pi r_{II}^2)}{[5(1 - C_f)(1 - 0.45 C_f)]^{1/2}}
\]

\( \text{footnote} \)

2 In optically thick Wolf-Rayet winds and LBV outbursts, by contrast, the wind momentum can exceed \( L/c \); however the stellar energy budget is smaller after core H burning, and we assume the momentum budget is as well.
so that, using \((1 - C_f)(1 - 1.045C_f) \simeq (1 - 1.02C_f)^2\),
\[ f_{\text{trap}, w} \simeq \frac{f_w}{\sqrt{5}(1 - 1.02C_f)}. \] (30)

The divergence as \(C_f\) approaches unity is not real, as our neglect of adiabatic losses and of accumulation within the shell are incorrect when the holes close up. Likewise values of \(f_{\text{trap}, w}\) less than \(f_w\) are not realistic, because the wind force is always present; our error in this limit is to assume that the wind energy is thermalized, when in fact it remains mostly kinetic if the shell is mostly holes.

Since \(f_w \simeq 0.5\), this implies that \(f_{\text{trap}, w} \simeq 0.22/(1 - C_f) \sim 1\) unless we are considering the case of an embedded H II region with an extremely non-porous shell, \(1 - C_f \ll 1\). Such low porosity is implausible given the turbulent, clumpy nature of the interstellar medium and the fact that pressure-driven shocks tend to run down density gradients and "blow out". Even if one started with a perfectly uniform ISM, the expanding shell is subject to Vishniac [1983] instability of a pressure-driven slab; moreover if the wind caused the expanding shell to accelerate then the Rayleigh-Taylor instability would spontaneously create holes in the shell, reducing \(C_f\) below unity. Thus we conclude that \(f_{\text{trap}, w}\) is at most a few, and is likely to be small than order unity. Our conclusion is consistent with the numerical simulations of Tenorio-Tagle et al. [2008], who also find that, in a non-uniform medium, the bulk of the mass around a young star cluster is not swept up into the thermal wind driven by \(\sim 10^5\) K gas. Instead, that gas escapes rapidly through the porous shell, while the bulk of the mass expands more slowly (see their Figure 9).

The above calculation depends somewhat on our estimate of the term \(M_{\text{abl}}\), which is uncertain for several reasons: because the physics of ablation is not well understood, because the ablating area could be very different from \(4\pi C_f R_{\text{II}}^2\), for instance if the shell’s structure is more interesting than a broken sphere, and because other mechanisms like thermal evaporation, photoevaporation, and cloud disruption can all inject mass. Similarly, the density of the ablating gas could be higher than indicated by our pressure-balance argument, since photoevaporation might compress the gas (e.g. Bertoldi & McKee 1999). Given these uncertainties, one might consider \(c_X\) better constrained than \(M_{\text{abl}}\) – for instance, an upper limit on the X-ray luminosity implies a lower limit on \(c_X\). Taking \(c_X\) as given and solving equations [21] and [25] for \(P_X\), we find
\[ f_{\text{trap}, w} \simeq \frac{f_w}{5(1 - C_f)c_X}, \] (31)
so trapping is important when \((1 - C_f)c_X/v_w < f_w/5 \simeq 0.1\).

Protostellar winds represent a separate, brief, but very intense phase which deserve separate mention. Being magnetically launched, they are strongly collimated and may far exceed the photon momentum; moreover the entire stellar population generates them. Rather than assess them directly we appeal to the treatment by Matzner [2007], who found that protostellar winds are very significant in the formation of the Pleiades and Orion Nebula clusters, but quite insignificant in the formation of the Arches or more massive clusters.

### 3.2. Trapped Infrared Photons

If the expanding shell traps the infrared light emitted within it, then its momentum will exceed that of the driving starlight by a factor
\[ f_{\text{trap}, \text{IR}} = \frac{P_{\text{IR}}}{L/(4\pi R^2 c)}, \] (32)
where \(P_{\text{IR}}\) is the pressure of the trapped IR radiation field inside the shell. We first consider the highly idealized case of a uniform, non-porous shell, \(C_f = 1\), which provides an upper limit on \(f_{\text{trap}, \text{IR}}\), before treating leakage through holes.

When a uniform shell is optically thick to its own thermal emission, it radiates from a photosphere above which the flux-averaged optical depth is 2/3. The emission is characterized by the shell’s effective temperature, which satisfies \(\Sigma \simeq 2/(3\pi T_{\text{eff, sh}})\), implying a column \(\Sigma_{\text{ph}} \simeq 2/(3\pi f_{\text{trap, sh}})\) above the photosphere. Shells with \(\Sigma_{\text{sh}} = M_{\text{sh}}/(4\pi R^2) < \Sigma_{\text{ph}}\) are optically thin to reprocessed light. Thick shells, with \(\Sigma_{\text{sh}} \gg \Sigma_{\text{ph}}\), can be treated in the diffusion approximation \((dP_{\text{IR}}/dR) = -\Sigma_{\text{sh}} dT_{\text{eff, sh}} d\Sigma\) with \(P_{\text{IR}} = dT/(\Sigma)^4/3\) and \(\kappa_R\) the Rosseland mean mass opacity), below the photosphere. The solution for the pressure within an optically thick shell is
\[ P_{\text{IR}} \simeq \mathcal{F} \left[ \frac{dT_{\text{eff, sh}}}{3} \right] + \Sigma_{\text{sh}} - \Sigma_{\text{ph}} \right], \] (33)
where \(\mathcal{F}(P_{\text{IR}}) = \int_0^{P_{\text{IR}}} dP_{\text{IR}}/\kappa_R(T)\), and \(\mathcal{F}^{-1}\) is the inverse function of \(\mathcal{F}\). Evaluating equation [33] for the Weingartner & Draine standard dust model “A” for \(R_V = 5.5\), we find that
\[ f_{\text{trap}, \text{IR}} \simeq \left[ \frac{1 - 3}{\Sigma_{\text{sh}} T_{\text{eff, sh}}^4} \right]^6 + \Sigma_{\text{sh}}^{-1.92} \left( \frac{72}{T_{\text{eff, sh}}^4} \right)^{1.71} - 2/3, \] (34)
to good accuracy, where \(\Sigma_{\text{shell}}\) is understood to be in g cm\(^{-2}\). This result shows that radiation trapping can be quite significant, for instance when \(\Sigma_{\text{shell}} \gtrsim 1\) and \(T_{\text{eff, sh}} > 60\) K, as is expected around a luminous young cluster; however this estimate is unrealistically high when radiation can leak away.

In the more realistic case where leakage is important, we can compute \(P_{\text{IR}}\) in a manner analogous to our calculation of \(P_X\), by balancing the rate at which energy the stars inside the shell add energy against the rate at which it leaks out. Our treatment here is a simplified version of that given in Appendix D of McKee & Tan [2008]. We limit our attention to the case where the shell is optically thick \((\Sigma_{\text{shell}} \gg \Sigma_{\text{ph}}(T_{\text{eff, sh}}))\) on average; in this limit we can compute the energy density of the trapped radiation field when the shell is porous, \(C_f < 1\), simply by treating the shell as a perfectly opaque sphere with holes in it. In this case energy balance requires that
\[ L = (1 - C_f)L + 3\pi R^2 (1 - C_f)P_{\text{IR}}. \] (35)
Here the left hand side is the rate at which the stars in the cluster inject radiant energy. The first term on the right hand side is the rate at which this beamed radiation field escapes the shell without interacting, while the
second term represents the rate at which the reprocessed infrared radiation field leaks out. In writing this term, we have approximated that the IR radiation is isotropic, so the radiation flux escaping through a hole in the shell is given by the expression for the flux through an infinitesimal pinhole in an oven: \( F = 3 \sigma T^4 \). If the holes have finite size the true flux will be higher because the radiation field in the vicinity of the hole will be beamed outward. Solving this equation for \( P_{IR} \) gives

\[
P_{IR} = \frac{4}{3} \left( \frac{C_f}{1 - C_f} \right) \frac{L}{\pi T_{II}^4 c},
\]

and substituting this into equation (32) gives

\[
f_{trap, IR} = \frac{4}{3} \left( \frac{C_f}{1 - C_f} \right)
\]

As with \( f_{trap, w} \), this is an upper limit. The true value will be smaller because radiation leaks out of the shell by diffusion at a finite rate even when \( C_f = 1 \), because we have assumed that the internal radiation field has had an infinite amount of time to reach its steady state value, and because we have neglected the enhanced rate of energy loss through holes of finite size compared to those of infinitesimal size.

Even with this overestimate, our analysis shows that for realistic values of \( C_f \lesssim 1/2 \), the ratio of the force provided by trapped IR to that provided by the direct radiation field is \( f_{trap, IR} \lesssim 1 \). We further note that, even if we started with a perfectly uniform ISM and did not have any winds to punch holes in the shell, numerical simulations show that a trapped IR radiation field is in itself sufficient to induce a Rayleigh-Taylor-like instability that punches holes in the shell (Krumholz et al. 2009). This will ensure that \( C_f \) is always well below 1, so that \( f_{trap, IR} \) is no more than a few.

3.3. Trapped Lyman \( \alpha \) Photons

Even blown-out sections of the shell that are transparent to infrared radiation may still be opaque to Lyman \( \alpha \) photons, since they interact via a resonant process that produces a far larger cross section than absorption of IR photons by dust grains. As a result, our analysis based on \( C_f \) does not apply to Ly \( \alpha \) radiation. However, as pointed out by Henney & Arthur (1998), the influence of Ly \( \alpha \) trapping is severely limited by the presence of dust grains. Absorption by dust grains in the H \( \alpha \) region interior or its bounding shell converts Ly \( \alpha \) radiation to IR, which can then escape through the porous shell as discussed in the previous section. This process limits the energy density and pressure that can build up in Lyman \( \alpha \). We refer readers to Henney & Arthur for a detailed treatment of this problem, and here simply quote the result: the Ly \( \alpha \) radiation pressure saturates at a value \( P_{LY} \approx 0.06 \rho c T_{II}^2 \sigma_d^{-1} \), where \( \sigma_d = \sigma_d/5 \times 10^{-22} \text{ cm}^{-2} \) and \( \sigma_d \) is the dust cross section per H nucleus for Ly \( \alpha \) photons. Milky Way gas has \( \sigma_d \approx 1 \). We therefore have

\[
f_{\text{trap, Ly} \alpha} = \frac{P_{LY, \alpha}}{L/(4 \pi T_{II}^4 c)} = 0.06 \sigma_d^{-1} \rho c^{1/2}.
\]

Thus during the radiation-pressure dominated phase, \( x_{II} \ll 1 \), trapped Ly \( \alpha \) radiation is negligible in comparison to direct radiation pressure unless the dust is less opaque than typical Milky Way gas by a factor of \( \gtrsim 20 \).

Once gas pressure begins to dominate, \( x_{II} > 1 \), trapped Ly \( \alpha \) radiation may exert more pressure than direct stellar radiation, but in this case it will still be negligible in comparison to gas pressure. For this reason we can simply set \( f_{\text{trap, Ly} \alpha} \approx 0 \) without making a significant error in any phase of the expansion.

4. Radiation-Driven H \( \alpha \) Regions Versus Supernovae

We have argued that radiation pressure dominates the dynamics of H \( \alpha \) regions in massive clusters, but this by itself does not establish that radiation-dominated H \( \alpha \) regions are the dominant source of feedback in star clusters. The primary alternative model is that supernovae are the main form of feedback (e.g. Parmentier et al. 2008; Baumgardt et al. 2008). However, we can show on the basis of time scales that supernovae can play only a limited role. The crossing time in an object (either star cluster or gas cloud) of mass \( M \) and surface density \( \Sigma \) is

\[
t_{cr} = \frac{0.95}{\sqrt{\alpha_{vir} G}} \left( \frac{M}{\Sigma^3} \right)^{1/4} \approx 0.25 \alpha_{vir}^{-1/2} M_4^{1/4} \Sigma_3^{-3/4} \text{ Myr},
\]

where \( \alpha_{vir} \) is the object’s virial ratio (Bertoldi & McKee 1992), \( M_4 = M/(10^4 \, M_\odot) \), and \( \Sigma_3 = \Sigma/(1 \text{ g cm}^{-2}) \).

Both observations and theory indicate that gas clumps that are forming massive star clusters have \( \Sigma_0 \gtrsim 1 \) (McKee & Tan 2003; Krumholz & McKee 2008), and a virial ratio \( \gtrsim 1 \) would preclude the possibility of forming a gravitationally bound cluster. Thus we expect \( t_{cr} \approx 10^5 \text{ yr} \) unless the cluster mass exceeds \( 10^5 \, M_\odot \). This theoretical argument is in good agreement with observed star cluster crossing times in cases where those can be measured directly. For example, McCrady & Graham (2003) find crossing times of \( \sim 10^5 \text{ yr} \) for 21 clusters in M82. Thus we conclude that the crossing time in protoclusters is at least an order of magnitude shorter than the \( \sim 3 \text{ Myr} \) required for the first supernova explosion. Numerical studies of star cluster formation show that, in the absence of a source of energy to drive the turbulence (such as stellar feedback), star formation generally proceeds to efficiencies of order unity within a few crossing times (e.g. Bonnell et al. 2003). Thus supernovae could be an effective form of feedback only if some other, different energy source, most likely a different form of stellar feedback, inhibited star formation and kept the protocluster from collapsing for \( \sim 10 \) crossing times. While there is some observational evidence for such an extended star formation history (Tan et al. 2008; Huff & Stahler 2008), even then supernovae would at most remove the last vestiges of gas from the cluster after most of the gas had been consumed by star formation or expelled by other mechanisms.

This argument does not by itself rule out the possibility that supernovae from neighboring star clusters that formed earlier might act as a source of delayed feedback. However, this idea also has timescale problems. In Orion, for example, there have been only \( 10 - 20 \) SN explosions in the last 12 Myr (Bally 2008), a rate of \( 1 - 2 \) per Myr. Thus the typical cluster-forming cloud is not hit by a SN blast wave within its 0.1 Myr crossing time. Moreover, even if a blast wave did hit a cluster-forming cloud, any shock strong enough to affect a cloud signifi-
cantly tends to destroy it completely, rather than leaving it intact but exciting turbulent motions (Nakamura et al. 2006). Thus if SN from neighboring clusters were a dominant form of feedback, then most cluster-forming gas cloud would their lives being shredded by a blast wave. This is inconsistent with the observed morphologies of disrupting clouds, which typically show no evidence for interaction with a strong external shock.

5. SUMMARY

We examine the role of radiation pressure in determining the dynamics of expanding H II regions around young star clusters. We derive a characteristic number (equation 4) that describes the importance of radiation pressure in H II region expansion, and we show that for very massive star clusters such as the Arches or the large clusters found in starburst galaxies, this number is always $\gg 1$, indicating that radiation pressure dominates at least the initial phases of expansion. For such clusters, we derive a solution describing the expansion of a shell of material driven by a combination of radiation and gas pressure. Our solution shows that radiation pressure is capable of driving expansion at speeds considerably larger than the ionized gas sound speed, and therefore radiation-driven H II regions can be an effective feedback mechanism in clusters where a high escape speed renders gas-driven H II regions ineffectual.

Radiation-driven H II regions are likely to be the dominant feedback mechanism that regulates the formation of massive star clusters. Unlike supernovae, they begin to operate immediately upon formation of the stars, rather than with a delay of many dynamical times. While stellar wind bubbles or trapped infrared radiation fields are potentially more effective than direct stellar photons as a source of feedback, we argue that they are unlikely to be dominant because they are sapped by leakage of energy out of the expanding shell. Future models of feedback in massive star cluster formation must therefore be careful to take radiation pressure-driven H II regions into account.
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APPENDIX

A. THE ROLE OF DUST ABSORPTION

For most of the time that an H II region is expanding, dust within it will be able to absorb photons. Assuming that all of a source’s radiant energy is eventually absorbed by dust grains (even if ionizing photons are first absorbed by hydrogen atoms and are eventually down-converted to photons below the Lyman limit), the equilibrium dust temperature at a distance $r$ from the source is given implicitly by

$$L_{4\pi r^2} = \int Q^A B_\nu(T) \, d\nu,$$

where $Q^A$ is dust the absorption efficiency, which depends on grain properties. Dust can survive wherever $T$ is below the sublimation temperature $T_s$; for the most refractory grains (Wolfire & Cassinelli 1986, 1987) estimate $\int Q^A B_\nu(T) \, d\nu = 1.24 \times 10^7$ erg cm$^{-2}$ s$^{-1}$, so at least some dust exists at all radii greater than the sublimation radius

$$r_s = 3.8 \times 10^{-4} \psi^{1/2} S_{49}^{1/2} \, \text{pc}.$$  

Even for the most luminous sources we consider, $S_{49} \sim 10^4$, this is much less than the cluster radius, $r_{\text{ch}}$, or $r_{\text{shell}}$. However, dust absorption does not affect the dynamics of the radiation pressure-dominated phase directly, since the dust and gas are likely to be well-coupled by magnetic fields. The momentum transferred by radiation to the gas therefore does not depend on whether photons are absorbed by dust grains or hydrogen atoms. However, dust grains do play a role when gas pressure becomes important, because they modify the ionized gas density $\rho_{\text{II}}$ and thus change the gas pressure; this dependence is captured through our parameter $\phi$. A full discussion of the behavior of dust inside H II regions is beyond the scope of this work, and we refer readers to Dopita et al. (2002) and Arthur et al. (2004). In this appendix we make some simple estimates to show that our use of a constant $\phi$ is unlikely to lead to serious error. Arthur et al. (2004) show that the value of $\phi$ (which is equivalent to the parameter $\psi^3$ in Arthur et al.’s treatment) is determined by the dust optical depth $\tau_d$ through the ionized gas; for typical gas pressure-dominated H II regions whose metallicity is not vastly greater than Solar, $\tau_d \lesssim 1$ and $\phi \gtrsim 0.5$ is appropriate, consistent with our value of 0.73 from McKee & Williams (1997). To see how this might vary for the radiation-dominated case, it is useful to estimate $\tau_d$ in terms of the ionization parameter

$$U \equiv \frac{F}{cn},$$

where $F$ is the ionizing photon flux into the recombinating gas and $n$ is its density. Ionization-recombination balance requires $\phi F = \alpha_B n^2 h$, where $h$ is the thickness of the recombinating gas layer and $n$ is its number density, so the dust optical depth is

$$\tau_d = nh\sigma_d = \frac{\phi c \sigma_d}{\alpha_B} U \simeq 90\phi U,$$
where $\sigma_d$ is the dust cross section per H nucleus to ionizing photons. The numerical evaluation uses $\sigma_d \approx 1.0 \times 10^{-21}$ cm$^2$, appropriate for Solar metallicity.

Since $\phi \leq 1$, this result shows that $\tau_d \lesssim 1$ as long as $U \lesssim 0.01$. When gas pressure dominates, $n$ is constant and an increase in ionizing luminosity increases $U$. However, once radiation pressure becomes significant, there is a countervailing effect: radiation pressure piles up gas against the inner wall of the expanding shell, increasing its density and thus driving $U$ down. Under the assumption of hydrostatic equilibrium, Dopita et al. (2002) find that this effect ensures that $U$ never rises above $\sim 0.01$. While our expanding shell is of course not in hydrostatic equilibrium, as long as the expansion is slow compared to the signal speed within the shell, quasi-hydrostatic equilibrium should be established in the shell interior, and thus we also expect a maximum value of $U \sim 0.01$. This ensures that dust absorption never dominates over ionized gas absorption, and we can safely adopt a constant, order-unity value of $\phi$.

However, we note that even if this argument is incorrect, we only make a significant error in following the dynamics when $x_1 \sim 1$, i.e. when gas and radiation pressure are nearly of equal importance. That is because our choice $\phi = 0.73$ is appropriate when gas pressure dominates ($x_{11} \gg 1$), and does not affect the dynamics significantly when radiation pressure dominates ($x_{11} \ll 1$). Since our treatment of the crossover regime is very approximate in any event, inaccuracies in estimating $\phi$ in this regime would not further degrade our accuracy.
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