Response Time Reduction Due to Retesting in Mental Speed Tests: A Meta-Analysis
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Abstract: As retest effects in cognitive ability tests have been investigated by various primary and meta-analytic studies, most studies from this area focus on score gains as a result of retesting. To the best of our knowledge, no meta-analytic study has been reported that provides sizable estimates of response time (RT) reductions due to retesting. This multilevel meta-analysis focuses on mental speed tasks, for which outcome measures often consist of RTs. The size of RT reduction due to retesting in mental speed tasks for up to four test administrations was analyzed based on 36 studies including 49 samples and 212 outcomes for a total sample size of 21,810. Significant RT reductions were found, which increased with the number of test administrations, without reaching a plateau. Larger RT reductions were observed in more complex mental speed tasks compared to simple ones, whereas age and test-retest interval mostly did not moderate the size of the effect. Although a high heterogeneity of effects exists, retest effects were shown to occur for mental speed tasks regarding RT outcomes and should thus be more thoroughly accounted for in applied and research settings.
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1. Introduction

Requesting examinees to complete the same mental speed test more than once is common both in applied and research settings. For a clinical example, assessing cognitive decline in a patient may require the administration of one mental speed test at two different points in time. Also, in organizational selection settings, mental speed tests are common tools to assess vocational aptitude [1]. As most applicants prepare for selection settings, retest effects might influence their test results [2]. In randomized controlled trials evaluating intervention effectiveness by pre- and post-measurements, persons are retested with mental speed tests as criterion tasks [3]. Further, research on cognitive development often has to take into account retest effects, because, in longitudinal studies, retest effects might contaminate the measurement of cognitive abilities [4].

The size of score gains due to retest effects in a broad range of cognitive ability tests has been meta-analyzed by Kulik, Kulik and Bangert (1984) [5], Hausknecht et al. (2007) [2], Calamia et al. (2012) [6] and Scharfen, Peters and Holling (in press) [7]. These authors found retest effects from the first to second test of 0.23 to 0.42 standards deviations (SDs), with effect sizes depending on several moderators, such as the test-retest interval, equivalence of test forms (i.e., whether alternate or identical) and sample characteristics like age and general mental ability. Further moderating variables were suggested by Randall & Villado (2017) [8].

Although both speed and accuracy are known to have a direct impact on cognitive ability test performance [9,10], meta-analytical and most primary research on retest effects has been focusing solely on score gains, or on improvements in accuracy and neglecting improvements regarding...
response time (RT) due to retesting. To the best of our knowledge, no meta-analysis has been reported that summarizes retest effects concerning the time needed to complete a task, defined as RT reductions due to retesting. Thus, it is the goal of this meta-analytic review to provide results of retest effects on RT reductions in mental speed tasks, to give estimates of the size of the effect and to investigate possible moderating variables. Further, the high number of test administrations for which RT reductions and their moderators are meta-analyzed are of special interest, as this study contributes to a better understanding of the longitudinal proceeding of retest effects over several test administrations. This meta-analysis stresses that mental speed tasks and RT outcomes are not resistant to retest effects and should be considered in all applied settings.

1.1. Retest Effects in Cognitive Ability Tests

The repeated administration of cognitive ability tests results in so-called retest effects [11], practice effects [2] or testing effects [12]. Retest effects describe the gain in test performance that results from the repeated administration of the same or an alternate but equally difficult cognitive ability test to the same sample [11,13]. Evidence for the existence of retest effects is vast [2,5–7].

Three groups of causes of retest effects have been summarized by Lievens, Reeve and Heggestad (2007) [11]: ability increase (i.e., a true change in the latent construct), contamination reduction (i.e., less influence of construct-irrelevant variables) and increase of test-specific skills and strategies. The first cause, which considers participants’ latent cognitive ability to increase because they are retested, can also be referred to as the testing effect that describes learning processing due to testing [12,14,15]. This cause, latent change due to retesting, has to be differentiated from latent change due to cognitive development. When considering that cognitive abilities develop throughout the lifespan [4,16], test results from two different time points can reflect a true change in the latent construct that is due to developmental change and less due to retesting. This is especially probable when retested within a long test-retest interval or during a period in life where cognitive abilities change comparably fast (i.e., during childhood and higher age). In fact, Finkel et al. (2007) [16] found that developmental changes in mental speed can explain developmental changes in fluid intelligence. The first cause explaining why retest effects evolve does not refer to cognitive development but implies that the latent cognitive ability measured by the criterion test is improved due to retesting [11]. Thus, if the first cause is assumed to be accountable for retest effects, cognitive development should be excluded to be responsible for latent change within the test-retest interval or population under observation. As validity changes have often been observed as a consequence of retesting [2,17–19], it seems rather implausible that latent change is responsible for retest effects un restrictedly.

The second group of causes, focusing on construct-irrelevant variables such as situational test anxiety, motivation and familiarity, gained more empirical support. For example, Matton, Vautier and Raufaste (2009) [20], Freund & Holling (2011) [21], Reeve & Lam (2007) [13], Reeve, Heggestad and Lievens (2009) [22] found evidence for these factors influencing retest performance. Also for the third groups of causes, evidence for test-specific strategies and skills has been put forward by a number of studies investigating strategy use of the efficacy of strategy-induction by, e.g., coaching programs [2,20–26].

1.2. Mental Speed

Many different concepts associated with mental speed can be found in the literature, such as speed of information processing or perceptual speed. But the term mental speed can be reserved to designate “the human ability to carry out mental processes, required for the solution of a cognitive task, at variable rates or increments of time” [27] (p. 29). Specifically speaking, mental speed can be defined as a cognitive ability that consists of quickly encoding, transforming and retrieving information, as well as a measure of attention, working speed and ease of perception [28,29]. “The faster the rate of processing, the greater the amount of information that can be processed in one unit of time” [30]
(p. 165). It can be considered a constituent part of general intelligence and was found to be related to other facets of intelligence such as reasoning ability [31–33].

Generally, both accuracy and speed play a central role in test performance [9,10]. Mental speed tests most commonly either establish a certain time limit to complete a high number of tasks, or measure RT that is needed to complete a task. During the last decades and as a result of improved feasibility of RT measurement due to digitalization and computerization, reporting RTs has become more frequent [9]. Actually, two major indicators of performance apply: Firstly, accuracy, as reflected in the number of items completed correctly or appropriate solutions derived during a given time span and other related score measures. RT, secondly, indicates the time spent to respond to an item or to give a solution, independent from its correctness. Ideally, a mental speed item is solved both quickly and correctly, as accuracy and RT maintain a reciprocal relation overall but mean and variability are not always preserved when transforming one of these measure types to the other [9,34]. In fact, the concept of speed-accuracy tradeoffs implies that spending more time solving an item raises the amount and quality of information to be processed and, as a consequence, improves response accuracy [35]. On the contrary, there is evidence for independence of accuracy and RTs, or at least for a more complex relationship that might be moderated by, e.g., task complexity and participants’ general mental ability [9,36–38]. In other words, score gains and RTs appear not to be exchangeable variables; thus, results from each of these two outcomes may be interpreted differently. Hence, it might give new insights to evaluate retest effects with reference to RTs besides those regarding score gains.

According to Villado, Randall and Zimmer (2016) [39], retest effects can be more or less critical depending on the construct of interest as well as certain test characteristics (e.g., heterogeneous vs. homogeneous item types). Mental speed, as one construct of interest that should be prone to retest effects and that is often measured by homogeneous item types and by RT outcomes, has only rarely been focused by retesting studies. Therefore, this meta-analysis contributes to the field by explicitly focusing the construct of mental speed and RTs as outcomes.

1.3. RT Reduction Due to Retesting in Mental Speed Tasks

The three groups of causes that can lead to retest effects according to Lievens et al. (2007) [11] have been explained above. It becomes evident that a reduction of RTs parallel to score gain increase due to retesting would be expected. Indeed, older developmental research from Baltes, Dittmann-Kohli and Kliegl (1986) [40] found that both accuracy and speed in several cognitive ability tasks can be fostered by retesting. Firstly, if the latent ability is improved due to retesting, this would be reflected in shorter RTs in mental speed tasks. Secondly, a reduction of construct-irrelevant factors, such as situational test anxiety or unfamiliarity with the test, would lead to a reduction of RTs as well. Lastly, if strategies and skills are employed in repeated tests, this would also lead to shorter RTs. To sum up, a reduction of RTs due to retesting is suggested when referring to any of the three groups of causes of retest effects [11].

In 1987, Ackerman [34] established a difference between how testees typically perform when a novel test is presented to them and how they perform in the context of repeated test administration, while differentiating between score and RT changes. From this point of view, when repeating a task, automatization of mental processes takes place progressively over controlled mental processes [41–46]. Different abilities that underlie mental speed have a different impact on performance at early and later stages of automatization: When working on a test for the first time, reaction times might resemble perceptual speed ability, whereas after practicing multiple times, psychomotor ability would be reflected in RTs [1,34]. The automatization of a skill leads to less effort, less deterioration under stress and, most importantly, a much faster response [34,47]. In other words, RT is expected to decrease across test repetitions [1]. Automatization and the three groups of causes are assumed to have a reciprocal positive influence on each other. For example, automatization might lead to less test anxiety and at the same time less test anxiety might also foster automatization.
According to the power law of practice [48–51], the benefits from practice follow a non-linear function, where improvements are rapid at first but then decrease towards more practice. Given this idea, RTs would decrease most in the first tests, followed by decreasing RT reductions in further tests. However, retest effects with RTs as outcome measures have been given less attention than those concerning score gains. A few primary studies directly address the question of the size of decrease in RTs as a consequence of retaking a test [1,52–58]. Wöstmann et al. (2013) [58] administered cognitive ability tests twice to a sample of 23 healthy participants, with four variables of the Eriksen flanker, the Simon and the Stroop tasks showing reduced variability of RTs, as well as an RT improvement for incongruent trials at the second administration. Soldan, Clarke, Colleran and Kuras (2012) [56] repeatedly administered perceptual classification tasks comprising unfamiliar objects to a group of 48 testees. Results suggested RT improvements as well as higher accuracy when the same response was required during the encoding and test phases across trials. In a study by Hagemeister (2007) [1], 30 participants were assessed with an attention test at the beginning as well as at the end of the experiment. A mean RT decrease throughout the study was observed. Findings supported the power law of practice [48–50] being applicable when retesting with mental speed tasks: Retest effects between consecutive administrations decreased with the number of test repetitions. Rockstroh and Schweizer (2004) [54] examined results from RT tasks on 83 males and RTs were significantly shortened across retest-practice sessions as well. Collie, Maruff and Darby (2003) [53] assessed 113 individuals with automated cognitive tests in four administrations over the course of one day and found RT reductions that diminished towards the latest trial, again reinforcing the assumption of decreasing gains. All in all, RT improvements are shown to be a result of retesting mental speed over several studies with different test-retest intervals and research settings. Also, there is evidence that RT reduction over several test repetitions might decrease with the number of test administrations [1,53].

Although not many studies investigated RT improvements between test administrations, the more employed research field of serial learning often employ RTs as measures for learning effects. Serial learning refers to within-test retest effects over subsequent trials. Within-test retest effects in RT seem to be a stable result from this field [59–61]. Though, the focus of the current meta-analysis lies on between-test retest effects regarding RTs.

To summarize, there is high theoretical and empirical support to expect retest effects in RTs and mental speed tests. Thus, the following hypothesis is derived: RTs decrease with the number of test administrations, with the largest RT reduction from first to second test administration (H1).

1.4. Moderators of RT Reduction Due to Retesting in Mental Speed Tasks

Retest effects with reference to score outcomes can be affected by several moderators, thus supposedly impacting RT reduction as well [2,6,8]. In this meta-analysis, we focus on those moderators that were most commonly reported by eligible studies and could be coded reliably.

1.4.1. Test Form

Score gains are usually larger when identical test forms are administered during retesting compared to alternate but equally difficult forms of a test [2,5,7,21,24]. In this context, score gains can be explained by memory effects that exist only for identical test forms [62]. Recognizing an identical item can lead to remembering the answer to this item but also to a decreased test anxiety, a higher familiarity and a more feasible application of test-specific strategies. Besides higher scores, recognizing identical items can also lead to a faster response, which means less time is spent on familiarizing with the item and the solving process. Therefore, less RT reduction should take place when alternate test forms are administered.

The concept of automatization is definite to consistent stimuli. Thus, performance in alternate tasks would lead to automatized processes less, because stimuli are less consistent and therefore to longer RTs [45,46]. Thus, hypothesis 2 (H2) proposes that RT improvements are larger when identical compared to alternate test forms are administered in further test administrations [45,46].
1.4.2. Task Complexity

Task complexity can be determined by the number of basic cognitive operations involved in solving a task. It has been claimed to moderate retest effects in several studies and, over several test repetitions, tasks with higher complexity were mostly found to show larger retest effects [7,8,63]. It is argued that tasks that are more complex are more prone to retest effects. In easy tasks, only few construct-irrelevant factors can be reduced. For example, in simple tasks, rule comprehension should be already fully achieved within the first test and no further reduction of incomprehension is possible. Also, a higher number of test-specific skills and strategies could be developed in more complex tasks [7].

The studies mentioned here focus on a broad range of cognitive abilities. However, as factors like construct-irrelevant factors and test-specific strategies are assumed to cause RT reductions in mental speed tasks as well, these mechanisms might apply for a differentiation within mental speed tasks and for RT outcomes.

Ackerman 1987 [34] argues that automatization is facilitated in consistent tasks and that performance can be improved rapidly in these kinds of items. For inconsistent tasks, he argues, controlled processing plays a more important role and sets the limits for maximum performance on the task. Simple tasks, in which a simple RT to a stimulus is measured, are indeed more consistent compared to complex tasks, in which additional cognitive abilities are required. For simple tasks, automatization might thus take place very quickly, maybe even within the first test session. In more complex tasks, it might take longer for automatization to develop and RT reductions might still be observed in further test administrations. Thus, it is hypothesized (H3) that larger RT reductions will be observed in tasks with higher complexity.

1.4.3. Test-Retest Interval

Calamia et al. (2012) [6], Hausknecht et al. (2007) [2], Scharfen et al. (in press) [7] and Salthouse et al. (2004) [64] observed a moderating effect of the length of the test-retest interval between administrations on the size of the score gains due to retesting. The influence of memory effects is argued to be directly related to the length of the test-retest interval because memory decreases over time. The longer the test-retest interval, the less information about the test can be recalled. Thus, less test-specific strategies and skills would be recalled and the initial reduction of construct-irrelevant factors might have revoked when retesting after a long time interval, which is assumed to lead to less RT reduction. It is also plausible to assume that automatization declines with the length of the test-retest interval. Accordingly, Hypothesis 4 (H4) predicts lower RT reductions resulting from longer test-retest intervals. In addition, Hypothesis 4a (H4a) suggests an interaction of test-retest interval and test form: Test-retest interval might have a larger influence on retest effects in identical test forms compared to alternate test forms.

1.4.4. Age

The impact of sample characteristics such as age on the estimated RT change due to retesting has been studied by, e.g., Calamia et al. (2012) [6], Bürki, Ludwig, Chicherio and Ribaupierre (2014) [3], Howard et al. (2004) [65], Van Iddekinge et al. (2011) [66], Verhaeghen (2015) [4] and Scharfen et al. (in press) [7]. Evidence for RT reductions depending on age is mixed. For example, Bürki et al.’s (2014) [3] research conducting a 10-day working memory training in 63 younger and 65 older adults showed that both age groups exhibited similar training gains over the course of training. RTs decreased similarly, as well as accuracy, although RTs were generally greater in the older group. On the other hand, Howard et al. (2004) [65] observed differences in RT improvements in sequence learning tasks between younger and older age groups. Calamia et al. (2012) [6] found a significant influence of age on score gains due to retesting, suggesting that the estimated retest score gain is slightly reduced with age.

From a theoretical point of view, fluid intelligence and the ability to maintain information tend to decrease with age [67,68]. This might affect the ability to learn from prior test experience [58]. Also,
the ability of automatizing task performance is observed to decline with age [69,70]. It is therefore hypothesized that a higher age will be associated with lower RT reductions (H5).

2. Methods

2.1. Inclusion and Exclusion Criteria

The following criteria were considered for inclusion and exclusion of studies: According to the definition of retest effects [11,13]; (a) the same or an alternate but equally difficult version of a mental speed test had to be administered at least twice within the same sample under equal conditions. We included cognitive ability tests that could be defined as measuring (b) mental speed according to the Berlin Intelligence Structure Model (BIS) [28,29]. (c) RTs and their standard deviations (SDs) had to be reported for at least two test administrations, or effect sizes had to be given. (d) The mean age of the samples had to be between 12 and 70 years in order to prevent developmental latent changes in cognitive abilities to account for changes between measurements. As mentioned above, in childhood and higher age, latent cognitive change is more probable to occur [67,71,72]. We excluded these age groups in order to be able to exclude developmental change as a main reason for RT change between tests and to facilitate a consistent interpretation of the effect and the factors causing it. Also, samples had to be (e) without clinical disadvantages such as any type of illness or clinical syndrome, as retest effect can be expected to be smaller in clinical samples [6]. (f) Only studies written in the English or German language were included.

2.2. Literature Search

The literature search and study selection process is depicted in Figure 1. A keyword online search was conducted for studies published between January 1990 and April 2017. A combination of the terms test*, assess*, cognit*, intelligen*, “aptitude test,” “achievement test,” “IQ,” processing speed,” “mental speed,” retest*, repeat*, repetit*, practice, retak*, train*, coach*, fast*, “reaction time,” RT, speed*, quick*, pace, accelerat* and rapid was used searching the databases PsycARTICLES, PsychINFO and PSYNDEX in joint basis. The operator asterisk (*) indicates that different word endings were taken into account. This search yielded 9331 articles that were screened for eligibility. Test manuals were checked for eligibility as well but relevant test-retest data in RT outcome format was not reported. Additionally, we performed a forward and backward search based on relevant meta-analytic reviews evaluating either retest effects or training and coaching interventions of cognitive ability [2,5–7,73–88]. After removing duplicates, 9286 articles were screened, of which 580 were assessed for eligibility in detail. Finally, \( m = 36 \) studies including \( k = 49 \) samples and \( o = 212 \) outcomes were identified as fitting the inclusion and exclusion criteria.

2.3. Coding

A coding scheme was developed that included study, sample and test characteristics, information on relevant moderators and RT outcomes (Ms, SDs). All studies were coded by one of the authors. Coding was carefully double-checked to prevent coding errors. For this meta-analysis, it was not necessary to assess risk of bias (e.g., [89]), because strict inclusion criteria limited the study design to a simple retesting setting in which criteria of risk of bias do not apply. This meta-analytic study had not been pre-registered.

Task complexity was coded dichotomously; tasks were coded as simple if they asked for a basic reaction to stimuli without making a choice, differentiation and without inhibition of other stimuli being required. Tasks were coded as complex if the task requested any additional ability, such as ordering or comparing stimuli, or inhibiting reaction to other stimuli. See supplementary file “data.R” for the complete coding scheme and coding of all studies.
2.4. Effect Size Calculation

Effect sizes were calculated for up to four test administrations using the function escalc() and the metafor package [90] for R [91]. RTs were compared between two test administrations within the same samples. Thus, the standardized mean change was chosen as the effect size and standardized by raw score standardization (SMCR) [90,92–94] for each comparison c between administrations as follows:

\[ SMCR_c = \frac{M_t - M_1}{SD_1}, \]  

where \( M_1 \) is the mean RT of the first test, \( SD_1 \) is its standard deviation and \( M_t \) is the mean RT of the respective test repetition \( t \): second, third or fourth test.

The sampling variance of \( SMCR \) is calculated as

\[ Var(SMCR_c) = \frac{2 \times (1 - r_c)}{n_t} + \frac{SMCR_c^2}{2 \times n_t} \]  

where \( r_c \) is the correlation between outcomes of the first and the respective \( t \) administration and \( n_t \) is the sample size at the respective \( t \) administration. Note that the sampling variance corresponds to the squared standard error. Eligible studies reported \( r_c \) for only 16.04% of the outcomes and, hence, it had to be estimated for those studies that did not report it. Assuming smaller correlations between reaction times with an increasing test retest-interval [95], \( r_c \) were predicted by a linear model using the test-retest interval as a predictor. Resulting estimates of \( r_c \) had a mean of \( M = 0.64 (SD = 0.14) \). Sensitivity analyses were performed in order to control for variability of results due to the choice of \( r_c \).
2.5. Meta-Analytic Strategy

As studies often reported results from multiple samples and also multiple outcomes per sample, a multilevel meta-analysis was conducted, modelling outcomes as nested in samples and samples nested in studies. In addition, a variable was included indicating the comparison that the effect size refers to (comparison = 1.2, 1.3, 1.4) [96]. This variable was again modeled as nested in outcomes. Thus, we analyzed the value of $\tau^2_c$ per comparison, which indicates the total amount of variation among effects observed for the different levels and it is therefore a measure of overall heterogeneity of the true effect. Further, contrast variables ($t_2, t_3, t_4$) were added in order to test differences between test administrations by one comprehensive meta-analysis. The following meta-analytic model was used:

$$y_{ijc} = \mu_c + u_ic + w_{ijc} + \epsilon_{ijc},$$

where, for each comparison of administrations $c$, $y_{ijc}$ is the $j$th effect size from the $i$th study, $\mu_c$ is the true SMCR, $u_{ic}$ is a random effect at the level of studies, $w_{ijc}$ is a random effect at the level of samples and $\epsilon_{ijc}$ is the sampling error [97].

In longitudinal meta-analyses comparing several test administrations as the current one, correlations between outcomes are often assumed to show autoregressive or heteroscedastic structures [90,98–100]. Thus, four different models were tested against each other, each specifying a different variance-covariance structure between random effects (i.e., comparisons). The first model assumed a compound symmetric structure, meaning the variance of random effects was assumed to be equal for all comparisons. The second model allowed an unstructured variance-covariance matrix, resulting in independent variances for each comparison. The third model assumes homoscedastic autocorrelations between comparisons. The last model allowed heteroscedastic autocorrelations between comparisons. For further details, see Viechtbauer (2010) [90]. For this analysis, the last model assuming different amounts of heterogeneity and autocorrelations between random effects showed the best fit ($p < 0.001$), which is why results are reported on the basis of this model.

Multilevel modeling does not fully account for dependencies between comparisons, outcomes, samples and studies regarding estimation of standard errors. Thus, robust variance estimation had to be applied in order to achieve reliable standard errors [101]. Studies were used as clusters.

Moderators were tested by including corresponding variables into the model. Contrasts were specified by linear hypotheses to test differences between categories and comparisons. Note that when analyzing RT reductions between subsequent test administrations (i.e., 2.3 and 3.4), linear hypotheses test the following differences: $2.3 = 1.2$ vs. $1.3$ and $3.4 = 1.3$ vs. $1.4$. They can thus be interpreted as RT reductions between subsequent tests but also as the differences between two RT reductions that compare a different administration to the first one. Associations between moderators were calculated in order to be aware of possible confounding of effects. One-sided $p$-values are reported for directed hypotheses and an $\alpha$ level of 0.05 was applied. A funnel plot based on residual values from the main model without moderators plotted against their standard errors were inspected for publication bias. A funnel plot based on the residual values from the main model was chosen, because only one plot is required that allows for inspection of publication bias for the overall meta-analysis including contrast variables for comparisons. For complex multilevel models like the current one, appropriate methods to judge publication bias quantitatively have not yet been derived. See supplementary file “script.R” for analyses.

3. Results

3.1. Study, Sample and Test Characteristics

The main study, sample and test characteristics are summarized in Table 1. See Table A1 in the Appendix A for a full list of eligible studies, their main characteristics and effect sizes.
Table 1. Study, Sample and Test Characteristics.

| No. of Administrations | Characteristic | M | SD  | Mdn | Min  | Max  | % NA |
|------------------------|----------------|----|-----|-----|------|------|------|
| Study (m = 36)         | year of publication | 2010.00 | 4.13 | 2012.00 | 1999.00 | 2016.00 | 0.00 |
|                        | no. of administrations | 3.028 | 1.96 | 2.00 | 2.00 | 12.00 | 0.00 |
|                        | TR interval (weeks) | 32.89 | 75.32 | 3.00 | 0.00 | 312.90 | 0.00 |
|                        | % control groups | 36.73 | 0.00 | 36.73 | 0.00 | 12.00 | 0.00 |
| Sample (k = 49)        | N | 445.10 | 2755.30 | 25.00 | 9.00 | 19,330 | 0.00 |
|                        | age | 51.70 | 19.74 | 54.50 | 14.8 | 68.80 | 0.00 |
|                        | % male | 41.31 | 17.65 | 45.50 | 0.00 | 100.00 | 12.25 |
| Test (o = 128)         | % alternate test forms SMCR<sub>1.2</sub> | 3.18 | 0.22 | 0.28 | −0.19 | −1.19 | 0.46 |
|                        | SE(SMCR<sub>1.2</sub>) | 0.17 | 0.06 | 0.16 | 0.01 | 0.31 | 0.00 |
| Study (m = 14)         | year of publication | 2008.00 | 4.05 | 2008.00 | 1999.00 | 2014.00 | 0.00 |
|                        | no. of administrations | 4.64 | 2.40 | 4.00 | 3.00 | 12.00 | 0.00 |
|                        | TR interval (weeks) | 4.53 | 5.84 | 2.14 | 0.00 | 17.43 | 0.00 |
|                        | % control groups | 12.00 | 0.00 | 12.00 | 0.00 | 100.00 | 0.00 |
| Sample (k = 25)        | N | 34.36 | 22.67 | 25.00 | 10.00 | 113.00 | 0.00 |
|                        | age | 31.16 | 17.21 | 22.20 | 15.41 | 67.35 | 0.00 |
|                        | % male | 39.63 | 19.37 | 33.63 | 0.00 | 100.00 | 12.00 |
| Test (o = 58)          | % alternate test forms SMCR<sub>1.3</sub> | 3.57 | −0.40 | 0.48 | −0.27 | −1.85 | 0.35 |
|                        | SE(SMCR<sub>1.3</sub>) | 0.17 | 0.06 | 0.16 | 0.08 | 0.34 | 0.00 |
| Study (m = 9)          | year of publication | 2007.00 | 4.11 | 2007.00 | 1999.00 | 2013.00 | 0.00 |
|                        | no. of administrations | 5.56 | 2.60 | 5.00 | 4.00 | 12.00 | 0.00 |
|                        | TR interval (weeks) | 4.38 | 6.71 | 0.51 | 0.00 | 20.00 | 0.00 |
|                        | % control groups | 14.29 | 0.00 | 14.29 | 0.00 | 100.00 | 12.00 |
| Sample (k = 14)        | N | 34.36 | 27.79 | 24.00 | 10.00 | 113.00 | 0.00 |
|                        | age | 34.97 | 18.58 | 23.00 | 15.41 | 63.68 | 0.00 |
|                        | % male | 40.58 | 13.20 | 41.18 | 0.00 | 60.00 | 7.14 |
| Test (o = 26)          | % alternate test forms SMCR<sub>1.4</sub> | 8.33 | −0.57 | 0.50 | −0.55 | −1.85 | 0.33 |
|                        | SE(SMCR<sub>1.4</sub>) | 0.17 | 0.08 | 0.16 | 0.08 | 0.39 | 0.00 |

Note. SE(SMCR) = \(\sqrt{\text{Var}(\text{SMCR})}\).

Studies were published between 2010 and 2016. All of the studies included in the meta-analysis had been published in peer-reviewed journals and conducted in experimental settings. Sample information is given for the total sample and thus weighted by sample sizes. Note that one study [102] had a very high sample size of \(n = 19,330\), which explains the high SD of the total sample size \(N\). Tests used most frequently were the Trail Making Tests (TMT) [103] or similar versions of this paradigm (\(o = 42, 19.81\%\)) and Stroop tasks [104,105] (\(o = 22, 10.38\%\)). Note that SMCR\(_c\) is the unweighted average of all observed effect sizes, whereas when presenting meta-analytic results, the meta-analytically weighted average of SMCR\(_c\) as an estimate for \(\mu_c\) is reported.

3.2. RT Reduction

Results from the main analysis without including moderators can be found in Table 2. See Supplementary File 1 for a forest plot including all studies and effect sizes. H1 was supported as significant RT reductions were observed for the first test repetition (SMCR\(_{1.2}\) = −0.237) and for later ones (SMCR\(_{1.3}\) = −0.367, SMCR\(_{1.4}\) = −0.499). RT reductions from first to second repetition were significantly smaller compared to those comparison first to later comparisons and RT reductions from first to third test were smaller than those from first to fourth test, as indicated by SMCR\(_{2.3}\) = −0.131 (\(p = 0.021\)) and SMCR\(_{3.4}\) = −0.132 (\(p < 0.001\)).

RT reduction increased with the number of tests. When comparing the change from first to second test, this decrease was significant (SMCR\(_{1.2}\) vs. 2.3 = −0.106, \(p = 0.041\)), indicating that the largest retest effect between subsequent administrations was observed from first to second test. Effect sizes did not differ significantly when comparing later subsequent administrations (SMCR\(_{2.3}\) vs. 3.4 = 0.002, \(p = 0.979\)).
It seems that a plateau has not been reached after four test administrations, because RTs still show significant reductions between administrations that are comparably large.

The estimated overall standard deviations of the true effect \( \tau \) reached very high values for all comparisons. These estimates stress a high heterogeneity of effects that will be discussed below.

Sensitivity analyses indicated that the choice of \( r_c \) did not substantially influence the size of the effects. When setting \( r_c \) to 0.30 and 0.90, main results varied within the range of \( \text{SMCR}_1.2 = [-0.243, -0.230] \), \( \text{SMCR}_1.3 = [-0.379, -0.361] \) and \( \text{SMCR}_1.4 = [-0.510, -0.499] \). Results did not change substantially when Lyall et al. (2016) [102], who had a high sample size of \( n = 19,330 \), was excluded.

### Table 2. Meta-Analytically Derived Effect Sizes for RT Reduction due to Retesting.

| Comparison | \( m \) | \( k \) | \( o \) | \( N \) | \( \text{SMCR} \) | \( SE \) | 95% CI        | \( p \) |
|------------|--------|--------|--------|--------|----------------|--------|-------------|--------|
| 1.2        | 36     | 49     | 128    | 21,810 | -0.237         | 0.040  | [-0.318, -0.155] | <0.001 |
| 1.3        | 14     | 25     | 58     | 859    | -0.367         | 0.075  | [-0.519, -0.215] | <0.001 |
| 1.4        | 9      | 14     | 26     | 481    | -0.499         | 0.082  | [-0.666, -0.333] | <0.001 |
| 2.3        |        |        |        |        | -0.131         | 0.054  | [-0.241, -0.021] | 0.021  |
| 3.4        |        |        |        |        | -0.132         | 0.026  | [-0.216, -0.079] | <0.001 |
| 1.2 vs. 2.3|        |        |        |        | -0.106         | 0.059  | [-0.226, 0.014]  | 0.041  |
| 2.3 vs. 3.4|        |        |        |        | 0.002          | 0.055  | [-0.111, 0.114]  | 0.979  |

Note. \( m \) = number of studies, \( k \) = number of samples, \( o \) = number of outcomes, \( N \) = total sample size, \( \text{SMCR} \) = standardized mean change with raw score standardization, \( SE \) = standard error, CI = confidence interval, \( \tau \) = estimated overall SD of the true effect.

Stroop and TMT tasks can be considered two of the most commonly employed mental speed tasks and it might therefore be especially relevant to be able to estimate retest effects for these specific tests when utilizing them in assessments. As a high proportion of mental speed tests included in the meta-analysis were either Stroop tasks or variants of the TMT, results for these tests are given separately in Table 3. For more than two test administrations, less than five outcomes were observed which is why results are reported for up to three test administrations. Effect sizes did not differ significantly between the two kinds of tests.

### Table 3. Meta-Analytically Derived Effect Sizes for RT Reduction Due to Retesting: Stroop tasks and variants of the TMT.

| Test | Comparison | \( m \) | \( k \) | \( o \) | \( N \) | \( \text{SMCR} \) | \( SE \) | 95% CI        | \( p \) |
|------|------------|--------|--------|--------|--------|----------------|--------|-------------|--------|
| TMT  | 1.2        | 11     | 14     | 28     | 445    | -0.331         | 0.063  | [-0.460, -0.201] | <0.001 |
|      | 1.3        | 4      | 7      | 11     | 225    | -0.448         | 0.120  | [-0.693, -0.203] | <0.001 |
|      | 2.3        |        |        |        |        | -0.117         | 0.065  | [-0.250, 0.016]  | 0.082  |
|      | 1.2 vs. 2.3|        |        |        |        | -0.214         | 0.046  | [-0.307, -0.120] | <0.001 |
| Stroop| 1.2        | 7      | 8      | 15     | 211    | -0.211         | 0.065  | [-0.344, -0.078] | 0.002  |
|      | 1.3        | 2      | 2      | 7      | 75     | -0.399         | 0.075  | [-0.552, -0.247] | <0.001 |
|      | 2.3        |        |        |        |        | -0.189         | 0.017  | [-0.223, -0.154] | <0.001 |
|      | 1.2 vs. 2.3|        |        |        |        | -0.022         | 0.059  | [-0.142, 0.098]  | 0.352  |

Note. \( m \) = number of studies, \( k \) = number of samples, \( o \) = number of outcomes, \( N \) = total sample size, \( \text{SMCR} \) = standardized mean change with raw score standardization, \( SE \) = standard error, CI = confidence interval, TMT = Trail Making Test.

#### 3.3. Moderators

It was not possible to test H2 and H4a because of the low number of outcomes using alternate test forms (\( o = 4, 3.18\% \)). Results for the subgroup analyses regarding task complexity can be found in Table 4. For test-retest interval and age, results of meta-regressions are presented in Table 5.

Significantly larger RT reductions were observed in complex compared to simple tasks, supporting H3. This difference between simple and complex tasks became larger comparing first to second and first to third test (\( \Delta \text{SMCR}_{1.2} = 0.159, p = 0.001, \Delta \text{SMCR}_{1.3} = 0.295, p = 0.004, \Delta \text{SMCR}_{1.4} = 0.135, p = 0.029 \)). Task complexity as a moderator explained 11.7% of the overall random effect variance.
Note that for simple tasks, SMCR$_{1.3}$ and SMCR$_{2.3}$ were not significantly larger than zero \((SMCR_{1.3} = -0.130, p = 0.071, SMCR_{2.3} = -0.022, p = 0.645)\). However, for simple tasks, RT reductions did neither differ significantly from first to second compared to first to third test \((SMCR_{2.3} = -0.022, p = 0.135)\), nor did they differ significantly between first to second and second to third test \((SMCR_{1.2 vs. 2.3} = -0.087, p = 0.152)\). Thus, comparably large RT reductions were found for all comparisons, suggesting a plateau being reached already after the second test administration.

In contrast, for complex tasks, RT reductions were significantly different from zero for all comparisons \((SMCR_{1.2} = -0.268, p < 0.001, SMCR_{1.3} = -0.425, p < 0.001)\) and effect sizes referred to the first test administrations increased significantly over test repetitions \((SMCR_{2.3} = -0.157, p = 0.028)\). A plateau seems not yet being reached, as indicated by similar subsequent RT reductions between first to second and second to third test \((SMCR_{1.2 vs. 2.3} = -0.157, p = 0.122)\). For more than three tests, less than ten outcomes were observed for simple tasks.

RT reductions were moderated by test-retest interval when comparing first to second test administrations \((b_{1.2} = 0.001, p = 0.038)\). RT reductions decrease with increasing time intervals between the first and second administrations. To illustrate, a test-retest interval of 1 year would lead to a predicted RT reduction that is smaller by \(0.001 \times 52 = 0.052\) SDs when compared to an immediate retest. This can be considered a small effect. For further comparisons, test-retest interval did not have a significant influence on RT reductions. H4 was supported only partly.

Age moderated RT reductions between the third and fourth test \((b_{3.4} = 0.002, p = 0.004)\). With increasing age, RT reductions between the third and fourth test thus become smaller by 0.02 SDs per age decade. This can be considered a small effect. Participant age had no moderating influence for any of the other comparisons between test administrations. Hence, H5 was supported only partly.

The correlation between age and test-retest interval was small and not significant \((r = 0.07, p = 0.309)\). Task complexity was not significantly associated neither with age \((r_{\text{complexity,age}} = -0.125, p = 0.068)\) nor with test-retest interval \((r_{\text{complexity,interval}} = 0.017, p = 0.807)\). All correlations are (pointbiserial) Pearson’s correlation coefficients and were tested against zero. Confounding between moderators can therefore be excluded.
Table 4. Subgroup Analysis for Task Complexity.

| Comparison | Complexity | $a$ | SMCR  | SE    | 95% CI          | $p$  | $\Delta$SMCR$_{\text{simple-complex}}$ | $p$ (SMCR$_{\text{simple-complex}}$) | $\tau$ | $\Delta\tau^2$ |
|------------|------------|-----|-------|-------|-----------------|------|--------------------------------------|-------------------------------------|-------|-------------|
| 1.2        | simple     | 25  | −0.108| 0.044 | [−0.199, 0.018] | 0.021| 0.159                                | 0.001                               | 0.224 | 0.117       |
|            | complex    | 103 | −0.266| 0.044 | [−0.357, −0.179]| <0.001|                                     |                                     |       |             |
| 1.3        | simple     | 12  | −0.130| 0.070 | [−0.227, 0.012] | 0.071| 0.295                                | 0.004                               | 0.386 | 0.063       |
|            | complex    | 46  | −0.425| 0.091 | [−0.611, −0.239]| <0.001|                                     |                                     |       |             |
| 2.3        | simple     | 12  | −0.022| 0.047 | [−0.117, 0.074] | 0.645| 0.135                                | 0.029                               |       |             |
|            | complex    | 46  | −0.157| 0.068 | [−0.296, −0.018]| 0.028|                                     |                                     |       |             |
| 1.2 vs. 2.3| simple     | 12  | −0.087| 0.059 | [−0.207, 0.034] | 0.152| 0.024                                | 0.347                               |       |             |
|            | complex    | 46  | −0.157| 0.068 | [−0.296, −0.018]| 0.122|                                     |                                     |       |             |

Note. $a$ = number of outcomes, SMCR = standardized mean change with raw score standardization, SE = standard error, CI = confidence interval, $\Delta$SMCR$_{\text{simple-complex}}$ = difference of RT reduction between complex and simple tasks, $\tau$ = estimated overall $SD$ of the true effect from the model including the moderator, $\Delta\tau^2$ = proportion of explained variance of the presented model (model 2) compared to the model without moderators (model 1), as $\frac{\tau_{\text{model1}}^2 - \tau_{\text{model2}}^2}{\tau_{\text{model1}}^2}$. 
Table 5. Meta-Regression for Test-Retest Interval and Participant Age.

| Moderator     | Comparison | Coefficient | SMCR | SE  | 95% CI      | p     | τ      | Δτ²  |
|---------------|------------|-------------|------|-----|-------------|-------|--------|------|
| Test-Retest   | Int        | −0.258      | 0.046| [−0.353, −0.164] | <0.001| 0.235  | 0.026|
|               | b          | 0.001       | 0.001| [−0.000, 0.002]  | 0.038 |        |      |
|               | b          | 0.007       | 0.008| [−0.011, 0.024]  | 0.198 |        |      |
| Interval (weeks) | Int        | −0.543      | 0.106| [−0.799, −0.327] | <0.001| 0.425  | 0.000|
|               | b          | 0.004       | 0.007| [−0.010, 0.017]  | 0.280 |        |      |
|               | b          | 0.006       | 0.008| [−0.013, 0.024]  | 0.224 |        |      |
| Age (yrs)     | Int        | −0.129      | 0.028| [−0.187, −0.071] | <0.001|        |      |
|               | b          | −0.003      | 0.004| [−0.011, 0.004]  | 0.384 |        |      |

Note. SMCR = standardized mean change with raw score standardization, SE = standard error, CI = confidence interval, τ = estimated overall SD of the true effect from the model including moderators, Δτ² = proportion of explained variance of the presented model (model 2) compared to the model without moderators (model 1), as \( \frac{\tau_{model}^2 - \tau_{model}^2}{\tau_{model}^2} \). Int = Intercept, b = regression weight.

3.4. Publication Bias

A funnel plot is shown in Figure 2. In this plot, the residual values resulting from the model without moderators are plotted on the x-axis, along with their standard errors on the y-axis [106]. Publication bias can be critical if only few studies with small sample sizes report small effects. In the case of asymmetry of a funnel plot, publication bias can thus be an issue. In this meta-analytic study, no severe asymmetry becomes obvious from the plot. Publication bias does thus not seem to be crucial.

Figure 2. Funnel plot for inspection of publication bias. Residual values from the model without moderators are plotted against their standard errors.
4. Discussion

The goal of this meta-analysis was to analyze retest effects in mental speed tests for RT measures, give estimates of the size of RT reduction due to retesting and to identify possible moderators of this effect. As retest effects are most commonly defined as score gains due to retesting with the same or a parallel version of a test, this study analyzes the effect from a different point of view by focusing on RTs. For mental speed tasks, our results show that RTs are reduced due to retesting. RT reductions were largest from the first to second test and remain significant over several test repetitions. Test-retest interval and age partly moderate the size of this effect, whereas smaller RT reductions were observed in simple compared to more complex tasks.

4.1. Summary of Results and Theoretical Implications

Retesting with mental speed tasks was found to lead to retest effects when considering RTs as outcome measures. Effect sizes of a quarter SD for the first to second test, more than a third SD for the first to third test and almost half a SD for the first to fourth test were observed. Note that effects have to be interpreted as RT decrease, meaning the more negative the effect size, the higher the retest effect. These retest effects are comparably large as retest effects considering score gains [2,5–7] and the finding is in line with most primary studies (e.g., [40]). RT reduction due to retesting can be explained by the three groups of causes put forward by Lievens et al. (2007) [11] that might apply to RT reduction as well as to score gains. Also, the automatization of mental processes that takes place when retested can account for RT reductions when mental speed tests are administered multiple times [44,46]. In addition, automatization and the three causes might reciprocally support each other.

As expected by theoretical assumptions according to the power law of practice [48–50] and automatization processes [44–47], the gain from the first to second test was largest. Interestingly, the RT reductions between second and third test did not differ from those between the third and fourth test, suggesting further RT reductions after the third test. A plateau does not seem to be reached after four test administrations and further acceleration of mental processing might take place. This is of special interest, as many studies with cognitive ability tests focusing on score gains and their course over multiple test repetitions have found retest effects to reach a plateau somewhat earlier [7,107–110]. Thus, retest effects might be interpreted differently when RT is the outcome measure than when the total score is. The latter statement is in line with Ackerman (1987) [34], as mean and variability are not always preserved when transforming RT to score gains. Other studies are in line with this finding and showed dissimilar growth of attentional speed and accuracy during the course of testing; in the research of Goldhammer et al. (2010) [35], these two variables followed linear and logarithmic trajectories respectively. However, it has to be considered that only few studies administered more than two tests and that the average sample size for effects of multiple test administrations was low. This challenges the generalizability of results for multiple retests and clearly calls for future research, as discussed below.

Only a low proportion of eligible studies used alternate test forms of mental speed tests, which is why it was impossible to test H2 and H4a. As it seems a stable result that alternate test forms show smaller retest effects compared to identical test forms [2,7,21,24], a replication of this finding for the case of RT outcomes and mental speed tasks would have been of interest. A possible explanation for why most studies used identical test forms for retesting can be derived when taking into account that the use of alternate test forms is one of the most commonly recommended methods to prevent retest effects [7,21,24]. Retest effects have only rarely been issued neither for mental speed nor for RT outcomes and this might have led to a low awareness of retest effects for these kind of tests and outcomes and a low motivation to prevent them, resulting in a rare use of alternate test forms.

Task complexity moderated the size of RT reductions due to retesting: Smaller effects were found for simple compared to more complex mental speed tasks. This can possibly be explained by a broader reduction of construct-irrelevant factors, such as test anxiety or rule incomprehension and also by an increase in test-specific strategies when working repeatedly on more complex mental speed tasks.
In simple mental speed tasks, a testee simply has to react fast to a stimulus, which does not allow any strategy use. In a complex task, such as a TMT (Part B), strategies might apply and foster performance. Also, automatization can be argued to take place faster in consistent tasks [Ackerman], which might explain why smaller effects were found for simple tasks and also why RT reductions in simple tasks seemed to show no further development after the second test. In fact, when comparing first to third and second to third test, retesting with simple mental speed tasks did not result in a significant retest effect and a plateau seemed to be reached after the second test administration. For easy mental speed tasks, automatization seems to be completed after the second test administration. On the contrary, complex tasks showed larger RT reductions and increasing retest effects over test repetitions and a plateau does not seem to be reached. Automatization actually seems to take longer for more complex tasks and also construct-irrelevant factors and test-specific strategies might still play role when retested a few times.

The test-retest interval between tests seems to play a role in RT reductions between the first and second test administration. According to our results, an RT reduction of a quarter SD is expected when persons are retested immediately or after a short term. Furthermore, our results show that retest effects are no longer evidenced when approximately five years pass from the first to second test administration. This is in line with previous research findings of test-retest interval moderating the size of retest effects regarding score gains [2,5,7,64]. A longer time interval between test administrations would imply that fewer contaminating factors influence RTs, as individuals are less prone to remember the items or to gain knowledge about test-specific response strategies, thus leading to less automatization of mental processes. Though, this effect was small and, for further test repetitions, the length of the test-retest interval did not moderate RT reduction effect sizes. Note that the test-retest interval for studies with three or four test administrations was smaller than for all studies taken together (see Table 1). This might have led to a restricted variance in the test-retest intervals given for three and four test administrations. However, the time interval between test administrations might not produce the same effect on the size of RT reduction as it does on score gains. Assumed that automatization remains stable over long test-retest intervals and that automatization processes proceed implicitly, no explicit memory of the tests, which decreases with the test-retest interval, might be necessary in order for mechanisms to accelerate.

Age moderated the size of RT reduction effects only when comparing RTs from the third and fourth test, such as RT reductions became smaller with age. Age has been found to have a negative influence on the size of score gain retest effects by, e.g., Calamia et al. (2012) [6], Lo, Humphreys, Byrne and Pachana (2012) [111], Schleicher, Van Iddekinge, Morgeson and Campion (2010) [112] and Van Iddekinge et al. (2011) [66]. This could be explained by a decreasing fluid intelligence with age [67], a lower ability to maintain and update information [68] and a resulting decreasing ability to learn from prior test experiences [66]. For other comparisons between test administrations, however, no moderating effect of age was found. Verhaeghen (2015) [4] and Baltes et al. (1986) [40] also reported that age did not moderate retest effect sizes. As we restricted participant age to 12 to 70 years, this might limit the extent to which age has an influence on RT reductions in our data. Indeed, Strobach & Schubert (2017) [113] argue that there are no age differences in the automatization ability, thus contradicting Maquestiaux et al. [69,70]. Within the selected age groups, there might be no substantial differences in fluid intelligence and automatization ability, thereby leading to mostly equally large RT reduction effects for all participants included in the analysis. Also, cohort effects have to be considered as confounded with age. As eligible studies have been published between 2010 and 2016, results regarding age might be influenced by characteristics of the observed cohorts and might not be generalizable. Note that age is often used as an approximation of another underlying variable, as, in this case, of fluid intelligence. Testing variables such as fluid intelligence or learning ability directly might lead to results that are more informative and the possibility of a narrow interpretation of mechanisms actually causing retest effects. Meta-analysis, however, is limited to using approximating variables that are reported by eligible studies most often.
4.2. Limitations

When inspecting the effect sizes and their variance in detail, the high heterogeneity of effects becomes evident. A SD of the true effect of $\tau = 0.24$ for the effect from first to second test leads to a prediction interval of $[-0.73, 0.26]$, which stresses the high heterogeneity of effects. In fact, some studies report an increase of RT when retested, although this increase was mostly insignificant from zero. Redick (2015) [114] indeed found a few control groups of working memory trainings, who proceed a similar simple retesting procedure, to become worse in a criterion task when retested. Scharfen et al. (in press) [7] have also reported a high heterogeneity of the effect and lower scores in a retest. A higher RT in a second compared to a first test, can possibly be explained by fluctuations in motivation, or fatigue. Moderators could only partly explain differences between effect sizes, with task complexity being a promising determinant of the size of RT reductions. On the one hand, the size of $\tau$ should be expected due to the heterogeneity of studies about the present topic. On the other hand, it means that there might be additional moderating variables that account for differences between effect sizes. Regarding score gains, Randall & Villado (2017) [8] give a broad theoretical framework and suggestions for possible moderating variables explaining differences between retest effects regarding score gains. For RT reduction, similar moderators might be plausible, as similar mechanisms are assumed accountable for RT reductions when retested. Variables such as motivation, feedback on the correctness of the given answer and general mental ability of the sample might be of interest in this regard. This meta-analytic study is limited to the information given by eligible studies and to the existence of eligible studies that have been conducted so far. Unfortunately, only very few studies used alternate test forms of a mental speed task, so it was impossible to test this as a moderator of RT reductions. It might be problematic for future meta-analyses and reviews on the topic to gather information about the variables referred to above (feedback, motivation and general mental ability) as well, as information on them is rarely reported. Also, only few studies administer more than four test administrations, which is why no further RT reduction effects could be analyzed beyond the fourth test administration and results for multiple retests have to be interpreted carefully.

Based on the results of this meta-analysis, it was not possible to conclude about which of the causes of retest effects might hold to what degree. Variables linked directly to the causes, such as test anxiety, motivation or strategy use, were reported in only a very low number of studies. This suggests that more research is needed investigating possible moderating variables directly to fully understand retest effects and mechanisms causing them, as also claimed by Randall & Villado (2017) [8].

Lastly, this meta-analysis did not control for statistical artifacts such as unreliability, restriction of range, or construct invalidity, as suggested by Hunter and Schmidt (1990) [115]. Although RT measures should have of a low measurement error and thus a high reliability, statistical artifacts might have an influence on the results.

4.3. Future Research

As only few studies were found that performed multiple test administration, future research should focus on multiple retests and especially analyze mechanisms leading to retest effects over several repetitions in more detail. Although a few studies have investigated to what degree the proposed causes of retest effects apply [20,22,25], for multiple retesting, these mechanisms and their changes when tests are administered multiple times have not been understood in detail.

A systematic review of test-retest correlations between RTs from several repetitions would contribute to the literature, as also for correlations, meta-analytic work has been focusing on score gains (e.g., [95]). For the present analysis, test-retest correlations were only rarely reported by eligible studies. A review explicitly focusing test-retest correlations might include a different sample of studies that might result in a representative estimation of this correlation.

More research is needed to understand the mechanisms that cause RT reduction effects, as retesting research has been mainly concentrating on score gains. The automatization of mental processes seems to play a crucial role in this regard [41–47], whereas deliberations from the field of score gains might
be relevant as well [11], with mechanisms supposedly supporting each other. A comparison of effects sizes between RT reductions and score gains due to retesting would be of special interest, as the present meta-analytic review indicates that RT reduction effects might follow different patterns over multiple repetitions compared to score gains.

This study has focused on mental speed tasks. For this kind of cognitive ability tasks, outcomes are mostly reported as RTs. Though, it might be interesting to investigate the role of RT reduction in other cognitive domains as well, as differences between cognitive operations have been observed in score gains due to retesting [63,108,110]. In this regard, \( g \) loadings might explain differences in RT reduction. \( g \) loadings differ between cognitive domains and have been shown to predict the size of retest effects, such as tasks with higher \( g \) loading show smaller retest effects [19]. Randall & Villado 2017 [8] argue that \( g \) loaded tasks are much harder to deter. For the present meta-analysis, we observe a restricted range of \( g \) loadings because we focus on mental speed tasks only, which are homogeneous in their measured ability by definition. Within mental speed tests, such a differentiation thus seemed challenging because of the restricted range of \( g \) loadings in the observed mental speed tasks. For more highly \( g \) loaded tasks than those measuring mental speed, smaller RT reductions than those found by this analysis would be expected.

Moreover, RT reductions might be relevant when retesting with other constructs than cognitive ability as well, such as personality, e.g., Hausknecht (2010) [116], has investigated retest effects in personality tests and reported large effects regarding scores on personality dimensions. These and related results stress the possibility of faking when retested [39,116,117]. It is reasonable to assume that retest effects regarding RTs would also be observed in personality tests, although RTs might be even more rarely reported compared to cognitive ability retesting. However, if RT retest effects are comparably large as those observed in scores, RTs might give hints on which testees might be retaking a personality assessment.

Relevant to moderator analyses, studies that retest multiple times in a broad range of test-retest intervals might give further insight into its moderating influence on the size of the effect. More studies are needed that use large test-retest intervals and mental speed tasks with a low complexity for a third or fourth test. In addition, as it was not possible to test H2 and H4 because only few studies used alternate test forms, the role of equivalence of test forms should be investigated for mental speed tasks and RT outcomes. If the finding that alternate test forms show smaller retest effects than identical ones, the use of alternate test forms could be an effortless method to prevent retest effects in these kinds of tests as well.

The results of this meta-analytic study only partly support the assumption that age moderates the size of RT reduction retest effects. As we restricted the participants’ age to 12 to 70 years, different results might be expected when focusing on children or elderly people. As cognitive development at these stages of life is not as stable as between 12 and 70 years, different effects might be observed that give further insight in how age and retest effects are related.

Several methods have been reported to control for retest effects regarding score gains [21,24]. However, for RT outcomes these might not apply. Research should thus be seeking effective mechanisms controlling for RT retest effects in applied settings.

4.4. Practical Implications

When mental speed tests are used in applied settings, retest effects have to be considered by practitioners when diagnoses are based on RT as well as on score outcomes. This is especially important when tests are administered multiple times or testees are very familiar with the test criterion. The results of this meta-analytic review show that RT outcomes are as prone to retest effects as scores and that they might even take longer to reach a learning plateau. To illustrate, in the study of Collie et al. (2003) [53], it took participants on average 294 ms less to answer during retest (Simple Reaction Time) compared to the first test. When taking the test for a third time, participants were again 14 ms faster compared to the second test and, when taking it for a fourth time, they were on average faster by 14 ms compared...
to the third test. In order to be able to derive a diagnosis from a test result, it is critical to understand which of these results might be the most reliable and valid. With regard to score gains, results are mixed concerning which test is the most valid, whether the initial test or the retest [17–19]. For RT outcomes, this question arises as well.

For the two most common mental speed tests, this meta-analytic study gives estimates of how RT changes due to retesting. For the TMT, RTs are reduced on average by a third $SD$ for a second test and by almost half a $SD$ for a third test. For the Stroop test, the effects were slightly smaller, with RT reductions of a fifth $SD$ from first to second and two fifth $SD$s from first to third test. Note that RT reductions between the first and second test were as equally large as those between second and third test, suggesting different patterns of RT reductions in Stroop tests compared to other mental speed tasks. Practitioners using these tests are encouraged to use these estimates of RT reduction effects due to retesting when tests are administered multiple times to the same person and inferences are drawn from their RT results.

It is an important finding that RT reductions in simple mental speed tasks were smaller compared to more complex kinds of tasks and that RT reduction due to retesting with simple tasks seemed to stagnate after the second test. Using simple mental speed tasks repeatedly might thus not be affected by retest effect as much as other kinds of tasks and outcomes. If retest effects are to be prevented, e.g., in longitudinal research on cognitive development, experimental evaluations, clinical diagnosis or aptitude assessments, the use of simple mental speed tasks and RT outcomes can thus be recommended.

Generally, for the use of mental speed tasks in applied settings, it cannot be endorsed to interpret RT outcomes from repeated administrations without concerns. It is rather suggested to use unique or very simple tasks, not let participants prepare themselves in advance and not use the same tests multiple times for the same persons. It can also be a great help in interpreting the effects to ask the applicant about his familiarity with the task [21] to be able to more reliably interpret their results.
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## Table A1. List of Eligible Studies, their Main Characteristics and Effect Sizes.

| Study | Goal of Study | Sample No. | n | Age (M) | TR Interval (Weeks) | Test | Subtest | Complexity | SMCR |
|-------|---------------|------------|---|---------|---------------------|------|---------|------------|------|
| 1. Anastasopoulou et al., 1999 [118] | retest effects | 1 | 17 | 21.3 | 0.00, 0.03, 0.03 | Response Time Task | complex | −0.54 | 1.2 |
|       |               | 2 | 17 | 21.3 | 0.00, 0.03, 0.03 | Response Time Task | complex | −0.24 | 1.3 |
| 3 |  | 3 | 13 | 17.9 | 0.00 | Computerized Test of Information Processing | choice RT | complex | −0.30 | 1.4 |
| 4 |  | 4 | 13 | 19.5 | 1.00 | Computerized Test of Information Processing | complex | 0.07 | 1.3 |
| 2. Baird et al., 2007 [119] | retest effects | 2 | 13 | 17.9 | 0.00 | Computerized Test of Information Processing | simple RT | 0.04 | 1.2 |
| 5 |  | 5 | 13 | 20.5 | 12.86 | Computerized Test of Information Processing | simple RT | −0.04 | 1.3 |
| 6 |  | 6 | 61 | 20.7 | 2.50 | Attention Network Test | no cue trials | −0.29 | 1.5 |
| 7. Baniqued et al., 2014 [120] | intervention: passive CG | 6 | 61 | 20.7 | 2.50 | Attention Network Test | incongruent-congruent trials | 0.03 | 1.3 |
| 8 |  | 8 | 46 | 20 | 1.00, 2.00 | Trail Making Test | part B | −0.30 | 1.4 |
| 9 |  | 9 | 44 | 20 | 1.00, 2.00 | Trail Making Test | part B | −0.36 | 1.5 |
| 10 |  | 10 | 42 | 20 | 1.00, 2.00 | Trail Making Test | part B | −0.60 | 1.6 |
| 5. Buck et al., 2008 [121] | retest effects | 10 | 42 | 20 | 1.00, 2.00 | Trail Making Test | part B | −0.30 | 1.5 |
| 11 |  | 11 | 46 | 20 | 1.00, 2.00 | Trail Making Test | part B | −0.36 | 1.5 |
| 12 |  | 12 | 25 | 22.2 | 0.00, 0.00, 0.00 | Attention Test Battery | audio | 0.09 | 1.2 |
| 13 |  | 13 | 23 | 22.2 | 0.00, 0.00, 0.00 | Attention Test Battery | squares | −0.08 | 1.3 |
| 14 |  | 14 | 24 | 22.2 | 0.00, 0.00, 0.00 | Attention Test Battery | squares and audio | −0.06 | 1.4 |
| 15 |  | 15 | 24 | 22.2 | 0.00, 0.00, 0.00 | Attention Test Battery | Go/Nogo | −0.05 | 1.5 |
| 16 |  | 16 | 21 | 25.52 | 3.00 | letter comparison task | complex | 0.08 | 1.6 |
| 7. Burkí et al., 2014 [1] | intervention: passive CG | 16 | 21 | 25.52 | 3.00 | simple reaction time task | simple | 0.07 | 1.3 |
| 17 |  | 17 | 21 | 25.52 | 3.00 | pattern comparison task | complex | −0.06 | 1.4 |
| Study | Goal of Study | Sample No. | n | Age (M) | TR Interval (Weeks) | Test | Subtest | Complexity | SMCR |
|-------|---------------|------------|---|---------|---------------------|------|---------|------------|------|
| 8. Collie et al., 2003 [53] | retest effects | 17 | 113 | 63.68 | 0.03, 0.09, 0.18 | simple reaction time test | simple | 0.15 | 1.2 |
| | | | | | | choice reaction time test | complex | 0.30 | 1.3 |
| | | | | | complex reaction time test | simple | 0.34 | 1.4 |
| | | | | | continuous performance test | complex | 0.34 | 1.5 |
| 9. Colom et al., 2013 [122] | retest effects | 18 | 28 | 18.2 | 21.43 | odd-even Flanker task | complex | 0.17 | 1.3 |
| | | | | | right-left Simon task | simple | 0.18 | 1.4 |
| | | | | | vowel-consonant Flanker task | complex | 0.20 | 1.5 |
| 10. Dingwell et al., 2009 [123] | test-retest reliability | 19 | 17 | 35.41 | 2.14, 4.29, 6.29 | CogState Battery | identification | simple | 0.32 | 1.2 |
| | | | | | detection | simple | 0.19 | 1.3 |
| 11. Dolan et al., 2013 [124] | test-retest reliability | 20 | 9 | 22 | 0.29 | choice reaction time test | complex | 0.35 | 1.3 |
| | | | | | rapid visual information processing test | simple | 0.40 | 1.4 |
| | | | | | simple reaction time test | simple | 0.26 | 1.5 |
| | | | | | Stroop test | simple | 0.35 | 1.6 |
| | | | | | baseline trials | complex | 0.27 | 1.7 |
| 12. Elbin et al., 2011 [125] | test-retest reliability | 21 | 389 | 14.8 | 62.57 | ImPACT reaction time subscale | complex | 0.37 | 1.2 |
| 13. Enge et al., 2014 [126] | intervention: passive CG | 22 | 38 | 21.3 | 3.00, 17.43 | Go/No-go task | complex | 1.19 | 1.3 |
| | | | | | Stop Signal | complex | 0.78 | 1.4 |
| | | | | | simple reaction time test | complex | 0.63 | 1.5 |
| 14. Falleti et al., 2006 [127] | retest effects | 23 | 45 | 21.64 | 0.00, 0.00, 0.00 | CogState Battery | choice reaction time | complex | 0.37 | 1.2 |
| | | | | | complex reaction time | simple | 0.33 | 1.3 |
| | | | | | continuous performance test | simple | 0.31 | 1.4 |
| | | | | | matching | complex | 0.00 | 1.5 |
| | | | | | continuous associate learning | complex | 0.00 | 1.6 |
| 15. Gil-Gouveia et al., 2016 [128] | longitudinal change in migraineurs: healthy CG | 25 | 24 | 33.3 | 6.43 | Trail Making Test | part A | complex | 0.35 | 1.2 |
| | | | | | part B | complex | 0.35 | 1.3 |
| 16. Hagemeister, 2007 [1] | retest effects | 26 | 60 | 28 | 0.03, 0.50, 0.51 | attention task | complex | 0.48 | 1.2 |
| | | | | | attention task | complex | 0.48 | 1.3 |
| | | | | | attention task | complex | 0.48 | 1.4 |
| | | | | | attention task | complex | 0.48 | 1.5 |
| 17. Iuliano et al., 2015 [129] | intervention: passive CG | 28 | 20 | 66.47 | 12.00 | Attention Matrix Test | complex | 0.15 | 1.2 |
| | | | | | complex reaction time | simple | 0.06 | 1.3 |
| | | | | | continuous performance test | simple | 0.06 | 1.4 |
| 18. Langemeier et al., 2007 [130] | test-retest reliability | 29 | 28 | 18.9 | 3.00 | Go/No-go task | complex | 0.35 | 1.2 |
| | | | | | Trail Making Test | complex | 0.35 | 1.3 |
| | | | | | Trail Making Test | complex | 0.35 | 1.4 |
| | | | | | Trail Making Test | complex | 0.35 | 1.5 |
| | | | | | Trail Making Test | complex | 0.35 | 1.6 |
| | | | | | Trail Making Test | complex | 0.35 | 1.7 |
| 19. Lemay et al., 2004 [131] | retest effects, test-retest reliability | 30 | 37 | 67.35 | 2.00, 4.00 | Stroop test | reading | simple | 0.06 | 1.2 |
| | | | | | naming | simple | 0.06 | 1.3 |
| | | | | | interference | simple | 0.06 | 1.4 |
| | | | | | accuracy | simple | 0.06 | 1.5 |
| | | | | | naming | simple | 0.06 | 1.6 |
| | | | | | accuracy | simple | 0.06 | 1.7 |
| | | | | | naming | simple | 0.06 | 1.8 |
| | | | | | accuracy | simple | 0.06 | 1.9 |
| | | | | | naming | simple | 0.06 | 2.0 |
| | | | | | accuracy | simple | 0.06 | 2.1 |
| 20. Levine et al., 2004 [132] | retest effects | 31 | 605 | 40.2 | 35.86 | California Computerized Assessment Package | simple reaction time | simple | 0.13 | 1.2 |
| | | | | | choice reaction time tests | simple | 0.03 | 1.3 |
| | | | | | choice reaction time tests | simple | 0.11 | 1.4 |
| Study | Goal of Study | Sample No. | Age (M) | TR Interval (Weeks) | Test | Subtest | Complexity | SMCR |
|-------|---------------|------------|---------|---------------------|------|---------|------------|------|
| 21. Leall et al., 2016 [102] | longitudinal change | 32 | 19327 | 54.5 | 225.78 | reaction time test | simple | 0.08 |
| 22. Mehlsen et al., 2008 [103] | longitudinal change in breast cancer patients: healthy CG | 33 | 17 | 39.3 | 14.00 | Trail Making Test | part A | complex | −0.62 |
| 23. More et al., 2013 [104] | longitudinal change in bipolar patients: healthy CG | 34 | 26 | 41.38 | 312.86 | Continuous Performance Test II | reaction time | part B | complex | −0.03 |
| 24. Oehlmann et al., 2013 [105] | intervention: passive CG | 35 | 16 | 25.2 | 21.00 | Attention Network Test: congruent trials | part B | complex | −0.59 |
| 25. Ownby et al., 2016 [106] | test-retest-reliability | 36 | 51 | 28.92 | 55.33 | Colored Trails | test 1 | complex | −0.01 |
| 26. Register-Mihalik et al., 2012 [107] | intervention: passive CG | 37 | 20 | 16 | 0.26, 0.49 | Trail Making Test | reaction time | complex | −0.42 |
| 27. Richmond et al., 2014 [108] | intervention: passive CG | 39 | 18 | 21.6 | 2.29 | psychomotor vigilance task | simple | 0.46 |
| 28. Salminen et al., 2012 [109] | longitudinal change | 40 | 18 | 24.5 | 3.00 | auditory discrimination task | complex | −0.19 |
| 29. Schatz, 2010 [110] | test-retest-reliability | 41 | 13 | 24.62 | 5.00 | Flanker task | complex | −0.06 |
| 30. Schmidt et al., 2013 [111] | intervention: passive CG | 42 | 15 | 68.8 | 5.00 | Stroop test | complex | −0.16 |
| 31. Sobotka et al., 2008 [112] | test-retest-reliability | 43 | 95 | 18.8 | 104.29 | reaction time | complex | −0.17 |
| 32. Scharf & Osterode, 2009 [113] | retest effects | 45 | 10 | 42.13 | 1.141 | Determination Test | Action Reaction | complex | −0.19 |
| 33. Sharma et al., 2013 [114] | intervention: passive CG | 46 | 26 | 19 | 12.00 | auditory reaction time | complex | −0.01 |
| 34. Sever et al., 2013 [115] | intervention: passive CG | 47 | 14 | 25.14 | 2.50 | Simon task | complex | −0.10 |
| 35. Steiner et al., 2008 [116] | test-retest effects | 48 | 79 | 24.5 | 0.43 | Serial Mental Addition and Comparison Test | complex | −0.02 |
| 36. Weglage et al., 2013 [117] | longitudinal change in clinical sample: healthy CG | 49 | 46 | 34.2 | 260.71 | Connecting Numbers | complex | −0.03 |

Note. CG = control group, ImPACT = Immediate Post-Concussion Assessment and Cognitive Test.
References

1. Bürki, C.N.; Ludwig, C.; Chicherio, C.; de Ribaupierre, A. Individual differences in cognitive plasticity: An investigation of training curves in younger and older adults. *Psychol. Res.* 2014, 78, 821–835. [CrossRef] [PubMed]

2. Hagemeister, C. How useful is the Power Law of Practice for recognizing practice in concentration tests? *Eur. J. Psychol. Assess.* 2007, 23, 157–165. [CrossRef]

3. Hausknecht, J.P.; Halpert, J.A.; Di Paolo, N.T.; Moriarty Gerrard, M.O. Retesting in selection: A meta-analysis of coaching and practice effects for tests of cognitive ability. *J. Appl. Psychol.* 2007, 92, 373–385. [CrossRef] [PubMed]

4. Verhaeghen, P. *The Elements of Cognitive Aging: Meta-Analyses of Age-Related Differences in Processing Speed and Their Consequences*; University Press: Oxford, UK, 2015.

5. Kulik, J.A.; Kulik, C.-L.C.; Bangert, R.L. Effects of practice on aptitude and achievement test scores. *Am. Educ. Res. J.* 1984, 21, 435–447. [CrossRef]

6. Calamia, M.; Markon, K.; Tranel, D. Scoring higher the second time around: Meta-analyses of practice effects in neuropsychological assessment. *Clin. Neuropsychol.* 2012, 26, 543–570. [CrossRef] [PubMed]

7. Scharfen, J.; Peters, J.M.; Holling, H. Retest effects in cognitive ability tests: A meta-analysis. *Intelligence* 2018, 67, 44–66. [CrossRef]

8. Randall, J.G.; Villado, A.J. Take two: Sources and deterrents of score change in employment retesting. *HRMR* 2017, 27, 536–553. [CrossRef]

9. Kyllonen, P.C.; Zu, J. Use of response time for measuring cognitive ability. *J. Intell.* 2016, 4, 14. [CrossRef]

10. Van der Linden, W.J. A hierarchical framework for modeling speed and accuracy on test items. *Psychometrika* 2007, 72, 297–308. [CrossRef]

11. Lievens, F.; Reeve, C.L.; Heggestad, E.D. An examination of psychometric bias due to retesting on cognitive ability tests in selection settings. *J. Appl. Psychol.* 2007, 92, 1672–1682. [CrossRef] [PubMed]

12. Roediger, H.L.; Butler, A.C. The critical role of retrieval practice in long-term retention. *Trends Cogn. Sci.* 2011, 15, 20–27. [CrossRef] [PubMed]

13. Reeve, C.L.; Lam, H. The psychometric paradox of practice effects due to retesting: Measurement invariance and stable ability estimates in the face of observed score changes. *Intelligence* 2005, 33, 535–549. [CrossRef]

14. Roediger, H.L.; Karpicke, J.D. Test-enhanced learning: Taking memory tests improves long-term retention. *Psychol. Sci.* 2006, 17, 249–255. [CrossRef] [PubMed]

15. Racsmány, M.; Szöllözi, Á.; Bencze, D. Retrieval practice makes procedure from remembering: An automatization account for the testing effect. *J. Exp. Psychol. Learn. Mem. Cogn.* 2017. [CrossRef] [PubMed]

16. Finkel, D.; Reynolds, C.A.; McArdle, J.J.; Pedersen, N.L. Age changes in processing speed as a leading indicator of cognitive aging. *Psychol. Aging* 2007, 22, 558–568. [CrossRef] [PubMed]

17. Hausknecht, J.P.; Trevor, C.O.; Farr, J.L. Retaking ability tests in a selection setting: Implications for practice effects, training performance, and turnover. *J. Appl. Psychol.* 2002, 87, 243–254. [CrossRef] [PubMed]

18. Lievens, F.; Buyse, T.; Sackett, P.R. Retest effects in operational selection settings: Development and test of a framework. *J. Pers. Psychol.* 2005, 58, 981–1007. [CrossRef]

19. Te Nijenhuis, J.; van Vianen, A.E.M.; van der Flier, H. Score gains on g-loaded tests: No g. *Intelligence* 2007, 35, 283–300. [CrossRef]

20. Matton, N.; Vautier, S.; Raufaste, É. Situational effects may account for gain scores in cognitive ability testing: A longitudinal SEM approach. *Intelligence* 2009, 37, 412–421. [CrossRef]

21. Freund, P.A.; Holling, H. How to get really smart: Modeling retest and training effects in ability testing using computer-generated figural matrix items. *Intelligence* 2011, 39, 233–243. [CrossRef]

22. Reeve, C.L.; Heggestad, E.D.; Lievens, F. Modeling the impact of test anxiety and test familiarity on the criterion-related validity of cognitive ability tests. *Intelligence* 2009, 37, 34–41. [CrossRef]

23. Allalouf, A.; Ben-Shakar, G. The effect of coaching on the predictive validity of scholastic aptitude tests. *J. Educ. Meas.* 1998, 35, 31–47. [CrossRef]

24. Arendasy, M.E.; Sommer, M. Reducing the effect size of the retest effect: Examining different approaches. *Intelligence* 2017, 62, 89–98. [CrossRef]

25. Hayes, T.R.; Petroc, A.A.; Sederberg, P.B. Do we really become smarter when our fluid intelligence test scores improve? *Intelligence* 2015, 48, 1–14. [CrossRef] [PubMed]
26. Messick, S.; Jungeblut, A. Time and method in coaching for the SAT. *Psychol. Bull.* 1981, 89, 191–216. [CrossRef]

27. Danthiir, V.; Roberts, R.D.; Schulze, R.; Wilhelm, O. Mental speed. On frameworks, paradigms, and a platform for the future. In *Handbook of Understanding and Measuring Intelligence*; Wilhelm, O., Engle, R.W., Eds.; Sage: London, UK, 2005; pp. 27–46.

28. Jäger, A.O. Mehrmodale Klassifikation von Intelligenzleistungen: Experimentell kontrollierte Weiterentwicklung eines deskriptiven Intelligenzstrukturmodells [Multi-modal classification of intelligence performances: Further development of a descriptive model of intelligence based on experiments]. *Diagnostica* 1982, 28, 195–225.

29. Kubinger, K.D.; Jäger, R.S. *Schlüsselbegriffe der Psychologischen Diagnostik [Key Concepts of Psychological Diagnostics]*; Beltz: Weinheim, Germany, 2003.

30. Conway, A.R.A.; Cowan, N.; Bunting, M.F.; Therriault, D.J.; Minkoff, S.R.B. A latent variable analysis of working memory capacity, short-term memory capacity, processing speed, and general fluid intelligence. *Intelligence* 2002, 30, 163–183. [CrossRef]

31. Bühner, M.; Krumm, S.; Ziegler, M.; Pluecken, T. Cognitive abilities and their interplay: Reasoning, crystallized intelligence, working memory components, and sustained attention. *Individ. Differ. Res.* 2006, 27, 57–72. [CrossRef]

32. Danthiir, V.; Wilhelm, O.; Schulze, R.; Roberts, R.D. Factor structure and validity of paper-and-pencil measures of mental speed: Evidence for a higher-order model? *Intelligence* 2005, 33, 491–514. [CrossRef]

33. Wilhelm, O.; Schulze, R. The relation of speeded and unspeeded reasoning with mental speed. *Intelligence* 2002, 30, 537–554. [CrossRef]

34. Ackerman, P.L. Individual differences in skill learning: An integration of psychometric and information processing perspectives. *Psychol. Bull.* 1987, 102, 3–27. [CrossRef]

35. Goldhammer, F.; Rauch, W.A.; Schweizer, K.; Moosbrugger, H. Differential effects of intelligence, perceptual speed and age on growth in attentional speed and accuracy. *Intelligence* 2010, 38, 83–92. [CrossRef]

36. Becker, N.; Schmitz, F.; Göritz, A.S.; Spinath, F.M. Sometimes more is better, and sometimes less is better: Task complexity moderates the response time accuracy correlation. *J. Intel.* 2016, 4, 11. [CrossRef]

37. Davidson, W.M.; Carroll, J.B. Speed and level components of time limit scores: A factor analysis. *Educ. Psychol. Mess.* 1945, 5, 411–427. [CrossRef]

38. Kyllonen, P.C.; Tirre, W.C.; Christal, R.E. Knowledge and processing speed as determinants of associative learning. *J. Exp. Psychol. Gen.* 1991, 120, 89–108. [CrossRef]

39. Villado, A.J.; Randall, J.G.; Zimmer, C.U. The effect of method characteristics on retest score gains and criterion-related validity. *J. Bus. Psychol.* 2016, 31, 233–248. [CrossRef]

40. Baltes, P.; Dittmann-Kohli, F.; Kliegl, R. Reserve capacity of the elderly in aging-sensitive tests of fluid intelligence, working memory components, and sustained attention. *Individ. Differ. Res.* 2006, 27, 57–72. [CrossRef]

41. Cohen, J.D.; Dunbar, K.; McClelland, J.L. On the control of automatic processes: A parallel distributed processing account of the Stroop effect. *Psychol. Rev.* 1990, 97, 332–361. [CrossRef] [PubMed]

42. LaBerge, D.; Samules, S.J. Toward a theory of automatic information processing in reading. *Cogn. Psychol.* 1974, 6, 293–325. [CrossRef]

43. Logan, G.D. Toward an instance theory of automatization. *Psychol. Rev.* 1988, 95, 492–527. [CrossRef]

44. Ruthruff, E.; Van Selst, M.; Johnston, J.C.; Remington, R. How does practice reduce dual-task interference: Integration, automatization, or just stage-shortening? *Psychol. Res.* 2006, 70, 125–142. [CrossRef] [PubMed]

45. Shiffrin, R.M.; Schneider, W. Controlled and automatic human information processing: II. Perceptual learning, automatic attending, and a general theory. *Psychol. Rev.* 1977, 84, 127–190. [CrossRef]

46. Shiffrin, R.M.; Dumais, S.T. Characteristics of automatism. In *Attention and Performance*; Long, J.B., Baddeley, A., Eds.; Erlbaum: Hillsdale, NJ, USA, 1981; Volume 9, pp. 223–238.

47. Logan, G.D. Attention and automaticity in Stroop and priming tasks: Theory and data. *Cogn. Psychol.* 1980, 12, 523–553. [CrossRef]

48. Newell, A.; Rosenbloom, P.S. Mechanisms of skill acquisition and the law of practice. In *Cognitive Skills and Their Acquisition*; Anderson, J.R., Ed.; Erlbaum: Hillsdale, NJ, USA, 1981; pp. 1–55.

49. Donner, Y.; Hardy, J.L. Piecewise power laws in individual learning curves. *Psychon. Bull. Rev.* 2015, 22, 1308–1319. [CrossRef] [PubMed]

50. Jaber, M.Y.; Glock, C.J. A learning curve for tasks with cognitive and motor elements. *CAIE* 2013, 64, 866–871. [CrossRef]
75. Becker, B.J. Coaching for the Scholastic Aptitude Test: Further synthesis and appraisal. *Rev. Educ. Res.* **1990**, *60*, 373–417.  
[CrossRef]

76. DerSimonian, R.; Laird, N.M. Evaluating the effect of coaching on SAT scores: A meta-analysis. *Hart. Educ. Rev.* **1983**, *53*, 1–15.  
[CrossRef]

77. Karch, D.; Albers, L.; Renner, G.; Lichtenauer, N.; von Kries, R. The efficacy of cognitive training programs in children and adolescence: A meta-analysis. *Dtisch. Arztebl. Int.* **2013**, *110*, 643–652.  
[CrossRef] [PubMed]

78. Kelly, M.; Loughrey, D.; Lawlor, B.A.; Robertson, I.H.; Walsh, C.; Brennan, S. The impact of cognitive training and mental stimulation on cognitive and everyday functioning of healthy older adults: A systematic review and meta-analysis. *Ageing Res. Rev.* **2014**, *15*, 28–43.  
[CrossRef] [PubMed]

79. Klauer, K.J. Training des induktiven Denkens—Fortschreibung der Metaanalyse von 2008 [Training inductive thinking—Continuation of the 2008 meta-analysis]. *Z. Padagog. Psychol.* **2014**, *28*, 5–19.  
[CrossRef]

80. Klauer, K.J.; Phye, G.D. Inductive reasoning: A training approach. *Rev. Educ. Res.* **2008**, *78*, 85–123.  
[CrossRef]

81. Lampit, A.; Hallock, H.; Valenzuela, M. Computerized cognitive training in healthy older adults: A systematic review and meta-analysis of effect modifiers. *PLoS Med.* **2014**, *11*, 1–18.  
[CrossRef] [PubMed]

82. Powers, K.L.; Brooks, P.J.; Aldrich, N.J.; Palladino, M.A.; Alfieri, L. Effects of video-game play on information processing: A meta-analytic investigation. *Psychon. Bull. Rev.* **2013**, *20*, 1055–1079.  
[CrossRef] [PubMed]

83. Schuerger, J.M.; Witt, A.C. The temporal stability of individually tested intelligence. *J. Clin. Psychol.* **1989**, *45*, 294–301.  
[CrossRef]

84. Scott, G.; Leritz, L.E.; Mumford, M.D. The effectiveness of creativity training: A quantitative review. *Creat. Res. J.* **2004**, *16*, 361–388.  
[CrossRef]

85. Toril, P.; Martin, M.; Altgassen, M.; Clare, L. Memory training effects in old age as markers of plasticity: A meta-analysis. *Restor. Neurol. Neurosci.* **2009**, *27*, 507–520.  
[CrossRef] [PubMed]

86. Uttal, D.H.; Meadow, N.G.; Tipton, E.; Hand, L.L.; Alden, A.R.; Warren, C.; Newcombe, N.S. The malleability of spatial skills: A meta-analysis of training studies. *Psychol. Bull.* **2013**, *139*, 352–402.  
[CrossRef] [PubMed]

87. Wang, P.; Liu, H.-H.; Zhu, X.-T.; Meng, T.; Li, H.-J.; Zuo, X.-N. Action video game training for healthy adults: A meta-analytic study. *Front. Psychol.* **2016**, *7*, 907.  
[CrossRef] [PubMed]

88. Zehnder, F.; Martin, M.; Altgassen, M.; Clare, L. Training effects in old age as markers of plasticity: A meta-analysis. *Restor. Neurol. Neurosci.* **2009**, *27*, 507–520.  
[CrossRef] [PubMed]

89. Moher, D.; Liberati, A.; Tetzlaff, J.; Altman, D.G.; Group, T.P. Preferred reporting items for systematic reviews and meta-analyses: The PRISMA statement. *J. Clin. Epidemiol.* **2009**, *62*, 1006–1012.  
[CrossRef] [PubMed]

90. Viechtbauer, W. Conducting meta-analysis in R with the metafor package. *J. Stat. Softw.* **2010**, *36*, 1–48.  
[CrossRef] [PubMed]

91. R Core Team. *R: A Language and Environment for Statistical Computing*; R Foundation for Statistical Computing: Vienna, Austria, 2015.

92. Becker, B.J. Synthesizing standardized mean-change measures. *Br. J. Math. Stat. Psychol.* **1988**, *41*, 257–278.  
[CrossRef]

93. Gibbons, R.D.; Hedeker, D.R.; Davis, J.M. Estimation of effect size from a series of experiment involving paired comparisons. *J. Stat. Res.* **1993**, *18*, 271–279.  
[CrossRef]

94. Morris, S.B.; DeShon, R.P. Combining effect size estimates in meta-analysis with repeated measures and independent-group designs. *Psychol. Methods* **2002**, *7*, 105–125.  
[CrossRef]

95. Calamia, M.; Markon, K.; Tranel, D. The robust reliability of neuropsychological measures: Meta-analysis of test-retest correlations. *Clin. Neuropsychol.* **2013**, *27*, 1077–1105.  
[CrossRef] [PubMed]

96. Salanti, G.; Higgins, J.P.T.; Ades, A.E.; Ioannidis, J.P.A. Evaluation of networks of randomized trials. *Stat. Methods Med. Res.* **2008**, *17*, 279–301.  
[CrossRef] [PubMed]

97. Konstantopoulos, S. Fixed effects and variance components estimation in three-level meta-analysis. *Res. Synth. Methods* **2011**, *2*, 61–76.  
[CrossRef] [PubMed]

98. Ishak, K.J.; Platt, R.W.; Joseph, L.; Hanley, J.A.; Caro, J.J. Meta-analysis of longitudinal studies. *Clin. Trials* **2007**, *4*, 525–539.  
[CrossRef] [PubMed]

99. Musekiwa, A.; Manda, S.O.M.; Mwambi, H.G.; Chen, D.-G. Meta-analysis of effect sizes reported at multiple time points using general linear mixed model. *PLoS ONE* **2016**, *11*.  
[CrossRef] [PubMed]

100. Trikalinos, T.A.; Olkin, I. Meta-analysis of effect sizes reported at multiple time points: A multivariate approach. *Clin. Trials* **2012**, *9*, 610–620.  
[CrossRef] [PubMed]
101. Hedges, L.V.; Tipton, E.; Johnson, M.C. Robust variance estimation in meta-regression with dependent effect size estimates. *Res. Synth. Methods* 2010, 1, 39–65. [CrossRef] [PubMed]

102. Lyall, D.M.; Cullen, B.; Allerhand, M.; Smith, D.J.; Mackay, D.; Evans, J.; Anderson, J.; Fawns-Ritchie, C.; McIntosh, A.M.; Deary, I.J.; et al. Cognitive tests scores in UK Biobank: Data reduction in 480,416 participants and longitudinal stability in 20,346 participants. *PLoS ONE* 2016. [CrossRef]

103. Reitan, R.M. *Trail Making Test: Manual for Administration and Scoring;* Reitan Neuropsychological Laboratory: Tucson, AZ, USA, 1986.

104. Macleod, C.M. Half a century of research on the Stroop effect: An integrative review. *Psychol. Bull.* 1991, 109, 163–203. [CrossRef] [PubMed]

105. Stroop, J.R. Studies of interference in serial verbal reactions. *J. Exp. Psychol.* 1935, 18, 643–662. [CrossRef]

106. Sterne, J.A.C.; Egger, M. Funnel plots for detecting bias in meta-analysis: Guidelines on choice of axis. *J. Clin. Epidemiol.* 2001, 54, 1046–1055. [CrossRef]

107. Bartels, C.; Wegryn, M.; Wiedl, A.; Ackermann, V.; Ehrenreich, H. Practice effects in healthy adults: A longitudinal study on frequent repetitive cognitive testing. *BMC Neurosci.* 2010, 11, 118–129. [CrossRef] [PubMed]

108. Puddey, I.B.; Mercer, A.; Andrich, D.; Styles, I. Practice effects in medical school entrance testing with the undergraduate medicine and health sciences admission test (UMAT). *Med. Educ.* 2014, 14, 48–62. [CrossRef] [PubMed]

109. Schleicher, D.J.; Van Iddekinge, C.H.; Morgeson, F.P.; Campion, M.A. If at first you don’t succeed, try, try again: Understanding race, age, and gender differences in retesting score improvement. *J. Appl. Psychol.* 2010, 95, 603–627. [CrossRef] [PubMed]

110. Dunlop, P.D.; Morrison, D.L.; Cordery, J.L. Investigating retesting effects in a personnel selection context. *IJSR* 2011, 19, 217–221. [CrossRef]

111. Lo, A.Y.; Humphreys, M.; Byrne, G.J.; Pachana, N.A. Test-Retest reliability and practice effects of the Wechsler Memory Scale-III. *J. Neuropsychol.* 2012, 6, 212–231. [CrossRef] [PubMed]

112. Albers, F.; Hoeft, S. Do it again and again. And again—Übungseffekte bei einem computergestützten Test zum räumlichen Vorstellungsvermögen [Do it again and again. And again—Practice effects in a computer-based spatial ability test]. *Diagnostica* 2019, 55, 71–83. [CrossRef]

113. Schleicher, D.J.; Van Iddekinge, C.H.; Morgeson, F.P.; Campion, M.A. If at first you don’t succeed, try, try again: Understanding race, age, and gender differences in retesting score improvement. *J. Appl. Psychol.* 2010, 95, 603–627. [CrossRef] [PubMed]

114. Blandine; Atkinson, T.M.; Ryan, J.P. Evidence of practice effects in variants of the Trail Making Test during serial assessment. *J. Clin. Exp. Psychol.* 2010, 30, 312–318. [CrossRef] [PubMed]

115. Anastasopoulou, T.; Harvey, N. Assessing sequential knowledge through performance measures: The influence of short-term sequential effects. *Q. J. Exp. Psychol.* 1999, 52, 423–448. [CrossRef]

116. Annsa, T.; Schubert, T. No evidence for task automatization after dual-task training in younger and older adults. *Psychol. Aging* 2017, 32, 28–41. [CrossRef] [PubMed]

117. Buck, K.K.; Atkinson, T.M.; Ryan, J.P. Evidence of practice effects in variants of the Trail Making Test during serial assessment. *J. Clin. Exp. Psychol.* 2010, 30, 312–318. [CrossRef] [PubMed]

118. Anastasopoulou, T.; Harvey, N. Assessing sequential knowledge through performance measures: The influence of short-term sequential effects. *Q. J. Exp. Psychol.* 1999, 52, 423–448. [CrossRef]

119. Baird, B.J.; Tombaugh, T.N.; Francis, M. The effects of practice on speed of information processing using the Adjusting-Paced Serial Addition Test (Adjusting-PSAT) and the Computerized Tests of Information Processing (CTIP). *Appl. Neuropsychol.* 2010, 14, 88–100. [CrossRef] [PubMed]

120. Barra, P.L.; Rana, M.B.; Voss, M.W.; Lee, H.; Cosman, J.D.; Severson, J.; Kramer, A.F. Cognitive training with casual video games: Point to consider. *Front. Psychol.* 2014, 4, 1010. [CrossRef] [PubMed]

121. Buck, K.K.; Atkinson, T.M.; Ryan, J.P. Evidence of practice effects in variants of the Trail Making Test during serial assessment. *J. Clin. Exp. Psychol.* 2010, 30, 312–318. [CrossRef] [PubMed]

122. Colom, R.; Román, F.J.; Abad, F.J.; Shih, P.C.; Privado, J.; Froude, M.; Escorial, S.; Martinez, K.; Burgaleta, M.; Quiroga, M.A.; et al. Adaptive n-back training does not improve fluid intelligence at the construct level: Gains on individual tests suggest that training may enhance visuospatial processing. *Intelligence* 2013, 41, 712–727. [CrossRef]

123. Dingwall, K.M.; Lewis, M.S.; Maruff, P.; Cairney, S. Reliability of repeated cognitive testing in healthy Indigenous Australian adolescents. *Aust. Psychol.* 2009, 44, 224–234. [CrossRef]
124. Dolan, E.; Cullen, S.J.; McGoldrick, A.; Warrington, G.D. The impact of making weight on physiological and cognitive processes in elite jockeys. *Int. J. Sport Nutr. Exerc. Metab.* **2013**, *23*, 399–408. [CrossRef] [PubMed]

125. Elbin, R.J.; Schatz, P.; Covassinni, T. One-year test-retest reliability of the online version of ImPACT in high school athletes. *Am. J. Sport Med.* **2011**, *39*, 2319–2324. [CrossRef] [PubMed]

126. Enge, S.; Behnke, A.; Fleischhauer, M.; Küttler, L.; Kliegel, M.; Strobel, A. No evidence for true training and transfer effects after inhibitory control training in young healthy adults. *J. Exp. Psychol. Learn. Mem. Cogn.* **2014**, *40*, 987–1001. [CrossRef] [PubMed]

127. Falleti, M.G.; Maruff, P.; Collie, A.; Darby, D.G. Practice effects associated with the repeated assessment of cognitive function using the CogState Battery at 10-minute, one week and one month test-retest intervals. *J. Clin. Exp. Neuropsychol.* **2006**, *28*, 1095–1112. [CrossRef] [PubMed]

128. Gil-Gouveia, R.; Oliveira, A.G.; Martin, I.P. Sequential brief neuropsychological evaluation of migraineurs is identical to controls. *Acta Neurol. Scand.* **2016**, *134*, 197–204. [CrossRef] [PubMed]

129. Iuliano, E.; di Cagno, A.; Aquino, G.; Fiorilli, G.; Mignogna, P.; Calcagno, G.; di Costanzo, A. Effects of different types of physical activity on the cognitive functions and attention in older people: A randomized controlled study. *Exp. Gerontol.* **2015**, *70*, 105–110. [CrossRef] [PubMed]

130. Langenecker, S.A.; Zubia, J.-K.; Young, E.A.; Akil, H.; Nielson, K.A. A task to manipulate attentional load, set-shifting, and inhibitory control: Convergent validity and test-retest reliability of the Parametric Go/No-Go Test. *J. Clin. Exp. Neuropsychol.* **2007**, *29*, 842–853. [CrossRef] [PubMed]

131. Lemay, S.; Bédard, M.-A.; Rouleau, I.; Tremblay, P.-L.G. Practice effect and test-retest reliability of attentional and executive tests in middle-aged to elderly subjects. *Clin. Neuropsychol.* **2004**, *18*, 1–19. [CrossRef] [PubMed]

132. Levine, A.J.; Miller, E.N.; Becker, J.T.; Selnes, O.A.; Cohen, B.A. Normative data for determining significance of test-retest differences on eight common neuropsychological instruments. *Clin. Neuropsychol.* **2004**, *18*, 373–384. [CrossRef] [PubMed]

133. Mehlsen, M.; Pedersen, A.D.; Jensen, A.B.; Zachariae, R. No indications of cognitive side-effects in a prospective study of breast cancer patients receiving adjuvant chemotherapy. *Psychooncology* **2009**, *18*, 248–257. [CrossRef] [PubMed]

134. Mora, E.; Portella, M.J.; Forcada, I.; Vieta, E.; Mur, M. Persistence of cognitive impairment and its negative impact on psychosocial functioning in lithium-treated, euthymic bipolar patients: A 6-year follow-up study. *Psychol. Med.* **2013**, *43*, 1187–1196. [CrossRef] [PubMed]

135. Oelhafen, S.; Nikolaidis, A.; Padovani, T.; Blaser, D.; Koenig, T.; Perrig, W.J. Increased parietal activity after training of interference control. *Neuropsychologia* **2013**, 2781–2890. [CrossRef] [PubMed]

136. Ownby, R.L.; Waldrop-Valverde, D.; Jones, D.L.; Sharma, S.; Nehra, R.; Kumar, A.M.; Prabhakar, S.; Acevedo, A.; Kumar, M. Evaluation of practice effect on neuropsychological measures among persons with and without HIV infection in northern India. *J. Neurol*. **2016**, *263*, 134–140. [CrossRef] [PubMed]

137. Register-Mihalik, J.K.; Kontos, D.L.; Gusiewicz, K.M.; Mihalik, J.P.; Conder, R.; Shields, E.W. Age-related differences and reliability on computerized and paper-and-pencil neurocognitive assessment batteries. *J. Athl. Train.* **2012**, *47*, 297–305. [CrossRef] [PubMed]

138. Richmond, L.L.; Wolk, D.; Chein, J.; Olson, I.R. Transcranial direct stimulation enhances verbal working memory training performance over time and near transfer outcomes. *J. Cogn. Neurosci.* **2014**, *26*, 2443–2454. [CrossRef] [PubMed]

139. Salminen, T.; Strobel, T.; Schubert, T. On the impacts of working memory training on executive functioning. *Front. Hum. Neurosci.* **2012**, *6*, 166. [CrossRef] [PubMed]

140. Sandberg, P.; Rönnlund, M.; Nyberg, L.; Stigsdotter Neely, A. Executive process training in young and old adults. *Aging Neuropsychol. Cogn.* **2014**, *21*, 577–605. [CrossRef] [PubMed]

141. Schatz, P. Long-term test-retest reliability of baseline cognitive assessments using ImPACT. *Am. J. Sports Med.* **2010**, *38*, 47–53. [CrossRef] [PubMed]

142. Schranz, S.; Osterode, W. Übungseffekte bei computergestützten psychologischen Leistungstests. Practice effects in a computer-based psychological aptitude test]. *Wien. Klin. Wochenschr.* **2009**, *121*, 405–412. [CrossRef] [PubMed]
144. Sharma, V.K.; Rajajeyakumar, M.R.; Velkumary, S.; Subramanian, S.K.; Bhavanani, A.B.; Madanmohan, A.S.; Sahai, A.; Thangavel, D. Effect of fast and slow pranayama practice on cognitive functions in healthy volunteers. *J. Clin. Diagn. Res.* 2013, 8, 10–13. [CrossRef] [PubMed]

145. Soveri, A.; Waris, O.; Laine, M. Set shifting training with categorization tasks. *PLoS ONE* 2013, 8. [CrossRef] [PubMed]

146. Steinborn, M.B.; Flehmig, H.C.; Westhoff, K.; Langner, R. Predicting school achievement from self-paced continuous performance: Examining the contributions of response speed, accuracy, and response speed variability. *Psychol. Sci. Q.* 2008, 50, 613–634.

147. Weglage, J.; Fromm, J.; van T offers-Helfflhoff, A.; Moeller, H.; Koletzko, B.; Marquardt, T.; Rutsch, F.; Feldmann, R. Neurocognitive functioning in adults with phenylketonuria: Results of a long term study. *Mol. Genet. Metab.* 2013, 110, 44–48. [CrossRef] [PubMed]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).