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Abstract

We study both massless scalar and Yang-Mills field theories in the deep infrared in presence of a simple boundary. We can show, with the help of the recent scenario emerging from studies on the propagators, that the presence of a mass gap makes the Casimir contribution exponentially small as should be expected. We obtain our result from the solution of the Dyson-Schwinger set of equations obtained in form of partial differential equations. Our results agree fairly well with recent lattice computations.
I. INTRODUCTION

Vacuum in quantum field theory is known to not be inert. The most striking evidence of this was put forward on 1945 by Casimir \cite{1} providing an example of a macroscopic effect produced by quantum fluctuations. Due to the smallness of the involved elements, an experimental proof of the Casimir effect has been obtained quite recently (see \cite{2} for a review).

Casimir effect is an example of a non-trivial behavior of a quantum field theory due to the presence of boundary conditions that somehow modify the behavior of the free space case. This kind of question is interesting \textit{per se}. But while in the ultraviolet regime we have techniques able to cope with this kind of problems, in the opposite limit, the infrared regime, such techniques were generally lacking. It is important to note that the behavior at different energy regimes of a quantum field theory could result quite different depending on the structure of vacuum. So, we know that at high energies, QCD behaves as an almost free theory and asymptotic states of the Yang-Mills field are massless gluons. On the other side, at lower energies, a Yang-Mills theory displays a mass gap yielding a very different behavior in this case. E.g. this could be inherent to a non-trivial non-perturbative vacuum seen as an instanton liquid \cite{3}.

Studies of quantum field theories in the infrared limit have had an important rebirth in this last two decades by the use of Dyson-Schwinger equations \cite{4,5} and by the improvement in computing resources that made possible to analyze Yang-Mills theory on larger lattices. The theoretical proposal to solve the infinite hierarchy of Dyson-Schwinger equations was a truncation scheme that, for the Landau gauge, produced a gluon propagator going to zero and a ghost propagator running to infinity faster than the free case with momenta going to zero. Such a scenario was previously devised by Daniel Zwanziger \cite{6} providing also a criterion for color confinement then dubbed Gribov-Zwanziger criterion. Initial lattice computations seemed to support these conclusions even if no bending toward zero of the gluon propagator was ever observed at lower momenta. People generally thought that was just a matter of volumes and, increasing computational resources, things should have changed.

The breakthrough come out on 2007. At the Lattice 2007 Conference in Regensburg, three groups presented their results with huge volumes arriving to such a significant value as \((27 \text{ fm})^4\) \cite{7–9}. The shocking result was that the scenario devised since then, generally
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accepted as correct, was not describing the situation seen on the lattice: The gluon propagator was reaching a plateau at lower momenta with a finite non-zero value in zero and the ghost propagator was behaving as that of a free massless particle. All in all, the running coupling was seen to bend clearly toward zero without evidence of a non-trivial fixed point as was expected instead.

In the eighties, a classical paper by Cornwall \cite{10} showed that indeed the gluon propagator showed a dynamical mass, dependent on momenta, that in the zero limit reaches a finite constant value. With the emerging of techniques to solve Dyson-Schwinger equations in the nineties, it was straightforward to try to solve them numerically. This numerical approaches showed that Cornwall view is indeed correct \cite{11} but this paper displayed also all the scenario seen since 2007 on lattice computations. So, a research line developed producing an in-depth theoretical and numerical analysis of Dyson-Schwinger equations supporting the current view \cite{12–21}.

The idea in this paper is to start from this situation, also supported by theoretical arguments, to analyze the behavior of the vacuum in the infrared limit. The best way to see a non-trivial behavior is through the analysis of the deep infrared limit with simple boundary conditions. As we will see, this can be accomplished yielding the result, somewhat expected with a mass gap, that the Casimir contribution is exponentially damped both for scalar and Yang-Mills theories. The approach we will use to evaluate the Casimir effect is due to Schwinger \cite{22,23}.

The paper is so structured. In sec.\textbf{II} we introduce the mapping theorem between a scalar field theory and a non-Abelian gauge field theory. In sec.\textbf{III} we derive the 1P- and 2P-correlation functions for the Yang-Mills theory solving the Dyson-Schwinger set of equations written as partial differential equations (PDE). In sec.\textbf{V} we present our main results on the Casimir contribution. Finally, in sec.\textbf{VI} we give our conclusions.

\textbf{II. MAPPING THEOREM}

Our aim is to solve the Dyson-Schwinger set of equations for the Yang-Mills theory to evaluate the corresponding effective action. This question can be approached through a mapping theorem proved recently \cite{24,25} that can be stated in the following form:
Theorem 1 (Mapping). An extremum of the action

\[ S = \int d^4x \left[ \frac{1}{2} (\partial \phi)^2 - \frac{\lambda}{4} \phi^4 \right] \]  

is also an extremum of the SU(N) Yang-Mills Lagrangian when one properly chooses \( A^a_\mu \) with some components being zero and all others being equal, and \( \lambda = Ng^2 \), being \( g \) the coupling constant of the Yang-Mills field, when only time dependence is retained. In the most general case the following mapping holds

\[ A^a_\mu(x) = \eta^a_\mu \phi(x) + O(1/\sqrt{Ng}) \]  

being \( \eta^a_\mu \) constant, that becomes exact for the Lorenz gauge.

The proof of this theorem was completed in Ref.[25] to answer a criticism by Terence Tao. Tao finally agreed with this conclusion[26]. Stated otherwise, this theorem determines an asymptotic mapping between the solutions of the two classical theories when the couplings are taken large enough. An incomplete form of this mapping was already stated in Ref.[27]. The existence of this mapping grants that we can write down the propagator of Yang-Mills theory, e.g. in the Landau gauge, as

\[ D_{ab}^{\mu\nu}(p) = \delta_{ab} \left( \eta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2} \right) \Delta(p), \]  

with \( \Delta(p) \) being the same propagator of the scalar field theory.

### III. DYSON-SCHWINGER METHOD

We derive the Dyson-Schwinger equations for the Yang-Mills field for the 1P- and 2P-functions, using the Bender-Milton-Savage technique [28]. The correlation functions are obtained when a given exact solution is known for the one-point function i.e., one has to solve exactly the equations

\[ \partial^\mu \partial_\mu A^a_\nu - \frac{1}{2\alpha} \partial_\nu (\partial^\mu A^a_\mu) + gf^{abc} A^b_\mu (\partial_\mu A^c_\nu - \partial_\nu A^c_\mu) + gf^{abc} \partial^\mu (A^b_\mu A^c_\nu) + g^2 f^{abc} f^{cde} A^b_\mu A^d_\mu A^e_\nu = 0. \]  

In the Landau gauge (\( \alpha \to 0 \)), these are exactly given in the form

\[ A^a_\mu(x) = \eta^a_\mu \left( \frac{2}{Ng^2} \right)^{\frac{3}{4}} \mu \cdot \text{sn}(px, -1), \]  

\[ D_{ab}^{\mu\nu}(p) = \delta_{ab} \left( \eta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2} \right) \Delta(p), \]  

with \( \Delta(p) \) being the same propagator of the scalar field theory.
with \( \text{sn}(px, -1) \) the Jacobi snoidal elliptic function and \( \eta_{\mu}^a \) being a set of constants to be determined depending on the problem at hand (e.g., for \( SU(2) \) one can take \( \eta_1^1 = \eta_2^2 = \eta_3^3 = 1 \), all other components being zero) and \( \mu \) an integration constant with the dimension of an energy. This holds provided the following dispersion relation holds

\[
p^2 = \sqrt{\frac{Ng^2}{2} \mu^2}.
\]

Solutions given in eq. (5) appear as massive solution, due to the dispersion relation (6), even if we started from a massless theory.

Then, if we use these solutions as one-point function of the set of Schwinger–Dyson equations for a non-Abelian gauge theory without fermions, given by [29], we are able to compute the two-point functions exactly, without any approximation or truncation. We use the approach devised in [28]. Indeed, to get the Schwinger–Dyson equations one has to start from the quantum equations of motion that have the form

\[
\partial^\mu \partial_\mu A^a_\nu + g f^{abc} A^{b\mu}(\partial_\mu A^c_\nu - \partial_\nu A^c_\mu) + g f^{abc} \partial^{\nu}(A^b_\mu A^c_\nu) + g^2 f^{abc} f^{cde} A^{b\mu} A^d_\mu A^e_\nu
\]

\[
= g f^{abc} \partial_\nu(\bar{c}^b c^c) + j^a_\nu;
\]

\[
\partial^\mu \partial_\mu c^a + g f^{abc} \partial^{\mu}(A^b_\mu c^c) = \varepsilon^a.
\]

We fix the gauge to the Landau gauge, \( \alpha \to 0 \), and \( c \), \( \bar{c} \) are the ghost fields. Averaging on the vacuum state and dividing by the partition function \( Z_{YM}[j, \bar{\varepsilon}, \varepsilon] \), one has

\[
\partial^2 G^{(j)a}_1(x) + g f^{abc} (\langle A^{b\mu} \partial_\mu A^c_\nu \rangle - \langle A^{b\mu} \partial_\nu A^c_\mu \rangle) Z^{-1}_{YM}[j, \bar{\varepsilon}, \varepsilon] + g f^{abc} \partial^{\mu}(A^b_\mu A^c_\nu) Z^{-1}_{YM}[j, \bar{\varepsilon}, \varepsilon]
\]

\[
+ g^2 f^{abc} f^{cde} (A^{b\mu} A^d_\mu A^e_\nu) Z^{-1}_{YM}[j, \bar{\varepsilon}, \varepsilon] = g f^{abc} (\partial_\nu(\bar{c}^b c^c)) Z^{-1}_{YM}[j, \bar{\varepsilon}, \varepsilon] + j^a_\nu,
\]

\[
\partial^2 P^{(c)a}_1(x) + g f^{abc} \partial^{\mu}(A^b_\mu c^c) Z^{-1}_{YM}[j, \bar{\varepsilon}, \varepsilon] = \varepsilon^a.
\]

The one-point function is given by

\[
G^{(j)a}_1(x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] = \langle A^a_\nu(x) \rangle,
\]

\[
P^{(c)a}_1(x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] = \langle c^a(x) \rangle.
\]

Deriving once with respect to currents, at the same point because of the averages on the
vacuum (see \[28\]), one has

\[ G_{2\nu}^{(j)ab}(x, x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] + G_{1\nu}^{(j)a}(x) G_{1\nu}^{(j)b}(x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] = \langle A^a_\nu(x) A^b_\nu(x) \rangle, \]

\[ P_2^{(c)ab}(x, x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] + P_1^{(c)a}(x) P_1^{(c)b}(x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] = \langle \tilde{c}^b(x) e^a_\omega(x) \rangle, \]

\[ \partial_{\mu} G_{2\nu}^{(j)ab}(x, x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] + \partial_{\mu} G_{1\nu}^{(j)a}(x) G_{1\nu}^{(j)b}(x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] = \langle \partial_{\mu} A^a_\nu(x) A^b_\nu(x) \rangle, \]

\[ K_{2\nu}^{(c)ab}(x, x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] + P_1^{(c)a}(x) G_{1\nu}^{(j)b}(x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] = \langle c^b(x) A^a_\nu(x) \rangle, \]

and twice

\[ G_{3\nu\rho}^{(j)abc}(x, x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] + G_{2\nu}^{(j)ab}(x, x) G_{1\nu}^{(j)c}(x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] + \]

\[ G_{2\nu}^{(j)abc}(x, x) G_{1\nu}^{(j)c}(x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] + G_{1\nu}^{(j)a}(x) G_{1\nu}^{(j)b}(x) G_{1\nu}^{(j)c}(x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] + \]

\[ G_{1\nu}^{(j)a}(x) G_{1\nu}^{(j)b}(x) G_{1\nu}^{(j)c}(x) Z_{YM}[j, \bar{\varepsilon}, \varepsilon] = \langle A^a_\nu(x) A^b_\nu(x) A^c_\nu(x) \rangle. \]

These give us the first set of Schwinger–Dyson equations as

\[ \partial^2 G_{1\nu}^{(j)a}(x) + g f^{abc} (\partial^{\mu} G_{2\mu}^{(j)bc}(x, x) + \partial^{\mu} G_{1\mu}^{(j)b}(x) G_{1\nu}^{(j)c}(x) - \partial_\nu G_{2\mu}^{(j)abc}(x, x) - \partial_\nu G_{1\mu}^{(j)b}(x) G_{1\nu}^{(j)c}(x)) + \]

\[ + g f^{abc} \partial^{\mu} G_{2\mu}^{(j)bc}(x, x) + g f^{abc} \partial^{\mu} (G_{1\mu}^{(j)b}(x) G_{1\nu}^{(j)c}(x)) + \]

\[ + g^2 f^{abc} f^{cde} (G_{3\mu}^{(j)abc}(x, x, x) + G_{2\mu}^{(j)b}(x, x) G_{1\nu}^{(j)c}(x)) + \]

\[ + G_{2\nu}^{(j)abc}(x, x) G_{1\nu}^{(j)c}(x) = 0. \]

By setting the currents to zero and noting that, by translation invariance, one has \( G_2(x, x) = G_2(x - x) = G_2(0), \) \( G_3(x, x, x) = G_3(0, 0) \) and \( K_2(x, x) = K_2(0), \) we get

\[ \partial^2 G_{1\nu}^{(a)}(x) + g f^{abc} (\partial^{\mu} G_{2\mu}^{(bc)}(0) + \partial^{\mu} G_{1\mu}^{(b)}(x) G_{1\nu}^{(c)}(x) - \partial_\nu G_{2\mu}^{(b)c}(0) - \partial_\nu G_{1\mu}^{(b)}(x) G_{1\nu}^{(c)}(x)) + \]

\[ + g f^{abc} \partial^{\mu} G_{2\mu}^{(bc)}(0) + g f^{abc} \partial^{\mu} (G_{1\mu}^{(b)}(x) G_{1\nu}^{(c)}(x)) + \]

\[ + g^2 f^{abc} f^{cde} (G_{3\mu}^{(abc)}(0, 0, 0) + G_{2\mu}^{(bd)}(0) G_{1\nu}^{(c)}(x)) + \]

\[ + G_{2\nu}^{(bc)}(0) G_{1\nu}^{(d)}(x) + G_{2\nu}^{(bd)}(0) G_{1\nu}^{(c)}(x) + \]

\[ G_{1\nu}^{(b)}(x) G_{1\mu}^{(d)}(x) = 0. \]
\[ G_{2\mu\nu}^{ab}(0), \ P_{2}^{ab}(0), \ G_{3\mu\nu}^{a\beta}(0,0) \] and \[ K_{2\mu}^{bc}(0) \] are zero in this case due to the fact that they give a symmetric group contribution against the antisymmetric structure constants of the group itself. Then, one gets that the ghost one-point function decouples and can be assumed to be a constant and does not contribute to the gluon one-point function.

The Schwinger–Dyson equation for the two-point functions can be obtained by further deriving eq. (12). One has

\[
\begin{align*}
\partial^2 G^{(j)am}_{2\nu\kappa}(x-y) + g f^{abc}(\partial^{\mu} G^{(j)bcm}_{3\mu\nu}(x,x,y) + \partial^{\nu} G^{(j)bcm}_{2\mu\kappa}(x-y) G^{(j)c}_{1\nu}(x) + \partial^{\mu} G^{(j)b}_{1\mu}(x) G^{(j)c}_{2\nu\kappa}(x-y))
- \partial^{\nu} G^{(j)bcm}_{3\mu\nu}(x,x,y) - \partial^{\nu} G^{(j)bcm}_{2\mu\kappa}(x-y) G^{(j)c}_{1\nu}(x) - \partial^{\nu} G^{(j)b}_{1\mu}(x) G^{(j)c}_{2\kappa}(x-y))
+ g f^{abc} \partial^{\mu} G^{(j)bcm}_{3\mu\nu}(x,x,y) + g f^{abc} \partial^{\mu} G^{(j)bcm}_{2\mu\kappa}(x-y) G^{(j)c}_{1\nu}(x) + g f^{abc} \partial^{\mu} (G^{(j)b}_{1\mu}(x) G^{(j)c}_{2\nu\kappa}(x-y))
+ g^2 f^{abc} f^{cde} (G^{(j)bcm}_{4\mu\nu\kappa}(x,x,x,y) + G^{(j)bcm}_{3\mu\nu\kappa}(x,x,y) G^{(j)c}_{1\mu}(x) + G^{(j)b}_{2\mu\nu}(x,x) G^{(j)c}_{2\nu\kappa}(x-y))
+ G^{(j)bcm}_{3\mu\nu\kappa}(x,x,y) G^{(j)b}_{1\mu}(x) + G^{(j)b}_{2\mu\nu}(x,x) G^{(j)c}_{2\nu\kappa}(x-y)
+ G^{(j)bcm}_{2\nu\kappa}(x,x,y) + G^{(j)b}_{1\mu}(x) G^{(j)c}_{2\nu\kappa}(x-y) +
G^{(j)b}_{2\mu\nu}(x,x,y) + G^{(j)b}_{1\mu}(x) G^{(j)c}_{2\nu\kappa}(x-y)
\end{align*}
\]

\[
= g f^{abc} (\partial^{\mu} K_{3\kappa}^{(j)bcm}(x,x,y) + \partial^{\nu} (F_1^{(e)b}(x) K_{2\kappa}^{(j)c}(x-y)))
+ \partial^{\nu} (K_{2\kappa}^{(j)b}(x,y) P_1^{(e)c}(x)) + \delta_{am} g_{\nu\kappa} \delta^{4}(x-y),
\]

\[
\begin{align*}
\partial^2 P_2^{(e)am}(x-y) + g f^{abc} (\partial^{\mu} (K_{3\mu}^{(e)b}(x,x,y) + P_2^{(e)b}(x-y) G^{(j)c}_{1\mu}(x) +
F_1^{(e)b}(x) K^{(j)c}_{2\mu}(x-y)) = \delta_{am} \delta^{4}(x-y),
\end{align*}
\]

\[
\begin{align*}
\partial^2 K_{2\kappa}^{(j)am}(x-y) + g f^{abc} (\partial^{\mu} (F_{2\mu\nu}(x,x,y) +
K^{(j)b}_{2\kappa}(x-y) G^{(j)c}_{1\mu}(x) + P_1^{(e)b}(x) G^{(j)c}_{2\nu\kappa}(x-y)) = 0. \tag{14}
\end{align*}
\]
yield

\[ \partial^2 G^{\text{cm}}_{2\nu\kappa}(x - y) + g f^{abc}(\partial^\mu G^{\text{bcm}}_{3\mu\nu\kappa}(0, x - y) + \partial^\mu G^{\text{dm}}_{2\mu\kappa}(x - y)) G^{c}_{1\nu}(x) + \partial^\mu G^{b}_{1\mu}(x) G^{\text{cm}}_{2\nu\kappa}(x - y) \]

\[-\partial^\nu G^{\text{bcm}}_{3\mu\nu\kappa}(0, x - y) - \partial^\nu G^{\text{dm}}_{3\mu\nu\kappa}(x - y) G^{c}_{1\nu}(x) - \partial^\nu G^{b}_{1\mu}(x) G^{\text{cm}}_{2\nu\kappa}(x - y) \]

\[ + g f^{abc} \partial^\nu G^{\text{bcm}}_{3\mu\nu\kappa}(0, x - y) + g f^{abc} \partial^\nu G^{\text{dm}}_{3\mu\nu\kappa}(x - y) G^{c}_{1\nu}(x) + g f^{abc} \partial^\nu G^{b}_{1\mu}(x) G^{\text{cm}}_{1\nu\kappa}(x - y) \]

\[ + g^2 f^{abc} f^{def} (G^{\mu\nu\kappa}_{4\mu\nu\kappa}(0, x - y) + G^{\mu\nu\kappa}_{3\mu\nu\kappa}(0, x - y) G^{e}_{1\nu}(x) + G^{\mu\nu\kappa}_{2\nu\kappa}(0) G^{\text{em}}_{2\nu\kappa}(x - y) \]

\[ + G^{\nu\kappa}_{3\mu\nu\kappa}(0, x - y) G^{\text{b}}_{1\mu}(x) + G^{\nu\kappa}_{2\nu\kappa}(0) G^{\text{dm}}_{2\mu\kappa}(x - y) + G^{\nu\kappa}_{2\nu\kappa}(0) G^{\text{dm}}_{2\mu\kappa}(x - y) + G^{\nu\kappa}_{1\mu}(x) G^{\text{cm}}_{3\mu\nu\kappa}(0, x - y) + \]

\[ G^{\nu\kappa}_{2\nu\kappa}(x - y) G^{\nu\kappa}_{1\nu}(x) + G^{\nu\kappa}_{2\nu\kappa}(x - y) G^{\nu\kappa}_{1\nu}(x) + G^{\nu\kappa}_{1\nu}(x) G^{\text{cm}}_{3\mu\nu\kappa}(0, x - y) \]

\[ = g f^{abc} (\partial^\nu K^{\text{bcm}}_{3\mu\nu\kappa}(0, x - y)) + \partial^\nu (P^{\text{b}}_{1\nu}(x) K^{\text{cm}}_{2\nu\kappa}(x - y)) + \partial^\nu (P^{\text{b}}_{2\nu}(x - y) P^{\text{c}}_{1\nu}(x)) \]

\[ \delta^2 P^{\text{b}}_{2\nu}(x - y) + g f^{abc} \partial^\nu (K^{\text{bcm}}_{3\mu\nu\kappa}(0, x - y) + P^{\text{b}}_{2\nu}(x - y) G^{\text{cm}}_{1\mu}(x) + \]

\[ P^{\text{b}}_{1\mu}(x) K^{\text{cm}}_{2\nu\kappa}(x - y)) = \delta^2 \delta^4(x - y) \]

\[ \delta^2 K^{\text{cm}}_{2\nu\kappa}(x - y) + g f^{abc} \partial^\nu (L^{b\text{cm}}_{2\mu\kappa}(0, x - y)) + \]

\[ K^{\text{cm}}_{2\nu\kappa}(x - y) G^{\text{cm}}_{1\mu}(x) + P^{\text{b}}_{1\nu}(x) G^{\text{cm}}_{2\nu\kappa}(x - y) = 0. \]  

Finally, let us state the partition function we just obtained that can be written as

\[ Z[j] = \sum_{n=1}^{\infty} \frac{1}{n!} \int dx_1 \ldots dx_n G^{a_1 \ldots a_n}_{\mu_1 \ldots \mu_n}(x_1, \ldots, x_n) j^{\mu_1 a_1}(x_1) \ldots j^{\mu_n a_n}(x_n). \]  

In the infrared limit, it will be enough to write down for the action

\[ S = \frac{1}{2} \int dx_1 dx_2 j^{\mu_1 a_1}(x_1) G^{a_1 a_2}_{2\mu_1 \mu_2}(x_1 - x_2) j^{\mu_2 a_2}(x_2). \]

**IV. SOLUTION OF THE DYSON-SCHWINGER EQUATIONS AND SPECTRUM OF THE THEORY**

The solution of the equations obtained in the preceding section can be obtained by the mapping theorem. So, just stating the 1P- and 2P-correlation functions of the scalar field, we are able to solve the corresponding set of equations for the Yang-Mills theory.

For the 1P-function, one gets for the scalar field

\[ \phi(x) = \sqrt{\frac{2\mu^4}{m^2 + \sqrt{m^4 + 2Ng^2\mu^4}}} \times \]

\[ \text{sn}(p \cdot x + \chi, \kappa), \]  

\[ (18) \]
being sn a Jacobi elliptical function, \( \mu \) and \( \chi \) arbitrary integration constants and \( m^2 = 2Ng^2\Delta \phi(0) \). Then,

\[
\kappa = \frac{-m^2 + \sqrt{m^4 + 2Ng^2\mu^4}}{-m^2 - \sqrt{m^4 + 2Ng^2\mu^4}}
\]

This is true provided that the following dispersion relation holds

\[
p^2 = m^2 + \frac{Ng^2\mu^4}{m^2 + \sqrt{m^4 + 2Ng^2\mu^4}}.
\]

Then, for the Yang-Mills theory, using the mapping theorem in the Landau gauge, one has

\[
A_{\mu}^a(x) = \eta_{\mu}^a \phi(x).
\]

Similarly, for the 2P-function for the scalar field in momenta space, it is [30]

\[
\Delta(p) = M \hat{Z}(\mu, m, Ng^2) \frac{2\pi^3}{K^3(\kappa)} \times
\]

\[
\sum_{n=0}^{\infty} (-1)^n \frac{e^{-(n+\frac{1}{2})\pi \frac{K'(|\kappa|)}{K(\kappa)}}}{1 - e^{-(2n+1)\frac{K'(|\kappa|)}{K(\kappa)}}} \times
\]

\[
(2n + 1)^2 \frac{1}{p^2 - m^2_n + i\epsilon}
\]

being

\[
M = \sqrt{m^2 + \frac{Ng^2\mu^4}{m^2 + \sqrt{m^4 + 2Ng^2\mu^4}}},
\]

and \( \hat{Z}(\mu, m, Ng^2) \) a given constant. This gives rise to a gap equation for the mass shift \( m \) on the theory spectrum \( m_n \) [30].

V. EFFECTIVE POTENTIAL

In order to compute the effective potential for the Casimir effect, we consider the simplest geometrical setting. We assume infinite plane boundaries for the axes \( x,y \) and periodic boundary condition on the \( z \) coordinate. In our case, it is not difficult to write down the expected effective potential having an action made up of a sum of free contributions.

A. Scalar field theory

The action has the very simple form in Euclidean metric

\[
S = -\frac{1}{2} \int \frac{d^4p}{(2\pi)^4} j(p)\Delta(p)j(-p) = \sum_{n=0}^{\infty} B_n \int \frac{d^4p}{(2\pi)^4} j(p)\frac{1}{p^2 + m^2_n}j(-p)
\]

(24)
showing a sum of weighted free propagators. Now, this gives us the effective action

\[ \Gamma = -\frac{1}{2} \sum_{n=0}^{\infty} B_n \log \det(p^2 + m_n^2) \]  

(25)

and using the standard relation \(\ln \det = \text{Tr} \log\), with the given boundary conditions one has

\[ -\frac{\Gamma}{T} = E_0 = \frac{1}{2} \sum_{n=0}^{\infty} B_n \int \frac{dp_0 dp_1 dp_2}{(2\pi)^3} \sum_{n_z=-\infty}^{\infty} \log \left( p_0^2 + p_1^2 + p_2^2 + \left( \frac{2n_z \pi}{L} \right)^2 + m_n^2 \right) S \]  

(26)

being \(L\) the distance between the two slabs, \(S\) the surface of the boundary. In order to get the Casimir contribution we have to evaluate this expression. Firstly, we note that the sum on \(n_z\) is well-known in thermal field theory as a Matsubara sum [32]. So, one has

\[ \frac{1}{2} \sum_{n_z=-\infty}^{\infty} \log \left( \omega_n^2 + \left( \frac{2n_z \pi}{L} \right)^2 \right) = \frac{L \omega_n}{2} + \ln \left( 1 - e^{-L \omega_n} \right) + \text{constant} \]  

(27)

being \(\omega_n = \sqrt{p_0^2 + p_1^2 + p_2^2 + m_n^2}\) and the constant is divergent but independent on \(L\) or \(\omega\). Then, the Casimir term is straightforwardly obtained as [2]

\[ E_C(L) = \sum_{n=0}^{\infty} B_n \int \frac{d^3p}{(2\pi)^3} \ln \left( 1 - e^{-L \omega_n} \right) S. \]  

(28)

This is the standard result if there is no mass spectrum and no mass gap, that is \(m_n \to 0\). In the infrared limit, being \(m_n\) finite, we have to pursue a different approach. We should consider small momenta and a cut-off \(\mu\), the same as in the mass spectrum. Then, we are able to evaluate the integral. One has

\[ E_C(L) \approx -\sum_{n=0}^{\infty} B_n e^{-L m_n} \frac{\mu^3}{6\pi^2} S \approx -B_0 e^{-L m_0} \frac{\mu^3}{6\pi^2} S \]  

(29)

where the approximation \(L m_0 \gg 1\) for the mass gap has been used. We can conclude from this equation that, in the infrared limit, the Casimir contribution is exponentially small. This result should be expected from the simple fact that the appearance of a mass gap makes forces short-ranged.

**B. Yang-Mills theory**

Due to the existence of a mapping theorem between scalar and Yang-Mills fields we can draw a similar conclusion for a gluonic field. This conclusion can change when either quarks
are present or a mass gap goes to zero increasing momenta scale recovering asymptotic freedom. This makes interesting a study at finite temperature with given boundaries. So, taking at the infrared trivial fixed point the action

$$S_0 = -\frac{1}{2} \int \frac{d^4p}{(2\pi)^4} j^{\mu a}(p) D^{ab}_{\mu\nu}(p) j^{\nu b}(-p)$$

being

$$D^{ab}_{\mu\nu}(x - y) = \delta_{ab} \left( \eta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2} \right) \Delta(p)$$

the gluon propagator in the Landau gauge and $\Delta(p)$ the propagator of the scalar field. But if we use current conservation the action is immediately reduced to

$$S_0 = -\frac{1}{2} \int \frac{d^4p}{(2\pi)^4} j^{\mu a}(p) \Delta(p) j^{a \mu}(-p)$$

that maps perfectly on the action of the scalar field provided a multiplying factor $d(N^2 - 1)$ that is exactly the number of current products. This means that the result is identical to the one of the scalar field apart an inessential numerical factor and we can conclude that the Casimir effect is exponential small also in Yang-Mills theory as expected.

The result we obtained is consistent with recent lattice computations. Besides, they get for an estimation of the mass gap of the theory $m_0/\sqrt{\sigma} \approx 1.37$, $\sigma$ is the well-known string tension that in real world is about $(440 \text{ MeV})^2$, while our computations provide $m_0/\sqrt{\sigma} \approx 1.19$ that is in very close agreement with their lattice data.

VI. CONCLUSIONS

Using recent analyses, both theoretical and numerical ones, on the behavior of the propagators of quantum field theories in the infrared limit made quite simple to derive the behavior of the corresponding vacuum in presence of a simple boundary. In the deep infrared we must expect a quite different behavior for a Yang-Mills theory due to a non-trivial vacuum, generally non-perturbatively well-described by a liquid of instantons, due to the appearance of a mass gap in the theory. A massive scalar field in the free case shows a Casimir contribution exponentially small. Here, we can see the same phenomenon to appear as both a massless scalar field theory and Yang-Mills theory acquire mass dynamically displaying a mass gap. But the situation and even more better due to the fact that these theories hit a trivial infrared fixed point making for us very easy to adopt the approaches for free theories. In
the near future will be very interesting to extend this analysis to more complex boundaries and include quark matter.
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