Stochastic Geometric Iterative Method for Loop Subdivision Surface Fitting
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Abstract. In this paper, we propose a stochastic geometric iterative method to approximate the high-resolution 3D models by finite Loop subdivision surfaces. Given an input mesh as the fitting target, the initial control mesh is generated using the mesh simplification algorithm. Then, our method adjusts the control mesh iteratively to make its finite Loop subdivision surface approximates the input mesh. In each geometric iteration, we randomly select part of points on the subdivision surface to calculate the difference vectors and distribute the vectors to the control points. Finally, the control points are updated by adding the weighted average of these difference vectors. We prove the convergence of our method and verify it by demonstrating error curves in the experiment. In addition, compared with an existing geometric iterative method, our method has a faster fitting speed and higher fitting precision.
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1 Introduction

In recent years, with the improvement of the performance of digital equipment, large-scale 3D point clouds and high-resolution triangular meshes have a significant increase in CAD and CAM. These data often have a large volume and hold noise, thus bringing challenges to the related geometric processing algorithms. A popular method for preprocessing large-scale 3D data is surface fitting, which is designed to approximate or interpolate the input data by optimizing the control points of commonly used parametric surfaces, such as B-splines and subdivision surfaces. It makes the fitting surfaces applicable for follow-up studies, such as texture mapping, iso-geometric simulation and calculation of geometric operators [21].

Geometric iterative methods (GIMs) are a class of iterative methods for surface and curve fitting, which have clear geometric meanings and are easy to integrate geometric constraints in the iteration [11]. In the past 20 years, GIMs are successfully employed in geometric design [11], data fitting [12], reverse engineering [9], mesh and NURBS solid generation [20]. Although GIM is an effective tool for data fitting, there are still slow calculations and even memory
overflow when the data size is enormous. For example, in the fast calculation research of the Laplace-Beltrami eigenproblem [21], for dense meshes, surface fitting takes up much time if the iterative algorithm is not optimized. Therefore, the GIMs still have the potential to be improved for efficient large-scale data fitting.

In this paper, we propose the Stochastic Geometric Iterative Method (S-GIM) to implement the Loop subdivision surface fitting. Given a high-resolution mesh, our method can quickly generate a finite subdivision surface that approximates the original mesh. Specifically, we first generate an initial control mesh through a mesh simplification algorithm. Then, for all data points, the nearest neighbor searching is used to determine their foot points on the finite subdivision surface. In iteration, different from the classic geometric approximation algorithms [10,19], we randomly select “a batch of foot points” to compute geometric distances (difference vectors) and weigh the vectors to update each control point. Finally, we theoretically prove the convergence of our proposed method. Experimental results show that the S-GIM speeds up the iteration and ensures the fitting precision. Compared with the classic geometric approximation method [10], S-GIM has a shorter running time and lower error under the same number of iteration steps. In conclusion, our method has significant superiority for handling large-scale data fitting problems.

1.1 Related work

Optimization fitting and GIMs [11] are the two most classical fitting methods. The former needs to solve a minimization problem by constructing linear [5] or nonlinear [6,16] systems. GIMs, including progressive iterative approximation (PIA) methods [3,2] and geometric interpolation/approximation methods [15,19,10], define and refine an initial mesh iteratively. In PIA, a one-to-one relationship is established amongst data points and parameter nodes on the fitting surface(curve). Each parameter node corresponds to a point on the fitting surface(curve), which is called foot point. Then, the method computes the difference vectors between data points and foot points, and displaces the control points through the weighted average of the difference vectors iteratively.

On the other hand, in some interpolation or fitting tasks, foot points with fixed parameters are not determined for data points. Maekawa et al. [15] proposed the geometric interpolation algorithm for this situation. On the fitting surface, the point closest to the data point is set as the foot point. Thus, the geometric distance, i.e., the distance between a data point and its foot point is employed in the iterations of the geometric interpolation algorithm. Later, Nishiyama et al. [19] developed a geometric approximation method for the Loop subdivision surface fitting. Assuming that data points are given on triangular mesh, the fitting method first constructs a control mesh by using the QEM mesh simplification [4], and then applies the Newton’s method to search the foot points on the limit Loop subdivision surface. Lin et al. [10] improved the approximation algorithm in the study of building the surface of volume subdivision fitting. Lin’s method uses finite multi-linear cell-averaging (MLCA) surfaces to replace
the limit subdivision surfaces, then converts the problem of searching the closest point on the parametric surface into searching the closest point on a discrete mesh. Compared with the Newton’s method that needs to derive the gradient, using finite subdivision surface can search the closest point faster and is also easier to be extended to other parametric surfaces, like NURBS.

2 Methodology

In this section, the detailed steps of S-GIM are introduced. At the same time, we theoretically prove the convergence of S-GIM. Through the input of an original high-resolution mesh $M$ (Fig. 1(a)), the S-GIM obtains a control mesh $M_0$ (Fig. 1(c)) and its finite subdivision surface $M_k$ (Fig. 1(d)), where the $M_k$ approximates the $M$ through iterations.

2.1 Stochastic geometric iterative method

Precomputation: Before introducing the iteration algorithm, the preprocessing work should be carried out in the following steps.

Firstly, we use the Loop subdivision surface as the fitting surface because it is easier to obtain the triangular control mesh than regular quadrilateral grids (B-splines). In this way, for complex 3D models, we can avoid surface segmentation, which is unavoidable in constructing the B-spline (or NURBS) control grids. In S-GIM, the initial control mesh $M_0$ (Fig. 1(b)) is generated using the QEM mesh simplification method. Referring to the suggestions in [19] and [17], the number of vertices of $M_0$ is set to be $1 - 5\%$ of $M$, which generally leads to good results.

Secondly, after fixing the number of subdivision times $k$, we can obtain $M_k$ through $k$ times Loop subdivision. Before the iterations, for all points (foot points) on $M_k$, their fitting targets (data points on $M$) are determined by nearest neighbor search. In S-GIM, the bounding box space of $M_k$ is divided into $100 \times 100 \times 100$. Then, for all data points on $M$, we can quickly find their nearest points on $M_k$. Notably, in our experiments, we have found that using simple space division can find the nearest points faster than the KD tree method [18].

Finally, for each foot point $p_j \in M_k$, we obtain a data point $p_j^* \in M$, whose nearest point on $M_k$ is $p_j$. If there are several data points whose nearest point is $p_j$, we calculate their mean as $p_j^*$.

Iteration: Let $n_k$ be the number of foot points on $M_k$, and $n_0$ be the number of control points on $M_0$. Each iteration of our method can be expressed as the following steps:

1. Randomly pick $r\%$ foot points, and denote their index set as $\mathcal{I} = \{a_1, a_2, ..., a_{n_k+r\%}\}$.
2. For each selected foot point $p_j \in M_k$, $j \in \mathcal{I}$, its fitting target is $p_j^* \in M$.
3. Calculate the difference vector $\delta_j = p_j^* - p_j$, and distribute $\delta_j$ to the control points on mesh $M_0$ that generate $p_j$.
4. For each control point $v$ on $M_0$, average the distributed difference vectors, then obtain the difference vector $\Delta$. 
5. The control point $v$ is updated as $v = \Delta + v$.
6. Subdivide $M_0$ $k$ times to produce a new finite subdivision surface $M_k$.
7. The above steps are performed iteratively until the fitting precision is reached.

The details of the above iteration steps are elucidated in the following.

In the first step, not all points on $M_k$ are used to calculate the difference vectors in each iteration. We call this the “random batch” in S-GIM, which is borrowed from the conception of “mini-batch” in the data training of deep learning. The number $r$ is called the sample rate. In S-GIM, the points of $M_k$ is far more than those of $M_0$, that is, the variables in fitting (coordinates of all control points on $M_0$) are less than the amount of training data. Therefore, it is reasonable to use a part of the data to update $M_0$ in each iteration. Naturally, we need to prove the convergence of our stochastic method in the geometric
iterations. We give a theoretical proof in Section 2.2 and show the experimental results for verification in Section 3.

In the second step, the fitting targets $p^*_j (j = 1, \ldots, n_k)$ are updated in the first few iterations. That is, the nearest neighbor search from $M$ to $M_k$ is implemented in these several iterations. However, following the suggestion in [10], after the first few iterations, the fitting targets for $p_j (j = 1, \ldots, n_k)$ are fixed on certain points. And then, the time consumption of this step is significantly reduced in later iterations. Other methods for searching the nearest points are given in [19] and [13]. In [19], the Newton’s method is employed to calculate the parameter coordinates of the nearest point on the limit surface. The search time is in the same order of magnitude as in S-GIM. However, compared with our method, the Newton’s method is more difficult to be implemented and extended to other representation of surfaces (e.g. B-splines). In [13], a bijection between $M$ and $M_k$ is established during the preprocessing, and then, the nearest point of $p_j$ is fixed at the beginning. Thereby, the search time is less than those of our method and the Newton’s method. However, the fitting precision is worse than other methods.

In the third step, the difference vector $\delta_j$ is defined as

$$\delta_j = p^*_j - p_j.$$  \hspace{1cm} (1)

It will be distributed to all control points that control the point $p_j$. Based on the rules of Loop subdivision [14], $p_j$ is a linear combination of some control points $v_i \in M_0, i = 1, \ldots, n_0$, i.e.,

$$p_j = \sum_{i=1}^{n_0} c_{ji} v_i,$$  \hspace{1cm} (2)

where the coefficient $c_{ji}$ can be easily obtained from the subdivision process. Since the subdivision surface is locally controlled by the control points, the coefficients are mostly zero. Thus, the weighted difference vector $c_{ji} \delta_j$ is distributed to the control point $v_i$.

In the fourth step, for a control point $v_i$ with a set of weighted difference vectors sequence $\{c_{ji} \delta_j, j \in I\}$, the difference vector $\Delta$ for $v_i$ is averaged as

$$\Delta = \eta \sum_{j \in I} c_{ji} \delta_j,$$  \hspace{1cm} (3)

where $\eta$ is the step size, which can be adjusted during iteration to ensure convergence. In this paper, the setting of $\eta$ is referenced from the least squares PIA (LS-PIA) method in [3]. We set $\eta = \frac{1}{\max \{\sum_{j=1}^{n_k} c_{ji}, i=1, \ldots, n_0\}}$, which can obtain stable convergence results in the experiment.

In the fifth step, $\Delta$ is added to the control point as

$$v_i = \Delta + v_i.$$  \hspace{1cm} (4)

$M_k$ can be updated on the basis of the new control mesh $M_0$ in the sixth step.
Finally, to measure the fitting precision, we use the root mean square (RMS)

\[ e_r^{(t)} = \sqrt{\frac{\sum_{j \in I} \| \delta_j^{(t)} \|^2}{n_k \times r\%}}, \quad (5) \]

or

\[ e^{(t)}_{100\%} = \sqrt{\frac{\sum_{j=1}^{n_k} \| \delta_j^{(t)} \|^2}{n_k}}, \quad (6) \]

which computes the distance between the subdivision surface \( M_k \) and the original mesh \( M \) after \( t \) times of iterations. The latter requires more calculation time than the former. The above steps are performed iteratively until the relative change of the error is less than the preset value, i.e.,

\[ \left| e^{(t+1)} / e^{(t)} - 1 \right| < \varepsilon_0. \quad (7) \]

or the number of iteration steps reaches a preset value.

We summarize our S-GIM in Algorithm 1 and prove the convergence of our method in the next section.

**Algorithm 1** Stochastic geometric iterative method

| Input: | original mesh \( M \); number of control points \( n_0 \); number of subdivision times \( k \); sample rate \( r \). |
|--------|-------------------------------------------------|
| \( M_0 \) ← QEM(\( M, n_0 \)); | |
| \( M_k \) ← Loop Subdivision(\( M_0, k \)). | |
| while do | |
| Pick \( r\% \) foot points on \( M_k \), and build the index set \( I = \{ a_1, a_2, ..., a_{n_k \times r\%} \} \); | |
| for \( j \) in \( I \) do | |
| Determine \( p_j \)'s fitting data \( p_j^{*} \); | |
| \( \delta_j = p_j^{*} - p_j ; \) | |
| Distribute \( \delta_j \) to \( p_j \)'s control points; | |
| end for | |
| \( e^{(t)} \) ← Eq. [5] or Eq. [6]; | |
| If Eq. [7] or the steps reaches the preset value, break. | |
| for all \( v \) in \( M_0 \) do | |
| \( \Delta \) ← Eq. [3]; | |
| \( v = \Delta + v. \) | |
| end for | |
| \( M_k \) ← Loop Subdivision(\( M_0, k \)); | |
| end while | |
| Output: \( M_k \). | |

2.2 The Proof of the convergence

In order to prove the convergence of our method, we first convert the above iterative steps into a matrix form, and then explain the relationship between...
our method and the stochastic gradient descent, that is, the special case of the method that randomly selects one foot point in each iteration, is same to the standard stochastic gradient descent [22]. Finally, following the line in [22], we prove the convergence of our method that randomly selects a part of the data in each iteration.

The matrix form of iteration: In S-GIM, the calculations (including difference vectors and all points) on \(xyz\)-axes are independent. Thus, in the proof, we only discuss the case of calculation in one dimension. In each iteration, the control points are the updated object, which can be expressed as a matrix as 

\[
V = \begin{bmatrix} v_1 & v_2 & \cdots & v_n \end{bmatrix}^T \in \mathbb{R}^{n_0 \times 1}.
\]

We denote \(V\) at the \(t\)-th iteration as \(V_t\).

At first, we discuss the situation of selecting a foot point \(p_j\) for fitting. At this time, according to Eq. 2, the difference \(\delta_j = p_j^* - p_j\) is distributed to the control points that generate

\[
p_j = c_{j1}v_1 + c_{j2}v_2 + \cdots + c_{jn_0}v_{n_0} = C_j^TV_{t-1},
\]

where \(C_j^T = [c_{j1}, c_{j2}, \ldots, c_{jn_0}]^T \in \mathbb{R}^{1 \times n_0}\) is a row vector. Then, by using Eq. 3, the update of \(V_t\) in Eq. 4 can be expressed as

\[
V_t = V_{t-1} + \eta_t(p_j^* - C_j^TV_{t-1})C_j.
\]

Standard Stochastic Gradient Descent: Eq. 8 can be seen as a standard SGD process in [22]. In \(t\)-th iterations, let \((C_j, p_j^*) = (X_t, Y_t)\), the coefficients of foot point, \(C_j\), is regarded as the training data \(X_t \in \mathbb{R}^{n_0 \times 1}\), the fitting target \(p_j^*\) is regarded as the label \(Y_t\). Let the prediction function be 

\[
f(X_t, V) = X_t^TV,
\]

and the loss function be

\[
L(f, Y_t) = \frac{1}{2}(Y_t - f)^2.
\]

After rewriting Eq. 8 as

\[
V_t = V_{t-1} + \eta_t(Y_t - X_t^TV_{t-1})X_t
= V_{t-1} - \eta_t L'_1(X_t^TV_{t-1}, Y_t)X_t,
\]

where \(L'_1(p, q) = \frac{\partial}{\partial p} L(p, q)\), Eq. 10 is equal to the unregularized standard SGD [22], which is the process to solve the optimization problem

\[
V = \arg\min_W E_{X,Y} L(W^TX, Y),
\]

where \(X, Y\) is the sample space of data, and \(E(\cdot)\) is the expectation. The convergence of Eq. 10 has been proven in [122], where a convergence bound for the average loss of a finite sample sequence is obtained.

Proof of the convergence of S-GIM: In each iteration of S-GIM, supposing the size of batch is \(m = [r\% \times n_k]\), then the training data is \(\{X_{t,1}, X_{t,2}, \ldots, X_{t,m}\}\).
The iteration of $V_t$ turns into

$$V_t = V_{t-1} + \eta \sum_{i=1}^{m} (Y_{t,i} - V_{t-1}^T X_{t,i}) X_{t,i}$$

$$= V_{t-1} - \eta \sum_{i=1}^{m} L'_1(V_{t-1}^T X_{t,i}, Y_{t,i}) X_{t,i}$$

(12)

Our proof estimates the error boundary between $V_t$ and $V$ according to the method of [22], which is a more compact analysis method than that of [117]. The proof is based on the following decomposition:

$$\|V_t - V\|_2^2 = \|(V_t - V) - \eta \sum_{i=1}^{m} L'_1(V_{t-1}^T X_{t,i}, Y_{t,i}) X_{t,i}\|_2^2$$

$$= \|V_{t-1} - V\|_2^2 + \eta^2 \sum_{i=1}^{m} L'_1(V_{t-1}^T X_{t,i}, Y_{t,i}) X_{t,i}\|_2^2$$

$$- 2\eta \sum_{i=1}^{m} L'_1(V_{t-1}^T X_{t,i}, Y_{t,i}) X_{t,i}(V_{t-1} - V)$$

$$\leq \|(V_{t-1} - V)\|_2^2 + \eta^2 \sum_{i=1}^{m} \|L'_1(V_{t-1}^T X_{t,i}, Y_{t,i}) X_{t,i}\|_2^2$$

$$- 2\eta \sum_{i=1}^{m} (L(V_{t-1}^T X_{t,i}, Y_{t,i}) - L(V^T X_{t,i}, Y_{t,i}) + d_L(V_{t-1}^T X_{t,i}, V^T X_{t,i}; Y_{t,i})),$$

where $\|\sum \vec{a}_i\|_2^2 \leq \sum \|\vec{a}_i\|_2^2$, and $d_L(p, q; y) = L(q, y) - L(p, y) - L'_1(p, y)(q - p)$, $d_L(p, q; y)$ is the Bergman divergence. For the convex function $L$, $d_L(p, q; y)$ is always $\geq 0$ [22]. By using the assumptions in [22], we have $(L'_1(p, y))^2 \leq AL(p, y) + B$, the sup of $\|X\|_2 \leq M$, and $B = 0$ (the loss function is least square), the result of Eq. [13] is

$$\|V_t - V\|_2^2 - \|V_{t-1} - V\|_2^2 \leq \eta^2 \sum_{i=1}^{m} \|L'_1(V_{t-1}^T X_{t,i}, Y_{t,i}) X_{t,i}\|_2^2$$

$$- 2\eta \sum_{i=1}^{m} (L(V_{t-1}^T X_{t,i}, Y_{t,i}) - L(V^T X_{t,i}, Y_{t,i})).$$

(13)

$$\leq \eta^2 AM^2 \sum_{i=1}^{m} L(V_{t-1}, X_{t,i}, Y_{t,i})$$

$$- 2\eta \sum_{i=1}^{m} (L(V_{t-1}^T X_{t,i}, Y_{t,i}) - L(V^T X_{t,i}, Y_{t,i})).$$

(14)
Setting $\eta_t = \eta$, summing Eq. [14] over $t = 1, \ldots, T$ and rearranging, we obtain
\[
\left(1 - \frac{\eta}{2} AM^2\right) \frac{1}{mT} \sum_{t=1}^{T} \sum_{i=1}^{m} L(V_{t-1}^T X_{t,i}, Y_{t,i}) \leq \inf_{V} \frac{1}{mT} \sum_{t=1}^{T} \sum_{i=1}^{m} L(V^T X_{t,i}, Y_{t,i}) + \frac{1}{2\eta m T} \left\| V - V_0 \right\|_2^2.
\] (15)

In S-GIM, $\eta$ is small, but $\eta m T$ is large, then the loss is almost as small as that of the best result of Eq. [11]. This conclusion is the same as Theorem 5.1 in [22] (standard SGD), which means that the convergence of S-GIM is the same as that in the standard stochastic gradient descent, i.e., as $T \to \infty$, $E(L(V_T))$ converges to the optimal value if $\eta_t \to 0$.

3 Experimental results

In this section, the S-GIM for the Loop subdivision fitting is implemented on an i7-9750H 2.60GHz PC with 16G RAM, and compared with a related subdivision surface fitting method [10]. The effectiveness of our method is demonstrated in the following figures and tables.

In Fig. 2, the model in Fig. 1 is tested. We set the sample rate $r$ as the experimental variable, and draw the error curves under different $r$ values. The figure shows that, when $r = 100\%$, i.e., all data are used for each iteration, the convergence speed of the error curve is fastest. When $r = 50\%$, its error curve almost coincides with that of $r = 100\%$, which means that selecting half of the data for each iteration does not affect the convergence, but can reduce the time consumption of each iteration. Then, we further reduce the sample rate, when $r = 20\%$ and $r = 10\%$, the convergence speeds are slower than those of $r = 50\%$ and $r = 100\%$. However, the curves still converge to a value close to $r = 50\%$ and
Finally, when \( r = 5\% \), the error curve converges to an error which is larger than others at the 100-th steps, and the curve fluctuates (error increases at some steps), which will cause mistakes in judging whether to stop the iteration based on Eq.7. So it is inappropriate to choose a lower sample rate for S-GIM. Fig. 2 discusses the convergence of our method from the aspect of experiment, and provides a reference for selecting the parameter \( r \). In our experiments, \( r \) is set to \( 10^{-20\%} \), which can ensure that the error is close to that of \( r = 100\% \) and make the iterations as fast as possible.

In Fig. 3, we demonstrate the number of iteration steps and time consumption required to reach the preset error under different sample rates. Let \( e^{(30)}_{100\%} \) and \( e^{(50)}_{100\%} \) be the errors in the 30-th and 50-th step respectively, and we preset them as the expected errors. Then our algorithm is tested under varying sample rates. The iteration is stopped when the error reaches the preset \( e^{(30)}_{100\%} \) or \( e^{(50)}_{100\%} \). The “rate-time” and “rate-step” curves are displayed in Fig. 3. The blue solid and dotted line set \( e^{(30)}_{100\%} \) as the expected error. The red solid and dotted line set \( e^{(50)}_{100\%} \) as the expected error. It is shown in Fig. 3 that, as the sample rate decreases, the number of iteration steps required to reach the preset error increases. However, when \( 40\% < r < 100\% \), the change in the number of steps is not evident, thereby corresponding to the result in Fig. 2 that is, the error curves of \( r = 50\% \) and \( r = 100\% \) are close. In addition, although the number of steps is increasing, the total iteration time is decreasing. Except when \( r = 5\% \), the number of iteration steps increases largely, and the total calculation time increases. In conclusion, choosing a proper sample rate can reduce the iteration time and ensure the error, thus setting \( r = 10 - 20\% \) is the best choice.

Finally, we list the test parameters and results in Table 1 and compare them with the progressive volume subdivision fitting in [10]. Meanwhile, the four models tested in the Table 1 with their fitting results are shown in Fig. 4. In all experiments, the number of iteration steps is fixed to 50, then, the errors and time consumption of all models and different methods at 50 steps can be
Table 1. Comparisons with other method.

| Model     | Original mesh | Control mesh | Sub. times | Error($10^{-3}$) | Time(s) | QEM | Loop | Iteration | Total |
|-----------|---------------|--------------|------------|-------------------|---------|-----|------|-----------|-------|
| Cube8(Fig. 1 & 2) | 163k | 0.4k | 3 | **6.423** | 81.02% | 2.90% | 16.07% | **5.033** |
| Bunny(Fig. 5) | 37k | 0.3k | 3 | **3.889** | 75.82% | 5.51% | 18.67% | **1.034** |
| Armadillo | 221k | 2k | 2 | **161.328** | 48.29% | 0.85% | 50.87% | **13.799** |
| Buddha    | 543k | 7k | 2 | **0.957** | 69.45% | 1.69% | 28.83% | **13.568** |
| Cube8(Fig. 1 & 2) | 163k | 0.4k | 5 | 7.671 | 20.26% | 8.67% | 71.06% | 20.124 |
| Bunny(Fig. 5) | 37k | 0.3k | 4 | 5.277 | 36.28% | 6.34% | 57.38% | 2.161 |
| Armadillo | 221k | 2k | 4 | 166.851 | 21.23% | 6.49% | 72.28% | 31.384 |
| Buddha    | 543k | 7k | 3 | 1.121 | 26.12% | 3.12% | 70.75% | 36.073 |

compared. Results show that, for each tested model, the error of our method is smaller than that of the method in [10], and that the running time of our method is at least twice faster than that of [10].

4 Conclusion

In this paper, we propose the S-GIM method to fit large-scale meshes by Loop subdivision surfaces. Our method uses part of the data in each iteration to calculate the difference vectors and update the control points. At the same time, we prove that S-GIM is convergent. Experimental results show that when an appropriate sample rate ($r = 10\% - 20\%$) is selected, S-GIM can converge to the expected error and accelerate the convergence speed.

For future works, in order to further reduce the fitting error, we consider adding the incremental data fitting method [3] into S-GIM. In Fig. 5, the results show that increasing the control points can improve the quality of the fitted mesh. The incremental method inserts new control points during iterations. The results in [19] show that inserting control points during iterations improves the fitting precision while increases the time consumption. In addition, extending the S-GIM to other forms of parametric surface fitting problems, such as the geometric approximation of B-spline surfaces or NURBS surfaces, is also worthy of study. As long the amount of fitting data points is far higher than the number of control points that need to be adjusted, the S-GIM is feasible and easy to be promoted.

References

1. Cesa-Bianchi, N.: Analysis of two gradient-based algorithms for on-line regression. Journal of Computer and System Sciences 59(3), 392–411 (1999)
Fig. 4. The fitting results of all models tested in Table 1. The first row is the input large-scale models $M$, the second row is the control mesh $M_0$ after iteration, and the third row is the subdivision surface $M_k$ that generated by $M_0$.

2. Cheng, F., Fan, F., Lai, S., Huang, C., Wang, J., Yong, J.H.: Loop subdivision surface based progressive interpolation. Journal of Computer Science and Technology 24, 39–46 (03 2009). https://doi.org/10.1007/s11390-009-9199-2
3. Deng, C., Lin, H.: Progressive and iterative approximation for least squares B-spline curve and surface fitting. Computer-Aided Design 47, 32–44 (2014)
4. Garland, M., Heckbert, P.: Surface simplification using quadric error metrics. Proceedings of the ACM SIGGRAPH Conference on Computer Graphics 1997 (07 1997). https://doi.org/10.1145/258734.258849
5. Halstead, M., Kass, M., Derose, T.: Efficient, fair interpolation using Catmull-Clark surfaces. Proceedings of the ACM SIGGRAPH Conference on Computer Graphics 27 (12 2000). https://doi.org/10.1145/166117.166121
6. Hoppe, H., Derose, T., Duchamp, T., Halstead, M., Jin, H., McDonald, J., Schweitzer, J., Stuetzle, W.: Piecewise smooth surface reconstruction. Proceedings of the 21st annual conference on Computer graphics and interactive techniques pp. 295–302 (07 1994). https://doi.org/10.1145/192161.192233
Fig. 5. Increasing the control points can improve the quality of the fitted mesh.

7. Kivinen, J., Smola, A.J., Williamson, R.C.: Large margin classification for moving targets. In: Algorithmic Learning Theory. pp. 113–127. Springer, Berlin, Heidelberg (2002)
8. Lin, H., Bao, H., Wang, G.: Totally positive bases and progressive iteration approximation. Computers & Mathematics with Applications 50(3-4), 575–586 (2005)
9. Lin, H., Chen, W., Wang, G.: Curve reconstruction based on an interval b-spline curve. The Visual Computer 21, 418–427 (07 2005). https://doi.org/10.1007/s00371-005-0304-4
10. Lin, H., Jin, S., Liao, H., Jian, Q.: Quality guaranteed all-hex mesh generation by a constrained volume iterative fitting algorithm. Computer-Aided Design 67-68 (06 2015). https://doi.org/10.1016/j.cad.2015.05.004
11. Lin, H., Maekawa, T., Deng, C.: Survey on geometric iterative methods and their applications. Computer-Aided Design 95, 40–51 (2018)
12. Lin, H., Zhang, Z.: An efficient method for fitting large data sets using t-splines. SIAM Journal on Scientific Computing 35 (01 2013). https://doi.org/10.1137/120888569
13. Liu, H.T.D., Kim, V.G., Chaudhuri, S., Aigerman, N., Jacobson, A.: Neural subdivision. ACM Transactions on Graphics (TOG) 39(4), 124–1 (2020)
14. Loop, C.: Smooth subdivision surfaces based on triangles. Master’s thesis (01 1987)
15. Maekawa, T., Matsumoto, Y., Namiki, K.: Interpolation by geometric algorithm. Computer-Aided Design 39, 313–323 (04 2007). https://doi.org/10.1016/j.cad.2006.12.008
16. Marinov, M., Kobbelt, L.: Optimization methods for scattered data approximation with subdivision surfaces. Graphical Models 67, 452–473 (09 2005). https://doi.org/10.1016/j.gmod.2005.01.003
17. Marinov, M., Kobbelt, L.: Optimization methods for scattered data approximation with subdivision surfaces. Graphical Models 67(5), 452–473 (2005)
18. Muja, M., Lowe, D.: Flann-fast library for approximate nearest neighbors user manual. Computer Science Department, University of British Columbia, Vancouver, BC, Canada (2009)
19. Nishiyama, Y., Morioka, M., Maekawa, T.: Loop subdivision surface fitting by geometric algorithms. Poster proceedings of pacific graphics pp. 67–74 (2008)
20. Sasaki, Y., Takezawa, M., Kim, S., Kawaharada, H., Maekawa, T.: Adaptive direct slicing of volumetric attribute data represented by trivariate b-spline functions. The International Journal of Advanced Manufacturing Technology 91 (07 2017). https://doi.org/10.1007/s00170-016-9800-0

21. Xu, C., Lin, H., Hu, H., He, Y.: Fast calculation of Laplace-Beltrami eigenproblems via subdivision linear subspace. Computers & Graphics 97, 236–247 (2021). https://doi.org/https://doi.org/10.1016/j.cag.2021.04.019

22. Zhang, T.: Solving large scale linear prediction problems using stochastic gradient descent algorithms (01 2004). https://doi.org/10.1145/1015330.1015332