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Abstract—Multi-access edge computing (MEC) aims to extend cloud service to the network edge to reduce network traffic and service latency. A fundamental problem in MEC is how to efficiently offload heterogeneous tasks of mobile applications from user equipment (UE) to MEC hosts. Recently, many deep reinforcement learning (DRL) based methods have been proposed to learn offloading policies through interacting with the MEC environment that consists of UE, wireless channels, and MEC hosts. However, these methods have weak adaptability to new environments because they have low sample efficiency and need full retraining to learn updated policies for new environments. To overcome this weakness, we propose a task offloading method based on meta reinforcement learning, which can adapt fast to new environments with a small number of gradient updates and samples. We model mobile applications as Directed Acyclic Graphs (DAGs) and the offloading policy by a custom sequence-to-sequence (seq2seq) neural network. To efficiently train the seq2seq neural network, we propose a method that synergizes the first order approximation and clipped surrogate objective. The experimental results demonstrate that this new offloading method can reduce the latency by up to 25% compared to three baselines while being able to adapt fast to new environments.

Index Terms—Multi-access edge computing, task offloading, meta reinforcement learning, deep learning

1 INTRODUCTION

Recent years have witnessed the rapid advance of new computing and communication technologies, driving the increasing emergence of innovative mobile applications and services, such as augmented reality, virtual reality, face recognition, and mobile healthcare. These mobile applications introduce a significant surge in demands for computing and storage resources that are often provided by cloud servers. This situation generates huge network traffic between cloud and users, thus placing a heavy burden on the backhaul links and causing high service latency. Multi-access Edge Computing (MEC) [1] was recently introduced as a key technology to address this problem. The underlying principle of MEC is to extend cloud computing capabilities to MEC host at the network edge close to users, which can significantly alleviate network congestion and reduce service latency.

One of the key functionalities of MEC is task offloading (aka, computation offloading), which enables to offload computation-intensive tasks of mobile applications from user equipment (UE) to MEC host at the network edge. In real-world scenarios, many mobile applications (e.g., face recognition [2], gesture recognition [2], and augmented reality [3]) are composed of dependent tasks, which can be modelled as a Directed Acyclic Graph (DAG). Thus, offloading dependent tasks in a DAG with the minimum latency is a crucial problem in MEC. Since this problem is NP-hard, many existing solutions are based on heuristic or approximation algorithms [4]–[6]. However, these solutions rely heavily on expert knowledge or accurate mathematical models for the MEC system. Whenever the environment of the MEC system changes, the expert knowledge or mathematical models may need to be updated accordingly. Therefore, it is difficult for one specific heuristic/approximation algorithm to fully adapt to the dynamic MEC scenarios arisen from the increasing complexity of applications and architectures of MEC.

Deep Reinforcement Learning (DRL), which combines reinforcement learning (RL) with Deep Neural Network (DNN), provides a promising solution to the above challenge, because DRL can learn to solve complex problems such as games [7], robotics [8], and traffic scheduling [9] by trial and error without accurate models for the environment. More recently, researchers studied the application of DRL to various MEC task offloading problems [10]–[13]. They considered the MEC system including UE, wireless channels, and MEC host as one stationary RL environment and learn an offloading policy through interacting with the environment. However, these methods have weak adaptability for unexpected perturbations or unseen situations (i.e., new environments) like changes of applications, task numbers, or data rates. Because they have low sample efficiency and need full retraining to learn an updated policy for the new environment, they are time-consuming.

Meta learning [14] is a promising method to address the aforementioned issues by leveraging previous experiences
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across a range of learning tasks to significantly accelerate learning of new tasks. In the context of RL problems, meta reinforcement learning (MRL) aims to learn policies for new tasks within a small number of interactions with the environment by building on previous experiences. In general, MRL conducts two “loops” of learning, an “outer loop” which uses its experiences over many task contexts to gradually adjust parameters of the meta policy that governs the operation of an “inner loop”. Based on the meta policy, the “inner loop” can adapt fast to new tasks through a small number of gradient updates [15].

There are significant benefits of adapting MRL to solving the computation offloading problem. Firstly, specific policies for new mobile users can be fast learned based on their local data and the meta policy. Secondly, MRL training in the MEC system can leverage resources from both the MEC host and UE. More specifically, training for the meta policy (outer loop) is run on the MEC host and training for the specific offloading policy (inner loop) is processed on UE. Normally, the “inner loop” training only needs several training steps and a small amount of sampling data, thus the UE with limited computation resources and data is able to complete the training process. Finally, MRL can significantly improve the training efficiency in learning new tasks and make the offloading algorithm more adaptive to the dynamic MEC environment.

In this paper, we propose an MRL-based method that synergizes the first-order MRL algorithm with a sequence-to-sequence (seq2seq) neural network. The proposed method learns a meta offloading policy for all UE and fast obtains the effective policy for each UE based on the meta policy and local data. To evaluate the performance of the MRLCO under dynamic scenarios, we consider the following scenarios: 1) Heterogeneous users with personal preferences of mobile applications which are represented as DAGs with different heights, widths, and task numbers. 2) Varying transmission rates according to the distance between the UE and the MEC host.

The major contributions of this paper can be summarized as follows:

- This paper is the first of its kind to propose an MRL-based method (MRLCO) to address the computation offloading problem, achieving fast adaptation to dynamic offloading scenarios. MRLCO has high sample efficiency towards new learning tasks, thus it enables UE to run the training process by using its own data even with limited computation resources.
- We propose a new idea to model the dynamic computation offloading process as multiple MDPs, where the learning of offloading policies is decomposed into two parts: effectively learning a meta policy among different MDPs, and fast learning a specific policy for each MDP based on the meta policy.
- We convert the offloading decision process as a sequence prediction process and design a custom seq2seq neural network to represent the offloading policy. An embedding method is also proposed to embed the vertices of a DAG considering both its task profiles and dependencies. In addition, we propose a new training method which combines the first-order approximation and clipped surrogate objective to stabilize the training of the seq2seq neural network.
- We conduct simulation experiments using generated synthetic DAGs according to real-world applications, covering a wide range of topologies, task numbers, and transmission rates. The results show that MRLCO achieves the lowest latency within a small number of training steps compared to three baseline algorithms including a fine-tuning DRL method, a greedy algorithm, and a heterogeneous earliest finish time (HEFT) based heuristic algorithm.

The rest of the paper is organised as follows. A brief introduction to MEC, RL, and MRL is given in Section 2. The problem formulation for task offloading is presented in Section 3. The details of the MRLCO are described in Section 4. Evaluation results are presented and discussed in Section 5. The related work is reviewed in Section 6. We discuss the MRLCO and its future work in Section 7. Finally, Section 8 concludes the paper.

2 BACKGROUND

This section briefly introduces the background related to MEC, RL, and MRL.

2.1 Multi-access Edge Computing

Over recent years, MEC has been acknowledged as one of the emerging network paradigms, which can release the pressure introduced by an unprecedented increase in traffic volume and computation demands nowadays through enabling cloud services to the network edge. Typically, MEC hosts coupled with computation and storage resources are deployed in the network edge, supporting intensive computation and data processing. As such, MEC can alleviate the burden of backhaul links and cut down the service latency. MEC is beneficial to a wide variety of emerging applications that require high volume data and low latency, e.g., autonomous driving, augmented reality, and digital healthcare.

In practice, many mobile applications are composed of multiple tasks with inner dependencies among them, which can be offloaded to MEC hosts for processing. Specifically, the objective of task offloading is to find the optimal policy to partition an application into two groups of computation tasks with one executed on the UE and the other offloaded to an MEC host so that the total running cost is minimal.

2.2 Reinforcement Learning

RL considers learning from environment so as to maximize the accumulated reward. Formally, a learning task, \( T \), is modelled as an MDP, which is defined by a tuple \( (S,A,P,\mathbb{P}_0,R,\gamma) \). Here, \( S \) is the state space, \( A \) denotes the action space, \( R \) is a reward function, \( \mathbb{P} \) is the state-transition probabilities matrix, \( \mathbb{P}_0 \) is the initial state distribution, and \( \gamma \in [0,1] \) is the discount factor. A policy \( \pi(a|s) \), where \( a \in A \) and \( s \in S \), is a mapping from state \( s \) to the probability of selecting action \( a \). We define the trajectories sampled from the environment according to the policy \( \pi \) as \( \tau_s = (s_0, a_0, r_0, s_1, a_1, r_1, \ldots) \), where \( s_0 \sim \mathbb{P}_0, a_t \sim \pi(\cdot|s_t) \) and \( r_t \) is a reward at time step \( t \).
The state value function of a state \( s_t \) under a parameterized policy \( \pi(a_t; \theta) \), denoted as \( v_\pi(s_t) \), is the expected return when starting in \( s_t \) and following \( \pi(a_t; \theta) \) thereafter. Here, \( \theta \) is the vector of policy parameters and \( v_\pi(s_t) \) can be calculated by

\[
v_\pi(s_t) = \mathbb{E}_{r \sim P_T(r|\theta)} \left[ \sum_{k=0}^{\infty} \gamma^k r_k \right]
\]

where \( P_T(r|\theta) \) is the probability distribution of sampled trajectories based on \( \pi(a_t; \theta) \). The goal for RL is to find an optimal parameterized policy \( \pi(a_t; \theta^*) \) to maximize the expected total rewards \( J = \sum_{s_t \sim P_0} v_\pi(s_t) \).

### 2.3 Meta Reinforcement Learning

MRL enhances the conventional RL methods with meta learning, which aims to learn a learning algorithm that can quickly find the policy for a learning task \( T_i \) drawn from a distribution of tasks \( \rho(T) \). Each learning task \( T_i \) corresponds to a different MDP, and these learning tasks typically share the same state and action spaces but may differ in reward functions or their dynamics (i.e., \( P \) and \( P_0 \)).

Recent years have brought a wealth of methods focused on different aspects of MRL. One typical example is gradient-based MRL, which aims to learn the initial parameters \( \theta \) of a policy neural network, so that performing a single or few steps of policy gradient over \( \theta \) with a given new task can lead to an effective policy for that task. We follow the formulation of model-agnostic meta-learning (MAML) \cite{Finn2017}, giving the target of gradient-based MRL as

\[
J(\theta) = \mathbb{E}_{T_i \sim \rho(T)} \left[ J_{T_i}(\theta') \right], \quad \text{with} \quad \theta' := U(\theta, T_i),
\]

where \( J_{T_i} \) denotes the objective function of task \( T_i \). For example, when using vanilla policy gradient (VPG), \( J_{T_i}(\theta) = \mathbb{E}_{T_i \sim \rho(T)} \left[ \sum_{t=0}^{T_i} \left( r_t - \mathbf{b}(s_t) \right) \right] \), where \( \mathbf{b}(s_t) \) denotes an arbitrary baseline which does not vary with \( \theta \). \( U \) denotes the update function which depends on \( J_{T_i} \) and the optimization method. For instance, if we conduct \( k \)-step gradient ascent for \( T_i \), then \( U(\theta, T_i) = \theta + \alpha \sum_{t=0}^{k-1} g_t \), where \( g_t \) denotes the gradient of \( J_{T_i} \) at time step \( t \) and \( \alpha \) is the learning rate. Therefore, the optimal parameters of policy network and update rules are

\[
\begin{align*}
\theta^* &= \arg \max_\theta \mathbb{E}_{T_i \sim \rho(T)} \left[ J_{T_i}(U(\theta, T_i)) \right], \\
\theta &\leftarrow \theta + \beta \nabla_\theta J_{T_i}(U(\theta, T_i)),
\end{align*}
\]

where \( \beta \) is the learning rate of “outer loop” training. The gradient-based MRL has good generalization ability. However, the second-order derivative in MAML may bring huge computation cost during training, which is inefficient. In addition, when combining with a complex neural network architecture, e.g., a seq2seq neural network, the implementation of second-order MAML becomes intractable. To address these challenges, some algorithms \cite{Finn2017, Finn2018} use the first-order approximation to MAML target. In this work, we implement MRLCO based on the first-order MRL due to its low computation cost, good performance, and easy implementation when combining with a seq2seq neural network.
receiving result, $T^d_i$, of task $t_i$ can be calculated as:

$$T^d_i = \frac{data^d_i}{R_{dl}}.$$  

(4)

If task $t_i$ runs locally on the UE, there is only running latency on the UE, which can be obtained by $T^l_i = C_i/f_{UE}$ where $f_{UE}$ denotes the computation capacity of the UE. The end-to-end latency of a task offloading process includes local processing, uplink, downlink, and remote processing latency, as shown in Fig. 1.

The scheduling plan for a DAG, $G = (T, E)$, is denoted as $A_{1:n} = \{a_1, a_2, \ldots, a_n\}$, where $|T| = n$ and $a_i$ represents the offloading decision of $t_i$. Tasks are scheduled in a sequence based on the scheduling plan, where all parent tasks are scheduled before their child tasks. We denote $FT^u_i$, $FT^d_i$, $FT^{l, UE}_i$, and $FT^{l, M}_i$ as the finish time of task $t_i$ on the uplink wireless channel, the MEC host, the downlink wireless channel, and the UE, respectively. We also denote the available time of these resources when scheduling task $t_i$ as $M^u_i$, $M^d_i$, $M^{l, UE}_i$, and $M^{l, M}_i$. The resource available time depends on the finish time of the task scheduled immediately before $t_i$ on that resource. If the task scheduled immediately before $t_i$ does not utilize the resource, we set the finish time on the resource as 0. If task $t_i$ is offloaded to the MEC host, it can only start to send its data when its parent tasks are all completed and the uplink channel is available. Therefore, the finish time on the uplink channel, $FT^u_i$, can be defined by

$$FT^u_i = \max \left\{M^u_i, \max_{j \in \text{parent}(t_i)} \left\{FT^{l, UE}_j, FT^d_j\right\} \right\} + T^u_i,$$

(5)

Similarly, the finish time of $t_i$ on the MEC host, $FT^d_i$, and that on the downlink channel, $FT^{l, M}_i$, are given by

$$FT^d_i = \max \left\{M^d_i, \max_{j \in \text{parent}(t_i)} FT^d_j \right\} + T^d_i,$$

(6)

$$FT^{l, M}_i = \max \left\{M^{l, M}_i, FT^{l, M}_{i-1}\right\}.$$  

If $t_i$ is scheduled on the UE, the start time of $t_i$ depends on the finish time of its parent tasks and the available time of the UE. Formally, the finish time of $t_i$ on the UE, $FT^{l, UE}_i$, is defined as

$$FT^{l, UE}_i = \max \left\{M^{l, UE}_i, \max_{j \in \text{parent}(t_i)} \left\{FT^{l, UE}_j, FT^d_j\right\} \right\} + T^{l, UE}_i,$$

(7)

$$M^{l, UE}_i = \max \left\{M^{l, UE}_{i-1}, FT^{l, UE}_{i-1}\right\}.$$  

Overall, the objective is to find an effective offloading plan for the DAG to obtain the minimal total latency. Formally, the total latency of a DAG given a scheduling plan $A_{1:n}$, $T^c_{A_{1:n}}$, is given by

$$T^c_{A_{1:n}} = \max_{t_i \in \mathcal{K}} \left\{\max_{t_k \in \mathcal{K}} \left\{FT^{l, UE}_{t_k}, FT^{d}_{t_k}\right\} \right\},$$

(8)

where $\mathcal{K}$ is the set of exit tasks. The problem in Eq. (8) is NP-hard, so finding the optimal offloading plan can be extremely challenging due to the highly dynamic DAG topologies and MEC system states. In the next section, we present the details of MRLCO for handling this problem.

### 4 MRLCO: An MRL-based Computation Offloading Solution

In this section, we first give an overview of the architecture of the MRLCO and explain how it works with the MEC system. Next, we present the detailed MDP modelling for the computation offloading problem. Finally, we describe the implementation of the MRLCO algorithm.

#### 4.1 The MRLCO Empowered MEC System Architecture

The MRLCO aims to leverage the computation resources from both the UE and the MEC host for the training process. There are two loops of training — “inner loop” training for the task-specific policy and “outer loop” training for the meta policy. The “inner loop” training is conducted on the UE while the “outer loop” training on the MEC host.

Fig. 2 shows an architecture that integrates the MRLCO into an emerging MEC system composed of the user level, edge level, and remote level. Here, the user level includes heterogeneous UE, the edge level contains MEC hosts that provide edge computing services, and the remote level consists of cloud servers. Specifically, mobile users communicate with an MEC host through the local transmission unit. The MEC host incorporates an MEC platform and a virtualization infrastructure that provides the computing, storage, and network resources. The MEC platform provides Traffic management (i.e., traffic rules control and domain name handling) and offers edge services. The five key modules of MRLCO (parser, local trainer, offloading scheduler, global training service, and remote execution service) can be deployed at the user and edge levels of the MEC system separately, as described below:

- At the user level, the *parser* aims to convert mobile applications into DAGs. The *local trainer* is responsible for the “inner loop” training, which receives

| Table 1 Summary of Main Notations |
|-----------------------------------|
| **Notation** | **Description** |
| $T^l_i$ | Transmision rate of uplink and downlink |
| $M^{l, M}_i$ | Computation capacity of UE, MEC host and VM |
| $FT^{l, M}_i$ | Finish time for task $t_i$ on uplink channel, MEC host, downlink channel, and UE |
| $FT^{l, UE}_i$ | Finish time for task $t_i$ on uplink channel, MEC host, downlink channel, and UE |
| $A_{1:n}$ | Computational offloading plan for $n$ tasks |
| $FT_i$ | A learning task and distribution of learning tasks |
| $\pi(a|s, \theta), v(s; \theta)$ | Parametrized policy and value function for computation offloading |
| $\tau_{\pi}$ | Trajectories sampled from the environment based on the policy $\pi$ |
| $\pi(a|s, \theta)$ | Functions of encoder and decoder |
| $e_i, a_i$ | Output of encoder and decoder at time step $i$ |
| $c_i$ | Context vector at decoding step $i$ |
| $A_{t}$ | Advantage function at time step $t$ |
| $U(\theta, T_{i})$ | Update function (e.g., Adam) for the learning task |
the parsed DAGs from the parser as training data and uploads/downloads parameters of the policy network to/from the MEC host through local transmission unit. Once the training process is finished, the trained policy network will be deployed to the offloading scheduler that is used to make offloading decisions through policy network inference. After making decisions for all tasks of a DAG, the locally scheduled tasks will run on the local executor and the offloaded tasks will be sent to the MEC host for execution.

- At the edge level, the global training service and remote execution service modules are deployed to the MEC platform. The global training service is used to manage the “outer loop” training, which sends/receives parameters of the policy network to/from the UE and deploys the global training process on the virtualization infrastructure in the MEC host. The remote execution service is responsible for managing the tasks offloaded from the UE, assigning these tasks to associated VMS, and sending the results back to the UE.

Next, we describe the detailed training process of the MRLCO in the MEC system, as shown in Fig. 3. The training process for MRLCO includes four steps. First, the UE downloads the parameters of the meta policy from the MEC host. Next, an “inner loop” training is run on every UE based on the meta policy and the local data, in order to obtain the task-specific policy. The UE then uploads the parameters of the task-specific policy to the MEC host. Finally, the MEC host conducts an “outer loop” training based on the gathered parameters of task-specific policies, generates the new meta policy, and starts a new round of training. Once obtaining the stable meta policy, we can leverage it to fast learn a task-specific policy for new UE through “inner loop” training. Notice that the “inner loop” training only needs few training steps and a small amount of data, thus can be sufficiently supported by the UE. We will present the algorithmic details of the “outer loop” and “inner loop” training in Section 4.3.

4.2 Modelling the Computation Offloading Process as Multiple MDPs

To adapt MRL to solve the computation offloading problem, we firstly model the process of computation offloading under various MEC environments as multiple MDPs, where learning an effective offloading policy for one MDP is considered as a learning task. Formally, we consider a distribution over all learning tasks in MEC as \( \rho(T) \), where each task \( T_i \) is formulated as a different MDP, \( T_i = (S, A, P, P_0, R, \gamma) \). (Please refer to Section 2.2 for the meaning of these notations.) In order to obtain the adaptive offloading policy for all learning tasks, we decompose the learning process into two parts: effectively learning a meta policy among all MDPs and fast learning a specific offloading policy for one MDP based on the meta policy. The definitions of the state, action, and reward for the MDP are listed as follows:

- **State**: When scheduling a task \( t_i \), the latency of running the task depends on the task profile (i.e., required CPU cycles, data sizes), DAG topologies, the wireless transmission rate, and the state of MEC resources. According to Eqs. (5), (6), and (7), the state of MEC resources is related to the offloading decisions of task scheduled before \( t_i \). Therefore, we define the state as a combination of the encoded DAG and the partial offloading plan:

\[
S := \{ s_i | s_i = (G(T, E), A_{1:i}) \} \quad \text{where} \quad i \in [1, |T|], \quad (9)
\]

where \( G(T, E) \) is comprised of a sequence of task embeddings and \( A_{1:i} \) is the partial offloading plan for the first \( i \) tasks. To convert a DAG into a sequence of task embeddings, we first sort and index tasks according to the ascending order of the rank value of each task, which is defined as

\[
rank(t_i) = \begin{cases} 
T_i^o & \text{if} \ t_i \in \mathcal{K}, \\
T_i^o + \max_{t_j \in \text{child}(t_i)} (rank(t_j)) & \text{if} \ t_i \notin \mathcal{K}, \end{cases} \quad (10)
\]

where \( T_i^o \) denotes the latency for task \( i \) from starting offloading to finishing execution,
child(tᵢ) represents the set of immediate child tasks of tᵢ. Each task is converted into an embedding that consists of three elements: 1) a vector that embeds the current task index and the normalized task profile, 2) a vector that contains the indices of the immediate parent tasks, 3) a vector that contains the indices of the immediate child tasks. The size of vectors that embed parent/child task indices is limited to p. We pad the vector with -1, in case the number of child/parent tasks is less than p.

- **Action**: The scheduling for each task is a binary choice, thus the action space is defined as \( A := \{0, 1\} \), where 0 stands for execution on the UE and 1 represents offloading.

- **Reward**: The objective is to minimize \( T^*_A \) given by Eq. (8). In order to achieve this goal, we define the reward function as the estimated negative increment of the latency after making an offloading decision for a task. Formally, when taking action for the task tᵢ, the increment is defined as \( \Delta T^* = T^*_E - T^*_{A_{1:t_i}} \).

Based on the above MDP definition, we denote the policy when scheduling tᵢ as \( \pi(a_i|G(T, E), A_{1:t_i}) \). For a DAG with n tasks, let \( \pi(A_{1:n}|G(T, E)) \) denote the probability of having the offloading plan \( A_{1:n} \) given the graph \( G(T, E) \). Therefore, \( \pi(A_{1:n}|G(T, E)) \) can be obtained by applying chain rules of probability on each \( \pi(a_i|G(T, E), A_{1:t_i}) \) as

\[
\pi(A_{1:n}|G(T, E)) = \prod_{i=1}^{n} \pi(a_i|G(T, E), A_{1:t_i}). \tag{11}
\]

A seq2seq neural network [20] is a natural choice to represent the policy defined in Eq. (11). Fig. 4 shows our design of a custom seq2seq neural network, which can be divided into two parts: encoder and decoder. In our work, both encoder and decoder are implemented by recurrent neural networks (RNN). The input of the encoder is the sequence of task embeddings, \([t_1, t_2, ..., t_n]\), while the output of the decoder is the offloading decisions of each task, \([a_1, a_2, ..., a_n]\). To improve the performance, we add the attention mechanism [20] into our custom seq2seq neural network. Attention mechanism allows the decoder to attend to different parts of the source sequence (i.e., the input sequence of the encoder) at each step of the output generation, thus it can alleviate the issue of information loss caused by the original seq2seq neural network that encodes the input sequence into a vector with fixed dimensions.

Formally, we define the functions of the encoder and decoder as \( f_{enc} \) and \( f_{dec} \) respectively. In our work, we use the Long Short-Term Memory (LSTM) as \( f_{enc} \) and \( f_{dec} \). At each step of encoding, the output of the encoder, \( e_i \), is obtained by

\[
e_i = f_{enc}(t_i, e_{i-1}). \tag{12}
\]

After encoding all the input task embeddings, we have the output vector as \( e = [e_1, e_2, ..., e_n] \). At each decoding step, we define the output of the decoder, \( d_j \), as

\[
d_j = f_{dec}(d_{j-1}, a_{j-1}, c_j), \tag{13}
\]

where \( c_j \) is the context vector at decoding step j and is computed as a weighted sum of the outputs of the encoder:

\[
c_j = \sum_{i=0}^{n} a_{ji} e_i. \tag{14}
\]

The weight \( a_{ji} \) of each output of encoder, \( e_i \), is computed by

\[
a_{ji} = \frac{\exp \{\text{score}(d_{j-1}, e_i)\}}{\sum_{k=1}^{n} \exp \{\text{score}(d_{j-1}, e_k)\}}. \tag{15}
\]
where the score function, score(d_{j-1,e_j}), is used to measure how well the input at position \(i\) and the output at position \(j\) match. We define the score function as a trainable feedforward neural network according to the work [20]. We use the seq2seq neural network to approximate both policy \(\pi(a_j|s_j)\) and value function \(v'_n(s_j)\) by passing the output of decoder \(d = [d_1, d_2, ..., d_n]\) to two separate fully connected layers. Notice that the policy and value function share most of the parameters (i.e., the encoder and decoder) which are used to extract common features of DAGs (e.g., the graph structure and task profiles). Therefore, training the policy can accelerate the training of value function and vice versa. During training for the seq2seq neural network, the action \(a_j\) is generated through sampling from the policy \(\pi(a_j|s_j)\). Once the training is finished, the offloading decisions for a DAG can be made by inference through the seq2seq neural network, where the action \(a_j\) is generated by \(a_j = \arg \max_{a_j} \pi(a_j|s_j)\). Therefore, the time complexity for our algorithm is the same as the inference of the seq2seq neural network with attention, which is \(O(n^2)\) [21]. Normally, the task number, \(n\), of a mobile application is less than 100 [4, 5, 22], thus the time complexity of the MRLCO is feasible.

4.3 Implementation of MRLCO

MRLCO shares a similar algorithm structure with gradient-based MRL algorithms, which consists of two loops for training. Instead of using VPG as the policy gradient method for the “inner loop” training [16], we define our objective function based on Proximal Policy Optimization (PPO) [23]. Compared to VPG, PPO achieves better exploring ability and training stability. For one learning task \(T_i\), PPO generates trajectories using the sample policy \(\pi_{\theta'}\) and updates the target policy \(\pi_{\theta}\) for several epochs, where \(\theta_i\) equals \(\theta'_i\) at the initial epoch. In order to avoid a large update of the target policy, PPO uses a clipped surrogate objective as

\[
J_{T_i}^{\text{PPO}}(\theta_i) = \mathbb{E}_{T \sim \pi(\tau, \theta')} \left[ \min \left( 1, \exp \left( \frac{\mathbb{E}_{\tau \sim T} \left[ J_{T_i}^{\text{VF}}(\theta_i) \right] - \mathbb{E}_{\tau \sim T} \left[ J_{T_i}^{\text{VF}}(\theta'_i) \right] \right)}{\mathbb{E}_{\tau \sim T} \left[ J_{T_i}^{\text{VF}}(\theta_i) \right]} \right) \right].
\]

Here, \(\theta'_i\) is the vector of parameters of the sample policy network. \(\mathbb{P}_T\) is the probability ratio between the sample policy and target policy, which is defined as

\[
\mathbb{P}_T = \frac{\pi_{\theta'_i}(a_i|G(T,E), A_{1:i})}{\pi_{\theta}(a_i|G(T,E), A_{1:i})}.
\]

The clip function \(\text{clip}_{1+\epsilon}(\mathbb{P}_T)\) aims to limit the value of \(\mathbb{P}_T\), in order to keep the moving \(\mathbb{P}_T\) outside of the interval \([1-\epsilon, 1+\epsilon]\). \(\hat{A}_t\) is the advantage function at time step \(t\). Specially, we use general advantage estimator (GAE) [24] as our advantage function, which is defined by

\[
\hat{A}_t = \sum_{k=0}^{n-t-1} (\gamma \lambda f(r_{t+k} + \gamma v_s(s_{t+k+1}) - v_s(s_{t+k})),
\]

where \(\lambda \in [0, 1]\) is used to control the trade-off between bias and variance. The value function loss is defined as

\[
J_{T_i}^{\text{VF}}(\theta_i) = \mathbb{E}_{T \sim \pi(\tau, \theta')} \left[ \sum_{i=1}^{n} (v_s(s_i) - \hat{v}_s(s_i))^2 \right],
\]

where \(\hat{v}_s(s_i) = \sum_{k=0}^{n-t-1} \gamma^k r_{t+k} \).

Algorithm 1: Meta Reinforcement Learning based Computation Offloading

**Require:** Task distribution \(\rho(T)\),

1. Randomly initialize the parameters of meta policy, \(\theta\)
2. for iterations \(k \in [1,...,K]\) do
3. Sample \(n\) tasks \(\{T_0, T_1, ..., T_n\}\) from \(\rho(T)\)
4. for each task \(T_i \in \{T_0, T_1, ..., T_n\}\) do
5. Initialize \(\theta'_i \leftarrow \theta\) and \(\theta_i \leftarrow \theta\)
6. Sample trajectories \(D = (\tau_1, \tau_2, ...)\) from \(T_i\) using sample policy \(\pi_{\theta'}\)
7. Compute the policy network parameters \(\theta'_i \leftarrow \theta_i + \alpha \nabla_{\theta_i} J_{T_i}^{\text{PPO}}(\theta_i)\) via \(m\) steps of Adam with \(D\)
8. end for
9. Update \(\theta \leftarrow \theta + \beta g_{\text{MRLCO}}\) via Adam
10. end for

Overall, we combine Eq. (16) and Eq. (19), defining the objective function for each “inner loop” task learning as:

\[
J_{T_i}^{\text{PPO}}(\theta_i) = J_{T_i}^{\text{VF}}(\theta_i) - c_1 J_{T_i}^{\text{VF}}(\theta_i),
\]

where \(c_1\) is the coefficient of value function loss.

According to the target of gradient-based MRL defined in Eq. (2) and our objective function given by Eq. (20), the “outer loop” training target of MRLCO is expressed as

\[
J_{\text{MRLCO}}^{\text{PPO}}(\theta) = \mathbb{E}_{T_i \sim \rho(T), \tau \sim \pi(\tau, \theta'_i)} [J_{T_i}^{\text{PPO}}(\theta'_i)],
\]

where \(\theta'_i = \theta_i + \alpha \nabla_{\theta_i} J_{T_i}^{\text{PPO}}(\theta'_i)\).

Next, we conduct gradient ascent to maximize the \(J_{\text{MRLCO}}^{\text{PPO}}(\theta)\). However, optimizing this objective function involves gradients of gradients, which introduces large computation cost and implementation difficulties when combining a complex neural network such as the seq2seq neural network. To address this challenge, we use the first-order approximation to replace the second-order derivatives as suggested in [17], which is defined as

\[
g_{\text{MRLCO}} := \frac{1}{n} \sum_{i=1}^{n} \left[ (\theta'_i - \theta) / \alpha / m \right],
\]

where \(n\) is the number of sampled learning tasks in the “outer loop”, \(\alpha\) is the learning rate of the “inner loop” training, and \(m\) is the conducted gradient steps for the “inner loop” training.

We present the overall design of the algorithm in Algorithm 1. The parameters of the meta policy neural network are denoted as \(\theta\). We firstly sample a batch of learning tasks \(T\) with batch size \(n\) and conduct “inner loop” training for each sampled learning task. After finishing the “inner loop” training, we update the meta-policy parameters \(\theta\) by using gradient ascent \(\theta \leftarrow \theta + \beta g_{\text{MRLCO}}\) via Adam [25]. Here, \(\beta\) is the learning rate of “outer loop” training.

5 PERFORMANCE EVALUATION

This section presents the experimental results of the proposed method. First, we introduce the algorithm hyperparameters of MRLCO and the simulation environment. Next, we evaluate the performance of MRLCO by comparing it with a fine-tuning DRL method and a heuristic algorithm.
5.1 Algorithm Hyperparameters

The MRLCO is implemented via Tensorflow. The encoder and decoder of the seq2seq neural network are both set as two-layer dynamic Long Short-Term Memory (LSTM) with 256 hidden units at each layer. Moreover, the layer normalization \[26\] is added in both the encoder and decoder. For the training hyperparameters setting in MRLCO, the learning rate of “inner loop” and “outer loop” are both set as \[5 \times 10^{-4}\]. The coefficient \(c_1\) is set as 0.5 and the clipping constant \(\epsilon\) is set as 0.2. The discount factors \(\gamma\) and \(\lambda\) are set as 0.99 and 0.95, respectively. The number of gradient steps for “inner loop” training, \(m\), is set as 3. Overall, we summarize the hyperparameter setting in Table 2.

### Table 2: The Neural Network and Training Hyperparameters

| Hyperparameter       | Value       | Hyperparameter       | Value       |
|----------------------|-------------|----------------------|-------------|
| Encoder Layers       | 2           | Encoder Layer Type   | LSTM        |
| Encoder Hidden Units | 256         | Encoder Layer Norm.  | On          |
| Decoder Layers       | 2           | Decoder Layer Type   | LSTM        |
| Decoder Hidden Units | 256         | Decoder Layer Norm.  | On          |
| Learning Rate \(\beta\) | \(5 \times 10^{-4}\) | Learning Rate \(\alpha\) | \(5 \times 10^{-4}\) |
| Optimization Method  | Adam        | Activation function  | Tanh        |
| Discount Factor \(\gamma\) | 0.99       | Loss Coefficient \(c_1\) | 0.5        |
| Adv. Discount Factor \(\lambda\) | 0.95       | Clipping Constant \(\epsilon\) | 0.2        |
| Gradient Step \(m\)  | 3           |                       |             |

5.2 Simulation Environment

We consider a cellular network, where the data transmission rate varies with the UE’s position. The CPU clock speed of UE, \(f_{\text{UE}}\), is set to be 1 GHz. There are 4 cores in each VM of the MEC host with the CPU clock speed of 2.5 GHz per core. The offloaded tasks can run in parallel on all cores, thus the CPU clock speed of a VM, \(f_v\), is \(4 \times 2.5 = 10\) GHz.

Many real-world applications can be modelled by DAGs, with various topologies and task profiles. To simulate the heterogeneous DAGs, we implement a synthetic DAG generator according to \[27\]. There are four parameters controlling topologies and task profiles of the generated DAGs: \(n\), \(f_{\text{fat}}\), \(d_{\text{density}}\), and \(ccr\), where \(n\) represents the task number, \(f_{\text{fat}}\) controls the width and height of the DAG, \(d_{\text{density}}\) decides the number of edges between two levels of the DAG, and \(ccr\) denotes the ratio between the communication and computation cost of tasks. Fig. 3 shows the generated DAGs from low fat and density to high fat and density examples.

We design three experiments to evaluate the performance of MRLCO under dynamic scenarios. The first two experiments simulate the scenarios where UE has different application preferences represented by various topologies and task numbers. While the third experiment simulates the scenarios where UE has varying dynamic transmission rates. For all experiments, the data size of each task ranges from 5 KB to 50 KB; the CPU cycles required by each task ranges from \(10^7\) to \(10^8\) cycles \[5\]. The length of child/parent task indices vector \(p\) is set as 12. We randomly select \(ccr\) from 0.3 to 0.5 for each generated DAG, since most of mobile applications are computation-intensive. The generated datasets in each experiment are separated into “training datasets” and “testing datasets”. We consider learning an effective offloading policy for each dataset as a learning task. The MRLCO firstly learns a meta policy based on “training datasets” by using Algorithm 1. The learned meta policy is then used as the initial policy to fast learn an effective offloading policy for the “testing datasets”.

We compare MRLCO with three baseline algorithms:

- Fine-tuning DRL: It first pretrains one policy for all “training datasets” using the DRL-based offloading algorithm proposed in \[12\]. Next, it uses the parameters of the trained policy network as an initial value of the task-specific policy network, which is then updated on the “testing datasets”.
- HEFT-based: This algorithm is adapted from \[1\], which firstly prioritizes tasks based on HEFT and then schedules each task with earliest estimated finish time.
- Greedy: Each task is greedily assigned to the UE or the MEC host based on its estimated finish time.

5.3 Results Analysis

In the first experiment, we generate DAG sets with different topologies to simulate the scenario where users have different preferences of mobile applications. Each dataset contains 100 DAGs of similar topologies with the same fat and density, which are two key parameters influencing the DAG topology. We set the task number for each generated DAG as \(n = 20\) and set \(ccr = \{(0.4, 0.5, 0.6, 0.7, 0.8), \ density = \{(0.4, 0.5, 0.6, 0.7, 0.8): 25\} \) DAG sets are generated with different combinations of fat and density. Each DAG set represents the application preference of one mobile user and consider finding the effective offloading policy for a DAG set as a learning task. We randomly select 22 DAG sets as the training datasets and the other 3 as unseen testing datasets. We train the MRLCO and the fine-tuning DRL method on the training datasets and evaluate MRLCO and baseline algorithms on the testing datasets.

During training of MRLCO, we set the meta batch size as 10, thus 10 learning tasks are sampled from \(\rho(T)\) in the “outer loop” training stage. At each “inner loop”, we sample 20 trajectories for a DAG and conduct \(m\) policy gradient updates \((m = 3)\) for the PPO target. After training, we evaluate the MRLCO and fine-tuning DRL method by running up to 20 policy gradient updates, each samples 20 trajectories for a DAG on the testing datasets. Fig. 6 shows the performance of the MRLCO and baseline algorithms with different DAG sets. Overall, the Greedy algorithm has the highest latency, while the MRLCO obtains the lowest latency. Fig. 5a demonstrates that the MRLCO is better than
the HEFT-based algorithm after 9 steps of gradient update, while the fine-tuning DRL method consistently performs worse than the HEFT-based algorithm. This indicates that the MRLCO can adapt to new tasks much more quickly than the fine-tuning DRL method. In Fig. 6b and Fig. 6c, the MRLCO and the fine-tuning DRL method with 0 step of gradient updates already beat the two heuristic-based algorithms: HEFT-based and the Greedy algorithms, because both the MRLCO and fine-turning DRL learn the updated policy based on the pre-trained models instead of learning from scratch. These heuristic-based algorithms use fixed policies to obtain the offloading plan, which cannot adapt well to different DAG topologies.

The second experiment aims to show the influence of the task number \( n \) on the performance of different algorithms. We randomly generate 6 training datasets with \( n \in \{10, 15, 25, 35, 45, 50\} \) and 3 testing datasets with \( n \in \{20, 30, 40\} \). In each dataset, we generate DAGs by randomly selecting \( \text{fat from } \{0.4, 0.5, 0.6, 0.7, 0.8\}, \text{density from } \{0.4, 0.5, 0.6, 0.7, 0.8\}, \text{and } ccr \text{ from } 0.3 \text{ to } 0.5 \), thus the distributions of DAG topologies of all datasets are similar. In this experiment, we set the meta batch size as 5 and the rest of the settings the same as the first experiment. Fig. 7 shows that both the MRLCO and the fine-tuning DRL learn the updated policies faster than the Greedy method after a few gradient updates, and are consistently better than the Greedy method from step 0 of gradient updates. Moreover, MRLCO adapts to new learning tasks faster than the fine-tuning DRL method. For example, Fig. 7b shows that, after one step gradient updates, the MRLCO adapts to new learning tasks faster than the fine-tuning DRL method.

Fig. 6. Evaluation results with different DAG topologies.

Fig. 7. Evaluation results with different task numbers.

Fig. 8. Evaluation results with different transmission rates.
We implement Optimal algorithm via exhaustively searching the solution space to find the optimal offloading plan. We conduct meta training process based on randomly selected transmission rates from 4 Mbps to 22 Mbps with a step size of 3 Mbps. We then evaluate the trained meta policy among transmission rates from [5.5 Mbps, 8.5 Mbps, 11.5 Mbps], which are unseen in the training procedure. Fig. 8 shows that the MRLCO again adapts to new learning tasks much faster than the fine-tuning DRL method in all test sets and achieves the lowest latency after 20 gradient updates. In some cases (Fig. 8b and Fig. 8c), MRLCO even achieves the lowest latency at the initial point.

Table 3 summarizes the average latency of all algorithms on different testing datasets. Overall, the MRLCO outperforms all heuristic baseline algorithms after 20 gradient update steps. The MRLTO and fine-tuning DRL method will get better results with more update steps. Table 3 also shows the performance of the fine-tuning and the MRLCO algorithms after 100 update steps. Compared to the fine-tuning algorithm, the MRLCO achieves better result after both 20 and 100 update steps. However, there are still gaps between the results of MRLCO and the Optimal values. One possible solution could be to integrate the seq2seq neural network with another sample efficient off-policy MRL method [28], which is a direction for future work.

### 6 RELATED WORK

The task offloading problem in MEC has attracted significant research interests [3, 10, 11, 13, 29–40]. In general, there are two task models used in the related work: task model for binary offloading and that for partial offloading. In the task model for binary offloading, there are no inner dependencies among computation tasks for an application. Dinh et al. [7] aimed to find an offloading plan for a set of tasks among different access points and MEC hosts, in order to achieve the minimal joint target of latency and energy. Chen et al. [30] focused on computation offloading for independent tasks in a software-defined ultra-dense network. They formulated the task offloading problem as a mixed integer non-linear program and solved it by using decomposition and heuristic methods. Huang et al. [31] proposed an approximate dynamic programming algorithm for computation offloading to achieve the optimal quality of experience. In the task model for partial offloading, applications were composed of tasks with inner dependencies, which is able to achieve a fine granularity of computation offloading, leading to better offloading performance. Wang et al. [32] modelled both the applications and the computing system as graphs and proposed an approximation algorithm for finding the task offloading plan to obtain the lowest cost. Neto et al. [33] implemented a user-level online offloading framework for Android applications, aiming at minimizing the remote execution overhead. Zanni et al. [34] proposed an innovative task selection algorithm for Android applications, achieving method-level granularity of offloading.

In order to adapt the offloading strategies for dynamic scenarios, over recent years, DRL has been widely applied to solve task offloading problems in MEC systems. Dinh et al. [10] focused on the multi-user multi-edge-node computation offloading problem by using deep Q-learning. Chen et al. [11] considered an ultra-dense network, where multiple base stations can be selected for offloading. They also adopted deep Q-learning to obtain the offloading strategy. Huang et al. [38] proposed a DRL-based offloading framework which jointly considers both the offloading decisions and resource allocations. Zhan et al. [36] proposed an efficient task offloading method combining PPO and convolutional neural networks. Tan et al. [37] proposed a deep Q-learning based offloading method considering constraints of limited resources, vehicle’s mobility and delay. Huang et al. [13] proposed a DRL-based online offloading framework to maximize the weighted sum of the computation rates of all the UE. Ning et al. [39] proposed a deep Q-learning based method for jointly optimising task offloading and resource allocation in MEC. The existing studies mostly assume the offloading problem as one learning task and apply conventional DRL algorithms to solve the task. However, many DRL algorithms suffer from poor sample efficiency — when facing new scenarios, those DRL-based offloading methods need long training time to find the effective policy, which impedes their practical deployment. To address this issue,
Our offloading method adopts an MRL approach which can efficiently solve new learning tasks with the requirement of only few gradient update steps and a small amount of data. As a result, our method can quickly adapt to the changes of environments with the requirement of only few training steps rather than fully retraining the offloading policy from scratch. With the low demands of computation and data, our method can efficiently run on the resource-constrained UE using its own data.

7 Discussion

MRLCO has many advantages over the existing RL-based task offloading methods, such as learning to fast adapt in a dynamic environment and high sample efficiency. Beyond the scope of task offloading in MEC systems, the proposed MRLCO framework has the potential to be applied to solve more decision-making problems in MEC systems. For instance, content caching in MEC aims to cache popular contents at MEC hosts to achieve high Quality-of-Service (QoS) for mobile users and reduce the network traffic. While MEC hosts can have different caching policies to suit the dynamic content preferences and network conditions of users in different areas. The proposed MRL framework can be adapted to solve this problem through executing the “outer loop” training at cloud servers to learn a meta caching policy and the “inner loop” training at MEC hosts to learn a specific caching policy for each MEC host.

Even though MRLCO has many benefits to MEC systems, there are several challenges for further exploration. In this paper, we consider stable wireless channels, reliable mobile devices, and sufficient computation resources. Thus, the MRLCO will not break down when increasing the number of users. However, when operating at large-scale, some UE as stragglers may drop out due to broken network connections or insufficient power. Considering the synchronous process of “outer loop” training that updates the meta policy after gathering parameters from all UE, the stragglers might affect the training performance of MRLCO. One way to solve this issue is to apply an adaptive client selection algorithm which can automatically filter out stragglers and select reliable clients to join the training process based on their running states.

8 Conclusion

This paper proposes an MRL-based approach, namely MRLCO, to solve the computation offloading problem in MEC. Distinguished from the existing works, the MRLCO can quickly adapt to new MEC environments within a small number of gradient updates and samples. In our proposed method, the target mobile applications are modelled as DAGs, the computation offloading process is converted to a sequence prediction process, and a seq2seq neural network is proposed to effectively represent the policy. Moreover, we adopt the first-order approximation for the MRL objective to reduce the training cost and add a surrogate clipping to the objective so as to stabilize the training. We conduct simulation experiments with different DAG topologies, task numbers, and transmission rates. The results demonstrate that, within a small number of training steps, MRLCO achieves the lowest latency compared to three baseline algorithms including a fine-tuning DRL method, a greedy algorithm, and an HEFT-based algorithm.
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