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ABSTRACT

Federated Learning (FL) allows a number of agents to participate in training a global machine learning model without disclosing locally stored data. Compared to traditional distributed learning, the heterogeneity (non-IID) of the agents slows down the convergence in FL. Furthermore, many datasets, being too noisy or too small, are easily overfitted by complex models, such as deep neural networks. Here, we consider the problem of using FL regression on noisy, hierarchical and tabular datasets in which user distributions are significantly different. Inspired by Latent Class Regression (LCR), we propose a novel probabilistic model, Hierarchical Latent Class Regression (HLCR), and its extension to Federated Learning, FedHLCR. FedHLCR consists of a mixture of linear regression models, allowing better accuracy than simple linear regression, while at the same time maintaining its analytical properties and avoiding overfitting. Our inference algorithm, being derived from Bayesian theory, provides strong convergence guarantees and good robustness to overfitting. Experimental results show that FedHLCR offers fast convergence even in non-IID datasets.

1 Introduction

Machine learning technology has been introduced into a variety of services and has become a cornerstone of industrial society. Machine learning models require a large amount of data in most cases, and sometimes these data contain private information. Federated Learning (FL) is a technique to lessen the risk of privacy leakage while preserving the benefits of distributed machine learning systems [1,2,3], in which agents, such as smartphones and automobiles, cooperatively train a machine learning model by communicating with a central server without disclosing private information.

While FL has received huge attention in recent years and has already been deployed in several services [4,5,6], there are still many technical challenges [7]. One of the biggest challenges is data heterogeneity among agents. The datasets of FL are constituted of the local data of a set of agents, and their distributions are typically different, i.e. non-Identically and Independently Distributed (non-IID). The Stochastic Gradient Descent (SGD) method [8,9] has been central in scaling learning algorithms to large models, such as Deep Neural Networks (DNN). Although it is well known that FedAve, the most basic federated SGD algorithm, converges under certain conditions, it is still difficult to guarantee accuracy and convergence in general [10,11]. Various approaches, including some clustering techniques [12,13], have already been proposed to tackle this problem. However, those methods do not fit the case where each agent has data which is heterogeneously distributed. To explain this aspect, let us introduce a specific use case. A smartphone system decides whether to connect to a specific Wi-Fi access point within the signal range by predicting the connection quality. Even for the same smartphone, different Wi-Fi access points result in different connection quality due to differences in the properties of access points. In other words, the connection quality depends on not only the devices but also the access points. In the above example, each agent (smartphone) contains data in a set of entities (Wi-Fi access points) and each entity contains a set of connection records. We call this kind of structure a hierarchical data structure. A hierarchical data structure is encountered in many contexts, such as patient-hospital data in medical sciences and customer-product data in recommendation systems. Developing a single model to perform predictions on a non-IID hierarchical dataset is complex. Especially in the case of neural networks, for which the generalization properties are not deeply understood, we have a risk of overfitting issues [14,15]. Furthermore, it can lead to prohibitive computational
costs on edge devices, as well as slow convergence, leading in turn to even higher costs in communication and edge computing.

To handle non-IID hierarchical data efficiently, we built a pure Bayesian inference model called Hierarchical Latent Class Regression (HLCR) and FedHLCR, which is an extension of HLCR to FL, by combining linear regressors in a hierarchical mixture manner inspired by Latent Dirichlet Allocation (LDA), which works well for hierarchical data. In addition, we propose an optimization algorithm applying Collapsed Gibbs Sampling (CGS) and guarantee significant acceleration in the convergence of HLCR. The key point is to cluster data in each agent based on the entity and to train a simple model per cluster without disclosing any private information. In this paper, we only focus on the mixture of linear models since it effectively avoids the overfitting problem.

**Our contributions:** To the best of our knowledge, this is the first research on the regression problem for hierarchical data in a Federated Learning setting.

- We establish a purely probabilistic mixture model, called Hierarchical Latent Class Regression (HLCR), which is mixed by linear regression models. The hierarchical structure allows HLCR to handle hierarchical data very well.
- We propose an efficient Collapsed Gibbs Sampling algorithm for inferring an HLCR model with fast convergence.
- We extend the Collapsed Gibbs Sampling algorithm of HLCR to the Federated Learning (FedHLCR), preventing sensitive information from each agent from being disclosed.

### 2 Related Works

**Federated Learning:** FL [1, 2] is a powerful method to train a machine learning model in the distributed setting; however, it has a variety of technical challenges, and non-IID data distribution among agents is a central problem. Many researchers have studied the performance of FedAve and similar FL algorithms, and extensions of SGD, on non-IID settings [16, 10, 11, 17, 18, 19, 10] shows that the accuracy and convergence speed of FedAve are reduced on non-IID data compared with IID data, and [16] proposes a method, called FedProx, which adds a proximal term to the objective function to prevent each local model from overfitting data in each agent. Several studies suggest to use multiple models to address the non-IID problem [20, 12, 21, 22, 23, 24, 13], and some researchers adopt multitask learning [20, 12, 21] or meta learning [22, 23] to deal with multiple targets. Another approach applies the latent class problem to FL for clustering agents [13] and it assumes that each agent has data in one entity, but our method is more general in that each agent is considered to have data in multiple entities.

**Mixture Models:** Probabilistic Mixture Models have been studied for more than 100 years [25, 26]. The classical Mixture Model is the Gaussian Mixture Model (GMM) [27], which can be inferred with an expectation–maximization (EM) algorithm and has been widely used in clustering. Our proposal in this paper is inspired by two classes of Mixture Models. The first is Latent Class Regression (LCR) [28, 29], or Mixture of Regression. The second class is topic models which generally handle document-word data, including Latent Dirichlet Allocation (LDA) [30] and its variants [31, 32, 33].

### 3 Mixture Models

In statistics, a mixture model is a probabilistic model composed of $K$ simple models, which are also called clusters. Each of these models has the same probability distribution but with different parameters. The probability density function of the $k$-th model is denoted as $p(\cdot|\varphi_k)$, where $\varphi_k$ is the parameter of the $k$-th model. Hence, the density of the mixture model can be denoted as $\sum_{k=1}^{K} \theta_k p(\cdot|\varphi_k)$, where the mixture weight $\theta = (\theta_1, \theta_2, \cdots, \theta_K)$ is a $K$-simplex; i.e., $\theta_k \geq 0$, $\sum_{k=1}^{K} \theta_k = 1$. In a Bayesian setting, the mixture weights and parameters are regarded as unknown random variables and will be inferred from observations. Each observation generated from mixture model $\sum_{k=1}^{K} \theta_k p(\cdot|\varphi_k)$ can be equivalently generated by the following two steps: 1) a latent cluster label $z_i$ is sampled from categorical distribution with parameter $\theta = (\theta_1, \theta_2, \cdots, \theta_K)$; then 2) an observation is sampled from the corresponding model $p(\cdot|\varphi_{z_i})$.

**Notation:** In this paper, we use lowercase letters for scalars, bold lowercase letters for vectors, and bold uppercase letters for matrices. The set $\{1, 2, \cdots, K\}$ is denoted as $[K]$. We summarize all notations used in the paper in Table 1.
Latent Class Regression (LCR) Latent Class Regression \([28, 29]\) (Figure 1(a)) is a supervised learning model that can be defined as a mixture of regression models \(\sum_{k=1}^{K} \theta_k p(y|x, w_k) (k \in [K])\), in which \(w_k\) is the parameter \((\varphi_k)\) of the \(k\)-th model. In different unsupervised learning techniques, like the GMM, each model is a probability on a target \(y\) given an observation \(x\) where the model could be any regression function. If, for instance, \(p(y|x, w_k)\) is a linear regression model, the distribution of \(y\) can be denoted as \(\sum_{k=1}^{K} \theta_k n(w_k^T \cdot x, \sigma^2)\), where \(w_k\) is the coefficient of the \(k\)-th linear model and \(\sigma^2\) is the variance of the white noise. As with the GMM, LCR can be trained by the EM algorithm.

Latent Dirichlet Allocation (LDA) One of the most famous topic models is Latent Dirichlet Allocation (LDA) \([30]\) (Figure 1(b)). A topic model generally handles a set of documents, each of which is composed of a set of words from a dictionary (the set of all possible words). This kind of document-word data can be regarded as a hierarchical structure with two layers. In LDA, each topic \(k \in [K]\) is defined as a Categorical distribution over words in a dictionary with probability \(\varphi_k\). Although EM cannot be directly used for inferring LDA, various inference techniques have been proposed, such as Variational Bayesian (VB) inference, Collapsed Variational Bayesian (CVB) inference, and Collapsed Gibbs Sampling (CGS). LDA with an asymmetric Dirichlet prior (ALDA) \([31]\) (Figure 1(c)) is similar to general LDA with a symmetric prior. ALDA assumes documents are generated in four steps: 1) an asymmetric Categorical distribution (prior) \(\psi\) is sampled from a Dirichlet distribution with a symmetric parameter \(\alpha (\frac{1}{K}, \cdots, \frac{1}{K})\); 2) for document \(i\), a Categorical distribution \(\theta_i\) is sampled from a Dirichlet distribution with a parameter \(\beta \psi\); 3) for word \(j\) in document \(i\), a latent cluster label \(z_{ij}\) is sampled from \(\theta_i\); and 4) the word \(j\) in document \(i\), denoted as \(x_{ij}\), is then sampled from the \(z_{ij}\)-th topic. \(\varphi_{z_{ij}}\), \(\psi\) is the prior of all documents, so it can be regarded as a global distribution of topics. ALDA increases the robustness of topic models and can be efficiently inferred by Collapsed Gibbs Sampling.

### 4 Hierarchical Latent Class Regression

Our goal is to propose a regression model for predicting data with a hierarchical structure. The hierarchical structure considered in this paper is similar to, but more general than, the document-word structure in the topic model. In the
Wi-Fi connection example, smartphones (agent) and Wi-Fi access points (entity) are similar to documents and words in topic models, respectively. In other words, the data from each smartphone contains multiple Wi-Fi access points; however, unlike in the document-word structures in which each word is a simple record, each smartphone usually accesses each Wi-Fi access point more than once. We call each connection an event. In this paper, we generally call this three-layer hierarchical structure an agent-entity-event structure. Another difference is that our problem is a regression problem, so each event is composed of a feature vector, denoting the condition of the connection, and a target value, denoting the quality of the event.

4.1 Model

In order to handle the regression problem on the agent-entity-event hierarchical data, we propose a Hierarchical Latent Class Regression (HLCR) model by introducing the mechanism of hierarchical structure in ALDA to LCR. It is assumed that there are \( N \) agents, each of which is labeled by \( i \in [N] \). Each agent \( i \) contains \( N_i \) entities, each of which is labeled by \( j \in [N_i] \) and contains \( N_{ij} \) events. Moreover, each of the \( N_{ij} \) events is composed of an \( F \)-dimensional column vector \( x_{ijn} \) and a target scalar \( y_{ijn} \) (\( n \in [N_{ij}] \)). In the mixture models introduced in the previous section, each record corresponds to a latent variable \( z_n \), denoting its cluster. In our HLCR, however, we assume that all events corresponding to the same agent-entity pair belong to the same cluster, since they are assumed to have similar behavior. More specifically, all \( x_{ijn}\) and \( y_{ijn} \) (\( \forall n \in [N_{ij}] \)) for any particular \( i \) and \( j \) share the same cluster label \( z_{ij} \). We denote the set of all \( x_{ijn} \) and the set of all \( y_{ijn} (n \in [N_{ij}]) \) as an \((N_{ij} \times F)\)-matrix \( X_{ij} \), each row of which is \( x_{ijn}^\top \), and \( N_{ij}\)-dimensional column vector \( y_{ij} \).

The graphical model of HLCR (Figure 2) assumes that data are generated in the following steps: 1) each topic \( k \in [K] \) samples an \( F \)-dimensional vector \( w_k \) (\( k \in [K] \)) from a normal distribution, \( w_k \sim N(0, \delta^2 I) \); 2) the global categorical distribution \( \psi \) is sampled from a Dirichlet distribution with a symmetric parameter, \( \psi \sim \text{Dir}(\alpha(\frac{1}{K}, \ldots, \frac{1}{K})) \); 3) for agent \( i \in [N] \), a Categorical distribution \( \theta_i \) is sampled from a Dirichlet distribution, \( \theta_i \sim \text{Dir}(\beta \psi) \); 4) for entity \( j \in [N_i] \) in agent \( i \), a latent cluster label \( z_{ij} \) is sampled from a Categorical distribution, \( z_{ij} \sim \text{Categorical}(\theta_i) \); and 5) for event \( n \in [N_{ij}] \) in entity \( j \) in agent \( i \), the target value \( y_{ijn} \) is then generated by adding a Gaussian noise to \( w_k^\top x_{ijn} \) corresponding to the \( z_{ijn} \)-th topic, \( y_{ijn} \sim N(w_k^\top x_{ijn}, \sigma^2) \). The prior distribution of \( z_{ij} \) in HLCR is the same as that in ALDA, and the probability of \( y_{ijn} \) in HLCR is similar to that in LCR except for two differences. First, \( N_{ij} \) events \( y_{ij} \) in HLCR share one \( z_{ij} \), while one word, \( y_{ij} \), in LCR owns one \( z_{ij} \). Second, we add a prior \( \delta \) for \( w_k \) in HLCR for deriving the Collapsed Gibbs Sampling algorithm, while \( w_k \) in LCR has no prior since it is not necessary for an EM algorithm.

4.2 Inference

In each iteration of Collapsed Gibbs Sampling, a new cluster label \( z_{ij}^{(\text{new})} \) for every particular \( i \in [N] \) and \( j \in [N_i] \) is sampled sequentially, with all other cluster labels, denoted as \( z_{\setminus ij} (= z \setminus \{ z_{ij} \}) \), being fixed. Hence, we need to evaluate the conditional probability \( p(z_{ij}^{(\text{new})} = k | z_{\setminus ij}, X, y, \alpha, \beta, \delta, \sigma) \), in which all other random variables, \( \psi, \theta_i, \) and \( w_k \), are integrated out. From Bayes’ theorem, we have

\[
p(z_{ij}^{(\text{new})} = k | z_{\setminus ij}, X, y, \alpha, \beta, \delta, \sigma) \propto p(z_{ij}^{(\text{new})} = k | z_{\setminus ij}, \alpha, \beta) p(y_{ij} | z_{ij}^{(\text{new})}, X, z_{\setminus ij}, \delta, \sigma),
\]

where \( z^{(\text{new})} \) denotes \( z_{\setminus ij} \cup \{ z_{ij}^{(\text{new})} \} \).

The first part in (1) \( p(z_{ij}^{(\text{new})} | z_{\setminus ij}, \alpha, \beta) \) can be computed by integrating out \( \psi \) and \( \theta_i \) from \( p(z_{ij}^{(\text{new})}, \psi, \theta_i | z_{\setminus ij}, \alpha, \beta) \), which is equal to \( p(\psi | \alpha) p(\theta_i | \beta, \psi) p(z_{ij} | \theta_i) \). Since the generative process of \( z_{ij}^{(\text{new})} \) is completely the same as that in (3), we obtain the same result as follows.

\[
p(z_{ij}^{(\text{new})} = k | z_{\setminus ij}, \alpha, \beta) = \frac{N_i^{(k)} + \beta}{\sum_k N_i^{(k)} + \beta},
\]

where \( N_i^{(k)} \) denotes the number of entities in agent \( i \), whose cluster labels \( z_{ij} \) are equal to \( k \), i.e., \( N_i^{(k)} = \sum_{z_{ij} = k} 1 \), and \( N^{(k)} \) denotes that number in all agents, i.e., \( N^{(k)} = \sum_{i \in [N]} N_i^{(k)} \).

The second part \( p(y_{ij} | z_{ij}^{(\text{new})}, X, z_{\setminus ij}, \delta, \sigma) \), on the other hand, is equal to \( p(y_{ij} | z_{ij}^{(\text{new})} = k, X_{ij}, X_{\setminus ij}^{(k)}, y_{\setminus ij}, \delta, \sigma) \). The following theorem can be used to compute this probability.

**Theorem 1** For any particular \( i \in [N] \) and \( j \in [N_i] \), let \( X_{ij} \) and \( y_{ij} \) be the data corresponding to \( i \) and \( j \). For \( k \in [K] \), let \( X_{ij}^{(k)} \) and \( y_{ij}^{(k)} \) be the data whose cluster labels are equal to \( k \) except \( X_{ij} \) and \( y_{ij} \). Then, the conditional
probability of $y_{ij}$ given the new cluster label $z_{ij}^{\text{(new)}}$ is

$$p\left(y_{ij}|z_{ij}^{\text{(new)}} = k, X_{ij}, X_{ij}^{(k)}, y_{ij}^{(k)}, \delta, \sigma\right) = \prod_{n=1}^{N_{ij}} p_{ijn}(y = y_{ijn}), \quad (3)$$

where $p_{ijn}(y)$ obeys a normal distribution as the following.

$$p_{ijn}(y) \sim N\left(b_{n-1}^\top A_{n-1}^{-1} x_{ijn}, \sigma^2 + \frac{1}{\sigma^2} x_{ijn}^\top A_{n-1}^{-1} x_{ijn}\right), \quad (4)$$

$$A_n = \frac{1}{\sigma^2} I + \frac{1}{\sigma^2} \left( X_{ij}^{(k)} y_{ij}^{(k)} + \sum_{m=1}^{n} x_{ijm} y_{ijm} \right), \quad (5)$$

$$b_n = \frac{1}{\sigma^2} \left( X_{ij}^{(k)} y_{ij}^{(k)} + \sum_{m=1}^{n} x_{ijm} y_{ijm} \right). \quad (6)$$

It is therefore straightforward that

$$A_n = A_{n-1} + \frac{1}{\sigma^2} x_{ijn} x_{ijn}^\top, \quad b_n = b_{n-1} + \frac{1}{\sigma^2} x_{ijn} y_{ijn}. \quad (7)$$

Furthermore, in order to evaluate this normal distribution, we have to compute the inverse of $(F \times F)$-matrix $A_n$, where the computational cost is generally $O(F^3)$. By combining the Woodbury matrix identity with (7), we obtain the following recursive rules that reduce the computational cost to $O(F^2)$.

$$A_n^{-1} = A_{n-1}^{-1} - \frac{1}{\sigma^2} A_{n-1}^{-1} x_{ijn} (1 + \frac{1}{\sigma^2} x_{ijn} A_{n-1}^{-1} x_{ijn})^{-1} x_{ijn}^\top A_{n-1}^{-1}, \quad (8)$$

$$A_{n-1}^{-1} = A_n^{-1} + \frac{1}{\sigma^2} A_n^{-1} x_{ijn} (1 - \frac{1}{\sigma^2} x_{ijn} A_n^{-1} x_{ijn})^{-1} x_{ijn}^\top A_n^{-1}. \quad (9)$$

Let $D^{(k)} = \frac{1}{\sigma^2} I + \frac{1}{\sigma^2} X_{ij}^{(k)} X_{ij}^{(k)}$, $C^{(k)} = \frac{1}{\sigma^2} X_{ij}^{(k)} y_{ij}^{(k)}$ and $H^{(k)} = D^{(k)}^{-1}$, which can be computed from the data whose current labels are equal to $k$. Hence, for any particular $i$ and $j$, there are two cases: 1) if the current $z_{ij} \neq k$, $D^{(k)}$ and $C^{(k)}$ do not contain $X_{ij}$ and $y_{ij}$, then $A_0^{-1} = H^{(k)}$ and $b_0 = c^{(k)}$; and 2) if the current $z_{ij} = k$, $D^{(k)}$ and $C^{(k)}$ contain $X_{ij}$ and $y_{ij}$, then $A_n^{-1} = H^{(k)}$ and $b_n = c^{(k)}$. Then, one can recursively compute $A_0^{-1}$ and $b_0$ with (9) and (7). By obtaining $A_0^{-1}$ and $b_0$, we can recursively compute $A_n^{-1}$ and $b_n$ ($\forall n \in [N_{ij}]$) with (8) and (7), and by substituting them into (4), we can compute the mean and variance of the normal distribution, and then evaluate the conditional probability of $y_{ijn}$ (4). Substituting this result and the prior of $z_{ij}^{\text{(new)}}$ (2) into (1), we can compute the conditional probability of $z_{ij}^{\text{(new)}} = k (k \in [K])$. Algorithm 1 shows how to sample the new label $z_{ij}^{\text{(new)}}$ for specific $i$ and $j$.

**Algorithm 1 Label Sampling**

**Input:** $X_{ij}$: $(N_{ij} \times F)$-matrix, $y_{ij}$: $N_{ij}$-vector, $H = \{H^{(1)}, \ldots, H^{(K)}\}$: a set of $(F \times F)$-matrices, $c = \{c^{(1)}, \ldots, c^{(K)}\}$: a set of $F$-vectors, $\alpha, \beta, \delta, \sigma > 0, K \geq 0$

**Output:** $z_{ij}^{\text{(new)}}$: sampled new label

1: **function** SAMPLELABEL($X_{ij}, y_{ij}, H, c, \alpha, \beta, \delta, \sigma, K$)
2: for $k = 1$ to $K$ do
3: compute $p^{(k)}_{ij} = p(z_{ij}^{\text{(new)}} = k|z_{ij}, \alpha, \beta)$ ▶ Refer to (2)
4: $A_0^{-1} \leftarrow H^{(k)}$, $b_0 \leftarrow c^{(k)}$
5: for $n = 1$ to $N_{ij}$ do
6: $b_n \leftarrow b_{n-1} + \frac{1}{\sigma^2} x_{ijn} y_{ijn}$
7: $A_n^{-1} \leftarrow A_{n-1}^{-1} - \frac{1}{\sigma^2} A_{n-1}^{-1} x_{ijn} (1 + \frac{1}{\sigma^2} x_{ijn} A_{n-1}^{-1} x_{ijn})^{-1} x_{ijn}^\top A_{n-1}^{-1}$ ▶ Refer to (8)
8: compute $p_{ijn}$ ▶ Refer to (4)
9: $p^{(k)}_{ij} \leftarrow p^{(k)}_{ij} \cdot p_{ijn}$
10: **return** $z_{ij}^{\text{(new)}} \sim \text{Categorical}(p^{(1)}_{ij}, p^{(2)}_{ij}, \ldots, p^{(K)}_{ij})$
We compute matrices $H$ and vectors $c$ and pass the result to Algorithm 1. For each $k \in [K]$, $p_{ij}^{(k)}$ is initialized to the prior of $z_{ij}^{(\text{new})}$ in Line 3. $b_n$ and $A_n$ are updated in Lines 6-7, then the probability of $y_{ijn}(n \in [N_{ij}])$ is computed in Line 9. Next, $p_{ij}^{(k)}$ becomes the conditional probability of $z_{ij}^{(\text{new})}$. Finally, a $z_{ij}^{(\text{new})}$ is sampled from a categorical distribution $(p_{ij}^{(1)}, p_{ij}^{(2)}, \ldots, p_{ij}^{(K)})$ and is returned.

### 4.3 Training Algorithm

Using Algorithm 1, we can easily implement the training algorithm of HLCR in Algorithm 2. The algorithm is started by randomly initializing all latent variables $z_{ij}$s ($i \in [N]$ and $j \in [N_{ij}]$) in Lines 1-3, then $c$ and $H$ are initialized based on these latent variables in Lines 5-6. In each iteration $t \in [T]$, for each agent $i \in [N]$ and each entity $j \in [N]$, we remove $X_{ij}$ and $y_{ij}$ from $c(z_{ij})$ and $H(z_{ij})$ corresponding to the current $z_{ij}$ in Lines 10-12, then sample a new latent variables $z_{ij}$ with function SampleLabel in Algorithm 1 in Line 13, and finally add $X_{ij}$ and $y_{ij}$ to $c(z_{ij})$ and $H(z_{ij})$ corresponding to this new $z_{ij}$ in Lines 14-16.

**Algorithm 2 Hierarchical Latent Class Regression (HLCR)**

**Input:** $X$: $(\sum_{i,j} N_{ij} \times F)$-matrix, $y$: $(\sum_{i,j} N_{ij})$-vector, $\alpha, \beta, \delta, \sigma > 0$, $K \geq 0$

1: procedure HLCR($X$, $y$, $\alpha, \beta, \delta, \sigma, K$)
2: for $i = 1$ to $N$ do
3: for $j = 1$ to $N_i$ do
4: randomly initialize $z_{ij} \sim \mathcal{U}(1, K)$
5: for $k = 1$ to $K$ do
6: $c(k) \leftarrow \frac{1}{\sigma} X^{(k)\top} y^{(k)}$, $H(k) \leftarrow (\frac{1}{\sigma} I + \frac{1}{\sigma} X^{(k)\top} X^{(k)})^{-1}$
7: for $t = 1$ to $T$ do
8: for $i = 1$ to $N$ do
9: for $j = 1$ to $N_i$ do
10: if $n = N_{ij} - 1$ do
11: $\mathbf{H}^{(z_{ij})} \leftarrow \mathbf{H}^{(z_{ij})} + \frac{1}{\sigma} \mathbf{H}^{(z_{ij})} x_{ijn} (1 - \frac{1}{\sigma} x_{ijn}^{\top} \mathbf{H}^{(z_{ij})} x_{ijn})^{-1} x_{ijn}^{\top} \mathbf{H}^{(z_{ij})}$. \hspace{1cm} \triangleright (9)
12: $c^{(z_{ij})} \leftarrow c^{(z_{ij})} - \frac{1}{\sigma} x_{ijn} y_{ijn}$
13: $z_{ij} \leftarrow \text{SAMPLELABEL}(X_{ij}, y_{ij}, H, c, \alpha, \beta, \delta, \sigma, K)$ \hspace{1cm} \triangleright Algorithm 1
14: for $n = 1$ to $N_{ij}$ do
15: $\mathbf{H}^{(z_{ij})} \leftarrow \mathbf{H}^{(z_{ij})} - \frac{1}{\sigma} \mathbf{H}^{(z_{ij})} x_{ijn} (1 + \frac{1}{\sigma} x_{ijn}^{\top} \mathbf{H}^{(z_{ij})} x_{ijn})^{-1} x_{ijn}^{\top} \mathbf{H}^{(z_{ij})}$. \hspace{1cm} \triangleright (8)
16: $c^{(z_{ij})} \leftarrow c^{(z_{ij})} + \frac{1}{\sigma} x_{ijn} y_{ijn}$

### 4.4 Prediction

After training the data with Algorithm 2, we obtain cluster label $z_{ij}$s for all $i \in [N]$ and entities $j \in [N_i]$, $D^{(k)}$, $c^{(k)}$ and $H^{(k)}$ for all $k \in [K]$. Suppose there are $N_{ij}$ data for a particular agent $i$ and entity $j$. If we get a new feature $x_{ij(N_{ij}+1)}$, its target $y_{ijn(N_{ij}+1)}$ can be predicted with HLCR from the variables obtained from the algorithm. HLCR predicts the target value in two steps. 1) Select a proper cluster label for $x_{ij(N_{ij}+1)}$ based on previous data $X_{ij}$ and $y_{ij}$ with Algorithm 1. In fact, if there have been previous data of $X_{ij}$ and $y_{ij}$ in the training set, we can directly use the corresponding latent variable $z_{ij}$ without sampling it again. Then 2) using the variables corresponding to $z_{ij}$, i.e., $D^{(z_{ij})}$, $c^{(z_{ij})}$ and $H^{(z_{ij})}$, we can predict the target value as follows.

**Theorem 2** For any particular $i \in [N]$ and $j \in [N_i]$, let $X$ and $y$ be all data, $z_{ij}$ be the cluster label corresponding to $i$ and $j$, and $D^{(k)}$, $c^{(k)}$ and $H^{(k)}$ ($k \in [K]$) be the variables trained by Algorithm 2. Then, given a new feature $x_{ij(N_{ij}+1)}$, the conditional expected value of the target $y_{ijn(N_{ij}+1)}$ is

$$
\hat{y}_{ijn(N_{ij}+1)} = E(y_{ijn(N_{ij}+1)} | x_{ij(N_{ij}+1)}, z_{ij}, X, y, \delta, \sigma) = c^{(z_{ij})\top} H^{(z_{ij})} x_{ij(N_{ij}+1)}.
$$

This theorem indicates that the prediction result is the same as the solution of the Ridge regression.

**Discussion** HLCR is a mixture of linear regressions. Since HLCR is more expressive, it can be used to efficiently predict noisy data with various structures. The mechanism of HLCR is different from that of general regression models, such as Deep Neural Networks (DNN). A regression model is generally a regression function that maps a feature to
a target, and hence, given the same feature, the predicted target value will be unique. However, in HLCR, different predictions can be made for identical input features if they originate from agent-entities that belong to different clusters (models). This property makes our HLCR fit hierarchical data better than general regression models do.

Algorithm 3 Federated Hierarchical Latent Class Regression (FedHLCR)

Input: $X$: $(\sum_{ij} N_{ij} \times F)$-matrix, $y$: $(\sum_{ij} N_{ij})$-vector, $\alpha, \beta, \delta, \sigma > 0$, $K \geq 0$, $0 \leq \gamma \leq 1$: learning rate

1. procedure FedHLCR($X$, $y$, $\alpha$, $\beta$, $\sigma$, $\delta$, $K$, $\gamma$)
2. server initialize $H_{(0)} \leftarrow \{\delta^2 I, \delta^4 I, \ldots, \delta^2 I\}$ and $c_{(0)} \leftarrow \{0, 0, \ldots, 0\}$ ($t = 0$)
3. for $t = 1$ to $T$ do
4. server initialize $D \leftarrow \{\frac{1}{\sigma^2} I, \frac{1}{\sigma^2} I, \ldots, \frac{1}{\sigma^2} I\}$ and $c \leftarrow \{0, 0, \ldots, 0\}$
5. for agent $i \in [N]$ in parallel do
6. receive $H_{(t-1)}$ and $c_{(t-1)}$ from server
7. initialize $D_i \leftarrow 0$ and $c_i \leftarrow 0$
8. for $j = 1$ to $N_i$ do
9. $z_{ij} \leftarrow \text{SAMPLELABEL}(X_{ij}, y_{ij}, H_{(t-1)}, c_{(t-1)}), \alpha, \beta, \delta, \sigma, K)$ \hspace{1cm} $\triangleright$ Algorithm 1
10. $c_i^{(z_{ij})} \leftarrow c_i^{(z_{ij})} + \frac{1}{\sigma^2} x_{ijn} y_{ijn}, D_i^{(z_{ij})} \leftarrow D_i^{(z_{ij})} + \frac{1}{\sigma^2} x_{ijn} x_{ijn}^\top$
11. send $c_i$ and $D_i$ to server
12. server $c \leftarrow c + c_i, D \leftarrow D + D_i$
13. if $t = 1$ then
14. server $c_{(1)} \leftarrow c, D_{(1)} \leftarrow D$
15. else
16. server $c_{(t)} \leftarrow (1 - \gamma)c_{(t-1)} + \gamma c, D_{(t)} \leftarrow (1 - \gamma)D_{(t-1)} + \gamma D$
17. $H_{(t)}^{(k)} = D_{(t)}^{-1}, \text{ for } \forall k \in [K]$

5 Federated Hierarchical Latent Class Regression

Federated Hierarchical Latent Class Regression (FedHLCR) is shown in Algorithm 3. In the beginning, the server initializes $c_{(0)}$ and $H_{(0)}$ without any data in Line 2. In the beginning of each iteration, each agent $i$ receives the global model $H_{(t-1)}$ and $c_{(t-1)}$ trained in previous iteration from the server (Line 6), and trains its local data in parallel based on the global model (Lines 7-10), then sends the training results to the server (Line 11), and finally, the server accumulates the local training results received from agents to the global model, $D$ and $c$, at the end of the iteration (Line 12). In Federated Learning, not all agents participate the training process in each iteration and no one can guarantee that the agent set in each iteration does not change (Line 5). In order to ensure the convergence of the algorithm, we smoothly update the model by using a learning rate $\gamma$ in Line 16.

There are several differences between FedHLCR in Algorithm 3 and centralized HLCR in Algorithm 2. First, HLCR updates intermediate data $H$ and $c$ whenever $z_{ij}$ is sampled, while each agent $i$ in FedHLCR trains its data $X_{ij}$ and $y_{ij}$ ($\forall j \in [N_i]$) independently and the server only updates $H$ and $c$ once in each iteration. This process saves communication costs and efficiently protects privacy. Second, the data for each entity in each agent in HLCR are trained once in each iteration, and $H$ and $c$ are updated in summation, while only a part of agents in FedHLCR participate the training process and the server updates the model in a smooth way (Line 16). This approach makes FedHLCR smoothly converge. Finally, HLCR removes $X_{ij}$ and $y_{ij}$ from $H$ and $c$ before sampling $z_{ij}$ for $\forall i \in [N]$ and $j \in [N_i]$, while FedHLCR does not remove them before sampling since the weight for each record decreases after several update steps (Line 16), thus this simplifies our algorithm.

6 Experiments

We use synthetic and real data in order to systematically test the FedHLCR algorithm performance on heterogeneous datasets. All experiments are performed on a commodity machine with two Intel®Xeon®CPUs E5-2690 v3 @ 2.60GHz and 64GB of memory.

Synthetic data The synthetic dataset SYNTHHCR is generated according to the model in Figure 2. We control the average number of entities per agent by $N_e$ and the average number of events per entity by $N_{e*}$. We generate a series of such datasets with different noise level $\sigma$, cluster number $K$, and average category number per agent $N_s$, and the dataset is generated using 128 agents and 128 entities for various choices of $N_e$ and $N_{e*}$. We then perform a
Figure 3: Accuracy (MSE) of FedHLCR on the SYNTHHLCR dataset. (a) MSE w.r.t. different data size and noise. (b) MSE with 15% of agents sampled at each iteration. (c) MSE w.r.t. different $\gamma$.

5-fold cross-validation on the generated data and train the FedHLCR algorithm with the same parameter choice as for the generation process. We observe that the FedHLCR converges in less than 10 iterations. The results reported in Figure 3(a) show that the converged model at high noise is optimal when agents have 20 datapoints on average. For $N_\ast = 4$, $N_\ast \ast = 5$, $K = 16$, and high $\sigma$, the dataset has a signal-to-noise ratio too low to correctly characterize the model, leading to agent-entity misclustering. When $\sigma$ is small, we observe a deviation to the optimal solution which is caused by relatively big prior $\delta$.

**Federated simulation** One aspect of Federated Learning is the agent failure to report on the one hand, and the deliberate agent sampling by the orchestrator on the other. We simulate this by randomly sampling a certain ratio of agents among all agents in each iteration. In Figure 3(b) and (c), we show the accuracy (MSE) of FedHLCR for various fractions of selected agents per iteration and choices of learning rate $\gamma$. Smaller numbers of selected agents cause larger variations in training data distribution in each iteration, thereby causing greater instability and worse performance; therefore, choosing a proper $\gamma$ is necessary to ensure convergence. Figure 3(b) shows the convergence processes with respect to different $\gamma$s. Here, we observe smooth convergence of the algorithm when $\gamma = 0.1$. When $\gamma = 0.2$, we obtain a faster convergence. If $\gamma$ is increased to 0.5, the accuracy increases faster in the beginning and the convergence is no longer guaranteed, and if $\gamma$ becomes even bigger (0.75), we can see the accuracy is highly unstable. Figure 3(c) illustrates the relationship between $\gamma$ and accuracy with respect to different fraction of selected agents. It is shown that, for each fraction, there exists an optimal value of $\gamma$ for which a good performance can be achieved in a limited number of iterations.

**Real data** We setup a character-recognition experiment on the FEMNIST dataset [34, 35] as packaged in Federated Tensorflow [36]. This dataset stores images of handwritten characters together with an identifier of the writer (agent). Let us consider building a character recognition system using only a fraction $F$ of writers among the FEMNIST dataset.
Table 2: AUC on Classification Tasks on FEMNIST. $F(\%)$ denotes the fraction of data used in the training of the CNN. The Computation Time is the elapsed time on our CPU-only commodity machine. CNN training is limited to 100 FL rounds using FedAvg and 5 local epochs.

| $F(\%)$ | Baseline | LR | HLCR<sub>4</sub> | HLCR<sub>8</sub> | Computation Time (min.) |
|---------|----------|----|---------------|---------------|------------------------|
| 1       | 93.55    | 93.60 | 96.47 | 96.51 | 30 | 30.5 | 32.1 | 35.1 |
| 5       | 94.55    | 94.65 | 97.16 | 97.16 | 168 | 168.5 | 170.7 | 173.0 |
| 10      | 94.70    | 94.77 | 97.21 | 97.25 | 334 | 334.5 | 336.7 | 339.9 |
| 20      | 94.74    | 94.77 | 97.17 | 97.20 | 773 | 773.5 | 776.0 | 778.0 |

We use a Convolutional Neural Network (CNN) taken from \cite{2} which we train on this subset of writers. The problem we try to solve is to use the pre-trained CNN for separating digits from letters in the whole FEMNIST dataset. Binary classification can in practice be tackled using regression on a \{0, 1\} target. First, for each subset with different fraction ($F = 1\%, 5\%, 10\%, 20\%)$, we train a CNN model on the subset. Then, we consider the following cases: 1) Baseline (CNN-only): The \texttt{argmax} of the vector output by the CNN is used to predict the character and decides on the task (letter vs. digit); 2) LR: A Linear Regression is added after the CNN to perform the binary classification task; and 3) HLCR<sub>k</sub>: A HLCR with cluster number $k$ is added after the CNN to perform the binary classification task. Here, we run HLCR<sub>k</sub> with writers as agents, using either 4 or 8 clusters and a single entity per agent. Finally, we compare the results of “HLCR<sub>4</sub>” and “HLCR<sub>8</sub>” to those of “Baseline” and “LR”. The results are reported in Table 2. We see that the CNN training time on our CPU-only commodity machine increases linearly with the number of selected agents (around 35 minutes for 1% agents for 100 iterations), while training the HLCR model after the CNN takes less than six minutes on the whole dataset.

7 Conclusion

In this paper, we proposed a novel probabilistic model to deal with noisy, hierarchical and tabular datasets, named HLCR. By applying the Collapsed Gibbs Sampling technique, we efficiently inferred an HLCR model and theoretically guaranteed its convergence. Furthermore, we provided an HLCR algorithm in Federated Learning, called FedHLCR, for preserving the privacy of agents. Finally, the experimental results showed that the algorithm offers both fast convergence and good robustness to overfitting even in non-IID datasets. The immediate future work is to extend the model of each cluster in FedHLCR to a nonlinear model.

Broader Impact

We consider the regression problem for the data held by each agent in Federated Learning. We assume that each agent contains data (events) belonging to different entities, and such agent-entity-event hierarchical data widely exist in various realistic application scenarios, such as smartphones, IoT devices and medical data. In order to analyze and make prediction using such hierarchical data, we propose a Federated Hierarchical Latent Class Regression (FedHLCR) model, which is a mixture of linear regression, so it has richer expressiveness than simple linear regression. With its hierarchical mixture approach, FedHLCR can handle hierarchical data fairly well and given its similar complexity compared to complex models, such as Deep Neural Networks, it can be more efficiently trained by Collapsed Gibbs Sampling. We expect that it will be widely used in various applications. On the other hand, each agent in FedHLCR sends its local training result to the server. This information may cause a privacy risk when an agent only contains very few data. We suggest that FedHLCR application protects the personal information by introducing other privacy-enhancing technologies, such as differential privacy, into FedHLCR.

References

[1] J. Konečný, H. B. McMahan, D. Ramage, and P. Richtárik. Federated optimization: Distributed machine learning for on-device intelligence. \textit{arXiv}, 1610.02527v1, 2016.

\footnote{The CNN has two 5x5 convolution layers of 32 and 64 channels, each followed with 2x2 max pooling, a fully connected ReLu layer with a size of 512, and a final softmax output layer with a size of either 10, 36 or 62 for FEMNISTDIGITS, FEMNISTNOCAPS, and FEMNISTFULL respectively.}
[2] H. B. McMahan, E. Moore, D. Ramage, S. Hampson, and B. A. y Arcas. Communication-efficient learning of deep networks from decentralized data. In *Proceedings of the 20th International Conference on Artificial Intelligence and Statistics (AISTATS)*, 2017.

[3] K. Bonawitz, H. Eichner, W. Grieskamp, D. Huba, A. Ingerman, V. Ivanov, C. Kiddon, J. Konečný, S. Mazzocchi, H. B. McMahan, T. Van Overveldt, D. Petrou, D. Ramage, and J. Roselander. Towards federated learning at scale: System design. In *Proceedings of the 2nd SysML Conference*, 2019.

[4] Andrew Hard, Kanishka Rao, Rajiv Mathews, Swaroop Ramaswamy, François Beaufays, Sean Augenstein, Hubert Eichner, Chloé Kiddon, and Daniel Ramage. Federated learning for mobile keyboard prediction. *arXiv preprint arXiv:1811.03604*, 2018.

[5] Apple. Designing for Privacy. Apple WWDC. [https://developer.apple.com/videos/play/wwdc2019/708](https://developer.apple.com/videos/play/wwdc2019/708), 2019.

[6] David Leroy, Alice Coucke, Thibaut Lavril, Thibault Gisselbrecht, and Joseph Dureau. Federated learning for keyword spotting. In *ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 6341–6345. IEEE, 2019.

[7] H Brendan McMahan et al. Advances and open problems in federated learning. *Foundations and Trends® in Machine Learning*, 14(1), 2021.

[8] H. Robbins and S. Monro. A stochastic approximation method. *The Annals of Mathematical Statistics*, 22(3):400–407, 1951.

[9] J. Kiefer and J. Wolfowitz. Stochastic estimation of the maximum of a regression function. *The Annals of Mathematical Statistics*, 23(3):462–466, 1952.

[10] Yue Zhao, Meng Li, Liangzhen Lai, Naveen Suda, Damon C ivin, and Vikas Chandra. Federated learning with non-iid data. *arXiv preprint arXiv:1806.00582*, 2018.

[11] Xiang Li, Kaixuan Huang, Wenhai Yang, Shusen Wang, and Zhihua Zheng. On the convergence of FedAVG on non-iid data. In *8th International Conference on Learning Representations, ICLR 2020, Addis Ababa, Ethiopia, April 26-30, 2020*. OpenReview.net, 2020.

[12] Felix Sattler, Klaus-Robert Müller, and Wojciech Samek. Clustered federated learning: Model-agnostic distributed multitask optimization under privacy constraints. *IEEE Transactions on Neural Networks and Learning Systems*, 2020.

[13] Avishek Ghosh, Jichan Chung, Dong Yin, and Kannan Ramchandran. An efficient framework for clustered federated learning. *arXiv preprint arXiv:2006.04088*, 2020.

[14] B. Neyshabur, S. Bhojanapalli, D. McAllester, and N. Srebro. Exploring generalization in deep learning. In *31st Conference on Neural Information Processing Systems (NIPS)*, 2017.

[15] V. Nagarajan and J. Z. Kolter. Uniform convergence may be unable to explain generalization in deep learning. In *33rd Conference on Neural Information Processing Systems (NIPS)*, 2019.

[16] Tian Li, Anit Kumar Sahu, Manzil Zaheer, Maziar Sanjabi, Ameet Talwalkar, and Virginia Smith. Federated optimization in heterogeneous networks, 2020.

[17] Sai Praneeth Karimireddy, Satyen Kale, Mehryar Mohri, Sashank Reddi, Sebastian Stich, and Ananda Theertha Suresh. Scaffold: Stochastic controlled averaging for federated learning. In *International Conference on Machine Learning*, pages 5132–5143. PMLR, 2020.

[18] Ahmed Khaled, Konstantin Mishchenko, and Peter Richtárik. First analysis of local GD on heterogeneous data. *CoRR*, abs/1909.04715, 2019.

[19] Hongda Wu and Ping Wang. Node selection toward faster convergence for federated learning on non-iid data. *arXiv preprint arXiv:2105.07066*, 2021.

[20] Virginia Smith, Chao-Kai Chiang, Maziar Sanjabi, and Ameet Talwalkar. Federated multi-task learning. In I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, editors, *Advances in Neural Information Processing Systems*, volume 30. Curran Associates, Inc., 2017.

[21] Valentina Zantedeschi, Aurélien Bellet, and Marc Tommasi. Fully decentralized joint learning of personalized models and collaboration graphs. In *International Conference on Artificial Intelligence and Statistics*, pages 864–874. PMLR, 2020.

[22] Ali Reza Fallah, Aryan Mohktari, and Asuman Ozdaglar. Personalized federated learning with theoretical guarantees: A model-agnostic meta-learning approach. In H. Larochelle, M. Ranzato, R. Hadsell, M. F. Balcan, and H. Lin, editors, *Advances in Neural Information Processing Systems*, volume 33, pages 3557–3568. Curran Associates, Inc., 2020.
8 Appendix

8.1 Proofs

Proof of Theorem 1 Although $y_{ijn}$s here are NOT independent, generally we have

$$p(y_{ij}|z_{ij}^{(new)} = k, x_{ij}, x_{ij}^{(k)}, y_{ij}^{(k)}, \delta, \sigma) = \prod_{n=1}^{Nij} p(y_{ijn}|y_{ij|n-1}, z_{ij}^{(new)} = k, x_{ij}, x_{ij}^{(k)}, y_{ij}^{(k)}, \delta, \sigma).$$  \tag{11}$$
Let \( X_{ij[n]} \) and \( y_{ij[n]} \) denote \((n \times F)\)-matrix \((x_{ij1}, x_{ij2}, \ldots, x_{ijn})^\top\) and n-vector \((y_{ij1}, y_{ij2}, \ldots, y_{ijn})^\top\). Then, we have \( \sum_{m=1}^n x_{ijm} x_{ijm}^\top = X_{ij[n]}^\top X_{ij[n]} \) and \( \sum_{m=1}^n x_{ijm} y_{ijm} = X_{ij[n]}^\top y_{ij[n]} \). With Bayes’ theorem,

\[
p_{ijn} := p(y_{ijn}|y_{ij[n-1]}, z_{ij}^{(\text{new})}) = k, X_{ij}, X_{ij}^{(k)} y_{ij}^{(k)} \delta, \sigma)
\]

\[
\propto p(y_{ij[n]}, y_{ij}^{(k)}|z_{ij}^{(\text{new})}) = k, X_{ij}, X_{ij}^{(k)}
\]

\[
= \int p(w_k, y_{ij[n]}, y_{ij}^{(k)}|z_{ij}^{(\text{new})}) = k, X_{ij[n]}, X_{ij}^{(k)} \delta, \sigma)dw_k
\]

\[
= \int p(w_k|y_{ij[n]}, y_{ij}^{(k)}) p(y_{ij}^{(k)}|X_{ij[n]}, w_k, \sigma) p(y_{ij[n]}|z_{ij}^{(\text{new})}) = k, X_{ij[n]}, w_k, \sigma)dw_k
\]

\[
\propto \int \exp \left\{ -\frac{1}{2\sigma^2} w_k^\top w_k \right\} \exp \left\{ -\frac{1}{2\sigma^2} (y_{ij[n]} - X_{ij[n]} w_k)^\top (y_{ij[n]} - X_{ij[n]} w_k) \right\}
\]

\[
\exp \left\{ -\frac{1}{2\sigma^2} (y_{ij[n]} - X_{ij[n]} w_k)^\top (y_{ij[n]} - X_{ij[n]} w_k) \right\} dw_k
\]

\[
\propto \int \exp \left\{ -\frac{1}{2} \left( w_k^\top A_n w_k - 2b_n^\top w_k + \frac{1}{\sigma^2} y_{ij[n]}^2 \right) \right\} dw_k,
\]

where

\[
A_n = \frac{1}{\sigma^2} I + \frac{1}{\sigma^2} \left( X_{ij}^{(k)} X_{ij}^{(k)} + \sum_{m=1}^n x_{ijm}^\top x_{ijm} \right)
\]

\[
b_n = \frac{1}{\sigma^2} \left( X_{ij}^{(k)} y_{ij}^{(k)} + \sum_{m=1}^n x_{ijm} y_{ijm} \right).
\]

By marginalizing \( w_k \) out, we can get

\[
p_{ijn} \propto \exp \left\{ -\frac{1}{2} \left( \frac{1}{\sigma^2} y_{ij[n]}^2 - b_n^\top A_n^{-1} b_n \right) \right\}
\]

\[
\propto \exp \left\{ -\frac{1}{2} \left( \frac{1}{\sigma^2} y_{ij[n]}^2 - (b_n - 1 + \frac{1}{\sigma^2} x_{ijn} y_{ij[n]}^\top A_n^{-1} (b_n - 1 + \frac{1}{\sigma^2} x_{ijn} y_{ij[n]})) \right) \right\}
\]

\[
\propto \exp \left\{ -\frac{1 - \frac{1}{\sigma^2} x_{ijn} A_n^{-1} x_{ijn}}{2\sigma^2} \left( y_{ij[n]} - \frac{b_n - 1 + \frac{1}{\sigma^2} x_{ijn} y_{ij[n]}^\top A_n^{-1} (b_n - 1 + \frac{1}{\sigma^2} x_{ijn} y_{ij[n]})}{1 - \frac{1}{\sigma^2} x_{ijn} A_n^{-1} x_{ijn}} \right)^2 \right\}.
\]

In other words, conditional distribution of \( y_{ij[n]} \) obeys normal distribution, i.e.,

\[
y_{ij[n]}|z_{ij}^{(\text{new})} = k, x_{ij[n]}, x_{ij}^{(k)}, y_{ij}^{(k)}, \delta, \sigma \sim \mathcal{N} \left( \frac{b_n - 1 + \frac{1}{\sigma^2} x_{ijn} y_{ij[n]}^\top A_n^{-1} (b_n - 1 + \frac{1}{\sigma^2} x_{ijn} y_{ij[n]})}{1 - \frac{1}{\sigma^2} x_{ijn} A_n^{-1} x_{ijn}}, \frac{\sigma^2}{1 - \frac{1}{\sigma^2} x_{ijn} A_n^{-1} x_{ijn}} \right).
\]

We have \( A_n = A_n^{-1} + \frac{1}{\sigma^2} x_{ijn} x_{ijn}^\top \). With the Woodbury matrix identity,

\[
A_n^{-1} = A_n^{-1} - \frac{1}{\sigma^2} A_n^{-1} x_{ijn} (1 + \frac{1}{\sigma^2} x_{ijn} A_n^{-1} x_{ijn})^{-1} x_{ijn} A_n^{-1}.
\]

Substituting it into \(24\), we obtain

\[
\frac{b_n - 1 + \frac{1}{\sigma^2} x_{ijn} y_{ij[n]}^\top A_n^{-1} (b_n - 1 + \frac{1}{\sigma^2} x_{ijn} y_{ij[n]})}{1 - \frac{1}{\sigma^2} x_{ijn} A_n^{-1} x_{ijn}} = b_n - 1 + \frac{1}{\sigma^2} x_{ijn} A_n^{-1} x_{ijn},
\]

\[
\sigma^2 = x_{ijn} A_n^{-1} x_{ijn}.
\]
\begin{align*}
p(y_{ij}(N_{ij}+1)|x_{ij}(N_{ij}+1), z_{ij}, X, y, \delta, \sigma) &= p(y_{ij}(N_{ij}+1)|x_{ij}(N_{ij}+1), X(z_{ij}), y(z_{ij}), \delta, \sigma) \tag{30} \\
\propto p(y_{ij}(N_{ij}+1), y(z_{ij})|x_{ij}(N_{ij}+1), X(z_{ij}), \delta, \sigma) \tag{31} \\
&= \int p(w_{ij}, y_{ij}(N_{ij}+1), f(z_{ij})|x_{ij}(N_{ij}+1), X(z_{ij}), \delta, \sigma) \, dw_{ij} \, dy_{ij} \tag{32} \\
&= \int p(w_{ij}|\delta)p(y(z_{ij})|X(z_{ij}), w_{ij}, \sigma)p(y_{ij}(N_{ij}+1)|x_{ij}(N_{ij}+1), w_{ij}, \sigma) \, dw_{ij} \tag{33} \\
&\propto \int \exp \left\{-\frac{1}{2\sigma^2} w_{ij}^\top w_{ij} \right\} \\
&\quad \times \exp \left\{-\frac{1}{2\sigma^2} (y(z_{ij}) - X(z_{ij})w_{ij})^\top (y(z_{ij}) - X(z_{ij})w_{ij}) \right\} \\
&\quad \times \exp \left\{-\frac{1}{2\sigma^2} (y_{ij}(N_{ij}+1) - x_{ij}(N_{ij}+1)w_{ij})^2 \right\} \, dw_{ij} \tag{34} \\
&\propto \int \exp \left\{-\frac{1}{2} \left( w_{ij}^\top A w_{ij} - 2b^\top w_{ij} + \frac{1}{\sigma^2} y_{ij}(N_{ij}+1) \right) \right\} \, dw_{ij}, \tag{35}
\end{align*}

where

\begin{align*}
A &= \frac{1}{\delta^2} I + \frac{1}{\sigma^2} \left( X(z_{ij})^\top X(z_{ij}) + x_{ij}(N_{ij}+1)x_{ij}(N_{ij}+1)^\top \right) \tag{36} \\
b &= \frac{1}{\sigma^2} \left( X(z_{ij})^\top y(z_{ij}) + x_{ij}(N_{ij}+1)y_{ij}(N_{ij}+1) \right). \tag{37}
\end{align*}

Therefore, it is straightforward that

\begin{align*}
A &= D(z_{ij}) + \frac{1}{\sigma^2} x_{ij}(N_{ij}+1)x_{ij}(N_{ij}+1)^\top \tag{38} \\
b &= c(z_{ij}) + \frac{1}{\sigma^2} x_{ij}(N_{ij}+1)y_{ij}(N_{ij}+1). \tag{39}
\end{align*}

By marginalizing \(w_k\) out, we can get

\begin{align*}
p(y_{ij}(N_{ij}+1)|x_{ij}(N_{ij}+1), z_{ij}, X, y, \delta, \sigma) &\propto \exp \left\{-\frac{1}{2} \left( \frac{1}{\sigma^2} y_{ij}(N_{ij}+1) - b^\top A^{-1} b \right) \right\} \tag{40} \\
&\propto \exp \left\{-\frac{\tau}{2} \left( y_{ij}(N_{ij}+1) - \mu \right)^2 \right\}. \tag{41}
\end{align*}

where

\begin{align*}
\mu &= \frac{c(z_{ij})^\top A^{-1} x_{ij}(N_{ij}+1)}{1 - \frac{1}{\sigma^2} x_{ij}(N_{ij}+1)^\top A^{-1} x_{ij}(N_{ij}+1)}. \tag{42}
\end{align*}

It can be shown that \(y_{ij}(N_{ij}+1)\) obeys a normal distribution with expected value \(\mu\) and precision \(\tau\); i.e., \(\mathcal{N}(\mu, 1/\tau)\). With the Woodbury matrix identity,

\begin{align*}
A^{-1} &= (D(z_{ij}) + \frac{1}{\sigma^2} x_{ij}N_{ij}+1x_{ij}(N_{ij}+1)^\top)^{-1} \tag{43} \\
&= H(z_{ij}) - H(z_{ij})x_{ij}(N_{ij}+1)(\sigma^2 + x_{ij}(N_{ij}+1)H(z_{ij})x_{ij}(N_{ij}+1))^{-1}x_{ij}(N_{ij}+1)^\top H(z_{ij}). \tag{44}
\end{align*}

Setting \(u = c(z_{ij})^\top H(z_{ij})x_{ij}(N_{ij}+1)\) and \(v = x_{ij}(N_{ij}+1)^\top H(z_{ij})x_{ij}(N_{ij}+1)\), we have

\begin{align*}
c(z_{ij})^\top A^{-1} x_{ij}(N_{ij}+1) &= u - u(\sigma^2 + v)^{-1}v, \tag{45} \\
x_{ij}(N_{ij}+1)^\top A^{-1} x_{ij}(N_{ij}+1) &= v - v(\sigma^2 + v)^{-1}v. \tag{46}
\end{align*}

Substituting them into the expected value of normal distribution in (45),

\begin{align*}
\mu &= \frac{u - u(\sigma^2 + v)^{-1}v}{1 - \frac{1}{\sigma^2}(v - v(\sigma^2 + v)^{-1}v)} = u = c(z_{ij})^\top H(z_{ij})x_{ij}(N_{ij}+1). \tag{47}
\end{align*}