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1 Introduction

The main aim of this paper is to apply the general theory of codimension one integrability conditions for $G$-structures developed in [17] to the case of quaternionic CR geometry. Let us first recall a familiar definition from complex CR geometry: a real manifold $M$ of dimension $2n - 1$ is an almost Cauchy-Riemann manifold (of hypersurface type) if at each tangent space $T_x M$ there is a distinguished subspace $D_x \subset T_x M$ of real dimension $2n - 2$ and a
complex structure $I_x$ on it, both depending smoothly on $x \in M$ (the collection of subspaces $D_x$ constitutes a complex distribution $D \subset TM$).

The notion of almost CR manifold arose in the study of real hypersurfaces of $\mathbb{C}^n$. Indeed any such $M \subset \mathbb{C}^n$ is endowed with the complex distribution $D$ given by $D_x = T_x M \cap i T_x M$ and satisfying the following additional property: for any two sections $X, Y$ of $D$

$$[X, Y] - [IX, IY] \in \Gamma(D) \quad \text{and} \quad [IX, Y] + [X, IY] = I[X, Y] - I[IX, IY].$$

Equations (1.1) and (1.2) are necessary conditions for an almost CR manifold to admit local immersions in $\mathbb{C}^n$ so that the almost CR structure is induced by the complex structure of the ambient space. It is well-known that they are also sufficient if $M$ is strictly pseudo-convex and $2n - 1 \geq 7$ (cf. [13]) or if all the data are real-analytic (cf. [4]; see also [17] for an alternative proof using $G$-structures). In this paper we wish to apply the general theory of $G$-structures, i.e. reductions $\pi : P \to M$ of the bundle of all linear frames on a manifold $M$ (see [11,19]), to the study of the analogous situation in quaternionic CR geometry.

We recall that a real manifold $\tilde{M}$ of dimension $4n$ is a quaternionic manifold if its tangent bundle is endowed with a linear quaternionic structure and a compatible torsion-free linear connection (see [3,16]). The maximally homogeneous model for quaternionic manifolds is the quaternionic projective space $\mathbb{HP}^n$, that is the compactification of $\mathbb{H}^n$. On the other hand, manifolds endowed with a kind of quaternionic CR structure appeared for the first time in the ’00s, introduced by O. Biquard in [5] and motivated by the study of conformal infinities of quaternionic Kähler metrics: a real manifold $M$ of dimension $4n - 1$ is quaternionic contact if it admits a distribution $D$ of rank $4n - 4$ with the property that the symbol algebra $m(x) = m_{-2}(x) + m_{-1}(x)$ associated with the natural filtration $T_x^{-2}M = T_x M \supset T_x^{-1}M = D_x$ of $T_x M$ is at all points isomorphic with the quaternionic Heisenberg algebra $m = \text{Im}(\mathbb{H}) + \mathbb{H}^{n-1}$. In particular the distribution $D$ is endowed with a linear quaternionic structure and a conformal class of Hermitian metrics (see [1]).

The maximally homogeneous model for quaternionic contact manifolds is the compactification $M = \text{Sp}(n, 1)/P$ of the quaternionic Heisenberg group, where $P$ is the parabolic subgroup stabilizing an isotropic quaternionic line. This is a flag manifold and a real hypersurface of $\mathbb{HP}^n$. Unfortunately not all real hypersurfaces of $\mathbb{HP}^n$ are quaternionic contact (cf. [8]). To overcome this issue we consider here the following definition, which encompasses the notion of quaternionic contact manifold in a non-metrical framework.

**Definition 1.1** [14] An almost CR quaternionic manifold (of hypersurface type) is a real manifold $M$ of dimension $4n - 1$ together with a codimension one embedding $TM \to E$ of its tangent bundle $TM$ in a vector bundle $E$ endowed with a linear quaternionic structure.

Let $\tilde{G} = \text{GL}_n(\mathbb{H}) \cdot \text{Sp}_1$ be the group of (twisted) linear automorphisms of the quaternionic vector space $V = \mathbb{H}^n$ and $G_2$ the subgroup of $\tilde{G}$ which stabilizes the real subspace $W = \mathbb{H}^{n-1} \oplus \text{Im} \mathbb{H} \subset V$ of real codimension one (see Lemma 2.1 for its explicit description). The datum of an almost CR quaternionic structure is equivalent to a $G$-structure $\pi : P \to M$ on $M$ with structure group $G \subset \text{GL}_{4n-1}(\mathbb{R})$ obtained upon restricting the action of $G_2$ to $W$. On the other hand, as already advertised, the model ambient space for quaternionic CR geometry is $\tilde{M} = \mathbb{HP}^n$ and its quaternionic structure is an (integrable) $\tilde{G}$-structure $\tilde{\pi} : \tilde{P} \to \tilde{M}$.

It is a classical result (cf. [9]) that obstructions to integrability for a $G$-structure can be expressed in terms of appropriate $G$-equivariant functions $\mathcal{R}^{p+1} : P \to H^{p, 2}(g)$ with values in the Spencer cohomology groups $H^{p, 2}(g)$ of the Lie algebra $g = \text{Lie}(G)$ of $G$. The general framework is exploited in [3,16], where quaternionic manifolds are investigated and
the groups $H^{p,2} (\tilde{g})$, $\tilde{g} = \mathfrak{gl}_n (\mathbb{H}) \oplus \mathfrak{sp}_1$, are explicitly computed (see also [15]). The analysis in this paper is based on a generalization of the obstruction theory to the case where the $G$-structure $\pi : P \to M$ under consideration is not integrable but possibly induced by an immersion into an ambient space $\tilde{M}$ endowed with an integrable $\tilde{G}$-structure $\tilde{\pi} : \tilde{P} \to \tilde{M}$. The general theory of such induced $G$-structures has been recently developed in [17] where obstructions to generalized integrability are expressed in terms of essential $(G, \tilde{G})$-curvatures, maps $\mathcal{R}^{p+1} : P \to H^{p,2} (\tilde{g}, W)$ with values in appropriate generalizations $H^{p,2} (\tilde{g}, W)$ of the Spencer groups (see Definition 3.1).

We now state the main result. Therein:

- $\tilde{g} = \mathfrak{gl}_n (\mathbb{H}) \oplus \mathfrak{sp}_1$ and $W = \mathbb{H}^{n-1} \oplus \text{Im} \mathbb{H}$,
- $s \simeq s\mathfrak{l}_{2n-2} (\mathbb{C}) \oplus s\mathfrak{l}_2 (\mathbb{C})$ is the (complexified) Levi factor of $\tilde{g}$,
- $E = \mathbb{C}^{2n-2}$ and $H = \mathbb{C}^2$ are the defining representations of $s\mathfrak{l}_{2n-2} (\mathbb{C})$ and $s\mathfrak{l}_2 (\mathbb{C})$ respectively,
- $\text{Ad}$ is the adjoint representation of $s\mathfrak{l}_{2n-2} (\mathbb{C})$,
- $D$ is the irreducible representation of $s\mathfrak{l}_{2n-2} (\mathbb{C})$ given by the kernel of the natural contraction $E \otimes \Lambda^2 E^* \to E^*$.

**Theorem 1.2** Let $M$ be an almost CR quaternionic manifold of dimension $4n - 1 \geq 7$ and $\pi : P \to M$ be its canonically associated $G$-structure. Then there exists a canonical $G$-equivariant map $\mathcal{R}^1 : P \to H^{0,2} (\tilde{g}, W)$ and, if $\mathcal{R}^1$ identically vanishes, a canonical $G$-equivariant map $\mathcal{R}^2 : P \to H^{1,2} (\tilde{g}, W)$. If $M$ is locally immersible into a quaternionic manifold then $\mathcal{R}^1 = 0$. Moreover $\mathcal{R}^1 = \mathcal{R}^2 = 0$ if and only if $M$ is locally immersible in $\mathbb{H}^p$ around any point, in such a way that the almost CR quaternionic structure is induced by the quaternionic structure of the ambient space. Finally there exist natural $s$-equivariant isomorphisms

$$H^{0,2} (\tilde{g}, W) \otimes \mathbb{C} \simeq \Lambda^2 E^* S^2 H + (D + E^*) S^3 H + (\text{Ad} + \Lambda^2 E^*) S^4 H + E^* S^5 H,$$

$$H^{1,2} (\tilde{g}, W) \otimes \mathbb{C} \simeq H^{1,2} (\tilde{g}) \otimes \mathbb{C},$$

whereas the cohomology group $H^{2,2} (\tilde{g}, W)$ vanishes.

We remark that Theorem 1.2 does not require analyticity assumptions and that $H^{2,2} (\tilde{g}, W) = 0$ is tantamount to the automatic vanishing of the $(G, \tilde{G})$-curvature $\mathcal{R}^3$ of third order. We also note that $\mathcal{R}^1$ and $\mathcal{R}^2$ are well-defined intrinsic global objects on $M$ as a consequence of $H^{1,1} (\tilde{g}, W) = H^{2,1} (\tilde{g}, W) = 0$ (see Proposition 3.3). If $n = 1$ then $\tilde{G} = \text{GL}_1 (\mathbb{H}) \cdot \mathfrak{sp}_1$ is isomorphic to $\text{CO}_4^+$ and a four dimensional almost quaternionic manifold is just an (oriented) conformal manifold. We refer the interested reader to [17] where hypersurfaces of conformal manifolds are considered in the same spirit of Theorem 1.2.

We make clear that Theorem 1.2 does not say anything about $\mathcal{R}^1 = 0$ being sufficient for the existence of a local immersion into a quaternionic manifold; it would be interesting to understand whether or not this is true. Explicit examples of homogeneous quaternionic contact manifolds are known (see [2,7]). As a simple application of the necessary condition, we give in Theorem 4.4 an explicit construction of a family of homogeneous almost CR quaternionic manifolds with a non-trivial essential $(G, \tilde{G})$-curvature $\mathcal{R}^1$ at any point and therefore not admitting local immersions in any quaternionic manifold. The construction is based on a deformation of the standard quaternionic contact structure on the quaternionic Heisenberg group. Since any quaternionic contact manifold always admits an immersion in a quaternionic manifold (see [8]) this family also provides examples of homogeneous almost CR quaternionic manifolds which are not quaternionic contact.
The paper is organized as follows. In Sect. 2 we recall the basic definitions of quaternionic linear algebra and geometry; in particular we describe the structure group $G$ in Lemma 2.1 and recall in Sect. 2.2 the basics of $G$-structures $\pi : P \to M$ induced on submanifolds $M$ of manifolds $\tilde{M}$ endowed with an almost quaternionic structure $\tilde{\pi} : \tilde{P} \to \tilde{M}$. In Sect. 3 we give a long exact sequence relating the generalized $H^{p,q}(\tilde{g}, W)$ and the usual $H^{p,q}(\tilde{g})$ Spencer cohomology groups of $\tilde{g} = \mathfrak{gl}_n(\mathbb{H}) \oplus \mathfrak{sp}_1$ (Proposition 3.2), calculate the formers for $q = 0, 1$ (Proposition 3.3) and finally prove Theorem 3.4 on induced $G$-structures and their essential $(G, \tilde{G})$-curvatures.

Sections 4, 5 and 6 contain the most technical part of the paper. Section 4 is devoted to determining the $\sigma$-module structure of $H^{0,2}(\tilde{g}, W)$. The resulting Theorem 4.1 is exploited in Sect. 4.2 to construct the above mentioned family of homogeneous almost CR quaternionic manifolds. In Sect. 5 we show that $H^{2,2}(\tilde{g}, W)$ vanishes. The proof relies on the exact sequence of Proposition 3.2 and on Proposition 5.2, where the groups $H^{p,3}(\tilde{g})$ are determined with the help of Kostant version of the Borel-Bott-Weil Theorem [12]. Finally Sect. 6 provides the canonical isomorphism of $H^{1,2}(\tilde{g}, W)$ with $H^{1,2}(\tilde{g})$ and ends with some comments.

Conventions. Let $g$ be a Lie algebra. Tensor products of representations of $g$ are indicated either in the usual way or simply by juxtaposition. With $n$ we always indicate a positive integer $n > 1$.

2 Preliminaries on quaternionic algebra and geometry

2.1 Quaternionic linear algebra

Let $V$ be a real vector space of dimension $4n, n > 1$. A hypercomplex structure on $V$ is a triple $H = (I_1, I_2, I_3)$ of anticommuting complex structures on $V$ with $I_3 = I_1I_2$. We call the 3-dimensional subspace $Q = \text{span}\{I_1, I_2, I_3\} \subseteq \text{End} (V)$ a quaternionic structure on $V$ and the pair $(V, Q)$ a quaternionic vector space. We say that $H$ is an admissible basis of $(V, Q)$ and recall that two bases $H, H'$ are always related by an orthogonal matrix $A \in SO(3)$ as follows (see e.g. [3]):

$$ I'_{\alpha} = \sum_{\beta=1,2,3} A^\beta_\alpha I_\beta. \quad (2.1) $$

We also say that a basis of $V$ is an admissible frame for $(V, Q)$ if it is of the form

$$ (I_1e_1, I_2e_1, I_3e_1, e_1, \ldots, I_1e_n, I_2e_n, I_3e_n, e_n), $$

for some admissible basis $H = (I_\alpha)$ and a set $\{e_1, \ldots, e_n\}$ of vectors of $V$.

An isomorphism of quaternionic vector spaces $(V, Q)$ and $(V', Q')$ is an $\mathbb{R}$-linear invertible map $\varphi : V \to V'$ satisfying $\varphi^*Q' = Q$ (see e.g. [3]). We fix once and for all an identification of $(V, Q)$ with $\mathbb{H}^n$ endowed with the quaternionic structure associated to $I_1 = -R_l, I_2 = -R_j$ and $I_3 = -R_k$, where $R_h$ is right multiplication by a quaternion $h \in \mathbb{H}$.

The following Lemma 2.1 describes the subgroup $G_\sharp$ of the automorphism group $\tilde{G}$ of $(V, Q)$ which preserves the subspace $W = \mathbb{H}^{n-1} \oplus \text{Im} \mathbb{H}$ of $V = \mathbb{H}^n$. It is convenient to introduce the vector space decomposition

$$ V = W \oplus W^\perp = U \oplus U^\perp \oplus W^\perp, \quad (2.2) $$

with $W^\perp = \{(0, \ldots, 0, h_n) \mid h_n \in \mathbb{R}\}, U = \mathbb{H}^{n-1} \subset W$ and $U^\perp = \text{Im} \mathbb{H} \subset W$. © Springer
Lemma 2.1  An automorphism \((A, h) \in \widetilde{G}, A \in \text{GL}_n(\mathbb{H}), h \in \text{Sp}_1\), is in \(G_\mathbb{H}\) if and only if with respect to the decomposition (2.2) it is of the form

\[
(A, h) = \left( \begin{pmatrix} A_1 & A_2 \\ 0 & \lambda h \end{pmatrix}, h \right),
\]

where \(A_1 \in \text{GL}_{n-1}(\mathbb{H}), A_2 \in \text{Hom}_\mathbb{H}(\mathbb{H}, \mathbb{H}^{n-1})\) and \(\lambda \in \mathbb{R}^\times\). In particular the subgroup \(N_\mathbb{H}\) acting trivially on \(W\) is trivial and \(G_\mathbb{H}\) is naturally identifiable with the quotient group \(G = G_\mathbb{H}/N_\mathbb{H} \subset GL(W)\).

This lemma is proved by straightforward computations whose details are omitted for the sake of brevity. Note that the Lie algebra \(g\) of \(G\) is isomorphic to the semidirect sum \((gl_{n-1}(\mathbb{H}) \oplus \mathbb{H}) \in \text{Hom}_\mathbb{H}(\mathbb{H}, \mathbb{H}^{n-1})\) with non-trivial brackets given by the natural ones of \(gl_{n-1}(\mathbb{H})\) and \(\mathbb{H} \simeq u_2\) as Lie subalgebras and by \([h, A_2] = -A_2 \circ L_h, [A_1, A_2] = A_1 \circ A_2\), where \(L_h\) is right multiplication by \(h \in \mathbb{H}\), \(A_2 \in \text{Hom}_\mathbb{H}(\mathbb{H}, \mathbb{H}^{n-1})\) and \(A_1 \in gl_{n-1}(\mathbb{H})\). In particular \(g\) is not semisimple, with radical given by \((\mathbb{R} \oplus \mathbb{R}) \in \text{Hom}_\mathbb{H}(\mathbb{H}, \mathbb{H}^{n-1})\). From now on we consider

\[
s = sl_{n-1}(\mathbb{H}) \oplus \mathfrak{sp}_1\tag{2.3}
\]

as fixed Levi factor of \(g\). We stress that the embedding of \(s\) in the Lie algebra \(\widetilde{g} = gl_n(\mathbb{H}) \oplus \mathfrak{sp}_1\) of \(\widetilde{G}\) is not the obvious one but diagonal on the ideal \(\mathfrak{sp}_1\).

### 2.2 Induced \(G\)-structures and CR quaternionic manifolds

A linear quaternionic structure on a real bundle \(E \to \widetilde{M}\) of rank 4n is a subbundle \(Q\) of \(\text{End}(E)\) which, around any point \(x \in U \subset \widetilde{M}\), is generated by a field \(H = (I_1, I_2, I_3) : U \to \text{End}(E)\) of hypercomplex structures. We call \(H\) an admissible (local) basis of \(Q\) and remark that two bases on the same \(U \subset \widetilde{M}\) are of the form (2.1) for some \(A : U \to SO(3)\).

A real manifold \(\widetilde{M}\) is called an almost quaternionic manifold if \(T\widetilde{M}\) has a linear quaternionic structure. In this case the associated bundle \(\pi : \tilde{P} \to \tilde{M}\) of admissible frames,

\[
\tilde{P} = \left\{ \text{frame } (I_1 e_1, I_2 e_1, I_3 e_1, e_1, \ldots, I_1 e_n, I_2 e_n, I_3 e_n, e_n) \text{ of } T_x \tilde{M} \mid H = (I_a) \text{ admissible basis} \right\},
\]

is a \(G\)-structure on \(\tilde{M}\) and, if it there is a torsion-free compatible connection, \(\tilde{M}\) is called a quaternionic manifold.

The quaternionic projective space \(\mathbb{H}^\mathbb{P}^n\) is the basic example of quaternionic manifold and it is homogeneous \(\mathbb{H}^\mathbb{P}^n \simeq \text{PGL}_{n+1}(\mathbb{H})/P\) (\(P = \text{stabilizer of quaternionic line}\)) under the action of an automorphism group of maximal dimension. Indeed, see [3, 15, 17–19], the Lie algebra \(\widetilde{g} = gl_n(\mathbb{H}) \oplus \mathfrak{sp}_1\) is of finite type in Cartan sense and its maximal transitive prolongation \(\widetilde{g}_\infty\) is a \(Z\)-graded Lie algebra isomorphic to \(sl_{n+1}(\mathbb{H})\) and with grading

\[
\widetilde{g}_\infty = \widetilde{g}_\infty^{-1} \oplus \widetilde{g}_\infty^{0} \oplus \widetilde{g}_\infty^{1},
\]

where \(\widetilde{g}_\infty^{-1} = V = \mathbb{H}^n, \widetilde{g}_\infty^{0} = \widetilde{g}\) and \(\widetilde{g}_\infty^{1} \simeq V^*\).

Any hypersurface \(M\) of an almost quaternionic manifold \(\widetilde{M}\) has a natural structure of an almost CR quaternionic manifold with \(E = T\widetilde{M}|_M\). In the terminology of [17] \(M\) is a \(\widetilde{P}\)-regular submanifold of \(\tilde{M}\), where \(\tilde{\pi} : \tilde{P} \to \tilde{M}\) is the \(G\)-structure associated with \(\tilde{M}\). This means that at any point \(x \in M\) there exists a frame \((e_1, \ldots, e_{4n}) \in \tilde{P}|_x\) with \(e_i \in T_x M\) for all \(1 \leq i \leq 4n - 1\). Any such a frame is called adapted and \((e_1, \ldots, e_{4n-1})\) is the induced frame.
By the results of [17] the collection of all induced frames

\[ P = \{ \text{induced frame } (e_1, \ldots, e_{4n-1}) \text{ of } T_x M \mid x \in M \} \]  

(2.6)
is a \(G\)-structure \(\pi : P \to M\) on \(M\), where the structure group \(G \simeq G_z/N_z\). By Lemma 2.1 we are allowed to identify \(G\) directly with \(G_z\).

Conversely an almost CR quaternionic structure on a manifold \(M\) (not necessarily induced by an immersion \(M \subset \tilde{M}\)) is the same as a \(G\)-structure \(\pi : P \to M\) with structure group \(G = G_z\). Following [17] we call (locally) immersible any \(\pi : P \to M\) which is locally of the form (2.6) for some immersion in quaternionic projective space \(\tilde{M} = \mathbb{H}P^n\).

### 3 Codimension one integrability conditions

The main aim of this section is to apply the general results of [17] and describe obstructions to (local) immersibility for an almost CR quaternionic manifold. We first recall the relevant definitions and prove some auxiliary results.

#### 3.1 Preliminaries

Let \(\mathfrak{g}\) be the Lie algebra formed by all elements of \(\tilde{\mathfrak{g}} = \mathfrak{g}_{1}\mathbb{H} \oplus \mathfrak{sp}_1\) which preserve the subspace \(W = \mathbb{H}^{p-1} \oplus \text{Im } \mathbb{H}\) of \(V = \mathbb{H}^n\). Let also \(\tilde{\mathfrak{g}}_\infty\) be the maximal transitive prolongation of \(\tilde{\mathfrak{g}}\).

**Definition 3.1** [17] The generalized Spencer cohomology groups \(H^{p,q}(\tilde{\mathfrak{g}}, W)\) are the cohomology groups of the differential complex

\[
\ldots \xrightarrow{\partial} C^{p+1,q-1}(\tilde{\mathfrak{g}}, W) \xrightarrow{\partial} C^{p,q}(\tilde{\mathfrak{g}}, W) \xrightarrow{\partial} C^{p-1,q+1}(\tilde{\mathfrak{g}}, W) \xrightarrow{\partial} \ldots ,
\]

where \(C^{p,q}(\tilde{\mathfrak{g}}, W) = \tilde{\mathfrak{g}}_\infty^{p-1} \oplus \Lambda^q W^*\) for all \(p, q \geq 0\) and the generalized Spencer operator \(\partial\) is given by

\[
\partial c(w_1, \ldots, w_{q+1}) := \sum_{i=1}^{q+1} (-1)^i [c(w_1, \ldots, w_{i-1}, w_i, w_{i+1}, \ldots, w_{q+1}), w_i]
\]

for all \(c \in C^{p,q}(\tilde{\mathfrak{g}}, W)\) and \(w_1, \ldots, w_{q+1} \in W\).

There is a relationship between the usual Spencer groups \(H^{p,q}(\mathfrak{g})\) of \(\tilde{\mathfrak{g}}\) and the generalized ones. We first note that since each \(C^{p,q}(\mathfrak{g}, W)\) carries a natural structure of \(\mathfrak{g}\)-module for which \(\partial\) is equivariant then any group \(H^{p,q}(\mathfrak{g}, W)\) has a representation of \(\mathfrak{g}\) and in particular of the Levi factor \(\mathfrak{s}\). Let \(\rho \in V^*\) be a defining one-form for \(W = \text{Ker } \rho\) and \(\text{res}_W : \Lambda^q V^* \to \Lambda^q W^*\) the restriction map. Let also \(\text{res}_W^{-1} : \Lambda^q W^* \to \Lambda^q V^*\) be the right inverse of \(\text{res}_W\) determined by the vector space decomposition (2.2). We consider the short exact sequence

\[ 0 \to C^{p,q-1}(\mathfrak{g}, W) \to C^{p,q}(\mathfrak{g}, W) \to C^{p,q}(\tilde{\mathfrak{g}}, W) \to 0 \]

of differential complexes induced by the short exact sequence

\[ 0 \to \Lambda^q -1 W^* \xrightarrow{\Lambda^q \rho \text{res}_W^{-1}} \Lambda^q V^* \xrightarrow{\text{res}_W} \Lambda^q W^* \to 0 ,\]

where \(\Lambda^q \rho\) is right multiplication by \(\rho\). It is easy to see that every morphism in the short exact sequence is equivariant under \(\mathfrak{s}\). The associated long exact sequence in cohomology (see e.g. [6, pag.17]) implies the following.
Proposition 3.2 There exists a long exact sequence of vector spaces
\[
\cdots \longrightarrow H^{p+1,q-1}(\hat{g}, W) \longrightarrow H^{p,q-1}(\hat{g}, W) \longrightarrow H^{p,q}(\hat{g}) \\
\longrightarrow H^{p,q}(\hat{g}, W) \longrightarrow H^{p-1,q}(\hat{g}, W) \longrightarrow H^{p-1,q+1}(\hat{g}) \longrightarrow \cdots
\]  
(3.1)
which is compatible with the natural action of s.

We recall that the usual Spencer cohomology groups satisfy (cf. [16, 20])
\[
H^{0,0}(\hat{g}) \simeq V, \quad H^{0,1}(\hat{g}) \simeq gl(V)/\hat{g}
\]
\[
H^{p,0}(\hat{g}) = H^{p,1}(\hat{g}) = 0 \quad \text{for every } p \geq 1,
\]
as a direct consequence of definitions and the fact that $\tilde{g}_\infty$ is the maximal transitive prolongation of $\hat{g}$. In order to prove our first Theorem 3.4 in Sect. 3.2 we need a similar property for the generalized Spencer groups.

Proposition 3.3 The groups $H^{p,0}(\hat{g}, W)$ and $H^{p,1}(\hat{g}, W)$ are trivial for all $p \geq 1$ whereas
\[
H^{0,0}(\hat{g}, W) \simeq V \text{ and } H^{0,1}(\hat{g}, W) \simeq V \otimes W^*/\tilde{g}|_W.
\]

Proof It is easy to check directly from definitions that $H^{0,0}(\hat{g}, W) \simeq V$ and $H^{0,1}(\hat{g}, W) \simeq V \otimes W^*/\tilde{g}|_W$. The facts that $H^{p,0}(\hat{g}, W) = 0$ for all $p \neq 0, 2$ and $H^{p,1}(\hat{g}, W) = 0$ for all $p \geq 3$ follow also immediately from definitions.

The long exact sequence (3.1) with $p = 2, q = 0$ gives
\[
0 = H^{2,0}(\hat{g}) \longrightarrow H^{2,0}(\hat{g}, W) \longrightarrow H^{1,0}(\hat{g}, W) = 0
\]
so that $H^{2,0}(\hat{g}, W) = 0$. Similarly if $p = 3, q = 1$ we have
\[
0 = H^{3,1}(\hat{g}, W) \longrightarrow H^{2,1}(\hat{g}, W) \longrightarrow H^{2,2}(\hat{g})
\]
and $H^{2,1}(\hat{g}, W) = 0$ too, as $H^{2,2}(\hat{g}) = 0$ by [16, Theorem 3.4].

We are left with the vanishing of $H^{1,1}(\hat{g}, W)$. The proof of this fact is more involved and relies on some of the results of Sect. 4, that is Theorem 4.1 and Proposition 4.3, which give (after complexification) the following decompositions into irreducible and inequivalent s-modules:
\[
H^{0,2}(\hat{g}, W) \simeq \Lambda^2E^*S^2H + (D + E^*)S^3H
\]
\[
+ (\text{Ad} + \Lambda^2E^*)S^4H + E^*S^5H,
\]
\[
H^{0,2}(\hat{g}) \simeq E^*H + (C + \text{Ad} + \Lambda^2E^*)S^2H + (2E^* + E + D)S^3H
\]
\[
+ (C + \text{Ad} + \Lambda^2E^*)S^4H + E^*S^5H.
\]
(3.2)

Consider now the exact sequence
\[
0 \longrightarrow H^{1,1}(\hat{g}, W) \longrightarrow H^{0,1}(\hat{g}, W) \xrightarrow{\phi} H^{0,2}(\hat{g}) \longrightarrow H^{0,2}(\hat{g}, W) \longrightarrow 0
\]
given by (3.1) with $p = 1, q = 1$. Since any representation of s is completely reducible, equation (3.2) together with $H^{0,2}(\hat{g}, W) \simeq H^{0,2}(\hat{g})/\text{Im } \phi$ implies
\[
\text{Im } \phi \simeq E^*H + (C + \text{Ad})S^2H + (E^* + E)S^3H + S^4H.
\]
(3.3)

However $H^{0,1}(\hat{g}, W) \simeq V \otimes W^*/\tilde{g}|_W$ is also isomorphic with the right hand side of (3.3) (use that $\hat{g} \simeq \tilde{g}|_W$) so that $\phi$ is injective and $H^{1,1}(\hat{g}, W) = 0$. ∎
3.2 Induced $G$-structures and generalized integrability conditions

Let $M$ be an almost CR quaternionic manifold and $\pi : P \to M$ its associated $G$-structure. Let also $\vartheta = (\vartheta^1, \ldots, \vartheta^{4n-1}) : T P \to W$ be the so-called soldering form of $P$, defined by $\vartheta_u(v) = (v^1, \ldots, v^{4n-1})$, where the $v^i$ are the components of the vector $\pi_s(v) \in T_{\pi(u)}M$ with respect to the frame $u = (e_i)$. From the general results of [17] $P$ is locally immersible if and only if, for any local section $s : \mathcal{U} \subset \to P$ of $P$, there exist 1-forms

$$\omega^p : TU \to \mathfrak{g}_\infty^p,$$

with

$$\omega^{-1} = (s^*\vartheta^1, \ldots, s^*\vartheta^{4n-1}, 0)$$  \hspace{1cm} (3.4)

and the others satisfying the system of 3 equations

$$d\omega^{p-1} + \frac{1}{2} \sum_{r=0}^{p-1} [\omega^r, \omega^{p-1-r}] = -[\omega^{-1}, \omega^p], \hspace{1cm} 0 \leq p \leq 1,$$

$$d\omega^1 + \frac{1}{2} \sum_{r=0}^{1} [\omega^r, \omega^{1-r}] = 0.$$  \hspace{1cm} (3.5)

The $G$-structure $P$ is called locally immersible up to order $p$ if, around any point, it admits a local section $s$ and forms $\omega^{-1}, \ldots, \omega^{p-1}$ which satisfy (3.4) and the first $p$ equations of (3.5). We stress the fact that, if (3.4) and the first $p$ equations of (3.5) hold for a choice of $s$, then they hold for any other section of $P$ on the same open set $\mathcal{U}$.

Any $p+1$-tuple $(s, \omega^0, \ldots, \omega^{p-1})$ as above is called admissible and the corresponding $\mathfrak{g}_\infty^{p-1}$-valued 2-form on the domain of $s$ given by

$$\Omega^{p-1} = d\omega^{p-1} + \frac{1}{2} \sum_{r=0}^{p-1} [\omega^r, \omega^{p-1-r}]$$

is the total $(G, \tilde{G})$-curvature of order $p+1$ associated with $(s, \omega^0, \ldots, \omega^{p-1})$.

Assume $P$ is locally immersible up to order $p$ and, for any admissible $p+1$-tuple $(s, \omega^0, \ldots, \omega^{p-1})$ on some open set $\mathcal{U} \subset M$, use the frames $s_x$, $x \in \mathcal{U}$, to identify the tangent spaces $T_xM$ with $W$. By [17, Theorem 3.4] the total $(G, \tilde{G})$-curvature tensors

$$\Omega^{p-1|_x} = \tilde{\mathfrak{g}}^{p-1}_\infty \otimes \Lambda^2 T^*_x M \simeq C^{p,2}(\tilde{g}, W)$$

satisfy $\partial(\Omega^{p-1|_x}) = 0$. The quotient map

$$\mathcal{R}^{p+1}_x : \mathcal{U} \to H^{p,2}(\tilde{g}, W), \hspace{1cm} \mathcal{R}^{p+1}_x := [\Omega^{p-1|_x}]$$  \hspace{1cm} (3.6)

is called essential $(G, \tilde{G})$-curvature of order $p+1$.

One can easily see from definitions that the essential $(G, \tilde{G})$-curvature $\mathcal{R}^1$ is the cohomology class in $H^{0,2}(\tilde{g}, W)$ of the torsion tensor associated with any linear connection on $\pi : P \to M$. One can therefore consider its vanishing as a generalization to the context of induced $G$-structures of the usual vanishing of the intrinsic torsion. It also admits the following simple geometric interpretation: if the almost CR quaternionic structure is induced by a local immersion in a quaternionic manifold $\tilde{M}$ then $\mathcal{R}^1 = 0$.

This can be seen as follows. Consider a local section $\tilde{s} : \tilde{\mathcal{U}} \to \tilde{P}$ of the $\tilde{G}$-structure $\tilde{\pi} : \tilde{P} \to \tilde{M}$ associated with $\tilde{M}$. Without loss of generality we may assume that

$$\tilde{s}|_{\mathcal{U}} : \mathcal{U} \to \tilde{P}, \hspace{1cm} \mathcal{U} = \tilde{\mathcal{U}} \cap M,$$
is a field of adapted frames with field of induced frames \( s : \mathcal{U} \to \mathcal{P} \). The co-frames associated with \( \tilde{s} \) and \( s \) are given by the local 1-forms

\[
\tilde{\omega}^{-1} : T\tilde{\mathcal{M}} \to V \quad \text{and} \quad \omega^{-1} = \tilde{\omega}^{-1}|_{T\mathcal{U}} : T\mathcal{U} \to W.
\]

Since \( \tilde{\mathcal{M}} \) is quaternionic there exists a torsion-free connection on \( \tilde{P} \). The corresponding connection 1-form \( \tilde{\omega}^0 : T\tilde{\mathcal{U}} \to \tilde{s} \) satisfies \( d\tilde{\omega}^{-1} = -[\tilde{\omega}^{-1}, \tilde{\omega}^0] \). It follows that \( d\omega^{-1} = -[\omega^{-1}, \omega^0] \) where \( \omega^0 = \tilde{\omega}^0|_{T\mathcal{U}} \) and hence \( \mathcal{R}^1 = 0 \).

We now state the main result of Sect. 3.2. It is a direct consequence of above observations, Proposition 3.3, the fact that the \( G \)-structure \( \tilde{\pi} : \tilde{P} \to \mathbb{H}P^n \) is flat k-reductive with \( k = 2 \) in the sense of [17] and of [17, Theorem 4.3].

**Theorem 3.4** Let \( M \) be an almost CR quaternionic manifold of dimension \( 4n - 1 \geq 7 \) and \( \pi : P \to M \) its associated \( G \)-structure. Then there exists a \( G \)-equivariant map \( \mathcal{R}^1 : P \to H^{0,2}(\tilde{\mathcal{M}}, W) \) which vanishes if and only if \( P \) is locally immersible up to second order. In particular if \( P \) is induced by a local immersion \( M \subset \tilde{\mathcal{M}} \) into a quaternionic manifold \( \tilde{\mathcal{M}} \) then \( \mathcal{R}^1 = 0 \).

Assume \( \mathcal{R}^1 = 0 \). Then there is a \( G \)-equivariant \( \mathcal{R}^2 : P \to H^{1,2}(\tilde{\mathcal{M}}, W) \) which vanishes if and only if \( P \) is locally immersible up to second order. Finally if \( \mathcal{R}^1 = \mathcal{R}^2 = 0 \) there is a \( G \)-equivariant \( \mathcal{R}^3 : P \to H^{2,2}(\tilde{\mathcal{M}}, W) \) and \( P \) is locally immersible into \( \tilde{\pi} : \tilde{P} \to \mathbb{H}P^n \) if and only if \( \mathcal{R}^1 = \mathcal{R}^2 = \mathcal{R}^3 = 0 \).

We observe that Theorem 3.4 says that the essential \((G, \tilde{G})\)-curvatures are intrinsically defined for any almost CR quaternionic manifold. This is a non-trivial result, which depends on the vanishing of \( H^{p,1}(\tilde{\mathcal{M}}, W) \) for all \( p \geq 1 \). For instance, in the classical case of Riemannian immersions, \( G = SO_n(\mathbb{R}) \), \( \tilde{G} = SO_{\tilde{n}}(\mathbb{R}) \) and \( H^{1,1} (so_\tilde{n}(\mathbb{R}), \mathbb{R}^n) \simeq \mathbb{R}^\tilde{n}-n \otimes S^2(\mathbb{R}^n)^* + so(\mathbb{R}^{\tilde{n}-n}) \otimes (\mathbb{R}^n)^* \) [17]. This reflects the fact that the generalized \((G, \tilde{G})\)-curvatures whose vanishing is equivalent to the Gauss-Codazzi-Ricci equations depend on the choice of a candidate second fundamental form and normal metric connection.

The main aim of next sections is to improve Theorem 3.4 with the explicit description of the groups \( H^{p,2}(\tilde{\mathcal{M}}, W) \). In particular \( H^{2,2}(\tilde{\mathcal{M}}, W) = 0 \) so that the third obstruction \( \mathcal{R}^3 \) is automatically trivial. From now on we will work exclusively over \( \mathbb{C} \) so that real vector spaces, Lie algebras and representations are tacitly complexified. We collect our conventions in the following.

### 3.3 Conventions on complexifications

We recall that there exists an isomorphism \( V \simeq \tilde{E} \otimes H \) of \( \tilde{\mathfrak{g}} \)-modules, \( \tilde{\mathfrak{g}} = \mathfrak{gl}_{2n}(\mathbb{C}) \oplus \mathfrak{sl}_2(\mathbb{C}) \), where \( \tilde{E} \) and \( H \) are the defining representations of \( \mathfrak{gl}_{2n}(\mathbb{C}) \) and \( \mathfrak{sl}_2(\mathbb{C}) \). If we consider \( \tilde{E} \simeq \mathbb{H}^n \) and \( H \simeq \mathbb{H} \) with the complex structures \( R_l : \tilde{E} \to \tilde{E} \) and \( L_j : H \to H \), the underlying real representation of \( \mathfrak{gl}_n(\mathbb{H}) \oplus \mathfrak{sp}_1 \) is recovered as the fixed points set of the conjugation \( \tau = R_j \otimes L_j : \tilde{E} \otimes H \to \tilde{E} \otimes H \). We also fix an \( \mathfrak{sl}_2(\mathbb{C}) \)-invariant symplectic form \( \omega \) on \( H \) satisfying \( \omega(L_j r, L_j s) = -\omega(r, s) \).

The Levi subalgebra (2.3) of \( \mathfrak{g} \) is given by

\[
\mathfrak{s} \simeq \mathfrak{sl}_{2n-2}(\mathbb{C}) \oplus \mathfrak{sl}_2(\mathbb{C}) \to \tilde{\mathfrak{g}},
\]

with the “diagonal” embedding of \( \mathfrak{sl}_2(\mathbb{C}) \) in \( \tilde{\mathfrak{g}} \). Its action on \( V \) is compatible with the decomposition (2.2): there exists a decomposition \( \tilde{\mathfrak{g}} = \mathfrak{E} + \mathfrak{H} \) of \( s \)-modules, where \( \mathfrak{E} \) is the defining representation of \( \mathfrak{sl}_{2n-2}(\mathbb{C}) \), and

\[
V \simeq \tilde{\mathfrak{E}} \mathfrak{H} \simeq \mathfrak{E} \mathfrak{H} \simeq \mathfrak{E} \mathfrak{H} + S^2 \mathfrak{H} + \mathbb{C}, \quad W \simeq \mathfrak{E} \mathfrak{H} + S^2 \mathfrak{H}.
\]
For our purposes it is convenient to read these facts inside the maximal transitive prolongation \( \tilde{\mathfrak{g}} \) of \( \mathfrak{g} \). Let \( t \) be the Cartan subalgebra of trace-free diagonal matrices of \( \mathfrak{sl}_{2n+2}(\mathbb{C}) \), \( \Phi \) the corresponding set of roots and \( \Delta \) the root space of \( \delta \in \Phi \). We fix a simple root system \( \{\delta_1, \ldots, \delta_\ell\} \) of \( \Phi \), \( \ell = 2n + 1 \), and let \( H_{\delta_i} \in t \) be the coroot associated to the simple root \( \delta_i \).

If we set \( \deg(\sum_{i=1}^{\ell} c_i \delta_i) = c_2 \) to be the degree of a root, the grading (2.5) corresponds to the decomposition \( \mathfrak{sl}_{2n+2}(\mathbb{C}) = \tilde{\mathfrak{g}} + \tilde{\mathfrak{g}}^* \mathfrak{h} \)

\[
\left\{ \begin{array}{l}
\tilde{\mathfrak{g}} = t + \sum_{\delta \in \Phi} g_{\delta}, \\
\tilde{\mathfrak{h}} = \sum_{\delta \in \Phi} g_{\delta}, \\
\tilde{\mathfrak{g}}^* \mathfrak{h} = \sum_{\delta \in \Phi} g_{\delta}.
\end{array} \right.
\] (3.8)

In particular the simple ideals of \( \tilde{\mathfrak{g}} \) are given by

\[
\mathfrak{sl}_2(\mathbb{C}) = \{H_{\delta_1}, E_{\delta_1}, E_{-\delta_1}\} \tag{3.9}
\]

\[
\mathfrak{sl}_{2n}(\mathbb{C}) = \{H_{\delta_3}, E_{\delta_3}, E_{-\delta_3}, \ldots, H_{\delta_\ell}, E_{\delta_\ell}, E_{-\delta_\ell}\} \tag{3.10}
\]

with Cartan subalgebras generated by \( \{H_{\delta_1}\} \) and \( \{H_{\delta_3}, \ldots, H_{\delta_\ell}\} \), respectively. On the other hand \( s \) is the direct sum of a copy

\[
\mathfrak{sl}_2(\mathbb{C}) = \{H_{\delta_1} + H_{\delta_\ell}, E_{\delta_1} + E_{\delta_\ell}, E_{-\delta_1} + E_{-\delta_\ell}\}
\]
different from (3.9) and the following Lie subalgebra of (3.10)

\[
\mathfrak{sl}_{2n-2}(\mathbb{C}) = \{H_{\delta_3}, E_{\delta_3}, E_{-\delta_3}, \ldots, H_{\delta_{\ell-2}}, E_{\delta_{\ell-2}}, E_{-\delta_{\ell-2}}\}.
\]

Finally the decomposition (3.7) is realized by

\[
\mathfrak{E} \mathfrak{h} = \{E_\delta \mid \delta = c_1 \delta_1 + \cdots + c_\ell \delta_\ell \in \Phi^- \text{ with } c_2 = -1, c_{\ell-1} = c_\ell = 0\},
\]

\[
S^2 \mathfrak{h} = \{E_{-(\delta_1 + \cdots + \delta_{\ell-1})}, E_{-(\delta_2 + \cdots + \delta_{\ell-1})}, E_{-(\delta_1 + \cdots + \delta_\ell)}\},
\]

\[
\mathbb{C} = \{E_{-(\delta_1 + \cdots + \delta_{\ell-1})} + E_{-(\delta_2 + \cdots + \delta_{\ell-1})}\}.
\]

We will use these facts several times in Sects. 4, 5 and 6. We will also extensively use that the irreducible representations of \( \mathfrak{sl}_2(\mathbb{C}) \) are (up to isomorphism) given by the symmetric powers \( \mathfrak{S}^k \mathfrak{h} \) and that tensor products behave accordingly to the Clebsch-Gordan formula \( \mathfrak{S}^j \mathfrak{h} \otimes \mathfrak{S}^k \mathfrak{h} \simeq \bigotimes_{r=0}^{\min(j,k)} \mathfrak{S}^{j+k-2r} \mathfrak{h} \). On the other hand we will identify irreducible representations of (higher rank) semisimple Lie algebras with weights or Young diagrams. In particular any irreducible representation of \( \mathfrak{sl}_{2n}(\mathbb{C}) \oplus \mathfrak{sl}_2(\mathbb{C}) \) is of the form \( M \otimes \mathfrak{S}^k \mathfrak{h} \) for some irreducible representation \( M \) of \( \mathfrak{sl}_{2n}(\mathbb{C}) \) and a nonnegative integer \( k \). If \( M \subset \bigotimes^p \tilde{\mathfrak{E}} \otimes \bigotimes^q \tilde{\mathfrak{E}}^* \) with \( p + q + k \) even, it is (the complexification of) a real representation of \( \mathfrak{gl}_n(\mathbb{H}) \oplus \mathfrak{sp}_1 \).
4 The essential \((G, \tilde{G})\)-curvature \(\mathcal{R}^1 : P \to H^{0,2}(\tilde{g}, W)\)

The main goal of this section is to describe the group \(H^{0,2}(\tilde{g}, W)\) and consider an application to the construction of homogeneous almost CR quaternionic manifolds. More precisely we have the following two results.

**Theorem 4.1** The cohomology group \(H^{0,2}(\tilde{g}, W)\) decomposes into the direct sum \(H^{0,2}(\tilde{g}, W) \simeq \Lambda^2 E^* S^2 H + (D + E^*) S^3 H + (\text{Ad} + \Lambda^2 E^*) S^4 H + E^* S^5 H\) of six irreducible and inequivalent \(s\)-modules.

**Theorem 4.2** There exists a 1-parameter family of almost CR quaternionic structures \(\pi : P_t \to M, t \geq 0\), on the quaternionic Heisenberg group with \(P_t\) isomorphic to the standard quaternionic contact structure only at \(t = 0\).

4.1 The main result

Our strategy to prove Theorem 4.1 is the following. First the space of generalized \((0, 2)\)-cocycles coincides with \(V \otimes \Lambda^2 W^*\) so that \(H^{0,2}(\tilde{g}, W) = V \otimes \Lambda^2 W^*/B^{0,2}(\tilde{g}, W)\). Consider then the restriction operator \(\text{res}_W : V \otimes \Lambda^2 V^* \to V \otimes \Lambda^2 W^*\); one easily checks from definitions that it is surjective, \(s\)-equivariant and satisfies \(B^{0,2}(\tilde{g}, W) = \text{res}_W(B^{0,2}(\tilde{g}))\). It follows that there exist appropriate irreducible \(s\)-modules contained in \(B^{0,2}(\tilde{g})\) which are faithfully preserved by \(\text{res}_W\). We will decompose \(B^{0,2}(\tilde{g})\) into irreducible \(s\)-submodules, determine \(B^{0,2}(\tilde{g}, W)\) and, in turn, the group \(H^{0,2}(\tilde{g}, W)\).

The \(\tilde{g}\)-module structure of \(H^{0,2}(\tilde{g})\) is well-known. If \(C\) and \(D\) are the kernels of the natural contractions \(\tilde{E} \otimes S^2 \tilde{E}^* \to \tilde{E}^*\) and \(\tilde{E} \otimes \Lambda^2 \tilde{E}^* \to \tilde{E}^*\) then:

\[
V \otimes \Lambda^2 V^* \simeq \tilde{E} H \otimes \Lambda^2 (\tilde{E}^* H) \simeq \tilde{E} H \otimes (S^2 \tilde{E}^* \Lambda^2 H + \Lambda^2 \tilde{E}^* S^2 H) \simeq (\tilde{E} S^2 \tilde{E}^* \otimes H) + (\tilde{E} \Lambda^2 \tilde{E}^* \otimes H S^2 H) \simeq (\tilde{E}^* + \tilde{C}) H + (\tilde{E}^* + \tilde{D}) H S^2 H \simeq 2\tilde{E}^* H + \tilde{E} H + \tilde{D} H + \tilde{E}^* S^3 H + \tilde{D} S^3 H
\]

so that \(H^{0,2}(\tilde{g}) \simeq \tilde{D} S^3 H\) (cf. [16, Proposition 2.2]). We now collect a series of intermediate useful results.

**Proposition 4.3** The decompositions into irreducible and inequivalent \(s\)-modules of \(\Lambda^2 W^*\), \(W \otimes \Lambda^2 W^*, V \otimes \Lambda^2 W^*, B^{0,2}(\tilde{g})\), the kernels \(\tilde{C}\) and \(\tilde{D}\) of the natural contractions \(\tilde{E} \otimes S^2 \tilde{E}^* \to \tilde{E}^*, \tilde{E} \otimes \Lambda^2 \tilde{E}^* \to \tilde{E}^*\) and \(\tilde{D} S^3 H\) are:

\[
\Lambda^2 W^* \simeq S^2 E^* + E^* H + (\Lambda^2 E^* + \tilde{C}) S^2 H + E^* S^3 H,
\]

\[
W \otimes \Lambda^2 W^* \simeq (2C + \text{Ad} + \Lambda^2 E^*) + (E + D + 4E^*)H + (3C + 2\text{Ad} + \Lambda^2 E^* + S^2 E^*)S^2 H + (E + D + 3E^*)S^3 H + (2C + \text{Ad} + \Lambda^2 E^*)S^4 H + E^* S^5 H,
\]

\[
V \otimes \Lambda^2 W^* \simeq (2C + \text{Ad} + \Lambda^2 E^* + S^2 E^*) + (E + D + C + 5E^*)H + (4C + 2\text{Ad} + 2\Lambda^2 E^* + S^2 E^*)S^2 H + (E + D + 4E^*)S^3 H + (2C + \text{Ad} + \Lambda^2 E^*)S^4 H + E^* S^5 H,
\]
\[ \overline{C} \simeq (E^* + C) + (S^2 E^* + C + \text{Ad})H + (E^* + E)S^2H + S^3H, \]
\[ \overline{D} \simeq (E^* + E + D) + (\Lambda^2 E^* + C + \text{Ad})H + E^* S^2H, \]
\[ B^{0,2}(\overline{g}) \simeq (S^2 E^* + 4C + 2 \text{Ad} + \Lambda^2 E^*) + (6E^* + C + 2E + D)H + \]
\[ (S^2 E^* + 6C + 2 \text{Ad} + \Lambda^2 E^*)S^2H + (3E^* + E)S^3H + 2S^4H, \]
\[ \overline{D}S^3H \simeq E^*H + (C + \text{Ad} + \Lambda^2 E^*)S^2H + (2E^* + E + D)S^3H + \]
\[ (C + \text{Ad} + \Lambda^2 E^*)S^4H + E^*S^5H. \]

**Proof** We recall that \( W^* \simeq E^*H + S^2H \). The first decomposition is a consequence of \( \Lambda^2 W^* \simeq \Lambda^2(E^*H) + \Lambda^2(S^2H) + E^*HS^2H, \lambda^2(S^2H) \simeq S^2H \) and it directly implies the decomposition of \( W \otimes \Lambda^2 W^* \).

The third decomposition follows from \( V \otimes \Lambda^2 W^* \simeq \Lambda^2 W^* + W \otimes \Lambda^2 W^* \) while that of \( \overline{C} \simeq (\overline{E}S^2 \overline{E}^*)/E^* \) from identity

\[ \overline{E}S^2 \overline{E}^* \simeq (S^2 E^* + C) + (S^2 E^* + 2C + \text{Ad})H + (E^* + E)S^2H + S^3H. \]

The proof for \( \overline{D} \) follows from those of \( \overline{C}, \overline{D} \):

\[ B^{0,2}(\overline{g}) \simeq 2E^*H + \overline{C}H + \overline{D}H + \overline{E}^* S^3H \]
\[ \simeq 2C + (2E^* + \overline{C} + \overline{D})H + 3S^2H + E^* S^3H + S^4H \]

and that of \( \overline{D}S^3H \) directly from the decomposition of \( \overline{D} \). \( \square \)

**Proof of Theorem 4.1** The proof split into several steps.

(i) Since \( \text{res}_W : V \otimes \Lambda^2 V^* \) to \( V \otimes \Lambda^2 W^* \) is \( s \)-equivariant and surjective, standard properties of representation theory of semisimple Lie algebras and Proposition 4.3 immediately yield

\[ B^{0,2}(\overline{g}, W) \supset (2C + \text{Ad} + \Lambda^2 E^* + S^2E^*) + (E + D + C)H + \]
\[ (\Lambda^2 E^* + S^2E^*)S^2H, \]
\[ H^{0,2}(\overline{g}, W) \supset \Lambda^2 E^* S^2H + D S^3H + (\text{Ad} + \Lambda^2 E^*)S^4H + E^* S^5H. \]

We however require a deeper analysis to determine the extent to which the remaining \( s \)-submodules of \( V \otimes \Lambda^2 W^* \),

\[ 5E^*H, \quad (4C + 2 \text{Ad})S^2H, \quad (E + 4E^*)S^3H, \quad 2S^4H, \]

either belong to \( B^{0,2}(\overline{g}, W) \) or contribute nontrivially to \( H^{0,2}(\overline{g}, W) \). A second look at Proposition 4.3 tells us that at least one \( E^* S^3H \) has to contribute to the cohomology. We will actually see that \( B^{0,2}(\overline{g}, W) \) contains the full isotopic component in \( V \otimes \Lambda^2 W^* \) of \( E^*H, S^2H, \text{Ad} S^2H, E^*S^3H, S^3H \) but three copies of \( E^* S^5H \).

In order to specify \( s \)-equivariant immersions, we consider the projectors \( \xi : \overline{E} \rightarrow E \) and \( \psi : E \rightarrow H \) associated with the decomposition \( \overline{E} = E + H \). We define immersions of \( \overline{E}^* \) into \( \overline{E} \otimes S^2 \overline{E}^* \) and \( \overline{E} \otimes \Lambda^2 \overline{E}^* \) by letting \( f \in \overline{E}^* \) act on \( x, y \in \overline{E} \) by \( f(x)y \pm f(y)x \) and, in a similar way, also immersions of \( E^* \) in \( E \otimes S^2 E^* \) and \( E \otimes \Lambda^2 E^* \). Finally we describe the elements of \( \overline{D} \subset \overline{E} \otimes \Lambda^2 \overline{E}^* \) directly by their action on decomposable tensors and consider the immersions \( \beta_1 : E^* \rightarrow \overline{D}, \beta_2 : H \rightarrow \overline{D} \) and \( \beta_3 : E^* S^2H \rightarrow \overline{D} \) defined by

\[ \beta_1(e) = e(x) \left( \xi - \frac{2n-3}{2} \psi \right) y - e(y) \left( \xi - \frac{2n-3}{2} \psi \right) x, \]
\[ \beta_2(h) = h(x)((2n - 2)\psi - \xi)y - h(y)((2n - 2)\psi - \xi)x , \]
\[ \beta_3(e \circ^2 h) = [e(x)h(y) - e(y)h(x)]h , \]

where \( e \in \mathbf{E}^* \), \( h \in \mathbf{H} \).

(ii) Consider the \( \mathfrak{g} \)-submodule \( \mathbf{E}^* \mathbf{H} + \mathbf{C} \mathbf{H} \simeq \mathbf{E} \mathbf{H} \otimes S^2 \mathbf{E}^* \mathbf{H} \Lambda^2 \mathbf{H} \subset V \otimes \Lambda^2 V^* \). We see from (4.1) that it is contained in \( B^{0,2}(\mathfrak{g}) \) and
\[ \mathbf{E} \mathbf{H} \otimes S^2 \mathbf{E}^* \mathbf{H} \Lambda^2 \mathbf{H} \simeq (2C + \text{Ad} + S^2 \mathbf{E}^*) + (E + C + 3 \mathbf{E}^*) \mathbf{H} + \\
(3C + \text{Ad} + S^2 \mathbf{E}^*) \mathbf{H}^2 + (E + \mathbf{E}^*) \mathbf{S}^3 \mathbf{H} + \mathbf{S}^4 \mathbf{H} . \]

As advertised before, we are interested only in the \( \mathfrak{s} \)-isotipic components of \( \mathbf{E}^* \mathbf{H} \), \( \mathbf{S}^2 \mathbf{H} \), \( \mathbf{E} \mathbf{S}^3 \mathbf{H} \), \( \mathbf{E}^* \mathbf{S}^3 \mathbf{H} \) and \( \mathbf{S}^4 \mathbf{H} \). We again describe elements in the images of the immersions
\[
t_1 : \mathbf{E}^* \mathbf{H} \to \mathbf{E} \mathbf{H} \otimes S^2 \mathbf{E}^* \mathbf{H} , \\
t_2 : \mathbf{E} \mathbf{S}^3 \mathbf{H} \to \mathbf{E} \mathbf{H} \otimes S^2 \mathbf{H} \Lambda^2 \mathbf{H} \\
t_3 : \mathbf{S}^2 \mathbf{H} \to \mathbf{E} \mathbf{H} \otimes (\mathbf{E}^* \otimes \mathbf{H}) \Lambda^2 \mathbf{H} , \\
t_4 : \text{Ad} \mathbf{S}^2 \mathbf{H} \to \mathbf{E} \mathbf{H} \otimes (\mathbf{E}^* \otimes \mathbf{H}) \Lambda^2 \mathbf{H} \\
t_5 : \mathbf{S}^4 \mathbf{H} \to S^2 \mathbf{H} \otimes S^2 \mathbf{H} \Lambda^2 \mathbf{H} , \\
t_6 : \mathbf{S}^2 \mathbf{H} \to \mathbf{S}^2 \mathbf{H} \otimes S^2 \mathbf{H} \Lambda^2 \mathbf{H} \\
t_7 : \mathbf{E}^* \mathbf{S}^3 \mathbf{H} \to S^2 \mathbf{H} \otimes (\mathbf{E}^* \otimes \mathbf{H}) \Lambda^2 \mathbf{H} , \\
t_8 : \mathbf{E}^* \mathbf{H} \to S^2 \mathbf{H} \otimes (\mathbf{E}^* \otimes \mathbf{H}) \Lambda^2 \mathbf{H} \\
t_9 : \mathbf{E}^* \mathbf{H} \to \mathbb{C} \otimes (\mathbf{E}^* \otimes \mathbf{H}) \Lambda^2 \mathbf{H} , \\
t_{10} : \mathbf{S}^2 \mathbf{H} \to \mathbb{C} \otimes S^2 \mathbf{H} \Lambda^2 \mathbf{H} \\
\]
directly by their action on decomposable tensors:
\[
t_1(e \circ h) = (e(x)\xi y + e(y)\xi x) \otimes h \omega(r, s) , \\
t_2(e^* \circ^3 h) = e^* h(x)h(y) \otimes h \omega(r, s) , \\
t_3(\circ^2 h) = (h(x)\xi y + h(y)\xi x) \otimes h \omega(r, s) , \\
t_4(A \circ^2 h) = (h(x)A(\xi y) + h(y)A(\xi x)) \otimes h \omega(r, s) , \\
t_5(\circ^4 h) = h(x)h(y)h \otimes h \omega(r, s) , \\
t_6(\circ^2 h) = \text{ad}_{\circ^2 h}(\psi x \otimes \psi y) \omega(r, s) , \\
t_7(e \circ^3 h) = (e(x)h(y) + e(y)h(x)) \otimes h \omega(r, s) , \\
t_8(e \circ h) = [e(x)(\psi y \otimes h - h(y)/2) + e(y)(\psi x \otimes h - h(x)/2)] \omega(r, s) , \\
t_9(e \circ h) = [e(x)h(y) + e(y)h(x)] \omega(r, s) , \\
t_{10}(\circ^2 h) = h(x)h(y) \omega(r, s) , \]

where \( x, y \in \widetilde{\mathbf{E}} \) and \( r, s \in \mathbf{H} \). Recall the decomposition (2.2) (see also (3.7)). The following Table 1 summarizes the relevant information on the elements of \( \text{Im}(t_i) \), for each \( i = 1, \ldots, 10 \). The row “domain” displays the subspace of \( \Lambda^2 V \) where the (non-zero) elements of \( \text{Im}(t_i) \) acts non trivially, the row “codomain” the subspace of \( V \) where elements take their values.

It follows that
\[
B^{0,2}(\mathfrak{g}, W) \supset \bigoplus_{i=1}^{10} \text{res}_W(\text{Im}(t_i)) 
\simeq 3 \mathbf{E} \mathbf{H} + (3 \mathbb{C} + \text{Ad}) \mathbf{S}^2 \mathbf{H} + (\mathbf{E} + \mathbf{E}^*) \mathbf{S}^3 \mathbf{H} + \mathbf{S}^4 \mathbf{H} .
\]

We now perform a similar analysis for the other \( \mathfrak{g} \)-submodules of \( V \otimes \Lambda^2 V^* \); we will not give all the details as in step (ii) but just the main points.

\( \mathfrak{g} \) Springer
(iii) Consider $\tilde{E}^*H + \tilde{D}H + \tilde{E}^*S^3H \subset \tilde{E}H \otimes \Lambda^2\tilde{E}^*S^2H \subset V \otimes \Lambda^2V^*$. It is contained in $B^{0,2}(g)$ by (4.1) and decomposes into $s$-modules as follows:

$$\tilde{E}^*H + \tilde{D}H + \tilde{E}^*S^3H \simeq (2C + \text{Ad} + \Lambda^2E^*) + (E + D + 3E^*)H + (3C + \text{Ad} + \Lambda^2E^*)S^2H + 2E^*S^3H + S^4H.$$ 

Let $t_{11} : S^4H \to \tilde{E}^*S^3H$ and $t_{12} : S^2H \to DH$ be the immersions defined by

$$t_{11}(\bigotimes^4 h) = (h(x,y) - h(y)x) \otimes h\omega(h,r)\omega(h,s),$$

$$t_{12}(A \bigotimes^2 h) = [A(xh) - A(yh)] \otimes [\omega(h,r)s + \omega(h,s)r].$$

The modules $\text{res}_W(\text{Im}(t_{11}))$ and $\text{res}_W(\text{Im}(t_{12}))$ are non-zero and have trivial intersection with, respectively, $\text{res}_W(\text{Im}(t_5))$ and $\text{res}_W(\text{Im}(t_4))$. Hence

$$B^{0,2}(g, W) \supset \bigoplus_{i=1}^{12} \text{res}_W(\text{Im}(t_i)) \simeq 3E^*H + (3C + 2\text{Ad})S^2H + (E + E^*)S^3H + 2S^4H.$$

(iv) We determine appropriate additional submodules $2E^*H$, $S^2H$ and $2E^*S^3H$ of $B^{0,2}(g, W)$. We first single out $S^2H$. Consider the immersions of $S^2H$ in $\tilde{E}H$ and $\tilde{D}H$ given by $\bigotimes^2 h \mapsto [h(x,y) - h(y)x] \otimes [\omega(h,r)s + \omega(h,s)r]$ and, respectively, $\bigotimes^2 h \mapsto \beta_2(h)(x,y) \otimes [\omega(h,r)s + \omega(h,s)r]$ and compute their linear combination

$$t_{13}(\bigotimes^2 h) = [h(x)\xi(y) - h(y)\xi(x)] \otimes [\omega(h,r)s + \omega(h,s)r].$$

The module $\text{res}_W(\text{Im}(t_{13}))$ is non-zero, contained in $B^{0,2}(g, W)$ and with trivial intersection with $\text{res}_W(\text{Im}(t_3)) \oplus \text{res}_W(\text{Im}(t_6)) \oplus \text{res}_W(\text{Im}(t_{10})).$

We single out two submodules of type $E^*H$. Consider $t_{14} : E^*H \to \tilde{E}^*H$ and $t_{15} : E^*H \to \tilde{D}H$ given by

$$t_{14}(e \otimes h) = (e(x)y - e(y)x) \otimes (\omega(h,r)s + \omega(h,s)r),$$

$$t_{15}(e \otimes h) = \beta_1(e)(x,y) \otimes (\omega(h,r)s + \omega(h,s)r).$$

Their linear combinations $\frac{2}{n^2-1}(t_{14} - t_{15})$ and $\frac{2n^3}{n^2-1}t_{14} + \frac{2}{n^2-1}t_{15}$ determine two non-intersecting submodules of $B^{0,2}(g, W)$ whose direct sum does also not intersect $\text{res}_W(\text{Im}(t_1)) \oplus \text{res}_W(\text{Im}(t_8)) \oplus \text{res}_W(\text{Im}(t_9)).$

Finally the immersions $t_{16} : E^*S^3H \to \tilde{E}^*S^3H$ and $t_{17} : E^*S^3H \to \tilde{D}H$ defined by

$$t_{16}(e \otimes^3 h) = [e(x)y - e(y)x] \otimes h\omega(h,r)\omega(h,s),$$

$$t_{17}(e \otimes^3 h) = \beta_3(e \otimes^2 h)(x,y) \otimes [\omega(h,r)s + \omega(h,s)r].$$
determine, together with \( \text{res}_W(\text{Im}(t)) \), three copies of \( E^*S^3H \) in \( B^{0,2}(\mathfrak{g}, W) \). Summarizing

\[
B^{0,2}(\mathfrak{g}, W) \supset \bigoplus_{i=1}^{17} \text{res}_W(\text{Im}(t_i)) \\
\simeq 5E^*H + (4C + 2 \text{Ad})S^2H + (E + 3E^*)S^3H + 2S^4H
\]

and moreover

\[
B^{0,2}(\mathfrak{g}, W) \supset (2C + \text{Ad} + \Lambda^2E^* + S^2E^*) + (E + D + C + 5E^*)H + \\
(\Lambda^2E^* + S^2E^* + 4C + 2 \text{Ad})S^2H + (E + 3E^*)S^3H + 2S^4H,
\]

\[
H^{0,2}(\mathfrak{g}, W) \supset \Lambda^2E^*S^2H + (D + E^*)S^3H + (\text{Ad} + \Lambda^2E^*)S^4H + E^*S^5H,
\]

by Eq. (4.2). Using that \( H^{0,2}(\mathfrak{g}, W) \simeq V \otimes \Lambda^2W^*/B^{0,2}(\mathfrak{g}, W) \) and the decomposition of \( V \otimes \Lambda^2W^* \) given in Proposition 4.3 one directly sees that both these inclusions are actually equalities. \( \square \)

### 4.2 An application of Theorem 4.1

Let \( M \) be the connected, simply connected real Lie group associated with a \( \mathbb{Z} \)-graded Lie algebra \( m = m_{-1} + m_{-2} \), where \( m_{-1} = U = \mathbb{H}^{n-1} \) and \( m_{-2} = U^\perp = \text{Im}(\mathbb{H}) \). Any such \( m = m_{-1} + m_{-2} \) is 2-step nilpotent and therefore uniquely determined by the (real) tensor \( L \) in \( U^\perp \otimes \Lambda^2U^* \simeq \Lambda^2E^* + (\Lambda^2E^* + S^2E^*)S^2H + \Lambda^2E^*S^4H \) which gives the Lie bracket of two elements in \( m_{-1} \). We remark that from the differentiable point of view \( M \) is just the \( 4n - 1 \)-dimensional quaternionic Heisenberg group. In particular it admits the standard quaternionic contact structure given by the immersion as a real hypersurface of \( \mathbb{H}^n \) and invariant under the action of the usual Lie group multiplication on \( M \). It is not difficult to see that this multiplication is determined by an element \( L_o \in \Lambda^2E^* \). We will now see that there exist also other homogeneous almost CR quaternionic structures on \( M \), which correspond to appropriate choices of \( L \) (and hence to different group multiplications on \( M \)).

Fix a Lie algebra structure on \( m \) determined by an element \( L \in U^\perp \otimes \Lambda^2U^* \) and consider the natural \( \{e\} \)-structure (absolute parallelism) \( \pi : P' \to M \) determined by the left-invariant vector fields of \( M \). We define the associated almost CR quaternionic structure as union of \( G \)-orbits \( \pi : P = P'.G \to M \).

The essential \((G, \tilde{G})\)-curvature of \( P \) can be easily described. Consider the global section \( s : M \to P' \subset P \) determined by left-invariant vector fields so that the associated 1-form (3.4) given by

\[
\omega^{-1} = (s^*g^1, \ldots, s^*g^{4n-1}, 0) : TM \to W = m
\]

coincides with the Maurer-Cartan form of \( M \). Using the Maurer-Cartan equation, the total \((G, \tilde{G})\)-curvature is the left-invariant \( m \)-valued 2-form

\[
\Omega^{-1} = d\omega^{-1} = -\frac{1}{2}[\omega^{-1}, \omega^{-1}].
\]

It follows that the \( G \)-equivariant essential curvature \( \mathcal{R}^1 : P \to H^{0,2}(\mathfrak{g}, W) \) is constant on \( s(M) \subset P \) and naturally identifiable with the cohomology class in \( H^{0,2}(\mathfrak{g}, W) \) of \( L \). Theorem 4.2 follows then from the following.

**Theorem 4.4** Let \( \pi : P \to M \) be the almost CR quaternionic structure on the quaternionic Heisenberg group \( M \) associated with \( L \in U^\perp \otimes \Lambda^2U^* \). Then \( \mathcal{R}^1 : P \to H^{0,2}(\mathfrak{g}, W) \) is...
nonzero if and only if \( L \) has a non-trivial component in \( \Lambda^2 E^* S^2 H + \Lambda^2 E^* S^4 H \) and, in this case, \( P \) is not induced by a local immersion in a quaternionic manifold and it is not quaternionic contact. Moreover there exists a 1-parameter family of almost CR quaternionic structures \( \pi : P_t \to M, \ t \geq 0 \), such that \( P_t \) is isomorphic to the standard quaternionic contact structure only at \( t = 0 \).

**Proof** By Theorem 4.1 the unique module of type \( \Lambda^2 E^* S^4 H \subset V \otimes \Lambda^2 W^* \) is not included in \( B^{0,2}(\tilde{g}, W) \). This copy contributes therefore to \( H^{0,2}(\tilde{g}, W) \) and necessarily coincides with the copy \( \Lambda^2 E^* S^4 H \subset U^\perp \otimes \Lambda^2 U^* \).

On the other hand there are two copies of \( \Lambda^2 E^* S^2 H \) in \( V \otimes \Lambda^2 W^* \). One is included in \( \text{res}_W(\tilde{D} S^3 H) \) and contributes to cohomology, the other is included in \( \text{res}_W(\tilde{D} H) \subset B^{0,2}(\tilde{g}, W) \). It is not difficult to check that \( \Lambda^2 E^* S^2 H \subset U^\perp \otimes \Lambda^2 U^* \) has a non-trivial projection to \( H^{0,2}(\tilde{g}, W) \). Finally the submodules \( \Lambda^2 E^* \) and \( S^2 E^* S^2 H \) do not contribute to cohomology by Theorem 4.1. This exhausts the four irreducible components of \( U^\perp \otimes \Lambda^2 U^* \).

Our claims are a direct consequence of above observations, Theorem 3.4 and the fact that any quaternionic contact manifold admits an immersion in a quaternionic manifold (see [8]). The family is the 1-parameter family of almost CR quaternionic structures associated to \( L_t := L_0 + tL \), where \( L \) is any nonzero element in \( \Lambda^2 E^* S^2 H + \Lambda^2 E^* S^4 H \). \( \square \)

## 5 The essential \((G, \tilde{G})\)-curvature \(\mathcal{R}^3\) vanishes

The main aim of this section is to improve Theorem 3.4 of Sect. 3 as follows.

**Theorem 5.1** The \(G\)-structure \( \pi : P \to M \) is locally immersible into \( \tilde{\pi} : \tilde{P} \to \mathbb{H}P^n \) if and only if it is locally immersible up to second order.

The proof of Theorem 5.1 is based on the following property: the generalized cohomology group \( H^{2,2}(\tilde{g}, W) \) vanishes. To prove this, note that \( \tilde{g}_2^2 = 0 \) and \( H^{3,2}(\tilde{g}, W) = 0 \) so that we can consider (3.1) with \( p = 3, q = 2 \) and get the exact sequence \( 0 \to H^{2,2}(\tilde{g}, W) \to H^{2,3}(\tilde{g}) \). Theorem 5.1 holds if we show \( H^{2,3}(\tilde{g}) = 0 \). We remark that it is more convenient to prove \( H^{2,3}(\tilde{g}) = 0 \) rather than directly showing \( H^{2,2}(\tilde{g}, W) = 0 \) with analogues of the techniques used in Sect. 4. This has a double motivation.

On one hand there is no need of an explicit description of the isotopic components of \( H^{2,2}(\tilde{g}, W) \), as we are going to show that it vanishes.

On the other hand \( H^{2,3}(\tilde{g}) = 0 \) is a stronger result than \( H^{2,2}(\tilde{g}, W) = 0 \), to prove which one can exploit \( \tilde{g}\)-equivariance (instead of simple \( s \)-equivariance) and the machinery of the Kostant version of the Borel-Bott-Weil Theorem. We recall here only the facts that we need in the form suitable for our purposes and refer to [12] for more details (see also e.g. [20]).

Let \( \tilde{g}_\infty = \bigoplus \tilde{g}_p^g \) be the \( \mathbb{Z} \)-grading of \( \tilde{g} \infty \) with \( \tilde{g}_0^g = \tilde{g} \) (recall also (3.8)) and \( E \in \tilde{g}_\infty \) the associated grading element \( [E, X] = pX \) for all \( X \in \tilde{g}^g_\infty \). Let \( t, \Phi \) be also as in Sect. 3.3 and denote by \( \Delta = \{ \alpha_1, \ldots, \alpha_\ell \} \) the simple root system of \( \tilde{g}_\infty \) opposite to \( \{ \delta_1, \ldots, \delta_\ell \} \), i.e. with \( \alpha_i = -\delta_i \) for all \( i = \ldots, \ell \). The choice is made in such a way that \( \alpha_2(E) = -1 \) and \( \alpha_i(E) = 0 \) if \( i \neq 2 \) (cf. [12]). Finally we also set \( \Phi_\rho = \{ \alpha \in \Phi | \alpha(E) = p \} \).

Let \( W \) be the Weyl group of \( \Phi \) and for any \( \sigma \in W \) set \( \Phi_\sigma = \Phi^+ \cap \sigma(\Phi^-) \). The Hasse diagram \( W^0 \subset W \) of \( \tilde{g}_\infty = \bigoplus \tilde{g}_p^g \) is defined by

\[
W^0 = \{ \sigma \in W | \Phi_\sigma \cap \Phi_0 = \emptyset \}
\]
and the decomposition of the Spencer cohomology $H^{\bullet \bullet}(\mathfrak{g})$ into $\mathfrak{g}$-irreducible modules is given by

$$H^{\bullet \bullet}(\mathfrak{g}) = \bigoplus_{\sigma \in W^0} H^\sigma,$$

where $H^\sigma$ is the irreducible $\mathfrak{g}$-module with highest weight $\xi_\sigma = \sigma(\theta) - (\Phi_\sigma)$. Here $\theta$ is the highest root of $\mathfrak{g}_\infty$, $\langle A \rangle = \sum_{\alpha \in A} \alpha$ for any subset $A \subset \Phi$ and weights act on $t$, a Cartan subalgebra also for the reductive Lie algebra $\tilde{\mathfrak{g}}$.

Moreover, for any non-negative integer $q$,

$$H^{\bullet \bullet-q}(\mathfrak{g}) = \bigoplus_{\sigma \in W^0(q)} H^\sigma,$$

where $W(q) = \{ \sigma \in W \mid |\Phi_\sigma| = q \}$ and $W^0(q) = W^0 \cap W(q)$. We recall that the cardinality $|\Phi_\sigma|$ of $\Phi_\sigma$ coincides with the length $\ell(\sigma)$ of the reflection $\sigma \in W$ (see e.g. [10]). Finally if $\sigma \in W^0(q)$ with $\Phi_\sigma = \{ \beta_1, \ldots, \beta_q \}$ then $H^\sigma \subset H^{P-q}(\mathfrak{g})$ where $p$ is deductible from the following identity (see [20]):

$$\sigma(\theta)(E) = \sum_{i=1}^q \beta_i(E) + p + q - 1. \quad (5.1)$$

The following result determines $H^{*,3}(\mathfrak{g})$. Case $p = 2$ implies Theorem 5.1 and case $p = 0$ is relevant in Sect. 6; case $p = 1$ is added only for completeness.

**Proposition 5.2** The cohomology group $H^{2,3}(\mathfrak{g})$ is trivial. The groups $H^{1,3}(\mathfrak{g})$ and $H^{0,3}(\mathfrak{g})$ are $\mathfrak{sl}_2(\mathbb{C}) \oplus \mathfrak{sl}_2(\mathbb{C})$-irreducible modules isomorphic with

$$H^{1,3}(\mathfrak{g}) \simeq H \otimes \quad \text{and} \quad H^{0,3}(\mathfrak{g}) \simeq S^4 H \otimes \quad \square$$

where the first (resp. second) Young diagram has $2n - 3$ (resp. $2n - 4$) rows of the form $\boxed{\square}$ (resp. $\square$).

**Proof** Let $\sigma_i = \sigma_{a_i}$ be the reflection in $\langle \Phi \rangle_{\mathbb{R}} = \text{span}_{\mathbb{R}} \{ \alpha_1, \ldots, \alpha_l \}$ associated with $\alpha_i \in \Delta$ and $\sigma_{ijk} = \sigma_i \cdot \sigma_j \cdot \sigma_k$ the composition of three simple reflections. Since

$$\sigma_i : \left\{ \begin{array}{l} \alpha_i \rightarrow -\alpha_i \\ \alpha_{i-1} \rightarrow \alpha_{i-1} + \alpha_i \\ \alpha_{i+1} \rightarrow \alpha_{i+1} + \alpha_i \\ \alpha_j \rightarrow \alpha_j \end{array} \right. \quad \text{otherwise}$$

one gets that the set $W(3) = \{ \sigma \in W \mid \ell(\sigma) = 3 \}$ of length 3 elements in the Weyl group decomposes into $W(3) = W'(3) \cup W''(3)$,

$$W'(3) = \{ \sigma_{ijk} \mid i \neq j, j \neq k, k \neq i \}, \quad W''(3) = \{ \sigma_{iji} \mid i \neq j, \{ \alpha_i, \alpha_j \} \neq 0 \},$$

where as usual $\{ \alpha_i, \alpha_j \} = 2(\alpha_i, \alpha_j)/(\alpha_j, \alpha_j)$ and $(\cdot, \cdot)$ is the positive definite scalar product on $\langle \Phi \rangle_{\mathbb{R}}$ induced by the Killing form.

In order to determine the Hasse diagram $W^0(3) \subset W(3)$ we first consider $\sigma = \sigma_{ijk} \in W'(3)$ and distinguish different possible cases, depending on the mutual position of $\alpha_i, \alpha_j, \alpha_k$: \[\square\ Springer}
\[
\begin{align*}
\alpha_i & \quad \alpha_j & \quad \alpha_k \\
\alpha_i & \quad \alpha_k & \quad \alpha_j \\
\alpha_k & \quad \alpha_j & \quad \alpha_i \\
\alpha_k & \quad \alpha_i & \quad \alpha_j \\
\alpha_i & = \alpha_j & \quad \alpha_i + \alpha_j + 1 & \quad \alpha_i + \alpha_j + 1 & \quad \alpha_i + \alpha_j + 1 \\
\alpha_i & \alpha_j & \quad \alpha_k & \quad \alpha_i + \alpha_j + 1 & \quad \alpha_i + \alpha_j + 1 & \quad \alpha_i + \alpha_j + 1 & \quad \alpha_i + \alpha_j + 1 \\
\text{On the other hand if } \sigma = \sigma_{i,j,i} \in W^0(3) \text{ there are just two possibilities:} \\
\begin{align*}
\alpha_i & \quad \alpha_j & \quad \alpha_k \\
\alpha_i & \quad \alpha_k & \quad \alpha_j \\
\alpha_k & \quad \alpha_j & \quad \alpha_i \\
\alpha_k & \quad \alpha_i & \quad \alpha_j \\
\text{It follows that the roots } \sigma^{-1} \in W(3) \text{ satisfying} \\
\Phi_{\sigma^{-1}} & \subset \Phi^+ \setminus \Phi_0^+ = \left\{ \alpha = \sum_{i=1}^\ell n_i \alpha_i \in \Phi \mid n_i \in \mathbb{N} \text{ and } n_2 \neq 0 \right\} \\
\end{align*}
\end{align*}
\]
yields
\[ 0 = \sigma_{231}(\theta)(E) = -3 + p + 3 - 1 \quad \text{and} \quad -1 = \sigma_{234}(\theta)(E) = -3 + p + 3 - 1 \]
and therefore
\[ H^{2,3}(\mathfrak{g}) = 0 \quad , \quad H^{1,3}(\mathfrak{g}) \cong H^{\mathfrak{g}_{231}} \quad , \quad H^{0,3}(\mathfrak{g}) \cong H^{\mathfrak{g}_{234}} , \]
where \( H^{\sigma} \) is \( \mathfrak{s}l_2(\mathbb{C}) \oplus \mathfrak{g}_{2n}(\mathbb{C}) \)-irreducible of highest weight \( \xi_{\sigma} = \sigma(\theta) - \langle \Phi_{\sigma} \rangle \). A simple computation shows
\[ \xi_{\sigma_{231}} = -\alpha_1 - 3\alpha_2 + \sum_{i=4}^{\ell} \alpha_i \quad \text{and} \quad \xi_{\sigma_{234}} = \alpha_1 - 2\alpha_2 - \alpha_3 + \sum_{i=5}^{\ell} \alpha_i . \]
Of course \( \xi_{\sigma_{231}} \) and \( \xi_{\sigma_{234}} \) are lowest weights for the simple system \{\( \delta_1, \ldots, \delta_{\ell} \)\}. We now wish to express \( H^{\mathfrak{g}_{231}} \) and \( H^{\mathfrak{g}_{234}} \) as highest weight modules w.r.t. the simple root system \{\( \delta_1; \delta_3, \ldots, \delta_{\ell} \)\} of the semisimple part \( \mathfrak{s}l_2(\mathbb{C}) \oplus \mathfrak{s}l_{2n}(\mathbb{C}) \) of \( \mathfrak{s}l_2(\mathbb{C}) \oplus \mathfrak{g}_{2n}(\mathbb{C}) \) (recall also (3.9) and (3.10)). This means that
\[ (\ell - 1)\delta_1 + 2 \sum_{i=2}^{\ell} (\ell + 1 - i)\delta_i = 0 \]
and, using the longest element of the Weyl group of \( \mathfrak{s}l_2(\mathbb{C}) \oplus \mathfrak{s}l_{2n}(\mathbb{C}) \), we infer that \( H^{1,3}(\mathfrak{g}) \) and \( H^{0,3}(\mathfrak{g}) \) are standard cyclic modules with highest weights
\[ \frac{1}{2} \delta_1 + \sum_{i=3}^{\ell-1} \frac{\ell + 3i - 7}{\ell - 1} \delta_i + 3 \frac{\ell - 2}{\ell - 1} \delta_\ell , \quad (5.2) \]
and respectively
\[ 2\delta_1 + \sum_{i=3}^{\ell-2} \frac{\ell + 2i - 5}{\ell - 1} \delta_i + 2 \frac{\ell - 3}{\ell - 1} \delta_{\ell-1} + \frac{\ell - 3}{\ell - 1} \delta_\ell . \quad (5.3) \]
In terms of the fundamental weight \{\( \omega_1 \)\} of \( \mathfrak{s}l_2(\mathbb{C}) \) and the fundamental weights \{\( \omega_3, \ldots, \omega_{\ell} \)\} of \( \mathfrak{s}l_{2n}(\mathbb{C}) \), one gets that (5.2) and (5.3) coincide with
\[ \omega_1 + (\omega_3 + \omega_{\ell-1} + 2\omega_\ell) \quad \text{and} \quad 4\omega_1 + (\omega_3 + \omega_{\ell-2}) , \]
which is the claim of the proposition. \( \square \)

6 The essential \( (G, \tilde{G}) \)-curvature \( \mathcal{R}^2 : P \rightarrow H^{1,2}(\tilde{\mathfrak{g}}, W) \)

Theorem 6.1 The natural restriction operator \( \text{res}_W : \tilde{\mathfrak{g}} \otimes \Lambda^2 V^* \rightarrow \tilde{\mathfrak{g}} \otimes \Lambda^2 W^* \) induces an \( \mathfrak{s} \)-equivariant isomorphism \( H^{1,2}(\tilde{\mathfrak{g}}) \cong H^{1,2}(\tilde{\mathfrak{g}}, W) \).

Proof Consider the exact sequence
\[ 0 \rightarrow H^{1,2}(\tilde{\mathfrak{g}}) \rightarrow H^{1,2}(\tilde{\mathfrak{g}}, W) \rightarrow H^{0,2}(\tilde{\mathfrak{g}}, W) \rightarrow H^{0,3}(\tilde{\mathfrak{g}}) \quad (6.1) \]
on obtained from (3.1) with \( p = 1, q = 2 \) and \( H^{1,1}(\tilde{\mathfrak{g}}, W) = 0 \) (Proposition 3.3). We want to show that the last map of (6.1) is injective. Indeed this allows to extract from (6.1) the subsequence \( 0 \rightarrow H^{1,2}(\tilde{\mathfrak{g}}) \rightarrow H^{1,2}(\tilde{\mathfrak{g}}, W) \rightarrow 0 \), which is also exact and therefore implies our claim.
We first show that there are no representation-theoretic obstructions to the existence of an $s$-equivariant immersion of $H^0,2(\mathfrak{g}, W)$ into $H^0,3(\mathfrak{g})$. We recall that from Proposition 5.2 we already know that $H^0,3(\mathfrak{g}) \simeq S^4H \otimes \mathbf{V}$, where $\mathbf{V}$ is the kernel of the natural contraction from $E \otimes \Lambda^3E^* \to \Lambda^2E^*$. 

We now describe the associated branching rules from $sl_2(C) \oplus sl_2n(C)$ to the subalgebra $\mathfrak{s} = sl_{2n-2}(C) \oplus sl_2(C)$ according to Sect. 3.3. First of all:

$$\Lambda^3\mathbf{E}^* = \Lambda^3(E^* + H) = \Lambda^3\mathbf{E}^* + \Lambda^2\mathbf{E}^*H + \mathbf{E}^*,$$

$$\Lambda^2\mathbf{E}^* = \Lambda^2\mathbf{E}^* + \mathbf{E}^*H = \mathbb{C}.$$ 

$$\mathbf{V} = \mathbf{V} \otimes \Lambda^3\mathbf{E}^*/\Lambda^2\mathbf{E}^* = (\Lambda^2\mathbf{E}^* + \mathbf{V} + \mathbb{C} + \text{Ad}) + (\Lambda^3\mathbf{E}^*)H + \Lambda^2\mathbf{E}^*S^2H,$$

where $\mathbf{V}$ is the kernel of the natural contraction from $E \otimes \Lambda^3E^*$ to $\Lambda^2E^*$, so that

$$\mathbf{V} = \mathbf{V} \otimes \Lambda^3\mathbf{E}^*/\Lambda^2\mathbf{E}^* = (\Lambda^2\mathbf{E}^* + \mathbf{V} + \text{Ad}) + (\mathbf{E}^* + \mathbf{D} + \Lambda^3\mathbf{E}^*)H + \Lambda^2\mathbf{E}^*S^2H,$$

and finally

$$H^0,3(\mathfrak{g}) = \Lambda^2\mathbf{E}^*S^2H + (\mathbf{D} + \Lambda^3\mathbf{E}^* + \mathbf{E}^*)S^3H + (\mathbf{V} + \mathbf{D} + 2\Lambda^2\mathbf{E}^*)S^4H + (\mathbf{D} + \Lambda^3\mathbf{E}^* + \mathbf{E}^*)S^5H + \Lambda^2\mathbf{E}^*S^6H.$$

If $n = 2$ then $\Lambda^3\mathbf{E}^* = \mathbf{D} = 0$ and by a similar computation $\mathbf{V} = \text{Ad} + \mathbf{E}^*H + S^2H$ and $H^0,3(\mathfrak{g}) = S^2H + \mathbf{E}^*S^3H + (\mathbf{D} + \mathbb{C})S^4H + \mathbf{E}^*S^5H + S^6H$. Note now that every $s$-isotypic component of $H^0,2(\mathfrak{g}, W)$ consists of just one irreducible module, see Theorem 4.1, and that each of these modules is also included in $H^0,3(\mathfrak{g})$ by the above observations. This shows that there are no obstructions for the existence of the required $s$-equivariant immersion.

In summary it is sufficient to check that the last map in (6.1) acts non-trivially on just one element for each $s$-irreducible component of $H^0,2(\mathfrak{g}, W)$. This can be done as in proof of Theorem 5.2 and hence we omit details.

We conclude with some comments on Theorem 6.1. Let $\tilde{M}$ be a quaternionic manifold, with associated $\tilde{G}$-structure $\tilde{\pi} : \tilde{P} \to \tilde{M}$. By definition its essential $\tilde{G}$-curvature (= usual intrinsic torsion) $\tilde{\mathbf{R}}^1 \subset \tilde{P} \to H^0,2(\mathfrak{g})$ vanishes. On the other hand $\tilde{\mathbf{R}}^2 : \tilde{P} \to H^1,2(\mathfrak{g})$ is zero if and only if $\tilde{M}$ is locally isomorphic to $\mathbb{H}P^n$. Let also $\tilde{M}$ be an almost CR quaternionic manifold with corresponding $G$-structure $\pi : P \to M$ which admits a (local) immersion $\iota : M \to \tilde{M}$. In particular $\mathbf{R}^1 = 0$ and $\mathbf{R}^2 : P \to H^1,2(\mathfrak{g}, W)$ is well-defined.

Theorem 6.1 says then that the restriction $\mathbf{R}^2 = \iota^*\tilde{\mathbf{R}}^2$ of $\tilde{\mathbf{R}}^2$ to $M$ is the only obstruction to the existence of a local immersion of $M$ into $\mathbb{H}P^n$. We do not know if $\mathbf{R}^2 = 0$ actually implies $\tilde{\mathbf{R}}^2 = 0$.
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