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ABSTRACT

Reinforcement learning (RL) is used in various robotic applications. RL enables agents to learn tasks autonomously by interacting with the environment. The more critical the tasks are, the higher the demand for the robustness of the RL systems. Causal RL combines RL and causal inference to make RL more robust. Causal RL agents use a causal representation to capture the invariant causal mechanisms that can be transferred from one task to another. Currently, there is limited research in Causal RL, and existing solutions are usually not complete or feasible for real-world applications. In this work, we propose CausalCF, the first complete Causal RL solution incorporating ideas from Causal Causality and CoPhy. Causal Causality provides an approach for using interventions, and CoPhy is modified to enable the RL agent to perform counterfactuals. Causal Causality has been applied to robotic grasping and manipulation tasks in CausalWorld. CausalWorld provides a realistic simulation environment based on the Trifinger robot. We apply CausalCF to complex robotic tasks and show that it improves the RL agent’s robustness using CausalWorld.
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1 INTRODUCTION

Intelligent robots are increasingly being considered for use alongside humans in critical applications such as healthcare and transportation [11, 21]. Reinforcement learning (RL) can enable agents or robots to learn tasks unsupervised [20]. RL agents learn tasks from scratch through an iterative exploration and exploitation process. Recent improvements in deep learning (DL) methods enabled deep RL (DRL), which uses deep neural networks (DNN) [8] to represent policies and value functions because DNNs scale efficiently with the amount of data. Applications of RL in the real world, especially in critical applications, require RL agents to be trustworthy. The robustness and explainability of RL need to be improved for RL to be trustworthy in real-world deployments [17].

Causal RL [3] combines RL with causal inference [10, 16] to make RL agents more robust and explainable. Environments are represented as structural causal models (SCM) [16] in Causal RL. SCMs are directed acyclic graphs, where nodes represent causal factors, and edges indicate causal relationships. The causal mechanisms remain invariant across tasks and can improve the robustness of RL [18]. The RL agent learns about the underlying SCM through three different interactions: association (seeing), interventions (doing), and counterfactuals (imagining). All three interactions are needed to learn the complete underlying SCM [3, 4]. The causal information obtained through interacting with the environment is then stored as a causal representation.

Currently, there is limited research on Causal RL. Existing approaches have limitations, such as assuming the SCM is known upfront, or partially known [7, 13, 15], they are usually not complete [1, 12, 19, 23], and they have not been applied to complex tasks like robotics [2, 6]. We define a Causal RL solution to be complete if the solution uses all three of the interactions and a causal representation [3]. In this work, we propose Causal Counterfactuals (CausalCF), the first complete Causal RL solution applied to complex robotic tasks. CausalCF learns about the underlying SCM from scratch using the three different Causal RL interactions. The causal knowledge is stored as an abstract causal representation in the form of a vector and can be concatenated to the states of the agent. The representation is scalable and transferable to different tasks. We implemented and evaluated CausalCF in a realistic robotic simulation environment called CausalWorld [1] which provides a range of complex robotic tasks.

CausalCF incorporates ideas from Causal Causality [19] and CoPhy [2]. Causal Causality provides an approach for using interventions and a causal representation to train an RL agent, previously successfully applied in CausalWorld [1]. In addition to interventions, CausalCF makes use of counterfactuals. CoPhy is a deep learning solution that can perform counterfactuals. In this work, we adapt the deep learning architecture from CoPhy, originally aimed at supervised learning only, for use in RL. The implementation of our proposed approach, CausalCF, is available on https://github.com/Tom1042roboai/CausalCF. The main contributions of this work are:

(1) We present CausalCF, the first complete Causal RL solution applied to robotic tasks.
(2) We adapt the CoPhy architecture from supervised learning to RL tasks, and incorporate it into CausalCF.
(3) We evaluate all the components of the CausalCF design in CausalWorld and show that they improve the training performance and the robustness of the RL agent.
We evaluate the transferability of the causal representation, and confirm that it captures the invariant causal mechanisms across tasks.

The rest of the paper is structured as follows. Section 2 introduces causal inference, reviews related work, and discusses the limitations of Causal Curiosity and CoPhy. Section 3 presents the evaluation environment, CausalWorld. Section 4 describes the design of our proposed CausalCF. Section 5 presents the experimental designs, results, and analysis. Finally, Section 6 concludes the paper and discusses future work.

2 BACKGROUND AND RELATED WORK

Many existing approaches in Causal RL assume that the SCM is known or partially known, making it impractical for many real-world problems. Existing Causal RL solutions are usually incomplete and do not use counterfactuals. Counterfactuals enable the agent to learn the complete structural causal model and improve the robustness of the agent. In this section, we introduce the field of causality, review related work in causal RL, and discuss the approaches: Causal Curiosity and CoPhy.

2.1 Causality

The major limitation of current RL and DL methods is their lack of ability to generalize to out-of-distribution data. Combining causality with DRL can help solve the limitation. The SCM $M$ [4] is a model that describes all the causal factors and relationships of a system and can be used to represent a specific RL environment. The agent learns a representation of the SCM $M$ which could be in the form of a causal graph. The aim is that the causal graph captures the invariances of the SCM $M$ that could be transferred to different environments or tasks with similar underlying causal structures. The terms causal modeling, causal reasoning, and causal inference all refer to the study of causality [10, 16]. Different papers use the terms in subtly different ways. In this paper, the term causal inference will refer to the problems of inferring the SCM [16] from data and estimating the causal effects from a learnt representation of the SCM.

The agent can obtain different amounts of information about the SCM $M$ through the three different types of interactions. The three types of interactions are observation or association (seeing), intervention (doing or experimenting), and counterfactual (imagining and introspection). The Pearl causal hierarchy (PCH) [4] categorizes the three types of interactions into different levels. In level 1 (association), the agent can detect regularities from passive observations. In level 2 (interventions), the agent can alter the environment and observe and predict its effects. In level 3 (counterfactuals), the agent can imagine alternate outcomes from unseen interventions or contexts. Higher-level interactions provide more information about the SCM $M$. The causal hierarchy theorem (CHT) [4] states that the three levels of causality cannot collapse and remain distinct. The CHT implies that agents who learn using lower-level interventions cannot make higher-level inferences like counterfactuals. The agent needs to use level 3 counterfactuals to learn the structural causal model. Counterfactuals require the agent to make inferences on new situations based on the past experiences of the agent. Therefore, counterfactuals prompt the agent to learn the invariant causal mechanisms across tasks or experiences. The ability of RL agents to perform counterfactuals improves its robustness.

2.2 Related Work

Currently, there is limited research on Causal RL. Existing approaches have limitations, such as assuming the SCM is known upfront, or partially known [7, 13, 15], they are usually not complete [1, 12, 19, 23], and they have not been applied to complex tasks like robotics [2, 6].

For instance, [7] presents different approaches for achieving explainable robotics and mentions causal RL as one of the approaches. The paper [7] also highlighted that one of the significant limitations for applying causal RL to real-world problems is that most existing approaches assume a known SCM. For example, [13] is a causal learning solution that uses observational data and interventions to learn the SCM of a Bayesian network. The approach assumes a partially known SCM and does not use counterfactuals. Additionally, [15] assumes a known causal model (causal relationships) and learns the causal factors through RL. In [15], valuable methods for evaluating the explainability of RL were provided. The generation and evaluation of explanations are out of the scope of this paper.

Some methods do not assume a known or partially known SCM but are incomplete Causal RL solutions. CausalWorld [1] provides an environment where RL baselines can train using observations and interventions. However, the RL baselines do not use counterfactuals and causal representations. CausalWorld mainly provides a benchmark for evaluating causal RL solutions. Causal Curiosity [19] uses interventions and an abstract causal representation. However, Causal Curiosity does not use counterfactuals. Another approach [12] makes use of human interventions, and learns counterfactual predictions offline for real-world robotic grasping and manipulation tasks. A causal representation is not used in [12]. Additionally, [23] only uses observational data to learn a causal graph, and the solution struggles when graphs reach 50 nodes.

Methods that perform causal structure learning and are complete Causal RL solutions are not applied to more complex tasks like robotics. In [6], all three types of causal interactions were used to learn the causal structure of Bayesian networks, and it used a causal representation. The work demonstrated that all three types of interactions increased the performance of the RL agent. Moreover, CoPhy [2] is a causal learning solution that uses all three types of causal interactions and a causal representation to learn the physical dynamics of different objects in a simulated environment.

Causal Curiosity [19] and CoPhy [2] are the most relevant to our chosen application area. We expand on them more.

2.3 Causal Curiosity

Causal Curiosity [19] is a Causal RL method that has been applied in CausalWorld. Causal Curiosity learns about the SCM from scratch using interventions and has two main training phases. The recursive training phase aims to learn a Cross Entropy Method optimized Model Predictive Control Planner (CEM MPC) [19], where $K$ actions can be sampled. Each action provides information about one causal factor. This goal is achieved through maximizing the Curiosity reward. In the inference phase, $K$ actions are sampled
from the trained CEM MPC and applied to the RL training environment. The resulting observation is clustered and forms the causal representation (causalRep). The causalRep is then concatenated to all the observations to train the RL agent. The RL agent maximizes the CausalWorld reward.

Causal Curiosity uses interventions and provides an approach for training the RL agent with an abstract causal representation. However, the main drawback is that Causal Curiosity does not use counterfactuals. Counterfactuals are required for the agent to learn the complete underlying SCM and helps to improve the agent’s robustness.

2.4 Counterfactual Learning of Physics Dynamics (CoPhy)

CoPhy [2] provides a mechanism for performing counterfactuals in a supervised learning application to learn the physical dynamics of different objects in a simulated 3D environment. CoPhy is applied to predict the position, orientation, and stability of a given configuration of blocks for multiple time steps into the future. Figure 1 presents the overall architecture used. Observations A and B for τ time steps are used for training the entire model from end to end. The latent representation (confounders U) or the causal representation is the embedding in the last layer of the recurrent neural network (RNN). An intervention is made on observation A (the initial state or X₀), and the result is observation C. Counterfactual predictions are made for τ − 1 time steps as the initial intervened observation C is given. The de-rendering blocks in Figure 1 are used to convert the pixel observations into latent representations. The graph convolutional network blocks (GCN) add contextual information to the latent representations. Finally, the RNN temporally integrates the GCN blocks. CoPhy aims to minimize the mean squared error between the predictions and the actual states of the blocks. CoPhy learns about the underlying SCM from scratch using the three interactions in the PCH [4]. As shown in Figure 1, the causal representation (confounders U) is used to make the counterfactual inferences for every time step. This approach allows us to train confounders U [2] that capture the invariant causal mechanisms across the multiple time steps.

CoPhy is trained using supervised learning and requires many labelled images. DL methods cannot interact with the environment, and the interventions are usually handpicked. On the other hand, RL agents can interact with the environment and perform interventions based on their goals. Our proposed approach, CausalCF, adapts CoPhy for RL and enables RL agents to perform counterfactuals. To the best of our knowledge, this is the first time CoPhy has been adapted for use in RL.

CausalWorld provides a structured observation type that presents the observation as a feature vector, as shown in Figure 2. We use structured observation to train CausalCF. Structured observation makes experimenting with the feasibility of the solution easier.

The robot can be controlled through three different modes. The modes are joint positions, joint torques, and end-effector positions as indicated with the R1, R2, and R3 parameters in Figure 2. The action is specified for each of the three fingers on the robot. CausalWorld converts the action specified by the vector into motor actions that control the robot. There are constraints set on the values of the action parameters based on the physical properties of the robot. In this work, the RL agent uses joint positions to control the robot. End-effector positions are non-deterministic for the current version of CausalWorld, and joint positions are more intuitive to use than joint torques.

The consecutive actions of the Causal RL agent are chosen to maximize the cumulative rewards in CausalWorld. Rewards are defined differently for different tasks. Rewards are a sum of different objective functions, and each function aims to affect the agent’s behavior in a particular way. The user can specify the weights of each function. RL agents would then prioritize to maximize the functions with larger weights. For example, the first objective of the agent in any task is to get its fingers to the blocks, and this objective function would have the largest weight. The weights used for the tasks in this paper are the same as those used in the original CausalWorld paper [1].

CausalWorld will be used for the evaluation of CausalCF. CausalWorld provides an evaluation pipeline that consists of 12 protocols as described in Table 1 [1]. Each of the 12 protocols applied in the evaluation pipeline modifies a specific subset of the CausalWorld variables and defines a range of values that the variables can take [1]. Space A and B [1] in Table 1 define different ranges of values the CausalWorld variables can take. Agents are evaluated over 200 episodes in each of the 12 protocols.

4 DESIGN OF CAUSALCF

CausalCF has two main training phases, counterfactual training and agent training, as shown in Figure 3. Counterfactual training produces the causal representation used to train the agent in agent training. An additional component, iteration training, allows the agent to update its causal representation.

4.1 Counterfactual Training

The aim of counterfactual training (Figure 3a) is to obtain a useful causal representation that can be concatenated to the observations to train the RL agent. For this purpose, we adapt CoPhy and train it from end to end in counterfactual training.

The original CoPhy solution had a derendering block [2] that converted pixel images into latent representations before passing it to the GCN Block (Figure 1). CoPhy is adaptable to the number of time steps and objects. In contrast to CoPhy, CF model (Figure 3a) receives structured observation (Figure 2) instead of images. Therefore, we replaced the derendering block and dependent processes with new functions. We replaced the derendering block with the convert input shape function (Algorithm 1), which converts the structured observation into a representation adaptable to a
varying number of time steps and objects. The representation has the shape \((T, K, 56)\), where \(T\) is the number of timesteps, \(K\) is the number of objects, and a feature vector of length 56 (Parameters \(T+R1+R2+R3+Sn\) in Figure 2) is enough to describe the state of the robot and any single object. We made modifications throughout the entire architecture to process the structured observations. We used the RL agent to generate the observations and ground truths for training the CF model. Algorithm 2 describes the process of generating the training data and training CF Model. CF Model makes counterfactual predictions about the future states of the environment from the effect of interventions. CF Model aims to minimize the mean squared error between the counterfactual predictions and the actual states of the environment.

The ability to perform counterfactual predictions provides a mechanism for improving the explainability of the RL agent. Causal-CF could provide local explanations [17] for a particular action or decision by performing counterfactuals and imagining the future consequences of different actions based on the causal knowledge of the agent. Explanations involve providing the different outcomes with the corresponding rewards as RL agents aim to maximize cumulative rewards. The probability of success [5] could be used instead of rewards because rewards vary from task to task. If the imagined outcomes and probability of success match the knowledge of the human expert, then the decisions or actions of the agent can be trusted. Generation and evaluation of counterfactual explanations are out of the scope of this paper, and we focus on utilizing counterfactuals to improve performance and robustness.

4.1.1 Train CF model with Pretrained agent. CF model was trained with a pretrained RL agent provided by CausalWorld. The pretrained agent can perform useful interventions or actions that allow the causal representation to capture causal factors. The causal representation is concatenated to all the observations for training the RL agent. Using the pretrained agent enables the viability of the CF model to be evaluated in the early stages, and the total training time for CausalCF is reduced. CF model is trained for 15 epochs, and the model is trained for 40 iterations for each epoch. In each epoch, an intervention is made on the goal shape and the block mass. The pretrained agent generates observations for 30 timesteps to train the CF model from end to end in each iteration (Algorithm 2). Approaches without using pretrained agents involve training the RL agent with an initialized causal representation. When the agent converges or reaches a desirable performance, the agent can iterate
between counterfactual training and agent training to update the causal representation.

4.2 Agent Training

The resulting causal representation from counterfactual training is concatenated to all the observations for training the RL agent in agent training. The RL agent aims to maximize the CausalWorld reward in agent training (Figure 3b). The idea of using two training phases and concatenating the causal representation to all the observations used for training the agent is inspired by Causal Curiosity. Interventions on the goal shape (pose) are performed every episode in agent training. CausalCF has an additional component where it iterates between counterfactual and agent training.

4.3 Iteration Training

The RL agent iterates between counterfactual and agent training after it has trained for 1.5 million time steps in agent training. Iteration between counterfactual and agent training happens every 500,000 time steps. The agent is trained for a total of 7 million time steps. The iteration between the two training phases allows the agent to update the causal representation or its causal knowledge better the agent gets. The additional iterations for counterfactual training will enable the agent to capture more information about the SCM.
5 EVALUATION

In this section, we present the evaluation of CausalCF in CausalWorld. We describe the metrics, training parameters, and stages of evaluation for CausalCF. We also discuss the performance of CausalCF in the stages of evaluation.

5.1 Metrics and Parameters

In CausalWorld, fractional success is often used to measure agent performance. Fractional success is calculated as:

\[
\text{fractional\_success} = \frac{\sum_{i=1}^{n} \text{intersection}(O\_vol_i, G\_vol_i)}{\sum_{i=1}^{n} G\_vol_i}
\]  

Where \( n \) represents the number of objects, \( O\_vol_i \) represents the current pose of the \( i \)-th object, and \( G\_vol_i \) represents the desired goal pose of the \( i \)-th object. The function \( \text{intersection}(O\_vol_i, G\_vol_i) \) calculates the overlapping volume between the current block pose and the objects’ goal block pose. A higher fractional success will correspond to more precise object manipulations. CausalCF uses fractional success for all the evaluations.

We use Soft-Actor Critic (SAC) [9] for all the experiments in this work and parameters are given in Table 2. Table 3 shows the training parameters used for all tasks in which CausalCF is evaluated.
Table 2: Parameter configuration for the SAC algorithm.

| Parameters      | Value        |
|-----------------|--------------|
| gamma           | 0.95         |
| tau             | 1e-3         |
| ent_coef        | 1e-3         |
| target_entropy  | auto         |
| learning_rate   | 1e-4         |
| buffer_size     | 1 000 000    |
| learning_starts | 1000         |
| batch_size      | 256          |

Table 3: Training parameters for each task used to evaluate CausalCF.

|                  | Pushing & Picking |
|------------------|-------------------|
| Total time steps | 7000000           |
| Training time    | ≈22 hours         |
| Episode length   | 834               |
| Number of episodes| 8393             |
| Skipframe        | 3                 |
| Space            | A                 |
| Checkpoint frequency | 500000       |

5.2 Evaluation Stages

There are two different types of evaluation performed on CausalCF: component testing and causalRep transfer.

Component testing evaluates the contributions of the different components of the CausalCF design to the robustness of the RL agent. We compare CausalCF (iter) (CausalCF) with 3 baselines: Counterfactual + Intervene (CausalCF without iterating between Counterfactual and Agent training), Intervene (uses interventions but no counterfactuals), and no_Intervene (uses no interventions and no counterfactuals, the SAC baseline). The different RL models are passed through an evaluation pipeline that CausalWorld provides to measure generalizability.

We demonstrate the transferability of the causal representation across different tasks (and therefore increased robustness) in causalRep transfer. The causal representation learnt by CausalCF in the Pushing task is transferred to train a Causal RL agent in the Picking task. The performance of transfer Causal_rep + Intervene (agent that used the transferred causal representation) is compared against Intervene (agent does not use a causal representation).

The training environment for no_Intervene is the same as P0 (Table 1), where no interventions on the CausalWorld variables are used. The training environment for all the other baselines is the same as P5, where interventions were made on the goal pose (Section 4.2) in Space A (Table 3). All the other protocols will measure the out-of-distribution robustness of the baselines. For example, P6 modifies the objects’ block pose, and goal pose with the ranges of values provided in Space B (Section 3). The result of the interventions in P6 is that the agents will have to perform new grasps on the block and encounter new goal poses that are not seen in training.

5.3 Component Testing

The training performance of the different RL solutions in the Pushing task is provided in Figure 4a. Some interventions might lead to unsolvable scenarios, and the agent will receive a low fractional success for these rare scenarios. These scenarios can happen in the later stages of training. The mean fractional success is used to produce a smoother plot of the training performance.

No interventions are used to train the no_Intervene agent. Therefore, the environment for the no_Intervene agent is more repetitive, and the agent was able to converge to a good training performance faster than all the other solutions. The no_Intervene agent converged to a fractional success of higher than 0.9 in about 1.5 million time steps (Figure 4a). In contrast to the training environment used for no_Intervene, all the environments used for the other RL solutions intervened on the goal shape at every episode. Interventions make the tasks more challenging. The Intervene solution could only converge to an approximate fractional success of 0.8 in 7 million time steps (Figure 4a). CausalCF outperformed Intervene in the same training environment and converged to the same performance as the no_Intervene solution (Figure 4a). It took CausalCF longer to converge than no_Intervene because the training environment for CausalCF is more challenging. CausalCF (iter) took longer to converge than Counterfactual + Intervene (Figure 4a). The variations to the causal representation during the iteration require the RL agent to partially re-learn and converge more slowly. However, CausalCF (iter) should be more robust than all the other solutions trained. The robustness of the RL solutions is measured through the evaluation pipeline provided by CausalWorld.

The evaluation pipeline provided by CausalWorld consists of 12 protocols as described in Table 1 [1]. The performance of the different RL solutions in the evaluation pipeline is provided in Figure 4b. All the RL solutions performed better for protocols that used space A than B (Figure 4b) because they were all trained in space A. Interventions on different causal variables create different challenges. All the solutions performed worse on the protocols that intervened on the block pose (Figure 4b). The change in block pose requires the agent to consider the initial grasp on the block, which the agent did not consider as much in training. Intervene generalized better than no_Intervene as interventions on one or a subset of causal variables are better than no intervention [3, 14]. CausalCF was more robust than all the other solutions as the agents used counterfactuals to capture more causal information about the underlying SCM. CausalCF (iter) performed equal to or better than the other solutions in 10 out of the 12 protocols and is the most robust (Figure 4b). CausalCF (iter) allows the agent to update its causal representation further as the agent gets better.

5.4 CausalRep Transfer

The tasks in CausalWorld have similar causal structures. The learnt causal representation of the CausalCF (iter) solution is transferred from the Pushing task to train a new RL agent in the Picking task. Two solutions are compared, and the training performance is shown in Figure 5a. Both solutions used the same interventions. Intervention is made on the goal shape of the block at every episode. The transfer Causal_rep + Intervene solution converged to a fractional
success of higher than 0.9 (Figure 5a). The Intervene solution converged to a fractional success of about 0.8 (Figure 5a). transfer Causal_rep + Intervene converged to a better training performance than Intervene. The causal representation provides additional prior causal knowledge for the RL agent.

Figure 5b shows the performance of the two RL solutions in the evaluation pipeline. transfer Causal_rep + Intervene performed equal to or better than Intervene in 8 out of the 12 evaluation protocols (Figure 5b). The causal representation learnt from the Pushing task helps the agent perform better and become more robust in the Picking task. This result confirms that the causal representation captures causal mechanisms through interventions and counterfactuals. transfer Causal_rep + Intervene could have achieved better evaluation performance if the agent could update the causal representation with new causal information in the Picking task.

6 CONCLUSIONS AND FUTURE WORK
In this work, we have presented CausalCF, the first complete Causal RL solution that successfully tackles complex RL robotic tasks. We have shown that CausalCF improves the robustness of RL and that none of the design components of CausalCF are redundant in component testing. The results from causalRep transfer show that the causal representation captures the causal mechanisms that remain invariant across tasks. CausalCF improves the robustness of RL and provides mechanisms to help improve the explainability of RL. Future work includes Multitask RL, where the skills obtained from multiple simpler tasks are applied to more challenging tasks. We also hope to evaluate CausalCF in sim2real transfer (mentioned in Section 3).
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