Phases of the hard-plate lattice gas on a three-dimensional cubic lattice
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We study the phase diagram of a system of $2 \times 2 \times 1$ hard plates on the three dimensional cubic lattice, i.e. a lattice gas of plates that each cover an elementary plaquette of the cubic lattice and occupy its four vertices, with the constraint that no two plates occupy the same site of the cubic lattice. We focus on the isotropic system, with equal fugacities for the three orientations of plates. We show, using grand canonical Monte Carlo simulations, that the system undergoes two density-driven phase transitions with increasing density of plates: the first from a disordered fluid to a layered phase, and the second from the layered phase to a sublattice-ordered phase. In the layered phase, the system breaks up into disjoint slabs of thickness two along one spontaneously chosen cartesian direction. Plates with normals perpendicular to this layering direction are preferentially contained entirely within these slabs, while plates straddling two successive slabs have a lower density. This corresponds to a two-fold symmetry breaking of translation symmetry along one spontaneously chosen cartesian direction, leading to “occupied slabs” stacked along the layering direction with a separation of one lattice spacing. Additionally the symmetry between the three types of plates is spontaneously broken, as plates with normal along the layering direction have a lower density than the other two types of plates. Intriguingly, the occupied slabs exhibit two-dimensional power-law columnar order even in the presence of a nonzero density of vacancies. In contrast, inter-slab correlations of the two-dimensional columnar order parameter decay exponentially with the separation between the slabs. In the sublattice-ordered phase, there is two-fold ($Z_2$) breaking of lattice translation symmetry along all three cartesian directions. We present numerical evidence that the disordered to layered transition is continuous and consistent with the three-dimensional $O(3)$ universality class, while the layered to sublattice transition is first-order in nature.

I. INTRODUCTION

Systems of particles interacting through only excluded volume interaction may exist in different phases depending on the shape and density of the particles. These find a variety of applications, including in self-assembly [1–3], efficient drug delivery [4, 5], design of novel materials with specific optical and chemical properties [6–8], design of molecular logic gates [9–11], and adsorption of gas on metallic surfaces [12–14]. More generally, they are of interest as simple models of fluids [15] as well as being the simplest systems to study critical behavior. Many shapes have been studied in the literature. These include different types of polyhedra [2], colloidal superballs [3], and rods [16].

Parallel to the study of models in the continuum, models of hard-core particles on lattices, known as hard core lattice gases (HCLGs) have also been studied. In literature, many different geometrical shapes have been studied on two dimensional lattices, including triangles [17], squares [18–23], dimers [24–27], Y-shaped particles [28], mixture of squares and dimers [29, 30], rods [31, 32], rectangles [33–36], discretised discs or the k-NN model [37–41], and hexagons [42], the last being the only exactly solvable model. A variety of different ordered phases may be observed, including crystalline, columnar or striped, nematic, and power-law correlated phases. Though many examples exist, it is not clear a priori which phases are realized and in what order (as a function of increasing density) for a given shape.

Comparatively less is known about HCLG models in three dimensions. A detailed phase diagram that encompasses all densities is known for only rods of shape $k \times 1 \times 1$ [43, 44] or $2 \times 2 \times 2$ hard cubes [45]. The numerical study of HCLG models is constrained by difficulties of equilibrating the system at densities close to the maximal possible density, as the system gets stuck in very long-lived metastable systems. These difficulties are substantially reduced by using Monte Carlo algorithms that include cluster moves [29, 33, 34], which significantly decrease the autocorrelation times.

Systems of plates or board-like particles in the continuum have also been studied numerically [46–48]. The phase diagram in the continuum is very rich, showing multiple transitions with increasing particle densities,
and varying aspect ratios. A variety of different phases arise, including smectic, biaxial smectic, uniaxial and biaxial nematic, and columnar with alignment along the long or short axis. If the orientations of the plates are restricted to orthogonal cartesian directions, then it is possible to obtain some rigorous results regarding the nature of the phases, in particular for a system of hard parallelepipeds of size $1 \times k \times k$, $\alpha \in [0, 1]$. For plate like objects ($1/2 < \alpha < 1$), it is possible to show rigorously, for $k \gg 1$, the existence of a uniaxial nematic phase, where only minor axes of plates are aligned parallel to each other, and there is no translational order [49]. However, the behavior of the corresponding lattice model, which is also interesting in connection with certain resonating plaquette wavefunctions and the possibility of a lattice realization of a liquid state of fluctuating quadrupoles [50], has not been studied away from full-packing.

With this motivation, here we study the phase diagram of a system of $2 \times 2 \times 1$ hard plates on the three dimensional cubic lattice, i.e. a lattice gas of plates that each cover an elementary plaquette of the cubic lattice and occupy its four vertices, with the constraint that no two plates occupy the same site of the cubic lattice. We use a cluster algorithm and focus here on the isotropic system, with equal fugacities for the three orientations of plates, so that “$\mu$-type plates” (with normal along the $\mu$ axis) have equal fugacity for all $\mu$ ($\mu = x, y, z$) (see Ref. [51] for the anisotropic fully-packed case in which every site of the cubic lattice is occupied by exactly one plate). We show, using grand canonical Monte Carlo simulations, that the system undergoes two phase transitions as a function of increasing fugacity: first from a disordered fluid to a spontaneously layered phase, and second from this layered phase to a sublattice ordered phase.

In the layered phase, the system breaks up into disjoint slabs of thickness two along one spontaneously chosen cartesian direction. Plates with normals perpendicular to this layering direction are preferentially contained entirely within these slabs, while plates straddling two successive slabs have a lower density. This corresponds to a two-fold symmetry breaking of translation symmetry along one spontaneously chosen cartesian direction, leading to “occupied slabs” stacked along the layering direction with a separation of one lattice spacing. Additionally the symmetry between the three types of plates is spontaneously broken, as plates with normal along the layering direction have a lower density than the other two types of plates. Intriguingly, the occupied slabs exhibit two-dimensional power-law columnar order. In contrast, inter-slab correlations of the two-dimensional columnar order parameter decay exponentially with the separation between the slabs. In addition, the layered phase breaks the symmetry between the three types of plates: plates with normal along the layering direction have a lower density than the other two types of plates.

In the sublattice ordered phase, there is two-fold ($Z_2$) breaking of lattice translation symmetry along all three cartesian directions. In this phase, the corner of a $\mu$-type plate with the smallest $\nu$ coordinates (for both $\nu \neq \mu$) preferentially occupies one spontaneously chosen sublattice out of the eight sublattices of vertices of the cubic lattice, and each type of plate breaks translational symmetry along the two directions perpendicular to its normal (see Sec. III for a more detailed description). The disordered to layered transition occurs at density $\rho_{DL} \approx 0.941$. From finite size scaling, we show that this transition is continuous, with properties that are consistent with those of the $O(3)$ universality class perturbed by cubic anisotropy. The transition from layered to sublattice phase occurs at density $\rho_{LS} \approx 0.974$. We show that this second transition is first-order. The overall structure of the phase diagram found here is summarized in Fig. 1.

Finally, we note that the fully packed system of $2 \times 2 \times 1$ hard plates on the cubic lattice also has a very rich phase diagram as a function of anisotropy in the fugacity of the three orientation of plates. This is discussed in a parallel work [51].

II. MODEL AND ALGORITHM

Consider a $L \times L \times L$ cubic lattice with periodic boundary along the three orthogonal directions. The lattice sites may be empty or occupied by $2 \times 2 \times 1$ plates, each of which covers an elementary plaquette of the cubic lattice and occupies the four sites of the corresponding plaquette. Three types of plates are possible depending on the orientation of the normal to the plate, i.e., $x$, $y$ and $z$ plates corresponding to plates lying in the $yz$, $zx$ and $xy$ planes respectively. The plates interact through a hard-core constraint, i.e., no two plates may occupy the same site of the cubic lattice. We associate activity $s_\rho$ and $s_0$ to each plate and vacancy respectively. These are normalized through

$$s_\rho^{1/4} + s_0 = 1,$$

where the power $1/4$ accounts for the fact that a plate touches four vertices, while a vacancy resides on one vertex.

We study the system using grand canonical Monte Carlo simulations. Conventional Monte Carlo simulations involving local evaporation, deposition, diffusion, and rotation moves are inefficient in equilibrating such systems especially when the packing fraction approaches

| $\rho$ | disordered | layered | sublattice |
|-------|------------|---------|------------|
| $\rho = 0.0$ | 0.941     | 0.9738  | 0.9740     |
| $s_\rho = 0.0$ | 0.323     | 0.393   | 0.393      |
| $s_0 = 1.0$   |           |         |            |

FIG. 1. Schematic phase diagram of $2 \times 2 \times 1$ hard plates model. The red dot represents a continuous transition and the blue dots and dotted line represent the coexistence regime in a first order transition.
full packing. These difficulties may be overcome by algorithms that include cluster moves. The transfer-matrix algorithm we use updates strips of sites of size proportional to $L$. This has been particularly useful in earlier studies of other hard core lattice gas models \cite{29, 32, 38, 52}. Below we provide a brief description of this algorithm, and give details of its implementation for our system of hard plates; we will follow terminology of Ref. \cite{29}, where the phase diagram was obtained for a mixture of dimers and squares on a square lattice at all packing densities using such a transfer-matrix algorithm.

We define a “tube” to be a cuboidal subset of the $L \times L \times L$ lattice, of size $2 \times 2 \times L$ and made up of $L$ plaquettes of size $2 \times 2 \times 1$ stacked along one cartesian axis. Choose a tube at random in any one of the three orthogonal directions. Remove all the plates that are completely contained within the tube. There may be some protruding plates that are not fully contained within the tube, but touch sites of this tube. These plates are left undisturbed. Due to these protrusions, the shape of the tube (after removal of fully contained plates) is complicated and can be characterized by assigning different morphologies to each section depending on the protrusion. There are 16 such morphologies possible for each section and they are listed in Fig. 2(a). In order to provide a visual depiction that is easier to read, we use a space-filling convention for depicting the protruding plates. In this space-filling convention, each site of the original cubic lattice maps to a unit cube of the dual cubic lattice, and each plate is a space-filling object that occupies a $2 \times 2 \times 1$ slab consisting of 4 adjacent elementary cubes of the dual lattice. Note that this alternate description is behind the commonly used terminology, also used here, which refers to the hard plates as $2 \times 2 \times 1$ cuboids.

The aim is to refill the tube with a new configuration of plates that are fully contained within the tube, but with the correct equilibrium probability. The probability of this new configuration may be calculated using transfer matrices. Any $2 \times 2 \times 1$ section with a given morphology may be filled by plates in at most eight different ways. The possible states for a section are listed in Fig. 2(b). Among the sixteen possible morphologies, there are fifteen morphologies with partially blocked sites. The remaining one morphology [morphology-16 as shown in Fig. 2(a)] represents a complete blockage in the chosen tube. We have to thus calculate $15^2 = 225$ different transfer matrices of size $8 \times 8$. Let $T_{m_1, m_2}$ be the transfer matrix where the system is transferring from morphology $m_2$ to morphology $m_1$. The matrix element may be written as

$$T_{m_1, m_2}(i, j) = c_{m_1, m_2}(i, j) W_p W_0,$$

where $c_{m_1, m_2}(i, j)$ is the compatibility factor, $W_p$ is the weight associated with the particle that sits on morphology $m_1$ and $W_0$ is the weight of vacancies present on morphology $m_2$ after depositing particle on morphology $m_1$. The compatibility factor $c_{m_1, m_2}(i, j)$ is 1 if the states $i$ and $j$ are compatible on morphologies $m_1$ and $m_2$, otherwise it equals zero. The weights associated with the particles and vacancies may be written as

$$W_p = s_p^n, \quad n = 0, 1, 2,$$

$$W_0 = s_0^n, \quad n = 0, 1, 2, 3, 4.$$

Examples of few transfer matrices are given in Eqs. (5)–(7).

$$T_{1,1} = \begin{pmatrix}
s_p s_p^2 & s_p^2 & s_0^2 & s_0^2 & 1 & 1 & 1 \\
0 & s_p & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & s_p & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & s_p & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & s_p & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & s_p & s_p \\
0 & 0 & 0 & 0 & 0 & 0 & s_p \\
s_p s_0^4 & s_p s_0^2 & s_p s_0^2 & s_p s_0^2 & s_p s_0^2 & s_p & s_p & s_p \\
\end{pmatrix}$$

(5)

$$T_{1,3} = \begin{pmatrix}
s_0^3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & s_0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & s_0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & s_0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & s_0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & s_0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & s_0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & s_0 \\
\end{pmatrix}$$

(6)
\[
T_{3,1} = \begin{pmatrix}
    s_0^4 & s_0^2 & s_0^2 & s_0^2 & 1 & 1 & 1 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    s_0 s_0^2 & s_0 & 0 & 0 & 0 & 0 & 0 \\
    s_0^2 s_0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    s_0^2 s_0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    s_0^2 s_0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    s_0^2 s_0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    s_0^2 s_0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}
\]

(7)

The partition function of a closed $2 \times 2 \times L$ tube with morphology $m_1, \ldots, m_L$ may be written as

\[
Z^o = \sum_i \langle i | T_{m_L,m_1} T_{m_1,m_2} \cdots T_{m_{L-1},m_L} | i \rangle,
\]

(8)

where $|i\rangle$ is the state vector of state $i$. The partition function for the open tube of length $X < L$ may be written as

\[
Z^o = \langle \mathcal{L}_{m_1} | T_{m_1,m_2} T_{m_2,m_3} \cdots T_{m_{X-1},m_X} | \mathcal{R}_{m_X} \rangle,
\]

(9)

where $\langle \mathcal{L}_{m_1} \rangle$ and $| \mathcal{R}_{m_X} \rangle$ are respectively left and right vectors that may be written as

\[
\mathcal{L}_{m_1}(n) = T_{16,m_1}(1, n),
\]

(10)

\[
\mathcal{R}_{m_X}(n) = T_{m_X,16}(n, 1).
\]

(11)

Calculating the partition function, we re-occupy the tube, section by section, according to the calculated probabilities. Disjoint tube updates are performed simultaneously in our parallelized implementation. To speed up equilibration as well as to reduce autocorrelation times, we also implement a flip move in which a pair of adjacent parallel plates of same type is replaced by another pair of adjacent parallel plates whose type is chosen randomly. For each value of activity, we ensure that equilibration has been achieved by starting the simulations with configurations that correspond to different phases, and ensuring that the final equilibrium state is independent of the initial state.

III. DIFFERENT PHASES OF SYSTEM

A. Observables and order parameters

As the density is varied, we observe three different phases in our simulations. To characterize them, it is convenient to divide the full lattice into eight sublattices depending on whether the $x$, $y$, and $z$ coordinates of a site are even (0) or odd (1), as shown in Fig. 3. A lattice site $(x,y,z)$ belongs to the sublattice constructed out of the binary number $xyz$ where each of the digits is the corresponding coordinate taken modulo two. Except for plates that cover a plaquette on an edge that wraps around the periodic direction, we assign each plate to the site with least $x$, $y$ and $z$ coordinates (of the four sites touched by it). For plates on wrapping plaquettes, this definition is of course modified in the obvious way to remain consistent with the treatment of bulk plates. The corner that occupies this site to which a plate “belongs” is the “head” of the plate.

To characterize the phases quantitatively, we define sublattice densities $\rho^j_i$ as the volume fraction of plates of type $j = x, y, z$ whose heads occupy sites of sublattice $i = 0, \ldots, 7$. We also define three particle densities $\rho^j$, eight sublattice densities $\rho_i$, and total density $\rho$ as

\[
\rho^j = \sum_{i=0}^{7} \rho^j_i, \quad j = x, y, z,
\]

(12)

\[
\rho_i = \sum_{j=x,y,z} \rho_i^j, \quad i = 0, \ldots, 7,
\]

\[
\rho = \sum_{i=0}^{7} \rho_i.
\]

To quantify the breaking of translational invariance in the different directions, it is convenient to define the quantities

\[
\ell_x = \frac{1}{L^3} \sum_{x,y,z} \phi(x,y,z)(-1)^x,
\]

\[
\ell_y = \frac{1}{L^3} \sum_{x,y,z} \phi(x,y,z)(-1)^y,
\]

(13)

\[
\ell_z = \frac{1}{L^3} \sum_{x,y,z} \phi(x,y,z)(-1)^z,
\]

where $\phi(x,y,z)$ is 1 if the site is occupied by the head of a plate and zero otherwise. The square of the layering order parameter, which characterizes the layered phase, may be defined as

\[
\Lambda^2 = \ell_x^2 + \ell_y^2 + \ell_z^2.
\]

(14)

The columnar vector $\vec{C}$ with components $(c_x, c_y, c_z)$ may be written as

\[
c_x = \frac{1}{L^3} \sum_{x,y,z} (-1)^{y+z} \phi(x,y,z),
\]

\[
c_y = \frac{1}{L^3} \sum_{x,y,z} (-1)^{x+z} \phi(x,y,z),
\]

(15)

\[
c_z = \frac{1}{L^3} \sum_{x,y,z} (-1)^{x+y} \phi(x,y,z).
\]
The square of the columnar order parameter may be defined as
\[ \Gamma^2 = c_x^2 + c_y^2 + c_z^2. \] (16)
We also define the square of the order parameter \( \omega \) to characterize the sublattice phase
\[ \omega^2 = \ell_x^2 \ell_y \ell_z. \] (17)
To capture the breaking of particle number symmetry, we define a nematic order parameter \( \Pi \) as
\[ \Pi^2 = (\rho^x - \frac{\rho^y}{2} - \frac{\rho^z}{2})^2 + \frac{3}{4} (\rho^y - \rho^z)^2. \] (18)

When \( \Pi \) is non-zero, particle symmetry is broken.

In a sublattice ordered phase, we expect \( \omega^2, \Lambda^2 \) and \( \Gamma^2 \) to all tend to nonzero values in the thermodynamic limit. In contrast, in the layered phase, we expect \( \omega^2 \) to tend to zero as \( 1/L^2 \) and \( \Gamma^2 \) to tend to zero as \( 1/L^3 \) in the thermodynamic limit, while \( \Lambda^2 \) tends to a nonzero limit.

In Fig. 4(a-c), we display \( \Lambda^2, \Gamma^2 \) and \( \omega^2 \) as a function of \( L^{-1} \) for \( s_p = 0.300, s_p = 0.360 \) and \( s_p = 0.420 \). The quantity \( \Lambda^2 \) decays to zero as \( L^{-3} \) for \( s_p = 0.300 \) and takes non-zero values for \( s_p = 0.360 \) and \( s_p = 0.420 \). The quantity \( \Gamma^2 \) decays to zero as \( L^{-3} \) for both \( s_p = 0.300 \) and \( s_p = 0.360 \), and takes non-zero value for \( s_p = 0.420 \). Similarly \( \omega^2 \) also decays to zero for both \( s_p = 0.300 \) and \( s_p = 0.360 \), but the decay obey different power laws, which are \( L^{-2} \) and \( L^{-1} \) respectively. For \( s_p = 0.420 \), \( \omega^2 \) takes non-zero values. Taken together, these behaviours allow us to conclude that the system is successively in a disordered, layered and sublattice-ordered phase for \( s_p = 0.300, s_p = 0.360 \), and \( s_p = 0.420 \) respectively. This establishes the presence of the three phases described in our introductory discussion.

For a bird’s eye view of the phase diagram as a function of plate fugacity, we plot the fugacity dependence of the various order parameters in Fig. 5. We clearly observe a layered phase (\( \Lambda^2 \neq 0, \Gamma^2 = 0, \omega^2 = 0 \)) and a sublattice phase (\( \Lambda^2 \neq 0, \Gamma^2 \neq 0, \omega^2 \neq 0 \)). The variation of \( \Pi^2 \) as a function of \( s_p \) is also shown in Fig. 5. \( \Pi^2 \) is zero in both disordered and sublattice phase, and takes nonzero values only in the layered phase, which indicates asymmetric densities of three types of particles in the layered phase.

### B. Disordered phase

The characterization of the disordered phase is straightforward. All order parameters vanish in the thermodynamic limit in this low density phase. The plates form a disordered fluid, with their heads uniformly distributed, i.e. each of the sublattice densities are equal for the three different types of plates, i.e.,

\[ \rho_i = \frac{\rho}{8}, \quad i = 0, 1, \ldots, 7, \]
\[ \rho^j = \frac{\rho}{3}, \quad j = x, y, z. \]

### C. Layered phase

With increasing density, we observe that the system undergoes a transition into the layered phase described in the Introduction. In Fig. 6, we display the time evolution of the sublattice densities when the system is in a layered phase with layering in \( x \)-direction. Fig. 6(a) compares the densities of the three types of plates. It is clear that the density of \( x \)-plates is suppressed compared to \( y \) and \( z \)-plates, when the layering is in the \( x \)-direction, i.e., \( \rho^y \approx \rho^z \gg \rho^x \). At the same time, Fig. 6(b)–(d) show that while the heads of \( x \)-plates occupy all sublattices equally, the heads of \( y \) and \( z \)-plates preferentially occupy planes with odd \( x \) (in this case), contributing to \( \rho_1, \rho_5, \rho_7 \), and \( \rho_3 \). These observations lead us to the basic picture of the layered phase described earlier in the Introduction. Evidence for power-law columnar order within the occupied slabs is discussed separately in Sec. V.

### D. Sublattice-ordered phase

At higher densities including full packing, we observe a sublattice-ordered phase. In this phase, all three types of plates are equivalent, but translational invariance is broken in all three directions, as in a solid.

In Fig. 7, we display the time evolution of the sublattice densities when the system is in a sublattice-ordered phase. Out of the eight sublattices, one of them is occupied preferentially. At the same time, there is a solid-like sublattice ordering as can be seen seen from Fig. 7(a). The sublattice densities for each type of plate are shown in Fig. 7(b)–(d). For each type of the plates, two sublattices are preferred, as in a columnar phase. The preferred sublattice densities are \([\rho_2, \rho_3], [\rho_1, \rho_3] \) and \([\rho_4, \rho_7] \) for \( x, y \) and \( z \)-plates respectively. Time profile of total sublattice density \( \rho_l \) breaks into four labels [see Fig. 7(a)]. The top and bottom labels are \( \rho_2 \) and \( \rho_3 \) respectively. Two intermediate labels are degenerate with three densities in each label. Higher intermediate label has densities \( \rho_1, \rho_2, \rho_7 \) and lower intermediate label has densities \( \rho_0, \rho_5, \rho_6 \) respectively. The pattern of the labels may be understood from the right panel of Fig. 3 where the sublattice division is shown schematically. The labels are divided depending on the lowest distance between the sublattice-3 (most occupied) and other sublattices. The density decreases with increasing distance between sublattices.

One could imagine the sublattice phase as follows. Consider a collection of \( 2 \times 2 \times 2 \) cubes that are arranged in a periodic manner to favor one sublattice. If the cubes are now replaced by a pair of plates of the same kind (each cube can thus be replaced by parallel plates in three ways), then the phase that is obtained is similar to the sublattice phase that we see in the system of hard plates. Unlike the layered phase, the densities of the three types of plates are equal. For the fully packed case, this picture gives a lower bound to the entropy per
site of \((1/8)\log(3)\).

IV. PHASE TRANSITIONS

We now study the nature of the two phase transitions we observe, from the disordered to layered phase, and from the layered to sublattice-ordered phase.

1. Disordered to layered phase transition

As noted already, it is convenient to focus on the squared order parameter \(\Lambda^2\) as defined in Eq. (14) to probe the symmetry breaking accompanying the layering transition. In the disordered phase, \(\Lambda^2 \rightarrow 0\) in the thermodynamic limit, while the thermodynamic limit of \(\Lambda^2\) in the layered phase is nonzero. As we have already seen in Fig. 5(a), the first transition encountered as one increases the activity \(s_p\) from small values is a transition from a disordered to a layered phase signalled by a threshold at which \(\Lambda^2\) develops a nonzero value in the thermodynamic limit.

For a more detailed understanding of the disordered-layered transition, we also measure the Binder cumulant \(U_\Lambda\) associated with \(\Lambda^2\)

\[
U_\Lambda = 1 - \frac{9}{15} \langle \Lambda^4 \rangle / \langle \Lambda^2 \rangle^2
\]  

(19)

From standard finite-size scaling theory of continuous phase transitions, we expect that the Binder cumulant obeys a scaling form near the critical point:

\[
U_\Lambda(\epsilon, L) \simeq f_\Lambda(\epsilon L^{1/\nu}),
\]

(20)

where \(\epsilon = s_p - s_c\) is the deviation from the critical point, \(\nu\) is the critical exponent, and \(f_\Lambda\) is the scaling function.

The nature of the symmetry breaking associated with the layering transition suggests that the finite-size scaling of this Binder cumulant should be governed by the scaling behavior in the O(3) universality class with cubic anisotropy, wherein the values of the critical exponents are known to be \(\nu = 0.704\), \(\beta = 0.362\), and \(\gamma = 1.389\) [53, 54].

The variation of \(U_\Lambda\) with \(s_p\) for different system sizes is shown in Fig. 8(a). The data for different system sizes cross each other at the critical point \(s_p^{DL} \approx 0.323\). The corresponding critical density is \(\rho^{DL} \approx 0.940\). These data for the Binder cumulant for different \(L\) collapse to a reasonable accuracy onto a single scaling curve when the variables \(\epsilon\) is scaled as in Eq. (20) with the theoretical value of \(\nu = 0.704\), as shown in Fig. 8(b). The quality of this data collapse bears out our initial theoretical expectation that the transition is in the universality class of the three dimensional Heisenberg model with cubic anisotropy [53, 54].

2. Layered to sublattice phase transition

In this section, we study the nature of the second transition from layered to sublattice phase. Suitable order parameters are \(\Gamma^2\) and \(\Pi^2\) as defined in Eq. (14) and Eq. (18) respectively. The associated Binder cumulants may be defined as

\[
U_\Gamma = 1 - \frac{1}{2} \langle \Gamma^4 \rangle / \langle \Gamma^2 \rangle^2,
\]

(21)

\[
U_\Pi = 1 - \frac{1}{2} \langle \Pi^4 \rangle / \langle \Pi^2 \rangle^2.
\]

(22)

We show that the transition is first-order in nature.

The variation of \(\langle \Gamma^2 \rangle\) and \(\langle \Pi^2 \rangle\) with \(s_p\) for different system sizes, has already been displayed in Fig. 5(a) and (b) respectively; both order parameters have a sharp variation across the transition point, and the data for different system sizes intersect each other with the curves becoming steeper with increasing system size. These are signatures of a first-order transition. In Fig. 9(a), (b) and (c), we also display the measured histograms of the total

FIG. 4. Variation of the square of the (a) layered order parameter \(\langle \Lambda^2 \rangle\), (b) columnar order parameter \(\langle \Gamma^2 \rangle\) and (c) sublattice order parameter \(\langle \omega^2 \rangle\) as a function of \(L^{-1}\) for different values of \(s_p\).
plate density $\rho$ and order parameters $\Gamma^2, \Pi^2$. To increase our signal to noise ratio, we ensure these histograms by averaging the time series of each observable over a bin of 51 successive measurements and then recording the histogram of the resulting bin averages. As is clear from this figure, these histograms have a double-peaked distribution characteristic of phase coexistence at a first-order transition. However, the jump in the density across the transition is quite small (of the order $10^{-4}$) and therefore quite difficult to detect directly in simulations. More evidence in support of the first-order nature of this transition is provided by the Binder cumulants of the order parameters. The variation of Binder cumulants $U_\Gamma$ and $U_\Pi$ is shown in Fig. 10(a) and (b) respectively, for different system sizes. Both cumulants are seen to have non-monotonic behavior near the transition and go negative in this vicinity; this is another characteristic signature of a first order transition. We thus conclude that the layered to sublattice-ordered transition is first-order.

FIG. 5. Variation of the square of the (a) translational order parameters $\langle \Lambda^2 \rangle$, $\Gamma^2$, and (b) nematic order parameter $\langle \Pi^2 \rangle$ with activity of plate $s_p$. The data are for for system sizes $L = 80, 100, 120, 150$.

FIG. 6. The temporal evolution of different thermodynamic quantities is shown for an equilibrated layered phase at activity $s_p = 0.380$ and for system size $L = 120$. (a) The three plate densities $\rho^s, \rho^0, \rho^z$. The eight sublattice densities $\rho_i$ for (b) $x$-plates, (c) $y$-plates, and (d) $z$-plates, where the subscripts $i = 0, \ldots, 7$ denote the different sublattices and the superscripts $x, y, z$ denote the different types of plates.

FIG. 7. The temporal evolution of different thermodynamic quantities is shown for an equilibrated sublattice phase at activity $s_p = 0.460$ and for system size $L = 120$. The eight sublattice densities (a) $\rho_i$ summing over three types of particles, for individual particle type (b) $x$-plates, (c) $y$-plates and (d) $z$-plates, where the subscripts $i = 0, \ldots, 7$ denote the different sublattices and the superscripts $x, y, z$ denote the different types of plates.
V. CORRELATIONS IN LAYERED PHASE

In this section we characterize the correlations in the layered phase. To examine the intra-slab and inter-slab correlations, we define the in-plane columnar order parameter \( (\ell_x(z), \ell_y(z)) \) of a layer \( z \) as

\[
\ell_x(z) = \frac{1}{L} \sum_{x,y=0}^{L-1} (-1)^x \phi(x, y, z),
\]

\[
\ell_y(z) = \frac{1}{L} \sum_{x,y=0}^{L-1} (-1)^y \phi(x, y, z), \tag{23}
\]

where \( \phi(x, y, z) = 1 \), if the site is occupied by the head of a plate, and zero otherwise. The inter-slab correlation \( G(p, L) \) for two slabs separated by a distance \( p \) in the layering direction is defined as

\[
G(p, L) = \frac{1}{L} \sum_{z=0}^{L-1} [\ell_x(z') \ell_x(z'+p) + \ell_y(z') \ell_y(z'+p)], \tag{24}
\]

The variation of the normalized correlation function \( G^n(p, L) = G(p, L)/G(0, L) \) for the layered phase is shown in Fig. 11(a) for different system sizes. It is clear that it decays exponentially with \( p \). We conclude that the interaction between the slabs is weak and decays rapidly with inter-slab distance in the layered phase. The variation of \( G(0, L) \) and \( G(4, L) \) as a function of \( L \) is shown in Fig. 11(b) and (c) respectively. For large \( L \), we see that these approach the behavior

\[
G(p, L) \sim L^{-2} \quad \text{for} \quad p = 0, 4. \tag{25}
\]

To understand the significance of this observation, we need to also study the correlation function of a local two-dimensional columnar order parameter field \( \psi(r) \). To this end, we first note that each occupied slab, viewed along the layering axis, can be thought of as a two-dimensional system of hard squares and dimers; the plates with normals perpendicular to the layering axis play the role of dimers in this mapping, while plates with normal along the layering axis are viewed as hard squares. With this in hand, we employ the definition of \( \psi \) used in Ref. [29] for a two-dimensional system of dimers and hard squares, and measure the connected two-point correlation function \( C(r, p = 0) = \psi(r) \) within each occupied slab. In Fig. 11(d), we display the \( L \) dependence of \( C(L/4, 0) \) in the layered phase. As is clear from this figure, our data is consistent with \( C(L/4, 0) \sim 1/L^\eta \), with a \( \eta > 2 \) that depends on the plate fugacity.

This appearance of critical correlations in the layered phase at nonzero vacancy density is quite surprising at first sight. We understand it as a consequence of the constraints on the motion and relative positions of vacancies near full packing. Consider the time evolution of a system of hard plates at high density, with plates being only able to move to nearby empty spaces without causing any violations of the hard-core constraint; such a starting point is appropriate since the density of plates in the layered plates is quite high. In such a system, vacancies can only move in pairs that can be thought of as dipoles. In the layered phase, the system splits into occupied slabs that are weakly coupled to each other, as is evident from the exponential falloff of the inter-slab correlations (Fig. 11 a). Each occupied slab, viewed along the layering axis, is a system of hard squares and dimers on a two-dimensional square lattice. If individual vacancies move freely, such a two-dimensional system cannot support power-law order [29]. However, this is key, dipolar defects do not destroy power-law order in this equivalent two-dimensional system.

Motivated by this line of thought, we have monitored the total “charge” in a single layer (each such single layer forms the top layer or the bottom layer of an occupied slab). This total charge is defined as:

\[
|\Delta| = |\sum_{x,y \in \text{stripofwidth} k} (-1)^{x+y} \delta_x,1|, \tag{26}
\]

where we have denoted the layering direction as \( z \) (thus each layer is periodic in the \( x \) and \( y \) directions), the vacancy field \( \sigma \) at a site is 1 if a site is empty, and 0 if it is touched by a plate, and the sum is taken over a strip that wraps around one periodic direction (perpendicular to the layering axis) of a \( L \times L \) layer of our sample, and has finite width \( k \) in the other periodic direction (again, perpendicular to the layering axis). The variation of average absolute charge as a function of \( k/L \) for different \( L \) and fixed \( \sigma_p = 0.375 \) is shown in Fig. 12(a). The average absolute charge as a function of \( k/L \) reaches a saturation value \( |\Delta(L)| \) in the vicinity of \( k/L = 0.5 \). This function of \( k/L \) is symmetric about \( k/L = 1/2 \) because of the periodic boundary conditions obeyed by the layer. The \( L \) dependence of \( |\Delta(L)/L| \) is shown in Fig. 12(b), and is seen to be consistent with a “perimeter-law” scaling. This perimeter-law scaling clearly admits a natural interpretation, namely that individual vacancies in any layer are bound into pairs, with each vacancy on a \( A \) sublattice site paired with a nearby vacancy on the \( B \)
sublattice. Since charges are bound into dipolar pairs, $|\Delta s(L)|$ naturally displays perimeter-law scaling with $L$.

However, the exponentially decaying correlations between slabs throws up another question. What prevents the power-law columnar order parameter of two adjacent occupied slabs from locking together? In the corresponding layered phase of fully-packed hard plates with anisotropic fugacities, discussed in parallel work [51], the same question arises, and has an interesting answer: Namely, plates which straddle neighbouring occupied slabs occur in bound pairs, which can be viewed as quadrupolar defects. As a result, the corresponding coupling between slabs is irrelevant whenever the power-law exponent within the slab satisfies $\eta > 1/2$.

With vacancies are allowed, as is the case here, there is a crucial difference: two adjacent occupied slabs can be coupled by single plates that straddle the two slabs. This is because a pair of vacancies can “cut” the string that binds two such plates into a quadrupolar defect in the fully-packed case [51]. Thus, in the present case, the question reduces to whether this dipole-dipole coupling between neighbouring occupied slabs is a relevant coupling. From the scaling dimension of this dipole-dipole coupling, we see that this coupling is irrelevant whenever the transverse power-law exponent satisfies $\eta > 2$. reassuringly, the measured value of $\eta$ throughout our layered phase does indeed satisfy this inequality. Thus it is the dipolar character of the defects within occupied slabs, and irrelevance of the dipolar couplings between slabs, that together lead to an a stable critical layered phase in this system. This critical layered phase is perhaps the most surprising aspect of the results presented here.
Consider removing a single dimer from a fully-packed dimer model on the bipartite square or cubic lattice. This introduces two vacancies, one on the A sublattice and the other on the B sublattice of the bipartite lattice. As the dimers move around while obeying the hard-core constraint on their positions, the two vacancies can separate from each other and move individually via hops to next-nearest-neighbor sites. In other words, the only constraint on them is that the two vacancies must occupy opposite sublattices. Turning to long rigid rods of length $k$ with $k > 2$, the situation is not very different: Consider the $k$ vacancies, created by the removal of a single rod from the fully-packed system. Apart from some constraints on the sublattices of sites that can be simultaneously occupied by these $k$ vacancies, these vacancies can move around and separate from one another. This should be contrasted with the constraints faced by the four vacancies that are created when a single hard plate is removed from the fully-packed system on the cubic lattice. These vacancies are only free to move as two nearest-neighbor pairs, and that too only in directions perpendicular to the pairing axis. This is a key distinction between the present problem and systems of long rods. Indeed, the problem studied here has a stable sublattice-ordered phase at densities close to full-packing, while in the case of long rods, the sublattice-ordered phase is unstable close to full-packing because of a sliding instability.

In bipartite dimer models, each dimer can be thought of as a dipole, and the fully-packed limit is understood in terms of a coarse-grained height action that describes the potential field in a system of fluctuating dipoles. This provides a natural description of the Coulomb correlations of bipartite dimer models [29, 56–60]. Isolated vacancies correspond to charged monopoles in this description. Any nonzero density of vacancies then corresponds to a nonzero density of free charges, which introduces a finite correlation length and destroys the Coulomb liquid phase. Although less is known, the effect of a small density of vacancies on fully-packed $k$-mers is expected to be quite similar in two dimensions, since the full-packing limit again admits a multi-component height description in the two-dimensional case, and isolated vacancies now correspond to vector charges [31, 32] within this description. In contrast, since vacancies in our fully-packed plate system can only move in pairs, there is no “free charge” associated with them. Instead, pairs of vacancies in a layer are more appropriately thought of as dipolar defects in the coarse-grained effective field theory [51] for a layer. Thus, our results, particularly the transition to the spontaneously layered phase and the critical correlations of the occupied slabs, can be viewed as being a direct consequence of this restricted motion of vacancy defects in the hard plate lattice gas; this point of view is particularly appropriate since the transition to the critical layered phase occurs at a very small vacancy density of $\rho_{\text{vac}}^{\text{crit}} = 0.026$.

Finally, we note that although numerous analytical [49, 61, 62], experimental [63, 64] and computer sim-
ulation [48, 65, 66] studies indicate the presence of biaxial nematic phase (in which the system exhibits orientational order along all three internal axis of the particle) in systems of anisotropic plate-like objects in three dimensions, there has been some debate regarding the existence of this phase. In this paper, for the particular case of $2 \times 2 \times 1$ hard plates on the cubic lattice, we have not found any biaxial nematic phase. It would be very interesting to study the existence and stability of such a biaxial nematic phase for other lattice models of plates which cover more than one elementary face of the cubic lattice. A system of rectangular plates with different aspect ratio having a hard core and/or attractive interaction would also be a promising candidate for future study.
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