Global Distance-distributions Separation for Unsupervised Person Re-identification
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Abstract. Supervised person re-identification (ReID) often has poor scalability and usability in real-world deployments due to domain gaps and the lack of annotations for the target domain data. Unsupervised person ReID through domain adaptation is attractive yet challenging. Existing unsupervised ReID approaches often fail in correctly identifying the positive samples and negative samples through the distance-based matching/ranking. The two distributions of distances for positive sample pairs (Pos-distr) and negative sample pairs (Neg-distr) are often not well separated, having large overlap. To address this problem, we introduce a global distance-distributions separation (GDS) constraint over the two distributions to encourage the clear separation of positive and negative samples from a global view. We model the two global distance distributions as Gaussian distributions and push apart the two distributions while encouraging their sharpness in the unsupervised training process. Particularly, to model the distributions from a global view and facilitate the timely updating of the distributions and the GDS related losses, we leverage a momentum update mechanism for building and maintaining the distribution parameters (mean and variance) and calculate the loss on the fly during the training. Distribution-based hard mining is proposed to further promote the separation of the two distributions. We validate the effectiveness of the GDS constraint in unsupervised ReID networks. Extensive experiments on multiple ReID benchmark datasets show our method leads to significant improvement over the baselines and achieves the state-of-the-art performance.
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1 Introduction

Person re-identification aims to identify the same person across images. In recent years, significant progress has been made on fully supervised person re-identification (ReID) approaches. However, real-world deployments often face scalability and usability challenges due to domain gaps and the lack of annotations for the target domain data. Unsupervised person ReID through domain adaptation provides an attractive solution, but existing approaches often fail in correctly identifying positive and negative samples through distance-based matching/ranking.

The two distributions of distances for positive and negative samples (Pos-distr and Neg-distr) are not well separated, often overlapping significantly. To address this issue, we propose a global distance-distributions separation (GDS) constraint that encourages a clear separation of positive and negative samples from a global perspective.

We model the two global distance distributions as Gaussian distributions and push them apart while maintaining their sharpness during the unsupervised training process. To facilitate timely distribution updates and loss calculation, we employ a momentum update mechanism to build and maintain distribution parameters (mean and variance) and compute losses on the fly.

Distribution-based hard mining is employed to further enhance the separation of the two distributions. Our method is validated through extensive experiments on multiple ReID benchmark datasets, demonstrating significant improvement over baselines and achieving state-of-the-art performance.
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Fig. 1: Illustration of our motivation. The red curves denote the distribution of the distances of positive sample pairs (shorted as Pos-distr) while the green curves denote that of negative sample pairs (shorted as Neg-distr). (a) The two distributions are often not well separated for the current unsupervised ReID models, resulting in poor retrieval/ranking results. (b) Once the two distance distributions are well separated, the positive and negative samples can be well identified based on distance and superior ranking results can be obtained.

Identification (ReID) [30,17,11,26,31,46,16], where groundtruth labels are accessible for training. However, they often have poor scalability and usability in real-world deployments. First, they typically perform well on the trained dataset but suffer from significant performance degradation when testing on a previously unseen dataset due to the domain gaps. There are usually large style discrepancies across domains/datasets, due to the discrepancy of imaging devices and environments (e.g., lighting conditions, background, viewing angles) [23]. Second, it is costly to annotate images for each newly deployed environment. One popular solution is unsupervised domain adaptation, which transfers the knowledge from the labeled source domain to the unlabeled target domain.

Many efforts have been made to develop unsupervised domain adaptation for person re-identification (UDA-ReID) [19,39,85,23,25,7,44,40]. Pseudo label based approaches usually pre-train the network with source domain data and predict pseudo labels for the unlabeled target images, e.g., by clustering, followed by fine-tuning with the pseudo labels [42,43,7,29,45,9,39]. Transfer-based approaches often transfer the labeled source images to have the style of the target domain [37,5,23]. These approaches suffer from either noisy labels or unrealisticness of the transferred images [39]. Such distractions lead to serious inseparability of positive and negative samples for ReID.

Person ReID inference/test can be considered as a retrieval task, which aims to identify the images of the same person from a gallery image set by comparing feature distances between the query image and the gallery images [40,11].
Fig. 2: Local separability is not enough. (a) Within each batch (or subset), the Pos-distr and Neg-distr are well separated. (b) The distributions are inseparable when mixing the two batches together.

Fig. 2 (a) illustrates the two distributions of distances of positive sample pairs (red curve) and negative sample pairs (green curve). The inseparability of the distance distributions leads to poor retrieval/ranking results. Given an anchor image $a$, as shown in Fig. 1 (a), its distance ($d(a, n_1) = 0.41$) to the negative sample $n_1$ is even smaller than its distance ($d(a, p_2) = 0.60$) to the positive sample $p_2$. In comparison, when the two distance distributions are better separated as illustrated in Fig. 1 (b), the positive samples can be correctly ranked.

Such poor separability is often observed for unsupervised ReID but is unfortunately under-explored. There is a mismatch between the optimization objective design and the ReID purpose. For ReID inference, it is a global ranking/retrieval problem (e.g., based on the feature distances to the query image). The separability of the positive and negative global distance distributions is important for this global ranking problem. However, most of the current ReID optimizations/losses are designed from a local perspective. Triplet-based losses [13] optimize the embedding space to encourage the distance of the negative pair to be larger than the positive pair. Such constraint is enforced in three instances, i.e., (an anchor sample, a positive sample, and a negative sample). However, as shown in the examples in Fig. 1 (a), both the triplets of $(a, p_1, n_1)$, and $(a, p_2, n_2)$ meet the marginal constraints but the identification of positive/negative samples fails when ranking them all together. In practice, it is impossible to optimize over all possible triplets of a dataset within an acceptable duration. We argue that dataset-wise (i.e., global) constraint is imperative to address this problem. Ustinova et al. go a step further and propose a Histogram loss for deep embedding to encourage the separation of distributions within each batch [34]. Unfortunately, as illustrated in Fig. 2 being still a local solution, the separation is easily broken across batches and still cannot guarantee the superiority of the global retrieval performance. Kumar et al. use a global loss to optimize the separation of dataset-wise distributions for learning local image descriptors [18]. However, their design is less efficient which prohibits the timely update of distributions and leads to inaccurate loss calculation.

In this paper, we propose to optimize unsupervised person ReID from a global distance-distribution perspective by introducing a global distance-distributions
separation (GDS) constraint for effective ReID feature learning. Different from the local constraints (e.g., triplet loss) for learning embedding features, we model the global (dataset-wise) distributions of the distances for positive pairs (Pos-distr) and negative pairs (Neg-distr) and promote their clear separability. Particularly, we model the two global distance distributions as Gaussian distributions with updatable mean and variance. To model the distributions from a global view and ensure timely updates of the distributions and GDS-related losses, we leverage the momentum update mechanism for building and maintaining the distribution variables and calculate the GDS loss on the fly during the training. The GDS loss helps push away the two distributions while encouraging the sharpness of individual distribution. Moreover, to better separate the Pos-distr and Neg-distr, we introduce a distribution-based hard mining by pushing the right-tail of the Pos-distr and the left-tail of the Neg-distr to have a soft margin. We summarize our main contributions as follows:

– We are the first to propose to optimize unsupervised person ReID from a global distance-distribution perspective by encouraging the global separation of positive and negative samples. We address the problem of inseparability of distance distributions in existing unsupervised ReID models by introducing a global distance-distributions separation (GDS) constraint.
– We maintain and update the distribution variables through a momentum update mechanism, enabling the timely update of the distribution variables and accurate estimation of the loss for each batch.
– To further promote the separation of the Pos-distr and Neg-distr, we introduce a distribution-based hard mining mechanism in GDS.
– GDS is simple yet effective and can be potentially used as a plug-and-play tool in many unsupervised ReID frameworks for performance enhancement.

We validate the effectiveness of our GDS constraint in two representative UDA-ReID approaches, the clustering-based approach with pseudo labelling, and a style transfer-based approach. Extensive experiments are conducted on multiple ReID benchmark datasets and ours achieves the best performance.

2 Related Work

2.1 Unsupervised Person Re-identification

Unsupervised domain adaptive person ReID aims to learn a ReID model from a labeled source domain and an unlabeled target domain. It is attractive for real-world deployments as it does not require the expensive annotation efforts while exploiting the source domain knowledge. The domain gap between datasets results in poor generalization of a source domain trained model to another domain. Many domain adaptation techniques have been designed for person ReID. They can mainly be grouped into three categories: style transfer, attribute recognition, and clustering-based pseudo label estimation. Style transfer based approaches translate the source labeled images to ones with the style of the target domain by using image style translation techniques (e.g., Cycle-GAN) for adaptation. Their performance is much inferior to recent clustering-based
approaches, since there is still a gap between the generated images and the target domain images [39]. Attribute-based approaches [35,22] aim to share the source domain knowledge with the target domain through learning of some cues, such as person body attributes, to regularize the feature learning. Such external cues rely on manual annotation and thus limit their applicability. Clustering-based approaches are popular with superior performance [29,40,45,9,39]. The basic idea is to exploit the similarity of unlabeled samples by feature clustering for predicting pseudo labels and then use them for fine-tuning. Such clustering and training process are usually alternatively performed until the model is stable.

These unsupervised ReID models usually suffer from the interference from noisy pseudo labels or noisy generated images. The inseparability of the distance distributions of positive pairs and negative pairs is serious, there exists undesired small inter-class distances and large intra-class distances (see Fig. 1(a)).

2.2 Metric Learning for Person Re-identification

In person ReID tasks, metric learning aims to make the features of the same identity closer while pushing the features of different identities further apart [14,56,49,88,11]. Loss function designs play the role of metric learning to guide the feature representation learning. For person ReID, there are several widely studied loss functions with their variants. **Identity loss** treats the training process of person ReID as an image classification problem in guiding the feature learning [50]. This enforces a distance/correlation constraint on samples with respect to the “class center” but ignores the direct comparisons between samples. ReID inference is actually a comparison based on the feature similarity/distance between a query image and each image in the gallery set. **Triplet-based loss** and its variants [13] consider the relative ordering of the positive pair distance and negative pair distance by constructing a triplet (an anchor point \(a\), a positive point \(p\), a negative point \(n\)). They optimize the features to encourage the distance between the negative pair to be larger than the distance between the positive pair by a hard or soft margin. The relative ordering of positive pairs and negative pairs matches the retrieval purpose better. In recent years, triplet-based loss is popular and has become one of the default losses for most of the ReID networks [45,9,39,40,41]. However, it only jointly considers the separability among three samples and is far from satisfactory for the global comparison/ranking problem of ReID. **Histogram loss** [34] goes a step further and encourages the separability of the positive and negative distributions within a batch. As explained in Fig. 2, it is still a local constraint and results in poor separability.

Besides capturing the local structure of data with triplet-based loss, Zhang et al. [45] use global information by appending a changeable classification layer to the model with the number of classes being the number of clusters. This encourages the separability of clustered centers but is less effective in encouraging the separation of distance distributions of positive pairs and negative pairs. Besides, the classification layer needs to be re-trained together with the change of clustering results which may result in a slow and unstable convergence.
To address the poor separability between the distance distributions of the positive pairs and negative pairs observed in existing unsupervised ReID approaches, we introduce a simple yet effective global distributions separation constraint with a momentum updating mechanism. The separation of global distributions has been investigated in learning local image descriptors, with applications in several problems involving the matching of local image patches, such as wide baseline stereo, structure from motion, image classification [18]. Ours is superior to theirs. First, our momentum updating mechanism enables the timely and more accurate updating of losses and networks, leading to optimized performance. In contrast, theirs calculates the distribution statistics from all the samples to obtain the global loss before the next epoch (an epoch means that the entire dataset is passed). This loss is then used for all the mini-batches even though the actual statistics and losses vary with the optimization of each batch. Second, we propose a distribution-based hard mining for effectively promoting the separation. More importantly, we identify one key problem in unsupervised person ReID and address the challenge through a simple yet effective loss design and updating mechanism.
3 Unsupervised ReID with GDS Constraint

We aim at enhancing the performance of unsupervised person ReID, by addressing the inseparability of global distance-distributions of positive pairs and negative pairs. As illustrated in Fig. 1, the inseparability could seriously degrade the ReID performance. We propose a global distance-distributions separation (GDS) constraint powered by a momentum update mechanism, which we also refer to as the GDS algorithm. Conceptually, the GDS algorithm is not limited to any specific unsupervised ReID network and it is general. To facilitate the better understanding of the GDS algorithm, we describe it under the representative and popular clustering-based framework for unsupervised person ReID.

Clustering-based approaches in general consist of three stages with the last two stages executed alternatively for many iterations [29][40][45][39]. As shown in Fig. 3, the first stage, model pre-training, is to pretrain the ReID network with the source domain labeled data for feature learning. The second stage, clustering stage, aims at assigning pseudo labels through the clustering results to the unlabeled target domain data. In the third stage of adaptation, the pseudo labels are used for the fine-tuning of the network for domain adaptation, where triplet-based losses are often used for optimization. Triplet-based constraint is enforced on a triplet of instances and cannot assure the correct relative order of the distances for extensive pairs of samples (see Fig. 1(a) for the illustration of the inseparability). We apply our GDS algorithm in the third stage for more effective feature learning. GDS encourages the separation of the global distance-distributions of positive sample pairs and negative sample pairs.

3.1 Global Distance-distribution Modeling with Momentum Update

We have observed the dataset-wise distance distributions of positive sample pairs and negative sample pairs from ReID models (including unsupervised and supervised methods) and found they exhibit Gaussian-like distributions. Therefore, we model the distance distribution of sample pairs by Gaussian distribution with mean $\mu$ and variance $\sigma^2$. We denote the distance distribution of positive sample pairs as $\mathcal{N}(\mu^+, \sigma^+)$ and that of negative sample pairs as $\mathcal{N}(\mu^-, \sigma^-)$. We aim at designing optimization metrics and strategies to encourage the separation of the two dataset-wise (global) distributions in guiding the feature learning, which would benefit the distance-based ranking across all the images in the gallery set for ReID inference.

Instead of simultaneously exploring all samples, a convolutional neural network is optimized at the mini-batch level, where the loss calculated from the batch is back-propagated to optimize the network to facilitate timely update and avoid the requirement of large memory. Motivated by this, we maintain the dataset-wise distribution parameters and update them at every batch. This enables timely update of the estimated distribution variables and the corresponding GDS loss, where the distributions change with the updating of the feature extraction network. We formulate the update process here. Particularly, we maintain the global distance distribution of positive sample pairs with variables $\mu^+_g$ and
σ^2_g and that of negative sample pairs with variables μ^-_g and σ^-2_g. We denote the local mean and variance corresponding to the distances of positive sample pairs within a local batch as μ^+_l and σ^2_g^+ (and μ^-_l and σ^-2_g for negative pairs).

We formulate the momentum update of the global distance-distribution for the distance of positive pairs as

\[
\begin{align*}
\mu^+_g &\leftarrow \beta \mu^+_g + (1 - \beta) \mu^+_l \\
\sigma^2_g &\leftarrow \beta \sigma^2_g^+ + (1 - \beta) \sigma^2_l
\end{align*}
\]

(1)

where the hyper-parameter \( \beta \in [0, 1) \) is a momentum coefficient, \( N^+ \) denotes the number of sampled positive pairs. \( d^+_i \) denotes the Euclidean distance of the \( i \)th positive pair, where \( d(\mathbf{x}_{i_1}, \mathbf{x}_{i_2}) = \frac{1}{2} ||\mathbf{x}_{i_1} - \mathbf{x}_{i_2}|| \in [0, 1] \) for the two normalized feature vectors \( \mathbf{x}_{i_1} \) and \( \mathbf{x}_{i_2} \) of two samples. The update for negative sample pairs is similar. Please see Supplementary for the mathematical analysis of the rationality of our momentum update design.

3.2 Global Distance-distributions Separation (GDS) Constraint

To encourage the separation of the global distance-distributions of positive sample pairs and negative sample pairs, we design a GDS loss with distribution-based hard mining, i.e., GDS-H loss, which optimizes the network at each mini-batch. The GDS-H loss which consists of the basic GDS loss \( L_{GDS} \) and distribution-based hard mining loss \( L_H \) is defined as

\[
L_{GDS-H} = L_{GDS} + \lambda_h L_H,
\]

(2)

where \( \lambda_h \) is a hyper-parameter that balances their importance.

**GDS Loss.** \( L_{GDS} \) is defined as

\[
L_{GDS} = \text{Softplus}(\mu^+_g - \mu^-_g) + \lambda \sigma^2_g (\sigma^+_g + \sigma^-_g),
\]

(3)

where \( \lambda \) is another hyper-parameter that balances the importance of mean and variance (please see the study on \( \lambda_h \) and \( \lambda \) in the experiment). Softplus(\( \cdot \)) = \( \ln (1 + \exp (\cdot)) \), as a soft-margin formulation, has similar behavior to the hinge function but it decays exponentially instead of having a hard cut-off [13]. As illustrated in Fig. 3, the first item Softplus(\( \mu^+_g - \mu^-_g \)) encourages the separation of the centers of the two distributions while the second item \( \sigma^2_g (\sigma^+_g + \sigma^-_g) \) encourages the sharpness of the two distributions by minimizing their variances.

**Distribution-based Hard Mining.** To better promote the separation of the two distributions, as illustrated in Fig. 3(c), we expect the hard samples lying in the potential overlap regions can also be separated. We achieve this by introducing a distribution-based hard mining loss \( L_H \) as

\[
L_H = \text{Softplus}((\mu^+_g + \kappa \sigma^+_g) - (\mu^-_g - \kappa \sigma^-_g)),
\]

(4)

where \( \kappa \) is a hyper-parameter which controls the strength of hard mining. The larger of \( \kappa \), the more areas of the distribution are covered. Motivated by the
three-sigma rule of thumb which expresses a conventional heuristic that nearly all values (99.7%) are taken to lie within three times of standard deviations of the mean \[ \mu \]. We set \( \kappa \) to 3 and also experimentally found that this results in superior performance. As illustrated in Fig. 3(c), the physical meaning of Eq. 4 is to encourage the right-tail of the Pos-distr to be smaller than the left-tail of the Neg-distr by a soft margin. This enables the relative ordering of the two distributions (instead of only ordering of the centers of the distributions).

**Differentiability of GDS-H Loss for Optimization.** Importantly, the GDS-H loss in Eq. (2) is differentiable w.r.t. the batch-level statistics \( \mu_l \) and \( \sigma^2_l \) and thus the batch samples. To facilitate the description, we denote the means of the maintained global distance-distribution of positive sample pairs as \( \mu^+g \) and \( \mu'^+g \) before and after the update using the current batch, respectively, where \( \mu^+g = \beta \mu^+g + (1 - \beta)\mu^+_l \). Similarly, we denote \( \sigma^{+2}g = \beta \sigma^{+2}g + (1 - \beta)\sigma^{+2}_l \). For ease of presentation, we rewrite the variables \( \sigma^{+2}g \) and \( \sigma^{+2}_l \) as \( \rho^{+}g \) and \( \rho^{+}_l \), respectively. Then \( \rho^{+}g = \beta \rho^{+}g + (1 - \beta)\sigma^{+2}_l \). Similarly, we can define these for the global distance-distribution of negative sample pairs. The gradient of GDS-H loss (\( \mathcal{L}_{GDS-H} = \mathcal{L} \)) w.r.t. the sample feature \( x_{i1} \) is as

\[
\frac{\partial \mathcal{L}_{GDS-H}}{\partial x_{i1}} = \frac{\partial \mathcal{L}}{\partial \mu^+_g} \frac{\partial \mu^+_g}{\partial \mu^+_l} \frac{\partial \mu^+_l}{\partial d^+_i} + \frac{\partial \mathcal{L}}{\partial \rho^+_g} \frac{\partial \rho^+_g}{\partial \rho^+_l} \frac{\partial \rho^+_l}{\partial d^+_i} \frac{\partial d^+_i}{\partial x_{i1}}
\]

\[
+ \frac{\partial \mathcal{L}}{\partial \mu^-_g} \frac{\partial \mu^-_g}{\partial \mu^-_l} \frac{\partial \mu^-_l}{\partial d^-_i} + \frac{\partial \mathcal{L}}{\partial \rho^-_g} \frac{\partial \rho^-_g}{\partial \rho^-_l} \frac{\partial \rho^-_l}{\partial d^-_i} \frac{\partial d^-_i}{\partial x_{i1}},
\]

this reveals that our method could enable the batch-level gradient back-propagation for timely update of the network for feature learning.

### 4 Experiments

For unsupervised person ReID, we describe the datasets and evaluation metrics in Subsection 4.1. Implementation details are introduced in Subsection 4.2. We perform ablation study and analysis in Subsection 4.3 which demonstrates the effectiveness of our GDS algorithm. The design choices for GDS are studied in Subsection 4.4. Subsection 4.5 visualizes the dataset-wise (global) distance distributions. Subsection 4.6 shows the comparisons of our schemes with the state-of-the-art approaches. We apply our GDS constraint to two baseline networks and show significant gains in both cases.

#### 4.1 Datasets and Evaluation Metrics

To evaluate the effectiveness of our GDS constraint for unsupervised person ReID, we conduct extensive experiments on the public ReID datasets, including Market1501 [48], DukeMTMC-reID [51], CUHK03 [20], and the large-scale MSMT17 [37]. We denote Market1501 by M, DukeMTMC-reID by Duke or D,
Table 1: Effectiveness of the proposed GDS loss and the distribution-based hard mining loss (H).

(a) Study on the clustering-based method.

| Clustering-based | M→D | D→M |
|------------------|------|------|
| Direct transfer  | 19.8 | 35.3 |
| Baseline         | 48.4 | 67.1 |
| Baseline+GDS     | 52.9 | 71.4 |
| Baseline+GDS-H   | 55.1 | 73.1 |

(b) Study on style transfer based method.

| Style Transfer based | M→D | D→M |
|----------------------|------|------|
| SPGAN                | 22.3 | 41.1 |
| SPGAN+GDS            | 25.3 | 45.9 |
| SPGAN+GDS-H          | 27.5 | 47.7 |

and CUHK03 by C for short. Given a labeled source dataset A and an unlabeled target dataset B, we denote this unsupervised ReID setting as A→B.

We follow common practices and use the cumulative matching characteristics (CMC) at Rank-1, and mean average precision (mAP) for evaluation.

4.2 Implementation Details

We build our Baseline following the clustering-based pseudo label approach [29], which uses ResNet-50 [11,16,22,28,29] as the backbone network for feature extraction. In the first stage, we pretrain the network using the source dataset, supervised by classification loss [31,10] and triplet loss with batch hard mining [13]. In the clustering stage, we perform clustering using DBSCAN [6] based on the extracted features of the target dataset, for the purpose of pseudo label assignment. In the adaptation stage, with the pseudo labels, triplet loss with batch hard mining [13] is used to finetune the network. The second stage and the third stage are executed alternatively for 30 iterations. In our schemes, on top of Baseline, we add the proposed GDS losses in the adaptation stage. The input image resolution is 256×128. See Supplementary for more training details.

4.3 Ablation Study

We perform most of the ablation studies based on the powerful clustering-based method, i.e., Baseline. We follow the popular settings [9,19,51] for ablation study, i.e., using Market1501→Duke (M→D), and Duke→Market1501 (D→M).

Effectiveness of Our GDS Constraint. Table 1(a) shows the comparisons. Direct transfer denotes the case that the network is only trained on source dataset and is directly tested on the target dataset. Baseline+GDS denotes our basic scheme where our proposed GDS loss is added on top of Baseline. Baseline+GDS-H denotes our final scheme where our GDS-H loss (GDS loss + distribution-based hard-mining loss, with momentum update of distributions) is added on top of Baseline. We have the following observations.

1) Thanks to the encouragement of the separation of the global distance distributions, our final scheme Baseline+GDS-H significantly outperforms Baseline by 6.7% and 9.1% in mAP for M→D and D→M, respectively.
2) Our distribution-based hard mining promotes the separation of the two distributions by enabling the relative ordering of the two distributions (instead of only their centers). Such hard mining further brings 2.2% and 4.1% improvements in mAP for M→D and D→M (Baseline+GDS-H vs. Baseline+GDS).

3) Baseline which uses a clustering-based approach for adaptation outperforms Direct transfer by a large margin, indicating the necessity of the adaptation with target domain data.

Effectiveness Evaluation in terms of ROC and PR Curves. For some applications of ReID such as people tracking, the determination of whether two person images match or not degrades to a comparison of their feature distance with a pre-defined threshold θ [28,3]. If the distance is smaller than θ, they are judged as the same person. By varying the threshold, we obtain the Receiver Operator Characteristic (ROC) curve [8] and Precision-Recall (PR) curve [4] as shown in Fig. 4. Obviously, our final scheme Baseline+GDS-H also significantly outperforms Baseline under the threshold-based evaluation metrics.

Generality of our GDS Constraint. The GDS constraint is not limited to clustering-based approaches and we also validate its effectiveness under a representative style transfer based ReID approach SPGAN [5]. Table 2(b) shows the results. We observe that 1) our final scheme SPGAN+GDS-H significantly outperforms SPGAN by 5.2% and 6.6% in mAP for M→D and D→M, respectively; 2) our distribution-based hard mining brings 2.2% and 3.5% improvements in mAP for M→D and D→M, respectively (SPGAN+GDS-H vs. SPGAN+GDS); 3) this style transfer based approach SPGAN is less effective than the clustering based approach Baseline due to the unsatisfactory quality of the transferred images.

Comparison with Other Losses. We compare our GDS constraint with several other losses by implementing them on the same network Baseline at its third stage (adaptation stage). Table 3 shows the results. Both Histogram loss [32] and F-Statistic loss [27] explore the local (batch-level) statistics for optimization. Histogram loss [32] estimates the similarity (or distance) distributions of positive sample pairs and negative sample pairs by accumulating the similarity (or distance) values to the bins of two histograms and minimizes their overlap. F-Statistic loss [27] borrows a particular statistic from analysis of vari-
Table 2: Performance comparison of different loss designs.

| Different losses                  | $M\rightarrow D$ | $D\rightarrow M$ |
|-----------------------------------|-------------------|-------------------|
|                                   | mAP   | Rank-1 | mAP   | Rank-1 |
| Baseline                          | 48.4  | 67.1   | 52.1  | 74.3   |
| Baseline + Histogram loss [34]     | 50.2  | 69.4   | 53.7  | 76.3   |
| Baseline + F-Statistic loss [27]   | 51.1  | 70.3   | 55.5  | 76.9   |
| Baseline + Classification loss [45]| 49.7  | 68.9   | 53.8  | 75.9   |
| Baseline + Global loss [18]        | 49.6  | 68.8   | 54.3  | 76.5   |
| Baseline + GDS-H (Ours)            | 55.1  | 73.1   | 61.2  | 81.1   |

ance (ANOVA) hypothesis testing for equality of means. Adding a changeable fully connected layer followed by classification loss (with the number of classes equal to the number of clusters) [45] plays a role of global constraint which encourages the separability of cluster centers. Global loss [18] also encourages the global separation of distance distributions but there is a lack of timely update of distributions, resulting in inaccurate loss calculation and poor optimization.

We have the following observations: 1) The performance of our proposed GDS-H loss significantly outperforms the other losses. 2) With the local separation constraints, Histogram loss and F-Statistic loss both improve the performance over Baseline but are inferior to our GDS-H loss. 3) Adding a global classification loss brings about 1.3%∼1.7% improvement in mAP over Baseline but are not as effective as ours. 4) Thanks to the effective momentum update mechanism and distribution-based hard mining, our GDS constraint significantly outperforms [18].

4.4 Design Choices of GDS

Influence of the Momentum Coefficient $\beta$. For the distribution update in Subsection 3.1, $\beta$ controls the contribution ratio of the batch-level statistics to the maintained distributions (see Eq. (1)). Fig. 5(a) shows its influence on ReID performance. We observe that a relatively larger value (e.g., $\beta = 0.99$) could help to maintain more stable global distributions and works much better than a smaller value. When $\beta$ is 0, our GDS loss degrades to a batch-wise (local) distance distribution separation constraint. Such degradation results in a large performance drop in comparison to our GDS ($\beta = 0.99$), from the best 55.1%/61.2% to 51.4%/56.2% in mAP for $M\rightarrow D/D\rightarrow M$, demonstrating the importance of modeling global distance distributions.

Influence of the strength $\kappa$ in the Distribution-based Hard Mining. We compare the cases of adding different width offsets (from $\kappa = 1$ to 4) over the mean as the “hard” region definition (see Eq. (4)) and show the performance in Fig. 5(b). We observe that $\kappa = 3$ leads to the best performance. Based on three-sigma rule of thumb, 99.7% values lie within three times of standard deviations of the mean. This could well cover the entire distribution while excluding the side effects of some extreme outliers.
Fig. 5: Influence on ReID performance in terms of mAP and Rank-1 accuracy of (a) momentum coefficient $\beta$ (see Eq. (1) in Subsection 3.1), and (b) strength $\kappa$ in the distribution-based hard mining for M$\rightarrow$D and D$\rightarrow$M settings.

Fig. 6: Histograms of the distances of the positive sample pairs (red) and negative sample pairs (green) on the test set of the target dataset Duke (Market1501$\rightarrow$Duke) for schemes of (a) Direct transfer, (b) Baseline, (c) Baseline+GDS, and (d) Baseline+GDS-H. Here we use all the 48018 positive sample pairs and 48018 randomly sampled negative sample pairs for visualization.

**Influence of the Hyper-parameters $\lambda_h$ and $\lambda_\sigma$.** We experimentally set $\lambda_h = 0.5$, $\lambda_\sigma = 1.0$ and please see Supplementary for more details.

### 4.5 Visualization of Dataset-wise (Global) Distance Distributions

To better understand how our GDS constraint works, we visualize the dataset-wise Pos-distr and Neg-distr in Fig. 6 for four schemes. Thanks to the adaptation on the unlabeled target dataset, the distance distributions of Baseline present a much better separability than that of Direct transfer. However, there is still a large overlap between the two distributions. By introducing our GDS constraint, our final scheme Baseline+GDS-H greatly reduces the overlap of distributions. Besides, our distribution-based hard mining loss is very helpful in promoting the separation ((c) vs. (d)).

### 4.6 Comparison with State-of-the-Arts

Thanks to the capability of encouraging the separation of the two global distance distributions, our proposed GDS constraint effectively addresses the distance distributions inseparability problem observed in existing unsupervised ReID models. We evaluate the effectiveness of our GDS constraint by comparing with the state-of-the-art approaches on three datasets of Market-1501 (M), DukeMTMC-reID (D) and CUHK03 (C) with six settings in Table 6. More results about the largest dataset MSMT17 can be found in Supplementary.
Table 3: Performance (%) comparisons with the state-of-the-art approaches for unsupervised person ReID. * means applying a re-ranking method of k-reciprocal encoding [52]. Note that Baseline is built following [29] with ResNet-50 backbone and thus has nearly the same performance as Theory [29].

| Unsupervised ReID | Venue | M→D mAP Rank-1 | M→D mAP Rank-1 | D→M mAP Rank-1 | D→C mAP Rank-1 | C→M mAP Rank-1 | C→D mAP Rank-1 |
|------------------|-------|----------------|----------------|----------------|----------------|----------------|----------------|
| PTGAN [37]       | CVPR’18 | 27.4           | 38.6           | –              | –              | –              | 31.5           | 17.6           |
| SPGAN [46]       | CVPR’18 | 22.3           | 41.1           | 51.5           | 19.0           | 42.8           | –              | –              |
| TJ-AIDE [35]     | CVPR’18 | 23.0           | 44.3           | 26.5           | 58.2           | –              | –              | –              |
| HHL [22]         | ECV’18 | 27.2           | 46.9           | 31.4           | 62.2           | –              | –              | 29.8           | 56.8           | 23.4           | 42.7           |
| MAR [44]         | CVPR’19 | 48.0           | 67.1           | 40.0           | 67.7           | –              | –              | –              | –              | –              | –              |
| BCN [44]         | CVPR’19 | 40.4           | 63.3           | 43.0           | 75.1           | –              | –              | –              | –              | –              | –              |
| PAUL [44]        | CVPR’19 | 53.2           | 72.0           | 40.1           | 68.5           | –              | –              | –              | –              | –              | –              |
| SSG [36]         | ICCV’19 | 53.4           | 73.0           | 58.3           | 80.0           | –              | –              | –              | –              | –              | –              |
| PCB-R-PAST* [45] | ICCV’19 | 54.3           | 72.4           | 54.6           | 78.4           | –              | –              | –              | 57.3           | 79.5           | 51.8           | 69.9           |
| Theory [29]      | PR’2020 | 48.4           | 67.0           | 52.0           | 74.1           | 46.4           | 47.0           | 28.8           | 28.5           | 51.2           | 71.4           | 32.2           | 49.4           |
| ACT [39]         | AAAI’20 | 54.5           | 72.4           | 60.6           | 80.5           | 48.9           | 69.5           | 50.0           | 50.6           | 64.1           | 83.2           | 35.4           | 52.8           |
| B-SNR [15]       | CVPR’20 | 54.3           | 72.4           | 66.1           | 82.2           | 47.6           | 47.5           | 31.5           | 33.5           | 62.4           | 80.6           | 45.7           | 66.7           |
| B-SNR+GDS-H      | CVPR’20 | 54.3           | 72.4           | 66.1           | 82.2           | 47.6           | 47.5           | 31.5           | 33.5           | 62.4           | 80.6           | 45.7           | 66.7           |
| B-SNR+GDS-H      | CVPR’20 | 54.3           | 72.4           | 89.3           | 90.5           | 50.7           | 51.4           | 38.0           | 41.0           | 68.3           | 86.7           | 51.0           | 71.5           |

With the effective loss design of GDS, our final scheme Baseline+GDS-H achieves the best performance for five dataset settings without any increase in computation complexity in inference. Ours is inferior to PCB-R-PAST* [45] only for the C→D setting. But we should not look too much into this comparison as it is not a fair one. First, PCB-R-PAST* applied re-ranking [52] as post-operation but we do not. Second, PCB-R-PAST* is built on top of a more powerful ReID specific model structure of PCB [31]. Ours uses ResNet-50. Third, the input resolution of PCB-R-PAST* is 384×128 while ours is 256×128. Our Baseline+GDS-H outperforms the second best approach ACT [39] on all the settings, achieving 4.6% and 9.9% gain in mAP for D→C and C→D, respectively. Besides, our loss design is simple in implementation and does not require the complicated co-training process used in [39]. Conceptually, our GDS loss is complementary to many approaches like ACT [39], PCB-R-PAST* [45] and could be used to further improve their performance.

To further demonstrate the effectiveness of our GDS constraint, we replace the ResNet-50 backbone network of Baseline by a more powerful Style Normalization and Restitution (SNR) network [15] (which inserts four light-weight SNR modules to ResNet-50 to tackle the style variation problem for generalizable person ReID) and denote the new baseline scheme as B-SNR for simplicity. In Table 6, the scheme B-SNR+GDS-H which adopts our GDS constraint also significantly improves the performance of the strong baseline scheme B-SNR and achieves the best performance on all settings.

5 Conclusions

For unsupervised person ReID, the serious inseparability of the distance distributions of the positive sample pairs and negative sample pairs significantly impacts the performance but is overlooked by the ReID research community. We propose the use of a Global Distance-distributions Separation (GDS) constraint
to enhance the unsupervised person ReID performance. We model the global
distance-distributions by Gaussian distributions and encourage their separation.
Particularly, we exploit a momentum update mechanism to maintain the variables
of the global distributions and enable the timely update of the distributions
and the GDS-related loss, facilitating the optimization of the network for each
batch. Moreover, we propose distribution-based hard mining to better promote
the separation of the distributions. Extensive ablation studies demonstrate the
effectiveness of our GDS constraint. We achieve the state-of-the-art performance
on the benchmark datasets. The GDS design is simple yet effective. It is conceptually
complementary to many of the available approaches and can be taken as
a plug-and-play tool for ReID performance enhancement.
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Appendix

1 Mathematical Analysis of the Rationality of Momentum Update Mechanism

In order to mathematically prove the rationality of our momentum update design as described in Section 3.1 of the main manuscript, we design a toy game to present the momentum update process of the distance-distributions for different sample pair sets (i.e., mean \( \mu \), variance \( \sigma^2 \)) with analysis/derivation.

Assume two random sets \( A, B \) with \( N \) and \( M \) sample pairs, respectively, and both sets exhibit Gaussian distribution. The mean and variance of set \( A = \{d_i | i = 1, \ldots, N\} \) with \( N \) sample pairs are represented as \( \mu_A = \frac{1}{N} \sum_{i=1}^{N} d_i, \sigma_A^2 = \frac{1}{N} \sum_{i=1}^{N} (d_i - \mu_A)^2 \) while those of set \( B = \{d_j' | j = 1, \ldots, M\} \) with \( M \) sample pairs are estimated by \( \mu_B = \frac{1}{M} \sum_{j=1}^{M} d_j', \sigma_B^2 = \frac{1}{M} \sum_{j=1}^{M} (d_j' - \mu_B)^2 \). We represent the set \( C \) as the combination of set \( A \) and set \( B \), the mean of the combined set \( C \) can be formulated as:

\[
\mu_C = \frac{\sum_{i=1}^{N} d_i + \sum_{j=1}^{M} d_j'}{N + M} = \frac{N}{N + M} \mu_A + \frac{M}{N + M} \mu_B = \beta \mu_A + (1 - \beta) \mu_B,
\]

where \( \beta = \frac{N}{N + M} \). Similarly, the variance of the combined set \( C \) can be obtained:

\[
\sigma_C^2 = \frac{\sum_{i=1}^{N} (d_i - \mu_C)^2 + \sum_{j=1}^{M} (d_j' - \mu_C)^2}{N + M},
\]

when \( N \) is much larger than \( M \) (just like the situation in our training where the number of the previously “seen” mini-batches/samples is much larger than the number of samples in the current mini-batch), we could use \( \mu_A \) to approximate \( \mu_C \), i.e., \( \mu_C \approx \mu_A \), thus we can have:

\[
\sigma_C^2 \approx \frac{\sum_{i=1}^{N} (d_i - \mu_A)^2 + \sum_{j=1}^{M} (d_j' - \mu_A)^2}{N + M} \\
= \frac{N}{N + M} \sigma_A^2 + \frac{M}{N + M} \frac{\sum_{j=1}^{M} (d_j' - \mu_A)^2}{M} \\
= \beta \sigma_A^2 + (1 - \beta) \frac{\sum_{j=1}^{M} (d_j' - \mu_A)^2}{M}.
\]

By taking the sample pairs within a mini-batch as the sample pairs of set \( B \), we can see that our momentum update design in Eq. (1) of our main manuscript is consistent with the above analysis/derivation.

2 Details of Datasets

In Table 4, we present the detailed information about the related person ReID datasets. Market1501 [48], DukeMTMC-reID [51], CUHK03 [20], and large-scale
Table 4: Details about the ReID datasets.

| Datasets       | Abbreviation | Identities | Images  | Cameras | Scene       |
|----------------|--------------|------------|---------|---------|-------------|
| Market1501     | M            | 1501       | 32668   | 6       | outdoor     |
| DukeMTMC-reID  | D            | 1404       | 32948   | 8       | outdoor     |
| CUHK03         | C            | 1467       | 28192   | 2       | indoor      |
| MSMT17         | MSMT17       | 4101       | 126142  | 15      | outdoor, indoor |

MSMT17 [37] are the most commonly used datasets for unsupervised domain adaptive person ReID [44,45,9] and fully supervised person ReID [46,55]. Market1501, DukeMTMC-reID, CUHK03, and MSMT17 all have commonly used pre-established train and test splits, which we use for our training and cross dataset test (e.g., M→D, D→M).

3 Implementation Details

Data Augmentation and Training. In the first stage of model pre-training, just as in [29], we use the commonly used data augmentation strategies of random cropping [36,46], horizontal flipping, random erasing (REA) [24,55], and the label smoothing regularization [32] to train the network for obtaining the capability of extracting discriminative features for person ReID on the labeled source dataset. The training is supervised by classification loss [31,10] and triplet loss with batch hard mining [13]. In the second stage of clustering, we discard all the previous data augmentation operations and just simply extract features for the images of the target datasets for clustering. For the third stage of adaptation, consistent with the operations in the first stage, we leverage all these data augmentations to fine-tune the network.

In the first and third stages, following [13], a batch is formed by first randomly sampling $P$ identities. For each identity, we sample $K$ images. Then the batch size is $B = P \times K$. We set $P = 32$ and $K = 4$ (i.e., batch size $B = P \times K = 128$). We use Adam optimizer [17] for both stages.

For the first stage of model pre-training, we set the initial learning rate to $3 \times 10^{-4}$ and regularize the network with a weight decay of $5 \times 10^{-4}$. The learning rate is decayed by a factor of 0.1 for every 50 epochs. We train the model on the source dataset for a total of 150 epochs. For the third stage of adaptation, we set the learning rate to $6 \times 10^{-5}$ and keep it unchanged. The second stage and the third stage are executed alternatively for 30 iterations. For each iteration, we train our model for 70 epochs (that means, traverse all the target training samples for 70 times). For our proposed schemes, on top of Baseline, we add the proposed GDS constraint in the third stage.

All our models are implemented on PyTorch and trained on a single 16G NVIDIA-P100 GPU. We will release our code upon acceptance.
Table 5: Performance (%) comparisons with the state-of-the-art approaches for unsupervised person ReID on the target dataset MSMT17 \[37\].

| Unsupervised ReID | Venue    | M→MSMT17 mAP | Rank-1 | D→MSMT17 mAP | Rank-1 |
|-------------------|----------|---------------|--------|---------------|--------|
| PTGAN \[37\]     | CVPR’18  | 2.9           | 10.2   | 3.3           | 11.8   |
| SSG \[9\]       | ICCV’19  | 13.2          | 31.6   | 13.3          | 32.2   |
| Baseline         | This work| 7.2           | 18.9   | 9.2           | 25.3   |
| Baseline+GDS-H   | This work| **14.9**      | **34.3**| **14.2**      | **33.9**|

4 Influence of the Hyper-parameters $\lambda_h$ and $\lambda_\sigma$

The hyper-parameter $\lambda_h$ is used to balance the importance between the basic GDS loss $L_{GDS}$ and the distribution-based hard mining loss $L_H$. $\lambda_\sigma$ aims to balance the mean and variance constraints within $L_{GDS}$. For $\lambda_h$ and $\lambda_\sigma$, we initially set them to 1, and then coarsely determine each one based on the corresponding loss values and their gradients observed during the training. The decision principle is to set their values to make the loss values/gradients lie in a similar range. Grid search within a small range of the derived $\lambda_h/\lambda_\sigma$ is further employed to get better parameters. Actually, we observed the final performance is not very sensitive to the two hyper-parameters, we experimentally set $\lambda_h = 0.5, \lambda_\sigma = 1.0$ in the end.

5 Comparison with State-of-the-Arts (Complete Version)

More comparison results with state-of-the-art methods on the target dataset MSMT17 can be found in Table 5. We observe that in comparison with Baseline, our GDS constraint brings gains of 7.7%/15.4% and 5.0%/8.6% in mAP/Rank-1 for M→MSMT17 and D→MSMT17, respectively, which demonstrates the effectiveness of our proposed GDS constraint. SSG \[9\] also belongs to clustering-based approach. It exploits the potential similarity from the global body to local parts to build multiple clusters at different granularities. As a comparison, our Baseline and Baseline+GDS-H only consider the similarity at global body. Being simple in design, our final scheme Baseline+GDS-H outperforms the second best method SSG \[9\] by 2.7% and 1.7% in Rank-1 accuracy for M→MSMT17 and D→MSMT17, respectively.

In addition, to save space, we only present the latest approaches in the Section 4.6 “Comparison with State-of-the-Arts” in the main manuscripts and here we show comparisons with more approaches in Table 6.

6 More Visualization Results

Visualization of Dataset-wise (Global) Distance Distributions. To better understand how well our GDS constraint works, in Fig. we not only visu-
Table 6: Performance (%) comparisons with the state-of-the-art approaches for unsupervised person ReID. * means applying a re-ranking method of k-reciprocal encoding [52]. Note that Baseline is built following [29] with ResNet-50 backbone and thus has nearly the same performance as Theory [29]. To save space, we only present the latest approaches in the main manuscripts and here we show comparisons with more approaches.

| Unsupervised ReID | Venue | M→D | D→M | M→C | D→C | C→M | C→D |
|------------------|-------|------|------|------|------|------|------|
| CAMEL [42]       | ICCV’17 | –    | –    | 26.3 | 54.5 | –    | –    |
| PUL [2]          | TOMM’18 | –    | 20.5 | 45.5 | –    | –    | –    |
| PTGAN [53]       | CVPR’18 | 27.4 | 38.6 | –    | –    | –    | –    |
| SPGAN [5]        | CVPR’18 | 22.3 | 41.1 | 22.8 | 51.5 | –    | –    |
| TJ-AIDE [21]     | CVPR’18 | 23.0 | 44.3 | 26.5 | 58.2 | –    | –    |
| ARN [21]         | CVPRW’18 | 31.4 | 40.2 | 39.4 | 70.3 | –    | –    |
| MEMA [21]        | BMVC’18 | 24.7 | 45.3 | 27.4 | 56.7 | –    | –    |
| HHL [53]         | ECCV’18 | 27.2 | 46.9 | 31.4 | 62.2 | –    | –    |
| CFOS [47]        | AAF’19 | 27.3 | 49.8 | 28.3 | 61.2 | –    | –    |
| MAR [47]         | CVPR’19 | 48.0 | 67.1 | 40.0 | 67.7 | –    | –    |
| RCN [44]         | CVPR’19 | 46.4 | 63.5 | 43.0 | 75.1 | –    | –    |
| PAUL [44]        | CVPR’19 | 53.2 | 72.0 | 40.1 | 68.5 | –    | –    |
| SSG [19]         | ICCV’19 | 53.4 | 73.9 | 58.3 | 80.0 | –    | –    |
| B-SNR* [15]      | ICCV’19 | 54.3 | 72.4 | 54.6 | 78.4 | –    | –    |
| Theory [29]      | PR’2020 | 48.4 | 67.0 | 52.0 | 74.1 | 46.4 | 47.0 |
| AC [39]          | AAF’20 | 54.5 | 74.4 | 60.6 | 80.5 | 48.9 | 49.5 |
| Baseline         | This work | 48.4 | 67.1 | 52.1 | 74.3 | 46.2 | 47.0 |
| Baseline + GDS   | This work | 52.9 | 71.4 | 57.1 | 78.5 | 48.0 | 48.9 |
| Baseline + GDS-H | This work | 55.1 | 73.1 | 61.2 | 81.3 | 49.7 | 50.3 |

alize the dataset-wise Pos-distr and Neg-distr on the test set of target dataset (as shown in Fig. 6 in the main manuscripts), but also visualize the counterpart on the training set of target dataset. We have the following observations.

1) Thanks to the adaptation on the unlabeled target dataset and our GDS constraint, the distance distributions of our final scheme Baseline+GDS-H present a much better separability than that of other schemes. This trend can be observed on both the training set and test set. 2) On the training set, each scheme presents better separability than that on the test set, especially for our final scheme Baseline+GDS-H, which suggests that our GDS constraint is actually very helpful in promoting the separation after the optimization.

**Trend Analysis of the Learned Dataset-wise (Global) Statistics.** We observe the changing trend of the global statistics of distance distributions (including the mean $\mu^+_g$ of global Pos-distr, the mean $\mu^-_g$ of global Neg-distr, the variance $\sigma^+_2$ of global Pos-distr, and the variance $\sigma^-_2$ of global Neg-distr) in the training process and show the curves in Fig. 8. The horizontal axis denotes the identities of the epochs (30 iterations x 70 epochs = 2100 epochs). We observe that 1) as we expected, the centers/means of two distributions ($\mu^+_g, \mu^-_g$) and their hard tails ($\mu^+_g + 3\sigma^+_g, \mu^-_g - 3\sigma^-_g$) become further apart as the training goes; 2) the two distributions variance ($\sigma^+_2, \sigma^-_2$) become sharper since the variances become smaller as the training progresses.

3 We initialize the two distributions with mean of 0.5 and variance of 1/6 for the observation. Actually, we found the performance is not sensitive to the initialization values of the statistics.
Fig. 7: Histograms of the distances of the positive sample pairs (red) and negative sample pairs (green) on the test set (top) and train set (bottom) of the target dataset Duke (Market1501→Duke) for schemes of (a) Direct transfer, (b) Baseline, (c) Baseline+GDS, and (d) Baseline+GDS-H.

Fig. 8: Trend analysis of the learned dataset-wise (global) statistics in the training.

7 GDS Constraint Applied to Supervised Person ReID

We design the GDS constraint for addressing the inseparability of distance distributions in unsupervised person ReID, where there is no groundtruth labels for the target dataset. The use of either the pseudo labels or style transferred images results in noises and overlapping of the two distributions. For fully supervised person ReID, the proposed GDS is also expected to enhance the performance. However, on the benchmark datasets, due to the use of reliable labels and the over-fitting problem, we found the distance distributions on the training set are already well separated (see Fig. 9) and thus there left small optimization space for us. Quantitatively, as shown in Table 7, although our GDS brings some performance improvement (1.6% and 1.9% in mAP for CUHK03(L) and MSMT17, respectively), it is not significant in comparison with the unsupervised ReID setting.
Fig. 9: Histograms of the distances of the positive sample pairs (red) and negative sample pairs (green) on the training set of the labeled dataset CUHK03 for fully supervised person ReID.

Table 7: Effectiveness of the proposed GDS loss and the distribution-based hard-mining loss (H) for the fully supervised Person ReID.

| Supervised ReID | CUHK03 (L) | MSMT17 |        |        |
|-----------------|------------|--------|--------|--------|
|                 | mAP        | Rank-1 | mAP    | Rank-1 |
| Baseline        | 69.8       | 73.7   | 47.2   | 73.8   |
| Baseline+GDS    | 70.7       | 74.3   | 48.3   | 74.4   |
| Baseline+GDS-H  | **71.4**    | **75.5** | **49.1** | **74.9** |
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