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Abstract: Detection of small targets in aerial images is still a difficult problem due to the low resolution and background-like targets. With the recent development of object detection technology, efficient and high-performance detector techniques have been developed. Among them, the YOLO series is a representative method of object detection that is light and has good performance. In this paper, we propose a method to improve the performance of small target detection in aerial images by modifying YOLOv5. The backbone was modified by applying the first efficient channel attention module, and the channel attention pyramid method was proposed. We propose an efficient channel attention pyramid YOLO (ECAP-YOLO). Second, in order to optimize the detection of small objects, we eliminated the module for detecting large objects and added a detect layer to find smaller objects, reducing the computing power used for detecting small targets and improving the detection rate. Finally, we use transposed convolution instead of upsampling. Comparing the method proposed in this paper to the original YOLOv5, the performance improvement for the mAP was 6.9% when using the VEDAI dataset, 5.4% when detecting small cars in the xView dataset, 2.7% when detecting small vehicle and small ship classes from the DOTA dataset, and approximately 2.4% when finding small cars in the Arirang dataset.
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For the DOTA dataset [13], VEDAI dataset [14], xView dataset [15], and Arirang dataset [16], the results of the existing YOLOv5 and the results of the proposed method were compared.

The contributions of this paper are as follows:

We apply Efficient Channel Attention network (ECA-Net) [17] to YOLOv5 and propose an efficient channel attention pyramid network.

Transposed convolution [18] was used instead of upsampling via the existing nearest neighbor interpolation [19]. Using nearest neighbor interpolation for small targets can result in relatively greater information loss than for large objects, so we optimally upsample using Transposed Convolution.

Added a detect layer for smaller object detection in existing YOLO. This enables aerial small object detection to detect smaller objects than conventional YOLO. In addition, the existing YOLO prediction layer is designed to predict large objects, medium-sized objects, and small objects. For aerial small object detection, unnecessary computing power consumption was reduced by eliminating the detect layer that finds large and intermediate objects.

The ECAP-YOLO and ECAPs-YOLO proposed in this paper showed a 6.9% improvement in the mean average precision (mAP) in the VEDAI dataset. In the xView dataset, the small car class showed an improvement of 5.4%. The DOTA dataset showed a 2.7% improvement for the small vehicle and small ship classes. The Arirang dataset showed a performance improvement of approximately 2.4% for small cars.

The remainder of the paper is organized as follows: Section 2 introduces related work, Section 3 describes the proposed technique, Section 4 discusses the experimental results on the dataset, and finally, Section 5 provides the conclusion and future work.

2. Related Work

Many studies on object detection have been performed [1]. Among them, YOLO is a representative one-stage object detection method. The YOLO series is currently represented in published papers up to YOLOv4, and YOLOv5 has been uploaded to GitHub. Section 2.1 describes the YOLO series, and Section 2.2 describes the attention module.

2.1. YOLO Series

The biggest difference between YOLO and the existing object detection at the time is that it has a structure in which the region proposal stage is removed and object detection is performed at once in the method divided into two stages, regional proposal and classification. After dividing the image into grid areas, it first predicts the bounding boxes corresponding to areas where objects are likely to be in each grid area. Next, the confidence indicating the reliability of the box is calculated. The network structure of YOLOv1 is based on GoogLeNet [20] and consists of 24 convolution layers and two fully connected layers.

YOLOv2 has been used to conduct various experiments to solve the low detection rate and considerable localization error of YOLOv1. First, the dropout [21] used in all of the convolution layers was removed, and batch normalization [22] was implemented. A fully connected layer was used as the last layer of YOLO, but in YOLOv2, this was changed to a convolution layer. This ensured that regardless of the input size, it does not matter. In YOLOv2, an anchor box is used, and training is stabilized by predicting the presence or absence of as many classes and objects as the number of anchor boxes. YOLOv2 proposes a new DarkNet-19.

From YOLOv3, three boxes with different scales are predicted. It predicts three boxes with different scales and extracts features in a similar way to feature pyramid networks. A few convolution layers are added, and the output is a 3D tensor. In this case, the bounding box uses multi-label classification and binary cross-entropy [23] loss instead of the existing SoftMax. The structure of the backbone uses Darknet-53. Training uses bounding box prediction L2 loss. Another aspect is that the feature map is taken from the beginning and the upsampled feature map and concat are performed. Using this method, semantic information (i.e., previous layer) and fine-grained information (i.e., initial layer)
can be obtained. This method is performed twice, and the same design is performed once more to predict the box of the final scale. Therefore, the prediction of the 3rd scale utilizes all previous layers and early segmented and meaningful information. The anchor box is clustered through k-means, and nine clusters and three scales are randomly selected to divide the clusters evenly.

The biggest features of YOLOv4 are Bag of Freebies [24] and Bag of Specials. The network backbone uses CSPDarkNet-53 [25] and uses the spatial attention module (SAM) [26], path aggregation network (PAN) [27], and cross-iteration batch normalization (CBN) [28]. Among them, SAM, PAN, and CBN were used with slight modifications, and augmentation was performed using mosaic augmentation.

In the case of YOLOv5, it is composed of a CBS block comprising a focus layer, convolution, batch normalization, SiLU [29], and a network of C3 blocks. The focus layer acts like a transformation from space to depth. The focus layer is shown in Figure 1. This serves to reduce the cost of the 2D convolution operation, reduce the space resolution, and increase the number of channels. The overall architecture is shown in Figure 2.

**Figure 1.** Focus layer.

**Figure 2.** YOLOv5 architecture.

### 2.2. Attention Module

Jie Hu et al. published the Squeeze-and-Excitation Network (SE-Net) [30]. The authors of this paper presented the idea of squeeze and excitation, and the SE-Net consists of a squeeze operation that summarizes the entire information of each feature map and an excitation operation that scales the importance of each feature. This is called the
squeeze and excitation block, and the model’s performance improvement is very large compared to the parameter increase. This has the advantage that the model’s complexity and computational burden do not increase significantly.

Qilong et al. proposed an Efficient Channel Attention Network [17], and the existing self-attention-based CNN model contributed to improving the performance, but the model complexity was high. In the case of SE-Net, avoiding dimensional reduction is important for training channel attention. We found that cross-channel interaction can significantly reduce the complexity of the model and maintain performance at the same time. In the case of the ECA-Net, the trade-off between performance and complexity was overcome, and a small number of parameters showed a clear performance improvement effect. They proposed a method for local cross-channel interaction without dimension reduction through efficient 1D convolution. The SE-Net is shown in Figure 3a, and the ECA-Net is shown in Figure 3b.

In the case of the ECA-Net, it is expressed as Equation (1), where $k$ indicates the kernel size, $C1D$ indicates 1D convolution, and $\sigma$ is a sigmoid function.

$$\omega = \sigma(C1D_k(y))$$  \hspace{1cm} (1)

Figure 3. (a) SE-Net and (b) ECA-Net architecture. Given the aggregated features obtained by global average pooling (GAP).

3. Proposed Methods

Three factors were considered for aerial small object detection. First, the detector should be optimized for small targets, and there should be no unnecessary detection. In addition, the small target should have little information loss at the deep learning network end. In this section, we propose the Efficient Channel Attention Pyramid YOLO (ECAP-YOLO) to satisfy this and describe the structure and contents of ECAP-YOLO after explaining the detect layer change, transposed convolution, and efficient channel attention pyramid.

3.1. Proposed Method Overview

The ECAP-YOLOv5 model was applied using EAC34, MEAP, and upsampling from the existing YOLOv5 to the transposed convolution. Then, we proposed two cases: ECAP-YOLO, where the detect layer detects intermediate objects, small objects, and smaller objects; ECAPs-YOLO, which consists of a detect layer that finds small objects and smaller objects. Section 3.2 describes the transposed convolution, Section 3.3 describes the efficient channel attention applied, Section 3.4 describes the efficient channel attention pyramid, and Section 3.5 describes the change detect layer. The overall architecture is shown in Figure 4.
3.2. Using Transposed Convolution

In this paper, we propose a method using transposed convolution instead of upsampling via the nearest neighbor interpolation method. The upsampling method using the nearest neighbor interpolation method is a method of upsampling that fills in the blanks using neighboring pixels. However, in the case of a small target, since the number of pixels is relatively small, the surrounding background information will be mixed if only upsampling is performed. Transposed convolution is a method designed to learn how to optimally upsample a network. Transposed convolution does not use a predefined interpolation method and enables learning during upsampling. It can learn how to perform it when upsampling the feature map. In this regard, the decoder of semantic segmentation restores the original image size. In this paper, transposed convolution was used to reduce information loss during upsampling of small targets in the feature map and to learn the upsampling method.

3.3. Efficient Channel Attention Applied

Efficient channel attention achieves performance improvement at a low cost. This was applied in YOLOv5 to determine the optimal location to improve performance. The efficient channel attention modified C3 block of YOLOv5 was applied and tested in a total of four areas, and the best performance was selected. This chapter introduces the efficient channel attention C3 (EAC3) blocks modified from the C3 block. In this paper, EAC34 was adopted and used. In EAC3_n, n indicates the number of times to repeat a block. In EAC3_F, F
does not use the bottleneck structure. EAC31, EAC32, EAC33, and EAC34 are classified according to the location of the ECA-Net.

First, the EAC31 block adds efficient channel attention just before the sum occurs in the bottleneck structure. The EAC3\_F EAC3 block has the structure as shown in Figure 5.

Figure 5. Composition of the EAC31 block.

The second EAC32 uses efficient channel attention after the C3 module is finished. The EAC32 has the structure as shown in Figure 6.

Figure 6. Composition of the EAC32 block.

The third EAC33 is when efficient channel attention enters a part of the C3 module without a bottleneck. The EAC33 block has the structure as shown in Figure 7.

Figure 7. Composition of the EAC33 block.

In the last case of EAC34, efficient channel attention is used between the convolution modules in the bottleneck structure. According to the test results in Section 4.1, ECA4 recorded the highest mAP, and EAC34 was adopted. EAC34 has the structure as shown in Figure 8.

Figure 8. Composition of the EAC34 block.

3.4. Efficient Channel Attention Pyramid

The existing YOLOv5 uses the spatial pyramid pooling (SPP) network [31]. In this paper, we aimed to improve SPP using channel attention. First, we propose the efficient channel attention pyramid (EAP). We create a pyramid model by applying the ECA-Net instead of the existing max pooling layer. As for the kernel size, it was the same as the SPP layer of the existing YOLOv5, and the kernel size was set to 5, 9, and 13 and then the CBS layer was performed by concating. EAP has the structure as shown in Figure 9.

Second, we propose the max pooling efficient channel attention pyramid network (MEAP). In the case of MEAP, global max pooling (GMP) is used instead of global average pooling in efficient channel attention. As for the kernel size, it was the same as the SPP layer of the existing YOLOv5, and the kernel size was set to 5, 9, and 13 and then the CBS layer was performed by concating. EAP has the structure as shown in Figure 10.
Third, we propose the atrous efficient channel attention pyramid network (AEAP). In the case of atrous spatial pyramid pooling [32], unlike general convolution, atrous convolution is used. In the case of atrous convolution, there is a space between the kernels. This provides a wider receptive field at the same computational cost as convolution, and it can be confirmed that features are extracted more densely and prominently. Atrous efficient channel attention was used. After global average pooling in the existing efficient channel attention, the kernel size of the 1D convolution was fixed, and the stride was different to create a pyramid structure. The EAP has the structure as shown in Figure 11.

MEAP was selected because it was confirmed that the highest performance was obtained when MEAP was applied as a result of the experiment described in Section 4.1 of this paper.

3.5. Change Detect Layer

In YOLO5, there are 3 detect layers in prediction. They detect small objects, middle objects, and large objects, respectively. Aerial object detection is not needed for mid-size and large objects, so eliminating them reduces unnecessary power usage. A detect layer was added in the detect layer to detect very small objects. If a detect layer is added, detection is performed in a larger grid cell, allowing for the detection of smaller objects. This increases the number of computations compared to the existing detector model but enables the detection of smaller objects.
4. Experimental Results and Discussion

In this paper, train methods such as loss function and parameters related to learning were performed in the same way as in the existing YOLOv5. For experimental data, VEDAI dataset, xView dataset, DOTA dataset, and Arirang dataset are used. Figure 12 depicts an example of the YOLOv5 learning method. In this section, after explaining the characteristics and composition of each dataset, we test the existing YOLOv5 and the proposed method, and organize and analyze the results. YOLOv5 has four models: YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x. The models are split into depth multiple and width multiple. The YOLOv5s depth multiple is 0.33 based on YOLOv5l, and the width multiple is 0.50 times. YOLOv5m has a depth multiple of 0.67 and a width multiple of 0.75 based on YOLOv5l. For YOLOv5x, depth multiple is 1.33 times, and the width multiple is 1.25 times, again based on YOLOv5l. The YOLOv5 that was used for this paper was the YOLOv5l model. For training the parameters, the same methods and parameters from the existing YOLOv5 were applied.

As for the evaluation method, the evaluation proceeded with precision, recall, F1-score, and mAP. Precision and recall were calculated using Equation (2). $TP, FP, TN,$ and $FN$ stand for true positive, false positive, true negative, and false negative. The F1-score was calculated using Equation (3).

$$\text{Precision} = \frac{TP}{TP + FP} = \frac{TP}{\text{All Detections}}$$  

$$\text{Recall} = \frac{TP}{TP + FN} = \frac{TP}{\text{All Ground truths}}$$  

$$F1 - \text{Score} = 2 \times \frac{1}{\frac{1}{\text{Precision}} + \frac{1}{\text{Recall}}} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{All Ground truths}}$$  

Figure 12. Example of the training for YOLOv5.

4.1. VEDAI Dataset

The VEDAI dataset [14] consists of a total of 1200 images, 3757 instances, a spatial resolution of 25 cm at a 512 × 512 resolution, an object size of 8–20 pixels in width, and a total of 3757 instances. In the experiment, the dataset consisted of nine classes (i.e., car, truck, pickup, tractor, camper, boat, van, plane, and other instances) except these were set to other. Nine hundred and ninety-eight training data, 124 validation data, and 124 tests data were randomly divided. The VEDAI dataset was tested with RGB data with a 512 × 512 resolution.

The detector was modified to optimize YOLOv5 for a small target. In Table 1, the performance according to the change of the detect layer can be observed, which was different from the existing YOLOv5. Here, the detection layer of YOLOv5 was changed to a total of three. First, a detection layer was added to YOLOv5 to detect very small, small, medium,
and large objects. Second, after adding a detect layer, the large object detect layer was removed and configured as shown in Figure 4a, and the experiment was conducted. Third, the medium detect layer was removed from the second method, and two detect layers were configured as shown in Figure 4b and then tested. As a result of the experiment, it can be seen that the second method in YOLOv5 showed the best results with a mAP of 29.8%.

| Model                  | Precision (%) | Recall (%) | F1-Score (%) | mAP50 (%) | mAP50:95 (%) |
|------------------------|---------------|------------|--------------|-----------|--------------|
|YOLOv5l                 | 50.3          | 64.4       | 56.5         | 52.5      | 27.6         |
|YOLOv5l + 1 more Layer  |               |            |              |           |              |
| + XS, S, L detect      | 60.1          | 51.4       | 55.4         | 51.4      | 29.5         |
|YOLOv5l + 1 more Layer  |               |            |              |           |              |
| + XS, S detect         | 63.3          | 53.4       | 57.9         | 55.5      | 29.8         |
|YOLOv5l + 1 more Layer  |               |            |              |           |              |
| + XS detect            | 62.0          | 52.8       | 57.0         | 52.8      | 26.8         |

Table 2 shows the performance results for each location of attention. When EAC3, EAC32, EAC33, and EAC34 were tested, mAP50 showed the best results for EAC34, and it was applied.

| Model                  | Precision (%) | Recall (%) | F1-Score (%) | mAP50 (%) | mAP50:95 (%) |
|------------------------|---------------|------------|--------------|-----------|--------------|
|YOLOv5l                 | 50.3          | 64.4       | 56.5         | 52.5      | 27.6         |
|YOLOv5l + EAC31         | 66.6          | 46.5       | 54.8         | 51.4      | 28.2         |
|YOLOv5l + EAC32         | 61.7          | 55.8       | 58.6         | 56.3      | 33.1         |
|YOLOv5l + EAC33         | 57.6          | 55.9       | 56.7         | 52.9      | 28.7         |
|YOLOv5l + EAC34         | **73.0**      | 49.9       | **59.27**    | **56.4**  | **29.5**     |

Table 3 shows the performance of each attention pyramid that was tested by applying EAP, AEAP, and MEAP to the existing YOLOv5. In the case of EAP, as shown in the Figure 9, it is a method that simply stacks channel attention with different kernel sizes as pyramids, and the kernel sizes were 5, 9, and 13. In the case of AEAP, as shown in the Figure 11, convolutions dilated to the sizes of two, four, and six were used while maintaining the kernel size at three. In the case of AEAP2, the kernel size was maintained at three and the dilated convolutions of sizes 5, 9, and 13 were used. MEAP, as shown in Figure 10, was the same as the existing EAP, but instead of global average pooling, global max pooling and 1D convolutions with the kernel sizes of 5, 9, and 13 were used. Table 3 shows that AEAP had the best mAP50.

Finally, the results according to the fusion of the proposed techniques were tested. Table 4 shows the results. Experiments were carried out using the existing YOLOv5l and YOLOv5x, transposed convolution, using the attention pyramid, adding a detect layer to find small objects, removing the detect layer to find large objects, and finally, finding a medium-sized object in the third case. This was the case when the detect layer was removed. Table 4 shows that ECAP-YOLOv5l had the best mAP50. Compared to the existing YOLOv5l, the mAP50 of ECAP-YOLOv5l increased by 6.2% and that of ECAPs-YOLOv5l by 3.5%.
Table 3. Performance according to the addition and removal of detect layers in YOLOv5.

| Model         | Precision (%) | Recall (%) | F1-Score (%) | mAP50 (%) | mAP50:95 (%) |
|---------------|---------------|------------|--------------|-----------|--------------|
| YOLOv5l       | 50.3          | 64.4       | 56.5         | 52.5      | 27.6         |
| YOLOv5l + EAP | 59.2          | 57.9       | **58.5**     | 56.0      | **31.5**     |
| YOLOv5l + AEAP| 53.5          | 63.9       | 58.2         | 56.2      | 31.2         |
| YOLOv5l + AEAP2| 61.0         | 54.1       | 57.34        | 54.0      | 30.8         |
| YOLOv5l + MEAP| **65.2**      | 51.9       | 58.0         | 54.2      | 29.6         |

Table 4. Results by option in ECAP-YOLOv5.

| Model         | Precision (%) | Recall (%) | F1-Score (%) | mAP50 (%) | mAP50:95 (%) |
|---------------|---------------|------------|--------------|-----------|--------------|
| YOLOv5l       | 50.3          | 64.4       | 56.5         | 52.5      | 27.6         |
| YOLOv5x       | 64.0          | 52.7       | 57.8         | 55.9      | 30.8         |
| YOLOv5l + Tconv| 65.4          | 52.1       | 58.0         | 56.8      | 31.9         |
| ECAPs-YOLOv5l (EAP) | 63         | 47.7       | 54.3         | 52.6      | 29.4         |
| ECAPs-YOLOv5l (AEAP) | 62.8       | 60.1       | **61.4**     | 55.8      | 32.4         |
| ECAPs-YOLOv5l | 64.6          | 51.4       | 57.2         | 56        | 31.5         |
| ECAP-YOLOv5l  | **71.6**      | 52.9       | 60.8         | **58.7**  | **34.5**     |

Class-wise accuracy and mean average precision for the VEDAI dataset are shown in Table 5. For cars, when AEAP was used, it showed the highest mAP50 at 86.7%. For trucks, YOLOv5x was 59.4%, indicating the highest mAP50. Pickups showed the highest mAP50 with ECAP-YOLOv5l at 77%. Tractors and campers showed the highest mAP50s at 72% and 61.3% for ECAPs-YOLOv5l using AEAP. For boats, ECAP-YOLOv5l was 35%, indicating the highest mAP50. For vans, the case of upsampling with transposed convolution in YOLOv5 was 54.7%, indicating the highest mAP50. For planes, ECAPs-YOLOv5l using EAP showed the highest mAP50 at 92%. In the other class, YOLOv5x showed the highest mAP50 with 40.7%.

Table 5. Class-specific accuracy and mean average precision (mAP50) in the VEDAI dataset.

| Model         | All (%) | Cars (%) | Trucks (%) | Pickups (%) | Tractors (%) | Campers (%) | Boats (%) | Vans (%) | Planes (%) | Other (%) |
|---------------|---------|----------|------------|-------------|--------------|-------------|-----------|----------|------------|-----------|
| YOLOv5l       | 52.5    | 79.5     | 43.3       | 66.2        | 63.2         | 53.3        | 26.4      | 45.1     | 63.4       | 32.1      |
| YOLOv5x       | 55.9    | 83.6     | 59.4       | 67.6        | 62.8         | 52.9        | 24.3      | 53.5     | 61.5       | 40.7      |
| YOLOv5l + Tconv| 56.8    | 83.6     | 50.1       | 67.3        | 56.2         | 53.4        | 31.7      | 54.7     | 78.5       | 36.0      |
| ECAPs-YOLOv5l (EAP) | 52.6    | 83.8     | 34.3       | 74.1        | 47.2         | 52.9        | 33.7      | 30.2     | **92.0**   | 25.4      |
| ECAPs-YOLOv5l (AEAP) | 55.8    | 86.7     | 30         | 75.6        | 72           | 61.3        | 25.3      | **54.7** | 75.9       | 20.8      |
| ECAPs-YOLOv5l | 56      | 85.5     | 40.4       | 74.8        | 61.8         | 54.7        | 32.7      | 39.8     | **90.1**   | 23.9      |
| ECAP-YOLOv5l  | **58.7** | 85.6     | 52         | 77          | 62.7         | 50.3        | 35        | 47.8     | 91         | 27.2      |

The proposed method was compared with the other methods and is shown in Table 6. For comparison, YOLOR [33] and YOLOX [34] were used. In GFLOP, YOLOv5l was the smallest, but ECAPs-YOLOv5l had the smallest parameter with 33.6M. In the case of recall, YOLOv5l was the highest, but it was confirmed that the precision, F1-Score, mAP50, and mAP 50:95 showed high performance in ECAP-YOLOv5l.
Table 6. Comparison with other methods.

| Model             | Precision (%) | Recall (%) | F1-Score (%) | mAP 50 (%) | mAP 50:95 (%) | GFLOPs | Parameters (M) |
|-------------------|---------------|------------|-------------|------------|--------------|--------|----------------|
| YOLOv5l           | 50.3          | 64.4       | 56.5        | 52.5       | 27.6         | 115.6  | 47.0           |
| YOLOv5x           | 64.0          | 52.7       | 57.8        | 55.9       | 30.8         | 219.0  | 87.7           |
| YOLOR_CSP         | 20.2          | 47.2       | 28.3        | 31.4       | 19.5         | 120.63 | 52.9           |
| YOLOR_CSP_x       | 23.9          | 56.1       | 33.5        | 34.7       | 21.1         | 222.43 | 99.7           |
| YOLOX-l           | 28.7          | 49.1       | 36.2        | 55.6       | 28.8         | 155.6  | 54.2           |
| YOLOX-x           | 21.22         | 59.9       | 31.3        | 53.4       | 26.6         | 281.9  | 99.1           |
| ECAPs-YOLOv5l     | 64.6          | 51.4       | 57.2        | 56         | 31.5         | 122.1  | 33.6           |
| ECAP-YOLOv5l      | 71.6          | 52.9       | **60.8**    | **58.7**   | **34.5**     | 132.4  | 36.8           |

Shown in Figure 13, YOLOv5l detected objects that were not found and performed more accurate classification. In the first image, an object misclassified as a pickup was found to be a boat, and the object was found. The second image performed additional plane detection, and the third image performed accurate classification of cars and additional detection of vans.

Figure 13. Cont.
4.2. xView Dataset

The xView dataset [12] was taken with the WorldView-3 satellite and has a ground sample distance of 0.3 m. The xView data set consisted of a total of 60 classes and over 1 million objects. In this paper, only one small car class out of 60 classes was ascertained to detect small targets. The image was cropped to a 640 × 640 size with a 10% overlap. As a result of the experiment, the proposed method, as shown in Table 7, showed a 9.4% and 8% improvement in mAP50 compared to the existing YOLOv5l.

Table 7. Performance comparison with xView dataset.

| Model          | Precision (%) | Recall (%) | F1-Score (%) | mAP50 (%) | mAP 50:95 (%) |
|----------------|---------------|------------|--------------|-----------|---------------|
| YOLOv5l        | 76.8          | 70.4       | 73.5         | 73.9      | 29.2          |
| YOLOv5x        | 78.5          | 74.5       | 76.4         | 79.3      | 31.9          |
| ECAP-YOLOv5l   | 82.0          | 78.5       | 80.2         | 81.9      | 34.6          |
| ECAPs-YOLOv5l  | 83.0          | 78.8       | 80.8         | 83.3      | 35.9          |

From the images in Figure 14(a1,b1), it can be seen that the proposed method detected the difference on the left side of the image better. In addition, it can be confirmed that it well-detected vehicles that were in the middle. In Figure 14(a2,b2), it was confirmed that the detection was better for the aligned vehicles. In Figure 14(a3,b3), the existing YOLOv5l missed a part with dense cars, but it was confirmed that the proposed method detected dense objects better. In Figure 14(a4,b4), it was also confirmed that the proposed technique detected dense objects better.
Figure 14. Comparison of the detection results for YOLOv5l (a) and ECAP-YOLOv5l (b) with the xView dataset.
4.3. DOTA Dataset

The DOTA images are collected from the Google Earth, GF-2 and JL-1 satellite provided by the China Centre for Resources Satellite Data and Application, and aerial images provided by CycloMedia B.V. DOTA consists of RGB images and grayscale images. The RGB images are from Google Earth and CycloMedia, while the grayscale images are from the panchromatic band of GF-2 and JL-1 satellite images.

For the DOTA dataset [9], grayscale images were from the panchromatic bands of the GF-2 and JL-1 satellite images. The DOTA dataset was from 800 × 800 to 20,000 × 20,000 pixels, and DOTAv1.5 was used in this paper. DOTAv1.5 uses the same number of images as DOTAv1.0. DOTAv1.0 consists of 1441 training datasets and 458 validation datasets. The data included a total of 403,318 instances and had 16 classes, i.e., plane, ship, storage tank, baseball diamond, tennis court, basketball court, ground track field, harbor, bridge, large vehicle, small vehicle, helicopter, roundabout, soccer ball field, swimming pool, and container crane. The existing train set was used as it was, and the validation set was randomly divided in half to make 229 for the validation set and the test set each. Only two classes (i.e., small vehicle and ship) were used to detect small targets. For training, the data were cropped by 640 pixels horizontally and 10% overlap. The training results are shown in Table 8. For ECAPs-YOLOv5l, the mAP increased by 2.1% compared to YOLOv5l. ECAP-YOLOv5 increased by 2.7% compared to YOLOv5l.

Table 8. Performance comparison with DOTA dataset.

| Model           | Precision (%) | Recall (%) | F1-Score (%) | mAP50 (%) | mAP 50:95 (%) |
|-----------------|---------------|------------|--------------|-----------|--------------|
| YOLOv5l         | 85.2          | 70.3       | 77.0         | 77.2      | 49.3         |
| YOLOv5x         | 82.7          | 74.8       | 78.6         | 79.8      | 50.1         |
| ECAP-YOLOv5l    | 80.3          | 79.3       | 79.8         | 81.5      | 52.0         |
| ECAPs-YOLOv5l   | 78.8          | 79         | 78.9         | 81.1      | 51.4         |

As shown in Figure 15(a1,b1), YOLOv5ls was not detected, but ECAP-YOLOv5s was detected. In the remaining images in Figure 15, it can be seen that the proposed method detected dense objects well.

In Table 9, the mAP increased by 3.9% for ECAPs-YOLOV5l and 4.3% for ECAPs-YOLOV5l compared to YOLOv5l for automobiles. For ship, ECAPs-YOLOV5l decreased by 0.3% and ECAP-YOLOV5l increased by 1.2%.

Table 9. Class-specific accuracy and mean precision (mAP50) with the DOTA dataset.

| Model         | Class | Precision (%) | Recall (%) | F1-Score (%) | mAP50 (%) | mAP 50:95 (%) |
|---------------|-------|---------------|------------|--------------|-----------|--------------|
| YOLOv5l       | Car   | 71.8          | 65.5       | 68.5         | 68.6      | 36.8         |
|               | Ship  | 93.7          | 83.2       | 88.1         | 90.9      | 65.2         |
| YOLOv5x       | Car   | 77.4          | 57.5       | 65.9         | 63.7      | 34.4         |
|               | Ship  | 93.0          | 83.2       | 87.8         | 90.7      | 64.2         |
| ECAP-YOLOv5l  | Car   | 65.7          | 75.1       | 70.1         | 71.6      | 38.7         |
|               | Ship  | 94.9          | 83.5       | 88.8         | 91.4      | 65.4         |
| ECAPs-YOLOv5l | Car   | 63.6          | 76.0       | 69.2         | 71.3      | 38.3         |
|               | Ship  | 93.9          | 81.9       | 87.5         | 90.9      | 64.5         |
Figure 15. Comparison of the detection results of YOLOv5l (a) and ECAP-YOLOv5l (b) with the DOTA dataset.
4.4. Arirang Dataset

In the case of Arirang dataset [13], it was provided as a processed patch (1024 × 1024 size) by pre-processing the original satellite image as a dataset created using the Arirang 3/3A satellite image dataset. There were a total of 16 classes, including small ship, large ship, civilian aircraft, military aircraft, small car, bus, truck, train, crane, bridge, oil tank, dam, athletic field, helipad, and roundabout. It consisted of 132,436 objects, and the number of objects by class is shown in Table 10.

| Small Cars | Trucks | Small Ships | Trains | Buses | Military Aircrafts | Oil Tankers | Others |
|------------|--------|-------------|--------|-------|--------------------|------------|--------|
| 86,305     | 19,011 | 13,107      | 5123   | 3840  | 937                | 868        | 953    |

Table 10. Number of objects per class in the Arirang dataset.

In this paper, only small car was used among the data for small target detection, and 1024 × 1024 of the input image was learned. The experimental results for the Arirang dataset are shown in Table 11. The mAP50 improved by 4.4% in ECAPs-YOLOv5l and 4.8% in ECAP-YOLOv5l compared to YOLOv5l. The mAPs were 2.4% in ECAPS-YOLOv5 and 2% in ECAP-YOLOv5l than in YOLOv5l.

| Model        | Precision (%) | Recall (%) | F1-Score (%) | mAP50 (%) | mAP50:95 (%) |
|--------------|---------------|------------|--------------|-----------|--------------|
| YOLOv5l      | 65.6          | 45.7       | 53.9         | 42.8      | 15.2         |
| YOLOv5x      | 66.0          | 47.2       | 55.0         | 43.8      | 15.7         |
| ECAP-YOLOv5l | 72.9          | 47.7       | 57.7         | 47.6      | 17.6         |
| ECAPS-YOLOv5l| 68.9          | 49.3       | 57.5         | 47.2      | 17.2         |

Table 11. Performance comparison with the Arirang dataset.

It can be seen that the proposed method in the image shown in Figure 16 detected small cars better. In images in Figure 16(a1,b1), it can be seen that the alignment difference in the upper left corner was better detected. In the Figure 16(2,3) images, the existing YOLOv5l missed the small car part, but it was confirmed that the proposed method detected dense objects better.

4.5. Discussion

We would like to discuss the experimental results. First, it can be seen in Table 1 that the mAP increased for aerial small target detection when the Vedai dataset was changed to the method proposed by the existing YOLOv5 detect layer. By applying the ECA-Net to YOLOv5, it was confirmed that an mAP50 of 55.5% was obtained. It can be seen in Table 2 that the highest mAP of 56.4% was obtained when it was arranged as shown in Figure 8. As shown in Table 3, it was confirmed that the highest mAP was obtained when AEAP was applied. However, when comparing ECAP-YOLOv5l with other attention pyramids, it was confirmed, as shown in Table 4, that MEAP showed the highest mAP. The proposed method was compared with other methods. This can be seen in Table 6. For recall, it was higher for YOLOv5l than for ECAP-YOLOv5l. Precision was lower with YOLOv5l. This indicates that YOLOv5l found more truth but had lower precision, resulting in more false positives. However, it can be seen that ECAP-YOLOv5l showed better performance when mAP is considered. Comparing Figure 13(a3,b3), van was not found in YOLOv5l, but was found in the proposed method. Also, in the proposed method that YOLOv5l recognized as Pickup Truck, it was recognized as a car, so it can be seen that it shows better performance in recognition.
Figure 16. Comparison of the detection results of YOLOv5l (a) and ECAP-YOLOv5l (b) with the Arirang dataset.
5. Conclusions and Future Works

In this paper, we introduced the YOLO series and modified the YOLOv5 network for aerial small target detection. As for the modification method, the backbone was changed by applying the first efficient channel module, and various channel attention pyramids were proposed. The channel attention pyramid was proposed, and the efficient channel attention pyramid network, the atrous efficient channel attention pyramid network, and the max pooling efficient channel attention pyramid network were tested. The channel attention pyramid was proposed, and the efficient channel attention pyramid network, the atrous efficient channel attention pyramid network, and the max pooling efficient channel attention pyramid network were tested. Second, in order to optimize the detection of small objects, the module for detecting large objects was eliminated, and a detect layer was added to find smaller objects, thereby reducing the computing power used for detecting small targets and improving the detection rate. Finally, upsampling was performed using transposed convolution instead of upsampling using existing nearest neighbor interpolation.

As a result of the proposed method, the mAP was 6.9% with the VEDAI dataset, 6.7% in the case of small cars in the xView dataset, 2.7% in the small vehicle and small ship class with the DOTA dataset, and approximately 2.4% in the small car class in the Arirang dataset, which shows an improvement in performance.

The proposed technique is an EO-based object detection technique for aerial images. EO has difficulty detecting objects at night, in fog, and with clouds. However, if various heterogeneous sensors, such as infrared radiation sensors, synthetic aperture radar sensors, LiDAR sensors, and hyperspectral sensors, are used together, it is expected to show not only strong performance in the aforementioned environment and also better performance overall.
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