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Abstract

Aim/purpose – Web-scraping is a technique used to automatically extract data from websites. After the rise-up of online shopping, it allows the acquisition of information about prices of goods sold by retailers such as supermarkets or internet shops. This study examines the possibility of using web-scraped data from one clothing store. It aims at comparing known price index formulas being implemented to the web-scraping case and verifying their sensitivity on the choice of data filter type.

Design/methodology/approach – The author uses the price data scrapped from one of the biggest online shops in Poland. The data were obtained as part of eCPI (electronic Consumer Price Index) project conducted by the National Bank of Poland. The author decided to select three types of products for this analysis – female ballerinas, male shoes, and male oxfords to compare their prices in over one-year time period. Six price indexes were used for calculation – The Jevons and Dutot indexes with their chain and GEKS (acronym from the names of creators – Gini–Éltető–Köves–Szulc) versions. Apart from the analysis conducted on a full data set, the author introduced filters to remove outliers.

Findings – Clothing and footwear are considered one of the most difficult groups of goods to measure price change indexes due to high product churn, which undermines the possibility to use the traditional Jevons and Dutot indexes. However, it is possible to use chained indexes and GEKS indexes instead. Still, these indexes are fairly sensitive to large price changes. As observed in case of both product groups, the results provided by the GEKS and chained versions of indexes were different, which could lead to conclusion that even though they are lending promising results, they could be better suited for other COICOP (Classification of Individual Consumption by Purpose) groups.
Research implications/limitations – The findings of the paper showed that usage of filters did not significantly reduce the difference between price indexes based on GEKS and chain formulas.

Originality/value/contribution – The usage of web-scrapped data is a fairly new topic in the literature. Research on the possibility of using different price indexes provides useful insights for future usage of these data by statistics offices.
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1. Introduction

Web-scraping is a technique that enables automatic collection of data from various websites (Cavallo, 2017). After the rise of online shopping (65% of European Union citizens made at least one online purchase in 2020 according to Eurostat (2021)), it allows the acquisition of information about prices of goods sold by retailers, such as supermarkets or internet shops. Alongside with prices, it is often possible to acquire information about discounts, availability of the product, or its description. Generally, web-scraping techniques can be used to acquire data of the entire shop’s online offer on a daily basis (which allows us to monitor prices in real-time) for a fraction of costs compared to traditional methods (Macias & Stelmasiak, 2018).

The usage of web-scraping in the measurement of inflation creates numerous challenges. According to various calculations, around 15% of the consumer basket are goods and services whose prices are unavailable online. Building an index based on web-scraped data forces us to skip these products, for example by distributing their weight in the index to other categories in the same aggregate (Radzikowski & Śmietanka, 2016).

With web-scraping, we do not acquire data about the demand for the goods (Cavallo, 2018). It is problematic, especially in sectors where many products do not have an expiration date, so they can be kept in stock for years. A good example could be bookstores and shops with music and movies – bestsellers and the least popular products with only a few copies left are available on the website, hence they have the same weight in building the aggregate.

Even though numerous programs assist in web-scraping, they are flawed in many ways – for example, by not taking the best object class from the code (Juszczak, 2021). Therefore, when the site has a dynamic code or has been the subject of minor corrections, we can experience the gap in the dataset. The most stable constructs for regular data collections are made with a specific code suited
for the selected website. The most popular environments for web-scraping are Python and R, which offer many dedicated scripts and libraries. In the Python environment, for example, it is possible to use the website API (Application Programming Interface), simulating the real user movement in Selenium (used originally to automatize application testing) or downloading the whole website and scrape by the Beautiful Soup package (Persson, 2019).

Practical usage of web scrapped data provides many challenges. Lack of data about quantity of sold products exclude adoption of many known traditional price indexes used in CPI calculation, such as Laspeyres, Lowe or Young indexes. There are, however, alternatives such as modifications of elementary indexes, for example, Jevons, Törnqvist or Dutot (Van Loon & Roels, 2018). The aim of this paper is to compare price index formulas based on Jevons and Dutot indexes being implemented to the web scrapped data and verify their sensitivity on the choice of data filter type.

The paper is divided into five sections – a literature review where the author briefly analyzes the current usage of web scraping in CPI (electronic Consumer Price Index) calculation; an overview of indexes and formulas used in the study; a data and methodology chapter where the author explains the aggregation of data and used filters; an empirical study where the results are presented; and conclusions from the paper with future studies recommendations.

2. Theoretical background

2.1. Usage of web scraping in inflation measurement

Alongside the scanner data (for further details about scanner data compare: Białek & Bobel (2019)), scrapped data are being tested for usage in inflation measurement. In the middle of 2000s, Lunneman & Wintr (2006) noticed the difference in price stickiness between physical and online shops. In 2008, Cavallo & Rigobon (2016) founded the Billion Prices Project on MIT. In their research, they compared inflation based on online process to the official inflation rates in South America countries (Cavallo, 2013). They also compared prices in online and physical retailers (Cavallo, 2017), which led to the conclusion that, on average, in 72% of cases they are identical. There is, however, a big difference between various countries – from below 50% in Japan and the U.S. to 91% in Canada or Great Britain.
In many countries, the possibility of including web-scraping for CPI measurement is subject to research by statistical offices in Austria, Canada, Germany, the Netherlands, Norway, Singapore, Italy or the U.S. (Auer & Boettcher, 2017; ten Bosch, n.d.; Chuanyang & Lee, 2016; Polidoro et al., 2015). One of the biggest projects is conducted by the Office of National Statistics in the UK, in which researchers focus on measuring footwear and clothing online price indexes using various indexes, i.e., based on the CLIP method (Clustering Large datasets Into Price indexes) (Office for National Statistics [ONS], 2017).

In Poland, there are three projects focused on the usage of web-scraping in CPI. First, the eCPI project by the National Bank of Poland focuses on forecasting based on current data. Thanks to updating data on the daily basis, methods of nowcasting based on web scrapped data are 11% less biased than the best ARMA models (Macias & Stelmasiak, 2018). Second, Online CASE CPI published by the Center for Social and Economic Research collects data from around 50 retailers, which cover 87% of products in the inflation basket (Radzikowski & Śmietanka, 2016) Third, Gospostrateg by the Polish Statistical Office runs in cooperation with the Warsaw School of Economics and the Polish Academy of Sciences (Bitner & Stech, 2019).

From the technological point of view, web-scraping offers many advantages comparing to traditional data gathering methods. As mentioned above, the data gathering process is fully automated, and much cheaper than gathering data by pollsters in physical shops. It also offers a much higher frequency of collected data, which is available right away (Juszczak, 2021). However, it covers only big retailers (small shops do not usually have a website with published product prices) which requires the processing of large quantities of data and lacks representation of around 15% of the goods and services (Radzikowski & Śmietanka, 2016).

There are different methods tested in price index calculation from web-scraped data. Most commonly described in the literature are multilateral methods, such as GEKS (Gini–Éltető–Kőves–Szulc) based on different base price indexes (such as Jevons or Törnqvist) or Time Product Dummy (Van Loon & Roels, 2018). However, as it has been mentioned, some Statistical Offices undertake a different approach. For example, the Office for National Statistics in the UK is testing CLIP method for clothes and footwear price dynamic measurement (ONS, 2017).

As mentioned in the introduction, web scrapped data present another challenge – we do not acquire information about demand for various goods. Some of the new studies tried a different approach then equal weight for every product.
For example, ONS (2020) suggest approximation of product expenditure based on their page rankings (that is, the order that products appear on a web page when sorted by popularity) via statistical distributions. Chessa & Griffioen (2019) suggested substituting quantities by the total number of web scraped prices for a product in a month, summed over all items. In case of usage of web scraped data for forecasting Macias & Stelmasiak (2018) aggregated components with official expenditure weights in line with statistical office methodology.

2.2. Price indexes used for the analysis of web-scrapped data

Web-scrapped price data contain only information about prices, not quantities of sold goods. Therefore, it is not possible to use indexes, such as the Fisher or the Laspeyres indexes. Instead, we use indexes which require only information about prices, such as the Jevons and the Dutot indexes.

2.2.1. The Jevons index

The Jevons index is a bilateral index, which compares the current period with a base period fixed in some time in the past. It could be, for example, the first period in the dataset (Jevons, 1865). The bilateral unweighted Jevons price index can be expressed as follows:

$$P_{J0,t} = \prod_{j \in N_{0,t}} \left( \frac{p_{j}^{t}}{p_{j}^{0}} \right)^{\frac{1}{\text{card}N_{0,t}}} , t = 1, 2, \ldots, T$$

where:

- $p_{j}^{t}$ – the price of the product $j$ in period $t$,
- $p_{j}^{0}$ – the price of the product $j$ in period 0,
- $N_{0,t}$ – denotes products available in both periods – 0 (base) and $t$ (current).

However, if the market has high product churn, the Jevons index will not work correctly, especially with long time series. It allows, though, an easy comparison of a based period with every next $t$ period.
2.2.2. The chain Jevons index

The standard Jevons index with two adjacent time periods becomes a ‘period-to-period’ (e.g., month-to-month) index. The chain Jevons index links together these indexes with successive multiplication in the following manner:

\[ P_{CH-J}^{0,t} = \prod_{\tau=1}^{t} p_j^{\tau-1,\tau} = p_j^{0,1}p_j^{1,2} \ldots p_j^{t-1,t} \] (2)

The chain Jevons index takes into consideration every indirect moment between 0 and \( t \) which makes it more suitable for scrapped data analysis. By dividing a long time series into shorter two periods intervals, we can avoid large sample reduction in the case of product churn.

2.2.3. The GEKS-J index

The GEKS index, like each multilateral index, has its origin in the comparison of price levels between countries and regions. Due to transitivity satisfaction, it gave possibility to spatial comparisons with results independent from the base country (Białek & Bobel, 2019). In practice, it is a geometric mean of the chain Jevons indexes between the base period and \( t \) period with every intermediate time point (\( i = 1, 2, 3, \ldots, t - 1 \)) as a link period in the following manner:

\[ P_{GEKS-J}^{0,t} = \prod_{\tau=0}^{t} \left( \frac{p_j^{\tau,t}}{p_j^{\tau,0}} \right)^{\frac{1}{\tau+1}} \] (3)

The multilateral formula of the GEKS index satisfies the condition \( p^{a,b}p^{b,a}=1 \) (the time reversal test).

2.2.4. The proposition of an alternative indexes based on the Dutot index formula

The Dutot (1738) price index is a commonly accepted index formula (International Labour Organization, International Monetary Fund, Organisation for Economic Co-operation and Development, Statistical Office of the European Communities, United Nations, The International Bank for Reconstruction and Development, The World Bank, 2004) and that is why it is also considered in the paper:

\[ P_{D}^{0,t} = \frac{\sum_{j \in N_0,t} p_j^t}{\sum_{j \in N_0,t} p_j^0} \] (4)
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with its chained version:

\[ P_{CH-D}^{0,t} = \prod_{\tau=1}^{t} P_{D}^{\tau-1,t} \]  

(5)

As a consequence, the modification of the GEKS index, which is based on the Dutot formula, is proposed:

\[ P_{GEKS-D}^{0,t} = \prod_{\tau=0}^{t} \left( \frac{P_{D}^{\tau,t}}{P_{D}^{\tau,0}} \right)^{\frac{1}{\tau+1}} \]  

(6)

3. Data and methodology

In our calculations, we use the price data scrapped from one of the biggest online shops in Poland. The data were obtained as part of eCPI project conducted by the Economic Analysis Department in the National Bank of Poland.

We decided to select three types of products for our analysis – female ballerinas, male shoes, and male oxfords to compare their prices in over one-year time period. From March 1, 2018 to April 1, 2019, we compared prices of all products in these categories on the first day of every month.

Footwear and clothing tend to have one of the largest price differences in all COICOP (Classification of Individual Consumption by Purpose) categories. It is mostly caused by sales and new collections. However, GEKS indexes are sensitive to sharp price changes. Due to this fact, apart from the analysis conducted on a full data set, we decided to introduce two types of filters to remove outliers.

The first filter is based on sets of constraints. If the absolute relative price change between t and t−1-time moments exceeds 50% then the product is removed from the sample:

\[ \left| \frac{p_{j}^{t} - p_{j}^{t-1}}{p_{j}^{t-1}} \right| > 0.5 \]  

(7)

i.e., the following condition allows this product to stay in the sample:

\[ 0.5 < \frac{p_{j}^{t}}{p_{j}^{t-1}} < 1.5 \]  

(8)

The second filter is based on quantiles. All products with the highest price increase and decrease are removed from the sample:

\[ Q_x < \frac{p_{j}^{t}}{p_{j}^{t-1}} < Q_{1-x} \]  

(9)

where \( Q_x \) is the value of x-th quantile of all price changes between t and t−1 time periods.
4. The empirical study results

We decided to calculate the mentioned six price indexes in four cases for every product category – without any filter, removing products below 0.01 and above 0.99th quantiles (filter 1) or 0.1 and 0.9th quantiles (filter 2), and removing every product with month-to-month price change bigger than 50% (filter 3). Results of the filtering are presented in Table 1.

Table 1. Number of unique products in the dataset before and after applying the filters

| Specification               | Oxfords | Ballerinas | Male shoes |
|-----------------------------|---------|------------|------------|
| Base version (raw data)     | 15,805  | 14,836     | 10,396     |
| Filter 1                    | 15,127  | 13,887     | 9,619      |
| Filter 2                    | 13,685  | 12,684     | 8,758      |
| Filter 3                    | 15,214  | 13,958     | 9,705      |

Source: Own calculations by using R package.

In the case of ballerinas, there are significant differences between fixed base indexes, chained indexes, and GEKS indexes. There are, however, noticeable similarities between the Dutot and Jevons based formulas.

For fixed based indexes we can notice a big drop in value between the 4th and 5th period, which can be explained by summer sales (Figure 1). This also explains the retraction of the index almost to the previous level between the 7th and 8th period (autumn, the end of sales for this type of footwear). Between the 9th and 10th period we can observe another price drop, which is probably connected to Christmas sales, followed by a price rise again from January.

Figure 1. Indexes values calculated using base dataset for ballerinas

Source: Own calculations by using the R.
Sales can also be noticed in case of chained indexes. However, as this is a chained index, it is harder for a price rise to influence index value after a series of price drops.

In case of GEKS based indexes, after 12 months of stable behavior (index values between 0.8 and 1), we can notice a sudden price drop in the Christmas period and an unusual rise in the beginning of the year. This can be explained by introducing new collections at the beginning of the spring. The usage of filters (Figures 2-4) mitigated this effect, but even in case of filter 2 (which eliminates 20% of the products, Figure 3) we can notice a great increase of index value.

**Figure 2.** Indexes values calculated using filter 1 for the ballerinas’ dataset

![Figure 2](image1.png)

Source: Own calculations by using the R.

**Figure 3.** Indexes values calculated using filter 2 for the ballerinas’ dataset

![Figure 3](image2.png)

Source: Own calculations by using the R.
Figure 4. Indexes values calculated using filter 3 for the ballerinas’ dataset

![Dutot Index](image1)
![Chained Dutot Index](image2)
![Chained Jevons Index](image3)

Source: Own calculations by using the R.

In the case of male oxfords (Figures 5-8), we can notice more significant price changes than for ballerinas. For the index of both Dutot and Jevons fixed base indexes, the value drops to 0.8 during summer sales. This time, however, prices lower gradually from the 1st period. Lower index values can also be observed for the chained Jevons index for male oxfords’ dataset (0.5) in comparison to the ballerinas’ dataset (0.6)

Figure 5. Indexes values calculated using base dataset for male oxfords

![Dutot Index](image4)
![Chained Dutot Index](image5)
![Chained Jevons Index](image6)

Source: Own calculations by using the R.
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**Figure 6.** Indexes values calculated using filter 1 for the male oxfords’ dataset

Source: Own calculations by using the R.

**Figure 7.** Indexes values calculated using filter 2 for the male oxfords’ dataset

Source: Own calculations by using the R.
Figure 8. Indexes values calculated using filter 3 for the male oxfords’ dataset

Source: Own calculations by using the R.

With reference to the ballerinas’ dataset for GEKS based indexes, we can observe a sharp rise of the index value between the 12th and 13th period, which persists in the case of both the raw and the filtered dataset. Contrary to the ballerinas’ dataset, we can notice another price drop of the index values to around 1 in the last period.

In case of male shoes (Figures 9-12), the values of dataset indexes for fixed based indexes and chained indexes are similar to the ballerinas’ and male oxfords’ datasets. As in the previous two cases, filters mildly altered the results, but the differences between various indexes formulas (fixed based, chained, and GEKS) are significant.

Figure 9. Indexes values calculated using base dataset for the male shoes’ dataset

Source: Own calculations by using R.
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Figure 10. Indexes values calculated using filter 1 for the male shoes’ dataset

Source: Own calculations by using R.

Figure 11. Indexes values calculated using filter 2 for the male shoes’ dataset

Source: Own calculations by using R.
To study the differences between the values of indexes for different filters more precisely, we present tables with the comparison of values between the first and last analyzed period.

In the case of base versions of the Dutot and Jevons indexes for ballerinas’ dataset (Table 2), there are noticeable but not particularly marked differences between raw data and data with applied filters. The differences are more significant in the case of chained indexes, especially for data with applied filter 2 (Figure 3).

**Table 2.** Indexes values between first \((t = 1)\) and last \((t = 14)\) time period calculated for the ballerinas’ base data and data with applied filters

| Index               | Base data | Filter 1  | Filter 2  | Filter 3  |
|---------------------|-----------|-----------|-----------|-----------|
| Jevons Index        | 0.9625463 | 0.9494611 | 0.9702390 | 0.9550619 |
| Dutot Index         | 0.9756015 | 0.9590124 | 0.9879700 | 0.9643163 |
| Chained Jevons Index| 0.5414944 | 0.5528503 | 0.6030146 | 0.5447422 |
| Chained Dutot Index | 0.5961454 | 0.6098417 | 0.6532415 | 0.6065576 |
| GEKS-J Index        | 1.4183390 | 1.4098770 | 1.6185490 | 1.3503640 |
| GEKS-D Index        | 1.4862050 | 1.4404860 | 1.5456170 | 1.4178890 |

Source: Own calculations by using R.

For Fixed based indexes, the largest index value can be noticed for filter 2 (Figure 3), and the lowest for filter 1 (Figure 2). In the case of chained indexes, the most considerable price drop can be noticed for data with applied filter 3 (Figure 4), and the lowest for filter 2 (Figure 2).
In the case of GEKS indexes, the most significant price rise in the last period can be observed for filter 2 (Figure 3) and the lowest for filter 3 (Figure 4).

**Table 3.** Indexes values between first (t = 1) and last (t = 14) time period calculated for the male oxfords’ base data and data with applied filters

| Index              | Base data | Filter 1 | Filter 2 | Filter 3 |
|--------------------|-----------|----------|----------|----------|
| Jevons Index       | 0.9289061 | 0.9200919| 0.9373305| 0.9288719|
| Dutot Index        | 0.9597300 | 0.9575648| 0.9655342| 0.9641742|
| Chained Jevons Index| 0.5056607 | 0.5074591| 0.5709610| 0.4970819|
| Chained Dutot Index| 0.5562005 | 0.5594460| 0.6197308| 0.5516299|
| GEKS-J Index       | 1.0023470 | 0.9701082| 0.9841282| 0.9686279|
| GEKS-D Index       | 1.1317280 | 1.0938870| 1.0023470| 1.0914520|

Source: Own calculations by using R.

Similar to the ballerinas’ dataset, in the case of male oxfords (Table 3), we can notice that for Dutot and Jevons indexes we can achieve the highest index value for filter 2 (Figure 7) and the lowest for filter 1 (Figure 6). For chained indexes, the sharpest drop in price dynamics can be observed in the case of filter 3 (Figure 8). For the GEKS-D index, the lowest price index value can be noticed for data with the usage of filter 2 (Figure 7).

For the male shoes’ dataset (Table 4), as in the two previous product types, filter 2 (Figure 11) provides the lowest results for GEKS indexes. This is the opposite effect compared to the ballerinas’ dataset when GEKS based formulas provided much higher results for filter 2 (Figure 7).

**Table 4.** Indexes values between first (t = 1) and last (t = 14) time period calculated for the male shoes’ base data and data with applied filters

| Index      | Base data | Filter 1 | Filter 2 | Filter 3 |
|------------|-----------|----------|----------|----------|
| Jevons     | 0.9460867 | 0.9323798| 0.9461031| 0.9344793|
| Dutot      | 0.9532173 | 0.9461723| 0.9589734| 0.9479962|
| Chained Jevons | 0.5302576 | 0.5357866| 0.5957619| 0.5256066|
| Chained Dutot | 0.5668681 | 0.5743239| 0.6279515| 0.5650978|
| GEKS-J     | 1.3041550 | 1.2267400| 1.1440670| 1.2363870|
| GEKS-D     | 1.3112510 | 1.2326160| 1.1338170| 1.2524090|

Source: Own calculations by using R.

For base Jevons and Dutot version of indexes, the highest value can be observed in the case of filter 2 (Figure 11) and the lowest for filter 1 (Figure 10).

To sum up, in the case of GEKS indexes calculated on ballerinas’ dataset, we can observe that for the first ten months the results were stable with one drop in value around the 4th month for the same reason as in traditional indexes.
A sudden drop can be noticed between the 10th and 11th period, which can be explained by Christmas and New Year’s sales. After next two time periods, we can observe a sudden rise of values of indexes – to a 1.5 or even 1.7 level. This can be explained by introducing new collections at the beginning of spring. Similar results occurred in the case of male oxfords and male shoes. For this footwear, we can, however, observe additional value growth of GEKS indexes from the 5th period (July) to the 8th period (October).

For traditional versions of the Dutot and the Jevons indexes, we can observe that index values tend to stay between the 0.8 and 1 value with one sharp price drop between the 4th and 5th time period, which can be caused by summer sales. Chained indexes tend to show a stable decline in value with sharper drops in the 4th and 10th period due to sales mentioned in the case of mentioned indexes.

Even though filtered data provided results with fewer sharp changes in values of indexes, the trends in all the cases are similar. Therefore, we can say that outliers did not have a decisive influence that disrupted the overall trend in any of these cases.

5. Conclusions

Clothing and footwear are considered one of the most difficult groups of goods to measure price change indexes due to high product churn and many sales which impact the price stability. Product churn undermines the possibility to use the traditional Jevons and Dutot indexes. However, it is possible to use chained indexes and the GEKS indexes instead.

These indexes, however, are sensitive to big price changes. Price volatilities always lead to substantial differences between price index formulas. As observed in the case of both product groups, the results provided by the GEKS and chained versions of indexes were different. It is worth noticing that chained indexes exhibit downward drift similar to Australian Bureau of Statistics research (Australian Bureau of Statistics [ABS], 2018). Even though usage of filters altered the results mildly the issues are still visible, and we can confirm that the outliers did not have significant impact on the overall trend of price indexes. These findings could lead to the conclusion that even though both GEKS and chained indexes are giving promising results, they could be better suited for other COICOP groups with less price volatility and product churn. Therefore, it is recommended to proceed to other methods for calculating price dynamics for footwear and clothing.
Usage of web – scrapped data in calculation of inflation is still a new topic. The main contribution of this paper is showing the suitability of Jevons and Dutot based indexes for calculating price indexes for category with high product churn, such as footwear and clothing, and how eliminating outliers impacts the results. This this paper is one of the first to compare well known GEKS-Jevons index with an alternative GEKS index based on Dutot formula.

All analyzed data comes came from one online retailer so there might be differences in results when we compare it with different retailers. Further study is needed to compare GEKS and chained indexes with alternative approaches for footwear and clothing, such as CLIP method.
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