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**Abstract**

The possibility of getting a Radon–Nikodym type theorem and a Lebesgue-like decomposition for a not necessarily positive sesquilinear \( \Omega \) form defined on a vector space \( D \), with respect to a given positive form \( \Theta \) defined on \( D \), is explored. The main result consists in showing that a sesquilinear form \( \Omega \) is \( \Theta \)-regular, in the sense that it has a Radon–Nikodym type representation, if and only if it satisfies a sort Cauchy–Schwarz inequality whose right hand side is implemented by a positive sesquilinear form which is \( \Theta \)-absolutely continuous. In the particular case where \( \Theta \) is an inner product in \( D \), this class of sesquilinear form covers all standard examples. In the case of a form defined on a dense subspace \( D \) of Hilbert space \( H \) we give a sufficient condition for the equality \( \Omega(\xi,\eta) = \langle T\xi | \eta \rangle \), with \( T \) a closable operator, to hold on a dense subspace of \( H \).
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1. Introduction

It is a very basic fact that to every linear operator \( T \) defined on a subspace \( D \) of a Hilbert space \( H \) there corresponds a sesquilinear form \( \Omega_T \) on \( D \times D \) defined as

\[ \Omega_T(\xi,\eta) = \langle T\xi | \eta \rangle, \quad \xi, \eta \in D, \]

and \( \Omega_T \) is named the \textit{sesquilinear form associated to} \( T \). It is certainly more and more interesting to consider the converse question: given a sesquilinear form \( \Omega \) on \( D \times D \) does there exists a linear operator \( T \) such that \( \Omega = \Omega_T \)? The problem has very well-known solutions if the Hilbert space is finite-dimensional or if the form \( \Omega \) is bounded. The situation changes dramatically for unbounded sesquilinear forms. Although several conditions on a sesquilinear form \( \Omega \) are known (see, for instance \([10,15,18]\) for \( \Omega \) to be the sesquilinear form associated to a linear operator \( T \) in \( H \), a complete answer to the question remains unknown, in spite of the fact that this question has been taken under consideration by several authors (for the non-semibounded case, see, for instance, \([12,5,7,3]\) and for a treatment in Kreın spaces \([6]\)). The most relevant results are Kato’s...
first and second representation theorems concerning, respectively, closed sectorial forms and positive, or semibounded, forms (semiboundedness, in particular, seemed for long time to be an ineludible condition [10,4]). Sectoriality and positivity are clearly condition on the numerical range of the form. On the other hand, the closedness condition on sectorial form $\Omega$ means, roughly speaking that $D$ can be made into a Hilbert space under a new norm $\| \cdot \|_\Omega$, generating a topology finer than the initial one, and with respect to which $\Omega$ is bounded. A construction of this kind is proposed in this paper for a sesquilinear form $\Omega$ with no particular assumptions on their numerical range in order to get a Radon–Nikodym type theorem for them. This means, if $\Omega$ is a sesquilinear form on $D \times D$, with $D$ a dense subspace of Hilbert space, that we look for a representation of the following kind:

$$\Omega(\xi, \eta) = \langle HY \xi | H \eta \rangle, \quad \forall \xi, \eta \in D,$$

(1)

where $H$ is a positive self-adjoint operator in $H$ and $Y$ is such that $HY$ is well-defined and closable in $D$.

We consider this problem in a more general setting, by considering sesquilinear forms $\Omega$ defined on a complex vector space $D$. Properties of $\Omega$ are expressed with respect to a fixed positive sesquilinear form $\Theta$ on $D \times D$ in the same spirit of Hassi, Sebestyén and de Snoo in [8] and, earlier but with different purposes, by Pusz and Woronowicz in [14]; we will not follow however the approach of [8] but we prefer to use only Operator theory methods (we borrow, in fact, some techniques used in [2, Ch. 9] and in [9] for certain functionals or positive sesquilinear forms on (partial) *-algebras; see also [17]).

In Section 3 we consider a sesquilinear form $\Omega$ for which the set $M(\Omega)$ of all positive sesquilinear forms $\Psi$ on $D \times D$ such that

$$|\Omega(\xi, \eta)| \leq \Psi(\xi, \xi)^{1/2} \Psi(\eta, \eta)^{1/2}, \quad \forall \xi, \eta \in D$$

is nonempty. Then we introduce the notion of $\Theta$-regular form and show that this is equivalent to $\Omega$ admitting a representation of the type (1) (with an extra condition concerning the $\Theta$-absolute continuity of a certain positive $\Gamma_\Theta$ constructed from $H$ and $Y$).

In Section 4 we show that every sesquilinear form $\Omega$ for which $M(\Omega)$ is nonempty allows a Lebesgue-like decomposition into the sum of a $\Theta$-regular and a $\Theta$-singular form (both not necessarily positive), generalizing in this way a series of results mostly concerned with semibounded forms [20,8,21]. It is apparent that the condition $M(\Omega) \neq \emptyset$ plays here the same role that bounded variation plays for the classical Lebesgue decomposition theorem on measure spaces. A Lebesgue decomposition gives a natural relevance to singular forms, which, at least in the positive case, occur frequently in applications [11].

In Section 5 we focus on the case when $D$ is a pre-Hilbert space and $\Theta$ is exactly the inner product of $D$. In this situation we study the possible representation of a sesquilinear form $\Omega$ as $\Omega_T$, for some convenient operator $T$ defined on a subspace of $D$. For this we introduce two new notions: that of $q$-closed form, which means, roughly speaking that $D$ can be made into a Banach space under a new norm $\| \cdot \|_\Omega$, which makes possible the construction of a Banach–Gelfand triplet of spaces, and $\Theta$ is $\| \cdot \|_\Omega$-bounded on the smallest space of the triplet. The second notion we introduce for $\Omega$ is that of solvability, this roughly means that $\Omega$ can be perturbed by a bounded sesquilinear form such that the corresponding operator acting in the triplet is bounded with bounded inverse. Under this assumption we prove that $\Omega = \Omega_{T_F}$, for some closed operator $T$. If this perturbation is a scalar multiple of the inner product this condition of solvability turns out to be a condition on the numerical range $n_\Theta$ of $\Theta$ which simply means that $n_\Theta$ does not fill the whole complex plane.

2. Notations and preliminaries

Let $D$ be a complex vector space and $\Psi$ a sesquilinear form on $D \times D$. As usual, the adjoint form $\Psi^*$ is defined by
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If $\Psi^* = \Psi$, then $\Psi$ is symmetric. We also put
\[
\Re \Psi = \frac{1}{2}(\Psi + \Psi^*), \quad \Im \Psi = \frac{1}{2i}(\Psi - \Psi^*).
\]
Both $\Re \Psi$ and $\Im \Psi$ are symmetric sesquilinear forms on $D \times D$ and
\[
\Psi = \Re \Psi + i\Im \Psi.
\]

We set
\[
N(\Psi) = \{\xi \in D : \Psi(\xi, \eta) = 0, \forall \eta \in D\}.
\]

Then $N(\Psi)$ is a subspace of $D$.

If $\Psi$ is positive (i.e., $\Psi(\xi, \xi) \geq 0$, for every $\xi \in D$), then it is symmetric and
\[
N(\Psi) = \{\xi \in D : \Psi(\xi, \xi) = 0\}.
\]

In this case, we can consider the quotient $D/N(\Psi)$. We put $j_\Psi(\xi) := \xi + N(\Psi)$. If $\Psi \geq 0$, then $j_\Psi(D) = D/N(\Psi)$ is a pre-Hilbert space with inner product
\[
\langle j_\Psi(\xi) | j_\Psi(\eta) \rangle_\Psi = \Psi(\xi, \eta).
\]

We denote by $H_\Psi$ the Hilbert space completion of $j_\Psi(D)$. Its inner product will be denoted by $\langle \cdot | \cdot \rangle_\Psi$ and the corresponding norm by $\| \cdot \|_\Psi$.

If $\Theta$, $\Psi$ are positive sesquilinear forms on $D \times D$ we write $\Theta \leq \Psi$ if $\Theta(\xi, \xi) \leq \Psi(\xi, \xi)$, for every $\xi \in D$. If $\Theta$, $\Psi$ are positive, we say that $\Psi$ dominates $\Theta$ if there exists $\gamma > 0$ such that $\Theta \leq \gamma \Psi$; i.e.,
\[
\Theta(\xi, \xi) \leq \gamma \Psi(\xi, \xi), \quad \forall \xi \in D.
\] (2)

3. Absolutely continuous and regular sesquilinear forms

In this section we will extend to not necessarily positive sesquilinear forms the notion of absolute continuity and study the possibility of getting a Radon–Nikodym-like theorem for them. But before doing this we need some preliminaries.

The following lemma expresses a well-known fact. We include the easy proof for completeness.

**Lemma 3.1.** Let $\Psi$ dominate $\Theta$. Then there exists a bounded operator $C$ on $H_\Psi$, with $0 \leq C \leq \gamma I$, such that
\[
\Theta(\xi, \eta) = \langle Cj_\Psi(\xi) | j_\Psi(\eta) \rangle_\Psi, \quad \forall \xi, \eta \in D.
\]

**Proof.** By (2) it follows easily that $C_\Theta : j_\Psi(\xi) \rightarrow j_\Theta(\xi)$ is a well defined linear operator from $j_\Psi(D)$ into $j_\Theta(D)$ and, also, that it is bounded. Thus, it extends to a bounded operator (denoted by the same symbol) from $H_\Psi$ into $H_\Theta$. We put $C := C_\Theta C_\Theta$. Then $C$ is a bounded operator on $H_\Psi$ with $0 \leq C \leq \gamma I$. One has,
\[
\langle Cj_\Psi(\xi) | j_\Theta(\eta) \rangle_\Psi = \langle C_\Theta j_\Psi(\xi) | C_\Theta j_\Theta(\eta) \rangle_\Theta = \langle j_\Theta(\xi) | j_\Theta(\eta) \rangle_\Theta = \Theta(\xi, \eta). \quad \square
Let $\Omega$ be a sesquilinear form on $D \times D$. We denote by $M(\Omega)$ the set of all positive sesquilinear forms $\Psi$ on $D \times D$ such that

\[ |\Omega(\xi, \eta)| \leq \Psi(\xi, \xi)^{1/2}\Psi(\eta, \eta)^{1/2}, \quad \forall \xi, \eta \in D. \quad (3) \]

**Remark 3.2.** It is worth remarking that if

\[ |\Omega(\xi, \xi)| \leq \Psi(\xi, \xi), \quad \forall \xi \in D \quad (4) \]

then

\[ |\Omega(\xi, \eta)| \leq \epsilon_\Omega \Psi(\xi, \xi)^{1/2}\Psi(\eta, \eta)^{1/2}, \quad \forall \xi, \eta \in D, \]

where either $\epsilon_\Omega = 1$, if $\Omega$ is symmetric, or $\epsilon_\Omega = 2$, if $\Omega$ is not symmetric (see, e.g. [10, Ch. VI §1.2, §3.1]). Hence, $M(\Omega)$ can also be described as the set of all positive forms $\Psi$ for which the inequality (4) holds.

**Definition 3.3.** Let $\Theta$ be a positive sesquilinear form on $D \times D$. A positive sesquilinear form $\Psi$ is said to be $\Theta$-absolutely continuous if

(i) $N(\Theta) \subseteq N(\Psi)$;
(ii) The map $j_\Theta(\xi) \to j_\Psi(\xi), \xi \in D$ is a closable linear map of the pre-Hilbert space $j_\Theta(D)$ into the Hilbert space $H_\Psi$.

A (not necessarily positive) sesquilinear form $\Omega$ is said to be $\Theta$-regular if there exists $\Psi \in M(\Omega)$ such that $\Psi$ is $\Theta$-absolutely continuous.

**Remark 3.4.** If $\Psi$ is a positive sesquilinear form, then $\Psi \in M(\Psi)$ and if $\Psi$ is $\Theta$-absolutely continuous, then it is $\Theta$-regular. We point out that (i) can be deduced from (ii), but since it constitutes a preliminary test for the $\Theta$-absolute continuity of a positive form $\Psi$, we prefer to keep them separate.

It is easily seen that the sum of $\Theta$-regular forms is $\Theta$-regular and so is the positive scalar multiple of a $\Theta$-regular form.

**Example 3.5.** Let $T$ be a closed operator defined on a dense domain $D(T)$ of a Hilbert space $H$. Assume that $D := D(T) \cap D(T^*)$ is dense in $H$. We define a sesquilinear form $\Omega_T$ on $D \times D$ by putting

\[ \Omega_T(\xi, \eta) = \langle T\xi | \eta \rangle, \xi, \eta \in D. \]

Let $T = UH$ be the polar decomposition of $T$ with $H = (T^*)^{1/2}$. Let us define a positive sesquilinear form $\Gamma_T$ on $D \times D$ by

\[ \Gamma_T(\xi, \eta) = \langle \xi | \eta \rangle + \langle H\xi | \eta \rangle + \langle HU^*\xi | U^*\eta \rangle, \quad \xi, \eta \in D_T. \]

Then $\Gamma_T \in M(\Omega_T)$. Indeed, by the generalized Cauchy–Schwarz inequality, we have, for every $\xi, \eta \in D$,

\[ |\Omega_T(\xi, \eta)| = |\langle T\xi | \eta \rangle| = |\langle UH\xi | \eta \rangle| = |\langle H\xi | U^*\eta \rangle| \leq \langle H\xi | \xi \rangle^{1/2}\langle HU^*\xi | U^*\eta \rangle^{1/2} \leq \Gamma_T(\xi, \xi)^{1/2}\Gamma_T(\eta, \eta)^{1/2}. \]

Now we show that $\Gamma_T$ is $\Theta$-absolutely continuous where $\Theta$ is the inner product of $H$. Indeed, let $\{\xi_n\}$ be a sequence in $D$ such that $\|\xi_n\| \to 0$ and $\Gamma_T(\xi_n - \xi_m, \xi_n - \xi_m) \to 0$. This implies that...
\[
\Gamma_T(\xi_n - \xi_m, \xi_n - \xi_m) = \|\xi_n - \xi_m\|^2 + \langle H(\xi_n - \xi_m) | \xi_n - \xi_m \rangle \\
+ \langle HU^*(\xi_n - \xi_m) | U^*(\xi_n - \xi_m) \rangle \\
= \|\xi_n - \xi_m\|^2 + \|H^{1/2}(\xi_n - \xi_m)\|^2 + \|H^{1/2}U^*(\xi_n - \xi_m)\|^2 \to 0.
\]

Since \(H^{1/2}\) is closable in \(D_T\), we get \(\Gamma_T(\xi_n, \xi_n) \to 0\). Hence \(\Omega_T\) is \(\Theta\)-regular, in the sense of Definition 3.3.

As it is clear, this example gives a strong indication on conditions that a sesquilinear form \(\Omega\) must satisfy to be represented as \(\Omega = \Omega_T\). In fact, we can now state the following Radon–Nikodym-like theorem.

**Theorem 3.6.** Let \(\Omega, \Theta\) be sesquilinear forms on \(D \times D\), with \(\Theta\) positive. The following statements are equivalent.

(i) \(\Omega\) is \(\Theta\)-regular.

(ii) There exists a positive self-adjoint operator \(H\) in \(H_\alpha\), with \(j_\alpha(D) \subset D(H)\), and a linear operator \(Y : j_\alpha(D) \to D(H)\) such that

\[
\Omega(\xi, \eta) = \langle HY j_\alpha(\xi) | Hj_\alpha(\eta) \rangle_\omega, \quad \forall \xi, \eta \in D
\]

and the positive sesquilinear form \(\Gamma\) defined by

\[
\Gamma(\xi, \eta) = \langle Hj_\alpha(\xi) | Hj_\alpha(\eta) \rangle_\omega + \langle HY j_\alpha(\xi) | HY j_\alpha(\eta) \rangle_\omega, \quad \xi, \eta \in D
\]

is \(\Theta\)-absolutely continuous.

**Proof.** (i) \(\Rightarrow\) (ii): Let \(\Psi \in M(\Omega)\) satisfy the conditions (i) and (ii) of Definition 3.3. Clearly, \(\Theta + \Psi\) dominates both \(\Theta\) and \(\Psi\). Then by Lemma 3.1 there exists a positive self-adjoint operator \(C \in \mathcal{B}(H_{\Theta + \Psi})\), \(0 \leq C \leq I\), such that

\[
\Theta(\xi, \eta) = \langle Cj_{\Theta + \Psi}(\xi) | j_{\Theta + \Psi}(\eta) \rangle_{\Theta + \Psi}, \quad \forall \xi, \eta \in D.
\]

Put \(B := C^{1/2}\). Then, \(0 \leq B \leq I\) and

\[
\Theta(\xi, \eta) = \langle Bj_{\Theta + \Psi}(\xi) | Bj_{\Theta + \Psi}(\eta) \rangle_{\Theta + \Psi}, \quad \forall \xi, \eta \in D.
\]

Since \((\Theta + \Psi)(\xi, \eta) = \langle j_{\Theta + \Psi}(\xi) | j_{\Theta + \Psi}(\eta) \rangle_{\Theta + \Psi}\), we also have

\[
\Psi(\xi, \eta) = (\Theta + \Psi)(\xi, \eta) - \Theta(\xi, \eta) = \langle (I - B^2)j_{\Theta + \Psi}(\xi) | j_{\Theta + \Psi}(\eta) \rangle_{\Theta + \Psi}.
\]

By (6) an isometry \(U\) of \(H_\alpha\) into \(H_{\Theta + \Psi}\) can be defined by putting first

\[
U j_\alpha(\xi) = Bj_{\Theta + \Psi}(\xi), \quad \xi \in D
\]

and then extending it to \(H_\alpha\).

Set now

\[
S_n = \int_1^t t^{-1} \sqrt{1 - t^2} \, dE(t), \quad K_n = U^* S_n U, \quad n \in \mathbb{N},
\]
where $B = \int_0^1 t \, dE(t)$ is the spectral resolution of $B$. Then it is not difficult to show that $\{K_n\}$ is an increasing sequence of positive operators. We have

$$
\lim_{n \to \infty} K_n j_\alpha(\xi) \text{ exists in } \mathcal{H}_\alpha, \forall \xi \in \mathcal{D}
$$

and

$$
\Psi(\xi, \eta) = \lim_{n \to \infty} \langle K_n j_\alpha(\xi) | K_n j_\alpha(\eta) \rangle_\alpha, \forall \xi, \eta \in \mathcal{D}.
$$

Indeed, taking into account that since $UU^*$ is the projection onto the range $\text{Ran} U$ of $U$ and that $\text{Ran} U = \text{Ran} B = (\text{Ker} B)^\perp$, then $UU^*$ commutes with $B$ and with $S_n$, we have for $m > n$,

$$
\|K_n j_\alpha(\xi) - K_m j_\alpha(\xi)\|_\alpha^2 = \|U^* S_n U j_\alpha(\xi) - U^* S_m U j_\alpha(\xi)\|_\alpha^2 \\
= \|UU^* S_n U j_\alpha(\xi) - UU^* S_m U j_\alpha(\xi)\|_{\alpha + \phi}^2 \\
= \|S_n B j_{\alpha + \phi}(\xi) - S_m B j_{\alpha + \phi}(\xi)\|_{\alpha + \phi}^2 \\
\leq \left(1 - \frac{1}{n}\right)^2 \int E(t) j_{\alpha + \phi}(\xi) j_{\alpha + \phi}(\xi) d\xi, \forall \xi \in \mathcal{D}.
$$

Now we prove (8). We denote by $P_{\alpha + \phi}$ the projection of $\mathcal{H}_{\alpha + \phi}$ onto $\text{Ker} B$. Then, for every $\xi, \eta \in \mathcal{D}$, we get

$$
\lim_{n \to \infty} \langle K_n j_\alpha(\xi) | K_n j_\alpha(\eta) \rangle_\alpha = \lim_{n \to \infty} \langle U^* S_n U j_\alpha(\xi) | U^* S_n U j_\alpha(\eta) \rangle_\alpha \\
= \lim_{n \to \infty} \langle UU^* S_n U j_\alpha(\xi) | S_n U j_\alpha(\eta) \rangle_{\alpha + \phi} \\
= \lim_{n \to \infty} \langle S_n U j_\alpha(\xi) | S_n U j_\alpha(\eta) \rangle_{\alpha + \phi} \\
= \lim_{n \to \infty} \langle S_n B j_{\alpha + \phi}(\xi) | S_n B j_{\alpha + \phi}(\eta) \rangle_{\alpha + \phi} \\
= \lim_{n \to \infty} \frac{1}{1/n} \int E(t) j_{\alpha + \phi}(\xi) j_{\alpha + \phi}(\xi) d\xi, \forall \xi \in \mathcal{D}.
$$

Now we use the $\Theta$-absolute continuity of $\Psi$. Let $\xi \in \mathcal{D}$ and consider $P_{\alpha + \phi} j_{\alpha + \phi}(\xi)$. Let $\{\xi_n\}$ be a sequence of vectors of $\mathcal{D}$ such that $j_{\alpha + \phi}(\xi_n) \to P_{\alpha + \phi} j_{\alpha + \phi}(\xi)$. Then we have

$$
\lim_{n \to \infty} U j_\alpha(\xi_n) = \lim_{n \to \infty} B j_{\alpha + \phi}(\xi_n) = BP_{\alpha + \phi} j_{\alpha + \phi}(\xi) = 0,
$$

so $\|j_\alpha(\xi_n)\|_\alpha \to 0$ and

$$
\|j_{\phi}(\xi_n) - j_{\phi}(\xi_m)\|_\phi^2 = \langle (I - B^2) j_{\alpha + \phi}(\xi_n - \xi_m) j_{\alpha + \phi}(\xi_n - \xi_m) \rangle_{\alpha + \phi} \to 0
$$
as $n, m \to +\infty$. By the closability of the map $j_\alpha(\xi) \to j_{\phi}(\xi), \xi \in \mathcal{D}$ it follows that $\|j_{\phi}(\xi_n)\|_\phi \to 0$. Hence,
Then we have
\[
\left\langle (I - B^2)j_{\Theta+\Psi}(\xi) | j_{\Theta+\Psi}(\xi) \right\rangle_{\Theta+\Psi} = \lim_{n \to \infty} \left\langle (I - B^2)j_n(\xi) | j_n(\xi) \right\rangle_{\Theta+\Psi} = \lim_{n \to \infty} \left\langle j_n(\xi) | j_n(\xi) \right\rangle_{\Phi} = 0.
\]

We put
\[
\begin{cases}
D(K_0) = \{ \zeta \in \mathcal{H}_\Theta; \text{lim}_{n \to \infty} K_n \zeta \text{ exists in } \mathcal{H}_\Theta \}, \\
K_0 \zeta = \text{lim}_{n \to \infty} K_n \zeta, \quad \zeta \in D(K_0).
\end{cases}
\]

Then it follows from (7) and (8) that $K_0$ is a positive operator in $\mathcal{H}_\Theta$ such that $D(K_0) \supset j_\Theta(\mathcal{D})$. Its Friedrichs extension $K$ is then a positive self-adjoint operator satisfying the following conditions $(k_1)$ and $(k_2)$:

$(k_1)$ $j_\Theta(\mathcal{D}) \subset D(K)$;

$(k_2)$ $\Psi(\xi, \eta) = \left\langle Kj_\Theta(\xi) | Kj_\Theta(\eta) \right\rangle_\Theta, \quad \forall \xi, \eta \in \mathcal{D}$.

The $\Theta$-absolute continuity of $\Psi$ implies that the map
\[
u : \tilde{\xi} = \text{lim}_{n \to \infty} j_{\Theta+\Psi}(\xi_n) \in \mathcal{H}_{\Theta+\Psi} \mapsto u(\tilde{\xi}) := \text{lim}_{n \to \infty} j_\Theta(\xi_n) \in \mathcal{H}_\Theta
\]
is well-defined, injective, continuous and has dense range. Thus $\mathcal{H}_{\Theta+\Psi}$ can be identified with a dense subspace of $\mathcal{H}_\Theta$.

As for the inner product we have
\[
\left\langle \tilde{\xi} | \tilde{\eta} \right\rangle_{\Theta+\Psi} = \left\langle u(\tilde{\xi}) | u(\tilde{\eta}) \right\rangle_\Theta + \left\langle Ku(\tilde{\xi}) | Ku(\tilde{\eta}) \right\rangle_\Theta, \quad \forall \tilde{\xi}, \tilde{\eta} \in \mathcal{H}_{\Theta+\Psi}.
\]

Now define $H = (I + K^2)^{1/2}$. Then $D(H) = D(K)$ and
\[
\left\langle \tilde{\xi} | \tilde{\eta} \right\rangle_{\Theta+\Psi} = \left\langle Hu(\tilde{\xi}) | Hu(\tilde{\eta}) \right\rangle_\Theta, \quad \forall \tilde{\xi}, \tilde{\eta} \in \mathcal{H}_{\Theta+\Psi}.
\]

We set
\[
\Omega_0(j_{\Theta+\Psi}(\xi), j_{\Theta+\Psi}(\eta)) := \Omega(\xi, \eta), \quad \xi, \eta \in \mathcal{D}.
\]

Then $\Omega_0$ is a well-defined sesquilinear form on $j_{\Theta+\Psi}(\mathcal{D}) \times j_{\Theta+\Psi}(\mathcal{D})$.

Then by (3) it follows that $\Omega_0$ is bounded on $j_{\Theta+\Psi}(\mathcal{D})$ and thus it extends to a bounded sesquilinear form $\tilde{\Omega}_0$ on $\mathcal{H}_{\Theta+\Psi}$. Hence, there exists an operator $Y_{\Theta+\Psi}$, bounded on $\mathcal{H}_{\Theta+\Psi}$, such that
\[
\Omega(\xi, \eta) = \tilde{\Omega}_0(j_{\Theta+\Psi}(\xi), j_{\Theta+\Psi}(\eta)) = \left\langle Y_{\Theta+\Psi}j_{\Theta+\Psi}(\xi) | j_{\Theta+\Psi}(\eta) \right\rangle_{\Theta+\Psi}, \quad \forall \xi, \eta \in \mathcal{D}.
\]

On the other hand, by (11), we have
\[
\left\langle Y_{\Theta+\Psi}j_{\Theta+\Psi}(\xi) | j_{\Theta+\Psi}(\eta) \right\rangle_{\Theta+\Psi} = \left\langle Hu(Y_{\Theta+\Psi}j_{\Theta+\Psi}(\xi)) | hu(j_{\Theta+\Psi}(\eta)) \right\rangle_\Theta = \left\langle Hu(Y_{\Theta+\Psi}j_{\Theta+\Psi}(\xi)) | Hj_\Theta(\eta) \right\rangle_\Theta, \quad \forall \xi, \eta \in \mathcal{D}.
\]

Hence,
\[
\Omega(\xi, \eta) = \left\langle Hu(Y_{\Theta+\Psi}j_{\Theta+\Psi}(\xi)) | Hj_\Theta(\eta) \right\rangle_\Theta, \quad \forall \xi, \eta \in \mathcal{D}.
\]
We now define an operator $Y$ from $j_\omega(D)$ into $\mathcal{H}_\omega$ by putting $Yj_\omega(\xi) = u(Y_{\omega+\varsigma}j_{\omega+\varsigma}(\xi))$. The $\Theta$-absolute continuity of $\Psi$ implies that $Y$ is well-defined. Thus finally we have

$$\Omega(\xi, \eta) = \langle HYj_\omega(\xi) | Hj_\omega(\eta) \rangle_\omega, \quad \forall \xi, \eta \in D. \quad (13)$$

We now prove that $\Gamma$ is $\Theta$-absolutely continuous. We first observe that using (11), the following inequality can be proven:

$$\|Yj_\omega(\xi)\|_\omega = \|u(Y_{\omega+\varsigma}j_{\omega+\varsigma}(\xi))\|_\omega \leq \gamma \|Y_{\omega+\varsigma}j_{\omega+\varsigma}(\xi)\|_{\omega+\varsigma} = \gamma \|HYj_\omega(\xi)\|_\omega, \quad \forall \xi \in D, \quad (14)$$

where $\gamma > 0$ is an upper bound for the operator $u$ defined in (10).

Let $\{\xi_n\}$ be a sequence in $D$ such that

$$\|j_\omega(\xi_n)\|_\omega \to 0, \text{ as } n \to \infty, \text{ and}$$

$$\|Hj_\omega(\xi_n - \xi_m)\|_\omega^2 + \|HYj_\omega(\xi_n - \xi_m)\|_\omega^2 \to 0, \text{ as } n, m \to \infty.$$

The closedness of $H$ implies that $\|Hj_\omega(\xi_n)\|_\omega \to 0$. But, by (11), $\|Hj_\omega(\xi_n)\|_\omega = \|j_{\omega+\varsigma}(\xi_n)\|_{\omega+\varsigma} \to 0$ and thus, by the boundedness of $Y_{\omega+\varsigma}$ in $\mathcal{H}_{\omega+\varsigma}$ we conclude that $\|Y_{\omega+\varsigma}j_{\omega+\varsigma}(\xi_n)\|_{\omega+\varsigma} \to 0$. On the other hand, since

$$\|Yj_\omega(\xi_n - \xi_m)\|_\omega \leq \gamma \|HYj_\omega(\xi_n - \xi_m)\|_\omega \to 0,$$

the sequence $\{Yj_\omega(\xi_n)\}$ converges to some vector $\zeta \in \mathcal{H}_\omega$ and, again by the closedness of $H$, we have $\zeta \in D(H)$ and $HYj_\omega(\xi_n) \to H\zeta$. By (14), we obtain $\zeta = 0$. Using again the closedness of $H$ we finally get $\|HYj_\omega(\xi_n)\|_\omega \to 0$. Hence $\Gamma$ is $\Theta$-absolutely continuous. The implication (ii)$\Rightarrow$(i) is obvious once one takes $\Psi = \Gamma$. \hfill $\square$

**Remark 3.7.** The operators $H, Y$ which appear in the representation (5) of $\Omega$ depend, clearly, on the choice of the $\Theta$-absolutely continuous form $\Psi \in \mathcal{M}(\Omega)$ (if any, of course). They are not even uniquely determined for a fixed $\Psi \in \mathcal{M}(\Omega)$, but $Y$, depending only on the inner product defined by $\Psi$, is unique. Moreover, $Y$, as constructed in the proof of Theorem 3.6 is bounded and, consequently, $HY$ is closable. Finally, it is worth remarking that following [10, Ch. VI, Lemma 3.1] and under the same assumptions of Theorem 3.6, it can be shown that there exists a bounded operator $S$ in $\mathcal{H}_\omega$ such that

$$\Omega(\xi, \eta) = \langle SHj_\omega(\xi) | Hj_\omega(\eta) \rangle_\omega, \quad \forall \xi, \eta \in D.$$

The values of the operator $S$ can be, however, arbitrarily chosen on the subspace $(\text{Ran } H)^{\perp}$ of $\mathcal{H}_\omega$, while the restriction of $S$ to the closure of $\text{Ran } H$ is uniquely determined. In conclusion, even for fixed $\Psi$ and $H$, the uniqueness of the representation is lost.

In [19] Sebestyén and Titkos gave a Radon–Nikodym type theorem for positive sesquilinear form $\Psi$ on $\mathcal{D} \times \mathcal{D}$, with $\Psi$ *almost dominated* by $\Theta$: this means that there exists a nondecreasing sequence $\Psi_n$, $n \in \mathbb{N}$, and $\Psi = \sup_{n \in \mathbb{N}} \Psi_n$. Along the previous proof we have explicitly constructed this sequence. Actually, the following statement holds (see also [8, Theorem 3.8]).

**Corollary 3.8.** Let $\Theta$ and $\Psi$ be positive sesquilinear forms on $\mathcal{D} \times \mathcal{D}$. The following statements are equivalent.

(i) $\Psi$ is $\Theta$-absolutely continuous.

(ii) $\Psi$ is almost dominated by $\Theta$. 
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\[ \Psi_n(\xi, \eta) := \langle K_n j_\phi(\xi) | K_n j_\phi(\eta) \rangle_{\omega}, \forall \xi, \eta \in \mathcal{D}, \]

where the $K_n$'s are the bounded operators in $\mathcal{H}_\omega$ defined in the proof of (i)⇒(ii) of Theorem 3.6. Then it is easily seen that the nondecreasing sequence $\{\Psi_n\}$ consists of $\Theta$-dominated forms and, as shown in the same proof, $\Psi = \sup_{n \in \mathbb{N}} \Psi_n$. Hence $\Psi$ is almost dominated by $\Theta$.

(ii)⇒(i): This follows from [8, Theorem 3.8] and Theorem 3.6. □

4. Lebesgue-like decomposition

At this point of our discussion it is natural to pose the question as to whether a Lebesgue-like decomposition holds for a sesquilinear form $\Omega$ for which $M(\Omega)$ is nonempty. Before considering this question we need to precise the notion of singular form.

**Definition 4.1.** Let $\Theta$, $\Omega$ be sesquilinear forms on $\mathcal{D} \times \mathcal{D}$, with $\Theta$ positive. We say that $\Omega$ is $\Theta$-singular if, for every $\xi \in \mathcal{D}$, there exists a sequence $\{\xi_n\}$ in $\mathcal{D}$ such that

\[ \lim_{n \to \infty} \Theta(\xi_n, \xi_n) = 0 \quad \text{and} \quad \lim_{n \to \infty} \Omega(\xi_n - \xi, \xi_n - \xi) = 0. \]

The previous definition in the case of positive sesquilinear forms coincides with the traditional one (see e.g. [8, Proposition 2.10] and the discussion following that).

**Proposition 4.2.** Let $\Psi$, $\Theta$ be two positive sesquilinear forms on $\mathcal{D} \times \mathcal{D}$. Then the following assertions are equivalent:

(i) $\Psi$ is $\Theta$-singular;

(ii) If $\sigma$ is a positive sesquilinear form with $\sigma \leq \Psi$ and $\sigma \leq \Theta$, then $\sigma = 0$.

The previous proposition shows the symmetry of the notion of singularity for positive sesquilinear forms (by exchanging the roles of $\Theta$ and $\Psi$) which is lost if one of them is not necessarily positive.

The following Theorem 4.3 gives a variant of the Lebesgue decomposition theorem.

**Theorem 4.3.** Let $\Theta$, $\Omega$ be sesquilinear forms on $\mathcal{D} \times \mathcal{D}$, with $\Theta$ positive. If $M(\Omega)$ is nonempty, then $\Omega$ can be decomposed into

\[ \Omega = \Omega_r + \Omega_s \]

where $\Omega_r$ is $\Theta$-regular and $\Omega_s$ is $\Theta$-singular.

**Proof.** We choose $\Psi \in M(\Omega)$ and follow essentially the proof of Theorem 3.6. The construction of the sequence $\{K_n\}$ does not depend in fact on the $\Theta$-absolute continuity of $\Omega$ required there. Hence from (9) we get the representation

\[ \Psi(\xi, \eta) = \langle K j_\phi(\xi) | K j_\phi(\eta) \rangle_{\omega} + \langle P_{\theta+\phi} j_{\theta+\phi}(\xi) | j_{\theta+\phi}(\eta) \rangle_{\theta+\phi}, \]

which already proves the statement for a positive sesquilinear form $\Psi$, once one proves that the second term of the right hand side of the previous equation is a singular form (this will be done later). The kernel of
the map \( u \) defined in (10), if \( \Omega \) is not \( \Theta \)-regular, coincides with the kernel of the operator \( B \) defined in (6). Hence (11) becomes

\[
\langle \xi | \eta \rangle_{\Theta+\Psi} = \langle Hu(\xi) | Hu(\eta) \rangle_{\Theta} + \langle P_{\Theta+\Psi} \xi | P_{\Theta+\Psi} \eta \rangle_{\Theta+\Psi}, \quad \forall \xi, \eta \in \mathcal{H}_{\Theta+\Psi}. \tag{15}
\]

Thus (12) reads as follows

\[
\Omega(\xi, \eta) = \langle Hu(\Theta+\Psi j_{\Theta+\Psi}(\xi)) | Hj_{\Theta}(\eta) \rangle_{\Theta} + \langle P_{\Theta+\Psi} Y_{\Theta+\Psi} j_{\Theta+\Psi}(\xi) | P_{\Theta+\Psi} j_{\Theta+\Psi}(\eta) \rangle_{\Theta+\Psi}, \quad \forall \xi, \eta \in D. \tag{16}
\]

We now define an operator \( Z \) from \( j_{\Theta}(\mathcal{D}) \) into \( \mathcal{H}_{\Theta} \) by putting \( Zj_{\Theta}(\xi) = u(Y_{\Theta+\Psi}(I - P_{\Theta+\Psi})j_{\Theta+\Psi}(\xi)) \). Since \( j_{\Theta}(\xi) = 0 \) if and only if \( j_{\Theta+\Psi}(\xi) \in \text{Ker} B \), \( Z \) is well-defined. Now we define, for every \( \xi, \eta \in \mathcal{D} \),

\[
\Omega_r(\xi, \eta) = \langle HZj_{\Theta}(\xi) | Hj_{\Theta}(\eta) \rangle_{\Theta}; \tag{16}
\]

\[
\Omega_s(\xi, \eta) = \langle Hu(Y_{\Theta+\Psi} P_{\Theta+\Psi} j_{\Theta+\Psi}(\xi)) | Hj_{\Theta}(\eta) \rangle_{\Theta} + \langle P_{\Theta+\Psi} Y_{\Theta+\Psi} j_{\Theta+\Psi}(\xi) | P_{\Theta+\Psi} j_{\Theta+\Psi}(\eta) \rangle_{\Theta+\Psi}. \tag{17}
\]

It is clear that \( \Omega = \Omega_r + \Omega_s \). It remains to prove that \( \Omega_r \) and \( \Omega_s \) have the desired properties. The \( \Theta \)-regularity of \( \Omega_r \) can be proved in the very same way as the corresponding proof for \( \Omega \) at the end of the proof of Theorem 3.6 and we omit the details. As to \( \Omega_s \), let \( \xi \in \mathcal{D} \) and \( \{\xi_n\} \) a sequence in \( \mathcal{D} \) such that \( j_{\Theta+\Psi}(\xi_n) \rightarrow P_{\Theta+\Psi} j_{\Theta+\Psi}(\xi) \). Then, as in the proof of Theorem 3.6, \( \|j_{\Theta}(\xi_n)\|_{\Theta} \rightarrow 0 \). Then we get from (15)

\[
\|Hu(Y_{\Theta+\Psi} P_{\Theta+\Psi} j_{\Theta+\Psi}(\xi - \xi_n))\|_{\Theta}^2 = \|Y_{\Theta+\Psi} P_{\Theta+\Psi} j_{\Theta+\Psi}(\xi - \xi_n)\|_{\Theta+\Psi}^2 - \|P_{\Theta+\Psi} Y_{\Theta+\Psi} j_{\Theta+\Psi}(\xi - \xi_n)\|_{\Theta+\Psi}^2
\]

and both terms of the right hand side tend to 0, by the boundedness of \( Y_{\Theta+\Psi} \) and by the definition of \( \{\xi_n\} \). Moreover

\[
\|Hj_{\Theta}(\xi - \xi_n)\|_{\Theta}^2 = \|j_{\Theta+\Psi}(\xi - \xi_n)\|_{\Theta+\Psi}^2 - \|P_{\Theta+\Psi} j_{\Theta+\Psi}(\xi - \xi_n)\|_{\Theta+\Psi}^2
\]

\[
\rightarrow \|j_{\Theta+\Psi}(\xi) - P_{\Theta+\Psi} j_{\Theta+\Psi}(\xi)\|_{\Theta+\Psi}^2.
\]

A simple application of the Cauchy–Schwarz inequality shows then that

\[
\langle Hu(Y_{\Theta+\Psi} P_{\Theta+\Psi} j_{\Theta+\Psi}(\xi - \xi_n)) | Hj_{\Theta}(\xi - \xi_n) \rangle_{\Theta} \rightarrow 0.
\]

Finally, since

\[
P_{\Theta+\Psi} Y_{\Theta+\Psi} j_{\Theta+\Psi}(\xi - \xi_n) \rightarrow P_{\Theta+\Psi} Y_{\Theta+\Psi}(I - P_{\Theta+\Psi}) j_{\Theta+\Psi}(\xi)
\]

and

\[
P_{\Theta+\Psi} j_{\Theta+\Psi}(\xi - \xi_n) \rightarrow 0,
\]

we conclude that

\[
\langle P_{\Theta+\Psi} Y_{\Theta+\Psi} j_{\Theta+\Psi}(\xi - \xi_n) | P_{\Theta+\Psi} j_{\Theta+\Psi}(\xi - \xi_n) \rangle_{\Theta+\Psi} \rightarrow 0.
\]
So that

$$\lim_{n \to \infty} \Omega_s(\xi - \xi_n, \xi - \xi_n) = 0;$$

that is, \(\Omega_s\) is \(\Theta\)-singular. \(\Box\)

**Remark 4.4.** As in the case of positive sesquilinear forms (see the discussion in [8, Section 4] and also [19]), the Lebesgue-like decomposition is not unique. It is worth mentioning that Ando, who proved in [1] a Lebesgue type decomposition for positive operators, gave a necessary and sufficient condition for the uniqueness of this decomposition [1, Theorem 6]. In Theorem 4.6 of [8] an analogous statement is proved for the Lebesgue type decomposition of positive forms.

As a consequence of the previous theorem we find, clearly, the results obtained in [8, Theorem 2.11; Proposition 3.7]. For the sake of completeness we show explicitly (see also [20, Theorem 2.2]) how they can be recovered using the techniques developed in this paper.

**Corollary 4.5.** Let \(\Theta, \Psi\) be positive sesquilinear forms on \(\mathcal{D} \times \mathcal{D}\). Then \(\Psi\) can be decomposed into

$$\Psi = \Psi_a + \Psi_s$$

where \(\Psi_a\) is \(\Theta\)-absolutely continuous and \(\Psi_s\) is \(\Theta\)-singular.

Moreover, if \(\Phi\) is \(\Theta\)-absolutely continuous and \(\Phi \leq \Psi\), then \(\Phi \leq \Psi_a\).

**Proof.** Following the same construction made in the proof of Theorem 3.6 we define

$$\Psi_a(\xi, \eta) = \lim_{n \to +\infty} \langle K_n j_{\Theta}(\xi) | K_n j_{\Theta}(\eta) \rangle$$

$$\Psi_s(\xi, \eta) = \langle P_{\Theta^+} j_{\Theta^+}(\xi) | j_{\Theta^+}(\eta) \rangle,$$

\(\xi, \eta \in \mathcal{D}\).

Then, as shown in the proof of Theorem 3.6, \(\Psi_a\) and \(\Psi_s\) satisfy the first statement.

In order to prove the second statement, let us consider the operator \(B\) constructed in the proof of Theorem 3.6. We keep the notations introduced there; in particular, we denote by \(P_{\Theta^+}\) the projection onto \(\text{Ker} B\). Let \(I_{\Phi,\cdot} : \mathcal{H}_{\Theta^+} \to \mathcal{H}_{\Theta^+}\) be the linear map defined first by

$$I_{\Phi,\cdot} : j_{\Theta^+}(\xi) \mapsto j_{\Theta^+}(\xi), \quad \xi \in \mathcal{D}.$$ 

Then \(I_{\Phi,\cdot}\) is well-defined and contractive and extends to \(\mathcal{H}_{\Theta^+}\) (we denote this extension by the same symbol). Now, the \(\Theta\)-absolute continuity of \(\Phi\) implies that \(\text{Ker} I_{\Phi,\cdot} = \text{Ker} B\). The inclusion \(\text{Ker} I_{\Phi,\cdot} \subseteq \text{Ker} B\) is obvious. Suppose that \(\zeta \in \text{Ker} B\); \(\zeta = \lim_{n \to +\infty} j_{\Theta^+}(\xi_n)\), for some sequence \(\{\xi_n\} \subset \mathcal{D}\), and \(B\zeta = \lim_{n \to +\infty} B j_{\Theta^+}(\xi_n) = 0\). Then, \(\Theta(\xi_n, \zeta) \to 0\). Now, since \(I_{\Phi,\cdot} \zeta = \lim_{n \to +\infty} I_{\Phi,\cdot} j_{\Theta^+}(\xi_n) = \lim_{n \to +\infty} j_{\Theta^+}(\xi_n)\), necessarily \(\Phi(\xi_n - \xi_m, \xi_n - \xi_m) \to 0\). By the \(\Theta\)-absolute continuity of \(\Phi\), it follows that \(\Phi(\xi_n, \zeta) \to 0\). Hence \(I_{\Phi,\cdot} \zeta = 0\).

Then, we have

$$(\Theta + \Phi)(\xi, \xi) = \| j_{\Theta^+}(\xi) \|_{\Theta^+}^2 = \| I_{\Phi,\cdot} j_{\Theta^+}(\xi) \|_{\Theta^+}^2$$

$$= \| I_{\Phi,\cdot} (I - P_{\Theta^+}) j_{\Theta^+}(\xi) \|_{\Theta^+}^2$$

$$\leq \| (I - P_{\Theta^+}) j_{\Theta^+}(\xi) \|_{\Theta^+}^2.$$
Thus $\Phi \leq \Psi_a$. \hfill $\Box$

**Remark 4.6.** The previous statements apply in particular when $D$ is a pre-Hilbert space with inner product $\langle \cdot | \cdot \rangle$, if we take $\Theta$ to be exactly equal to the inner product of $D$. Let $H$ be the norm-completion of $D$. Then it is easy to check that a positive sesquilinear form $\Psi$ on $D \times D$ is $\langle \cdot | \cdot \rangle$-absolutely continuous if, and only if $\Psi$ is closable in $H$. Then the results of Theorem 3.6 (or, better, of Corollary 4.5) and Theorem 4.3 (or, better, of Corollary 4.5) reduce to the statements proved by Simon in [20] on the decomposition of closed (or closable) sesquilinear forms in $H$.

**Remark 4.7.** Let $\Theta$ be a positive sesquilinear form on $D \times D$. With obvious modification of current definitions, we say that a symmetric sesquilinear form $\Omega$ is $\Theta$-bounded from below if there exists $c \in \mathbb{R}$ such that

$$c\Theta(\xi,\xi) \leq \Omega(\xi,\xi), \quad \forall \xi \in D.$$ 

Clearly, if $\Omega$ is $\Theta$-bounded from below, then $\Omega - c\Theta$ is positive. Similarly, we call a sesquilinear form $\Omega$ on $D \times D$, $\Theta$-sectorial if there exist $\delta \in \mathbb{R}$ and $\gamma > 0$ such that

$$\Re\Omega(\xi,\xi) \geq \delta\Theta(\xi,\xi), \quad \forall \xi \in D;$$

$$|\Im\Omega(\xi,\xi)| \leq \gamma(\Re\Omega(\xi,\xi) - \delta\Theta(\xi,\xi)), \quad \forall \xi \in D. \quad (18)$$

From the definition itself it follows that

$$|\Omega - \delta\Theta(\xi,\eta)| \leq (1 + \gamma)(|\Re\Omega - \delta\Theta(\xi,\xi)|^{1/2}(|\Re\Omega - \delta\Theta(\eta,\eta)|^{1/2}, \quad \forall \xi,\eta \in D;$$

this clearly means that $(1 + \gamma)(\Re\Omega - \delta\Theta) \in \mathcal{M}(\Omega - \delta\Theta)$.

For $\Theta$-sectorial forms, the foregoing results produce the following characterization whose easy proof will be omitted.

**Proposition 4.8.** Let $\Omega$ be $\Theta$-sectorial. The following statements are equivalent.

(i) The positive sesquilinear form $\Re\Omega - \delta\Theta$ is $\Theta$-absolutely continuous.

(ii) For every sequence $\{\xi_n\}$ in $D$ such that

$$\Theta(\xi_n,\xi_n) \to 0 \quad \text{and} \quad \Re\Omega(\xi_n - \xi_m,\xi_n - \xi_m) \to 0,$$

$$\Re\Omega(\xi_n,\xi_n) \to 0$$

results.

(iii) $\Omega$ is $\Theta$-regular.

**Remark 4.9.** If $D$ is a pre-Hilbert space and $\Theta(\cdot,\cdot) = \langle \cdot | \cdot \rangle$ we simply call sectorial a $\langle \cdot | \cdot \rangle$-sectorial form. In this case condition (ii) of the previous Proposition, simply says that $\Re\Omega$ is closable; this means that $\Omega$ is closable in the sense of [10].

If $\Omega$ is a $\Theta$-regular sesquilinear form on $D \times D$, taking into account the representation

$$\Omega(\xi,\eta) = \langle HYj\Theta(\xi)|Hj\Theta(\eta)\rangle, \quad \forall \xi,\eta \in D,$$
established in Theorem 3.6, it is natural to pose the question as to whether \( \Omega \) can also be represented as

\[
\Omega(\xi, \eta) = \langle Tj_\alpha(\xi) \mid j_\alpha(\eta) \rangle_{\alpha}
\]

(19)

at least when \( \xi, \eta \) run onto a sufficiently large subspace of \( \mathcal{D} \). Let us define the following subspace of \( \mathcal{D} \)

\[
\mathcal{D}_\alpha := \{ \xi \in \mathcal{D} : HYj_\alpha(\xi) \in D(H) \}.
\]

Then it is clear that the operator \( T := H^2Y \) is well defined on \( \mathcal{D}_\alpha \) and (19) holds, for every \( \xi, \eta \in \mathcal{D}_\alpha \). Nevertheless, \( \mathcal{D}_\alpha \) can be very poor and since no topology is given to \( \mathcal{D} \), the possibility of controlling the size of \( \mathcal{D}_\alpha \) seems to be hopeless. For this reason, we will confine this analysis (Section 5) by considering \( \mathcal{D} \) as a dense subspace of a Hilbert space \( \mathcal{H} \), with inner product \( \langle \cdot | \cdot \rangle \) and we choose \( \Theta(\cdot, \cdot) = \langle \cdot | \cdot \rangle \).

5. Solvable forms in Hilbert space

In what follows we need the notion of Banach–Gelfand triplet which we recall for reader’s convenience. Let \( \mathcal{H} \) be a Hilbert space (with inner product \( \langle \cdot | \cdot \rangle \) and norm \( \| \cdot \| \)). Let \( \mathcal{E} \) be a dense subspace of \( \mathcal{H} \) which is a Banach space with respect to a norm \( \| \cdot \| \) defining on \( \mathcal{E} \) a topology finer than that induced by the norm of \( \mathcal{H} \). In this case, \( \mathcal{H} \) can be continuously embedded into the conjugate Banach dual space \( \mathcal{E}^\times \). We get in this way the Banach–Gelfand triplet (a special kind of rigged Hilbert space)

\[
\mathcal{E}[\| \cdot \|_\mathcal{E}] \hookrightarrow \mathcal{H}[\| \cdot \|] \hookrightarrow \mathcal{E}^\times[\| \cdot \|_\mathcal{E}^\times],
\]

(20)

where \( \| \cdot \|_\mathcal{E} \) denotes the usual norm of \( \mathcal{E}^\times \). If \( \mathcal{E}[\| \cdot \|_\mathcal{E}] \) is a reflexive Banach space, then the embedding of \( \mathcal{H} \) into \( \mathcal{E}^\times[\| \cdot \|_\mathcal{E}^\times] \) has dense range.

If \( \mathcal{E} \) and \( \mathcal{F} \) are Banach spaces, we will use the notation \( \mathcal{B}(\mathcal{E}, \mathcal{F}) \) for the vector space of all bounded operators from \( \mathcal{E} \) into \( \mathcal{F} \). If \( \mathcal{E} = \mathcal{F} \) we put \( \mathcal{B}(\mathcal{E}) = \mathcal{B}(\mathcal{E}, \mathcal{E}) \).

If \( \mathcal{E} \) is reflexive and \( X \in \mathcal{B}(\mathcal{E}, \mathcal{E}^\times) \) then, the operator \( X^\dagger \) (the adjoint of \( X \)), defined by

\[
\langle X^\dagger \xi | \eta \rangle = \langle X \eta | \xi \rangle, \quad \xi, \eta \in \mathcal{D},
\]

is also a member of \( \mathcal{B}(\mathcal{E}, \mathcal{E}^\times) \).

**Definition 5.1.** Let \( \Theta \) be a positive sesquilinear form on \( \mathcal{D} \times \mathcal{D} \). We say that a norm \( \| \cdot \| \) on \( \mathcal{D} \) is compatible with \( \Theta \) (\( \Theta \)-compatible, for short) if the following two conditions are fulfilled:

(s.1) \( \Theta(\xi, \xi) \leq \| \xi \|^2, \quad \forall \xi \in \mathcal{D} \);

(s.2) If \( \{ \xi_n \} \) is a sequence in \( \mathcal{D} \) such that \( \Theta(\xi_n, \xi_n) \to 0 \) and \( \| \xi_n - \xi_m \| \to 0 \), then \( \| \xi_n \| \to 0 \).

If \( \Theta \) possesses a compatible norm, then, clearly, \( \mathcal{N}(\Theta) = \{ 0 \} \). Let us denote by \( \mathcal{E} \) the Banach space completion of \( \mathcal{D}[\| \cdot \|] \). Taking into account (s.1) and (s.2), it turns out that \( \mathcal{E} \) can be identified with a dense subspace \( D(\Theta) \) of \( \mathcal{H}_\alpha \) and so we can construct a Banach–Gelfand triplet

\[
\mathcal{E} \hookrightarrow \mathcal{H}_\alpha \hookrightarrow \mathcal{E}^\times
\]

(21)

in standard way; as usual \( \mathcal{E}^\times \) denotes the conjugate dual of \( \mathcal{E} \). The dual norm of \( \mathcal{E}^\times \) will be denoted by \( \| \cdot \|^\ast \). We will assume that the form which puts \( \mathcal{E} \) and \( \mathcal{E}^\times \) in duality is an extension of the inner product of \( \mathcal{H}_\alpha \). So that, if \( \Lambda \in \mathcal{E}^\times \) and \( \xi \in \mathcal{E} \) we may also write \( \Lambda(\xi) = \langle \Lambda | \xi \rangle_\alpha \), for indicating the value that the
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conjugate linear functional $\Lambda$ takes at $\hat{\xi}$. This assumption also implies that the embedding $\mathcal{H}_\alpha \hookrightarrow \mathcal{E}^\times$ can be thought simply as an inclusion.

As announced before, from now on we assume that $\Theta(\cdot, \cdot) = \langle \cdot | \cdot \rangle$ the inner product of a Hilbert space $\mathcal{H}$ and omit any reference to $\Theta$ in the notations.

**Definition 5.2.** Let $\mathcal{H}$ be a Hilbert space, with inner product $\langle \cdot | \cdot \rangle$ and norm $\| \cdot \|$, and $\Omega$ a sesquilinear form on $\mathcal{D} \times \mathcal{D}$ with $\mathcal{D}$ dense in $\mathcal{H}$. We say that $\Omega$ is $q$-closable if there exists a norm $\| \cdot \|_\alpha$ on $\mathcal{D}$, compatible with $\langle \cdot | \cdot \rangle$ with the following properties:

1. $\| \xi \| \leq \| \xi \|_\alpha, \ \forall \xi \in \mathcal{D}$;
2. the completion $\mathcal{E}_\alpha$ of $\mathcal{D}[\| \cdot \|_\alpha]$ is a reflexive Banach space;
3. there exists $\beta > 0$ such that $|\Omega(\xi, \eta)| \leq \beta \|\xi\|_\alpha \|\eta\|_\alpha, \ \forall \xi, \eta \in \mathcal{D}$.

The form $\Omega$ is $q$-closed if $\mathcal{D}[\| \cdot \|_\alpha]$ is a reflexive Banach space.

To every $q$-closable sesquilinear form there is, therefore, canonically associated a Banach–Gelfand triplet

$$
\mathcal{E}_\alpha \hookrightarrow \mathcal{H} \hookrightarrow \mathcal{E}^\times_{\alpha}
$$

as described above.

For convenience we put $\iota(\xi, \eta) = \langle \xi | \eta \rangle$ if we need to denote the inner product as a sesquilinear form.

**Proposition 5.3.** *Every q-closable sesquilinear form $\Omega$ has a q-closed extension $\hat{\Omega}$ in $\mathcal{H}$.*

**Proof.** The assumption implies that $\mathcal{E}_\alpha$ can be identified with a subspace $D(\hat{\Omega})$ of $\mathcal{H}$ and, by (cl.3), $\Omega$ is bounded in $\mathcal{D}[\| \cdot \|_\alpha]$; thus it extends to $D(\hat{\Omega})$. □

**Example 5.4.** Every densely defined $\iota$-regular sesquilinear form $\Omega$ is $q$-closable. Indeed, if $\Psi \in M(\Omega)$ is $\iota$-absolutely continuous, then one can choose, for instance, $\|\xi\|_\alpha = (\|\xi\|^2 + \|\xi\|^2_\Psi)^{1/2}$ and verify easily the conditions of **Definition 5.2**.

From now on, we confine ourselves to consider $q$-closed sesquilinear forms on $\mathcal{D} \times \mathcal{D}$.

**Definition 5.5.** Let $\Omega$ be a $q$-closed sesquilinear form defined on $\mathcal{D} \times \mathcal{D}$, with $\mathcal{D}$ a dense subspace of the Hilbert space $\mathcal{H}$. We say that $\Omega$ is *solvable* if there exists a sesquilinear form $\Upsilon$, bounded in $\mathcal{H}$, such that

1. $\mathcal{N}(\Omega + \Upsilon) = \{0\}$.
2. For every $\Lambda \in \mathcal{E}^\times_{\alpha}$ there exists $\xi \in \mathcal{E}_\alpha$ such that

$$
\langle \Lambda | \eta \rangle = (\Omega + \Upsilon)(\xi, \eta), \ \forall \eta \in \mathcal{E}_\alpha.
$$

The set of all bounded $\Upsilon$’s satisfying these conditions is denoted by $\Psi(\Omega)$.

Let $\Omega$ be a $q$-closed sesquilinear form, $\Upsilon$ a bounded sesquilinear form on $\mathcal{H} \times \mathcal{H}$ and $\Omega_\Upsilon := \Omega + \Upsilon$. If $\xi \in \mathcal{D}$, we define a conjugate linear functional $\Omega^\xi_\Upsilon$ on $\mathcal{E}_\alpha$ by

$$
\langle \Omega^\xi_\Upsilon | \eta \rangle = \Omega(\xi, \eta) + \Upsilon(\xi, \eta).
$$

Then, $\Omega^\xi_\Upsilon$ is bounded and so $\Omega^\xi_\Upsilon \in \mathcal{E}^\times_{\alpha}$.
Let $X_\gamma : \mathcal{E}_\alpha \rightarrow \mathcal{E}_\alpha^\times$ be the linear map on $\mathcal{E}_\alpha$ defined by $X_\gamma \xi = \Omega_\gamma^\xi$. Then, $X_\gamma \in \mathcal{B}(\mathcal{E}_\alpha, \mathcal{E}_\alpha^\times)$ and the following lemma holds.

Lemma 5.6. The following statements are equivalent.

(i) $\Upsilon \in \mathcal{P}(\Omega)$.
(ii) $X_\gamma$ is a bijection of $\mathcal{E}_\alpha$ onto $\mathcal{E}_\alpha^\times$.
(iii) $X_\gamma$ has a bounded inverse $X_\gamma^{-1} : \mathcal{E}_\alpha^\times \rightarrow \mathcal{E}_\alpha$.

Using Lemma 5.6 and James’ theorem [13, Sec. 1.13] one can prove the following

Proposition 5.7. Let $\Omega$ be a $q$-closed sesquilinear form and $\Upsilon$ a bounded sesquilinear form on $\mathcal{H} \times \mathcal{H}$. The following statements are equivalent.

(i) $\Upsilon \in \mathcal{P}(\Omega)$.
(ii) There exist $c_1, c_2, c'_1, c'_2 > 0$ such that
   (ii.a) for every $\xi \in \mathcal{E}_\alpha$ there exists $\bar{\eta} \in \mathcal{E}_\alpha$ such that
   $$c_1\|\xi\|_\alpha \leq |(\Omega + \Upsilon)(\xi, \bar{\eta})| \leq c_2\|\xi\|_\alpha;$$
   (ii.b) for every $\eta \in \mathcal{E}_\alpha$ there exists $\bar{\xi} \in \mathcal{E}_\alpha$ such that
   $$c'_1\|\eta\|_\alpha \leq |(\Omega + \Upsilon)(\bar{\xi}, \eta)| \leq c'_2\|\eta\|_\alpha.$$

Example 5.8. We show that every closed sectorial form, with domain $\mathcal{D}$ in Hilbert space $\mathcal{H}$, is solvable. Following Remark 4.7, we define $\|\xi\|_\alpha = (|\xi|^2 + \Re \Omega(\xi, \xi) - \delta\|\xi\|^2)^{1/2}$, $\xi \in \mathcal{D}$, and set $\mathcal{H}_\alpha = \mathcal{D}(\| \cdot \|_\alpha)$. In this case the triplet (22) consists of Hilbert spaces $\mathcal{H}_\alpha \hookrightarrow \mathcal{H} \hookrightarrow \mathcal{H}_\alpha^\times$.

Let $\lambda \in \mathbb{C}$ and suppose $\xi \in \mathcal{N}(\Omega - \lambda).$ Then $\Omega(\xi, \xi) = \lambda\|\xi\|^2$. Hence, $\|\xi\|_\alpha = (\Re \lambda\|\xi\|^2 - \delta\|\xi\|^2 + \|\xi\|^2)^{1/2}.\|\xi\|_\alpha \leq \delta - 1$, we necessarily have $\|\xi\|_\alpha = 0$.

For shortness, we put $\Omega_\lambda := \Omega - \lambda$. Then, if $\Re \lambda \leq \delta - 1$, $\Omega_\lambda$ is bounded and coercive. Indeed,

$$\Re \Omega_\lambda(\xi, \xi) = \Re \Omega(\xi, \xi) - \Re \lambda\|\xi\|^2 = |\|\xi\|^2 + (\delta - 1 - \Re \lambda)\|\xi\|^2 \geq \|\xi\|^2.$$

Hence, by the Lax-Milgram theorem, if $\Lambda \in \mathcal{H}_\alpha^\times$, there exists $\xi \in \mathcal{H}_\alpha$ such that

$$\langle \Lambda | \eta \rangle = \Omega_\lambda(\xi, \eta), \quad \forall \eta \in \mathcal{H}_\alpha.$$

Now we prove the following result.

Theorem 5.9. Let $\Omega$ be a $q$-closed solvable sesquilinear form defined on $\mathcal{D} \times \mathcal{D}$, with $\mathcal{D}$ a dense domain in Hilbert space $\mathcal{H}$. Then, there exists a closed operator $T$ with domain $D(T) \subset \mathcal{D}$, dense in $\mathcal{H}$, such that

$$\Omega(\xi, \eta) = \langle T\xi | \eta \rangle, \quad \forall \xi \in D(T), \eta \in \mathcal{E}_\alpha.$$ 

In particular, if the sesquilinear form $\Upsilon$ of Definition 5.5 has the form $\Upsilon = -\lambda_\nu$, with $\lambda, \nu \in \mathbb{C}$, then $\lambda \in \varphi(T)$, the resolvent set of $T$.

Proof. Let $\Upsilon \in \mathcal{P}(\Omega)$ and $X_\gamma \in \mathcal{B}(\mathcal{E}_\alpha, \mathcal{E}_\alpha^\times)$ be defined as above.

By Lemma 5.6, $X_\gamma$ has a bounded inverse $X_\gamma^{-1}$. Put $D(S) = \{\xi \in \mathcal{E}_\alpha : X_\gamma \xi \in \mathcal{H}\}$. Then $D(S)$ is dense in $\mathcal{H}$. Indeed, taking into account that $\mathcal{E}_\alpha$ is dense in $\mathcal{H}$, it suffices to show that $D(S)$ is dense in $\mathcal{E}_\alpha(\| \cdot \|_\alpha)$. Therefore, $D(S)$ is dense in $\mathcal{H}$.
Since $\mathcal{H}$ is dense in $\mathcal{E}_\alpha^\times$, then, for every $f \in \mathcal{E}_\alpha$ there exists $\{g_n\} \subset \mathcal{H}$ with $\|g_n - X_\tau f\|_\alpha^\times \to 0$; since $X_\tau^{-1}$ is bounded, it follows that

$$D(S) \ni X_\tau^{-1} g_n \xrightarrow{\|\cdot\|_\alpha} f,$$

which proves the statement.

Define $S\xi = X_\tau \xi$, for $\xi \in D(S)$. It is clear that

$$\langle S\xi | \eta \rangle = \langle X_\tau \xi | \eta \rangle = \Omega_\tau(\xi, \eta), \quad \forall \xi \in D(S), \eta \in \mathcal{E}_\alpha.$$

Now we want to prove that $S$ is closed in $\mathcal{H}$. Since $X_\tau \in \mathcal{B}(\mathcal{E}_\alpha, \mathcal{E}_\alpha^\times)$, it has an adjoint $X_\tau^\dagger \in \mathcal{B}(\mathcal{E}_\alpha^\times, \mathcal{E}_\alpha)$. Moreover, as it is easy to see, $D(S^*) = \{\eta \in \mathcal{E}_\alpha : X_\tau^\dagger \eta \in \mathcal{H}\}$. Hence, $X_\tau^\dagger |_{D(S^*)} = S^*$.

Since $X_\tau^\dagger$ is invertible, with bounded inverse, in similar way to what was done for $D(S)$ one can prove that $D(S^*)$ is dense. By a symmetry argument we can prove that $(S^*)^* = S$. Hence $S$ is closed. The proof is complete if we define $T$ by putting $D(T) = D(S)$ and $T = S - B$, where $B$ is the unique bounded operator in $\mathcal{H}$ such that $\Upsilon(\xi, \eta) = \langle B \xi | \eta \rangle$, $\forall \xi, \eta \in \mathcal{H}$.

The second statement can be proved as follows.

Let $T = -\lambda \iota \in \Phi(\Omega)$, $\lambda \in \mathbb{C}$. Then, as seen before, $S^{-1}$ is the restriction to $\mathcal{H}$ of $X_\tau^{-1}$. Now recall that $X_\tau^{-1}$ is continuous from $\mathcal{E}_\alpha^\times$ to $\mathcal{E}_\alpha$, i.e., there exists $\beta > 0$ such that

$$\|X_\tau^{-1} \Lambda\|_\alpha \leq \beta \|\Lambda\|_{\Omega^\times}, \quad \forall \Lambda \in \mathcal{E}_\alpha^\times.$$

Then comparing the topologies, we conclude that there exists $\beta' > 0$ such that

$$\|S^{-1} f\|_\mathcal{H} \leq \beta' \|f\|_\mathcal{H}, \quad \forall f \in \mathcal{H}$$

and so $\lambda \in g(T)$. □

The closed operator $T$ which represents $\Omega$ is not unique, in general.

**Remark 5.10.** We point out that the proof of Theorem 5.9 does not strictly require that $\Omega$ is q-closed in $\mathcal{D}$. In fact, if $\Omega$ is only q-closable, we can replace $\Omega$ with $\overline{\Omega}$ and $\mathcal{D}$ with $D(\overline{\Omega})$ and only small technical modifications are needed in the proof. But, of course, the domain $D(T)$ of the operator $T$ whose existence is claimed in that theorem will be a subspace of $D(\overline{\Omega})$ and thus it might have a very small intersection with the initial domain $\mathcal{D}$.

### 5.1. Solvability and numerical range

It is of course of particular interest the case where $\Phi(\Omega)$ contains scalars, i.e., for some $\lambda \in \mathbb{C}$, $-\lambda \iota \in \Phi(\Omega)$.

For examining this situation, it is convenient to consider the numerical range $n_\alpha$ of $\Omega$, i.e., the set $n_\alpha = \{\Omega(\xi, \xi) : \xi \in \mathcal{D}, \|\xi\| = 1\}$.

**Theorem 5.11.** Let $\Omega$ be a q-closed sesquilinear form on $\mathcal{D} \times \mathcal{D}$. Assume that the norm $\|\cdot\|_\alpha$ which makes $\mathcal{D}$ into a reflexive Banach space $\mathcal{E}[\|\cdot\|_\alpha]$ satisfies the following condition

(qc) If $\{\xi_n\}$ is a sequence in $\mathcal{D}$ such that $\|\xi_n\| \to 0$ and $\lim_{n \to \infty} |\Omega(\xi_n, \xi_n)| = 0$, then $\|\xi_n\|_\alpha \to 0$.

If $\lambda \not\in n_\alpha$, then $-\lambda \iota \in \Phi(\Omega)$.
Proof. If $-\lambda \not\in \mathfrak{A}(\Omega)$, then either $N(\Omega - \lambda I) \neq \{0\}$ or (a.2) of Definition 5.5 is not satisfied. If $N(\Omega - \lambda I) \neq \{0\}$, then there exists $\xi \in \mathcal{D}$, with $\|\xi\| = 1$, such that $\Omega(\xi, \eta) = \lambda \langle \xi | \eta \rangle = 0$, for every $\eta \in \mathcal{D}$. Then, in particular $\Omega(\xi, \xi) = \lambda$. Hence, $\lambda \in \mathfrak{n}_0$.

Now assume that $-\lambda \not\in \mathfrak{A}(\Omega)$ and $N(\Omega - \lambda I) = \{0\}$. Then $X_\lambda := X_{-\lambda I}$ has an inverse which is not everywhere defined in $\mathcal{E}_\Omega$. If the range Ran $(X_\lambda)$ of $X_\lambda$ is dense then $X_\lambda^{-1}$ is necessarily unbounded. Then there exists a sequence $\{\xi_n\} \subset \mathcal{E}_\Omega$ such that $\|\Omega_\lambda^{\xi_n}\|_\Omega = 1$, for every $n \in \mathbb{N}$ and $\|\xi_n\| \to \infty$, as $n \to \infty$. Thus, the sequence $\{\tau_n\}$ defined by

$$\tau_n := \frac{\Omega_\lambda^{\xi_n}}{\|\xi_n\|_\Omega}$$

converges to 0 in $\mathcal{E}_\Omega$ and $\|X_\lambda^{-1}\tau_n\|_\Omega = 1$, for every $n \in \mathbb{N}$. Put $\varphi_n = X_\lambda^{-1}\tau_n$, for every $n \in \mathbb{N}$. Then, $\Omega_\lambda^{\varphi_n} = X_\lambda\varphi_n = \tau_n = \frac{\Omega_\lambda^{\xi_n}}{\|\xi_n\|_\Omega} \to 0$, as $n \to \infty$.

Since $\|\varphi_n\|_\Omega = 1$, for every $n \in \mathbb{N}$, we get

$$|\Omega(\varphi_n, \varphi_n) - \lambda \langle \varphi_n | \varphi_n \rangle| \leq \sup_{\|\eta\| \leq 1} |\Omega_\lambda^{\varphi_n} |\eta| \rangle| = \|\Omega_\lambda^{\varphi_n}\|_\Omega \to 0, \text{ as } n \to \infty. \quad (23)$$

Let us put $\psi_n = \varphi_n/\|\varphi_n\|$. Then,

$$\|\varphi_n\|^2 \Omega(\psi_n, \psi_n) - \lambda | \to 0 \text{ as } n \to \infty.$$ 

The condition (qc) implies that $\inf_{n \in \mathbb{N}} \|\varphi_n\| > 0$. Indeed, were $\inf_{n \in \mathbb{N}} \|\varphi_n\| = 0$, then, since $\|\varphi_n\| > 0$ for every $n \in \mathbb{N}$, there would be a subsequence $\{\varphi_{n_k}\}$ converging to 0. Then, by (23), $\lim_{k \to \infty} |\Omega(\varphi_{n_k}, \varphi_{n_k})| = 0$. Thus, by (qc) $\|\varphi_{n_k}\|_\Omega \to 0$, a contradiction. This, in turn, implies that $|\Omega(\psi_n, \psi_n) - \lambda| \to 0$, as $n \to \infty$. Hence, $\lambda \in \mathfrak{n}_0$.

Finally, if the range Ran $(X_\lambda)$ is not dense, by the reflexivity of the Banach space $\mathcal{E}_\Omega$, there exists $\eta \in \mathcal{E}_\Omega$, such that $\langle X_\lambda \xi | \eta \rangle = 0$, for every $\xi \in \mathcal{E}_\Omega$. Clearly we may suppose $\|\eta\| = 1$. Then, we have

$$\Omega(\eta, \eta) - \lambda = \langle X_\lambda \eta | \eta \rangle = 0.$$

Thus $\lambda \in \mathfrak{n}_0$. \(\square\)

Example 5.12. The condition (qc) is obviously satisfied by a closed sectorial form, with $\|\cdot\|_\Omega = (\Re \Omega(\cdot, \cdot) + (1 - \delta)\|\cdot\|^2)^{1/2}$, where $\delta$ is the lower bound of $\Re \Omega$.

6. Examples

We collect in this section some examples illustrating the ideas developed in this paper.

Example 6.1. Let $\omega$ denote the space of all complex sequences and $\omega_F$ the subspace of $\omega$ consisting of the sequences with a finite number of nonzero components. For $\{a_n\}, \{b_n\} \in \omega_F$, we take as $\Theta$ the restriction to $\omega_F \times \omega_F$ of the usual inner product $\iota$ of $\ell^2$ and

$$\Omega(\{a_n\}, \{b_n\}) = \sum_{n=1}^{\infty} \lambda_n a_n \overline{b_n},$$

with $\{\lambda_n\} \in \omega$. Then $\Omega$ is a sesquilinear form on $\omega_F \times \omega_F$. If we put
Let sequence \( \{a_n \}, \{b_n \} \in \omega_F \) then,

\[ |\Omega(\{a_n \}, \{a_n \})| \leq \Psi(\{a_n \}, \{a_n \}), \quad \forall \{a_n \} \in \omega_F. \]

Hence \( M(\Omega) \) is nonempty.

The form \( \Psi \) is closable, since it is the restriction to \( \omega_F \times \omega_F \) of the closed form

\[ \tilde{\Psi}(\{a_n \}, \{b_n \}) = \sum_{n=1}^{\infty} |\lambda_n| a_n \bar{b}_n, \]

defined on the domain

\[ D(\tilde{\Psi}) = \left\{ \{a_n \} \in \ell^2 : \sum_{n=1}^{\infty} |\lambda_n||a_n|^2 < \infty \right\}. \]

It follows that \( \Psi \) is \( \Theta \)-absolutely continuous and \( \Omega \) is \( \Theta \)-regular. Let \( H \) be operator defined on \( D(H) := D(\tilde{\Psi}) \) by \( H \{a_n \} = \{ \sqrt{|\lambda_n|} a_n \} \) and \( Y \) the operator defined on \( \omega_F \) by \( Y \{a_n \} = \{ e^{i\phi_n} a_n \} \) where \( \phi_n \in \text{arg}\lambda_n \).

Then it is immediate to see that

\[ \Omega(\{a_n \}, \{b_n \}) = \langle HY \{a_n \} | H \{b_n \} \rangle. \]

But it is also evident that \( \Omega \) can also be represented as

\[ \Omega(\{a_n \}, \{b_n \}) = \langle T \{a_n \} | \{b_n \} \rangle, \]

where \( T \) is the closed operator defined as follows

\[ \begin{align*}
D(T) &= \left\{ \{a_n \} \in \ell^2 : \sum_{n=1}^{\infty} |\lambda_n|^2|a_n|^2 < \infty \right\}, \\
T \{a_n \} &= \{\lambda_n a_n\}.
\end{align*} \]

If, for instance, \( \lambda_n = n e^{in} \), the corresponding form \( \Omega \) is neither bounded nor sectorial.

Now we show that the sesquilinear form \( \tilde{\Omega} \), with domain \( D(\tilde{\Psi}) \), defined by

\[ \tilde{\Omega}(\{a_n \}, \{b_n \}) = \sum_{n=1}^{\infty} \lambda_n a_n \bar{b}_n, \quad \{a_n \}, \{b_n \} \in D(\tilde{\Psi}) \]

satisfies, for \( \Upsilon = -\lambda \), with \( \lambda \notin \{ \lambda_n ; n \in \mathbb{N} \} \), the condition (ii) of Definition 5.5, with the choice \( \| \cdot \|_n = (\| \cdot \|_2 + \tilde{\Psi}(\cdot, \cdot))^{1/2} \), where \( \| \cdot \|_2 \) denotes the \( \ell^2 \)-norm. The proof of (i) is in fact very simple.

Since \( \tilde{\Psi} \) is closed, \( D(\tilde{\Psi}) \| \cdot \|_n \) is a Hilbert space. If \( \Lambda \in D(\tilde{\Psi})^\times \), then by Riesz’s lemma, there exists a sequence \( \{a_n \} \in D(\tilde{\Psi}) \) such that

\[ \langle \Lambda | \{b_n \} \rangle = \sum_{n=1}^{\infty} a_n \bar{b}_n + \sum_{n=1}^{\infty} |\lambda_n| a_n \bar{b}_n, \quad \forall \{b_n \} \in D(\tilde{\Psi}). \]

Let us consider the sequence \( \{c_n \} \), with \( c_n = \frac{1+|\lambda_n|}{\lambda_n - \lambda} a_n \). Then \( \{c_n \} \in D(\tilde{\Psi}) \) and

\[ (\Omega - \lambda \iota)(\{c_n \}, \{b_n \}) = \sum_{n=1}^{\infty} (1 + |\lambda_n|) a_n \bar{b}_n = \langle \Lambda | \{b_n \} \rangle, \quad \forall \{b_n \} \in D(\tilde{\Psi}). \]
Example 6.2. Let $X$ be a set, $\mathcal{M}$ a $\sigma$-algebra of subsets of $X$, and $\theta$ a positive measure on $\mathcal{M}$. We denote by $\mathcal{D}$ the linear span of the characteristic functions of $\theta$-measurable subsets of $X$ and define

$$\Theta(f,g) = \int_X f(x)\overline{g(x)}d\theta(x), \quad f, g \in \mathcal{D}.$$ 

Let us now consider a complex measure $\omega$ on $\mathcal{M}$. Then, as is known [16, Theorem 6.4], $\omega$ is a finite measure on $X$ and its total variation $|\omega|$ is a positive measure. We define a sesquilinear form $\Omega$ on $\mathcal{D}$ by

$$\Omega(f,g) = \int_X f(x)\overline{g(x)}d\omega(x), \quad f, g \in \mathcal{D}.$$ 

One can easily prove that, for every $f, g \in \mathcal{D}$,

$$\left| \int_X f(x)\overline{g(x)}d\omega(x) \right| \leq \left( \int_X |f(x)|d|\omega|(x) \right)^{1/2} \left( \int_X |g(x)|d|\omega|(x) \right)^{1/2}.$$ 

If $|\omega|$ is absolutely continuous with respect to $\theta$, then the sesquilinear form $|\Omega|$ defined on $\mathcal{D} \times \mathcal{D}$ is $\Theta$-absolutely continuous [8, Lemma 5.1] and, therefore, $\Omega$ is $\Theta$-regular. As a consequence of the Radon–Nikodym theorem for measures one has $d\omega(x) = e^{i\phi(x)}k(x)d\theta$, with $\phi$ a real-valued measurable function and $k \in L^1(\theta), k \geq 0$. We finally get the representation

$$\Omega(f,g) = \int_X f(x)\overline{g(x)}e^{i\phi(x)}k(x)d\theta, \quad f, g \in \mathcal{D}.$$ 

Identifying $H$ with the multiplication operator by $\sqrt{k(x)}$ and $Y$ with the multiplication operator by $e^{i\phi(x)}$, we get, according to Theorem 3.6, the representation

$$\Omega(f,g) = \langle HYf \mid Hg \rangle_\omega, \quad f, g \in \mathcal{D},$$

the inner product on the right hand side being that of $L^2(\theta)$.

Example 6.3. Let $S, T$ be closable linear operators in Hilbert space $\mathcal{H}$. We suppose that $\mathcal{D} := D(S) \cap D(T)$ is dense in $\mathcal{H}$. We will show that the sesquilinear form $\Omega$ on $\mathcal{D} \times \mathcal{D}$ defined by

$$\Omega(\xi, \eta) = \langle S\xi \mid T\eta \rangle, \quad \xi, \eta \in \mathcal{D}$$

is $\iota$-regular (where $\iota$ denotes the inner product of $\mathcal{H}$). Let us consider the positive selfadjoint operator $H = (I + S^*S + T^*T)^{1/2}$ whose domain contains $\mathcal{D}$. Then it is easy to see that the positive sesquilinear $\Psi$ defined by $\Psi(\xi, \eta) = \langle H\xi \mid H\eta \rangle, \xi, \eta \in \mathcal{D}$, is a member of $\mathcal{M}(\Omega)$ and that $\Psi$ is $\iota$-absolutely continuous. Thus $\Omega$ is $\iota$-regular and can be represented as

$$\Omega(f,g) = \langle HYf \mid Hg \rangle, \quad f, g \in \mathcal{D}.$$ 

In most cases, the form of $Y$ remains implicit.
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