Scale-free Linear Observer-based Protocol Design for Global Regulated State Synchronization of Homogeneous Multi-agent Systems with Non-introspective Agents Subject to Input Saturation
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Abstract: This paper studies global regulated state synchronization of homogeneous networks of non-introspective agents in presence of input saturation. We identify three classes of agent models which are neutrally stable, double-integrator, and mixed of double-integrator, single-integrator and neutrally stable dynamics. A scale-free linear observer-based protocol design methodology is developed based on localized information exchange among neighbors where the reference trajectory is given by a so-called exosystem which is assumed to be globally reachable. Our protocols do not need any knowledge about the communication network topology and the spectrum of associated Laplacian matrix. Moreover, the proposed protocol is scalable and is designed based on only knowledge of agent models and achieves synchronization for any communication graph with arbitrary number of agents.
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1 Introduction

The synchronization problem of networks consisting of linear or nonlinear agents has become a hot topic among researchers during the past decade due to the wide potential for applications in several areas such as automotive vehicle control, satellites/robots formation, sensor networks, and so on. The objective of synchronization is to secure asymptotic agreement on a common state or output trajectory by control protocols with local communication information, see for instance the books [19] and [31] or the survey paper [16].

Generally, synchronization of multi-agent system (MAS) includes two main types, state and output synchronization. Because the state synchronization inherently requires homogeneous networks (i.e. agents which have identical dynamics), most work in synchronization for MAS focused on state synchronization of homogeneous networks. State synchronization based on diffusive partial-state coupling has been studied where the agent dynamics progress from single- and double-integrator (e.g. [17], [18]) to more general dynamics (e.g. [21], [27], [29]). State synchronization based on diffusive partial-state coupling has also been considered, including static design ([12] and [13]), dynamic design ([5], [22], [23], [26], [28]), and the design based on localized information exchange ([1] and [21]). Solvability conditions are studied for general case of full and partial-state coupling in [25], [24]. Recently, scale-free collaborative protocol designs are developed for continuous-time heterogeneous MAS [15] and for homogeneous MAS subject to actuator saturation [10] and subject to input delays [9, 8].

Meanwhile, if the agents have absolute measurements of their own dynamics in addition to relative information from the network, they are said to be introspective, otherwise, they are called non-introspective. There exist some results about these two types of agents, for example, introspective agents ([6, 33], etc), and non-introspective agents ([4, 30], etc).

On the other hand, it is worth to note that actuator saturation is pretty common and indeed is ubiquitous in engineering applications. Many researchers have tried to establish (semi) global state and output synchronization results for multi-agent system (MAS) in the presence of input saturation. Compared with semi-global results, global synchronization can work for any initial condi-
tion set, and thus it has wider applications and attracts more attention. Global synchronization for neutrally stable agents has been studied by [14] (continuous-time) and [32] (discrete-time) for either undirected or detailed balanced graph. Then, global synchronization via static protocols for MAS with partial state coupling and linear general dynamics is developed in [11]. Reference [7] provides the design which can deal with networks that are not detailed balanced but intrinsically requires the agents to be single integrator. Similar scenarios also can be found in [2] (finite-time consensus), and [34] (event-triggered control).

In this paper, we design scale-free linear observer-based dynamic protocols to achieve global regulated state synchronization for homogeneous networks of non-introspective agents in presence of input saturation utilizing localized information exchange among the neighbors. The contributions of this paper are stated as follow.

- We develop scale-free linear observer-based dynamic protocols for MAS with non-introspective agents and for three classes of agent models which are neutrally stable, double-integrator, and mixed of double-integrator, single-integrator and neutrally stable dynamics and for both networks with full and partial-state coupling. Moreover, the proposed linear protocols have infinite gain margins.
- Linear observer-based protocol designs are scale-free and do not need any information about communication network. In other words, the proposed protocols work for any MAS with any communication graph with arbitrary number of agents.

Notations and definitions

Given a matrix $A \in \mathbb{R}^{m \times n}$, $A^T$ denotes the transpose of $A$ and $\|A\|$ denotes the induced 2-norm of $A$. For a vector $x \in \mathbb{R}^q$, $\|x\|$ denotes the 2-norm of $x$ respectively. A square matrix $A$ is said to be Hurwitz stable if all its eigenvalues are in the open left half complex plane. $A \otimes B$ depicts the Kronecker product between $A$ and $B$. $I_n$ denotes the $n$-dimensional identity matrix and $0_n$ denotes $n \times n$ zero matrix; sometimes we drop the subscript if the dimension is clear from the context.

To describe the information flow among the agents we associate a weighted graph $\mathcal{G}$ to the communication network. The weighted graph $\mathcal{G}$ is defined by a triple $(\mathcal{V}, \mathcal{E}, \mathcal{A})$ where $\mathcal{V} = \{1, \ldots, N\}$ is a node set, $\mathcal{E}$ is a set of pairs of nodes indicating connections among nodes, and $\mathcal{A} = [a_{ij}] \in \mathbb{R}^{N \times N}$ is the weighted adjacency matrix with non negative elements $a_{ij}$. Each pair in $\mathcal{E}$ is called an edge, where $a_{ij} > 0$ denotes an edge $(j, i) \in \mathcal{E}$ from node $j$ to node $i$ with weight $a_{ij}$. Moreover, $a_{ii} = 0$ if there is no edge from node $j$ to node $i$. We assume there are no self-loops, i.e. we have $a_{ii} = 0$. A path from node $i_1$ to $i_k$ is a sequence of nodes $\{i_1, \ldots, i_k\}$ such that $(i_j, i_{j+1}) \in \mathcal{E}$ for $j = 1, \ldots, k - 1$. A directed tree is a subgraph (subset of nodes and edges) in which every node has exactly one parent node except for one node, called the root, which has no parent node. The root set is the set of root nodes. A directed spanning tree is a subgraph which is a directed tree containing all the nodes of the original graph. If a directed spanning tree exists, the root has a directed path to every other node in the tree.

For a weighted graph $\mathcal{G}$, the matrix $L = [\ell_{ij}]$ with

$$\ell_{ij} = \begin{cases} \sum_{k=1}^N a_{ik}, i = j, \\ -a_{ij}, i \neq j, \end{cases}$$

is called the Laplacian matrix associated with the graph $\mathcal{G}$. The Laplacian matrix $L$ has all its eigenvalues in the closed right half plane and at least one eigenvalue at zero associated with right eigenvector $1$ [3]. Moreover, if the graph contains a directed spanning tree, the Laplacian matrix $L$ has a single eigenvalue at the origin and all other eigenvalues are located in the open right-half complex plane [19].

2 Problem Formulation

Consider a MAS consisting of $N$ identical dynamic agents with input saturation:

$$\begin{align*}
\dot{x}_i &= Ax_i + B\sigma(u_i), \\
y_i &= Cx_i,
\end{align*} \quad (1)$$

where $x_i \in \mathbb{R}^n$, $y_i \in \mathbb{R}^q$ and $u_i \in \mathbb{R}^m$ are the state, output, and the input of agent $i = 1, \ldots, N$, respectively. Meanwhile,

$$\sigma(v) = \begin{pmatrix} \text{sat}(v_1) \\
\text{sat}(v_2) \\
\vdots \\
\text{sat}(v_m) \end{pmatrix} \quad \text{where } v = \begin{pmatrix} v_1 \\
v_2 \\
\vdots \\
v_m \end{pmatrix} \in \mathbb{R}^m$$

with sat$(w)$ is the standard saturation function:

$$\text{sat}(w) = \text{sgn}(w) \min(1, |w|).$$

The network provides agent $i$ with the following information,

$$\zeta_i = \sum_{j=1}^N a_{ij}(y_i - y_j), \quad (2)$$

where $a_{ij} \geq 0$ and $a_{ii} = 0$. This communication topology of the network can be described by a weighted graph $\mathcal{G}$ associated with (2), with the $a_{ij}$ being the coefficients
of the weighted adjacency matrix $\mathcal{A}$. In terms of the coefficients of the associated Laplacian matrix $L$, $\xi_i$ can be rewritten as

$$\xi_i = \sum_{j=1}^{N} \ell_{ij} y_j.$$  

(3)

We refer to (3) as **partial-state coupling** since only part of the states are communicated over the network. When $C = I$, it means all states are shared over the network and we call it **full-state coupling**.

We also introduce a localized information exchange among neighbors. In particular, each agent $i = 1, \ldots, N$ has access to a localized information denoted by $\tilde{\xi}_i$, of the form

$$\tilde{\xi}_i = \sum_{j=1}^{N} a_{ij}(\xi_i - \xi_j)$$  

(4)

where $\xi_j \in \mathbb{R}^n$ is a variable produced internally by agent $j$ and to be defined in next sections.

In this paper, we consider regulated state synchronization where state of agents converge to a priori given trajectory $x_r$ generated by a so-called exosystem

$$\dot{x}_r = Ax_r, \quad y_r = Cx_r.$$  

(5)

with $x_r \in \mathbb{R}^n$. Clearly, we need some level of communication between the exosystem and the agents. We assume that a nonempty subset $\mathcal{C}$ of the agents have access to their own output relative to the output of the exosystem. Specially, each agent $i$ has access to the quantity

$$\psi_i = \psi_i(y_i - y_r), \quad \psi_i = \begin{cases} 1, & i \in \mathcal{C}, \\ 0, & i \notin \mathcal{C}. \end{cases}$$  

(6)

Combined with (2), we have the following network exchange

$$\tilde{\xi}_i = \sum_{j=1}^{N} a_{ij}(y_i - y_j) + \psi_i(y_i - y_r).$$  

(7)

$\tilde{\xi}_i$, as defined in above, can be rewritten in terms of the coefficients of a so-called expanded Laplacian matrix $\tilde{L} = L + \text{diag}(\psi_i) = [\tilde{\ell}_{ij}]_{N \times N}$ as

$$\tilde{\xi}_i = \sum_{j=1}^{N} \tilde{\ell}_{ij}(y_j - y_r).$$  

(8)

Note that $\tilde{L}$ is not a regular Laplacian matrix associated to the graph, since the sum of its rows need not be zero. We know that all the eigenvalues of $\tilde{L}$ have positive real parts. In particular matrix $\tilde{L}$ is invertible.

To guarantee that each agent gets the information from the exosystem, we need to make sure that there exists a path from node set $\mathcal{C}$ to each node. Therefore, we define the following set of graphs.

**Definition 1** Given a node set $\mathcal{C}$, we denote by $\mathcal{G}_\mathcal{C}$ the set of all graphs with $N$ nodes containing the node set $\mathcal{C}$, such that every node of the network graph $\mathcal{G} \in \mathcal{G}_\mathcal{C}$ is a member of a directed tree which has its root contained in the node set $\mathcal{C}$. We will refer to the node set $\mathcal{C}$ as root set.

**Remark 1** Note that Definition 1 does not require necessarily the existence of directed spanning tree. If the root of the trees belongs to the set $\mathcal{C}$, this means all the agents of the network will have access to the information of the exosystem, i.e. we do not need necessarily the existence of the spanning tree.

Next, we formulate **scalable** global regulated state synchronization problem with linear protocols.

**Problem 1** Consider a MAS described by (1) and (8) and the associated exosystem (5). Let a set of nodes $\mathcal{C}$ be given which defines the set $\mathcal{G}_\mathcal{C}$.

The **scalable global regulated state synchronization problem based on localized information exchange** of a MAS is to find, if possible, a linear observer-based dynamic protocol for each agent $i \in \{1, \ldots, N\}$, using only knowledge of agent model, i.e. $(A, B, C)$, of the form:

$$\begin{cases} \dot{x}_{c,i} = A_c x_{c,i} + B_c \sigma(u_i) + C_c \tilde{\xi}_i + D_c \dot{\xi}_i, \\ u_i = F_c x_{c,i}, \end{cases}$$  

(9)

where $\dot{\xi}_i$ is defined in (4) with $\dot{\xi}_i = \dot{H}_c x_{c,i}$, and $x_{c,i} \in \mathbb{R}^n$, such that regulated state synchronization

$$\lim_{t \to \infty} (x_i - x_j) = 0 \quad \text{for all } i, j \in 1, \ldots, N$$  

(10)

is achieved for any $N$ and any graph $\mathcal{G} \in \mathcal{G}_\mathcal{C}$, and for all initial conditions of the agents $x_i(0) \in \mathbb{R}^n$, all initial conditions of the exosystem $x_c(0) \in \mathbb{R}^n$, and all initial conditions of the protocols $x_{c,i}(0) \in \mathbb{R}^n$.

**Remark 2** In the case of full-state coupling, matrix $C = I$ and we refer to Problem 1 as scalable global regulated state synchronization problem based on localized information exchange for MAS with full-state coupling.
3 MAS with Neutrally Stable Agents

In this section, we will consider the scalable global regulated state synchronization problem for a MAS consisting of neutrally stable agents with input saturation for both networks with full- and partial-state coupling. We make the following assumption on agent models.

**Assumption 1** We assume that \((A, B, C)\) is controllable and observable. Moreover, \(A\) is neutrally stable, i.e., all the eigenvalues of \(A\) are in the closed left half plane and those eigenvalues on the imaginary axis, if any, are semi-simple.

3.1 Full-state coupling

In this subsection we consider MAS with full-state coupling.

**Protocol 1: Full-state coupling**

The following protocol is designed for each agent \(i \in \{1, \ldots, N\} \)

\[
\begin{align*}
\dot{x}_i &= A x_i + B \sigma(u_i) + \tilde{\zeta}_i - u_i x_i, \\
u_i &= -\rho B^T P \bar{x}_i,
\end{align*}
\]

where \(\rho > 0\) is a parameter with arbitrary positive value and \(P > 0\) satisfies

\[
PA + A^T P \leq 0
\]

since \(A\) satisfies Assumption 1. The agents communicate \(\tilde{\zeta}_i\) which is chosen as \(\tilde{\zeta}_i = \bar{x}_i\), therefore each agent has access to the following information:

\[
\tilde{\zeta}_i = \sum_{j=1}^{N} a_{ij}(x_i - x_j).
\]

while \(\tilde{\zeta}_i\) is defined by (8).

We have following theorem for scalable global regulated state synchronization based on localized information exchange for MAS with full-state coupling and neutrally stable agent models.

**Theorem 1** Consider a MAS with neutrally stable agents described by (1) where \(C = I\) satisfying Assumption 1, and the associated exosystem (5). Let a set of nodes \(\mathcal{C}\) be given which defines the set \(\mathcal{G}^N_{\mathcal{C}}\). Let the associated network communication be given by (8).

Then, the scalable global regulated state synchronization problem based on localized information exchange for MAS with full-state coupling as stated in Problem 1 is solvable. In particular, for any given \(\rho > 0\), the dynamic protocol (11) solves the regulated state synchronization problem for any \(N\) and any graph \(G \in \mathcal{G}^N_{\mathcal{C}}\).

**Proof of Theorem 1:** Firstly, by defining \(\bar{x}_i = x_i - x_r\) and \(e_i = \bar{x}_i - x_i\) we have

\[
\begin{align*}
\dot{\bar{x}}_i &= Ax_i + B \sigma(u_i), \\
\dot{e}_i &= Ae_i - \sum_{j=1}^{N} \hat{\ell}_{ij} e_j, \\
u_i &= -\rho B^T P (\bar{x}_i - e_i).
\end{align*}
\]

Then, let

\[
\begin{align*}
\bar{x} &= \begin{pmatrix} \bar{x}_1 \\ \vdots \\ \bar{x}_N \end{pmatrix},
\end{align*}
\]

\[
\begin{align*}
u &= \begin{pmatrix} u_1 \\ \vdots \\ u_N \end{pmatrix},
\end{align*}
\]

\[
\begin{align*}
e &= \begin{pmatrix} e_1 \\ \vdots \\ e_N \end{pmatrix},
\end{align*}
\]

\[
\begin{align*}
\sigma(u) &= \begin{pmatrix} \sigma(u_1) \\ \vdots \\ \sigma(u_N) \end{pmatrix},
\end{align*}
\]

then we have the following closed-loop system

\[
\dot{\bar{x}} = (I \oplus A) \bar{x} + (I \oplus B) \sigma(u),
\]

\[
\dot{e} = (I \oplus A - \bar{L} \oplus I) e,
\]

\[
u = -\rho(I \oplus B^T P)(\bar{x} - e).
\]

Since all eigenvalues of \(\bar{L}\) have positive real part, we have

\[
(T \oplus I)(I \oplus A - \bar{L} \oplus I)(T^{-1} \oplus I) = I \oplus A - J \oplus I
\]

for a non-singular transformation matrix \(T\), where (15) is upper triangular Jordan form with \(A - \lambda_i I\) for \(i = 1, \ldots, N\) on the diagonal. Since the agents are neutrally stable, i.e. all eigenvalues of \(A\) are in the closed left half plane, \(A - \lambda_i I\) is stable. Therefore, all eigenvalues of \((I \oplus A - \bar{L} \oplus I)\) have negative real part.

Then, we choose the following Lyapunov function

\[
V = \bar{x}^T (I \oplus P) \bar{x} + \bar{e}^T \bar{P} \bar{e}
\]

where \(P > 0\) satisfies condition (12) and \(\bar{P} > 0\) satisfies

\[
\bar{P}(I \oplus A - \bar{L} \oplus I) + (I \oplus A - \bar{L} \oplus I)^T \bar{P} \leq -(1 + \rho \|B^T P\|^2)I
\]

Thus, we have

\[
\frac{dV}{dt} = \bar{x}^T (PA + A^T P) \bar{x} + 2\bar{x}^T (I \oplus PB) \sigma(u)
\]

\[
\quad + \bar{e}^T \bar{P}(I \oplus A - \bar{L} \oplus I) + (I \oplus A - \bar{L} \oplus I)^T \bar{P} \bar{e}
\]

\[
\leq -2\rho \|u\| \sigma(u) + 2e^T (I \oplus PB) \sigma(u)
\]

\[
- (1 + \rho \|B^T P\|^2) \|e\|^2
\]

\[
\leq -2\rho \|u\| \sigma(u) + \rho \|\sigma(u)\|^2 - \|e\|^2
\]

Since \(u^k \sigma(u^k) = |u^k| |\sigma(u^k)| \geq |\sigma(u^k)|^2\) \((u^k\) is kth element of \(u_k\) \(k = 1, \ldots, n\)), we have \(-2u^k \sigma(u) + \sigma^2(u) \sigma(u) \leq 0\). Thus, we obtain \(\frac{dV}{dt} \leq 0\).
Meanwhile, we note that \( \frac{dV}{dt} = 0 \) when \( I \otimes (PA + A^tP)x = 0 \), \( (I \otimes B^tP)x = 0 \), and \( e = 0 \) based on (17). Thus in this case, \( \bar{x} \) is the solution of the dynamics \( \ddot{x} = (I \otimes A)x \).

Let \( S \) be a matrix such that \( A + BS \) is Hurwitz stable. Then we have

\[
(I \otimes P)\ddot{x} = I \otimes (PA - S'B^tP)\ddot{x} = -I \otimes (A^t + S^tB^t)(I \otimes P)\ddot{x}
\]

since \( [I \otimes (PA)]\ddot{x} = -[I \otimes (A^tP)]\ddot{x} \) and \( [I \otimes (S'B^tP)]\ddot{x} = 0 \).

Because \( A^t + S^tB^t \) is Hurwitz stable, we have \((I \otimes P)\ddot{x} \) is exponentially growing which contradicts with \( \ddot{x} = (I \otimes A)x \). It means that \( \ddot{x} = 0 \) is the solution of the above dynamics when \( P > 0 \). Thus, the invariance set \( \{(\bar{x}, e) : \bar{V}(\bar{x}, e) = 0\} \) contains no trajectory of the system except the trivial trajectory \( (\bar{x}, e) = (0, 0) \). Therefore, system (14) is globally asymptotically stable based on LaSalle’s invariance principle. It means we have \( \bar{x} \to 0 \) and \( e \to 0 \) when \( t \to \infty \). Thus we obtain \( x_i \to x_r \) as \( t \to \infty \), which proves our result.

### 3.2 Partial-state coupling

In this subsection we consider MAS with partial-state coupling.

**Protocol 2:** partial-state coupling

The following protocol is designed for each agent \( i \in \{1, \ldots, N\} \),

\[
\begin{align*}
\dot{\hat{x}}_i &= A\hat{x}_i + B\hat{\xi}_{1i} + F(\hat{\xi}_{1i} - C\hat{x}_i) + \xi_i B\sigma(u_i) \\
\dot{\chi}_i &= A\chi_i + B\sigma(u_i) + \hat{x}_i - \hat{\xi}_{1i} - \chi_i \\
u_i &= -\rho\beta_i P\hat{\chi}_i,
\end{align*}
\]

where \( F \) is a design matrix such that \( A - FC \) is Hurwitz stable, \( \rho > 0 \) is a parameter with arbitrary positive value, and \( P \) satisfies (12). In this protocol, the agents communicate \( \hat{\xi}_{1i} = (\hat{\xi}_{1i}^t, \hat{\xi}_{1i}^{t+2})^t = \left(\chi_i^t, \sigma^t(u_i)\right)^t \), i.e., each agent has access to localized information \( \hat{\xi}_{1i} = (\hat{\xi}_{1i}^t, \hat{\xi}_{1i}^{t+2}) \), where \( \hat{\xi}_{1i} \) and \( \hat{\xi}_{12} \) are defined as

\[
\hat{\xi}_{1i} = \sum_{j=1}^N a_{ij}(\chi_i - \chi_j),
\]

and

\[
\hat{\xi}_{12} = \sum_{j=1}^N a_{ij}(\sigma(u_i) - \sigma(u_j)),
\]

while \( \hat{\xi}_{1i} \) is defined via (8).

Then, we have the following theorem for scalable global regulated state synchronization based on localized information exchange for MAS with partial-state coupling and neutrally stable agent models.

**Theorem 2** Consider a MAS with neutrally stable agents described by (1) satisfying Assumption 1, and the associated exosystem (5). Let a set of nodes \( \mathcal{G} \) be given which defines the set \( \mathbb{G}^N_{\mathcal{G}} \). Let the associated network communication be given by (8).

Then, the scalable global regulated state synchronization problem based on localized information exchange for MAS with partial-state coupling as stated in Problem 1 is solvable. In particular, for any given \( P > 0 \), the dynamic protocol (18) solves the scalable regulated state synchronization problem for any \( N \) and any graph \( \mathcal{G} \in \mathbb{G}^N_{\mathcal{G}} \).

**Proof of Theorem 2:** Similar to the proof of Theorem 1, we have the matrix expression of closed-loop system

\[
\begin{align*}
\dot{x} &= (I \otimes A)x + (I \otimes B)s(u) \\
\dot{e} &= (I \otimes A - \tilde{L} \otimes I)e + \tilde{e} \\
\dot{\tilde{e}} &= I \otimes (A - FC)e \\
u &= -\rho(I \otimes B^tP)(\tilde{x} - e)
\end{align*}
\]

by \( e = \bar{x} - \chi \), and \( \tilde{e} = (\tilde{L} \otimes I)\bar{x} - \bar{x} \).

Then, choose the following Lyapunov function

\[
V = \bar{x}^t(I \otimes P)\bar{x} + \begin{pmatrix} \bar{e}^t \\ \tilde{e}^t \end{pmatrix} \tilde{P} \begin{pmatrix} \bar{e} \\ \tilde{e} \end{pmatrix}
\]

where \( P > 0 \) satisfies (12) and \( \tilde{P} > 0 \) satisfies

\[
\tilde{P}A + A^t\tilde{P} \leq -(\rho\beta ||B^tP||^2 + 1)I
\]

with

\[
\tilde{A} = \begin{pmatrix} I \otimes (A - \tilde{L} \otimes I) & I \\ 0 & I \otimes (A - FC) \end{pmatrix}.
\]

Similar to Theorem 1, we can obtain the synchronization result \( x_i \to x_r \) as \( t \to \infty \).

### 4 MAS with Double-integrator Agents

In this section, we will consider scalable global regulated state synchronization problem for MAS consisting of double-integrator agents with input saturation for both networks with full and partial-state coupling.

#### 4.1 Full-state coupling

In this subsection, we design dynamic protocols for MAS with full-state coupling and double-integrator agent
models. First, for agents (1) with double integrator models, we have
\[ A = \begin{pmatrix} 0 & I_m \\ 0 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 \\ I_m \end{pmatrix} \] (23)
where \( A \in \mathbb{R}^{2m \times 2m} \) and \( B \in \mathbb{R}^{2m \times m} \). Then, we choose matrix \( K = (K_1 \quad K_2) \) such that \( K_i \in \mathbb{R}^{m \times m}, i = 1, 2 \) are arbitrary negative definite matrices.

**Protocol 3:** full-state coupling

The following protocol is designed for each agent \( i \in \{1, \ldots, N\}, \)
\[
\begin{cases}
\dot{x}_i = A x_i + B \sigma(u_i) + \tilde{z}_i - u_i \chi_i \\
u_i = \rho K \tilde{x}_i,
\end{cases}
\] (24)
where \( \rho > 0 \) is a parameter with arbitrary positive value, and \( \tilde{z}_i \) and \( \tilde{\tilde{z}}_i \) are defined by (13) and (8), respectively.

We have the following theorem for scalable global regulated state synchronization problem based on localized information exchange for MAS with full-state coupling and double-integrator agent models.

**Theorem 3** Consider a MAS described by (1) with (23) and \( C = I \), and the associated exosystem (5). Let a set of nodes \( \mathcal{G} \) be given which defines the set \( \otimes^N \). Let the associated network communication be given by (8).

Then, the scalable global regulated state synchronization problem based on localized information exchange for MAS with full-state coupling as stated in Problem 1 is solvable. In particular, for any given \( \rho > 0 \), the dynamic protocol (24) solves the regulated state synchronization problem for any \( N \) and any graph \( \mathcal{G} \in \otimes^N \).

**Proof of Theorem 3:** Firstly, similar to Theorem 1, we have
\[
\begin{align*}
\dot{x}_i &= Ax_i + B \sigma(u_i), \\
\dot{e}_i &= Ae_i - \sum_{j=1}^{N} \tilde{e}_{ij} e_j, \\
u_i &= \rho K \tilde{x}_i - e_i,
\end{align*}
\]
by \( \tilde{x}_i = x_i - x_r \) and \( e_i = \tilde{x}_i - \chi_i \). Then, let
\[
\begin{pmatrix}
\tilde{x} \\
\tilde{x}_N
\end{pmatrix}, \quad u = \begin{pmatrix} u_1 \\ \vdots \\ u_N \end{pmatrix}, \quad e = \begin{pmatrix} e_1 \\ \vdots \\ e_N \end{pmatrix}, \quad \text{and} \quad \sigma(u) = \begin{pmatrix} \sigma(u_1) \\ \vdots \\ \sigma(u_N) \end{pmatrix}
\]
where \( \tilde{x}_i = \begin{pmatrix} (\tilde{x}_i) \end{pmatrix}^T \) and \( \tilde{x}_N = \begin{pmatrix} (\tilde{x}_N) \end{pmatrix}^T \), then we have the following closed-loop system
\[
\begin{pmatrix}
\dot{\tilde{x}} \\
\dot{\tilde{x}}_N
\end{pmatrix} = \begin{pmatrix}
(I \otimes A) \tilde{x} + (I \otimes B) \sigma(u), \\
(I \otimes A - L \otimes I) e, \\
u = \rho(I \otimes K)(\tilde{x} - e).
\end{pmatrix}
\] (25)

Then, consider the following Lyapunov function
\[
V = \rho \tilde{x}^T I \otimes \begin{pmatrix} 0 & 0 \\ 0 & P_d \end{pmatrix} \tilde{x} + e^T P_d e + 2 \int_0^t \sigma(s)ds
\] (26)
where \( P_d = -K_1 \) and \( P_d > 0 \) satisfies
\[
P_d(I \otimes A - \tilde{L} \otimes I) + (I \otimes A - \tilde{L} \otimes I)^T P_d \leq -\gamma I
\] (27)
with \( \gamma = 1 + \rho e^{-1} ||K||^2 ||I \otimes \tilde{A} - \tilde{L} \otimes I||^2 \), where \( \epsilon \) is such that \( K_2 < -\frac{\gamma}{2} I \) which follows from the choice of \( K_2 \) as negative definite matrix. Note that it can be shown that \( V \) is positive definite, i.e. \( V > 0 \) except for \( (\tilde{x}, e) = 0 \) when \( V = 0 \). Then, we have
\[
\frac{dV}{dt} = 2\rho e^T(u) I \otimes (KA + (0 \quad P_d)) \tilde{x} + e^T P_d e + 2 \int_0^t \sigma(s)ds
\]
\[
\leq 2\rho e^T(u) I \otimes (KA + (0 \quad P_d)) \tilde{x} + (\gamma - \rho e^{-1} ||K||^2 ||I \otimes \tilde{A} - \tilde{L} \otimes I||^2) ||e||^2 + \rho e^T(u) I \otimes (KB + B^T K^T + \epsilon I) \sigma(u)
\]
\[
\leq 2\rho e^T(u) I \otimes (KA + (0 \quad P_d)) \tilde{x} + (\gamma - \rho e^{-1} ||K||^2 ||I \otimes \tilde{A} - \tilde{L} \otimes I||^2) ||e||^2 + \rho e^T(u) I \otimes (KB + B^T K^T + \epsilon I) \sigma(u)
\]

Meanwhile, we have
\[
KA + (0 \quad P_d) = (0 \quad K_1) + (0 \quad P_d) = 0
\]
and \( K_2 < -\frac{\gamma}{2} I \) such that
\[
\frac{dV}{dt} \leq -||e||^2 + \rho e^T(u) I \otimes (KB + B^T K^T + \epsilon I) \sigma(u) \leq 0
\]

Meanwhile, we can note that \( \frac{dV}{dt} = 0 \) when \((I \otimes K)\tilde{x} = 0\) and \( e = 0 \) since (27). Thus in this case, \( \tilde{x} \) is the solution of the dynamics \( \dot{\tilde{x}} = \tilde{x}^I \) and \( \tilde{\tilde{x}}^I = 0 \).

And then we have \( \tilde{x}^I = \tilde{x}^I(0) + t \tilde{\tilde{x}}^I(0) \) and \( \tilde{\tilde{x}}^I = \tilde{x}^I(0) \) with \( \tilde{x}^I = \begin{pmatrix} (\tilde{x}_I^T) \vdots \cdots \tilde{x}_N^T \end{pmatrix}^T \) and \( \tilde{\tilde{x}}^I = \begin{pmatrix} (\tilde{x}_I^T) \vdots \cdots \tilde{x}_N^T \end{pmatrix}^T \), and \( \tilde{x}^I(0) \) and \( \tilde{\tilde{x}}^I(0) \) are the initial value of \( \tilde{x} \) at \( t_0 \).

Thus, from \((I \otimes K)\tilde{x} = 0\) we obtain
\[
(I \otimes K)\tilde{x} = [(I \otimes K_1)(\tilde{x}^I(0) + t \tilde{\tilde{x}}^I(0)) \quad (I \otimes K_2) \tilde{x}^I(0)] = 0
\]
i.e. \((I \otimes K_1)(\tilde{x}^I(0) + t \tilde{\tilde{x}}^I(0)) = 0\) and \((I \otimes K_2) \tilde{x}^I(0) = 0\). Since \( K_1 \) and \( K_2 \) negative definite, we can obtain...
Given $\rho > 0$, as stated in Problem 1 is solvable. In particular, for any problem based on localized information exchange (8).

Let the associated network communication be given by a set of nodes and the following protocol is designed for each agent $i \in \{1, \ldots, N\}$:

\begin{align}
\dot{x}_i &= A\hat{x}_i + B\hat{e}(u_i) + \xi_i \hat{e} + \zeta_i \hat{e}_I - \mu_i \hat{e}_I \\
u_i &= \rho K \hat{x}_i,
\end{align}

where $\rho > 0$ is a parameter with arbitrary positive value, and $F$ is a design matrix such that $A - FC$ is Hurwitz stable. Then, we choose matrix $K = (K_1 \ K_2)$ such that $K_i \in \mathbb{R}^{n \times m}, i = 1, 2$ are arbitrary negative definite matrices, while, $\hat{\xi}_1$ and $\hat{\xi}_2$ are defined as (19) and (20), respectively, and $\zeta_i$ is defined via (8).

We have the following theorem for scalable global regulated state synchronization problem based on localized information exchange for MAS with partial-state coupling and double-integrator agent models.

**Theorem 4** Consider a MAS described by (1), with (23) and $(A, C)$ observable, and the associated exosystem (5). Let a set of nodes $\mathcal{G}$ be given which defines the set $\mathcal{G}_\mathcal{N}$. Let the associated network communication be given by (8).

Then, the scalable global regulated state synchronization problem based on localized information exchange as stated in Problem 1 is solvable. In particular, for any given $\rho > 0$, the dynamic protocol (28) solves the scalable regulated state synchronization problem for any $N$ and any graph $\mathcal{G} \in \mathcal{G}_\mathcal{N}$.

**Proof of Theorem 4:** Similar to Theorem 3, by defining $\bar{x}_i = x_i - x_r$, $e = \bar{x} - \chi$, and $\bar{e} = (L \otimes I)\bar{x} - \bar{x}$, we have the matrix expression of closed-loop system

\begin{align}
\dot{\bar{x}} &= (I \otimes A)\bar{x} + (I \otimes B)e(u) \\
\dot{e} &= (I \otimes A - L \otimes I)e + \bar{e} \\
\dot{\bar{e}} &= I \otimes (A - FC)e \\
u &= \rho (I \otimes K)(\bar{x} - e)
\end{align}

Then we choose the following Lyapunov function:

\[ V = \rho \bar{x}^T I \otimes \begin{pmatrix} 0 & 0 \\ 0 & P_d \end{pmatrix} \bar{x} + (e^T e)^ \frac{T}{\rho} P_D (e^T e) + 2 \int_0^t \sigma(s)ds \]

where $P_d = -K_1$ and $P_D > 0$ satisfies

\[ P_D \bar{A} + \bar{A}^T P_D \leq -\gamma I \]

where $\gamma = 1 + \rho e^{-1} ||K||^2 ||I \otimes A - L \otimes I||^2$, and $e$ is defined in the proof of Theorem 3, and $\bar{A}$ is defined in the proof of Theorem 2.

Similar to the proof of Theorem 3, the synchronization result can be obtained.

**5 MAS with Mixed-case Agents**

In this section, we will consider scalable global regulated state synchronization problem via for MAS with agent models mixed-case agents, in presence of input saturation for both networks with full and partial-state coupling. In the following assumption, we consider a class of systems which are introduced in [20].

**Assumption 2** We assume that $(A, B, C)$ is controllable and observable. Moreover, $A$ has eigenvalue zero with geometric multiplicity $m$ and algebraic multiplicity $m + q$ with no Jordan blocks of size larger than 2 while the remaining eigenvalues are simple purely imaginary eigenvalues.

Obviously, this class of systems includes the neutrally stable dynamics, single- and double-integrator systems.

**5.1 Full-state coupling**

In this subsection, we design dynamic protocols for each agent via the following steps stated in Protocol 5.
**Protocol 5: full-state coupling**

- First, similar to [20, Section 4.7.1], we use the following transformation for mixed-case agent models (1) by using non-singular transformation matrix $\Gamma_x$.

$$
\begin{align*}
\hat{A} &= \Gamma_x \Lambda \Gamma_x^{-1} = \\
&= \begin{pmatrix} A_S & 0 \\ 0 & A_F \end{pmatrix}, \\
\hat{B} &= \Gamma_x \eta = \begin{pmatrix} B_S \\ B_F \end{pmatrix},
\end{align*}
$$

where

$$
\begin{align*}
\Lambda &= \begin{pmatrix} \lambda_0 & 0 \\ 0 & \lambda_0 \end{pmatrix} \quad \text{and} \quad \eta_0 = \begin{pmatrix} 0 \\ \rho & 0 & 0 & \ldots & 0 \\ 0 & \rho & 0 & \ldots & 0 \\ \ldots & \ldots & \ldots & \ldots & \ldots \\ 0 & 0 & \ldots & \rho & 0 \\ 0 & 0 & \ldots & \ldots & \rho \end{pmatrix} P_d
\end{align*}
$$

where $P_d > 0$ is any positive definite matrix. The existence of matrix $\Lambda$ is proved in [20, Page 235].

- Next, the following protocol is designed for each agent $i \in \{1, \ldots, N\}$,

$$
\begin{align*}
\dot{x}_i &= A_{xi} x_i + B\sigma(u_i) + \zeta_i - \zeta_i x_i, \\
u_i &= \rho K_T x_i
\end{align*}
$$

where $\rho > 0$ is a parameter with arbitrary positive value, $\zeta_i$ and $\tilde{\zeta}_i$ are defined by (13) and (8), respectively.

**Theorem 5** Consider a MAS described by (1) with $C = I$ satisfying Assumption 2, and the associated exosystem (5). Let a set of nodes $\mathcal{G}$ be given which defines the set $\mathcal{G}_e$. Let the associated network communication be given by (8).

Then, the scalable global regulated state synchronization problem based on localized information exchange for MAS with full-state coupling as stated in Problem 1 is solvable. In particular, for any given $\rho > 0$, the dynamic protocol (34) with (32) and (33) solves the regulated state synchronization problem for any $N$ and any graph $\mathcal{G} \in \mathcal{G}_e$.

**Proof of Theorem 5:** Firstly, we have

$$
\begin{align*}
\dot{x}_i &= A_{xi} x_i + B\sigma(u_i), \\
\dot{e}_i &= A e_i - \sum_{j=1}^N \ell_{ij} e_j, \\
u_i &= \rho K_T x_i - e_i
\end{align*}
$$

by $\ddot{x}_i = x_i - x_f$ and $e_i = \dot{x}_i - \dot{x}_f$. Then, let

$$
\begin{align*}
\ddot{x} &= \left( \begin{array}{c} \ddot{x}_1 \\ \vdots \\ \ddot{x}_N \end{array} \right), \\
u &= \left( \begin{array}{c} u_1 \\ \vdots \\ u_N \end{array} \right), \\
e &= \left( \begin{array}{c} e_1 \\ \vdots \\ e_N \end{array} \right), \\
\sigma(u) &= \left( \begin{array}{c} \sigma(u_1) \\ \vdots \\ \sigma(u_N) \end{array} \right)
\end{align*}
$$

then we have the following closed-loop system

$$
\begin{align*}
\ddot{x} &= (I \otimes A) \ddot{x} + (I \otimes B) \sigma(u), \\
\dot{e} &= (I \otimes A - L \otimes I) e, \\
u &= \rho I \otimes K_T \ddot{x} - \ddot{e}.
\end{align*}
$$

We transform mixed-case agent model (35) as

$$
\begin{align*}
\eta &= \left( \begin{array}{c} I \otimes \ddot{A} \\ 0 \\ \rho I \otimes \ddot{A} - \ddot{L} \otimes I \end{array} \right) \eta + \left( \begin{array}{c} I \otimes \ddot{B} \\ 0 \end{array} \right) \sigma(u), \\
u &= \rho I \otimes (K - K) \eta
\end{align*}
$$

by a non-singular matrix $I \otimes \Gamma_x$, where $\eta = (\eta_x, \eta_e) = ((I \otimes \Gamma_x^e)(I \otimes \Gamma_e^e) \otimes I)^{-1}$.

Next, we choose the following Lyapunov function:

$$
V = \eta^T \left( \begin{array}{c} \rho I \otimes \Lambda \\ 0 \end{array} \right) \eta + 2 \int_0^\eta \sigma(s) ds
$$

where $\rho > 0$ satisfies

$$
P_0(I \otimes \ddot{A} - \ddot{L} \otimes I) + (I \otimes \ddot{A} - \ddot{L} \otimes I)^T P_0 \leq -\gamma I
$$

with $\gamma = 1 + \rho e^{-1} \|K\|^2 \|I \otimes \ddot{A} - \ddot{L} \otimes I\|^2$, where $e$ is such that $KB + \tilde{B}^T \tilde{K}^T < -\varepsilon I$, note that (33) guarantees existence of $e$. It can be shown that $V$ is positive definite, i.e. $V > 0$ except for $(\ddot{x}, e) = 0$ when $V = 0$. Then, we have

$$
\frac{dV}{dt} = 2 \eta^T \left( \begin{array}{c} \rho I \otimes (\Lambda \ddot{A}) \\ 0 \end{array} \right) \eta + 2 \rho \eta^T (I \otimes (\Lambda \ddot{B})) \sigma(u)
$$

$$
+ 2 \rho \eta^T (I \otimes (\Lambda \ddot{B})) \sigma(u)
$$

$$
+ 2 \rho \eta^T (I \otimes (\Lambda \ddot{B})) \sigma(u)
$$

$$
\leq -\gamma \eta_x^T \eta_y + 2 \rho \eta^T (I \otimes \ddot{B}) \sigma(u)
$$

$$
- 2 \rho \eta^T (I \otimes \ddot{B}) \sigma(u)
$$

$$
\leq -\gamma \eta_x^T \eta_y + 2 \rho \eta^T \sigma(u)
$$

$$
= -\|\eta_e\|^2 + \rho \sigma^*(u) \left( I \otimes (K \tilde{B} + \tilde{B}^T K^T + \varepsilon I) \right) \sigma(u)
since we have (32) and (38). Because \((\bar{A}, \bar{B})\) is surjective, we have a solution \(K\) such that \(\frac{dV}{dt} \leq 0\) provided (33).

Then, we note that the \(\frac{dV}{dt} = 0\) when \((I \otimes K)\eta_x = 0\) and \(\eta_c = 0\), the dynamics of (36) becomes \(\dot{\eta}_x = \eta\). Since we have (32) and (33), we can obtain \((I \otimes K)\eta_x = 0\) only when \(\eta_x(t_0) = 0\).

Thus, we obtain the global asymptotic stability of the closed-loop system (36), i.e. we have \(\eta_x \to 0\). It implies \(\bar{x} \to 0\) since \((I \otimes \Gamma)\eta_x \to 0\) when \(t \to \infty\), and thus we have \(x_i \to x_r\) as \(t \to \infty\), which prove our result.

### 5.2 Partial-state coupling

In this subsection we consider MAS with partial-state coupling.

**Protocol 6:** partial-state coupling

The following protocol is designed for each agent \(i \in \{1, \ldots, N\}\),

\[
\begin{aligned}
\dot{x}_i &= A\hat{x}_i + B\hat{z}_{i2} + F(\tilde{z}_i - C\hat{x}_i) + u_i \sigma(u_i) \\
\hat{x}_i &= \hat{A}\hat{x}_i + B\sigma(u_i) + \hat{x}_i - \hat{z}_{i1} - u_i \chi_i \\
u_i &= \rho K \hat{x}_i,
\end{aligned}
\]

where \(F\) is a design matrix such that \(A - FC\) is Hurwitz stable, \(\Gamma\) is a non-singular matrix, \(\rho > 0\) is a parameter with arbitrary positive value, and \(K\) satisfies (32) and (33), where \(\tilde{z}_{i1}\) and \(\tilde{z}_{i2}\) are defined as (19) and (20), respectively and \(\tilde{z}_i\) is defined via (8). We have the following theorem for scalable global regulated state synchronization problem based on localized information exchange for MAS with partial-state coupling and mixed-case agent models.

**Theorem 6** Consider a MAS described by (1) satisfying Assumption 2, and the associated exosystem (5). Let a set of nodes \(\mathcal{C}\) be given which defines the set \(G_{\mathcal{C}}\). Let the associated network communication be given by (8).

Then, the scalable global regulated state synchronization problem based on localized information exchange as stated in Problem 1 is solvable. In particular, for any given \(\rho > 0\), the dynamic protocol (39) with (32) and (33) solves the scalable regulated state synchronization problem for any \(N\) and any graph \(G \in G_{\mathcal{C}}\).

**Proof of Theorem 6:** Similar to Theorem 3, by defining \(\bar{x}_i = x_i - x_r\), \(e = \bar{x} - \chi\), and \(\bar{e} = (L \otimes I)\bar{x} - \bar{x}\), we have the matrix expression of closed-loop system

\[
\begin{aligned}
\dot{\bar{x}} &= (I \otimes A)\bar{x} + (I \otimes B)\sigma(u) \\
\bar{e} &= (I \otimes A - L \otimes I)e + \bar{e} \\
\bar{e} &= I \otimes (A - FC)\bar{e} \\
u &= \rho (I \otimes K\eta_x - \eta_c).
\end{aligned}
\]

Then, by using nonsingular matrix \(I \otimes \Gamma\), we can obtain

\[
\begin{aligned}
\eta_x &= (I \otimes \bar{A})\eta_x + (I \otimes \bar{B})\sigma(u) \\
\eta_c &= (I \otimes \bar{A} - \bar{L} \otimes I)\eta_c + \eta\bar{e} \\
\dot{\eta}_c &= I \otimes (\bar{A} - \Gamma_x FC)\eta_c \\
u &= \rho (I \otimes K) (\eta_x - \eta_c)
\end{aligned}
\]

where \(\eta_x = (I \otimes \Gamma_x)\bar{x}\), \(\eta_c = (I \otimes \Gamma)\bar{e}\), and \(\eta\bar{e} = (I \otimes \Gamma)\bar{e}\).

Then we choose the following Lyapunov function:

\[
V = \bar{\eta}^T \left( \rho I \otimes \Lambda - \frac{1}{P_0} \right) \bar{\eta} + 2 \int_0^t \sigma(s)ds
\]

where \(\bar{\eta} = (\eta_x, \eta_c, \eta\bar{e})^T\) and \(P_0 > 0\) satisfies

\[
P_0 \bar{A}^T + \bar{A} - \gamma I = 0
\]

where \(\gamma = 1 + \varepsilon^{-1} \rho \|K\|^2 \|I \otimes \bar{A} - \bar{L} \otimes I\|^2\), and \(\varepsilon\) is the same as in the proof of Theorem 5 and

\[
\bar{A} = \left( \begin{array}{cc}
I & 0 \\
\Gamma_x FC & I \otimes (\bar{A} - \Gamma_x FC)
\end{array} \right).
\]

Thus, similar to the proof of Theorem 5, the synchronization result can be obtained.

**Remark 3** It is worth to note that in all of the protocols for MAS with neurally stable, double-integrator, and mixed of double-integrator, single-integrator and neurally stable dynamics, the choice of positive parameter \(\rho\) is independent of the communication graph and as such it establishes infinite gain margin for our protocols.

### 6 Numerical Example

In this section, we will illustrate the effectiveness of our protocols with numerical examples for global synchronization of MAS with double-integrator and mixed-case agent models with partial-state coupling.

**Example 1: Double-integrator**

Consider a MAS with double-integrators agent models (1) as:

\[
\begin{aligned}
\dot{x}_i &= \left( \begin{array}{c} 0 & 1 \\
0 & 0 \end{array} \right) x_i + \left( \begin{array}{c} 0 \\
1 \end{array} \right) \sigma(u_i) \\
y_r &= \left( \begin{array}{c} 1 & 0 \end{array} \right) x_i
\end{aligned}
\]

and the exosystem:

\[
\begin{aligned}
\dot{x}_r &= \left( \begin{array}{c} 0 & 1 \\
0 & 0 \end{array} \right) x_r \\
y_r &= \left( \begin{array}{c} 1 & 0 \end{array} \right) x_r
\end{aligned}
\]
By choosing parameter $\rho = 1$ and matrices $F$ and $K$ as

$$
F = \begin{pmatrix} 1 \\ 2 \end{pmatrix}, \quad K = \begin{pmatrix} -10 & -2 \end{pmatrix}
$$

the scalable Protocol 4 would be equal to

$$
\begin{align*}
\dot{x}_i &= \begin{pmatrix} -1 & 1 \\ -2 & 0 \end{pmatrix} \dot{x}_i + \begin{pmatrix} 0 \\ 1 \end{pmatrix} \dot{z}_i + \begin{pmatrix} 1 \\ 2 \end{pmatrix} \ddot{z}_i + t_i \begin{pmatrix} 0 \\ 1 \end{pmatrix} \sigma(u_i) \\
\dot{\hat{x}}_i &= \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \hat{x}_i + \begin{pmatrix} 0 \\ 1 \end{pmatrix} \sigma(u_i) + \ddot{x}_i - \ddot{z}_i - t_i \chi_i \\
u_i &= (-10 -2) \chi_i,
\end{align*}

(44)
$$

where $t_1 = 1$ and $t_i = 0$ for $i = \{1, \ldots, N\}$. First, consider a MAS with 3 nodes and communication graph as Figure 1.

To illustrate the scalability of our protocols we show that the designed protocol will also work for MAS with 10 nodes with communication topology as Figure 2.

The simulation results are shown in Figure 3 and Figure 4 for MAS with 3 and 10 agents, respectively.

**Example 2: Mixed-case**

In this example, we consider MAS with mixed-case agent model which contains two double-integrator, one single-integrator and neutrally stable dynamics as:

$$
\begin{align*}
\dot{x}_i &= \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 \\
\end{pmatrix} x_i + \begin{pmatrix} 0 & 1 & 6 \\ 0 & 0 & 1 \\ 1 & 1 & 0 \\ 1 & 0 & 1 \\
\end{pmatrix} \sigma(u_i) \\
y_i &= \begin{pmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
\end{pmatrix} x_i
\end{align*}
$$

and the associated exosystem:

$$
\begin{align*}
\dot{x}_r &= \begin{pmatrix} 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix} x_r, \quad y_r &= \begin{pmatrix} 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 & 1 & 1 \\
\end{pmatrix} x_r
\end{align*}
$$

We choose parameter $\rho = 1$ and matrix $K$ and $F$ as
Consider a MAS with 3 agents, and associated directed communication topology shown in Figure 1.

The simulation results for global state synchronization of the MAS with partial-state coupling via scalable dynamic protocol (39) are shown in Figure 5.

To show the scalability of our protocol designs, we consider a MAS with 10 nodes and agent models as the previous case with communication topology as Figure 2.

The simulation results shown in Figure 6 show that global state synchronization is achieved with the same designed protocol.
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