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ABSTRACT Active noise control (ANC) systems operating on adaptive algorithms endure instability in the presence of impulsive noise (IN). Therefore, this manuscript investigates the performance of such adaptive algorithms with online secondary path modeling (OSPM) in the presence of impulsive noise in non-stationary acoustic paths. Herein, we propose three new solutions based on the filtered x least mean absolute third (FxLMAT) algorithm for OSPM with IN. Our first solution utilizes the FxLMAT algorithm in the control filter of ANC, achieving improved modeling accuracy, good convergence, and better stability than the already existing variants of the filtered x least mean square (FxLMS) solutions. However, our proposed FxLMAT based solution exhibit slow convergence and is not robust in time-varying acoustic paths. Therefore, we propose a modified FxLMAT (MFxLMAT) algorithm to enhance the robustness of the FxLMAT solution. However, the proposed MFxLMAT still lacks good convergence. Henceforth, we introduce our third solution, i.e., a variable step size filtered x robust normalized LMAT (VSSFxRNLMAT) algorithm that almost acquires the same performance as that of the already existing filtered x recursive least square (FxRLS) family-based solutions. Simulation results are provided which show that our proposed VSSFxRNLMAT solution outperforms the already existing algorithms in terms of noise and vibration reduction, robustness, and convergence. Moreover, a comparative analysis based on the computational complexity of some well known existing as well as our proposed solutions is provided, which shows that our proposed VSSFxRNLMAT has almost the same complexity as that of the existing techniques.
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I. INTRODUCTION

Noise has adverse effects on the information signal resulting in system performance degradation [1]. To mitigate the effect of noise, there has been lots of interest in developing ANC systems due to their numerous applications [2]–[8]. ANC systems work on the principle of superposition, an anti-noise signal having 180° phase shift to that of the primary noise are superimposed on each other resulting in a noise-free signal [4]. In the last decade, researchers have focused on high-order error power (HOEP) based adaptive algorithms [9]–[11], which have the ability to enhance the performance of the system in terms of fast convergence and can effectively minimize the noise interference. This improved performance is achieved by minimizing the higher-order power of the error signal. The least mean absolute third (LMAT) algorithm depends on reducing the mean of error third power [10], no local minimum for the LMAT algorithm exists, i.e, the error function is a perfect convex function of the filter tabs. In [10], [12]–[14], better convergence of the LMAT algorithm with respect to the LMS is achieved in various noise scenarios, but suffer stability problem due to its dependence on the input signal. Therefore, a normalized variant of LMAT (NLMAT) is proposed in [13], which depicts enhanced stability and can suppress non-Gaussian noise as compared to other investigated algorithms. Moreover, the least mean fourth (LMF) algorithms also belong to the HOEP adaptive filter family.
whose convergence also depends on the power of input signal like the LMAT algorithm [11], [15]–[18]. The most common adaptive algorithm in the ANC systems is FxLMS algorithm [19]–[22]. However, the FxLMS algorithm’s stability relies greatly on the reference signal, which is passed through an estimated secondary path. Inaccurate estimation of the secondary path results in the instability of the FxLMS algorithm, as well as slow convergence [4]. Therefore, recent works employ OSPM to improve the efficiency of the ANC systems.

In literature, two OSPM techniques exist; the first technique injects random noise into the ANC system and works on system identification for modeling of the secondary path [23]-[27]. The second technique estimates the secondary path directly from the ANC output, which, thus, avoids the addition of an extra noise [23]. The performance of the second technique is accurate as it is independent of the signal nature, whereas, the first technique depends on its output signal. The first technique is usually favored for real-time applications, covering all frequency ranges. In the following, we further elaborate on the first OSPM technique, i.e., injection of random noise into the ANC systems.

The concept of OSPM for ANC systems using random noise \( v_w(i) \) (as shown in Fig. 1) was first proposed by Eriksson et al. in [23]. Figure 1 shows block diagram of the system model introduced in [23], where \( x(i) \) is the reference input signal, \( s(i) \) is the impulse response of the secondary path, \( p(i) \) is the primary path signal, \( e(i) \) is the error signal, \( v_w(i) \) is the random noise, and \( w(i) \) represents filter weight of the filter. The ANC error signal \( e(i) \) comprises two components. The first component is \( d(i) - y'(i) \), which is used to update the taps of the control filter \( w(i) \). \( w(i) \) acts as a stumbling block for the OSPM filter \( \hat{s}(i) \). The second component, \( y'(i) \), linked with random noise \( v_w(i) \) updates the modeling filter \( \hat{s}(i) \) and behave as a distraction for the control filter \( w(i) \). Overall, the ANC system performance is affected due to the disturbance between the control filter and the modeling filter. Different techniques have been proposed for enhancing the performance of ANC systems with OSPM by reducing their mutual disturbance [23]. For instance, authors in [24]-[26] added a third adaptive filter to lower the disturbance caused by the two filters. However, these approaches did not perform well in reducing the impact of noise. Nevertheless, the technique proposed in [25] successfully removed the mutual interference between the two filters at the cost of increased design complexity. Therefore, to reduce the design complexity, Akhtar et al. proposed an incorporated variable step size FxLMS (VSSFxLMS) based modeling filter and modified FxLMS (MFxLMS) based control filter in [27]. In their proposed techniques, the authors set the gain, \( G(i) \), of the injected noise to 1, i.e., \( v_w(i) = v(i) \) [23]-[27]. However, for an accurate ANC system, the gain must be near zero, i.e., for achieving a better approximation of the secondary path, the OSPM filter must reach its steady state.

With fixed \( G(i) \), the ANC system performance is deteriorated as \( v(i) \) continuously appear in the control filter’s error signal, \( e(i) \). In [28], the authors proposed an auxiliary noise power (ANP) scheduling technique for tracking the modeling process and making changes adaptively to \( G(i) \). The ANP technique certainly helps to improve the ANC system’s performance by reducing the effect of \( v(i) \) in \( e(i) \) of the control filter after acquiring an accurate estimate of the secondary path. Therefore, various works merge FxLMS and ANP for accurate modeling, low steady-state, and fastest convergence [27]-[32]. For instance, Carini et al. propose a new ANP scheduling that employed normalized FxLMS (FxNLMS) both in control as well as in the modeling filter [29]. Their approach has a high gain at the expense of additional computational complexity.

Ahmed et al., in [31], suggested a new normalized variable step-size method for both the control and the modeling filters, respectively. Pu et al. introduced a low complexity technique by employing the VSSFxLMS algorithm and ANP scheduling strategy in [32]. Furthermore, the authors in [33] suggested an improved technique, where the gain \( G(i) \) is computed through the error of the modeling filter. In all the techniques (discussed earlier), the authors consider Gaussian noise for simplicity. Therefore, Fareeha et al., in [34] considers a more practical system with IN and proposed FxRLS family-based solutions [35] with better convergence and robustness at the cost of high computational complexity. The authors modeled IN using symmetric-\( \alpha \)-stable (S\( \alpha \)S) distribution, defined as

\[
\phi(x) = e^{-\gamma|x|^\alpha},
\]

where \( \alpha \) ranges from 0 to 2 and represents the characteristic exponent to control the distribution shape. When \( \alpha \) approach 2, the noise becomes Gaussian, whereas it gets impulsive as \( \alpha \) approaches zero. A stable S\( \alpha \)S distribution is achieved by fixing the scaling parameter \( \gamma \) to 1, i.e., \( \gamma = 1 \). Figure 2 illustrates the impact of varying \( \alpha \) on symmetric-\( \alpha \)-stable distribution.

To mitigate the effect of the impulsive noise, all of the existing techniques employ alternatives of FxLMS algorithms for the modeling and the control filters. Therefore, it is necessary to investigate new strategies for active noise reduction of impulsive noise with OSPM. The promising results presented in [12], [13], [36] prove that the filtered signal...
least mean absolute third (FxLMAT) algorithm gives good convergence, enhanced stability, and better robustness than FxLMS algorithms in an IN environment. However, to the best of our knowledge, none of the previously proposed LMAT algorithms available in the literature consider mitigation of IN with OSPM.

Herein, we propose three new solutions based on the FxLMAT family for impulsive noise in ANC with OSPM. The first solution incorporates the FxLMAT algorithm in the control filter and improves accuracy in non-stationary environments, however, it converges slowly and suffers instability. Therefore, to enhance the convergence of the FxLMAT algorithm, we propose a second solution by modifying the LMAT (MFxLMAT) algorithm in the control filter. The improved performance is achieved by normalizing the step size of the MFxLMAT algorithm, however, it still lacks robustness.

Therefore, we propose a third solution, i.e., a variable step size filtered x robust normalized LMAT (VSSFxRNLMAT) algorithm to improve the robustness and convergence of the FxLMAT family. The proposed VSSFxRNLMAT solution exhibited almost the same convergence, robustness, and steady-state when compared to the FxRLS family-based existing solution [34], [35] with very low complexity for IN control with OSPM.

The rest of the paper is structured as follows: Section II presents our proposed solutions. Analytical expressions for our system model are provided in this section as well. Section III provides the simulation results, as well as a complexity analysis of our proposed solutions to some well-known existing algorithms available in the literature. Section IV finally concludes our paper.

II. PROPOSED METHODS

All the existing methods for OSPM in ANC uses variants of the FxLMS and FxRLS family for the control and the modeling filters. Our proposed solution is based on the FxLMAT family. This section contains details of the three proposed solutions for OSPM with ANC in the presence of IN.

A. FxLMAT BASED SOLUTION FOR FEED-FORWARD ANC WITH OSPM

Figure 3 shows a block diagram of our proposed model where FxLMAT algorithm is used in the control filter of an ANC system with OSPM. In Fig. 3, $P(z)$, $W(z)$, $S(z)$, $\hat{S}(z)$, and $H(z)$ are the $z$-transforms of the primary path $p(i)$, control filter $w(i)$, secondary path $s(i)$, modelling filter $\hat{s}(i)$ and the reference signal cancelling filter $h(i)$, respectively. The FxLMAT algorithm minimizes the third power of the absolute value of the error signal to find the filter coefficients [10]. The control filter’s weight is updated as

$$w(i + 1) = w(i) + \mu_w f(i)^2 \text{sgn}(f(i)) x'(i),$$

where $\text{sgn}$ is the signum function and $w(i + 1)$ is the weight of the control filter at $(i + 1)^{th}$ iteration, $\mu_w$ represents the step size, $f(i)$ is error of the control filter at the $i^{th}$ iteration, and $x'(i)$ is the filtered reference noise.

The error signal $e(i)$ can be expressed as

$$e(i) = [d(i) - y'(i)] + v'(i),$$

where $d(i) = p(i) * x(i)$ is the desired primary signal, $y'(i) = s(i) * y(i)$ is the cancelling signal and $v'(i) = s(i) * v(i)$ is the modeling signal. Note that $*$ represents the linear convolution. The modeling filter, $\hat{s}(i)$, is an FIR filter of length $M$ and its output $\hat{v}'(i)$ is given as

$$\hat{v}'(i) = \hat{s}(i)^T v(i),$$

where $\hat{s}(i) = [\hat{s}_0(i), \hat{s}_1(i), \cdots, \hat{s}_{M-1}(i)]$ is the impulse response of $\hat{s}(z)$ and $v(i) = [v(i), v(i-1), \cdots, v(i-M+1)]^T$.

The error signal $f(i)$ used to update the weight of the control filter $w(i)$ is expressed as

$$f(i) = e(i) - \hat{v}'(i) = [d(i) - y'(i)] + [v'(i) - \hat{v}'(i)],$$

where $y(i) = w^T(i) * x(i)$ is the output of the ANC filter. The modeling error signal $g(i)$ used to update the modeling filter $\hat{s}(i)$ and can be written as

$$g(i) = \varepsilon(i) + v(i) * [s(i) - \hat{s}(i - 1)],$$
where $\varepsilon(i)$ is defined as

$$
\varepsilon(i) = d(i) - s(i) \ast y(i) - x(i) \ast h(i).
$$

(7)

The modeling filter weights are updated using VSSLMS algorithm as

$$
\hat{s}(i + 1) = \hat{s}(i) + \mu_s(i)g(i)v(i).
$$

(8)

The modeling filter’s step size $\mu_s$ is calculated by

$$
\mu_s(i) = \frac{\beta}{\sqrt{T(i)v(i) + \delta_s(i))},
$$

(9)

where $v(i)$ is the white noise passed through gain, $\beta$ is a constant ranging from zero to one, i.e., $0 < \beta < 1$, and $\delta_s$ is the regularization parameter. To obtain $\delta_s$, first we need to find $\hat{g}(i)$ using Eq. 10, i.e.,

$$
\hat{g}(i) = \varepsilon(i) + v(i) \ast [s(i) - \hat{s}(i)].
$$

(10)

The component $\varepsilon(i)$ in the modeling error signal $g(i)$ can be discarded while updating the modeling filter $\hat{s}(i)$, as $\varepsilon(i)$ is a disturbance and ideally it should be equal to zero. However, in practical systems $\varepsilon(i)$ is present, thus, $v(i) \ast [s(i) - \hat{s}(i)] = 0$, assuming that $E(g^2(i)) = E(\varepsilon^2(i)).$ By putting Eq. (8) into Eq. (10) and using Eq. (6) to replace $\hat{s}(i - 1)$ we can get $\delta_s(i)$ as

$$
\delta_s(i) = \frac{P_v(i)[P_v(i) + \sqrt{P_g(i)P_e(i)}]}{P_g(i) - P_e(i)},
$$

(11)

where $P_v(i)$, $P_g(i)$, $P_e(i)$ are the powers of signal $v(i)$, $g(i)$, and $\varepsilon(i)$, respectively. The powers $P_v(i)$ and $P_g(i)$ can be approximated directly using the following two equations.

$$
P_v(i) = \lambda P_v(i - 1) + (1 - \lambda) v^2(i),
$$

(12)

$$
P_g(i) = \lambda P_g(i - 1) + (1 - \lambda) g^2(i).
$$

(13)

Now, we can obtain $P_e(i),$

$$
P_f(i) = P_d(i) - y^2(i) + P_{\varepsilon(i)} - v^2(i),
$$

(14)

and

$$
P_g(i) = P_d(i) - y^2(i) - x^2(i) + h(i) + P_{\varepsilon(i)} - v^2(i).
$$

(15)

From the above equations, we know that component in $g(i)$ related to the reference signal will approach 0 rapidly, hence, we can assume that $P_g(i) \approx P_{\varepsilon(i)} - v^2(i)$ and

$$
P_e(i) \approx P_f(i) - P_g(i) \approx P_f(i - g(i)) \ast (i),
$$

(16)

Then, the power of $P_{f(i - g(i))}$ is calculated as

$$
P_{f(i - g(i))}(i) = \lambda P_{f(i - g(i))}(i) + (1 - \lambda)[f(i) - g(i)]^2,
$$

(17)

where $0.9 \leq \lambda \leq 1.$ Now, we can find the regularization parameter by substituting Eqs. (15), (16), and (17) into Eq. (11). Finally, the gain $G(i)$ is computed by putting Eq. (15) in

$$
G(i) = c \sqrt{P_g(i)}.
$$

(18)

Where $c$ is a constant used to control the amplitude of the gain and $c > 1.$ The power calculation $P_g(i)$ employs the third filter, i.e., $h(i),$

$$
h(i + 1) = h(i) + \mu_h h(i) \ast x(i),
$$

(19)

where $\mu_h$ is the third filter’s step size, and its main purpose is to minimize the interference. Hence, it makes the secondary path’s online estimation faster.

When the OSPM coefficients are estimated accurately, the value of $G(i)$ starts to decrease, thus, ensuring better accuracy. However, a sudden change in the secondary path results in an increased $v(i)$ as gain $G(i)$ rises. The low value of $f(i)$ is achieved with faster convergence of OSPM filter, resulting in a small contribution of $v(i)$ in $e(i).$ However, for non-stationary acoustic paths, the proposed FxLMAT algorithm lacks robustness and stability, thus, adjustments are needed to improve the performance of this first proposed FxLMAT solution. Therefore, MFxLMAT based solution is devised in the next section.

### B. MFxLMAT BASED SOLUTION FOR FEED FORWARD ANC WITH OSPM

As mentioned earlier, the proposed FxLMAT performance in ANC with OSPM degrades in the presence of non-stationary acoustic paths. Therefore, we introduce another solution, i.e., a modified FxLMAT (MFxLMAT) algorithm in the control filter. The modeling filter employs VSSLMS algorithm where the modeling filter’s weights are updated as

$$
\hat{s}(i + 1) = \hat{s}(i) + \mu_s(i)g(i)v(i),
$$

(20)

where the modeling filter’s step size is $\mu_s,$ the error signal $g(i)$ is used for adaptation in the modeling filter, and $v(i)$ is the injected white noise passed through the gain and serves as an input to the modeling filter. The step size $\mu_s$ of the modeling filter can be calculated using Eq. (9). The regularization parameter $\lambda_s(i)$, as discussed in previous section, can be found by substituting Eq. (8) into Eq. (10) and using Eq. (6) to replace $\hat{s}(i - 1).$ The step size $\mu_{w_n}$ of the proposed MFxLMAT solution is normalized by the power of the reference and the error signal and is given as

$$
\mu_{w_n}(i) = \frac{\mu_w}{\delta_0 + |\hat{K}^2(i)| + E_n(i) + 1},
$$

(21)

where $\delta_0$ is a positive constant added to avoid division by zero in the denominator. The varying value of $\delta_0$ doesn’t affect the performance of the proposed algorithm. The energy of the error signal is computed using a low pass estimator, defined as

$$
E_n(i + 1) = (\lambda E_n(i) + (1 - \lambda)[f(i)]^2),
$$

(22)

where, the forgetting factor $\lambda$ has a range of $0.9 \leq \lambda \leq 1.$ The updated weight equation for control filter employing MFxLMAT is expressed as:

$$
w(i + 1) = w(i) + \mu_{w_n}(i)f(i)^2 sign(f(i)) x(i).
$$

(23)

With the occurrence of a large impulse at the $i^{th}$ iteration, amplitudes of the reference $x'(i)$ and the error signal $f(i)$
are increased, resulting in a decreased step size at the \(i^{th}\) iteration. This decrease in the step size momentarily halts the adaptation process of the weight update process, thus, ensuring enhanced stability of the proposed solution. Further, computation of the gain \(G(i)\) and the power calculation \(P_g(i)\) employing the third filter \(h(i)\) are done using Eq.(18), Eq. (13) and Eq. (19), as discussed in Section 2.1. MFxLMA has good stability but lacks convergence due to the freezing of the weight update process. This motivated us to present our third solution that enhances the overall system efficiency.

C. VSSFxRNLMAT BASED SOLUTION IN FEED-FORWARD ANC WITH OSPM

A new solution is suggested in this subsection, which incorporates VSSFxRNLMAT in the control filter and VSSLMS algorithm in the modeling filter. The RNLMAT algorithm reveals better convergence and robustness in the occurrence of the IN [13]. Motivated by the finding of RNLMAT in [13], we tested it in Feedforward ANC with OSPM and discovered that it has a slow convergence. Therefore, we modified normalized FxRNLMAT on the same lines as done in the previously proposed MFxLMA solution. The control filter’s weight update equation along with the modified step size are given as

\[
w(i + 1) = w(i) + \frac{\mu w(i)}{1 + \beta f(i)^3} f(i)^2 \text{sign}(f(i))x'(i),
\]

and

\[
\mu w(i) = \frac{\mu w_n}{||x'^2(i)|| + \delta_0 + E_n(i + 1)},
\]

respectively.

The energy of the error signal is computed by low pass estimator and is given as

\[
E_n(i + 1) = (\lambda E_n(i)) + ((1 - \lambda))|f(i)^2|,
\]

where Eq.(26) is used to find energy of the modeling filter’s error signal, then, the weight equation of the modeling filter is updated according to [33] as

\[
\hat{s}(i + 1) = \hat{s}(i) + \mu s(i)g(i)v(i)
\]

where \(\mu_s\) is the step size for the modeling filter, \(g(i)\) is the error signal used for adaptation of the modeling filter, and \(v(i)\) is the white noise injected in the modeling filter. \(\mu_s\) is already explained in Section 2.1, i.e., Eq. (9). The regularization parameter \(\lambda_s(i)\) as discussed in the previous section can be found by putting Eq. (8) into Eq. (10) and using Eq. (6) to replace \(\hat{s}(i - 1)\). Further, the computation of gain \(G(i)\) and the power calculation \(P_g(i)\) employing the third filter \(h(i)\) are done using Eq.(18), Eq. (13) and Eq. (19), as discussed in Section 2.1. This VSSFxRNLMAT solution yields superior performance in terms of faster convergence, enhanced robustness, and better stability than the existing solutions of the FxLMS family.

III. RESULTS AND DISCUSSION

This section provides a detailed comparative analysis of our proposed and some already existing solutions via numerous simulations. The platform used for simulations is MATLAB 2019. Different parameters used for simulating the impulsive noise and ANC system are provided in Table 1. Moreover, we compare our proposed solutions to the following state-of-the-art algorithms

- Eriksson technique [23]
- Akhtar technique [27]
- Carini technique [29]
- Pu technique [32]
- Yang technique [33]
- Fareeha technique [34]

| Parameters | Values |
|------------|--------|
| Total Realization | Avg = 10 |
| Total Iteration | N = 100,000 |
| Characteristic Component | \(\alpha = 1.65 \text{ and } 1.85\) |
| Scale Parameter | \(\gamma = 1\) |
| Location Parameter | \(C = 0\) |
| Skewness Parameter | \(\delta = 0\) |

TABLE 1. Parameters for Impulsive Noise and ANC Systems used in Simulations

For the simulation results, we tested our proposed solutions to the already existing techniques both in stationary and non-stationary acoustic paths in the presence of IN. The performance metrics selected for simulations are mean noise reduction (MNR), relative modeling error \(\Delta S\), and the vibration reduction parameter (\(R\)).

MNR is calculated as

\[
\text{MNR}(i) = E \left( \frac{A_c(i)}{A_d(i)} \right),
\]

where \(A_c(i)\) and \(A_d(i)\) represents the absolute values of the disturbance and the residual error signal, respectively. \(A_c(i)\) and \(A_d(i)\) can be computed as

\[
A_c(i) = \lambda A_s(i - 1) + (1 - \lambda)|e(i)|,
\]

\[
A_d(i) = \lambda A_d(i - 1) + (1 - \lambda)|d(i)|.
\]

The relative modeling error \(\Delta S\) is computed as

\[
\Delta S(i) = 20 \log \frac{||\hat{s}(i) - \hat{s}(i)||^2}{||\hat{s}(i)||^2}.
\]

Finally, the vibration reduction parameter (\(R\)) is expressed as

\[
R(i) = -10 \log \left( \frac{\sum e(i)^2}{\sum d(i)^2} \right).
\]
first stage, the ANC filter was turned off for the first 50000 iterations and only the OSPM filter was used to estimate the secondary path. After 50000 iterations, both the ANC and OSPM filters were changed concurrently in the second stage. A white Gaussian noise $v_\text{w}(i)$ with zero mean and 0.05 variance is used as primary noise. Table 2 displays the values of the controlling parameters used in our simulations to get the best performance of all the existing and the proposed solutions.

Moreover, for simulations we consider the following three different cases.

- **Case 1:** Impulsive noise with $\alpha = 1.85$ in stationary acoustic path
- **Case 2:** Impulsive noise with $\alpha = 1.85$ in non-stationary acoustic path
- **Case 3:** Impulsive noise with $\alpha = 1.65$ in non-stationary acoustic path

In the following, we discuss each of these cases separately.

### A. CASE 1: IMPULSIVE NOISE WITH $\alpha = 1.85$ IN STATIONARY ACOUSTIC PATH

In case 1, we tested the performance of our proposed solutions as well as some existing solutions available in the literature [23], [27], [29], [32]–[34] of ANC for IN with OSPM. The comparison of $\Delta S$, vibration reduction, and MNR is illustrated in Fig. 5. Figure 5 (a) depicts the relative modelling error $\Delta S$ vs number of iterations. Figure 5 (a) clearly shows that Carini’s technique exhibits poor convergence and does not give a reliable estimation of the secondary path, whereas Yang’s and Fareeha’s techniques show fast convergence and have better precision by acquiring the lowest $\Delta S$ value, i.e., -40 dB at 12000 iterations. Figure 5 (b) shows the vibration reduction performance, where Carini’s and Fareeha’s techniques illustrate the fastest convergence, i.e., at 19dB and 16dB, respectively. Figure 5 (c) gives the MNR of all the techniques revealing that Carini’s technique exhibit the best convergence and approaches a steady-state value of -0.3 dB followed by Fareeha’s technique [34], which shows slow convergence and a steady-state value of -0.4 dB. As shown in Fig. 5, our proposedFxLMAT solution gives better noise reduction than Yang’s approach, however, it lacks robustness. Moreover, our proposed VSSFxRNLMAT solution reaches the same steady-state error and robustness of Fareeha’s technique [34] just after 50000 iterations along with the fastest convergence and with significant low complexity.

We can conclude that Carini’s technique is the most proficient reported solution for vibration reduction as well as the MNR among all the investigated techniques. Furthermore, as depicted in Fig. 5, Erikson’s, Akhtar’s, and PU’s methods diverged for IN. Henceforth, we therefore will only be considering Carini’s, Yang’s, and Fareeha’s solutions for the non-stationary acoustic path in the subsequent cases.

### B. CASE 2: IMPULSIVE NOISE WITH $\alpha = 1.85$ IN NON-STATIONARY ACOUSTIC PATH

In Case 2, non-stationary acoustic paths are used to validate the performance of our suggested solutions. By giving two sample right circular shifts at 50,000 iterations, a substantial perturbation is applied to both the primary and the secondary acoustic channels. The impulse response of the acoustic channels that have been disrupted is shown in Fig. 4. A comparison of $\Delta S$, vibration reduction, and MNR for our proposed solutions with the already existing techniques, for Case-2, are illustrated in Fig. 6.

Figure 6 shows that for all the performance indicators, Carini’s technique diverges when the acoustic paths are perturbed, whereas, Yang’s technique exhibit good accuracy,
i.e., $\Delta S = -31 dB$, however, it lags in convergence than our proposed solutions. Moreover, for the time-varying acoustic paths, our proposed VSSFxRNLMAT outperforms the already existing solutions in terms of faster convergence, increased noise reduction, high vibration reduction, and superior accuracy. Moreover, with low complexity, our proposed VSSFxRNLMAT solution achieves almost the same noise reduction, vibration reduction as well as have the fastest convergence as compared to Fareeha’s technique [34].

C. CASE 3: IMPULSIVE NOISE WITH $\alpha = 1.65$ IN NON STATIONARY ACOUSTIC PATHS

Case 3 explores the performance of all the investigated techniques for ANC with OSPM in the presence of perturbed acoustic paths with an impulsive environment, i.e., for $\alpha = 1.65$. Figure 7 (a-c) shows that our proposed solutions offer better performance as compared to the FxLMS family-based existing techniques in terms of greater accuracy, enhanced vibration and noise reduction, and improved robustness in the presence a highly impulsive environment.

Figure 7 depicts that our first proposed solution, i.e., FxL-MAT, lacks robustness and convergence in the case of high
impulses, whereas our proposed MFxLMAT shows faster convergence, improved accuracy as well as vibration reduction as compared to the FxLMAT solution. This improvement is achieved by the normalized step size of the proposed MFxLMAT by the power of the reference and the error signal. Moreover, our third solution, i.e., VSSFxRNLMAT, exhibits even better performance in terms of robustness, vibration reduction, and stability with almost the same computational complexity as that of different variants of the LMS family.

We can conclude from the simulation results that Carini’s technique exhibits the fastest convergence, best noise reduction, and high vibration reduction amongst the existing techniques for ANC with OSPM in the presence of a stationary IN environment. However, it fails to perform in the perturbed (non-stationary) acoustic paths scenarios. On the other hand, our proposed FxLMAT solution exhibit slow convergence and is not robust in the non-stationary acoustic paths. To improve the robustness of the proposed FxLMAT and achieve better accuracy and convergence, MFxLMAT is introduced, however, it still lacks fast convergence. To improve the convergence, we propose VSSFxRNLMAT which achieves the desired performances, i.e., fast convergence, excellent robustness with very low computational complexity.

D. COMPLEXITY COMPARISON

Besides robustness, computational complexity is essential in the analysis of algorithms. Based on the available resources, it is important to select algorithms according to their computational complexity. Table 3 shows complexity comparison of some well known existing solutions along with our proposed solutions, where \( L_w \), \( M \), \( K \), and \( L \) are the lengths of control filter \( w(i) \), modeling filter \( \hat{s}(i) \), reference signal cancelling filter \( h(i) \), and primary path, respectively. \( D \) is the length of the delay used for the injected random noise \( v_w(i) \) [29]. Table 3 clearly shows that the computational complexity of our techniques is almost the same as that of Carini’s, Pu’s, and Yang’s algorithms, however, it is least complex as compared to Fareeha’s algorithm.

IV. CONCLUSION

In this paper, we proposed three new solutions based on the filtered x least mean absolute third family for active control of impulsive noise with OSPM. The proposed solutions were evaluated through simulation using mean noise reduction, relative modeling error, and vibration reduction as performance metrics. Exhaustive simulations reveal that our first proposed solution, i.e., FxLMAT, has better stability and model precision as compared to the FxLMS solution, however, it suffers from slow convergence and poor robustness in the non-stationary acoustic paths. To improve the robustness of the FxLMAT solution in a time-varying IN environment, an MFxLMAT solution is presented, whose step size is updated using the energy of the error and the reference signal, however, it lacked robustness. Therefore, to cater for fast convergence and robustness, VSSFxRNLMAT solution was presented. It is shown through simulation results that the proposed VSSFxRNLMAT solution manifests the fastest convergence and good robustness as compared to the already existing algorithms as well as our proposed first two solutions. Moreover, the proposed VSSFxRNLMAT solution is computationally least complex and its overall performance in both stationary and non-stationary acoustic paths in the presence of IN is almost the same as that of the already existing FxRLS family-based OSPM solutions.
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