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Abstract

Parametric models, and particularly neural networks, require weight initialization as a starting point for gradient-based optimization. In most current practices, this is accomplished by using some form of random initialization. Instead, recent work shows that a specific initial parameter set can be learned from a population of tasks, i.e., dataset and target variable for supervised learning tasks. Using this initial parameter set leads to faster convergence for new tasks (model-agnostic meta-learning). Currently, methods for learning model initializations are limited to a population of tasks sharing the same schema, i.e., the same number, order, type and semantics of predictor and target variables.

In this paper, we address the problem of meta-learning parameter initialization across tasks with different schemas, i.e., if the number of predictors varies across tasks, while they still share some variables. We propose Chameleon, a model that learns to align different predictor schemas to a common representation. We use permutations and masks of the predictors of the training tasks at hand. In experiments on real-life data sets, we show that Chameleon successfully can learn parameter initializations across tasks with different schemas providing a 26% lift on accuracy on average over random initialization and of 5% over a state-of-the-art method for fixed-schema learning model initializations. To the best of our knowledge, our paper is the first work on the problem of learning model initialization across tasks with different schemas.

Introduction

Due to the rapid growth of Deep Learning (Goodfellow, Bengio, and Courville 2016), the field of Machine Learning has gained an immense popularity among researchers and the industry. Even people without much knowledge regarding this area are starting to build their own models for research or business applications. However, this lack of expertise might become an obstacle in various cases such as finding the adequate hyperparameters for the desired modeling of the task. Meta-learning (Finn, Xu, and Levine 2018) and hyperparameter optimization (Wistuba, Schilling, and Schmidt-Thieme 2015; Schilling, Wistuba, and Schmidt-Thieme 2016) have aided both experts and non-experts in finding the best solutions such as model size, step length, regularisation and parameter initialization (Kotthoff et al. 2017).

Current approaches optimize virtually all of these parameters through the use of hyperparameter search methods with exception of the weights initialization. Instead, a suitable distribution is selected in almost all cases (Glorot and Bengio 2010; He et al. 2015). The reason is clear, a simple binary classification model with one fully-connected hidden layer with 64 neurons, input size 2 and output size 1, already yields at least 192 continuous weight parameters. This makes the hyperparameter space of the initial network weights, even for small networks, far too complex for finding a good combination in a feasible time.

Recent approaches in meta-learning and multi-task learning have shown that it is possible to learn such a per-weight initialization across different tasks if they have the same schema. For that reason, all of these approaches rely on using image tasks which can be easily scaled to a fixed shape. We want to extend this work to classical vector data, e.g. learning an initialization from a hearts disease data set which can then be used for a diabetes detection task that relies on similar features. In contrast to image data, there is no trivial solution to map

Figure 1: The main idea of Chameleon is to shift feature vectors of different tasks to a shared representation. In this picture the top part represents schemas from different tasks of the same domain. The bottom part represent the aligned features in a fixed schema.
different feature vectors to a common representation. Simply padding the smaller task, so that both data sets have the same number of features, still does not guarantee that similar features contained in both tasks are aligned. Thus, we require an encoder that maps hearts and diabetes data to one feature representation which then can be used to find a general initialization via popular meta-learning algorithms like Reptile (Nichol, Achiam, and Schulman 2018a).

We propose a set-wise feature transformation model called CHAMELEON, named after a REPTILE capable of adjusting its colors according to the environment in which it is located. CHAMELEON deals with different schemas by projecting them to a fixed input space while keeping features from different tasks but of the same type or distribution in the same positions, as illustrated by Figure 1.

Our main contributions are as follows: (1) We show how current meta-learning approaches can work with tasks of different representation as long as they share some variables with respect to type or semantics. (2) We propose an architecture, CHAMELEON, that can generalize a projection of any feature space to a shared predictor vector. (3) We demonstrate that we can improve state-of-the-art meta-learning methods by combining them with this component.

**Related Work**

Our goal is to extend recent meta-learning approaches that make use of multi-task and transfer learning methods by adding a feature alignment to cast different inputs to a fixed representation. In this section we will discuss various works related to our approach.

Research on Transfer Learning (Sung et al. 2018; Pan and Yang 2010) has shown that training a model on different auxiliary tasks before actually fitting it to the target problem may provide better results. For instance, (Zoph et al. 2018) pre-train blocks of convolutional neural networks on a small data set before training a joint model with a much larger data set. In contrast, using only a single image data set with different tasks, (Ranjan, Patel, and Chellappa 2019) train a truncated version of Alex-Net (Krizhevsky, Sutskever, and Hinton 2012) with different heads. Each head tackles one specific task such as detecting human-faces, gender, position, landmark and rotation of the image. Although they work on the same input data, each task has a specific loss that back-propagates to the initial layers of the network.

Similarly, the work of (Kendall, Gal, and Cipolla 2018) train an encoder with three different decoder heads, aiming to reconstruct the image pixel-wise based on semantic segmentation, object segmentation, and pixel depth. These papers show that different tasks can be used in parallel during the training or pre-training of a model with a distinct loss to further improve on the performance of the next task. Moreover, the positive effect of transfer learning has also been successfully demonstrated across tasks from different domains (Ganin et al. 2016; Tzeng et al. 2015; 2017).

Motivated by transfer learning, few-shot learning research aims to generalize a representation of a new class of samples given only few instances (Duan et al. 2017; Finn et al. 2017; Snell, Swersky, and Zemel 2017). Several meta-learning approaches have been developed to tackle this problem by introducing architectures and parameterization techniques specifically suited for few-shot classification (Munkhdalai and Yu 2017; Mishra et al. 2018). Moreover, (Finn, Abbeel, and Levine 2017) showed that an adapted learning paradigm could be sufficient for learning across tasks. Other research directions such as the work of (Jomaa, Grabocka, and Schmidt-Thieme 2019) uses meta-learning to extract useful meta-features from data sets to improve hyper-parameter optimization. The Model Agnostic Meta-Learning (MAML) method describes a model initialization algorithm by training an arbitrary model \( f \) across different tasks. Instead of sequentially training the model one task at a time, it uses update steps from different tasks to find a common gradient direction that achieves a fast convergence for any objective. In other words, for each meta-learning update, we would need an initial value for the model parameters \( \theta \). Then, we sample tasks \( T \), and for each task \( T_i \), we find an updated version of \( \theta \) using \( N \) examples from the task performing gradient descent as in:

\[
\theta_i' \leftarrow \theta - \alpha \nabla \theta \mathcal{L}_{T_i}(f_\theta)
\]  

(1)

The final update of \( \theta \) will be:

\[
\theta \leftarrow \theta - \beta \frac{1}{|T|} \nabla \theta \sum_i \mathcal{L}_{T_i}(f_{\theta_i'})
\]  

(2)

Finn et al. state that MAML does not require learning an update rule (Ravi and Larochelle 2016), or restricting their model architecture (Santoro et al. 2016). They extended their approach by incorporating a probabilistic component such that for a new task, the model is sampled from a distribution of models to guarantee a higher model diversification for ambiguous tasks (Finn, Xu, and Levine 2018). However, MAML requires to compute second order derivatives, ending up being computationally heavy. Reptile (Nichol, Achiam, and Schulman 2018a) simplifies MAML by numerically approximating Equation (2) to replace the second derivative with the weights difference:

\[
\theta \leftarrow \theta - \beta \frac{1}{|T|} \sum_i (\theta_i' - \theta)
\]  

(3)

Which means we can use the difference between the previous and updated version as an approximation of the second derivatives to reduce computational costs. The serial version is presented in Algorithm 1.

All of these approaches rely not only on a fixed feature space but also on an identical alignment across all tasks. However, even similar data sets only share a subset of their features, while often times having a different order or representation. To make the feature space unique across all data sets, it is required to align the features.
**Algorithm 1: REPTILE** (Nichol, Achiam, and Schulman 2018a)

**Data:** meta data set $\mathcal{T}$, learning rate $\beta$

1. Randomly initialize model $f$ with weight parameters $\theta$
2. for iteration $= 1, 2, \ldots$ do
3. Sample task $T_{\tau} \sim \mathcal{T}$ with loss $L_{\tau}$
4. $\theta' \leftarrow \theta$
5. for $k$ steps $= 1, 2, \ldots$ do
6. $\theta' \leftarrow \theta' - \alpha \nabla_{\theta'} L_{\tau}(Y_{\tau}, f(X_{\tau}; \theta'))$
7. $\theta \leftarrow \theta - \beta (\theta' - \theta)$
8. end
9. end
10. return model $f$, weight parameters $\theta$

The work of (Jomaa, Grabocka, and Schmidt-Thieme 2019) uses meta-learning to extract useful meta-features from data sets independent of their size to improve hyper-parameter optimization. However, the data set features are compressed without aligning them since the goal is to generate a fixed number of meta-features and no instance-wise transformation.

Different approaches in the literature deal with **feature alignment** in various fields. The work from (Pan et al. 2010) describes a procedure for sentiment analysis which aligns words across different domains that have the same sentiment. Recently, (Zhang, Yu, and Tao 2018) proposed an unsupervised framework called Local Deep-Feature Alignment. The procedure computes the global alignment which is shared across all local neighborhoods by multiplying the local representations with a transformation matrix. So far none of these methods find a common alignment between features of different data sets.

We propose a novel feature alignment component named CHAMELEON which enables state-of-the-art methods to work on top of tasks whose predictor vectors differ not only in their length but also their concrete alignment.

**Methodology**

Methods like REPTILE and MAML try to find the best initialization for a specific model to work on a set $\mathcal{T}$ of similar tasks. Typically, these approaches select a simple two-layer feed-forward neural network as their base model, in this work referred to as $\hat{y}$. A task $\tau \in \mathcal{T}$ consists of predictor data $X_{\tau}$, a target $Y_{\tau}$, a predefined training/test split $\tau = (X_{\tau}^{\text{train}}, Y_{\tau}^{\text{train}}, X_{\tau}^{\text{test}}, Y_{\tau}^{\text{test}})$ and a loss function $L_{\tau}$. However, every task $\tau$ has to share the same predictor space of common size $K$, where similar features shared across tasks are in the same position. An encoder is needed to map the data representation $X_{\tau}$ with feature length $F_{\tau}$ to a shared latent representation $\tilde{X}_{\tau}$ with fixed feature length $K$.

$$\text{enc}: X_{\tau} \in \mathbb{R}^{N \times F_{\tau}} \rightarrow \tilde{X}_{\tau} \in \mathbb{R}^{N \times K} \tag{4}$$

Where $N$ represents the number of instances in $X_{\tau}$, $F_{\tau}$ is the number of features of task $\tau$, and $K$ is the size of the desired feature space. By combining this encoder with a model $\tilde{y}$ that works on a fixed input size $K$ and outputs the predicted target i.e. binary classification, it is possible to apply the REPTILE algorithm to learn an initialization $\theta_{\text{init}}$ across tasks with different predictor vectors. The optimization objective then becomes the meta loss for the combined network $f = \tilde{y} \circ \text{enc}$ over a set of tasks $\mathcal{T}$:

$$\begin{align*}
\arg\min_{\theta_{\text{init}}} & \mathbb{E}_{\tau \sim \mathcal{T}} \sum L_{\tau} \left( Y_{\tau}^{\text{test}}, f(X_{\tau}^{\text{test}}; \theta_{\tau})) \right) \\
\text{s.t. } & \theta_{\tau} = A(u) \left( X_{\tau}^{\text{train}}, Y_{\tau}^{\text{train}}, L_{\tau}, f; \theta_{\text{init}} \right)
\end{align*} \tag{5}$$

Where $\theta_{\text{init}}$ is the concatenation of the initial weights $\hat{\theta}_{\text{enc}}$ for the encoder and $\hat{\theta}_{\tilde{y}}$ for model $\tilde{y}$, and $\theta_{\tau}$ are the updated weights after applying the learning procedure $A$ for $u$ iterations on the task $\tau$ as defined in Algorithm 1 for the inner updates of REPTILE.

It is important to mention that learning one weight parameterization across any heterogeneous set of tasks is extremely difficult since it is most likely impossible to find one initialization for two tasks with a vastly different number and type of features. By contrast if two tasks are of similar length and share similar features, one can align the similar features in a shared representation (schema) so that a model can directly learn across different tasks by transforming the predictor as illustrated in Figure 1.

**Chameleon**

Consider a set of tasks where a reordering matrix $\Pi_{\tau}$ exists that transforms predictor data $X_{\tau}$ into $\tilde{X}_{\tau}$ with $\tilde{X}_{\tau}$ having the same schema for every task $\tau$:

$$\tilde{X}_{\tau} = X_{\tau} \cdot \Pi_{\tau}, \text{where} \tag{6}$$

$$\begin{bmatrix}
\pi_{1,1} & \cdots & \pi_{1,K} \\
\vdots & \ddots & \vdots \\
\pi_{N,1} & \cdots & \pi_{N,K}
\end{bmatrix} \begin{bmatrix}
F_{1,1} & \cdots & F_{1,K} \\
\vdots & \ddots & \vdots \\
F_{N,1} & \cdots & F_{N,K}
\end{bmatrix} \begin{bmatrix}
x_{1,1} \\
\vdots \\
x_{N,1} \\
\vdots \\
x_{1,K}
\end{bmatrix} \begin{bmatrix}
x_{1,1} \\
\vdots \\
x_{N,1} \\
\vdots \\
x_{1,K}
\end{bmatrix} \begin{bmatrix}
\tilde{X}_{\tau,1} \\
\vdots \\
\tilde{X}_{\tau,N} \\
\vdots \\
\tilde{X}_{\tau,K}
\end{bmatrix}
\end{bmatrix}$$

Every $x_{m,n}$ represents the feature $n$ of sample $m$. Every $\pi_{m,n}$ represent how much of feature $m$ (from samples in $X_{\tau}$) should be shifted to position $n$ in the adapted input $\tilde{X}_{\tau}$. Finally, every $\tilde{x}_{m,n}$ represent the new feature $n$ of sample $m$ in $X_{\tau}$ with the adapted shape and size. This can be also expressed as $\tilde{x}_{m,n} = \sum_{j=1}^{F_{\tau}} x_{m,j} \pi_{j,n}$. In order to achieve the same $\tilde{X}_{\tau}$ when permuting two features of a task $X_{\tau}$, we must simply permute the corresponding rows in $\Pi_{\tau}$ to achieve the same $\tilde{X}_{\tau}$.

For example: Consider that task $a$ has features [apples, bananas, melons] and task $b$ features [lemons, bananas, apples]. Both can be transformed to the same representation [apples, lemons, bananas, melons] by replacing missing features with zeros and reordering them. This
transformation must have the same result for a and b independently of their feature order. In a real life scenario, features might come with different names or sometimes their similarity is not clear to the human eye.

Our proposed component, denoted by Φ, takes a task and outputs the corresponding reordering matrix:

$$\Phi(X_τ, θ_{enc}) = \hat{Π}_τ$$  \hspace{1cm} (7)

The component Φ is a neural network parameterized by θ_{enc}. It consists of two 1D-Convolutions, two dense hidden layers, where the last one is the output layer that estimates the alignment matrix via a softmax activation. The input transposed to size $[F_τ \times N]$ (where N is the number of samples) represents all the values that each feature has for every sample. We apply a linear transformation using 1D-Convolutions with kernel length 1 and output size of 32 channels, twice. The output of size $[F_τ \times 32]$ is followed by one regular linear transformation of size 64 and another one of size K, resulting in one vector per original feature displaying the relation to each of the K features in the target space. Each of these vectors passes through a softmax layer, computing the probability that a feature of $X_τ$ will be shifted to each position of $\hat{X}_τ$. This simplifies the objective of the network to a simple classification based on the new position of each feature in $τ$. The overall architecture can be seen in Figure 2. This reordering can be used to encode the tasks to the shared representation as defined in Equation (6). The encoder necessary for training REPTILE across tasks with different predictor vector by optimizing Equation (5) is then given as:

$$\text{enc}: X_τ \mapsto X_τ \cdot Φ(X_τ, θ_{enc}) = X_τ \cdot \hat{Π}_τ$$  \hspace{1cm} (8)

### Reordering Training

Simply joint training the network $\hat{y} \circ \Phi$ as described above, will not teach $\hat{y}$ how to reorder the features to a shared representation. That is why training $\Phi$ specifically with the objective of reordering features is necessary. In order to do so, it is essential to optimize the model on a reordering objective while using a meta data set. This contains similar tasks $τ$, meaning for all tasks there exists a reordering matrix $Π_τ$ that maps to the shared representation. If $Π_τ$ is known beforehand, we can optimize Chameleon by minimizing the expected reordering loss over the meta data set:

$$\theta_{enc} = \arg\min_{\theta_{enc}} E_{τ \sim T} L_Φ(Π_τ, \hat{Π}_τ)$$  \hspace{1cm} (9)

where $L_Φ$ is the softmax cross-entropy loss, $Π_τ$ is the ground-truth (one-hot encoding of the new position for each variable), and $\hat{Π}_τ$ is the prediction. This training procedure can be seen in Algorithm 2. The trained CHAMELEON model can then be used to compute the $Π_τ$ for any unseen task $τ \in T$.

**Algorithm 2: CHAMELEON Training**

| Data: | Meta data set $T$, latent dimension $K$, learning rate $\gamma$. |
|-------|---------------------------------------------------------|
| 1 | Randomly initialize weight parameters $θ_{enc}$ of CHAMELEON model |
| 2 | for training iteration = 1, 2, … do |
| 3 | randomly sample $τ \sim T$ |
| 4 | $θ_{enc} \leftarrow θ_{enc} - \gamma \nabla L_Φ(Π_τ, Φ(X_τ, θ_{enc}))$ |
| 5 | end |
| 6 | return $θ_{enc}$ |

After this training procedure we can use the learned weights as initialization for $\Phi$ before optimizing $\hat{y} \circ \Phi$ with REPTILE without further using $L_Φ$. Experiments show that this procedure improves our results significantly while compared to only optimizing the joint meta-loss.

Training the CHAMELEON component to reorder similar tasks to a shared representation not only requires a meta data set, but one where the true reordering matrix $Π_τ$ is provided for every task. In application this means manually matching similar features of different training tasks so that novel tasks can be matched automatically. However, it is possible to sample a broad number of tasks from a single data set by sampling smaller sub tasks from it, selecting a random subset of features in
All experiments are conducted with the same model. Training tasks without manually matching training tasks since \( \hat{\Pi} \). This architecture was chosen to match the original one in the papers for \textsc{maml} and \textsc{chameleon}.

Experiment 2: For experimental purposes, we utilize a single data set as meta data set by sampling the training and test tasks from the data set. This allows us to evaluate our method on different domains without manually matching training tasks since \( \Pi \) is naturally given. Novel features can also be introduced during testing by not only splitting the instances but also the features of a data set in training and test partition. Training tasks \( \tau \in \mathcal{T}^{\text{train}} \) are then sampled by selecting a random subset of the training features in arbitrary order for \( N \) instances, while a stratified sampling guarantees that test tasks \( \tau \in \mathcal{T}^{\text{test}} \) contain both features from train and test, while sampling the instances from the test set only. In order to demonstrate our method on two actually separated tasks we use one data set as \( \mathcal{T}^{\text{train}} \) and a different, related data set as \( \mathcal{T}^{\text{test}} \).

**Data Sets.** We evaluate our approach on five UCI data sets (Dua and Graff 2017) in four experimental setups. The characteristics of the individual data sets are described in Table 1. The Hearts and the Diabetes dataset will be used in conjunction to evaluate the performance when testing on a similar but separate dataset. We binarize both datasets from the level of the severity of the disease to “Disease” or “No Disease”. For the Wine data set we use binary labels according to the color of the Wine (red or white). In the case of the Abalone dataset, the binary labels indicate whether the number of rings of an abalone shell is less than 10 or greater equal 10. The Telescope dataset is already a binary classification task.

In contrast to our baseline approach (Nichol, Achiam, and Schulman 2018a) and most related literature (Finn, Abbeel, and Levine 2017; Snell, Swersky, and Zemel 2017; Finn, Xu, and Levine 2018) we are not evaluating our approach on image data. Realigning features is not feasible with images since only the original sequence of pixels represents the image, while the channels (for colored inputs) already follow a standard input sequence (red, green and blue). Additionally, as mentioned before image schemas can be aligned trivially by scaling to the same size, which is why we keep our scope on standard 1-dimensional non-sequential data.

**Design Setup.** For the experiments on the Wine, Abalone and Telescope datasets, 30 percent of the instances are used for initializing \textsc{chameleon}, 50 percent for training and 20 percent for testing. In the final experiment, the Hearts and the diabetes dataset are used in conjunction. The full training is performed on the Hearts dataset, while the diabetes dataset is used for testing. For all experiments, we sample 30 training and 30 validation instances for a new task. During the reordering-training phase and the inner updates of joint training we use the \textsc{Adam} optimizer (Kingma and Ba 2014) with an initial learning rate of 0.00001 and 0.0001 respectively. The meta-updates of \textsc{reptile} are carried out with a learning rate \( \beta \) of 0.01. The reordering training phase is run for 1000 epochs. All experiments are conducted in two variants: (i) with all features being utilized during training and (ii) with novel features during test time. For this purpose we impose a train test split on the features as stated in Table 1 and when sampling a validation task we sample 25 to 75% of the features from the unseen ones. We call this experiment setting ”Split”, while (i) is refered to as ”No Split”. In the final experiment, we evaluate the use of the Hearts Disease data for training, while evaluating the resulting initialization on the Diabetes data. These data sets share a subset of features i.e. age and blood pressure, while having strong

| Data set    | Samples | Features | Features in Train |
|-------------|---------|----------|------------------|
| Wine        | 6497    | 12       | 8                |
| Abalone     | 4177    | 8        | 5                |
| Telescope   | 19020   | 11       | 8                |
| Hearts      | 597     | 13       | 13*              |
| Diabetes    | 768     | 8        | 0*               |

Table 1: List of data sets used in each of our experiments. * Used in conjunction with all of Hearts features in Training and all of Diabetes Features in Test.
correlation between other features due to their shared domain. Our work is built on top of REPTILE (Nichol, Achiam, and Schulman 2018a) but can be used in conjunction with any meta-learning method. We opted to use REPTILE since it does not require second derivatives, and the code is publicly available (Nichol, Achiam, and Schulman 2018b) while also being easy to adapt to our problem.

Figure 3: Meta test loss (cf. eq. (3.5), $u = 10$) on the Wine data set. Graph (a) shows the average Meta-Test loss over 10 runs during REPTILE training. The graph is smoothed with a moving average of size 20 due to the variance when using a meta batch size of one when sampling Test tasks. Each point represents the test loss on a sampled task after training on it for 10 epochs. Graphs (b), (c) and (d) show a snapshot for the corresponding training of a single task until convergence after initializing with the current learned parameters $\theta^{\text{init}}$. The dotted black line marks the value plotted in graph (a) after 10 epochs. Note that the line for scratch training does not improve since it represents the model randomly initialized for every task.

Initial Experiment. In our first experiment we use the Wine data set (Dua and Graff 2017; Cortez et al. 2009) to illustrate how our approach can learn a useful initialization across tasks of different representation (contribution 1). We analyze the four approaches described above by training the model $\hat{y}$ or $\hat{y} \circ \Phi$ respectively. The models for approaches (ii) and (iii) are trained using REPTILE, while for (iv) CHAMELEON is first trained for 1000 epochs before performing REPTILE training on the joint model. In every REPTILE epoch we evaluate the current initialization by training on a task sampled from the evaluation set $T_{T\text{est}}$ (we always discard the updates from the evaluation set). In parallel we also repeat the last step for (i) but evaluate on the model $\hat{y}$ with randomly initialized weights, we refer to this step as Scratch.

Our experimental results can be analyzed by observing the test loss for a task after performing the inner updates. Figure 3(a) shows the validation loss during the REPTILE training for the Wine experiments. Each data point corresponds to the training of a validation task over 10 epochs and evaluating its test data afterwards. Figures 3(b), (c) and (d) show an exemplary snapshot of the test loss when training a sampled task with the proposed method (iv). The snapshots show the training of a task until convergence when initializing with the current $\theta^{\text{init}}$, while the actual REPTILE training only computes 10 updates, indicated by the dotted line, before performing a meta-update. The snapshots show the expected REPTILE behavior, namely a faster convergence when using the current learned initialization compared to a random one. Note that Figure 3(a) shows the test loss after 10 updates, which is why the snapshot (b) after 1000 meta-epochs shows a lower convergence while the graph in (a) is already outperforming training from scratch. One can see that all three approaches trained with REPTILE generate an initialization that converges faster than random. However, simply adding the CHAMELEON component only leads to a faster meta-training convergence. Only when including the pre-training phase defined in Algorithm 2, one can observe a lower meta-loss which corresponds to a more efficient initialization.

The result of pretraining CHAMELEON on the Wine data set can be seen in Figure 4. The x-axis shows the twelve distinct features of the Wine data, and the y-axis represents the predicted position. The color indicates the average portion of the feature that is shifted to the
| Data Set         | Loss       | Accuracy   |
|------------------|------------|------------|
|                  | Scratch    | Reptile    | Cha.     | Cha.+    | Scratch    | Reptile    | Cha.     | Cha.+    |
| Wine (NS)        | 0.82       | 0.49       | 0.48     | **0.37** | 0.52       | 0.78       | 0.79     | **0.85** |
| Wine (S)         | 0.83       | 0.48       | 0.48     | **0.43** | 0.52       | 0.79       | 0.80     | **0.82** |
| Abalone (NS)     | 0.83       | 0.54       | 0.54     | **0.52** | 0.52       | 0.72       | 0.72     | **0.74** |
| Abalone (S)      | 0.82       | 0.54       | 0.54     | **0.52** | 0.52       | 0.72       | 0.72     | **0.73** |
| Telescope (NS)   | 0.82       | 0.51       | 0.46     | **0.36** | 0.52       | 0.76       | 0.78     | **0.84** |
| Telescope (S)    | 0.82       | 0.52       | 0.48     | **0.42** | 0.52       | 0.75       | 0.77     | **0.80** |
| Hearts+Diabetes  | 0.84       | 0.59       | 0.59     | **0.56** | 0.51       | 0.69       | 0.68     | **0.70** |

Table 2: Loss and accuracy scores for the experiments with each data set and each model averaged over 20 tasks. All results are measured after performing 10 update steps on a new task and evaluating the loss/accuracy on a validation set. 'S' stands for "Split" and 'NS' for "No Feature Split". "Cha." represents the Reptile experiments using Chameleon along with the same model, while in "Cha+" Chameleon is pre-trained. Best results are bold-faced.

Figure 5: Meta test loss (cf. eq. (3.5), $u = 10$) on the Heart vs. Diabetes data sets. The graph shows the average Meta-Test loss over 10 runs during reptile training. The graph is smoothed with a moving average of size 20 due to the variance when using a meta batch size of one when sampling Test tasks. Each point represents the test loss on a sampled task after training on it for 10 epochs.

Figure 5: Meta test loss (cf. eq. (3.5), $u = 10$) on the Heart vs. Diabetes data sets. The graph shows the average Meta-Test loss over 10 runs during reptile training. The graph is smoothed with a moving average of size 20 due to the variance when using a meta batch size of one when sampling Test tasks. Each point represents the test loss on a sampled task after training on it for 10 epochs.

**Conclusion**

In this paper we show how multi-tasking meta-learners can work along tasks with different predictor vectors. In order to do so we present CHAMELEON, a network capable of realigning features based on their distributions. We also propose a novel pre-training framework that is shown to learn useful permutations across tasks in a supervised fashion without requiring actual labels. Our model shows performance lifts even when presented with features not seen in training.

By experimenting with different data sets and even combining two distinct ones from the same domain, we show that CHAMELEON can be generalized for any kind of task. Another advantage of CHAMELEON is that it can be used with any model and optimization method.

As future work, we would like to extend CHAMELEON to time-series features and reinforcement learning, as these tend to present more variations in different tasks and they would benefit greatly from our model.
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Figure 6: The graphs show the average Meta-Test loss over 10 runs during REPTILE training. The graph is smoothed with a moving average of size 20 due to the variance when using a meta batch size of one when sampling Test tasks. Each point represents the test loss on a sampled task after training on it for 10 epochs.