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Abstract

Node classification on graphs can be formulated as the Dirichlet problem on graphs where the signal is given at the labeled nodes, and the harmonic extension is done on the unlabeled nodes. This paper considers a time-dependent version of the Dirichlet problem on graphs and shows how to improve its solution by learning the proper initialization vector on the unlabeled nodes. Further, we show that the improved solution is at par with state-of-the-art methods used for node classification. Finally, we conclude this paper by discussing the importance of parameter $t$, pros, and future directions.

1 Introduction

Node classification on graphs has various real-world applications [Song et al., 2021] ranging from computer vision, natural language processing, social network, biomedical sciences. Often it is done in a semi-supervised setting in which the labeled data is significantly less than the unlabeled data, and the goal is to use both the labeled and unlabeled data to obtain a good classification score. This makes it an ideal approach for the problems where labeled data is not cheap or scarcely available.

Many state-of-the-art methods for node classification use machine learning on graphs [Kipf and Welling, 2017; Veličković et al., 2018; Monti et al., 2017]. Graph Neural Networks (GNNs) are emerging as powerful tools for graph representation learning. The earliest method for node classification on graphs used Laplacian regularization [Zhu et al., 2003; Belkin et al., 2004; Zhou and Schölkopf, 2005]. The Laplacian regularization can also be formulated as a PDE approach on graphs (Dirichlet problem (10)). Several non-trivial Laplacians have been proposed, and the Dirichlet problem associated with each one of them could be used for node classification [Calder, 2018; Kyng et al., 2015; Calder and Slepčev, 2020; El Alaoui et al., 2016]. In this work, we consider the Dirichlet problem associated with normalized Laplacian as defined in [Zhou and Schölkopf, 2005]. More specifically, we consider the time-dependent formulation of the Dirichlet problem (15) and argue about making its solution as competitive as state-of-the-art methods for transductive learning (Table 2).

The triggering point of this work was the comparison of GCN’s [Kipf and Welling, 2017] accuracy and the solution of the Dirichlet problem (15) on handcrafted $knn$ graphs for MNIST [LeCun et al., 1998], FMNIST [Xiao et al., 2017], and the popular citation graphs Cora, Citeseer, Pubmed [Sen et al., 2008]. We observed that while the solutions of the PDE and the GCN are comparable for node classification on the handcrafted $knn$ graphs, the latter performed significantly better on the citation graphs (Table 1). For the handcrafted graphs, the nodes correspond to the images, and node features are the pixel values of the images. The plausible reason for the similar performances on handcrafted $knn$ graphs would be that edges connect the similar nodes, as the euclidean distance between the images happens to be a good metric for the graph construction in this case. The citation graphs are given to us by default; the nodes represent documents, edges correspond to citation links between the documents rather than their similarity, and each node has a high dimensional bag-of-words feature vector. The apparent reason for the superior performance of the GCN on citation graphs would be that not only does it take the graph as an input, but it also takes the node features as input and utilizes their hidden representations.

Main contributions. Recent work has shown that GNNs are good at utilizing the node feature information [Faber et al., 2021]. Since the GCN beats the PDE-based approach on citation graphs for $knn$ graphs, the latter performed significantly better on the citation graphs (Table 1).

- We show that this is achieved by utilizing the node features to learn the initial condition (15c) of the PDE (Figure 1).
- We benchmark the improved solution against the several state-of-the-art methods for node classification. Our approach yields competitive results (Table 2, Row 08).
- Although we learn the initialization vector to boost the performance of the PDE, further marginal gains are also added by learning the graph weights (Table 2, Row 09).
- Unlike GNNs, which need to be retrained every time to incorporate new labels, this approach can easily incorporate new labels after training. We demonstrate this by incorporating validation labels (Table 2, Row 11). Importantly, we do not use the new labels to retrain.
2 Background

In this section, we review notation on graphs and formulate node-classification as the time-dependent Dirichlet problem on graphs.

2.1 Preliminaries

A weighted graph $G = (V, E, w)$ consists of a finite set $V$ of $N$ nodes and a finite set $E \subseteq V \times V$ of edges. Let $(u, v)$ be an edge connecting the nodes $u$ and $v$. A weighted graph is associated with a weight function $w : V \times V \to [0, 1]$. It represents a measure of similarity between two nodes. The set of edges according to the weight function is given as: $E = \{(u, v)|w(u, v) \neq 0\}$. The set of nodes in the neighborhood of node $u$ is denoted as $N(u)$. The notation $v \in N(u)$ means node $v$ is in the neighborhood of node $u$, i.e. $N(u) = \{v \in V |(u, v) \in E\}$. In this paper, we consider symmetric graphs i.e. $w(u, v) = w(v, u)$ and $(u, v) \in E \leftrightarrow (v, u) \in E$. The degree of a node $u$ is given as: $\delta_w(u) = \sum_{v \in N(u)} w(u, v)$.

Let $H(V)$ be a Hilbert space of the real-valued function on the nodes of the graph. A function $f : V \to R$ of $H(V)$, represents a signal on a node and assigns a real value $f(u)$ to each node $u \in V$. Similarly, let $H(E)$ be a Hilbert space of the real-valued function defined on the edges. These two spaces are equipped with the following inner products:

$\langle f, g \rangle_{H(V)} = \sum_{u \in V} f(u)g(u), \forall f, g \in H(V)$

$\langle F, G \rangle_{H(E)} = \sum_{(u, v) \in E} F(u, v)G(u, v), \forall F, G \in H(E)$  \hspace{1cm} (1)

The weighted graph gradient (or difference) operator $\nabla_w : H(V) \to H(E)$ is defined as:

$\nabla_w(f)(u, v) := \sqrt{\frac{w(u, v)}{\delta_w(u)}} f(v) - \sqrt{\frac{w(u, v)}{\delta_w(v)}} f(u)$  \hspace{1cm} (2)

The norm of the graph gradient on each node is given as:

$\|\nabla_w(f)(u)\| = \left( \sum_{v \in N(u)} (\nabla_w(f))^2(u, v) \right)^{1/2}$  \hspace{1cm} (3)

The Dirichlet energy associated with the signal $f(u)$ is defined as:

$J(f) := \frac{1}{2} \sum_{u \in V} \|\nabla_w(f)(u)\|^2$  \hspace{1cm} (4)

Often it is also known as Tikhonov regularization [Belkin et al., 2004]. The weighted graph divergence operator $div_w : H(E) \to H(V)$ satisfies the discrete version of stokes law:

$\langle \nabla_w(f), F \rangle_{H(E)} = \langle f, -div_w(F) \rangle_{H(V)}$

where $f \in H(V)$ and $F \in H(E)$  \hspace{1cm} (5)

Using (1), (5) and let $f = 1_{\{u\}}$, it can be shown that divergence operator is given as:

$div_w(F)(u) = \sum_{v \in N(u)} \sqrt{\frac{w(u, v)}{\delta_w(u)}} \{F(u, v) - F(v, u)\}$  \hspace{1cm} (6)

The graph Laplacian is defined as $\Delta_w : H(V) \to H(V)$:

$\Delta_w(f)(u) := \frac{1}{2}div_w(\nabla_w(f))(u)$  \hspace{1cm} (7)

Using the definitions of $\nabla_w$ and $div_w$, the Laplacian is given as:

$\Delta_w(f)(u) = \sum_{v \in N(u)} w(u, v) \left( \sqrt{\frac{w(v)}{\delta_w(v)}} - \sqrt{\frac{w(u)}{\delta_w(u)}} \right)$  \hspace{1cm} (8)

2.2 Node Classification

Let us consider the problem of node classification on graphs in transductive settings for a multi-class problem. Let $V_0 = \{u_1, u_2, ..., u_m\}$ be a subset of nodes in $V$ over which the labels are given as $y_1, y_2, ..., y_m \in \{e_1, e_2, ..., e_k\}$, where $e_i \in R^k$ represents the $i^{th}$ class out of $k$ classes (one-hot vector). The goal of transductive learning is to extend these labels to the unlabeled nodes. One way to achieve this is via solving the following inverse problem:

$\arg \min_{f(u)} \left\{ \sum_{u \in V_0} \|\nabla_w(f)(u)\|^2 : f(u) = g(u) \quad \forall u \in V_0 \right\}$  \hspace{1cm} (9)

Here, $g : V \to R^k$ is the label function on the nodes, such that $g(u) \in \{e_1, e_2, ..., e_k\}$. The other way to extend the known labels is via solving the following PDE (aka the Dirichlet problem) on the graph, which is obtained through the E-L equation of the above optimization:

$\Delta_w(f)(u) = 0 \quad \forall u \in V \setminus V_0$

$f(u) = g(u) \quad \forall u \in V_0$  \hspace{1cm} (10)

It is worth remembering that the above equation is vector-valued PDE, with $k$ components. The final label decision for the unlabeled node $u$ is determined by the largest component of $f(u)$:

$l(u) = \arg \max_{j \in \{1, ..., k\}} \{f_j(u)\}$  \hspace{1cm} (11)

2.3 Connection With Label Propagation

We now digress briefly to mention the connection with the widely-used label propagation algorithm [Zhu, 2005]. For a symmetric graph and under somewhat different definitions of gradient and divergence

$\nabla_w(f)(u, v) = \sqrt{w(u, v)}(f(v) - f(u))$

$div_w(F)(u) = \sum_{v \in V} \sqrt{w(u, v)}(F(u, v) - F(v, u))$,  \hspace{1cm} (12)

the Laplacian on the left-hand side of (10) yields the classic unnormalized (aka combinatorial) Laplacian [Chung and Graham, 1997]. The Dirichlet problem then becomes:

$\sum_{v \in N(u)} w(u, v)(f(v) - f(u)) = 0, \quad \forall u \in V \setminus V_0$

$f(u) = g(u), \quad \forall u \in V_0$  \hspace{1cm} (13)
At steady-state, when $\partial f$ of the Dirichlet problem in (10) as time-dependent, it becomes:

$R.O.F.$ of this is time-dependent. A traditional approach to solve E-L equation of a variational PDE, which is used in image processing for anisotropic denoising [Rudin et al., 1992]. Formulating the Dirichlet problem in (10) as time-dependent, it becomes:

$$f^{n+1}(u) = \frac{\sum_{v \in N(u)} w(u, v) f^{n}(v)}{\sum_{v \in N(u)} w(u, v)}, \quad \forall u \in V \setminus V_0$$

$$f^{n+1}(u) = g(u), \quad \forall u \in V_0$$

(14)

### 2.4 Time-Dependent Dirichlet Problem

A traditional approach to solve E-L equation of a variational PDE, which is used in image processing for anisotropic denoising [Rudin et al., 1992]. Formulating the Dirichlet problem in (10) as time-dependent, it becomes:

$$\frac{\partial f(u, t)}{\partial t} = \Delta_w(f)(u, t) \quad \forall u \in V \setminus V_0$$

(15a)

$$f(u, t) = g(u) \quad \forall u \in V_0$$

(15b)

$$f(u, 0) = \psi_0(u) \quad \forall u \in V$$

(15c)

At steady-state, when $\frac{\partial f}{\partial t} \to 0$, the solution of above equation is equivalent to that of (10). Basically, it is a gradient flow in the direction of minimizing the Dirichlet energy while satisfying the boundary constraint. The above equation can also be viewed as heat diffusion with non-homogeneous boundary condition on graphs. Notice that the Dirichlet problem in (10) had only a boundary condition, but now it also has an initial condition, denoted as $\psi_0$.

A common choice of setting $\psi_0$ is to let the signal be $g(u) \in R^k$ (one-hot vectors) on the labeled nodes and zero vectors elsewhere. It can be seen as an initial unnormalized probability vector on nodes. In this paper, we choose to address it as ‘front $\psi_0$’ since the approach in (15) is similar to level-set (front-propagation) methods in computer vision [Osher, 1993; Osher and Paragios, 2003].

### 3 Experiments and Results

This section walks through the research questions (RQs) and discusses the experiments done to answer them.

**Code.** The scripts used for the experiments and the instructions to run are available at Github: https://github.com/aGToz/Learning-Label-Initialization.

| Dataset   | Eq15     | GCN      |
|-----------|----------|----------|
| MNIST     | 93.2 ± 0.0 | 91.3 ± 0.2 |
| FMNIST    | 76.0 ± 0.0 | 77.4 ± 0.2 |
| Cora      | 72.5 ± 0.0 | 81.5 ± 0.1 |
| Citeseer  | 49.7 ± 0.0 | 70.3 ± 0.1 |
| Pubmed    | 72.5 ± 0.0 | 79.0 ± 0.1 |

Table 1: Performances of (15) and the GCN on handcrafted and citation graphs. Observe the significant differences in scores over the latter.

**RQ1. How does the solution of (15) compare with the GCN [Kipf and Welling, 2017] for semi-supervised node classification?**

To answer this question, we tested them on handcrafted (knn) graphs and non-handcrafted citation graphs.

**Handcrafted graphs.** We created knn graphs for two datasets: MNIST [LeCun et al., 1998] and F-fashion-MNIST [Xiao et al., 2017]. MNIST is a popular dataset of handwritten digits and FMNIST is a dataset from Zalandos clothing images; both consist of 70k examples of sizes 28 by 28 and 10 classes. For the graph construction $k$ was set to 10 and we used RBF kernel $w(u, v) = e^{-d(u,v)^2/\sigma^2}$ for weights.

**Non-handcrafted graphs.** We used the popular citation graphs, which have been widely used for benchmarking Graph nets. These are Cora, Citeseer, Pubmed [Sen et al., 2008]. Here the nodes represent documents; edges correspond to citation links between them, and each node has a sparse bag-of-words feature vector and a class label.

**Software.** We used PyTorch framework [Paszke et al., 2019]. To run the geometric PDE (15), we used torch-geometric [Fey and Lenssen, 2019] and torchdiffeq [Chen et al., 2018]. Torchdiffeq is a popular ODE solver written in PyTorch. It allows to backpropagate via adjoint sensitivity method [Pontryagin et al., 1962] and comes with different numerical schemes. For all the experiments, we used the Dormand-Prince (dopri5) method. It is also recommended by the authors of the library, and it is a common choice in NeuralODE literature (Sec 4.1).

**Split setting.** For the MNIST and FMNIST datasets, we kept the seed size (labeled nodes) 20 nodes per class, and the rest for the test set. The citation graphs come with a prebuilt split (a.k.a. planetoid split), which is very often used for benchmarking node classification with GNNs. These datasets come with default training, validation, and test sets. The training sets of the citation graphs were used as seeds (labeled nodes). The validation sets of all the datasets were used to tune the hyperparameters of the GCN and the ODE solver. It was also used to tune $\sigma$ parameter in the RBF kernel in the weights of handcrafted knn graphs. The initialization of the front $\psi_0$ was done as a one-hot vector on the labeled nodes and zero vector on the unlabelled nodes.

**Evaluation.** We report the accuracy on the test nodes for 100 random iterations (Table 1). The GCN’s results on citation graphs are taken from their paper [Kipf and Welling, 2017]. For every dataset, the same graph structure was given to the ODE solver and the GCN. Note that the performance of GCN is sensitive to weight initialization (random iterations) and hence comes with variations, but the solution of (15) is deterministic and does not fluctuate for different iterations (Table 1).

**Observations.** We observe a notable discrepancy between the performances of the GCN and (15) for citation graphs compared to the handcrafted knn graphs (Table 1). The GCN performs significantly better on the citation graphs. The likely reason for the poor performance of the PDE on the citation graphs could be attributed to the fact that the edges...
do not explicitly translate to the similarity between the nodes on these graphs. In fact, they correspond to citation links between the documents. This breaks the premise of LP (label propagation) like algorithms, which assume that edges and weights correspond to the similarity between the nodes. Often LP like algorithms are evaluated on the graphs constructed using node features, but in this case, the graphs correspond to citation networks, and they are already made for us. The GCN, on the other hand, is able to perform well on citation networks as it uses the graph structure and node features, whereas (15) only takes the graph structure as an input. This leads us to our next research question.

**RQ2.** *Knowing that the GCN beats the solution of (15) by utilizing the node features and the graph structure, could we use the node features and make the solution of (15) at par with the GCN on the citation graphs?*

We show that this is indeed possible by learning the front $\psi_0$ (15c) on the unlabeled nodes. Not only does this improve the solution, but the results are made as competitive as several state-of-the-art methods (Table 2).

**Proposed model.** Figure 1 shows the proposed architecture to enhance the solution of (15). It is composed of two Pipelines. Pipeline1 is a training pipeline: it is used for learning the $\psi_0$ on unlabeled nodes. Node features are plugged into an MLP to generate an initial estimate of the front ($\tilde{\psi}_0$), which is further given as an input to Solver1. Apart from $\tilde{\psi}_0$, the Solver1 also takes the graph structure and graph weights $w(u, v)$ as inputs. The graph weights are also made learnable. Although not shown in the Figure 1, the graph weights are learned in such a way to ensure they are symmetric $w(u, v) = w(v, u)$, and between zero and one. The loss function in Pipeline1 could be seen as a way to enforce the boundary condition (15b); one could argue that such reasoning is motivated by the inspiring work in PINNs [Raissi et al., 2019], where a boundary condition of a PDE is turned into a loss function. Pipeline2 corresponds to the evaluation pipeline. After every epoch, the values of $\tilde{\psi}_0$ and $w(u, v)$ are updated via full-batch gradient descent, and fed into Solver2 to evaluate the PDE on the validation set and for saving the front and the weights. Pipeline2 could be regarded as the final model as we use it in the end, to evaluate the performance on the test set, and it can be separately deployed once the front and the weights are learned. Note the relationship between $\psi_0$ and $\tilde{\psi}_0$. For the unlabeled nodes, $\psi_0$ vector is equal to $\tilde{\psi}_0$ vector, and for the labeled nodes, $\psi_0$ vector is equal to the $g(u)$ vector (one-hot). Unlike Solver1, the Solver2 keeps the signal on the labeled nodes as $g(u)$ throughout the evolution of (15) from 0 to $t$.

**Baselines.** We compare the improved performances of (15) with three graph networks: Graph Convolutional Network (GCN) [Kipf and Welling, 2017], Graph Attention Network (GAT) [Veličković et al., 2018], Mixture Model Networks (MoNet) [Monti et al., 2017]. Additionally, we compare to a hybrid model Correct and Smooth (CS) [Huang et al., 2021] and to Continuous Graph Neural Networks (CGNN) [Xhonneux et al., 2020] with and without feature mixing. The latter two models are discussed briefly in Sec 4.1.

**Datasets.** Apart from the citation graphs, we include three more real-world datasets: Amazon Photo [Shchur et al., 2021].

---

2The reader may be intrigued about the need for Solver2. Why not put the boundary condition (15b) in Solver1 and minimize the loss function? It is not possible as the loss will remain zero.
The search was done using a method with the name of (15). Hyperparameter optimization was done using a method with the name of (15). The validation splits were used for tuning the hyperparameters. The numerical scheme was used for all the experiments related to (15). The validation splits were used for tuning the hyperparameters and for the final model selection (saving the front and the weights). Hyperparameter optimization was done using a large random search (coarse to fine). We used either categorical distribution or uniform distribution on the hyperparameters while running the random search. The search was done using Adam or RMSprop optimizer in different splits.

| Model          | Cora  | Citeeseer | Pubmed | Photo | CountyFB | FMAsia |
|----------------|-------|-----------|--------|-------|----------|--------|
| 01 GCN         | 81.5 ± —− † | 70.3 ± —− † | 79.0 ± —− † | 93.4 ± 0.6 | 76.4 ± 1.4 | 85.9 ± 0.7 |
| 02 GAT         | 83.0 ± 0.7† | 72.5 ± 0.7† | 79.0 ± 0.3† | 94.1 ± 0.7 | 76.3 ± 1.6 | 87.0 ± 0.8 |
| 03 MoNet       | 81.7 ± 0.5† | 70.3 ± 0.9 | 78.8 ± 0.4† | 94.3 ± 0.3 | 79.4 ± 1.5 | 86.1 ± 1.0 |
| 04 C&S (MLP)   | 80.0 ± 0.9 | 67.3 ± 1.3 | 75.9 ± 1.9 | 94.2 ± 0.5 | 82.2 ± 1.2 | 87.3 ± 0.7 |
| 05 CGNN(w/o)   | 82.7 ± 0.7† | 71.5 ± 1.1† | 81.7 ± 0.5† | 93.3 ± 0.2 | 80.5 ± 1.4 | 85.3 ± 0.4 |
| 06 CGNN(w/)    | 82.8 ± 0.6† | 72.1 ± 0.8† | 81.7 ± 0.8† | 92.2 ± 0.7 | 81.9 ± 0.9 | 85.4 ± 0.3 |
| 07 Eq15        | 72.5 ± 0.0 | 49.7 ± 0.0 | 72.5 ± 0.0 | 91.3 ± 0.5 | 81.4 ± 1.8 | 86.7 ± 0.8 |
| 08 Eq15 learned $\psi_0$ | 82.9 ± 0.7 | 72.2 ± 0.6 | 81.1 ± 0.9 | 94.3 ± 0.5 | 82.4 ± 1.5 | 87.0 ± 0.9 |
| 09 Eq15 learned $\psi_0$ & $w$ | 83.5 ± 0.7 | 72.4 ± 0.7 | 81.9 ± 0.9 | 94.4 ± 0.5 | 82.6 ± 1.8 | 87.1 ± 0.8 |
| 10 Eq15 inc. val | 79.5 ± 0.0 | 60.4 ± 0.0 | 78.4 ± 0.0 | 92.4 ± 0.6 | 82.8 ± 1.4 | 87.2 ± 0.7 |
| 11 Eq15 inc. val, ($\psi_0$, $w$) | 87.2 ± 0.0 | 73.3 ± 0.0 | 83.5 ± 0.0 | 95.5 ± 0.5 | 85.3 ± 1.4 | 88.6 ± 0.8 |

Table 2: Test accuracy over different datasets.†Values taken from the original papers. Coloring scheme: red-1st, blue-2nd, green-3rd.

**Evaluation setting.** We use the standard planetoid split setting for the citation graphs and report the performance over 100 random iterations. The planetoid split amounts to just 5% of seeds (training set) per class. Small training splits in graph datasets could produce results sensitive to the choice of the split [Schur et al., 2018]. Therefore, for Photo, CountyFB, and FMAsia, we keep the split size 40% (train), 40% (valid), 20% (test) per class and evaluate the performance for 10 different splits. ³

**Training setting.** We used Adam or RMSprop optimizer in all our experiments. The optimization was done with full-batch gradient descent. The L2 weight regularization and dropouts were also used in all optimizations. Most of the MLP used in the architecture (Figure 1) are with one or two hidden channels with ReLU activations. The loss function was cross entropy. The hyperparameters of the Solver1 and Solver2 were kept same. The Dormand-Prince (dopri5) numerical scheme was used for all the experiments related to (15). The validation splits were used for tuning the hyperparameters and for the final model selection (saving the front and the weights). Hyperparameter optimization was done using a large random search (coarse to fine). We used either categorical distribution or uniform distribution on the hyperparameters while running the random search. The search was done using NVIDIA 1080Ti and P100 GPUs. ⁴

**Observations.** We see that the proposed approach significantly improves the performance of (15) and makes it competitive with several other methods (Table 2). Row 07 corresponds to the classical solution of (15) (with zeros and one-hot vectors initialization). Row 08 shows the improvement in the solution with the learned front $\psi_0$. And Row 09 shows further slight gains by learning the weights along with the front $\psi_0$. Notice that while (15) is inherently deterministic, there are variations from Row 07 onwards. These variations can be attributed to the weight initializations in MLP (Pipelime1), and the fact that evaluation is done for the multiple test splits for Photo, CountyFB, and FMAsia datasets.

**RQ3. How to incorporate new labels in the final model once the training has been ended?** This can be quickly done by including the new labels in the boundary condition (15b) and then updating a saved front $\psi_0$ by assigning one-hot vectors to the new labels and finally running Pipeline2. Row 10 (Table 2) corresponds to the solution of (15), including the validation labels in (15b) and with the default initialization of the front. Row 11 corresponds to the solution of (15) by updating a saved front $\psi_0$ and using saved weights.

**4 Discussion**

In this section, we discuss some relevant works and conclude this work with key take-homes.

**4.1 Related Work**

**Hybrid models.** The Correct & Smooth (C&S) [Huang et al., 2021] paper is relevant to our work. Their work focuses on first generating base predictions by training an MLP, which is then followed by a correction step (error propagation) and subsequently a label smoothing step. All three steps are done separately. The correction and smoothing steps are done using the iterative scheme in [Zhou et al., 2004]. On the other hand, we learn the base predictions (the front $\psi_0$), ³Each split is generated by torch.random.seed from 0 to 9. ⁴The final evaluation was done on 1080Ti.
but there is no error propagation step, and the final smoothing is done via the PDE (15) in Pipeline2. Also, unlike their work, learning the base prediction is followed by a smoothing step in Pipeline1 (Solver1) and the MLP is learned in an end-to-end manner. Interestingly, they found their approach to be significantly more effective for larger seed size (Table 2). The APPNP [Klicpera et al., 2018] model was a precursor to C&S paper. It consists of using a neural network to generate base predictions and then smoothing using power iterations of topic-sensitive page rank algorithm [Haveliwala, 2003], and the whole model is trained in an end-to-end manner. It is similar to Pipeline1 of our model, which is also trained end-to-end, except that smoothing in Pipeline1 is done via a PDE. They had no counterpart of Pipeline2. Another interesting but distinct hybrid model is from [Wang and Leskovec, 2020], in which they propose to learn graph weights as a pre-processing step and then use those graph weights in a GCN for node classification.

NeuralODEs. There has been some prior work of bringing NeuralODEs [Chen et al., 2018] to do transductive learning on Graphs. The earlier attempts using NeuralODE framework parameterized the derivative function with a few layers of GNN [Poli et al., 2020; Zhuang et al., 2019]. The first attempt to do the transductive learning using a diffusion based method without parameterizing the derivative was in CGNN [Xhonneux et al., 2020]. GRAND [Chamberlain et al., 2021] went steps further and added the attention mechanism [Vaswani et al., 2017] to learn the graph weights, graph rewiring after each backward pass, and proposed a non-linear version. It is worth noting that in all these models, the evolution of a PDE is done in a latent space. That is, the evolution is stacked between an encoder and decoder using MLPs. Whereas, in our case, the evolution occurs in the actual space of the label vector \( \mathbf{R}^k \) as required by (15); also, the Dirichlet boundary condition (15b) is respected during the evaluation on the validation and test sets. Another important difference is that our model can incorporate new labels without retraining the model (Table 2).

4.2 Conclusion

Importance of parameter \( t \). The parameter \( t \) at which the evolution of (15) is stopped is quite important. It acts like a scaling parameter of a variational problem. It was carefully tuned to yield the best accuracy and avoid reaching steady-state. This is because at steady-state, one gets the harmonic extension, and the solution of the Dirichlet problem is unique\(^6\) and independent of the initialization on the unlabeled nodes.

Pros. An essential advantage of our model is the ability to incorporate new labels without retraining the whole model (Table 2). It has a practical application for a huge graph where retraining would require considerable time. It must be emphasized that GNNs and NeuralODEs do not have this advantage, although this advantage was also a highlight of C&S paper [Huang et al., 2021]. Deeper GCNs are known to suffer from oversmoothing and cannot propagate information to longer range [Li et al., 2018]. However, the proposed approach avoids this limiting behavior for \( t \) tends to infinity.\(^7\) Finally, we believe the most significant advantage of this approach is simplicity, which makes it easier to debug. For example, in the case of absurd predictions over some nodes, one could quickly check the learned front \( \psi_0 \) and interpret the absurdity in terms of initial probability. This is not possible in the case of GNNs, or if the evolution of a PDE is stacked between encoder-decoder.

Societal impact. Trustworthiness in A.I. is a growing concern. The key to using A.I. more responsibly to serve society is to use effective yet straightforward ML models. Table 2 shows that our model is effective. It is simple as it basically corresponds to the PDE (15), and in this work, we show how to ameliorate its solution by learning the initial front on unlabeled nodes.

Future directions. Machine learning perspective: for a very large and dense graph, learning graph weights directly may not be efficient. One way to circumvent this issue is to bring the attention mechanisms [Vaswani et al., 2017; Veličković et al., 2018] to learn similarities between the features. PDE perspective: the Dirichlet energy in (9) corresponds to \( p = 2 \) case of \( p \)-Dirichlet energy, given as \( J_p(f) = \frac{1}{p} \sum_{v \in V} \| \nabla_w(f)(u) \|^p \). It would be interesting to consider the variational problem (9) for \( p = 1 \) because the PDE corresponding to that would be anisotropic diffusion (edge-preserving), which yields piecewise constant results. Hence it is desirable as intuitively, the vector \( f \) should be composed of zeros and ones. Another interesting direction would be to consider the Dirichlet problem with novel Laplacians [Calder and Slepčev, 2020; Calder, 2018; El Alaoui et al., 2016], which effectively do semi-supervised learning for very small seed sizes.
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