RETURN PROBABILITIES OF RANDOM WALKS

MAX ZHOU

Abstract. Associated to a random walk on $\mathbb{Z}$ and a positive integer $n$, there is a return probability of the random walk returning to the origin after $n$ steps. An interesting question is when the set of return probabilities uniquely determines the random walk. There are trivial situations where two different random walks have the same return probabilities. However, among random walks in which these situations do not occur, our main result states that the return probabilities do determine the random walk. As a corollary, we will obtain a result dealing with the representation theory of $U(1)$.

1. Introduction

The object of this paper is to first determine when a random walk is determined by its return probabilities, and then deduce a result in the representation theory of $U(1)$.

First, we will introduce relevant definitions related to random walks. Let $\{a_n\}, n \in \mathbb{Z}$, be a 1-dimensional random walk on $\mathbb{Z}$, where $a_n$ is the probability of moving $n$ steps in one unit of time. In this paper, we will only consider random walks for which $\limsup_{n \to \infty} a_n^{1/n} < 1$. All of our results will implicitly assume this condition. This condition is related to convergence of a Laurent series with coefficients given by the $a_n$. A random walk is symmetric if $a_n = a_{-n}$ for all $n$. The set of step sizes for a random walk $\{a_n\}$ is the set $\{|n| \in \mathbb{N} : a_n \neq 0\}$. A random walk is primitive if the set of step sizes generates $\mathbb{Z}$, and compactly supported if the set of step sizes is finite. The $k$th return probability of a random walk is the probability that the position at time $k$ is 0, i.e. $\Pr[x_1 + x_2 + \cdots + x_k = 0]$, where the $x_i$ are i.i.d discrete random variables with $\Pr[x_i = n] = a_n$.

In general, a random walk is not uniquely determined by its return probabilities. For example, a random walk has all return probabilities 0 if $a_n = 0$ for $n \leq 0$ or $n \geq 0$. Also, if $\{a_n\}$ is a random walk and $c \in \mathbb{Z} \setminus \{0\}$, then the random walk $\{b_n\}$ given by $b_n = a_{cn}$ has the same return probabilities, but in general is not the same random walk. These situations can be avoided if we require that $\{a_n\}$ and $\{b_n\}$ be symmetric and primitive.

Our main theorem is that under these hypotheses, a random walk is uniquely determined by its return probabilities:

Theorem 1.1: If $\{a_n\}$ and $\{b_n\}$ are symmetric, primitive random walks on $\mathbb{Z}$ whose return probabilities are all equal, then $\{a_n\} = \{b_n\}$.

As a corollary, we obtain a result in the representation theory of $U(1)$:
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Corollary 1.2: Let $\rho : U(1) \to GL(V)$ be a complex, finite-dimensional, self-dual, faithful representation of $U(1)$. Then, $\rho$ is uniquely determined by the function

$$n \mapsto \dim(V^\otimes n)^{U(1)}$$

2. Proof of Theorem 1.1

First, it is clear that for any compact supported random walk $\{a_n\}$, the $n^{th}$ return probability is the constant coefficient of the Laurent polynomial $(\sum_{k=-\infty}^{\infty} a_k t^k)^n$. We may also obtain this coefficient as the constant term of a Fourier series by substituting $t = e^{ix}$ and integrating from 0 to $2\pi$. To deal with the case where infinitely many of the $a_n$ are non-zero, we first determine when the generating functions are analytic:

Proposition 2.1: Let $\{a_n\}$ be a random walk, and let $g(t) = \sum_{k=-\infty}^{\infty} a_k t^k$. Then, $g(t)$ is complex analytic in some annulus, $A = \{z \in \mathbb{C} : a < |z| < b\}$, where $a < 1 < b$. Further, $f(x) := g(e^{ix}) = \sum_{k=-\infty}^{\infty} a_k e^{ikx}$ is complex analytic in some neighborhood of 0 in $\mathbb{C}$. Finally, $f_m(x) := \sum_{k=-m}^{m} a_k e^{ikx}$ converges normally to $f(x)$ on this neighborhood.

Proof. For the first point, note that $g(t) = \sum_{k=-\infty}^{\infty} a_k t^k = g_0(t) + g_1(t)$, where $g_0(t) = \sum_{k=0}^{\infty} a_k t^k$ and $g_1(t) = \sum_{k=-\infty}^{0} a_k t^k$. Let $\limsup_{n \to \infty} a_n^{1/n} < c < 1$, for some $c > 0$. It follows from the root test that $g_0(t)$ converges absolutely on the neighborhood of infinity $\{z \in \mathbb{C} : |z| > c\}$ and $g_1(t)$ converges absolutely on the open disk $\{z \in \mathbb{C} : |z| < 1/c\}$. It follows from an application of the Weierstrass $M$-test that the partial sums of both $g_0(t)$ and $g_1(t)$ converge normally to their respective functions in their respective regions of convergence. Hence, $g_0(t)$ and $g_1(t)$ are analytic in their regions of convergence and $\sum_{k=-m}^{m} a_k t^k$ converges normally to $g(t)$ in the annulus $A = \{z \in \mathbb{C} : c < |z| < 1/c\}$. Thus, $g(t) = g_0(t) + g_1(t)$ is analytic in $A$. As $c < 1$, then $c < 1 < 1/c$.

For the second point, it is clear there is some neighborhood, $U$, of 0, where $e^{ix}$ maps $U$ into $A$. Thus, the chain rule implies that $f(x) = g(e^{ix}) = \sum_{k=-\infty}^{\infty} a_k e^{ikx}$ is complex analytic in $U$. Normal convergence of $\sum_{k=-m}^{m} a_k t^k$ to $g(t)$ implies normal convergence of $f_m(x) := \sum_{k=-m}^{m} a_k e^{ikx}$ to $f(x) = g(e^{ix})$ for $x \in U$.

Now, we can show the integral that gives return probabilities for compactly supported random walks also gives return probabilities for all random walks:

Lemma 2.2: Let $\{a_n\}$ be a random walk, and let $f(x) = \sum_{k=-\infty}^{\infty} a_k e^{ikx}$. If $\{a_n\}$ is a symmetric random walk, then for $x \in \mathbb{R}$, $f(x) \in \mathbb{R}$ and $|f(x)| \leq 1$. The $n^{th}$ return probability of $\{a_n\}$, $c_n$, is given by:

$$c_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x)^n \, dx$$

Proof. Let $f_m(x) = \sum_{k=-m}^{m} a_k e^{ikx}$. It follows from the convergence of $\sum_{k=-\infty}^{\infty} a_k$ and the Weierstrass M-test that $f_m(x)$ converges on $[-\pi, \pi]$.

For the first point, if $\{a_n\}$ is symmetric, then $f_m(x) = a_0 + 2 \sum_{k=1}^{m} a_k \cos(kx)$. As $f_m(x)$ is real valued for every $m$, then $f(x)$ is also real valued.

Next, it follows from an easy application of the triangle inequality that for every $m \in \mathbb{N}$ and $x \in \mathbb{R}$, $|f_m(x)| \leq \sum_{k=-m}^{m} a_k \leq 1$. Letting $m \to \infty$, then $|f(x)| \leq 1$. 
For the last point, let

\[ c_{m,n} = \frac{1}{2\pi} \int_{-\pi}^{\pi} f_m(x)^n \, dx \]

Since \( c_{m,n} \) is also the constant coefficient of \( (\sum_{k=-m}^{m} a_k t^k)^n \), then \( c_{m,n} = \Pr[x_1 + \cdots + x_n = 0 \text{ and } |x_i| \leq m \text{ for all } i] \), where the \( x_i \) are i.i.d. discrete random variables with \( \Pr[x_i = n] = a_n \).

Now, we will show that, for every \( n \), \( \lim_{m \to \infty} c_{m,n} = c_n \). First, observe the following inequalities:

\[
\begin{align*}
c_n - c_{m,n} &= \Pr[x_1 + \cdots + x_n = 0 \text{ and } |x_i| > m \text{ for some } i] \\
&\leq \sum_{i=1}^{n} \Pr[|x_i| > m] \\
&= n \cdot \Pr[|x| > m]
\end{align*}
\]

When \( n \) is fixed and \( m \to \infty \), then the last expression goes to 0. Hence, \( \lim_{m \to \infty} c_{m,n} = c_n \).

On the other hand, since \( f_m(x) \to f(x) \) on \([-\pi, \pi]\) (and hence the \( f_m(x) \) are uniformly bounded), then for every \( n \), \( f_m(x)^n \to f(x)^n \) on \([-\pi, \pi]\). Thus, we may interchange limit and integral, and the following equalities prove the second point:

\[
\begin{align*}
c_n &= \lim_{m \to \infty} c_{m,n} = \lim_{m \to \infty} \frac{1}{2\pi} \int_{-\pi}^{\pi} f_m(x)^n \, dx = \frac{1}{2\pi} \int_{-\pi}^{\pi} \lim_{m \to \infty} f_m(x)^n \, dx = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x)^n \, dx
\end{align*}
\]

As \( n \) becomes large, only the neighborhoods of points where \( |f(x)| = 1 \) contribute significantly to the integral in Lemma 2.3. When \( \{a_n\} \) is a primitive random walk, only the obvious points satisfy this condition:

**Lemma 2.3:** Let \( \{a_n\} \) be a symmetric, primitive random walk. Let \( f(x) = \sum_{k=\infty}^{\infty} a_k e^{ikx} = a_0 + 2 \sum_{k=1}^{\infty} a_k \cos(kx) \). If there is an even step size, then \( |f(x)| = 1 \) only when \( x = 2\pi k \) for some \( k \in \mathbb{Z} \). On the other hand, if the step sizes of \( \{a_n\} \) are all odd, then \( |f(x)| = 1 \) only when \( x = m\pi \) for some \( m \in \mathbb{Z} \).

**Proof.** When there is an even step size, then \( f(x) \) can never be \(-1\). For if it was, then for each step size \( k_i \), \( \cos(k_i x) = -1 \). Suppose that \( k_1 \) is odd, while \( k_2 \) is even. Then, \( \cos(k_1 x) = -1 \) when \( x = (\pi + 2\pi a_1)/k_1 \) for some \( a_1 \in \mathbb{Z} \). If \( k_2 = 0 \), then \( \cos(k_2 x) = -1 \) cannot happen, and we are done. If \( k_2 \neq 0 \), then similarly from \( \cos(k_2 x) = -1 \), we have \( x = (\pi + 2\pi a_2)/k_2 \) for some \( a_2 \in \mathbb{Z} \). Equating both expressions for \( x \) and simplifying, we have \( k_1 \pi + 2\pi a_2 k_1 = k_2 \pi + 2\pi a_1 k_2 \). However, the left hand side is an odd multiple of \( \pi \), while the right hand side is an even multiple of \( \pi \), a contradiction.

Next, whenever the step sizes generate \( \mathbb{Z} \), \( f(x) = 1 \) only when \( x \) is a multiple of \( 2\pi \). Again, noting that for each non-zero step size \( k_i \), \( \cos(k_i x) = 1 \), we obtain the equations \( x = 2\pi a_i/k_i \) for each \( i \), so then all of the expressions of the form \( a_i/k_i \) are equal. If there is one \( k_i \) that does not divide \( a_j \), then none of the \( k_j \)'s divide \( a_i \). In this case, we may reduce these fractions to assume that \( (a_i, k_i) = 1 \), while still assuming that the \( k_i \) generate \( \mathbb{Z} \). Then, for any \( i, j \), \( a_i k_j = k_i a_j \). The conditions \( (a_i, k_i) = 1 \) and \( (a_j, k_j) = 1 \) imply that \( a_i | a_j \) and \( a_j | a_i \), respectively. Hence, all of the \( a_i \)'s are the same, which implies all of the \( 1/k_i \) are equal. This clearly cannot happen if the \( k_i \) are relatively prime, unless \( \{a_n\} \) has only one step size. Thus,
when \( \{a_n\} \) has more than one step size, \( k_i \mid a_i \) for every \( i \), and \( x \) is a multiple of \( 2\pi \). If \( \{a_n\} \)
has only one step size, it follows from symmetry and primitivity that \( a_1 = a_{-1} = 1/2 \) and \( a_n = 0 \) for all other \( n \). Then, \( f(x) = e^{-ix}/2 + e^{ix}/2 = \cos(x) \), which clearly is only 1 when \( x = 2\pi \).

Finally, if all of the step sizes are odd, then \( f(x) = -1 \) only when \( x \) is an odd multiple of \( \pi \). For each non-zero step size \( k_i \), \( \cos(k_ix) = -1 \), so then \( k_ix = \pi + 2\pi a_i \) for some \( a_i \in \mathbb{Z} \). It follows that \( x = \pi(1 + 2a_i)/k_i \), and hence expressions of the form \( (1 + 2a_i)/k_i \) are equal. Using the same logic as in the previous case, we see that it must be that \( k_i \mid (1 + 2a_i) \) for all \( i \). As \( x = \pi(1 + 2a_i)/k_i \), then \( x \) must be an odd multiple of \( \pi \). □

The dichotomy of \( \{a_n\} \) either having either only odd step sizes or having an even step size will persist throughout the several of the following results. For brevity, we make the following definitions:

**Definition 2.4:** A symmetric, primitive random walk is **Type 1** if it has an even step size, and **Type 2** if it has an odd step size.

In particular, the next result shows it is possible to determine if \( \{a_n\} \) is Type 1 or Type 2 from its return probabilities.

**Lemma 2.5:** A random walk \( \{a_n\} \) is **Type 2** if and only if every odd return probability is 0.

*Proof.* (⇒): If \( a_n \) has only odd step sizes, then any sum of an odd number of these step sizes is odd, and hence cannot be 0.

(⇐): It is equivalent to show the contrapositive: if \( \{a_n\} \) has an even step size, then there is a non-zero odd return probability. Either \( a_0 \) is the only non-zero coefficient of an even step size, or it is possible to pick \( a_k \) and \( a_j \), where \( k \) and \( j \) have different signs and different parity. In the first case, any return probability is non-zero. In the second case, \( k + j \) is odd and the \((k + j)\)th return probability is non-zero, as it is possible to take \( j \) steps \(|k|\) times, followed by \( k \) steps \(|j|\) times.

We will change variables in the integral in Lemma 2.2 to relate the return probabilities of a random walk with the moments of \((f^{-1})'(y)\) on a half-neighborhood of 1.

First, we will describe \( f^{-1}(y) \) and its derivative:

**Proposition 2.6:** If \( \{a_n\} \) is a symmetric random walk, then \( f(x) = \sum_{k=-\infty}^{\infty} a_k e^{ikx} \) can be written as \( f(x) = h(x^2) \), where \( h(x) \) is complex analytic in a neighborhood of 0 in \( \mathbb{C} \), \( h(0) = 1 \), and \( h'(0) < 0 \). It follows that \( f^{-1}(y) \) is defined on \([1 - \eta, 1]\) and differentiable in \((1 - \eta, 1)\), for some \( \eta > 0 \). Further, \((f^{-1})'(y) = (1 - y)^{-1/2}q(y)\), where \( q(y) \) is complex analytic in a neighborhood of 1.

*Proof.* Let \( f_m(x) = \sum_{k=-m}^{m} a_k e^{ikx} \). From Proposition 2.1 \( f_m(x) \) converges normally to \( f(x) \) on some neighborhood of 0 in \( \mathbb{C} \).

Then, for every \( n \)th derivative, \( \lim_{m \to \infty} f^{(n)}_m(0) = f^{(n)}(0) \). As \( f^{(n)}_m(0) = 0 \) for \( n \) odd, then \( f^{(n)}(0) = 0 \) for \( n \) odd. Since \( f(x) \) is analytic in a neighborhood of 0, then \( f(x) \) has a power series expansion in a neighborhood of 0, \( f(x) = \sum_{n=0}^{\infty} a_n x^n \). As \( a_{2k} = 0 \), then \( f(x) = h(x^2) \), where \( h(x) = \sum_{n=0}^{\infty} a_{2n} x^n \) is also analytic in a neighborhood of 0. For the specific values
Thus, consider the following equalities:

\[ h(0) = f(0) = \lim_{m \to \infty} f_m(0) = \lim_{m \to \infty} \sum_{k=-m}^{m} a_k = 1 \]

\[ h'(0) = \alpha_2 = \frac{f''(0)}{2} = \lim_{m \to \infty} \frac{f_m''(0)}{2} = \lim_{m \to \infty} \frac{1}{2} \sum_{k=-m}^{m} k^2 a_k < 0 \]

It follows from the Lagrange inversion theorem, stated as Burmann’s theorem in [2, p. 129], that \( h^{-1}(y) \) is defined and complex analytic near \( y = 1 \), with \( (h^{-1})'(1) < 0 \). Hence, we have \( f^{-1}(y) = \sqrt{h^{-1}(y)} \), which is real and defined when \( y = h(x) \), for \( x \in [0, \varepsilon] \) for some \( \varepsilon > 0 \). Thus, \( f^{-1}(y) \) is defined on \([1 - \eta, 1]\) for \( 1 - \eta = h(\varepsilon) \). As \( f^{-1}(1) = 0 \), then \( (f^{-1})'(y) \) exists on \((1 - \eta, 1)\).

Expanding \( h^{-1}(y) \) in a power series near 1, we have \( h^{-1}(y) = \sum_{k=0}^{\infty} b_k (y - 1)^k \), where \( b_0 = 0 \) and \( b_1 = 1/\alpha_2 < 0 \). Hence, \( h^{-1}(y) = (1 - y)p(y) \), where \( p(y) \) is complex analytic near \( y = 1 \) and \( p(1) = -b_1 > 0 \). By making \( \eta \) smaller, we may assume that \( p(y) \) is complex analytic in \([1 - \eta, 1]\). It follows from \( p(1) > 0 \) and invertibility of \( h^{-1}(y) = (1 - y)p(y) \) on \([1 - \eta, 1]\) that \( p(y) > 0 \) on \([1 - \eta, 1]\).

For \( y \in [1 - \eta, 1] \), \( f^{-1}(y) = \sqrt{h^{-1}(y)} = \sqrt{1 - y} \sqrt{p(y)} \), where the square roots are principal square roots. As \( p(y) > 0 \) on \([1 - \eta, 1]\), then \( \sqrt{p(y)} \) is complex analytic on \([1 - \eta, 1]\). Differentiating \( f^{-1}(y) \) and rearranging terms produces \( q(y) \). \( \square \)

**Proposition 2.7:** Let \( \{a_n\} \) be a symmetric, primitive random walk. Let \( f(x) = \sum_{k=-\infty}^{\infty} a_k e^{ikx} \) have an inverse that is continuous in \([1 - \eta, 1]\) and continuously differentiable in \((1 - \eta, 1)\) for some \( \eta > 0 \). Let \( c_n \) be the \( n^{th} \) return probability.

If \( \{a_n\} \) is Type 1, then

\[ c_n + \frac{1}{\pi} \int_{1-\eta}^{1} y^n (f^{-1})'(y) \, dy = o(e^{-\mu n}) \]

for some \( \mu > 0 \).

If \( \{a_n\} \) is Type 2, then

\[ c_{2n} + \frac{2}{\pi} \int_{1-\eta}^{1} y^{2n} (f^{-1})'(y) \, dy = o(e^{-2\mu n}) \]

for some \( \mu > 0 \).

**Proof.** From Lemma 2.2,

\[ c_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(x)^n \, dx \]

Let \( \varepsilon = f^{-1}(1 - \eta) \).

When \( \{a_n\} \) is Type 1, then from Lemma 2.3, there is some \( \alpha < 1 \) where \( |f(x)| \leq \alpha \) for \( x \in [-\pi, -\varepsilon] \cup [\varepsilon, \pi] \).

From the ML-inequality and \( f(x) \) being even, the following inequalities hold:

\[ \left| c_n - \frac{1}{\pi} \int_{0}^{\varepsilon} f(x)^n \, dx \right| = \frac{1}{2\pi} \left| \int_{-\pi}^{-\varepsilon} f(x)^n \, dx + \int_{\varepsilon}^{\pi} f(x)^n \, dx \right| < \alpha^n = e^{\log(\alpha)n} \]
Setting $\mu = -\log(\alpha)/2$, and changing variables $x = f^{-1}(y)$ to obtain:

$$- \int_0^c f(x)^n \, dx = \int_1^{1-\eta} y^n (f^{-1})'(y) \, dy,$$

which proves the case when $\{a_n\}$ is Type 1.

When $\{a_n\}$ is Type 2, then $f(x + \pi) = -f(x)$. Hence,

$$c_n = \begin{cases} 0 & \text{if } n \text{ is odd} \\ \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} f(x)^n \, dx & \text{if } n \text{ is even} \end{cases}$$

In order to make similar estimates as in the previous case, we restrict attention to only the even return probabilities. It follows from Lemma 2.3 there is some $\alpha < 1$ where $|f(x)| \leq \alpha$ for $x \in [-\pi/2, -\epsilon] \cup [\epsilon, \pi/2]$. From the ML-inequality and $f(x)$ being even, the following inequalities hold:

$$\left| c_{2n} - \frac{2}{\pi} \int_0^c f(x)^{2n} \, dx \right| = \frac{1}{\pi} \left| \int_{-\pi/2}^{-\epsilon} f(x)^{2n} \, dx + \int_{\epsilon}^{\pi/2} f(x)^{2n} \, dx \right| < \alpha^{2n} = e^{2\log(\alpha)n}$$

Setting $\mu = -\log(\alpha)/2$, and changing variables $x = f^{-1}(y)$ to obtain:

$$- \int_0^c f(x)^n \, dx = \int_1^{1-\eta} y^n (f^{-1})'(y) \, dy,$$

which proves the case when $\{a_n\}$ is Type 2.

The next proposition follows easily from the previous proposition:

**Proposition 2.8:** Let $\{a_n\}$ and $\{b_n\}$ be symmetric, primitive random walks that have the same return probabilities. Let $f(x) = \sum_{k=-\infty}^{\infty} a_k e^{ikx}$ and $g(x) = \sum_{k=-\infty}^{\infty} b_k e^{ikx}$ have inverses that are continuous in $[1 - \eta, 1]$ and continuously differentiable in $(1 - \eta, 1)$ for some $\eta > 0$.

If $\{a_n\}$ and $\{b_n\}$ are both Type 1, then

$$\int_{1-\eta}^1 y^n \left( (f^{-1})'(y) - (g^{-1})'(y) \right) \, dy = o(e^{-\mu n})$$

for some $\mu > 0$.

If $\{a_n\}$ and $\{b_n\}$ are both Type 2, then

$$\int_{1-\eta}^1 y^{2n} \left( (f^{-1})'(y) - (g^{-1})'(y) \right) \, dy = o(e^{-2\mu n})$$

for some $\mu > 0$.

**Proof.** We will just prove the first case, as the second case follows from nearly identical estimates. Let $c_n$ be the return probabilities of $\{a_n\}$ and $\{b_n\}$. From Proposition 2.7 and
By triangle inequality, the following inequalities hold:

\[
\frac{1}{\pi} \left| \int_{1-\eta}^{1} y^n ((f^{-1})'(y) - (g^{-1})'(y)) \, dy \right|
\leq \left| c_n + \frac{1}{\pi} \int_{1-\eta}^{1} y^n (f^{-1})'(y) \, dy - \left( c_n + \frac{1}{\pi} \int_{1-\eta}^{1} y^n (f^{-1})'(y) \, dy \right) \right|
\leq o(e^{-\mu n}) + o(e^{-\mu' n}) = o(e^{-\min(\mu, \mu') n})
\]

\[
\square
\]

Proposition 2.10 will show that the asymptotic behavior of the integrals in Proposition 2.8 can only hold when 

\[
(f^{-1})'(y) = (g^{-1})'(y)
\]

on \((1 - \eta, 1)\).

First, assuming this has been shown, we will prove Theorem 1.1.

**Proof of Theorem 1.1.** Let \(f(x) = \sum_{k=-\infty}^{\infty} a_k e^{ikx}\) and \(g(x) = \sum_{k=-\infty}^{\infty} b_k e^{ikx}\). If the return probabilities of \(\{a_n\}\) and \(\{b_n\}\) are all equal, then it follows from Lemma 2.5 that either they both have only odd step sizes or they both have an even step size. In either of these cases, it follows from Proposition 2.8 that the hypotheses of Proposition 2.10 hold, and hence \((f^{-1})'(y) = (g^{-1})'(y)\) on \((1 - \eta, 1)\). As \(f^{-1}(1) = g^{-1}(1) = 0\), then \(f^{-1}(y) = g^{-1}(y)\) on \([1 - \eta, 1]\). It follows that \(f(x) = g(x)\) on some neighborhood \([0, \epsilon]\) of 0, and from complex analyticity of \(f(x)\) and \(g(x)\), then \(f(x) = g(x)\) in some neighborhood of 0 in \(\mathbb{C}\). This implies that \(\tilde{f}(t) = \sum_{k=-\infty}^{\infty} a_k t^k\) and \(\tilde{g}(t) = \sum_{k=-\infty}^{\infty} b_k t^k\) are equal on the unit circle. Finally, for every \(k\),

\[
a_k = \frac{1}{2\pi} \int_{|z|=1} \frac{\tilde{f}(z)}{z^{k+1}} \, dz = \frac{1}{2\pi} \int_{|z|=1} \frac{\tilde{g}(z)}{z^{k+1}} \, dz = b_k
\]

\[
\square
\]

To show that \((f^{-1})'(y) = (g^{-1})'(y)\) on \((1 - \eta, 1)\), we first provide a useful estimate involving the beta function:

**Lemma 2.9:** For \(x, y > 0\), \(y\) fixed, and \(x \to \infty\),

\[
\int_0^1 t^{x-1}(1-t)^{y-1} \, dt \sim \Gamma(y)x^{-y},
\]

where \(\sim\) denotes that the quotient of the quantities goes to 1 as \(x \to \infty\).

**Proof.** The integral on the left hand side is the beta function, \(B(x, y)\). A defining characteristic of the beta function, proved in [2] p. 253-256], is

\[
B(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x+y)}.
\]

An equivalent form of Stirling’s approximation which appears in [2] p. 253] is:

\[
\Gamma(t + 1) \sim \sqrt{2\pi t} \left( \frac{t}{e} \right)^t,
\]

Applying Stirling’s approximation to the terms \(\Gamma(x)\) and \(\Gamma(x+y)\) in the formula for \(B(x, y)\) as \(x \to \infty\) produces the result.

Finally, we will prove that if the asymptotics in Proposition 2.8 hold, then \((f^{-1})'(y) = (g^{-1})'(y)\) on \((1 - \eta, 1)\):
Proposition 2.10: Let \( \{a_n\} \) and \( \{b_n\} \) be symmetric, primitive random walks with the same return probabilities. Let \( f(x) = \sum_{k=-\infty}^{\infty} a_k e^{ikx} \) and \( g(x) = \sum_{k=-\infty}^{\infty} b_k e^{ikx} \) have inverses that are continuous in \([1 - \eta, 1]\) and continuously differentiable in \((1 - \eta, 1)\) for some \( \eta \in (0, 1) \). If

\[
\int_{1-\eta}^{1} y^{2n} ((f^{-1})'(y) - (g^{-1})'(y)) \, dy = o(e^{-2\mu n})
\]

for some \( \mu > 0 \), then \((f^{-1})'(y) = (g^{-1})'(y)\) on \((1 - \eta, 1)\).

**Proof.** First, note that for any \( \eta \in (0, 1) \),

\[
(1 - u)^2 u^m \, du = o(e^{-\lambda n})
\]

for some \( \lambda > 0 \).

For the sake of contradiction, assume that \((f^{-1})'(y) \neq (g^{-1})'(y)\). From Proposition 2.6, \((f^{-1})'(y) = (1 - y)^{-1/2} q(y)\) and \((g^{-1})'(y) = (1 - y)^{-1/2} r(y)\), for \( q(y) \) and \( r(y) \) analytic near 1. Thus, \( q(y) - r(y) \neq 0 \), so that \( q(y) - r(y) = \sum_{k=0}^{\infty} b_k (y - 1)^k \), where \( b_k \neq 0 \) for smallest such \( m \).

Changing variables \( y = 1 - u \), we have the following equalities:

\[
\int_{1-\eta}^{1} y^{2n} ((f^{-1})'(y) - (g^{-1})'(y)) \, dy = \int_{0}^{\eta} (1 - u)^{2n} u^{-1/2} (q(1-u) - r(1-u)) \, du
\]

\[
= \int_{0}^{\eta} (1 - u)^{2n} u^{-1/2} \sum_{k=0}^{\infty} (-1)^k b_k u^k \, du
\]

Let \( p(u) = \sum_{k=m+1}^{\infty} (-1)^k b_k u^{k-m-1} \), which is analytic near 0. Let \( |p(u)| \leq M \) in \([0, \eta]\). From repeated application of the triangle inequality and \( [\square]\), we obtain the following estimate:

\[
\left| \int_{0}^{\eta} (1 - u)^{2n} u^{-1/2} \sum_{k=0}^{\infty} (-1)^k b_k u^k \, du \right| 
\geq |b_m| \left| \int_{0}^{1} (1 - u)^{2n} u^{-m+1/2} \, du \right| - M \left| \int_{0}^{1} (1 - u) u^{m+1/2} \, du \right| - o(e^{-\lambda n})
\]

It follows from Lemma 2.9 that as \( n \to \infty \),

\[
(2n+1)^{m+1/2} \left| \int_{1-\eta}^{1} y^{2n} ((f^{-1})'(y) - (g^{-1})'(y)) \, dy \right| \geq |b_m|
\]

Finally, as \( n \to \infty \), \((2n + 1)^{-m+1/2} e^{2\mu n} \to \infty \) for any \( \mu > 0 \). Thus, as \( n \to \infty \), we would have

\[
e^{2\mu n} \left| \int_{1-\eta}^{1} y^{2n} ((f^{-1})'(y) - (g^{-1})'(y)) \, dy \right|
\]

\[
= (e^{2\mu n} (2n+1)^{-m+1/2}) (2n+1)^{m+1/2} \left| \int_{1-\eta}^{1} y^{n} ((f^{-1})'(y) - (g^{-1})'(y)) \, dy \right|
\]

\[
\geq |b_m| (e^{2\mu n} (2n+1)^{-m+1/2}) \to \infty ,
\]

contradicting our hypothesis. Hence, \((g^{-1})'(y) = (f^{-1})'(y)\) on \((1 - \eta, 1)\).

\( \square \)
3. Proof of Corollary 1.2

Before we prove Corollary 1.2 we will first prove a fact about the return probabilities of symmetric random walks.

Proposition 3.1: Let \( \{a_n\} \) be a symmetric random walk. Let \( c_n \) be the return probabilities of \( \{a_n\} \). Then, \( \limsup_{n \to \infty} c_{2n}^{1/(2n)} = 1 \).

Proof. Let \( r_{n,k} = \Pr[x_1 + \cdots + x_n = k] \). Since \( \{a_n\} \) is symmetric, then \( r_{n,k} = r_{n,-k} \). Thus,

\[
c_{2n} = r_{2n,0} = \sum_{k=-\infty}^{\infty} r_{n,k} r_{n,-k} = \sum_{k=-\infty}^{\infty} r_{n,k}^2
\]

Let \( y_n := (x_1 + \cdots + x_n)/N \), where the \( x_i \) are i.i.d. discrete random variables with \( \Pr[x_i = n] = a_n \). It follows that \( E[y_n] = 0 \) and \( \sigma^2 := \text{Var}(y_n) = \text{Var}(x_i) = \sum_{k=-\infty}^{\infty} k^2 a_k < +\infty \). It follows from Chebyshev’s inequality that

\[
\Pr[|x_1 + \cdots + x_n| > n^2] = \Pr[|y_n| > n] \leq \frac{\sigma^2}{n^2}
\]

Hence,

\[
\sum_{k=-n^2}^{n^2} r_{n,k} = \sum_{k=-\infty}^{\infty} r_{n,k} - \sum_{|k|>n^2} r_{n,k} = 1 - \Pr[|x_1 + \cdots + x_n| > n^2] \geq 1 - \frac{\sigma^2}{n^2}
\]

Applying the Cauchy-Schwartz inequality to the vectors \( (r_{n,-n^2}, r_{n,-n^2+1}, \ldots, r_{n,n^2}) \), \( (1, 1, \ldots, 1) \in \mathbb{R}^{2n^2+1} \), we have a lower bound for \( c_{2n} \):

\[
c_{2n} = \sum_{k=-\infty}^{\infty} (r_{n,k})^2 \geq \sum_{k=-n^2}^{n^2} (r_{n,k})^2 \geq \left( \sum_{k=-n^2}^{n^2} r_{n,k} \right)^2/(2n^2 + 1) \geq \frac{1 - \sigma^2/n^2}{2n^2 + 1}
\]

For \( n \) sufficiently large, \( 1 - \sigma^2/n^2 > 1/2 \). For an upper bound on \( c_{2n} \), \( c_{2n} = \sum_{k=-\infty}^{\infty} (r_{n,k})^2 \leq \sum_{k=\infty}^{\infty} r_{n,k} = 1 \). Hence, for \( n \) sufficiently large,

\[
1 \geq c_{2n}^{1/(2n)} \geq \left( \frac{1}{4n^2 + 2} \right)^{1/(2n)}
\]

Taking the limsup as \( n \to \infty \), then \( \limsup_{n \to \infty} c_{2n}^{1/(2n)} = 1 \). \( \square \)

Next, we prove a lemma relating symmetry and primitivity of random walks to self-duality and faithfulness of \( \text{U}(1) \) representations, respectively. The term **isotypical decomposition** in Lemma 3.2 refers to the unique decomposition of any finite-dimensional complex representation of a compact group into a direct sum of irreducible representations (see Prop 1.8 in [1] for more details).

Lemma 3.2: Let \( \rho : \text{U}(1) \to \text{GL}(V) \) be a \( \text{U}(1) \) representation, where \( V \) is a finite-dimensional complex vector space with isotypical decomposition

\[
V \cong \bigoplus V_n^{\oplus \alpha_n},
\]

where \( V_n \) is the 1-dimensional representation on which \( z \in \text{U}(1) \) acts by multiplication by \( z^n \), and \( \alpha_n \in \mathbb{N} \). Then, \( \rho \) is self-dual if and only if \( \alpha_n = \alpha_{-n} \) for every \( n \), and \( \rho \) is faithful if and only if \( \{n : \alpha_n \neq 0\} \) generates \( \mathbb{Z} \).
Proof. As taking dual commutes with direct sum, then
\[ V^* \cong \bigoplus (V^*_n)^{\oplus \alpha_n} = \bigoplus V^*_n^{\oplus \alpha_n} = \bigoplus V^*_n^{\oplus \alpha_n} \]
As the isotypical decomposition is unique, then \( V^* = V \) precisely when \( \alpha_n = \alpha_{-n} \).

If \( \rho \) is faithful, then \( \{ n : \alpha_n \neq 0 \} \) must generate \( \mathbb{Z} \), for if \( p > 1 \) divides all elements of the set, then any \( p^{th} \) root of unity acts the same on \( V \), contradicting faithfulness. On the other hand, if the set generates \( \mathbb{Z} \), then \( z \) can be recovered from the \( z^{\alpha_n} \)-action on the isotypic components of \( V \). \( \square \)

Now, we can prove Corollary \ref{corollary1.2}

Proof of Corollary \ref{corollary1.2} Let \( \rho : U(1) \to GL(V) \) be a self-dual, faithful \( U(1) \) representation, where \( V \) is a finite-dimensional complex vector space with isotypical decomposition
\[ V \cong \bigoplus V_n^{\oplus \alpha_n}, \]
where \( V_n \) is the 1-dimensional representation on which \( z \in U(1) \) acts by multiplication by \( z^n \), and \( \alpha_n \in \mathbb{N} \).

It is evident that in this decomposition, \( \dim(V)^{U(1)} = a_0 \). In general, using distributivity of direct sum and tensor product, and \( V_n \otimes V_m \cong V_{n+m} \), we see that \( \dim(V^{\otimes n})^{U(1)} \) is the constant coefficient of \( (\sum \alpha_k x^k)^n \). If \( N = \sum \alpha_k = \dim(V) \), then the constant coefficient of \( (\sum \alpha_k x^k)^n \) is just \( N^n c_n \), where \( c_n \) is the \( n^{th} \) return probability of the random walk \( \{ a_n \} \), where \( a_n = \alpha_n / N \). From Lemma \ref{lemma3.2} \( \{ a_n \} \) is a symmetric, primitive random walk.

Let \( \sigma : U(1) \to GL(W) \) be another complex, finite-dimensional, self-dual, faithful \( U(1) \) representation, with isotypical decomposition
\[ W \cong \bigoplus W_n^{\oplus \beta_n}. \]
If \( M = \dim(W) \), then using the same argument as before, \( \dim(W^{\otimes n})^{U(1)} = M^n d_n \), where \( d_n \) is the \( n^{th} \) return probability of a symmetric, primitive random walk \( \{ b_n \} \), with \( b_n = \beta_n / M \).

Suppose that \( \dim(V^{\otimes n})^{U(1)} = \dim(W^{\otimes n})^{U(1)} \), for every \( n \). To show that \( \{ a_n \} = \{ b_n \} \), it suffices to show that \( M = N \), for then \( c_n = d_n \), and from Theorem \ref{theorem1.1} \( a_n = b_n \), so then \( \alpha_n = \beta_n \) and \( V \cong W \).

The following equalities are true for every \( n \):
\[ M d_n^{1/n} = \left( \dim(W^{\otimes n})^{U(1)} \right)^{1/n} = \left( \dim(V^{\otimes n})^{U(1)} \right)^{1/n} = N c_n^{1/n} \]
Taking the limit as \( n \to \infty \) for \( n \) even and using Proposition \ref{proposition3.4} then \( M = N \). \( \square \)
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