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Abstract

As a measure of vertex importance according to the graph structure, PageRank has been widely applied in various fields. While many PageRank algorithms have been proposed in the past decades, few of them take into account whether the graph under investigation is directed or not. Thus, some important properties of undirected graph—symmetry on edges, for example—is ignored. In this paper, we propose a parallel PageRank algorithm specifically designed for undirected graphs that can fully leverage their symmetry. Formally, our algorithm extends the Chebyshev Polynomial approximation from the field of real function to the field of matrix function. Essentially, it reflects the symmetry on edges of undirected graph and the density of diagonalizable matrix. Theoretical analysis indicates that our algorithm has a higher convergence rate and requires less computation than the Power method, with the convergence rate being up to 50% higher with a damping factor of $c = 0.85$. Experiments on six datasets illustrate that our algorithm with 38 parallelism can be up to 39 times faster than the Power method.
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1. Introduction

PageRank\cite{1} is used to measure the importance of vertices according to graph structure. Generally, a vertex has higher importance if it is linked by more vertices or the vertices linking to it have higher importance themselves. Despite originating from search engine, PageRank has been applied in many
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fields such as social network analysis, chemistry, molecular biology and so on\cite{2,3,4}.

In the past decades, plenty of PageRank algorithms had been proposed, among which Power method\cite{5} and Monte Carlo(MC) method\cite{6} were two main approaches. Existing algorithms\cite{7,8,9,10} have advantages respectively, however, most of them do not distinguish the graph under investigation is directed or not. For example, Power method treats any graph as directed, while undirected graph widely exists in applications such as power grids, traffic nets and so on. Compared with directed graph, the most significant property of undirected graph is the symmetry on edges. Hence, simply treating undirected graph as directed omitted this property. A few algorithms based on the MC method benefited from symmetry. For example, Sarma\cite{11} accelerated MC method on undirected graph by borrowing ideas from distributed random walk\cite{12}, Luo\cite{13,14} proposed Radar Push on undirected graph and decreased the variance of result. Thus, taking advantage of symmetry is a feasible solution of designing PageRank algorithm for undirected graph.

PageRank vector can be obtained by computing \((I - cP)^{-1}p\), where \(I\) is identity matrix, \(P\) is the possibility transition matrix of the graph and \(p\) is the personalized vector. The state-of-the-art PageRank algorithm, i.e., Forward Push(FP)\cite{15}, approximates \((I - cP)^{-1}p\) by \(\sum_{i=0}^{k}(cP)^{i}p\). From the perspective of polynomial approximation, \(\sum_{i=0}^{k}(cx)^{i}\) might not be the optimal approximating polynomial of \((1 - cx)^{-1}\) as polynomial with higher degree is required to obtain an approximation with less error. Thus, constructing the optimal polynomial is a natural idea.

Chebyshev Polynomial\cite{16} is a set of orthogonal polynomials with good properties, by which the optimal uniform approximating polynomial of any real, continuous and square integrable function can be constructed. Directly extending Chebyshev Polynomial approximation from the field of real function to the field of matrix function is always infeasible. However, if \(p\) can be linearly represented by \(P\)’s eigenvectors, then \((I - cP)^{-1}p\) can be converted to the linear combination of \(P\)’s eigenvectors, where the coefficients are functions of the corresponding eigenvalues. By applying the Chebyshev Polynomial approximation in the coefficients, a new approach of computing PageRank can be obtained. To this end, two conditions required that \((1)P\)
has enough linearly independent eigenvectors and (2) $P$’s eigenvalues are all real. The first condition is sufficed by the density of diagonalisable matrix. For undirected graph, the second condition can be ensured by the symmetry. Motivated by this, a parallel PageRank algorithm specially for undirected graph is proposed in this paper. The contributions are as below.

(1) We present a solution of computing PageRank via the Chebyshev Polynomial approximation. Based on the recursion relation of Chebyshev Polynomial, PageRank vector can be calculated iteratively.

(2) We proposes a parallel PageRank algorithm, i.e., the Chebyshev Polynomial Approximation Algorithm (CPAA). Theoretically, CPAA has higher convergence rate and less computation amount compared with the Power method.

(3) Experimental results on six data sets suggest that CPAA markedly outperforms the Power method, when damping factor $c = 0.85$, CPAA with 38 parallelism requires only 60% iteration rounds to get converged and can be at most 39 times faster.

The remaining of this paper are as follows. In section 2, PageRank and Chebyshev Polynomial are introduced briefly. In section 3, the method of computing PageRank via Chebyshev Polynomial approximation is elaborated. Section 4 proposes CPAA and the theoretical analysis as well. Experiments on six data sets are conducted in section 5. A summarization of this paper is presented in Section 6.

2. Preliminary

In this section, PageRank and Chebyshev Polynomial are introduced briefly.

2.1. PageRank

Given graph $G = (V, E)$, where $V = \{v_1, v_2, \ldots, v_n\}$, $E = \{(v_i, v_j) : i, j = 1, 2, \ldots, n\}$ and $|E| = m$. Let $A = (a_{ij})_{n \times n}$ denote the adjacency matrix where $a_{ij}$ is 1 if $(v_j, v_i) \in E$ and 0 else. Let $P = (p_{ij})_{n \times n}$ denote the probability transition matrix where

$$p_{ij} = \begin{cases} a_{ij}/\sum_{i=1}^{n} a_{ij}, & \text{if } \sum_{i=1}^{n} a_{ij} \neq 0, \\ 0, & \text{else.} \end{cases}$$
Let $d = (d_1, d_2, ..., d_n)^T$ where $d_i$ is 1 if $v_i$ is dangling vertex and 0 else. Let $p = (p_1, p_2, \cdots, p_n)^T$ denote the $n$-dimensional probability distribution. Let $P' = P + pd^T$ and $P'' = cP' + (1 - c)pe^T$, where $c \in (0, 1)$ is damping factor and $e = (1, 1, ..., 1)^T$. Denote by $\pi$ the PageRank vector. According to [17], let $p = \frac{e}{n}$, one of PageRank’s definitions is

$$\pi = P'' \pi, \pi_i > 0, \sum_{i=1}^{n} \pi_i = 1. \tag{1}$$

Based on random walk model, a random walk starts at random vertex, with probability $c$ walks according to graph and with probability $1 - c$ terminates, then $\pi$ is the probability distribution of random walk terminating at each vertex.

If $G(V,E)$ is undirected graph, then $d = 0$ and $P = P'$. Let $D = \text{diag}\{d_1, d_2, \cdots, d_n\}$ where $d_i = \sum_{j=1}^{n} a_{ij}$, then $d_i > 0$ and $P = AD^{-1}$. From Formula (1), we have

$$(I - cP)\pi = (1 - c)p.$$  

Since $||P||_2 = 1$, $I - cP$ is invertible, thus

$$\pi = (1 - c)(I - cP)^{-1}p.$$  

In fact, $(1 - c)(I - cP)^{-1}p$ is the algebraic form of Forward Push. With initial mass distribution $p$, each vertex reserves $1 - c$ proportion of mass receiving from its source vertices and evenly pushes the remaining $c$ proportion to its target vertices, then $\pi$ is the final mass distribution with

$$\pi_i = \frac{e_i^T (I - cP)^{-1}p}{e_i^T (I - cP)^{-1}p}, \tag{2}$$

where $e_i$ is $n$-dimensional vector with the $i_{th}$ element is 1 and 0 others.

2.2. Chebyshev Polynomial

Chebyshev Polynomial is a set of polynomials defined as

$$T_n(x) = \cos(n \arccos x), n = 0, 1, 2, \cdots.$$  

$T_n(x)$ satisfies:

(1) $|T_n(x)| \leq 1.$
\[
2 \pi \int_{-1}^{1} \frac{T_m(x)T_n(x)}{\sqrt{1-x^2}} \, dx = \begin{cases} 
2, & \text{if } m = n = 0, \\
\delta_{mn}, & \text{else}.
\end{cases}
\]

(3) \( T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x). \)

Chebyshev Polynomial is usually utilized in constructing the optimal uniform approximating polynomial. For any given function \( f(x) \in C(a,b) \) and \( \int_a^b f^2(x) \, dx < \infty \), it follows that

\[
f(x) = c_0 + \sum_{k=1}^{\infty} c_k T_k(x),
\]

where \( c_k = \frac{2}{b-a} \int_a^b \frac{1}{\sqrt{1-(\frac{x-a}{b-a})^2}} f(x) T_k(\frac{2}{b-a} x - \frac{a+b}{b-a}) \, dx, \)

\[
c_0 + \sum_{k=1}^{n} c_k T_k(x)
\]

is the optimal uniform approximating polynomial of \( f(x) \). For

\[
f(x) = (1 - cx)^{-1}, x \in (-1,1),
\]

where \( c \in (0,1) \) is constant, we have \( c_k = 2 \pi \int_0^{\pi} \frac{\cos(kt)}{1-c \cos t} \, dt, \\{c_k : k = 0, 1, 2, \cdots\} \)
decreases monotonically to 0, and

\[
\lim_{M \to \infty} \sum_{k=M}^{\infty} c_k = \lim_{M \to \infty} 2 \pi \int_0^{\pi} \sum_{k=M}^{\infty} \frac{\cos(kt)}{1-c \cos t} \, dt = 0.
\]

Thus, \( \forall \epsilon > 0, \exists M_1 \in \mathbb{N}^+, \text{s.t. } \forall M > M_1, \)

\[
\max_{x \in (-1,1)} |f(x) - (c_0 + \sum_{k=1}^{M} c_k T_k(x))| < \epsilon. \quad (3)
\]

### 3. Computing PageRank by Chebyshev Polynomial approximation

In this section, Formula (3) is extended from the field of real function to the filed of matrix function. We mainly prove that, \( \forall \epsilon > 0, \exists M_1 \in \mathbb{N}^+, \text{s.t. } \forall M > M_1, \)

\[
||\left( I - cP \right)^{-1} p - \left( \frac{c_0}{2} p + \sum_{k=1}^{M} c_k T_k(P)p \right) ||_2 < \epsilon. \quad (4)
\]

To this end, we firstly give two lemmas as below.

**Lemma 1.** [18] Diagonalizable matrices are Zariski dense.

Lemma [18] implies that, for any given matrix \( P \in \mathbb{R}^{n \times n} \), there exists diagonalizable matrix sequence \( \{P_t : t = 0, 1, 2, \cdots\} \), where \( P_t \in \mathbb{R}^{n \times n} \) and \( ||P_t||_2 = 1, \text{s.t. } P_t \Rightarrow P \). Thus, we have
\[
\lim_{t \to \infty} ||P_t - P||_2 = 0.
\]
Since both \(\sum_{k=0}^{\infty} (cP)^k_t\) and \(\sum_{k=1}^{M} c_k T_k(P_t)\) are uniformly convergent with respect to \(t\), \(\forall \epsilon > 0, \exists N_1 \in \mathbb{N}^+, s.t., \forall t > N_1,\)
\[
|| \sum_{k=0}^{\infty} (cP)^k_t p - \sum_{k=0}^{\infty} (cP_t)^k p ||_2 < \epsilon,
\]
and
\[
|| \sum_{k=1}^{M} c_k T_k(P_t) p - \sum_{k=1}^{M} c_k T_k(P) p ||_2 < \epsilon.
\]
Since \((I - cP)^{-1} p = \sum_{k=0}^{\infty} (cP)^k p\), Formula (4) can be hold by proving
\[
\lim_{t \to \infty} || \sum_{k=0}^{\infty} (cP)^k_t p - \left(\frac{c_0}{2} p + \sum_{k=1}^{M} c_k T_k(P_t) p\right) ||_2 < \epsilon. \tag{5}
\]

Lemma 2. The whole eigenvalues of \(P\) are real.

Proof. We first prove that \(D - cA\) is positive definite matrix. \(\forall x \in \mathbb{R}^n\) and \(x \neq 0\), it follows that
\[
x^T(D - cA)x = \sum_{i=1}^{n} d_i x_i^2 - c \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} x_i x_j
= \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} (x_i^2 + x_j^2 - 2cx_i x_j).
\]
Since \(x_i^2 + x_j^2 - 2cx_i x_j > 0, i, j = 1, 2, \cdots, n, D - cA\) is positive definite.

Let \(B = D - cA\), then
\[
(BP^T)^T = (A - cAD^{-1}A)^T = A - cAD^{-1}A = BP^T.
\]
\(\forall y \in \mathbb{C}^n\) and \(y \neq 0\), assuming \(y = y_1 + i y_2\), where \(y_1, y_2 \in \mathbb{R}^n\), we have
\[
y^T By = (y_1 - i y_2)^T B(y_1 + i y_2)
= y_1^T B y_1 + y_2^T B y_2 + i( y_1^T B y_2 - y_2^T B y_1)
= y_1^T B y_1 + y_2^T B y_2 > 0.
\]
Denote by \(\lambda\) the eigenvalue of \(P^T\), by \(\chi\) the corresponding eigenvector, then
\[ \lambda \chi^* B \chi = \chi^* B P^T \chi = \chi^* (B P^T)^T \chi = (P^T \bar{\chi})^T B \chi = \bar{\lambda} \chi^* B \chi. \]

Since \( \chi^* B \chi > 0 \), we have \( \bar{\lambda} = \lambda \), i.e., \( \lambda \) is real. \( \square \)

Since \( P \) is diagonalizable, there exist \( n \) linearly independent eigenvectors. Denote by \( \chi_l(t) \) the eigenvector of \( P \), by \( \lambda_l(t) = \lambda_l(1)(t) + i\lambda_l(2)(t) \) the corresponding eigenvalue, where \( \|\chi_l(t)\|_2 = 1, \lambda_l(1)(t), \lambda_l(2)(t) \in \mathbb{R} \) and \( l = 1, 2, \ldots, n \), we have \( |\lambda_l(t)| \leq 1 \) and

\[ \|P\chi_l(t) - \lambda_l(t)\chi_l(t)\|_2 = \|P\chi_l(t) - P_l\chi_l(t)\|_2 \leq \|P - P_l\|_2. \]

Given \( l \), since \( \mathbb{C} \) is complete and \{\( \lambda_l(t) \)\} is bounded, there exists convergent subsequence \{\( \lambda_l(k) \)\} \( \subseteq \{\lambda_l(t)\} \), let \( \lambda_l = \lim_{k \to \infty} \lambda_l(k) \). Similarly, since \( \mathbb{R}^n \) is complete and \( \{\chi_l(k)\} \) is bounded, there exists convergent subsequence \{\( \chi_l(k) \)\} \( \subseteq \{\chi_l(t)\} \), let \( \chi_l = \lim_{k \to \infty} \chi_l(k) \). For convenience, we still mark \( t_k \) as \( t \) in the following. Since

\[ \lim_{t \to \infty} \|P\chi_l(t) - \lambda_l(t)\chi_l(t)\|_2 \leq \lim_{t \to \infty} \|P - P_l\|_2 = 0, \]

it follows that

\[ P\chi_l = \lim_{t \to \infty} P\chi_l(t) = \lim_{t \to \infty} \lambda_l(t)\chi_l(t) = \lambda_l\chi_l, \]

i.e, \( \lambda_l \) is the eigenvalue of \( P \) and \( \chi_l \) is the corresponding eigenvector. According to Lemma 2, \( \lambda_l \) is real, thus for arbitrary \( l = 0, 1, \ldots, n \),

\[ \lim_{t \to \infty} \lambda_l^{(2)}(t) = 0. \]  \( (6) \)

For any given \( t \), \( \{\chi_l(t) : l = 1, 2, \ldots, n\} \) is basis of \( \mathbb{R}^n \), by which \( p \) can be linearly represented. Assuming

\[ p = \sum_{l=1}^{n} \alpha_l(t)\chi_l(t), \]

where \( \alpha_l(t) \in \mathbb{R} \) and \( |\alpha_l(t)| < 1 \), then

\[ \sum_{k=0}^{\infty} (cP)^k p = \sum_{k=0}^{\infty} (cP)^k \sum_{l=1}^{n} \alpha_l(t)\chi_l(t) = \sum_{l=1}^{n} \alpha_l(t) \sum_{k=0}^{\infty} (c\lambda_l(t))^k \chi_l(t). \]

Since both \( \sum_{k=0}^{\infty} (c\lambda_l(t))^k \) and \( \sum_{k=0}^{\infty} (c\lambda_l^{(1)}(t))^k \) are uniformly convergent with respect to \( t \), we have
\[
\| \sum_{l=1}^{n} \alpha_l(t) \sum_{k=0}^{\infty} (c \lambda_l(t))^k \chi_l(t) - \sum_{l=1}^{n} \alpha_l(t) \sum_{k=0}^{\infty} (c \lambda_l^{(1)}(t))^k \chi_l(t) \|_2 \\
= \| \sum_{l=1}^{n} \alpha_l(t) \left( \sum_{k=0}^{\infty} (c \lambda_l(t))^k - \sum_{k=0}^{\infty} (c \lambda_l^{(1)}(t))^k \right) \cdot ||\chi_l(t)||_2 \\
= \left| \sum_{l=1}^{n} \alpha_l(t) \left( \sum_{k=0}^{\infty} (c \lambda_l^{(1)}(t) + i \lambda_l^{(2)}(t))^k - \sum_{k=0}^{\infty} (c \lambda_l^{(1)}(t))^k \right) \right|,
\]

from Formula (6), \( \forall \epsilon > 0, \exists N_2 \in \mathbb{N}^+, \) s.t., \( \forall t > N_2, \)
\[
\| \sum_{l=1}^{n} \alpha_l(t) \sum_{k=0}^{\infty} (c \lambda_l(t))^k \chi_l(t) - \sum_{l=1}^{n} \alpha_l(t) \sum_{k=0}^{\infty} (c \lambda_l^{(1)}(t))^k \chi_l(t) \|_2 < \epsilon,
\]
i.e.,
\[
\| \sum_{k=0}^{\infty} (c P)^k p - \sum_{l=1}^{n} \alpha_l(t) \sum_{k=0}^{\infty} (c \lambda_l^{(1)}(t))^k \chi_l(t) \|_2 < \epsilon.
\]

Since \((1 - c \lambda_l^{(1)}(t))^{-1} = \sum_{k=0}^{\infty} (c \lambda_l^{(1)}(t))^k,\) it follows that
\[
\| \sum_{k=0}^{\infty} (c P)^k p - \sum_{l=1}^{n} \alpha_l(t) (1 - c \lambda_l^{(1)}(t))^{-1} \chi_l(t) \|_2 < \epsilon. \tag{7}
\]

Approximating \( f(\lambda_l^{(1)}(t)) = (1 - c \lambda_l^{(1)}(t))^{-1} \) by Chebyshev Polynomial, from Formula (3), \( \forall \epsilon > 0, \exists M_1 \in \mathbb{N}^+, \) s.t., \( \forall M > M_1, \)
\[
\| \sum_{l=1}^{n} \alpha_l(t) (1 - c \lambda_l^{(1)}(t))^{-1} \chi_l(t) - \sum_{l=1}^{n} \alpha_l(t) \left( \frac{2}{M} + \sum_{k=1}^{M} c_k T_k(\lambda_l^{(1)}(t)) \right) \chi_l(t) \|_2 < \epsilon,
\]
i.e.,
\[
\| \sum_{l=1}^{n} \alpha_l(t) (1 - c \lambda_l^{(1)}(t))^{-1} \chi_l(t) - \left( \frac{2}{M} p + \sum_{k=1}^{M} c_k \sum_{l=1}^{n} T_k(\lambda_l^{(1)}(t)) \alpha_l(t) \chi_l(t) \right) \|_2 < \epsilon.
\]

\( T_k(x) \) is a polynomial of degree \( k, \) assuming
\[
T_k(x) = \sum_{i=0}^{k} a_i x^i,
\]
where the coefficient \( a_i \in \mathbb{R}, \) we have
\begin{align*}
T_k(P_t)p &= \sum_{i=0}^{k} a_i P_t^i p \\
&= \sum_{i=0}^{k} a_i P_t^i \sum_{l=1}^{n} \alpha_l(t) \chi_l(t) \\
&= \sum_{l=1}^{n} \alpha_l(t) \sum_{i=0}^{k} a_i P_t^i \chi_l(t) \\
&= \sum_{l=1}^{n} \alpha_l(t) \sum_{i=0}^{k} a_i (\lambda_l^{(1)}(t) + i \lambda_l^{(2)}(t))^i \chi_l(t).
\end{align*}

From Formula (6), \( \forall k \) and \( \forall \epsilon > 0, \exists N_3 \in \mathbb{N}^+, \text {s.t.}, \forall t > N_3, \)
\[
|| \sum_{l=1}^{n} \alpha_l(t) \sum_{i=0}^{k} a_i (\lambda_l^{(1)}(t) + i \lambda_l^{(2)}(t))^i \chi_l(t) - \sum_{l=1}^{n} \alpha_l(t) \sum_{i=0}^{k} a_i (\lambda_l^{(1)}(t))^i \chi_l(t) ||_2 < \epsilon,
\]
i.e.,
\[
||T_k(P_t)p - \sum_{l=1}^{n} T_k(\lambda_l^{(1)}(t)) \alpha_l(t) \chi_l(t)||_2 < \epsilon.
\]
Thus, \( \forall M \) and \( \forall \epsilon > 0, \exists N_4 \in \mathbb{N}^+, \text {s.t.}, \forall t > N_4, \)
\[
|| \sum_{l=1}^{n} \alpha_l(t)(1 - c \lambda_l^{(1)}(t))^{-1} \chi_l(t) - (\alpha_0 P_t + \sum_{k=0}^{M} c_k T_k(P_t)p) ||_2 < \epsilon.
\]
From Formula (7), \( \forall \epsilon > 0, \exists M_1 \in \mathbb{N}^+, \text {s.t.}, \forall M > M_1, \exists N \in \mathbb{N}^+, \text {s.t.}, \forall t > N, \)
\[
|| \sum_{k=0}^{\infty} (cP_t)^k p - (\alpha_0 P_t + \sum_{k=1}^{M} c_k T_k(P_t)p) ||_2 < \epsilon,
\]
i.e.,
\[
\lim_{t \to \infty} || \sum_{k=0}^{\infty} (cP_t)^k p - (\alpha_0 P_t + \sum_{k=1}^{M} c_k T_k(P_t)p) ||_2 = 0.
\]
Thus Formula (5) is hold, so as Formula (4).

It should be noted that, Formula (4) requires the whole eigenvalues of \( P \) are real, thus it might not be hold on some directed graphs. From the perspective of polynomial approximation, FP approximates \( f(x) = (1-cx)^{-1} \) by taking \( \{1, x, x^2, \cdots\} \) as the basis, while Formula (4) approximates \( f(x) \) by taking Chebyshev Polynomial \( \{T_k(x) : k = 1, 2, \cdots\} \) as basis. Since Chebyshev Polynomial are orthogonal, Formula (4) is more efficient.
4. Algorithm and analysis

In this section, a parallel PageRank algorithm for undirected graph is proposed and then the theoretical analysis is given.

4.1. Algorithm designing

From Formula (4), PageRank vector can be obtained by calculating \( \{c_k T_k(P) p : k = 0, 1, 2, \ldots \} \):

1. \( \{c_k : k = 0, 1, 2, \ldots \} \) relies on damping factor \( c \) only, thus we can calculate and store them beforehand.
2. \( \{T_k(P)p : k = 0, 1, 2, \ldots \} \) can be calculated iteratively by
   \[
   T_{k+1}(P)p = 2PT_k(P)p - T_{k-1}(P)p,
   \]
   it is sufficed for each vertex reserving the \((k - 1)_{th}\) and \(k_{th}\) iteration results to generate the \((k + 1)_{th}\) iteration result.
3. During the same iteration round, each vertex calculates independently, thus the computing can be done in parallel.

Restricted by the computing resource, assigning exclusive thread for each vertex is in feasible, we can invoke \( K \) independent threads and assigning vertices to them. The Chebyshev Polynomial Approximation Algorithm (CPAA) is given as Algorithm 1.

From the perspective of vertex, CPAA is a loop of two stages, i.e., mass generating and mass accumulating. Initially, each vertex holds 1 mass and 0 accumulating mass. During the \( k_{th} \) iteration, at generating stage, each vertex generates the \((k + 1)_{th}\) iteration mass by reading the \(k_{th}\) iteration mass from its adjacency vertices and subtracting its own \((k - 1)_{th}\) iteration mass; at accumulating stage, each vertex adds the \((k + 1)_{th}\) iteration mass weighted by \(c_{k+1}\) to the accumulating mass. In the end, the proportion of accumulating mass of one vertex is its PageRank value. Although the mass each vertex holding may change at each iteration, the total mass of the graph is constant at \( n \).

From the whole, the total accumulating mass \( S \) of the graph is constant and falls into two parts, i.e., the accumulated and unaccumulated. CPAA is a process that converting the unaccumulated mass to the accumulated mass. Initially, the accumulated mass is 0 and the unaccumulated mass is \( S \). While CPAA running, the accumulated mass increases and the unaccumulated mass decreases, specifically, at the \( k_{th} \) iteration, the accumulated mass increases
Algorithm 1 Chebyshev Polynomial Approximation Algorithm

Input:
1: $K$: The parallelism.
2: $M$: The upper bound of iteration rounds.
3: \{c_0, c_1, \cdots, c_M\}: The coefficient of Chebyshev Polynomial approximation.

Output: $\pi$: PageRank vector.

4: Each vertex $v_i$ maintains $T_i, T'_i, T''_i$ and $\pi_i$.
5: Assign vertices to $K$ calculating threads, denote by $S_j$ the set of vertices belonging to thread $j$.

6: Initially set $T_i = 1$ and $\pi_i = \frac{c_0}{2} T_i$.

7: for $k = 1; k \leq M; k++$ do
8:   for all $j$ do
9:     if $k = 1$ then
10:        for $u \in S_j$ do
11:           $T'_u = 0$;
12:           for $v_i \in N(u)$ do
13:              $T'_u = T'_u + \frac{T_i}{\deg(v_i)}$;
14:           end for
15:           $\pi_u = \pi_u + c_1 * T'_u$;
16:        end for
17:     else
18:        for $u \in S_j$ do
19:           $T''_u = 0$;
20:           for $v_i \in N(u)$ do
21:              $T''_u = T''_u + \frac{T'_i}{\deg(v_i)}$;
22:           end for
23:           $T''_u = 2T''_u - T_u$;
24:           $\pi_i = \pi_i + c_k * T''_u$;
25:        end for
26:     end if
27:   end for
28: end for
29: for all $j$ do $\triangleright$ [Do in parallel.]
30:   for $u \in S_j$ do
31:      $T_u = T'_u$;
32:      $T'_u = T''_u$;
33:   end for
34: end for
35: end for
36: Calculate PageRank vector $\pi$ by $\pi_i = \frac{\pi_i}{\sum \pi_i}$. 
by \( c_k n \) and the unaccumulated mass decreases by the same amount. When the accumulated mass is \( S \) and the unaccumulated mass is 0, CPAA gets converged. The distribution of accumulated mass is the PageRank vector.

It should be noted that, the dependency between the \( k \)th iteration and \((k+1)\)th iteration can not be eliminated, paralleling only exists in the same iteration round.

4.2. Algorithm analysis

We analysis CPAA from three aspects, convergence rate, error and computation amount.

4.2.1. Convergence rate

Convergence rate reflects the rapidity of unaccumulated mass decreasing to 0. Let

\[
S_k = \begin{cases} 
  n \frac{c_k}{2}, & \text{if } k = 0, \\
  n \frac{c_k}{2} + n \sum_{i=1}^{k} c_i, & \text{else.}
\end{cases}
\]

\( S_k \) is accumulated mass at the end of the \( k \)th iteration, and \( S = \lim_{k \to \infty} S_k \). Let

\[
\sigma_k = \frac{S - S_k}{S - S_{k-1}}, k = 1, 2, 3, \ldots
\]

Then \( 1 - \sigma_k \) is the ratio of unaccumulated mass decreasing at the \( k \)th iteration.

**Proposition 1.** \( \sigma_k = \frac{c^2 - (2-c)(1-\sqrt{1-c^2})}{c^2 - c(1-\sqrt{1-c^2})} \), \( c \in (0, 1) \), \( k = 1, 2, 3, \ldots \).

**Proof.** Firstly, let \( B_k = \sum_{i=k}^{\infty} c_k \), then \( B_k \) is absolutely convergent, and

\[
1 - \sigma_k = \frac{c_k}{B_k}.
\]

since \( c_k = \frac{2}{\pi} \int_0^\pi \frac{\cos kt}{1-c \cos t} dt \), it follows the recurrence relation

\[
c_{k-1} + c_{k+1} = \frac{2}{\pi} \int_0^\pi \frac{2 \cos kt \cos t}{1-c \cos t} dt = 2 c c_k.
\]

According to

\[
c_{k-1} + c_{k+1} = 2 c c_k,
\]

\[
c_k + c_{k+2} = 2 c c_{k+1},
\]

\[\cdots,\]
we have

\[ B_k + c_{k-1} + B_k - c_k = \frac{2}{c}B_k, \]

thus \( B_k = \frac{c_{k-1} - c_k}{\frac{2}{c} - 2} \) and \( \frac{c_k}{B_k} = \frac{\frac{2}{c} - 2}{\frac{1}{c_{k-1}} - 1} \).

Since \( c_0 = \frac{2}{\sqrt{1-c^2}}, \ c_1 = \frac{2}{c} \left( \frac{1-\sqrt{1-c^2}}{\sqrt{1-c^2}} \right), \ c_2 = \frac{2}{c^2} \left( \frac{2(1-\sqrt{1-c^2})}{\sqrt{1-c^2}} \right) \), it follows that

\[ \frac{c_0}{c_1} = \frac{c_1}{c_2} = \frac{c_2}{c_k} = \frac{c}{1-\sqrt{1-c^2}}. \]

According to \( \frac{c_0}{c_1} + \frac{c_2}{c_1} = \frac{2}{c} \), we have

\[ \frac{c_0}{c_1} = \frac{c_1}{c_2} = \cdots = \frac{c_{k-1}}{c_k} = \frac{c}{1-\sqrt{1-c^2}}. \]

Thus, \( \sigma_k = \frac{c^2 - (2-c)(1-\sqrt{1-c^2})}{c^2 - c(1-\sqrt{1-c^2})} \).

Proposition[1] shows that \( \sigma_k \) relates with \( c \) only. For any given \( c \), \( \sigma_k \) is a constant. For convenience, we mark \( \sigma_k \) as \( \sigma_c \) in the following. While CPAA running, the unaccumulated mass decreases by \( 1 - \sigma_c \) proportion per iteration. Referring to the Power method, \( \sigma_c \) indicates the convergence rate of CPAA. Since

\[ \frac{\sigma_c}{c} = \frac{c - \left( \frac{2}{c} - 1 \right)(1-\sqrt{1-c^2})}{c^2 - c(1-\sqrt{1-c^2})} \times \frac{1}{c} < 1, \ c \in (0,1), \]

CPAA has higher convergence rate compared with the Power method. Figure[1] shows the relation between \( \sigma_c \) and \( c \). When \( c = 0.85 \), \( \sigma_c = 0.5567 \), which implies that CPAA only takes 65\% iteration rounds of Power method to get converged.

Figure 1: Convergence rate
4.2.2. Error

It is hard to estimate the error of each vertex, we discuss the relation between the relative error and the upper bound of iteration rounds from the whole. Denote by
\[
ERR_M = 1 - \frac{S_M}{S}
\]
the relative error, then we have
\[
S_M = \frac{q_M}{2} + \sum_{k=1}^{M} c_k = \frac{q_M}{2} + \frac{1-\beta^M}{1-\beta} \beta c_0,
\]
thus,
\[
ERR_M = 1 - \frac{S_M}{S} = \frac{2\beta^{M+1}}{1 + \beta}, \tag{8}
\]
where \(\beta = \frac{1-\sqrt{1-c^2}}{c}\). Figure 2 shows that \(ERR_M\) decreases exponentially with respect to \(M\), when \(c = 0.85\), \(ERR_M\) can be less than \(10^{-4}\) within 20 iteration rounds. It should be noted that the error estimation above mentioned is very rough as taking no graph structure into consideration.

![Figure 2: Relative error](image)

4.2.3. Computation amount

While CPAA running, for vertex \(v\), there are \(deg(v)\) multiplications and \(deg(v)\) additions at generating stage, and 1 addition at accumulating stage. Therefore, the computation consists of \(m\) multiplications and \(m + 2n\) additions per iteration. The total computation are \(Mm\) multiplications and \(M(m + 2n)\) additions.
5. Experiments

In this section, we experimentally demonstrate CPAA. Firstly, the hardware and measurements are introduced briefly. Then, the convergence of CPAA is illustrated. At last, the comparison of CPAA with other algorithms is elaborated.

5.1. Experimental setting

All algorithms in this experiment are implemented with C++ on serves with Intel(R) Xeon(R) Silver 4210R CPU 2.40GHz 40 processors and 190GB memory. The operation system is Ubuntu 18.04.5 LTS. Six data sets are illustrated in table 1, where \( n, m \) and \( \text{deg} = \frac{m}{n} \) represent the number of vertices, the number of edges and the average degree respectively. The CPU time consumption \( T \), iteration rounds \( k \) and max relative error \( ERR = \max_{v_i \in V} \frac{\left| \pi_i - \pi_i \right|}{\pi_i} \) are taken to estimate the algorithms, where the true PageRank value \( \pi_i \) is obtained by Power method at the 210th iteration. The damping factor \( c = 0.85 \).

| Data sets  | \( n \)     | \( m \)    | \( \text{deg} \) |
|------------|-------------|------------|------------------|
| NACA0015   | 1039183     | 6229636    | 5.99             |
| delaunay-n21 | 2097152    | 12582816   | 6.0              |
| M6         | 3501776     | 21003872   | 6.0              |
| NLR        | 4163763     | 24975952   | 6.0              |
| CHANNEL    | 4802000     | 85362744   | 17.78            |
| kmer-V2    | 55042369    | 117217600  | 2.13             |

Table 1: Data sets

5.2. Convergence

The relation of \( ERR, T \) and \( k \) on six data sets is illustrated in Figure 3.

1. The blue lines show that \( ERR \) has a negative exponential relation with \( k \), which is in consistent with Formula (8). With the increasing of iteration rounds, the result gets closer to the true value. The max relative error can be less than \( 10^{-4} \) within 20 iterations.

2. The red lines show that \( T \) has a positive linear relation with \( k \), thus, it also implies that the computation of each iteration is constant. On kmer-V2, the max relative error is lower than \( 10^{-2} \) within 15 seconds.
(3) The blue lines almost stay horizontal after 50 iteration rounds, which seems CPAA has limitation in precision. We believe it is not an algorithm flaw, but caused by the insufficiency of C++’s DOUBLE data type, whose significant digit number is 15. The computer considers $1$ is equal to $1 + 10^{-16}$, so that, $c_k$ with $k > 50$ cannot change the result.

Figure 3: $k$ versus $ERR$ and $T$

5.3. Comparison with other algorithms

We compare CPAA with Power method (SPI) [1, 19], parallel Power method (MPI) [20] and an improvement of FP, i.e., IFP1 [21]. Both MPI, IFP1 and CPAA execute with 38 parallelism. The relation of $ERR$ and $T$ are illustrated in Figures 4. Table 2 shows iteration rounds and CPU time consumption when $ERR < 10^{-3}$.

(1) The green, cyan and magenta lines are lower than the blue lines, which indicates that both MPI, IFP1 and CPAA are much faster than SPI. For example, on kmer-V2, it takes near 900 seconds for SPI to get $ERR < 10^{-3}$, while the remaining algorithms cost less than 90 seconds. It implies that parallelization is an effective solution to accelerate PageRank computing.
(2) The magenta lines are lower than the green and cyan lines, which implies that CPAA outperforms MPI and IFP1. For example, on kmer-V2, it takes about 67 seconds for MPI to get $ERR < 10^{-3}$, while CPAA costs less than 24 seconds. Since the whole algorithms are executed with the same parallelism, we believe the advantages are owe to the higher convergence rate of CPAA.

(3) On almost all six data sets, Power method takes 20 iterations to get $ERR < 10^{-3}$, while CPAA only takes 12 iterations, and can be at most 39 times faster than SPI. It implies that CPAA takes 60% iterations of Power method to get converged, which is consistent with the theoretical analysis.

![Figure 4: T versus ERR](image)

6. Conclusion

How to compute PageRank more efficiently is an attractive problem. In this paper, a parallel PageRank algorithm specially for undirected graph called CPAA is proposed via Chebyshev Polynomial approximation. Both the theoretical analysis and experimental results indicate that CPAA has higher convergence rate and less computation amount compared with the
### Table 2: Iterations rounds and CPU time consumption when \( ERR < 10^{-3} \)

| Data sets   | SPI          | MPI          | ITA          | CPAA          |
|-------------|--------------|--------------|--------------|---------------|
|             | \( k \) | \( T \) | \( k \) | \( T \) | \( k \) | \( T \) | \( k \) | \( T \) |
| NACA0015    | 20 | 13.541 | 20 | 0.887 | - | 1.390 | 12 | 0.604 |
| delaunay-n21 | 20 | 20.175 | 20 | 1.854 | - | 2.921 | 12 | 1.111 |
| M6          | 20 | 46.771 | 20 | 3.130 | - | 5.097 | 12 | 1.999 |
| NLR         | 20 | 57.876 | 20 | 3.467 | - | 5.983 | 12 | 2.379 |
| CHANNEL     | 20 | 102.828 | 20 | 6.819 | - | 9.689 | 12 | 5.845 |
| kmer-V2     | 40 | 899.406 | 40 | 67.068 | - | 70.346 | 15 | 23.597 |

Power method. Moreover, CPAA implies a more profound connotation, i.e., the symmetry of undirected graph and the density of diagonalizable matrix. Based on the latter, the problem of computing PageRank is converted to the problem of approximating \( f(x) = (1 - cx)^{-1} \). This is an innovative approach for PageRank computing. In the future, some other orthogonal polynomials—Laguerre polynomial, for example—can be taken into consideration.
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