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A B S T R A C T
We present a new amplitude analysis of the $\eta\pi$ D-wave in the reaction $\pi^- p \rightarrow \eta\pi^- p$ measured by COMPASS. Employing an analytical model based on the principles of the relativistic S-matrix, we find two resonances that can be identified with the $a_2(1320)$ and the excited $a'_2(1700)$, and perform a comprehensive analysis of their pole positions. For the mass and width of the $a_2$ we find $M = (1307 \pm$...
1. Introduction

The spectrum of hadrons contains a number of poorly determined or missing resonances, the better knowledge of which is of key importance for improving our understanding of Quantum Chromodynamics (QCD), the fundamental theory of the strong interaction. Active research programs in this direction are being pursued at various experimental facilities, including the COMPASS and LHCb experiments at CERN [1–4], CLAS/CLAS12 and GlueX at JLab [5–7], BESIII at BEPCII [8], BaBar, and Belle [9]. In order to connect the experimental observables like angular and momentum distributions of final-state particles with the corresponding degrees of freedom of the strong interaction an amplitude analysis of the experimental data is required. Traditionally, the mass-dependence of partial-waves is described by a coherent sum of Breit–Wigner amplitudes and, if needed, a phenomenological background. While generally providing a good fit to the data, such a procedure, however, violates fundamental principles of S-matrix theory. In order to better constrain the form of the amplitude, more reliable reaction models which fulfill the principles of unitarity and analyticity (which originate from probability conservation and causality, respectively) should be applied. When resonances dominate the spectrum, which is the case studied here, unitarity is especially important since it constrains resonance widths and allows us to determine the location of resonance poles in the complex energy plane of the multivalued partial wave amplitudes.

In 2014, COMPASS published high-statistics partial-wave analyses of the \( \pi^- p \to \eta \pi^- p \) reaction, at \( p_{\text{beam}} = 191 \text{ GeV} \) [2]. The waves with odd angular momentum between the two pseudoscalar particles in the final state have manifestly spin-exotic quantum numbers and were found to exhibit structures that may be compatible with a hybrid meson [10,11]. The even angular-momentum waves show strong signals of non-exotic resonances. In particular, the D-wave of \( \eta \pi \), with \( I^G(J^{PC}) = 1^- (2^{+}) \), is dominated by the peak of the \( a_2(1230) \) and its Breit–Wigner parameters were extracted and presented in Ref. [2]. The D-wave also exhibits a hint of the first radial excitation, the \( a_2^*(1700) \) [12].

In this letter we present a new analysis of the \( \eta \pi \ D \)-wave based on an analytical model constrained by unitarity, which extends beyond the simple Breit–Wigner parameterization. Our model builds on a more general framework for a systematic analysis of peripheral meson production, which is currently under development [13–15]. Using the 2014 COMPASS measurement as input, the model is fitted to the results of the mass-independent analysis that was performed in 40 MeV wide bins of the \( \eta \pi \) mass. The \( a_2 \) and \( a_2^* \) resonance parameters are extracted in the single-channel approximation and the coupled-channel effects are estimated by including the \( \rho \pi \) final state. We determine the statistical uncertainties by means of the bootstrap method [16–20], and assess the systematic uncertainties in the pole positions by varying model-dependent parameters in the reaction amplitude.

2. Reaction model

We consider the peripheral diffractive production process \( \pi^- p \to \eta \pi^- p \) (Fig. 1(a)), which is dominated by Pomeron (\( P \)) exchange at high energies of the incoming beam particle. This allows us to assume factorization of the "top" vertex, so that the \( P \to \eta \pi \) amplitude resembles an ordinary helicity amplitude [21]. It is a function of \( s \) and \( t \), the \( \eta \pi \) invariant mass squared and the invariant momentum transfer squared between the incoming pion and the \( \eta \), respectively. It also depends on \( t \), the momentum transfer between the nucleon target and recoil. In the Gottfried–Jackson (\( GJ \)) frame [22], the Pomeron helicity in \( \pi^- p \to \eta \pi^- p \) equals the \( \eta \pi \) total angular momentum projection \( M \), and the helicity amplitudes \( a_{\eta}(s,t) \) can be expanded in partial waves \( a_{JM}(s,t) \) with total angular momentum \( J = L \). The allowed quantum numbers of the \( \eta \pi \) partial waves are \( J^P = 1^-, 2^-, 3^- \ldots \). The exchanged Pomeron has natural parity. Parity conservation relates the amplitudes with opposite spin projections \( a_{JM} = - a_{J-M} \) [23]. That is, the \( M = 0 \) amplitude is forbidden and the two \( M = \pm 1 \) amplitudes are given, up to a sign, by a single scalar function.

The assumption about the Pomeron dominance can be quantified by the magnitude of unnatural partial waves. In the analysis of Ref. [2], the magnitude of the \( L = M = 0 \) wave, which also absorbs other possible reducible backgrounds, was estimated to be less than 1%. We are unable to further address the nature of the exchange from the data of Ref. [2], since the analysis was performed at a sin-
gle beam energy and integrated over the momentum transfer $t$.\footnote{For example, Ref. \cite{24} suggested a dominance of $f_2$ exchanges for $a_2(1320)$ production. To probe this, one should analyze the $t$ and total energy dependences. We note here that COMPASS has published data in the $3\pi$ channel, which are binned both in $3\pi$ invariant mass and momentum transfer $t$ \cite{3}, which may give further insight into the production process.}

Analyses such as Ref. \cite{24} suggest that $f$ exchange could also contribute. Since in our analysis we do not discriminate between different natural-parity exchanges, we consider an effective Pomeron which may be a mixture of pure Pomeron and $f$. The patterns of azimuthal dependence in the central production of mesons \cite{25–29} indicate that at low momentum transfer, $t \sim 0$, the Pomeron behaves as a vector \cite{30,31}, which is in agreement with the strong dominance of the $|M|=1$ component in the COMPASS data.\footnote{At low $t$, the Pomeron trajectory passes through $j=1$, while at larger, positive $t$, the trajectory is expected to pass though $j=2$ where it would relate to the tensor glueball \cite{32,33}.}

The COMPASS mass–independent analysis \cite{2} is restricted to partial waves with $L=1$ to 6 and $|M|=1$ (except for $L=2$ where also the $|M|=2$ wave is taken into account). The lowest-mass exchanges in the crossed channels of $\pi^+n \rightarrow \eta\pi$ correspond to the a (in the $t_1$ channel) and the f (in the $u_1$ channel) trajectories, thus higher partial waves are not expected to be significant in the $\eta\pi$ mass region of interest, $\sqrt{s} < 2$ GeV. Systematic uncertainties due to truncation of higher waves were found to be negligible in Ref. \cite{34}.

In order to compare with the partial-wave intensities measured in Ref. \cite{2}, which are integrated over $t$ from $t_{\text{min}} = -1.0$ GeV$^2$ to $t_{\text{max}} = -0.1$ GeV$^2$, we use an effective value for the momentum transfer $t_{\text{eff}} = -0.1$ GeV$^2$ and $\hat{d}_{JM}(s) \equiv \hat{d}_{JM}(s, t_{\text{eff}})$. The effect of a possible $t_{\text{eff}}$ dependence is taken into account in the estimate of the systematic uncertainties. The natural-parity exchange partial-wave amplitudes $\hat{d}_{JM}(s)$ can be identified with the amplitudes $A_{\text{JM}}^{\text{eff}}(s)$ as defined in Eq. (1) of Ref. \cite{2}, where $\varepsilon = +1$ is the reflectivity eigenvalue that selects the natural-parity exchange.

In the following we consider the single, $j = 2$, $|M| = 1$ natural-parity partial wave, which we denote by $\hat{a}(s)$, and fit its modulus squared to the measured (acceptance-corrected) number of events \cite{2}:

$$\frac{d\sigma}{d\sqrt{s}} \propto I(s) = \int_{t_{\text{min}}}^{t_{\text{max}}} dt \ p \ |a(s, t)|^2 \equiv Np \ |a(s)|^2.$$  \hspace{1cm} (1)

Here, $I(s)$ is the intensity distribution of the $D$ wave, $p = \lambda^{1/2}(s, m_{\eta}^2, m_{\pi}^2)/(2\sqrt{s})$ the $\eta\pi$ breakup momentum, and $q = \lambda^{1/2}(s, m_{\eta}^2, t_{\text{eff}})/(2\sqrt{s})$, which will be used later, is the $\pi$ beam momentum in the $\eta\pi$ rest frame with $\lambda(x, y, z) = x^2 + y^2 + z^2 - 2xy - 2xz - 2yz$ being the Källén triangle function. Since the physical normalization of the cross section is not determined in Ref. \cite{2}, the constant $N$ on the right hand side of Eq. (1) is a free parameter.

In principle, one should consider the coupled-channel problem involving all the kinematically allowed intermediate states (see Fig. 1(b)). For the $2^\pm$ states, the PDG reports the $3\pi$ ($\rho\pi$, $f_2\pi$) and $\eta\pi$ final states as dominant decay channels \cite{12}. Far from thresholds, a narrow peak in the data is generated by a pole in the lowest unnatural physical sheet, regardless of the number of open channels. The residues (related to the branching ratios) depend on the individual couplings of each channel to the resonance, and therefore their extraction requires the inclusion of all the relevant channels. However, the pole position is expected to be essentially insensitive to the inclusion of multiple channels. This is easily understood in the Breit–Wigner approximation, where only $\eta\pi$ may appear in the intermediate state. We will elaborate on the effects of introducing the $\rho\pi$ channel, which is known to be the dominant one of the decay of $a_2(1320)$ \cite{12}, as part of the systematic checks.

In the resonance region, unitarity gives constraints for both the $\eta\pi$ interaction and production. Denoting the $\eta\pi \rightarrow \eta\pi$ scattering $D$-wave by $f(s)$, unitarity and analyticity determine the imaginary part of both amplitudes above the $\eta\pi$ threshold $s_{\text{th}} = (m_\eta + m_\pi)^2$:

$$\text{Im} \hat{a}(s) = \rho(s) \ f^*(s) \hat{a}(s),$$

$$\text{Im} \ f(s) = \rho(s) |\hat{f}(s)|^2,$$  \hspace{1cm} (2) (3)

with $\rho(s) = 2p^2/\sqrt{s}$ being the two-body phase space factor that absorbs the barrier factors of the $D$-wave. From the analysis of kinematical singularities \cite{35–37} it follows that the amplitude $\hat{a}(s)$ appearing in Eq. (1) has kinematical singularities proportional to $K(s) = p^2q$ and $f(s)$ has singularities proportional to $p^4$. The reduced partial waves in Eqs. (2) and (3) are free from kinematical singularities, and defined by e.g. $\hat{a}(s) = a(s)/K(s)$, $\hat{f}(s) = f(s)/p^4$. Note that Eq. (2) is the elastic approximation of Fig. 1(b).

We write $f$ in the standard $N$-over-$D$ form, $f(s) = N(s)/D(s)$, with $N(s)$ absorbing singularities from exchange interactions, i.e. “forces” acting between $\eta\pi$ also known as left-hand cuts, and $D(s)$ containing the right-hand cuts that are associated with direct-channel thresholds. Unitarity leads to a relation between $D$ and $N$, $\text{Im} D(s) = -\rho(s)N(s)$, with the general once-subtracted integral solution

$$D(s) = D_0(s) - \frac{s}{\pi} \int_{s_{\text{th}}}^{\infty} ds' \rho(s')N(s').$$  \hspace{1cm} (4)

Here, the function $D_0(s)$ is real for $s > s_{\text{th}}$ and can be parameterized as

$$D_0(s) = c_0 - c_1 s - \frac{c_2}{c_3 - s}.$$  \hspace{1cm} (5)

Note that the subtraction constant has been absorbed into $c_0$ of $D_0(s)$. The rational function in Eq. (5) is a sum over two so-called
Castillejo–Dalitz–Dyson (CDD) poles [38], with the first pole located at \( s = \infty \) (CDD\(_\infty\)) and the second one at \( s = c_3 \). The CDD poles produce real zeros of the amplitude \( \tilde{f} \) and they also lead to poles of \( \tilde{f} \) in the complex plane (second sheet). Since these poles are introduced via parameters like \( c_1, c_2, \) rather than being generated through \( N \) (cf. Eq. (4)), they are commonly attributed to genuine QCD states, i.e. states that do not originate from effective, long-range interactions such as pion exchange [39]. In order to fix the arbitrary normalization of \( N(s) \) and \( D(s) \), we set \( c_0 = 0 \) (1), since it is expected to be of the order of the \( a_2 \) mass squared expressed in units of \( \text{GeV}^2 \). One also expects \( c_1 \) to be approximately equal to the slope of the leading Regge trajectory [40]. The quark model [41] and lattice QCD [42] predict two states in the energy region of interest, so we use only two CDD poles. It follows from Eq. (4) that the singularities of \( N(s) \) (which originate from the finite range of the interaction) will also appear on the second sheet in \( D(s) \), together with the resonance poles generated by the CDD terms. We use a simple model for \( N(s) \), where the left-hand cut is approximated by a higher-order pole,

\[
\rho(s)N(s) = g \frac{\lambda^{5/2}(s, m_{\pi}^2, m_{\eta}^2)}{(s + s_g)^{10}}.
\]

Here, \( g \) and \( s_g \) effectively parameterize the strength and inverse range of the exchange forces in the \( D \)-wave, respectively. The power \( n = 7 \) is our model for the left-hand singularities in \( N(s) \). This includes the effects of the finite range of interaction, i.e. the regularization of the threshold singularities due to \( K(s) = p^2 q^2 \). The parameterization of \( N(s) \) removes the kinematical \( 1/s \) singularity in \( \rho(s) \). Therefore, dynamical singularities on the second sheet are either associated with the particles represented by the CDD poles, or the exchange forces parameterized by the higher order pole in \( N(s) \).

The general parameterization for \( \hat{a}(s) \), which is constrained by unitarity in Eq. (2), is obtained following similar arguments and is given by a ratio of two functions

\[
\hat{a}(s) = \frac{n(s)}{D(s)},
\]

where \( D(s) \) is given by Eq. (4) and brings in the effects of \( \eta \pi \) final-state interactions, while \( n(s) \) describes the exchange interactions in the production process \( \pi^- p \to \eta \pi^{-} p \) and contains the associated left-hand singularities. In both the production process and the elastic scattering no important contributions from light-meson exchanges are expected since the lightest resonances in the \( t \) and \( u_1 \) channels are \( d_2 \) and \( f_2 \) mesons, respectively. Therefore, the numerator function in Eq. (7) is expected to be a smooth function of \( s \) in the complex plane near the physical region, with one exception: the CDD pole at \( s = c_3 \) produces a zero in \( \hat{a}(s) \). Since a zero in the elastic scattering amplitude does not in general imply a zero in the production amplitude, we write \( n(s) \) as

\[
n(s) = \frac{1}{c_3 - s} \sum_{j} a_j T_j(\omega(s)),
\]

where the function to the right of the pole is expected to be analytical in \( s \) near the physical region. We parameterize it using the Chebyshev polynomials \( T_j \), with \( \omega(s) = s/(s + \Lambda) \) approximating the left-hand singularities in the production process, \( \pi^- p \to \eta \pi^{-} p \). The real coefficients \( a_j \) are determined from the fit to the data. In the analysis, we fix \( \Lambda = 1 \text{ GeV}^2 \). We choose an expansion in Chebyshev polynomials as opposed to a simple power series in \( \omega \) to reduce the correlations between the \( a_j \) parameters. Since we examine the partial-wave intensities integrated over the momentum transfer \( t \), we assume that the expansion coefficients are independent of \( t \). The only \( t \)-dependence comes from the residual kinematical dependence on the breakup momentum \( q \).

A comment on the relation between the \( N \)-over-\( D \) method and the \( K \)-matrix parameterization is worth making. If one assumes that there are no left-hand singularities, i.e. let \( N(s) \) be a constant, then Eq. (4) is identical to that of the standard \( K \)-matrix formalism [43]. Hence we can relate both approaches through \( K^{-1}(s) = D_0(s) \). It is also worth noting that the parameterization in Eq. (5) automatically satisfies causality, i.e. there are no poles on the physical energy-sheet.

3. Methodology

We fit our model to the intensity distribution for \( \pi^- p \to \eta \pi^{-} p \) in the \( D \)-wave (56 data points) [2], as defined in Eq. (1), by minimizing \( \chi^2 \). We fix the overall scale, \( \mathcal{N} = 10^6 \) (see Eq. (1)), and fit the coefficients \( a_j \) (see Eq. (8)), which are then expected to be \( O(1) \), and also the parameters in the \( D(s) \) function. In the first step we obtain the best fit for a given total number of parameters, and in the second step we estimate the statistical uncertainties using the bootstrap technique [16–20]. That is to say, we generate \( 10^5 \) pseudodata sets, each data point being resampled according to a Gaussian distribution having as mean and standard deviation the original value and error, and we repeat the fit for each set. In this way, we obtain \( 10^5 \) different values for the fit parameters, and we take the means and standard deviations as expected values and statistical uncertainties, respectively. The use of the bootstrap method allows us to determine the correlations between the pole positions and the production parameters, provided as supplemental material. As expected, the production parameters are highly correlated among each other, but their correlations with the pole positions are rather low. This justifies the choice of Chebyshev polynomials; similar studies with a standard polynomial expansion showed larger correlations between production and resonance parameters.

In order to assess the systematic uncertainties we study the dependence of the pole parameters on variations of the model. Specifically, we change: i) the number of CDD poles from 1 to 3, ii) the total number of terms \( n_p \) in the expansion of the numerator function \( n(s) \) in Eq. (8), iii) the value of \( s_g \) in the left-hand-cut model, iv) the value of \( t_{\text{eff}} \) of the total momentum transferred, and v) the addition of the \( \rho \pi \) channel to study coupled-channel effects.

In order to determine \( s_g \), we scan the model with various values of \( s_g \), ranging from 0.1 to 10.0 \text{ GeV}^2, and find that values near \( s_g = 1.5 \text{ GeV}^2 \) give a minimum in \( \chi^2 \). This choice is also justified by phenomenological studies where the finite range of strong interactions is of the order of 1 \text{ GeV}. The fit with CDD\(_\infty \) only, shown in Fig. 2(a), for \( s_g = 1.5 \text{ GeV}^2 \) and \( n_p = 6 \) (with a total of 9 parameters), captures neither the dip at 1.5 \text{ GeV} nor the bump at 1.7 \text{ GeV}. In contrast, the fit with two CDD poles (11 parameters), shown in Fig. 2(b), captures both features, giving a \( \chi^2/\text{d.o.f.} = 86.17/(56 - 11) = 1.91 \). The \( \chi^2/\text{d.o.f.} \) is somewhat large, due to the small statistical uncertainties of the data. However, the residuals do not show any systematic deviation, which supports the quality of the fit (see residuals normalized bin-by-bin to the corresponding uncertainty in Fig. 2). The parameters corresponding to the best fit with two CDD poles are given in Table 1. The addition of another CDD pole does not improve the fit, as a fit to the intensity only is incapable of indicating any further resonances. Specifically the residue of the additional pole.
turns out to be compatible with zero, leaving the other fit parameters unchanged. We associate no systematic uncertainty to that.

As discussed earlier, an acceptable numerator function \( n(s) \) should be “smooth” in the resonance region, i.e. without significant peaks or dips on the scale of the resonance widths. The parameters \( c_1 \) and \( g \) of the denominator function are related to resonance parameters, while \( g \) controls the distant second-sheet singularities due to exchange forces. The expansion in \( n(s) \), shown in Fig. 3 for \( s_K = 1.5 \text{ GeV}^2 \) and two CDD poles, has a singularity occurring at \( s = -1.0 \text{ GeV}^2 \) because of the definition of \( o(s) \) and our choice of \( \Lambda \). For variations in \( n(s) \) between \( n_p = 3 \) and \( n_p = 7 \), we find that the pole positions are relatively stable, which we discuss later in our systematic estimates.

The dependence on \( t_{\text{eff}} \) is expected to affect mostly the overall normalization. Indeed, the variation from \( t_{\text{eff}} = -1.0 \text{ GeV}^2 \) to \(-0.1 \text{ GeV}^2 \) gives less than 2% difference for the \( q^2_1(1700) \) parameters, and \(< 1\% \) for the \( q_2(1320) \), and can be neglected compared to the other uncertainties.

Note that the production term is not well constrained below \( s \sim 1 \text{ GeV}^2 \), as the phase-space and barrier factors highly suppress the near-threshold behavior. The singularity at \( s = -1 \text{ GeV}^2 \), however, persists for each \( n_p \) solution.

---

**Fig. 2.** Intensity distribution and fits to the \( f^{PC}_{1} = 2^{++} \) wave for different number of CDD poles, (a) using only CDDa and (b) using CDDa and the CDD pole at \( s = c_1 \). Red lines are fit results with \( I(s) \) given by Eq. (1). Data is taken from Ref. [2]. The inset shows the \( q^2_1 \) region. The error bars correspond to the 3\( \sigma \) (99.7\% confidence level. The lower plot shows the residuals normalized bin-by-bin to the corresponding uncertainty. The dashed lines indicate the 3\( \sigma \) deviations. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

**Fig. 3.** Amplitude numerator function \( \sum_{i=1}^{N} a_{i} f_{i}(o(s)) \) for different values of \( n_p \). The absolute value is taken as there is a phase ambiguity because we fit only the intensity \( -|a(s)|^2 \). Note that each curve is an independent fit for a specific number of terms \( n_p \). The curves for \( n_p = 4, 5, \) and \( 6 \) all coincide in the resonance region, as shown in the inset.

**4. Results**

This analysis allows us to extract the \( \eta \pi \rightarrow \eta \pi \) elastic amplitude in the \( D \)-wave. By construction, the amplitude has a zero at \( s = c_1 \). Fig. 4 shows the real and imaginary parts of \( f(s) \), with the 3\( \sigma \) error bands estimated by the bootstrap analysis. Resonance poles are extracted by analytically continuing the denominator of the \( \eta \pi \) elastic amplitude to the second Riemann sheet (II) across the unitarity cut using \( D_{II}(s) = D(s) + 2i\rho(s)\hat{N}(s) \). By construction, no first-sheet poles are present. We find three second-sheet poles in the energy range of \( (m_{\eta} + m_{\pi}) \leq \sqrt{s} \leq 3 \text{ GeV} \), two of which can be identified as resonances, as shown in Fig. 5 for \( n_p = 6 \) and \( s_K = [1.0, 1.5, 2.0, 2.5] \text{ GeV}^2 \).

The mass and width are defined as \( m = \text{Re} \sqrt{s_T} \) and \( \Gamma = -2 \text{Im} \sqrt{s_T} \), respectively, where \( s_T \) is the pole position in the \( s \) plane. Two of the poles found can be identified as the \( q_2(1320) \) and \( q_2^*(1700) \) resonances, respectively [12]. The lighter of the two

---

**Table 1**

| Denominator parameters | Production parameters |
|------------------------|----------------------|
| \( c_0 \) | 1.5129 (fixed) GeV\(^2\) |
| \( c_1 \) | 0.532 ± 0.006 GeV\(^2\) |
| \( c_2 \) | 0.253 ± 0.007 GeV\(^2\) |
| \( c_3 \) | 2.38 ± 0.02 GeV\(^2\) |
| \( g \) | 113 ± 1 GeV\(^4\) |
| \( a_0 \) | 0.471 |
| \( a_1 \) | 0.134 |
| \( a_2 \) | -1.484 |
| \( a_3 \) | 0.879 |
| \( a_4 \) | 2.616 |
| \( a_5 \) | -3.652 |
| \( a_6 \) | 1.821 |
corresponds to the $a_2(1320)$. For $s_R = 1.5 \text{ GeV}^2$, the pole has mass and width $m = (1307 \pm 1) \text{ MeV}$ and $\Gamma = (112 \pm 1) \text{ MeV}$, respectively. The nominal value is the best-fit pole position, and the uncertainty is the statistical deviation determined in the bootstrap analysis. Values of $s_R$ between 1.0 and 2.5 GeV$^2$ lead to pole deviations of at most $\Delta m = 2 \text{ MeV}$ and $\Delta \Gamma = 3 \text{ MeV}$. The heavier pole corresponds to the excited $a_2'(1700)$. For $s_R = 1.5 \text{ GeV}^2$, the resonance has mass and width $m = (1720 \pm 10) \text{ MeV}$ and $\Gamma = (280 \pm 10) \text{ MeV}$, respectively. The maximal deviations for the different $s_R$ values are $\Delta m = 40 \text{ MeV}$ and $\Delta \Gamma = 60 \text{ MeV}$. The $a_2(1320)$ and $a_2'(1700)$ poles (see Fig. 5) are found to be stable under variations of $s_R$, which modulates the left-hand cut. As expected, there is a third pole that depends strongly on $s_R$ and reflects the singularity in $N(s)$ modeled as a pole. Its mass ranges from 1.4 to 3.3 GeV, and its width varies between 1.3 and 1.8 GeV as $s_R$ changes from 1 GeV$^2$ to 2.5 GeV$^2$. In the limit $s_R \to 0$, this pole moves to $-s_R$ as expected, while the other two migrate to the real axis above threshold [44].

Changing the number of expansion terms between $n_p = 3$ and $n_p = 7$ does not in any significant way affect the $a_2(1320)$ or $a_2'(1700)$ pole positions. The maximal deviations are $\Delta m(a_2) = 5 \text{ MeV}$, $\Delta \Gamma(a_2) = 7 \text{ MeV}$, and $\Delta m(a_2') = 40 \text{ MeV}$, $\Delta \Gamma(a_2') = 30 \text{ MeV}$ between three and seven terms in the $n(s)$ expansion.

In order to demonstrate that coupled-channel effects do not influence the pole positions, we consider an extension of the model to include a second channel also measured by COMPASS, $\rho\pi$ [3], and simultaneously fit the $\eta\pi$ [2] and the $\rho\pi$ [3] final states. The branching ratio of the $a_2(1320)$ is saturated at the level of $\sim 85\%$ by the $\eta\pi$ and $3\pi$ channels [12], with the $\rho\pi$ $S$-wave having the dominant contribution. For simplicity we consider the $\rho$ to be a stable particle with mass 775 MeV, the finite width of the $\rho$ being relevant only for $\sqrt{s} < 1 \text{ GeV}$. The amplitude is then $\delta_i(s) = \sum_{k} [D(s)]_{ik} \hat{n}_k(s)$. The denominator is now a $2 \times 2$ matrix, whose diagonal elements are of the form given by Eq. (4), with the appropriate phase space for each channel. The off-diagonal term is parameterized as a single real constant. The production elements $\hat{n}_k(s)$ are as in Eq. (8), with independent coefficients for each channel. We also performed a $K$-matrix coupled-channel fit and obtained results very similar to our main model using CDD poles, as can be seen in Fig. 6. The coupled-channel effects produce a competition between the parameters in the numerators to fit the bump at 1.6 GeV in $\eta\pi$ and the dip at 1.8 GeV in $\rho\pi$ at the same time. The $\rho\pi$ fit prefers not to have any excited $a_2'(1700)$, which conversely is evident in the $\eta\pi$ data. Therefore, the uncertainty in the $a_2'(1700)$ pole position increases, as it is practically unconstrained by the $\rho\pi$ data. Note, however, that in Ref. [3] the dip at $\sqrt{s} \sim 1.8 \text{ GeV}$ in the $\rho\pi$ data is $\gamma$-dependent, while we use the $\gamma$-integrated intensity, so it may be expected that the effects of the $a_2'$ are suppressed in our combined fit.

We find the following deviations in the pole positions relative to the single-channel fit: $\Delta m(a_2) = 2 \text{ MeV}$, $\Delta \Gamma(a_2) = 3 \text{ MeV}$, $\Delta m(a_2') = 20 \text{ MeV}$ and $\Delta \Gamma(a_2') = 10 \text{ MeV}$. These deviations are rather small and we quote them within our systematic uncertainties.

5. Summary and outlook

We describe the $2^{++}$ wave of $\pi p \rightarrow \eta\pi p$ reaction in a single-channel analysis emphasizing unitarity and analyticity of the amplitude. These fundamental $S$-matrix principles significantly constrain the possible form of the amplitude making the analysis more stable than standard ones that use sums of Breit–Wigner resonances with phenomenological background terms.

The robustness of the model allows us to reliably reproduce the data, and to extract pole positions by analytical continuation to the complex $s$-plane. We use the single-energy partial waves in Ref. [2] to extract the pole positions. We find two poles that can be identified as the $a_2(1320)$ and the $a_2'(1700)$ resonances, with pole parameters

$m(a_2) = (1307 \pm 1 \pm 6) \text{ MeV}, \quad m(a_2') = (1720 \pm 10 \pm 60) \text{ MeV}, \quad \Gamma(a_2) = (112 \pm 1 \pm 8) \text{ MeV}, \quad \Gamma(a_2') = (280 \pm 10 \pm 70) \text{ MeV},$

where the first uncertainty is statistical (from the bootstrap analysis) and the second one systematic. The systematic uncertainty is obtained adding in quadrature the different systematic effects related to the fit model, i.e. the dependence on the number of terms.
in the expansion of the numerator function $n(s)$, on $s_R$, on $I_{\text{eff}}$ (negligible), and on the coupled-channel effects. The $\sigma_2$ results are consistent with the previous $\sigma_2$ (1320) results found in Ref. [2].

The third pole found tends to $-s_R$ in the limit of vanishing coupling, indicating that this pole arises from the treatment of the exchange forces, and not from the CDD poles that account for the resonances.

In the future this analysis will be extended to also include the $\eta \pi$ channel [45], where a large exotic $P$-wave is observed [2].

Additional material is available online as supplementary material and through an interactive website [46,47].
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