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**Abstract.** Rotations in 3 dimensional space are equally described by the SO(3) and SU(2) groups. These groups are shown to be isomorphic as they are both generated by the unit quaternion, thereby generating the same kinematics in 3D space. The Hopf Fibration describes the projection between the hypersphere $S^3$ of the quaternion in 4D space, and the unit sphere $S^2$ in 3D space. Great circles in $S^3$ are mapped to points in $S^2$ via the 6 Hopf maps and their respective stereographic projections. The higher and lower dimensional spaces are connected via the $S^1$ fibre bundle which consists of the global, geometric and dynamics phases. The global phase is quantized in integer multiples of $2\pi$ and presents itself as a natural hidden variable of Classical Mechanics.

Hidden variable theories of Quantum Mechanics have long been a topical theme due to the demonstrable non-locality and indeterminacy of the science. Quantum Mechanics was born at the turn of the 20th century when technology became sufficiently advanced so as to allow experiments on the smallest scales. The properties of light and atoms being measured were unable to be accounted for by the Classical Mechanics of that era, and so it became apparent early on that a more sophisticated theory of the fundamental processes is needed. In the absence of such a theory, many properties of light, atoms and electrons were catalogued while an underlying mathematical basis to justify their presence was unknown. In this vacuum of rational explanations for observed phenomena one axiom within Quantum Mechanics has risen above the fore to attain popular account for the unexplainable - this axiom is the Born rule. Also known as the Copenhagen Interpretation of Quantum Mechanics, it states that the square modulus of the complex numbers describes the probable result of an experimental measure. Furthermore, that the fundamental particles exist in a superposition of probable states prior to measurement, and only following a measurement does the state, or wave-function collapse to provide the measured result.

This article takes the view that the Born rule axiom is inherently incorrect, and is founded on an improper understanding of the underlying mathematics. In addition it is here demonstrated that hidden variables do exist, in the sense that phenomenological effects observed at the smallest scales are signatures measured from higher dimensional spaces. A proper and complete mathematical theory of these higher dimensional spaces is required. These statements are justified in this article in two parts.

(i) In the opening section of this article (section 1) it is demonstrated unequivocally that the SU(2) and SO(3) groups are isomorphic. The dynamics of 3 dimensional
space described by the SO(3) picture is equally represented in the SU(2) picture. This is in no doubt, as the quaternion is foundational structure of both pictures. Quaternion rotations in SU(2) are identical to quaternion rotations in SO(3). Quantum Mechanics has not only failed to recognize this, and failed to utilize the algebra correctly, but it has also introduced absurdities such as the Born rule for use in what can only be described as complete flights of fancy. In so doing it is easily demonstrated that there is a widespread misunderstanding of quaternion algebra.

(ii) The quaternion is a 4 dimensional mathematical object which describes 3D rotations in full generality. As a consequence of the dimensional mismatch, information from the 4D space is both lost and retained. This is eloquently captured in the Hopf Fibration [1][2], as it is demonstrated that

1) great circles in $\mathbb{S}^3$ correspond to points in $\mathbb{S}^2$ (information is lost), and
2) The signature of the 4th dimension (aka Hidden Variables) is encoded in the 3D kinematics through the global, geometric and dynamic phases of the $\mathbb{S}^1$ fibre bundle (information is retained).

The phases of the $\mathbb{S}^1$ fibre bundle are calculated from the 3 dimensional kinematics, and are demonstrated in due course.

These are the principle points of this article. To begin, it is first explicitly shown in section 1 that the SU(2) and SO(3) pictures are isomorphic. All rotations in SO(3) are equally described in SU(2). In section 2 the 6 maps of the Hopf Fibration are defined alongside their respective stereographic projections. Thereafter the phases of the $\mathbb{S}^1$ fibre bundle are presented in closed form. In section 3 it is shown how the Born rule is applied to the unit quaternion to describe particle spin in vain, representative of the widespread misunderstandings of quaternion algebra in Quantum Mechanics.

1. Quaternions

The quaternion was discovered as an algebra in 1843 by William Rowan Hamilton [3], thereby generalizing the description of 2-dimensional rotations by the complex numbers $\mathbb{C}$, to describe 3-dimensional rotations in a natural way [4, ch 11]. The quaternions are a 4-dimensional ‘complex’ number which describe rotations in 3-dimensions, in full generality [5]. Containing 1 ‘real’ and 3 ‘complex’ components, the quaternions are isomorphic to vectors in $\mathbb{R}^4$ in the same way that the complex numbers are isomorphic to vectors in $\mathbb{R}^2$. While the complex numbers $\mathbb{C}$ describe rotations in 2-dimensions, the quaternions $\mathbb{C}^2$ describe rotations in both 4-dimensions and 3-dimensions [6].

The basis matrices of the quaternion in the SU(2) representation are referred to in this article as the Cayley matrices, they are defined:

$$\hat{\sigma}_i \equiv \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix} \quad \hat{\sigma}_j \equiv \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \quad \hat{\sigma}_k \equiv \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}$$ (1)
\( \hat{\sigma}_1 \) is the 2 \( \times \) 2 identity matrix, and \( i = \sqrt{-1} \). The Cayley matrices follow the multiplicative law of the quaternion algebra:

\[
\hat{\sigma}_i^2 = \hat{\sigma}_j^2 = \hat{\sigma}_k^2 = \hat{\sigma}_i \hat{\sigma}_j \hat{\sigma}_k = -\hat{\sigma}_1 \tag{2}
\]

The unit quaternion, with \( a^2 + b^2 + c^2 + d^2 = 1 \) describes the hypersphere \( S^3 \) which is a subspace of \( \mathbb{R}^4 \). The quaternion \( \hat{U}_\alpha \in S^3 \subset \mathbb{R}^4 \) is expanded in the SU(2) Cayley basis as

\[
\hat{U}_\alpha = a \hat{\sigma}_1 + b \hat{\sigma}_i + c \hat{\sigma}_j + d \hat{\sigma}_k = \begin{pmatrix} a + ib & c + id \\ -c + id & a - ib \end{pmatrix} \tag{3}
\]

\( \hat{U}_\alpha^\dagger \) is the transpose conjugate of the SU(2) matrix.

\[
\hat{U}_\alpha^\dagger = a \hat{\sigma}_1 - b \hat{\sigma}_i - c \hat{\sigma}_j - d \hat{\sigma}_k = \begin{pmatrix} a - ib & c - id \\ -c - id & a + ib \end{pmatrix} \tag{4}
\]

and \( \hat{U}_\alpha^\dagger \hat{U}_\alpha = \hat{U}_\alpha \hat{U}_\alpha^\dagger = \hat{\sigma}_1 \).

The unit quaternions describe rotations in 3 dimensional space. The 3-vector \( \vec{R} \) is expanded in \( \mathbb{R}^3 \) using the SU(2) basis via

\[
\hat{\vec{R}}_\alpha = \vec{R}^i \hat{\sigma}_i + \vec{R}^j \hat{\sigma}_j + \vec{R}^k \hat{\sigma}_k = \begin{pmatrix} i \vec{R}^i & \vec{R}^j + i \vec{R}^k \\ -\vec{R}^j + i \vec{R}^k & -i \vec{R}^i \end{pmatrix} \tag{5}
\]

The vector \( \vec{R}_\alpha \) is rotated to a new position \( \vec{R}'_\alpha \) via the unit quaternion \( \hat{U}_\alpha \) as

\[
\vec{R}'_\alpha = \hat{U}_\alpha \vec{R}_\alpha \hat{U}_\alpha^\dagger \tag{6}
\]

Similarly the rotation of a quaternion \( \hat{P}_\alpha \in S^3 \subset \mathbb{R}^4 \) to a new position \( \hat{P}'_\alpha \) is described by \( \hat{P}'_\alpha = \hat{U}_\alpha \hat{P}_\alpha \hat{U}_\alpha^\dagger \). Equation (6) describes the basics of rotations in \( \mathbb{R}^3 \) using unit quaternions in the SU(2) picture. A greater understanding of the relationship between rotations in \( \mathbb{R}^3 \) using the SU(2) picture, and the SO(3) picture, is found by first moving to the 4 \( \times \) 4 matrix representations of the quaternion.

**Quaternions as 4 \( \times \) 4 matrices**

Quaternions can be represented as 4 \( \times \) 4 matrices [7]. All that is required is the 4 \( \times \) 4 basis matrices satisfy the law of quaternion multiplication quoted in equation (2). There are 2 equivalent representations in the 4 \( \times \) 4 picture, here referred to as the left Cayley and right Cayley matrices. The left Cayley matrices are defined

\[
\hat{l}_i = \begin{pmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad \hat{l}_j = \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}, \quad \hat{l}_k = \begin{pmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix} \tag{7}
\]
which satisfy the relation

\[ \hat{p}_i^2 = \hat{p}_j^2 = \hat{p}_k^2 = \hat{p}_i \hat{p}_j \hat{p}_k = -\hat{1} \]

The right Cayley matrices are defined

\[
\hat{r}_i = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad \hat{r}_j = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}, \quad \hat{r}_k = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix}
\]

which satisfy the relation

\[ \hat{r}_i^2 = \hat{r}_j^2 = \hat{r}_k^2 = \hat{r}_i \hat{r}_j \hat{r}_k = -\hat{1} \]

and \( \hat{1}, \hat{r}_1 \) are the 4 \( \times \) 4 identity matrices. The quaternion \( \hat{U} \) is expanded in the left and right Cayley bases respectively as

\[
\hat{U}_l = a \hat{1} + b \hat{i} + c \hat{j} + d \hat{k} = \begin{pmatrix} a & -b & -c & -d \\ b & a & -d & c \\ c & d & a & -b \\ d & -c & b & a \end{pmatrix}
\]

\[
\hat{U}_r = a \hat{r} + b \hat{i} + c \hat{j} + d \hat{k} = \begin{pmatrix} a & b & c & d \\ -b & a & -d & c \\ -c & d & a & -b \\ -d & -c & b & a \end{pmatrix}
\]

The 3-vector \( \hat{R} \) is expanded in the left Cayley and right Cayley basis respectively as

\[
\hat{R}_l = \hat{R}^i \hat{i}_l + \hat{R}^j \hat{j}_l + \hat{R}^k \hat{k}_l
\]

\[
\hat{R}_r = \hat{R}^i \hat{i}_r + \hat{R}^j \hat{j}_r + \hat{R}^k \hat{k}_r
\]

and is rotated to a new position \( \hat{R}'_l \) in the left and right Cayley basis respectively as

\[
\hat{R}'_l = \hat{U}_l \hat{R} \hat{U}_l^t \quad \hat{R}'_r = \hat{U}_r \hat{R} \hat{U}_r^t
\]

The result of the rotation in either basis is the same.* Similarly the quaternion \( \hat{P} \) expanded in the left or right Cayley bases is rotated via \( \hat{P}'_l = \hat{U}_l \hat{P} \hat{U}_l^t \), and \( \hat{P}'_r = \hat{U}_r \hat{P} \hat{U}_r^t \).

**Rotations in SO(3)**

The special orthogonal group of 3 \( \times \) 3 matrices SO(3) is derived from the product of the quaternion expanded in both the left and right Cayley bases.

\[
\hat{U}_l \hat{U}_r = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & a^2 + b^2 - c^2 - d^2 & 2(bc - ad) & 2(bd + ac) \\ 0 & 2(bc + ad) & a^2 - b^2 + c^2 - d^2 & 2(cd - ab) \\ 0 & 2(bd - ac) & 2(cd + ab) & a^2 - b^2 - c^2 + d^2 \end{pmatrix}
\]

* The quaternions expanded in the left and right Cayley bases commute: \([\hat{U}_l, \hat{U}_r] = [\hat{U}_l, \hat{U}_r^t] = \hat{U}_l \hat{U}_r \hat{U}_l^t \hat{U}_r^t = \hat{0}\).
From the above we define the SO(3) rotation matrix.

\[
\hat{U} \equiv \begin{pmatrix}
    a^2 + b^2 - c^2 - d^2 & 2(bc - ad) & 2(bd + ac) \\
    2(bc + ad) & a^2 - b^2 + c^2 - d^2 & 2(cd - ab) \\
    2(bd - ac) & 2(cd + ab) & a^2 - b^2 - c^2 + d^2
\end{pmatrix}
\]  

(12)

The bloch vector \(\hat{\mathbf{R}}\) is expanded in the Lie basis

\[
\hat{\mathbf{R}} = \mathbf{R}^i \hat{\pi}_i + \mathbf{R}^j \hat{\pi}_j + \mathbf{R}^k \hat{\pi}_k
\]

where \((\hat{\pi}_i, \hat{\pi}_j, \hat{\pi}_k)\) are the Lie Algebra matrices defined by

\[
\begin{align*}
\hat{\pi}_i &\equiv \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix} & \hat{\pi}_j &\equiv \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix} & \hat{\pi}_k &\equiv \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}
\end{align*}
\]

(13)

The bloch vector evolves from it’s initial state via

\[
\hat{\mathbf{R}} = \hat{U} \hat{\mathbf{R}}(0) \hat{U}^t
\]

(14)

The cartesian frame \((\tilde{\sigma}_i, \tilde{\sigma}_j, \tilde{\sigma}_k)\) of \(\mathbb{R}^3\) is defined:

\[
\begin{align*}
\tilde{\sigma}_i &\equiv \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} & \tilde{\sigma}_j &\equiv \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} & \tilde{\sigma}_k &\equiv \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}
\end{align*}
\]

and the Bloch vector is expanded in vector form

\[
\bar{\mathbf{R}} = \mathbf{R}^i \tilde{\sigma}_i + \mathbf{R}^j \tilde{\sigma}_j + \mathbf{R}^k \tilde{\sigma}_k = \begin{pmatrix} \mathbf{R}^i \\ \mathbf{R}^j \\ \mathbf{R}^k \end{pmatrix}
\]

(15)

Consequently the rotation of the vector \(\bar{\mathbf{R}} \in \mathbb{R}^3\) to a new position \(\bar{\mathbf{R}}'\) is described

\[
\bar{\mathbf{R}}' = \hat{U} \bar{\mathbf{R}}
\]

(16)

These results demonstrate that the rotation of the vector \(\hat{\mathbf{R}}\) in the SU(2) picture of equation (6), is equivalent to the rotation of the vector \(\bar{\mathbf{R}}\) in the 4 \(\times\) 4 Cayley basis of equation (11), which are both equivalent to the rotation of the vector \(\hat{\mathbf{R}}\) in the SO(3) picture of equation (16).

**Equations of motion**

From the time dependent SU(2) quaternion

\[
\dot{\hat{U}}_\alpha(t) \equiv a(t)\hat{\sigma}_1 + b(t)\hat{\sigma}_i + c(t)\hat{\sigma}_j + d(t)\hat{\sigma}_k
\]
define the SU(2) Hamiltonian

$$\hat{H}_\sigma(t) = \hat{U}_\sigma \hat{H}_\sigma(t) \hat{U}_\sigma^\dagger = \frac{1}{2} \left( \hat{\sigma}_i \hat{H}_i^j \hat{H}_j^k - \hat{H}_j^k \hat{H}_i^j - i\hat{H}_i^k \right)$$

(17)

with

$$\hat{H}_i = 2 \left( \dot{c} \hat{d} - \hat{c} \dot{d} + \hat{a} \hat{b} - \dot{a} \hat{b} \right)$$

(18a)

$$\hat{H}_j = 2 \left( \dot{b} \hat{d} - \hat{b} \dot{d} + \hat{a} \hat{c} - \dot{a} \hat{c} \right)$$

(18b)

$$\hat{H}_k = 2 \left( \dot{b} \hat{c} - \hat{b} \dot{c} + \hat{a} \hat{d} - \dot{a} \hat{d} \right)$$

(18c)

From these relations we develop the expression for the rotation of the Bloch vector from an initial position $$\hat{R}_\sigma(0)$$ to the position $$\hat{R}_\sigma(t)$$ at time $$t$$. Rewriting equation (6)

$$\hat{R}_\sigma = \hat{U}_\sigma \hat{R}_\sigma(0) \hat{U}_\sigma^\dagger$$

(19)

and taking the derivative of both sides we find

$$\dot{\hat{R}}_\sigma = \left[ \hat{H}_\sigma, \hat{R}_\sigma \right]$$

(20)

We find analogous expressions in the $$4 \times 4$$ representation. The Hamiltonian is expanded in the left and right Cayley bases as

$$\hat{H}_l = \frac{\hat{H}_i}{2} \hat{l}_i + \frac{\hat{H}_j}{2} \hat{l}_j + \frac{\hat{H}_k}{2} \hat{l}_k = \frac{1}{2} \left( \begin{array}{ccc} 0 & -\hat{H}_i & -\hat{H}_j & -\hat{H}_k \\ \hat{H}_i & 0 & -\hat{H}_k & \hat{H}_j \\ \hat{H}_j & \hat{H}_k & 0 & -\hat{H}_i \\ \hat{H}_k & -\hat{H}_j & \hat{H}_i & 0 \\ \end{array} \right)$$

$$\hat{H}_r = \frac{\hat{H}_i}{2} \hat{r}_i + \frac{\hat{H}_j}{2} \hat{r}_j + \frac{\hat{H}_k}{2} \hat{r}_k = \frac{1}{2} \left( \begin{array}{ccc} 0 & \hat{H}_i & \hat{H}_j & \hat{H}_k \\ -\hat{H}_i & 0 & -\hat{H}_k & \hat{H}_j \\ -\hat{H}_j & \hat{H}_k & 0 & -\hat{H}_i \\ -\hat{H}_k & -\hat{H}_j & \hat{H}_i & 0 \\ \end{array} \right)$$

and from the first derivative of equations (11) we arrive again at the von neumann equations in the left and right Cayley bases.

$$\dot{\hat{R}}_l = [\hat{H}_l, \hat{R}_l]$$

$$\dot{\hat{R}}_r = [\hat{H}_r, \hat{R}_r]$$

(21)
Equations of motion SO(3)

In the SO(3) picture the Hamiltonian operator is defined

\[ \hat{H} \equiv \hat{U} \hat{U}^t = \mathcal{H}^i \hat{\pi}_i + \mathcal{H}^j \hat{\pi}_j + \mathcal{H}^k \hat{\pi}_k = \begin{pmatrix} 0 & -\mathcal{H}^k & \mathcal{H}^j \\ \mathcal{H}^k & 0 & -\mathcal{H}^i \\ -\mathcal{H}^j & \mathcal{H}^i & 0 \end{pmatrix} \]

Developing from equation (14)

\[ \dot{\vec{R}} = \dot{U} \hat{R}(0) \hat{U}^t + \dot{U} \hat{R}(0) \dot{U}^t \]

\[ \dot{\vec{R}} = (\dot{U} \hat{U}^t) (\dot{U} \hat{R}(0) \dot{U}^t) + (\dot{U} \hat{R}(0) \dot{U}^t) (\dot{U} \hat{U}^t) \]

to arrive at the SO(3) von Neumann equation of motion

\[ \dot{\vec{R}} = [\hat{H}, \hat{R}] \quad (22) \]

The Bloch vector evolves in time from its initial state \( \vec{R}(0) \) according to equation (16).

\[ \vec{R} = \hat{U} \hat{R}(0) \]

Take the time derivative of both sides

\[ \dot{\vec{R}} = \dot{U} \hat{R}(0) \dot{U}^t \]

\[ \dot{\vec{R}} = (\dot{U} \hat{U}^t) (\dot{U} \hat{R}(0)) \]

to find

\[ \dot{\vec{R}} = \hat{H} \vec{R} \]

Since the SO(3) Hamiltonian is a skew symmetric matrix we may express the equation of motion as the familiar vector equation from classical mechanics.

\[ \dot{\vec{R}} = \hat{H} \times \vec{R} \quad (23) \]

These calculations demonstrate the SO(3) classical mechanics equation of motion (23) is equivalent to the familiar von Neumann equation from Quantum Mechanics (20), (21). Given that the SU(2) and SO(3) pictures are equivalent, we favour the SO(3) picture for the remainder of the text.

2. The Hopf Fibration

The quaternion \( \hat{\Psi} \) describes the hypersphere \( S^3 \) embedded in \( \mathbb{R}^4 \).

\[ \hat{\Psi} \in S^3 \subset \mathbb{C}^2, \mathbb{R}^4 \]

The Hopf fibration is a projection between the 3-sphere \( S^3 \subset \mathbb{R}^4 \) and the 2-sphere \( S^2 \subset \mathbb{R}^3 \).

\[ S^3 \xrightarrow{S^1} S^2 \quad (24) \]
The $S^3$ and $S^2$ spaces are respectively the total space and base space, and are connected by the $S^1$ fibre bundle which is the unit circle, detailed in section 2.2. For a given quaternion $\hat{\Psi}$ there are 6 possible projections from $S^3 \mapsto S^2$, given by

\[
\begin{align*}
\hat{I}_l &= \hat{\Psi}^\dagger \hat{\pi}_i \hat{\Psi} \\
\hat{J}_l &= \hat{\Psi}^\dagger \hat{\pi}_j \hat{\Psi} \\
\hat{K}_l &= \hat{\Psi}^\dagger \hat{\pi}_k \hat{\Psi} \\
\hat{I}_r &= \hat{\Psi} \hat{\pi}_i \hat{\Psi}^\dagger \\
\hat{J}_r &= \hat{\Psi} \hat{\pi}_j \hat{\Psi}^\dagger \\
\hat{K}_r &= \hat{\Psi} \hat{\pi}_k \hat{\Psi}^\dagger
\end{align*}
\]

where the block vectors

\[
\begin{align*}
\hat{I}_l, \hat{I}_r, \hat{J}_l, \hat{J}_r, \hat{K}_l, \hat{K}_r \in S^2 \subset \mathbb{R}^3
\end{align*}
\]

The subscripts ‘$l$’ and ‘$r$’ refer to left and right respectively. Expand the unit quaternion $\hat{\Psi}$ in the SO(3) picture.

\[
\hat{\Psi} = \begin{pmatrix}
q_1^2 + q_i^2 - q_j^2 - q_k^2 & 2(q_i q_j - q_1 q_k) & 2(q_i q_k + q_1 q_j) \\
2(q_i q_j + q_1 q_k) & q_i^2 - q_j^2 + q_k^2 - q_1^2 & 2(q_j q_k - q_1 q_i) \\
2(q_i q_k - q_1 q_j) & 2(q_j q_k + q_1 q_i) & q_i^2 - q_j^2 - q_k^2 + q_1^2
\end{pmatrix}
\]

Consequently we attribute the elements of the left and right Hopf projections (25)

\[
\hat{\Psi} = \begin{pmatrix}
I_i^l & J_i^l & K_i^l \\
I_j^l & J_j^l & K_j^l \\
K_i^l & K_j^l & K_k^l
\end{pmatrix}
\]

Assign the Bloch vector $\hat{R}$ to the projection of choice

\[
\hat{R} \mapsto \hat{I}_r, \hat{I}_l, \hat{J}_r, \hat{J}_l, \hat{K}_r, \hat{K}_l
\]

and the resulting vector is expanded in the Lie algebra basis

\[
\hat{R} = R_i^l \hat{\pi}_i + R_j^l \hat{\pi}_j + R_k^l \hat{\pi}_k
\]

### 2.1. Stereographic projection of the Hopf map

In projections between dimensional spaces some information is lost, while other information is retained. In the Hopf projection from $S^3 \mapsto S^2$, what is retained is the $S^1$ fibre bundle, detailed in section 2.2, and what is lost in is ability to specify exactly what quaternion in $S^3$ generates a point in $S^2$. A plurality of quaternions in $S^3$ correspond to a single point in $S^2$. This is well illustrated using the stereographic projection of the quaternion. In vector form the quaternion is represented

\[
\bar{\Psi} = \begin{pmatrix}
q_1 \\
q_i \\
q_j \\
q_k
\end{pmatrix}
\]
and the stereographic projection of the quaternion, is the map
\[ S^3/(1,0,0,0) \rightarrow \mathbb{R}^3 \]
given by
\[ (q_1, q_i, q_j, q_k) \mapsto \left( \frac{q_i}{1-q_1}, \frac{q_j}{1-q_1}, \frac{q_k}{1-q_1} \right) \] (27)
This mapping is valid for all points except the singularity point \( \vec{\Psi} = (1,0,0,0)^t \). We now account for the 6 Hopf projections listed in equation (25). To do so we account for the first projection in detail, and the remaining 5 projections follow the same logic.

Rotate the quaternion \( \vec{\Psi} \) in the left Cayley basis, through an angle \( \varphi \) in the \( \hat{l}_i \) axis.
\[ \vec{\Psi}' = \exp \left[ \frac{\varphi \hat{l}_i}{2} \right] \vec{\Psi} \]
\[ \vec{\Psi}' = \begin{pmatrix}
\cos \left( \frac{\varphi}{2} \right) & -\sin \left( \frac{\varphi}{2} \right) & 0 & 0 \\
\sin \left( \frac{\varphi}{2} \right) & \cos \left( \frac{\varphi}{2} \right) & 0 & 0 \\
0 & 0 & \cos \left( \frac{\varphi}{2} \right) & -\sin \left( \frac{\varphi}{2} \right) \\
0 & 0 & \sin \left( \frac{\varphi}{2} \right) & \cos \left( \frac{\varphi}{2} \right)
\end{pmatrix}
\begin{pmatrix}
q_1 \\
q_i \\
q_j \\
q_k
\end{pmatrix} = \begin{pmatrix}
\cos \left( \frac{\varphi}{2} \right) q_1 - q_i \sin \left( \frac{\varphi}{2} \right) \\
\cos \left( \frac{\varphi}{2} \right) q_i + q_i \sin \left( \frac{\varphi}{2} \right) \\
\cos \left( \frac{\varphi}{2} \right) q_j - q_k \sin \left( \frac{\varphi}{2} \right) \\
\cos \left( \frac{\varphi}{2} \right) q_k + q_j \sin \left( \frac{\varphi}{2} \right)
\end{pmatrix}
\]

Now expressing \( \vec{\Psi}' \) in the SO(3) picture:
\[ \hat{\Psi}' = \begin{pmatrix}
\mathcal{I}_l^i & \mathcal{I}_l^j & \mathcal{I}_l^k \\
\mathcal{J}_l^i \cos (\varphi) - \mathcal{K}_l^i \sin (\varphi) & \mathcal{J}_l^j \cos (\varphi) - \mathcal{K}_l^j \sin (\varphi) & \mathcal{J}_l^k \cos (\varphi) + \mathcal{K}_l^k \sin (\varphi) \\
\mathcal{K}_l^i \cos (\varphi) + \mathcal{J}_l^i \sin (\varphi) & \mathcal{K}_l^j \cos (\varphi) + \mathcal{J}_l^j \sin (\varphi) & \mathcal{K}_l^k \cos (\varphi) - \mathcal{J}_l^k \sin (\varphi)
\end{pmatrix}
\]
where \( \varphi \in [0, 4\pi] \), and apply the appropriate Hopf map
\[ \hat{\mathcal{I}}_l = \hat{\Psi}^\dagger \hat{\pi}_l \hat{\Psi} = \hat{\Psi}^\dagger \hat{\pi}_l \hat{\Psi}' \]
Thus the set of quaternions described by \( \hat{\Psi}' \) correspond to a single point in \( \mathbb{S}^2 \). Similarly for the \( j \) and \( k \) projections:
\[ \vec{\Psi}' = \exp \left[ \frac{\varphi \hat{j}_j}{2} \right] \vec{\Psi} \rightarrow \hat{\mathcal{J}}_l = \hat{\Psi}^\dagger \hat{\pi}_j \hat{\Psi} = \hat{\Psi}^\dagger \hat{\pi}_j \hat{\Psi}' \]
\[ \vec{\Psi}' = \exp \left[ \frac{\varphi \hat{k}_k}{2} \right] \vec{\Psi} \rightarrow \hat{\mathcal{K}}_l = \hat{\Psi}^\dagger \hat{\pi}_k \hat{\Psi} = \hat{\Psi}^\dagger \hat{\pi}_k \hat{\Psi}' \]
and for the remaining 3 quaternion rotations in the right Cayley basis:
\[ \vec{\Psi}' = \exp \left[ \frac{\varphi \hat{r}_r}{2} \right] \vec{\Psi} \rightarrow \hat{\mathcal{I}}_r = \hat{\Psi}^\dagger \hat{\pi}_r \hat{\Psi} = \hat{\Psi}' \hat{\pi}_r \hat{\Psi}'^\dagger \]
\[ \vec{\Psi}' = \exp \left[ \frac{\varphi \hat{i}_i}{2} \right] \vec{\Psi} \rightarrow \hat{\mathcal{J}}_r = \hat{\Psi}^\dagger \hat{\pi}_j \hat{\Psi} = \hat{\Psi}' \hat{\pi}_j \hat{\Psi}'^\dagger \]
\[ \vec{\Psi}' = \exp \left[ \frac{\varphi \hat{j}_j}{2} \right] \vec{\Psi} \rightarrow \hat{\mathcal{K}}_r = \hat{\Psi}^\dagger \hat{\pi}_k \hat{\Psi} = \hat{\Psi}' \hat{\pi}_k \hat{\Psi}'^\dagger \]
To illustrate the stereographic projection of the Hopf map, we parametrize the
Figure 1. Shown are the stereographic projections (27) of the quaternion $\hat{\Psi}'$ according to the 6 Hopf maps of equation (25).

The left Cayley basis is quoted as it is easier from a numerical point of view to extract the quaternion coefficients ($q_1, q_i, q_j, q_k$). The 6 Hopf fibrations illustrated in figure 2.1 are generated from the maps (25), by applying the stereographic projection of equation (27). The quaternions corresponding to each point are generated by creating an array of points with $\theta = [\frac{\pi}{3}, \frac{\pi}{2}, \frac{2\pi}{3}]$, and for each value of $\theta$, let $\phi \in [0, 1.7\pi]$ be divided into 60 points with equal spacing, setting $\eta = \frac{\pi}{2}$. Element-wise the SO(3) quaternion above is parametrized

SO(3) basis: \[
\hat{\Psi} = \exp [\phi \hat{\pi}_k] \exp [\theta \hat{\pi}_j] \exp [\eta \hat{\pi}_k]
\]

left Cayley basis: \[
\hat{\Psi}_i = \exp \left[ \frac{\phi}{2} \hat{i}_k \right] \exp \left[ \frac{\theta}{2} \hat{i}_j \right] \exp \left[ \frac{\eta}{2} \hat{i}_k \right]
\]
as

\[ \hat{\Psi} = \begin{pmatrix}
    c(\theta) c(\phi) c(\eta) - s(\phi) s(\eta) & -c(\theta) c(\phi) s(\eta) - s(\phi) c(\eta) & s(\theta) c(\phi) \\
    c(\theta) s(\phi) c(\eta) + c(\phi) s(\eta) & -c(\theta) s(\phi) s(\eta) + c(\phi) c(\eta) & s(\theta) s(\phi) \\
    -s(\theta) c(\eta) & s(\theta) s(\eta) & c(\theta)
\end{pmatrix} \]

with \( s(\bullet), c(\bullet) = \sin(\bullet), \cos(\bullet) \).

2.2. The \( S^1 \) fibre bundle

\( S^1 \) fibre bundle connects the total space \( S^3 \) and the subspace \( S^2 \), and consists of the global, geometric and dynamic phases. The global phase is the sum of the geometric and dynamic phase. The dynamic phase is a measure of the total work over the path, and the geometric phase is the change in orientation of a parallel transported tangent vector. The geometric phase was originally studied in the context of adiabatically evolving quantum systems where it was first acknowledged the global phase is the sum of the geometric and dynamic phases [8]. Shortly thereafter, it was recognized that the global phase \( \omega \) is a measure of the anholonomy of the \( C^2 \) spinor’s \( S^2 \) path, and that the geometric phase \( \gamma \) and dynamic phase \( \xi \) constitute the elements of a fibre bundle [9].

\[ \omega = \gamma + \xi \] (28)

This fibre bundle is the unit circle \( S^1 \) connecting \( S^3 \) and \( S^2 \) of the Hopf fibration.

\[ S^3 \xrightarrow{S^1} S^2 \]

The dynamic phase the is total work

\[ \xi = \int_0^t dt' \dot{\xi}(t') \quad \dot{\xi} \equiv \vec{H} \cdot \vec{R} \] (29)

The geometric phase is the angular change of a parallel transported tangent vector around a closed loop path of a given surface. Here we derive the generalised expression for the geometric phase for all paths on \( S^2 \). Given that the angular change of the tangent vector is the quantity of interest, and not the precession, the geometric phase is confined within in the range \( \gamma \in [-\pi, \pi] \). We are free to choose any coordinate system in which to do this calculation, therefore a natural choice is the Darboux tangent frame [10]. This moving frame consists of the unit velocity vector \( \vec{e}_v \) which points along the direction of motion, and the surface bi-normal which is the normalized cross product of the surface normal and \( \vec{e}_v \). The unit velocity vector is defined:

\[ \vec{e}_v \equiv \frac{\vec{H} \times \vec{R}}{|\vec{H} \times \vec{R}|} = \frac{\vec{H} \times \vec{R}}{\sqrt{\vec{H} \cdot \vec{H} - \dot{\xi}^2}} \]

* See appendix A for some interesting graphical results of the differences between the full precession of the geometric phase in different coordinate systems.
where we have made use of equation (23). The surface normal of the unit sphere is simply the Bloch vector $\vec{R}$. Therefore the bi-normal vector is defined

$$
\vec{e}_b \equiv \frac{\vec{R} \times (\vec{H} \times \vec{R})}{|\vec{R} \times (\vec{H} \times \vec{R})|} = \frac{\vec{H} - \vec{R} \dot{\xi}}{\sqrt{\vec{H} \cdot \vec{H} - \dot{\xi}^2}}
$$

The vectors $(\vec{e}_v, \vec{e}_b)$ form a moving frame whose origin is defined by $\vec{R}$. A tangent vector $\vec{V}$ is expanded in the moving frame via

$$
\vec{V} = V^v \vec{e}_v + V^b \vec{e}_b
$$

The vector is parallel transported along the path ascribed by $\vec{R}$ according to the equation of parallel transport [11].

$$
\frac{D\vec{V}}{Dt} = \dot{\vec{V}} \cdot \vec{e}_\lambda = 0 \quad \forall \, \vec{e}_\lambda \in [\vec{e}_v, \vec{e}_b]
$$

Developing we obtain the pair of simultaneous differential equations

$$
\frac{D\vec{V}}{Dt} = \begin{cases} 
\dot{V}^v + \dot{e}_b \cdot \vec{e}_v & V^b = 0 \\
\dot{V}^b + \dot{e}_v \cdot \vec{e}_b & V^v = 0
\end{cases}
$$

The derivative of the geometric phase is defined $\dot{\gamma} \equiv \dot{e}_v \cdot \vec{e}_b = -\dot{e}_b \cdot \vec{e}_v$,

$$
\gamma = \int_0^t dt' \dot{\gamma}(t') \quad \dot{\gamma} \equiv \frac{\dot{\vec{H}} \cdot \dot{\vec{R}} - \dot{\vec{R}} \cdot \dot{\vec{R}} \dot{\xi}}{\vec{H} \cdot \vec{H} - \dot{\xi}^2}
$$

Express the equation of parallel transport in matrix form

$$
\begin{pmatrix} \dot{V}^v \\ \dot{V}^b \end{pmatrix} = \begin{pmatrix} 0 & \dot{\gamma} \\ -\dot{\gamma} & 0 \end{pmatrix} \begin{pmatrix} V^v \\ V^b \end{pmatrix}
$$

and the tangent vector evolves from it’s initial state according to

$$
\begin{pmatrix} V^v(t) \\ V^b(t) \end{pmatrix} = \begin{pmatrix} \cos(\gamma) & \sin(\gamma) \\ -\sin(\gamma) & \cos(\gamma) \end{pmatrix} \begin{pmatrix} V^v(0) \\ V^b(0) \end{pmatrix}
$$

The global phase is the sum of the geometric and dynamic phases (28), with the geometric phase confined to the range $\gamma \in [-\pi, \pi]$, and the dynamic phase is unbounded.

2.3. Numerical analysis of the $S^1$ fibre bundle

In this section we demonstrate the quantization of the global phase of the closed path, $\omega = \pm 2n\pi$ for $n \in \mathbb{Z}$. Consider the quaternion

$$
\hat{\Psi} = \hat{U}(t)\hat{\Psi}_0
$$
Figure 2. The Darboux tangent frame and a parallel transported tangent vector is illustrated on the Bloch sphere. The geometric phase (yellow) is highlighted as the change in orientation of the tangent vector when it returns to its initial position. On the right is the Stereographic projection of the closed path under the $\hat{K}_r$ Hopf mapping.

which is the product of a time independent quaternion $\hat{\Psi}_0$ (initial state) and a unitary $\hat{U}(t)$ that is periodic in $t$ such that

$$\hat{U}(0) = \hat{U}(2n\pi) \quad \text{and} \quad \dot{\hat{U}}(0) = \dot{\hat{U}}(2n\pi)$$

The quaternion is developed as per in section 1, to give the $\text{SO}(3)$ equation of motion

$$\dot{\hat{\Psi}} = \hat{\mathcal{H}} \hat{\Psi}$$

For simplicity and without loss of generality we confine our analysis in this section to the Hopf mappings in the right Cayley basis. In figure 2 the geometric phase of a closed path in $\mathbb{S}^2$, and its associated stereographic projection is illustrated, using the unitary

$$\text{SU}(2) \text{ picture:} \quad \hat{U}_s(t) = \exp\left[\hat{\sigma}_k \frac{t}{2}\right] \exp\left[\hat{\sigma}_j \frac{t}{2}\right]$$
$$\text{SO}(3) \text{ picture:} \quad \hat{U}(t) = \exp\left[\hat{\pi}_k t\right] \exp\left[\hat{\pi}_j t\right]$$

From the right Cayley Hopf map, we obtain the Bloch vector

$$\hat{\mathcal{R}} = \hat{\Psi} \hat{\pi}_k \hat{\Psi}^\dagger$$

For an initial state $(\mu_0, \nu_0) = (\frac{\pi}{5}, 1.056\pi)$ in spherical polar coordinates ($\hat{\sigma}_k$ principle axis), we obtain the closed path shown in figure 2. The parallel transport of a tangent vector in the Darboux tangent frame is illustrated, alongside the great circles corresponding to the plurality of quaternions in $\mathbb{S}^3$ describing the $\mathbb{S}^2$ path under the $\hat{\mathcal{K}}_r$ stereographic projection. For the $\mathbb{S}^1$ fibre bundle analysis we make use of a more
Figure 3. Top row: Spherical polar coordinates, with principle axis $\vec{\sigma}_i$, $\vec{\sigma}_j$, $\vec{\sigma}_k$, respectively. Second row: The global phase of the closed path for the unitary of equation (31). Third row: The geometric phase of the closed path, bounded in the range $[-\pi, \pi]$. Fourth row: The dynamic phase. Fifth row: The global phase on the surface of the Bloch sphere. The units of the colour bars are multiples of $\pi$.

Complex unitary of the form

$$\hat{U}_\sigma(t) = \exp \left[ -\hat{\sigma}_i t \right] \exp \left[ \frac{\hat{\sigma}_k t}{2} \right] \exp \left[ -\hat{\sigma}_j t \right] \exp \left[ -\hat{\sigma}_i t \right]$$  \hspace{3cm} (31a)

$$\hat{U}(t) = \exp \left[ -\hat{\pi}_i 2t \right] \exp \left[ \hat{\pi}_k t \right] \exp \left[ \hat{\pi}_i t \right] \exp \left[ -\hat{\pi}_j 2t \right] \exp \left[ -\hat{\pi}_i 2t \right]$$  \hspace{3cm} (31b)
As the stereographic projection of the Hopf maps has no observable affect on the phases of the $S^1$ fibre bundle, it suffices to consider the $\hat{\mathcal{I}}_r, \hat{\mathcal{J}}_r, \hat{\mathcal{K}}_r$ projections as equivalent and differing only in terms of their initial states. Consequently we examine the unitary \((31)\) for all initial states of the Bloch sphere.

To calculate the $S^1$ phases for all initial states we create a meshgrid of the polar angle $\mu \in [0, \pi]$, and azimuthal angle $\nu \in [0, 2\pi]$. In figure 2.3, the Bloch sphere is parametrized according to three different coordinate systems (top row), where the principle axes are respectively $\hat{\sigma}_i, \hat{\sigma}_j, \hat{\sigma}_k$.

The phases of the $S^1$ fibre bundle are coordinate independent. This is shown in figure 2.3 as the Bloch sphere is parametrized according to three different coordinate systems (top row), where the principle axes are respectively $\hat{\sigma}_i, \hat{\sigma}_j, \hat{\sigma}_k$. While the intermediate meshgrid plots look different, they correspond to the same meshgrid on $S^2$, bottom row.

In Appendix A we generate these same grids, and allow an unbounded precession of the geometric phase in the Darboux frame. This still results in identical $S^2$ meshgrids. However, when we utilize the basis of the normalized partial derivatives, the global phase patterns on $S^2$ no longer match. These plots are provided for reference. Once again, when the geometric phase is confined to $\gamma \in [-\pi, \pi]$, the global phase in all coordinate systems match that shown in figure 2.3. This numerical check is performed for two reasons,

(i) To verify the global, geometric and dynamic phases are equal in all coordinate systems.
(ii) To verify the clipping of the geometric phase in the range $[-\pi, \pi]$.

Confining the geometric phase to the range $[-\pi, \pi]$ rectifies all concerns, despite the aesthetic appeal of the plots obtained from an unbounded geometric phase precession.

The bottom row of figure 2.3 shows the global phase is quantized by $\pm 2n\pi$ for $n \in \mathbb{Z}$. Indeed this is a property of the $S^1$ fibre bundle for all smooth continuous closed paths on $S^2$, generated by the unit quaternion.

3. The $\mathbb{C}^2$ Spinor

Presently we move our focus to the mathematical treatment of the unit quaternion typical of the literature in Quantum Mechanics. The $\mathbb{C}^2$ spinor is a unit quaternion \cite{12} and is known as ‘the Qubit’ in the Quantum theory. This discussion is confined to the SU(2) picture, such that $\hat{\Psi}_\sigma, \hat{U}_\sigma, \hat{H}_\sigma \in \text{SU}(2)$. Beginning from the quaternion equation of motion

$$
\dot{\hat{\Psi}}_\sigma = \hat{H}_\sigma \hat{\Psi}_\sigma
$$

we work backward to the representation found in modern Quantum Mechanics. First expand the above in matrix form.

$$
\begin{pmatrix}
\dot{\alpha} & -\dot{\beta}^* \\
\dot{\beta} & \dot{\alpha}^*
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
i\mathcal{H}^i & \mathcal{H}^i + i\mathcal{H}^k \\
-\mathcal{H}^j + i\mathcal{H}^k & -i\mathcal{H}^j
\end{pmatrix} \begin{pmatrix}
\alpha & -\beta^* \\
\beta & \alpha^*
\end{pmatrix}
$$
with \((\alpha, \beta) = (q_1 + iq_i, -q_j + iq_k)\). Factor out \(-i\)

\[
\left(\begin{array}{c}
\dot{\alpha} \\
\beta \\
\dot{\alpha}^*
\end{array}\right) = \frac{-i}{2} \left(\begin{array}{cc}
-\mathcal{H}^i & i\mathcal{H}^j - \mathcal{H}^k \\
i\mathcal{H}^j - \mathcal{H}^k & \mathcal{H}^i
\end{array}\right) \left(\begin{array}{c}
\alpha \\
\beta \\
\alpha^*
\end{array}\right)
\]

We denote

\[H^z = -\mathcal{H}^i, \quad H^y = -\mathcal{H}^j, \quad H^x = -\mathcal{H}^k\]

to find

\[
\left(\begin{array}{c}
\dot{\alpha} \\
\dot{\beta} \\
\dot{\alpha}^*
\end{array}\right) = \frac{-i}{2} \left(\begin{array}{cc}
H^z & -iH^y + H^x \\
iH^y + H^x & -H^z
\end{array}\right) \left(\begin{array}{c}
\alpha \\
\beta \\
\alpha^*
\end{array}\right)
\]

We denote

\[|\psi^+\rangle = \left(\begin{array}{c}
\alpha \\
\beta
\end{array}\right), \quad |\psi^-\rangle = \left(\begin{array}{c}
-\beta^* \\
\alpha^*
\end{array}\right)\]

where \(|\psi^\pm\rangle \in \mathbb{C}^2\) are spinors. Plugging in we find

\[
\left(|\dot{\psi^+}\rangle \ |\dot{\psi^-}\rangle\right) = \frac{-i}{2} \left(\begin{array}{cc}
H^z & -iH^y + H^x \\
iH^y + H^x & -H^z
\end{array}\right) \left(|\psi^+\rangle \ |\psi^-\rangle\right)
\]

We ascribe the Pauli matrices

\[
\hat{\sigma}_z = \left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) = -i\hat{\sigma}_i
\]
\[
\hat{\sigma}_y = \left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) = -i\hat{\sigma}_j
\]
\[
\hat{\sigma}_x = \left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right) = -i\hat{\sigma}_k
\]

to define

\[\hat{H} = \frac{H^x}{2}\hat{\sigma}_x + \frac{H^y}{2}\hat{\sigma}_y + \frac{H^z}{2}\hat{\sigma}_z\]

and find

\[|\dot{\psi^+}\rangle = -i\hat{H}|\psi^\pm\rangle\]

Multiply both sides by \(i\) to arrive at the Schrödinger equation

\[i|\dot{\psi^\pm}\rangle = \hat{H}|\psi^\pm\rangle\]

Define the spin half basis

\[|\uparrow\rangle = \left(\begin{array}{c}
1 \\
0
\end{array}\right), \quad |\downarrow\rangle = \left(\begin{array}{c}
0 \\
1
\end{array}\right)\]
Expand the $|ψ^+⟩$ spinor as

$$|ψ^+⟩ = \alpha |↑⟩ + \beta |↓⟩$$

The magnitude of the complex numbers are interpreted as probability amplitudes that give the probability of a measured result being either spin-up or spin-down.

$$P↑ = |⟨↑|ψ^+⟩|^2 = |α|^2 \quad P↓ = |⟨↓|ψ^+⟩|^2 = |β|^2$$

This is the Born rule applied to the $\mathbb{C}^2$ spinor (unit quaternion) to describe particle spin. This perspective is justified by the Copenhagen Interpretation of modern Quantum Mechanics, as it states that the particle exists in both spin states at the same time until the point of measurement, when the superposition collapses to return the measured value with a probability $P↑$ for spin-up and $P↓$ for spin-down. This is an axiom of Quantum Information theory, and Quantum Computing, and also finds application in the measurement of position and energy in modern Quantum Mechanics, as surmised in Appendix B.

The analysis of sections 1 and 2 is in conflict with the analysis above, and demonstrates the interpretation of the square magnitude of the complex numbers as a probability measure is a mathematical error, and persists due to a gross misunderstanding of quaternion algebra, and complex analysis. "The appearance of probability is merely an expression of our ignorance of the true variables in terms of which one can find casual laws" [13, page 114][David Bohm]. Considering the modern theory of quantum spin in this light, it is shown to be wholly incorrect as the true casual laws are those derived in this article from quaternion algebra, and the true variables are those described by the $S^2$ dynamics and the $S^1$ fibre bundle.

4. Conclusions and Outlook

It has been shown unequivocally that the SU(2) and SO(3) groups are isomorphic, section 1, as these pictures are equivalent representations of the kinematics of 3D space, both of which are rooted in the quaternion. A loss of information in the 6 Hopf mappings from $S^3$ to $S^2$, is visible via the stereographic projections (25) illustrated in figure 2.1. Information is retained in the 3D kinematics via the $S^1$ fibre bundle, and the global phase is quantized in integer multiples of $2\pi$, section 2. Whilst the Hopf Fibration is a well known fundamental example of a fibre bundle, the 6 Hopf maps and the closed forms of the $S^1$ fibre bundle, the global, geometric and dynamic phases, are new results thus far unknown to modern Quantum Mechanics. The quantum theory maintains a demonstrable ignorance of quaternion geometry as found in the traditional treatment of the $\mathbb{C}^2$ spinor, section 3.

The Born rule is an observer dependent collapse of the wave-function - which presupposes that the fundamental particles exist in a superposition of spin states prior to measurement. It negates the role of the complex numbers and the quaternion to describe rotations in 2 and 3 dimensional spaces. Notwithstanding, the magnitude of
a complex number is a length measure, and has no correspondence with probability whatsoever. These are the axioms and contradictions upon which the field of Quantum Information Theory and Quantum Computing is founded. A more plausible account for the intrinsic spin of the fundamental particles can be found in the $S^1$ fibre bundle of the Hopf Fibration. As this phase factor is quantized, it lends to the suggestion that the magnetic moment is 4 dimensional, and the intrinsic spin observed in 3D is a Hopf projection (shadow) of the multi-dimensional particle.

The existence of higher dimensional spaces is not a new concept in Physics, as one only needs to look to the theoretical studies of observed phenomena in the Large Hadron Collider at CERN, which are largely attributed to the SU(3) group and the $C^4$ spinor - an even higher dimensional group than the quaternions. Furthermore, one can reason that should the entangled state be faithfully described by the $C^4$ spinor (an even higher dimensional space again), then the observation of two spatially separated particles is an illusion, derived from looking at a multi-dimensional object in 3D. These sentiments are not new and have been stated before, “the guiding wave, in the general case, propagates not in ordinary three-space but in a multi-dimensional configuration space is the origin of the notorious ‘non-locality’ of Quantum Mechanics” [14, ch 14] [John Bell].

The results presented in this article rouse a natural first question on the mind of any scientist with a curiosity on the quantum theory: ‘Do these results provide a mechanism to account for the Bell Inequality results? As these inequalities are supposed to rule out hidden variables accounts for Quantum Mechanics under reasonable assumptions.’ The analysis of this article corresponds to the single qubit case - whereas the Bell Inequalities would consider correlations between two qubits, the bipartite state. To properly address this question, the current analysis would need to be extended to the $C^4$ spinor, and include an account of the SU(4) group, and incorporate higher dimensional Hopf mappings such as $S^7 \rightarrow S^4$ and $S^{15} \rightarrow S^8$ [15]. In a general sense the concepts discussed in this article can be conceptually expressed in terms of Abbott’s 2D flatland world - where a banana suspended in 3D space would intersect the 2D plane of the flatland world creating two spatially separated discs. To the flatlanders, these discs would represent two particles in an entangled state, and their experiments would reveal both non-local, and faster than light correlations between the spatially separated particles.

This article refutes the Born rule, and the Copenhagen Interpretation of Quantum Mechanics, which is the probability interpretation of the complex numbers. “I am not opposing a few special statements of Quantum Mechanics held today (1950s). I am opposing as it were the whole of it, I am opposing it’s basic views that have been shaped 25 years ago, when Max Born put forward his probability interpretation which as accepted by almost everybody.” [16] “God knows I am no friend of probability theory, I have hated it since the first moment our dear friend Max Born gave it birth.” [17] [Erwin Schrödinger]. This view is shared among the founding fathers of Quantum Mechanics. Einstein has himself stated: “Quantum Mechanics is certainly imposing. But an inner voice tells me that this is not yet the real thing. The theory says a lot but does not bring
us any closer to the secrets of the ‘Old One’. I, at any rate, am convinced that He is not playing at dice.” [18]. In parallel with the probability interpretation of the complex numbers there exists the measurement problem of Quantum Mechanics, the notion of the quantum particle existing in mutually opposed states until the point of measurement, and the barrier between the quantum and classical realms: As Schrödinger emphatically states: “The world is given to me only once, not one existing and one perceived. Subject and object are only one. The barrier between them cannot be said to be broken down as a result of recent experience in the physical sciences, for this barrier does not exist.” [19] John Bell has similarly expressed the same: “Nobody knows where the boundary between the Quantum and Classical domain is situated. More plausible to me is that we will find there is no boundary.” [14, ch 4]

What is truly amazing, is that these statements made by the founding fathers of Quantum Mechanics continue to be ignored, and trivialized. This article is presented as an affirmation of these sentiments. The fundamental algebra of Quantum Mechanics is SU(2) which is here demonstrated isomorphic to SO(3). Quantum Mechanics has failed to acknowledge this, and as a result it is a failed science. There is no Quantum-Classical boundary, the magnitude of the complex number is a length measure, and Schrödinger’s cat is exactly how Schrödinger presented it in the first place - an absurd hypothesis. What more needs to be said? Deterministic equations have only become non-deterministic due to a mathematical faux pas. The measurement problem of modern Quantum Mechanics is brought about by first of all negating information available in higher dimensional spaces via the Born rule, and then entertaining wonder and debate as to where the hidden variables might have disappeared to - or be found. Indeed the Emperor has no clothes, and people are unable to see the woods for the trees. While coming to terms with the dissolution of the Born rule and the Copenhagen Interpretation of Quantum Mechanics, the end of Quantum Computing and the end of Quantum Information theory, would you spare a moment to give reasonable consideration as to why Murray Gell-Mann thought it necessary to highlight a problem with a fellow Nobel Laureate during his own Nobel Prize acceptance speech of 1976: “Niels Bohr brainwashed a whole generation of physicists into thinking that the problem [of interpreting Quantum Mechanics] had been solved 50 years ago.” [20]

To conclude it is useful to remind our readership that the viewpoints expressed in this article are not new. They have been stated in different ways by reputable scientists since the birth of modern Quantum Mechanics. While the quantum theory earned it’s name from the quantization of energy, space, and time at the smallest scales, modern Quantum Mechanics emerged as a non-deterministic science founded on the Born rule and Copenhagen Interpretation, which are axioms contrary to the basis of any reasonable scientific investigation. As put by Max Planck: “The assumption of an absolute determinism is the essential foundation of every scientific enquiry” [21][Max Planck]. This indeterminism which is inherent in our sciences is fated to fold, as these are scientific theories built like castles made of sand, idly waiting for the tide to come in and wash them away. The incoming tide is brought about by a rising mathematical
and scientific proficiency, globally. Put simply, the magnitude of a complex number is a length measure, never a probability measure. “The quantum hypothesis will eventually find it’s exact expression in certain equations which will be a more exact formulation of the law of causality.” [22] [Max Planck]. This article has accounted for the hidden variables of Classical Mechanics, thus far negated by modern Quantum Mechanics, and has sketched the basic requirements of a multi-dimensional field theory to supersede modern Quantum Mechanics.

References

[1] David W. Lyons, “An Elementary Introduction to the Hopf Fibration”, Mathematics Magazine, 76(2) 87–98 (2003). Heinz Hopf, “Über die Abbildungen der dreidimensionalen Sphäre auf die Kugelfläche”, Mathematische Annalen 104 637–665 (1931). See also: Niles Johnson’s website nilesjohnson.net/hopf.html

[2] V. Ovsienko, S. Tabachnikov “Affine Hopf fibration” arXiv:1511.08894 (2015).

[3] William R. Hamilton, “On a new species of Imaginary quantities connected with a theory of Quaternions”, Proceedings of the Royal Irish Academy, 2 424–434 (1844). William R. Hamilton, “On Quaternions”, Proceedings of the Royal Irish Academy, 3 1–16 (1847).

[4] Roger Penrose, “The Road to Reality”, Jonathan Cape (2004).

[5] Jack B. Kuipers, “Quaternions and rotation sequences” pages 127-143 Proceedings of the International Conference on Geometry, integrability and Quantization. Varna, Bulgaria, September 1-10, (1999).

[6] Federico Thomas, “Approaching Dual Quaternions From Matrix Algebra” 30 1037-1048 IEEE Transations on Robotics (2014).

[7] Berthold K. P. Horn “Closed-form solution of absolute orientation using unit quaternions” Journal of the Optical Society of America A, vol.4 pp. 629-642 (1987).

[8] M. V. Berry, “Quantal Phase Factors Accompanying Adiabatic Changes” Proceedings Of The Royal Society A, 392 45–57 (1984).

[9] Barry Simon, “Holonomy, the Quantum Adiabatic Theorem, and Berry’s Phase” Physical Review Letters, 51 2167 (1983).

[10] Dariusz Chruściński and Andrzej Jamiołkowski, “Geometric Phases in Classical and Quantum Mechanics” Birkhäuser (2004).

[11] M. P. Hobson, G. Efstathiou and A. N. Lasenby, “General Relativity,” Cambridge University Press, New York (2006).

[12] K. B. Wharton and D. Koch, “Unit Quaternions and the Bloch Sphere” J. Phys. A: Math. Theor. 48 235302 (2015).

[13] David Bohm, “Quantum Mechanics”, Dover (1989).

[14] John Bell, “Speakable and Unspeakable In Quantum Mechanics”, Cambridge University Press (1987).

[15] J. F. Adams “On the non-existence of elements of Hopf invariant one” The Annals of Mathematics, 72(1):20–104 (1960). J. F. Adams, M. F. Atiyah “K-Theory and the Hopf Invariant” The Quarterly Journal of Mathematics, 17(1):31–38 (1966).

[16] Erwin Schrödinger, “The Interpretation of Quantum Physics” Ox Bow Press, Woodbridge CN (1995).

[17] Letter to Albert Einstein (13 June 1946): Walter Moore “Schroedinger: Life and Thought” Cambridge University Press (1989).

[18] Max Born and Albert Einstein page 91 “The Born-Einstein Letters” Macmillan (1971). Letter to Max Born (4th Dec 1926).

[19] Concluding remark in Lecture, ‘The Principle of Objectivation’, the Tarner Lectures Delivered
Quaternions, Spinors and the Hopf Fibration: Hidden Variables in Classical Mechanics

Figure A1. Top row: The global phase of the closed path for the unitary of equation (31). Second row: The unbounded geometric phase of the closed path. Third row: The dynamic phase. Fourth row: The global phase on the surface of the Bloch sphere. The units of the colour bars are multiples of $\pi$.

at Trinity College, Cambridge (Oct 1956), published in Mind and Matter (1958). Reprinted in collection What is Life?: With Mind and Matter and Autobiographical Sketches (1992, 2006).

[20] Nobel Prize acceptance speech (1976).

[21] J. L. Heilbron, page 66 “The Dilemmas of an Upright Man” University of California (1986).

[22] Max Planck page 143 “Where is Science Going?” Norton and Company Publishers (1932). Translated by James Murphy.

Appendix A. Precession of the geometric phase

Presented in figure A1, for the purposes of reference are the global, geometric and dynamic phases, when the geometric phase is unbounded and allowed to precess in the moving frame taking values outside the limits $[-\pi, \pi]$. Similarly in figure A2 are the global and geometric phases calculated in the basis of the normalized partial derivatives.
Shown are 3 different choices of spherical polar coordinates (columns), with principle axes (\( \hat{\sigma}_i, \hat{\sigma}_j, \hat{\sigma}_k \)) respectively. When the geometric phase is confined to \([-\pi, \pi]\) the plots of figures A1 and A2 simplify to those seen in figure 2.3.

In spherical polar coordinates, the geometric phase is derived in each coordinate system as follows.

**Appendix A.1. Spherical polars with (\( \hat{\sigma}_i, \hat{\sigma}_j, \hat{\sigma}_k \)) as the principle axes.**

The Bloch vector is parametrized in terms of the polar and azimuthal angles (\( \mu, \nu \)):

\[
\hat{\sigma}_i \text{ principle axis:} \quad \vec{R}_i = \begin{pmatrix} \cos (\mu) \\ \sin (\mu) \cos (\nu) \\ \sin (\mu) \sin (\nu) \end{pmatrix} \\
\hat{\sigma}_j \text{ principle axis:} \quad \vec{R}_j = \begin{pmatrix} \sin (\mu) \sin (\nu) \\ \cos (\mu) \cos (\nu) \\ \cos (\mu) \sin (\nu) \end{pmatrix} \\
\hat{\sigma}_k \text{ principle axis:} \quad \vec{R}_k = \begin{pmatrix} \sin (\mu) \cos (\nu) \\ \sin (\mu) \sin (\nu) \\ \cos (\mu) \end{pmatrix}
\]

The normalized basis of the partial derivatives

\[
\hat{\sigma}_i \text{ principle axis:} \quad \vec{e}_\mu = \begin{pmatrix} -\sin (\mu) \\ \cos (\mu) \cos (\nu) \\ \cos (\mu) \sin (\nu) \end{pmatrix} \quad \vec{e}_\nu = \begin{pmatrix} 0 \\ -\sin (\nu) \\ \cos (\nu) \end{pmatrix} \\
\hat{\sigma}_j \text{ principle axis:} \quad \vec{e}_\mu = \begin{pmatrix} \cos (\mu) \sin (\nu) \\ -\sin (\mu) \\ \cos (\mu) \cos (\nu) \end{pmatrix} \quad \vec{e}_\nu = \begin{pmatrix} \cos (\nu) \\ 0 \\ -\sin (\nu) \end{pmatrix} \\
\hat{\sigma}_k \text{ principle axis:} \quad \vec{e}_\mu = \begin{pmatrix} \cos (\mu) \cos (\nu) \\ \cos (\mu) \sin (\nu) \\ -\sin (\mu) \end{pmatrix} \quad \vec{e}_\nu = \begin{pmatrix} -\sin (\nu) \\ \cos (\nu) \\ 0 \end{pmatrix}
\]

From the equation of parallel transport:

\[
\frac{D\vec{V}}{Dt} = \dot{\vec{V}} \cdot \vec{e}_\lambda = 0 \quad \forall \quad \vec{e}_\lambda \in [\vec{e}_\mu, \vec{e}_\nu]
\]

we obtain the simultaneous equations

\[
\frac{D\vec{V}}{Dt} = \begin{pmatrix} \dot{\varphi} \mu + \dot{\varphi} \nu \cdot \vec{e}_\mu \varphi \nu = 0 \\ \varphi \nu + \dot{\varphi} \mu \cdot \vec{e}_\nu \varphi \mu = 0 \end{pmatrix}
\]

The derivative of the geometric phase is defined \( \dot{\gamma} \equiv \dot{\varphi}_\mu \cdot \vec{e}_\nu = -\dot{\varphi}_\nu \cdot \vec{e}_\mu \). Express the equation of parallel transport in matrix form

\[
\begin{pmatrix} \dot{\varphi} \mu \\ \dot{\varphi} \nu \end{pmatrix} = \begin{pmatrix} 0 & \dot{\gamma} \\ -\dot{\gamma} & 0 \end{pmatrix} \begin{pmatrix} \varphi \mu \\ \varphi \nu \end{pmatrix}
\]

and the tangent vector evolves from it’s initial state according to

\[
\begin{pmatrix} \varphi \mu (t) \\ \varphi \nu (t) \end{pmatrix} = \begin{pmatrix} \cos (\gamma) & \sin (\gamma) \\ -\sin (\gamma) & \cos (\gamma) \end{pmatrix} \begin{pmatrix} \varphi \mu (0) \\ \varphi \nu (0) \end{pmatrix}
\]
In these defined coordinate systems the geometric phase is respectively:

\[ \gamma = \int_0^t dt' \dot{\gamma}(t') \]

with

- \( \hat{\sigma}_i \) principle axis: \( \dot{\gamma} \equiv -\mathcal{H}^i \mathcal{R}^i + \left( \frac{\mathcal{H}^j \mathcal{R}^j + \mathcal{H}^k \mathcal{R}^k}{(\mathcal{R}^j)^2 + (\mathcal{R}^k)^2} \right) (\mathcal{R}^i)^2 \)
- \( \hat{\sigma}_j \) principle axis: \( \dot{\gamma} \equiv -\mathcal{H}^j \mathcal{R}^j + \left( \frac{\mathcal{H}^i \mathcal{R}^i + \mathcal{H}^k \mathcal{R}^k}{(\mathcal{R}^i)^2 + (\mathcal{R}^k)^2} \right) (\mathcal{R}^j)^2 \)
- \( \hat{\sigma}_k \) principle axis: \( \dot{\gamma} \equiv -\mathcal{H}^k \mathcal{R}^k + \left( \frac{\mathcal{H}^i \mathcal{R}^i + \mathcal{H}^j \mathcal{R}^j}{(\mathcal{R}^i)^2 + (\mathcal{R}^j)^2} \right) (\mathcal{R}^k)^2 \)
Appendix B. Measurement of spatial and energetic modes via the Born rule

The energy eigenstates of the one dimensional harmonic oscillator are the normalized Hermite functions denoted $\chi_n(x)$ for $n = 0, 1, 2, \ldots$. The eigenstates form an orthonormal basis such that

$$\int_{-\infty}^{\infty} dx \chi_n(x)\chi_m(x) = \int_{-\infty}^{\infty} dx \langle \chi_n|x\rangle\langle x|\chi_m\rangle = \langle \chi_n|\chi_m\rangle = \delta_{nm}$$

These relations show the equivalence of Dirac’s bra-ket notation, and standard notation for functions, since $\langle x|\chi_m\rangle = \chi_m(x)$. The corresponding energy levels are eigenvalues of $\hat{H}|\chi_n\rangle = E_n|\chi_n\rangle$ with $\hat{H}$ being the Hamiltonian operator of Schrödinger’s equation, and

$$E_n = \hbar \omega \left(n + \frac{1}{2}\right)$$

The wave-function is expanded as the linear superposition

$$|\Phi\rangle = \sum_{n=0}^{N-1} c_n|\chi_n\rangle$$

where $c_n \in \mathbb{C}$ and the wave-function is normalized such that

$$\sum_{n=0}^{N-1} |c_n|^2 = 1$$

Consequently the (uncoupled) wave-function evolves in time as

$$|\Phi(t)\rangle = \sum_{n=0}^{N-1} c_n e^{-iE_n t}|\chi_n\rangle \quad \text{(B.1)}$$

Due to the orthogonality of this system of equations we have

$$\int_{-\infty}^{\infty} dx \langle \Phi(t)|x\rangle\langle x|\Phi(t)\rangle = \langle \Phi(t)|\Phi(t)\rangle = 1$$

for all times $t$. From here there are typically two means by which the Born rule is applied to the wave-function $|\Phi\rangle$.

(i) Energy eigenstate: the probability of finding the wave-function in an eigenstate $|\chi_m\rangle$ is

$$\hat{P}_{|\chi_m\rangle} = \langle \Phi(t)|\chi_m\rangle\langle \chi_m|\Phi(t)\rangle = |c_m|^2$$

(ii) Position: the probability of finding a particle in the spatial interval $x_{ab} = (x_a, x_b)$ is the integral

$$P_{x_{ab}} = \int_{x_a}^{x_b} dx \langle \Phi(t)|x\rangle\langle x|\Phi(t)\rangle$$

* Their analytic form is unquoted here as this discussion is for illustrative purposes only.
The assignment of the square magnitude of the complex number to describe the probable result of measurement is contrary to the traditional role of the complex numbers - which are to describe rotations in the 2 dimensional plane. These axioms are also contrary to the traditional definition of probability - which is a statistical distribution of deterministic states. Should these considerations taken into account the ‘one dimensional’ wave-function of equation (B.1), would describe a rotation in a complex multi-dimensional space, rather than a probabilistic distribution in a one dimensional space.

Appendix C. The U(1) Gauge

The simplest example of a principle bundle is the U(1) gauge, the circle group. Here we consider the affect on the presented results under the group transformation,

\[ SU(2) \rightarrow U(1) \times SU(2) \]

That is to transform the SU(2) quaternion \( \hat{\Psi}_\sigma \) via \( \exp \left[ \frac{i}{2} \int_0^t dt' H^1(t') \right] \), as

\[
\hat{\Phi}_\sigma = \exp \left[ \frac{i}{2} \int_0^t dt' H^1(t') \right] \hat{\Psi}_\sigma
\]

Immediately we can observe that the \( U(1) \times SU(2) \) spinor is invariant under the 6 Hopf maps of (25). We quote the same maps here in the SU(2) cayley basis for completeness.

\[
\begin{align*}
\hat{I}_l &= \hat{\Phi}_\sigma^\dagger \hat{\sigma}_i \hat{\Phi}_\sigma = \hat{\Psi}_\sigma^\dagger \hat{\sigma}_i \hat{\Psi}_\sigma & \hat{I}_r &= \hat{\Phi}_\sigma^\dagger \hat{\sigma}_i \hat{\Phi}_\sigma = \hat{\Psi}_\sigma^\dagger \hat{\sigma}_i \hat{\Psi}_\sigma \\
\hat{J}_l &= \hat{\Phi}_\sigma^\dagger \hat{\sigma}_j \hat{\Phi}_\sigma = \hat{\Psi}_\sigma^\dagger \hat{\sigma}_j \hat{\Psi}_\sigma & \hat{J}_r &= \hat{\Phi}_\sigma^\dagger \hat{\sigma}_j \hat{\Phi}_\sigma = \hat{\Psi}_\sigma^\dagger \hat{\sigma}_j \hat{\Psi}_\sigma \\
\hat{K}_l &= \hat{\Phi}_\sigma^\dagger \hat{\sigma}_k \hat{\Phi}_\sigma = \hat{\Psi}_\sigma^\dagger \hat{\sigma}_k \hat{\Psi}_\sigma & \hat{K}_r &= \hat{\Phi}_\sigma^\dagger \hat{\sigma}_k \hat{\Phi}_\sigma = \hat{\Psi}_\sigma^\dagger \hat{\sigma}_k \hat{\Psi}_\sigma
\end{align*}
\]

The U(1) gauge cancels out under the Hopf mappings, consequently we can state that the geometric phase is gauge invariant, as the \( S^2 \) dynamics of the Bloch vector are equivalent for each map. For completeness, we develop the equation of motion

\[
\dot{\hat{\Phi}}_\sigma = \hat{\mathcal{H}}_\sigma \hat{\Phi}_\sigma
\]

with

\[
\hat{\mathcal{H}}_\sigma = \frac{i}{2} \hat{\mathcal{H}}^1_1 \hat{\sigma}_1 + \frac{\mathcal{H}^i}{2} \hat{\sigma}_i + \frac{\mathcal{H}^j}{2} \hat{\sigma}_j + \frac{\mathcal{H}^k}{2} \hat{\sigma}_k
\]

and it is seen that the U(1) gauge appears in the \( \hat{\sigma}_1 \) axis of the Hamiltonian.