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ABSTRACT Pseudo relevance feedback (PRF) automatically performs query expansion based on top-retrieved documents to better represent the user’s information need so as to improve the search results. Previous PRF methods mainly select expansion terms with high occurrence frequency in top-retrieved documents or with high semantic similarity with the original query. However, existing PRF methods hardly try to understand the content of documents, which is very important in performing effective query expansion to reveal the user’s information need. In this paper, we propose a QA-based framework for PRF called QA4PRF to utilize contextual information in documents. In such a framework, we formulate PRF as a QA task, where the query and each top-retrieved document play the roles of question and context in the corresponding QA system, while the objective is to find some proper terms to expand the original query by utilizing contextual information, which are similar answers in QA task. Besides, an attention-based pointer network is built on understanding the content of top-retrieved documents and selecting the terms to represent the original query better. We also show that incorporating the traditional supervised learning methods, such as LambdaRank, to integrate PRF information will further improve the performance of QA4PRF. Extensive experiments on three real-world datasets demonstrate that QA4PRF significantly outperforms the state-of-the-art methods.

INDEX TERMS Pseudo Relevance Feedback, Question Answering, Query Expansion

I. INTRODUCTION

Query expansion plays a key role in information retrieval as it tries to find proper terms to revise the original query so as to better represent the user’s information need [1]. Many methods have been proposed to select expansion terms. Some of them need the relevance scores of documents according to the given query, which are methods of relevance feedback, such as Rocchio’s algorithm [2, 3]. Another branch of methods, known as pseudo relevance feedback (PRF) [4], assumes that the top-retrieved documents are relevant to the original query, while the others are irrelevant. These “pseudo” relevant documents are then used to reformulate the original query by expanding new terms. Compared to methods with relevance feedback, PRF methods are more practical in real-world applications, as the ground-truth relevance scores are not always available.

There are various PRF methods, which can be categorized into relevance-based models [5, 6, 7], divergence-based models [8, 9], information-based models [10, 11, 12], matrix factorization-based models [13], supervised learning-based models [14] and word embedding methods [15, 16]. Nonetheless, we argue that existing PRF models are insufficient since they only consider the terms of high occurrence frequency in top-retrieved documents or of high semantic similarity to the original query. All of them neglect to understand the content of documents in a human-comprehension way, which is indeed very important to perform effective query expansion to reveal the user’s underlying information.
need. This kind of contextual interaction information should be taken into account to improve accuracy and interpretability when expanding the query. For example, a user issues a query "How are Oscar winners selected?". After the first-round retrieval, the term “film” appears 53 times in the top 10 retrieved documents, which is much more than other words (except stopwords). As such, most existing PRF models will select “film” to expand the original query, but the fact is that the term “film” has nearly no effect of improving the retrieval performance. With analysis on top-retrieved documents, it is easy to find that “voter” is the best answer as the expansion term for this query, which can increase the mean average precision (MAP) value by about 10%. However, “voter” only appears 7 times in top 10 retrieved documents. This example shows the importance of understanding the content of top-retrieved documents in the PRF task.

In the natural language processing field, machine reading comprehension (MRC) [17], as a framework for question answering (QA) task proposed in 2016, actually provides a high potential method to address this problem. In a QA system, the MRC framework tries to comprehend the question and corresponding passage or contexts and outputs one or several spans of words in the passage as the answer to the question. Inspired by MRC, in this paper, we formulate PRF as a QA task: as for PRF, the goal is to find the most effective terms (analogous to the “answer” in QA) in each top-retrieved document (analogous to the “passage” in QA), for expanding the original query (analogous to the “question” in QA). The analogous relationship between PRF and QA is illustrated in Figure 1. With the MRC framework, it is promising to make the PRF model generalize to work on diverse queries and their retrieved documents.

Multi-head attention [18] and bi-direction attention [19], which can capture the global contextual information among long word sequence effectively. As the output of QA is a subset of its input, pointer network [21] and its variants are widely used and shown to be highly effective in MRC frameworks [22][23]. Regarding PRF as a QA task, it is natural to introduce the attention-based pointer network from QA to PRF, aiming to find the most relevant terms from top-retrieved documents for a specific query.

However, applying an attention-based pointer network alone in PRF would neglect some useful terms with high occurrence frequency in the top-retrieved documents. Ignoring such statistical PRF information may lead to query topic drift problems [24]. Therefore, we treat this circumstance, which totally ignores semantic information, as a special case for QA4PRF. To address this issue, we incorporate a supervised learning module2 to estimate the importance of each term from the aspect of statistics, which acts as input features of QA4PRF and yields further improvement of the performance.

To demonstrate the superiority of our proposed framework, we conduct extensive experiments on three search datasets, where two are public benchmarks, and the other is proprietary. The results show that QA4PRF significantly outperforms the state-of-the-art methods in terms of mean average precision (MAP), normalized discounted cumulative gain (NDCG), and precision at top-retrieved documents. The ablation study further validates the effectiveness of each component of QA4PRF.

To sum up, the main contributions of this work are as follows:

- To the best of our knowledge, we are the first to formulate PRF as a QA task and propose a novel QA4PRF framework for query expansion. QA4PRF manages to understand the content of top-retrieved documents to find better expansion terms than existing methods.
- In QA4PRF architecture, an attention-based pointer network is leveraged to learn embedding of each term, considering global contextual information. To further utilize statistical PRF information, we propose to leverage a supervised learning model such as LambdaRank to further enhance the performance of QA4PRF framework.
- Extensive experiments on three search datasets demonstrate that QA4PRF achieves significantly better performance than state-of-the-art methods.

The rest of this paper is organized as follows. First, we discuss the related works in Section II. Then, Section III elaborates the details of the proposed QA4PRF framework. Extensive experiments and results analysis are presented in Section IV. Finally, we conclude this paper in Section V.

II. RELATED WORKS

Pseudo relevance feedback (PRF) models are widely used in query expansion and have been shown to be effective [2, 5, 8][10][13][26][27]. PRF models can be divided into semantic-based, statistics-based and hybrid models according to different sources of input information. In this section, we review these methods separately.
A. SEMANTIC-BASED PRF MODELS

Considering the semantic information of query and documents, semantic-based PRF methods adopt word embedding models to generate latent representations of words, and therefore queries and documents. With such latent representation, terms which are most similar to the query are selected for expansion. Roy et al. [15] proposed to apply kNN based methods to retrieve the most similar terms with respect to a query. Kuzi et al. [16] utilized the cosine similarity of embeddings to expand the query with terms that are semantically relevant to the query as a whole or to its terms.

Obviously, these embedding methods provide global representations of terms but ignore to comprehend the content of top-retrieved documents, which make it hard for the model to generalize to different queries and top-retrieved documents. In our work, we propose an attention-based pointer network to capture contextual interaction information to address this issue.

B. STATISTICS-BASED PRF MODELS

Statistics-based PRF models assume that the most frequent terms in top-retrieved documents are the best words to expand the query. Such statistical information includes term frequency, inverse document frequency, document length, etc.

Relevance-based models [5, 6, 7] assume that terms in query are generated by a relevance model \( P(w|R) \) (where \( R \) denotes the relevance class). RM3 [6] and RM4 [5] provide different approaches to estimate such a relevance model. Based on RM3 model, RM3+ [7] takes inverse document frequency of terms into consideration.

Information-based models [10, 11, 12] select the most informative terms to expand the original query. As in stated [10], the information of a term in a document can be defined as the statistical difference between situations when the term is in such document and in the whole collection. Based on this, Montazeralghaem et al. [11] introduced extra term proximity constraints such that a term that appears near a query term, has a higher weight. Recently, Montazeralghaem et al. [12] raised more interdependence relationships to complete existing constraints.

Divergence-based models expand the terms which make the expanded query and relevant documents similar while leading expanded query and the whole collection to be dissimilar. DMM [8] implements this idea through KL-divergence. As a followed up work, MEDMM [9] improves DMM by introducing an entropy term as a regularizer, to resolve the skewed feedback issue of DMM.

Matrix factorization-based methods [13] treat query expansion as a recommendation problem and establish a document-term weight matrix. Matrix factorization techniques are then used to reformulate the original query by filling the document-term weight matrix.

As can be observed, the aforementioned statistics-based models are all unsupervised learning methods. The work of Cao et al. [14] is the only statistics-based method utilizing supervised learning model, which a discriminative model (e.g., support vector machine in this work) is learned to judge whether a term should be chosen for query expansion.

Although these statistical methods can improve the performance of query expansion, all of them totally neglect the contextual interaction information in top-retrieved documents. In our proposed QA4PRF, we formulate PRF as a QA task and apply machine reading comprehension, as a framework for QA tasks, to solve the PRF problem. For the special case which completely ignores any semantic information, we incorporate LambdaRank [25] to integrate statistical PRF information to improve the performance of our framework.

C. HYBRID PRF MODELS

Although semantic-based methods can improve retrieval performance after expanding the query, several works [15, 16] have pointed out that utilizing semantic information alone, such models cannot achieve comparable performance of statistics-based approaches. Due to this observation, a hybrid PRF method is proposed by Kuzi et al. [16], which makes use of both statistical and semantic information. The experiment results show that the semantic information learned by word embedding model improves the performance of RM3 [6] in some cases.

D. SUMMARY

In this paper, we propose a QA based framework for PRF, named as QA4PRF, where PRF is viewed as a QA task. The main differences between our framework and previous works are:

- Borrowing idea from QA, an attention-based pointer network is used to learn embedding of each term, capturing contextual interaction information among long word sequence.
- To deal with the special circumstance that to utilize statistical PRF information, LambdaRank, a pair-wise learning to rank model with ranked list information, is incorporated to our work reasonably.

III. QA4PRF: FRAMEWORK AND ALGORITHM

A. OVERVIEW

Pseudo relevance feedback (PRF) methods are widely adopted in query expansion as it needs no ground-truth relevance scores, which are usually unavailable in industrial IR scenarios. In PRF methods, the top-retrieved documents according to a given query are assumed to be to-some-extent relevant. PRF methods select terms from such “pseudo” relevant documents, referred as candidate word set, to expand the original query so as to improve the retrieval performance. In this work, we recast PRF as a question answering (QA) task to find relevant terms (“answers” in QA) in each top-retrieved document (“passage” in QA) for a specific query (“question” in QA). This section elaborates the details of our proposed QA4PRF framework. The used notations are summarized in Table I for the ease of presentation.
The pseudo relevance feedback task considered in this paper, is defined as follows. A query consists of \( n \) words \( Q = \{q_1, q_2, \ldots, q_n\} \) and top-\( M \) retrieved documents are denoted as \( D = \{D_1, D_2, \ldots, D_M\} \), where each document \( D_i \) with length \( m \) can be represented as \( D_i = \{d_{i,1}, d_{i,2}, \ldots, d_{i,m}\} \). The output of PRF is a list of terms \( E = \{e_1, e_2, \ldots, e_N\} \) from those in the original document set \( D \). These \( N \) terms are used to expand the original query. In the following, we will use bold letter to denote the embedding vector of each term.

In QA4PRF architecture, the attention-based pointer network learns the importance of terms in candidate word set with respect to the query, considering global contextual information. The importance of each term is decided by the semantic relationship between the query and this term, which considers the content of documents at the same time. Then, to utilize statistical PRF information, we construct a feature vector for each word in candidate word set and introduce LambdaRank [25] as a ranking model to predict importance of each word. Finally, an interpolation method is used, which incorporates the result of LambdaRank to the attention-based pointer network, so as to enhance the performance of QA4PRF. The details of these components are presented in the following subsections.

**B. ATTENTION-BASED POINTER NETWORK**

Instead of generating word embedding with only local co-occurrence relationship in fixed size windows of context in traditional word embedding models, we adapt attention layer to capture the global contextual information among long word sequence efficiently and effectively. Furthermore, a pointer network [21] is used to restrict the output of query expansion, which is a set of terms, to be a subset of its input, just like in MRC. The details of attention-based pointer network are described as follows (shown in Figure 2).

1) **Attention Layer**

The attention layer is composed of a multi-head attention layer and an attention flow layer. First, the multi-head attention layer is utilized as the embedding block, which is used by most of the existing MRC models. The inputs of this layer include initial embeddings of terms in a top-retrieved document and the original query. Following Vaswani et al. [18], the initial embedding of each term is set as the sum of word embedding and positional encoding. The word embedding is initialized from the 300-dimensional FastText vectors [28]. The positional encoding has the same form with Transformer [18], in order for the model to utilize the order of sequence. Such multi-head attention layer aims to learn embeddings of terms in such a query or document, with the consideration of the relationship between the target word and other words in such a query or document.

The input embeddings can form three matrices \( \mathbf{Q}, \mathbf{K}, \mathbf{V} \) (with the number of columns \( \text{dim}_K \)) and \( \mathbf{V} \), similar to the Transformer [18]. And the output of one attention block can be presented as

\[
\text{Attention} (\mathbf{Q}, \mathbf{K}, \mathbf{V}) = \text{softmax} \left( \frac{\mathbf{Q} \mathbf{K}^T}{\sqrt{\text{dim}_K}} \right) \mathbf{V}. \tag{1}
\]

The output of multi-head attention is to concatenate the result of each attention block in parallel. To make readers easier to understand, we illustrate our model with a single document \( D_u \) and one attention block, where \( D_u \) denotes the \( u \)-th top-retrieved document. In a document attention block, the matrices \( \mathbf{Q}, \mathbf{K}, \mathbf{V} \) are defined as

\[
[\mathbf{Q}, \mathbf{K}, \mathbf{V}] = [\mathbf{d}_{u,1}, \mathbf{d}_{u,2}, \ldots, \mathbf{d}_{u,m}]^T \cdot [\mathbf{W}_Q, \mathbf{W}_K, \mathbf{W}_V], \tag{2}
\]

where \( m \) denotes the length of document \( D_u \) for convenience, \( \mathbf{d}_{u,1}, \mathbf{d}_{u,2}, \ldots, \mathbf{d}_{u,m} \) denote the initial embeddings of terms in document \( D_u \), and \( \mathbf{W}_Q, \mathbf{W}_K \) and \( \mathbf{W}_V \) are the weight matrices. Similar to Equation 1, the embedding block of document \( D_u \) is specifically formulated as

\[
t_{u,i} = \sum_{\mathbf{v} \in \{\mathbf{d}_{u,1}, \mathbf{d}_{u,2}, \ldots, \mathbf{d}_{u,m}\}} \text{softmax} \left( \frac{\mathbf{d}_{u,i} \cdot \mathbf{v} \mathbf{ec}}{\sqrt{\text{dim}_K}} \right) \cdot \mathbf{v} \mathbf{ec}, \tag{3}
\]

where \( t_{u,i} \) is the embedding of \( d_{u,i} \) after the attention block. Then, a two-layer feed-forward network is used, which can

---

**TABLE 1. Notations and descriptions.**

| Notation | Description |
|----------|-------------|
| \( Q \)  | The query   |
| \( D_i \) | The \( i \)-th top-retrieved documents |
| \( w \)  | A term in the candidate word set in general |
| \( q_i \) | The \( i \)-th term and its word embedding in query |
| \( d_{j,i}, d_{j,i} \) | The \( i \)-th term and its initial embedding in document \( D_j \) |
| \( e_i, e_i \) | The \( i \)-th expansion term and its initial embedding |
| \( M \)  | Number of feedback documents |
| \( N \)  | Number of feedback terms |
| \( w^Q, w^Q \) | Term frequency and its normalized form of \( w \) in query \( Q \) |
| \( t_{avg} \) | Average document length |
| \( w \)  | Inverse document frequency of term \( w \) |
| \( C \)  | Number of documents in the collection |
| \( C_w \) | Number of documents contains term \( w \) |
| \( \gamma \) | Trade-off between pointer network (QA aspect) and statistical PRF |

---

**FIGURE 2. Attention-based pointer network in QA4PRF.**
be formulated as \( o_{u,i} = \text{MLP}(t_{u,i}) \). MLP denotes the feed-forward network and \( o_{u,i} \) is the embedding of \( d_{u,i} \) after the multi-head attention layer. Here we only show the attention block of document \( D_u \) due to space constraints. Such block for query is similar. We represent these embedded vectors of terms \( Q = \{q_1, q_2, \ldots, q_m\} \) after the multi-head attention layer as \( \{r_1, r_2, \ldots, r_n\} \).

After elaborating the details of multi-head attention, let us present the attention flow layer, which is a Query-Doc attention. In this layer, we compute attention in two directions corresponding document, which is the input of PRF model. This is often used in many previous machine reading comprehension models such as [20], [29]. Such attention block enables each word in query to attend over all words in each top-retrieved document. For convenience, we indicate the input of this block as the document \( D_u = \{o_1, o_2, \ldots, o_m\} \) and the query \( Q = \{r_1, r_2, \ldots, r_n\} \), which are the output of the multi-head attention layer. Firstly, we compute a similarity matrix \( S \in \mathbb{R}^{m \times n} \) to represent the similarities between each pair of query and document term following Seo et al. [19]. Then we can use matrix \( S \) to obtain the attention weights in both directions, namely Doc-to-Query attention and Query-to-Doc attention.

Doc-to-Query attention is utilized to denote which query terms are the most relevant to each word in a top-retrieved document. We can calculate the attention weight by normalizing each row of matrix \( S \) by applying the softmax function as \( a_{i,:} = \text{softmax}(S_{i,:}) \). The output matrix \( A \in \mathbb{R}^{m \times d} \) can be computed as \( A_{i,:} = \sum_j a_{i,j} r_j \). Therefore, \( A \) contains the attended query vectors for a top-retrieved document. Query-to-Doc attention indicates which term in document is the most relevant to each word in query. So the attention weight can be obtained as \( b = \text{softmax}(\max_{column}(S)) \in \mathbb{R}^m \). Then the attended vector matrix of terms in document is \( b = \sum_i b_{i} o_i \in \mathbb{R}^d \). The output matrix \( B \in \mathbb{R}^{m \times d} \) tiles \( b \) by \( m \) times.

Finally, the output of Query-Doc attention is computed by applying the average pooling as \( E = \text{Avg}(A,B,D_u^T) \in \mathbb{R}^{m \times d} \).

2) Pointer Network

In PRF task, the expansion terms are chosen from the corresponding document, which is the input of PRF model. This is so to say, the output of our model is a subset of its input. Due to this reason, we realize a constraint on the output of attention layer with the pointer network, as is often used in QA techniques [30]. The probability of expanding each term in the \( u \)-th top-retrieved document \( D_u \) is defined as

\[
\begin{align*}
  a_{u,i} &= \Theta_1^T \tanh(\Theta_2 q + \Theta_3 E_{i,:}), \\
  P_{\text{pointer}}(d_{u,i} | Q, D_u) &= \frac{\exp(a_{u,i})}{\sum_{i'} \exp(a_{u,i'})},
\end{align*}
\]

where \( q = \frac{1}{n} \sum_{i=1}^{n} q_i \) is the embedded vector of the query. Here, \( P_{\text{pointer}}(d_{u,i} | Q, D_u) \) means the expansion probability (the output of pointer network) of the \( i \)-th word in the \( u \)-th top-retrieved document \( D_u \) for a specific query \( Q \).

In the expansion process, the output probability of a candidate term is defined as the summation of the weights of this word in top-\( M \) retrieved documents by pointer network as

\[
W_{QA}(w | Q) = \sum_{u=1}^{M} P_{\text{pointer}}(w | Q, D_u) .
\]

3) Training

To train the attention-based pointer network, the label of expanding word \( w \) for query \( Q \) needs to be defined. We define the term with the largest \( NDCG^{Q,w} \) for query \( Q \) as “positive” word, and others as “negative” words, where \( NDCG^{Q,w} \) represents the NDCG promotion after expanding query \( Q \) with term \( w \). The network is trained by the cross entropy loss as

\[
\mathcal{L} = -\sum_{i} y(d_{u,i}) P_{\text{pointer}}(d_{u,i} | Q, D_u) \\
-\sum_{i} \left( 1 - y(d_{u,i}) \right) \left( 1 - P_{\text{pointer}}(d_{u,i} | Q, D_u) \right),
\]

where \( \mathcal{L} \) is the loss of attention-based pointer network and \( y(d_{u,i}) \in \{0, 1\} \) labels the output of term \( d_{u,i} \). To overcome the difficulty of deep network training, we employ a residual connection and layer normalization in the end of each multi-head attention layer block following Vaswani et al. [18].

As mentioned in Section 1 applying MRC framework alone in PRF may neglect statistical PRF information, thereby leading to several problems, such as query topic drift [24]. To handle this issue, we integrate statistical PRF information in QA4PRF to enhance the performance of the framework.

C. LEVERAGE STATISTICAL PRF INFORMATION

1) Statistics Feature Vector

In order to leverage statistical PRF information, we construct feature vectors for terms from the aspect of statistics. In PRF, the top-retrieved documents are assumed to be relevant to the original query. The candidate word set includes terms (except stopwords) from top-\( M \) retrieved documents of the query. For each term \( w \) in the candidate word set, a feature vector of \( w \) with respect to query \( Q \), i.e., \( \text{FV}(w, Q) \), is constructed as

\[
\text{FV}(w, Q) = [v_{w}^{Q}, i_{w}, n_{w}^{D_{1}}, n_{w}^{D_{2}}, \ldots, n_{w}^{D_{M}}]^{T} \in \mathbb{R}^{M+2},
\]

As presented in Equation 7 the feature vector consists of three factors:

- \( v_{w}^{Q} \) is the normalized term frequency of \( w \) in query \( Q \), normalized by term frequency summation over all the terms in \( Q \) as

\[
v_{w}^{Q} = \frac{t_{w}^{Q}}{\sum_{q_i \in Q} t_{q_i}^{Q}},
\]

where \( t_{w}^{Q} \) is the term frequency of \( w \) in \( Q \).

Here, \( M \) is the number of feedback documents as a hyper-parameter.
• $i_w$ is the inverse document frequency of $w$ in the whole documents collection:

$$i_w = \log\left(\frac{C}{C_w + 1}\right),$$

where $C$ is the number of documents in the whole collection and $C_w$ is the number of documents containing term $w$ in the whole collection.

• $n_w^{D_u}$ is the normalized term frequency of $w$ is a top-retrieved document $D_u$ [10]:

$$n_w^{D_u} = t_w^{D_u} \log\left(1 + \alpha \frac{\text{avg}_{\ell}}{D_u}\right),$$

where $\text{avg}_{\ell}$ is the average document length in the collection and $\alpha$ is a hyper-parameter.

Factor $v_Q^w$ and $n_w^{D_u}$ reflect the statistical information of term $w$ in query $Q$ and document $D_u$, while factor $i_w$ reports statistical information of $w$ in the whole collection. Equation 8 and Equation 10 consider the length of query and document in different ways. The reason is that queries have almost the same length which is much smaller than documents. This means a small change in length affects the terms in document much less than in query. Therefore, we use average documents length and log function in Equation 10 to estimate the normalized form.

After generating feature vectors from aforementioned statistical PRF information for each term, we perform supervised learning methods to learn and predict the importance of each word, with respect to the query. In our framework, we apply LambdaRank [25] because it is an effective learning to rank method with easy implementation. As stated earlier, other supervised learning methods can also be adopted in our framework without significant modifications.

2) LambdaRank

In PRF task, the objective is to improve the retrieval performance after expanding terms. For a specific query $Q$, we aim to improve NDCG by expanding word $w$ with the help of LambdaRank. Such the lift of NDCG after expanding term $w$ is denoted as $\Delta_{\text{NDCG}}$.

We apply a two-layer neural network to predict the probability of each term in candidate word set to expand as

$$P_{\text{lamda}}(w|Q) = \text{sigmoid}\left(\Theta_2 \cdot \text{relu}\left(\Theta_1 \cdot FV(w, Q) + b_1\right) + b_2\right).$$

The training process of LambdaRank in PRF is presented as follows. First, the candidate word set are categorized to a relevant word set and an irrelevant word set. Similar to the intuition of PRF, relevant word set consists of $N$ words that bring the largest NDCG promotion after expansion and irrelevant word set includes the rest. Then, a pair of words $(w_i, w_j)$ is selected, such that $w_i$ is selected from relevant word set randomly and $w_j$ is chosen from irrelevant word set randomly. That is to say, $\Delta_{\text{NDCG}}^{Q,w_i} > \Delta_{\text{NDCG}}^{Q,w_j}$. As discussed above, the main objective of PRF is to improve ranking performance of top-retrieved documents. Hence, we use $|\Delta_{\text{NDCG}}^{Q,w_i} - \Delta_{\text{NDCG}}^{Q,w_j}|$ to denote the difference of NDCG promotion when making different choices between $w_i$ and $w_j$. Similar to LambdaRank, we take such difference into consideration in the loss function as

$$L_{ij} = |\Delta_{\text{NDCG}}^{Q,w_i} - \Delta_{\text{NDCG}}^{Q,w_j}| \cdot \log\left(1 + e^{-\gamma(p_{\text{lamda}}(w_i|Q) - p_{\text{lamda}}(w_j|Q))}\right).$$

The importance of each term in the candidate word set from the aspect of statistics is defined as ranking score of this term by LambdaRank as

$$W_{\text{PRF}}(w|Q) = P_{\text{lamda}}(w|Q).$$

D. FINAL WORDS SELECTION

We incorporate the result of LambdaRank to the attention-based pointer network with linear interpolation as shown in Figure 3. The weight of term $w_i$ as for query $Q$ can be estimated by QA4PRF framework as

$$W(w_i|Q) = \gamma W_{\text{QA}}(w_i|Q) + (1 - \gamma) W_{\text{PRF}}(w_i|Q),$$

where $\gamma \in [0, 1]$ is a hyper-parameter to trade-off the additional part and the; attention-based pointer network. According to the weight $W(w_i|Q)$ of each term $w_i$, we sort terms in the candidate word set in descending order and select the top $N$ terms to expand.

As above mentioned, the query will be expanded by such $N$ terms. To achieve this goal, we define $P(w|Q)$ as the maximum likelihood estimate (MLE) of term $w$ with respect to query $Q$, such that $P(w|Q) = \text{term frequency of } w$. The query $Q$ is updated to $Q'$ by expanding term $w$ which selected by weight $W(w|Q)$ as

$$P(w|Q') = (1 - \beta)P(w|Q) + \beta P(w|E, Q),$$

where $\beta \in [0, 1]$ is feedback coefficient, a hyper-parameter to make a trade-off between the original query and the expansion terms. $P(w|E, Q)$ is the expansion score of term $w$ for

\footnote{Our work focuses on studying how to apply MRC framework to PRF task. We leave some more advanced issues, such as learning $\beta$ for individual terms, in future work.}
TABLE 2. Datasets statistics

| Dataset | #queries | #docs | avg doc length | #labels |
|---------|----------|-------|----------------|---------|
| TREC    | 250      | 174k  | 284            | 311k    |
| OGeek   | 68253    | 662k  | 3.18           | 750k    |
| Private | 19318    | 79k   | 2.82           | 417k    |

a specific query \( Q \). For convenience, we set \( P(w|E, Q) = 1 \) for \( N \) expansion terms and \( P(w|E, Q) = 0 \) for other words.

**IV. EXPERIMENTS**

In this section, we perform extensive experiments on three real-world datasets to evaluate our proposed framework. We aim to answer the following research questions (RQs):

- **RQ1**: How does QA4PRF perform as compared with the state-of-the-art PRF models?
- **RQ2**: How do several hyper-parameters (i.e., number of feedback documents, number of feedback terms, feedback coefficient and trade-off of QA) affect the performance of QA4PRF?
- **RQ3**: How do different components of QA4PRF (i.e., attention-based pointer network and LambdaRank) affect its performance?
- **RQ4**: Can our QA4PRF provide expansion results that are easy to interpret?

**A. EXPERIMENT SETUP**

1) Datasets

We conduct experiments on three real-world datasets, where two are public benchmarks and the other is private. TREC is an English benchmark dataset. We use the data from TREC robust track 2004 collection. The document collection is from TREC Disks 4 and 5. OGeek data comes from a sub-scenario of OPPO mobile search ranking optimization. This is a Chinese dataset with shorter document length (compared to TREC). Queries are entered by users when searching on mobiles. Documents only contain the title of each page. Private is collected from the user search logs in a mainstream App Store. Queries are entered by users when searching apps on mobiles. Each document is an app in the App Store.

To summarize, TREC is a dataset with full documents. The other two are collections with shorter document length. Detailed statistical information of these datasets is shown in Table 2. Following the previous works, we only use the title field in TREC to represent each query. All documents are tokenized and stemmed using stemmer with NLTK toolkit for TREC or Jieba for OGeek and Private. After that, punctuation and stopwords are removed in each document. In all experiments, FastText is used to generate initial word embeddings. The pre-trained embedding models can be downloaded from \( \text{https://fasttext.cc/docs/en/crawl-vectors.html} \). As for retrieval function, we utilize BM25, which is a simple yet effective ranking method in information retrieval. The hyper-parameters of BM25 are decided by cross validation on TREC. As mentioned above, documents in OGeek and Private are much shorter, so we splice top-\( M \) documents for more accurate results.

2) Baselines

As stated in [15, 34], the performance of word embedding (semantic-based) methods is not effective compared to statistical methods for pseudo relevance feedback. Therefore, we omit semantic-based methods in overall performance comparison, but include them in ablation study to compare their performance with attention-based pointer network of QA4PRF. To compare overall performance, we mainly include statistical and hybrid approaches, totally 11 baselines. We categorize such baselines into different classes, without going into details of how they work (the detailed discussion is presented in Section II).

- **NoPRF**: Retrieval by the original query without expansion.
- **Relevance-based models**: RM3 [6], RM4 [5] and RM3+ [7] (we choose the best model, which is represented as RM3+ in [7]).
- **Divergence-based models**: DMM [8] and MEDMM [9].
- **Information-based models**: LL [10], LL(pro) [11] and LL(ALL) [12].
- **Matrix factorization-based models**: MF [13].
- **Supervised learning-based models**: SVM [14] (we try to replace SVM by neural networks but it results in degrading the performance. Therefore, we only consider [14] as the baseline in the category).
- **Hybrid models**: RM-Embed [16] (we select the best performed model, represented as “RM-Cent” in [16]).

3) Parameter Setting

The number of feedback documents \( M \), the number of feedback terms \( N \), the feedback coefficient \( \beta \) and the trade-off of QA \( \gamma \) are fine-tuned via 5-fold cross validation. \( M \) and \( N \) are swept in the range \{5, 10, 20, ..., 100\}, respectively. \( \beta \) and \( \gamma \) are varied in the scope \{0, 0.05, 0.1, ..., 0.95, 1\}. For fair comparison, the hyper-parameters of baselines are also determined by cross validation.

4) Evaluation Metrics

To evaluate the performance, we leverage mean average precision (MAP), normalized discounted cumulative gain (NDCG) and precision of top-retrieved documents. For TREC, following previous works, we select top 1000 documents to evaluate MAP and NDCG, select top 20

---

7 Code for our experiments is available at \( \text{https://bit.ly/2yRvaFr} \)
8 \( \text{https://tianchi.aliyun.com/competition/entrance/231688/introduction} \)
9 \( \text{https://github.com/fxsjy/jieba} \)
documents to evaluate precision. However, for two datasets with shorter documents, OGeek and Private, we report MAP, NDCG and precision of top 5 documents.

To illustrate the robustness of models, we utilize robustness index (RI) \[ RI = \frac{n_+ - n_-}{|Q|}, \]
where \( n_+ \) represents the number of queries have better performance after query expansion and \( |Q| \) denotes the total number of test queries. Obviously, a higher RI means more robust.

Furthermore, the Wilcoxon signed-rank test [36] has been conducted to demonstrate that the differences between our proposed framework and the strongest baselines are significant.

**B. OVERALL PERFORMANCE (RQ1)**

In this subsection, we compare the performance of our proposed QA4PRF with several PRF baselines. Table 3 reports the overall performance of all models on three datasets, where underlined numbers are the best results of baselines and bold numbers indicate the best results of all models.

From Table 3, we can conclude that our proposed framework achieves the best performance in the three real-world datasets. Specifically, in these three datasets, compared with the best baseline, QA4PRF obtains the promotion with 0.42%, 1.09% and 1.66% in terms of NDCG (1.15%, 1.16% and 2.40% in terms of MAP, 4.12%, 0.89% and 1.58% in terms of precision), respectively. It demonstrates the superiority of our framework over baselines, in both English and Chinese datasets, with various lengths and numbers of documents. The wilcoxon signed-rank test shows that significant improvement over these metrics are achieved by our method. Besides, the results of RI demonstrate that our proposed QA4PRF is more robust than other baselines in most circumstances. Further, all the PRF models outperform NoPRF in the three datasets according to Table 3, which indicates the effectiveness of PRF methods by using the information in “pseudo” relevant documents for query expansion. Information-based models (such as LL, LL(pro), LL(ALL)) perform better than other baselines like relevance-based (e.g., RM3, RM4 and RM3+) and divergence-based (e.g., DMM and MEDMM) under most circumstances. Such findings are consistent with the results and claims in the previous studies [11, 12, 57].

Moreover, to further prove the effectiveness of our proposed QA4PRF, we divided queries of TREC into 5 categories (biology and medicine, legal theory, news, international relations, science and technology) according to the user’s intent. The specific query classification method is provided in the code. Table 4 shows the result of each category. It is obvious that, for most cases, QA4PRF has a 0.7% to 2.4% improvement in terms of MAP compared with the best baseline, except for category legal theory. Even in the query of legal theory category, our proposed model can get almost the same performance as the best baseline. Such results illustrate the superiority of our proposed QA4PRF over baselines for diversified queries.

In addition, to study how QA4PRF performs, we present the training loss, testing loss and testing performance (MAP@1000) in each iteration on TREC in Figure 4. Specifically, Figure 4(a) shows the training process of attention-based pointer network for the first test set in cross validation, while that of LambdaRank is displayed in Figure 4(b). For both methods, we report the best parameter settings. It is obvious that both methods achieve stable performance after about 7 iterations. Extensive studies of these two methods are in Section V-D.

**C. HYPER-PARAMETER STUDY (RQ2)**

Our proposed QA4PRF has several key hyper-parameters which may affect the performance of framework, i.e., (i) number of feedback documents \( M \), (ii) number of feedback terms \( N \), (iii) feedback coefficient \( \beta \) and (iv) trade-off \( \gamma \) between the attention-based pointer network (QA aspect) and LambdaRank (statistical PRF aspect). In this subsection, to study the impact of these hyper-parameters on our proposed framework, we tune one of them while fixing the others.

Specifically, we set the number of feedback documents \( M \) (in Section III-C) as 10 and the number of feedback terms \( N \) (in Section III-D) as 60 which are common settings in the existing PRF methods. For the feedback coefficient \( \beta \) (in Equation 15) and trade-off \( \gamma \) (in Equation 14), we fix them as 0.1 and 0.5 by cross validation. Figure 5 presents the experiment results of hyper-parameter study in terms of MAP in TREC dataset. For each hyper-parameter, we have the following observations.

- **Number of feedback documents \( M \):** The proposed framework performs better when \( M \) is enlarged from 5 to 10. The best performance is achieved when \( M = 10 \). When \( M \) is larger than 10, the performance of the model keeps dropping as \( M \) increases from 10 to 100. This rising-falling phenomenon on the performance is reasonable. When more feedback documents are considered, more terms are included in the candidate word set, so that the chance of expanding query with useful terms is larger, which leads to performance improvement. However, involving too many documents introduces noisy words in the candidate word set, which results in expanding query with useless terms and therefore worse performance.
TABLE 3. Overall performance on three datasets

| Method     | TREC NDCG | TREC MAP | TREC P@20 | OGeek NDCG | OGeek MAP | OGeek P@5 | Private NDCG | Private MAP | Private P@5 | Private RI |
|------------|-----------|---------|-----------|------------|----------|----------|-------------|------------|-------------|------------|
| No PRF     | 0.6084    | 0.2467  | 0.3309    | -          | 0.2119   | 0.1678   | 0.0696      | -          | 0.5920      | 0.3551 | 0.4320 |
| RM3        | 0.6348    | 0.2884  | 0.3530    | 0.29       | 0.2255   | 0.1764   | 0.0754      | 0.03       | 0.6052      | 0.3693 | 0.4461 | 0.09 |
| RM4        | 0.6339    | 0.2850  | 0.3490    | 0.27       | 0.2591   | 0.1983   | 0.0893      | **0.12**   | 0.6043      | 0.3669 | 0.4436 | 0.05 |
| RM3*       | 0.6379    | 0.2929  | 0.3420    | 0.25       | 0.2450   | 0.1891   | 0.0834      | 0.09       | 0.6050      | 0.3689 | 0.4463 | 0.07 |
| DMM        | 0.6236    | 0.2716  | 0.3514    | 0.35       | 0.2619   | 0.2012   | 0.0899      | 0.05       | 0.6053      | 0.3723 | 0.4459 | 0.09 |
| MEDMM      | 0.6272    | 0.2747  | 0.3486    | 0.37       | 0.2630   | 0.2020   | 0.0902      | 0.05       | 0.6080      | 0.3732 | 0.4482 | 0.09 |
| LL         | 0.6373    | 0.2860  | 0.3445    | 0.20       | 0.2651   | 0.2083   | 0.0892      | 0.10       | 0.6154      | 0.3785 | 0.4533 | 0.11 |
| LL(pro)    | 0.6379    | 0.2880  | 0.3444    | 0.17       | 0.2661   | 0.2071   | 0.0896      | 0.10       | 0.6149      | 0.3790 | 0.4557 | 0.08 |
| L(ALL)     | 0.6419    | 0.2956  | 0.3336    | 0.20       | 0.2466   | 0.1914   | 0.0834      | **0.12**   | 0.6089      | 0.3714 | 0.4460 | 0.09 |
| MF         | 0.6203    | 0.2623  | 0.3428    | 0.33       | 0.2238   | 0.1752   | 0.0747      | 0.03       | 0.5930      | 0.3556 | 0.4342 | 0.01 |
| RM-Embed   | 0.6380    | 0.2901  | 0.3504    | 0.29       | 0.2421   | 0.1874   | 0.0821      | 0.06       | 0.6131      | 0.3766 | 0.4513 | 0.10 |
| SVM        | 0.6296    | 0.2784  | 0.3542    | 0.31       | 0.2433   | 0.1884   | 0.0825      | 0.06       | 0.6039      | 0.3667 | 0.4437 | 0.02 |
| QA4PRF     | **0.6446**| **0.2990**| **0.3688**| **0.43** | **0.2690**| **0.2095**| **0.0910**  | **0.11**   | **0.6256**  | **0.3881**| **0.4629**| **0.13** |
| Rel. Impr. | 0.42%     | 1.15%   | 4.12%     | -         | 1.09%    | 1.16%    | 0.89%       | -         | 1.66%       | 2.40%  | 1.58%  | -    |

* indicates statistically significant improvements (measured by Wilcoxon signed-rank test at $p < 0.05$) over all the baselines.

“Rel. Impr.” presents the relative improvement of our proposed method over the best baseline; “P@k” represents the precision of top $k$ documents.

TABLE 4. MAP value of diverse categories of queries in TREC

| Method      | TREC | Bio | Leg | New | Int | Sci |
|-------------|------|-----|-----|-----|-----|-----|
| #queries    | 24%  | 16.4% | 24.8% | 11.6% | 23.2% |
| No PRF      | 0.2693 | 0.2540 | 0.2469 | 0.2084 | 0.2345 |
| RM3*        | 0.3021 | 0.2891 | 0.2978 | 0.2792 | 0.2798 |
| MEDMM       | 0.2855 | 0.2706 | 0.2754 | 0.2455 | 0.2690 |
| LL(ALL)     | 0.3998 | **0.3072** | 0.3007 | 0.2809 | 0.2821 |
| SVM         | 0.2898 | 0.2791 | 0.2803 | 0.2605 | 0.2706 |
| QA4PRF      | **0.3093** | 0.3066 | **0.3028** | **0.2858** | **0.2856** |

- **Number of feedback terms $N$:** As shown in Figure 5(b), the MAP trend with the number of feedback terms is rising-falling, which reaches its peak when $N = 60$. Expanding more terms increases the chance of formulating useful queries to fit user intent, which helps to boost the performance. However, expanding too many terms results in adding noise to the query and mismatching with user intent, so that the performance is degrading.

- **Feedback coefficient $\beta$:** $\beta$ shows the trade-off between original query and expansion terms. As can be observed in Figure 5(c), the framework obtains the best performance when $\beta = 0.1$ and the worst performance when $\beta = 0$. Note that $\beta = 0$ is actually the ranking without query expansion, namely, NoPRF. It validates the effectiveness of query expansion with PRF, which is consistent with an observation in Section IV-B. When $\beta > 0.1$, MAP value drops slowly, which indicates that the PRF model can help improve retrieval efficiency of the original query, but can not completely replace the original query (i.e., $\beta = 1$).

- **Trade-off $\gamma$:** $\gamma$ shows the balance between attention-based pointer network (QA module) and LambdaRank (statistical PRF). It is obvious that the best performance is achieved when $\gamma = 0.5$, which validates that it is effective to considering semantic QA and statistical PRF information simultaneously.

D. ABLATION STUDY (RQ3)

In QA4PRF, there are two components may affect the framework performance: *attention-based pointer network* (in Section III-B) which formulates PRF as a QA task and *LambdaRank* (in Section III-C) which leverages statistical PRF information to enhance the performance. In this subsection, to study the effectiveness of each component, we evaluate the performance of these two components, compared with state-
of-the-art baselines over TREC dataset.

To demonstrate the superiority of attention-based pointer network, several state-of-the-art semantic-based approaches are chosen as baselines, such as Cent, CombSUM, CombMNZ, CombMAX in [16] and kNN-embed in [15]. Besides, we also contain a QA baseline, QANet [20], which performs better than other MRC framework. To validate the effectiveness of LambdaRank, RM3+, MEDMM, LL(ALL) and SVM are selected as baselines from the ones described in Section IV-A as they are the best performed ones. The performance comparison is presented in Table 5 and Table 6, respectively.

One can observe that Attention-based pointer network (referred as “Atten-pointer” in Table 5) is performed to capture contextual interaction information among long word sequence. The results in Table 5 show that such a network achieves much better performance for expanding query than semantic-based baselines. Such results show potential for other QA techniques in PRF task. Compared to QANet, a strong baseline in QA, our attention-based pointer network also gets better performance. This indicates that our model is more suitable for PRF tasks than general QA models.

LambdaRank is used to learn the importance of each term based on feature vectors from the aspect of statistics. The results in Table 6 show that LambdaRank outperforms all the baselines in terms of NDCG, MAP and precision. Such results demonstrate the effectiveness of our statistical PRF component, compared to the state-of-the-art statistical approaches. Furthermore, as two supervised learning models, the comparison with SVM shows the superiority of applying LambdaRank, which also indicates the potential of trying other learning to rank models in statistical PRF part. Compared with semantic PRF approaches, the effectiveness of statistical methods is slightly superior in terms of NDCG and MAP. This observation is consistent with the findings in [34].

From the above two observations, it can be concluded that solving PRF problem with QA techniques can bring considerable improvement. Incorporating statistical PRF information, at the meantime, to a certain extent can effectively enhance the improvement of our framework.

TABLE 5. Effectiveness of attention-based pointer net

| Method         | TREC    | NDCG | MAP   | P@20  | RI  |
|----------------|---------|------|-------|-------|-----|
| NoPRF          |         | 0.6084 | 0.2467 | 0.3309 | -   |
| Cent           |         | 0.6241 | 0.2606 | 0.3355 | 0.19|
| CombSUM        |         | 0.6251 | 0.2596 | 0.3329 | 0.17|
| CombMNZ        |         | 0.6243 | 0.2564 | 0.3331 | 0.14|
| CombMAX        |         | 0.6206 | 0.2554 | 0.3313 | 0.11|
| kNN-embed      |         | 0.6181 | 0.2557 | 0.3343 | 0.25|
| QANet          |         | 0.6307 | 0.2800 | 0.3586 | 0.34|
| Atten-pointer  |         | 0.6418 | 0.2943 | 0.3648 | 0.36|

TABLE 6. Effectiveness of LambdaRank

| Method     | TREC    | NDCG | MAP   | P@20  | RI  |
|------------|---------|------|-------|-------|-----|
| NoPRF      |         | 0.6084 | 0.2467 | 0.3309 | -   |
| RM3+       |         | 0.6379 | 0.2929 | 0.3420 | 0.25|
| MEDMM      |         | 0.6272 | 0.2747 | 0.3486 | 0.37|
| LL(ALL)    |         | 0.6419 | 0.2956 | 0.3536 | 0.20|
| SVM        |         | 0.6296 | 0.2784 | 0.3542 | 0.31|
| LambdaRank |         | 0.6428 | 0.2961 | 0.3587 | 0.39|

E. CASE STUDY (RQ4)

To take a deep look into the characterization of selected terms by QA4PRF, we randomly pick two queries from TREC dataset and present the results of LL(ALL) and QA4PRF in Table 7. Terms in this section are all shown with their stemmers which has been discussed in Section IV-A.

Table 7 shows top 20 expansion terms selected by LL(ALL) and QA4PRF respectively. Bold terms indicate the different terms selected by such two methods. As can be observed, both LL(ALL) and QA4PRF can provide several different terms between LL(ALL) and QA4PRF.
To study such different selected terms by the two methods quantitatively, we take the query “Modern Slavery” as an example and show the term frequency and MAP promotion of top 20 terms which selected by LL(ALL) and QA4PRF respectively in Figure 6. Each square in Figure 6 represents a term in Table 7. The expansion terms are arranged in descending order from left to right and top to bottom according to the score given by each model, corresponding to Table 7. Red squares highlight the different terms between two methods. Term frequency of a word is the total number of its occurrences in top 10 documents. It is obvious that LL(ALL) selects expansion terms with higher term frequency, compared to QA4PRF. According to the comparison of MAP promotion based on two models, we can see that, even though QA4PRF selects 5 different terms with less term frequency, such 5 terms lead to much better MAP improvement, compared to the ones selected by LL(ALL). This is achieved by managing to understand the content of top-retrieved documents to find expansion terms by QA4PRF.

V. CONCLUSION

In this work, we formulate pseudo relevance feedback (PRF) as a question answering (QA) task and propose a novel QA4-based framework for PRF called QA4PRF to utilize contextual information in documents, where the objective is to find some proper terms to expand the original query by utilizing contextual information. In QA4PRF framework, an attention-based pointer network is utilized to understand the top-retrieved documents in a human-interpretable way. Such a network is efficient and effective in capturing contextual interaction information among long word sequences in machine reading comprehension. Besides, we find that incorporating the traditional supervised learning methods, such as LambdaRank to make use of statistical PRF information further enhancing the performance of QA4PRF framework. Extensive experiments over three real-world datasets demonstrate that QA4PRF framework significantly outperforms all state-of-the-art PRF models.

For future work, we plan to investigate reinforcement learning solutions to perform multi-step query reformulation in (pseudo) relevance feedback scenarios. In addition, extending QA4PRF for query reformulation in sponsored search would be the potential to improve the platform revenue when considering the auction competitiveness of each candidate term.
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