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Abstract—The exponent increase in the use of online information systems triggered the demand of secure networks so that any intrusion can be detected and aborted. Intrusion detection is considered as one of the emerging research areas now days. This paper presents a machine learning based classification framework to detect the Denial of Service (DoS) attacks. The framework consists of five stages, including: 1) selection of the relevant Dataset, 2) Data pre-processing, 3) Feature Selection, 4) Detection, and 5) reflection of Results. The feature selection stage incudes the Decision Tree (DT) classifier as subset evaluator with four well known selection techniques including: Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Best First (BF), and Rank Search (RS). Moreover, for detection, Decision Tree (DT) is used with bagging technique. Proposed framework is compared with 10 widely used classification techniques including Naï ve Bayes (NB), Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), K-Nearest Neighbor (kNN), Decision Tree (DT), Radial Basis Function (RBF), One Rule (OneR), PART, Bayesian Network (BN) and Random Tree (RT). A part of NSL-KDD dataset related to Denial of Service attack is used for experiments and performance is evaluated by using various accuracy measures including: Precision, Recall, F measure, FP rate, Accuracy, MCC, and ROC. The results reflected that the proposed framework outperformed all other classifiers.

Index Terms—Intrusion Detection, DoS Attacks, Denial of Service Attacks, Network Intrusion Detection, Machine learning, Classification, Feature Selection.

I. INTRODUCTION

There is an exponent increase in the demand of secure networks due to the modern digital era where everything is shifting on online information systems [23], [26]. Intrusion detection from the network traffic data is one of the emerging research areas now days. The Intrusion Detection System (IDS) aims to detect the abnormal flow of data in network and notifies in case of any threat [9,10]. This research introduced a classification framework using feature selection and machine learning technique to detect the Denial of Service (DoS) attacks. The proposed framework consists of five stages: 1) Dataset selection, 2) Data pre-processing, 3) Feature Selection, 4) Detection, and 5) reflection of Results. To detect any intrusion, the IDS has to process a large amount of network data which consists of too many features/attributes [24], this problem is known as curse of dimensionality [25]. However not all the attributes equally participate in detection process and some non-related features can even decrease the performance of IDS. Due to this reason a feature selection process is needed to select an optimum subset of features which can improve the performance of intrusion detection process [27]. In the proposed classification framework optimum subset of features is selected by feature selection stage where Decision Tree is used as wrapper subset evaluator with four widely used search methods including: Genetic Algorithm, Particle Swarm Optimization, Best First, and Rank Search. 10 % of the preprocessed data is given as input training data to the subset evaluator. The extracted subsets of features are then further analyzed with Decision Tree (DT) classifier by using 90% of remaining preprocessed data. Nine ratios of training and test data (10:90 – 90:10) are used to extract the average accuracy of each feature-subset. Feature subset with the highest average accuracy is selected for the detection stage where Bagging is used along with DT to detect that whether the system is under attack or not. The performance of proposed framework is compared with 10 widely used supervised classifiers including: Naï ve Bayes (NB), Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), K-Nearest Neighbor (kNN), Decision Tree (DT), Radial Basis Function (RBF), One Rule (OneR), PART, Bayesian Network and Random Tree. Supervised machine learning techniques need the pre-classified data (training data) for training where these techniques make rules to classify the unseen data (test data) [1,2,3,4,5,6], [21,22]. This research used a portion of NSL-KDD dataset, which is related to Denial of Service attacks and performance is evaluated by using various accuracy measures including: Precision, Recall, F measure, FP rate, Accuracy, MCC, and ROC.

II. RELATED WORK

Many researchers have been working to improve the
accuracy of intrusion detection systems since last two decades. Some of the selected studies are discussed here. In [11], the researchers proposed D-FAC, an anomaly based distributed defense system. The proposed system detects the DDoS attacks and also reduces the impact. The system works by differentiating the genuine network traffic from DDoS attacks by using $\lambda$-divergence metric, which is based on information theory. In experiments, the proposed system performed better in terms of Classification Rate, Detection Accuracy, False Positive Rate, Precision and F-measure. Researchers in [12] proposed a technique to detect spoofed and non-spoofed DDoS attacks and also differentiated those attacks from flash crowds. For accurate detection, the proposed system implemented the source address entropy and traffic cluster entropy. The performance of proposed system is evaluated by using NS-2 simulations on Ubuntu platform with the accuracy measures of Detection Rate and False Positive Rate. Researchers in [13] proposed an Artificial Neural Network (ANN) based technique to detect and mitigate the TCP; UDP and ICMP DDoS attacks in real-time environments. ANN is used to extract the hidden features, which differentiate the normal traffic from DDoS attack. The proposed approach performed better as compared to other approaches such as signature-based techniques. In [14], the researchers proposed a method to differentiate the normal network traffic flow from DDoS attacks. When the proposed system detects an attack, a quarantine server separates the genuine users by using three access characteristics including (1) ‘user follows links’, (2) ‘sender accessed a popular page’, and (3) ‘the sender’s current average transmission interval’. The experiments validated that the proposed approach differentiated the normal traffic flow from attacks effectively. Researchers in [15] empirically evaluated the ability of several major information metrics to detect low rate and high rate DDoS attacks. For experiment, the researchers used ‘MIT Lincoln Laboratory’, ‘CAIDA’ and ‘TUIDS’ DDoS datasets and reflected the effectiveness of each of the used metric on detection. Researchers in [16] have used an approach to investigate the effectiveness of several web service frameworks that how well equipped they are to handle DoS attacks. The proposed approach aims to execute a large number of famous DoS attacks against a particular framework and then observe the way that framework classifies those attacks. According to results, four out of six frameworks are weak and vulnerable against at least one type of DoS attack, which reflects that many platforms including the popular ones require an urgent security improvements. Researchers in [17], presented a classification system for public clouds to detect and prevent DDoS TCP flood attacks. The proposed approach classifies the incoming packets and provides the security for the stored records. In detection phase, the system recognizes whether the incoming packet is from genuine user or from attacker. In prevention phase, the packets which are classified as abnormal are denied and the source IP address is considered as banned. In [18], the researchers have proposed a traceback method, based on entropy variations to detect DDoS. The proposed methods is different from other available traceback methods as it provides various advantages, such as it is: efficiently scalable, memory non-intensive, independent of the traffic attack patterns and robust for packet pollution. In [19], the authors have presented a puppet attack, a new DOS attack which can cause the denial of service in an AMI network. In this attack, any node can be selected by the intruder as a puppet node where he can send attack packets, that puppet node can further send the attack packets to the network and consumes its bandwidth and energy which makes the packet delivery rate slow. The authors have also proposed a detection and prevention system for this attack type. In [20], the authors proposed a technique to detect DDoS attacks by using a fuzzy estimator which measures the packet inter arrival times. The proposed approach worked on two problems: detection of attacks and identification of the IP address which generates the attacks.

III. MATERIALS AND METHODS

This research proposes a feature selection based classification framework to detect the DoS attacks.

---

**Fig. 1. Proposed Classification Framework.**

---
The proposed framework (Fig. 1) consists of five stages including: 1) Dataset selection, 2) Data preprocessing, 3) Feature Selection, 4) Detection, and 5) reflection of Results.

A. Dataset

The first stage deals with the extraction of relevant dataset. The dataset used in this research is available at [28] which is taken from a modified version of NSL KDD dataset [29, 30] whereas the original NSL KDD dataset was discussed in detail by [31]. The used dataset consists of 1 dependent and 41 independent features (Table 1). The dependent feature is known as output/target class and consists of either two values: ‘1 or 0’. ‘1’ reflects that the network data is abnormal (attack) and ‘0’ reflects the normal situation means ‘no attack’. The dependent feature is predicted on the basis of independent features. To analyze the performance of proposed framework, the target class is included in the dataset along with other variables so that the output results can be compared with these known values. The performance is measured in terms of various parameters such as: Precision, Recall, F measure, FP rate, Accuracy, MCC, and ROC.

| # | Description | # | Description | # | Description |
|---|-------------|---|-------------|---|-------------|
| 1 | duration | 12 | su_attempted | 23 | srv_serror_rate | 34 | dst_host_srv_diff_host_rate |
| 2 | srs_bytes | 13 | num_root | 24 | rerror_rate | 35 | dst_host_serror_rate |
| 3 | dst_bytes | 14 | num_file_creations | 25 | srv_serror_rate | 36 | dst_host_srv_serror_rate |
| 4 | Land | 15 | num_shells | 26 | same_srv_rate | 37 | dst_host_rate |
| 5 | wrong_fragment | 16 | num_access_files | 27 | diff_srv_rate | 38 | dst_host_srv_serror_rate |
| 6 | urgent | 17 | num_outbound_cmds | 28 | srv_diff_host_rate | 39 | protocol_type |
| 7 | hot | 18 | is_host_login | 29 | dst_host_count | 40 | service |
| 8 | num_failed_logins | 19 | is_guest_login | 30 | dst_host_srv_count | 41 | flag |
| 9 | logged_in | 20 | count | 31 | dst_host_same_srv_rate |
| 10 | num_compromised | 21 | srv_count | 32 | dst_host_diff_srv_rate |
| 11 | root_shell | 22 | serror_rate | 33 | dst_host_same_src_port_rate |

B. Data Pre-Processing

Pre-processing is the second stage of proposed framework which deals with the cleaning and normalization of data. This stage facilitates the classification algorithms to bring effective results in minimum time by providing the standard and smooth data. Cleaning process works by replacing the missing values in any attribute by using an average mechanism. In this method, sum of all the values of selected features is divided by the number of total samples. On the other hand, the normalization process deals with the noisy values and keeps the feature values within a particular interval (-1 and 1).

C. Feature Selection

Feature selection is the third and the most important stage of classification framework which deals with the selection of an optimum set of features for effective results. This part of the proposed framework is inspired from [36]. It has been observed that in any dataset only few of the independent features can predict the target class effectively and remaining features do not participate well and even can reduce the performance of classifier if not removed. This stage is further divided into three sub stages. First sub stage starts by receiving the clean and normalized data, which is then divided into 2 subsets with 90% and 10% data. In second sub stage, feature selection is performed in which, Decision Tree is used in wrapper subset evaluator along with 4 widely used search techniques: Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Best First (BF), and Rank Search (RS). The subset with 10% clean and normalized data is used as input for this task. After this process, four subsets of features from the total 41 are extracted as shown in Table 2. In third sub stage, accuracy evaluation task is performed by using Decision Tree with each of the feature subset (selected by feature selection techniques: GA, PSO, BF, and RS).

In this task the second subset with 90% of clean and normalized data is used along with 9 proportions of training and test data (training data : test data) as shown in Table 3.

Table 2. Feature Subsets

| FS Technique | Selected Attributes | No of Attributes |
|--------------|--------------------|-----------------|
| Genetic Algorithm | 2,3,5,6,7,8,9,12,14,19,20,23,24,26,27,29,31,34,35,36,40 | 21 |
| Particle Swarm Optimization | 2,3,4,9,14,20,21,27,28,29,40,41 | 12 |
| Best First Search | 2,20,31,33,40,41 | 6 |
| Rank Search | 1,2,3,5,7,8,10,11,13,16,19,22,23,24,25,26,27,28,29,32,33,34,35,36,37,38,39,40,41 | 29 |

These proportions are used for two reasons, 1) to analyze the performance dependency on the size of training data, 2) to get the average accuracy of all 9 ratios for each of the feature subset so that the feature subset with higher average accuracy can be selected for detection stage.
Feature subset selected by RS reflected the highest average accuracy and is selected for detection stage.

D. Detection

Detection stage deals with the classification process in which Decision Tree is used along with Bagging. Complete dataset (cleaned and normalized) which was the output of Pre-processing phase is used as input in detection stage with 70:30 ratio of training and test data. The no of seed was increased to 3 in parameter optimization window of Bagging in Weka tool.

E. Results

It is the last stage of the proposed framework and deals with the identification of data instances with the situation of ‘Attack’ or ‘Normal’. This stage thoroughly discussed in the next section. This study used Weka 3.8 for the experiments and simulations. Weka is one of the widely used data mining tool which is developed in Java language at the University of Waikato, New Zealand. It is widely accepted among students and researchers due to its portability, easy to use GUI and General Public License.

IV. RESULTS AND DISCUSSION

This section discusses the results of proposed framework. Performance is evaluated by using various accuracy measures generated from confusion matrix (Fig. 2).

![Confusion Matrix](image)

Fig.2. Confusion Matrix

The confusion matrix consists of various parameters which are as follows:
- True Positive (TP): ‘Instances which are actually positive and also classified as positive’.
- False Positive (FP): ‘Instances which are actually negative but classified as positive’.
- False Negative (FN): ‘Instances which are actually positive but classified as negative’.
- True Negative (TN): ‘Instances which are actually negative and also classified as negative’.

The performance of the proposed framework is evaluated through following measures: Precision, Recall, F measure, FP rate, Accuracy, MCC, and ROC.

Precision is the ratio of True Positive (TP) instances with respect to total number of modules, classified as positive [32, 33].

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (1)
\]

Recall is the ratio of True Positive (TP) instances with respect to the total number of instances which are actually positive [32, 33].

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (2)
\]

F-measure provides the average of Precision & Recall [32-33].

\[
\text{F-measure} = \frac{\text{Precision} \times \text{Recall} \times 2}{\text{Precision} + \text{Recall}} \quad (3)
\]

False Positive Rate (FP rate), which is also known as the False Alarm Rate, is calculated as follows [7],

\[
\text{FP Rate} = \frac{FP}{TN + FP} \quad (4)
\]

Mathew’s Correlation Coefficient (MCC) is also considered as one of the widely used performance measure. It is defined as the ratio between the observed and predicted binary classifications [7], [33, 34].

\[
\text{MCC} = \frac{TN \times TP - FN \times FP}{\sqrt{(FP + TP)(FN + TP)(TN + FP)(TN + FN)}} \quad (5)
\]
Accuracy is considered as the measurement rate of correct classification. It is the ratio of correctly classified modules to all modules [32, 34].

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

The area under the ROC curve (AUC) is a measure of how well a parameter can distinguish between two classes (attack/normal) [8], [35].

\[
AUC = \frac{1 + TP_r - FP_r}{2}
\]  

During experiments, besides the proposed framework, we have also used other widely used classifiers and performed a detailed comparison in terms of Precision, Recall, F measure and FP rate, in Table 4. It can be seen that the proposed classification framework outperformed all other classifiers in both the classes (Normal, Attack).

| Classifier | Class | Precision | Recall | F-Measure | FP Rate |
|------------|-------|-----------|--------|-----------|---------|
| NB         | Normal | 0.894     | 0.938  | 0.916     | 0.123   |
|            | Attack | 0.927     | 0.877  | 0.902     | 0.062   |
| SVM        | Normal | 0.966     | 0.982  | 0.974     | 0.038   |
|            | Attack | 0.980     | 0.962  | 0.971     | 0.018   |
| MLP        | Normal | 0.971     | 0.990  | 0.980     | 0.032   |
|            | Attack | 0.988     | 0.968  | 0.978     | 0.010   |
| kNN        | Normal | 0.995     | 0.995  | 0.995     | 0.006   |
|            | Attack | 0.994     | 0.994  | 0.994     | 0.005   |
| DT         | Normal | 0.997     | 0.995  | 0.996     | 0.003   |
|            | Attack | 0.994     | 0.997  | 0.996     | 0.005   |
| RBF        | Normal | 0.968     | 0.988  | 0.978     | 0.036   |
|            | Attack | 0.987     | 0.964  | 0.976     | 0.012   |
| OneR       | Normal | 0.993     | 0.941  | 0.966     | 0.007   |
|            | Attack | 0.958     | 0.993  | 0.965     | 0.059   |
| PART       | Normal | 0.996     | 0.997  | 0.996     | 0.005   |
|            | Attack | 0.997     | 0.995  | 0.996     | 0.003   |
| BN         | Normal | 0.952     | 0.988  | 0.969     | 0.056   |
|            | Attack | 0.986     | 0.944  | 0.965     | 0.012   |
| RT         | Normal | 0.996     | 0.996  | 0.996     | 0.005   |
|            | Attack | 0.996     | 0.995  | 0.996     | 0.004   |
| Proposed Bagging-DT | Normal | 0.997 | 0.997 | 0.997 | 0.003 |
|            | Attack | 0.996 | 0.997 | 0.997 | 0.004 |

Other performance measures such as: ROC, Accuracy and MCC are compared in Fig 3, Fig 4, and Fig 5 respectively. It can be seen that the proposed framework outperformed all other classifiers in each of these measures.
V. CONCLUSION AND FUTURE WORK

Network intrusion detection is considered as one of the emerging research areas in the domain of network security. Intrusion detection systems aim to identify the user’s activity in the network as normal or strange (intrusion) and then respond accordingly. This research presented a classification framework by using feature selection and machine learning techniques. The proposed framework aimed to detect the Denial of Service (DoS) attacks in the network. Decision Tree (DT) in feature selection module worked as subset evaluator with four search methods including Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Best First (BF), and Rank Search (RS). To extract the average accuracy of each feature subset, nine ratios of training and test data (10:90 – 90:10) are used and then the feature subset with the highest average accuracy is selected for the detection stage where Bagging is used with DT for classification. For experiment, a portion of modified NSL-KDD dataset is used and performance is evaluated by using various accuracy measures including: Precision, Recall, F measure, FP rate, Accuracy, MCC, and ROC. The performance of proposed framework is compared with 10 widely used classification techniques including Naive Bayes (NB), Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), K-Nearest Neighbor (kNN), Decision Tree (DT), Radial Basis Function (RBF), One Rule (OneR), PART, Bayesian Network and Random Tree. According to results, the proposed framework outperformed all other classifiers in each accuracy measure. This research used a small portion NSL-KDD dataset so the results of proposed framework on the complete dataset can be different. Moreover, It is suggested for future work that the proposed classification framework should be used with different datasets so that its effectiveness can be analyzed.
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