Measuring complete quantum states with a single observable
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Experimental determination of an unknown quantum state usually requires several incompatible measurements. However, it is also possible to determine the full quantum state from a single, repeated measurement. For this purpose, the quantum system whose state is to be determined is first coupled to a second quantum system (the “assistant”) in such a way that part of the information in the quantum state is transferred to the assistant. The actual measurement is then performed on the enlarged system including the original system and the assistant. We discuss in detail the requirements of this procedure and experimentally implement it on a simple quantum system consisting of nuclear spins.
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I. INTRODUCTION

Given the state of a quantum system, one is able to calculate the results of any measurement performed on that system. However, to determine the state from the results of measurements, one usually has to perform different measurements that are not mutually compatible, using non-commuting observables. This issue is sometimes referred to as the "Pauli problem", since Pauli discussed it in 1933. Since then, interest in this issue has continued, as it touches the fundamentals of quantum mechanics. More recently, it was also found to be of practical importance in quantum communication, e.g., in quantum cryptography and quantum key distribution.

If we consider an ensemble $S$ of $N$-level systems, its quantum state is described by a density matrix $\hat{\rho}$ in a $N$-dimensional Hilbert space, which requires $N^2 - 1$ real parameters for its complete specification. These parameters can be determined experimentally from the outcomes of a series of different measurements on identically prepared ensembles. Since quantum mechanical measurements with an observable $\hat{\Omega}$ with the spectral decomposition $\hat{\Omega} = \sum_{\omega=1}^{N} \varpi_\omega \hat{P}_\omega$ generate at most $N - 1$ independent probabilities, at least $(N^2 - 1)/(N - 1) = N + 1$ measurements with noncommuting observables are required to fully determine the unknown state $\hat{\rho}$.

Techniques for the reconstruction of the complete quantum state from a series of measurements are commonly referred to as “quantum state tomography”. Different versions of such techniques have been proposed, with the goal of obtaining the best possible information about the unknown state while using the smallest possible number of measurements. Since the number of measurements must be at least $N + 1$, the task is thus to determine an optimal set of $N + 1$ observables (e.g., $\hat{\sigma}_x^2$). A solution to this problem was given by Wooters and Fields: They found that the observables should be chosen such that their basis states are evenly distributed through Hilbert space (“mutually unbiased”). This choice assures that the data redundancy is minimized and the information content is maximized.

As the simplest example, we consider the state of a spin $1/2$. Its density operator can be written in the form $\hat{\rho} = \frac{1}{2}(1 + \vec{s} \cdot \vec{\sigma})$, where $\vec{\sigma}$ are the Pauli operators and $\vec{s}$ is a dimensionless vector of length $\leq 1$ that specifies the position of the state in the Bloch sphere.

The simplest approach to determine this state consists of measuring the spin components along the $x$, $y$, and $z$-axes, yielding 6 possible measurement outcomes (see Fig. 1a). A minimal set of measurements only requires four such probabilities. They may be chosen as the probabilities for measuring the spin operator components in four directions that are oriented like the face normals of a tetrahedron.

While these approaches all require a combination of measurements with incompatible observables, it is also possible to obtain the complete state information from a single measurement performed on a larger Hilbert space, provided the state information is first redistributed into this extended space. Allahverdyan et al. showed that it is possible to estimate the expectation values of all observables of a quantum system by measuring only a single “universal” observable on an extended Hilbert space. In the Hilbert space of the quantum system, the reduced operator of this “universal observable” constitutes a minimal informationally complete positive operator-valued measurement. Du et al. demonstrated an experimental example on this.

The possibility of obtaining the full quantum state information from a single measurement appears highly attractive and may well have practical advantages since it...
The system Hamiltonian can then be written as

\[ H = B_1 \hat{S}_z^1 + B_2 \hat{S}_z^2 + J_x \hat{S}_z^1 \hat{S}_z^2 + J_y \hat{S}_y^1 \hat{S}_y^2 + J_z \hat{S}_z^1 \hat{S}_z^2, \]

where \( \hat{S}_k^\nu = \frac{1}{2} \sigma_k^\nu (\nu = x, y, z) \) denotes the local spin operator for qubit \( k \). The \( B_k \)s are the strengths of the external magnetic fields (along the \( z \) axis) acting on qubit \( k \), and the \( J_{\nu,s} \)s are the Heisenberg exchange constants.

For arbitrary \( J_\nu \), this is often called the anisotropic Heisenberg XYZ model. Some special cases are:

- \( \text{XXX (or isotropic Heisenberg): } J_x = J_y = J_z \)
- \( \text{XXZ: } J_x = J_y \neq J_z \)
- \( \text{XY: } J_z = 0 \)
- \( \text{XZ: } J_y = 0 \)
- \( \text{Heisenberg-Ising: } J_x = J_y = 0 \)

\( J_\nu > 0 \) and \( J_\nu < 0 \) correspond to the antiferromagnetic and ferromagnetic cases, respectively. In many solid-state systems, the coupling constants \( J_\nu \) can be tuned by external fields and many proposals for solid-state quantum information processors rely on their tunability.

The Hamiltonian of Eq (1) splits into three mutually commuting parts,

\[ \hat{H} = \hat{H}_z + \hat{H}_0 + \hat{H}_2 \]  

where

\[ \hat{H}_z = J_z \hat{S}_z^1 \hat{S}_z^2 \]

\[ \hat{H}_0 = B_1 \hat{S}_z^1 + B_2 \hat{S}_z^2 + J/2(\hat{S}_z^1 \hat{S}_z^2 + \hat{S}_z^1 \hat{S}_z^2) \]

\[ \hat{H}_2 = B(\hat{S}_z^1 \hat{S}_z^2 + \frac{1}{2} \hat{S}_x^1 \hat{S}_x^2 + \hat{S}_y^1 \hat{S}_y^2). \]

\( B = (B_1 + B_2)/2 \) and \( J = (J_x + J_y)/2 \) are the average field and the coupling constant, and \( \gamma_B = (B_1 - B_2)/(B_1 + B_2) \) and \( \gamma_J = (J_x - J_y)/(J_x + J_y) \) are anisotropy parameters. \( \hat{S}_k^\pm = \hat{S}_k^+ + i \hat{S}_k^- \) are the raising and lowering operators.

With this decomposition, the eigenvalues and eigenvectors can be easily calculated by diagonalizing the subspaces consisting of \( \hat{H}_0 \) and \( \hat{H}_2 \). We obtain for the eigenvalues

\[ \lambda_1 = \frac{1}{2} J_z + \eta_1, \]
\[ \lambda_2 = -\frac{1}{2} J_z + \eta_2, \]
\[ \lambda_3 = -\frac{1}{2} J_z - \eta_2, \]
\[ \lambda_4 = \frac{1}{2} J_z - \eta_1, \]

and for the eigenvectors

\[ \begin{pmatrix} \cos(\theta/2) \\ 0 \\ 0 \\ -\sin(\theta/2) \end{pmatrix}, \quad \begin{pmatrix} \cos(\theta/2) \\ 0 \\ 0 \\ \sin(\theta/2) \end{pmatrix}, \quad \begin{pmatrix} -\sin(\theta/2) \\ 0 \\ 0 \\ \cos(\theta/2) \end{pmatrix}, \quad \begin{pmatrix} 0 \\ 0 \\ 0 \\ \cos(\theta/2) \end{pmatrix}. \]

Here

\[ \eta_1 = \sqrt{B^2 + (J\gamma_J/2)^2}, \]
\[ \eta_2 = \sqrt{(B\gamma_B)^2 + (J/2)^2}. \]
where the total propagator becomes

$$\cos \frac{\theta_s}{2} = \sqrt{\frac{1 + B}{2n_s}}$$
$$\sin \frac{\theta_s}{2} = \frac{J_{1/2}}{\sqrt{2n_s(1 + B)}} = sgn(J\gamma)\sqrt{\frac{1 - B}{2n_s}}$$

$$\cos \frac{\theta_a}{2} = \sqrt{\frac{1 + B}{2n_a}}$$
$$\sin \frac{\theta_a}{2} = \frac{j_{1/2}}{\sqrt{2n_a(1 + B)}} = sgn(J)\sqrt{\frac{1 - B}{2n_a}}.$$  (7)

### B. Evolution

We write the evolution operator as a product of the evolutions generated by the three mutually commuting terms of Eq. (2):

$$\hat{U}(\tau) = e^{-iH_\tau} = \hat{U}_{zz}(\tau)\hat{U}_0(\tau)\hat{U}_2(\tau)$$

where

$$\hat{U}_{zz}(\tau) = e^{-iH_{zz}\tau} = \cos(-\frac{\theta_s}{2})I + i\sin(-\frac{\theta_s}{2})(4\hat{S}_z^1\hat{S}_z^2)$$
$$\hat{U}_0(\tau) = e^{-iH_0\tau} = \frac{1 + \cos(\eta_0\tau)}{2} + \frac{1 - \cos(\eta_0\tau)}{2}(4\hat{S}_x^1\hat{S}_y^2) + i2\cos\theta_0\sin(\eta_0\tau)(\hat{S}_x^1 - \hat{S}_y^2) + i\sin\theta_0\sin(\eta_0\tau)(\hat{S}_x^1\hat{S}_y^2 + \hat{S}_y^1\hat{S}_x^2).$$

$$\hat{U}_2(\tau) = e^{-iH_2\tau} = \frac{1 + \cos(\eta_2\tau)}{2}I - \frac{1 - \cos(\eta_2\tau)}{2}(4\hat{S}_z^1\hat{S}_z^2) + i2\cos\theta_2\sin(\eta_2\tau)(\hat{S}_x^1 + \hat{S}_y^2) + i\sin\theta_2\sin(\eta_2\tau)(\hat{S}_x^1\hat{S}_y^2 + \hat{S}_y^1\hat{S}_x^2).$$

In the following, we will use a different operator basis for the diagonal terms: we define the polarization operators $I_{a,b}^{\alpha,\beta} = \frac{1}{2}I \pm \hat{S}_i^{(\alpha)}$. In terms of these operators, the total propagator becomes

$$\hat{U}(\tau) = a_1I_{a_1}^{\alpha,\beta} + a_2I_{a_2}^{\alpha,\beta} + a_3I_{a_3}^{\alpha,\beta} + a_4I_{a_4}^{\alpha,\beta} + d(\hat{S}_1^1\hat{S}_2^2 + \hat{S}_1^2\hat{S}_2^1) + b(\hat{S}_1^1\hat{S}_2^1 + \hat{S}_1^2\hat{S}_2^2).$$

III. MEASUREMENT PROCEDURE

### A. Principle

Consider a two-level system $S$ (spin-$\frac{1}{2}$) whose state can be represented by $\hat{\rho} = \begin{pmatrix} \rho_{11} & \rho_{12} \\ \rho_{21} & \rho_{22} \end{pmatrix}$ with the normalization $\rho_{11} + \rho_{22} = 1$. To determine the state $\hat{\rho}$, we can measure the vector $\hat{s} = 2Tr(\hat{S}\hat{\rho}) = (s_x, s_y, s_z)^T$ where $s_x = \rho_{12} + \rho_{21}, s_y = i(\rho_{12} - \rho_{21}), s_z = \rho_{11} - \rho_{22}$ and $\hat{S} = (\hat{S}_x, \hat{S}_y, \hat{S}_z)^T$.

To transfer part of the state information to the assistant $A$, we couple the two subsystems with the interaction Hamiltonian $\hat{H}$ of Eq. (1). At the time $t = 0$, the composite system $S + A$ is in the state $\hat{\rho}_0 = \rho(S) \otimes \xi(A)$. Without loss of generality, we assume $\xi = \frac{1}{2}I + c\hat{S}_z$, $0 \leq c \leq 1$. Here, the superscripts $S$ and $A$ refer to the two subsystems.

Under the effect of the coupling Hamiltonian of Eq. (1), this state evolves into $\hat{\rho}_e = \hat{U}(\tau)\hat{\rho}_0\hat{U}^{-1}(\tau)$. On this state, we perform repeatedly measured the simplest possible nondegenerate, factorized observable $\hat{S} = \sum_{i=1}^{4} \omega_i \hat{P}_i$, which determines the complete set $\{\hat{P}_i\}$ of the joint probabilities. They correspond to the eigenvalues of $\hat{S}_i$ in the eigenbasis of the observable $\hat{S}$. Since these values were generated from the initial state by a one-to-one mapping, $P_i = P_{ik} = \sum_{ij} M_{ij}\xi_{ij}$, we can invert this mapping to calculate the original state $\hat{\rho}$.

The precision of the back-calculation depends on the size of the determinant $\Delta = \text{det}(M_{ij})$: If $|\Delta|$ is small, any (experimental) error in the measurement of $P_{i,j}$ will result in a large error in $P_{i,j}$, roughly $\propto 1/|\Delta|$. We therefore seek to maximize $|\Delta|$ and thereby the precision of the measurement. This maximization is achieved by a suitable choice of the Hamiltonian $\hat{H}$, the duration $\tau$, and the single observable $\hat{S}$.

### B. Symmetry properties of the evolution

The Hamiltonian $\hat{H}$ of Eq. (1) consists of three commuting parts: $\hat{H}_{zz}, \hat{H}_0,$ and $\hat{H}_2$. All of these terms are invariant under $\pi$-rotations around the z-axis. We use this property to separate the density operator into two parts that transform irreducibly under this symmetry operation: One part which is invariant with respect to $\pi_z$ rotations, and the second part, which changes sign. The first part includes diagonal terms, zero quantum and double quantum coherence [3], the second part includes the single quantum coherence terms. The symmetry of the Hamiltonian implies that the evolution does not transfer information from one subspace to the other. Figure 2 illustrates the division of the density operator into these subspaces.

A consequence of this separation of the system into two distinct subspaces is that it restricts the possible choice of...
observables. In particular, if we choose the z-components of the two spins to the single observable \( \hat{\Omega} \), then all possible combinations fall into the subspace that is invariant under \( \pi_z \) rotations and therefore does not provide information about the other subspace. For this paper, we choose the x-components of both spins; another, equivalent choice would be the y-components.

C. Transfer matrix

This evolution process, together with the subsequent measurement of the single observable \( \hat{\Omega} \), transfers the information from the initial state \( \hat{\rho}_0 \) to the set of measurement results \( P_\alpha = P_{kq} \), which are the expectation values of the operators

\[
\hat{P}_{kq} = \left( \frac{1}{2} 1 - (-1)^k \hat{\sigma}_z^{(S)} \right) \otimes \left( \frac{1}{2} 1 - (-1)^q \hat{\sigma}_z^{(A)} \right)
\]

acting on the state \( \hat{\rho}_\tau \):

\[
P_{kq} = Tr\{ \hat{P}_{kq} \hat{U}(\tau) \hat{\rho}_0 \hat{U}^\dagger(\tau) \}.
\]

The indices \( k, q \) can have the values 1, 2.

We use the transfer matrix \( M \) to describe this map:

\[
M \begin{pmatrix} \rho_{11} \\ \rho_{12} \\ \rho_{21} \\ \rho_{22} \end{pmatrix} = \begin{pmatrix} P_{11} \\ P_{12} \\ P_{21} \\ P_{22} \end{pmatrix}.
\]

Its elements are

\[
M_{11,11} = M_{22,11} = \frac{1}{8}((1+\epsilon)|a_1+b|^2+(1-\epsilon)|a_2+d|^2)
\]

\[
M_{12,11} = M_{21,11} = \frac{1}{8}((1+\epsilon)|a_1-b|^2+(1-\epsilon)|a_2-d|^2)
\]

\[
M_{11,12} = -M_{22,12} = M_{11,21} = -M_{22,21} = \frac{1}{8}((1+\epsilon)(a_1+b)(a_4^*+d^*)+(1-\epsilon)(a_2+d)(a_4^*+b^*))
\]

\[
M_{22,22} = -M_{21,22} = M_{12,21} = -M_{12,21} = \frac{1}{8}((1+\epsilon)(a_1-b)(a_4^*-d^*)+(1-\epsilon)(a_2-d)(a_4^*-b^*))
\]

\[
M_{11,22} = M_{22,22} = \frac{1}{8}((1+\epsilon)|a_3+d|^2+(1-\epsilon)|a_4-b|^2)
\]

\[
M_{12,22} = M_{21,22} = \frac{1}{8}((1+\epsilon)|a_3-d|^2+(1-\epsilon)|a_4-b|^2)
\]

and its determinant is

\[
\Delta = 8\Im(M_{12,12}M_{11,11})(M_{11,11}M_{12,22} - M_{12,11}M_{11,22}).
\]

Here \( \Im(c) \) denotes the imaginary part of \( c \). Using Eqs. (4), (7), (11) and (13), we find for its absolute value

\[
|\Delta| = \frac{1}{121}(1-\epsilon^2)\sin(\eta_1\tau)\{[\sin(2\theta_1) \sin^2(\eta_1\tau)]^2 - [\sin(2\theta_2) \sin^2(\eta_2\tau)]^2 + 2\epsilon[\sin(2\theta_1) \sin^2(\eta_1\tau) + \sin(2\theta_2) \sin^2(\eta_2\tau)]([[1 - 2\sin^2\theta_1 \sin^2(\eta_1\tau)] \times \sin\theta_2 \sin(2\eta_2\tau) - [1 - 2\sin^2\theta_2 \sin^2(\eta_2\tau)] \times \sin\theta_1 \sin(2\eta_1\tau)]).
\]

IV. OPTIMIZATION: MAXIMIZING \( |\Delta| \)

The size of the determinant \( |\Delta| \) of the transfer mapping determines the quality of measurement. Maximizing \( |\Delta| \) will minimize the statistical error of the estimation during the inversion of Eq. (12). We can maximize it by an appropriate choice of the initial condition of the assistant, the parameters of the Hamiltonian that generates the evolution \( U \), and the duration of the evolution.

Figure 3 plots the maximum possible determinant size \( |\Delta|_{\text{max}} \) for the Hamiltonian of Eq. (1) as a function of the polarization \( \epsilon \) of the assistant. Clearly, the quality of the measurement should increase with increasing polarization of the assistant. The dashed line in Fig. 3 shows the maximum possible value for a general exchange interaction, taken from Ref. 17. At the extreme cases of zero and full polarization, the Heisenberg coupling Hamiltonian allows one to reach the maximum possible value, but for intermediate polarizations, its maximum value is slightly lower than for the general case.

Let us now focus on two extreme situations \( \epsilon = 1 \) (a pure state) and \( \epsilon = 0 \) (a completely disordered state).

![FIG. 3: (Color Online) Maximal determinant size \( |\Delta|_{\text{max}} \) versus the polarization \( \epsilon \) by the Heisenberg exchange interaction (1), compared to the general case of arbitrary exchange interaction (Eq. (9)) in Ref. 17.](image)
A. Assistant in pure state

When the assistant $A$ starts in a pure state $\hat{\chi}^{(A)} = \frac{1}{2} \mathbf{1} + S_z^{(A)}$ (corresponding to $\epsilon = 1$), the determinant becomes

$$\Delta = \frac{1}{16} \left[ \sin(\theta_1) \sin^2(\eta_1) + \sin(\theta_2) \sin^2(\eta_2) \right] \times \left[ (1 - 2 \sin^2 \theta_1 \sin^2(\eta_1)) \sin \theta_2 \sin(2\eta_2) \right] \times \left[ 1 - 2 \sin^2 \theta_2 \sin^2(\eta_2) \sin \theta_1 \sin(2\eta_1) \right].$$

(16)

We can see from this expression that $|\Delta|$ is independent of the coupling strength $J_z$, the measurement scheme fails when $\Delta = 0$. From Eq. (29), we obtain:

$$|B| \tau = |2m - 1| \frac{\sqrt{2\pi}}{2}$$

(26)

$$|J_x - J_y| = 0 \text{ OR } J_x + J_y = 0 \text{ OR } \eta_2 \tau = \pi$$

and (25) to

$$|J| \tau = |2m - 1| \frac{\sqrt{2\pi}}{2}$$

(27)

$$|B_1 - B_2| = |J|$$

$$J_1 + J_2 = 0 \text{ OR } \gamma_J = 0 \text{ OR } \eta_1 \tau = \pi,$$

where $m, l$ are integers.

These relationships define six classes of Heisenberg exchange interactions that optimally transfer information from the system to the combined system plus assistant. The transfer is determined by the product of the Hamiltonian and the evolution time $\tau$. Without loss of generality, we choose $\tau = \frac{\pi}{4}$. In these units, some possibilities are

(a) XYX model: $H^{opt} = \sqrt{2}(S_z^1 + S_z^2) + 2i(S_x^1 S_y^2 + S_y^1 S_x^2)$, as shown in Ref. [17];

(b) XXZ model: $H^{opt} = \sqrt{2}(S_z^1 - S_z^2) + 2\sqrt{2}(S_x^1 S_z^2 + S_y^1 S_z^2) + 2S_y^1 S_z^2$;

(c) XZ model: $H^{opt} = \sqrt{2}(S_z^1 + S_z^2) + 4\sqrt{2}S_x^1 S_y^2 + 2S_x^1 S_z^2$.

V. FAILURE ANALYSIS

The measurement scheme fails when $\Delta = 0$. From Eq. [25], we see that this occurs when

$$\sin(2\theta_1) \sin^2(\eta_1) + \sin(2\theta_2) \sin^2(\eta_2) = 0$$

(28)

or when

$$\sin(2\theta_1) \sin^2(\eta_1) - \sin(2\theta_2) \sin^2(\eta_2) = 0$$

(29)

independent of the initial state of the assistant $A$.

A simple case is $\sin(2\theta_1) = \sin(2\theta_2) = 0$, i.e., $J = 0$ or $B = 0$ or $(\gamma_B = 0 \text{ and } \gamma_J = 0)$. These cases correspond, e.g., to
• a weakly-coupled liquid-state NMR Hamiltonian 
  \( (J_x = J_y = 0) \)
• any Heisenberg interaction without external field
• an isotropic Heisenberg interaction in the XY plane
in a uniform external field.

In all of these cases, the resulting evolution cannot
generate a state that allows one to measure the complete
information.

Another case that fulfills Eq. (28) is
\[
\sin(2\theta_1) = -\sin(2\theta_2) \Rightarrow \frac{\gamma_j}{\gamma_B} = -\frac{\eta_1^2}{\eta_2^2}
\]
and
\[
|\sin(\eta_1\tau)| = |\sin(\eta_2\tau)| \Rightarrow \eta_1\tau = |m\pi \pm \eta_2\tau|.
\]
If, e.g., \( \eta_1 = \eta_2 \), we get the condition
\[
(\gamma_B, \gamma_j) = (1, \pm 1) \text{ or } (-1, 1)
\]
for \( \Delta = 0 \).

From Eq. (15), we can see that for \( \epsilon = 1 \) (a pure state), \( |\Delta| \) does not depend on \( J_z \), while for \( \epsilon = 0 \) (completely disordered state), \( |\Delta| \) depends strongly on \( J_z \). For \( \epsilon = 0 \), it is obvious that \( \Delta = 0 \) when
\[
\sin(J_z\tau) = 0 \Rightarrow J_z\tau = n\pi.
\]
Hence, the existence of the coupling along the z-axis
(i.e., \( J_z \neq 0 \)) is a necessary condition for this measurement scheme when the assistant \( A \) is initially prepared in a completely disordered state. In this case, the failure condition (32) can be further modified to
\[
(\gamma_B, \gamma_j) = (\pm 1, \pm 1),
\]
which means that when any two among \( J_x, J_y, B_1, B_2 \) are equal to zero, the measurement scheme fails.

VI. QUANTUM SIMULATION OF THE EXCHANGE HAMILTONIAN

In liquid-state NMR systems, the natural Hamiltonian for a system of two spins is
\[
\hat{H}_{NMR} = \omega_1\hat{S}_1^z + \omega_2\hat{S}_2^z + 2\pi J_{12}\hat{S}_1^z\hat{S}_2^z,
\]
where \( \omega_{1,2} \) represent the Larmor angular frequencies of the two qubits (in the rotating frame) and \( J_{12} \) the spin-spin coupling constant. This is equivalent to the Heisenberg-Ising model. As discussed in the preceding section, this Hamiltonian cannot be used to transfer the information, since the transfer matrix becomes singular, \( \Delta \equiv 0 \). Therefore, the key to implement this measurement scheme in a liquid-state NMR system is to first perform a quantum simulation of the Hamiltonian \( \hat{H} \).

We briefly discuss two techniques for realizing such an evolution.

A. Short period expansion

Assuming that we can realize parts of the Hamiltonian experimentally, we write the total Hamiltonian as a sum,
\[
\hat{H} = \sum_{k=1}^{L} \hat{H}_k.
\]
In general, the different terms do not commute with each other, and it is therefore not sufficient to generate them sequentially. However, if the evolution under each term is sufficiently short, it is possible to approximate the overall evolution in this way.

Using a symmetrized version of the Trotter formula
\[
e^{(A+B)\tau} = e^{(A\tau/2)}e^{(B\tau)}e^{(A\tau/2)} + O(\tau^3)
\]
we expand the propagator as
\[
e^{-i\hat{H}\Delta t} \simeq \left[ e^{-i\hat{H}_1\Delta t} e^{-i\hat{H}_2\Delta t} ... e^{-i\hat{H}_L\Delta t} \right] + O(\Delta t^3),
\]
which approximates the desired evolution to second order in \( \Delta t \). Keeping \( \Delta t \) short enough, this allows one to efficiently simulate the target Hamiltonian \( \hat{H} \) by concatenating these evolution periods until the correct total evolution is reached.

Our target Hamiltonian can be decomposed into two non-commuting parts \( \hat{H}_z + \hat{H}_{xy} \) and \( \hat{H}_{xy} = J_x\hat{S}_1^x\hat{S}_2^x + J_y\hat{S}_1^y\hat{S}_2^y \). We thus generate the overall evolution (38) as
\[
\hat{U}(\tau) = \hat{U}_{xy}^{m(\Delta t)} = \left[ \hat{U}_z\left( \frac{\Delta t}{2} \right) \hat{U}_{xy}(\Delta t) \hat{U}_z\left( \frac{\Delta t}{2} \right) \right]^m + O(\Delta t^3),
\]
where \( \tau = m\Delta t \) is the total duration, and
\[
\hat{U}_z\left( \frac{\Delta t}{2} \right) = e^{-i(\hat{H}_z + \hat{H}_{xy})\frac{\Delta t}{2}},
\]
and
\[
\hat{U}_{xy}(\Delta t) = e^{-i\hat{H}_{xy}\Delta t}
\]
represent the evolutions under the partial Hamiltonians.

Taking as an example the XZ model (case (c) in Sec. IV B), it is sufficient to choose the number of evolution periods \( m = 2 \) for \( \tau = \pi/4 \): the resulting approximate evolution
\[
\hat{U}_{ap}(\tau) = \left[ \hat{U}_z\left( \frac{\pi}{16} \right) \hat{U}_{xy}\left( \frac{\pi}{8} \right) \hat{U}_z\left( \frac{\pi}{16} \right) \right]^2
\]
with
\[
\hat{U}_z\left( \frac{\pi}{16} \right) = e^{-i(\sqrt{2}(\hat{S}_1^z + \hat{S}_2^z) + 2\hat{S}_1^x\hat{S}_2^x)\frac{\pi}{8}}
\]
and
\[
\hat{U}_{xy}\left( \frac{\pi}{8} \right) = e^{-i\hat{S}_1^x\hat{S}_2^x\frac{\pi}{8}} e^{-i\hat{S}_1^y\hat{S}_2^y\frac{\pi}{8}} e^{i(\hat{S}_1^x + \hat{S}_2^x)\frac{\pi}{4}}
\]
has a fidelity of 0.9958 with the target evolution, where the fidelity is defined as

\[ F(\hat{U}(\tau), \hat{U}^{\text{sp}}(\tau)) = \frac{\text{Tr}(\hat{U}(\tau)\hat{U}^{\text{sp}}(\tau))}{4}. \]

The \( \hat{U}_z(\frac{\pi}{16}) \) operator can be implemented by a free evolution period under the internal Hamiltonian if we choose \( \omega_1 = \pm \omega_2 = \sqrt{2}\pi J_{12} \) and set the duration to \( d_1 = \frac{1}{16} J_{12} \).

The \( \hat{U}_y(\frac{\pi}{2}) \) operator can be implemented by four \( \frac{\pi}{2} \) pulses (corresponding to \( e^{-i\hat{S}_i \pi} \)) and a free precession period of duration \( d_2 = \frac{\sqrt{2}}{3} J_{12} \). This evolution period implements \( e^{-i\hat{S}_i \hat{S}_i z \frac{\pi}{2}} \); we therefore refocus the chemical shift terms by inserting refocusing \( \pi \) pulses in the middle of this period. According to Eq. \( \text{(38)} \), the second set of \( \pi/2 \) pulses should rotate the spins around the \(-y\) axis. Here, we choose the \(+y\)-axis instead to compensate for the inversion of the axes system by the \( \pi \)-pulses.

The resulting pulse sequence that generates one segment of \( \hat{U}^{\text{sp}}(\tau) \) is

\[ d_1 = [\pi]_{y}^{1} \frac{\pi}{2} y - d_2 = [\pi]_{-y}^{1} \frac{\pi}{2} y - d_3 = \frac{\pi}{2} y \frac{\pi}{2} y - d_4, \]

where \( \theta_{i} \) denotes a \( \theta \) rotation of qubit \( k \) around the \( \hat{v} \) axis.

**B. Exact decomposition**

In some cases, it is possible to achieve the exact transformation by a suitable decomposition of the evolution, using, e.g.,

\[ e^{-i\hat{H} \tau} \hat{R} \hat{R}^\dagger = \hat{R} e^{-i\hat{H} \tau} \hat{R}^\dagger. \]

For the propagator \( \hat{U} \), we can use the decomposition

\[ \hat{U} = \hat{R} \cdot e^{-i\hat{H}_{\text{diag}} \tau} \cdot \hat{R}^\dagger, \]

where \( \hat{H}_{\text{diag}} \) is the diagonal form of the Hamiltonian. The transformation

\[ \hat{R} = \begin{pmatrix} \cos \frac{\theta_1}{2} & \cos \frac{\theta_2}{2} & \sin \frac{\theta_2}{2} \\ \sin \frac{\theta_1}{2} & \cos \frac{\theta_2}{2} & \cos \frac{\theta_1}{2} \\ \sin \frac{\theta_1}{2} & \cos \frac{\theta_2}{2} & \cos \frac{\theta_1}{2} \end{pmatrix}, \]

which diagonalizes the Hamiltonian \( \hat{H} \), can be implemented experimentally (up to an irrelevant overall phase factor) by the pulse sequence

\[ e^{-i\hat{H} \tau \hat{R} \hat{R}^\dagger} = \hat{R} e^{-i\hat{H} \tau} \hat{R} \hat{R}^\dagger. \]

with \( \tau_1 = \frac{2|\theta_1 - \theta_2|}{\sqrt{2} J_{12}}, \tau_2 = \frac{2|\theta_1 + \theta_2|}{\sqrt{2} J_{12}} \) and \( \varphi = x \) or \(-x\) for \( \theta_1 > \theta_2 \) or \( \theta_1 < \theta_2 \), and \( \hat{R} \) by the Hermite time-reversed sequence.

The evolution under the diagonal Hamiltonian

\[ \hat{U}_{\text{diag}} = e^{-i\hat{H}_{\text{diag}} \tau} \]

is realized by the pulse sequence

\[ \tau_3 = \frac{3}{2} [\pi]_{x}^{1} \frac{\pi}{2} - \frac{\pi}{2} = \frac{3}{2} [\pi]_{y}^{1} \frac{\pi}{2} - \frac{\pi}{2} \]

where \( \tau_3 = \frac{1 - \lambda_2 - \lambda_3 - \lambda_4 \tau}{2} \) and \( \beta_1 = \frac{\lambda_1 + \lambda_2 - \lambda_3 - \lambda_4 \tau}{2} \). The first part of this sequence implements an evolution under the J-coupling alone, the second part implements a composite \( z \)-rotation of the two qubits by angles \( \beta_1 \) and \( \beta_2 \).

An alternative realization of \( \hat{U}_{\text{diag}} \) is achieved by letting the system evolve under a constant Hamiltonian with

\[ \omega_1 = \frac{\lambda_1 + \lambda_2 - \lambda_3 - \lambda_4}{2}, \quad \tau_3 \]

and

\[ \omega_2 = \frac{\lambda_1 - \lambda_2 + \lambda_3 - \lambda_4}{2}, \quad \tau_3 \]

for a period \( \tau_3 \).

For the example (c) in Sec. IV B, we choose the parameters

\[ \tau_1 = \frac{3}{4} J_{12}, \quad \beta_2 = \frac{\pi(2 + \sqrt{2})}{4}, \]

\[ \beta_1 = \frac{3}{4} J_{12}. \]

When \( B_1 = B_2 \), \( \varphi = x \) in the sequence \( \text{(42)} \); when \( B_1 = -B_2 \), \( \varphi = -x \).

**VII. EXPERIMENTAL IMPLEMENTATION**

Experiments were performed at room temperature on a Bruker Avance II 500 MHz spectrometer equipped with a Triple-Broadband-Observe(TBO) probe at the frequencies 500.23 MHz for \(^1\)H and 125.13 MHz for \(^{13}\)C. For the qubit system, we chose \(^{13}\)C-labelled chloroform diluted in acetone-d6. The “unknown” state \( \hat{\rho} \) was prepared on the spin of the proton nuclei (\(^1\)H), which served as the quantum system \( \mathbf{S} \) (qubit 1), and the spin of the \(^{13}\)C nuclei was taken as the assistant \( \mathbf{A} \) (qubit 2). The spin-spin coupling constant is \( J_{12} = 214.95 \text{Hz} \). The relaxation times were \( T_1 = 16.5 \text{ s} \) and \( T_2 = 6.9 \text{ s} \) for the proton, and \( T_1 = 21.2 \text{ s} \) and \( T_2 = 0.35 \text{ s} \) for the carbon nuclei.
A. Experimental procedure

There are three steps to implement the measurement scheme stated above: (i) Preparation of the initial system, (ii) Quantum simulation and (iii) Measurement.

Any qubit state $\rho = \frac{1}{2} \mathbf{1} + \hat{s} \cdot \vec{S}$ can be parameterized as a vector in the Bloch sphere:

$s(r, \theta, \phi) = (s_x, s_y, s_z)^T = (r \sin \theta \cos \phi, r \sin \theta \cos \phi, r \cos \theta)^T,$

where the amplitude $r = 1$ for a pure state, and $0 \leq r < 1$ for mixed states and $\theta$, and $\phi$ are, respectively, the polar and azimuthal angles.

The combined system was initialized in the state $\hat{\rho}_0 = \hat{\rho}(S) \otimes \hat{\xi}(A)$. In our demonstration experiment we chose a completely disordered state $\hat{\xi} = \frac{1}{2} \mathbf{1}(A)$ that is experimentally easy to prepare. Such an initial state $\hat{\rho}_0 = \hat{\rho}(S) \otimes \frac{1}{2} \mathbf{1}(A)$ was prepared by the NMR pulse sequence:

$$[\arccos(r)]^1_y \left[ \frac{\pi}{2} \right]^2_y - G_z - [\theta]^1_{\phi = \pi/2}.$$ (47)

The first two RF pulses define the amount of spin polarization on the two qubits. The field gradient pulse $G_z$ dephases transverse magnetization to eliminate off-diagonal terms in the density operator. The last RF pulse turns the remaining (longitudinal) magnetization of qubit 1 into the desired orientation. The result of the preparation was checked using the standard method of state determination based on three noncommutative measurements of the system $S_x$, i.e., $\sigma_x^{(S)}$, $\sigma_y^{(S)}$, and $\sigma_z^{(S)}$. The experimental results are plotted in Fig. 5 c) and d) for $r = 1$ and $\frac{1}{2}$. The experimental average fidelity is above 0.99.

For the coupling Hamiltonian that transfers the information from $S$ to $A$, we chose $H_{opt}$ of example (c) (section IV B). We performed two different methods for the simulation of this propagator: the "short period expansion" (see section VI A), using the sequence (49) with $m = 2$, and the exact decomposition (40) (see section VI B) with the NMR pulse sequences (42) and (44).

After the coupling evolution, we measured the $x$ components of the two spins to obtain the joint probabilities $P_{kq}$. For this purpose, we rotated the spins to the $z$-axis, using a $\left[ \frac{\pi}{2} \right]^{1,2}_y$ pulse and destroyed off-diagonal elements by a magnetic field gradient pulse $G_z$. The populations could then be measured by applying another rf pulse to each of the spins and measuring their free induction decays (FIDs). If the two spins are different isotopes, as in our case, their FIDs usually have to be measured in separate experiments.

The resulting pulse sequence for the readout is thus

$$\left[ \frac{\pi}{2} \right]^{1,2}_y - G_z - \left[ \frac{\pi}{2} \right]^{1,2}_y = FID_i.$$ (48)

where $i = 1$ or 2 denotes qubit $i$. The measured FIDs along with the normalization condition ($\sum_{kq} P_{kq} = 1$) allowed us to reconstruct the four diagonal elements (populations) in the density matrix, which correspond to four joint probabilities $P_{kq}$. The information about the state $\hat{\rho}$ was then obtained by the inverse mapping $\mathcal{M}^{-1}$.

B. Experimental Results

![Experimental NMR spectra of carbon and proton for different initial conditions.](image)

Figure 4 shows the experimentally observed NMR signals after Fourier transformation of the corresponding FIDs for the proton and carbon spins for the following initial states: (a) $\theta = 0$ (i.e., $\hat{\rho} = \frac{1}{2} \mathbf{1} + \hat{S}_z$), (b) $\phi = 0, \theta = \pi/2$ (i.e., $\hat{\rho} = \frac{1}{2} \mathbf{1} + \hat{S}_x$), (c) $\theta = \pi$ (i.e., $\hat{\rho} = \frac{1}{2} \mathbf{1} - \hat{S}_z$).

The amplitudes of the different resonance lines correspond directly to population differences:

$$S_{NMR}(Proton) \sim P_{1\mu} - P_{2\mu}, \quad S_{NMR}(Carbon) \sim P_{1\nu} - P_{2\nu}.$$ (49)

where $\mu = 1$ for the resonance line with positive frequency and $\mu = 2$ for the negative frequency line. From these populations, we determine the initial condition by inverting Eq. 12.

Fig. 5 summarizes these results for a series of similar experiments, where we chose initial conditions $s(r, \theta, \phi)$
The experimental data shown in Fig. 5 were obtained with an increment of \( \pi/12 \). The error propagation coefficients \( E_{\alpha} \) depend only on the mapping \( \mathcal{M} \). They are the higher the precision of the resulting measurement.

As Eq. (53) shows, the error propagation scales inversely with the determinant \( \Delta \) of the transfer matrix \( \mathcal{M} \). We illustrate this dependence in Fig. 6a), where we plot the two quantities as a function of the coupling evolution time \( \tau \). The minima of \( E \) occur near the maxima of \( |\Delta| \), and when \( |\Delta| = 0 \), \( E \) tends to infinity. In this range, it is impossible to determine the state \( \rho \) by such a measurement. A closer look shows that the minima of \( E \) do not occur exactly at the maxima of \( |\Delta| \). The difference arises from the numerators in (53).

In our experiment, the experimental uncertainties are \( \Delta P \approx 5\% \). For the chosen experimental parameters, this
results in an average distance $D_{av}(\Delta_{exp}, \Delta) = 0.04$ for $r = 1$ and 0.03 for $r = \frac{1}{2}$. The distance measurement $D$ and the fidelity measurement $F$ are related by $1 - F \leq D \leq \sqrt{1 - F^2}$ [20].

If the initial state is in the $xy$-plane, the entanglement between the system and assistant is maximized at roughly the same time as the information transfer for these measurements is optimized (as quantified by $|\Delta|$). However, for initial conditions oriented along the $z$-axis, the entanglement generated by the specific Hamiltonian shows a relatively complicated time dependence and little correlation with the precision of the measurement. For evolution times close to $\tau \approx 5\pi/4$, e.g., the entanglement vanishes, while the measurement error is minimized.

The dash-dotted curve in Fig. 6(b) shows the entanglement that is generated for a partially mixed input state with a general orientation $(r = 0.8, \theta = \pi/4, \phi = \pi/6)$. In this case, the concurrence remains below 0.2 and reaches zero even at the times where the measurement precision is optimized. If the amplitude $r$ is reduced further, the entanglement vanishes, $C(\hat{\rho}_t) \equiv 0$, but the precision of the measurement is not affected. We conclude that entanglement between system and assistant is not an essential criterion for the success of this measurement scheme.

**VIII. CONCLUSION**

We have experimentally demonstrated how the complete state of a quantum system can be obtained from the results of repeated measurements with a single, factorized observable $\hat{\Omega}$. The procedure, which involves a controlled interaction between the system under test and a second quantum system, was proposed by Allahverdyan et al. [17].

In our experiment, we used a Heisenberg-coupling to transfer information from the system to the assistant. Interactions of this type are found in many physical systems: apart from nuclear spins (like in this work), they also occur in quantum dots [21, 22], donor atoms in silicon [23, 24], quantum Hall systems [25] and electrons on helium [26].

The precision of this type of measurements depends strongly on the details of the interaction between system and assistant, on the type of Hamiltonian as well as on the duration of the interaction. This can be understood by considering the transfer of information from the state of the system to the measurement results from the single observable: If we describe this transfer of information from the state of the system to the measurement results by considering the transfer of information from the state of the system to the measurement results, we can obtain the matrix $\mathcal{M}$, the rank of which must be $n$, i.e., its inverse must exist. In practice, it is necessary to choose a transfer matrix that is far from the singular case, to maximize the precision with which the input state can be calculated from the measurement results.

This initial work has demonstrated the basic possibility of implementing such measurements on the simplest possible quantum system (a single spin 1/2). Of course it is possible to extend the scheme to systems of arbitrary size. Work in this direction is currently under way.
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