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Abstract In this paper we study covariance estimation with missing data. We consider missing data mechanisms that can be independent of the data, or have a time varying dependency. Additionally, observed variables may have arbitrary (non uniform) and dependent observation probabilities. For each mechanism, we construct an unbiased estimator and obtain bounds for the expected value of their estimation error in operator norm. Our bounds are equivalent, up to constant and logarithmic factors, to state of the art bounds for complete and uniform missing observations. Furthermore, for the more general non uniform and dependent cases, the proposed bounds are new or improve upon previous results. Our error estimates depend on quantities we call scaled effective rank, which generalize the effective rank to account for missing observations. All the estimators studied in this work have the same asymptotic convergence rate (up to logarithmic factors).
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I. INTRODUCTION

The covariance matrix is an essential component of many algorithms in machine learning [1], medical data analysis [2], [3], finance [4], and signal processing [5], [6], [7], [8], [9]. Estimation of covariance matrices involves the design and analysis of statistical procedures for recovering the covariance matrix from data samples. The prevalence and inevitability of missing data, along with the importance of covariance matrices in many applications and algorithms, makes the study of covariance estimation with missing observations of great importance.

When there are complete observations, the sample covariance matrix is the most commonly used estimator. Its performance is well understood under various settings (e.g., noise, high dimensions). A favored criteria to evaluate an estimator’s performance is the estimation error measured in operator norm (largest singular value). This norm is preferred over other matrix norms (Frobenius, Schatten, etc.) because bounds for other norms imply operator norm bounds, while the converse is not true in general. The best estimation error bounds for the sample covariance matrix were recently obtained under sub-Gaussian [10], [11] and Gaussian [12] assumptions. Essentially, these results indicate that the number of samples required for accurate covariance estimation is proportional to the effective rank of the population covariance matrix, a parameter that is upper bounded by the rank, but that can be much smaller.

Even though missing data is pervasive, and covariance matrices are utilized by a plethora of algorithms, studies on covariance estimation with missing data are few and of a narrower scope than those considering the complete data case. Perhaps because there are many available estimators, and each of them is designed and analyzed for a different type of missing data mechanism. In addition, mathematical expressions involving these estimators are much more intricate than those for complete observations. The works of [10], [13] stand out since they offer error analyses and bounds that match similar ones obtained for complete data. They studied convergence to the population covariance matrix (consistency) of different estimators by deriving finite sample error bounds. These works assume that the observations are independent and identically distributed (i.i.d.) copies of a sub-Gaussian vector, while the population covariance matrix may be structured or unstructured. Sparse and bandable structures were considered in [13], while [10] considered both structured (low rank) and unstructured covariance matrices. In addition, both papers assume the missing data mechanism is independent of the observations, however the specific assumptions and estimators are considerably different. More recently, [14] considered a non uniform and dependent missing data pattern. This work however, when simplified to the case studied by [10] (uniform independent observations), returns convergence rates that are sub-optimal with respect to the ambient dimension and the rate of missing entries.

In this work we do not make any structural assumptions (such as low rank or sparsity) on the population covariance matrix. We consider various missing data mechanisms and estimators, including a class of time varying dependent observations. Each of these mechanisms has a corresponding unbiased covariance estimator that generalizes the sample covariance matrix. For each case we provide bounds for the expected value of estimation error in operator norm. Our principal contributions are:

- We study existing covariance estimators under the missing completely at random (MCAR) missing data mechanism [15], which is data independent (see Section III). We consider an instance of this mechanism in which variables are observed according to dependent Bernoulli random variables with non uniform probabilities (the same missing data mechanism and estimator considered in [14]). We are the first to provide rate optimal error bounds (Theorem 1) for this setting. The case of equal observation probabilities (uniform case) was considered in [10], while the non uniform case with dependent observation...
variables was studied in [14].

- We consider another instance of the MCAR mechanism, in which the missing data distribution is unknown, therefore the observation probabilities have to be estimated from data. We propose an unbiased estimator that is closely related to the one used for estimation of structured covariance matrices [13], [16]. This work is the first in obtaining estimation error bounds in operator norm in the unstructured case (Theorem 2).

- We propose the conditionally MCAR (CMCAR) missing data mechanism, in which the missing data distribution evolves over time and depends on previous observations. We propose an unbiased estimator and characterize its estimation error (Theorem 3).

- Under certain conditions, we show that the bounds from Theorems 2 and 3, can be simplified to resemble the bound from Theorem 1. This is possible because they all depend on quantities we call scaled effective rank, which generalize the effective rank to account for incomplete observations. In addition, after further simplifications, our bounds match or improve previous state of the art results with complete and missing observations.

This paper is organized as follows. In Section II we review the literature on covariance estimation with missing data. Section III introduces the missing data mechanisms and estimators. Error bounds are presented and discussed in Section IV, while numerical experiments are contained in Section V. Proofs and Conclusion appear in Sections VI and VII respectively.

II. RELATED WORK

A. Applications of covariance matrices

Missing data problems motivating this work are listed next.

a) “Plug-in” estimators: Numerous algorithms use the sample covariance matrix as input. This “plug-in” principle can be used to extend these techniques to the missing data case by using estimators from this work that account for missing data. Examples that have followed this strategy include sparse sub-space clustering [17], multi-task learning [18], sub-space learning [19], classification [20], image compression [21], regression [22], principal component analysis [23], [24], and inverse covariance estimation [25], [16].

b) Applications with data acquisition costs: For some applications, obtaining complete observations might not be possible due to resource constraints. For example, in clinical studies, measuring certain features (e.g., acquiring samples or running tests) has monetary costs [26], [27], while in sensor networks obtaining measurements incurs in energy consumption [28], [29], [30]. For this reason, data may be acquired based on the cost of acquiring each sample, as well as information from previous observations. In these examples a covariance matrix may be required for statistical analysis, but standard covariance estimators are not well suited since observations are incomplete, possibly non i.i.d., and the missing data mechanism may evolve over time.

c) Statistical estimation and inference with partial observations: A very high ambient dimension can be problematic for data storage, transmission, or processing. But, since most natural signals are very structured, a few partial observations are often sufficient for performing simple statistical tasks like estimation and detection [31]. Covariance estimation from compressed measurements has been studied for structured [32], [33], and unstructured covariance matrices [34], [35], [36], [37], [38]. Additionally, active learning approaches, have been shown to benefit sequential hypothesis testing [39], Gaussian graphical model selection [40], [41], and covariance estimation [42].

B. Covariance estimation with complete observations

The complete data is denoted by the \( n \times N \) matrix \( \mathbf{X} \), where the columns of \( \mathbf{X} \) are assumed to be zero mean, independent and identically distributed (i.i.d.) realizations of a vector \( \mathbf{x} \) with population covariance matrix \( \Sigma \). The starting point of most covariance estimation studies is the sample covariance matrix given by

\[
\mathbf{S} = \frac{1}{N} \mathbf{X} \mathbf{X}^\top,
\]

which is an unbiased estimator for the population covariance matrix \( \Sigma \), that is, \( \mathbb{E}[\mathbf{S}] = \Sigma \). Some recent papers have shown that the estimation error in operator norm of the sample covariance matrix is characterized by the effective rank of \( \Sigma \) [10], [11], [12]. These results imply the expectation bound

\[
\frac{\mathbb{E}[\|\mathbf{S} - \Sigma\|]}{\|\Sigma\|} \leq O\left( \sqrt{\frac{r(\Sigma)}{N}} \right),
\]

where \( a \vee b \) stands for \( \max(a,b) \). The \( O \) notation hides logarithmic dependencies on the dimension \( n \) and number of samples \( N \). The effective rank \( r(\Sigma) \) (see Definition 1) is upper bounded by the actual rank, but can be much smaller, thus offering a more nuanced measure of dimensionality.

Inequality (2) implies that the sample complexity of (1) is \( N = \mathcal{O}(r(\Sigma)/\epsilon^2) \), that is, the number of i.i.d. samples required for the error in (2) to be below \( \epsilon \) is proportional to the effective rank. Results from [11], [10] assume a sub-Gaussian distribution, while [12] provides dimension free bounds (without logarithmic dependence on \( n \)) for the Gaussian case. Our bounds are also based on the effective rank, so they can be compared with results that assume complete observations.

C. Missing data mechanisms

Construction of unbiased estimators requires knowledge of the missing data mechanism, i.e., the process by which data is lost. Recent literature of covariance estimation with missing observations considers mechanisms that are data independent. This type of mechanism is called missing completely at random (MCAR) [15]. We also introduce a new one called conditionally MCAR (CMCAR).

The MCAR mechanism has been used to model missing features in machine learning applications [43], or data loss in sensor networks, where transmission errors (e.g., packet loss), or sensor failures induce missing data. This mechanism has also been used to model incomplete observations in clinical and longitudinal studies [44], in which data is lost due to subject dropout. When the missing data is MCAR, we study
two scenarios, known and unknown missing data distribution. In the first case, coordinates are observed according to dependent Bernoulli random variables that may have different probabilities. A value 0/1 indicates a missing/observed variable. Covariance estimators designed for this setting appear in [10], [22], [14]. In [10], the missing data mechanism is modeled by independent Bernoulli variables with uniform distribution (all coordinates are observed with the same probability), while [14] addresses the dependent non uniform case. In [22], the independent case was considered, and the covariance matrix estimator was not analyzed directly, but as part of a linear regression study. In the second case, when the missing data distribution is MCAR but unknown, we compute estimates of the observation probabilities which can be used to construct an unbiased estimator. This estimator is the more natural generalization of the sample covariance matrix, and to the best of our knowledge, there are no available results for its estimation error. A similar approach, however rendering biased consistent estimators, has been used in [16], [13] as a component of other procedures.

We also consider a new missing data mechanism, which we call conditionally MCAR (CMCAR). For this case, coordinates are observed according to dependent Bernoulli random variables, but their distributions can change over time, and depend on previous observations. A simplified version of this mechanism was proposed in [42], however they used a different estimator, and no error bounds were provided. The CMCAR mechanism is closely related to active learning, which are data adaptive procedures designed to maximize system performance, while complying with problem specific cost constraints. This mechanism can model situations occurring in sensor networks, where data dependent missing observations may occur if the signal being measured can affect the sensing process. For example, temperature and humidity may damage a sensor over time. In other applications, if an observer is seeking to improve system performance, the subset of variables that are acquired/missed may depend on the data. In some scenarios, data acquisition carries a cost and obtaining complete observations might not be possible. For example, in clinical studies, measuring certain features (e.g. acquiring samples or running tests) may be expensive [26], [27], or in sensor networks, obtaining measurements incurs in energy consumption [28], [29], [30]. Active feature acquisition techniques have been applied to reduce the cost of predictive and classification algorithms while maintaining performance [45], [46], [47], [48].

D. Covariance estimation with missing data

The MCAR mechanism has been considered in previous statistical studies involving the covariance matrix [22], [10]. Particularly in [10], the author considers MCAR observations with uniform Bernoulli distribution, i.e., all variables are observed with probability $p > 0$, and the estimator of (3). That study shows that the error bound and sample complexity depend on $\sqrt{\mathbb{V}(\Sigma)} / p^2$, thus effectively requiring $1/p^2$ more samples than the sample covariance matrix to achieve the same performance. That work also proposes a regularized estimator for low rank covariance matrices, and shows that by carefully choosing a regularization parameter, its estimation error attains optimal error rates. A more recent work [14] obtained concentration bounds for the error measured in operator norm when the observations are characterized by dependent Bernoulli random variables with arbitrary observation probabilities. Although that work is the first to consider the non uniform dependent setting, their error bounds have sub-optimal dependencies on the ambient dimension (an additional linear factor), and the fraction of missing entries (see Table I and Section III for more details).

Cai and Zhang [13] studied estimation of sparse and bandable covariance matrices under a MCAR missing data mechanism. The obtained error bounds match those for complete observations, up to scale factors that reflect the effect of missing data. Additionally, the error bounds are pessimistic, since they depend only on the least observed entry of the covariance matrix. Neither study [10], [13] offers insight into the relations among the missing data mechanism, the entries of the population covariance matrix and the covariance estimation error. This is because the missing data mechanism is too simple [10], or the error bounds are too conservative [13]. Other works have focused on estimation of sparse inverse covariance matrices [22], [16]. In particular [22] derives an error bound for the covariance matrix that is valid for sparse Gaussian graphical models. Missing data in principal component analysis was considered in [24]. Table I lists the most relevant covariance estimators and compares them in terms of sample complexity, that is, the minimum number of observations required to achieve error below $\epsilon$. A particular version of the CMCAR mechanism and a covariance estimator was introduced in [42], but no error bounds were provided.

III. Covariance estimators

A. Notation

We denote matrices and vectors by bold letters. For a matrix $X = (x_{ij})$ its entries are denoted by $x_{ij}$ or $X_{ij}$ and for a vector $x$ its i-th entry is denoted by $x_i$. The entry-wise product$^1$ between matrices is defined as $(A \odot B)_{ij} = a_{ij} b_{ij}$. We use $\| \cdot \|_q$ for entry-wise matrix norms, with $q = 2$ corresponding to the Frobenius norm. $\| \cdot \|$ denotes the $\ell_2$ norm when applied to vectors, and the operator norm (largest singular value) when applied to matrices. The nuclear norm (sum of singular values) is denoted by $\| \|_*$. The set of integers $\{1, 2, \cdots, d\}$ is abbreviated by $[d]$.

B. Missing observations

The complete data is represented with the $n \times N$ matrix $X$. Its i-th row and k-th column are the vectors $x_i$ and $x^{(k)}$ respectively. The $n \times N$ matrices $Y$ and $\Delta$ denote the observation and missing data patterns respectively. $\Delta$ has entries in $\{0, 1\}$. The $k$th columns of $Y$ and $\Delta$ are denoted by the vectors $y^{(k)}$ and $\delta^{(k)}$ respectively. These quantities are related through $y^{(k)} = \delta^{(k)} \odot x^{(k)}$.

$^1$The entry-wise product is also known as Hadamard or Schur product.
When the $j$-th entry of $\delta^{(k)}$ is equal to 0, the corresponding entry of $x^{(k)}$ is missing. If the column vectors $x^{(k)}$ are i.i.d., zero mean and with population covariance matrix $\Sigma$, the sample covariance matrix of the complete data

$$S = \frac{1}{N}XX^T = \frac{1}{N} \sum_{k=1}^{N} x^{(k)}x^{(k)T},$$

is an unbiased estimator for $\Sigma$. The behavior of $S$ for finite $N$ has been studied extensively and it is well understood [10], [11], [12]. In the rest of this section we will introduce alternative estimators for $\Sigma$ that depend on the observations $Y$, and properties of the missing data pattern $\Delta$.

C. Missing data mechanisms and covariance estimators

Consider a random vector $x = [x_1, x_2, \cdots, x_n]^T$ in $\mathbb{R}^n$ with population covariance matrix $\Sigma$. The purpose of a covariance estimator is to accurately approximate $\Sigma$ from $\{x^{(k)}\}_{k=1}^{N}$, a set of independent identically distributed (i.i.d.) copies of $x$. Here, however, we only have access to the sequence of incomplete observations $\{y^{(k)}\}_{k=1}^{N}$. Our interest is in estimators with the following desirable properties:

1) Unbiased: their expected value is equal to $\Sigma$.
2) Consistent: as the number of observations $N \to \infty$ the estimator converges to $\Sigma$.
3) Minimum sample complexity: minimum number of samples to achieve error below $\epsilon > 0$.

We consider two missing data mechanisms, and three different estimators which are described next.

a) Unbiased estimator under MCAR observations with known observation probabilities: The MCAR model asserts that $X$ and $\Delta$ are independent [15]. We model the missing data with a random vector $\delta = (\delta_j)$ of dependent Bernoulli 0 - 1 random variables, where $p(\delta_1 = 1, \delta_j = 1) = \mathbb{E}[\delta_1\delta_j] = p_{ij}$. We assume that $\delta^{(k)}$ are i.i.d. copies of $\delta$. If all $p_{ij} = 1$, then $y^{(k)} = x^{(k)}$ for all $k$, thus we have perfect observation of $x^{(k)}$. We are interested in recovering the covariance matrix of $x$ from $\{y^{(k)}\}_{k=1}^{N}$, when $0 < p_{ij} \leq 1$ for all $i \in [n]$ and $j \in [n]$. Let $\hat{P} = (p_{ij})$, and $\Gamma$ its Hadamard (entry-wise) inverse, that is $P \odot \Gamma = 11^T$, which is guaranteed to exist since $p_{ij} > 0$ for all $i, j \in [n]$. When $\mathbb{E}[x] = 0$, we will use

$$\hat{\Sigma} = \frac{1}{N} \sum_{k=1}^{N} y^{(k)} y^{(k)T} \odot \Gamma. \quad (3)$$

Next we show that (3) is unbiased. We consider a slight generalization and assume the population mean is known and non-zero given by $\mathbb{E}[x] = \mu$. The estimator (3) becomes

$$\hat{\Sigma} = \frac{1}{N} \sum_{k=1}^{N} (y^{(k)} - \delta^{(k)} \odot \mu)(y^{(k)} - \delta^{(k)} \odot \mu)^T \odot \Gamma. \quad (4)$$

The centered variable satisfies $y^{(k)} - \delta^{(k)} \odot \mu = \delta^{(k)} \odot (x^{(k)} - \mu)$, so we may write its expectation

$$\mathbb{E}[(y^{(k)} - \delta^{(k)} \odot \mu)(y^{(k)} - \delta^{(k)} \odot \mu)^T]$$

$$= \mathbb{E}[(\delta^{(k)} \odot (x^{(k)} - \mu))(\delta^{(k)} \odot (x^{(k)} - \mu)^T)]$$

$$= \mathbb{E}[\delta^{(k)} \delta^{(k)T} \odot \delta^{(k)} \delta^{(k)T}] = \mathbb{E}[\delta^{(k)} \delta^{(k)T}] = \mathbb{E}[(x^{(k)} - \mu)(x^{(k)} - \mu)^T] = P \odot \Sigma.$$

With this we can show that expectation of $\hat{\Sigma}$ is $\Sigma$, hence we have the following.

**Proposition 1.** (3) is an unbiased estimator for $\Sigma$.

Our error bound for (3) is given in Theorem 1. Previously, [10] characterized the estimation error of (3) when $\delta$ has independent and identically distributed coordinates. Later, [14] derived error bounds for the non uniform independent setting, however, as we will see in Section IV, their bounds do not match those of [10] or ours, and thus are sub-optimal.

b) Unbiased estimator under MCAR observations with unknown observation probabilities: Here we consider a more realistic scenario in which the observation probabilities are unknown and have to be estimated from data. For this we define the matrix of empirical observation probability

$$\hat{P} = \frac{1}{N} \sum_{k=1}^{N} \delta^{(k)} \delta^{(k)T}, \quad (4)$$

and denote its entries by $\hat{p}_{ij}$. The quantity $\hat{p}_{ij}$ is equal to zero when the $i$-th and $j$-th variables are not observed together. Since we can only estimate the entries of the covariance matrix for which there are observations, we define the set $\mathcal{E} = \{(i,j) : \hat{p}_{ij} \neq 0\}$. Let $\Sigma_{\mathcal{E}}$ be matrix whose entries in $\mathcal{E}$ coincide with the population covariance, and are zero otherwise. Let $\hat{\Gamma} = (\hat{\gamma}_{ij})$ be the Hadamard inverse of $\max(\hat{P}, \frac{1}{N}11^T)$, which satisfies $\hat{\gamma}_{ij}\hat{p}_{ij} = 1$ if $(i,j) \in \mathcal{E}$, and $\hat{\gamma}_{ij}\hat{p}_{ij} = 0$ otherwise. An unbiased estimator for $\Sigma_{\mathcal{E}}$ is given by

$$\hat{\Sigma} = \frac{1}{N} \sum_{k=1}^{N} y^{(k)} y^{(k)T} \odot \hat{\Gamma}. \quad (5)$$


In fact, we can use the more general estimator
\[ \hat{\Sigma} = \frac{1}{N} \sum_{k=1}^{N} (y^{(k)} - \delta^{(k)} \odot \mu)(y^{(k)} - \delta^{(k)} \odot \mu)^\top \odot \hat{\Gamma} \]
when the population mean \( \mu \) is non-zero. To see that this estimator is unbiased, we write each term in the sum as \((x^{(k)} - \mu)(x^{(k)} - \mu)^\top \odot \delta^{(k)} \delta^{(k)} \odot \hat{\Gamma} \). Applying conditional expectation, and independence of \( \Delta \) and \( X \) (MCAR assumption) we get
\[
\mathbb{E}[(x^{(k)} - \mu)(x^{(k)} - \mu)^\top \odot \delta^{(k)} \delta^{(k)} \odot \hat{\Gamma} | \Delta] = \mathbb{E}[(x^{(k)} - \mu)(x^{(k)} - \mu)^\top | \Delta] \odot \delta^{(k)} \delta^{(k)} \odot \hat{\Gamma} = \Sigma \odot \delta^{(k)} \delta^{(k)} \odot \hat{\Gamma}.
\]
Adding up all terms produces
\[
\mathbb{E}[^\Sigma | \Delta] = \frac{1}{N} \sum_{k=1}^{N} \Sigma \odot \delta^{(k)} \delta^{(k)} \odot \hat{\Gamma} = \Sigma \odot \hat{P} \odot \hat{\Gamma} = \Sigma_{E}.
\]
If all \( \hat{p}_{ij} > 0 \), then \( \hat{P} \odot \hat{\Gamma} = 11^\top \), \( \Sigma_{E} = \Sigma \) and \( \mathbb{E}[\hat{\Sigma}] = \Sigma \).

**Proposition 2.** Conditioned on \( \Delta \), (5) is an unbiased estimator for \( \Sigma_{E} \). If all \( \hat{p}_{ij} > 0 \), then (5) is unbiased for \( \Sigma \).

A similar but biased estimator that does not know the missing data distribution was used as part of the banded and sparse covariance estimators from [13], and the inverse covariance estimator from [16]. However, to the best of our knowledge we are the first to establish estimation error bounds for an estimator of this form in Theorem 2.

**c) Unbiased estimator under CMCAR observations:** The CMCAR mechanism presented here generalizes the MCAR to allow missing data with a time varying distribution. One instance of this mechanism are active sequential observations, where the observation probabilities depend on previously observed data. Another, is a MCAR mechanism with time varying observation probabilities. To the best of our knowledge, this type of missing data mechanism has not been considered for covariance matrix estimation.

The index \( t = 1, 2, \ldots \) denotes time (or iteration number). The observed vectors at time \( t \) are \( \{y^{(t,1)}, \ldots, y^{(t,N_t)}\} \), which can be stored as columns of the \( n \times N_t \) dimensional matrix \( Y_t \). Each of these vectors is defined as \( y^{(t,k)} = \delta^{(t,k)} \odot x^{(t,k)} \), where \( \{\delta^{(t,k)}\}_{k=1}^{N_t} \) are identically distributed Bernoulli with sampling probabilities \( p_{ij}^{(t)} \). We assume that for \( t \geq 1 \),

1) **Complete data is i.i.d.:** For \( k \in [N_t] \), and \( t \in [T] \), the complete observations \( x^{(t,k)} \) are i.i.d. copies of \( x \).

2) **Stochastic observation parameters.** The sampling probabilities are a function of previous observations, thus \( p_{ij}^{(t)} = f_{ij}(Y_{t-1}, Y_{t-2}, \ldots, Y_1) \).

3) **Conditionally i.i.d. observations.** Conditioned on the event \( \{Y_t : \tau < t\} \), the random vectors \( \{y^{(t,1)}, \ldots, y^{(t,N_t)}\} \) are i.i.d.

4) **Conditionally MCAR (CMCAR) mechanism.** Conditioned on the event \( \{Y_t : \tau < t\} \), the vectors \( \{\delta^{(t,k)}\}_{k=1}^{N_t} \) are i.i.d. and independent of \( x^{(t,k)} \).

The sampling probabilities are positive (i.e., \( p_{ij}^{(t)} > 0 \) for all \( i, j, t \)). We will also use the matrices \( P_t = (p_{ij}^{(t)}) \), and \( \Gamma_t \), which are Hadamard inverses, that is, \( P_t \odot \Gamma_t = 11^\top \). For simplicity, conditional expectation is abbreviated as
\[
\mathbb{E}_{t-1}[\cdot | \cdot] = \mathbb{E}[\cdot | Y_{\tau} : \tau < t].
\]

Below we present some useful quantities
\[
Z_t = Y_t Y_t^\top \odot \Gamma_t \quad \mathbb{W}_t = \sum_{t=1}^{T} (Z_t - N_t \Sigma) \quad \hat{\Sigma}_t = \frac{\sum_{t=1}^{T} Z_t}{\sum_{t=1}^{T} N_t}.
\]

Some facts about \( Z_t \), \( \mathbb{W}_t \) and \( \hat{\Sigma}_t \) are stated below.

1) \( Z_t \) is an unbiased estimator for \( N_t \Sigma \). This follows from an application of conditional expectation, and using (3),
\[
\mathbb{E}_{t-1}[Z_t] = \mathbb{E}_{t-1}[Y_t Y_t^\top \odot \Gamma_t] = \mathbb{E}_{t-1}[Y_t Y_t^\top] \odot \Gamma_t = N_t \Sigma \odot P_t \odot \Gamma_t = N_t \Sigma.
\]

2) \( \mathbb{W}_t \) is a zero mean martingale. The martingale property states that \( \mathbb{E}_T[\mathbb{W}_{t+1}] = \mathbb{W}_t \). We can verify this applying conditional expectation,
\[
\mathbb{E}_T[\mathbb{W}_{t+1}] = \mathbb{E}_T[Z_{t+1} - N_{t+1} \Sigma] + \mathbb{E}_T[\mathbb{W}_t] = \mathbb{W}_t.
\]

This property implies that \( \mathbb{E}[\mathbb{W}_T] = \mathbb{E}[\mathbb{W}_1] = 0 \).

3) \( \hat{\Sigma}_t \) is an unbiased estimator for \( \Sigma \). This is a direct consequence of property 2) and the identity \( \mathbb{W}_T = (\hat{\Sigma}_T - \Sigma)(\sum_{t=1}^{T} N_t) \).

Performance of this estimator is presented in Theorem 3. Given Propositions 1 and 2, the observations \( y^{(k)} \) can always be centered to have mean zero, provided the population mean is known. For the rest of the paper we will assume, without loss of generality, that the mean is known and \( \mu = 0 \).

**D. Unknown mean**

When the mean is unknown, centering using an estimate for the population mean is not sufficient to construct an unbiased estimator. To see this, consider
\[
\frac{1}{N} \sum_{k=1}^{N} (y^{(k)} - \delta^{(k)} \odot \hat{y})(y^{(k)} - \delta^{(k)} \odot \hat{y})^\top \odot \hat{\Gamma},
\]
which was utilized in [13], [16] when the mean and missing data distributions are unknown. Although (9) is a consistent estimator for \( \Sigma \) [13, Lemma 2.1], it is also biased. To see the latter, notice that in the complete data case, (9) becomes \((1/N)\sum_{k=1}^{N}(x^{(k)} - \bar{x})(x^{(k)} - \bar{x})^\top \odot \hat{\Gamma} \), which has expectation equal to \((N - 1/N)\Sigma \). A similar situation is encountered when \( P \) is known. In appendix A, we discuss unbiased alternatives to (9), for known and unknown missing data distribution. However, the expressions are much more cumbersome, thus a theoretical error study is left for future work.
IV. ERROR BOUNDS

We start this section by introducing some concepts related to sub-Gaussian vectors and notions of complexity of covariance matrices. In Theorems 1, 2, and 3 we present error bounds in operator norm for each estimator. All results of this section depend on new quantities we denote scaled effective rank, which generalize the effective rank to account for partial observations. All our bounds can be viewed as non trivial applications of a moment inequality found in [49]. After some simplifications, our results are summarized in Table I. Based on Propositions 1 and 2, in this section we assume the population mean is known and equal to zero.

A. Preliminaries and assumptions

We first introduce a proxy for the rank of a matrix.

Definition 1. The effective rank [10], [50] of a \( n \times n \) matrix \( A \) is defined as

\[
r(A) = \frac{\|A\|_*}{\|A\|}.
\]

The effective rank obeys \( 1 \leq r(A) \leq \text{rank}(A) \leq n \). When \( A \) is positive semi-definite, \( \|A\|_* = \text{tr}(A) \). The effective rank, as we will see in latter sections, is the parameter that quantifies the sample complexity of covariance estimation.

We introduce sub-Gaussian variables and vectors below.

Definition 2 ([50]). If \( \mathbb{E}[\exp(z^2/K^2)] \leq 2 \) holds for some \( K > 0 \), we say \( z \) is sub-Gaussian. If \( \mathbb{E}[\exp(|z|/K)] \leq 2 \) holds for some \( K > 0 \), we say \( z \) is sub-exponential.

Definition 3 ([50]). For a real valued random variable \( z \), the sub-Gaussian and sub-exponential norms are defined as

\[
\|z\|_{\Phi_\alpha} = \inf\{u > 0 : \mathbb{E}[\exp(|z|^\alpha/u^\alpha)] \leq 2\},
\]

for \( \alpha = 2 \) and \( \alpha = 1 \) respectively.

Definition 4. If a random vector \( z \) in \( \mathbb{R}^n \) satisfies

\[
\|z\|_{\Phi_\alpha} = \sup_{\|u\| = 1} \|u^Tz\|_{\Phi_\alpha} < \infty,
\]

it is called sub-Gaussian or sub-exponential, for \( \alpha = 2 \) or \( \alpha = 1 \) respectively.

We will work under Assumption 1 detailed below, which is standard in the covariance estimation literature [11], [10].

Assumption 1. The distribution of \( x \) obeys.

- \( x \) is a sub-Gaussian vector, therefore there is a constant \( c \) so that \( \mathbb{E}[\|u^T x\|^r]^{1/r} \leq c\|u^T x\|_{\Phi_2}\sqrt{r} \) for every unit vector \( u \in \mathbb{R}^n \), and \( r \geq 1 \).

- There is a constant \( c_0 \) so that for all \( u \in \mathbb{R}^n \), then \( \|u^T x\|_{\Phi_2}^2 \leq c_0 \mathbb{E}(u^T x)^2 \)

Finally we introduce a generalization of the effective rank.

Definition 5. A scaled effective rank of a matrix \( \Sigma \), is any quantity that takes values in \([r(\Sigma), r(\Sigma)/\rho]\) for some constant \( 0 < \rho < 1 \), where the constant does not depend on \( \Sigma \).

Examples that will appear in this section are

\[
\tilde{r}_{\min}(\Sigma, P) = \frac{1}{\|\Sigma\|^{\rho}} \max_{j \in [n]} \sum_{i=1}^n \frac{\Sigma_{ij}}{p_{ij}} = \frac{1}{\|\Sigma\|} \|\text{diag}(\Sigma)\Gamma\|_{1 \rightarrow 1},
\]

\[
r_2(\Sigma, P) = \frac{1}{\|\Sigma\|} \|\text{diag}(\Sigma)^{1/2}\Gamma\text{diag}(\Sigma)^{1/2}\|_F,
\]

\[
\tilde{r}_{\min}(\Sigma, p) = \frac{1}{\|\Sigma\|} \frac{1}{\min_i p_{ij}} \sum_{i=1}^n \frac{\Sigma_{ii}}{p_{ii}}
\]

\[
\tilde{r}_2(\Sigma, p) = \frac{1}{\|\Sigma\|} \sum_{i=1}^n \frac{\Sigma_{ii}}{p_{ii}}
\]

where \( p \) is a vector containing the diagonal entries of \( P \).

B. MCAR case with known distribution

Now we state our main result for the MCAR model.

Theorem 1. Suppose the random vector \( x \) obeys Assumption 1. If all \( p_{ij} > 0 \), and also \( N \geq \varepsilon^3 \) and \( n \geq 3 \), we have that (3) satisfies

\[
\mathbb{E} \left[ \|\hat{\Sigma} - \Sigma\|^2 \right]^{1/2} \leq C\|\Sigma\| \left( \frac{\sqrt{8e \log(n)} r_{\min}(\Sigma, P)}{N} + \frac{4r^2 \log(n) \log(N) N r_2(\Sigma, P)}{N} \right),
\]

where \( C \) is an universal constant. In addition, if \( \delta \) has independent entries, the parameters \( r_{\min}(\Sigma, P) \) and \( r_2(\Sigma, P) \) in (10) can be replaced by \( \tilde{r}_{\min}(\Sigma, p) \) and \( \tilde{r}_2(\Sigma, p) \), respectively.

The upper bound from Theorem 1 suggests that if variable \( x_i \) has high variance (high \( \Sigma_{ii} \)) or if it is strongly correlated with other variables (high \( \Sigma_{ij} \)) then the effect of missing data can be more severe, since the upper bound increases with \( \Sigma_{ii}/p_{ii} \) and \( \Sigma_{ij}/p_{ij} \).

Theorem 1 is an improvement over previous bounds under the MCAR mechanism with known missing data distribution. In particular, we obtain better convergence rates than [14], and consider a more general missing data mechanism than [10]. However, these previous studies obtained high probability error bounds, while here we bound the expectation.

a) Comparison with covariance estimation with complete observations: In this case, \( p_{ii} = 1 \) for all \( i \in [n] \), which implies that all \( p_{ij} = 1 \), and the scaled effective rank coincides with the effective rank. Several recent papers [10], [11], [12] have obtained bounds in operator norm that scale as

\[
O \left( \sqrt{\frac{\tilde{r}(\Sigma)}{N}} + \frac{r(\Sigma)}{N} \right) = O \left( \sqrt{\frac{\tilde{r}(\Sigma)}{N}} \vee \frac{r(\Sigma)}{N} \right),
\]

where the \( O \) notation hides constants and logarithmic dependencies on \( n \) and \( N \). Our bound in spectral norm matches those of [10], [11] up to \( \log(N) \) factors. For the Gaussian case, it was shown in [12] that dimension free bounds can be attained (without any log terms). It is also worth mentioning that the error bounds from [10], [11] are high probability results based on variations of matrix Bernstein inequalities for the operator norm. In [10], one is used for sums of bounded random matrices, while [11] applies a version for unbounded matrices. Our results are based in a moment inequality for
sums of independent, possibly unbounded matrices from [49], thus significantly simplifying the proofs.

b) Sample complexity: We can guarantee covariance estimation error in operator norm of magnitude

$$E \left[ \| \hat{\Sigma} - \Sigma \|^2 \right]^{1/2} \leq \epsilon \| \Sigma \|,$$

if the number of observations obeys

$$N \geq 8e \log(n) r_{\min}(\Sigma, \mathbf{P}) \left( e \log(N) \vee \frac{2C_2}{\epsilon} \right)^2,$$

(11)

where \( \rho = r_2(\Sigma, \mathbf{P}) / r_{\min}(\Sigma, \mathbf{P}) \). Compared with the case of complete observations, the missing data case requires extra samples by a factor of \( r_{\min}(\Sigma, \mathbf{P}) / r(\Sigma) \) to attain equal accuracy. When \( \delta \) has independent coordinates, a simpler sufficient condition is given by

$$N \geq 8e \log(n) r_{\min}(\Sigma, \mathbf{p}) \left( e \log(N) \vee \frac{2C_2}{\epsilon} \right)^2.$$

This condition can be derived from the looser bound that depends on \( r_2(\Sigma, \mathbf{p}) \) and \( r_{\min}(\Sigma, \mathbf{p}) \). In this case, both \( r_2(\Sigma, \mathbf{p}) \) and \( r_{\min}(\Sigma, \mathbf{p}) \) are upper bounded by \( \hat{r}_{\min}(\Sigma, \mathbf{p}) \).

c) Parameter scaling: Each entry of the sample covariance matrix is a (weighted) average of a different number of observations. In particular the \( ij \) off-diagonal element of \( \hat{\Sigma} \) is observed \( Np_{ij} \) times on average. This reduced data acquisition reflects in an increased error bound of the same order.

d) Comparison with [10] and [14]: Since the bounds from [10] assume uniform independent observation variables, we will compare under that setting. Lounici [10] establishes that with probability at least 1 \(- e^{-\nu}\)

$$\| \hat{\Sigma} - \Sigma \| \leq C \| \Sigma \| \max \left\{ \frac{r(\Sigma)(\nu + \log(2n))}{p^2N}, \frac{r(\Sigma)(\nu + \log(2n))(C_1p + \nu + \log(N))}{p^2N} \right\},$$

(12)

where \( C, C_1 > 0 \) are universal constants. On the other hand, Park and Lim [14] derived a bound under MCAR observations, which after simplification under the uniform and independent assumption is reduced to

$$\| \hat{\Sigma} - \Sigma \| \leq C \| \Sigma \| \nu \max \left\{ \frac{1}{p^2N}, \frac{r(\Sigma)(\nu + \log(2n))(C_1p + \nu + \log(N))}{p^2N} \right\},$$

(13)

also with probability at least 1 \(- e^{-\nu}\). Setting \( \nu = \log(2n) \), and for large enough \( N \), (12) and Theorem 1 imply that the estimation error scales as

$$O \left( \sqrt{\frac{r(\Sigma) \log(2n)}{p^2N}} \right),$$

while the bound (13) has a worst rate by a factor of \( n/p^{3/4} \).

We can also compare in terms of sample complexity. Lounici’s bound implies the following sample complexity condition

$$N \geq C \frac{r(\Sigma)}{p^2} \log(2n) \left( \frac{1}{\epsilon} \vee (\log(n) + \log(N) + c_1p) \right)^2.$$

The bound from [14] implies the condition

$$N \geq C \frac{r(\Sigma)}{p^{3/2}} \log(2n) \left( \frac{n}{p^{5/2}} \vee (\log(n) + \log(N) + c_1p) \right)^2,$$

which requires a significant larger number of samples. This can be observed by the additional \( n^2 \) factor, and an asymptotic dependency on the missing data in the order of \( 1/p^{5/2} \). [14] points out the necessity for an improved rate of convergence, which is partially addressed by Theorem 1, however since our result is an expectation bound, more research is needed to obtain concentration inequalities. See Table I for a summary of the sample complexity comparison from this section.

C. MCAR case with unknown distribution

The main disadvantage of (3) and Theorem 1 is that in practice, the distribution of \( \delta \) is unknown. Here we present our bound for (5), which depends on \( \mathbf{P} \) instead of \( \mathbf{P} \).

**Theorem 2.** Suppose the random vector \( \mathbf{x} \) satisfies Assumption 1, with \( N \geq e^2 \) and \( n \geq 3 \). Also assume that for all \( i \in [n] \) there is a \( k \in [N] \) so that \( \delta^{(k)} = 1 \). Conditioned on the missing data pattern \( \Delta \), the estimator from (5) satisfies

$$E \left[ \| \hat{\Sigma} - \Sigma \| \| \Delta \|^{1/2} \leq C \| \Sigma \| \left( \frac{8e \log(n) r_{\min}(\Sigma, \hat{\mathbf{P}})}{N} + \frac{4e^2 \log(n) \log(N) r_2(\Sigma, \hat{\mathbf{P}})}{N} \right),$$

(14)

where \( C \) is a universal numerical constant, \( \Sigma_{\hat{E}} = E[\hat{\Sigma}] \), and

$$r_{\min}(\Sigma, \hat{\mathbf{P}}) = \frac{1}{\| \Sigma \|} \max_j \sum_{i : (i,j) \in \mathcal{E}} \frac{\Sigma_{ij}}{\hat{p}_{ij}},$$

$$r_2(\Sigma, \hat{\mathbf{P}}) = \frac{1}{\| \Sigma \|} \max_j \sum_{(i,j) \in \mathcal{E}} \frac{\Sigma_{ii} \Sigma_{ij}}{\hat{p}_{ij}^2}.$$

In general, (14) corresponds to an inequality between random variables that are functions of \( \Delta \), however Theorem 2 is also valid if \( \Delta \) is a deterministic matrix. The parameters from Theorem 2 are scaled effective ranks, since they obey

$$r(\Sigma) \leq r_{\min}(\Sigma, \hat{\mathbf{P}}) \leq \frac{r(\Sigma)}{\hat{p}_{\min}},$$

(15)

$$r(\Sigma) \leq r_2(\Sigma, \hat{\mathbf{P}}) \leq \frac{r(\Sigma)}{\hat{p}_{\min}},$$

(16)

almost surely, where \( \hat{p}_{\min} = \min_{(i,j) \in \mathcal{E}} \hat{p}_{ij} \).
a) Comparison with Theorem 1: The proposed estimators, (3) and (5), can correct for the bias introduced to the sample covariance matrix due to missing observations, by normalizing its entries with the matrices \( \Gamma \) and \( \tilde{\Gamma} \), respectively. The bound from Theorem 1 is characterized by scaled effective rank parameters that depend on the observation probability matrix \( \tilde{P} \). In Theorem 2 we obtained the same bound, however now the scaled effective rank parameters have replaced the observation probability matrix with its estimate \( \tilde{P} \). Theorems 1 and 2 suggest that, asymptotically (large \( N \)), both estimators have the same performance, since \( \tilde{P} \) converges to \( P \). As discussed in Section III, for \( \tilde{\Sigma} \) to be unbiased, we require that all \( \tilde{p}_{ij} > 0 \), meaning that all pairs of variables must be observed together at least once. Its counterpart in Theorem 1 is the condition that all \( p_{ij} > 0 \).

b) Comparison with (13): Let us denote the estimator (9) by \( \hat{\Sigma} \). Lemma 2.1 in [13] implies that with probability at least 1 - \( e^{-\nu} \), \( \hat{\Sigma} \) obeys

\[
\| \hat{\Sigma} - \Sigma \| \leq C \| \Sigma \| \left( \sqrt{c_1 + c_2 n + \nu} + \frac{c_1 + c_2 n + \nu}{\bar{p}_n} \right).
\]

Essentially, the dominating parameter in the above bound is the quantity \( n/\bar{p}_n \). First, this bound depends on the least observed entry (through \( \bar{p}_n \)), and second, it depends on \( n \) instead of the effective rank, which always satisfies \( r(\Sigma) \leq n \). Therefore, this bound is always larger than the right hand side of (15) and (16).

c) A closer look at (3) and (5): for (3), the estimation error of the \( ij \) entry is

\[
E[|\hat{\Sigma}_{ij} - \Sigma_{ij}|^2] = \frac{\text{var}[(x_i x_j)^2] + (1 - p_{ij})\Sigma_{ij}^2}{p_{ij} N}.
\] (17)

A similar calculation produces an entry-wise error for (5) equal to

\[
E[|\hat{\Sigma}_{ij} - \Sigma_{ij}|^2] = E \left[ \frac{1}{\hat{p}_{ij}} \frac{\text{var}[(x_i x_j)^2]}{N} \right].
\] (18)

For complete data \( p_{ij} = \hat{p}_{ij} = 1 \), both estimators have the same error. When there is missing data, if \( N \) is large, \( E[1/\hat{p}_{ij}] \) converges to \( 1/p_{ij} \), and thus (3) will always be outperformed by (5). Note that since \( E[(x_i x_j)^2] = \Sigma_{ij}^2 \), (18) is composed of a variance term, while (17) has a variance and an additional bias. This occurs because the \( ij \) entries of both estimators are a sum of \( \hat{p}_{ij} N \) terms, however since for (3), the number of terms does not coincide with the dividing factor \( p_{ij} N \), each term is not an exact average, unlike the case of (5).

D. MCAR case with known distribution

Now we present an error bound for (7).

**Theorem 3.** Suppose \( P^{(t+1)} = f_t(\hat{\Sigma}_t) \) for all \( t \geq 1 \) where \( f_t(\cdot) \) are bounded, in the sense that there is a constant \( \alpha \) so that for all \( i \) and all \( t \), \( p_{ij}^{(t)} \geq \alpha > 0 \) almost surely. Under the same assumptions of Theorem 1, (7) obeys

\[
E[|\hat{\Sigma}_T - \Sigma|^2]^{1/2} \leq C \| \Sigma \| \sqrt{\log(n + 1)} \times \left[ \frac{8\varepsilon \log(n)}{N} \varepsilon_1 + \frac{4\varepsilon^2 \log(n)L}{N} \varepsilon_2 \right],
\]

where \( C \) is an universal constant, \( \varepsilon_1, \varepsilon_2 \) are given by

\[
\varepsilon_1 = E_{t=1}^{T} \left[ \sum_{l=1}^{T} r_{\min}^{2}(\Sigma, P^{(l)}) N_l \right],
\]

\[
\varepsilon_2^2(\Sigma, (P^{(t)}, N_t))^{T}_{t=1} = \left[ \frac{1}{L^2} \sum_{l=1}^{T} r_2^2(\Sigma, P^{(l)}) \log^2(N_l) \right],
\]

and \( N = \sum_{t=1}^{T} N_t \), and \( L^2 = \sum_{t=1}^{T} \log^2(N_l)\).

Note that when \( T = 1 \), the bounds from Theorems 1 and 3 only differ on the \( \sqrt{\log(n + 1)} \) term and a constant. The estimation error depends on the behavior of the quantities \( \varepsilon_i \), which depends on the observations, the missing data mechanism and \( f_t \). In particular, when \( f_t \) depends only on the index \( t \), and not on the data, we have the case of a time varying MCAR mechanism. The assumptions of Theorem 3 guarantee that \( \varepsilon_i \) are scaled effective ranks, thus

\[
\varepsilon_i \leq \frac{r(\Sigma)}{\alpha},
\]

and \( \tilde{\Sigma}_T \to \Sigma \) in probability. To establish that this bound is also consistent with Theorems 1 and 2 for \( T > 1 \), we will analyze the limiting behavior of the expectations in the upper bound.

**Proposition 3.** Under the same assumptions of Theorem 3, if additionally \( f_t = f \) is continuous, then

\[
P^{(t)} \to P^\infty, \quad r_2(\Sigma, P^{(t)}) \to r_2(\Sigma, P^\infty), \quad r_{\min}(\Sigma, P^{(t)}) \to r_{\min}(\Sigma, P^\infty),
\]

\[
in probability, \text{ where } P^\infty = f(\Sigma). \text{ Also we have convergence of the expectation, that is,}
\]

\[
E[r_2^2(\Sigma, P^{(t)})] \to r_2^2(\Sigma, P^\infty), \quad E[r_{\min}(\Sigma, P^{(t)})] \to r_{\min}(\Sigma, P^\infty).
\]

**Proof:** Since \( f \) is bounded and a continuous function of \( \Sigma_t \), so are \( r_2 \circ f \) and \( r_{\min} \circ f \). All limits are implied by convergence in probability of \( \tilde{\Sigma}_t \) to its expected value, along with [31, Th. 2.3.4].

Proposition 3, and Theorems 1 and 3 imply that asymptotically, our estimators in (3) and (7) converge at the same rates. This is a direct consequence of the following limits, which are implied by Proposition 3

\[
\varepsilon_1 \to r_{\min}(\Sigma, P^\infty), \quad \varepsilon_2 \to r_2(\Sigma, P^\infty).
\]

We will finish the analysis of this estimator by establishing a lower bound on the sample complexity.
Proposition 4. Suppose that $e < N_t$ for all $t \in [T]$, and the following conditions hold
\[
E \left[ \sum_{t=1}^{T} r_{\min}(\Sigma, P^{(t)}) N_t \right] \\
\geq E \left[ \sum_{t=1}^{T} 2e^3 \log(n) \log^2(N_t) r_{2}^2(\Sigma, P^{(t)}) \right], \\
N \geq 32e^2 \log(n) \log(n+1) \epsilon_1 \frac{1}{\epsilon^2}, \\
\text{for some } T > 1 \text{ and some } \epsilon > 0, \text{ then} \\\nE \left[ \| \hat{\Sigma}_T - \Sigma \|^2 \right]^{1/2} \leq \epsilon \| \Sigma \|. \\
\text{Proof: The first inequality implies} \\\n\sqrt{\frac{8e \log(n)}{N}} \epsilon_1 \geq \frac{2e^3 \log(n)L}{N} \epsilon_2.
\]
Combining this with Theorem 3 leads to
\[
E \left[ \| \hat{\Sigma}_T - \Sigma \|^2 \right]^{1/2} \leq 2C \| \Sigma \| \sqrt{\frac{8e \log(n) \log(n+1) \epsilon_1}{N}}. \\
\text{Using the second assumption leads to the desired bound.} \]

If we ignore logarithmic and constant factors the condition (27) would be in the same order of magnitude as the sample complexity we established for the MCAR estimators. Note that in this case there is an additional $\log(n+1)$ factor. The inequality (26) is a condition on the sequence $\{N_t\}$, and although it looks convoluted, it is easily satisfied if $T$ is large enough, and
\[
N_t / \log^2(N_t) = \Omega(\log(n) r_{2}^2(\Sigma, P^{\infty}) / r_{\min}(\Sigma, P^{\infty})). (28)
\]
This can be achieved for example if $N_t$ is an increasing sequence with $\lim_{t \to \infty} N_t = \infty$.

V. EXPERIMENTS
A. Covariance estimation under MCAR observations
1) Uniform MCAR observations: We first compare the estimators from (3) and (5), designed to handle MCAR observations with known and unknown missing data distribution respectively. The experimental setup is as follows.
- Data follows a Gaussian distribution with mean zero, and population covariance matrix $\Sigma$. The eigenvalues are $\rho^i$ for $i = 1, \cdots, n$, with $0 < \rho < 1$ chosen so that $r(\Sigma) = 4$. The eigenvectors are generated by applying the Gram-Schmidt method to a $n \times n$ random matrix with $N(0, 1)$ independent entries.
- The dimension is set to $n = 50$. The MCAR missing data mechanism is uniform with independent entries and observation probabilities $p \in \{0.4, 0.6, 0.8\}$.
- We generate complete and incomplete data. The number of samples $N$ are chosen to be 100 equidistant values in the log scale between 15 and 50n.
- For each pair $(N, p)$ we compute estimation error and average over 100 trials.

The averaged estimation errors are plotted in Figure 1. The black line in the figure corresponds to the estimation error of the sample covariance matrix, and serves as our baseline performance. Theorem 1 indicates that for $N$ large enough, the MCAR estimator with missing data has error $O((p\sqrt{N})^{-1})$, thus to achieve the same error as the sample covariance matrix, it needs more samples by a factor of $p^{-1}$. We verify this experimentally by multiplying the estimation error of the sample covariance matrix by $p^{-1}$. Those curves are shown in dotted lines, and are always above the estimation error of both estimators, almost parallel and tighter when $N/n < 1$.

Additionally, when $P$ is unknown, (5) always outperforms (3), even though the latter has access to the actual missing data distribution through $P$. This might occur because (5) computes exact averages (using $\hat{P}$), while (3) employs an estimate of the number of observations (a function of $P$).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Comparison of proposed estimators under MCAR missing observations with uniform observation probabilities. The plot shows relative estimation error in operator norm versus number of i.i.d. realizations, both in logarithmic scale. Solid and dashed lines denote estimators (3) (MCAR-$P$) and (5) (MCAR-$P$) respectively. Dotted lines are an estimate based on the error bounds.}
\end{figure}

2) Non uniform MCAR observations: In the next experiment we show that when the missing observations have a favorable distribution, not much information is lost due to missing data. We consider a non-singular population covariance matrix $\Sigma$ of dimension $n = 50$, and effective rank $r = 2.7472$ (see Figure 2). The missing data distribution is MCAR with independent entries, and observation probabilities given by $p = \max(\rho \sqrt{\text{diag}(\Sigma)} \cdot 1)$. In this setting the variable $x_i$ is observed with probability proportional to its standard deviation $\sqrt{\Sigma_{ii}}$. The parameter $\rho$ is set so that the expected number of observed variables are $\{28\%, 40\%, 50\%\}$. The performance of (5) is depicted in Figure 3. It can be seen that when roughly 50% or more variables are observed in average, the estimator has almost the same performance as the sample covariance matrix that has access to complete observations. This can be attributed to the fact that variables with lower variance contribute less to the estimation error, and thus a higher missing data rate can be tolerated for those entries.
Fig. 2: Approximately sparse covariance matrix with low effective rank.

Fig. 3: Evaluation of the estimators under MCAR missing observations with non uniform observation probabilities.

Fig. 4: Comparison of CMCAR and MCAR estimators under time varying missing observations with uniform observation probabilities. The plotted curve shows relative estimation error (in log scale) in operator norm versus number of i.i.d. realizations. \( N_t \) is the block size, i.e., the number of realizations until the missing data distribution changes.

B. Estimation under CMCAR observations

This section compares the estimators from (5) and (7), designed for MCAR and CMCAR observations respectively. We consider a simple CMCAR mechanism, where

\[
P(\delta_{(t,k)}^{(i)}) = (1 - \alpha_t) + \alpha_t \frac{m}{n},
\]

for fixed \( m \) and \( \alpha_t = 0.9 (1 - 1/\sqrt{t}) \). When \( t = 1 \), there are complete observations, and the amount of missing data increases with \( t \), to reach an uniform observation probability of \( 0.9m/n \). We consider the same synthetic dataset created in Section V-A1, and set \( m = 0.1n \). We fix \( N_1 = 10 \) and the remaining block sizes \( N_t \) for \( t \geq 2 \) are set to a constant.

Figure 4 depicts the average error in operator norm of both estimators. Note that the CMCAR estimator (7) knows the missing data distribution, while the MCAR estimator (5) does not. When the missing data distribution changes faster (smaller \( N_t \)), both estimators require more samples to be accurate. Moreover, when the block size increases, and the missing data distribution changes more slowly, the estimation error decays faster, and both estimators behave similarly.

VI. PROOFS

A. Bounding tools

a) Sub-exponential and sub-Gaussian properties [50]:

- If \( z \) is a sub-Gaussian random variable, then

\[
E[|z|^r]^{1/r} \leq c \|z\|_{\Psi_2} \sqrt{r}, \quad \text{for } r \geq 1.
\]

- If \( z \) and \( w \) are sub-Gaussian random variables, then \( z^2 \) and \( zw \) are sub-exponential with norms satisfying

\[
\|z^2\|_{\Psi_1} = \|z\|_{\Psi_2}^2 \quad \text{and} \quad \|zw\|_{\Psi_1} \leq \|z\|_{\Psi_2} \|w\|_{\Psi_2}.
\]

- Let \( y_1 = \delta_1 x_1 \) and \( y_2 = \delta_2 x_2 \), where \( \delta_1, \delta_2 \) are Bernoulli with parameters \( p_1 \) and \( p_2 \), and \( x_1, x_2 \) are sub-Gaussian
random variables. If \( \delta_1, \delta_2 \) are independent of \( x_1 \) and \( x_2 \), then
1) \( y_i \) is sub-Gaussian and \( \| y_i \|_{\psi_2} \leq \| x_i \|_{\psi_2} \).
2) \( y_i^2, y_i^2, \) and \( y_i y_2 \) are sub-exponential with norms satisfying \( \| y_i y_2 \|_{\psi_1} \leq \| x_i x_j \|_{\psi_1} \) for \( i, j = 1, 2 \).

b) Useful inequalities:

- Jensen’s inequality. Let \( z \) be a real random variable, with finite \( r \)-th moment, then
  \[
  E[|z|^r] \leq E[|z|^r], \quad \text{for } r \geq 1.
  \]

- Application of Jensen’s inequality. Let \( z_1, \cdots, z_N \) be non-negative random variables with finite \( r \)-th moments, then
  \[
  E[\max_k z_k] \leq N^{1/r} \max_k E[z_k]^{1/r}, \quad \text{for } r \geq 1. \tag{29}
  \]

- Minkowski’s inequality (triangular inequality). Given \( z_1, z_2 \) with finite \( r \)-th moments, then for any \( r \geq 1 \)
  \[
  E[|z_1 + z_2|^r] \leq E[|z_1|^r]^{1/r} + E[|z_2|^r]^{1/r}.
  \]

- For any \( a, b \in \mathbb{R}, (a + b)^2 \leq 2(a^2 + b^2) \).

\( \cdots \)

\( \cdots \)

\( \cdots \)

\( \cdots \)

\( \cdots \)

The bounds from [49] for \( \| E[(\Gamma \circ yy^T)^2] \| \) and \( E[\max_k \| \Gamma \circ y^{(k)}y^{(k)^T} \|^2] \) are fairly general. They decouple \( y \) and \( y^{(k)} \) from \( \Gamma \), thus they can be greatly improved if we consider their relation for this problem.

a) Bounding the matrix variance (first term): Using (30) and applying expectation we obtain

\[
E[(\Gamma \circ yy^T)^2] = \sum_{i=1}^{n} E[y_i^2yy^T] \odot \Gamma_i \Gamma_i^T. \tag{33}
\]

Using independence, each term in the expected value above can be decomposed as follows

\[
E[y_i^2yy^T] = E[x_i^2\gamma xx^T \odot \delta \delta^T] = E[x_i^2xx^T] \odot E[\delta_i \delta^T].
\]

Replacing back in (33) and applying (31) to the Hadamard product of positive semi-definite matrices we have

\[
E[(\Gamma \circ yy^T)^2] \leq \sum_{i=1}^{n} \| E[x_i^2xx^T] \| \odot \| E[\delta_i \delta^T] \| \odot \Gamma_i \Gamma_i^T.
\]

Since the right side is a diagonal matrix, its operator norm is its largest entry, and we can bound the matrix variance as

\[
\left\| E[(\Gamma \circ yy^T)^2] \right\| \leq \max_{j \in [n]} \sum_{i=1}^{n} \| E[x_i^2xx^T] \| \| E[\delta_i \delta^T] \| \| \Gamma_j \| \| \Gamma_j^T \|_j.
\]

The following holds

\[
\left( E[\delta_i \delta^T] \right)_{jj} = \frac{1}{p_{ij}}.
\]

The desired bound is obtained after applying Lemma 2 to bound \( \| E[x_i^2xx^T] \| \) (at the end of this section), thus producing

\[
\left\| E[(\Gamma \circ yy^T)^2] \right\| \leq C^2 \| \Sigma \| \max_{j \in [n]} \sum_{i=1}^{n} \| E[\delta_i \delta^T] \| \| \Gamma_j \| \| \Gamma_j^T \|_j \sum_{i=1}^{n} \| E[\delta_i \delta^T] \| \| \Gamma_j \| \| \Gamma_j^T \|_j.
\]

where \( C = 4c^2/c_0 \). When \( \delta \) has independent coordinates, we have that \( p_{ij} = p_{ii}p_{jj} \) when \( i \neq j \), therefore we may use the bound

\[
\left\| E[(\Gamma \circ yy^T)^2] \right\| \leq C^2 \| \Sigma \| \sum_{k=1}^{n} \| E[\delta_i \delta^T] \| \| \Gamma_k \| \| \Gamma_k^T \|_k \sum_{k=1}^{n} \| E[\delta_i \delta^T] \| \| \Gamma_k \| \| \Gamma_k^T \|_k.
\]

where \( p_{min} = \min_i p_{ii} \).

b) Bounding the maximum spectral norm (second term): For any \( r \geq 1 \), applying (29) to \( \| \Gamma \circ y^{(k)}y^{(k)^T} \|^2 \) results in

\[
E[\max_k \| \Gamma \circ y^{(k)}y^{(k)^T} \|^2] \leq N^{1/r} E \left[ \| \Gamma \circ yy^T \|^2 \right]^{1/r}.
\]

The dependency on \( k \) is removed because \( y^{(k)} \) are i.i.d. copies of \( y \). Now we only need to bound \( E \left[ \| \Gamma \circ yy^T \|^2 \right] \). Since the operator norm is bounded by the Frobenius norm, and \( y_i^2 \leq x_i^2 \), we have the inequalities

\[
\| \Gamma \circ yy^T \|_F^2 \leq \| \Gamma \circ yy^T \|_p^2 = \sum_{i,j} \gamma_{ij} y_i^2 y_j^2 \leq \sum_{i,j} \gamma_{ij}^2 x_i^2 x_j^2.
\]
Now we apply the triangular and Cauchy-Schwartz inequalities, followed by Assumption 1, thus

\[
\mathbb{E} \left[ \| \Gamma \odot yy^T \|^{2r} \right]^{1/r} \leq \sum_{i,j} \gamma_{ij}^2 \mathbb{E} \left[ (x_i^2 x_j^2)^r \right]^{1/r} \\
\leq \sum_{i,j} \gamma_{ij}^2 \mathbb{E} \left[ |x_i|^r \right]^{1/2r} \mathbb{E} \left[ |x_j|^r \right]^{1/2r} \\
\leq (4r^2 c_0^2)^2 \sum_{i,j} \gamma_{ij}^2 \Delta_{ii} \Delta_{jj}.
\]

Replacing \( \gamma_{ij} = 1/p_{ij} \), leads to

\[
\mathbb{E} \left[ \| \Gamma \odot yy^T \|^{2r} \right]^{1/r} \leq C^2 r^2 \sum_{i=1}^n \sum_{j=1}^n \Delta_{ii} \Delta_{jj}.
\]

The final bound is obtained by minimizing the function \( N^{-1/r} r^2 \) over \( r \geq 1 \). This is achieved by setting \( r = \log(N)/2 \), since the assumption \( \log(N) \geq 2 \) guarantees that \( r \geq 1 \) is satisfied. The desired bound is

\[
\mathbb{E} \left[ \max_k \| \Gamma \odot y^{(k)} y^{(k)\top} \|^2 \right] \leq \left( c C \log(N) \right)^2 \sum_{i,j=1}^n \Delta_{ii} \Delta_{jj}.
\]

When \( \delta \) has independent coordinates, we may use the bound

\[
\mathbb{E} \left[ \max_k \| \Gamma \odot y^{(k)} y^{(k)\top} \|^2 \right] \leq \left( c C \log(N) \right)^2 \sum_{i,j=1}^n \Delta_{ii} \Delta_{jj}.
\]

\section{C. Proof of Theorem 2}

Since \( \mathbb{E}[\tilde{\Sigma} | \Delta] = \Sigma_E \), we can apply Theorem 4 to (5),

\[
\mathbb{E} \left[ \| \tilde{\Sigma} - \Sigma_E \|^2 | \Delta \right]^{1/2} \leq \frac{1}{N} \left[ 8 e \log(n) \right] \sum_{k=1}^N \mathbb{E} \left[ (\tilde{\Gamma} \odot y^{(k)} y^{(k)\top})^2 | \Delta \right] + \frac{8 e \log(n) \mathbb{E} \left[ \max_k \| \tilde{\Gamma} \odot y^{(k)} y^{(k)\top} \|^2 | \Delta \right]^{1/2}}{N}.
\]

We follow a strategy close to the one used in the proof of Theorem 1. Here, the random vectors \( y^{(k)} \) are conditionally independent, given the missing data pattern \( \Delta \). In addition, these vectors are not identically distributed, therefore computations are more cumbersome.

\textit{a) Bounding the matrix variance:} To simplify computations we define \( M^{(k)} = \Gamma \odot \delta^{(k)} \delta^{(k)\top} \), therefore

\[
\tilde{\Gamma} \odot y^{(k)} y^{(k)\top} = M^{(k)} \odot x^{(k)} x^{(k)\top}.
\]

Since \( M^{(k)} \) depends only on \( \Delta \), we can decouple the data and the missing data quantities. The following equalities are based on the MCAR property, and the i.i.d. assumption on \( x^{(k)} \). We obtain the desired conditional expectation after applying (30), resulting in

\[
\sum_{k=1}^N \mathbb{E} \left[ (M^{(k)} \odot x^{(k)} x^{(k)\top})^2 | \Delta \right] = \sum_{k=1}^N \mathbb{E} \left[ x^{(k)^2} x^{(k)\top} | \Delta \right] \odot M^{(k)} \odot M^{(k)\top} = \sum_{k=1}^N \mathbb{E} \left[ |x|^2 | \Delta \right] \odot M^{(k)} \odot M^{(k)\top}.
\]

Now we use (31) to bound the Hadamard product of positive definite matrices, thus we have

\[
\sum_{k=1}^N \mathbb{E} \left[ (M^{(k)} \odot x^{(k)} x^{(k)\top})^2 | \Delta \right] \leq \sum_{i=1}^n \mathbb{E}[|x_i|^2 xx^\top] \| I \odot \sum_{k=1}^N M^{(k)} M^{(k)\top}.
\]

The resulting matrix on the right side is diagonal, hence its operator norm can be computed in closed form, and the desired operator norm can be bounded as

\[
\left\| \sum_{k=1}^N \mathbb{E} \left[ (M^{(k)} \odot x^{(k)} x^{(k)\top})^2 | \Delta \right] \right\| \leq \sum_{i=1}^n \left\| \mathbb{E}[|x_i|^2 xx^\top] \right\| \sum_{k=1}^N M^{(k)} M^{(k)\top} \leq \max_j \sum_{i=1}^n \left\| \mathbb{E}[|x_i|^2 xx^\top] \right\| \sum_{k=1}^N M^{(k)} M^{(k)\top}.
\]

To further simplify the right hand side, we note that

\[
(M^{(k)} M^{(k)\top})_{jj} = \left( \delta^{(k)} \delta^{(k)\top} \right)_{jj} \text{ if } j = i, \\
(M^{(k)} M^{(k)\top})_{ii} = N \delta^{(k)} \delta^{(k)\top} \text{ if } j = i.
\]

Thus for \( i = j \),

\[
\left( \sum_{k=1}^N M^{(k)} M^{(k)\top} \right)_{ii} = N \delta^{(k)} \delta^{(k)\top} \text{ if } j = i.
\]

If \( i \neq j \) and \( (i, j) \notin E \), a similar calculation produces

\[
\left( \sum_{k=1}^N M^{(k)} M^{(k)\top} \right)_{ij} = N \frac{1}{\hat{p}_{ii}}.
\]

Finally, when \( i \neq j \) and \( (i, j) \notin E \), we have that

\[
\left( \sum_{k=1}^N M^{(k)} M^{(k)\top} \right)_{ij} = N \delta^{(k)} \delta^{(k)\top} = 0, \forall k.
\]

We conclude by applying Lemma 2,

\[
\left\| \sum_{k=1}^N \mathbb{E} \left[ (M^{(k)} \odot x^{(k)} x^{(k)\top})^2 | \Delta \right] \right\| \leq C^2 N \| \Sigma \| \sum_{i=1}^n \sum_{(i,j) \in E} \frac{\Sigma_{ii}}{\hat{p}_{ij}}.
\]
b) Bounding the maximum spectral norm: We follow the same strategy as in the proof of Theorem 1 and bound the operator norm by the Frobenius norm. We follow this with Minkowski’s inequality leading to the sequence of inequalities

\[
\mathbb{E}\left[\|M^{(k)} \circ x_{(k)} x_{(k)}^T\|_2^r | \Delta\right]^{1/r} \\
\leq \sum_{i,j} \mathbb{E}\left[|x_i^{(k)} x_j^{(k)}|^2 | \Delta\right]^{1/r} |M_{ij}^{(k)}|^2 \\
= \sum_{i,j} \mathbb{E}\left[|x_i^{(k)} x_j^{(k)}|^2 \right]^{1/r} |M_{ij}^{(k)}|^2 \\
\leq \sum_{(i,j) \in \mathcal{E}} \mathbb{E}\left[|x_i|^4\right]^{1/2r} \mathbb{E}\left[|x_j|^4\right]^{1/2r} \frac{1}{\hat{p}_{ij}} \\
\leq \left(4r c^2\right)^2 \sum_{(i,j) \in \mathcal{E}} \|x_i\|_{\Psi_2}^2 \|x_j\|_{\Psi_2}^2 \frac{1}{\hat{p}_{ij}} \\
\leq r^2 \left(4c^2/c_0\right)^2 \sum_{(i,j) \in \mathcal{E}} \frac{\Sigma_{ii} \Sigma_{jj}}{\hat{p}_{ij}}.
\]

The desired bound is obtained after setting \( r = \log(N)/2 \).

D. Proof of Theorem 3

We will use an inequality due to [52], from where we state the required result in the Lemma below.

**Lemma 1.** Let \( W_T = \sum_{t=1}^T \tilde{Z}_t \) be a matrix valued martingale satisfying \( \mathbb{E}_{t-1}[\tilde{Z}_t] = 0 \), and \( \mathbb{E}[\|\tilde{Z}_t\|^2] \leq \sigma_t^2 < \infty \), then

\[
\mathbb{E}[\|W_T\|^2] \leq c \log(n + 1) \sum_{t=1}^T \sigma_t^2.
\]

Taking \( \tilde{Z}_t = Z_t - N_t \Sigma \) we just need to bound \( \mathbb{E}[\|\tilde{Z}_t\|^2] \). We can do that by conditioning on previous observations and applying Theorem 1, thus leading to

\[
\mathbb{E}_{t-1}[\|\tilde{Z}_t\|^2] \leq C^2 \Sigma^2 N_t^2 \times \left[ \frac{8e \log(n)}{r_{\min}(\Sigma, \mathcal{P}^{(t)})} N_t + \frac{8e \log(n) \log(N_t) r_2(\Sigma, \mathcal{P}^{(t)})}{N_t} \right]^2 \\
\leq 2C^2 \Sigma^2 \times \left[ 8e \log(n) r_{\min}(\Sigma, \mathcal{P}^{(t)}) N_t + \left(8e \log(n) \log(N_t)\right)^2 r_2^2(\Sigma, \mathcal{P}^{(t)}) \right].
\]

Then \( \sigma_t^2 \) is equal to the expectation of the above expression. We conclude by adding terms from \( t = 1 \) to \( t = T \), dividing by \( \sum_{t=1}^T N_t \) and computing square root.

E. Proof of Lemma 2

**Lemma 2.** If assumption 1 is true, then

\[
\|\mathbb{E}[x_i^2 xx^T]\| \leq C^2 \Sigma_{ii} \|\Sigma\|.
\]

The proof follows from the variational definition of operator norm, the Cauchy-Schwartz inequality and Assumption 1, leading to the sequence of inequalities below

\[
\|\mathbb{E}[x_i^2 xx^T]\| = \sup_{\|u\|_2 = 1} u^T \mathbb{E}[x_i^2 xx^T]u \\
= \sup_{\|u\|_2 = 1} \mathbb{E}[x_i^2 (x^T u)^2] \\
\leq \sup_{\|u\|_2 = 1} \mathbb{E}[x_i^4]^{1/2} \mathbb{E}[(x^T u)^4]^{1/2} \\
\leq 4c^2\|x_i\|_{\Psi_2}^4 c^2 \sup_{\|u\|_2 = 1} \|x^T u\|_{\Psi_2}^2 \\
\leq (4c^2/c_0)^2 \Sigma_{ii} \sup_{\|u\|_2 = 1} u^T \Sigma u \\
= C^2 \Sigma_{ii} \|\Sigma\|.
\]

VII. CONCLUSION

This paper studied covariance estimation with various types of missing observations. We first considered observations missing completely at random (MCAR), where variables are observed according to non uniform Bernoulli random variables, independent of the data. We studied unbiased covariance estimators and obtained new error bounds in operator norm that characterize their performance in terms of the scaled effective rank. These results improve upon previous missing data studies, and are consistent with bounds obtained for the complete observations case. We also introduced the conditionally MCAR missing data case, where the missing data pattern evolves over time and may depend on previous observations. We proposed an unbiased estimator and characterized its estimation error under this setting.

Since in general, the missing data distribution is unknown, the estimator (5) is suitable for most applications. Our error bounds indicate that this estimator achieves the same convergence rate than others that have access to the missing data distribution. Our numerical experiments support this claim.
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APPENDIX

A. Covariance estimation with unknown population mean

In this section we derive unbiased estimators when the population mean $\mu$ is unknown, and the missing data is MCAR. We consider two scenarios:

1) Known missing data distribution: the estimators depend on the observed data $y^{(k)}$ for $k \in [N]$, the population observation probabilities $p$, and their entrywise inverses $\gamma$ and $\Gamma$ respectively.

2) Unknown missing data distribution: the estimators depend on the observed data $y^{(k)}$ for $k \in [N]$, the sample...
estimators for the observation probabilities $\hat{p}, \hat{P}$, and their entrywise inverses $\hat{γ}$ and $\hat{Γ}$ respectively. Some quantities related to the missing data mechanism are given next. The sample observation probabilities

$$
\hat{p} = \frac{1}{N} \sum_{k=1}^{N} δ^{(k)}.
$$

(34)
The sample observation probability matrix is

$$
\hat{P} = \frac{1}{N} \sum_{k=1}^{N} δ^{(k)} δ^{(k)\top}.
$$

(35)
When $δ^{(k)}$ has dependent Bernoulli entries, we have that

$$
E[\hat{P}] = P,
$$

(36)
$$
E[\hat{p}] = p = \text{diag}(P).
$$

(37)
Recall that $Γ$ and $\hat{Γ}$ are the entry-wise inverses of $P$ and $\hat{P}$ respectively. The entry-wise inverses of $p$ and $\hat{p}$ are defined as $γ$ and $\hat{γ}$ respectively.

It will also be useful to have estimates for the mean and covariance of the incomplete observations. The sample mean of $y$ is

$$
\bar{y} = \frac{1}{N} \sum_{k=1}^{N} y^{(k)}.
$$

(38)
This estimator has expectation given by

$$
E[\bar{y} | \Delta] = \hat{p} \odot μ, \text{ and } E[y] = p \odot μ.
$$

(39)
The covariance of $y$ can be estimated with

$$
C_y = \frac{1}{N-1} \sum_{k=1}^{N} (y^{(k)} - \bar{y})(y^{(k)} - \bar{y})\top.
$$

(40)
When $P$ is known, $C_y$ is unbiased for $\text{Cov}(y)$, thus

$$
E[C_y] = Σ \odot P + (P - pp\top) \odot μμ\top = \text{Cov}(y).
$$

(41)
Note that since the goal is to estimate $Σ$, we could attempt to correct $C_y$ by removing the effect of $P$ and $μ$. A simpler strategy is to build estimators using $y$ and $\hat{P}$,

$$
R_y = \frac{1}{N} \sum_{k=1}^{N} y^{(k)} y^{(k)\top}.
$$

(42)
Before deriving the covariance estimators, we introduce some useful properties of $\bar{y}$ and $R_y$. Proofs are provided in the subsequent appendix.

**Lemma 3.** The quantity $R_y$ obeys

$$
E[R_y | \Delta] = \hat{P} \odot (Σ + μμ\top)
$$

(43)
$$
E[R_y] = P \odot (Σ + μμ\top).
$$

(44)

**Lemma 4.** When $P$ is known we have

$$
E[yy\top] = \frac{1}{N} (Σ \odot P + (P - pp\top) \odot μμ\top) + pp\top \odot μμ\top.
$$

(45)

**Lemma 5.** When $P$ is unknown we have

$$
E[yy\top | \Delta] = \hat{p}p\top \odot μμ\top + \frac{1}{N} \hat{P} \odot Σ.
$$

(46)

1) **Covariance estimation with known $P$:** According to Lemma 3, $R_y \odot Γ$ is an unbiased estimator for $Σ + μμ\top$. Our strategy is thus to find an unbiased estimator for $μμ\top$ and subtract it from $R_y \odot Γ$. Since Lemma 3 and 4 imply

$$
E[N^2 \bar{y} \bar{y}\top - N R_y] = N(N-1)pp\top \odot μμ\top,
$$

(47)
an unbiased estimator for $μμ\top$ is given by

$$
\frac{1}{N-1} (N \bar{y} \bar{y}\top - R_y) \odot γγ\top.
$$

(48)

Therefore, an unbiased estimator for $Σ$ is

$$
R_y \odot Γ - \frac{1}{N-1} (N \bar{y} \bar{y}\top - R_y) \odot γγ\top.
$$

(49)

2) **Covariance estimation with unknown $P$:** We can derive an estimator following a similar procedure, however here we estimate $μμ\top$ differently. The proposed covariance estimator corresponds to

$$
R_y \odot Γ - (N \bar{y} \bar{y}\top - R_y) \odot Ψ.
$$

(50)
Where $Ψ$ is the Hadamard inverse of $Θ = N \hat{p}p\top - \hat{P}$. Unbiasedness can be verified by applying Lemma 3 and 5. A necessary condition for $Θ$ to be Hadamard invertible is that $\sum_{i=1}^{N} δ^{(k)}_i \geq 2$ for all $i \in [n]$. This result is proven in the next appendix.

3) **Comparison with complete observations:** Note that when there is no missing data, both covariance estimators from this section become

$$
\frac{1}{N-1} \sum_{k=1}^{N} (y^{(k)} - \bar{y})(y^{(k)} - \bar{y})\top.
$$

(51)

**B. Additional proofs**

1) **Proof of Lemma 4:** We may use $μ_y = p \odot μ$, then

$$
N^2 \bar{y} \bar{y}\top = \sum_{k=1}^{N} \sum_{l=1}^{N} y^{(k)} (y^{(l)}\top)
$$

$$
= \sum_{k=1}^{N} \sum_{l=1}^{N} (y^{(k)} - μ_y)(y^{(l)} - μ_y)\top + N^2 μ_y μ_y\top
$$

$$
+ \sum_{k=1}^{N} \sum_{l=1}^{N} [(y^{(k)} - μ_y)μ_y\top + μ_y(y^{(k)} - μ_y)\top]
$$

$$
= NS_y + 2 \sum_{k>l}^{N} (y^{(k)} - μ_y)(y^{(l)} - μ_y)\top + N^2 μ_y μ_y\top
$$

$$
+ N(\bar{y} - μ_y)μ_y\top + Nμ_y(\bar{y} - μ_y)\top.
$$

(52)
We conclude by applying expectation and using the fact that $E[S_y] = \text{Cov}(y)$.

2) **Proof of Lemma 5:** We have the identity

$$
N^2 \bar{y} \bar{y}\top = \sum_{k=1}^{N} \sum_{l=1}^{N} y^{(k)} y^{(l)}\top
$$

$$
= \sum_{k=1}^{N} y^{(k)} (y^{(l)}\top + \sum_{k=1}^{N} y^{(k)} y^{(k)}\top.
$$

(53)
Applying conditional expectation leads to
\[
\mathbb{E}[N^2 \mathbf{y} \mathbf{y}^T | \Delta] = \sum_{k \neq l} \delta^{(k)} \delta^{(l)^T} \odot \mu \mu^T \\
+ \sum_{k=1}^{N} \delta^{(k)} \delta^{(k)^T} \odot (\Sigma + \mu \mu^T)
\]
\[
= \sum_{k=1}^{N} \sum_{l=1}^{N} \delta^{(k)} \delta^{(l)^T} \odot \mu \mu^T - \sum_{k=1}^{N} \delta^{(k)} \delta^{(k)^T} \odot \mu \mu^T \\
+ \sum_{k=1}^{N} \delta^{(k)} \delta^{(k)^T} \odot (\Sigma + \mu \mu^T)
\]
\[
= N^2 \mathbf{p} \mathbf{p}^T \odot \mu \mu^T + N \mathbf{p} \odot \Sigma.
\]

3) Hadamard invertibility of $\Theta$: The $ij$ entry of $\Theta$ obeys
\[
N \theta_{ij} = \sum_{k=1}^{N} \delta_{i}^{(k)} \sum_{k=1}^{N} \delta_{j}^{(k)} - \sum_{k=1}^{N} \delta_{i}^{(k)} \delta_{j}^{(k)} \geq 0. \quad (50)
\]

When $i = j$, a necessary and sufficient condition for invertibility is that for all $i \in [n]$, $\sum_{k=1}^{N} \delta_{i}^{(k)} \geq 1$. For $i \neq j$, $\theta_{ij} > 0$ if any of the following conditions holds

1) $\sum_{k=1}^{N} \delta_{i}^{(k)} = \sum_{k=1}^{N} \delta_{j}^{(k)} = 1$, and $\delta_{i}^{(k)} \delta_{j}^{(k)} = 0$ for all $k$,
2) $\sum_{k=1}^{N} \delta_{i}^{(k)} \geq 1$ and $\sum_{k=1}^{N} \delta_{j}^{(k)} \geq 2$,
3) $\sum_{k=1}^{N} \delta_{i}^{(k)} \geq 2$ and $\sum_{k=1}^{N} \delta_{j}^{(k)} \geq 1$.

Case 1) can be verified directly. Case 2) and 3) can be proven using the same argument. Let us consider case 2) first. Since $0 \leq \delta_{j}^{(k)} \leq 1$ we have that
\[
\sum_{k=1}^{N} \delta_{i}^{(k)} \delta_{j}^{(k)} \leq \sum_{k=1}^{N} \delta_{i}^{(k)}, \quad (51)
\]
which combined with $\sum_{k=1}^{N} \delta_{j}^{(k)} > 1$ implies that $\theta_{ij} > 0$. 