ABSTRACT

In this paper, a derivative-free conjugate gradient method for solving nonlinear equations with convex constraints is proposed. The proposed method can be viewed as an extension of the three-term modified Polak-Ribiére-Polyak method (TTPRP) and the three-term Hestenes-Stiefel conjugate gradient method (TTHS) using the projection technique of Solodov and Svaiter [Reformulation: Nonsmooth, Piecewise Smooth, Semismooth and Smoothing Methods, 1998, 355-369]. The proposed method adopts the adaptive line search scheme proposed by Ou and Li [Journal of Applied Mathematics and Computing 56.1-2 (2018): 195-216] which reduces the computational cost of the method. Under the assumption that the underlying operator is Lipschitz continuous and satisfies a weaker condition of monotonicity, the global convergence of the proposed method is established. Furthermore, the proposed method is extended to solve image restoration problem arising in compressive sensing. Numerical results are presented to demonstrate the effectiveness of the proposed method.
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I. INTRODUCTION

Let \( \varphi : \mathbb{R}^n \rightarrow \mathbb{R}^n \) be a map, and \( \Omega \) be a nonempty closed, convex set of \( \mathbb{R}^n \). We consider the following problem: finding a vector \( v \) such that

\[ \varphi(v) = 0, \quad v \in \Omega. \]  

(1)

The problem (1) exist in a wide variety of applications that includes chemical equilibrium systems [1], economic equilibrium problems [2], power flow equations [3], non-negative matrix factorisation [4], [5], phase retrieval [6], [7], nonlinear compressed sensing [8], learning constrained neural networks [9] and financial forecasting problems [10]. Iterative methods such as the Newton method, fixed-point method, quasi-Newton method and the conjugate gradient method have been used to solve the unconstrained version of (1), that is, when the constraint set \( \Omega = \mathbb{R}^n \).

Among the above-mentioned methods, the conjugate gradient methods (see [11] for instance) are well known and particularly effective for solving large-scale unconstrained optimization problems due to their simplicity and low storage requirement. On this note, motivated by the projection scheme in Solodov and Svaiter [12], several researchers have extended the conjugate gradient methods...
for unconstrained optimization to solve large-scale nonlinear equations. Wang et al. [13] extended the work by Solodov and Svaiter [12], then proposed a projection-type method to solve the nonlinear equation (1) based on the inexact Newton backtracking approach. Furthermore, Ma and Wang [14] presented a modification of the extra gradient algorithm with a projection for solving constrained nonlinear monotone equations. By popularizing the idea of Zhang and Zhou [15], Yu et al. [16] proposed a constrained version of the spectral gradient projection algorithm for solving nonlinear monotone equations in which computing the sequence of steps does not need matrix storage as well as the solution of linear systems of equations. For recent articles see (17)–(28) and references therein.

In [29] and [30] Zhang, Zhou and Li proposed the three-term modified Polak-Ribiére-Polyak (TTPRP) and the three-term Hestenes-Stiefel (TTHS) conjugate gradient method. Also, Cheng [31] proposed the three-term Hestones-Stiefel conjugate gradient method (TTHS). The search directions of these methods are sufficiently descent and independent of the line search. They were also used to solve unconstrained optimization problems. Quite recently, Cheng, Xiao and Hu [32] proposed a derivative-free conjugate gradient method for large-scale systems of equations. The proposed method combines a derivative-free form of the three-term modified Polak-Ribiére-Polyak method (TTPRP) [29] and the two-term modified PRP method (TMPRP) proposed by Cheng [31] using a line combination. The numerical results reported indicates that they compete with the CG_DESCENT [33].

Inspired by [32], as an attempt, using the projection method [12] and the modified line search scheme proposed in [34], we effectively extend the TTPRP method and the TTTHS to solve the nonlinear equation with convex constraint (1). Our proposed search direction can be viewed as an affine combination of the derivative-free version of TTPRP and TTTHS method, which also satisfies the descent condition. It is worth noting that, unlike the mainstream line search, the modified line search scheme proposed in [34] has an adaptive property that gives it a suitable performance, which reduces the computation cost of the line search. Furthermore, under the assumption that the underlying operator is Lipschitz continuous and satisfies a weaker condition of monotonicity, we establish the global convergence of the proposed method. We note that, with a weaker condition of monotonicity, a larger class of functions can be considered. Numerical experiments are reported to show the robustness and effectiveness of the proposed method. Furthermore, the method is extended to solve the image restoration problem arising in compressive sensing.

The paper is organized as follows. In the next section, we recall the key methods relevant to this work. In the core Section III, the global convergence of the proposed method is
FIGURE 4. The original test images: the first row, from the left is Image 1, 2 and 3; the second row, from the left is Image 4, 5, 6 and 7.

FIGURE 5. Restoration comparison of the test images. Column (a) Noisy and blurred images; Column (b) Restored images by DF-PRPMHS; Column (c) Restored images by IST and Column (d) Restored images by PSGM.

established. In Section IV we provide numerical experiments to validate the efficiency of the proposed method. Finally, in Section V, the proposed algorithm is used to solve the $\ell_1$ norm regularized compressive sensing problem.

II. ALGORITHM

In this section, we begin by focusing on the conjugate gradient method designed to solve the following unconstrained optimization problem:

$$\min\{\phi(v) : v \in \mathbb{R}^n\},$$

where $\phi : \mathbb{R}^n \rightarrow \mathbb{R}$ is a smooth nonlinear function whose gradient at point $v_t$ is $\psi(v_t)$. The iterative formula of a nonlinear conjugate gradient method for solving (2) generate sequences of iterates recurrently by

$$v_{t+1} = v_t + \alpha_t d_t, \quad t = 0, 1, 2, \ldots ,$$
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FIGURE 6. Restoration comparison of the test images. Column (a) Noisy and blurred images; Column (b) Restored images by DF-PRPMHS; Column (c) Restored images by IST and Column (d) Restored images by PSGM.

TABLE 1. Comparison result of DF-PRPMHS, IST, PSGM in terms of SNR, PSNR and SSIM.

| IMAGES | DF-PRPMHS | IST | PSGM |
|--------|-----------|-----|------|
|        | SNR       | PSNR | SSIM | SNR   | PSNR | SSIM |
| Image 1 | 17.67     | 23.01| 0.922| 16.72 | 22.06| 0.913|
| Image 2 | 21.67     | 23.50| 0.920| 20.92 | 22.76| 0.914|
| Image 3 | 17.94     | 20.23| 0.791| 16.76 | 19.05| 0.766|
| Image 4 | 16.42     | 21.52| 0.779| 15.55 | 20.66| 0.751|
| Image 5 | 16.21     | 21.37| 0.855| 14.55 | 19.70| 0.817|
| Image 6 | 14.31     | 20.73| 0.652| 13.65 | 20.07| 0.628|
| Image 7 | 20.42     | 23.32| 0.942| 18.88 | 21.78| 0.931|

with

\[ d_t = -\psi(v_t) + \beta_t d_t, \quad d_0 = -\psi(v_0), \]

where \( \beta_t \) is a suitable scalar parameter known as the conjugate gradient parameter and \( \alpha_t \) is a positive stepsize determined by a line search.

Recently, Zhang, Zhou and Li [29] proposed a three term Polak-Ribiére-Polyak (TTPRP) conjugate gradient method with its search direction defined as follows

\[
d_t = \begin{cases} 
-\psi(v_0) & \text{if } t = 0, \\
-\psi(v_t) + \frac{\psi(v_t)^T y_{t-1}^*}{\|\psi(v_{t-1})\|^2} d_{t-1} - \frac{\psi(v_t)^T d_{t-1} y_{t-1}^*}{\|\psi(v_{t-1})\|^2} & \text{if } t > 0,
\end{cases}
\]

where \( y_{t-1}^* = \psi(v_t) - \psi(v_{t-1}) \). Note, throughout, \( \| \cdot \| \) denotes the Euclidean norm.

It is easy to see that the above search direction generated by (5) satisfy

\[ \psi(v_t)^T d_t = -\psi(v_t)\|

Thus, this implies that \( d_t \) provides a sufficient descent direction of \( \phi \) at \( v_t \). Zhang et al. [30] proposed the TTHS method. The search direction of the TTHS method has the following form

\[
d_t = \begin{cases} 
-\psi(v_0) & \text{if } t = 0, \\
-\psi(v_t) + \frac{\psi(v_t)^T y_{t-1}^*}{d_{t-1}^T y_{t-1}^*} d_{t-1} - \frac{\psi(v_t)^T d_{t-1} y_{t-1}^*}{d_{t-1}^T y_{t-1}^*} & \text{if } t \geq 1,
\end{cases}
\]
It is also evident that the search direction defined by TTHS method also satisfies (6). In both work, that is [29] and [30], numerical results indicates that both methods are efficient and outperforms the CG_DESCENT method [33].

Motivated by the good practical behaviour of TTPRP and TTHS, as an attempt, we extend the TTPRP and TTHS method to solve (1). We consider the search direction \( \mathbf{d}_t^* \) (denoted \( \mathbf{d}_t \) determined by (5)) and \( \mathbf{d}_t^{**} \) (denotes \( \mathbf{d}_t \) determined by (7)), a line combination

\[
\mathbf{d}_t = (1 - \lambda_t)\mathbf{d}_t^* + \lambda_t \mathbf{d}_t^{**},
\]

where \( \lambda_t \) is a bounded sequence. The direction (8) can be rewritten as

\[
d_t := \begin{cases} 
- \psi(\mathbf{v}_0), & \text{if } t = 0, \\
- \psi(\mathbf{v}_t) + (1 - \lambda_t) \left( \beta_t^{**\text{PRP}} \mathbf{d}_{t-1} - \eta_t \mathbf{y}_{t-1} \right) \\
+ \lambda_t \left( \beta_t^{**\text{HS}} \mathbf{d}_{t-1} - \theta_t \mathbf{y}_{t-1} \right), & \text{if } t \geq 1,
\end{cases}
\]

where

\[
\beta_t^{**\text{PRP}} := \frac{\psi(\mathbf{v}_t)^T \mathbf{y}_{t-1}}{\| \mathbf{y}_{t-1} \|_2^2}, \quad \eta_t := \frac{\psi(\mathbf{v}_t)^T \mathbf{d}_{t-1}}{\| \mathbf{y}_{t-1} \|_2^2}, \\
\beta_t^{**\text{HS}} := \frac{\psi(\mathbf{v}_t)^T \mathbf{y}_{t-1}}{\| \mathbf{d}_{t-1} \|_2^2}, \quad \theta_t := \frac{\psi(\mathbf{v}_t)^T \mathbf{d}_{t-1}}{\| \mathbf{y}_{t-1} \|_2^2}.
\]

We construct the search direction with the form (9) only from theoretical point of view. Observe that if we set \( \lambda_t = 0 \), then we get the TTPRP method, while \( \lambda_t = 1 \) yields the TTHS method. In the following, we focus on solving (1). Projection procedure systematically generates a sequence of iterates \( \{\mathbf{x}_t\} \) by

\[
\mathbf{x}_t = \mathbf{v}_t + \alpha_t \mathbf{d}_t, \quad t = 0, 1, 2 \cdots
\]

where \( \alpha_t \) is the stepsize determined by a line search procedure that is later described and the search direction \( \mathbf{d}_t \) has the following form

\[
\mathbf{d}_t := \begin{cases} 
- \psi(\mathbf{v}_0), & \text{if } t = 0, \\
- \psi(\mathbf{v}_t) + (1 - \lambda_t) \left( \beta_t^{**\text{PRP}} \mathbf{d}_{t-1} - \eta_t \mathbf{y}_{t-1} \right) \\
+ \lambda_t \left( \beta_t^{**\text{HS}} \mathbf{d}_{t-1} - \theta_t \mathbf{y}_{t-1} \right), & \text{if } t \geq 1,
\end{cases}
\]

with \( \mathbf{y}_{t-1} \) defined as

\[
\mathbf{y}_t = \mathbf{v}_t - \mathbf{v}_{t-1},
\]

\[
y_{t-1} = \mathbf{v}_t - \mathbf{v}_{t-1}.
\]
In order to ensure boundedness of the proposed direction (11), motivated by the idea of Li and Fukushima [35], we introduced the following modification. Define \( u_{t-1} \) by

\[
u_{t-1} := y_{t-1} + j_{t-1}d_{t-1}, \quad j_{t-1} := 1 + \max \left\{ 0, \frac{-d_{t-1}^Ty_{t-1}}{d_{t-1}^Td_{t-1}} \right\},
\]

(13)

Based on the above, we next describe our algorithm for solving the nonlinear equation (1). But first, we recall the fundamental concept and property of the projection operator. The operator of the projection \( P_\Omega \) defined as a mapping from \( \mathbb{R}^n \) to a nonempty closed convex set \( \Omega \), that is

\[ P_\Omega[u] := \arg \min \{ \| u - y \|, \ y \in \Omega \}, \ \forall u \in \mathbb{R}^n. \]

The projection operator \( P_\Omega \) has a well-known property, that is, for any \( u, y \in \mathbb{R}^n \) the following nonexpansive property hold

\[ \| P_\Omega[u] - P_\Omega[y] \| \leq \| u - y \|. \]

(14)

Algorithm 1:

**Input.** Choose any arbitrary initial point \( v_0 \in \Omega \), the positive constants: \( Tol \in (0, 1), \ \varrho \in (0, 1), \ \zeta \in (0, 1), \ \beta > 0, \ \tau > 0, \ \tau \in (0, 2) \). Set \( t := 0 \).

**Step 1.** If \( \| \varphi_t \| = 0 \), stop. Otherwise go to step 2.

**Step 2.** Compute the search direction \( d_t \) by the following formula:

\[
\begin{align*}
-\varphi_t, & \quad \text{if } t = 0, \\
-\varphi_t + (1 - \lambda_t)(\beta_{tPRP}^Pd_{t-1} - \eta_ty_{t-1}) & + \lambda_t(\beta_{tMHS}^M d_{t-1} - \theta_t^My_{t-1}), & \text{if } t \geq 1,
\end{align*}
\]

(15)

where

\[
\beta_{tPRP}^P := \frac{\varphi_t^Ty_{t-1}}{d_{t-1}^Td_{t-1}} , \quad \beta_{tMHS}^M := \frac{\varphi_t^Ty_{t-1}}{d_{t-1}^Td_{t-1} - \varphi_t^Tu_{t-1}} ,
\]

\[ \eta_t \] are defined as in (12).

**Step 3.** Determine the step-size \( \alpha_t = \zeta \varphi^m \) where \( m \) is the smallest-negative integer such that the following line search is satisfied:

\[
-\varphi_t(\nu_t + \alpha_t d_t)^T d_t \geq c\alpha_t \xi_t \| d_t \|^2
\]

(16)

where \( \xi_t \) is defined as

\[
\xi_t := \mu_t + (1 - \mu_t)\| \varphi_t(\nu_t + \alpha_t d_t) \|
\]

(17)

with \( \mu_t \in [\mu_{\min}, \mu_{\max}] \subseteq (0, 1) \).

**Step 4.** Compute

\[
x_t := v_t + \alpha_t d_t.
\]

(18)
TABLE 4. Numerical results of Problem 3.

| DIM | ENTP | NIT | NEP | CPU(s) | NM | NIT | NEP | CPU(s) | NM | NIT | NEP | CPU(s) | NM |
|-----|------|-----|-----|--------|----|-----|-----|--------|----|-----|-----|--------|----|
| 1000 |   v1 |  4  |  12  |  0.0195  |  7.77E-06  | 15  |  60  |  0.020358  |  7.50E-07  |  8  | 32  |  0.003717  |  3.11E-07  | 11  |  44  |  0.0071504  |  9.73E-07  |
|      |   v2 |  5  |  14  |  0.007512  |  2.72E-06  | 15  |  60  |  0.01189  |  7.34E-07  |  8  | 32  |  0.005901  |  5.94E-07  | 12  |  48  |  0.0079685  |  9.29E-07  |
|      |   v3 |  4  |  11  |  0.008345  |  2.51E-06  | 16  |  64  |  0.011442  |  8.21E-07  |  9  | 36  |  0.011847  |  2.43E-07  | 11  |  44  |  0.039543  |  6.21E-07  |
|      |   v4 |  5  |  14  |  0.009797  |  7.43E-07  | 16  |  64  |  0.0108658  |  4.09E-07  |  9  | 36  |  0.011626  |  5.55E-07  | 12  |  48  |  Non-Non-Non-Non  |
|      |   v5 | 11  |  33  |  0.016622  |  6.74E-07  | 17  |  68  |  0.011745  |  7.94E-07  |  9  | 36  |  0.010169  |  5.51E-07  | 12  |  48  |  Non-Non-Non-Non  |
|      |   v6 | 11  |  33  |  0.009016  |  6.74E-07  | 17  |  68  |  0.011196  |  7.97E-07  | 10  | 40  |  0.006997  |  1.49E-07  | 12  |  48  |  Non-Non-Non-Non  |
|      |   v7 | 25  |  74  |  0.012704  |  6.18E-07  | 15  |  60  |  0.011365  |  7.70E-07  |  Non-Non-Non-Non  |

Step 5. If $x_t \in \Omega$ and $\varphi(x_t) = 0$, stop. Otherwise, compute the next iterate by

$$v_{t+1} := P_{\Omega}[v_t - \rho_t \varphi(x_t)],$$  \hspace{1cm} (19)

where

$$\rho_t := \frac{\varphi(x_t)^T (v_t - x_t)}{\|\varphi(x_t)\|^2}$$  \hspace{1cm} (20)

Step 6. Finally we set $t := t + 1$ and return to step 1.

Lemma 2.1: Let the sequences $\{d_t\}$ be generated by (15), it holds that for every $t \geq 0$,

$$\phi_t^T d_t \leq -\|\varphi_t\|^2.$$  \hspace{1cm} (21)

Proof: Remember, $\lambda_t$ is a bended sequence. For $t = 0$, (21) obviously holds. For $t \in \mathbb{N}$, we have

$$\phi_t^T d_t = -\|\varphi_t\|^2 + (1 - \lambda_t)(\phi_{t-1}^T \phi_{t-1} - \theta_t \varphi_{t-1}^T y_{t-1})$$

$$+ \lambda_t (\frac{\phi_{t}^T \phi_{t} - \phi_{t-1}^T \phi_{t-1} - \theta_t \varphi_{t-1}^T y_{t-1}}{\theta_t})$$

$$= -\|\varphi_t\|^2 + \phi_{t-1}^T \phi_{t-1} - \theta_t \varphi_{t-1}^T y_{t-1}$$

$$- \lambda_t A \phi_{t-1}^T \phi_{t-1} + \lambda_t \theta_t \varphi_{t-1}^T y_{t-1}$$

$$+ \lambda_t \theta_t \varphi_{t-1}^T y_{t-1}$$

$$\leq -\|\varphi_t\|^2 + \phi_{t-1}^T \phi_{t-1} - \theta_t \varphi_{t-1}^T y_{t-1}$$

$$- \phi_{t-1}^T \phi_{t-1} + \theta_t \varphi_{t-1}^T y_{t-1}$$

$$+ \phi_{t-1}^T \phi_{t-1} - \theta_t \varphi_{t-1}^T y_{t-1}$$

$$= -\|\varphi_t\|^2.$$  

III. CONVERGENCE ANALYSIS

To give the convergence result, the following assumptions are required.

Assumption 1:

A1. The solution set of (1), denoted by $\text{Sol}_{\varphi, \Omega}$ is nonempty.

A2. The mapping $\varphi : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is Lipschitz continuous on $\mathbb{R}^n$, that is, there exists a constant $L > 0$ such that

$$\|\varphi(u) - \varphi(y)\| \leq L \|u - y\|$$  \hspace{1cm} (22)

A3. For any $v \in \text{Sol}_{\varphi, \Omega}$ and $w \in \mathbb{R}^n$, it holds that

$$\varphi(w)^T (w - v) \geq 0.$$  \hspace{1cm} (23)

The Assumption A3 is obviously a weaker condition than monotonicity.

Lemma 3.1: Let the sequences $\{d_t\}$ and $\{v_t\}$ be generated by the Algorithm 1, then there always exists a step-size $\alpha_t$ satisfying the line search (16).

Proof: Suppose for the sake of contradiction there exist $t_0 \geq 0$ such that the line search (16) fails to hold for any nonnegative integer $m$, then we have

$$-\varphi(v_{t_0} + \varsigma \varphi^m d_{t_0})^T d_{t_0} < -\varsigma \varphi^m \xi_{t_0}^m \|d_{t_0}\|^2.$$  \hspace{1cm} (24)

where $\xi_{t_0}$ is defined by (17). It is clear that

$$\mu_{\min} \leq \xi_{t_0} \leq \max\{1, \|\varphi(v_{t_0} + \varsigma \varphi d_{t_0})\|\}.$$  \hspace{1cm} (25)
TABLE 5. Numerical results of Problem 4.

|    | DF-PRPMHS | NlICPBM | MISPM | STTCGDM |
|----|-----------|----------|-------|---------|
| DM | INTP | NT | NPE | CPU(s) | NT | NPE | CPU(s) | NT | NPE | CPU(s) | NT | NPE | CPU(s) |
| 1000 | v1 | 1 | 2 | 0.078485 | 2 | 6 | 0.006521 | 2 | 6 | 0.006902 | 2 | 6 | 0.009307 |
| | v2 | 1 | 2 | 0.003649 | 2 | 6 | 0.005736 | 2 | 6 | 0.002006 | 2 | 6 | 0.002103 |
| | v3 | 1 | 2 | 0.004588 | 2 | 6 | 0.00276 | 2 | 6 | 0.001777 | 2 | 6 | 0.003095 |
| | v4 | 1 | 3 | 0.005578 | 2 | 7 | 0.002215 | 2 | 7 | 0.003751 | 2 | 7 | 0.002186 |
| | v5 | 1 | 3 | 0.004596 | 2 | 7 | 0.006539 | 2 | 7 | 0.002433 | 2 | 7 | 0.002836 |
| | v6 | 1 | 3 | 0.004688 | 2 | 7 | 0.001862 | 2 | 7 | 0.005061 | 2 | 7 | 0.002707 |
| | v7 | 5 | 14 | 0.019955 | 3.95B-06 | 14 | 54 | 0.026638 | 4.63B-07 | 2 | 7 | 0.003093 |

By continuity of $\phi$ and setting $m \to \infty$ yields
$$-\phi_t^T d_{t0} \leq 0,$$
which contradicts (21). Hence, proved.

**Lemma 3.2:** Suppose the mapping $\phi$ is Lipschitz continuous and the sequences $\{v_t\}$ and $\{x_t\}$ are generated by Algorithm 1, then
$$\alpha_t \geq \max \left\{ \zeta, \frac{\|\phi\|^2}{L + \zeta \mu_t (1 - \mu_t) \|\phi\| (v_t + \frac{\alpha_t}{\zeta} d_t)} \right\} \|d_t\|^2$$
(25)

**Proof:** As we can see, from the line search procedure (16), if $\alpha_t \neq \zeta$, then $\frac{\phi}{\alpha_t} \|\phi\| \|d_t\|^2$ fail to hold for the line search procedure. That is,
$$-\phi(v_t + \frac{\alpha_t}{\zeta} d_t)^T d_t \geq \frac{\alpha_t}{\zeta} (\mu_t (1 - \mu_t) \|\phi\| (v_t + \frac{\alpha_t}{\zeta} d_t)) \|d_t\|^2$$
(26)

From the sufficient descent condition (21) and Lipschitz continuity, we have
$$\|\phi\|^2 = -\phi_t^T d_t = \phi(v_t + \frac{\alpha_t}{\zeta} d_t) - \phi(v_t + \frac{\alpha_t}{\zeta} d_t)^T d_t \leq \frac{\alpha_t}{\zeta} \left( L + \zeta (1 - \mu_t) \|\phi\| (v_t + \frac{\alpha_t}{\zeta} d_t) \right) \|d_t\|^2$$
This yields the desired inequality (25).

**Lemma 3.3:** Suppose that Assumption 1 hold. Let the sequences $\{v_t\}$ and $\{x_t\}$ be generated by Algorithm 1, then for any solution $v^* \in Sol_{\phi, \Omega}$, it holds that
$$\|v_{t+1} - v^*\|^2 \leq \|v_t - v^*\|^2 - \tau (2 - \tau) \zeta^2 \frac{\mu_{min} \|\phi\|^2}{\|\phi(x_t)\|^2}$$
(27)
Moreover, the sequence $\{v_t\}$ is bounded and
$$\sum_{t=0}^{\infty} \|v_t - x_t\|^4 < +\infty.$$ 
(28)

**Proof:** Using the weaker condition of monotonicity given by Assumption A3, we have
$$\phi(x_t)^T (v_t - v^*) = \phi(x_t)^T (v_t - x_t + x_t - v^*)$$
$$= \phi(x_t)^T (v_t - x_t) + \phi(x_t)^T (x_t - v^*)$$
$$\geq \phi(x_t)^T (v_t - x_t)$$
$$\geq \zeta \mu_{min} \|d_t\|^2.$$ 
(29)

Since for all $t$, it holds that $\xi_t \geq \mu_{min} > 0$, we have
$$\phi(x_t)^T (v_t - x_t) \geq \zeta \mu_{min} \|d_t\|^2$$
$$= \mu_{min} \|v_t - x_t\|^2.$$ 
(30)
Combining the property of the projection operator (14) and (30) we have

\[
\|v_{t+1} - v^*\|^2 = \|P_{\Omega}[v_t - \tau \rho_t \phi(x_t)] - v^*\|^2 \\
\leq \|v_t - \tau \rho_t \phi(x_t) - v^*\|^2 \\
\leq \|v_t - v^*\|^2 - 2 \tau \rho_t \phi(x_t)^T(v_t - v^*) + \tau^2 \rho_t^2 \|\phi(x_t)\|^2 \\
\leq \|v_t - v^*\|^2 - 2 \tau \rho_t \phi(x_t)^T(v_t - x_t) + \tau^2 \rho_t^2 \|\phi(x_t)\|^2 \\
= \|v_t - v^*\|^2 - \tau(2 - \tau) \|\phi(x_t)^T(v_t - x_t)\|^2/\|\phi(x_t)\|^2 \\
\leq \|v_t - v^*\|^2 - \tau(2 - \tau) \|\phi(x_t)^T(v_t - x_t)\|^2/\|\phi(x_t)\|^2 \\
\leq \|v_t - v^*\|^2 - \tau(2 - \tau) \|\phi(x_t)^T(v_t - x_t)\|^2/\|\phi(x_t)\|^2 (32)
\]

We can infer from the above that the sequence \(\|v_t - v^*\|^2\) is therefore non-increasing and convergent, therefore \(\{v_t\}\) is bounded, that is there exist a positive constant say \(k_0\) such that for all \(t \geq 0\),

\[
\|v_t\| \leq k_0.
\]

Moreover, by using the boundedness of \(\phi\), we can deduce that

\[
\phi(x_t)^T(v_t - x_t) = (\phi(x_t) - \phi_\tau^T(v_t - x_t) + \phi_\tau^T(v_t - x_t)) \\
\leq \|\phi\| \|v_t - x_t\| \\
\leq k_1 \|v_t - x_t\|
\]

Thus, since from (30), it holds that

\[
\phi(x_t)^T(v_t - x_t) \leq \mu_{\text{min}} \|v_t - x_t\|
\]

we have

\[
\|v_t - x_t\| \leq k_1/S_{\mu_{\text{min}}}
\]

Then, we obtain,

\[
\|v_t\| \leq k_1/S_{\mu_{\text{min}}} + \|x_t\|
\]

Hence the sequence \(\{x_t\}\) is bounded owing to the boundedness of \(\{v_t\}\). That is, there exist a positive \(k_2 > 0\) such that

\[
\|\phi(x_t)\| \leq k_2, \quad (34)
\]

and furthermore

\[
\tau(2 - \tau) \sum_{t=0}^{\infty} \|v_t - x_t\|^4 < \|\phi_0 - v^*\|^2 < +\infty.
\]
TABLE 7. Numerical results of Problem 6.

| DIM | INTF | NT | NFE | CPU(s) | NM | INTF | NT | NFE | CPU(s) | NM | INTF | NT | NFE | CPU(s) | NM | INTF | NT | NFE | CPU(s) | NM | INTF | NT | NFE | CPU(s) | NM |
|-----|------|----|-----|--------|----|------|----|-----|--------|----|------|----|-----|--------|----|------|----|-----|--------|----|------|----|-----|--------|----|
| 1000 | 39  | 111 | 0.09968 | 7.67E-06 | 15 | 57 | 0.01274 | 8.98E-07 | 18 | 68 | 0.0093 | 1.51E-07 | 13 | 50 | 0.0071644 | 9.37E-07 | 40 | 114 | 0.027908 | 6.71E-06 | 17 | 65 | 0.00718 | 6.83E-07 | 15 | 56 | 0.009489 | 9.45E-07 | 13 | 50 | 0.004562 | 8.08E-07 |
| 5000 | 41  | 119 | 0.041748 | 8.65E-06 | 20 | 76 | 0.008784 | 8.94E-07 | 24 | 94 | 0.026747 | 1.04E-07 | 13 | 51 | 0.0049652 | 8.63E-07 | 23  | 68 | 0.019744 | 7.40E-06 | 17 | 62 | 0.01454 | 5.46E-07 | 27 | 108 | 0.049747 | 9.35E-07 | 12 | 47 | 0.0061475 | 6.94E-07 |
|    | 31  | 92  | 0.024256 | 7.80E-06 | 18 | 67 | 0.013243 | 7.29E-07 | 34 | 136 | 0.037465 | 1.77E-07 | 10 | 40 | 0.0168697 | 7.53E-07 | 38  | 110 | 0.039215 | 7.83E-06 | 20 | 79 | 0.010189 | 6.40E-07 | 33 | 131 | 0.044668 | 6.42E-07 | 15 | 59 | 0.021843 | 4.06E-07 |

**Remark 3.4:** By the definition of $x_t$ and (28), we have

$$
\lim_{t \to \infty} d_t \parallel d_t \parallel = \lim_{t \to \infty} v_t - x_t = 0.
$$

(35)

**Theorem 3.5:** Suppose that Assumption 1 hold, and the sequences $\{d_t\}$ and $\{v_t\}$ are generated by Algorithm 1, respectively. Then we have

$$
\lim_{t \to \infty} \|v_t\| = 0.
$$

(36)

Furthermore, the sequence $\{v_t\}$ converges to a solution of (1).

**Proof:** By contradiction. Suppose (36) fails to hold. That is, there exists a constant $r > 0$ such that for all $t \geq 0$, $\|v_t\| \geq r$. Combining this with the sufficient descent condition implies that $\forall t \geq 0$

$$
\|d_t\| \geq cr.
$$

(37)

Using Lipschitz continuity property on the definition of $y_{t-1}$, we deduce that

$$
\|y_{t-1}\| \leq L \|v_t - v_{t-1}\|
$$

$$
\leq L d_t \parallel d_t \parallel
$$

(38)

Since the sequences $\|v_t\|$ and $\|v(x_t)\|$ are bounded by (33) and (34) respectively, it follows that for all $r \geq 1$,

$$
\|d_t\| \leq \|v_t\| + (1 - \lambda_t) (\|d_t\|_{RPP} \|d_{t-1}\| + \|n_t\| \|y_{t-1}\|) + \lambda_t (\|d_t\|_{MHS} \|d_t\|_{M} \|d_{t-1}\|) + \|\lambda_t\| \|d_t\|_{L}\|d_{t-1}\|)
$$

$$
\|v_t\| + (1 - \lambda_t) (\|v_t\|_{RPP} \|d_{t-1}\|)
$$

$$
\|v_t\| + (1 - \lambda_t) (\|v_t\|_{MHS} \|d_{t-1}\|)
$$

$$
\|v_t\| + (1 - \lambda_t) (\|v_t\|_{L}\|d_{t-1}\|)
$$

$$
\leq (2L\|\lambda_t\| + 1)\|v_t\|
$$

$$
\leq (1 - \lambda_t) (\|v_t\|_{L}\|d_{t-1}\|)
$$

$$
\leq 2L(\|\lambda_t\| + 1)\|v_t\|
$$

$$
\leq (1 - \lambda_t) (\|v_t\|_{L}\|d_{t-1}\|)
$$

$$
\leq (1 - \lambda_t) (\|v_t\|_{L}\|d_{t-1}\|)
$$

$$
\leq (1 - \lambda_t) (\|v_t\|_{L}\|d_{t-1}\|)
$$

(39)

Since the sequence $\{\lambda_t\}$ is a bounded sequence, we get from (35) that there exist a constant $b \in (0, 1)$ and an integer $n_0$
such that for all $t > t_0$ with $t \in \mathbb{N}$,

$$\left| (1 - \lambda_t) \left( \frac{2K}{d_{t-1}} \right) \|d_{t-1} \| \|d_{t-1} \| \right| < b.$$  

Hence for any $t > t_0$ with $t \in \mathbb{N}$, we have

$$\|d_t\| \leq k_1 + b \|d_{t-1}\|,$$

$$\leq k_1 (1 + b + b^2 + \cdots + b^{t-t_0-1}) + b^{t-t_0} \|d_{t_0}\|,$$

$$\leq \frac{k_1}{1 - b} + \|d_{t_0}\|.$$  

Setting $M = \max \{\|d_1\|, \|d_2\|, \cdots, \|d_{t_0}\|, \frac{k_1}{1 - b} + \|d_{t_0}\|\}$, we have $\|d_t\| \leq M$.

Since by the Lipschitz continuity of the mapping $\psi$, we have established that the sequences $\{v_t\}$ and $\{\psi(x_t)\}$ are bounded, it holds that $\|\psi(v_t + \frac{\alpha_t}{\theta} d_t)\|$ and the sequence $\{d_t\}$ are bounded. Thus, we set

$$\Lambda = \|\psi(v_t + \frac{\alpha_t}{\theta} d_t)\| \leq k_3, \; k_3 > 0.$$  

Now, by (25), we have that

$$a_t \|d_t\| \geq \max \left\{ \frac{\theta}{2} \|v_t\|^2, \frac{\theta \|v_t\|}{L + \zeta (1 - (1 - \mu_t) \Lambda)} \right\},$$

$$\geq \max \left\{ \zeta c_r, \frac{\theta \|v_t\|}{L + \zeta (1 - (1 - \mu_t) k_3) \Lambda} \right\} > 0,$$

which contradicts (35). Thus, (36) holds.

### IV. NUMERICAL EXPERIMENT

We present some numerical examples in this section to visualize the behaviour of Algorithm 1. In what follows, Algorithm 1 is referred to as DF-PRPMHS. The performance of DF-PRPMHS is compared with three related algorithms of the same class, namely a modified Hestenes-Stiefel projection method (MHSMP) in [36], the New hybrid conjugate gradient projection method (NHCGPM) in [37], and a self-adaptive three-term conjugate gradient method (STTCGM) in [38]. The test problems are listed below, where the $\psi$ mapping is taken as

$$\psi(v) = (\psi_1(v), \psi_2(v), \cdots, \psi_p(v))^T,$$

where the associated initial points for these problems are

$v_1 = (0.1, 0.1, \cdots, 0.1)^T$, $v_2 = (0.2, 0.2, \cdots, 0.2)^T$, $v_3 = (0.5, 0.5, \cdots, 0.5)^T$, $v_4 = (1.2, 1.2, \cdots, 1.2)^T$, $v_5 = (1.5, 1.5, \cdots, 1.5)^T$, $v_6 = (2, 2, \cdots, 2)^T$, $v_7 = \text{rand}(n, 1).$

**Problem 1:** This problem is the Exponential function [39] with constraint set $\Omega = \mathbb{R}^n_+$, that is,

$$\psi_1(v) = e^{v_1} - 1,$$

$$\psi_i(v) = e^{v_i} + v_i - 1, \text{ for } i = 2, 3, \ldots, n.$$
TABLE 9. Numerical results of Problem 8.

Problem 2: Modified Logarithmic function [39] with constraint set \( \Omega = \{ v \in \mathbb{R}^n : \sum_{i=1}^n v_i \leq n, v_i > -1, i = 1, 2, \ldots, n \} \), that is,

\[ \varphi_i(v) = \ln(v_i) + \frac{1}{v_i}, \quad i = 2, 3, \ldots, n. \]

Problem 3: The Nonsmooth Function [40] with constraint set \( \Omega = \mathbb{R}^n_+ \).

\[ \varphi_i(v) = 2v_i - \sin|v_i|, \quad i = 1, 2, 3, \ldots, n. \]

Problem 4 [41]: with \( \Omega = \mathbb{R}^n_+ \) defined by,

\[ \varphi_i(v) = \min \left( \min(|v_i|, v_i^2), \max(|v_i|, v_i^3) \right) \text{ for } i = 2, 3, \ldots, n. \]

Problem 5: Strictly convex function [13], with constraint set \( \Omega = \mathbb{R}^n_+ \), that is,

\[ \varphi_i(v) = e^{v_i} - 1, \quad i = 2, 3, \ldots, n. \]

Problem 6: Strictly convex function II [13], with constraint set \( \Omega = \mathbb{R}^n_+ \), that is,

\[ \varphi_i(v) = \frac{i e^{v_i} - 1}{n}, \quad i = 2, 3, \ldots, n. \]

Problem 7: Tridiagonal Exponential function [42] with constraint set \( \Omega = \mathbb{R}^n_+ \), that is,

\[ \varphi_i(v) = v_i - e^{-\cos(h(v_i+1))}, \quad \varphi_i(v) = v_i - e^{-\cos(h(v_i-1+v_{i+1}))}, \quad \varphi_i(v) = v_i - e^{-\cos(h(v_i+1))}, \quad \text{for } 2 \leq i \leq n - 1, \]

\[ \varphi_i(v) = v_i - e^{-\cos(h(v_i-1))}, \quad \text{where } h = \frac{1}{n+1}. \]

Problem 8: Nonsmooth function [43] with constraint set \( \Omega = \{ v \in \mathbb{R}^n : \sum_{i=1}^n v_i \leq n, v_i \geq -1, 1 \leq i \leq n \} \).

\[ \varphi_i(v) = v_i - \sin|v_i|, \quad i = 2, 3, \ldots, n \]

Problem 9: The Trig exp function [39] with constraint set \( \Omega = \mathbb{R}^n_+ \), that is,

\[ \varphi_i(v) = -3v_i^3 + 2v_i^2 - 5 + \sin(v_i - v_{i-2}) \sin(v_i - v_{i+2}) \]

\[ v_i = 3v_i^3 + 2v_i^2 - 5 + \sin(v_i - v_{i-1}) \sin(v_i - v_{i+1}) \]

\[ + 4v_i - v_i e^{v_i^2-1} - 3 \quad \text{for } i = 2, 3, \ldots, n - 1 \]

\[ \varphi_i(v) = v_i - e^{v_i^2-1} - 4v_i - 3, \quad \text{where } h = \frac{1}{n+1}. \]

Problem 10: The function \( \varphi_i(v) \) with \( \Omega = \mathbb{R}^n_+ \) defined by,

\[ \varphi_i(v) = \frac{1}{8^i} v_i - 1 \quad i = 1, 2, 3, \ldots, n. \]
We take the parameters for DF-PRPMHS in the numerical experiment as $\zeta = 1$, $\rho = 0.8$, $\zeta = 10^{-4}$, $\tau = 1.2$, $\text{Tol} = 10^{-6}$, and the sequences $\lambda_t = \frac{1}{(2t+5)^2}$ and $\mu_t = \frac{1}{\exp(t+1)\cdot t^2}$. The parameter for the algorithms compared with are chosen as given in their various papers. We considered dimensions ranging from $n = 1000$, 5000, 10000, 50000, 100000 for each test problem. The algorithms are terminated either by using the stop criterion set at $\|\varphi_t\| \leq 10^{-6}$, or if the iteration number exceeds 1000. Whenever the algorithm does not converge within 1000 iterations a failure is recorded. The performance profile developed by Dolan and Moré [44] based on the number of iterations, function evaluations and CPU computing time is used to obtain the performance profile of the methods in order to assess the detailed output of the techniques.

All the methods successfully solve all the test problems in the numerical experiments. Figures 1, 2, and 3 plot the DF-PRPMHS, NHCGPM, MHSPM and STTCCG performance profiles in terms of number of iterations, number of function evaluations and CPU computing time. From the Figures 1, 2 and 3, we note that DF-PRPMHS has substantially improved over NHCGPM, MHSPM and STTCCG in terms of number of iterations, function evaluations and computing time. The methods were however very competitive for the CPU time, with DF-PRPMHS slightly outperforming the methods compared. Based on the performance profile of the number of iterations, it is clear that DF-PRPMHS outperforms comparative methods as we can see from Figure 1 that DF-PRPMHS is a better algorithm for solving (1) since it solved about 62% of test problems with fewer iterations compared to NHCGPM, MHSPM and STTCCG which solved 15%, 10% and 18% of test problems with less number of iterations.

From Figure 2, it is easy to see that DF-PRPMHS also outperforms NHCGPM, MHSPM and STTCCG in terms of number of function evaluations, since DF-PRPMHS is a better solver for approximately 69% of test problems, while NHCGPM, MHSPM and STTCCG were better solvers for approximately 10%, 10% and 18%. Finally, regarding the CPU time, we can see the competitive nature of the time from Figure 3, but DF-PRPMHS is slightly faster than the compared methods. On the overall, it is clear that DF-PRPMHS is superior to NHCGPM, MHSPM, and STTCCG based on the performance profile metrics of Dolan and Moré, that is, number of iterations, number of function evaluations and CPU processing time.
mainstream line search, that is
\[-\phi(v_t + \alpha_t d_t)^T d_t \geq \varsigma \alpha_t \|d_t\|^2.\] (39)

It can be observed that the right hand side of (39) will be too large when \(v_t\) is far from the solution of the nonlinear equation with convex constraints problem (1). As such, the computing cost of the line search increases. To reduce the computation cost of the line search, the adaptive line search scheme proposed in [34] is adopted. This gives an insight of the good numerical performance of the proposed algorithm.

Table 2-11 lists the numerical results for the different test problems obtained by the different methods. In the tables, ‘DIM’, ‘INTP’, ‘NIT’, ‘NFE’, ‘CPU(s)’ and ‘NM’ represent the dimension, initial points, number of iterations, number of function values, CPU time (second) and final value of \(\|\phi_t\|\), respectively.

### Table 11. Numerical results of Problem 10.

| DF/PRP/MM | NICEPM | MISPMM | STTCEMM |
|-----------|--------|--------|---------|
| DIM       | INTP   | NIT    | CPU(s)  | NM     |
| v1        | 2      | 20     | 0.02701| 3.31E-06| 15     | 60     | 0.006403| 7.75E-07| 9       | 36     | 0.007022| 5.74E-07| 15     | 60     | 0.004216| 7.75E-07|
| v2        | 2      | 20     | 0.004663| 2.00E-06| 15     | 60     | 0.008528| 4.70E-07| 9       | 36     | 0.013831| 3.05E-07| 15     | 60     | 0.003797| 4.70E-07|
| v3        | 2      | 20     | 0.02814 | 1.91E-14| 14      | 64     | 0.004029| 3.60E-07| 9       | 36     | 0.007681| 3.43E-07| 15     | 60     | 0.006172| 4.17E-07|
| v4        | 8      | 23     | 0.003001| 1.24E-06| 15     | 60     | 0.00383 | 6.10E-07| 10      | 40     | 0.009991| 2.17E-07| 16     | 64     | 0.006373| 7.06E-07|
| v5        | 8      | 23     | 0.005718 | 1.68E-06| 15     | 60     | 0.009696| 2.87E-07| 10      | 40     | 0.013116| 2.94E-07| 16     | 64     | 0.008753| 9.56E-07|
| v6        | 8      | 23     | 0.003637 | 2.41E-06| 16     | 64     | 0.005083| 3.48E-07| 10      | 40     | 0.010271| 2.22E-07| 17     | 68     | 0.0077862| 3.17E-07|
| v7        | 8      | 23     | 0.002673 | 4.22E-06| 3       | 12     | 0.002354| 7.75E-11| 9       | 36     | 0.01071 | 5.77E-07| 15     | 60     | 0.0044688| 4.47E-07|
| v1        | 5000   | 23     | 0.013418| 7.40E-16| 16     | 64     | 0.015175| 5.08E-07| 10      | 40     | 0.038331| 1.43E-07| 16     | 64     | 0.027345| 5.08E-07|
| v2        | 5000   | 23     | 0.014869| 4.48E-16| 16     | 64     | 0.013762| 3.08E-07| 9       | 36     | 0.039858| 7.83E-07| 16     | 64     | 0.02778 | 3.08E-07|
| v3        | 5000   | 23     | 0.010169 | 4.27E-16| 14      | 56     | 0.016671| 8.06E-07| 9       | 36     | 0.032044| 7.47E-07| 15     | 60     | 0.016849| 9.93E-07|
| v4        | 5000   | 23     | 0.010959 | 2.77E-16| 16     | 64     | 0.015938| 5.00E-07| 10      | 40     | 0.030479| 4.83E-07| 17     | 68     | 0.023911| 4.62E-07|
| v5        | 5000   | 23     | 0.008565 | 3.73E-16| 16     | 64     | 0.011814| 5.41E-07| 10      | 40     | 0.045032| 6.57E-07| 17     | 68     | 0.022446| 6.26E-07|
| v6        | 5000   | 23     | 0.011397 | 5.39E-16| 16     | 64     | 0.027419| 7.77E-07| 10      | 40     | 0.041829| 9.44E-07| 17     | 68     | 0.023725| 7.08E-07|
| v7        | 5000   | 23     | 0.076228 | 9.44E-06| 3       | 12     | 0.008202| 1.69E-14| 10      | 40     | 0.036245| 1.83E-07| 16     | 64     | 0.030109| 3.00E-07|

### V. APPLICATION TO IMAGE RESTORATION PROBLEMS

Image restoration is about reconstructing or estimating uncorrupted images from noisy, blurred ones. This blurring may be caused by optical distortions, motion of objects during imaging, or turbulence in the atmosphere. Many science and engineering areas, such as aerial photography, remote sensing electron microscopy, and medical imaging, have current or potential applications of image restoration [45]. For instance, in medical imaging, since the human visual system can be the key to decoding the elusive functions of the brain, a large amount of medical and neuroscience research is devoted to understanding the human visual system (see, for example, [46], [47]).

In this section, we focus on the first problem, i.e. the use of mathematical algorithms to perform image processing tasks. The general image restoration problem can be formulated by the inversion of the following observation model:

\[ b = Av + \sigma, \] (40)

where \( b \in \mathbb{R}^m \) is representing the observed data, \( v \in \mathbb{R}^n \) is the unknown image, \( \sigma \) is the noise and \( A \) is a linear mapping such that \( A \in \mathbb{R}^{m \times n} (m < n) \). In order to address problem (40), one of the tools usually employed is the \( \ell_1 \)-regularization. The restoration is obtained by approximating the following unconstrained optimization

\[
\min_v \frac{1}{2} \|Av - b\|^2 + \Theta \|v\|_1,
\] (41)

where \( \Theta \) is a positive regularization parameter and \( \| \cdot \|_1 \) is the \( \ell_1 \)-regularization term. With the approximate equivalence between problem (1) and (41) (see [48], [49]), in what follows, we illustrate the efficiency of our algorithm in...
approximating (41). Some recent methods for image restoration includes; multi-channel and multi-model based auto encoding prior for gray scale image restoration [50]; formatted learning for image restoration [51], image restoration by combined order regularization with optimal spatial adaptation [52], multi-Level encoder-decoder architectures for image restoration [53], riemannian loss for image restoration [54] and modulating image restoration with continual levels via adaptive feature modification layers [55].

In this test, the efficiency of the proposed algorithm (DF-PRPMHS) is illustrated in restoring blurred and noisy images. We considered four images of different sizes which are degraded using a Gaussian blur operator and a Gaussian noise with standard deviation $10^{-2}$. The parameters selected to implement the algorithm are: $\tau = 1$; $\zeta = 10^{-4}$; $\varrho = 0.55$; $\lambda_i = 0.5^{1-0.5i}$; $\xi = 1$; $\mu = 1$.

In addition, we compare its performance with the iterative shrinkage/thresholding (IST) [56] designed for wavelet-based image deconvolution and the PSGM method [57] to reflect the performance of the DF-PRPMHS method in restoring the blurred and noisy images. It is worth noting that the iterative procedure for all the algorithms starts using the same initial point and ends when the tolerance, $Tol < 10^{-5}$. Figure 4 shows the original images. In Figures 5 and 6, the blurred and noisy images, and the restored images by the various algorithms are presented. Images on the column labelled (a) are the blurred and noisy images, images on column (b) are the restored images by DF-PRPMHS, images on column (c) are the restored images by IST and images on column (d) are the restored images by PSGM. In Table 1, numerical result obtained from the implementation of the algorithms are presented. The performance of the methods are analysed based on the signal-to-noise ratio (SNR), [58] peak signal-to-noise ratio (PSNR), and the Structural Similarity Index (SSIM) [59] metric. From the outcome of the experiment as reported in Table 1, we can see that the restored images by DF-PRPMHS are closer to the original than those from IST and PSGM for all the test images. This is reflected by their Larger SNR, PSNR, and SSIM.

CONCLUSION
We have presented a derivative-free conjugate gradient method that combines the conjugate gradient direction of the three-term modified PRP method (TTPRP) and the three-term HS conjugate gradient method (TTHS) to solve constrained nonlinear equation with convex constraints using a projection and a modified line search procedure. Under the assumption that the underlying operator is Lipschitz continuous and satisfy a weaker monotonicity assumption, the global convergence of the proposed method is established. Another contribution from this paper is the use of our approach to solve the regularized $\ell_1$-norm compressive sensing problems. The computational experiments in restoring blurred and noisy images have shown that the proposed approach is competitive with the comparative ones.
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