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Abstract

Exponential models of distributions are widely used in machine learning for classification and modelling. It is well known that they can be interpreted as maximum entropy models under empirical expectation constraints. In this work, we argue that for classification tasks, mutual information is a more suitable information theoretic measure to be optimized. We show how the principle of minimum mutual information generalizes that of maximum entropy, and provides a comprehensive framework for building discriminative classifiers. A game theoretic interpretation of our approach is then given, and several generalization bounds provided. We present iterative algorithms for solving the minimum information problem and its convex dual, and demonstrate their performance on various classification tasks. The results show that minimum information classifiers outperform the corresponding maximum entropy models.

1 INTRODUCTION

The use of probabilistic methods in classification - predicting the class $y$ for the variable $x$ - is widespread. Such methods form a model of $p(y|x)$ and use it to predict $y$ from $x$. It is customary to divide such methods into two classes: Generative and Discriminative. Generative methods approximate the joint distribution $p(x,y)$ and use Bayes rule to obtain $p(y|x)$. Often $p(y)$ is assumed to be known and the class conditional distributions $p(x|y)$ are estimated separately. On the other hand Discriminative models approximate $p(y|x)$ directly. The latter have the clear advantage of solving the classification problem directly.

One of the advantages of generative models, however, is that the only data they use are within class statistics, such as the class mean and variance in Gaussian models, or conditional marginals in Naive Bayes models. This property endows them with attractive convergence properties, since such statistics often demonstrate fast convergence to their true values [15]. On the other hand, the fact that $p(x|y)$ is formed independently for each value of $y$ prevents these models from finding features which specifically discriminate between the two classes. In this work we present a modeling principle which uses only class conditional statistics, but does consider their interactions for different classes.

One of the most common forms of class conditional models in the literature is the exponential form

$$p(x|y) = \frac{1}{Z_y} e^{\sum_i \psi_i(y) \phi_i(x)},$$  

(1)

where the functions $\phi_i(x)$ are given, and $\psi_i(y)$ are determined via maximum likelihood estimation. One motivation often cited for using exponential distributions is their link to the Maximum Entropy (MaxEnt) principle [11]. The distribution in Equation 1 maximizes the entropy over the set of distributions which share the expected values of $\phi_i(x)$.

However, when considering the task of classification, or regression, one wishes to use an optimization criterion which is directly related to the prediction of $Y$ from $X$, rather than to the distribution $p(x,y)$. A fundamental quantifier of the prediction quality is the mutual information $I(X;Y)$ [2], which is a model free quantifier of the dependence between $X$ and $Y$. Furthermore, it provides a bound on the optimal Bayes error [8], among its other important properties.

In distributional inference, MaxEnt searches for the "least committed" distribution agreeing with the empirical constraints. The equivalent concept in classification would be the distribution under which $X$ provides the least information about $Y$. This suggests looking for the distribution with minimal mutual information. In what follows, we denote this principle by MinMI.
When the prior distributions $p(x)$ and $p(y)$ are known, MinMI is equivalent to MaxEnt for the joint $p(x,y)$. However, when one of the priors is unknown, MinMI corresponds to a different principle which, unlike maximum entropy, is not equivalent to maximum likelihood for any parametric model.

This principle is also related to the Information Bottleneck method [17], where information minimization is used as in Rate-Distortion theory to obtain efficient data representations, and to Sufficient Dimensionality Reduction (SDR) algorithm [6], where information minimization is used to derive a feature extraction algorithm. However, in SDR both marginals are assumed to be known. This poses a difficulty for large $X$ spaces, which is solved in the current work. Another work which connects learning and maximum entropy is the work which connects learning and maximum entropy is the Maximum Entropy Discrimination (MED) framework [10], where a maximum entropy prior over the space of classifiers is sought. Minimization of Mutual Information is also at the basis of the Independent Component Analysis (ICA) method, which is not related to classification.

2 Problem Formulation

We now define the minimum information problem, and characterize its solution. Let $y_i$ be the class of the sample $x_i$ for $i = 1 \ldots n$. The empirical class marginal is

$$\hat{p}(y) = \frac{1}{n} \sum_i \delta_{y_i,y} . \tag{2}$$

Let $\phi(x) : X \rightarrow \mathbb{R}^d$ be a given function of $X$. The class conditional empirical means of $\phi(x)$ are then

$$\bar{a}(y) = \frac{1}{n\bar{p}(y)} \sum_{i:y_i=y} \phi(x_i) . \tag{3}$$

We now calculate the distribution which has minimum mutual information while agreeing with the sample on both the expected values of $\phi(x)$ for each class, and the marginal $p(y)$. Define the set of distributions agreeing with the sample by

$$\mathcal{P}(\bar{a}) \equiv \left\{ p(x,y) : \frac{\langle \phi(x) \rangle_{p(x,y)}}{\bar{p}(y)} = \bar{a}(y) \quad \forall y \right\} . \tag{4}$$

The information minimizing distribution is then given by

$$p_{MI}(x,y) = \arg \min_{p(x,y) \in \mathcal{P}(\bar{a})} I[p(x,y)] , \tag{5}$$

where $I[p(x,y)]$ denotes the Mutual Information between $X$ and $Y$ under the distribution $p(x,y)$. Note that since the marginal $p(y)$ is constrained, we are actually optimizing over $p_{MI}(x|y)$. This minimization problem is convex since the Mutual Information is a convex function of $p(x|y)$ for a fixed $p(y)$ [2] and the set of constraints is also convex. It thus has no local minima.

Using Lagrange multipliers to solve the constrained optimization in Equation 5 we obtain the following characterization of the solution,

$$p_{MI}(x|y) = p_{MI}(x)e^{\bar{\psi}(y)\cdot \bar{\phi}(x)+\gamma(y)} , \tag{6}$$

where $\bar{\psi}(y)$ are the Lagrange multipliers corresponding to the constraints, and $\gamma(y)$ is set to normalize the distribution. Note that this does not provide an analytic characterization of $p_{MI}(x|y)$ since $p_{MI}(x)$ itself depends on $p_{MI}(x|y)$ through the marginalization

$$p_{MI}(x) = \sum_y p_{MI}(x|y)\bar{p}(y) . \tag{7}$$

The minimum mutual information has the following simple expression

$$I[p_{MI}(x,y)] = \langle \gamma(y) + \bar{\psi}(y) \cdot \bar{a}(y) \rangle_{\bar{p}(y)} \tag{8}$$

where the operator $\langle \cdot \rangle_{\bar{p}(y)}$ denotes expectation with respect to $\bar{p}(y)$.

In performing prediction of the class variable $Y$, we will be using the distribution $p_{MI}(y|x)$ as a plug-in estimate of $p(y|x)$. By Bayes law we have

$$p_{MI}(y|x) = \bar{p}(y)e^{\bar{\psi}(y)\cdot \bar{\phi}(x)+\gamma(y)} . \tag{9}$$

Note that this distribution has a form similar to logistic regression as in [13]. However, there are two main differences between $p_{MI}(y|x)$ and the standard logistic regression. One is that $p_{MI}(y|x)$ does not have a normalization function dependent on $X$. This is a common property of information minimizing distributions, and is also seen in Rate Distortion theory [2] and the Information Bottleneck method [17]. The second difference is that the optimal parameters of $p_{MI}(y|x)$ are not those obtained via (conditional) maximum likelihood, but rather those which satisfy the conditions in Equation 6. This constitutes another difference between our formalism and that of MaxEnt, which is known to be equivalent to Maximum Likelihood estimation in exponential models [5].

2.1 A Dual Problem

The constrained information minimization in Equation 5 is a feasible convex optimization problem, and therefore has an equivalent Lagrange dual. The dual for a
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In section 7 we discuss algorithmic solutions to both the primal and the dual problems.

3 A Game Theoretic Interpretation

In [7] Grunwald gives a game theoretic interpretation of the MaxEnt principle. We now describe a similar interpretation which applies to the MinMI principle. The following result can be proven using arguments similar to those in [7].

\[ \text{Proposition 1 Let } A \text{ be the set of all distributions of } Y \text{ conditioned on } X. \text{ If } p_{MI}(x) > 0 \text{ for all } x, \text{ the minimum information distribution satisfies} \]
\[ p_{MI}(y|x) = \arg \min_{q(y|x) \in A} \max_{p(x,y) \in P(A)} -\langle \log q(y|x) \rangle_{p(x,y)} . \]

The above proposition implies that \( p_{MI}(y|x) \) is obtained by playing the following game: Nature chooses a distribution \( p(x,y) \) from \( P(A) \). The player, who does not know \( p(x,y) \) then chooses a conditional distribution \( q(y|x) \) aimed at predicting \( Y \) from \( X \). The loss incurred in choosing \( q(y|x) \) is given by \( -\langle \log q(y|x) \rangle_{p(x,y)} \). The proposition states that \( p_{MI}(y|x) \) corresponds to the strategy which minimizes the worst case loss incurred in this game.

To see how the above argument is related to classification error, we focus on the binary class case, and take the class variable to be \( y = \pm 1 \). In this case, a classifier based on \( q(y|x) \) will decide \( y = 1 \) if \( q(y = 1|x) \geq 0.5 \). The zero-one loss is thus
\[ c_{zo}(x,y,q) = \Theta[-(q(y=1|x)-0.5)y] , \]
where \( \Theta \) is the step function, and \( y \) is the true label for \( x \). The zero-one loss is bounded from above by the loss function \(-\log_2 q(y|x)\)
\[ c_{zo}(x,y,q) \leq -\log_2 q(y|x) . \]

The classification error incurred by \( q \) is thus bounded from above by the expected loss
\[ \langle c_{zo} \rangle_{p(x,y)} \leq -\langle \log_2 q(y|x) \rangle_{p(x,y)} \]

Note that for the information minimizing distribution \( p_{MI}(y|x) \) the above loss is the familiar logistic loss.

We thus have the following elegant formulation of MinMI: the plug in distribution \( p_{MI}(y|x) \) the one which minimizes the worst case upper bound on classification error.

4 MinMI and Joint Typicality

The rationale for the MaxEnt principle, as given by Boltzmann, Jayens and others, is based on the fact that samples with atypical empirical histograms - hence with lower empirical entropy - are exponentially (in the sample size) unlikely to occur. Thus we can assert by a histogram counting argument that out of all histograms consistent with observed expectation values, those with maximum entropy are the most likely to be observed among all consistent histograms in the absence of any other knowledge.

When dealing with classification or regression problems, the issue is predictions of \( Y \) from \( X \), and it is the notion of joint typicality of the two sequences that replaces the simple typicality and AEP property in the MaxEnt case. Here we are asking for the most uncommitted distribution of \( x \), given that we know the marginal distribution of \( y \), \( p(y) \), together with a set of empirical conditional expectations. For this case a similar histogram counting argument is supplied through the notion of joint typicality, as stated e.g. in [2] pp. 359.

Let \( Y^n = Y_1,Y_2,...,Y_n \) be drawn i.i.d. from \( \prod p(y) \). Then for any sequence \( x^n = x_1,x_2,...,x_n \), the probability that \( (x^n,Y^n) \) are jointly drawn i.i.d. from \( p(x,y) \) is \( \approx 2^{-nI(X;Y)} \), via the standard AEP property. In other words, if we partition all the possible empirical histograms of \( x^n \) into equivalent classes according their (empirical) mutual information with \( Y^n \), \( I(X;Y) \), the relative volume of such a class is exponential in its mutual information and proportional to \( 2^{-nI(X;Y)} \).

Without any other constraints the (overwhelmingly) largest joint-histogram of \( x^n \) and \( Y^n \) is the one with \( I(X;Y) = 0 \), i.e. independent \( X \) and \( Y \). Otherwise, with additional empirical constraints on the joint distribution, the overwhelming large fraction among the
5 Generalization Bounds

The Minimum Information principle suggests a parsimonious description of the data, and therefore one would expect it to have generalization capabilities. We discuss several generalization related results below. To simplify the discussion, we focus on the binary class case. Denote by \( p(x,y) \) the true distribution underlying the data. Also, denote by \( \epsilon^*(p) \) the optimal Bayes error associated with \( p(x,y) \), and \( \epsilon_{MI} \) the generalization error when using \( p_{MI}(y|x) \) for classification.

The Bayes error \( \epsilon^*(p) \) is the minimum classification error one could hope for, when predicting \( y \) from \( x \) under \( p(x,y) \). The following Lemma [8] bounds the Bayes error using the Mutual Information

\[
\epsilon^*(p) \leq \frac{1}{2} (H(Y) - I[p(x,y)]) .
\]

In what follows we assume that the empirical constraints \( \tilde{a} \) and \( p(y) \) correspond to their true values, i.e. \( p(x,y) \in \mathcal{P}(\tilde{a}) \). While this cannot be exactly true, the estimated expected values converge to the true ones (see [15]), and this deviation can be controlled via standard statistical methods. Since \( p(x,y) \in \mathcal{P}(\tilde{a}) \) its information must be larger than that of \( p_{MI}(x,y) \), and thus

\[
\epsilon^*(p) \leq \frac{1}{2} (H(Y) - I[p_{MI}(x,y)]) .
\]

We thus have a model free bound on the Bayes error of the unknown distribution \( p(x,y) \). An obvious shortcoming of the above bound is that it does not relate to the classification error under when using the plug in distribution \( p_{MI}(y|x) \) as the class predictor. Denote this error by \( \epsilon_{MI} \). Then using Equation 13 with \( q(y|x) = p_{MI}(y|x) \) we have

\[
\epsilon_{MI} \leq - \sum p(x,y) \log_2 p_{MI}(y|x) .
\]

But the special form of \( p_{MI}(y|x) \) implies that we can replace expectation over \( p(x,y) \) with expectation over \( p_{MI}(x,y) \), when \( p_{MI}(x) \) is strictly positive

\[
\sum p(x,y) \log_2 p_{MI}(y|x) = - \sum p_{MI}(x,y) \log_2 p_{MI}(y|x) .
\]

The RHS is the conditional entropy \( H[p_{MI}(y|x)] \), which implies the following bound

**Proposition 2** If \( p_{MI}(x) > 0 \) for all \( x \), the generalization error of the classifier based on \( p_{MI}(y|x) \) satisfies

\[
\epsilon_{MI} \leq H(Y) - I[p_{MI}(x,y)] .
\]

Note that the bound on the optimal Bayes error of the true distribution is tighter than the above bound by a factor of 2. It will be interesting to see whether these bounds can be improved.

6 Relation to Other Methods

As seen previously, MinMI provides a model for \( p_{MI}(y|x) \) that is similar to the one obtained in both conditional and generative modeling. We now expand on the differences between these methods.

6.1 Maximum Entropy of the Joint Distribution

The joint entropy of \( X \) and \( Y \) is related to the mutual information via

\[
I(X;Y) = H(X) + H(Y) - H(X,Y) .
\]

Thus, if both marginals are assumed to be known, the problems of Maximum Entropy and Minimum Mutual Information coincide. The model of the joint distribution in this case has the following form

\[
p_{ME}(x,y) = \frac{1}{Z_x} e^{\phi(x)\psi(y) + A(x) + B(y)} .
\]

where \( A(x) \) is a free parameter which is adjusted so that \( p_{ME}(x,y) \) has the desired marginal over \( X \).

The resulting conditional model is then

\[
p_{ME}(y|x) = \frac{1}{Z_x} e^{\phi(x)\psi(y) + A(x) + B(y)} .
\]

When the marginal over \( X \) is not known, but \( p(y) \) is, maximizing the joint entropy is equivalent to maximizing \( H(X|Y) \), which is equivalent to maximizing \( H(X|Y = y) \) for each value of \( y \) independently. Note that under this approach, changing the values of \( \tilde{a}(y) \) for a given value of \( y \) will not change \( p(x|y) \) for other values of \( y \). This does not seem to be a desirable property, and does not hold in the MinMI case. One example of maximizing joint entropy is the Naive Bayes model which results from maximizing \( H(X|Y) \) subject to a constraint on conditional singleton marginals, and the class marginals.

6.2 Conditional Random Fields and Logistic Regression

Conditional Random Fields (CRF) are models of the conditional distribution

\[
p_{\lambda}(y|x) = \frac{1}{Z_\lambda(x)} e^{\sum_{k=1}^{d} \lambda_k f_k(x,y)} .
\]

Where \( f_k \) is a feature function of \( x \) and \( y \), and \( \lambda_k \) is the parameter associated with that feature.

For example, if \( f_k(x,y) = x \) and \( \lambda_k \) is the parameter associated with that feature.

\[
p_{\lambda}(y|x) = \frac{1}{Z_\lambda(x)} e^{\sum_{k=1}^{d} \lambda_k f_k(x,y)} .
\]
The \( d \) functions \( f_k(x, y) \) are assumed to be known in advance, or are chosen from some large set. This becomes similar to our setting if one chooses functions

\[
f_{i,y_i}(x, y) = \delta_{y,y_i} \phi_i(x) .
\]

In fact, the MinMI formalism could be equally applied to general functions of \( X \) and \( Y \) as in CRFs. We focus on functions of \( X \) for ease of presentation.

CRFs are commonly trained using by choosing \( \lambda_i \) which maximize the conditional maximum likelihood [13] given by

\[
\sum_{x,y} \bar{p}(x,y) \log p_X(y|x) = -\langle \log Z_x(x) \rangle_{\bar{p}(x)} + \sum_{k=1}^{d} \lambda_k(f_k(x,y)),
\]

where \( \bar{p}(x,y) \) is the empirical distribution.

This target function is seen to depend on the empirical expected values of \( f_k \) but also on the empirical marginal \( \bar{p}(x) \). This is of course true for all conditional logistic regression models, and differentiates them from MinMI, which has access only to the expected values of \( \bar{\phi}(x) \).

### 6.3 Constraints on Marginals

Models of distributions over large sets of variables often focus on the marginal properties of subsets of these variables. Furthermore, maximum likelihood estimation over Markov fields is known to be equivalent to matching the empirical marginals of the cliques in the graph. We now define the MinMI version of the marginal matching problem.

Denote by \( X \equiv (X_1, \ldots, X_n) \) an \( n \) dimensional feature vector, and by \( \{X_C\} \) a set of subsets of variables of \( X \) (e.g. all singletons or pairs of \( X_i \)). Assume we are given the empirical conditional marginals \( p(X_C|Y) \). In our notation, this is equivalent to choosing the following \( \bar{\phi} \)

\[
\phi_{x_C}(\bar{x}) = \delta_{\bar{x}_C,x_C} .
\]

which has the expected value \( p(x_C|y) \).

The MinMI distribution in this case would have the following form

\[
p_{\text{MI}}(y|x) = \bar{p}(y) e^{\sum_{x} \psi(x_C,y)+\gamma(y)}. \tag{24}
\]

### 7 MinMI Algorithms

In order to find the classification distribution \( p_{\text{MI}}(y|x) \) the optimization problem in Equation 5 or its dual in Equation 10 need to be solved. This section describes several algorithmic approaches to calculating \( p_{\text{MI}}(y|x) \). When \( |X| \) is small enough to allow \( O(|X|) \) operations, exact algorithms can be used. Otherwise, random sampling techniques are used to overcome complexity issues.

#### 7.1 Solving the Primal Problem

The characterization of \( p_{\text{MI}}(x|y) \) is similar to that of the Rate Distortion channel [2] or the related Information Bottleneck distribution in [17]. There are iterative procedures for finding the optimal distributions in these cases, although usually as a function of the Lagrange multipliers (i.e. \( \psi(y) \)) rather than of the value of the constraints. In what follows we outline an algorithm which finds \( p_{\text{MI}}(x|y) \) for any set of empirical constraints.

The basic building block of the algorithm is the I-projection [3]. The I-projection of a distribution \( q(x) \) on a set of distributions \( \mathcal{F} \) is defined as the distribution \( p^* \in \mathcal{F} \) which minimizes the KL-divergence to the distribution \( q(x) : p^* \equiv \arg\min_{p \in \mathcal{F}} D_{KL}[p||q] \). When \( \mathcal{F} \) is determined by expectation constraints

\[
\mathcal{F}(\bar{\phi}(x), \bar{a}) \equiv \left\{ p(x) : \langle \bar{\phi}(x) \rangle_{p(x)} = \bar{a} \right\}
\]

the projection is given by

\[
p^*(x) = \frac{1}{Z^*_\lambda} q(x) e^{\tilde{\lambda}^* \cdot \bar{\phi}(x)} , \tag{25}
\]

where \( \tilde{\lambda}^* \) are a set of Lagrange multipliers, chosen to fit the desired expected values, and \( Z^*_\lambda \) is a normalization factor. The values of \( \tilde{\lambda}^* \) can be found using several optimization techniques such as Generalized Iterative Scaling [4] or gradient based methods. All projection algorithms involve the computation of the expected value of \( \bar{\phi}(x) \) under distributions of the form \( q(x) e^{\tilde{\lambda} \cdot \bar{\phi}(x)} \).

The similarity between the form of the projection in Equation 25 and the characterization of \( p_{\text{MI}}(x|y) \) in Equation 6, implies that \( p_{\text{MI}}(x|y) \) is an I-projection of \( p_{\text{MI}}(x) \) on the set \( \mathcal{F}(\bar{\phi}(x), \bar{a}(y)) \). The fact that \( p_{\text{MI}}(x) \) is dependent on \( p_{\text{MI}}(x|y) \) through marginalization implies an iterative algorithm where marginalization and projection are performed. This procedure, is described in Figure 1. It can be shown to converge using the Pythagorean property of the I-projection as in [6].

The above algorithm cannot be implemented in a straightforward manner when \( |X| \) is large, since it involves an explicit representation of \( p_t(x) \). To circumvent this problem, we note that applying the primal algorithm recursively results in the following representation of \( p_t(x) \) as a mixture of \( |Y|^t \) elements

\[
p_t(x) = \sum_{\bar{y}=(y_1,\ldots,y_t)} c(\bar{y}) p_{\bar{y}}(x) , \tag{27}
\]
Input: Set of functions $\hat{\phi}(x)$ and their class conditional empirical means $\bar{a}(y)$.

Output: The distribution $p_{MI}(x|y)$.

Initialization:
- Initialize $p_0(x)$ randomly.

Iterate:
- For all $y$ set $p_{t+1}(x|y)$ to be the $I$-projection of $p_t(x)$ on $\mathcal{F}(\hat{\phi}(x), \bar{a}(y))$
  \[
  p_{t+1}(x|y) = p_t(x)e^{\sum \tilde{\psi}(y)+\gamma+1(y)}. \tag{26}
  \]
- Set $p_{t+1}(x) = \sum_y p_{t+1}(x|y)\bar{p}(y)$
- Halt on convergence.

Figure 1: An algorithm for solving the primal problem.

\[
\begin{align*}
  c(\tilde{y}) &= Z(\tilde{y}) \prod_{i=1:t} \bar{p}(y_i)e^{\gamma_i(y_i)} \tag{28} \\
p_{\tilde{y}}(x) &= \frac{1}{Z(\tilde{y})}e^{\tilde{\psi}(\tilde{y})-\tilde{\phi}(x)}, \quad \tilde{\psi}(\tilde{y}) \equiv \sum_{i=1:t} \tilde{\psi}_i(y_i)
  \end{align*}
\]

and $Z(\tilde{y})$ is the partition function normalizing $e^{\tilde{\psi}(\tilde{y})-\tilde{\phi}(x)}$.

We are still left with a number of parameters exponential in $T$. To overcome this difficulty we use random sampling to draw elements of the mixture $p_t(x)$. Such random sampling can be performed using the fact that $c(\tilde{y})$ is a distribution over the vector $\tilde{y}$ and thus we can use any sampling technique (here we used Gibbs) for $\tilde{y}$ to draw elements in the mixture according to $c(\tilde{y})$. After drawing $N$ elements from $c(\tilde{y})$ we approximate $p_t(x)$ using

\[
p_t(x) \approx \frac{1}{N} \sum_{n=1}^N \frac{1}{Z(\tilde{y}^n)}e^{\tilde{\psi}(\tilde{y}^n)-\hat{\phi}(x)}. \tag{29}
\]

Finally, performing the $I$-projection of the estimated $p_t(x)$ requires calculating the expected value of $\hat{\phi}(x)$ under distributions of the form $p_{\tilde{y}}(x)e^{\tilde{\psi}(x)-\tilde{\lambda}(y)}$. This can often be done without explicitly summing over $X$. For example, when $\hat{\phi}(x)$ represent singleton marginal constraints (see Section 6.3) the expected values of $\hat{\phi}(x)$ correspond to marginals over simple Markov Fields, and these can be easily calculated.

One shortcoming of the above algorithm is that it requires storage of all Lagrange multipliers calculated in previous iterations. It could thus become costly as the number of iterations grow. However, in our experimental evaluations we found that under 50 iterations are sufficient for the algorithm to converge. The dual algorithm, presented next, does not have this dependence on the number of iterations.

In [12] it was shown how a related problem can be solved with iterative MCMC without storage. It will be interesting to see whether this approach can be applied here.

7.2 Solving the Dual Problem

The dual problem as given in Equation 10 is a geometric program and as such can be solved efficiently using interior point algorithms [1]. When $|X|$ is too large to allow $O(|X|)$ operations, such algorithms are no longer practical. However, oracle based algorithms such as the Ellipsoid algorithm or Cutting Plane Methods [9] are still applicable (in our experiments we used the ACCPM package described in [9]). The above algorithms require an oracle which specifies if a given point is feasible, and if not, specifies a constraint which it violates. For the constraints in Equation 10 this amounts to finding the $x$ maximizing the constrained function

\[
x_{max} = \arg \max_x f(x) \\
f(x) = \sum_y \bar{p}(y)e^{\gamma(y)+\psi(y)-\phi(x)}. 
\]

The point $(\gamma(y), \tilde{\psi}(y))$ is then feasible if $x_{max} \leq 1$. Since $f(x)$ may be interpreted as an unnormalized distribution over $x$, finding $x_{max}$ is equivalent to finding its maximum probability assignment. This is known as the MAP problem in the AI literature, and can be tackled using random sampling techniques as in [16] 3.

The primal and dual algorithms gave similar results, although for the experiments described here the primal algorithm converged faster.

8 Illustrative example

To demonstrate some properties of the MinMI solution, we apply it to the well known problem of constraints on the first and second moments of a distribution. The MaxEnt solution to the above problem would be a Gaussian model of $p(x|y)$ with the appropriate mean and variance. The MinMI solution to this problem is shown in Figure 2, and is quite different from a Gaussian 4.

3We used the ML assignment as an initial guess, followed by Gibbs sampling

4The exact solution should be two delta functions, but due to numerical precision issues the algorithm converges to the distribution shown here.
The two distributions \( p_{MI}(x|y_1) \), \( p_{MI}(x|y_2) \) are structured to obey the moment constraints imposed by \( \tilde{a}(y) \) while keeping as little information as possible about the identity of \( y \). This is done by concentrating most of their joint mass around two points.

### 9 Experimental Results

We tested the MinMI classification scheme on 12 datasets from the UCI repository [14]. Only the discrete features in each database were considered. The algorithm for the primal problem was used (see Section 7.1) with \( N = 5000 \) Gibbs sampling draws on each iteration. The features used as input to the MinMI algorithm were the singleton marginal distributions of each of the features, as described in Section 6.3. Classification performance was compared to that of Naive Bayes 5 and the corresponding first order conditional Log-Linear model 6. Note that these two models use a parametric form of \( p(y|x) \) that is nearly identical to that of MinMI (they differ only in that they have a partition function \( Z_x \)).

The results for all the datasets are shown in Figure 3. It can be seen that except for one database (heart-disease) MinMI performs similar to, and usually better than Naive Bayes. Also, both methods outperform the Log-Linear model on small sample sizes as described previously in [15] (Log-Linear outperforms MinMI and Naive Bayes only on 3/12 databases for small sample sizes). Table 1 shows the generalization error measured using 10 fold cross validation. It is not surprising that the Log-Linear model outperforms both Naive Bayes and MinMI, since its theoretical asymptotic error is lower than theirs, and the sample size is large enough for it to generalize well. However, MinMI achieves 98±2% of the Log-Linear model performance, compared to 94 ± 7% for Naive Bayes.

MinMI may outperform Log-Linear models on datasets with large number of features, where the latter are more likely to overfit.

### 10 Discussion

We introduced the principle of minimum mutual information (MinMI) as a fundamental method for inferring a joint distribution in the presence of empirical conditional expectations. This principle replaces Maximum Entropy for such cases and in general is not equivalent to a maximum likelihood estimation of any parametric model.

It is interesting to note that the MinMI solution for a multivariate \( X \) does not satisfy the conditional independence properties which the corresponding graphical model possesses. This is clear already when singleton marginals are used as constraints. The resulting \( p_{MI}(x|y) \) may in fact contain elaborate dependencies between the variables. To see why this comes about consider the extreme case where all the conditional singleton marginals are constrained to be

---

5 Marginals used for Naive Bayes and MinMI were estimated using Laplace smoothing with a pseudo-count of 1.

6 In the linearly separable case the conditional model solution is not unique. As in [15] we randomly sample separating hyperplanes, by carrying out a random walk in version space. The reported performance is the average generalization error over the sampled hyperplanes.
equal. It is easy to see that under \( p_{\text{MI}}(x|y) \) the variables \( X_1, \ldots, X_n \) will be completely dependent (i.e. \( p_{\text{MI}}(x_1, \ldots, x_n|y) = p_{\text{MI}}(x_1|y) \)).

It is important to stress that \( p_{\text{MI}}(x) \) is not argued to be a model of the true underlying distribution. Rather, as the game theoretic analysis shows, it represents a worst case scenario with respect to prediction.

Although we did not address the case of continuous \( X \) domain directly, our formalism applies there as well. Consider a vector of continuous variables, with constraints on the means and covariances of subsets of its variables. The MinMI distribution in this case will be the corresponding Gaussian Markov field.

Another natural extension of the current work is feature induction [5]. As was done in [6], one can look for features \( \tilde{\phi}(x) \) which maximize the minimum mutual information calculated in the current work. In [6] both marginals were assumed to be known. The extension to unknown marginals should provide a powerful tool for feature induction over large variables sets.
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