Thermal Comfort Evaluation Using Linear Discriminant Analysis (LDA) and Artificial Neural Networks (ANNs)
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Abstract: The thermal sensations of people differ from each other, even if they are in the same thermal conditions. The research was carried out in a didactic teaching room located in the building of the Faculty of Civil and Environmental Engineering in Poland. Tests on the temperature were carried out simultaneously with questionnaire surveys. The purpose of the survey was to define sensations regarding the thermal comfort of people in the same room, in different conditions of internal and external temperatures. In total 333 questionnaires were analyzed. After the discriminant and neural analyses it was found that it is not possible to forecast the thermal comfort assessment in the room based on the analyzed variables: gender, indoor air temperature, external wall radiant temperature, and outdoor air temperature. The thermal comfort assessments of men and women were similar and overlapped. The results of this study confirm that under the same thermal conditions about 85% of respondents assess thermal comfort as good, and about 15% of respondents assess thermal comfort as bad. The test results presented in this article are similar to the results of tests carried out by other authors in other climatic conditions.

Keywords: thermal comfort; survey research; statistical analysis; indoor air temperature; sensation of temperature by both men and women; analysis using Linear Discriminant Analysis (LDA) and Artificial Neural Networks (ANNs) methods

1. Introduction

The thermal sensations of people differ from each other, even if they are in the same environment and under the same thermal conditions. Although temperature sensors indicate the same results regardless of the geographical location in which the measurement took place, people perceive thermal comfort differently [1,2]. Also individuals in very similar rooms, in the same climate, belonging to a common culture, give very different opinions about the sensible thermal comfort.

Thermal comfort is a condition in which a person feels that his or her body is in a state of thermal balance, i.e., it does not feel either warmth or cold. The feeling of thermal comfort of people is caused by the combination of many factors affecting the perception of comfort [3–6]. Usually, thermal comfort or discomfort is treated as a subjective feeling.

There are currently two different approaches to the definition of thermal comfort, each of which has its own possibilities and limitations:

(1) A rational approach to heat balance [7];
(2) Adaptive approach [8].
A rational approach using data from research in an climatic chamber is characterized in Fanger’s [9–11] works.

An adaptive approach was developed on the basis of field studies [1], aimed at analyzing the real acceptability of the thermal environment, which strongly depends on the behavior of residents and their expectations. Adaptations were summarized by De Dear and Brager [7] in three categories: adaptation to behavior, physiological adaptation, and psychological adaptation. In recent years, various authors have encouraged field studies, in addition to laboratory experiments, in order to obtain more reliable information on real thermal comfort [12].

Wang’s research [12] on thermal conditions and thermal comfort in residential buildings in Harbin, north-east of China, showed that men are less sensitive to changes in air temperature than women, and the neutral temperature in men’s room was lower by 1.1 °C than for women.

In their studies, the authors of [13] also noticed differences in the perception of thermal comfort between the sexes. As the reason they indicated different metabolism in men and women. They justified to use actual metabolic rates. Their approach builds up predictions from the physical and physiological constraints, rather than statistical association to thermal comfort. Presented method designed of thermal demand of all occupants leads to actual energy consumption predictions and real energy savings of buildings.

The purpose of the study [14] is to investigate and determine the relationship between occupants’ thermal satisfaction and physiological responses, and to estimate their thermal satisfaction level via human physiological signals. This study also determined priority of local skin temperatures (as well as gender and BMI) by their impact on thermal satisfaction. Considering human physiological factors and gender demonstrated 88.52% accuracy model for estimating thermal satisfaction.

There is also a view that women feel thermal comfort conditions differently than men [12], so in this article it was decided to check the validity of this view for people in a temperate climate zone. The analysis included the influence of only the basic objective temperature parameters in the room on the perception of comfort by women and men. By selecting a uniform group of respondents, other factors were eliminated, often subjective and rather variable, e.g., different clothes, age, physical, and mental condition, health and individual properties of the organism or variability of thermal conditions in the room.

Many authors rely on thermal sensations analyzing thermal comfort regardless of the climate. The most frequently analyzed is the indoor air temperature [15–17]. There are also authors who prefer calculations of thermal comfort indicators, i.e., PMV, PPD, PET, SET [18–21]. It is a more technical method and less associated with people’s subjective feelings. In some rooms with a small number of people, it is the only method to determine comfort.

The aim of this work is to analyze the perception of thermal comfort by people in the room, based on the measurements made in the teaching room and surveys carried out in the group of students. The main objective of the analysis is to determine whether women and men experience thermal comfort differently under the same thermal conditions.

2. Materials and Methods

2.1. Experimental Research

The research was carried out in a university didactic teaching room located in the building of the Faculty of Civil and Environmental Engineering of the Bialystok University of Technology in north-eastern Poland. The building is a detached, two-story, with a full basement. In recent years, the building has been completely thermo-modernized. The scope of thermo-modernization works included insulation of external walls and flat roof, replacement of window frames, as well as modernization of the HVAC system. The HVAC system is equipped with thermostatic valves set at 21 °C. There is no mechanical cooling in the rooms. The room in which the research was carried out is located on the first floor of the south-west side. The tests were carried out in one room. The room is
adjacent to other rooms and a corridor. In the neighboring rooms only temperature measurement was made. The air temperature in all adjacent rooms are the same.

Figure 1 shows the test room, which has dimensions of 11.8 m × 5.57 m and a height of 3.0 m. The room has one outer wall and three inner walls. In the outer wall of the room there are nine windows facing the south side, 2 m high and 1.2 m wide, installed at a height of 0.8 m from the floor. On sunny days, the windows are a source of heat, therefore they have been equipped with blinds and curtains. During the experiment, computers (which are also a source of heat) remained off.

![Figure 1](image)

**Figure 1.** Didactic teaching room in which the tests were conducted: (a) photo; (b) scheme, where the chairs are marked with circles, the chairs deleted were non occupied.

Tests on the temperature of air and mean radiant internal side walls in the teaching room were carried out simultaneously with student surveys. The experiment was carried out in periods with similar climatic conditions: in the spring calendar season (from March 21 to June 22, 2016) and in the autumn season (from September 23 to December 22, 2016). In one week, ten measurement series were carried out on average, in which 10 to 15 students participated [22]. In a typical day, there were two series of measurements. Outdoor temperature measurement for this study was taken from the weather station [23] and confirmed by own measurements taken simultaneously with the experiment in the room.

The studies included three objective basic physical parameters of the room: real indoor air temperature, external wall mean radiant temperature, and real outdoor air temperature. Air and wall parameters in all experiments were tested using the Testo 435-4 meter with various probes: the IAQ probe and the fast-reacting probe for measuring the surface temperature. The IAQ probe simultaneously measured the indoor air temperature, humidity, and CO$_2$ concentration. The accuracy of the measuring device is described in the publications [24–26]. Measurements of internal air parameters were carried out at a height of approx. 1.00 to 1.10 meter from the floor and at a distance of approx. 2 m from persons in the room, and at a distance of about 2 m from windows and devices, as recommended ASHRAE [27]. First, the air room temperature was measured, followed by the mean radiant temperature of the partitions: the internal walls and the external wall.

### 2.2. Surveys

The surveyed students entered the didactic room from the hallway. During the measurements, they were dressed in their everyday clothes, in which they stayed in the building and felt good in terms of heat (without overcoats). The persons participating in the study completed surveys after approx. 10–15 minutes from entering the room. The time between entering the teaching room and carrying out the test was to allow the acclimatization of people with the thermal conditions prevailing in the room. Persons filling in the surveys remained in sedentary position and they did not do any physical work. The survey was developed for the needs of the author’s own experimental research.
During the test, the thermal conditions in the room were constant and the same for all participants. Other factors that could affect the respondents’ comfort also remained the same.

The respondents filled out the following questionnaire form:

- Date of survey:
- Gender: W/M
- Comfort: bad (too cold or too hot); good (neither too cold nor too hot)

In total 333 questionnaires were analyzed. The questionnaires were filled out by 199 women and 134 men.

2.3. Limitations of the Research

The purpose of the survey is to define sensations regarding the thermal comfort of young people in the same room, in different conditions of internal and external temperatures.

The studies did not take into account the thermophysical properties of building materials and components, as they were the same for all respondents. Also, air velocity and relative humidity were the same for all respondents. Fluctuations of these parameters during one research session were small (2%). It has assumed that the most important factors are: indoor and outdoor air temperature and the external wall temperature.

The empirical research was conducted with a convenience sample of people (non-probability sampling method) [28]. Non-probability sampling technique is widely used when researchers aim at conducting qualitative research, pilot studies or exploratory research. Convenience sampling is the most common of all sampling techniques. With convenience sampling, the samples are selected because they are accessible to the researcher. This technique is considered easiest, cheapest, and least time consuming.

The survey was carried out on a uniform group in terms of age and physical condition, representing young, healthy people in their early adulthood, i.e., aged 23–34 (here 22–23). This age is defined as the peak of physical development [29]. In this way, it is possible to exclude the probable impact of differences in the sense of comfort caused by different physical condition related to age (no effects of possible differences in the physical condition of the subjects, physical disability, impairment of health or chronic diseases). The study did not consider how students were dressed. It was assumed that each of them dressed so that he was thermally well. The issue of why thermal comfort is perceived as bad—whether it is too warm or too cold—has not been analyzed.

In the article no indicators of comfort were calculated, therefore in further analyzes neither relative humidity nor air velocity in the room were taken into account (although these values were measured).

2.4. Mathematical Tools Used in the Analysis of Research Results

The following mathematical tools were used to analyze the results of the research: linear discriminant analysis (LDA) and artificial neural networks (ANNs).

The question under consideration was solved as a classification problem using linear discriminant analysis (LDA) and artificial neural networks (ANNs). Data analysis was carried out using the computer software Statistica 12 [30,31].

2.4.1. Linear Discriminant Analysis (LDA)

Discriminant analysis is a statistical procedure enabling examination of differences between two or more groups, by analyzing a few variables simultaneously [30].

The procedures for the classification of cases are determined using one or more functions that classify the analyzed cases into appropriate groups. As the analysis tool, discriminant analysis was chosen because one of the independent variables ($X_1 = $ gender code) was a qualitative variable.
The linear functions are the most commonly used as the canonical discriminative functions separating groups. The number of discriminatory functions does not exceed the number of discriminatory variables or the number of groups minus one, depending on which is smaller. With us, only one discriminatory function can be specified, because we only have two groups of thermal comfort: g (good) or b (bad). In the case of two groups, discriminant analysis is analogous to multiple regression and is then called Fisher linear discriminant analysis (LDA) [32,33]. In the case of two groups, the linear equation is used as a discriminatory function:

$$\text{group} = a + b_1x_1 + b_2x_2 + \ldots + b_mx_m, \quad (1)$$

where: $x_i, i = 1, \ldots , m$ is a $i$-th discriminant variable, $a$ is constant and $b_1 - b_m$ are regression coefficients.

Wilks’ lambda is a standard statistic used to determine the statistical significance of discriminatory power by currently selected discriminant variables and its value ranges from 1.0 to 0.0. Wilk’s partial lambda statistic defines the specific contribution of a given variable to group discrimination. As for Wilks’ lambda statistic, the value of Wilks’ partial lambda statistics of 0.0 means excellent discriminative power, and 1.0 means no discriminatory power. The smaller the Wilk’s partial statistics value, the higher the discriminant power of a given variable.

2.4.2. Artificial Neural Networks (ANNs)

Artificial neural networks (ANNs) is a modern mathematical tool used in almost all fields of science and in practice [34]. The use of artificial neural networks allows modelling of complex processes depending on many factors. It is an alternative method to statistical methods and their advantage is that, unlike statistical procedures, they do not require many theoretical assumptions. ANNs often allow the development of better models of phenomena than statistical models and are characterized by resistance to damage and can be improved as new data for network training is acquired [34,35]. Disadvantage of ANNs is the lack of an explicit model and the need to collect a large dataset [35,36].

ANNs are used to solve various complex problems related to: prediction [36,37], classification, and recognition of group elements [38,39], optimization [40,41], matching, analysis and filtering of signals [42] and many other issues.

The most commonly used are multilayer networks (most often with one hidden layer) with the unidirectional signal flow (feedforward) of multi-layer perceptron type (MLP) as regression and classification models, with the following structure: N-H-M, where: N is the number of input neurons, H is the number of neurons in the hidden layer, and M is the number of output neurons.

The number of input neurons corresponds to the number of explanatory variables ($N = X_i$, where $i = 1, \ldots , N$), the number of output neurons is equal to the number of explanatory variables ($M = Y_k$, where $k = 1, \ldots , M$). The number of neurons in the hidden layer $H$ is determined by an iterative method in the process of learning of neural networks based on the analysis of network error measures. The collected dataset is divided randomly into subsets: learner ($L$), test ($T$), and validation ($V$). The network learning process is based on such determination of weights (numerical coefficients) of individual neurons, so that the neural network at the output gives the values of the explanatory variables as close as possible to their real values. This is the process of repeated network feeding of all instances of the learning subset of data ($L$) and network weights correction (back propagation). One cycle of feeding the whole set of learning data is called the epoch (epoch). Every now and then network error measures are controlled on a test subset ($T$), and the final check is performed on a validation subset ($V$) that is used for this purpose only once. The learned, ready-made neural network is characterized by fixed parameters: structure (architecture) and weight values assigned to each network neuron.

A measure of the quality of the model is the area under the ROC (receiver operating characteristic) curve (AUC). For an ideal network $AUC = 1$. AUC values equal to or below 0.5 indicate the ineffectiveness of the model. $AUC = 0.5$ is obtained with random selection.
3. Results and Discussion

The results of measurements of indoor and outdoor air temperature and mean radiant temperature of the external wall of the room are shown in Figure 2. In Figure 2a,b, the X-axis shows measurements taken in spring and autumn. In Figure 2c X-axis represents all measurements taken in the whole monitoring period. The three internal walls always have a temperature similar to the air temperature in the room. The actual temperature of the indoor air in the room where the experiment was conducted varied within 20.7–25.8 °C, whereas the mean radiant temperature of the external wall fluctuated within 19.5–25.7 °C.

**Figure 2.** Air temperature and external wall mean radiant temperature of: (a) spring, (b) autumn, (c) both seasons.

The mean radiant temperature of the external wall was always lower than the internal air temperature. The temperature difference increased with the outside temperature drop. External air temperature measurements were made during experiments. The temperature of the outside air in spring and autumn ranged from 3.0 to 16.7 °C. It can be noticed that the mean radiant temperature of the external wall and the indoor air temperature were almost equal (the average temperature difference was approx. 1–2 °C, the maximum temperature difference was 3–4 °C).

The relative humidity of the indoor air during the experiment ranged from 35 to 42%. The air velocity in the room ranged from 0.86 to 1 m/s.

The average real indoor air temperature was 22.9 °C and the average real outside wall mean radiant temperature was 22.0 °C.
During the experiment, the respondents defined thermal comfort as good, 281 people (good 84.4% of all answers), or bad, 52 people (15.6% of all respondents, including: too hot (12 women, 14 men), too cold (22 women, 4 men)). Thermal comfort rated as good was declared by: 165 out of 199 women, which is 82.9% of women and 116 out of 134 men, which is 86.6% of men. Thermal comfort was bad as assessed by: 34 out of 199 women, which makes up 17.1% of women and 18 out of 134 men, which is 13.4% of men. In general, about 4% more men than women considered comfort as good, that is, for approx. 4% women more than men, thermal comfort was unsatisfactory.

Other authors conducted similar research in the tropical city of Makasar (Indonesia) [15]. The purpose of their research was to determine the acceptability of high temperatures by a group of secondary school students in a hot climate. More than 86% of respondents accepted thermal conditions. But if there was a chance, 72% of respondents would like a lower air temperature.

Similar thermal acceptability (above 85%) by people of different nationalities participating in the study was also obtained by the authors of the study in Japan [16]. In Portugal, thermal comfort was accepted by over 85% of respondents [18]. The same results were obtained from studies in Spain [19] and India [17]. The results of these various studies testify to one. Man has a great ability to adapt to existing conditions. The authors from Portugal concluded that if gender is added as an analysis factor, it can be seen that TSV does not show significant differences between male and female respondents [18].

The dataset consisted of $n = 333$ cases, described by the following five variables, where $Y$ – dependent variable, $X_i$, $i = 1 - 4$ independent variables:

1. Qualitative variable: $Y = b$ or $g$ – assessment of thermal comfort, where: $b$ – bad thermal comfort, $g$ – good thermal comfort, with subsets’ content: $n_b = 52$, $n_g = 281$,
2. Qualitative variable: $X_1 \in [0,1]$ – respondent’s gender code: $W$ or $M$, where: $W = 0$ for women, $M = 1$ for men, with subset’s content: $n_W = 199$, $n_M = 134$,
3. Quantitative variable: $X_2 \in [20.7 – 25.8 ^\circ C]$ – actual indoor air temperature,
4. Quantitative variable: $X_3 \in [19.5 – 25.7 ^\circ C]$ – external wall mean radiant temperature,
5. Quantitative variable: $X_4 \in [(+3) – (+16.67) ^\circ C]$ – actual (real) outdoor air temperature.

The discriminant analysis was used to determine:

(i) Whether it is possible to distinguish one group from another (thermal comfort assessment as good or bad) on the basis of several variables (discriminatory);
(ii) How well discriminatory variables distinguish group data?
(iii) Which variables are best at discriminating?

A discriminant analysis was carried out, the purpose of which was to demonstrate that it is possible to predict the thermal comfort assessment based on variables $X_1$-$X_4$.

The summary shows that the following values obtained: number of variables $X_i$ in model (1) is 4, value of Wilks lambda statistic = 0.9933, statistics value $F = 4.328$, computer probability level $p = 0.56 > 0.05$, which means that the discrimination function is statistically insignificant.

The assessment of the usefulness of particular $X_i$ variables to prediction of group affinity is shown in Table 1. As can be seen, $p > 0.05$ is present for all variables $X_i$, which means that the assessment of thermal comfort cannot be predicted on the basis of any of the variables.

| $X_i$ Variable                      | Wilk’s Lambda | Partial Wilk’s Lambda | Level $p$ |
|------------------------------------|---------------|-----------------------|-----------|
| $X_1$ = Sex code                   | 0.9948        | 0.9985                | 0.48 > 0.05 |
| $X_2$ = Real indoor air temperature | 0.9941        | 0.9991                | 0.59 > 0.05 |
| $X_3$ = External wall mean radiant temperature | 0.9960 | 0.9972                | 0.34 > 0.05 |
| $X_4$ = Real outdoor air temp.     | 0.9941        | 0.9992                | 0.60 > 0.05 |
Case classification matrix enables observation which cases were classified incorrectly (Table 2).

**Table 2.** Case classification matrix.

| Group Y = Thermal Comfort | Correct Classification | g = 84.384% of All Cases | b = 15.616% of All Cases |
|---------------------------|------------------------|---------------------------|--------------------------|
| good                      | 100%                   | 281                       | 0                        |
| bad                       | 0%                     | 52                        | 0                        |

Since the output variable Y has highly unevenly distributed classes, it could be assumed that a class (good, bad) with a smaller frequency will be mistakenly recognized. As it can be seen in Table 2, all cases of good comfort assessment were classified correctly, and all cases of comfort assessment as poor were classified incorrectly and recognized as good. The explanation of this situation is illustrated in Figures 3 and 4.

![Dependence of thermal comfort on the actual indoor temperature X2 and the gender of the respondent.](image)

**Figure 3.** Dependence of thermal comfort on the actual indoor temperature $X_2$ and the gender of the respondent.

Figures 3 and 4 show that the majority of thermal comfort ratings for both good and poor rates coincide with each other for women and men, regardless of the value of variables $X_2$ or $X_4$. On this basis, it can be concluded that the perception of comfort does not depend on the sex of the respondent.

It can be seen in Figure 3 that in the group of persons who described comfort as bad, men more often stated that comfort is bad at higher indoor air temperatures, and women at lower temperatures. This observation concerns only less than 2% of respondents. The ranges of good comfort for men and women coincide in a very wide temperature range from approx. 20.7 to 25.7 °C.
Figure 4. Dependence of thermal comfort on the actual outdoor temperature and the gender of the respondent.

Figure 4 shows that in the assessments of good and bad comfort depending on the outside air temperature, men and women mostly agree with each other.

This is confirmed by the diagrams presenting dependence of the actual indoor air temperature on the outdoor temperature when assessing comfort as good or bad. For good and poor comfort, the diagrams almost coincide (Figure 5). Similarly, there is a coincidence of the diagrams showing dependence of the actual indoor air temperature on the mean radiant temperature of the external wall in the assessment of comfort as good or bad (Figure 6).

Figure 5. The dependence of the actual indoor temperature on the actual outdoor air temperature and their influence on the thermal comfort assessment.
Since it was found that by means of linear discriminant analysis it is not possible to properly classify the thermal comfort ratings into two groups, an attempt was made to use artificial neural networks for this purpose.

**Artificial neural networks** of multilayer perceptron type (MLP) with one hidden layer have been applied to predict the classification of thermal comfort ratings in two groups.

Input variables were: $X_1 - X_4$. Since the $X_1$ variable was of a qualitative-binary type (women or men), two neurons were predicted for this variable, one of which introduced a gender code equal to 0 and the other introducing a gender code equal to 1. Therefore, the total number of input neurons equaled $N = 5$. The output variable was also of a qualitative-binary type (good or bad), therefore the number of neurons in the output layer was $M = 2$. Consequently, the structure of the neural network was 5-H-2. Upon the basis of a great number of neural network analyses, the number of $H = 2$ neurons in the hidden layer was designed for networks with the best predictive quality. The scheme of the adopted artificial neural network architecture is presented in Figure 7.

The entire dataset was randomly divided into the proportion of about 70%, 15%, 15% of cases for subsets: ($L$) learning $n_L = 235$, test ($T$) $n_T = 49$ and validity ($V$) $n_V = 49$. Number of unknown network
parameters (neuron weights) was \( 5 \cdot 4 + 4 \cdot 2 + 4 + 2 = 34 \) and it was almost 7 times smaller than the number of cases in the training set, which indicates that the size of the training set was large and sufficient. Division of cases into subsets for all the analyzed networks was constant. The following neural network parameters were determined on the basis of a great number of simulations with variable network parameters: the number of neurons in the hidden layer was assumed to be 4, the function of hidden neurons activation: hyperbolic tangent \( \tanh = \frac{e^a - e^{-a}}{e^a + e^{-a}} \), where \( a \) is a properly weighted sum of signals “entering” the neuron, function of activation of output neurons: softmax \( = \frac{\exp(a)}{\sum \exp(a)} \), learning algorithm: metric variable method using the Broyden-Fletcher-Goldfarb-Shanno recursive formula (BFGS), number of epochs 1.

The error function was cross entropy:

\[
E_{CE} = -\sum_{i=1}^{n} t_i \cdot \ln\left(\frac{y_i}{t_i}\right)
\]  

(2)

where \( n \) is the number of cases of set, \( t_i \) is the known values of the test, and \( y_i \) corresponds to the values predicted from neural network.

Next, a set of 100 neural networks was created, of which the best neural networks were selected based on ROC (receiver operating characteristic) curve analysis in the validation (V) subset. The classification threshold (and also the acceptance and rejection threshold) was adopted in such a way that the number of incorrect classifications in both classes was as similar as possible. The results for the best selected neural networks are presented in Table 3. Figure 8 shows ROC curves for selected neural networks.

**Table 3.** Area under ROC curve (AUC) area and receiver operating characteristic (ROC) classification threshold for the best and the worst ANNs.

| Number of ANN 5-4-2 | Area Under ROC Curve (AUC) | ROC Threshold |
|---------------------|---------------------------|---------------|
| 6                   | 0.801                     | 0.141         |
| 29                  | 0.803                     | 0.141         |
| 93                  | 0.803                     | 0.141         |
| 53                  | 0.221                     | 0.151         |
| 62                  | 0.329                     | 0.140         |

The best of neural networks (Nos. 29 and 93) show AUC = 0.803, whereas the worst neural network (No 53) shows AUC = 0.221.

![Figure 8. ROC curves.](image)
It seems that the best neural networks, Nos. 29 and 93 have a fairly good classification quality. The final assessment of the correctness of the classification was made on the basis of confusion matrix (Table 4).

| ANN No. | In Validation Subset (V): Thermal Comfort | Entire Set: Thermal Comfort |
|---------|-------------------------------------------|-----------------------------|
|         | Bad                                       | Good                        |
|         | Total | Correct | In-Correct | Total | Correct | In-Correct | Total | Correct | In-Correct | Total | Correct | In-Correct |
| 6       | 13    | 0       | 13         | 36    | 36      | 0          | 52    | 0       | 52         | 281   | 281     | 0          |
| 29      | 13    | 0       | 13         | 36    | 36      | 0          | 52    | 0       | 52         | 281   | 281     | 0          |
| 93      | 13    | 0       | 13         | 36    | 36      | 0          | 52    | 0       | 52         | 281   | 281     | 0          |
| 53      | 13    | 0       | 13         | 36    | 36      | 0          | 52    | 0       | 52         | 281   | 281     | 0          |
| 62      | 13    | 0       | 13         | 36    | 36      | 0          | 52    | 0       | 52         | 281   | 281     | 0          |

Table 4. Confusion matrix for both groups.

As it can be seen in Table 4 all “good” thermal comfort ratings were correctly identified and all “bad” ratings were incorrectly recognized as “good” by all neural networks, regardless of the quality of the neural network. Probably one of the causes of incorrect classifications is that the output variable have very unevenly distributed classes: 84.4% of cases belonged to the “good” class and 15.6% of cases belonged to the “bad” class, and moreover, the classes overlay (on a dark background).

To check how important the individual input variables of the network were, a global analysis of sensitivity of networks listed in Table 4 was conducted. The results of the sensitivity analysis are presented in Table 5. For each of the selected models, the error quotient of the network is presented without the given input variable and the network error with the set of inputs. A quotient less than 1 means that the network works even better without a given variable, which is an obvious tip to remove a given independent variable from the analysis.

Table 5. Network sensitivity analysis for learning, testing and validation.

| Variable               | Sex Code | Real Indoor Air Temperature | External Wall Mean Radiant Temperature | Real Outdoor Air Temperature |
|------------------------|----------|-----------------------------|----------------------------------------|------------------------------|
| ANN No. 6              | 1.00047  | 0.99995                     | 1.00006                               | 1.00000                     |
| 29                     | 1.00106  | 1.00004                     | 1.00002                               | 1.00004                     |
| 93                     | 1.00088  | 1.00003                     | 1.00014                               | 1.00002                     |
| 53                     | 0.99974  | 0.99993                     | 0.99998                               | 0.99999                     |
| 62                     | 0.99990  | 1.00001                     | 1.00006                               | 0.99999                     |

Table 5 indicates that no variable is the most important, regardless of the predictive quality of neural network, because for each variable the error ratios are about 1.0. From the sensitivity analysis it can be concluded that the perception of thermal comfort in young people does not depend on the measured variables in the analyzed temperature ranges.

The discriminatory and neural analyses lead to the conclusion that thermal comfort perceived by young, healthy adults is not dependent on gender or the temperature conditions prevailing in the room in the studied temperature range and in the climatic temperate zone.

The test results presented in this article are similar to the results of tests carried out by other authors in other climatic conditions [13–17]. The feeling of thermal comfort of people may therefore depend on other factors (external or individual) that were not included in this study.

4. Conclusions

The study group of 333 persons was representative for adult, young, and healthy people, staying in a room under specific temperature conditions, in a geographical area with a moderate climate.

After the discriminant and neural analyses it was found that it is not possible to forecast the thermal comfort assessment in the room based on the analyzed variables: gender, indoor air temperature, external wall mean radiant temperature, and outdoor air temperature.
The results of this study confirm that under the same thermal conditions about 85% of respondents assess thermal comfort as good, and about 15% of respondents assess thermal comfort as bad. The test results presented in this article are similar to the results of tests carried out by other authors in other climatic conditions.

The ranges of good comfort for men and women coincide in a very wide temperature of air in room of range from approx. 20.7 to 25.7 °C. In the group of persons who described comfort as bad, men more often stated that comfort is bad at higher indoor air temperatures, and women at lower temperatures. This observation concerns only less than 2% of respondents.

Based on the analysis of the test results, it can be concluded that, in particular, the feeling of thermal comfort under the specific temperature conditions used in the test does not depend on sex. The thermal comfort assessments of men and women were similar and overlapped.

Because of the fact that the tests were uneven, it is planned to repeat the research in two variants: (1) for equal groups of respondents and (2) in the summer season, when in moderate climate everyone experiences too high temperatures.

The study provides a baseline for further research in developing thermal comfort standards for teaching room, in a geographical area with a moderate climate (in Poland).
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