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Abstract

High-resolution fingerprint recognition often relies on sophisticated matching algorithms based on hand-crafted keypoint descriptors, with pores being the most common keypoint choice. Our method is the opposite of the prevalent approach: we use instead a simple matching algorithm based on robust local pore descriptors that are learned from the data using a CNN. In order to train this CNN in a fully supervised manner, we describe how the automatic alignment of fingerprint images can be used to obtain the required training annotations, which are otherwise missing in all publicly available datasets. This improves the state-of-the-art recognition results for both partial and full fingerprints in a public benchmark. To confirm that the observed improvement is due to the adoption of learned descriptors, we conduct an ablation study using the most successful pore descriptors previously used in the literature. All our code is available at https://github.com/gdahia/high-res-fingerprint-recognition.

1. Introduction

Automated fingerprint recognition systems mostly work by detecting keypoints, usually minutiae or pores, and matching them across images. Sometimes, the matching approach uses local descriptors to describe the keypoints’ neighborhood and establish correspondences [3, 26, 16]. These approaches usually provide excellent recognition results and can mostly be categorized into two settings. The first one uses low-resolution sensors but requires high-quality images comprising the entire fingerprint [10, 16]. The second setting requires high-resolution images and relies on sophisticated and computationally expensive algorithms to match keypoint descriptors [16, 20, 11]. The latter usually provides better recognition results, thus allowing the use of partial fingerprints while maintaining the system secure. The focus of this work is on the second scenario, high-resolution fingerprint recognition. Specifically, we consider pores as keypoints, as many works in the literature do [26, 16, 11, 12, 20].

We attribute the previously mentioned need for sophisticated matching algorithms to the widespread use of hand-crafted keypoint descriptors. These descriptors do not require training data and are fast to compute [26, 16], but are not very robust to some of the variations to which fingerprint images are susceptible, e.g. the opening and closing of pores and distortions caused by the finger pressure applied to the sensor surface. This causes many spurious keypoint correspondences when using simple matching criteria.

There were two ways to solve this problem. The first one involves improving descriptors. While there are approaches that learn keypoint descriptors with better results than hand-crafted ones [21, 14, 8], their use is incipient in the fingerprint recognition literature [3, 25]. This is probably caused by the lack of adequate keypoint annotations in publicly available fingerprint datasets, a requirement for the known approaches to learning local descriptors. We believe this led researchers to focus on developing more and more sophisticated matching algorithms, the second way to address the spurious correspondences problem [11, 16, 12]. A detailed analysis of previous works is given in Section 2.

In this work, we approach this problem using the former approach. First, we show that by aligning training images, we can automatically generate the required keypoint annotations for them. This allows learning local descriptors for pores with a convolutional neural network (CNN) in a fully supervised manner. While it is common to find previous works that align fingerprint images, they do so as a step in the matching stage to discard spurious correspondences [26, 11]. Our work, on the other hand, uses fingerprint alignment to generate training data. As we do this offline, and not as part of the matching method, it does not affect the computational cost to perform recognition. Second, we show that using the proposed descriptors with a simple matching algorithm improves the state-of-the-art performance in the standard high-resolution fingerprint recognition benchmark: the Hong Kong Polytechnic University High-Resolution-Fingerprint (PolyU-HRF) dataset [26].
Our method for fingerprint recognition consists of describing each pore with the learned descriptors, finding pore correspondences across images, and determining if the number of these correspondences is above a fixed threshold.

The contributions of this work are:

- we detail how aligning fingerprint images in a training set provides the required annotations to train a CNN that learns local keypoint descriptors (Section 3);
- we describe our fingerprint recognition algorithm, which combines a simple matching criterion with the learned descriptors (Section 4);
- we show that the proposed method yields state-of-the-art performance in the standard benchmark for the task (Section 5).

To verify our claim that the need for sophisticated matching is due to the use of hand-crafted descriptors, we conduct an ablation study with the most successful pore descriptors used in previous works.

2. Related work

We focus our review on fingerprint recognition works that use pores as keypoints, PolyU-HRF as benchmark, or that learn keypoint descriptors.

Direct Pore descriptors (hereon called DP descriptors for simplicity) are obtained by normalizing fingerprint patches around pores for contrast and rotation variations [26]. This means that using such descriptors requires computing the fingerprint orientation at every pore location. In the first work that uses them, first, mutual nearest neighbors are used as correspondences. This initial correspondence set is filtered using Random Sample Consensus (RANSAC) [6] and the final number of correspondences is used as score.

The matching algorithm of this method was improved by using tangent distance and sparse representations to find the initial set of correspondences and replacing RANSAC with weighted RANSAC (WRANSAC) [24]. The overall method is called TDSWR [11]. While it greatly improves recognition results, the use of sparse representations in the correspondence establishment step requires solving an NP-Hard optimization problem [5]. The authors approach it by solving instead an $\ell_1$-regularized least squares problem. This surrogate problem can be solved polynomially, but it forfeits theoretical guarantees of sparse representations and still involves solving a linear program with many variables and constraints.

The latest improvement of DP-based approaches is the use of pores in the neighborhood of minutiae. This method consists of hierarchically combining the matching scores of TDSWR obtained using two different subsets of pores. The first set consists of all pores; the second one only considers pores that are spatially close to minutiae, which the authors call distinctive pores [12]. This approach indirectly uses minutiae to recognize fingerprints, as local descriptors of pores that are close to minutiae can be seen as descriptors of the minutiae themselves. Other methods also report better scores when combining pore-only matching scores with that of minutiae [26, 11].

Affine Fourier Moment-Matching (AFMM) [20] considers solving a different optimization problem to match fingerprints. It aims to minimize the energy cost function between the second-degree Fourier moments of the input fingerprint images using gradient descent. The first variant of this method, AFMM-G, considers the sums of the energy cost functions for ridge patterns, minutiae, and pores. The second and better variant is called AFMM-B. It proposes to first divide the gallery fingerprint image into non-overlapping blocks. Then, for each block, a sliding window iterates over the query fingerprint to find the image region with the smallest energy cost function. If this match is below a certain threshold, a correspondence is established. The matching score is the total number of correspondences. AFMM-B, then, requires that for every block and every possible sliding window position, an optimization problem be solved with gradient descent. For partial fingerprints, the authors use 12 blocks. They do not report results for full fingerprint images.

Another approach altogether involves describing pores using SIFT descriptors [13] to establish pore correspondences. This method discards spurious correspondences by reconstructing fingerprint ridges using pore detections. Matches are scored, then, using a spatially informed metric over pairs of correspondences [16].

The first approach, to the best of our knowledge, to learn local keypoint descriptors for fingerprint images was used for latent fingerprints and uses minutiae as keypoints [3]. It trains a CNN patch descriptor in a dataset of rolled fingerprint images. To establish minutiae correspondences for training, it uses traditional fingerprint minutiae matching methods, discarding low-confidence correspondences as spurious. One disadvantage of this approach, when compared to aligning fingerprints, is that might allow false minutiae correspondences that have high-confidence scores to be in the training set. We also believe that this approach might not add hard minutiae correspondences to the training set because traditional minutiae matching algorithms are sub-optimal.

GlobalNet [25] is a CNN trained to generate global image descriptors for 2000dpi partial fingerprint images. Fingerprint recognition is done by determining if image descriptors for the input images are sufficiently similar.

MinutiaeNet [25] claims to do something very similar to what we do in this work: describing local neighborhoods of keypoints and match partial fingerprints by finding correspondences amongst the generated descriptors. What it
Figure 1: Automatic pore annotation pipeline. (a) A fingerprint dataset for which images have subject labels is the input to our method. Images in the same row belong to the same subject, i.e., images in the first row belong to subject (I), images in the second row belong to subject (II). (b) For each subject, a reference image is picked arbitrarily and every other image of that subject is aligned to it. The left images are the references for their subjects. The right images are transformed only to show the found alignment. (c) Pores that are not visible in some image of its subject are discarded. The remaining pores are annotated with unique labels. In these images, circles of different colors correspond to different, unique pore labels. Though there are colors in one image that look the same, they represent different labels. Notice how the alignment is used only to find pore correspondences; the images are unchanged by the end of the annotation process. Best viewed in color.

Actually does is, first, cropping $320 \times 320$ patches around the center of each minutia. The patches are then described using a CNN; recognition is done using all the resulting descriptors. We believe this setup is better framed as performing recognition using an ensemble of global image descriptors, in which each descriptor is obtained from random crops of the original image, than matching with local keypoint descriptors. In the global image descriptor setting, almost the entirety of the image is visible in each described sub-image. Each of the MinutiaNet patches contains more than a fourth of the entire source image, which has dimensions $480 \times 800$, and there are more than four minutiae per image. For the local keypoint descriptor setting, on the other hand, sub-images are restricted to small image regions around the keypoints. While we admit that there is no exact definition of what “small image regions” means in this context, we also remark that using an ensemble of global image descriptors is known to improve recognition [17].

Another similarity to our work is that MinutiaNet is trained with triplet loss, albeit with modifications proposed by its authors. The authors defend that these modifications are necessary to improve training convergence, but we did not find that that was necessary to train our CNN.

Finally, the results of the last two methods, GlobalNet and MinutiaNet, are not reproducible. This is so because the only dataset for which they report results is not publicly available. Besides that, we argue that the evaluation protocol we follow is more rigorous. While the dataset used in those experiments has 1,800 images, more than PolyU-HRF, the authors split it in a way that 90% of the images are in the training set. This split is considerably easier than PolyU-HRF’s because it not only provides a much bigger training set - 1620 against 210 - but it also tests in fewer images and subject identities - 180 against 1480. Furthermore, the number of subjects exclusively in the test set in PolyU-HRF, at least 113, is greater than the total number of subjects in their test set, 30.

3. CNN pore description

In this work, we aim to train a CNN to describe pores such that multiple instances of a same pore have more similar descriptors than two distinct pores. It is important to notice that subject labels do not coincide with pore labels: a single subject has many pores, and, therefore, many pore labels per image.

Since the learning approach we employ requires supervision, we must have an annotated dataset. In this situation, this means that every pore must receive a unique label. No fingerprint image dataset provides such annotations, to the best of our knowledge. We believe this is because such labeling task would require workers to annotate hundreds of pores per image and a few images per subject, which would be expensive, time-consuming and burdensome.

Thus, we devised an automated procedure for annotating pores that works by aligning fingerprint images. Figure 1 illustrates its overall structure. Images are iteratively aligned to a reference image that belongs to the same subject. This alignment process uses hand-crafted descriptors to establish pore correspondences and it also enforces spatial coherence using the alignment of the previous iteration. The final alignment allows discarding pores outside the overlap area and assigning unique labels to the remaining ones.

As we stated before, establishing correspondences based on hand-crafted descriptors causes many spurious corre-
spondences. Since we are specifically annotating a dataset to learn a robust descriptor, such a descriptor is not yet available to be used for alignment. However, the previous methods are not unsuited to alignment, because it can be more costly to run and is an easier task than matching. Alignment can be more computationally costly because it is only executed once, to annotate the training data for the CNN. It is the trained CNN that will be used for matching. Matching is a harder task than alignment because it is required to work for both positive image pairs, i.e., images that belong to the same subject, and negative pairs, i.e., images that do not belong to the same subject. Alignment, on the other hand, is required to work only on positive pairs. We describe the annotation process in detail next.

### 3.1. Automatic pore annotation

Since for alignment we are using hand-crafted descriptors, preprocessing is essential. First, we apply a median blur, to denoise the image, and we equalize the images’ contrast with CLAHE [27]. Both are established preprocessing steps in the fingerprint community [16].

After, we compute SIFT [13] descriptors for each pore. SIFT descriptors have been previously used to perform pore-based fingerprint recognition with good results [16]. While there are other domains in which SIFT was sometimes shown to be inferior to other techniques, it was the first descriptor we tried. Since we were successful and aligning fingerprint images is not the purpose of this paper, we only tried SIFT.

First, we find correspondences between SIFT descriptors in images $I_1$ and $I_2$ using the original SIFT criterion: descriptors must be mutual nearest neighbors and pass a distance ratio check for their second nearest neighbors [13].

With this initial set of correspondences, we align $I_1$ and $I_2$ using the closed form solution to the absolute orientation problem [9]. The overlap between images is determined using the alignment and pores outside of it are discarded. We repeat this process, but in iteration $i+1$ we consider the following metric for pores $p_1$ of $I_1$ and $p_2$ of $I_2$ to find descriptor correspondences:

$$d_{i+1}(p_1, p_2) = d_{SIFT}(p_1, p_2) + \frac{\lambda}{w_i + \epsilon} ||p_1 - T_i(p_2)||^2,$$

where $d_{SIFT}$ is the distance between SIFT descriptors, $T_i$ is the alignment transformation in iteration $i$, $w_i$ is the mean squared error (MSE) of the correspondences found in iteration $i$, $\lambda$ is a user specified parameter, and $\epsilon$ is used for numerical stability. This process stops in convergence or when the maximum number of iterations $t$ is reached.

The second term in Equation 1 represents the Euclidean distance, in aligned space, between the 2D coordinates of pores $p_1$ and $p_2$. We use this term to determine how good the current alignment is. The intuition behind this thinking is that a perfect alignment should have zero MSE. So, when the alignment has high MSE, the images are not yet well aligned. This means that the similarity of pore descriptors will outweigh the Euclidean distance between the pores when establishing correspondences. Similarly, when the alignment has low MSE, the images are better aligned. Thus, correspondences with similar descriptors that do not fit the current alignment are unlikely to be created, reducing spurious correspondences. This rationale is encoded in Equation 1 by $w_i$, with $\lambda$ serving to control the proportion between $d_{SIFT}$ and Euclidean distance.

Having the images aligned does not solve the dataset annotation problem in its entirety. One must also be able to determine what is the minimum distance between two keypoints so that they should have a different label. This is an issue because two fingerprint images are often not perfectly alignable with rigid transformations. Figure 2 shows images of the same fingerprint that are not perfectly alignable due to non-rigid transformations.

![Figure 2: Aligned fingerprint images. (a) Aligned images are superimposed in different color channels. (b) Only the alignment residues for one of the images are shown. These images show that fingerprints are not perfectly alignable by rigid transformations. Best viewed in color.](image-url)
the transformations to annotate the data, not to transform the images themselves.

Allowing the direct use of the alignment transformation to generate pore labels is one of the benefits of aligning images to annotate the dataset. This means that if the alignment is successful, even pores for which the hand-crafted descriptors were not able to find a confident correspondence are correctly labeled. The other benefit is that this approach assures that the pore annotations are spatially coherent, i.e., no label is assigned to a pore in a way that is spatially incompatible with the other labels assigned by the method.

### 3.2. Training problem formulation

Given image patches of dimensions $33 \times 33$ centered on pores with corresponding pore labels, our task is to train a CNN to learn pore descriptors such that descriptors for pores with the same label are closer in $\ell_2$ space than those with different ones. HardNet [14] showed state-of-the-art performance in the wide baseline stereo, patch verification, and instance retrieval tasks until recently [8]. We can frame the fingerprint recognition problem based on finding pore descriptor correspondences as multiple instance retrieval problems. This allows training HardNet to learn pore descriptors in $\ell_2$ space. Since its architecture takes as input patches with dimensions $32 \times 32$, we discard the last row and the last column of the pore patches. Doing this enables us to use HardNet’s architecture without modifications.

While we do not modify the network’s architecture, we train it differently. HardNet is supposed to be trained with a mini-batch containing a single positive pair of patches. However, Schroff et al. [19], which proposes a very similar approach to learn face embeddings, state that the approach taken by HardNet is sub-optimal. None of these works provide evidence that their approaches are better than the other, but Schroff et al. state that unreported experiments show that triplet loss works better with more examples of the same identity in each batch. With these considerations in mind, we employ Schroff et al.’s approach, which is called triplet semi-hard loss.

Also, to improve the robustness of our descriptors, we augment the dataset as we sample mini-batches from it. This is done by randomly sampling a transformation that includes translating, rotating, and perturbing the contrast and brightness of each patch from a multivariate normal distribution with zero covariance. Since we augment after we crop the patches from the image, we treat translations and rotations as if the patch is zero-padded. We also linearly interpolate the image when the sampled transformation requires it.

It is important to notice that our procedure for augmentation is able to simulate patches undergoing rigid transformations. This corresponds to a user translating and changing his/her finger’s orientation with respect to the sensor from one capture session to another. If rigid transformations were the only concern, we could forfeit pore identity annotation altogether and augmentation alone would suffice to provide same identity patches. However, if a user presses his/her finger against the sensor with a different amount of pressure in a subsequent session, then there is no rigid transformation that can map the earlier image into the new one. This is not to mention other sources of variation for fingerprint images, such as those caused by age or the presence of sweat or dirt in the finger. This is why pore identity annotation is essential to our work.

### 4. Fingerprint matching

Given two fingerprint images $I_1$ and $I_2$ annotated with pore coordinates, the proposed method requires descriptors for each pore. They are described using a CNN trained following the steps in Section 3. This results in descriptor set $D_1$, for the pores of image $I_1$, and descriptor set $D_2$, for the pores in image $I_2$.

It is important to notice that the alignment in Section 3.1 is not part of our fingerprint matching method, nor is the use of SIFT descriptors. These are used only in steps prior to the training of the CNN, which takes place once and is separate from the fingerprint matching method.

Next, we establish correspondences by finding mutual nearest neighbors between the descriptors in $D_1$ and in $D_2$. This means that nearest neighbors for descriptors in $D_1$ are searched in $D_2$ and vice-versa. We further filter these correspondences using a distance ratio check for the second nearest neighbors [13].

The recognition score, then, is the final number of established correspondences. If they are above a given threshold, the pair is deemed genuine, i.e., the images belong to the same fingerprint; otherwise, the pair is considered an impostor pair, i.e., they do not belong to the same fingerprint.

Our approach to fingerprint matching is considerably simpler than previous works. The proposed method requires aligning only training images and this only happens once, prior to the training of the CNN. Previous methods require alignment, either explicitly or implicitly, e.g., with RANSAC, for matching [26, 11]. Other methods require solving optimization problems or reconstructing fingerprint ridges [20, 12, 16].

### 5. Experiments and results

We use the PolyU-HRF dataset [26], the public benchmark for high-resolution fingerprint recognition, for our experiments.

We conduct experiments to (1) compare our results to previous methods, and (2) determine if found differences are due to improved descriptors. To assess (2), we conduct an ablation study, keeping the entire matching method un-
changed except for the used pore descriptors. We replace the proposed descriptors for each descriptor previously used in the literature, comparing the observed changes.

The pore description CNN is optimized using Stochastic Gradient Descent (SGD) [18] with early stopping. Our implementation uses Tensorflow [1], NumPy [15], and OpenCV [2]. We make all the code required to train the CNN and to reproduce our experiments, alongside the trained model, publicly available.

5.1. PolyU-HRF dataset

PolyU-HRF is divided into two subsets: DBI and DBII. DBI consists of 210 images of partial fingerprints, with 6 images per subject, in a training set and 1,480 images, with 10 images per subject, in a test set. It provides the corresponding identity for each of those images and separates them in acquisition sessions.

DBII has no training set and its test set has the same number of images and subjects of DBI’s. The difference is that, in DBII, the images are of full-size fingerprints, instead of partial ones. Its label information is like that of DBI.

PolyU-HRF’s DBI and DBII do not provide pore coordinate annotations, and, therefore, lack pore identity annotations for its images. We believe no fingerprint dataset provides this information and that this is the reason why hand-crafted features are so prevalent for this task. This also means that we must detect pores in the images to conduct fingerprint recognition experiments.

5.2. Experimental setup

We conducted fingerprint recognition experiments for the proposed method in both subsets of PolyU-HRF destined for testing. The test set of DBI is destined to evaluate performance in the partial fingerprints scenario, while DBII is for evaluating the method with full fingerprint images.

We followed the established protocol for validating fingerprint recognition methods in PolyU-HRF, which was proposed by its authors and is the same for both DBI and DBII [26]. This protocol consists of performing all 3,700 comparisons of images with the same identity but across sessions. These are the only genuine comparisons to be performed. The impostor comparisons are the 21,756 comparisons of images with different identities obtained by matching, for each subject, the first image of the first session with the first image of the second session of every other subject.

In order to determine if observed differences in our results arise from the robustness of the proposed descriptor, we conduct an ablation study. In it, we repeat our experiment, keeping the same protocol and overall fingerprint recognition method, but replace the proposed descriptors with every other local descriptor used by previous works to describe pores. In one experiment, we use SIFT descriptors [16] and in the other we use DP descriptors [26, 11, 12].

For these other descriptors, we attempt to reproduce the local description pipeline as close as we can interpret from the work that proposes to use them as pore descriptors. To allow a fair comparison, we optimize the parameters for these experiments with other descriptors observing the recognition Equal Error Rate (EER) in the training set. The SIFT parameter values were scale of 8, median blur kernel dimensions of $3 \times 3$, and CLAHE clip limit of 3. For DP descriptors, we used $32 \times 32$ patches, obtained discarding the last row and column of the $33 \times 33$ patches centered at each pore detection. The distance ratio check threshold is 0.7 for both of them.

PolyU-HRF’s images in DBI and DBII are not annotated with pore coordinates. So, to conduct our experiments, we must first detect pores in these images. To this end, we use a pore detection CNN [4] with its default parameters.

To generate the training set annotations, we empirically determined the alignment parameters by observing the results in a few training images. Their values are $\lambda = 500$, $\epsilon = 10^{-5}$ and $t = 10$. SIFT related parameters were used as determined previously, except for the distance ratio check threshold, which was of 0.8.

We randomly split DBI’s training images, reserving 60% of them for an effective training set, i.e. images we actually use for training the description CNN. The remaining 40% of the training images form a validation set. Importantly, we make this split subject-independent, i.e. there are no subject identities both in the training set and in the validation set. Another important aspect of validation is that we perform manual hyper-parameter tuning and early stopping based directly on the end-task. That is, we observe the recognition EER using descriptors from the model in the current training stage. The distance ratio check is fixed at 0.7 during training to avoid unforeseen variations in the training dynamics.

The best trained model obtained recognition EER of 0% in the validation set. Its parameters are constant learning rate of $10^{-1}$, batches of size 252, with exactly 6 patches per pore, dropout rate of 0.3, triplet semi-hard loss margin of 2.0, and no weight decay.

While we take steps to ensure that there is no identity that appears in both the training and validation sets to improve generalization, the default protocol of PolyU-HRF has subjects that appear in both its training and test sets. This setting is sub-optimal to evaluate methods based on deep neural networks, as it is known that they are able to memorize the training set [23].

We believe it is unlikely that dataset memorization represents a major issue in our evaluation. We argue this based on three facts. First, while there are subjects in both training and test sets, there is no image in the test set that is also in the training set. Second, our method obtains 0% recognition EER in a validation set that has no subject overlap with
Figure 3: ROC curves for descriptor ablation study in (a) DBI and (b) DBII. Keeping the matching method unchanged and changing the descriptor shows that the proposed descriptor is responsible for the improvement in recognition results. This is observed in the entirety of the plot. Best viewed in color.

the training set. Third, despite this overlap, most subjects in the test set are not available for training.

5.3. Results

Figure 3 presents Receiver Operating Characteristic (ROC) curves for our ablation study in DBI and DBII. Table 1 displays EERs for these experiments.

| Descriptor | DBI | DBII |
|------------|-----|------|
| Proposed   | 3.05% | 0.44% |
| SIFT       | 5.87% | 1.71% |
| DP         | 5.98% | 2.22% |

Table 1: EERs for DBI and DBII for the descriptor ablation study. Using the proposed descriptors while keeping the matching method otherwise unchanged reduces EER to almost half of the best hand-crafted descriptors’ in DBI and to almost a quarter in DBII. Best results are in boldface.

Our ablation study provides strong evidence that the effectiveness of our approach is due to the improved descriptors. Replacing the proposed descriptors with SIFT ones results in 5.87% EER in DBI; with DP ones, it results in 5.98%. This shows that, contrary to what was previously reported [26], at least for this simple matching algorithm and partial fingerprints, the performance for SIFT and DP descriptors are very similar. In contrast, when using the proposed descriptors, the EER value is only 3.05%, cutting the error almost in half. The effect of using learned descriptors is even more significant in DBII: the EER, 0.44%, is almost a quarter of SIFT’s, 1.71%, and less than a fifth of DP’s, which is 2.22%. The ROC curves also show that for the entire plot, our results are better.

Table 2 compare our results with previously reported methods in terms of EER for both subsets. We note that Su et al. [20] do not report results for DBII and that is why its entry is blank in Table 2. Our results are only worse than methods that leverage the use of minutiae when comparing EER for both the partial fingerprints in DBI and the full fingerprints in DBII. This confirms that the proposed method is the state-of-the-art in pore-based fingerprint recognition for high-resolution images, according to the PolyU-HRF benchmark.

| Method            | DBI   | DBII  |
|-------------------|-------|-------|
| Liu et al. [12]*  | 2.17% | 0.17% |
| Proposed          | 3.05% | 0.44% |
| Liu et al. [11]   | 3.25% | 0.53% |
| Su et al. [20]*   | 3.66% | -     |
| Pamplona Segundo & Lemes [16] | 3.74% | 0.76% |
| Zhao et al. [26]* | 12.40% | 5.93% |
| Zhao et al. [26]  | 20.49% | 7.05% |

Table 2: EERs for fingerprint recognition in DBI and DBII. * marks methods that consider both minutiae and pores as keypoints. Our method outperforms all previous methods that use only on pores for recognition. We note that Su et al. [20] does not report results for DBII and that is why its entry is blank. Best results for methods using only pores and overall methods are in boldface.
Observe that combining minutiae information with that of pores improves the result of fingerprint recognition. In DBI, Zhao et al.’s [26] results go from 20.49% to 12.40% and Liu et al.’s [12] goes from 3.25% to 2.17%. The same effect occurs in DBII. This is evidence that combining the proposed descriptors somehow with minutiae could yield even better results.

This comparison also confirms our hypothesis that more robust descriptors do not need the sophisticated matching methods previously used in the literature. The previous methods either use the way in which we establish correspondences as an intermediate step [26, 11, 12], involve solving complex optimization problems [11, 12, 20], or require reconstructing fingerprint ridges [16]. We believe this shows that they are more complex than the algorithm presented in Section 4.

It is also interesting to remark that the only method to present better results quantified by EER than ours does so when combining already sophisticated matching methods with minutiae information. Other methods present higher EER, even when using minutiae information for matching.

6. Conclusion

In this work, we detailed how aligning fingerprint images allows us to automatically annotate a training set with keypoint labels. Our method iteratively establishes correspondences based on the similarity of hand-crafted keypoint descriptors and aligns positive pairs of images with them. This process is more computationally expensive than our matching algorithm. However, it has no impact in the running time of recognition since it only takes place once, prior to training the CNN. Finally, to show the usefulness of that approach, we annotated the training set of the default benchmark for high-resolution fingerprint recognition with pore labels and used those labels for training the CNN we used in our experiments.

We see as our main contribution the substantial empirical evidence to corroborate our hypothesis that improving local descriptors allows the use of simple matching rules to improve high-resolution fingerprint recognition. We both (1) obtain the state-of-the-art performance in the default benchmark for high-resolution, pore-based fingerprint recognition using a method that fulfills these criteria, (2) and conduct an ablation study with the most successful descriptors used in the literature to confirm that the improvement is due to better descriptors.

Our method, expectedly, has limitations. The most significant, in our opinion, has to do with using the data to learn the descriptor. It is known that deep learning approaches suffer from domain variability [7]. Fingerprint images obtained from different sensors vary considerably. This can be seen by comparing images in PolyU-HRF [26] and in the proprietary dataset used by MinutiaNet [25]. The question, then, is if this could impact the performance of using a CNN trained with images from one sensor in images obtained from a different sensor.

Future work should investigate if domain variability represents a limitation of our method. This would involve testing the trained CNN in a dataset of images from a different sensor. As of the writing of this work, this would require collecting a new dataset or obtaining approval of use from the maintainers of a proprietary high-resolution fingerprint dataset. PolyU-HRF is the only publicly available dataset for high-resolution fingerprints, to the best of our knowledge. If such an investigation finds that domain variability impacts the method significantly, one could solve it in either a supervised manner, which would involve labeling fingerprints from several sensors, or an unsupervised manner, e.g., using domain adversarial training [7].

A straightforward way to improve our method would be to replace the triplet-based loss we use to train our CNN with histogram loss [22]. Descriptors that use this loss [8] have recently surpassed HardNet’s performance in instance retrieval and are the new state-of-the-art for this task.

Using minutiae somehow in the proposed fingerprint matching method also appears likely to be able to improve our results. Previous work [12, 11] show that this holds potential to make recognition significantly more discriminative. This would probably involve adding steps to the matching algorithm to detect and find correspondences for minutiae but the performance improvement could outweigh the increased computational cost for high-security environments.

Another promising line of work is the use of a global fingerprint texture descriptor, like GlobalNet [25], either combined with or side-stepping keypoint-based recognition altogether. This may prove difficult for the proposed PolyU-HRF protocol since it only allows 210 images to be used for training. The original dataset does not reserve images for validation, which must then be taken from the training set.

Finally, we made the code required to reproduce our experiments publicly available. We believe this substantially improves the transparency, reproducibility, and the usefulness of our work.
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