ASYMPTOTIC QUANTIZATION ERRORS FOR IN-HOMOGENEOUS SELF-SIMILAR MEASURES SUPPORTED ON SELF-SIMILAR SETS

SANGUO ZHU

Abstract. We study the quantization for a class of in-homogeneous self-similar measures \( \mu \) supported on self-similar sets. Assuming the open set condition for the corresponding iterated function system, we prove the existence of the quantization dimension for \( \mu \) of order \( r \in (0, \infty) \) and determine its exact value \( \xi_r \). Furthermore, we show that, the \( \xi_r \)-dimensional lower quantization coefficient for \( \mu \) is always positive and the upper one can be infinite. We also give a sufficient condition to ensure the finiteness of the upper quantization coefficient.

1. Introduction

With a deep background in information theory, the quantization problem for probability measures has been studied intensively in the past decades. One of the main aims for mathematicians is to study the asymptotic errors in the approximation of a given probability measure with discrete probability measures of finite support. For rigorous mathematical foundations of this theory, we refer to Graf and Luschgy [4]. Further theoretical results and promising applications are contained in [2, 5, 6, 7, 8, 9, 15, 16, 19]. Next, we recall some important objects in quantization theory.

We write \( D_n := \{ \alpha \subset \mathbb{R}^d : 1 \leq \text{card}(\alpha) \leq n \} \) for every \( n \in \mathbb{N} \). Let \( P \) be a Borel probability measure on \( \mathbb{R}^d \) and let \( 0 \leq r < \infty \). The \( n \)th quantization error for \( P \) of order \( r \) is given by [4, 6]

\[
\begin{align*}
  e_{n,r}(P) := \left\{ \begin{array}{ll}
    \inf_{\alpha \in D_n} \left( \int d(x, \alpha)^r dP(x) \right)^{1/r}, & r > 0, \\
    \exp \int \log d(x, \alpha) dP(x), & r = 0.
  \end{array} \right.
\end{align*}
\]

If the infimum in (1.1) is attained at some \( \alpha \subset \mathbb{R}^d \) with \( 1 \leq \text{card}(\alpha) \leq n \), we call \( \alpha \) an \( n \)-optimal set of \( P \) of order \( r \). The collection of all the \( n \)-optimal sets of order \( r \) is denoted by \( C_{n,r}(P) \).

According to [4], \( e_{n,r}(P) \) equals the error in the approximation of \( P \) with discrete measures supported on at most \( n \) points, in the sense of \( L_r \) metrics. With some natural restrictions, \( e_{n,r}(P) \) tends to \( e_{n,0}(\mu) \) as \( r \to 0 \) [6]. We also call \( e_{n,0}(P) \) the \( n \)th geometric mean error for \( P \). The upper and lower quantization dimension for \( P \) of order \( r \), which are defined below, characterize the asymptotic quantization.
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error in a natural manner:

\[
\mathcal{D}_r(P) := \limsup_{n \to \infty} \frac{\log n}{-\log e_{n,r}(P)}; \quad \mathcal{D}_r(P) := \liminf_{n \to \infty} \frac{\log n}{-\log e_{n,r}(P)}.
\]

If \(\mathcal{D}_r(P) = \mathcal{D}_r(P)\), we call the common value the quantization dimension of \(P\) of order \(r\) and denote it by \(D_r(P)\). In case that \(D_r(P) = 1\) exists, we are further concerned with the \(s\)-dimensional upper and lower quantization coefficient which are defined below (cf. [4, 16]):

\[
\mathcal{Q}_r(P) := \limsup_{n \to \infty} n^{\frac{1}{r}} e_{n,r}(P), \quad \mathcal{Q}_r(P) := \liminf_{n \to \infty} n^{\frac{1}{r}} e_{n,r}(P).
\]

These two quantities provide us with more accurate information for the asymptotics of the quantization error than the quantization dimension. So far, the upper and lower quantization coefficients have been well studied for absolutely continuous measures [4, Theorem 6.2] and some classes of fractal measures, including self-similar measures [4] and dyadic homogeneous Cantor measures [12]. In the present paper, we will further study the quantization problem for in-homogeneous self-similar measures.

Let \((f_i)_{i=1}^N\) be a family of contractive similitudes on \(\mathbb{R}^q\) with contraction ratios \((s_i)_{i=1}^N\). According to [10], there exists a unique non-empty open set \(E\) of \(\mathbb{R}^q\) such that \(E = f_1(E) \cup f_2(E) \cup \cdots \cup f_N(E)\). The set \(E\) is called the self-similar set associated with \((f_i)_{i=1}^N\).

We say that \((f_i)_{i=1}^N\) satisfies the strong separation condition (SSC) if the sets \(f_i(E), i = 1, \cdots, N,\) are pairwise disjoint; we say that it satisfies the open set condition (OSC) if there exists a non-empty open set \(U\) such that \(f_i(U) \cap f_j(U) = \emptyset\) for all \(i \neq j\) and \(f_i(U) \subset U\) for all \(i = 1, \cdots, N\); if this open set \(U\) can be chosen such that \(U \cap E \neq \emptyset\), then we say \((f_i)_{i=1}^N\) satisfies the strong open set condition (SOSC). By [18], the OSC and SOSC are equivalent for the family \((f_i)_{i=1}^N\) of contractive similitudes.

Now let \(\nu\) be a Borel probability measure on \(\mathbb{R}^q\) with compact support. Let \((p_i)_{i=0}^N\) be a probability vector with \(p_i > 0\) for all \(0 \leq i \leq N\). Following [1, 13], we call \(((f_i)_{i=1}^N, (p_i)_{i=0}^N, \nu)\) a condensation system. There exist (cf. [1, 13]) a unique measure \(\mu\) and a unique non-empty compact set \(K\) satisfying

\[
\mu = p_0 \nu + \sum_{i=1}^N p_i \mu \circ f_i^{-1}, \quad K = \text{supp}(\nu) \cup \left( \bigcup_{i=1}^N f_i(K) \right).
\]

The measure \(\mu\) is called the attracting measure for \(((f_i)_{i=1}^N, (p_i)_{i=0}^N, \nu)\) and the set \(K = \text{supp}(\mu)\) the attractor for this system. In [14], such a measure \(\mu\) is also termed an in-homogeneous self-similar measure (ISM); in there, one may find some interesting interpretations for the term "in-homogeneous". General ISMs may have very complicated behaviors and we can hardly obtain accurate information for the asymptotic quantization errors. We will focus on a particular class of such measures where the measures \(\nu\) as involved in (1.2) are self-similar associated with \((f_i)_{i=1}^N\).

Remark 1.1. Let \(p_0 = 0\). Then \((p_i)_{i=1}^N\) is a probability vector and the measure \(\mu\) reduces to a self-similar measure, namely, \(\mu\) is the unique Borel probability measure satisfying \(\mu = p_1 \circ f_1^{-1} + \cdots + p_N \mu \circ f_N^{-1}\). Assuming the OSC for \((f_i)_{i=1}^N\), Graf and Luschgy proved that \(0 < \mathcal{Q}_r^k(\mu) \leq \mathcal{Q}_r(\mu) < \infty\) (see [5]), where the number \(k_r\) is
Proof. By [5, Theorem 3.1], one sees that Corollary 1.3. probability vector $\sum_{i=1}^{N} p_i s_i^r = 1$, $r > 0$.

In [20], the author has studied a class of ISMs, where the measure $\nu$ is the self-similar measure associated with $(f_i)_{i=1}^N$ and a probability vector $(t_i)_{i=1}^N$, with $t_i > 0$ for all $1 \leq i \leq N$. In this case, we have that $K = E$ by the uniqueness of the compact set $K$. Assuming the SSC for $(f_i)_{i=1}^N$, we obtained a characterization for the upper and lower quantization dimension for the ISMs $\mu$ [20]. Recently, Roychowdhury gave some bounds for these dimensions [17]. In the present paper, we further prove that the quantization dimension of $\mu$ of order $r$ exists for every $r \in (0, \infty)$, and we determine the exact values of these dimensions. Besides, we will also consider the finiteness and positivity of the upper and lower quantization coefficient in the exact dimension. For every $r > 0$, let $\xi_{1,r}, \xi_{2,r},$ be implicitly given by

$$\sum_{i=1}^{N} (t_i s_i^r)^{\frac{r_1}{r^2}} = 1; \sum_{i=1}^{N} (p_i s_i^r)^{\frac{r_2}{r^2}} = 1.$$

Set $\xi_r := \max\{\xi_{1,r}, \xi_{2,r}\}$. As the main result of the paper, we will prove

**Theorem 1.2.** Assume that $(f_i)_{i=1}^N$ satisfies the OSC. Let $\nu$ be the self-similar measures associated with $(f_i)_{i=1}^N$ and $(t_i)_{i=1}^N$. Let $\mu$ be the ISM as defined in (1.2) with $p_i > 0$ for all $0 \leq i \leq N$. Then for every $r > 0$, $D_r(\mu)$ exists and equals $\xi_r$ and $\overline{Q}^{\xi_r}(\mu) > 0$. Moreover, we have

(a) if $\xi_{1,r} > \xi_{2,r}$, then $\overline{Q}^{\xi_r}(\mu) < \infty$;
(b) if $\xi_{1,r} = \xi_{2,r}$, then we have that $\overline{Q}^{\xi_r}(\mu) = \infty$.

As an immediate consequence of Theorem 1.2, we have

**Corollary 1.3.** Let $\nu$ be the self-similar measure associated with $(f_i)_{i=1}^N$ and the probability vector $(s_i^{d_0})_{i=1}^N$, where $d_0$ is the unique positive real number satisfying $\sum_{i=1}^{N} s_i^d = 1$. Then, we have

$$D_r(\mu) = d_0, \quad 0 < \overline{Q}_r^{d_0}(\mu) \leq \overline{Q}_r^{d_0}(\mu) < \infty.$$

**Proof.** By [5, Theorem 3.1], one sees that $\xi_{1,r} = d_0$. By Hölder’s inequality,

$$\sum_{i=1}^{N} (p_i s_i^r)^{\frac{d_0}{r^2}} \leq \left( \sum_{i=1}^{N} p_i \right)^{\frac{d_0}{r^2}} \left( \sum_{i=1}^{N} s_i^d \right)^{\frac{d_0}{r^2}} = (1 - p_0) \frac{d_0}{r^2} < 1.$$ 

This implies that $\xi_{1,r} = d_0 > \xi_{2,r}$ and the corollary follows by Theorem 1.2. \qed

Let us make some remarks on our main result. The first one is about the comparison between $\xi_{1,r}$ and $\xi_{2,r}$.

**Remark 1.4.** In according with different choices of the probability vectors $(t_i)_{i=1}^N$ and $(p_i)_{i=0}^N$, we may have $\xi_{1,r} > \xi_{2,r}$, or $\xi_{1,r} \leq \xi_{2,r}$. Indeed, let

$$s_1 = s_2 = \cdots = s_N := c; \quad (t_1, t_2, \ldots, t_N) \neq (N^{-1}, \ldots, N^{-1}).$$

Then, by [5, Theorem 3.1], we have that $\xi_{1,r} = D_r(\nu) < - \log N/\log c$. Hence,

$$N^{\frac{r_1}{r^2}} c > 1, \quad \text{implying} \quad N^{\frac{r_2}{r^2}} c^{-r} < 1.$$
Let \( 0 < p_0 < 1 - N^{-\frac{1}{c+r}} c^{-r} \) and \( p_i := N^{-1}(1 - p_0) \) for all \( 1 \leq i \leq N \). Then
\[
\sum_{i=1}^{N} (p_i s_i^r)^{\frac{c+r}{c+r}} = N^{\left(1 - (1 - p_0)c^{-r}\right)^{\frac{c+r}{c+r}}} = N^{\left(1 - \frac{1}{c+r} + (1 - p_0)c^{-r}\right)^{\frac{c+r}{c+r}}} \\
> N^{\frac{c+r}{c+r} \left(1 - \frac{1}{c+r} + (1 - p_0)c^{-r}\right)^{\frac{c+r}{c+r}}} = 1.
\]
Hence, \( \xi_{1,r} < \xi_{2,r} \). If \( p_0 \geq 1 - N^{-\frac{1}{c+r}} c^{-r} \), then we have that \( \xi_{1,r} \geq \xi_{2,r} \).

**Remark 1.5.** One can only get some fragmentary conclusions by applying \([4, \text{ Theorem 4.14}]\). In fact, by \([4, \text{ Lemma 4.14}]\), one easily gets
\[
e_{r,n}(\mu) \left\{ \begin{array}{ll} 
\geq & p_0 e_{r,n}(\nu) + \sum_{i=1}^{N} p_i s_i^r e_{n,r}(\mu) \\
\leq & p_0 e_{r,n+1}(\nu) + \sum_{i=1}^{N} p_i s_i^r e_{n+1,r}(\mu) 
\end{array} \right.
\]
For every \( s > 0 \), by the preceding inequality, we have
\[
\left(1 - \sum_{i=1}^{N} p_i s_i^r\right)^{-1} Q_r^\nu(\nu) \leq Q_r^\mu(\mu) \leq \overline{Q}_r^\mu(\mu) \leq p_0(N + 1)^{\frac{\tau}{c}} \sum_{i=1}^{N} p_i s_i^r.
\]
Even if \((N + 1)^{\frac{\tau}{c}} \sum_{i=1}^{N} p_i s_i^r < 1\), we can not get any useful information because \( \overline{Q}_r^\mu(\mu) \) is possibly infinite.

# 2. NOTATIONS AND PRELIMINARY FACTS

For \( \Omega := \{1, \ldots, N\} \), we write \( \Omega_n := \Omega^n \), \( \Omega^* := \bigcup_{n=1}^{\infty} \Omega_n \). We define \( |\sigma| := n \) for \( \sigma \in \Omega_n \) and \( |\sigma|_0 = \emptyset := \text{empty word} \). For any \( \sigma \in \Omega^* \) with \( |\sigma| \geq n \), we write \( \sigma|_n := (\sigma_1, \ldots, \sigma_n) \). For \( 1 \leq h < n \) and \( \sigma = (\sigma_1, \ldots, \sigma_n) \in \Omega_n \), we set
\[
\sigma^{(l)}_{-h} := (\sigma_{h+1}, \ldots, \sigma_n), \quad \sigma^{(r)}_{-h} := (\sigma_1, \ldots, \sigma_{n-h});
\]
we also define \( \sigma^{(l)}_{0} = \sigma^{(r)}_{0} = \emptyset \) and \( \sigma^{(l)}_{0} = \sigma^{(r)}_{0} = \sigma \).

For \( \sigma, \tau \in \Omega^* \), we write \( \sigma \neq \tau := (\sigma_1, \ldots, \sigma_{|\sigma|}, \tau_1, \ldots, \tau_{|\tau|}) \). If \( \sigma, \tau \in \Omega^* \) and \( |\sigma| < |\tau|, \sigma = \tau|_{|\sigma|} \), then we write \( \sigma \prec \tau \) and call \( \sigma \) a predecessor of \( \tau \). Two words \( \sigma, \tau \in \Omega^* \) are said to be incomparable if we have neither \( \sigma \prec \tau \) nor \( \tau \prec \sigma \). A finite set \( \Gamma \subset \Omega^* \) is called a finite anti-chain if any two words \( \sigma, \tau \in \Gamma \) are incomparable. A finite anti-chain is said to be maximal if any word \( \sigma \in \Omega^N \) has a predecessor in \( \Gamma \). For a word \( \sigma = (\sigma_1, \ldots, \sigma_n) \in \Omega_n \), we define \( f_\sigma := f_{\sigma_1} \circ \cdots \circ f_{\sigma_n}, E_\sigma := f_\sigma(E) \) and set
\[
s_\sigma := \prod_{h=1}^{n} s_{\sigma_h}, \quad t_\sigma := \prod_{h=1}^{n} t_{\sigma_h}, \quad p_\sigma := \prod_{h=1}^{n} p_{\sigma_h}.
\]
For the empty word \( \emptyset \), we also define \( p_\emptyset = t_\emptyset = s_\emptyset = 1 \). Without loss of generality, we assume that the diameter of \( E \) equals \( 1 \). Then the diameter of \( E_\sigma \) is equal to \( s_\sigma \) for every \( \sigma \in \Omega^* \).

Let \( h(\sigma) \) and \( h^{(j)}(\sigma), j = 1, 2 \) be as defined in \([20]\). Namely,
\[
h^{(1)}(i) := p_0 l_i s_i^r, \quad h^{(2)}(i) := p_i s_i^r, \quad 1 \leq i \leq N.
\]
Inductively, for \( k \geq 2 \) and \( \sigma \in \Omega_k \), we define
\[
h^{(1)}(\tau) = h^{(1)}((\tau_{-1})^r) t_i s_i^r + h^{(2)}((\tau_{-1})^r) p_0 t_i s_i^r, \quad h^{(2)}(\tau) = h^{(2)}((\tau_{-1})^r) p_i s_i^r.
\]
We finally define $h(\sigma) := h^{(1)}(\sigma) + h^{(2)}(\sigma)$. These definitions are given according to the behavior of the ISM $\mu$.

For every $\sigma \in \Omega^*$, let $\mu^{(i)}(E_\sigma) := h^{(i)}(\sigma)s^{-r}_\sigma, i = 1, 2$. Then, we have

$$
\mu^{(1)}(E_i) = p_0 t_i, \quad \mu^{(2)}(E_i) = p_i \quad \text{for } 1 \leq i \leq N;
$$

$$
\mu^{(1)}(E_\sigma) = \mu^{(1)}(E_{\sigma^{(r)}})t_{\sigma|\sigma} + \mu^{(2)}(E_{\sigma^{(r)}})p_0 t_{\sigma|\sigma},
$$

$$
\mu^{(2)}(E_\sigma) = \mu^{(2)}(E_{\sigma^{(r)}})p_{\sigma|\sigma}, \quad |\sigma| \geq 2.
$$

Inductively, one can see that $\mu^{(2)}(E_\sigma) = p_\sigma$ and

$$
\mu^{(1)}(E_\sigma) = p_0 t_\sigma + p_0 p_{\sigma_1} t_{\sigma_1} + p_0 p_{\sigma_1 \sigma_2} t_{\sigma_1 \sigma_2} + \cdots + p_0 p_{\sigma_{|\sigma| - 1}} t_{\sigma_{|\sigma| - 1}}
$$

$$
= \sum_{h=0}^{\lfloor |\sigma| - 1 \rfloor} p_0 p_{\sigma|h} t_{\sigma|h}, \quad \sigma = (\sigma_1, \ldots, \sigma_{|\sigma|}).
$$

By [20, Lemma 2], for every finite maximal antichain $\Gamma \subset \Omega^*$, we have

$$
\mu = \sum_{\sigma \in \Gamma} (h^{(1)}(\sigma)s^{-r}_\sigma \nu \circ f_{\sigma}^{-1} + h^{(2)}(\sigma)s^{-r}_\sigma \mu \circ f_{\sigma}^{-1})
$$

$$
= \sum_{\sigma \in \Gamma} (\mu^{(1)}(E_\sigma) \nu \circ f_{\sigma}^{-1} + \mu^{(2)}(E_\sigma) \mu \circ f_{\sigma}^{-1}).
$$

Assuming the SSC for the iterated function system $(f_i)_{i=1}^N$, one easily gets

$$
\mu(E_\sigma) = \mu^{(1)}(E_\sigma) + \mu^{(2)}(E_\sigma), \quad \sigma \in \Omega^*.
$$

By applying the results and methods of Graf [3, Lemma 3.3], we obtain this equality under the weaker OSC. That is,

**Lemma 2.1.** Assume that $(f_i)_{i=1}^N$ satisfies the OSC. Then $\mu(E_\sigma \cap E_\omega) = 0$ for every pair $\sigma, \omega$ of incomparable words. As a consequence, we have

$$
\mu(E_\sigma) = \mu^{(1)}(E_\sigma) + \mu^{(2)}(E_\sigma) = \sum_{h=0}^{k-1} p_0 p_{\sigma|h} t_{\sigma|h} + p_\sigma.
$$

**Proof.** Let $J$ be the same as in [3, Theorem 3.2] (see [18]), namely, $J$ is a nonempty compact set satisfying (A1) $J = \text{cl}(\text{int}(J))$; (A2) $\text{int}(J) \cap E \neq \emptyset$; (A3) $f_i(J) \subset J$ for all $1 \leq j \leq N$; (A4) $f_i(\text{int}(J)) \cap f_j(\text{int}(J)) = \emptyset$. Here, $\text{int}(A)$ and $\text{cl}(A)$ respectively denote the interior and the closure in $\mathbb{R}^q$ of a set $A$. By induction, one can see that $f_\omega(\text{int}(J)) \subset \text{int}(J)$, and for every pair $\sigma, \omega$ of incomparable words, we have $f_\omega(\text{int}(J)) \cap f_\sigma(\text{int}(J)) = \emptyset$. Hence, using (2.3), we deduce

$$
\mu(\text{int}(J)) \geq \sum_{\omega \in \Omega_n \cap \Omega_n} \mu(f_\omega(\text{int}(J)))
$$

$$
= \sum_{\omega \in \Omega_n} \sum_{\sigma \in \Omega_n} (\mu^{(1)}(E_\sigma) \nu \circ f_{\sigma}^{-1} + \mu^{(2)}(E_\sigma) \mu \circ f_{\sigma}^{-1})(f_\omega(\text{int}(J)))
$$

$$
\geq \sum_{\omega \in \Omega_n} (\mu^{(1)}(E_\omega) \nu \circ f_{\omega}^{-1} + \mu^{(2)}(E_\omega) \mu \circ f_{\omega}^{-1})(f_\omega(\text{int}(J)))
$$

$$
= \sum_{\omega \in \Omega_n} \mu^{(1)}(E_\omega) \nu(\text{int}(J)) + \sum_{\omega \in \Omega_n} \mu^{(2)}(E_\omega) \mu(\text{int}(J)).
$$

(2.5)
Since \( \nu \) is a self-similar measure, by [3, Lemma 3.3], \( \nu(\text{int}(J)) = 1 \). Note that
\[
\sum_{\omega \in \Omega_n} (\mu^{(1)}(E_\sigma) + \mu^{(2)}(E_\sigma)) = \sum_{\omega \in \Omega_n} \left( \sum_{h=0}^{n-1} p_0 p_{\sigma[h,\sigma^{(\omega)}]} + p_\omega \right)
\]
\[
= p_0 \sum_{h=0}^{n-1} \sum_{\omega \in \Omega_n} p_{\sigma[h,\sigma^{(\omega)}]} + \sum_{\omega \in \Omega_n} p_\omega
\]
\[
= p_0 \sum_{h=0}^{n-1} \left( \sum_{i=1}^N p_i \right)^h \left( \sum_{i=1}^N t_i \right)^{k-h} + \left( \sum_{i=1}^N p_i \right)^n
\]
\[
= p_0 \sum_{h=0}^{n-1} (1 - p_0)^h + (1 - p_0)^n = 1.
\]
Using this, (2.5) and the fact that \( \nu(\text{int}(J)) = 1 \), we get, \( \mu(\text{int}(J)) \geq 1 \). It follows that \( \mu(\text{int}(J)) = \mu(J) = 1 \) and \( \mu(\mathbb{R}^d \setminus \text{int}(J)) = 0 \). By [3, p. 227],
\[
f_{\tau}^{-1}(J_\sigma) \cap \text{int}(J) = \emptyset, \text{ if } \sigma \neq \omega \text{ and } \omega \neq \tau.
\]
Hence, \( \mu(f_{\tau}^{-1}(J_\sigma)) = 0 \) for all incomparable pairs \( \sigma, \omega \). For such a pair \( \sigma, \omega \), let \( \Gamma \) be an arbitrary finite maximal antichain containing \( \sigma, \tau \). Note that \( J_\sigma \cap J_\omega \subset J_\sigma, J_\omega \).
Thus, for \( \tau \in \Gamma \), we have
\[
(2.6) \quad \mu \circ f_{\tau}^{-1}(J_\sigma \cap J_\omega) \left\{ \begin{array}{ll}
\leq \mu \circ f_{\tau}^{-1}(J_\sigma) = 0 & \tau \neq \sigma, \omega \\
\leq \mu \circ f_{\tau}^{-1}(J_\omega) = 0 & \tau = \sigma \\
\leq \mu \circ f_{\tau}^{-1}(J_\sigma) = 0 & \tau = \omega
\end{array} \right.
\]
Again, note that \( \nu \) is a self-similar measure. By [3, Lemma 3.3], for all \( \tau \in \Gamma \), we have, \( \nu \circ f_{\tau}^{-1}(J_\sigma \cap J_\omega) = 0 \) (for the same reason as (2.6)). This, together with (2.3) and (2.6), yields
\[
\mu(J_\sigma \cap J_\omega) = \sum_{\tau \in \Gamma} (\mu^{(1)}(E_\tau) \nu \circ f_{\tau}^{-1} + \mu^{(2)}(E_\tau) \mu \circ f_{\tau}^{-1})(J_\sigma \cap J_\omega) = 0.
\]
Since \( E_\sigma \cap E_\tau \subset J_\sigma \cap J_\omega \), we conclude that \( \mu(E_\sigma \cap E_\omega) = 0 \). Finally, by (2.3),
\[
\mu(E_\sigma) = \sum_{\tau \in \Omega_0} (\mu^{(1)}(E_\tau) \nu \circ f_{\tau}^{-1} + \mu^{(2)}(E_\tau) \mu \circ f_{\tau}^{-1})(E_\sigma)
\]
\[
= \mu^{(1)}(E_\sigma) \nu \circ f_{\tau}^{-1}(E_\sigma) + \mu^{(2)}(E_\sigma) \mu \circ f_{\tau}^{-1}(E_\sigma) = \sum_{h=0}^{k-1} p_0 p_{\sigma[h,\sigma^{(\omega)}]} + p_\sigma.
\]
This completes the proof of the lemma.

Let \( \eta_\sigma := \min_{1 \leq i \leq N} \min \{(p_0 t_i + p_i), t_i\} s_i^\tau \). Then, we have
\[
h(\sigma) \geq \eta_\sigma h(\sigma^{(\omega)}) \text{ for all } \sigma \in \Omega^*_r.
\]
Inspired by [5, (14.5)], we define the following finite maximal antichains:
\[
(2.7) \quad \Lambda_{k,r} := \{ \sigma \in \Omega^*_r : h(\sigma^{(\omega)}) \geq k^{-1} \eta_\sigma > h(\sigma) \}, \ k \geq 1.
\]
We denote by \( N_{k,r} \) the cardinality of \( \Lambda_{k,r} \). Assume the SSC for \( (f_i)_{i=1}^N \), we have essentially proved the following estimates [20, Lemmas 7,10]:
\[
(2.8) \quad D \sum_{\sigma \in \Lambda_{k,r}} h(\sigma) \leq e_{N_{k,r}}(\mu(\sigma)) \leq \sum_{\sigma \in \Lambda_{k,r}} h(\sigma).
\]
where \( D > 0 \) is a constant independent of \( k \). Next, we show that these estimates are valid if we assume the OSC for \((f_i)_{i=1}^N\). That is,

**Lemma 2.2.** Assume that \((f_i)_{i=1}^N\) satisfies the OSC. Then (2.8) holds.

*Proof.* For each \( \sigma \in \Lambda_{k,r} \), let \( a_\sigma \) be an arbitrary point of \( E_\sigma \). Then

\[
epsilon^r_{Nk,r,r}(\mu) \leq \sum_{\sigma \in \Lambda_{k,r}} \int_{E_\sigma} d(x,a_\sigma)^r d\mu(x) \leq \sum_{\sigma \in \Lambda_{k,r}} \mu(E_\sigma) e^r_\sigma = \sum_{\sigma \in \Lambda_{k,r}} h(\sigma).
\]

So, it suffices to show the first inequality. By [18], there exists a non-empty open set \( U \) with \( U \cap E \neq \emptyset \) such that \( f_i(U) \subset U \) for all \( i = 1, 2, \ldots, N \), and \( f_i(U) \cap f_j(U) = \emptyset \) for \( i \neq j \). By induction, for every pair of incomparable words \( \sigma, \tau \in \Omega^* \), we have, \( f_\sigma(U), f_\tau(U) \subset U \) and \( f_\sigma(U) \cap f_\tau(U) = \emptyset \). Thus, we may fix a word \( \tau \in \Omega^* \) such that \( E_\tau \subset U \) and \( E_{\sigma \tau}, \sigma \in \Lambda_{k,r} \), are pairwise disjoint. Since \( E_\tau \) is a compact set, we have that \( \delta := d(E_\tau, U^c) > 0 \). Note that \( f_\sigma(E_{\sigma \tau}) \subset f_\sigma(U) \) for every \( \sigma \in \Omega^* \). Hence, for two distinct words \( \sigma, \omega \in \Lambda_{k,r} \), we have

\[
d(E_{\sigma \tau}, E_{\omega \tau}) \geq \delta \max\{d(E_{\sigma \tau}, f_\sigma(U^c)), d(E_{\omega \tau}, f_\omega(U^c))\}.
\]

This allows us to apply the arguments in [20, Lemma 10] to the measure \( \lambda \):

\[
\lambda := \frac{\mu(\cdot | \bigcup_{\sigma \in \Lambda_{k,r}} E_{\sigma \tau})}{\mu(\bigcup_{\sigma \in \Lambda_{k,r}} E_{\sigma \tau})}.
\]

and one may find a constant \( A_1 \), which is independent of \( k \), such that

\[
(2.9) \quad \epsilon_{Nk,r,r}(\lambda) \geq A_1 \sum_{\sigma \in \Lambda_{k,r}} h(\sigma \ast \tau) = A_1 |^r| \sum_{\sigma \in \Lambda_{k,r}} h(\sigma).
\]

Since \( E_{\sigma \tau}, \sigma \in \Lambda_{k,r} \), are pairwise disjoint, we have

\[
\mu\left( \bigcup_{\sigma \in \Lambda_{k,r}} E_{\sigma \tau} \right) = \sum_{\sigma \in \Lambda_{k,r}} h(\sigma \ast \tau) s_{\sigma \tau}^{-r} \geq |^r| \sum_{\sigma \in \Lambda_{k,r}} h(\sigma)s_{\sigma}^{-r} \geq |^r| \sum_{\sigma \in \Lambda_{k,r}} \mu(E_\sigma) \geq s_{\tau}^{-r} |^r|.
\]

Using this and (2.9), we further deduce

\[
\epsilon_{Nk,r,r}(\mu) \geq \mu\left( \bigcup_{\sigma \in \Lambda_{k,r}} E_{\sigma \tau} \right) \epsilon_{Nk,r,r}(\lambda) \geq A_1 |^r| s_{\tau}^{-r} |^r| \sum_{\sigma \in \Lambda_{k,r}} h(\sigma).
\]

Hence, the proof of the lemma is complete by setting \( D := A_1 |^r| \).

\[\square\]

### 3. Proof of Theorem 1.2

To give the proof for Theorem 1.2 (2), we need to establish several lemmas. For every \( r > 0 \) and \( s > 0 \), we write

\[
a(s) := \sum_{i=1}^N (t_is_i^r)^{\frac{r}{s}} , \quad b(s) := \sum_{i=1}^N (p_is_i^r)^{\frac{r}{s}}.
\]
Lemma 3.1. For every $k \geq 1$, we have

$$p_0^{\ominus} \max\{a(s)^k, b(s)^k\} \leq \sum_{\sigma \in \Omega_k} h(\sigma) \frac{1}{\pi \sigma} \leq p_0^{\ominus} \sum_{h=0}^{k-1} a(s)^h b(s)^{k-h} + b(s)^k.$$  

Proof. For every $\sigma = (\sigma_1, \ldots, \sigma_k) \in \Omega_k$, by (2.4), we have

$$\mu(E_\sigma) = (\sum_{h=0}^{k-1} p_0 p_{\sigma[h]} t_{\sigma[h]}^* + p_\sigma) \frac{1}{\pi \sigma}$$

(3.2)

$$\leq \sum_{h=0}^{k-1} (p_0 p_{\sigma[h]} t_{\sigma[h]}^* s_\sigma^*) \frac{1}{\pi \sigma} + \sum_{\sigma \in \Omega_k} (p_\sigma s_\sigma^*) \frac{1}{\pi \sigma}$$

$$= \sum_{h=0}^{k-1} (p_0 p_{\sigma[h]} t_{\sigma[h]}^* s_\sigma^*) \frac{1}{\pi \sigma} + \sum_{\sigma \in \Omega_k} (p_\sigma s_\sigma^*) \frac{1}{\pi \sigma}$$

$$= p_0^{\ominus} \sum_{h=0}^{k-1} a(s)^{k-h} b(s)^h + b(s)^k.$$

Using the second inequality in (3.2), one easily gets the remaining inequality. \qed

As Lemma 2.2 shows, the quantization errors are characterized in terms of the finite maximal antichains as defined in (2.7); however, these antichains typically consist of words of different length. In the following, we need to estimate the sums over these antichains by means of words of same length. Similar situations often occur in the study of fractal geometry, one may see [11] for example. For $k \geq 1$, we define

$$l_{1k} := \min_{\sigma \in \Lambda_{k,r}} |\sigma|, \quad l_{2k} := \max_{\sigma \in \Lambda_{k,r}} |\sigma|.$$

Lemma 3.2. For $a(s), b(s)$ as defined in (3.1), we have

$$\left\{ \begin{array}{ll}
a(s)^{l_{1k}} \leq \sum_{\sigma \in \Lambda_{k,r}} (t_{\sigma} s_\sigma^*) \frac{1}{\pi \sigma} & \leq a(s)^{l_{2k}}, \; \text{if} \; s \leq \xi_{1,r} \\
a(s)^{l_{2k}} \leq \sum_{\sigma \in \Lambda_{k,r}} (t_{\sigma} s_\sigma^*) \frac{1}{\pi \sigma} & \leq a(s)^{l_{1k}}, \; \text{if} \; s \geq \xi_{1,r} \end{array} \right.$$  

(3.3)

With $b(s), p_\sigma, \xi_{2,r}$ in place of $a(s), t_\sigma, \xi_{1,r}$, (3.3) remains true.

Proof. As we did in [21, Lemma 2.5], for every $s > 0$ and $k \geq 1$, we write

$$I_k(s) := \sum_{\sigma \in \Omega_k} (t_{\sigma} s_\sigma^*) \frac{1}{\pi \sigma}; \quad \xi(\sigma) := I_k^{-1}(s)(t_{\sigma} s_\sigma^*) \frac{1}{\pi \sigma}, \; \sigma \in \Omega_k.$$  

For $\sigma \in \Omega_k$ and $h \geq 0$, we set $\Lambda_h(\sigma) := \{\tau \in \Omega_{k+h} : \sigma \prec \tau\}$. Then, we have

$$\sum_{\tau \in \Lambda_h(\sigma)} \xi(\tau) = I_{k+h}(s)^{-1}(t_{\sigma} s_\sigma^*) \frac{1}{\pi \sigma} \sum_{\omega \in \Omega_h} (t_{\omega} s_\omega^*) \frac{1}{\pi \sigma}$$

$$= I_{k+h}(s)^{-1}(t_{\sigma} s_\sigma^*) \frac{1}{\pi \sigma} I_{k+h}(s) I_k(s)^{-1} = \xi(\sigma).$$
It follows that, for every $k \geq 1$,
\[
\sum_{\sigma \in \Lambda_{k,r}} I_{[\sigma]}^{-1}(s)(t_{\sigma}s^r_\sigma) \frac{1}{s} = \sum_{\sigma \in \Lambda_{k,r}} \xi(\sigma) = \sum_{\sigma \in \Omega_k} \xi(\sigma) = 1.
\]

As an immediate consequence, we obtain
\[
\min_{t_{1k} \leq h \leq t_{2k}} I_k(s) \leq \sum_{\sigma \in \Lambda_{k,r}} (t_{\sigma}s_{\sigma}^r) \frac{1}{s} \leq \max_{t_{1k} \leq h \leq t_{2k}} I_k(s).
\]

Note that, $a(s) > 1$ if $s < \xi_{1,r}$ and $a(s) \leq 1$ if $s \geq \xi_{1,r}$. So $I_k(s) = a(s)^{h}$ is increasing with respect to $h$ for all $s < \xi_{1,r}$ and it is decreasing when $s \geq \xi_{1,r}$. This and (3.4) imply (3.3). One can show the remaining assertions similarly. □

**Lemma 3.3.** For every $k \in \mathbb{N}$, we have
\[
\sum_{\sigma \in \Lambda_{k,r}} (h(\sigma)) \frac{1}{s} \geq \begin{cases} 
\geq p_0 (s) \frac{1}{s}, & \text{if } s \leq \xi_{1,r} \\
\geq b(s)^{h}, & \text{if } s \leq \xi_{2,r}.
\end{cases}
\]

**Proof.** Let $s \leq \xi_{1,r}$ be given. By (2.4) and (3.3), we have
\[
\sum_{\sigma \in \Lambda_{k,r}} (h(\sigma)) \frac{1}{s} \geq \sum_{\sigma \in \Lambda_{k,r}} (p_0 t_{\sigma}s_{\sigma}^r) \frac{1}{s} = p_0 \sum_{\sigma \in \Lambda_{k,r}} (t_{\sigma}s_{\sigma}^r) \frac{1}{s} \geq p_0 a(s)^{h}.
\]

One can see the remaining inequality in a similar manner. □

**Lemma 3.4.** $s \geq \xi_r = \max\{\xi_{1,r}, \xi_{2,r}\}$ and $k \in \mathbb{N}$, we have
\[
\sum_{\sigma \in \Lambda_{k,r}} h(\sigma) \frac{1}{s} \leq \sum_{h=0}^{l_{1k}-1} a(s)^{h} b(s)^{h} + \sum_{h=l_{1k}}^{l_{2k}} b(s) b(s)^{h} + b(s)^{h}.
\]

**Proof.** For $\sigma \in \Omega_{1k}$ and $h \geq l_{1,k}$, we write
\[
\Gamma_k(\sigma) := \{\tau \in \Lambda_{k,r} : \sigma \prec \tau\}, \quad l_{k}(\sigma) := \max_{\tau \in \Gamma_k(\sigma)} |\tau|, \quad \Gamma_k,h(\sigma) := \Gamma_k(\sigma) \cap \Omega_h.
\]

Note that $\Lambda_{k,r}$ is a finite maximal anti-chain. For every $\tau \in \Gamma_{k,l_{k}(\sigma)}(\sigma)$, we have that $\tau_{-1}^{(r)} \ast i \in \Lambda_{k,r}$ for all $1 \leq i \leq N$. By (2.1), we deduce
\[
\sum_{i=1}^{N} h^{(1)}(\tau_{-1}^{(r)} \ast i) \frac{1}{s} = \sum_{i=1}^{N} (h^{(1)}(\tau_{-1}^{(r)})) t_{i}s_{i}^r + h^{(2)}(\tau_{-1}^{(r)}) p_0 t_{i}s_{i}^r \frac{1}{s} \quad (3.6)
\]
\[
\leq \sum_{i=1}^{N} (h^{(1)}(\tau_{-1}^{(r)})) t_{i}s_{i}^r \frac{1}{s} + \sum_{i=1}^{N} (h^{(2)}(\tau_{-1}^{(r)})) p_0 t_{i}s_{i}^r \frac{1}{s} = h^{(1)}(\tau_{-1}^{(r)}) \frac{1}{s} \sum_{i=1}^{N} (t_{i}s_{i}^r) \frac{1}{s} + h^{(2)}(\tau_{-1}^{(r)}) \frac{1}{s} \sum_{i=1}^{N} (p_0 t_{i}s_{i}^r) \frac{1}{s} \quad (3.7)
\]
\[
\leq h^{(1)}(\tau_{-1}^{(r)}) \frac{1}{s} + h^{(2)}(\tau_{-1}^{(r)}) \frac{1}{s},
\]
where we used the fact that $a(s) \leq 1$ for $s \geq \xi_r$. For every $\tau \in \Gamma_{k,l_{k}(\sigma)}(\sigma)$, we have that $\tau_{-h} \notin \Lambda_{k,r}$ for any $1 \leq h \leq |\tau|-1$. So, for every $1 \leq i \leq N$, with $\tau_{-2}^{(r)} \ast i \neq \tau_{-1}^{(r)}$, we have exactly the following two possible cases:
\[
\tau_{-2}^{(r)} \ast i \in \Lambda_{k,r}, \quad \text{or} \quad \tau_{-2}^{(r)} \ast i \ast j \in \Lambda_{k,r} \quad \text{for all} \quad j = 1, 2, \ldots, N. \quad (3.8)
\]
In both cases, the contribution of $\rho^{(i)} := \tau^{(r)} \ast i$ to the sum

$$
\sum_{\tau \in \Gamma_k(\sigma)} h^{(1)}(\tau) \frac{\xi_r \tau}{\tau}
$$

is not greater than $h^{(1)}(\rho^{(i)}) \frac{\xi_r \tau}{\tau} + h^{(2)}(\rho^{(i)}) \frac{\xi_r \tau}{\tau}$. We write

$$
(3.9) \quad \widetilde{\Gamma}_k^{(1)}(\sigma) := (\Gamma_k(\sigma) \setminus \Omega_{l_k(\sigma)}) \cup \{\tau^{(r)} : \tau \in \Gamma_{k,l_k(\sigma)}(\sigma)\};
$$

$$
\widetilde{\Gamma}_k^{(1)}(\sigma) := \widetilde{\Gamma}_k^{(1)}(\sigma) \cap \Omega_{l_k(\sigma)} - 1.
$$

By (3.7) and (3.8), we deduce

$$
\sum_{\tau \in \Gamma_k(\sigma)} h^{(1)}(\tau) \frac{\xi_r \tau}{\tau} \leq \sum_{\tau \in \Gamma_k(\sigma)} h^{(1)}(\tau) \frac{\xi_r \tau}{\tau} + \sum_{\tau \in \Gamma_k(\sigma)} h^{(2)}(\tau) \frac{\xi_r \tau}{\tau}.
$$

Again, using (2.1), for $\tau \in \Gamma_k^{(1)}(\sigma)$, (3.7) holds. Write

$$
(3.10) \quad \widetilde{\Gamma}_k^{(2)}(\sigma) := (\widetilde{\Gamma}_k^{(1)}(\sigma) \setminus \Omega_{l_k(\sigma)} - 1) \cup \{\tau^{(r)} : \tau \in \Gamma_{k,l_k(\sigma)}(\sigma)\}
$$

$$
\widetilde{\Gamma}_k^{(2)}(\sigma) := \widetilde{\Gamma}_k^{(2)}(\sigma) \cap \Omega_{l_k(\sigma) - 2}.
$$

Then, in a similar manner, one can see

$$
\sum_{\tau \in \Gamma_k(\sigma)} h^{(1)}(\tau) \frac{\xi_r \tau}{\tau} \leq \sum_{\tau \in \Gamma_k(\sigma)} h^{(1)}(\tau) \frac{\xi_r \tau}{\tau} + \sum_{\tau \in \Gamma_k(\sigma)} h^{(2)}(\tau) \frac{\xi_r \tau}{\tau}.
$$

By repeating the above estimate finitely many times, we obtain

$$
\sum_{\tau \in \Gamma_k(\sigma)} h^{(1)}(\tau) \frac{\xi_r \tau}{\tau} \leq h^{(1)}(\sigma) \frac{\xi_r \tau}{\tau} + \sum_{h=0}^{l_k(\sigma) - l_k} \sum_{\tau \in \Lambda_h(\sigma)} h^{(2)}(\tau) \frac{\xi_r \tau}{\tau}.
$$

Note that the preceding argument holds for an arbitrary word in $\Omega_{l_k}$. Thus,

$$
\sum_{\sigma \in \Lambda_h(\sigma)} h^{(1)}(\sigma) \frac{\xi_r \tau}{\tau} \leq \sum_{\sigma \in \Omega_{l_k}} h^{(1)}(\tau) \frac{\xi_r \tau}{\tau}
$$

$$
\leq \sum_{\sigma \in \Omega_{l_k}} h^{(1)}(\sigma) \frac{\xi_r \tau}{\tau} + \sum_{h=0}^{l_k(\sigma) - l_k} \sum_{\tau \in \Lambda_h(\sigma)} h^{(2)}(\tau) \frac{\xi_r \tau}{\tau}.
$$

As $l_k(\sigma) \leq l_{2k}$ for all $\sigma \in \Omega_{l_k}$, by Lemma 3.1, we further deduce

$$
\sum_{\sigma \in \Lambda_h(\sigma)} h^{(1)}(\sigma) \frac{\xi_r \tau}{\tau} \leq \sum_{\sigma \in \Omega_{l_k}} h^{(1)}(\sigma) \frac{\xi_r \tau}{\tau} + \sum_{h=0}^{l_{2k} - l_k} \sum_{\tau \in \Lambda_h(\sigma)} h^{(2)}(\tau) \frac{\xi_r \tau}{\tau}
$$

$$
= \sum_{\sigma \in \Omega_{l_k}} h^{(1)}(\sigma) \frac{\xi_r \tau}{\tau} + \sum_{h=0}^{l_k(\sigma)} \sum_{\tau \in \Lambda_h(\sigma)} h^{(2)}(\tau) \frac{\xi_r \tau}{\tau}
$$

$$
\leq \sum_{h=0}^{l_k(\sigma) - 1} \sum_{\sigma \in \Omega_{l_k}} a(s)^{l_k-h} b(s)^h + \sum_{h=l_{1k}}^{l_k} b(s)^h.
$$

Observe that $b(s) \leq 1$ for all $s \geq \xi_r$. By Lemma 3.2, we have

$$
\sum_{\sigma \in \Lambda_h(\sigma)} h^{(2)}(\sigma) \frac{\xi_r \tau}{\tau} = \sum_{\sigma \in \Lambda_h(\sigma)} (p_{\sigma} s_{\sigma}) \frac{\xi_r \tau}{\tau} \leq \sum_{\sigma \in \Omega_{l_k}} (p_{\sigma} s_{\sigma}) \frac{\xi_r \tau}{\tau} = b(s)^{l_{1k}}.
This, together with (3.11), yields
\[
\sum_{\sigma \in \Lambda_{k, r}} h(\sigma) \frac{\xi_r}{\nu^{\nu \tau}} \leq \sum_{\sigma \in \Lambda_{k, r}} h^{(1)}(\sigma) \frac{\xi_r}{\nu^{\nu \tau}} + \sum_{\sigma \in \Lambda_{k, r}} h^{(2)}(\sigma) \frac{\xi_r}{\nu^{\nu \tau}}
\]
\[
\leq \sum_{h=0}^{l_{2k}-1} a(s)^{l_{2k}} h(s)^{h} + \sum_{h=0}^{l_{2k}} b(s)^{h} + b(s)^{l_{2k}}.
\]
This completes the proof of the lemma.

Lemma 3.5. Assume that \( \xi_r = \xi_{1, r} = \xi_{2, r} \). Then we have
\[
\sum_{\sigma \in \Lambda_{k, r}} h(\sigma) \frac{\xi_r}{\nu^{\nu \tau}} \geq (p_0 l_{1k}) \frac{\xi_r}{\nu^{\nu \tau}}.
\]

Proof. By the hypothesis, we have that \( a(\xi_r) = b(\xi_r) = 1 \). As we noted in the proof of Lemma 3.4, for every \( \tau \in \Gamma_{k, k}(\sigma) \) and \( 1 \leq i \leq N \), we have, \( \tau^{(r)}_{-1} * i \in \Lambda_{k, r} \). In contrast to (3.6), we have
\[
\sum_{i=1}^{N} h^{(1)}(\tau^{(r)}_{-1} * i) \frac{\xi_r}{\nu^{\nu \tau}} = \sum_{i=1}^{N} (h^{(1)}(\tau^{(r)}_{-1}) t_i s_i^r + h^{(2)}(\tau^{(r)}_{-1}) p_0 t_i s_i^r) \frac{\xi_r}{\nu^{\nu \tau}}
\]
\[
\geq \sum_{i=1}^{N} (h^{(1)}(\tau^{(r)}_{-1}) t_i s_i^r) \frac{\xi_r}{\nu^{\nu \tau}}
\]
\[
= h^{(1)}(\tau^{(r)}_{-1}) \frac{\xi_r}{\nu^{\nu \tau}} a(\xi_r) = h^{(1)}(\tau^{(r)}_{-1}) \frac{\xi_r}{\nu^{\nu \tau}}.
\]
Let \( \Gamma_k^{(i)}(\sigma), i = 1, 2 \), be as defined in (3.9) and (3.10). By (3.8) and (3.12),
\[
\sum_{\tau \in \Gamma_k^{(i)}} h^{(1)}(\tau) \frac{\xi_r}{\nu^{\nu \tau}} \geq \sum_{\tau \in \Gamma_k^{(i)}} h^{(2)}(\tau) \frac{\xi_r}{\nu^{\nu \tau}} \geq \sum_{\tau \in \Gamma_k^{(2)}} h^{(1)}(\tau) \frac{\xi_r}{\nu^{\nu \tau}}.
\]
Repeating the above process finitely many times, we obtain
\[
\sum_{\tau \in \Gamma_k^{(i)}} h^{(1)}(\tau) \frac{\xi_r}{\nu^{\nu \tau}} \geq h^{(1)}(\sigma) \frac{\xi_r}{\nu^{\nu \tau}}.
\]
We apply the preceding inequality to all \( \sigma \in \Lambda_{k, r} \). Then we have
\[
\sum_{\tau \in \Lambda_{k, r}} h^{(1)}(\sigma) \frac{\xi_r}{\nu^{\nu \tau}} \geq \sum_{\sigma \in \Omega_{1k}} h^{(1)}(\sigma) \frac{\xi_r}{\nu^{\nu \tau}}.
\]
For every \( \sigma \in \Omega_{1k} \), using (2.2) and Hölder’s inequality (with exponent less than one), we deduce
\[
h^{(1)}(\sigma) = p_0 \sum_{h=0}^{l_{2k}-1} p_{\sigma|h} t_{\sigma|h} s_{\sigma}^r \geq p_0 \left( \sum_{h=0}^{l_{2k}-1} (p_{\sigma|h} t_{\sigma|h} s_{\sigma}^r) \frac{\xi_r}{\nu^{\nu \tau}} \right) \frac{\xi_r}{\nu^{\nu \tau}} \cdot l_{1k} \frac{\xi_r}{\nu^{\nu \tau}}.
\]
As an immediate consequence, we obtain
\[
h(\sigma) \frac{\xi_r}{\nu^{\nu \tau}} \geq h^{(1)}(\sigma) \frac{\xi_r}{\nu^{\nu \tau}} \geq p_0 \frac{\xi_r}{\nu^{\nu \tau}} \sum_{h=0}^{l_{2k}-1} (t_{\sigma|h} p_{\sigma|h} s_{\sigma}^r) \frac{\xi_r}{\nu^{\nu \tau}} \cdot l_{1k} \frac{\xi_r}{\nu^{\nu \tau}}.
\]
Hence, by (3.13), it follows that

$$
\sum_{\sigma \in \Lambda_{k,r}} h(\sigma) \frac{s_{\eta_{\sigma}}^{r}}{l_{k}^{r}} \geq \sum_{\sigma \in \Omega_{1k}} p_{0}^{-\frac{1}{l_{k}^{r}}} \sum_{h=0}^{l_{1k}-1} (p_{\sigma|h} t_{\sigma}^{(1)} s_{\sigma}^{r}) \frac{s_{\eta_{\sigma}}^{r}}{l_{k}^{r}} \cdot \frac{1}{l_{k}^{r}}
$$

$$
= p_{0}^{-\frac{1}{l_{k}^{r}}} l_{k}^{-r} \sum_{\sigma \in \Omega_{1k}} (p_{\sigma|h} t_{\sigma}^{(1)} s_{\sigma}^{r}) \frac{1}{l_{k}^{r}}
$$

$$
= p_{0}^{-\frac{1}{l_{k}^{r}}} l_{k}^{-r} \sum_{h=0}^{l_{1k}-1} a(\xi_{r})^{1l_{k}-h} b(\xi_{r})^{h}
$$

$$
= p_{0}^{-\frac{1}{l_{k}^{r}}} \frac{1}{l_{k}^{r}} = (p_{0l_{k}})^{\frac{1}{l_{k}^{r}}}.
$$

This completes the proof of the Lemma. \qed

Recall that $N_{k,r}$ denotes the cardinality of $\Lambda_{k,r}$. As in [21], we write

$$
P_{u}(\mu) := \liminf_{k \to \infty} N_{k,r}^{+} \epsilon_{k,r-r}(\mu); \quad \overline{P}_{r}(\mu) := \limsup_{k \to \infty} N_{k,r}^{+} \epsilon_{k,r-r}(\mu)
$$

Lemma 3.6. $Q_{u}^{r}(\mu) > 0$ if $P_{u}^{r}(\mu) > 0$ and $Q_{u}^{r}(\mu) < \infty$ if $P_{u}^{r}(\mu) < \infty$. The same is true if we replace $Q_{u}^{r}(\mu), P_{u}^{r}(\mu)$ with $Q_{u}^{r}(\mu), \overline{P}_{r}(\mu)$.

Proof. For every $1 \leq i \leq N$, we have

$$
h(\sigma * i) = h^{(1)}(\sigma) t_{i}^{r} s_{i}^{r} + h^{(2)}(\sigma) p_{0} t_{i}^{r} s_{i}^{r} + h^{(2)}(\sigma) p_{i} s_{i}^{r}
$$

(3.14)

$$
\leq h(\sigma) \max_{1 \leq j \leq N} \{t_{j} p_{0 t_{j}} + p_{j}\} s_{j}^{r}.
$$

Let $\eta_{r} := \max_{1 \leq j \leq N} (t_{j} p_{0 t_{j}} + p_{j}) s_{j}^{r}$. For all $k > (1 - \eta_{r})^{-1} - 1$ and every $\sigma \in \Lambda_{k}$, by (3.14), we have,

$$
h(\sigma * i) \leq h(\sigma) \eta_{r} < (k^{-1} \eta_{r}) \eta_{r} < (k + 1)^{-1} \eta_{r}.
$$

It follows that, $N_{k,r} \leq \phi_{k+1,r} \leq N N_{k,r}$. So, (2.9),(2.10) of [21] hold:

$$
P_{u}^{r}(\mu) \geq Q_{u}^{r}(\mu) \geq N^{-\frac{1}{l_{k}^{r}}} P_{u}^{r}(\mu), \quad P_{r}(\mu) \leq Q_{u}^{r}(\mu) \leq N^{-\frac{1}{l_{k}^{r}}} \overline{P}_{r}(\mu).
$$

This completes the proof of the lemma. \qed

Proof of Theorem 1.2

For $\xi_{r} = \max\{\xi_{1,r}, \xi_{2,r}\}$, by (3.5), we have

$$
\sum_{\sigma \in \Lambda_{k,r}} (h(\sigma)) \frac{\xi_{r}}{l_{k}^{r}} \geq \left\{
\begin{array}{ll}
0 & \text{if } \xi_{r} = \xi_{1,r}^{e}, \\
\frac{1}{l_{k}^{r}} & \text{if } \xi_{r} = \xi_{2,r}^{e}.
\end{array}
\right.
$$

Thus, by the definition of $\Lambda_{k,r}$ (see (2.7)), we have

$$
N_{k,r} \geq p_{0}^{-\frac{1}{l_{k}^{r}}} (k_{0} \eta_{r}^{-1}) \frac{\xi_{r}}{l_{k}^{r}}.
$$

By Lemma 2.2 and Hölder’s inequality with exponent less than one,

$$
N_{k,r} \epsilon_{k,r-r}^{\frac{r}{l_{k}^{r}}} \geq N_{k,r} \epsilon_{k,r} \sum_{\sigma \in \Lambda_{k,r}} h(\sigma) \geq N_{k,r} \epsilon_{k,r} \left( \sum_{\sigma \in \Lambda_{k,r}} h(\sigma) \frac{\xi_{r}}{l_{k}^{r}} \right) \frac{\xi_{r}}{l_{k}^{r}} N_{k,r} \epsilon_{k,r} \frac{\xi_{r}}{l_{k}^{r}} \geq (p_{0}^{-\frac{1}{l_{k}^{r}}}) \frac{\xi_{r}}{l_{k}^{r}} = p_{0}.
$$
This implies that $\mathcal{P}^{s}_{r}(\mu) > 0$. Hence, by Lemma 3.6 [4, Proposition 11.3] (see also [16]), we conclude that

$$0 < Q^{c}_{r}(\mu) < \infty.$$  \hspace{1cm} (3.15)

Let $s > \xi_{r}$ be given. Then, $c(s) := \max\{a(s), b(s)\} < 1$. By Lemma 3.4,

$$\sum_{\sigma \in \Lambda_{k, r}} (h(\sigma))^{\frac{1}{1+r}} \leq \sum_{h=0}^{l_{1k} + 1} a(\xi_{r})^{l_{1k} - h} b(\xi_{r})^{h} + \sum_{h=l_{1k}}^{l_{2k}} b(\xi_{r})^{h} + b(\xi_{r})^{l_{1k}}$$

$$\leq l_{1k} c(\xi_{r})^{l_{1k}} + b(\xi_{r})^{l_{1k}} (1 - b(\xi_{r}))^{-1} + b(\xi_{r})^{l_{1k}} =: d_{k}(s).$$

Note that $d_{k}(s) \to 0$ as $k$ tends to infinity. From this and (2.7), we deduce that, there exists some positive real number $d(s)$ such that

$$N_{k, r} \leq d(s)(k\eta_{s}^{-2})^{\frac{1}{1+r}}$$ for all large $k$.

Hence, by Lemma 2.2, we have

$$N_{k, r}^{c_{N_{k, r}}}(\mu) \leq \sum_{\sigma \in \Lambda_{k, r}} (h(\sigma))^{\frac{1}{1+r}} \leq (\sum_{\sigma \in \Lambda_{k, r}} (h(\sigma))^{\frac{1}{1+r}} (k^{-1}\eta_{s})^{\frac{1}{1+r}}$$

$$\leq d(s)(k\eta_{s}^{-2})^{\frac{1}{1+r}} d(s)(1 - b(\xi_{r}))^{-1} + 1 < \infty. \hspace{1cm} (3.16)$$

It follows that $\overline{D}_{r}(\mu) < \infty$, so $Q^{c}_{r}(\mu) < \infty$ by Lemma 3.6. As a consequence of this and [4, Proposition 11.3], we obtain that $\overline{D}_{r}(\mu) \leq s$. By the arbitrariness of $s$, we have, $\overline{D}_{r}(\mu) \leq \xi_{r}$. Then, in view of (3.15), we conclude that $D_{r}(\mu)$ exists and equals $\xi_{r}$.

(a) Assume that $\xi_{r} = \xi_{1, r} > \xi_{2, r}$. Then $a(\xi_{r}) = 1$ and $b(\xi_{r}) < 1$. Hence, by using Lemma 3.4, we deduce

$$\sum_{\sigma \in \Lambda_{k, r}} (h(\sigma))^{\frac{1}{1+r}} \leq \sum_{h=0}^{l_{1k} + 1} a(\xi_{r})^{l_{1k} - h} b(\xi_{r})^{h} + \sum_{h=l_{1k}}^{l_{2k}} b(\xi_{r})^{h} + b(\xi_{r})^{l_{1k}}$$

$$\leq \sum_{h=0}^{l_{2k}} b(\xi_{r})^{h} + b(\xi_{r})^{l_{1k}} \leq \frac{1}{1 - b(\xi_{r})} + 1 < \infty.$$ Thus, as we did for (3.16), one can see that $\overline{D}^{c}_{r}(\mu) < \infty$. By Lemma 3.6, it follows that $Q^{c}_{r}(\mu) < \infty$. This and (3.15) complete the proof of (a).

(b) Assume that $\xi_{r} = \xi_{1, r} = \xi_{2, r}$. By Lemma 2.2 and Hölder’s inequality (with exponent less than one), we deduce

$$e^{N_{k, r}}_{N_{k, r}}(\mu) \geq D \sum_{\sigma \in \Lambda_{k, r}} (h(\sigma))^{\frac{1}{1+r}} \geq (\sum_{\sigma \in \Lambda_{k, r}} (h(\sigma))^{\frac{1}{1+r}})^{\frac{1}{1+r}} \cdot N_{k, r}^{\frac{1}{1+r}}. \hspace{1cm} (\xi_{r})^{\frac{1}{1+r}} =: N_{k, r}^{\frac{1}{1+r}}.$$ Using this and Lemma 3.5, we conclude that

$$\mathcal{P}^{c}_{r}(\mu) = \liminf_{k \to \infty} N_{k, r}^{c_{N_{k, r}}}(\mu) \geq \liminf_{k \to \infty} (\frac{1}{p_{1} + \cdots + p_{N}})^{\frac{1}{1+r}} = \infty.$$ Thus, by Lemma 3.6, Theorem 1.2 (b) follows.

Remark 3.7. (r1) In case $\xi_{1, r} < \xi_{2, r}$, it remains open whether the upper quantization coefficient is finite or not. (r2) By [20], $\mu$ is a self-similar measure associated with $(f_{i})_{i=1}^{N}$ if and only if $p_{i} + p_{i+1} = t_{i}$ for all $i = 1, \ldots, N$. In this case, by [5], we have,

$$0 < Q^{c}_{r}(\mu) \leq \overline{Q}^{c}_{r}(\mu) < \infty. \hspace{1cm} (3.17)$$
Now we show that, (3.17) can also be deduced from Theorem 1.2 (a). In fact, we have, \( p_i = (1 - p_0)t_i \) for all \( 1 \leq i \leq N \). Thus,
\[
\sum_{i=1}^{N} (p_i s_i^r)^{\xi_{1,r}} = (1 - p_0)^{\xi_{1,r}} \sum_{i=1}^{N} (t_i s_i^r)^{\xi_{1,r}} = (1 - p_0)^{\xi_{1,r}} < 1.
\]
This implies that \( \xi_{1,r} > \xi_{2,r} \) and (3.17) follows from Theorem 1.2 (a).
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