Investigation of Focusing Wave Properties in a Numerical Wave Tank with a Fully Nonlinear Potential Flow Model
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Abstract: Nonlinear wave interactions and superpositions among the different wave components and wave groups in a random sea sometimes produce rogue waves with extremely large wave heights that appear unexpectedly. A good understanding of the generation and evolution of such extreme wave events is of great importance for the analysis of wave forces on marine structures. A fully nonlinear potential flow (FNPF) model is proposed in the presented paper to investigate the different factors that influence the wave focusing location, focusing time and focusing wave height in a numerical wave tank. Those factors include wave steepness, spectrum bandwidth, wave generation method, focused wave spectrum, and wave spreading functions. The proposed model solves the Laplace equation together with the boundary conditions on a σ-coordinate grid using high-order discretisation schemes on a fully parallel computational framework. The model is validated against the focused wave experiments and thereafter used to obtain insights into the effects of the different factors. It is found that the wave steepness contributes to changing the location and time of focus significantly. Spectrum bandwidth and directional spreading affect the focusing wave height and profile, for example, a wider bandwidth and a wider directional spread lead to a lower focusing wave height. A Neumann boundary condition represents the nonlinearity of the wave groups better than a relaxation method for wave generation.
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1. Introduction

Random seas consist of many incident wave components of different amplitudes, frequencies and phases. The nonlinear interactions among them may result in extreme waves that are much higher than that expected from the sea state in the region. Such large and unexpected extreme waves can exert tremendous forces on offshore structures. Understanding the generation and evolution of such waves is important for determining the wave loads on marine structures. One of the most renowned extreme events is the ‘New Year Wave’ recorded at the Draupner platform [1] where a maximum wave height of nearly 26 m was observed in a sea state with a measured significant wave height of 12 m. Retrospectively, many efforts have been made to generate and reproduce such extreme events in both physical experiments and numerical wave tanks. Among those efforts, focused wave groups are considered an efficient method to replicate extreme wave events.

Due to the stochastic nature of the sea state and extreme events, the basis for the generation of focused waves is the irregular wave theory. Lindgren [2] presented a theoretical explanation for wave generation through empirically studying the propagation of irregular wave groups. Based on his
results, Tromans et al. [3] suggested a practical spectrum for focused wave groups. The spectrum has a shape that is proportional to the auto-correlation function of the underlying random processes. This type of compact wave spectrum was later named the NewWave model. The NewWave model is based on the linear wave theory and wave spectra such as the JONSWAP and PM spectrum can be used to generate the irregular wave components for linear superposition. The NewWave method has been successfully applied to investigate irregular large waves both in deep [4] and intermediate water depths [5]. The method has also been used for the study of directional irregular seas and three-dimensional (3D) wave focusing in spreading seas [4,6,7]. Recently, researchers have further extended the NewWave theory to coastal applications in the shallow water domain, for example, wave run-up and flow kinematics at plane beaches [8,9] and focused wave overtopping and forces on seawalls [10–14]. Another method for extreme wave generation is to use the transient wave packet approach, which has been validated during an experimental study in a wave flume [15]. The approach was later improved with increased flexibility, allowing a prediction of the wave train at any instant and location in a wave tank [16]. It was further optimised to avoid premature breaking by adjusting the high-frequency components [17]. Compared to the NewWave theory, the spectrum for the wave packet has a wider bandwidth and consists of more harmonic components of lower amplitudes relative to the focusing wave height. Consequently, a larger focusing wave height can be achieved and premature breaking is avoided.

Using different wave focusing theories, researchers have conducted many experiments to investigate different aspects of the evolution of focusing wave groups. Ning et al. [18] performed an experiment in a wave flume to study the propagation of transient focusing wave groups with a range of different steepness. It is shown that the focusing point in time and space changes with varying wave steepnesses. Clauss and Steinhagen [19] reported an experimental study on the evolution of a wave packet at the Large Wave Flume (GWK) in Hannover and demonstrated a similar finding. Sriram et al. [20] investigated the evolution of a focused wave packet in intermediate and deep water conditions using different paddle displacements for a piston-type wavemaker. The results, using second-order corrected paddle motion and linear paddle motion, were compared and it was found that the difference is more prominent for a broadband spectrum. Bai et al. [21] reported an experiment to generate focused waves in a wave flume and used the measured data for the validation of a numerical model.

Taylor and Williams [5] analyzed the data set from the WACSIS measurement program [22]. The authors paid special attention to the average shape of large crests and troughs and the vertical and horizontal asymmetry. It was shown that the NewWave theory fits the average shape of large waves well when the trough-crest asymmetry is accounted for. Buldakov et al. [23] introduced a linearized amplitude spectrum methodology following the NewWave theory to produce focused waves up to weak breaking waves in a physical wave flume. They found that the steepness of the limiting breaking wave depends strongly on the choice of the wave group spectrum. Focused wave group interaction with offshore and coastal structures and the impact forces were also investigated in several experiments [24,25]. In a 3D wave basin, Johannessen and Swan [7] performed a laboratory study on the influence of directionality on the transient focusing wave groups in a spreading sea. The experiments prove the effectiveness of the focusing wave theories and provided fundamental insights into the generation and evolution of focused waves. However, experiments were also limited by the capability of continuous measurement. Wave focusing is a transient phenomenon with a short duration, and therefore demands more dense measurements.

Many numerical models have been employed to investigate focusing wave groups. Ning et al. [18] used the local surface elevation measurements from a physical experiment to drive the numerical solution in their numerical model using a high-order boundary element method (HOBEM). Bai and Taylor [26] reported their numerical study on the diffraction of a focusing wave group around a circular cylinder using a HOBEM model with a mixed Eulerian–Lagrangian approach. A similar approach has been discussed in detail by Grilli et al. [27] and used for the modeling of different 3D
focusing wave groups [28]. Other studies on the 3D energy focusing in a spreading sea have also been performed following the BEM approach [29,30]. However, the BEM approaches generally involve mathematical expressions that make them less flexible for handling complex boundaries. Wu and Taylor [31] suggested that a finite element method requires less memory than a BEM method and is more computationally efficient as a result. Following the suggestions and formulations of Wu and Taylor [32], Clauss and Steinhagen [19] performed numerical simulations of nonlinear transient waves using a potential flow solver with a moving boundary finite element method. Good agreements were achieved in the validation process against their laboratory data.

Boussinesq-type models [33,34] can also be used for extreme sea states, especially for shallow water regions. With higher order terms for hydrodynamic pressure, Boussinesq-type models can resolve better dispersion relation in deeper wave condition [35], often with increasing risks of numerical instabilities due to higher order derivatives. The double-layer approach developed by Chazel et al. [36] reduces the order of derivatives in comparison to the traditional high-order Boussinesq models and still shows the ability of modeling deep water waves up to $kh = 10$. Other numerical methods based on fast Fourier transforms (FFT) are also explored for a further increase in computational efficiency. A fully-nonlinear spectral model was applied systematically for simulating the focusing of directionally spread surface water waves in 3D [6,37,38]. The model is based on a Neumann operator similar to the G-operator [39] and only the velocity potential at the free surface is needed for the solution. Both the free surface elevation $\eta$ and velocity potential $\Phi$ are represented by a Fourier series and are advanced in time. The model is computationally efficient, as necessary spatial derivatives can be calculated rapidly using the FFT. However, the periodicity assumption is necessary to ensure that the spatial derivatives can be evaluated rapidly using FFT and this requirement is not necessarily physically realistic.

Similarly, a high-order spectral (HOS) model was described and used in the simulation of 2D and 3D focused wave groups [40–42]. The spectral based methods are generally effective but also require certain criteria for the boundary conditions. Another approach is to solve the Laplace equation directly. Bingham and Zhang [43] used a finite difference scheme for solving the Laplace equation and recommended using a stretched grid that is clustered towards the free surface in the vertical direction. Based on the research, Engsig-Karup and Bingham [44] introduced a general purpose fully nonlinear potential flow model OceanWave3D for wave propagation over varying bottoms with no water depth limits. The model uses a curvilinear grid in the horizontal plane for irregular boundaries. This approach requires sophisticated grid treatment when the boundary geometry becomes complicated. Efforts have been made to combine the usage of finite difference methods and spectral methods. Yates and Benoit [45] compared a spectral approach with a finite difference approach in the vertical direction and found that the spectral approach is more accurate and efficient in one-dimensional tests. Based on that, Raoult et al. [46] and Zhang et al. [47] introduced the model Whisper3D that combines a finite difference scheme in the horizontal direction with a spectral approach in the vertical with a Chebyshev polynomial.

Clamond and Grue [48] and Fructus et al. [49] introduced another approach to evaluate the Dirichlet to Neumann operator, where the global terms of the operator are computed using FFT and the local terms are evaluated by numerical integration. However, the model also limits itself to periodic boundary conditions [49] as many others that rely on FFT. The coupled-mode Hamiltonian approach of Belibassakis and Athanassoulis [50] and Athanassoulis et al. [51] also shows a good representation of non-linear high waves over varying bottoms in finite depth. For example, Athanassoulis et al. [51] studied a focused wave evolution over both a constant finite water depth and a sloping bottom. The model has an efficient treatment of the bottom boundary and is most suitable for shallow to intermediate water depth simulations. In a recent development, a spectral element method (SEM) is used for the study of focused wave groups [52]. The aforementioned numerical models are all based on potential flow theory and represent the free surface with a single-value and therefore cannot represent overturning breaking waves.
For an accurate representation of overturning breaking waves, computational fluid dynamic (CFD) models are usually needed. Efforts to model the steep near-breaking focused wave group using a finite volume method (FVM) and a volume of fluid (VOF) technique for the free surface have been reported \cite{21,53,54}. Westphalen et al. \cite{55} compared the focused wave impact forces modeled by Navier–Stokes solvers with FVM and with a control-volume finite element method (CV-FE). To accurately capture the overturning breaker, the finite difference CFD model REEF3D::CFD \cite{56} has been used for extreme wave generation. With this model, focused breaking wave impact on structures is investigated with transient wave packets \cite{57,58} and the NewWave theory \cite{59,60}. A level-set method is used to capture the free surface and overturning breakers are well represented. The modeled free surface elevations and impact loads are validated against experimental measurements and good agreement is achieved. CFD methods generally require high spatial resolution and present high demands on computational power. To reduce the computational cost associated with the CFD simulations, a one-way coupling between a CFD model and a fully nonlinear potential flow (FNPF) solver was presented by Paulsen et al. \cite{61} to study focusing wave groups. In this approach, the wave propagation is modeled rapidly in the FNPF domain and the breaking wave is resolved in a smaller CFD domain. However, special attention is needed for the coupling error at the boundaries of information exchange.

The presented paper attempts to offer insights into the different numerical configurations and aspects that influence the generation and evolution of non-breaking focused wave groups in a comprehensive manner. The work focuses on the time domain analysis and the geometric study of focusing wave groups. The changes of focusing time, focusing location, wave height and wave profile of the focused waves due to the effects of the wave generation method, bandwidth, wave nonlinearity, choice of focusing wave spectrum and wave spreading are investigated in detail. After examining the existing numerical approaches, a fully nonlinear potential flow model with a flexible boundary treatment is considered as a reliable and efficient alternative for non-breaking nonlinear steep focusing waves.

Therefore, the paper proposes a new FNPF model for this investigation. Compared to the boundary integral method and the spectral-based method, the proposed FNPF model solves the Laplace equation on a $\sigma$-coordinate with a finite difference method. The model is developed as a part of the open-source hydrodynamic code REEF3D.

The code uses high-order discretization schemes in space and time and provides fully parallel computation using a message passing interface (MPI). The code has been widely used for various hydrodynamic studies, for example, wave interactions with surface piercing cylinders \cite{62,63}, extreme wave generation \cite{58}, free falling objects into water \cite{64}, local scour around a pipeline \cite{65}, and new developments of a non-hydrostatic Navier–Stokes solver \cite{66}. The proposed potential flow model REEF3D::FNPF inherits the high-order schemes and parallel computation from the REEF3D framework. In comparison to the CFD solvers, the presented model is much less computationally demanding and therefore is ideal for the time domain analyses of different factors. For example, in order to obtain the same accuracy for the simulation of the wave propagation over a submerged bar \cite{67}, a CFD simulation takes 17 h while the FNPF solver takes only 54 s in the work presented by Bih\ et al. \cite{68}.

The structure for the presented work is arranged as follows: First, the mathematical model and numerical methods are presented. The model is then validated against the experimental data using a wave packet input \cite{19}. A detailed time domain analysis is applied to identify the real focusing point and further studies are performed using different wave steepnesses and wave generation methods. Next, the model is validated against the experiments performed by Ning et al. \cite{18} using the NewWave theory input. Similarly, the effect of wave generation method and wave steepness are investigated. In addition, various bandwidths of the input JONSWAP spectrum are used to obtain a better understanding of the frequency bandwidth effect. Finally, a 3D focusing wave in a directional sea is simulated and the effects of the directional spreading function on the focused wave evolution in the longitudinal and transverse direction are studied. With high efficiency and accuracy, the proposed
model is able to offer insights into 2D and 3D wave groups and from low steepness wave groups up to near-breaking. The effects of the different factors are helpful for future configurations of numerical wave tanks and physical experiments when studying focused wave groups.

2. Numerical Model

2.1. Governing Equations

The governing equation for the proposed fully nonlinear potential flow model is the Laplace equation:

$$\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} + \frac{\partial^2 \phi}{\partial z^2} = 0. \quad (1)$$

Boundary conditions are required in order to solve for the velocity potential \( \phi \) from this elliptic equation, especially at the free surface and at the bed. The fluid particles at the free surface should remain at the surface where the pressure in the fluid should be equal to the atmospheric pressure. These conditions must be fulfilled at all times and they form the kinematic and dynamic boundary conditions at the free surface respectively:

$$\frac{\partial \eta}{\partial t} = - \frac{\partial \eta}{\partial x} \frac{\partial \tilde{\phi}}{\partial x} - \frac{\partial \eta}{\partial y} \frac{\partial \tilde{\phi}}{\partial y} + \tilde{w} \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right), \quad (2)$$

$$\frac{\partial \tilde{\phi}}{\partial t} = - \frac{1}{2} \left( \left( \frac{\partial \phi}{\partial x} \right)^2 + \left( \frac{\partial \phi}{\partial y} \right)^2 - \tilde{w}^2 \left( 1 + \left( \frac{\partial \eta}{\partial x} \right)^2 + \left( \frac{\partial \eta}{\partial y} \right)^2 \right) \right) - g \eta \quad (3)$$

where \( \eta \) is the free surface elevation, \( \tilde{\phi} = \phi(x, \eta, t) \) is the velocity potential at the free surface, \( x = (x, y) \) represents the location at the horizontal plane, and \( \tilde{w} \) is the vertical velocity at the free surface.

At the bottom, the component of the velocity normal to the bottom must be zero at all times since the fluid particle cannot penetrate the solid boundary. This gives the bottom boundary condition:

$$\frac{\partial \phi}{\partial z} + h \frac{\partial \phi}{\partial x} + h \frac{\partial \phi}{\partial y} = 0, \quad z = -h \quad (4)$$

where \( h = h(x) \) is the water depth measured from the still water level to the seabed.

The Laplace equation, together with the boundary conditions are solved with a finite difference method on a \( \sigma \)-coordinate system. The \( \sigma \)-coordinate system follows the water depth changes and offers flexibility for irregular boundaries. The transformation from a Cartesian grid to a \( \sigma \)-coordinate is expressed as follows:

$$\sigma = \frac{z + h(x)}{\eta(x, t) + h(x)}. \quad (5)$$

In the model, the vertical coordinates also follow a stretching function so that the grid becomes denser close to the free surface:

$$\sigma_i = \frac{\sinh(-\alpha) - \sinh \left( \alpha \left( \frac{i}{N_z} - 1 \right) \right)}{\sinh(-\alpha)}, \quad (6)$$

where \( \alpha \) is the stretching factor and \( i \) and \( N_z \) stand for the index of the grid point and the total number of cells in the vertical direction.
The velocity potential after the $\sigma$-coordinate transformation is denoted as $\Phi$. The boundary conditions and the governing equation in the $\sigma$-coordinate are then written in the following format:

$$\Phi = \tilde{\Phi}, \quad \sigma = 1; (7)$$

$$\frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial y^2} + \left(\frac{\partial^2 \sigma}{\partial x^2} + \frac{\partial^2 \sigma}{\partial y^2}\right) \frac{\partial \Phi}{\partial \sigma} + 2 \left(\frac{\partial \sigma}{\partial x} \frac{\partial}{\partial x} \left(\frac{\partial \Phi}{\partial \sigma}\right) + \frac{\partial \sigma}{\partial y} \frac{\partial}{\partial y} \left(\frac{\partial \Phi}{\partial \sigma}\right)\right) \frac{\partial \Phi}{\partial \sigma} + \left(\frac{\partial \sigma}{\partial x} \frac{\partial}{\partial x} \left(\frac{\partial \Phi}{\partial \sigma}\right) + \frac{\partial \sigma}{\partial y} \frac{\partial}{\partial y} \left(\frac{\partial \Phi}{\partial \sigma}\right)\right) \frac{\partial \Phi}{\partial \sigma} = 0, \quad 0 \leq \sigma < 1; (8)$$

$$\left(\frac{\partial \sigma}{\partial x} + \frac{\partial h \sigma}{\partial x} \frac{\partial \Phi}{\partial y} \frac{\partial}{\partial y} \frac{\partial \Phi}{\partial \sigma} + \frac{\partial h \Phi}{\partial \sigma} \frac{\partial}{\partial x} + \frac{\partial h \Phi}{\partial \sigma} \frac{\partial}{\partial x} + \frac{\partial h \Phi}{\partial \sigma} \frac{\partial}{\partial \sigma} = 0, \quad \sigma = 0. (9)$$

Once the velocity potential $\Phi$ is obtained in the $\sigma$-domain, the velocities can be calculated as follows:

$$u(x, z) = \frac{\partial \Phi(x, z)}{\partial x} = \frac{\partial \Phi(x, \sigma)}{\partial x} + \frac{\partial \sigma}{\partial x} \frac{\partial \Phi(x, \sigma)}{\partial \sigma}, (10)$$

$$v(x, z) = \frac{\partial \Phi(x, z)}{\partial y} = \frac{\partial \Phi(x, \sigma)}{\partial y} + \frac{\partial \sigma}{\partial y} \frac{\partial \Phi(x, \sigma)}{\partial \sigma}, (11)$$

$$w(x, z) = \frac{\partial \Phi(x, z)}{\partial z} = \frac{\partial \sigma}{\partial z} \frac{\partial \Phi(x, \sigma)}{\partial \sigma}. (12)$$

The waves are generated at the inlet using a Neumann boundary condition where the spatial derivatives of the velocity potential are defined. In this way, the velocity potential at the boundary is calculated using the desired analytical horizontal velocity:

$$\phi_{i-1} = -u(x, z, t) \Delta x + \phi_i, (13)$$

where $u(x, z, t)$ is the analytical horizontal velocity.

The numerical beach uses the relaxation method [69] to mitigate wave reflection. The relaxation function is used in the model:

$$\Gamma(\tilde{x}) = 1 - \frac{e^{(\tilde{x}^3)} - 1}{e - 1} \text{for} \quad \tilde{x} \in [0, 1]. (14)$$

where $\tilde{x}$ is scaled to the length of the relaxation zone.

The Laplace equation is discretized using second-order central differences and solved using a parallelized geometric multigrid preconditioned conjugated gradient solver provided by Hypre [70].

Insufficient grid resolution can lead to numerical diffusion which causes unphysical damping of the waves as a result. In order to achieve the balance between numerical accuracy, stability and efficiency, the convection terms at the free-surface boundary conditions are discretized with the five-order Hamilton–Jacobi version of the weighted essentially non-oscillatory (WENO) scheme [71]. The WENO discretization stencil consists of three local ENO-stencils based on the smoothness indicators. A large smoothness indicator means a non-smooth solution in a local stencil. The scheme is designed such that the local stencil with the highest smoothness is assigned the largest weight and therefore contributes the most significantly. In this way, the scheme is able to handle large gradients up to shock with good accuracy. For example, let $u_i$ represent the convective quantities, which include the $\partial \eta / \partial x$ and $\partial \Phi / \partial x$ terms in the free surface boundary conditions and let $U$ represent the stencils used in the discretisation. At the cell face $i + 1/2$, $u_{i+1/2}$ is reconstructed with the WENO procedure:

$$U_{i+1/2}^{\pm} = \omega_1^{\pm} U_{i+1/2}^{\pm} + \omega_2^{\pm} U_{i+1/2}^{2+} + \omega_3^{\pm} U_{i+1/2}^{3+}. (15)$$
$U^1$, $U^2$, and $U^3$ represent the three possible ENO stencils, and the ± sign indicates the upwind direction. For the upwind direction in the positive $i$-direction, they are:

\[
\begin{align*}
U_{i+1/2}^1 &= \frac{1}{3}u_{i-2} - \frac{7}{6}u_{i-1} + \frac{11}{6}u_i, \\
U_{i+1/2}^2 &= -\frac{1}{6}u_{i-1} + \frac{5}{6}u_i + \frac{1}{3}u_{i+1}, \\
U_{i+1/2}^3 &= \frac{1}{3}u_i + \frac{5}{6}u_{i+1} - \frac{1}{6}u_{i+2}.
\end{align*}
\] (16)

For the time treatment, a third-order accurate TVD Runge–Kutta scheme [72] is used. Adaptive time stepping is used by controlling a constant time factor as an equivalence to the CFL number:

\[
\begin{align*}
c_u &= \frac{dx}{\max(u_{\text{max}}, \sqrt{9.81 * h_{\text{max}}})}, \\
c_v &= \frac{dx}{\max(v_{\text{max}}, \sqrt{9.81 * h_{\text{max}}})}, \\
c_{\text{tot}} &= \min(c_u, c_v), \\
dt &= c_{\text{tot}} / \text{CFL}.
\end{align*}
\] (17)

where $u_{\text{max}}, v_{\text{max}}$ are the maximum particle velocities in $x$ and $y$ directions, and $h_{\text{max}}$ is the maximum water depth.

The model is fully parallelized following the domain decomposition strategy where ghost cells are used to exchange information between adjacent domains. These ghost cells are updated with the values from the neighboring processors via a message passing interface (MPI).

2.2. Focused Wave Generation

The focusing irregular wave generation is achieved by a linear superposition of a finite number of individual regular wave components with different amplitudes, frequencies, and phases. The phase of each wave component is adjusted so that the wave components focus at the pre-defined focusing time and focusing location. The first-order free surface $\eta^{(1)}$ is defined as

\[
\eta^{(1)} = \sum_{i=1}^{N} A_i \cos \alpha_i
\] (18)

where $A_i$ is the amplitude of each wave component and $\alpha_i$ is the phase of each component, which is defined as

\[
\theta_i = k_i x - \omega_i t - \epsilon_i
\] (19)

where $\omega_i$ is the angular frequency, $k_i$ is the wave number and $\epsilon_i$ is the phase angle of each component. For irregular waves, the phases are randomly distributed with a uniform probability distribution function over the $[-\pi, \pi]$ range. In the case of focused waves, $\epsilon_i$ is designed so that each individual wave focuses at a specified time $t_F$ and location $x_F$:

\[
\epsilon_i = k_i x_F - \omega_i t_F.
\] (20)

In the case of a 3D focusing wave group, the propagation angle is also included in the phase adjustment:

\[
\epsilon_i = k_i x_F \cos(\beta_i) + k_i y_F \sin(\beta_i) - \omega_i t_F.
\] (21)
The amplitude of the individual wave components are calculated based on the different methods for the focused waves. The wave packet generation uses a dimensionless amplitude spectrum of the form \[73\]:

\[
\left| A' (\omega) \right| = \frac{27 (\omega - \omega_{beg}) (\omega - \omega_{end})^2}{4 (\omega_{end} - \omega_{beg})^3}.
\]  

(22)

Here, \( \omega \) is the angular frequency and the subscripts \( \text{beg} \) and \( \text{end} \) define the frequency range for the Fourier spectrum. The absolute magnitude of the resulting wave amplitude \( A' \) does not represent the given focused wave input at this point, therefore a scaling factor \( f \) is calculated:

\[
f = \frac{A_F}{\sum_{i=1}^{N} A'_i}.
\]  

(23)

Then the amplitudes of the harmonic components can be calculated as:

\[ A_i = f A'_i. \]  

(24)

When using the NewWave theory, a JONSWAP spectrum is used to describe the distribution of the wave energy as a function of the angular frequency \( \omega \). The required significant wave height \( H_s \), the peak angular frequency \( \omega_p \), and the number of components \( N \) are given as input values to the JONSWAP spectrum \[74\]:

\[
S (\omega) = \frac{5}{16} H_s^2 \omega_p^4 \omega_i^{-5} \exp \left( -\frac{5}{4} \left( \frac{\omega_i}{\omega_p} \right)^4 \right) \frac{\exp \left( \frac{-(\omega - \omega_p)^2}{2\sigma^2 \omega_p^2} \right)}{\gamma A_\gamma} \]  

(25)

where the peak-shape parameter \( \gamma = 3.3 \) and the spectral width parameter \( \sigma \) is 0.07 for \( \omega_i \leq \omega_p \) and 0.09 for \( \omega_i > \omega_p \). The normalising factor \( A_\gamma = 1 - 0.287 \ln(\gamma) \).

The Pierson–Neumann–James (PNJ) directional spreading function \[75\] is used to describe the directionality in the wave field:

\[
G (\beta) = \begin{cases} 
\frac{2}{\pi} \cos^n (\beta_j - \overline{\beta}) & \text{if } |\beta_j - \overline{\beta}| < \frac{\pi}{2} \\
0 & \text{else.} 
\end{cases}
\]  

(26)

where \( \overline{\beta} \) is the principal direction representing the major energy propagation direction, and \( \beta_j \) is the direction of each incident wave component measured counterclockwise from the principal. The shape parameter \( n \) is subject to change in order to study the effect of different angular spreading properties.

By multiplying Equations (25) and (26), the directional spectrum is obtained. An equal energy method is used to discretize the frequency spectrum and the spreading function to prevent phase-locking in the directional wave field and ensure ergodicity \[76,77\]. With the equal energy method, the amplitude of each wave component can be expressed in terms of the wave spectrum \( S_i (\omega) \) and the amplitude at the focus point \( A_F \):

\[
A_i = A_F \frac{S_i (\omega) \Delta \omega}{\sum_{i=1}^{N} S_i (\omega) \Delta \omega}.
\]  

(27)

Following the first-order wave theory, the particle velocities \( u^{(1)}, v^{(1)} \) and \( w^{(1)} \) are defined as the sum of individual wave components
With increasing wave steepness, it is necessary to take the second-order effects into account. In the presented study, the second-order component is added to the first-order component of the free surface elevation, velocity potential and the particle velocities.

\begin{align*}
\eta^{(1)} &= \sum_{i=1}^{N} A_i \omega_i \frac{\cosh (k_i (z + h))}{\sinh (k_i h)} \cos \theta_i, \\
\phi^{(1)} &= \sum_{i=1}^{N} A_i \omega_i \frac{\cosh (k_i (z + h))}{\sinh (k_i h)} \sin \theta_i, \\
w^{(1)} &= \sum_{i=1}^{N} A_i \omega_i \frac{\sinh (k_i (z + h))}{\sinh (k_i h)} \sin \theta_i.
\end{align*}

In the presented model, the second-order wave components are implemented following the formulations presented in [18] using second-order irregular wave theory [78].

3. Results and Discussion

The proposed model is first validated against two experiments with a wave packet spectrum and NewWave theory respectively. The differences between the numerical and experimental data are analyzed and the advantages of the numerical simulations are discussed. Then, different wave generation methods, wave steepnesses, frequency bandwidths, and wave spreading are investigated with the numerical tool.

3.1. Validation of the Focused Wave Group Generation in the Numerical Wave Tank (NWT)

The focused irregular wave group is generated with the wave packet method and the numerical results are compared with the experimental data measured in the Large Wave Flume (GWK), Hannover, Germany [19]. The physical wave tank in the experiments is 300 m long with a constant water depth of \( h = 4.01 \) m. A piston-type wavemaker is used to generate the wave packet that focuses at the designated location at \( x_F = 126.21 \) m and time at \( t_F = 103 \) s. Following the experimental setup, a 2D numerical wave tank (NWT) 250 m long with a water depth of \( h = 4.01 \) m is used in the numerical test. A Neumann boundary is used at the inlet of the NWT to generate the wave packet that focuses at \( x_F = 126.21 \) m and \( t_F = 103 \) s. A 50 m long numerical beach is located at the outlet to absorb the wave energy. A linear wavemaker theory is used in the experiment [19], therefore a first-order focused wave theory is used in the numerical wave tank. The free surface elevations are measured at \( x = 3.59 \) m, 90.30 m and 126.21 m in both the physical and the numerical wave tank. The grid convergence study is shown in Figure 1. The time series at the focusing location and the wave profiles at the focusing time are nearly identical when a further grid refinement is made from \( dx = 0.25 \) m to \( dx = 0.167 \) m in the horizontal direction. Therefore, the grid size of \( dx = 0.25 \) m is considered sufficient for the simulation. A vertical grid convergence study with the \( \sigma \)-coordinate arrangement is also shown in Figure 2. With more than 10 cells, the focused wave shape, focusing time and focused wave crest height are nearly identical. It is therefore concluded that 10 cells in the water depth are sufficient to capture the extreme event accurately. Ning et al. [18] captured the focused wave shape in their NWT with only 16 frequency components due to the transient nature of the focusing event. In this study, the free surface time series with different numbers of frequency components are also compared in Figure 3. At the wave focusing event, 25 wave components appear to be sufficient to
capture the focusing crest geometry very well as shown in Figure 3a. However, away from the crest, 50 components are needed to achieve convergence in the time domain. With a grid size of 0.25 m in the horizontal direction, 10 cells in the vertical direction and 50 wave components, a 180 s simulation takes 553 s on a Mac pro with with two Intel Xeon E5 processors (2.7 GHz). The simulated results are compared to the experimental observations in Figure 4. A favourable match is achieved at all wave probes. At the focusing point, the absolute difference between the simulated and measured wave peak height $|H_{F_{\text{sim}}} - H_{F_{\text{exp}}}|$ is divided by the measured wave peak height $H_{F_{\text{exp}}}$ to quantify the relative numerical error, which is found to be limited to 4.5%.

![Figure 1](image1.png)

**Figure 1.** Grid convergence study of the focusing wave group generated using a wave packet method. (a) Comparison of time series at the designated focusing location with different grid sizes. The time series are also compared to the measurements. (b) Comparison of wave profiles at the designated focusing time with different grid sizes. Four grid sizes are investigated: $dx = 0.167$ m, 0.25 m, 0.5 m and 1.0 m. 10 vertical cells are used in the study.

![Figure 2](image2.png)

**Figure 2.** The grid convergence study of the vertical grid resolution in a $\sigma$-coordinate arrangement for the focusing wave group generated using a wave packet method.

![Figure 3](image3.png)

**Figure 3.** Convergence study for the number of frequency components for the generation of the focused wave group using the wave packet approach, (a) time series near the focusing event with a different number of frequency components, (b) time series away from the focusing event with a different number of frequency components.
Figure 4. Comparison of the wave elevation time series at the three wave probes between the numerical wave tank and the experiment for the wave packet study. (d.) The close-up view of the wave profile near the focusing region.

The velocity potential, the vertical velocities at the focusing point and the grid are shown in Figure 5a,b. It is seen that the $\sigma$-grid follows the free surface well at the focusing peak with a sharp curvature. The velocity potential and the velocity field inside the water volume are also presented and the vertical velocity distribution for the intermediate water depth is demonstrated. The evolution of the wave packet and its vertical velocities are shown in Figure 6 for the sampled time frames $t = 59.5\, s, 103.0\, s$ and $126.0\, s$. At $t = 59.5\, s$, the wave packet propagates from the wave generating Neumann boundary with shorter waves leading the wave train and the trailing longer waves. At $t = 103.0\, s$, all the wave components propagate to the focusing location at the same time, creating an amplified single peak with high velocities. At $t = 126.0\, s$, the longer wave components surpass the shorter waves and the single peak decomposes into several smaller components of different frequencies.

Figure 5. Flow information and $\sigma$-grid near the focusing event, (a) velocity potential in the water volume, (b) the vertical velocity component in the water volume.
In spite of the agreement between the experimental and numerical results, the asymmetry of the time series at the focusing location indicates that the real focusing event might not happen at the measured location in the experiment, i.e., not all the wave components superimpose simultaneously at the designated point. As can be observed in Figure 1a, both the simulated and physically measured focused wave at the designated focusing location at \( x = 126.21 \) m take place slightly ahead of the designated focusing time \( t = 103 \) s. In addition, at the designated focusing time, the waves in the numerical wave tank focus at \( x = 127.5 \) m, 1.29 m after the designated focusing location. These discrepancies indicate that there is a possibility that the real focusing event is delayed in comparison to the designated focusing location and time. Since it is challenging to perform a continuous measurement at very fine spatial intervals in the experiment, it is likely that there are no wave probes located at the real focusing point in the experiment. With the flexibility of the NWT, the spatial wave profiles along the longitudinal direction of the wave tank are plotted in one graph with a small interval of 0.06 s near \( t = 103.0 \) s as shown in Figure 7.
As can be seen from Figure 7, the highest peak appears at the location \( x = 129.38 \) m, reaching 0.8845 m, 8.5% higher than the measured peak in the experiment. It indicates that the real focusing location is \( x = 129.38 \) m, 3.17 m after the designated focusing location, and the corresponding focus time is \( t = 103.4 \) s, 0.4 s after the designated focusing time. This finding is also illustrated in the time domain, as shown in Figure 8.

Previous research on focusing waves also found that the focusing time and location is delayed with increasing nonlinearity [79]. A detailed discussion on the influence of nonlinearity on the focusing wave group in time and space is presented in Section 3.2.

The input wave packet is a strictly defined wave train with a very specific spectrum. To investigate a more general wave focusing mechanism, the widely used NewWave theory [2,3] is also implemented in the proposed model. The numerical results are validated against the experiments performed by Ning et al. [18]. The experiments were conducted at the Dalian University of Technology in a wave flume 69 m long and 3 m wide. A constant water depth of 0.5 m is used during the tests. A 4 m region of foam is located at the outlet of the tank to reduce wave reflections. The experimental setup has been modified by [60] considering the computational convenience. The equivalence of the modified NWT to the original experimental setup has been demonstrated in [60]. The current study adopts the modified configuration of the NWT in a two-dimensional arrangement by removing the transverse dimension. Two of the physical tests are used for the validation in the study, the input wave conditions are summarized in Table 1. The Neumann boundary condition is used for the wave generation. The input wave in case NING 1 has a more linear behaviour, while the input wave in NING3 is expected to show more nonlinearity with higher steepness. As described by Ning et al. [18], a second-order wave theory is implemented in the wave generation to account for higher nonlinearity.
Table 1. The focusing wave inputs and the real focusing properties for the validation cases.

| Case No. | $T_p$ (s) | $A_F$ (m) | $x_F$ (m) | $t_F$ (s) | $x_{Fr}$ (m) | $t_{Fr}$ (s) |
|----------|-----------|-----------|-----------|-----------|---------------|--------------|
| NING 1   | 1.20      | 0.0313    | 7.5       | 10.0      | 7.5           | 10.0         |
| NING3    | 1.25      | 0.0875    | 7.2       | 10.0      | 8.475         | 10.7         |

To begin with, the grid convergence studies in the x-direction are performed for both NING1 and NING3, which are shown in Figures 9 and 10. Since the numerical wave tank length and the designated focusing location are modified from the original experiment, the experimental time series are shifted 0.6 s and 0.2 s respectively for the NING1 and NING3 cases to match the numerical focusing time in the numerical wave tank. These shifts are kept constant in all following comparisons. For both cases, further refinements of the horizontal grid from $dx = 0.05$ m to $dx = 0.025$ m do not improve the results further and the time series with both grid sizes match well with the experimental measurements. The location, time and crest height at focusing and the wave group shape adjacent to the focused crest are almost identical between the experimental and numerical results with the grid size of $dx = 0.05$ m. Consequently, the horizontal grid size of $dx = 0.05$ m is used in all the following simulations. In the vertical direction, the grid convergence study is shown in Figure 11. As can be seen in these two plots, the vertical grid resolution has a low influence on the accuracy of the model and a resolution of ten cells is found to be sufficient for both cases. As reported by Ning et al. [18], 20 frequency components are seen to be sufficient for all the tested wave conditions. To confirm this finding with the proposed model, the time series using different numbers of frequency components are compared at the focusing location in Figure 12. It is seen that 20 components are sufficient to capture the focusing wave group shape. All the following results are obtained with $dx = 0.05$ m in the horizontal plane, 10 cells in the vertical direction and 20 wave components for the irregular wave generation. The simulation time for the case NING1 is 20 s and it takes 37 s to finish the simulation with two Intel Xeon E5 processors (2.7 GHz) on a Mac Pro. On the same computer, the 32 s simulation for the case NING3 takes 76 s.

Figure 9. Grid convergence study in the x-direction for the case NING1, where four grid sizes are tested $dx = 0.025, 0.05, 0.1$ and $0.2$ m. Ten vertical cells are used in the study. (a) The time series at the focusing location $x = 7.5$ m, (b) the spatial wave profiles at the focusing time $t = 10.0$ s.
Figure 10. Grid convergence study in the x-direction for the case NING3, where four grid sizes are tested \( dx = 0.025, 0.05, 0.1 \) and 0.2 m. Ten vertical cells are used in the study. (a) The time series at the focusing location \( x = 8.475 \) m, (b) the spatial wave profiles at the focusing location \( t = 10.7 \) s.

Figure 11. Grid convergence study in the z-direction, (a) the time series at the focusing location \( x = 7.5 \) m for case NING1, (b) the time series at the focusing location \( x = 8.475 \) m for case NING3. The tested numbers of grid in the vertical direction are \( N_z = 5, 10, 20 \) and 40.

Figure 12. Convergence study of the number of frequency components, (a) the time series at the focusing location \( x = 7.5 \) m for case NING1, (b) the time series at the focusing location \( x = 8.475 \) m for case NING3. The tested numbers of frequency components are \( N = 10, 15, 20, 100 \) and 500.

For the first case NING1, the wave focuses at nearly the exact designated focusing time at \( t = 10 \) s both in the experiment and the numerical simulation, as shown in Figure 9a. Correspondingly, the focusing location is found to be also nearly as designated at \( x = 7.5 \) m, as shown in Figure 9b. However, with a higher wave steepness and consequently stronger nonlinearity, both the focusing time and the focusing location are delayed for the case NING3. These observations are again confirmed.
by both the experiment and the simulations. In the case NING3, the wave group actually focuses at \(x = 8.475\) m instead of focusing at \(x = 7.2\) m, as designated. The numerical wave tank is able to provide a continuous output of the wave evolution at close time intervals. By plotting the wave profiles along the tank together at a time interval of 0.06 s near \(t = 10.7\) s in Figure 13, one can clearly observe the real focusing location marked in red in comparison to the designated focusing location marked in blue. Similarly, the focusing time is delayed to \(t = 10.7\) s rather than \(t = 10.0\) s. The difference in the focusing location and time is mainly due to the nonlinear wave-wave interaction in the process of the wave group evolution. With stronger nonlinearity in NING3 case, the effect becomes more prominent. To demonstrate the evolution of the two different wave groups, the vertical velocity in the flow field for the two cases are illustrated in Figure 14. The focusing amplitude is much higher and the wave profile is much narrower with the steeper wave in NING3 in comparison to NING1. The difference in the focusing location is also visible when the two simulations are laid side by side. The vertical velocity magnitude of steeper waves is comparatively higher. This finding of the shifted focusing point due to nonlinear wave-wave interaction confirms the previous research reported by [6,18,55,79].

![Figure 13](image)

**Figure 13.** The wave profiles along the longitudinal direction of the wave tank are plotted in one graph at an interval of 0.06 s near \(t = 10.7\) s for the simulation case NING3. The red dash-dot line indicates the real focusing location in the NWT at \(x = 8.475\) m. The blue dash-dot line indicates the designated focusing location at \(x = 7.2\) m. The red curve is the wave profile at the real focusing time.

### 3.2. Effects of Nonlinearity

As found in the previous section, nonlinearity has a strong impact on the focused wave group evolution in time and space. In order to investigate the effect of wave nonlinearity, four wave groups with varying wave steepness are generated with the wave packet method, as shown in Table 2. The NWT configurations and designated focusing locations and times are the same as in the experiment shown in Section 3.1. The wave length \(L_p\) is calculated based on linear wave theory with the corresponding peak period \(T_p\). The wave steepness is then defined as \(\epsilon_p = k_p A_F\), where \(A_F\) is the input value for the focusing amplitude, and \(k_p = 2\pi/L_p\) is the corresponding wave number at the peak period.

| Case No. | \(A_F\) (m) | \(T_p\) (s) | \(L_p\) (m) | \(\epsilon_p\) | \(\Delta x_F\) (m) | \(\Delta t_F\) (s) |
|----------|--------------|--------------|-------------|---------------|-------------------|-------------------|
| Case PK1 | 0.25         | 4.20         | 24.32       | 0.0646        | 0.00              | 0.00              |
| Case PK2 | 0.50         | 4.20         | 24.32       | 0.1292        | 0.09              | 0.05              |
| Case PK3 | 1.00         | 4.20         | 24.32       | 0.2584        | 0.54              | 0.15              |
| Case PK4 | 1.50         | 4.20         | 24.32       | 0.3875        | 1.29              | 0.31              |
Figure 14. The vertical velocity in the wave fields at the focusing time, (a) for the simulation case NING1 with a less steep input wave, (b) for the simulation case NING3 with a more steep input wave. The black vertical dashed line in (a) indicates the location of the focused wave crest in the case NING1, and the red vertical dashed line in (b) indicates the location of the focused wave crest in the case NING3. The black dashed line in (a) is extended to (b), and the red dashed line in (b) is extended to (a) so that the horizontal distance between the focused wave crests in the two cases is straightforwardly observable.

The wave profiles in the longitudinal direction at the designated focusing time \( t = 103 \) s in the four cases are compared in Figure 15a. The time series at the designated focusing location \( x = 126.21 \) m in the four cases are compared in Figure 15b. As can be seen from the figure, stronger asymmetries are observed with steeper waves at the designated focusing time and location, indicating that the wave is not really focused at this location. As can be seen further in Figure 16a,b, the wave profiles and time series are more symmetric at their respective real focus locations and time. It is also seen that the focusing location and focusing time of the simulated waves approach the designed values for lower wave steepness. For example, the simulated focusing location and time are almost identical with the designed input at the wave steepness \( \epsilon_p = 0.0646 \), as shown in Figure 17. The spatial and temporal differences at the designated focusing points are listed in Table 2. The relative differences in time and space are then defined as \( \delta x_F = \Delta x_F / L_p \) and \( \delta t_F = \Delta t_F / L_p \). The general trend of increasing relative differences with increasing wave steepness is further demonstrated in Figure 18. The finding confirms the previous investigations and justifies the differences between the measured and real focusing point in the experiment of Clauss and Steinhagen [19].
Figure 15. Comparison of the wave surface elevations at the designated focusing time and location with four different wave steepnesses, (a) the wave profiles in the longitudinal direction at $t = 103$ s, (b) the time series at $x = 126.21$ m.

Figure 16. Comparison of the wave surface elevations at the respective real focusing time and location with four different wave steepnesses, (a) the wave profiles in the longitudinal direction, (b) the time series at the respective real focusing location.

Figure 17. The wave profiles along the longitudinal direction of the wave tank with the wave steepness $\epsilon_p = 0.0646$ are plotted in one graph at an interval of 0.06 s near $t = 103.0$ s. The red dash-dot line indicates the real focusing location in the NWT at $x = 126.21$ m, which aligns with the designated focusing locations.

Figure 18. The relative spatial differences in focusing location $\delta x_F$ and temporal differences in focusing time $\delta t_F$ in relation to wave steepness in the simulation with the wave packet.

Similarly, the influence of wave steepness on the focusing location and focusing time is also investigated with the NewWave theory. The designated input wave parameters are listed in Table 3. While keeping the same peak period, the focusing wave amplitude increases consistently. The time series at the respective focusing location and the wave profiles at the respective focusing time are
plotted in Figure 19. It is seen that the differences between the real and designated focusing location
and focusing time increase monotonically with increasing steepnesses. This finding agrees with the
previous observations with the wave packet in the previous section. The absolute differences of
focusing time and focusing location for each case are also listed in Table 3 and the relative differences
are plotted in Figure 20. It is shown that there are almost no differences in the first two cases with
lower steepnesses. As larger waves evolve, the focusing location and focusing time of the wave group
shift downstream due to the highly nonlinear wave-wave interactions. After a certain threshold,
the differences start to increase dramatically following a near-linear trend.

Table 3. The wave inputs and the absolute differences in the focusing points for the wave groups
generated using the NewWave theory with different wave steepnesses.

| Case No. | $A_F$ (m) | $T_p$ (s) | $L_p$ (m) | $\epsilon_p$ | $\triangle x_F$ (m) | $\triangle t_F$ (s) |
|----------|-----------|-----------|-----------|---------------|-------------------|------------------|
| NS1      | 0.0391    | 1.20      | 2.00      | 0.1229        | 0.000             | 0.000            |
| NS2      | 0.0470    | 1.20      | 2.00      | 0.1475        | 0.075             | 0.015            |
| NS3      | 0.0626    | 1.20      | 2.00      | 0.1967        | 0.375             | 0.165            |
| NS4      | 0.0783    | 1.20      | 2.00      | 0.2458        | 1.025             | 0.520            |

Figure 19. Comparison of wave surface elevations at the respective real focusing time and location with
four different wave steepnesses (a) the time series at respective real focusing time, (b) the comparison
of the wave profiles in the longitudinal direction at the respective real focusing locations.

Figure 20. The relative spatial differences in focusing location $\delta x_F$ and temporal differences in focusing
time $\delta t_F$ in relation to wave steepness in the simulation with the NewWave theory.

3.3. Effects of Frequency Bandwidth

Another factor influencing the properties of the focusing wave group is the frequency bandwidth.
The combined effects of the nonlinearity and bandwidth (randomness) have been investigated
previously by [80–82]. In this study, instead of focusing on the statistical properties, the authors
focus on the geometrical properties and the general shape of the evolving wave train. Since the
frequency range of a wave packet spectrum is strictly defined, the frequency bandwidth effects are
only studied with the NewWave theory. Five different bandwidths are tested with the same peak
frequency. The detailed specifications are listed in Table 4. The input wave height is the same as that
defined in NING1. The focusing wave time series and wave profiles are plotted together in Figure 21.
The focusing wave height decreases as the frequency bandwidth gets wider, the differences between
the focusing wave height in comparison to the designated wave height are also listed in Table 4. It is
seen that the focusing wave height decreases by 12% with the widest bandwidth in case NB5. However, it is also noticed that the bandwidth does not have an influence on the focusing location and time.

**Table 4.** The input wave properties with different bandwidth for the wave spectrum.

| Case No. | ω Range (rad/s) | Bandwidth (rad/s) | $H_F$ (m) | $\delta H_F$ (%) |
|----------|-----------------|-------------------|-----------|-----------------|
| NB1      | [5.02, 6.54]    | 1.52              | 0.06191   | 1.10            |
| NB2      | [4.27, 7.04]    | 2.77              | 0.06142   | 1.88            |
| NB3      | [3.77, 7.54]    | 3.77              | 0.06143   | 1.87            |
| NB4      | [2.77, 9.54]    | 6.77              | 0.05690   | 9.11            |
| NB5      | [1.77, 11.04]   | 9.27              | 0.05495   | 12.22           |

![Figure 21](image.png)

**Figure 21.** Comparison of the wave surface elevations with five different frequency bandwidths. (a) the time series at the designated focusing location $x = 7.5$ m, (b) the spatial wave profile in the longitudinal direction at the designated focusing time $t = 10$ s.

### 3.4. Effects of Wave Generation Method

The presented waves are generated using a Neumann boundary when the gradient of the velocity potential changes are defined at the wave generation boundary. Another widely used wave generation method is the relaxation method [69]. Following the configurations in the experiments, a linear irregular wave theory and a second-order wave theory are used in the relaxation zones for the simulations using the wave packet method and the NewWave theory respectively. However, in both theories, only linear dispersion is represented inside the generation zone, which might result in errors in wave phases and the location and time of the focusing point. To demonstrate the difference between the two different wave generation methods, the validation cases presented in Section 3.1 are simulated with a relaxation wave generation zone and the results are compared to the corresponding results from the Neumann boundary condition. It is seen that the two wave generation methods show similar results for waves of relative weaker nonlinearity as in Figures 22 and 23a. However, with increasing wave steepness and nonlinearity, the wave focusing properties are significantly different between the two wave generation methods, as shown in Figure 23b. The wave group generated by the relaxation method focuses earlier and overpredicts the focusing wave crest. In contrast, the waves groups generated with the Neumann method match the experiments very well.
3.5. Effects of Directional Spreading on 3D Focused Wave Group

Rogue waves are more likely to happen in a crossing sea state [83]. To study the wave-wave interaction in a 3D sea-state, the JONSWAP spectrum and the PNJ directional spreading function are used to generate a multi-directional irregular wave field. The NewWave theory is used for wave focusing. A numerical wave basin 20 m long, 20 m wide with a constant water depth of 0.5 m is used in the study. Numerical beaches of 2 m width are arranged along the side walls and at the outlet of the tank. To fully resolve the 3D wave field, an Equal Energy method is used to discretise the frequency spectrum and spreading function. In this study, 500 frequency components and 20 directions are used, i.e., 10,000 wave components in total are generated at the boundary. The wave height and peak period in NING1 are used as the input wave properties in this simulation. The designated focusing location is \((x, y) = (7.5, 10)\) m and the focusing time is set to be 35 s. The wave profiles along the x-axis and the y-axis at the designated focusing time together with the free surface elevation time series are compared with different grid sizes in Figure 24. It is found that a grid size of 0.05 m is sufficient to achieve convergence. Ten cells are used in the vertical direction, resulting in 1.76 million cells in total. With 256 processors on NOTUR’s supercomputer Fram, the 70 s simulation is finished in 5 h. The wave envelope is shown in Figure 25 by plotting the wave profile along the centre of the tank with a small time interval around \(t_F = 35\) s. It is seen that the highest peak of the wave envelope emerges at \(x = 7.5\) m, indicating that the wave group focuses at the designated location. The evolution of the 3D focusing wave field is demonstrated in Figure 26 by showing the velocity magnitude in the wave field at the chosen time frames at \(t = 30\) s, \(t = 35\) s and \(t = 40\) s. The 3D wave train forms several curved wave fronts asymmetric along the centreline of the tank and approaches the focusing point in a wedge-shape pattern in the x-y plane. At the focusing location, the wave profile along the x-axis is similar to the 2D NewWave profile as shown in Figure 24a and the wave profile along the y-axis is a single crested peak.
Figure 24. Grid convergence study for the 3D wave focusing simulation with four grid sizes $dx = 0.025$, $0.05$, $0.1$ and $0.2$ m, 10 vertical cells are used in the study. (a) Wave profile along the x-axis at $y = 10$ m and $t_F = 35$ s, (b) wave profile along the y-axis at $x = 7.5$ m and $t_F = 35$ s, (c) free surface elevation time series at $(x, y) = (7.5, 10)$ m.

Figure 25. Wave profile envelop along the x-axis at $y = 10$ m, plotted with short time intervals around $t_F = 35$ s.

Figure 26. Velocity magnitude in the 3D focusing wave field. The time frames are $t = 30$ s, $t = 35$ s and $t = 40$ s from left to right.
Different energy spreading conditions are investigated in the study with various values of the spreading parameter $n$, as shown in Equation (26). The wave profile along $y = 10.0 \text{ m}$ and $x = 7.5 \text{ m}$ are plotted in Figure 27 with different spreadings. A larger value of $n$ signifies higher energy concentration and less spreading. It is seen from Figure 27a that the focused wave height slightly decreases with stronger energy spreading. The two secondary peaks adjacent to the focused peak also follow the same trend. The directional spreading function tends to redistribute the energy in the horizontal plane more evenly and leads to smaller waves near the focusing point. Figure 27a shows the wave profile in the $y$-direction at the focusing location. The focusing peak is higher and the wave profile is wider with more energy concentration. In contrast, with stronger directional spreading, the focused peak reduces and profile becomes narrower. The investigation indicates that different spreading conditions might lead to different load scenarios for marine structures due to varying peak height and the transverse dimension of the wavefront.

![Wave profiles comparison](image)

**Figure 27.** Comparison of the wave free surface elevations with four different spreading functions, (a) comparison of the wave profiles in the longitudinal $x$-$z$ plane at $y = 10 \text{ m}$, (b) comparison of wave profiles in the transverse $y$-$z$ plane at $x = 7.5 \text{ m}$.

### 4. Conclusions

In this paper, an efficient fully-nonlinear potential flow model is introduced. The model solves the Laplace equation with a finite difference method on a $\sigma$-grid. The model employs high-order discretisation schemes in space and time which allows for larger grid sizes and time steps and ensures both the computational efficiency and accuracy. Ten vertical grids in the $\sigma$-coordinate system are usually found to be sufficient for surface wave applications. The focusing wave generated by the proposed model is validated against experiments using both the wave packet input and the NewWave theory. Favourable agreements are achieved with different wave conditions for both methods. The model is also used to create a 3D focusing wave group and the wave group focuses at the designated time and location. Further studies are performed to investigate the change of focusing location, focusing time, the geometry of the wave group and wave height in relation to the wave steepness, wave generation method, bandwidth and directional spreading. The focus of the study has been on the time domain analysis and geometry near the focusing point. The following findings are derived from the studies:

1. Wave steepness and the nonlinearity affects the wave focusing location and time significantly. As a steeper wave group evolves, both the focusing location and the focusing time are shifted downstream due to stronger nonlinear wave-wave interactions.

2. The close relation between the wave nonlinearity and the downstream shift of the focusing time and location challenges the physical test arrangement to allocate the wave probe at the exact focusing point. Instead of repeated attempts in a physical wave tank, a numerical wave model proves to be a useful tool to predict the exact real focusing time and location due to its flexibility and near-continuous output capacity.
(3) The frequency bandwidth does not have an influence on the focusing time and location but affects the focusing wave crest height. A wider bandwidth tends to reduce the focusing wave crest height.

(4) The focusing wave evolution is a very nonlinear phenomenon, the wave generation using a relaxation method does not represent the nonlinearity correctly as the wave steepness increases. Therefore, a Neumann boundary is recommended for the generation of the focusing wave group in an NWT.

(5) In a directional sea state, the directional spreading function also influences the 3D focused wave profile. In a more spreading sea, the focused wave crest height is reduced and the wave profile in the transversal plane becomes narrower.

In conclusion, the proposed FNPF model is efficient and flexible to investigate the focusing wave evolution comprehensively. The finding of the study offers insights into the numerical tank configurations for future studies on focused waves both numerically and experimentally.
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