FORMULAS FOR LYAPUNOV EXponents

ALEXANDRE T. BARAVIERA AND PEDRO DUARTE

Abstract. We derive a series summation formula for the average logarithm norm of the action of a matrix on the projective space. This formula is shown to be useful to evaluate some Lyapunov exponents of random SL-matrix cocycles, which include a special class for which H. Furstenberg had provided an explicit integral formula.

1. Introduction

Lyapunov exponents measure the rate of separation of nearby orbits in a given dynamical system. Linear cocycles form a class of dynamical systems where the study of Lyapunov exponents is an important and active subject. Roughly, a linear cocycle is a dynamical system on a vector bundle which acts linearly on fibers, over some fixed dynamics on the base of the vector bundle. In this article we shall deal with a special class of linear cocycles where the base dynamics is a Bernoulli shift equipped with a (constant factor) product measure, and the fiber is the special linear group $\text{SL}(d, \mathbb{R})$. These cocycles, that we will refer as ‘random linear cocycles’, were extensively studied by H. Furstenberg. See [8], [9], [10], [11]. More precisely, if $G$ is some matrix Lie group, like $\text{SL}(d, \mathbb{R})$, a random linear cocycle is determined by a probability measure $\mu$ on $G$ together with a map $F : G^N \times \mathbb{R}^d \to G^N \times \mathbb{R}^d$ defined by $F(g, v) = (\sigma(g), g_0 v)$, where $g$ denotes a matrix sequence $\{g_n\}_{n \in \mathbb{N}}$ and $\sigma : G^N \to G^N$ denotes the shift map $\sigma\{g_n\}_{n \in \mathbb{N}} = \{g_{n+1}\}_{n \in \mathbb{N}}$. The measure $\mu$ on $G$ determines the product Bernoulli measure $\mu^N$ on the bundle’s base $G^N$, which is shift invariant. It is always assumed in this theory that $\mu$ is ‘integrable’, which means that $\int_G \log^+ \|g\| \, d\mu(g) < +\infty$. The iterates of $F$ are given explicitly by $F^n(g, v) = (\sigma^n g, g_{n-1} \ldots g_1 g_0 v)$. From a probabilistic point of view, this random cocycle is determined by the independent and identically distributed random process $X_n : G^N \to G$, defined by $X_n(g) = g_n = X_0(\sigma^n g)$. Furstenberg and Kesten [10] have proven that the following limit, expressing the growth rate of the product random process $Y_n = X_{n-1} \ldots X_1 X_0$, always exists and is constant for $\mu$-almost every $g \in G^N$,

$$\lambda(\mu) = \lim_{n \to +\infty} \frac{1}{n} \log \|g_{n-1} \ldots g_1 g_0\| = \lim_{n \to +\infty} \frac{1}{n} \log \|Y_n(g)\| .$$
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The average growth rate \( \lambda(\mu) \) relates to the Lyapunov exponent as follows. Given \((g, v) \in G^\mathbb{N} \times \mathbb{R}^d\), the Lyapunov exponent at \( g \) along \( v \) is the limit

\[
\lambda_\mu(v) = \lim_{n \to +\infty} \frac{1}{n} \log \| g_{n-1} \ldots g_1 g_0 v \| = \lim_{n \to +\infty} \frac{1}{n} \log \| Y_n(g) v \|,
\]

which exists for every \( v \in \mathbb{R}^d - \{0\} \) and \( \mu \) almost every \( g \in G^\mathbb{N} \). Moreover, this limit is constant \( \mu \) almost everywhere and \( \lambda_\mu(v) \leq \lambda(\mu) \) for every \( v \in \mathbb{R}^d - \{0\} \), with equality for almost every \( v \in \mathbb{R}^d \). In fact, strict inequality can only occur for vectors in some \( \mu \)-invariant proper vector subspace \( V \subset \mathbb{R}^d \), i.e., one which is invariant under all matrices \( g \) in the support of \( \mu \). See theorem 3.5 of [11]. This shows that \( \lambda(\mu) \) is the largest Lyapunov exponent of the random cocycle. Furstenberg and Kifer give a nice variational characterization of all the Lyapunov spectra in [11], but we shall only deal with the largest Lyapunov exponent \( \lambda(\mu) \) here. In [9] H. Furstenberg established the following integral formula for the Lyapunov exponent

\[
\lambda(\mu) = \int_{\text{SL}(d, \mathbb{R})} \int_{\mathbb{P}^{d-1}} \log \| g x \| \, d\nu(x) \, d\mu(g),
\]

(1.1)

where \( \mathbb{P}^{d-1} \) denotes the projective space of lines in \( \mathbb{R}^d \), and \( \nu \) stands for any maximal \( \mu \)-stationary measure. A measure \( \nu \) on \( \mathbb{P}^{d-1} \) is said to be \( \mu \)-stationary if \( \mu \times \nu \) is an \( F \)-invariant measure. This amounts to say that \( \nu \) is a fixed point of the convolution operator \( P_\mu(\nu) = \mu \ast \nu = \int g_* \nu \, d\mu(g) \), induced by \( \mu \) on the space of Borel probability measures on \( \mathbb{P}^{d-1} \). A \( \mu \)-stationary measure is said to be maximal if it maximizes the left-hand-side integral in (1.1). See for instance section 3 of [11] for proofs of these facts. Furstenberg also found very general sufficient conditions for the largest Lyapunov exponent to be strictly positive. It is enough that the group \( G \) generated by the support of \( \mu \) is non compact, and no subgroup of \( G \) with finite index is reducible. A group \( G \) generated by matrices in the support of \( \mu \) is said to be reducible if there is a non trivial decomposition of \( \mathbb{R}^d \) as a direct sum of \( \mu \)-invariant subspaces of \( \mathbb{R}^d \). See theorem 8.6 in [9].

Furstenberg’s formula (1.1) indicates a way of computing Lyapunov exponents. But still a couple of problems persists.

1. To determine the \( \mu \)-stationary measures explicitly.
2. To compute the following integral numerically

\[
R_\nu(g) = \int_{\mathbb{P}^{d-1}} \log \| g x \| \, d\nu(x).
\]

(1.2)

In [9] Furstenberg solves the first problem for a special class of measures on \( \text{SL}(d, \mathbb{R}) \). See theorem 7.3 of [9]. In this paper we address the second problem mainly. First we consider the uniform Riemannian probability measure \( m \) on \( \mathbb{P}^{d-1} \) and prove in section 3 that
Theorem A  Given \( g \in \text{SL}(d, \mathbb{R}) \) with singular values \( 0 < \lambda_1 \leq \lambda_2 \leq \ldots \lambda_d \), if \( \lambda_* > \lambda_d/\sqrt{2} \) then the following series converges absolutely

\[
R_m(g) = \log \lambda_* - \sum_{r=1}^{\infty} \frac{1}{2^r} \sum_{r_1 + \ldots + r_d = r} \Theta_{r_1, \ldots, r_d}^{(d)} \left( 1 - \frac{\lambda_1^2}{\lambda_*^2} \right)^{r_1} \ldots \left( 1 - \frac{\lambda_d^2}{\lambda_*^2} \right)^{r_d},
\]

where

\[
\Theta_{r_1, \ldots, r_d}^{(d)} = \frac{r!}{r_1! \ldots r_d!} \frac{(2r_1 - 1)!! \cdots (2r_d - 1)!!}{d(d + 2) \cdots (d + 2r - 2)}. \tag{1.3}
\]

Moreover, the coefficients \( \Theta_{r_1, \ldots, r_d}^{(d)} \) form a permutation invariant probability distribution on the finite set \( \mathcal{I}_r = \{ (r_1, \ldots, r_d) \in \mathbb{N}^d : r_1 + \ldots + r_d = r \} \).

In the last section 4, we provide some applications of Theorem A. First, we give an explicit formula for the largest Lyapunov exponent of the random cocycles where Furstenberg was able to give explicit stationary measures. This formula is given in terms of the integrals \( R_m(g) \), to which we can apply Theorem A above. In a few special cases, these formulas are used in numerical computations of some Lyapunov exponents. A second motivation for proving Theorem A was the role played by the integral \( R_m(g) \) in the following conjecture. For any dimension \( d > 2 \) and every \( g \in \text{SL}(d, \mathbb{R}) \),

\[
\int_{\text{SO}(d)} \log \rho(kg) \, dk \geq R_m(g), \tag{1.4}
\]

where \( \rho \) stands for the spectral radius and \( dk \) represents integration with respect to the normalized Haar measure in the special orthogonal group \( \text{SO}(d) \). This is conjectured in [6, Question 6.6]. An analogous result is proved in [7] for the unitary group in \( \text{GL}(d, \mathbb{C}) \). Theorem A is based on the following more general result, to be proved in section 2.

Theorem B  Given a probability measure \( \nu \in \mathcal{P}(\mathbb{P}^{d-1}) \), and \( g \in \text{SL}(d, \mathbb{R}) \) with singular values \( 0 < \lambda_1 \leq \lambda_2 \leq \ldots \lambda_d \), if \( \lambda_* > \lambda_d/\sqrt{2} \) then the following series converges absolutely

\[
R_{\nu}(g) = \log \lambda_* - \sum_{r=1}^{\infty} \frac{1}{2^r} \sum_{r_1 + \ldots + r_d = r} \Theta_{r_1, \ldots, r_d}^{(d)}(k, \nu) \left( 1 - \frac{\lambda_1^2}{\lambda_*^2} \right)^{r_1} \ldots \left( 1 - \frac{\lambda_d^2}{\lambda_*^2} \right)^{r_d},
\]

where

\[
\Theta_{r_1, \ldots, r_d}^{(d)}(k, \nu) = \frac{r!}{r_1! \ldots r_d!} \int_{\mathbb{P}^{d-1}} Q_{r_1, \ldots, r_d}(k \nu(x)) \, d\nu(x),
\]

\( Q_{r_1, \ldots, r_d} : \mathbb{P}^{d-1} \to \mathbb{R} \) stands for the function \( Q_{r_1, \ldots, r_d}(x_1, \ldots, x_d) = x_1^{2r_1} \ldots x_d^{2r_d} \), and \( k \in \text{O}(d, \mathbb{R}) \) is an orthogonal matrix such that \( kg^Tkg^{-1} \) is a diagonal.

Moreover, the coefficients \( \Theta_{r_1, \ldots, r_d}(k, \nu) \) form a probability distribution on the finite set \( \mathcal{I}_r = \{ (r_1, \ldots, r_d) \in \mathbb{N}^d : r_1 + \ldots + r_d = r \} \).

Let us remark that in theorem A the coefficients \( \Theta_{r_1, \ldots, r_d}^{(d)} \):

(1) are given explicitly,
Then, combining this with theorem B, we can derive the trivial lower bound $R_4 A$. T. BARAVIERA AND P. DUARTE
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Proposition 1.

These ‘probability measure in space of Borel probability measures on $\Theta^d$, instead of the

Defining $\Theta^d \in \mathbb{P}^d$, the family of functions $Q_{r_1,\ldots,r_d} : \mathbb{P}^d \to \mathbb{R}$, with $(r_1,\ldots,r_d) \in \mathbb{N}^d$, separates points in $\mathbb{P}^d$. Hence, by Stone-Weirestrass’ theorem, the linear space spanned by these monomials is a dense subalgebra of $\mathcal{C}(\mathbb{P}^d)$. In particular, the measure $\nu$ is completely determined by the ‘momenta’ $\Theta_{r_1,\ldots,r_d}(\nu)$. If we could devise some convergent iterative scheme to approximate these ‘$\mu$-stationary momenta’, instead of the $\mu$-stationary measure $\nu$, then we would apply theorem B and get bounds on the Lyapounov exponent $R_\nu(g)$.

2. A General Formula

Given integers $r_1 \geq 0, \ldots, r_d \geq 0$, consider the function $Q_{r_1,\ldots,r_d} : \mathbb{P}^d \to \mathbb{R}$

This is a bounded function taking values between 0 and 1. Setting $r = r_1 + \ldots + r_d$, the minimum value of $Q_{r_1,\ldots,r_d}$ is 0 while the maximum value, $(r_1/r)^{r_1} \ldots (r_d/r)^{r_d}$, is attained at the projective points with coordinates $\left( \pm \sqrt{r_1/r}, \ldots, \pm \sqrt{r_d/r} \right)$. Let $\mathcal{P}(\mathbb{P}^d)$ denote the space of Borel probability measures on $\mathbb{P}^d$. Throughout this section, $\nu$ will denote any probability measure in $\mathcal{P}(\mathbb{P}^d)$.

Proposition 1. Let $A \in \text{gl}(d,\mathbb{R})$ be a symmetric matrix of the form $A = k^{-1} D k$, where $k^{-1}$ is an orthogonal matrix consisting of $A$‘s eigenvectors and $D = \text{diag}(\lambda_1,\ldots,\lambda_d)$ is the corresponding eigenvalue matrix. Then

$$
\int_{\mathbb{P}^d} (A x, x)^r d\nu(x) = \sum_{r_1+\ldots+r_d=r} \Theta_{r_1,\ldots,r_d}(k,\nu) \lambda_1^{r_1} \ldots \lambda_d^{r_d},
$$

(2.2)
where
\[
\Theta^{(d)}_{r_1,\ldots,r_d}(k,\nu) = \frac{r!}{r_1! \cdots r_d!} \int_{\mathbb{P}^{d-1}} Q_{r_1,\ldots,r_d}(kx) d\nu(x).
\] (2.3)

**Proof.** Using the multinomial formula we get
\[
\int_{\mathbb{P}^{d-1}} \left( \sum_{i=1}^d \lambda_i x_i^2 \right)^r d\nu(x_1, \ldots, x_d) = \sum_{r_1+\cdots+r_d=r} \frac{r!}{r_1! \cdots r_d!} \left( \int_{\mathbb{P}^{d-1}} Q_{r_1,\ldots,r_d} d\nu \right) \lambda_1^{r_1} \cdots \lambda_d^{r_d},
\]
which is the stated formula with \(A = D = \text{diag}(\lambda_1, \ldots, \lambda_d)\). The general case follows in the same way but replacing \(x\) by \(kx\) before integrating with respect to \(\nu\). Note that \(\langle Ax, x \rangle = \sum_{i=1}^d \lambda_i (k_i x)^2\) with \(k = (k_1 x, \ldots, k_d x)\). \(\square\)

Given a probability measure \(\nu \in \mathbb{P}^{d-1}\), and integers \(r_1 \geq 0, \ldots, r_d \geq 0\) we shall denote the matrix function defined in (2.3) by \(\Theta^{\nu}_{r_1,\ldots,r_d} : \text{O}(d,\mathbb{R}) \to \mathbb{R}\).

**Corollary 1.** \(\{\Theta^{\nu}_{r_1,\ldots,r_d}\} \) is a family of non-negative bounded functions such that
\[
\sum_{r_1+\cdots+r_d=r} \Theta^{\nu}_{r_1,\ldots,r_d}(k) = 1 \quad \text{for every matrix } k \in \text{O}(d,\mathbb{R}).
\]

**Proof.** First
\[
0 < \Theta^{\nu}_{r_1,\ldots,r_d} \leq \frac{r!}{r_1! \cdots r_d!} \left( \frac{r_1}{r} \right)^{r_1} \cdots \left( \frac{r_d}{r} \right)^{r_d} = \frac{r!}{r^r} \frac{r_1^{r_1}}{r_1!} \cdots \frac{r_d^{r_d}}{r_d!},
\]
because \(0 < Q_{r_1,\ldots,r_d} \leq (r_1/r)^{r_1} \cdots (r_d/r)^{r_d}\). By proposition 1
\[
\sum_{r_1+\cdots+r_d=r} \Theta^{\nu}_{r_1,\ldots,r_d}(k) = \sum_{r_1+\cdots+r_d=r} \frac{r!}{r_1! \cdots r_d!} \int_{\mathbb{P}^{d-1}} Q_{r_1,\ldots,r_d}(kx) d\nu(x)
\]
\[
= \sum_{r_1+\cdots+r_d=r} \frac{r!}{r_1! \cdots r_d!} \int_{\mathbb{P}^{d-1}} Q_{r_1,\ldots,r_d}(x) dk_* \nu(x)
\]
\[
= \int_{\mathbb{P}^{d-1}} \langle x, x \rangle^r dk_* \nu(x) = 1.
\] \(\square\)

**Proof of theorem B.** We use the following Taylor’ series for the logarithm function
\[
\log x = \log x_0 - \sum_{r=1}^{\infty} \frac{1}{r} \left( 1 - x_0^{-1} x \right)^r.
\]
Take \(x_0 = \lambda_*^2\) and \(b = I - \lambda_*^{-2} g^T g\). Note that \(\lambda_*^{-2} \|g x\|^2 = \langle \lambda_*^{-2} g^T g, x \rangle\) and \(b = k^{-1} \text{diag} \left( \frac{1 - \lambda_*^2}{\lambda_*^2}, \ldots, \frac{1 - \lambda_*^2}{\lambda_*^2} \right) k\). Hence, by proposition 1
\[
\int_{P_{d-1}} \log \|gx\| \, d\nu(x) = \frac{1}{2} \int_{P_{d-1}} \log \|gx\|^2 \, d\nu(x)
\]
\[
= \log \lambda_* - \sum_{r=1}^{\infty} \frac{1}{2r} \int_{P_{d-1}} \left(1 - \lambda_*^{-2} \|gx\|^2\right)^r \, d\nu(x)
\]
\[
= \log \lambda_* - \sum_{r=1}^{\infty} \frac{1}{2r} \int_{P_{d-1}} \langle bx, x \rangle^r \, d\nu(x)
\]
\[
= \log \lambda_* - \sum_{r=1}^{\infty} \frac{1}{2r} \sum_{r_1+\cdots+r_d=r} \Theta_{r_1,\ldots,r_d}(k, \nu) \left(1 - \frac{\lambda_1^2}{\lambda_*^2}\right)^{r_1} \cdots \left(1 - \frac{\lambda_d^2}{\lambda_*^2}\right)^{r_d}.
\]

The assumption \(\lambda_* > \lambda_d/\sqrt{2}\) implies that
\[
\alpha = \max_{1 \leq i \leq d} \left|1 - \frac{\lambda_i^2}{\lambda_*^2}\right| < 1.
\]

The r.h.s. converges absolutely because the absolute value series is majorated by
\[
\sum_{r=1}^{\infty} \frac{1}{2r} \sum_{r_1+\cdots+r_d=r} \Theta_{r_1,\ldots,r_d}(k, \nu) \alpha^r = \sum_{r=1}^{\infty} \frac{\alpha^r}{2r} < +\infty.
\]

\[\square\]

Remark 1. Assuming \(\lambda_* > \sqrt{(\lambda_1^2 + \lambda_d^2)/2}\) we have
\[
\alpha = \max_{1 \leq i \leq d} \left(1 - \frac{\lambda_i^2}{\lambda_*^2}\right) = 1 - \frac{\lambda_d^2}{\lambda_*^2} \in (0, 1).
\]

We end this section with one more remark.

Proposition 2. Given \(g \in \text{SL}(d, \mathbb{R})\) with singular values \(0 < \lambda_1 \leq \ldots \leq \lambda_d\), let \(k\) be an orthogonal matrix such that \(g^Tg = k^{-1} \text{diag}(\lambda_1^2, \ldots, \lambda_d^2) k\). If \(\lambda_* > \sqrt{(\lambda_1^2 + \lambda_d^2)/2}\) then
\[
\sum_{r_1+\cdots+r_d=r} \Theta_{r_1,\ldots,r_d}(k, \nu) \left(1 - \frac{\lambda_1^2}{\lambda_*^2}\right)^{r_1} \cdots \left(1 - \frac{\lambda_d^2}{\lambda_*^2}\right)^{r_d} \leq \left(1 - \frac{\lambda_1^2}{\lambda_*^2}\right)^r.
\]

Proof. Combine corollary \(\square\) with remark \(\square\)
3. Spherical Integrals

Theorem A follows from theorem B using next formula.

**Proposition 3.** Given integers \( r_1 \geq 0, \ldots, r_d \geq 0 \),
\[
\int_{\mathbb{R}^{d-1}} Q_{r_1,\ldots,r_d} \, dm = \frac{(2r_1-1)!! \ldots (2r_d-1)!!}{d(d+2) \ldots (d+2r_d-2)}. \tag{3.1}
\]

This formula involves the concept of double factorial, which relates with Euler’s Gamma function. The double factorial is the recursive function defined over the natural numbers by the relation \( n!! = n(n-2)!! \) with initial conditions \( 0!! = (-1)!! = 1 \). The Gamma function, defined by the improper integral
\[
\Gamma(x) = \int_0^\infty t^{x-1} e^{-t} \, dt \quad (x > 0),
\]
is a solution of the functional equation
\[
\Gamma(x + 1) = x \Gamma(x). \tag{3.2}
\]
Since \( \Gamma(1) = \int_0^\infty e^{-t} \, dt = 1 \) it follows at once that \( \Gamma(n) = (n-1)! \) for every \( n \in \mathbb{N} \). In other words, the Gamma function is a real analytic interpolation of the usual factorial function over the natural numbers. Likewise, because \( \Gamma(1/2) = \sqrt{\pi} \) it follows easily by induction that for every \( n \in \mathbb{N} \),
\[
\Gamma\left( n + \frac{1}{2} \right) = \frac{(2n-1)!!}{2^n} \sqrt{\pi}. \tag{3.3}
\]

We refer [1] for a comprehensive treatment on the Gamma function. See formula (1.1.22) there for a justification of the value \( \Gamma(1/2) = \sqrt{\pi} \).

The Gamma function can be used to provide explicit formulas for the volumes of spheres and balls. Let \( \mathbb{D}^d = \{ x \in \mathbb{R}^d : \|x\|^2 \leq 1 \} \) be the Euclidean unit disk and denote its volume by \( V_d \). As above, let \( \mathbb{S}^{d-1} \) be the Euclidean unit sphere, i.e., the boundary of \( \mathbb{D}^d \), and denote its area by \( A_{d-1} = \int_{\mathbb{S}^{d-1}} 1 \, d\sigma \), where \( \sigma \) stands for the measure induced by the canonical Euclidean induced metric on \( \mathbb{S}^{d-1} \). The Divergence theorem, together with a simple change of variables, may be used to establish the following recursive relations between these volumes (see appendix A of [4])
\[
V_d = \frac{2\pi}{d} V_{d-2} \quad \text{and} \quad A_{d-1} = dV_d. \tag{3.4}
\]
From these relations we deduce explicit formulas for the volumes of balls and spheres:
\[
V_d = \frac{\pi^{d/2}}{\Gamma(1 + d/2)} \quad \text{and} \quad A_{d-1} = 2 \frac{\pi^{d/2}}{\Gamma(d/2)}. \tag{3.5}
\]
To see this set \( U_d = \pi^{d/2}/\Gamma(1 + d/2) \). The functional equation \( \square \) implies that \( U_d \) satisfies the same recursive equation as \( V_d \),
\[
U_d = \frac{\pi^{d/2}}{\Gamma(1 + d/2)} = \frac{\pi}{d/2} U_{d-2} = \frac{\pi^{(d-2)/2}}{\Gamma(1 + (d-2)/2)} = \frac{2\pi}{d} U_{d-2}. \tag{3.2}
\]
But since $\Gamma(1/2) = \sqrt{2}$, it follows that $U_1 = 2 = V_1$. Also $U_0 = 1 = V_0$. Hence the equality $V_d = U_d$ holds for all $d \geq 0$. Finally, by (3.4) we get

$$A_{d-1} = dV_d = d \frac{\pi^{d/2}}{\Gamma(1 + d/2)} = 2 \frac{\pi^{d/2}}{\Gamma(d/2)}.$$ 

**Proof of proposition 3.** We are going to reduce the integrals (3.1) to the following family of integrals introduced in [5]

$$I_d(r_1, \ldots, r_d) = \int_{D^d} x_1^{2r_1} \ldots x_d^{2r_d} \, dx_1 \ldots dx_d.$$ 

Using the Divergence Theorem the author deduces a recurrence formula from which he gets the following explicit formula for every $d \geq 2$, and every $r_1 \geq 0$, $\ldots$, $r_d \geq 0$,

$$I_d(r_1, \ldots, r_d) = \frac{\Gamma(r_1 + \frac{1}{2}) \ldots \Gamma(r_d + \frac{1}{2})}{\Gamma(r_1 + \cdots + r_d + 1 + \frac{d}{2})}. \quad (3.6)$$

Check formula (8) of [5]. It is also easy to see with a change of variables’ argument that for any $r$-homogeneous function $f : \mathbb{R}^d \to \mathbb{R}$ (see Corollary 1 of [5]),

$$\int_{D^d} f(x_1, \ldots, x_d) \, dx_1 \ldots dx_d = \frac{1}{d + r} \int_{S^{d-1}} f(x_1, \ldots, x_d) \, d\sigma(x_1, \ldots, x_d). \quad (3.7)$$

Now, combining (3.7), (3.6), (3.5) and (3.3) we get

$$\int_{P_{d-1}} Q_{r_1, \ldots, r_d} \, dm = \int_{S^{d-1}} x_1^{2r_1} \ldots x_d^{2r_d} \, dm(x_1, \ldots, x_d)$$

$$= \frac{1}{A_{d-1}} \int_{S^{d-1}} x_1^{2r_1} \ldots x_d^{2r_d} \, d\sigma(x_1, \ldots, x_d)$$

$$= \frac{d + 2r}{A_{d-1}} I_d(r_1, \ldots, r_d)$$

$$= \frac{d + 2r}{A_{d-1}} \frac{\Gamma(r_1 + \frac{1}{2}) \ldots \Gamma(r_d + \frac{1}{2})}{2 \pi^{d/2} \Gamma(d/2)}$$

$$= \frac{d + 2r}{A_{d-1}} \frac{(2r_1 - 1)!! \ldots (2r_d - 1)!!}{(2r_1 - 1)!! \ldots (2r_d - 1)!!}$$

$$= \frac{d(d + 2) \ldots (d + 2r - 2)}{d + 2r - 2}$$

$\square$
Proof of theorem A. In view of theorem B we just have to compute:

\[ Q_{r_1, \ldots, r_d}(k, m) = \frac{r!}{r_1! \cdots r_d!} \int_{P^d-1} Q_{r_1, \ldots, r_d}(k x) \, dm(x) \]

= \frac{r!}{r_1! \cdots r_d!} \int_{P^d-1} Q_{r_1, \ldots, r_d}(x) \, dk \Sigma \, dm(x) = \frac{r!}{r_1! \cdots r_d!} \int_{P^d-1} Q_{r_1, \ldots, r_d} \, dm(x) ,

the last equality because \( k \Sigma = m \), for every orthogonal matrix \( k \in O(d, \mathbb{R}) \). Combining this computation with proposition [3] we obtain formula (1.3) in theorem A. The coefficients \( \Theta_{r_1, \ldots, r_d} \) are obviously positive rational numbers, which by corollary [1] form a probability distribution on the set \( \mathcal{I}_r \). An inspection to formula (1.3) shows these coefficients are invariant under permutations, i.e., \( \Theta_{r_1, \ldots, r_d} = \Theta_{r_{\pi 1}, \ldots, r_{\pi d}} \), for every permutation \( \pi \) of \( \{1, \ldots, d\} \). \( \square \)

4. Some Applications

Denote by \( M_m \) the space of probability measures \( \mu \) in \( SL(d, \mathbb{R}) \) that have \( m \) as \( \mu \)-stationary measure, i.e., \( \mu \ast m = m \). The class \( M_m \) is closed under orthogonal averages, i.e., if \( \mu \in M_m \) then \( \int_{SO(d, \mathbb{R})} k \mu \, dk \) belongs to \( M_m \).

Proposition 4. For any measure \( \mu \in M_m \), its Lyapunov exponent is

\[ \lambda(\mu) = \int_{SL(d, \mathbb{R})} R_m(g) \, d\mu(g) . \]

Proof. Follows from Furstenberg integral formula (1.1). \( \square \)

Theorem A can then be used to approximate this Lyapunov exponent. A class of examples in \( M_m \) are the so called orthogonally invariant measures. A probability \( \mu \in \mathcal{P}(SL(d, \mathbb{R})) \) is said to be orthogonally invariant if \( k \ast \mu = \mu \) for every orthogonal matrix \( k \in SO(d, \mathbb{R}) \). We list some equivalent characterizations of orthogonally invariant measures.

Proposition 5. Given a measure \( \mu \in \mathcal{P}(SL(d, \mathbb{R})) \), the following are equivalent:

(1) \( \mu \) is orthogonally invariant,
(2) \( \mu \ast \delta_p = m, \forall p \in \mathbb{P}^{d-1}, \)
(3) \( \mu \ast \nu = m, \forall \nu \in \mathcal{P}(\mathbb{P}^{d-1}), \)
(4) \( \mu = m K \ast \theta, \) for some measure \( \theta \in \mathcal{P}(SL(d, \mathbb{R})) \),

where \( m K \) stands for the normalized Haar measure on \( K = SO(d, \mathbb{R}) \).

Proof. The proof is straightforward. \( \square \)

Given a matrix \( g \in SL(d, \mathbb{R}) \), consider the measure

\[ \mu = m_k \ast \delta_g = \int_{SO(d, \mathbb{R})} \delta_{kg} \, dm_k(k) . \]
Proposition 6. The measure \( (4.1) \) is orthogonally invariant, and its Lyapunov exponent is 
\[ \lambda(\mu) = R_m(g) \, dm_K(k) = R_m(g) , \]
because all matrices \( kg \) have the same singular values.

Proof. Since \( \mu \) is orthogonally invariant we have \( \mu \ast m = m \), and hence by proposition 4 
\[ \lambda(\mu) = \int_{SL} R_m(g') \, d\mu(\cdot) = \int_{SO} R_m(kg) \, dm_K(k) = R_m(g) , \]
because all matrices \( kg \) have the same singular values. \( \square \)

Consider now the matrix family 
\[ g_t = \begin{pmatrix} tI_d & 0 \\ 0 & t^{-1}I_d \end{pmatrix} \in \text{SL}(2d, \mathbb{R}) \quad (t \geq 1) \tag{4.2} \]
where \( I_d \) denotes the identity \( d \times d \) matrix. Next proposition refers to the following orthogonally invariant measure 
\( \mu_t = m_K \ast \delta_{g_t} \).

Proposition 7. For every \( t > 1 \), the Lyapunov exponent of \( \mu_t \) is 
\[ \lambda_{2d}(\mu_t) = \log t - \sum_{r=1}^{\infty} \frac{1}{2^r} \frac{d(d+2) \cdots (d+2r-2)}{(2d)(2d+2) \cdots (2d+2r-2)} \left( 1 - \frac{1}{t^4} \right)^r . \]

Proof. By proposition 6 \( \lambda_{2d}(\mu_t) = R_m(g_t) \). Notice that matrix \( g_t \) has \( d \) singular values equal to \( t > 1 \), and \( d \) singular values equal to \( 1/t < 1 \). Thus, applying theorem A with \( \lambda = t \) 
\[ \lambda_{2d}(\mu_t) = R_m(g_t) = \log t - \sum_{r=1}^{\infty} \frac{1}{2^r} \sum_{r_1+\ldots+r_d=r} \Theta_{r_1,\ldots,r_d}^{(2d)} \left( 1 - \frac{1}{t^4} \right)^r . \]
Notice that if \( 0 + \ldots + 0 + r_1 + \ldots + r_d = r \), 
\[ \Theta_{0,\ldots,0,r_1,\ldots,r_d}^{(2d)} = \frac{r!}{r_1! \ldots r_d!} \frac{(2r_1-1)! \cdots (2r_d-1)!}{(2d)(2d+2) \cdots (2d+2r-2)} \]
\[ = \Theta_{r_1,\ldots,r_d}^{(d)} \frac{(2d)(2d+2) \cdots (2d+2r-2)}{d(d+2) \cdots (d+2r-2)} . \]
Hence, because \( \sum_{r_1+\ldots+r_d=r} \Theta_{r_1,\ldots,r_d}^{(d)} = 1 \), 
\[ \sum_{r_1+\ldots+r_d=r} \Theta_{0,\ldots,0,r_1,\ldots,r_d}^{(2d)} = \frac{(2d)(2d+2) \cdots (2d+2r-2)}{d(d+2) \cdots (d+2r-2)} , \]
and we get the given formula for \( \lambda_{2d}(\mu_t) \). \( \square \)

Corollary 2. The function sequence \( \lambda_{2d}(\mu_t) \) increases with \( d \), and for every \( t \geq 1 \)
\[ \lim_{d \to +\infty} \lambda_{2d}(\mu_t) = \log t + \frac{1}{2} \log \left( \frac{1+t^4}{2t^4} \right) . \]
Proof. Notice that
\[
\frac{d(d+2) \ldots (d+2r-2)}{(2d)(2d+2) \ldots (2d+2r-2)} \geq \frac{1}{2^r},
\]
and the right hand side decreases to \(2^{-r}\) as \(d\) grows to \(+\infty\). The series \(\sum_{r=1}^{\infty} \frac{1}{2^r+1} \left(1 - \frac{1}{t^4}\right)^r\)
converges absolutely and uniformly to the function
\[
g(t) = \log t - \sum_{r=1}^{\infty} \frac{1}{2^r+1} \left(1 - \frac{1}{t^4}\right)^r.
\]
Because this series is essentially a geometric one we can compute its sum explicitly
\[
g(t) = \log t + \frac{1}{2} \log \left(\frac{1 + t^4}{2t^4}\right).
\]
Then, by Lebesgue monotone convergence theorem \(\lim_{d \to \infty} \lambda_{2d}(\mu_t) = g(t)\).

This corollary shows that for large dimensions, \(\lambda_{2d}(\mu_t) \approx \log t = \log \|g_t\|\), which is somehow expectable since all matrices in the support of \(\mu_t\) have norm \(t\).

The graphs of these functions, computed in Mathematica are depicted in figure 1. The dashed line represents the graph of \(g(t)\).

For the following class of measures Furstenberg was able to give explicit stationary measures, see theorem 7.3 of [9]. Given two probability measures \(\mu_1\) and \(\mu_2\) in \(\text{SL}(d, \mathbb{R})\), define the measure
\[
\mu = \mu_1 \ast m_K \ast \mu_2 = \int_{\text{SL}} \int_{\text{SO}} \int_{\text{SL}} \delta_{g_1k\tilde{g}_2} d\mu_1(g_1) dm_K(k) d\mu_2(g_2). \tag{4.3}
\]
The $\mu$-stationary measure of $\mu$ is $\mu_1 * m$. In fact, by item 4. of proposition 5 the measure $m_K * \mu_2 * \mu_1$ is orthogonally invariant. Hence $(m_K * \mu_2 * \mu_1) * m = m$ and

$$
\mu * (\mu_1 * m) = (\mu_1 * m_K * \mu_2) * (\mu_1 * m) = \mu_1 * (m_K * \mu_2 * \mu_1) * m = \mu_1 * m,
$$

which shows that $\mu_1 * m$ is $\mu$-stationary.

**Proposition 8.** The Lyapunov exponent of (4.3) is

$$
\lambda(\mu) = \int_{SL} \int_{SL} R_m(g_1g_2) \, d\mu_1(g_1) \, d\mu_2(g_2).
$$

**Proof.** By Furstenberg formula,

$$
\lambda(\mu) = \int_{SL} \int_{SL} \int_{SO} \int_\mathbb{R} \log \|g_1k_2x\| \, d(\mu_1 * m)(x) \, dm_K(k) \, d\mu_1(g_1) \, d\mu_2(g_2)
$$

$$
= \int_{SL} \int_{SL} \int_{SO} \int_\mathbb{R} \log \|g_1k_2 \frac{g'_1x}{\|g'_1x\|}\| \, dm(x) \, d\mu_1(g_1) \, dm_K(k) \, d\mu_1(g_1) \, d\mu_2(g_2)
$$

$$
= \int_{SL} \int_{SL} \int_{SO} R_m(g_1k_2g'_1) - R_m(g'_1) \, dm_K(k) \, d\mu_1(g_1) \, d\mu_1(g_1) \, d\mu_2(g_2)
$$

$$
= \int_{SL} \int_{SL} \int_{SO} R_m(g_2g'_1) + R_{g_2g'_1m}(g_1k) - R_m(g'_1) \, dm_K(k) \, d\mu_1(g_1) \, d\mu_1(g_1) \, d\mu_2(g_2)
$$

$$
= \int_{SL} \int_{SL} \int_{SL} \left( \int_{SO} R_{g_2g'_1m}(g_1k) \, dm_K(k) \right) \, d\mu_1(g_1) \, d\mu_1(g_1) \, d\mu_2(g_2)
$$

$$
= \int_{SL} \int_{SL} R_m(g_1g'_1) \, d\mu_1(g_1) \, d\mu_2(g_2) - \int_{SL} R_m(g'_1) \, d\mu_1(g_1) + \int_{SL} R_m(g_1) \, d\mu_1(g_1)
$$

$$
= \int_{SL} \int_{SL} R_m(g_2g'_1) \, d\mu_1(g_1) \, d\mu_2(g_2).
$$

On the fourth step we use item (b) of lemma 1 and on the sixth step we use lemma 2. \hfill \Box

**Lemma 1.** Given $g', g \in SL(d, \mathbb{R})$,

(a) $R_m(g) \leq \log \|g\|$,  
(b) $R_m(g'g) = R_m(g) + R_{gm}(g')$,  


Proof. The proof of (a) is straightforward. Item (b) holds because
\[
R_m(g') = \int_{\mathbb{R}^d} \log \|g'x\| \, dm(x) = \int_{\mathbb{R}^d} \log \left| \frac{g'x}{\|g'x\|} \right| \, dm(x)
\]
\[
= \int_{\mathbb{R}^d} \log \|g'x\| \, dm(x) - \int_{\mathbb{R}^d} \log \|gx\| \, dm(x)
\]
\[
= R_m(g') - R_m(g).
\]

Lemma 2. Given \( g \in \text{SL}(d, \mathbb{R}) \) and any probability measure \( \nu \in \mathcal{P}(\mathbb{R}^d) \),
\[
\int_{\text{SO}(d, \mathbb{R})} R_\nu(gk) \, dm_K(k) = R_m(g).
\]
Proof. The measure \( m_K \) is orthogonally invariant. This because \( m_K = m_K \ast \delta_I \), where \( I \) denotes the identity in \( \text{SL}(d, \mathbb{R}) \), by item 4. of proposition 5. Then, by item 2. of the same proposition, \( m_K \ast \delta_x = m \). Hence
\[
\int_{\text{SO}(d, \mathbb{R})} R_\nu(gk) \, dm_K(k) = \int_{\text{SO}(d, \mathbb{R})} \int_{\mathbb{R}^d} \log \|gkx\| \, d\nu(x) \, dm_K(k)
\]
\[
= \int_{\mathbb{R}^d} \int_{\text{SO}(d, \mathbb{R})} \log \|gkx\| \, dm_K(k) \, d\nu(x)
\]
\[
= \int_{\mathbb{R}^d} \int_{\text{SO}(d, \mathbb{R})} \log \|gz\| \, d(m_K \ast \delta_x)(z) \, dm(x)
\]
\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \log \|gz\| \, dm(z) \, d\nu(x)
\]
\[
= \int_{\mathbb{R}^d} R_m(g) \, d\nu(x) = R_m(g).
\]

We consider now a special subclass of the previous. Given two matrices \( g', g \in \text{SL}(d, \mathbb{R}) \) define the measure
\[
\mu_{g',g} = \delta_{g'} \ast m_K \ast \delta_g = \int_{\text{SO}(d, \mathbb{R})} \delta_{g'k} \, dm_K(k).
\]
Corollary 3. The Lyapunov exponent of the measure \( \mu_{g',g} \) is
\[
\lambda(\mu_{g',g}) = R_m(g'g).
\]
For example, \( \lambda(\mu_{g^{-1},g}) = R_m(I) = 0 \) but the measure \( \mu_{g^{-1},g} \) is supported on a compact group \( g^{-1} \text{SO}(d, \mathbb{R})g \), and hence should have zero Lyapunov exponent.

Consider now the measure \( \mu_{g_s,g_t} \), where \( g_s, g_t \) are matrices as defined in (4.2). By corollary
\[
\lambda(\mu_{g_s,g_t}) = R_m(g_s g_t) = R_m(g_{st}).
\]
Corollary 4. \[ \lim_{d \to +\infty} \lambda_{2d}(\mu_{g_s, g_t}) = \log(st) - \frac{1}{2} \log \left( \frac{2s^4t^4}{1+s^4t^4} \right). \]

Notice that \( \log(st) = \max \{ \log \| gx \| : g \in \text{supp}(\mu_{g_s, g_t}), x \in \mathbb{P}^{d-1} \} \), the norm of matrices in the support of \( \mu_{g_s, g_t} \) is not constant and \( \lambda(\mu_{g_s, g_t}) \) is some kind of average of the logarithms \( \log \| gx \| \), with \( g \in \text{supp}(\mu_{g_s, g_t}) \) and \( x \in \mathbb{P}^{d-1} \). From this we conclude that large dimensions bring the average \( \lambda(\mu_{g_s, g_t}) \) closer to its maximum possible value, \( \log(st) \), provided \( st \) is large.

A similar conclusion, assuming conjecture (1.4) to hold, is that for large \( t > 1 \) and large dimension \( d \),

\[ \log t = \log \| g_t \| \geq \int_{SO} \log \rho(k g_t) \, dm_{K}(k) \geq R_m(g_t) \approx \log t. \]

Again, this shows that large dimensions bring the average \( \int_{SO} \log \rho(k g_t) \, dm_{K}(k) \) close to the maximum value \( \log \| g_t \| \).
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