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ABSTRACT

Nowadays internet is basic for every person, it may be online shopping, paying bills etc. All these transactions are done through credit cards these credit cards are one of the most popular and main mode of online payments. As nowadays these credit card transactions are also not safe because has there is a fraud while using credit cards. This credit card fraud has become the greatest problem for businessman, Banks and common people. To overcome these problem Machine Learning is the one of the best techniques, this detection includes past transaction datasets and also detects whether a transaction is fraudulent or not. This paper surveyed all the ML and DL techniques based on predictions that has been published before. The main aim is to identify 100% of fraud transactions among some of the transactions. In this process, we have heeded on classifying, training and testing the datasets. The algorithms got an 98% of precision. There are several other algorithms which is different in implementing that can detect the fraud detections among the transactions.
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I. INTRODUCTION

Financial fraud is a developing threat with many consequences in the finance industries, corporate companies and government organizations. From many criminal activities occurring in the financial industry, credit card fraudulent activities are the most prevalent. The behavior profile of genuine and fraud users has changed Timely. As rate of online transactions has grown exponentially the fraud transactions or transactions been fraudulent is increasing. Identifying the transaction, the transaction is fraudulent or not using traditional method is time consuming and it’s not 100% accurate. Using some of the algorithms in machine learning we can detect whether the transaction is genuine or not. In this project we will be using the dataset which is of 284807 rows × 31 columns, where the features or attributes are labeled specifically, these is because result of ensuring
confidentiality and transformation. The transformation applied to actual data from transaction performed by customers. The transformation performed by customer is called Principal Component Analysis. Principle Component Analysis is a method that uses simple matrix operations from linear algebra and statistics to calculate a projection of the original data into the same number or fewer dimensions. The following flow chart shows how the project executes.

II. RELATED WORK

To perform this, some of the determined algorithms based on artificial intelligence and neural networks are recommended and applied to predict the credit card fraud detection. There are two methods in neural networks, supervised and unsupervised learning but, here, we use supervised learning only. The issuing of datasets used in observation is imbalanced. To get the better of this we use some data mining techniques to balance the data. The frequency of using each machine learning classifier most accuracy is to be calculated. The author [1] has suggest a paper where they have 1st described the actual performance measures which is used for fraud identification. The authors have structured a novel learning technique that can solve concept pile up, verification latency, and class imbalance issues. The paper also showed result of above topics in true credit card transactions. Here in paper [2] authors introduced 2 types of classifier using random forests which are used to train the behavior features of transactions.

Credit card transactions data are mainly distinguished by an uncommon occurrence. Both authorized transactions and fraudulent ones tend to share the same outline. Fraudsters learn new ways to mimic the spending behavior of authorized card (or cardholder). Thus, the profiles of normal and fraudulent behaviors are constantly dynamic. This inherent characteristic leads to a decrease in the number of true fraudulent cases identified in a pool of credit card transactions data leading to a highly skewed distribution towards the negative class (legitimate transactions). The credit card data investigated in [3] contains 20% of the positive cases, 0.025% positive cases [4] and below 0.005% positive cases [8]. The data used in this study has positive class (frauds) accounting for 0.172% of all transactions. A number of sampling approaches have been applied to the highly skewed credit card transactions data. A random sampling approach is used in [3, 5] and reports experimental results indicating that 50:50 artificially distribution of fraud/non-fraud training data generate classifiers with the highest true positive rate and low false positive rate. The main aim of our research is to overcome the problem of Concept drift to implement on real-world scenario. Table 1, [1] shows basic features that are captured when any transaction is made.

III. PROPOSED SOLUTION

We use naive bays algorithm to calculate the probability of hypothesis, prior probability, calculate probability of number of hypothesis, select the hypothesis with highest probability. Naive bayes is a classification algorithm for both class and multi-class classification algorithm this technique is easy to understand. It is called naive bayes because the classification of probability reach recent class value.

Each class has probability of 0.5 or 50%. Naive bayes can be extended to real valued attributes this is, called Gaussian Naive bayes, using frequency with real valued input we can calculate the main standard deviation input value of each class to Naive base is suitable for multiclass classification.

Gaussian naive bayes is applied when dataset values are real-valued numbers. Our aim is to predict best module based on given data in classification problem. Technique is easy to understand when described using binary. Gaussian naive bayes are when input, naive bayes are applied when input is categorical input. To classify whether the transaction is genuine or fraudulent to accomplish this task we use Gaussian naive bayes. In Training the model use predict methods for classification on...
the testing data sets because the dataset is highly imbalance.

We use validation in the model because model becomes more general. In cross validation dataset is split into small sets called “folds”. sklearn provides the function performance cross validation for the specified number of folds. Split the data into train and test data it should not affect the test data, it is important to keep the train and test data separately.

Train module with cross validation, it is a very careful cross validation because the dataset is divided into smaller chunks. One chunk is considered as testing data set another is training data set and the model is trained, number of fraudulent transactions is very less than number of genuine transactions we make model more general.

Confusion matrix is once the classification module is developed, we need a method to access the quality of the classifier. Confusion matrix is table to display the performance of classifier model.

Evaluation of model our objective is to detect the transaction which are fraudulent it is important to the model has a ability to recognize the fraudulent transaction.

| S.No | Features | Descriptions |
|------|----------|--------------|
| 1.   | Time     | Time in seconds to specify the elapses between the current transaction and first transaction. |
| 2.   | Amount   | Transaction amount |
| 3.   | Class    | 0- not fraud

1 – fraud

Table 2: Attributes of dataset
Fig: plot_fraud_genuine(bad_features, data)

Fig: Number of fraud and genuine transaction
Fig: display_results(best_estimator, x_train, y_train)

Fig: display_results(best_estimator, x_test, y_test);
VI. CONCLUSION

The work developed a new object-oriented approach of solving bank frauds problems especially in the area of credit card fraud. A conceptual framework for a system based on credit card fraud (CCF) process was developed. Various classes of object diagrams were proposed to provide a set of functionalities for CCF in an electronic environment for banks. We tried balancing the dataset, where we found that the classifiers were performing better than before. Accuracy, efficiency, security, processing speed, cost, and high detection rate that attributes are evaluated for the credit card and fraud detection algorithm. We finally observed that all used algorithms that gave better results.
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