Abstract—Data-driven fault detection has been regarded as a 3D image segmentation task. The models trained from synthetic data are difficult to generalize in some surveys. Recently, training 3D fault segmentation using sparse manual 2D slices is thought to yield promising results, but manual labeling has many false negative labels (abnormal annotations), which is detrimental to training and consequently to detection performance. Motivated to train 3D fault segmentation networks under sparse 2D labels while suppressing false negative labels, we analyze the training process gradient and propose the Mask Dice (MD) loss. Moreover, the fault is an edge feature, and current encoder-decoder architectures widely used for fault detection (e.g., U-shape network) are not conducive to edge representation. Consequently, Fault-Net is proposed, which is designed for the characteristics of faults, employs high-resolution propagation features, and embeds Multi-Scale Compression Fusion block to fuse multi-scale information, which allows the edge information to be fully preserved during propagation and fusion, thus enabling advanced performance via few computational resources. Experimental demonstrates that MD loss supports the inclusion of human experience in training and suppresses false negative labels therein, enabling baseline models to improve performance and generalize to more surveys. Fault-Net is capable to provide a more stable and reliable interpretation of faults, it uses extremely low computational resources and inference is significantly faster than other models. Our method indicates optimal performance in comparison with several mainstream methods.
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I. INTRODUCTION

Fault detection is a crucial step for seismic structural interpretation, reservoir characterization and well placement, which determines that fault detection is an important topic in the field of oil-gas exploration. Traditional methods use theory of fault anisotropy [1]–[3], coherence [4]–[6], ant colony algorithms [7]–[9] and edge detection algorithms [10]–[12] etc. to interpret faults, but these become problematic when undesired noises have a wavenumber spectrum similar to that of the image itself, and can be computationally intensive.

Some recent work has treated fault detection as an image segmentation task [13]–[20], image segmentation using deep learning requires massive accurate labels, but faults in seismic images are very difficult to label. The first applications to seismic fault detection were 2D semantic segmentation algorithms [13]–[16], but seismic data is the 3D image and segmentation results on inline slices concatenated into 3D can lead to discontinuous results on crossline [20]. Guitton uses 3D CNN for fault segmentation [18], instead of choosing the currently widely used pixel level segmentation structure [21], [22]. his method is to divide the seismic image into cuboids and classifies each one, which cannot learn the spatial structure of seismic image. The inability to obtain accurate labels has been a thorny problem afflicting the field of seismic image. Because of the difficulty in obtaining accurate labels, Wu et al. use synthetic seismic image is used to train the 3D UNet [19], [23]. Synthetic data avoids problems caused by manual labeling. Gao et al. improved Nested UNet (UNet++), proposed Nested Residual UNet (NRU), and used synthetic data for training, which significantly increased the fault detection performance [17]. subsequently, he proposed MACNN with more reliable results [24]. However, in many cases, synthetic data cannot be generalized to real seismic image [20], [25]. Cunha et al. proposed the practice of pre-training using 2D synthetic data first and then fine-tuning the parameters using field data [25].

To efficiently train 3D fault detection networks while reducing the difficulty of manual labeling, we proposed A-BCE loss in our previous work to train 3D fault detection networks via a few sparse 2D slices [20]. This method requires manual labeling of a few 2D slices to join the training of the 3D network, which compensates for the difficulty of generalizing 3D synthetic data over some field data, but there are still some problems with this method, which are mainly caused by false negative labels (FNL) in the manual labeling process. Due to the anisotropy of the faults, perpendicular to the slice is easily observed, whereas faults parallel or nearly parallel to the slice become difficult, and when the angle between the fault and the slice exists, it will show some ‘width’ on the slice image, and as the angle becomes increasingly parallel to the slice, this ‘width’ will increase, and it is also difficult for the human to observe these ‘widths’ (Fig. 1). Since most of the faults are perpendicular to the inline slices, the inline should be labeled when manually labeling the 3D seismic images, but there are still many work areas with criss-cross faults, it has many faults parallel to the inline or with ‘width’. This results in many FNLs during the labeling process, which can seriously...
Segmentation loss functions are divided into two main categories, distribution-based and region-based [26]. Distribution-based loss aims to minimize the difference between two distributions, and the common practice is to treat each pixel as a sample [19], [20], i.e., calculate the cross-entropy loss for each pixel and then average it. When using distribution-based loss for training under sparse labels, the general practice is to ignore the gradient of unlabeled pixels [20], [23]. Region-based loss aims to minimize the mismatch or maximize the overlap region between ground truth and predicted segmentation results [27], [28], which limits the application of it to training on sparsely labeled data, thus all the current training under 3D sparse labels are distribution-based methods [20], [23].

In this work, we analyze two types of loss in the form of gradients and find that region-based loss can weaken the effect of FNL and is preferred for training in seismic fault detection. To extend this type of loss to work under sparse labels, we propose Mask Dice loss (MD loss). This is the first reported region-based segmentation loss that can be trained with sparse labels.

Faults can be characterized by edge features, and some works have achieved promising results in detecting faults by image gradient operators (edges). [10]–[12]. While current CNN-based fault detection uses encoder-decoder structures (U-shape, such as UNet, UNet+++, etc.) [17], [19], [25], these structures disfavor the characterization of edge features. The encoding process (multiple downsamplings) essentially transforms detailed information such as edges into high-level semantic information, which can achieve promising results in medical image segmentation tasks, but Long et al. mentioned that CNN encoding leads to degradation of image details (edges, etc.) [22], so these methods may lead to loss of edge information in seismic images. To prevent information degradation caused by encoding, these structures use larger widths. In addition, the theory-driven approach demonstrates that for edge features such as faults only limited neighborhoods around the fault are needed for their efficient identification, such as coherence and sobel [4]–[6], [10]–[12]. Whereas U-shape networks have more layers, these structures try to establish full image pixel or voxel correlations, i.e., receptive field covering the whole image, mainly because U-shape was originally designed to handle medical images [21], [29], and for seismic fault detection, excessive layers are unnecessary, leading to parameter redundancy and even overfitting.

We propose Fault-Net, which differs from the encoder-decoder structure by using a novel CNN structural paradigm that represents features in high resolution [30] and redesigned for the characteristics of seismic fault. Fault-Net has no coding process and the edge information is less degraded during propagation. In order to preserve the edge information in feature fusion as well, we embed the lightweight feature fusion block Multi-Scale Compression Fusion (MCF), which decouples the convolution process into feature selection and channel fusion to prevent image details from being weakened during fusion. Fault-Net fully preserves the edge information of the faults, so that it is not necessary to use a wider and deeper structure to guarantee the reliability of the results as in other networks, and we can achieve more promising results with only a very few computational resources. Parameters and FLOPs of Fault-Net with tiny (Parameter: 0.42MB, FLOPs: 16.12G/1283), inference for Netherlands F3 data of size 128 × 512 × 384 on GPU takes only 0.55s, on CPU 4.48s. Support 5283 (FP32) and 6403 (FP16) size cuboid inference on 16G RAM, it can handle most field data without cubing. Its speed is significantly faster than other models. Saves computing resources while providing state-of-the-art fault detection performance.

In short, we propose MD loss, which is the first reported region-based segmentation loss function under sparse labels, and it can solve the prevalent FNL problem in manually labeled seismic image. Based on the characteristics of seismic faults, Fault-Net is proposed, which can obtain very high quality fault segmentation results with a few parameters and computational effort.

II. APPROACH

The current training of seismic fault segmentation models using field data suffers from two problems. Firstly, seismic image is very difficult to label and there are many FNLs for manual labeling, which can adversely affect the training. The second is that seismic faults are an edge feature and traditional CNN models are detrimental to the characterisation of edges after multiple downsamplings, and there is significant parameter redundancy. This section addresses these two problems separately and proposes MD Loss and Fault-Net.

A. Mask Dice Loss

The peculiarities of the fault structure in seismic image make it almost impossible to label them completely in 3D, so in our previous work we proposed to use a combination of sigmoid and binary cross-entropy (BCE loss) for training seismic image under sparse labels [20]. The method significantly reduces the annotation effort, but the slices of seismic image have many faults that are not observable to the human eye, as shown in Fig. 1 which leads to massive FNL and thus adversely affects the training process.
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Fig. 1. Most of the faults in the seismic image are perpendicular to the inline direction of the slice, so when labelling faults, the slice is generally made parallel to the faults, which may result in the slice being parallel to the fault (green box), and slices that are parallel to the faults are difficult to observe with the human eye (yellow box), which is one of the reasons for FNL. There are also certain faults that are very difficult to annotate manually even if they are not parallel to the slice.
However, the distribution-based loss is very sensitive to the FNL. BCE loss is represented by Equation (1).

$$L_{bce}(\hat{y}, y) = -\frac{1}{n} \sum_{i} (y_i \log \hat{y}_i + (1 - y_i) \log (1 - \hat{y}_i))$$

where $\hat{y}_i = \text{sigmoid}(\hat{x}_i)$, $\hat{x}_i$ is the output of the neural network. Its expression and gradient form are defined as Equation (2).

$$\hat{y}_i = \frac{1}{e^{\hat{x}_i} + 1} \cdot \partial_{\hat{x}_i} = \hat{y}_i(1 - \hat{y}_i)$$

The partial derivative of the loss function to the output of the neural network is expressed as,

$$\frac{\partial L_{bce}(\hat{y}, y)}{\partial \hat{x}_k} = \frac{\partial L_{bce}(\hat{y}, y)}{\partial \hat{y}_k} \cdot \frac{\partial \hat{y}_k}{\partial \hat{x}_k}$$

$$= -\left(\frac{y_k}{\hat{y}_k} + \frac{1 - y_k}{\hat{y}_k - 1}\right) \cdot (\hat{y}_k(1 - \hat{y}_k))$$

$$= \hat{y}_k - y_k$$

in the case of FNL, that is, $y_k = 0$, in the later stages of training, $\hat{y}_k$ trend to 1. The gradients caused by FNL at this point are very large and have a negative impact on training. It also causes the gradient of the model to drop in the opposite direction in the early stages of training.

Distribution-based losses does not distinguish between foreground and background in the segmentation task. When the current voxel label is for the background, the resulting gradient is the Euclidean distance between the predicted and labeled values, i.e. the gradient is proportional to the distance between the two, and thus FNL causes a significant adverse effect on training.

The representative region-based segmentation loss is dice loss, that is insensitive to background voxels and is represented by Equation (4).

$$L_{dice} = 1 - \frac{2|\hat{Y} \cap Y|}{|\hat{Y}| + |Y|}$$

Its derivable form is Equation (5).

$$L_{dice}(\hat{y}, y) = 1 - \frac{\sum_{i} \hat{y}_i y_i}{\sum_{i} (\hat{y}_i + y_i)}$$

where $\hat{y}_i = \text{sigmoid}(\hat{x}_i)$, the partial derivative of the loss function to the output of the neural network is expressed as,

$$\frac{\partial L_{dice}(\hat{y}, y)}{\partial \hat{x}_k} = \frac{\partial L_{dice}(\hat{y}, y, y)}{\partial \hat{y}_k} \cdot \frac{\partial \hat{y}_k}{\partial \hat{x}_k}$$

$$= \frac{1}{2} \alpha_{dice} - y_k \beta_{dice} - \frac{1}{2} \hat{y}_k \hat{y}_k \beta_{dice}^2 \cdot \frac{\partial \hat{y}_k}{\partial \hat{x}_k}$$

where $\alpha_{dice} = \sum_{i \neq k} \hat{y}_i y_i$, $\beta_{dice} = \sum_{i \neq k} (\frac{1}{2} \hat{y}_i + y_i)$. If the current voxel label is background, let $y_k = 0$.

$$\frac{\partial L_{dice}(\hat{y}, y)}{\partial \hat{x}_k} = \frac{\alpha_{dice}}{2(\frac{1}{2} \hat{y}_k + \beta_{dice})^2} \cdot \frac{\partial \hat{y}_k}{\partial \hat{x}_k}$$

Approximate $\frac{\partial L_{dice}}{\partial \hat{x}_k}$ as a constant, so when the current label is background, its gradient is related to $\frac{\partial \hat{y}_k}{\partial \hat{x}_k}$. We refer to this as the dice gradient coefficient. find its derivative as.

$$\frac{\partial \hat{y}_k}{\partial \hat{x}_k} = 1 - 2\hat{y}_k$$

From Equation (8) when $\hat{y}_k = 0.5$, the dice gradient coefficient achieves the maximum value (at the initial of training), i.e. the dice gradient coefficient due to background is the largest, and as training progresses, the gradient coefficient due to background decreases in square steps when the predicted values tend to be in a certain category. Therefore if the labels are background, a larger gradient will not be triggered even if the predicted values are too different from the actual labels. Assuming that the voxel is FNL, in the later stages of training, $\hat{y}_k$ should tend to 1, then,

$$\lim_{\hat{y}_k \rightarrow 1} 2(\frac{1}{2} \hat{y}_k + \beta_{dice})^2 \cdot \hat{y}_k(1 - \hat{y}_k) = 0$$

from Equation (9), dice loss causes little effect from FNL in the late training period. However, at the initial of the training period, $\hat{y}_k$ tends to 0.5, when the effect of FNL on dice loss is also greater.

At present, all loss functions used for training under sparse labels are distribution-based, but the distribution-based loss is sensitive to FNL. We hope to introduce the good properties of dice loss into the training of sparse labels and to minimize the adverse effects of FNL in the early stage of model training.

Firstly, in order to mitigate the dice loss to train the 3D segmentation network under sparse labels, we proposed Mask Dice loss (MD loss) by introducing the mask mechanism in dice loss (10, 11).

$$L_{md}(\hat{y}, y) = 1 - \frac{\sum_{i} M_i \hat{y}_i y_i}{\sum_{i} M_i (\frac{1}{2} \hat{y}_i + y_i)}$$

$$M_i = \begin{cases}0 & \text{NonLabeled} \\ 1 & \text{Labeled} \end{cases}$$

MD loss can train 3D segmentation model under sparse labels. Fig. (2) shows the gradient responses of $\lambda$-BCE and Mask Dice in the later stages of training, when the labels are false negatives.
where $\gamma \in [0.5, 1)$, it is the weight coefficient of the fault and background, record it as $MD^\gamma$ loss, when $\gamma = 0.5$, it is the original MD loss. We analyses the role it plays in the training by deriving this loss function.

$$\frac{\partial L_{md}(\hat{y}, y)}{\partial x_k} = \frac{\partial L_{md}(\hat{y}_i, y_i)}{\partial \hat{y}_k} \cdot \frac{\partial \hat{y}_k}{\partial x_k} \tag{13}$$

$$= (1 - \gamma)\alpha_{md} - \gamma \hat{y}_k^2 - y_k\beta_{md} \quad \frac{\partial \hat{y}_k}{\partial x_k}$$

where, $\alpha_{md} = \sum_{i,i \neq k} M_i \hat{y}_i y_i$, $\beta_{md} = \sum_{i,i \neq k} M_i (1 - \gamma)\hat{y}_i + \gamma y_i)$. If the current voxel is background, i.e. $y_k = 0$.

$$\frac{\partial L_{md}(\hat{y}, y)}{\partial x_k} = (1 - \gamma) \frac{\hat{y}_k (1 - \hat{y}_k)\alpha_{md}}{((1 - \gamma)\hat{y}_k + \beta_{md})^2} \tag{14}$$

Equation (14) shows that the gradient due to MD loss in the case of the current being a background voxel can be controlled by $\gamma$. Increasing $\gamma$ weakens the sensitivity of the model to the background in the early stages of training, making it more inclined to predict the foreground and further weakening the effect of FNL in the later stages of training.

In this section, we discuss the drawbacks of distribution-based losses for seismic fault segmentation tasks and the advantages of region-based losses. In order to migrate the dice loss to 3D segmentation tasks under sparse labels, we introduce the maks mechanism into the dice loss thus proposing MD loss, and then introduce the weight coefficient $\gamma$ to further weaken the adverse effects of FNL on training in seismic fault segmentation.

B. Fault-Net

Fault-Net propagates features of different scales forward in parallel to reduce degradation of image details by maintaining high resolution. The MCF block is embedded to preserve edge information when fusing features of different scales by decoupling the fusion process of convolution. It enables the network to obtain reliable results using less computational resources.

1) Fault-Net Structure: We use resblock [31] as the base unit of the model and the model has four stages. First, the model is first downsampled twice using two convolutions with a stride of 2. Downsampling using the convolution operation maximises the retention of the original features of the data. Secondly, downsampling is again performed by convolution, but while retaining the high resolution features, i.e. adding a branch of low resolution features that propagate the two resolutions forward in parallel. Third, a low-resolution branch is added, which is obtained by fusing the downsampled features of the other two branches, while the other two branches also perform feature fusion, and at the end of this stage, the features of the three branches are fused with each other. Feature fusion allows the three resolution features of the model to interact with each other, so that the high resolution features can obtain the semantic information of the low resolution features, and the low resolution features can obtain the image detail information of the high resolution features. Finally, the features of the two low-resolution branches are upscaled and fused with the high-resolution features, and the final segmentation result is obtained after two upsampling and residual.

In general, traditional CNN models double the width of the features for each down-sampling to attenuate the information loss due to sampling, whereas Fault-Net does not require an excessive width because it maintains edge feature when propagating forward, with three branches of 8, 16 and 32 widths respectively. Faults in seismic image exist in the form of edge features, which are a low-level feature for images and which are easily characterised, so the general CNN model overlaying too many layers is redundant for the task of fault segmentation of seismic image. Therefore Fault-Net uses a shallow layer structure, as shown in Fig. 3.

2) Multi-Scale Compression Fusion Block: In stage_4 of Fig. 3, so as to obtain high quality segmentation results, the three scales of features need to be fused, and in order to ensure the effectiveness of the fusion and reduce parameter redundancy, the width of the fused features should be the same as the width of the individual features before fusion, and there are two general ways of fusing features. One is to upsample the low-resolution features and add them to the high-resolution features [22], and the other is to fuse by convolution [21]. The first approach does not require too much computation, but feature addition results in a significant loss of information. The second method uses convolutional fusion, which is essentially a weighting of channels, and these weights are fixed after training, but the features will differ with the input, so fixed weights in fusion will blur the edge feature and make it difficult to retain detailed information. Therefore, we propose the Multi-scale Compressive Fusion (MCF) block, which expresses the process of channel fusion and feature selection explicitly by decoupling the convolution, and uses the result of feature selection for channel compressive fusion to preserve more image details. The three scale features are first compressed to the same width by $1 \times 1$ convolution, and then the two low resolution features are scaled up to the same size as the high resolution features by trilinear interpolation.
We express the features before fusion as,
\[ F_1 = F_1^{\text{conv}}(F_1; 1, 1, C_2, C_2) \]
\[ F_2 = F_2^{\text{conv}}(F_2; 1, 1, C_3, C_2) \]
\[ F_3 = F_3^{\text{conv}}(F_3; 1, 1, C_4, C_2) \]  \hspace{1cm} (15)

the three scales of features are concatenated and denoted as.
\[ F^{\text{cat}} = F^{\text{cat}}(F_1, F_2, F_3) \]  \hspace{1cm} (16)

If convolution is used for feature fusion, the expression is Equation (17).
\[ F^{\text{cat}} = F^{\text{add}}(W_{\text{conv}}F^{\text{cat}}) \]  \hspace{1cm} (17)

We decouple this process into feature selection and channel fusion. Where \( W_{\text{conv}} \) is the convolution weight, which is fixed after training, and \( W_{\text{conv}}F^{\text{cat}} \) is the feature selection part of the convolution fusion. \( F^{\text{add}}(\cdot) \) sums the weighted features and is the channel fusion part. We want the network to adjust \( W_{\text{conv}} \) adaptively to different inputs so as to retain more details.

We use two branches, one branch generates adaptive weights \( W'_{\text{conv}} \), which can be considered as the response of features in \( F^{\text{cat}} \) to the task, named feature selection branch, and the other branch compresses \( F^{\text{cat}} \) via \( W_{\text{conv}} \), named channel fusion branch. The flow is shown in Fig. 4. In the feature selection branch, the linear projection \( F^{\text{cat}}_1 \) of \( F^{\text{cat}} \) is first computed, and by compressing the width and then recovering it, can be made to learn the sparse feature response of \( F^{\text{cat}} \) to the task \[32], which is normalized with sigmoid to obtain \( W'_{\text{conv}} \). We express this process as Equation (18).
\[ F^{\text{cat}}_1 = F_4^{\text{conv}}(F^{\text{cat}}; 1, 1, 3C_2, 3C_2) \]
\[ W_{\text{conv}} = \text{sigmoid}(F_6^{\text{conv}}(F^{\text{cat}}_1; 3, 3, 3C_2, C_2), 1, 1, C_2, 3C_2)) \]  \hspace{1cm} (18)

All the features of \( F^{\text{cat}} \) are retained in the channel fusion branch, multiplied with the feature response \( W'_{\text{conv}} \), and then compressed using convolution to obtain \( F^{\text{press}} \). The process is represented by Equation (19). \( F^{\text{press}} \) is the compressed fused feature, which has the same size as the high resolution before fusion, and also contains the information of the three scale features.
\[ F^{\text{press}} = F_3^{\text{conv}}(W_{\text{conv}} \odot F^{\text{cat}}; 1, 1, 3C_2, C_2) \]  \hspace{1cm} (19)

Fig. 4. Structure of MCF block. Different from the convolutional fusion with fixed weights, we decouple the convolutional fusion process into two branches of feature selection and channel fusion, separate the weighted part from the convolution, and generate weights adaptively according to the input to prevent the loss of edge information caused by the fusion.

MCF is a lightweight feature fusion module that adaptively generates fusion weights based on different inputs, preserving more details. It is an important component of Fault-Net, which enables the edge information such as faults in the extracted high-resolution features to be fully preserved, prevents edge distortion during the fusion process. This component enables to output more reliable fault detection results by adding only a few parameters.

In this section, we describe Fault-Net and its design in detail. We integrate high-resolution representations into the network design based on the edge characteristics of seismic faults, i.e. three scales of features are propagated forward in parallel. In order to fully fuse the three scales of features for better decision making on the category of each voxel, we design and propose the MCF block, which decouples the convolution through an explicit representation feature selection process, stripping out redundant features while retaining valid features.

Table I shows a comparison of Fault-Net with the mainstream lightweight network parametric quantities (Lite-HRNet [33], ShuffleNetV2 [34], SqueezeNet [35] and MobilenetV3 [36]), and a more comprehensive comparison of computational resources with previous work (FaultSeg i.e. UNet [19]), Nested U-Net [17], AAM-UNet [20]). Since Fault-Net takes into account the characteristics of faults, it requires significantly lower computational resources than other networks, and its performance has been experimentally demonstrated to be better than previous work.

### III. Experiment

#### A. Data illustration

Our field data comes from the Shengli Oilfield Branch of Sinopec, and thanks to Wu et al for published the synthetic seismic fault dataset [19]. There are significant differences in the numerical distribution of different seismic image, so in the experiment we have standardized and normalized all the data.

The experiments were carried out on seismic images from three work areas, A, B and C, you can see the spatial distribution of the faults in these three work areas in Fig. 5.

The faults in A and B are mostly perpendicular to inline, and labeling is easy, so it can guarantee that most of the labels are accurate. Work area C has more crisscross faults, and there will be more FNL in labeling.

As mentioned above, manual labeling is inevitably inaccurate, and the employment of manual labels in the validation set may lead to errors in the quantification results. Therefore, we use synthetic data as the validation set to ensure the reliability
of the quantitative results, while using the mixture of field data and synthetic data to form the training set, MD loss support is trained in the presence of both 2D sparse labels (field data) and 3D labels (synthetic data), and the mixed data set ensures that the model can generalize robustly across more surveys, and more importantly, we can thus obtain the effect of FNL on different loss functions.

The synthetic data published by Wu are divided into 200 cuboids in train set and 20 in validation set, the size of each cuboid is 128 \times 128. To enable the model to learn the fault features of seismic images at different scales, each synthetic data is upsampled to 256\times 256 or 384\times 384 and random cuboid of 128\times 128 is intercepted until the synthetic dataset reaches 600 training samples and 120 validation samples.

We only annotate 3.3% of the slices in field data, and the procedure is as follows. First, on the inline, label one slice every 30 slices. Second, slide sampling in three directions, the sliding stride is 35, and the size of each sample is 128 \times 128 \times 128. When sampling, samples with fault voxels less than 128 are deleted. Finally, the redundant samples are randomly deleted, so that the number of samples to 300. There are more detailed labeling steps in \cite{20}.

We mixed field data with synthetic data for the experiment and it has four groups, the train set, validation set and test set are shown in Table III. The experiments use six loss functions, MD\low{0.5}, MD\low{0.6}, MD\low{0.7}, MD\low{0.8}, MD\low{0.9} (represent $\gamma = 0.5, 0.6, 0.7, 0.8, 0.9$ respectively) and $\lambda$-BCE loss. We use random rotation for data augmentation.

### B. Experimental results and analysis

We use IOU (Intersection Over Union) as the performance evaluation metric. The IOU is expressed by Equation (20).

$$IOU = \frac{TP}{FP + TP + FN}$$ (20)

Among them, TP (True Positive) is classified as a positive sample, in fact it is also a positive sample. FP (False Positive), is classified as a positive sample, but in fact it is a negative sample. FN (False Negative) is classified as a negative sample, but in fact it is a positive sample. The output of the model is normalized to the probability $\hat{y}_i \in [0, 1]$ through the sigmoid activation function, and $\hat{y}_i > 0.5$ is regarded as a positive sample, $\hat{y}_i \leq 0.5$ is regarded as a negative sample, so as to calculate the IOU.

The code is implemented by Pytorch 1.10.0, accelerated training by Apex\footnote{https://github.com/NVIDIA/apex}. The optimizer uses Adam with the learning rate of 0.001 and the batch size is 10. To conserve training time and improve convergence speed, in the quantization experiments, we first train a pre-training model (200 epochs) for each network using Dice loss and synthetic data, all experiments initialize the parameters with the pre-training model. The experiments are trained for 200 epochs (total 400 epochs), and each epoch is run once on the validation set to record the quantization metrics. Table III shows the best results for each set of experiments.

In Table III, Fault-Net and Nested UNet have similar performance in terms of quantitative metrics, but in Table II the former has only 3.4% of the latter’s computation. Fault-Net has stronger performance than UNet, but significantly lower computation than it. This well demonstrates the superiority of our network structure, which use of high-resolution characterization of the edge features for seismic faults can yield more promising results via fewer computational resources, as can be further illustrated by the qualitative experiments that follow. Moreover, experiments on synthetic data (Group 4) show the improvement of MCF for performance, and as mentioned
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### Table II

| Group | A | B | C | Synthentic | A | B | C | Synthentic |
|-------|---|---|---|------------|---|---|---|------------|
| Train | MD\low{0.5} | MD\low{0.6} | MD\low{0.7} | MD\low{0.8} | MD\low{0.9} | $\lambda$-BCE |
| UNet  | 67.10 | 67.28 | 67.31 | 64.55 | 61.12 | 65.53 |
| Nested UNet | 66.57 | 67.20 | 67.25 | 64.32 | 61.01 | 65.81 |
| Fault-Net | 67.01 | 67.32 | 67.24 | 64.69 | 61.83 | 65.50 |
| Group-2 | MD\low{0.5} | MD\low{0.6} | MD\low{0.7} | MD\low{0.8} | MD\low{0.9} | $\lambda$-BCE |
| UNet  | 65.20 | 65.39 | 65.66 | 64.01 | 61.01 | 62.22 |
| Nested UNet | 65.66 | 65.50 | 66.21 | 63.90 | 61.45 | 62.88 |
| Fault-Net | 65.89 | 66.04 | 66.18 | 63.73 | 61.29 | 62.87 |
| Group-3 | MD\low{0.5} | MD\low{0.6} | MD\low{0.7} | MD\low{0.8} | MD\low{0.9} | $\lambda$-BCE |
| UNet  | 65.29 | 65.73 | 66.38 | 64.22 | 60.92 | 62.69 |
| Nested UNet | 65.99 | 65.98 | 66.34 | 64.70 | 61.00 | 63.11 |
| Fault-Net | 65.87 | 66.19 | 66.56 | 64.31 | 61.48 | 63.32 |
| Group-4 | MD\low{0.5} | MD\low{0.6} | MD\low{0.7} | MD\low{0.8} | MD\low{0.9} | $\lambda$-BCE |
| UNet  | 66.90 | 67.18 | 67.27 | 64.19 | 61.20 | 66.35 |
| Nested UNet | 67.77 | 67.51 | 67.51 | 64.22 | 62.83 | 66.70 |
| Fault-Net | 67.53 | 67.59 | 67.33 | 64.78 | 62.57 | 66.76 |
| Fault-Net (No MCF) | 66.98 | 67.15 | 66.91 | 64.33 | 62.06 | 66.40 |
above, he can ensure that high-resolution edge features are not blurred in the fusion, thus guaranteeing the consistency of edge features throughout the network.

It should be noted that the network trained with synthetic data in Table III seems to show the best performance, because the verification data also uses synthetic data, the training set and verification set have similar image features and distribution. The mixed training network adds field data. In the next qualitative experiment, we will show that the mixed data training model can obtain more reliable results (Fig. 6, 7, 8).

Fig. 5 is calculated from Table III, which demonstrates the effect of FNL on various losses. As mentioned above, there are more FNLs in the annotation of work area C and thus may affect the training process of the model, so the overall performance of groups 2 and 3 is lower than that of Group-1. Fig. 5 shows the performance difference between Group-1 and the other two groups, respectively, to illustrate the suppression effect of MD losses on FNLs. The figure indicates the MD loss compared to BCE has a suppression effect on FNL, and the difference between Group-1 and the control group gradually decreases as $\gamma$ increases, bringing the difference to about 0 at $\gamma = 0.9$. However, in terms of performance, there is a significant decrease in the IOU metric when $\gamma$ is greater than 7. Therefore, we consider $\gamma = 7$ as the more reliable parameter.

1) Analysis of test set results: We use the optimal results of each group of experiments run on the corresponding test set to obtain the Fig. 6. We also add comparisons with current mainstream data-driven methods, such as those disclosed by Wu et al. [19] and Gao et al. [17]. Notably, these methods are trained using synthetic data, with Wu’s method using its open source code\(^2\) and our work based on Gao’s paper using Nested UNet to restore its training process and results as much as possible\(^3\).

Fig. 6 shows the detection results for Group-3, which uses work area A as the test set, we have tagged each result with the network, loss and training data used. Among them, Fig 6-(b), (c), (d) are trained using synthetic data, and they demonstrate the difficulty of generalizing synthetic data on this work area. Although both (c) and (d) provide the explicit interpretation of the faults, their performance is still far from the same compared to other networks trained using mixed data, especially at Fig 6-(1), (2) which shows strong noise.

Fig. 6-(c) Compared with (d), there are some obvious error detection caused by stitching (Fig 6-(4)). Because of the RAM limitation of Nested UNet (Table I), we cannot infer the whole 3D image input, but can only infer the result by cubing and then stitching, the process of stitching will lead to discontinuity of the result and error detection. The utilization of computational resources by Fault-Net is significantly better than other networks, which is one of the advantages of Fault-Net.

Fig. 6(e) is trained using distribution-based loss because its equivalence of propagation gradients for foreground and

\(^2\)https://github.com/xinwucwp/faultSeg

\(^3\)Since there is no open source code for this work (Nested Residual UNet), we restore its network structure as much as possible based on Nested UNet (UNet++) according to the description in the paper. Nested UNet uses https://github.com/ShawnBIT/UNet-family.
background does not allow effective suppression of FNL, resulting in some significant false negatives of its model at (3).

Fig. 6-(f)-(j), as $\gamma$ increases, the "width" of detected faults gradually increases, and the network gradually tends to detect foregrounds (faults). When $\gamma$ is greater than 7, the network starts to show obvious false positives, which is the main reason why the IOU metric decreases at this time. And there are some underreporting at (5) and (6) in the figure, the inhibitory effect on FNL is not significant when $\gamma$ is less than 7.

Fig. 7 shows the detection results for Group-2, which uses work area $B$ as the test set. Compared to work area $A$, the network obtained by training only with synthetic data improves in the detection of work area $B$, but still shows some false positives at (1) and (2). Similar to the detection results for Work area $A$, Fault-Net trained using BCE loss shows some missed reports at (3). Similar conclusions can be obtained for the results of Fig. 7-(f)-(j) in work area $B$ as in work area $A$, i.e., the increase of the $\gamma$ makes the network more inclined to predict as foreground (faults). Among these results, our method (h) works the most effective.

C. Testing on public data

In this subsection we compare the performance of these methods on publicly available data, where our method uses only the network obtained from MD$^{0.7}$ training in Group-1. This subsection of the experiment incorporates a comparison with AAM-UNet [20], which uses active attention to improve UNet and is trained by $\lambda$-BCE and mixed datasets.

1) Netherlands F3: First we tested on the Netherlands offshore F3 data (Fig. 9), in which we intercepted a more fault-rich region where there are some criss-cross faults, the selected region is sampled at a total of $128 \times 512 \times 384$ grid points. Most of the methods can do well to detect faults in the vertical inline direction among them, while for faults parallel to the inline they show discontinuities and significant misses. In Fig. 10 only our method (Fig 9-(c)) has a clear and unambiguous detection of the fault present at (1), where the method demonstrates a great advantage.
Fig. 8. Test results for Group-1 by work area $C$. (b) is the result of FaultSeg, which was trained by synthetic data and BCE loss. (c) for Neted UNet, which was trained by synthetic data and Dice loss. (d) for Fault-Net trained with synthetic data. (e)-(j) using the mixture (Synthetic data, $A$, $B$ work area) dataset, and different loss functions, the variables for each result have been indicated in the figure.

Fig. 9-(f) has less noise compared to (d), but as mentioned above, the distribution-based loss is difficult to provide a stable interpretation of the fault, and it gives probabilistic and ambiguous results.

 Furthermore, Fault-Net demonstrates similar performance to Neted UNet when without MD loss (without adding field data training), while the dependence on computational resources between the two is far from each other. Fig. 11(d-f) shows some obvious discontinuities and traces caused by splicing, while the results of (b) and (c) are smoother and continuous. Our method supports inference on larger size seismic data in the same size of memory, which can avoid many problems caused by splicing.

2) New Zealand Kerry: The data is publicly available on the SEG Wiki, and we intercepted the fault-rich regions of it, the selected region is sampled at a total of $272 \times 608 \times 192$ grid points.

There are a great number of vertical faults in the region, and the faults are more obvious in the reflector, especially the fault development and geological structure of the region are similar to the synthetic data released by Wu [19], so all the networks in Fig. 10 show more reliable detection results. Even so, our method has an advantage in terms of the details of fault detection.

In Fig. 10, the network ((c) and (f)) that incorporates the field data training gives clear detection results with almost no noise. As for the other networks, because of the irregular reflection at the top of the data (red circle), the network did not learn the corresponding processing in the synthetic data, leading to some noisy and wrong detections, and (c) has a more stable and clear fault interpretation compared to (f).

3) **FORCE ML Competition**: This data was provided by FORCE ML Competition 2020[4]. This competition wanted to find out if these very efficient modern machine learning based fault detection algorithms perform equally as good on not so perfect data. The competition had 80 teams registered, the final results of this competition are published in this URL[5] as well as a demonstration of each team’s testing results.

The competition provided a validation seismic image from the Ichthys Field on the NW Shelf of Australia, the blind dataset that organizers provided to the contestants comes from the Adele seismic survey that is located some 15 to 20 km to the NE of the Ichthys seismic survey, the selected region is sampled at a total of $512 \times 288 \times 768$ grid points. As stated by the organizers, the faults in the seismic images of this region are not perfect and difficult to interpret even by humans, but our method still gives very satisfactory results.

Because this survey fault is difficult to observe, we have included some manual interpretation in Fig. 11(a) to annotate the main faults in it, which researchers can also compare by downloading the original data. The winners (Sparveon and Equinor) both demonstrated poor detection, and the competition results showed that detecting faults in this survey is very challenging.

The similarity of the wave number spectrum of this data noise to that of the faults leads to the over-detection of FaultSeg and Nested UNet (Fig. 11(d) and (e)) on crossline and timeline, and the (f) and (g) timeline also shows some noise, these fault-like noise detections are not geologically

---

4FORCE ML Competition, https://terranubis.com/datainfo/FORCE-ML-Competition-2020
5FORCE ML Competition, https://drive.google.com/drive/folders/1Hu4VJN9xLOWixSMdF2xN6frk0zmOz-1J
credible, but (e), (f) and (g) all identify the major faults in inline, while the faults in (d) inline show discontinuities and substantial omissions. Of these methods (h) shows the best performance, not only detecting the main faults in the inline, but also demonstrating high signal-to-noise ratios in the other two directions, with stronger geological interpretation. Furthermore, our method detects more straight compared to other results, and is therefore more geologically reasonable and easier to interpret, curved faults can be more difficult to relate with conventional geologic evolution interpretation than straight faults.

Additionally, the 'M'-shaped fault detection is shown at Fig. 11-(1), (2), which is hardly observed by humans and not well interpreted by other methods, so we subjected the location to 3D point cloud imaging to determine its presence or absence. Fig 12 shows the 3D imaging results at this location, which is almost parallel to the crossline, and as mentioned above, such faults are almost invisible to the human eye in the corresponding section. This fault exists at this location and is elusive. Fig. 11(d) and (e) show more sensitive fault detection properties, but they cannot identify this fault completely, while our method gives a clear interpretation of this location (Fig. 11(g) and (h)).

IV. CONCLUSION

We present MD loss, which supports the incorporation of human experience through a few 2D slices in the training of
the 3D network’s faults and suppresses abnormal annotations in the manual labels, thus significantly improving the model performance and generalizes it to more surveys. Meanwhile, Fault-Net was developed, which uses high-resolution representational features and MCF to ensure that the edge features of faults are fully preserved during inference, allowing more reliable results with significantly lower computational resources than existing networks.

We illustrate the characteristics and effectiveness of MD loss using three surveys and synthetic data from Sinopec. Subsequently, in combination with the three publicly available data, it is verified that the network trained by adding field data through MD loss outperforms the network without it. MD loss can compensate for the limitations of the currently widely used synthetic-data-based methods. With Dice loss, Fault-Net shows equal or better performance than Nested UNet, but it requires only 3.4% of the computational resources of Nested UNet, and its comprehensive performance is the best among several major fault detection networks. Our method can help extend fault detection capabilities for unknown surveys by adding human experience, and provide faster and more reliable fault detection results.
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