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Efficient Modelling Methodology for Reconfigurable Underwater Robots

Mikkel Cornelius Nielsen *,** Mogens Blanke *,** Ingrid Schjølberg *

* Centre for Autonomous Marine Operations and Systems, Department of Engineering Cybernetics, Norwegian University of Science and Technology, Trondheim, Norway
** Department of Electrical Engineering, Technical University of Denmark, Lyngby, Denmark

Abstract: This paper considers the challenge of applying reconfigurable robots in an underwater environment. The main result presented is the development of a model for a system comprised of $N$, possibly heterogeneous, robots dynamically connected to each other and moving with 6 Degrees of Freedom (DOF). This paper presents an application of the Udwadia-Kalaba Equation for modelling the Reconfigurable Underwater Robots. The constraints developed to enforce the rigid connection between robots in the system is derived through restrictions on relative distances and orientations. To avoid singularities in the orientation and, thereby, allow the robots to undertake any relative configuration the attitude is represented by quaternions.

The offshore industry is becoming technologically ever more demanding and visions foresee production facilities will move from the ocean surface to the seabed. Consequently, robotic solutions will have to solve increasingly diverse tasks and collaborating and reconfigurable robots are envisaged to become important in support of this technology evolution. This paper deals with modelling for control of multi-robot systems with an aim of being able to automate the modelling of vehicles that should be able to connect or disconnect and form configurations required for a specific task. The modelling should be able to be done without human intervention other that the definition of dynamics for the individual vehicle.

Present solutions focus on Remotely Operated Vehicles (ROVs) for power demanding tasks such as positioning of subsea modules during the installation phase Henriksen et al. (2015). Several low-power tasks are, however, better carried out by non-tethered vehicles, and in the long term a modular reconfigurable multi-robot solution can provide high control authority and flexibility. This means that several autonomous vehicles work together to perform a joint task. Multi-vehicle systems for underwater applications were studied in Belleter and Pettersen (2014, 2015) where formation control was the main objective. The focus in this paper is modular reconfigurable multi-robot system that is capable of physically changing its morphology. From a reconfiguration point-of-view work has mainly focused on modularity in the physical sense. An underwater platform with docking capability to offload data between a sensor network and an Autonomous Underwater Vehicle (AUV) was presented in Vasilescu et al. (2005), and Mintchev et al. (2012, 2014) presented a system of anguilliform AUVs with the ability of docking to each other, utilising passive magnets to align the vehicles for docking. The system resulting from physically coupling and de-coupling of the vehicles is a multi-body system with dynamic topology. The modular robotics community predominantly focus on Fuzzy Logic control of multi-body systems, but when high precision control is needed, modelling is a necessary prerequisite. Generic modelling for individual underwater vehicles has been extensively treated in Antonelli (2014) and Fossen (2011), so the challenge for a multi-body cluster is to be able to describe the non-linear dynamics of the cluster from the dynamics of individual members. The objective of the present effort is hence to provide a modelling tool that can describe the dynamic properties of a morphology from the geometry of the cluster and properties of its’ members. The challenge with traditional modelling methods is the difficulties that arise from constraints when robots connect. The paper develops the equations of motion for a system comprised of $N$ rigidly connected robots based on the Udwadia-Kalaba Formulation (Udwaedia and Schutte, 2012). We exploit this framework using quasi-velocities to derive the constraints imposed by rigid connections, using a quaternion formulation to avoid singularities. The contribution of the paper is to show how the Udwadia-Kalaba methodology can be applied to reconfigurable underwater robots, and in particular can deal with redundant constraints in a robust manner.

1 This work was supported by the Research Council of Norway through the Centres of Excellence funding scheme, the AMOS project, grant number 223254.
2. RIGID-BODY MODEL

2.1 Notation and Kinematics

This section summarises the notation broadly used in the area of underwater vehicles, as this was introduced in Fossen (2011). For the purpose of this paper the earth-fixed North-East-Down (NED) frame, denoted \( \{n\} \), will be assumed inertial. The frame configuration variables denoted \( \eta = [p_{b/n}^T, \nu]^T \in \mathbb{R}^7 \) with the angular velocities \( \nu = [u, v, w]^T \in \mathbb{R}^3 \) of the body-fixed frame \( \{b\} \) comprise of the position \( p_{b/n}^n = [x^n, y^n, z^n]^T \) and the attitude represented as a unit quaternion to avoid singularities \( \nu = [\eta_1, \eta_2, \eta_3]^T \). Attached to each body in the system is a local body-fixed frame denoted \( \{b\} \). The body-fixed velocities denoted \( \nu \) as

\[
\nu = [u, v, w]^T \in \mathbb{R}^3
\]

As with the configuration vector the body-fixed velocity vector can be separated into linear velocities \( \nu_1 = [u, v, w]^T \) and angular velocities \( \nu_2 = [p, q, r]^T \). To relate the NED and body-fixed frame the rotation matrix \( R_b^n \) is defined below

\[
R_b^n = \begin{bmatrix}
1 - 2(\varepsilon_2^2 + \varepsilon_3^2) & 2(\varepsilon_1 \varepsilon_2 - \varepsilon_3 \eta) & 2(\varepsilon_1 \varepsilon_3 + \varepsilon_2 \eta) \\
2(\varepsilon_1 \varepsilon_2 + \varepsilon_3 \eta) & 1 - 2(\varepsilon_2^2 + \varepsilon_3^2) & 2(\varepsilon_2 \varepsilon_3 - \varepsilon_1 \eta) \\
2(\varepsilon_1 \varepsilon_3 - \varepsilon_2 \eta) & 2(\varepsilon_2 \varepsilon_3 + \varepsilon_1 \eta) & 1 - 2(\varepsilon_1^2 + \varepsilon_2^2)
\end{bmatrix}
\]

To relate the attitude change in the inertial frame \( \{n\} \) with the angular velocities \( \omega_{b/n} \) around the principle axes of the body-fixed frame \( \{b\} \) the angular transformation matrix \( T_u \) is used.

\[
i_u = T_u \omega_{b/n}
\]

where \( T_u \) is defined as

\[
T_u = \frac{1}{2} H^T = \begin{bmatrix}
-\varepsilon_1 & -\varepsilon_3 & -\varepsilon_2 \\
\eta & -\varepsilon_3 & \varepsilon_2 \\
\varepsilon_3 & \eta & -\varepsilon_1 \\
-\varepsilon_2 & \varepsilon_1 & \eta
\end{bmatrix}
\]

such that \( H \) is

\[
H = [-\varepsilon \eta I_3 - S(\varepsilon)] \in \mathbb{R}^{3 \times 4}
\]

where \( S(\varepsilon) \) is the skew-symmetric matrix such that \( S(\lambda)^T = -S(\lambda) \) and it is defined as

\[
S(\lambda) = \begin{bmatrix}
0 & -\lambda_3 & \lambda_2 \\
\lambda_3 & 0 & -\lambda_1 \\
-\lambda_2 & \lambda_1 & 0
\end{bmatrix}
\]

To account for the environmental disturbances the model will be formulated in relative velocity \( \nu_r \).

\[
\nu_r = \nu - \nu_c
\]

where \( \nu_c \) is the velocity of the water current in the body-fixed frame.

Assumption 1. The current is constant and irrotational in the inertial frame.

Remark 1. Assumption 1 is reasonable in the sense that both amplitude and direction of currents are slowly varying.

Assumption 2. The fluid is viscous, incompressible and irrotational.

Remark 2. Assumption 2 is common in hydrodynamic modelling.

Assumption 3. The cross-flow can be neglected in control applications.

Remark 3. Assumption 3 is not strictly true, however for the purpose of controloriented modelling, the assumption is acceptable.

The kinetic model for marine systems in relative velocity was derived in Fossen (2011) and is shown below

\[
M \dot{\nu}_r + D(\nu_r) \dot{\nu}_r + C(\nu_r) \dot{\nu}_r + g(\eta) = \mathbf{\tau}
\]

The model in Eq. (8) form the local model of a combined system. This leads to Section 3, where the general problem of constrained dynamics is presented.

3. CONSTRAINED DYNAMICS

The challenge of constrained dynamics is to ensure physically sound motion of a system where the states are not independent due to imposed constraints. Different approaches exist for solving the constraining forces and thereby the resulting motion of the constrained system. For reconfigurable robots, cyclic configurations can cause redundant constraints to appear and, as a result, the constraint matrix will no longer be full rank. When this occurs, classical modelling methods will fail as they cannot provide a unique solution for the constrained forces. The Udwadia-Kalaba methodology, in contrast, does not require a constraint matrix to be full rank. This section discusses the issues related to modelling of constrained dynamics.

Consider the generalised Newtonian system \( \mathcal{G} \)

\[
\mathcal{G} := \begin{bmatrix}
\dot{q} = v \\
M \ddot{q} = Q
\end{bmatrix}
\]

where \( q \in \mathbb{R}^{n_q} \) is the vector of generalised coordinates, \( M \in \mathbb{R}^{n_q \times n_q} \) is the system inertia matrix and \( Q \in \mathbb{R}^{n_q} \) is a vector of generalised forces. Constraints emerge in such system as a consequence of physical restrictions. A system described by ordinary differential equations (ODE) and with constraints forms a differential-algebraic equation (DAE) system. Such DAE systems are difficult to solve, and are not easily used as basis for control design. The aim of modelling is to get a system description that takes an ODE form.

If constraints appear in holonomic form, see definition below, they can be eliminated by coordinate reduction, that, however, results in high complexity descriptions.

Definition 1. A constraint \( c \) is said to be holonomic iff it can be represented independently of the generalised velocities \( \dot{q} \) such as in the following equation

\[
c(q, t) = 0
\]

From a geometric point-of-view the motion of the dynamical system of Eq. (9) would evolve on the sub-manifold \( \mathcal{M} \) defined as

\[
\mathcal{M} = \{ (q, v) : c(q) = 0, \nabla_q c(q) v = 0 \}
\]
appearance explicitly in Eq. (10).

The pose of a rigid body in three dimensional space can be described uniquely by six variables, hence, by six degrees of freedom. The holonomic constraint results in a decrease of the degrees of freedom \( n_f \) by \( n_f = n_q - n_c \), where \( n_c \) is the number of constraints and \( n_q \) is the number of generalised coordinates.

To illustrate this in a geometric fashion Fig. 1 shows a particle constrained to a manifold by a holonomic constraint, where \( q \in \mathbb{R}^3 \). The unconstrained motion of the particle would follow the ODE, Eq. (9). The solution for the DAE system requires the information of the constraint to be injected into the ODE part.

One approach to injecting the constraint into the ODEs is by re-parametrisation of the generalised coordinates to obtain a new set of independent coordinates that take the constraint into account. In this case the particles coordinates are \( q = [a_1, a_2] \), such that the motion on the sub-manifold \( c \) is uniquely defined. The disadvantage of using coordinate reduction is an increase in complexity of the resulting ODEs and the possible difficulty of finding a new set of independent coordinates.

If the constraint is not holonomic or a suitable re-parametrisation cannot be identified, the constraint must be actively enforced. This is done by augmenting the dynamic equation system Eq. (9) with a constraining force \( Q_c \) such that

\[
G_c := \begin{cases}
\dot{q} = v \\
M\dot{v} = Q + Q_c
\end{cases}
\]  

(12)

The difficulty of identifying the constraining force \( Q_c \) depends on the differential index of the DAE defined below Definition 2. (Brenan et al. (1995)). Differential Index: The minimum number of times that the constraint of Eq. (10) must be differentiated with respect to the independent variable \( t \) to transform the DAE into an ODE.

In Takamatsu and Iwata (2008) the authors state that the difficulty in solving a DAE increases with the Differential Index. Gear and Petzold (1984) suggested that an index reduction is necessary for indices larger than one. A rigid constraint between two vehicles can be defined solely based on the generalised coordinates, hence, it is a holonomic constraint and both coordinate reduction and constraint enforcement are possible strategies for reducing the Differential Index. However, the modular robotic system under investigation is subject to structural changes during operations. Using coordinate reduction to solve the problem would require a new set of coordinates to be calculated each time a change is introduced in the system. Furthermore, the complexity of the individual robot dynamics can render the model unusable for analytical purposes. Conversely, the constraint enforcement approach is not without flaws. The constraining forces required to sustain the solution to the constraint sub-manifold have to be identified. There exists a variety of methods to identify such constraining forces. Bauchau and Laulusa (2008) gave an overview of methods used to enforce constraints in multi-body systems — the most classical approach being Lagrange’s multipliers. In Wojtyra and Fraczek (2013) investigated the problem of redundant constraints in relation to multi-body systems and rank deficiency of the resulting constraint matrix.

In a modular robotic system a redundant constraint can appear if a series of connection between different robots leads to a loop-closure. If such a situation occurs, the constraint matrix will become rank deficient and a unique solution may not exist. The solution is then to manually remove as many redundant constraints until the constraint matrix becomes full rank. In Kalaba and Udwadia (1994) another approach modelling of constrained multi-body dynamics based on Gauss’s Principle of Least Constraint was presented. This approach does not require the constraint matrix to be full rank, at the cost of being slightly more computationally heavy. The main feature of this method is the use of a single global equation for modelling, which can be extended to include quasi-velocities.

### 4. UDWADIA-KALABA EQUATION

In this section, the general Udawadia-Kalaba formulation is presented in quasi-velocities. This is based on the work in Udawadia and Pholionsiri (2007) where the Udawadia-Kalaba formulation was extended to include quasi-velocities and quasi-accelerations. Consider a transformation \( G(q) \in \mathbb{R}^{n_s \times n_q} \) such that

\[
s = G(q)q
\]  

(13)

where \( s \in \mathbb{R}^{n_s} \) is a vector of quasi-velocities and \( q \in \mathbb{R}^{n_q} \) and \( \dot{q} \) are generalised coordinates and generalised velocities respectively. A general unconstrained Newtonian system can be described in terms of quasi-coordinates as in Eq. (14).

\[
M\ddot{s}_u = S
\]  

(14)

Where \( M \in \mathbb{R}^{n_s \times n_s} \) is the inertia matrix, \( \ddot{s}_u \) are the unconstrained quasi-accelerations of the system and \( S \in \mathbb{R}^{n_s} \) is the generalised forces. In case the system is subjected to constraints the formulation in Eq. (14) can be transformed into the constrained formulation of Eq. (15) by augmenting with an additional constraining force \( S_c \in \mathbb{R}^{n_s} \).

\[
M\ddot{s}_u = S + S_c
\]  

(15)

There exists multiple approaches for calculating the constraint forces \( S_c \). Given \( n_c \) constraints on the form in Eq. (16) that is linear in the accelerations.

\[
A(q,s)\ddot{s} = b(q,s)
\]  

(16)
inertial space, \(O_i\) for \(i \in \{A, B\}\) the origin of each vehicle

In Udwadia and Schutte (2012) the problem of finding the constraint force was transformed into an optimisation problem using Gauss’s Principle of Least Constraints. In this way, the problem of constraint handling becomes a minimisation problem that can be solved using the Moore-Penrose pseudo-inverse. In the end, the constraint vector \(S_c\) can be determined by Eq. (17).

\[
S_c = M^{1/2}(AM^{-1/2})^+(b - As_u) \quad (17)
\]

where \((\cdot)^+\) represents the Moore-Penrose pseudo-inverse. Finally the constrained accelerations of the system can be identified by insertion into Eq. (15) and solving for \(s_c\).

\[
s_c = s_u + M^{-1/2}(AM^{-1/2})^+(b - As_u) \quad (18)
\]

It is clear from Eq. (18) that Udwadia-Kalaba is a global method as opposed to most impulse based methods.

In many robotic applications quasi-velocities are advantageous compared to generalised velocities. In Klausen et al. (2014) the Udwadia-Kalaba formulation was used to model a system of \(N\) multi-copters for the purpose of slung-load transportation using local coordinates.

### 5. RIGID CONSTRAINT

A main challenge with rigid connected vehicles is that the constraint, which is needed to describe the connection, is restricting all six DOF. This section derives the generic formulation of such rigid constraint. Each of two connected vehicles will have a local body-fixed frame, denoted \(\{A\}\) and \(\{B\}\), respectively. The rigid constraint is derived in two parts. The first part retains a relative distance between each vehicle to a common point \(s\) in the inertial frame. This permits a formulation for a vector loop-closure as shown in Fig. 2.

The second part retains a relative orientation between the vehicles. For quaternions, this relative orientation is the Hamilton product \(\otimes\) between the orientation of vehicle \(A\) and vehicle \(B\). The constraints are summarised as follows

\[
c_1 : p_{A/n}^n + p_{s/A}^n - p_{B/n}^n - p_{s/B}^n = 0 \quad (19)
\]

\[
c_2 : u_A \otimes u_B^* = u_{rel} \quad (20)
\]

where \(u_A\) is the unit quaternion of vehicle \(A\) and \(u_B^*\) is the quaternion conjugate of vehicle \(B\).

The second-order time-differentiation of the constraints are required to be brought on the form of Eq. (16). Conducting the time-differentiation on Eq. (19) and recalling that \(R^B_n = S(\omega^B_{n/A})R^B_0\) yields

\[
p_{A/n}^n = R^A_n \nu^A_r \quad (21)
\]

\[
p_{s/A}^n = \omega^A_{n/A} \times p_{s/A}^n \quad (22)
\]

The time-differentiation of the expressions (21) and (22) yields

\[
p_{A/n}^n = R^A_n \nu^A_r + \omega^A_{n/A} \times p_{s/A}^n \quad (23)
\]

\[
p_{s/A}^n = \omega^A_{n/A} \times p_{s/A}^n + \omega^A_{s/A} \times \omega^A_{n/A} \times p_{s/A}^n \quad (24)
\]

The derivations of the constraints for vehicle \(B\) yields equal result as that of vehicle \(A\) with opposite sign. Combining the resulting expression for the constraint matrix \(A\) for constraint \(c_1\) yields

\[
A_1 = [R^B_n - S(p_{s/A}^n) - R^B_0 S(p_{s/A}^n)] \quad (25)
\]

The remaining terms of the expression is included in the constraint vector \(b\) which then becomes

\[
b_1 = -\omega^A_{n/A} \times (R^A_n \nu^A_r) + \omega^A_{n/A} \times p_{s/A}^n + \omega^B_{A/n} \times (R^B_0 \nu^B_r) + \omega^B_{B/n} \times p_{s/B}^n \quad (26)
\]

For constraint \(c_2\) the Hamilton product between the unit quaternion of \(A\) and the conjugate of the unit quaternion of \(B\) yields the relative rotation between the vehicles. The time-differentiation of the attitude constraint yields

\[
\dot{u}_A \otimes \dot{u}_B^* + u_A \otimes \dot{u}_B^* + 2 (u_A \otimes u_B^*) = 0 \quad (27)
\]

Transforming this expression requires additional terms from the change of frame

\[
\ddot{u} = T_u \omega_b^{\perp} + T_u \omega_b^{\parallel} \quad (29)
\]

To simplify notation an additional matrix is defined below

\[
\tilde{H}_i = [-\varepsilon_i I_3 + S(\varepsilon_i)] \quad \text{for } i \in \{A, B\} \quad (30)
\]

The sign change of the skew-symmetric matrix in \(H\) compared to \(\tilde{H}\) of Eq. (5) results in a change of reference frame from body \(\{b\}\) to \(\{n\}\) as shown below

\[
\omega_{b/n} = 2H \dot{u} \quad (31)
\]

\[
\omega_{b/n} = 2\tilde{H} \ddot{u} \quad (32)
\]

The relative quaternion rotation can be expressed in matrix form, linear in either quaternion as follows

\[
\begin{align*}
      u_A \otimes u_B^* & = \begin{bmatrix} u_B^* \end{bmatrix}^T \begin{bmatrix} u_B^* \\ H_B \\ -H_A \\ 0 \end{bmatrix} u_A = G_B u_A \\
      & = \begin{bmatrix} u_A \end{bmatrix}^T \begin{bmatrix} u_A \\ H_A \\ -H_B \\ 0 \end{bmatrix} u_B = G_A u_B
\end{align*}
\]

(33)

Expanding each term of Eq. (28) combined with Eq. (29) yields

\[
2 (u_A \otimes u_B^*) = 2 \begin{bmatrix} T_B \omega_{B/n}^B \end{bmatrix}^T \begin{bmatrix} \dot{T}_B \omega_{A/n}^A \\ \tilde{H}_B \end{bmatrix} = 2G_B T_A \omega_{A/n}^A \quad (34)
\]

Each of the terms introducing the quaternion acceleration are brought on linear form as shown below

\[
\begin{align*}
u_A \otimes u_B^* & = G_B T_A \omega_{A/n}^A + G_B T_A \omega_{B/n}^B \\
u_A \otimes u_B^* & = G_A T_B \omega_{B/n}^B + G_A T_B \omega_{A/n}^A
\end{align*}
\]

(35)
of vehicle A is 0° roll. The purpose of the simulation is to test the interaction between the vehicles exposed to different restoring forces. This simulation is repeated three times, where each iteration changes the length \(l\) between the vehicles such that \(l \in \{1, 2, 3\}\).

Case B: Hydrodynamic Tests
Case B simulates two vehicles A and B connected by a mass-less rod of length 1 with zero relative attitude. Both vehicles exerts force in positive surge direction \(x_3\) of each vehicle. As with Case A the simulation is conducted three times with increasing surge damping \(X_a\) of vehicle B. The purpose of the simulation is to test the interaction between the vehicles when changes occur in the damping. The surge damping of vehicle B is chosen as \(X_a \in \{5, 10, 15\}\).

6.2 Numerical Considerations

Numerical errors in integration procedures cause drift of the constrains. This has profound impact on both the force compensated constraints, but also on the unit constraint in the quaternion. Constraint drift is a recognised problem in the literature. Braun and Goldfarb (2009) investigated methods for constraint drift removal in the Uvdadia-Kalaba equations. The unity constraint on the quaternions can be imposed continuously from the following equation given in Fossen (2011).

\[
\dot{u} = T_u (u) \omega_{b/n}^B + \frac{\gamma}{2} \left( 1 - u^T u \right) u \quad \text{for } \gamma \geq 0 \quad (39)
\]

In this paper the Dormand-Prince scheme for integration is used with low tolerance and thereby the error build-up is mitigated.

6.3 Results & Discussion

Case A: Hydrostatic Tests
The simulations of Case A are conducted and the results are shown in Fig. 4 and Fig. 5.

![Figure 4. Roll angle of vehicles A and B for three different rod lengths \(l\). Peak times for vehicle A are marked and coincide with those of vehicle B.](image)

Two cases 3a and 3b are considered, which are shown in Figure 3.

Case A simulates two vehicles A and B connected by a mass-less rod of length \(l\) with relative attitude of 90° in roll. The mass of each vehicle is 20kg, the buoyancy point \(r_b^A = [0, 0, -0.1]\) in each vehicles local frame and both vehicles are neutrally buoyant. The initial attitude of vehicle B is set to 90° roll. Hence the initial attitude
displacement between the vehicles are 90° in relative roll. Since the dynamic profile of the vehicles are identical, the restoring forces will exert an equal and opposite torque on each vehicle when the roll angles are equal and opposite. In the specific case, this angle is $\phi_A = -45^\circ$ and $\phi_B = 45^\circ$. Further, as the length between the vehicles increases so does the period of the roll oscillations. To evaluate the accuracy of the simulation, the results are compared to a simplified analytical solution. The analytical solution is constructed by transforming the two vehicles into a combined system. The inertia of each vehicle is transformed into the centre of mass $P$ of Fig. 3a. The combined buoyancy point is then calculated such that the restoring force of the combined system can be calculated.

Table 2. Comparison of peak times between analytical approximation and simulation.

| Peak Time | $t_{p_1}$ | $t_{p_2}$ | $t_{p_3}$ |
|-----------|-----------|-----------|-----------|
| Analytical| 2.07s     | 3.874s    | 5.733s    |
| Simulation| 2.107s    | 4.013s    | 6.02s     |

The results of the analytical investigation are compared to the simulations in Table 2. Since the roll rate is largely dependent on the inertias of the system, the Huygens-Steiner theorem provides the majority of the contribution to the roll period increase. The deviation of the peak time is attributed to the linearisation of the restoring force vector. This is reasonable since the roll angle of each vehicle depends on the positions and as the distance between them increases they must move further to change the roll angle.

Fig. 5 shows the linear velocity in heave for vehicle A and sway for vehicle B. The results agree with the roll angle since the positive initial roll angle of vehicle B results in a negative torque which acts through the lever arm on vehicle A. In the end vehicle A is forced down in positive heave ($z_A$) direction while vehicle B will move in negative sway ($y_B$) direction.

**Case B: Hydrodynamic Tests**

To verify the hydrodynamic behaviour of the constrained system another simulation is conducted. Here two vehicles are connected by their local sway-axis, such that the relative attitude is zero. This is shown in Fig 3b. The distance between them are fixed at one meter, such that vehicle B is right of vehicle A. Three open-loop simulations are conducted with variation in the hydrodynamic surge coefficient $X_u$. First a baseline simulation is conducted, where the dynamic profile of the vehicles are identical. The resulting trajectory is shown as case one in Fig. 6. The centre of mass of the connected systems is right between the vehicles denoted with $P$ in Fig. 3b. Given that the hydrodynamic behaviour is identical, both vehicles will act on the centre of mass with equal and opposite torque and hence the sum of torques are zero. The results is a straight trajectory.

Doubling the surge damping $X_u$ of vehicle B and conducting another simulation yields the results of Fig. 6. Trial 2. Evidently the trajectory is dragged eastwards. The increased surge damping of vehicle B, which is the east positioned vehicle, induces a higher yaw torque on the centre of mass and as expected the trajectory drags eastwards.

Finally the surge damping of vehicle B is further increased to thrice the initial value and the simulation is conducted again. As is expected from previous argumentation, the eastward turn is increased even further.

**7. CONCLUSION**

This paper has presented an application of a modelling methodology for efficiently describing a system of modular reconfigurable underwater robots. The modelling approach by Udwadia-Kalaba was adopted because it is robust when redundant constraints arise, as is the case for underwater reconfigurable robots, and the approach was shown to maintain the sparsity in the model description and thus make the resulting model feasible for control design and analysis.

A rigid constraint was developed using quasi-accelerations such that the forces acting on each body in the system were applied in local frames. We formulated a combined model of a system of $N$ rigidly connected reconfigurable
underwater robots using the Udwadia-Kalaba Equation. To allow the robots to connect in any relative attitude with respect to each other, the attitude was represented by quaternions.

The model was verified using two simulations cases. One considered hydrostatic behaviour between two robots connected by a rod with variable length, a second considered the hydrodynamic behaviour of two connected robots with different properties. Results compared favourably with analytical solutions and physical intuition.

The method is believed to be sufficiently robust to allow for unsupervised automated modelling of connected underwater vehicles.
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