Bjorken Boost Invariant Flow in QCD-Colorless Plasma
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Abstract. The time evolution of the expanding Colorless Partonic Matter, created in Ultra-Relativistic Heavy Ion Collisions and undergoing the confining phase transition towards a Hadronic Gas, is discussed in the context of a unified model combining our Colorless QCD-MIT Bag Model with the boost invariant Bjorken expansion. The Bjorken Equation in the case of a longitudinal expansion scenario of a non-ideal relativistic medium in finite volume is solved using certain initial conditions \((\tau_i, T(\tau_i))\) and their effect is studied in detail. The evolution of the temperature as a function of the proper time \(T(\tau, V)\) is then obtained at different volumes. Different times characterising different scales of the whole time evolution, like the time of the finite volume transition point \(\tau_0(V)\), the hadronic time \(\tau_P(V)\) at which the hadronization is completed, the lifetime of the Colorless Partonic Plasma \(\Delta_{CFP}(V)\) and the lifetime of the confining phase transition \(\Delta_{PT}(V)\) are calculated and their finite size scaling properties are studied in detail. New finite size scaling laws are derived. Also, the time evolution of some Thermal Response Functions as the order parameter \(\mathcal{H}(\tau, V)\), energy density \(\epsilon(\tau, V)\), pressure \(\mathcal{P}(\tau, V)\) and the sound velocity \(c_s(\tau, V)\) are investigated and studied in detail. We find that the time evolution of our system is really affected by the colorlessness requirement and the initial conditions of the partonic matter: the closer the volume is to the thermodynamic limit, the longer are the times and the lifetimes of the system. A detailed analysis of the temporal decreasing, in negative power, of the energy density \(\epsilon(\tau, V) \propto \tau^{-d}\) in each of the three stages of the Bjorken expansion is carried out.
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1 Introduction

The Quantum ChromoDynamics (QCD) Equation of State (EoS) is of crucial importance for a better comprehension of the strongly interacting matter created in the Ultra-Relativistic Heavy Ion Collisions (URHIC). Due to the non-perturbative nature of QCD at low temperature and small chemical potential where the system is strongly coupled, lattice QCD approach is the most successful method for determining the EoS in this part of the phase diagram. However, since QCD at high temperature is asymptotically free, an agreement between the results from lattice QCD calculations and predictions from perturbative theory is always realized.

It was noted even before the advent of QCD that the underlying theory of strongly interacting matter, that Hadronic Matter (HM) cannot exist as hadrons at an arbitrarily high temperature or density. The existence of a limiting temperature was formulated in the context of the Hagedorn Resonance Gas Model\cite{Hagedorn}. Indeed, in the context of QCD, the existence of a hadronic limiting temperature is synonymous with a phase transition separating ordinary HM from a new phase of elementary strongly interacting Partonic Matter (PM).

The properties of the PM are currently under active experimental investigation using the URHIC at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC). To make a connection between hot QCD predictions and experimental data, it is essential to formulate a general framework in order to describe the space-time evolution of strongly hot/dense matter produced in URHIC. The Relativistic Hydrodynamics (RH) using appropriate initial conditions is known to be one such framework. The hypothesis of considering dissipative effects beyond the approximation of an ideal PM fluid has been recognized recently both theoretically and experimentally. Among the most important results obtained from the RHIC and LHC...
experiments is the fact that the PM was a nearly perfect relativistic gas, very different from what was supposed to be, a partonic gas, due to the asymptotic freedom of hot QCD. In the case of peripheral collisions, the PM typically has an elliptic shape in the transverse plane. The appearance of spatial azimuthal anisotropy in the momentum distribution is intimately related to the parton-parton interaction. The stronger the parton-parton interaction, the more apparent the asymmetry. Thus, the asymmetry property is nothing but an indication that the system is not gas-like.

It is obvious and with great importance, that to understand the physical properties at finite temperature of strongly interacting matter, to study its EoS. It highlights the intimate relationship between the degrees of freedom and the different phases of the system. Over the years, we have acquired a solid knowledge concerning this EoS, in the high temperature regime from perturbation theory and in the low temperature regime from hadron gas phenomenology.

Hydrodynamics is an approach which can describe the motion of continuous medium based on their local properties and using the conservation laws of energy, momentum, and other conserved quantities. The most important role of hydrodynamics is to reduce the high number of degrees of freedom in the microscopic level to macroscopic variables describing the local properties of the fluid.

Precisely, in the present work we want to perform a detailed study of some interesting observables, outshining the physics of their time evolution using the EoS of the system undergoing a colorless QCD confining phase transition. At the transition point, the system exhibits, by definition, a singular behavior in some Thermal Response Function (TRF), which appears only in the thermodynamic limit. Any TRF, with the duality temperature-time relation, is translated to time Response Function (tRF). When using the time as a variable, this tRF manifest different behaviors from that of TRF and in some cases drastic changes appear like the disappearance of the finite discontinuity. Since Bjorken equation will be solved using the finite volume EoS of our system, certainly Finite Size Effects (FSE) will be observed in the extracted times and lifetimes. We believe that this is the first time that this kind of calculation dealing with the Finite Size Scaling (FSS) properties in times and lifetimes is done successfully and the corresponding FSE are quantitatively studied. Therefore, bulk times and lifetimes are calculated. Due to the colorless requirement, the model is not simple enough to obtain analytical results. Therefore, numerical methods using Mathematica software are employed to perform some calculations.

2 Conversion of Partonic Matter into Hadronic Matter

Due to the color charge confinement property, only the colorless part of the quark configurations would manifest themselves as physically observed particles. All hadrons created in the final stage of an URHIC are colorless. Therefore the whole partonic plasma fireball needs to be in a colorless state. In URHIC processes ranging from low to high energies, there is a production of a multitude of particles (multiparticle production). The stronger growth of the multiplicity of these particles with the center of mass energy $\sqrt{s_{NN}}$ is generally described with a power law: $\propto s^{4}$. Final-state interactions between the produced particles determine the dynamical evolution of the system. Most of these particles (hadrons) are created not only just in the first stage of the collision but also in the final stage after a subsequent evolution of the parton states. We foresee the multiparticle processes proceeding through the production of unobservable partonic states in a first stage followed by the final stage consisting of colorless hadronic states. The evolution from the first to the final stage is described via the hadronization phenomena, where the parton fragmentation refers to the process of converting high-energy, colored partons into colorless hadronic jets. Fragmentation phenomena incorporate the non-perturbative effects at long distances in QCD of the hadronization process, which cannot be calculated analytically. At present, these can only be measured experimentally. The creation of the finite volume hot PM is strongly indicated because some important signatures are observed. One of these signatures is precisely the jet quenching phenomenon, which inform us what happens when a very energetic parton plows through the hot PM. These energetic partons are produced within the same collision that produces the hot PM itself. The physical interest is focused on how rapidly the energetic parton loses its energy when moving in the hot PM. The energy reduction of the jets is what we call "jet quenching". Also, and due to thermal effects of the hot medium the cross section of the hadronization process, which cannot be calculated analytically. At present, this it was calculated, in the context of TFD showing that at the lowest-order that, as the temperature is increased, the hadron production rate decreases. It would be interesting to measure the role of temperature in converting partonic degrees of freedom to hadronic ones.

3 MIT-Bag Model with Colorlessness Condition

3.1 Non-ideality from Colorlessness Condition

The confinement phenomenon concerns any partonic many-body system, and then the Colorlessness Condition (CC) can be considered as an effect of the color interaction between partons rendering the system to be in a colorless state. One shall account for this parton-parton interaction by requiring that all hadronic states to be colorless with respect to the $SU(3)$ color gauge group. Not only at low temperatures the different hadrons are colorless, even at fairly high temperatures there was multiple evidence provided by lattice QCD calculations, that colorless many-parton clusters can propagate in the PM. Another important point in favor of CC comes from the
study of the SU(n) configurations of qq, q̅q and q̅q̅ systems using the explicit projection operators method, in which it has proved that color confinement phenomenon occurs only in colorless state.²²

This CC manifests itself as a non-ideal character in the EoS. The ideal gas approximation is quite relevant at high temperatures due to the property of asymptotic freedom in this regime. However, during the phase transition, when the hadronic system is prepared for the colorless deconfinement or just after, things are not so simple, in which the non-abelian character of the CPP manifests itself in an important manner. Consequently, the consideration of perturbative and non-perturbative corrections of higher order is more than necessary. The CC can be then considered as an interaction effect represented by different terms added to the ideal plasma EoS, improving the approximation of the ideal gas and generating an EoS of a non-ideal gas. This non-perturbative effect is visible in particular in the transition region. In the vicinity of the transition point, this strong non-perturbative effect dominates the deconfined state. Several models have been proposed to describe this phenomenon by assuming the appearance of massive quasi-particles, namely massive partons. Such a quasi-particle model has also been invoked in solid state physics and other fields of physics to study phase transitions in which a large part of the interaction between the real particles and the medium can be viewed as an effective masses of quasi-particles moving freely.

3.2 Total Partition Function with Colorlessness Condition

The most important effect of the partonic interaction is that only the colorless states exist. Thus, imposing this condition on the total partition function of the partonic system should retain a large part of the non-perturbative aspects of the interaction. The color projection has to be carried out simultaneously for the whole partonic system, leading to an overall color correlation.

Logically, any theoretical approach which is intended to describe rigorously the QCD deconfinement phase transition must contain the CC in its formalism. In our previous work, a new method was developed which has allowed us to accurately calculate physical quantities which describe efficiently the deconfinement phase transition within the QCD-MIT bag model, including the CC and using a mixed phase system evolving in a finite total volume V; this is what we call the Colorless QCD MIT-Bag Model.²³⁻²⁵

The fraction of volume (defined by the parameter ℎ) occupied by the HM phase is given by: \( V_{HM} = ℎ V \), and the remaining volume: \( V_{PM} = (1 - ℎ) V \) contains then the colorless PM phase. If we assume that the system consists of a non-interacting phases, the total colorless partition function factored in the final form as follows:

\[
\begin{align*}
\text{Ln} \mathcal{Z}_0(ℎ, T, V, ℱ) &= 3(ℎ, T, V, ℱ) \\
&= \text{Ln} \mathcal{Z}_0(ℎ, T, V, ℱ) + \text{Ln} \mathcal{Z}_{\text{CC}}(ℎ, T, V, ℱ)
\end{align*}
\]

with \( \mathcal{Z}_0(ℎ, T, V, ℱ) \) is only the total grand partition function of the system without the CC, which can be rewritten in its most familiar form as obtained in earliest papers (see for example Ref.²⁶):

\[
\text{Ln} \mathcal{Z}_0(ℎ, T, V, ℱ) = V T^3 \left\{ a_{\text{QG}} + \frac{N_c N_f}{6 \pi^2} \left( \frac{\mu^2}{T^2} + \frac{\mu^3}{2 T^3} \right) - \frac{a_{\text{HG}}}{T^4} \right\} (1 - ℎ) + a_{\text{HG}} ℎ
\]

where \( (a) \) accounts for the confinement of quarks and gluons by the real vacuum pressure exerted on the perturbative vacuum of the bag model. A non-variable bag constant \( (a) \) is not sufficient because the non-abelian nature of QCD leads to the complicated non-perturbative structure of the QCD vacuum.

In order to avoid overloading our present manuscript with long mathematical relationships, already published in our previous articles, leading to the final expression of the colorless part of the partition function \( \mathcal{Z}_{\text{CC}}(ℎ, T, V, ℱ) \), the details of this part of the work were omitted. The two factors \( a_{\text{HG}} \) and \( a_{\text{QG}} \) represent the degeneracy number of the particles contained in the system:

\[
\begin{align*}
\begin{cases}
a_{\text{QG}} &= \frac{e^2}{160} (7N_c N_f + 4N_g) \\
a_{\text{HG}} &= \frac{e^2}{60} N_f
\end{cases}
\end{align*}
\]

when \( N_f, N_c, N_g \) and \( N_f \) being the number of quark flavors, of color charges, of gluons and of pions, respectively.

One of the advantages of factorizing the total partition function \( (1) \) to be easily play on the consideration of the CC in the calculations. As a consequence of its definition, the colorless part of the partition function \( \mathcal{Z}_{\text{CC}}(q, T, V, ℱ) \) possesses a certain main property which it is desirable to state at once. This property expresses the fact that if we want to omit the CC from the calculation and in order to recover the ordinary partition function \( \mathcal{Z}_0(q, T, V, ℱ) \) (Ref.²²), just put this part of the partition function equal to one:

\[
\mathcal{Z}_{\text{CC}}(q, T, V, ℱ) = 1.
\]

Thus the CC influence of a specified parton on its environment is to reduce the number of the possible states of the whole system.

3.3 Unified \( \mathcal{Z}_{m,n} \)-Method: to be Colorless and not to be Colorless

The definition of the Hadronic Probability Density Function (hpdf) in our model is given by:

\[
p(h, V, T, ℱ) \int_0^1 \mathcal{Z}(h, V, T, ℱ)dℎ = \mathcal{Z}(h, V, T, ℱ).
\]

Since our hpdf is directly related to the partition function of the system, it is believed that the whole information concerning the deconfinement phase transition is
self-contained in this hpdf. Then we can perform the calculation of the mean value of any TRF \( Q(h, T, \mu, V) \) characterizing the system in the state \( h \) by

\[
Q(T, \mu, V) = \langle Q(h, T, \mu, V) \rangle = \int_0^1 Q(h, T, \mu, V) p(h, V, T, \mu) dh.
\]

(6)

For the sole purpose of simplifying the different relationships in what follows, we define the mean value of the temperature(volume) derivative of \( \tilde{Z}(h, T, \mu, V) \) as

\[
\partial_x \tilde{Z}(T, V, \mu) = \langle \partial_x \tilde{Z}(h, T, \mu, V) \rangle, (x = T, V)
\]

(7)

In our previous work, as mentioned above, a new method was developed, which has allowed us to calculate easily physical quantities describing well the deconfinement transition to a PM in a finite volume \( V \), namely the \( L_{m,n} \) method.

This method will enable us to carry out the study of the hydrodynamical time evolution of the system using the EoS of the Colorless QCD MIT-Bag model. We will consider the case of vanishing chemical potential (\( \mu = 0 \)) and on only two lightest quarks \( u \) and \( d (N_f = 2) \) and a massless pionic matter. The common value \( 9^{1/4} = 145 MeV \) for the Bag constant will be used.

The most important result consists in the fact that practically all TRF calculated in this context can be simply expressed as a function of only a certain double integral coefficient \( L_{m,n} (q, T, V) \), as defined in our previous articles.

It’s obvious that these \( L_{m,n}(q, T, V) \) are just state functions depending on \( T, V \) and of course on state variable \( q \), and they can be calculated numerically at each value of temperature \( T \) and volume \( V \).

The idea is to try to rewrite the \( L_{m,n} (q, T, V) \), in a way to make appear the \( Z_{CC} \) term, and thus be able to play easily on the taking into account of the CC. In order to have the same mathematical description of our system with and without the CC, these \( L_{m,n} (q, T, V) \) coefficients can be re-written in an important form,

\[
L_{m,n} (q, T, V) = \frac{9\pi^2}{4} \sum_{k=0}^{m} C_m^k \left( \frac{K^k}{V T^3} \right)_{m-k}
\]

\[
\left[ \int Dq \right]^{n+k-m} e^{\mathcal{A}(q, 0, 0; T, V)} Z_{CC} (q, T, V, 0)
\]

(8)

where \( C_m^k = \frac{m!}{k!(m-k)!} \), \( K = a_{HG} + \frac{9}{4} \pi \) and

\[
\left[ \int Dq \right]^p = \int dq dq dq ... dq
\]

(9)

The function \( \mathcal{A}(0, 0; T, V) \), can be deduced from the general form given in our previous papers:

\[
\mathcal{A}(0, 0; T, V) = (a_{QG} - K) VT^3.
\]

(10)

As a consequence of the new definition of the \( L_{m,n} \) given by the relation (8) and using the property (4), we can derive the appropriate relation giving the \( L_{m,n} \) without the CC,

\[
L_{m,n}^{m,n} (q, T, V) = \frac{9\pi^2}{4} \sum_{k=0}^{m} C_m^k \left( \frac{K^k}{V T^3} \right)_{m-k}
\]

\[
\left[ \int Dq \right]^{n+k-m} e^{\mathcal{A}(q, 0, 0; T, V)}. \]

(11)

Therefore, we summarize the two definitions of the \( L_{m,n} \) :

\[
\begin{cases}
L_{m,n} (q, T, V) & \text{with CC} \\
L_{m,n}^{m,n} (q, T, V) & \text{without CC}.
\end{cases}
\]

(12)

We have a potent formula allowing us a direct translation of any function of these \( L_{m,n} \) when the CC is taken into account into the same function using \( L_{m,n}^{m,n} \) when the CC is not included in the calculation and vice versa. This makes the analytical transition from colorless case to no-colorless case very simple.

\[
\begin{cases}
Q(T, \mu, V)_{CC} = f(L_{m,n}). \\
Q(T, \mu, V)_{m,n} = f(L_{m,n}^{m,n}).
\end{cases}
\]

(13)

4 Finite Volume Colorless QCD

Thermodynamics: Results and Discussions

4.1 Order Parameter \( H(T, V) \) and Violette Term \( \mathcal{V}(T, V) \)

Two quantities are very important in our model which are: the mean value of the hadronic volume fraction \( H(\tau, V) \), which is considered as the order parameter of the phase transition under consideration and the mean value of the partonic degrees of freedom number \( \mathcal{V}(T, V) \).

According to (5), these quantities are given by,

\[
H(T, V) = \int_0^1 h p(h, T, V) dh.
\]

(14)

We can also define the fraction of the total volume occupied by the partonic plasma as \( q = 1 - h \) and its mean value as:

\[
\mathcal{V}(T, V) = \int_0^1 q p(h, T, V) dh = 1 - H(T, V).
\]

(15)

First of all, we shall define the following TRF as representing the difference of the state function \( Z_{0,1}(q) \) in the PM state and in the HM state

\[
\Delta Z_{0,1} = Z_{0,1} (1) - Z_{0,1} (0).
\]

(16)

In terms of \( L_{m,n} \), the three quantities thus evoked before are given by,

\[
H(T, V) \Delta Z_{0,1} = Z_{0,1} (1) - Z_{0,1} (0) - Z_{0,1} (0),
\]

(17)
\( \mathcal{L}(T, V) \Delta \mathcal{L}_0 = \mathcal{L}_{0,2}(0) - \mathcal{L}_{0,2}(1) + \mathcal{L}_{0,1}(1), \)  
(18) 
\( \mathcal{T}(T, V) \Delta \mathcal{T}_0 = \mathcal{T}_{1,1}(1) - \mathcal{T}_{1,2}(1) + \mathcal{T}_{1,0}(0), \)  
(19) 
Also we can define the thermal derivatives of these functions as:

- Hadronic Thermal Susceptibility  
  \( \chi^H_T(T, V) = \partial_T \mathcal{H}(T, V) = -\partial_T \mathcal{L}(T, V) \)  
(20)

- Partonic Thermal Susceptibility  
  \( \chi^P_T(T, V) = \partial_T \mathcal{T}(T, V) \)  
(21)

We have shown that any TRF investigated within our model\cite{17} can be written by means of these fundamental quantities.

### 4.2 Energy Density \( \epsilon(T, V) \) and Entropy Density \( \mathcal{S}(T, V) \)

The mean value of energy density \( \epsilon(T, V) \) is the most important TRF and using the definition

\[ \epsilon(T, V) = \frac{T^2}{V} \partial_T \tilde{Z}(T, V) \]  
(22)

thus, collecting terms to show up the fundamental TRF \( \mathcal{H}(T, V) \), \( \mathcal{L}(T, V) \) and \( \mathcal{T}(T, V) \) we obtain,

\[ \epsilon(T, V) = 3T^4[a_{HG}(\mathcal{H}(T, V) + \mathcal{T}(T, V))] + 3 \mathcal{D}(T, V) \]  
(23)

We also can calculate the thermal derivative of the \( \epsilon(T, V) \),

\[ c_T(T, V) = \partial_T \epsilon(T, V) = 3T^4[a_{HG} \chi^H_T + \chi^P_T] + 12T^3[a_{HG} \mathcal{H}(T, V) + \mathcal{T}(T, V)] - 3 \mathcal{D}_T^H + 3 \mathcal{D}_T^P. \]  
(24)

representing the specific heat of the system. When, inserting \( \epsilon(T, V) \) in terms of \( \mathcal{L}_{m,n}(q, T, V) \). However, a problem appears when trying to calculate the Entropy Density directly from its standard definition, but we can perform the calculation easily from the energy density \( \epsilon(T, V) \) or the specific heat \( c_T(T, V) \):

\[ \mathcal{S}(T, V) = \int (T - 1) \partial_T \epsilon(T, V) dT = \int T^{-1} c_T(T, V) dT \]  
\[ = T^{-1} \epsilon(T, V) + \int T^{-2} \epsilon(T, V) dT \]  
(25)

### 4.3 Thermodynamic Pressure \( \mathcal{P}(T, V) \) and Sound Velocity \( c_s^2(T, V) \)

The mean value of the thermodynamic pressure is calculated using the standard definition:

\[ \mathcal{P}(T, V) = T \partial_T Z(T, V), \]  
(26)

and after some mathematical calculation we can arrive to the final expression showing the contribution of each phase,

\[ \mathcal{P}(T, V) = a_{HG} T^4 \mathcal{H}(T, V) - 3 \mathcal{D}(T, V) + T^4 \mathcal{T}(T, V). \]  
(27)

A rapid growth of the pressure was clearly observed just after the transition temperature\cite{13}, especially when the volume approaches the thermodynamic limit. When expressing the pressure as a function of the energy density, the relation becomes more simple:

\[ 3 \mathcal{S}(T, V) + 4 \mathcal{D}(T, V) = \epsilon(T, V). \]  
(28)

Another quantity that will play an important role in the hydrodynamic expansion is the relativistic sound velocity \( c_s^2(T, V) \), it measures the system’s tendency to expand and the speed at which linear sound waves propagate. When calculated from its definition, in the context of our model, we obtain,

\[ 3 \mathcal{S}_s^2(T, V) = 3 \left( \partial \mathcal{S} \right) = 1 + 4 \mathcal{D}_S T^2 c_f^{-1}. \]  
(29)

A relationship that shows how sound velocity \( c_s^2(T, V) \) is connected to both hadronic thermal susceptibility \( \chi^H_T(T, V) \) and specific heat density \( c_T(T, V) \). Finite volume TRF such as pressure and sound velocity show deviations from conformal ideal gas behavior even beyond the finite volume transition point \( T_0(V) \) and approach the ideal gas limit relatively in a rapid way than in the case of the lattice QCD simulations\cite{13}. Here also, we can rewrite \( \mathcal{S}(T, V) \) and \( c_s^2(T, V) \) as functions of \( \mathcal{L}_{m,n}(q, T, V) \) using the relations\cite{17,21}.

### 5 Hydrodynamic Evolution in the Boost Invariant Bjorken Model

#### 5.1 The frame-independence or just the boost invariance symmetry

The boost invariance property of the multiple particle production probably comes from ideas developed by Feynman\cite{13} in its famous paper in considering the multiple hadron production in high energies as a phenomenon of field radiation. The boost invariance is just the symmetry of the physical systems with respect to the Lorentz boosts along the beam axis, from which particular constraints are imposed on the form of the related physical quantities. The frame-independence symmetry or just the boost invariance symmetry is very frequently used in the models describing the evolution of matter created in the URHIC. It reduces the number of independent variables and facilitates theoretical calculations. Bjorken in his famous paper has succeeded to give global importance in using this symmetry\cite{12} where he implemented this symmetry into hydrodynamic equations and made estimates of the initial energy density accessible in the URHIC. From the
We shall begin this section by recalling the important hydrodynamic equations of the perfect fluid by emphasizing the crucial role played by the initial conditions, that should be very appropriate in the URHIC processes. Let’s remember that the system subject to our study and formed in URHIC starts expanding soon as it is produced. In both sides of the deconfinement phase transition, it contains a very huge number of particles in small finite volume (partons in the PM and hadrons in the HM). If these particles interact strongly enough, the system may reach a state of local thermodynamic equilibrium. If it can be locally maintained during the subsequent expansion, the further evolution of the PM and HM can be described conveniently by RH. Hydrodynamics is a macroscopic approach which describes the system by macroscopic variables, such as local energy density $\epsilon(T, V)$, pressure $P(T, V)$, sound velocity $c_s(T, V)$, the dynamical number of degrees of freedom and entropy density $\mathcal{S}(T, V)$. It requires knowledge of the EoS, which gives a relation between pressure, energy and entropy density, but not detailed knowledge of the microscopic dynamics. The simplest version is, of course the ideal RH, in which we totally neglect viscous effects and assume that local equilibrium is always perfectly maintained during the system expansion. Fundamentally speaking, this is fulfilled when the scattering time is very much shorter than the macroscopic evolution time and that the mean free path is much smaller than the system size. We say that collisions between particles keep the system in approximate local thermal equilibrium. If this is not satisfied, viscous effects manifest, and one can take them into account only when the deviation from local equilibrium remains small. When the system is far away from equilibrium, one has to switch to a kinetic theory approach, such as parton or hadron cascade models. Therefore, hydrodynamics allow us to study the deconfinement phase transition to the CPP in a simple, straight forward manner. We notice that the EoS used in our analytical calculation provide us the good behavior of the hydrodynamic evolution starting from the PM phase. For a neutral fluid, the equations for hydrodynamics are simply the stress tensor and entropy conservation laws:

$$\begin{align*}
\partial_\mu \mathcal{F}^{\nu\mu} &= 0 \\
\partial_\nu \mathcal{F}^{\mu\nu} &= 0
\end{align*}$$

(30)

where $\mathcal{F}^{\mu\nu}$ denotes the expectation value of the quantum stress tensor operator. $\mathcal{F}^{\mu\nu}$ is in turn expressed via constitutive relations in terms of a derivative expansion of four hydrodynamic fields which we will choose to be the temperature $T$ in the local fluid rest frame and the local fluid four-velocity $U^\nu$, normalized according to $U^\nu U_\nu = -1$. Up to first order in derivatives, $\mathcal{F}^{\mu\nu}$ can be written as

$$\mathcal{F}^{\mu\nu} = \epsilon(T, V) U^\nu U^\mu + \mathcal{P}(T, V) \Delta^{\mu\nu} - \sigma(T, V) \Pi^{\mu\nu} - \Sigma(T, V) \partial_\alpha U^\alpha \Delta^{\mu\nu}$$

(31)

where

$$\begin{align*}
\Pi^{\mu\nu} &= (\Delta_\alpha \Delta^{\alpha\beta} - \frac{1}{3} \Delta^{\alpha\beta} \Delta^{\mu\nu}) (\partial_\alpha U_\beta + \partial_\beta U_\alpha) \\
\mathcal{F}^{\mu\nu} &= \mathcal{F}_{\mu\nu} \equiv \eta_{\mu\nu} + \frac{\epsilon}{T} \left(1 - \frac{T}{T_c}\right) \Omega^{\mu\nu}
\end{align*}$$

(32)

Based on the tensor algebra rules, the indices are raised and lowered using the Minkowski metric $\eta_{\mu\nu}$. The coefficients $\sigma(T, V)$ and $\Sigma(T, V)$ are the shear and bulk viscosities, respectively. We can also continue the derivative expansion to any higher order by including all possible terms allowed by symmetries and the local second law of thermodynamics.

In URHIC at RHIC and LHC, approximate invariance under the longitudinal Lorentz boost is observed in particle rapidity distributions around mid-rapidity. The Bjorken scaling expansion of the system can best be described by using the proper time $\tau = \sqrt{T^2 - z^2}$ and space-time rapidity $\eta = \tanh(1 - (z/t))$ variables, usually called Milne coordinates. The central point is the one dimension ansatz for the 4-velocity $U_\nu = (t, 0, 0, z)/\tau$; indicating the proportionality between velocity in the $z$-direction $v_z$ to $z$, which is an analogy to three-dimensional Hubble flow of the universe; it is also called one-dimensional Hubble flow.

Note that all volume elements are expanded linearly with time and move along straight lines from the collision point. Exactly as in the big bang, for each observer (the volume element) the picture is just the same. The history is also the same for all volume elements if it is expressed in its own proper time $\tau$. In the context of the Bjorken symmetry, any TRF becomes independent of $\eta$ and depends solely on the proper time $\tau$. When composing this TRF with the duality temperature-time relation $T(\tau)$, we get the corresponding tRF.

The boost invariance in the Bjorken model means that the central rapidity regime is initially approximately Lorentz invariant under longitudinal boosts, so that conditions at point $z$ at time $t$ are the same as those at $z = 0$ at proper time $\tau$. Such invariance greatly simplifies the mathematical calculations in solving equations, since it relates the distribution function at different points $z$ in the central region and is manifested as a central rapidity plateau in the final particle distribution produced in URHIC.
The time evolution of the system can be studied by the hydrodynamical Bjorken equation. For one dimensional expansion scenario in Bjorken Model of an Ideal Relativistic fluid, from the two conservation laws we can deduce,

\begin{align}
\tau \partial_\tau \epsilon &= -(\epsilon + P) \\
\tau \partial_\tau \mathcal{F} &= -\mathcal{F}.
\end{align} \tag{33}

The first equation can be deduced from

\begin{equation}
\frac{\partial (\tau \epsilon)}{\partial \tau} = -\mathcal{P}, \tag{34}
\end{equation}

and the second provides the cooling law obtained by Bjorken in his paper. The general EoS \( (P = \zeta \epsilon) \), which is of simple kind most commonly known in theoretical calculations, can be used to derive the most important hydrodynamic relations. Indeed, when considering \( \zeta \) as a constant and integrating the two partial differential equations (33) with appropriate initial conditions \( \tau = \tau_1 \) we get,

\begin{align}
\epsilon (\tau) &= \epsilon (\tau_1) \left( \frac{\tau}{\tau_1} \right)^{1+\zeta}, \tag{35} \\
\mathcal{F} &= \mathcal{F} (\tau_1) \left( \frac{\tau}{\tau_1} \right)^{1+\zeta}. \tag{36}
\end{align}

and,

\begin{equation}
\mathcal{P} (\tau) = \mathcal{P} (\tau_1) \left( \frac{\tau}{\tau_1} \right)^{1+\zeta}. \tag{37}
\end{equation}

In fact, the power-law scaling in different tRF is due to the Bjorken symmetry and related to the underlying EoS, except the solution given by the relation (36) which does not depend on the EoS. However, using the thermodynamic relation \( T \mathcal{F} = \epsilon + \mathcal{P} \), we can easily find the temperature as a function of \( \tau \),

\begin{equation}
T (\tau) = T (\tau_1) \left( \frac{\tau}{\tau_1} \right)^\zeta, \tag{38}
\end{equation}

indicating that there is a one-to-one correspondence between temperature \( T \) and \( \tau \).

An important feature to be noticed from these solutions that the energy density \( \epsilon (\tau) \) and pressure \( \mathcal{P} (\tau) \) decrease faster than the entropy \( \mathcal{F} (\tau) \) under the scaling expansion of the fluid. The different solutions obtained and given by the relations (35-37) indicate that the system cools non linearly in time, and also, explain that the time evolution is the same in both two phases of the system.

We see, thus, that with these considerations that the time evolution of any TRF is a function of only proper time \( \tau \) and depends on the initial conditions for the hydrodynamic flow. Thus the expanding matter system would appear to be similar in all frames related by different homogeneous Lorentz transformation. This feature is referred to exactly what we recall the frame-independence symmetry or boost invariance.

Now, during the mixed phase system the temperature is keep invariant and the evolution is isothermal. The relation (35) remains valid and using the same thermodynamic relation as above, we can easily derive the new relation giving the entropy density as a function of \( \tau \),

\begin{equation}
\mathcal{F} = \mathcal{F} (\tau_1) \left( \frac{\tau}{\tau_1} \right)^{1+\zeta}. \tag{39}
\end{equation}

This relation is very different from (36) showing the entropy density decreases more rapidly during the confining phase transition than in the PM and HM phases.

5.3 Time Evolution, Important Times and Lifetimes

For simplicity, we consider an URHIC in which there is an important Lorentz contraction in the longitudinal direction allowing to represent the two heavy ions as two thin disk. When the two nuclei cross each other and due to the color transparency, recede from each other after the collision. A large amount of energy is deposited in a small space-time volume. The hot matter created in the collision region has a very high energy density, but a small net baryon content. This is similar as in the case of the very small net baryon content of the early universe, for this reason the type hot matter which may be produced is of special astrophysical interest. Since the ground state of matter with such an energy density is in the PM phase and not in the HM phase, the quanta which carry the energy deposited in the collision region around \( z = 0 \) can be in the form of different partons. The excited partons can recombine and emit new particles and thereby evolve through a pre-equilibrium stage towards a thermalized CPP state, from which the system evolves further according to the laws of RH. It is expected that most of the entropy and transverse energy are produced in this pre-equilibrium stage. Moreover, the parton dynamics during this stage determines the initial and boundary conditions for a hydrodynamic expansion of the hot PM, so all the physical space time evolution, which comes afterwards takes its origin from these pre-equilibrium and thermalization stages. This the main idea in Bjorken’s model of the space-time scenario for a URHIC, indicating that after the collision of the two nuclei at \((z, t) = (0, 0)\), the energy density may sufficiently high to make it likely that a system of PM may be formed in the central rapidity region. The PM initially may not be in thermal equilibrium, but subsequent equilibration may bring it to local equilibrium at the proper time \( \tau_i \), and then the PM may then evolve according to the
laws of hydrodynamics thereafter. We can summarize the whole history of the lifetime of an URHIC in the following steps:

- pre-equilibrium stage (0 < \tau < \tau_1) with the formation of the hot PM soon after the collision.
- equilibration of the PM at \tau_1 and high temperature \( T_1 \gg T_0 \).
- beginning of hydrodynamic evolution of the PM at \tau_1.
- beginning of hadronization at \tau_0.
- end of the hadronization at \tau_H and formation of the HM.
- beginning of hydrodynamic evolution of the HM at \tau_H.
- hadronic freeze-out at \tau_f.

In this section we try to explain how to study the time evolution of our system when the CPP start to cool, and the HM start to form. As we know, based on the space-time diagram of Bjøken Model, the hadronization of CPP can be explained as follow: after collision and creating the CPP phase in initial proper time \( \tau_1 \) and high temperature \( T_1 \gg T_0 \), the CPP starts to cool-down in time.

Under the assumption that thermal equilibrium is attained within the formation \( (\tau_1) \), the time dependence of the temperature can be estimated in a hydrodynamical model. A graphical representation of this evolution is shown in (Fig 1). This figure depicts the longitudinal time evolution of hot matter with a first-order phase transition created at the central rapidity region of an URHIC. After a certain initial time \( (\tau_1) \) the produced CPP is considered in thermal equilibrium at an initial temperature \( T_1 \). If we assume that no dissipation occur during both expansion and confining phase transition, meaning that these two processes are assumed to be adiabatic then the isentropic expansion of the fluid is presumed up to the transition temperature \( T_0(V) \). During the transition from the CPP to HM, the temperature in the mixed phase is maintained constant meaning that the expansion is isothermal. The latent heat of the first order confining phase transition is absorbed in the conversion of the partonic degrees of freedom into hadronic degrees of freedom. At \( (\tau_H) \) the hadronization is completed and the HM starts to cool down under isentropic expansion up to \( (\tau_f) \) where the density of the system is low enough for the hadrons to escape. As the hadronization process was completed and the hadronic fireball formed in the URHIC expands, its density decreases and the hadronic mean free path increases. Eventually, this process leads to the decoupling of hadrons, becoming non-interacting and moving freely.

During the time evolution of the system undergoing the colorless confining phase transition, from the PM to hadronic gas passing by the mixed phase and the HM, three broad and distinct periods emerge in the whole time evolution separated by four times or instants:

- the initial time \( \tau_1 \) at which the temperature \( T_1 \) is large enough to produce the CPP, \( T_1 \gg T_0 \).
- the transition time \( \tau_0 \) at which the temperature drops to the transition temperature \( T_0 \).
- the hadronic time \( \tau_H \) at which the hadronization process is completed. At this time a HM is formed.
- the last two times, namely \( \tau_0 \) and \( \tau_H \) are calculated using the following relations:

\[
\begin{align*}
\frac{d^2T}{dr^2}(\tau = \tau_0, V) &\equiv \text{Maximum or} \ H(\tau_0) = 1/2 \\
\frac{d^2T}{dr^2}(\tau = \tau_H, V) &\equiv \text{minimum or} \tau_H = T_0 \left( \frac{\frac{\partial Q_G}{\partial T}}{\frac{\partial H}{\partial T}} \right) \tau_0^2 \equiv \tau_0^3 \\
\end{align*}
\]

The relationship relating \( \tau_H \) with \( \tau_0 \) can be easily derived from the entropy density of the system as given in Ref. (20).

- The freeze-out time \( \tau_f \) at which the hadrons become free without interactions. At this time the hadron breakup occurs.

From these four times we can thus define three lifetimes:

- the lifetime of the CPP phase given by: \( \Delta \tau_{CPP} = \tau_0 - \tau_1 \).
- the lifetime of the confining phase transition given by: \( \Delta \tau_{PT} = \tau_H - \tau_0 \).
- after the phase transition is completed at \( \tau_f \), the interacting HM undergoes a hydrodynamic expansion. The lifetime of this Hadronic phase until the freeze out is given by: \( \Delta \tau_{HG} = \tau_f - \tau_H \).

The times and lifetimes, thus defined, are important for a good description of the time evolution of our system. It should be noted that our model allows us to study easily the FSE on these times and lifetimes, thus the FSS properties are investigated.

### 6 Bjøken Expansion in Colorless-QCD

#### Confining Phase Transition

##### 6.1 Solution of Finite Volume Bjøken Equation: \( T(\tau, V) \)

The time evolution of the expanding CPP, created in URHIC and undergoing the confining phase transition towards a HG, will be discussed in the context of a unified model combining our Colorless QCD-MIT Bag Model with the boost invariant Bjøken expansion. Such a model is a more physical generalization of the previous simplified models. The better way is to solve the finite volume Bjøken equation in order to deduce the variation of the temperature \( T(\tau, V) \) as a function of the proper time \( \tau \) and of the volume \( V \). Initially, for \( (\tau \geq \tau_1) \), the CPP system expands and cools down with decreasing temperature under the relation \( \tau_H = T_0(V) \) with initial conditions \( (T_i \sim 3T_0) \) and \( \tau_i \sim 0.1 - 1 fm/mc \) reaching \( T_0(V) \) the transition temperature at time \( \tau_0 \). At \( \tau_0 \), the phase transition starts, a mixed phase system starts to develop until converting totally PM phase into HM phase at \( \tau_H \), the temperature of the total system is maintained constant \( (T_0 \sim T_H) \). After \( \tau_H \) the system is completely in hadronic phase and continues to cool down until the freeze-out time \( \tau_f \).
proper time $\tau$

We show the variation of temperature as a function of the integration of the Bjorken equation are presented in Figs. (2, 3).

With a specific numerical method, the results of the integration of the Bjorken equation are presented in Figs. (2, 3). We have considered the different times and lifetimes when the system is in the PM phase. We have extracted the different lifetimes as defined in the section (5.3).

Fig. 2. Temperature evolution vs the proper time $\tau$ with initial conditions $\tau_i = 0.6 \text{fm}/c$ and $T_i = 200 \text{MeV}$ without colorlessness condition and for different volumes $V$.
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Fig. 3. Temperature evolution vs the proper time $\tau$ with initial conditions $\tau_i = 0.6 \text{fm}/c$ and $T_i = 200 \text{MeV}$ with colorlessness condition and for different volumes $V$.
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The solution of the finite volume Bjorken equation using our EoS (28) is given by:

$$\tau(T, V) = \tau_i \exp \left[ \int_{T(\tau_i)}^{T(\tau)} \frac{3cT(T,V)}{4(\epsilon(T,V)+\mathcal{B}(T,V))} dT \right].$$

(40)

where $(\tau_i)$ and $(T(\tau_i))$ are the initial time and the initial temperature when the system is in the PM phase. With a specific numerical method, the results of the integration of the Bjorken equation are presented in Figs. (2, 3).

We show the variation of temperature as a function of the proper time $\tau$: $T(\tau, V)$ at different volumes. Also the effect of the CC is displayed. We have considered a range of variation of the volume as $100 - 1000 \text{fm}^3$ and analyzed the role played by the CC. We have extracted the different times and calculated the different lifetimes as defined in the section 5.3.

6.2 Results and Discussion

In this paragraph we intend to summarize the results obtained from the solution of the finite volume Bjorken equation. These results concern the different times and lifetimes characterizing our system evolving from the CPP state until HG state. In the figures (2,3), we show clearly the same behavior as in Fig. (1) and a constancy of the temperature during the phase transition mainly in the thermodynamic limit. The time of the complete hadronization of the system is well localized and defined in the colorless case, allowing a more precise calculation of the lifetime of the CPP and getting a better knowledge of its physical meaning. The shifting effect of the transition point is clear on Fig. (3) as resulting from the CC. In the case of the partonic plasma without the CC, the temperature during the phase transition is not really constant when the volume is finite. A slightly increasing dependence on $V$ is noticed in almost results apart from the time $\tau_{\text{CC}}$ and the lifetime $\Delta \tau_{\text{PP}}$ in the case without the CC. This is related simply on the difficulty of extracting the times $\tau_{\text{HCC}}$ because the second particular point does not appear in a clear way even when the volume is large. However, we would point out that the CC increases the times and lifetimes. The PM lifetime lies in the range $2.86177 \text{fm}/c \leq \Delta \tau_{\text{PP}} \leq 3.58577 \text{fm}/c$ and the CPP lifetime lies in the range $3.03277 \text{fm}/c \leq \Delta \tau_{\text{CPP}} \leq 3.60614 \text{fm}/c$. An order of increasing no bigger than 6%. When we observe the results, we also note that the lifetime of the colorless phase transition lies in the range $40.79905 \text{fm}/c \leq \Delta \tau_{\text{CPP}} \leq 45.76331 \text{fm}/c$ and non-colorless phase transition lies $24.14182 \text{fm}/c \leq \Delta \tau_{\text{PP}} \leq 44.44157 \text{fm}/c$. Our results agree qualitatively and quantitatively with the results obtained using different approaches (21, 23). We find that in both PM and HM phases the cooling is a little slower than predicted by Bjorken’s scaling solution ($\theta < 1/3$). However, in terms of cooling speed the PM’s cooling is considerably faster than of the HM.

Thus, we conclude that the effect of the CC and the confining phase transition is to make the times and the lifetimes longer than in other cases. The effect of the CC in the CPP is the same as if the CPP system possessed a certain viscosity. The different parton-parton interactions making the PM to be colorless generates a kind of viscosity in the system and the CPP becomes non-ideal (13, 28).

7 Finite Size Scaling Study of different times and lifetimes in Colorless Case

7.1 Theoretical Derivations

Phase transitions occur in nature in a great variety of systems and under a very wide range of conditions. Phase transitions are abrupt changes in the global behavior and in the qualitative properties of a system when certain parameters pass through particular values. At the transition point, the system exhibits, by definition, a singular behavior. As one passes through the transition region, the system moves between analytically distinct parts of the phase
diagram. The singularity in a first order phase transition is entirely due to the phase coexistence phenomenon, for against the divergence in a second-order phase transition is intimately caused by the divergence of the correlation length. Now, if the volume is finite at least in one dimension with a characteristic size \( L = V^{1/d} \), the singularity is smeared out into a peak with finite mathematical properties and Four Finite Size Effects(4FSE) can be observed\(^{[4,13,15]}\) the rounding effect of the discontinuities,\(^{(2)}\) the smearing effect of the singularities,\(^{(3)}\) the shifting effect of the finite volume transition point \( T_0(V) \),\(^{(4)}\) and the widening effect of the transition region around the transition point. These 4FSE have an important consequence putting the first and the second order phase transitions on an equal footing and can be described easily by a simple power law when neglecting the leading terms. In the case of a first order phase transition the FSS power law of the temperature-shifting effect is given by\(^{[4,13,15]}\)

\[
T_0(V) = T_0(\infty) + aV^{-1} + \mathcal{O}(V^{-2}),
\]

(41)

where \( T_0(\infty) \) is the temperature of the bulk transition point. Using the relation between the temperature and the proper time \( \tau \) as a function of the hadronic temperature \( T \) in the hydrodynamic evolution, we can easily deduce the following FSS law of the time-shifting effect,

\[
\tau_0(V) = \tau_0(\infty) - \frac{\tau_0(\infty)a}{T_0(\infty)\zeta} V^{-1} + \mathcal{O}(V^{-2})
\]

(42)

\[
\Delta\tau_{CPP}(V) = \Delta\tau_{CPP}(\infty) - \frac{\tau_0(\infty)a}{T_0(\infty)\zeta} V^{-1} + \mathcal{O}(V^{-2})
\]

(43)

with

\[
\begin{cases}
\tau_0(\infty) = \tau_i \left( \frac{T_i}{T_0(\infty)} \right)^{\frac{1}{2}} \\
\Delta\tau_{CPP}(\infty) = \tau_0(\infty) - \tau_i
\end{cases}
\]

(44)

In order to extrapolate our FSS calculation for the hadronic time \( \tau_H \) we need to know how the FSE affect this time. Previously, we have obtained and discussed extensively the physical meaning of the particular points appearing in different TRF and the emergent correlation between them\(^{[4,13,15,29]}\). The transition temperatures \( T_0(V) \) as a function of the hadronic temperature \( T_H(V) \) is shown in figure(Fig.4). While the results display a linear correlation of \( T_0(V) \) with \( T_H(V) \) which can be described by a relationship \( T_H(V) = \lambda T_0(V) + \rho \) with \( \lambda = 0.24983, \rho = 78.46915 \). Thus, using the equation \((41)\) we can get,

\[
T_H(V) = T_H(\infty) + bV^{-1} + \mathcal{O}(V^{-2})
\]

(45)

with

\[
\begin{cases}
T_H(\infty) = \lambda T_0(\infty) + \rho \\
b = \lambda a
\end{cases}
\]

(46)

In fact, by inverting the problem, starting from the same FSS’s law given by the two relations \((41,45)\), we can derive the following relation easily,

\[
T_H(V) = \left( \frac{b}{a} \right) T_0(V) + T_0(\infty)(1 - \frac{b}{a}),
\]

(47)

and,

\[
\tau_H(V) = \tau_H(\infty) - \frac{\tau_H(\infty)b}{T_H(\infty)\zeta} V^{-1} + \mathcal{O}(V^{-2}),
\]

(48)

\[
\Delta\tau_{PT}(V) = \Delta\tau_{PT}(\infty) - \frac{\tau_0(\infty)a}{T_0(\infty)\zeta} V^{-1} + \mathcal{O}(V^{-2}),
\]

(49)

with

\[
\begin{cases}
\tau_H(\infty) = \tau_i \left( \frac{T_i}{T_H(\infty)} \right)^{\frac{1}{2}} \\
\Delta\tau_{PT}(\infty) = \tau_H(\infty) - \tau_0(\infty)
\end{cases}
\]

(50)

We are interested in the viability of the derived time FSS’s laws that could explain the FSS behaviors of times and lifetimes, then it is natural to check if our theoretical calculations fit well our results.

7.2 Results and Discussion

The FSE are more than clear on the whole TRF investigated in this work specially in the colorless case. For this reason, we have performed a detailed FSS study of different times and lifetimes. The results obtained in solving the finite volume Bjorken equation with the initial conditions \( \tau_i = 0.6fmc^{-1} \) and \( T_i = 200MeV \) when the volume varies in the range of \( 100 - 1000fm^3 \) are plotted as functions of the volume on Figs.(4). The simple way to do this is to study these quantities as functions of the volume and try to fit the FSS behavior using the relationships derived before. From the relations derived previously concerning the FSS laws of times and lifetimes \([12,13,48,49]\), during the hydrodynamic evolution, we can write them in more general forms,

\[
\begin{cases}
\tau(V) = \alpha + \beta V^{-1} + \mathcal{O}(V^{-2}) \\
\Delta\tau(V) = \gamma + \delta V^{-1} + \mathcal{O}(V^{-2})
\end{cases}
\]

(51)
We focus on the scaling times and lifetimes with system size. In finite-size systems, times and lifetimes may converge to a finite value, which goes to bulk value when the system volume goes to infinity. However, using an approach based on the standard FSS theory we show that the FSS of times and lifetimes should scale with inverse polynomial of the volume.

The inverse law between the temperature and the proper time transforms the shifting towards the low temperatures into shifting towards the high times. In the end, it all comes down to the simple and unique distinctive difference regarding the sign of the different fit parameters: $\alpha > 0$, $\gamma > 0$ and $\beta < 0$, $\delta < 0$. The decreasing behavior of the different temperatures becomes an increasing in different times until reaching the thermodynamic limit. In the thermodynamic limit, we notice the physical meaning of the two fit parameters $\alpha$ and $\gamma$ as being the bulk values of times and lifetimes.

\[
\begin{align*}
\lim_{V \to \infty} \tau(V) &= \tau(\infty) = \alpha \\
\lim_{V \to \infty} \Delta\tau(V) &= \Delta\tau(\infty) = \gamma
\end{align*}
\]  

(52)

We have to notice that the FSE are more evident and clear in the CC than in the NCC and the quality of the fits in the colorless case is better than the case without the CC. Probably this is due to the fact that the CC make a larger contribution in the FSE. As we see in Figures 5-8, the derived time-FSS’s laws (Rel. 51) fit very well our results. It is important to note that the results of $\tau_0^{CC}(V)$ and $\Delta\tau_{CPP}^{CC}(V)$ are well described than those of $\tau_H^{CC}(V)$ and $\Delta\tau_{PPP}^{CC}(V)$. It appears that this can be essentially explained by the effect of CC which is predomin-
8. The Effects of Initial Conditions \((T_i, \tau_i)\)

8.1 Early Stages and Importance of the Initial Conditions

In studying the space-time evolution of a hot QCD matter, once it has been formed in an URHIC; it is usually assumed that RH is applicable. Furthermore, even if a hydro-dynamical description is appropriate, one needs to fix the boundary and initial conditions. As it is well known that our time-Bjorken equation describing the hydrodynamical evolution of our system its integration should be supplied with the appropriate initial conditions. These initial conditions are very important to start the time evolution of the system under consideration. The initial conditions provide the main physics input to the solutions of the hydrodynamical equations. The solution of the Bjorken equation depends intimately on the choice of these initial conditions. Therefore, the effect of initial conditions of proper time and temperature \((T_i, \tau_i)\) on hydrodynamical evolution of the system undergoing the colorless confining phase transition is important to investigate. The lack of information concerns the initial conditions, since these depend on the pre-equilibrium stage of the URHIC, a crucial little known stage, that is, the space-time evolution of the system from the moment of nuclear overlap between the two heavy ions to the establishment of an equilibrated PM. The initial conditions for the hydrodynamical description \((T_i, \tau_i)\), at a specified time to when the fluid dynamical expansion of the plasma starts, depend sensitively on the preceding space-time evolution during the pre-equilibrium stage. They are usually chosen on the basis of rough but acceptable estimates based on different approaches. The pre-equilibrium phase is of crucial importance because it has proved to have an influence on the hydrodynamical expansion of the PM and on the yield of certain physical observables. In this section we discuss in more detail the effect of the initial conditions, both in proper time and temperature, used by us to analyze the behavior of the time evolution of the system.

8.2 Results and Discussion

The finite volume Bjorken equation is solved with some particular initial conditions. As well known that, these initial conditions are sufficiently chosen to ensure that the PM is formed in an equilibrium state. Like the proper time \(\tau\), which expected to be around 0.1 – 0.2 fm/c and the initial energy density \(\epsilon_i\) which, according to Bjorken work, is estimated to \(\epsilon_i \sim 1 - 10 GeV/fm^3\) for the RHIC collider and \(\epsilon_i \sim 15 GeV/fm^3\) for Pb-Pb collision in LHC collider. In this work, we choose the range of initial temperature \(T_i\) between 180 – 300 MeV which equivalent to initial energy density in \(T_i \sim 1.7 - 12.7 GeV/fm^3\). Because we have two initial conditions \((\tau_i, T_i)\), in order to investigate the effect of them one has to fix one and let the second variable. We perform the work with a fixed volume \(V = 1000 fm^3\) in the two cases : without and with the CC. The plots displayed in figures (Fig.9-12) represent the results obtained concerning the relation \(T(\tau)\) for different initial conditions \((T_i, \tau_i)\). We see that the behavior of the whole plots is the same as depicted by the first ones(Fig.9-10), only there is some dilation in times with increasing the initial conditions, which consequently is reflected by the increase in different lifetimes. The plots displayed in figures (Fig.13-16) represent the different times and lifetimes as a function on the initial conditions \((T_i, \tau_i)\). However and in order to avoid overlapping, similar curves have been shifted vertically for clarity. We notice an increasing behavior in the whole plots of the different times and lifetimes with increasing the initial conditions.

When trying to fit these different plots using functions given by the following power laws,

\[
\begin{align*}
\tau(T_i) & \propto (T_i)^{\nu_T} \\
\Delta T(T_i) & \propto (T_i)^{\nu_{\Delta T}}
\end{align*}
\]

\[
\begin{align*}
\tau(\tau_i) & \propto (\tau_i)^{\nu_{\Delta T}} \\
\Delta \tau(\tau_i) & \propto (\tau_i)^{\nu_{\Delta \tau}},
\end{align*}
\]

we obtain excellent results which are summarized in the table (2).

These behaviors can be explained from the general forms (Rel. 14-15), predominantly due to the \(\tau_0(\infty)\) and \(\tau_T(\infty)\) as functions of \(\tau_i\) and \(T_i\) and therefore a good agreement is noticed. We can say that the numerical values of the different exponents are basically,

\[
\begin{align*}
\nu_T & = \nu_{\Delta T} \approx 3 \\
\nu_{\Delta \tau} & = \nu_\tau \approx 1.
\end{align*}
\]
Fig. 9. Time evolution of $T^{NCC}(\tau)$ vs the proper time $\tau$ for different values of $T_i$ ($V = 1000\text{fm}^3$ and $\tau_i = 0.6\text{fm/c}$).

Fig. 10. Time evolution of $T^{CC}(\tau)$ vs the proper time $\tau$ for different values of $T_i$ ($V = 1000\text{fm}^3$ and $\tau_i = 0.6\text{fm/c}$).

Fig. 11. Time evolution of $T^{NCC}(\tau)$ vs the proper time $\tau$ for different values of $\tau_i$ ($V = 1000\text{fm}^3$ and $T_i = 200\text{MeV}$).

Fig. 12. Time evolution of $T^{CC}(\tau)$ vs the proper time $\tau$ for different values of $\tau_i$ ($V = 1000\text{fm}^3$ and $T_i = 200\text{MeV}$).

Fig. 13. Variation of $\Delta\tau^{NCC}_{PP}$, $\Delta\tau^{CC}_{PP} + 1\text{fm/c}$, $\tau_0^{NCC} + 2\text{fm/c}$ and $\tau_0^{CC} + 3\text{fm/c}$ vs the initial temperature $T_i$.

Table 2. Fit parameters of the four lifetimes $\Delta\tau^{NCC}_{PP}$, $\Delta\tau^{NCC}_{PT}$, $\Delta\tau^{CC}_{PP}$ and $\Delta\tau^{CC}_{PT}$ and the four times $\tau_0^{NCC}$, $\tau_0^{CC}$, $\tau_H^{NCC}$ and $\tau_H^{CC}$.

| Parameter | $\Delta\tau^{NCC}_{PP}$ | $\Delta\tau^{NCC}_{PT}$ | $\Delta\tau^{CC}_{PP}$ | $\Delta\tau^{CC}_{PT}$ |
|-----------|--------------------------|--------------------------|--------------------------|--------------------------|
| $\mu_T$   | 3.02625                  | 3.00008                  | 2.99526                  | 3.00068                  |
| $\mu_\tau$| 0.98727                  | 1.00000                  | 0.98727                  | 1.00000                  |
| $\nu_T$   | 3.0279                   | 3.00067                  | 2.99809                  | 3.00067                  |
| $\nu_\tau$| 0.99369                  | 1.00000                  | 0.99320                  | 1.00000                  |
9 Time Evolution of Thermal Response Functions: time Response Functions

9.1 Mathematical Property of Functions Composition

In a system within our Colorless QCD MIT-Bag Model, some TRF are discontinuous functions (like $\epsilon(T, V)$, $\mathcal{H}(T, V)$,...) and other TRF are continuous (like $\mathcal{P}(T, V)$, $\mathcal{C}_2^s(T, V)$,...). In any discontinuous TRF due to the first order confining phase transition, which is related to the latent heat, a finite discontinuity which is delimited by two particular points. The solution of the Bjorken equation that we have obtained has revealed that the discontinuity in $T(\tau)$ is delimited by the same particular points. Mathematically speaking in order to get the time dependence of any TRF $\mathcal{F}(\tau)$ we shall compose the first TRF $\mathcal{F}(T)$ with $T(\tau)$. In any case, it is worth pointing out two important properties of the composition of discontinuous functions:

- **1st property**
  
  \[
  \text{If } F(T) \text{ is discontinuous and if } T(\tau) \text{ is discontinuous} \Rightarrow F \circ T = F(\tau) \text{ is continuous} \quad (56)
  \]

  The composition of two functions with the same finite discontinuity generates a continuous function.

- **2nd property**
  
  \[
  \text{If } F(T) \text{ is continuous and if } T(\tau) \text{ is discontinuous} \Rightarrow F \circ T = F(\tau) \text{ is discontinuous} \quad (57)
  \]

  The composition of a continuous function with a discontinuous function with a finite discontinuity generates a discontinuous function with the same discontinuity. One intriguing mathematical property being explored in any functional analysis textbook is that of the continuity property in the composition of functions. The continuity property between composing functions and the resulting function may help us to explain the behavior of the time evolution of different tRF investigated in this part of the present work.

9.2 Results of $\mathcal{H}(\tau, V)$, $\epsilon(\tau, V)$, $\mathcal{P}(\tau, V)$ and $\mathcal{C}_2^s(\tau, V)$: Analysis and Discussion

We have used the duality relation $T(\tau, V)$ in order to transform the order parameter $\mathcal{H}(T, V)$, the energy density $\epsilon(T, V)$, the pressure $\mathcal{P}(T, V)$ and the sound velocity $\mathcal{C}_2^s(T, V)$ into the corresponding tRF $\mathcal{H}(\tau, V)$, $\epsilon(\tau, V)$, $\mathcal{P}(\tau, V)$ and $\mathcal{C}_2^s(\tau, V)$. The results we obtained were presented graphically and displayed on different plots given by the figures (Figs.17-24). We start our discussion with the plot of the order parameter $\mathcal{H}(\tau, V)$ which increases monotonically in both cases (colorless case and the non-colorless case) without discontinuities, Figs.17-18. During the longitudinal expansion and as the confining phase transition progresses, the available space will be progressively invaded by HM, thus the order parameter increases.
as a function of proper time. The delay in completion of QCD confining phase transition due to CC is seen clearly. Our order parameter has a behavior in complete agreement with those obtained and quoted in Refs.\((23,25)\). The same behavior is noticed in Figs.\((19,20)\), showing the plots of the energy density \(\epsilon(\tau, V)\) with a decreasing feature. It is logical that the energy density decreases when the volume increases, following the hydrodynamical expansion of the system.

However, on the plots of the pressure \(\mathcal{P}(\tau, V)\) the shape of the curves is very different, a knee structure appears when we take into account the CC, which manifests itself as a second particular point in Figs.\((21,22)\). We notice that the FSE are more clear in the colorless case than in the non-colorless case. The two particular points emerging in the behavior of \(\mathcal{P}(\tau, V)\) are nothing the points marking the beginning of the confining phase transition occurring at \(\tau_0\) and its end of the mixed phase period \(\tau_H\). The change in the cooling law for the pressure when entering the mixed phase period is clearly visible. A similar behavior and an agreement is noticed with the result obtained in Ref.\((26)\) using simpler EoS than ours.

In the plots of pressure \(\mathcal{P}(\tau, V)\) the FSE are important around the first particular point in the colorless case than in the non-colorless one. However, this behavior is reversed around the second particular point. The appearance of the second particular point is more obvious in the colorless case rendering the emergence of the softest region more clear in the colorless case and the time duration of this region is more definite which is nothing that the \(\Delta\tau_{CC}\).

Most of these physical properties of the system control well the origin of the disturbances that are produced in the system and the way of their propagation due to the high energy collision. This fact has led to extensive studies of the hydrodynamics associated with the propagation of the sound. The time evolution in the first-order confining phase transitions involves nontrivial hydrodynamics. For that reason, the study of the propagation of sound in that system is very interesting. The speed of sound has long been considered as a sensitive hydrodynamic function to the behavior of the strongly interacting matter undergoing a variation in its EoS (phase transition). As a consequence, from a hydrodynamic point of view, the sound velocity varies in space and time during the confining phase transition.

From the definition of \(\mathcal{C}^2_s\) (Rel.\((29)\)) we can write it as a function of \((\frac{\mathcal{P}}{\epsilon})\),

\[
\mathcal{C}^2_s = \left(\frac{\partial \mathcal{P}}{\partial \epsilon}\right) = \left(\frac{\mathcal{P}}{\epsilon}\right) + \epsilon \frac{\partial}{\partial \epsilon} \left(\frac{\mathcal{P}}{\epsilon}\right) \quad (58)
\]

Let us now return to the curves displayed in Figs.\((23,24)\), illustrating the variation of the speed of sound squared as a function of time \(\tau\) for different volumes. When approaching the thermodynamic limit the speed of sound takes the value for an Ultra-Relativistic(UR) ideal gas \(\mathcal{C}^2_s = 1/3\) at \(\tau \leq \tau_0\) and \(\tau \geq \tau_H\). On a range of evolution time between \(\tau_0\) and \(\tau_H\), i.e., commonly known as the softest region, during the mixed phase the speed of sound is nearly vanishing, reflecting the first order character of the transition.

In our case and from figure\((23)\) we can extract the numerical values of \(\tau_0 \sim 4.267\text{fm/c}\) and \(\tau_H \sim 50.280\text{fm/c}\). It has been interpreted that the state of the mixed phases does not expand due to its internal pressure, even if there are strong gradients in the energy density, which has the consequence of not performing mechanical work and therefore cools less quickly. Thus, the expansion of the system is delayed and its lifetime is considerably prolonged. For small systems, the sound velocity is damped during the phase transition and does not vanish, since pressure gradients are finite, but they are still smaller than for an ideal gas EoS, and therefore the tendency of the system to expand is also reduced.

The exact value \(\mathcal{C}^2_s = 1/3\) is reached following different ways in the two regions(PM and HM phases). In the HM the tendency to reach the UR limit is slower in the non colorless case than in the colorless case, however the FSE are more pronounced in the colorless case as always.

Also, in these plots we notice that the FSE are more important in the colorless case than in the non colorless case, leading the sound velocity at the softest point to be distinctly higher in the colorless case. For example \(\mathcal{C}^2_s(\tau)_{CC} = 0.050\) and \(\mathcal{C}^2_s(\tau)_{NCC} = 0.020\) at \(V = 100\text{fm}^3\) \((34)\).

We also find, when approaching the thermodynamic limit, that the sound velocity, in the PM phase, \(\mathcal{C}^2_s\) reaches the UR value \(\mathcal{C}^2_s = 1/3\) for the time values larger than in the finite volume case. This what it is displayed in Fig.\((24)\). The minimum in the sound velocity squared is found to be \(\mathcal{C}^2_s(\tau)_{min} \approx 0.00744\) at \(V = 1000\text{fm}^3\) and \(\mathcal{C}^2_s(\tau)_{min} \approx 0.04252\) at \(V = 10\text{fm}^3\). The sound velocity value drops by a factor of 7 at \(V = 1000\text{fm}^3\) and by a factor of 3 at \(V = 10\text{fm}^3\) when the time is between the two limits.

The softest region in EoS of our system is expected to have a significant influence on the collective dynamics of the hot and dense matter formed in URHIC. In particular, a small sound velocity delays the expansion of the compressed matter and also leads to a reduced transverse collective flow. The plot of \(\mathcal{C}^2_s(\tau)\) as a function of \(\tau\) is very

![Fig. 17. The order parameter \(H^{NCC}(\tau, V)\) vs the proper time \(\tau\), without CC, for different volumes \(V\).](image-url)
Fig. 18. The colorless order parameter $H^{CC}(\tau, V)$ vs the proper time ($\tau$) for different volumes $V$.

Fig. 19. The energy density $\epsilon^{NCC}(\tau, V)$ vs the proper time $\tau$, without CC, for different volumes $V$.

Fig. 20. The colorless energy density $\epsilon^{CC}(\tau, V)$ vs the proper time $\tau$ for different volumes $V$.

Fig. 21. The pressure $\mathcal{P}^{NNC}(\tau, V)$ vs the proper time $\tau$, without CC, for different volumes $V$.

Fig. 22. The colorless pressure $\mathcal{P}^{CC}(\tau, V)$ vs the proper time $\tau$ for different volumes $V$.

Fig. 23. The sound velocity $(c_s^2)^{NCC}(\tau, V)$ vs the proper time $\tau$, without CC, for different volumes $V$. 
similar to the plot of $\epsilon^2_\theta(\epsilon)$ as a function of $\epsilon$ (see the Ref. [13]). This similarity is essentially due to the continuous decreasing behavior of energy density $\epsilon(\tau)$ as a function of proper time $\tau$ only the order between HG and CPP phases is inverted.

9.3 Time Evolution of Energy Density $\epsilon(\tau,V)$: Detailed Analysis and Discussion

In the context of our model the time evolution of the system, undergoing the confining phase transition from a CPP through the mixed phase to HG, experience in three stages. Obviously and because of the hydrodynamic expansion, the energy density decreases with time. The plots displayed in figures (Figs. 25-27) depict this decreasing of the energy density with time during each stage of the hydrodynamical expansion, starting from the CPP phase until the final HM phase and going through the mixed phase at $V = 1000 fm^3$. These figures contain different sketches representing the different phases taken from the reference [25]. Within each stage the system follows its time evolution. We have analyzed each stage individually. During the first stage, starting from $\tau_0$, the colorless PM evolves hydrodynamically following the power law: $\epsilon \propto \tau^{-\theta_{CPP}}$. The second stage starts when the hadronic conversion is triggered and the mixed phase system evolves with a power less than the first one: $\epsilon \propto \tau^{-\theta_{Mixed}}$. This stage corresponds to the confining phase transition. In the final stage the system consist in pure HM, follows an hydrodynamical evolution with a freeze out towards a hadronic gas. The density energy in this stage is similar to the first one $\epsilon \propto \tau^{-\theta_{HG}}$ with a power greater than one. From the fitting work, the numerical values of the different powers obtained are: $\theta_{CPP} = 1.26087, \theta_{Mixed} = 1.00865$ and $\theta_{HP} = 1.33135$. We see from the first value $\theta_{CPP} = 1.26087 < 4/3$ meaning that the CPP is not a perfect gas, may be in a correlated state like a liquid state and confirming our previous result [25]. What is interesting to mention in this case concerns this temporal decrease in the energy density of the PM, deduced from two completely different approaches, namely the Partonic Cascade Model (PCM) [25] and its modified version ($\theta_{RHIC} \sim 1.31093, \theta_{LHC} \sim 1.27265$) [28] which is in agreement with our result. Also, the same energy density decreasing with time is obtained using the Hot Glue Model (HGM) [29]. Concerning the mixed phase, during the confining phase transition, the time evolution is slowed down. The system evolves with a power close to unity which is in good agreement with the fact that during the phase transition the sound velocity is fundamentally zero. This explains why the phase transition make the lifetime of the system longer and why the time evolution is linear. However, when the system becomes a pure HM the trend of time evolution becomes again similar to the first one. The evolution becomes faster and the numerical value of the power is greater than one but remains below the ideal value: $4/3$.

In each stage of the hydrodynamical evolution, the energy density decreasing process is due to the longitudinal scaling expansion of the system and to a mechanical work if it is possible. In the mixed phase stage only the geometrical dilution plays its role, leading to the cooling law described by a power $\theta_{Mixed} \sim 1$. However, during the first and the third stages, additional work is performed and the system is in possession of a trend to cool more faster leading to cooling law with different powers $\theta_{CPP} \sim \theta_{HG} > 1$.

Now, when think over about the figure (Fig. 24) we see that $\epsilon^2$ becomes gradually zero when approaching the thermodynamic limit. This tendency affects the variation of the exponent $\theta_{Mixed}$ as a function of the volume. After extracting the numerical values of $\theta_{Mixed}$ at different volumes and plot them as a function of $V$, we obtain the graph displayed by the figure (Fig. 25). We notice a logical decreasing in agreement with the known result according to which the sound velocity should converge towards zero value during the mixed phase in the thermodynamic limit. The fitting function is nothing that the FSS power law with an exponent close to one:

$$\theta_{Mixed}(V) - 1 \propto V^{-1} + \mathcal{O}(V^{-2}) \quad (59)$$

We show that the CPP is maintained for a remarkably long lifetime in colorless case than that in non-colorless

![Fig. 24. The colorless sound velocity ($\epsilon^2_\theta$)$^{CC}(\tau,V)$ vs the proper time $\tau$ for different volumes $V$.](image)

![Fig. 25. Time evolution of the CPP phase for a volume $V = 1000 fm^3$.](image)
Fig. 26. Time evolution of the mixed phase for a volume $V = 1000 \text{fm}^3$.

Fig. 27. Time evolution of the HM phase for a volume $V = 1000 \text{fm}^3$.

Fig. 28. FSS behavior of the exponent in the hydrodynamical evolution during the mixed phase: $\epsilon \propto \tau^{-\theta_{\text{Mixed}}}$.

case. Consequently, we say that the effect of the confining phase transition and the effect of the CC, makes the lifetime of the partonic matter remarkably longer than other cases. The same result was already obtained in a different context. The CC has the same effect as the viscosity. Such a colorless state would exhibit some viscosity effects which can substantially affect the EoS by making it not ideal and slow down the cooling rate of the colorless PP mainly during the two first stages of the hydrodynamic expansion. The emergence of the color charge confinement from parton-parton interactions renders the CPP as a system having some viscosity and as a strongly correlated system. Also, under other models, the evaluation of the lifetime of the confining phase transition has provided results in agreement with ours.

10 Conclusion

The hydrodynamic evolution of a system undergoing the QCD deconfinement phase transition exhibits in different time intervals, quite different physics. This is a part of the richness of the QCD theory at positive temperature. The time evolution of the confining phase transition from a CPP created in URHIC towards a Hadronic Gas, dominated by the hadronization phenomena, is discussed in the context of the hydrodynamical Bjorken expansion with our Colorless QCD-MIT Bag Model. The finite volume Bjorken equation in the case of a longitudinal expansion scenario of an ideal relativistic medium in finite volume is solved using certain initial conditions and their effect is studied in detail showing a good agreement with the theoretical predictions. The evolution of the temperature as a function of the proper time $T(\tau, V)$ is then obtained at different volumes. Different times characterising different scales of the whole time evolution, like the time of transition point $\tau_0$, the hadronic time $\tau_H$, the lifetime of the CPP $\Delta \tau_{\text{CPP}}$ and the lifetime of the confining phase transition $\Delta \tau_{\text{PT}}$ are calculated and their finite size scaling properties are studied in detail. In particular, we showed that our model with and without CC makes different predictions about times and lifetimes.

In the colorless case, these times and lifetimes scale with Taylor expansion depending on the inverse system size: $V^{-1}$ as a variable. The latter results have been rigorously confirmed from theoretical calculation based on the standard FSS theory of the thermal phase transition in which we insert the duality relation $T(\tau, V)$ and from which a new finite size scaling law is derived. Also, the time evolution of some tRF as the order parameter $\mathcal{H}(\tau, V)$, energy density $\epsilon(\tau, V)$, pressure $\mathcal{P}(\tau, V)$ and the sound velocity $C_s(\tau, V)$ are investigated. The continuity properties of these tRF as a function of $\tau$ is discussed. Indeed, these properties result from the composition of the TRF with the duality relation $T(\tau, V)$. We have also investigated the implications of having a variable speed of sound in the time evolution.

The confinement phenomenon and the underlying CC in any many-parton system are considered as resulting from the color interaction between partons, rendering the system colorless. This manifests itself as a non-ideal character in EoS. The results of this work show that the CC has a reasonable mechanism for inducing liquid behavior in the PM system. The numerical value of $\theta_{\text{CPP}} < 4/3$ characterizing the negative power of the time decay of the energy density $\epsilon(\tau) \propto \tau^{-\theta_{\text{CPP}}}$ is consistent with our estimate of the plasma parameter $\Gamma_{\text{CPP}}$. 


On the other hand, the restriction to colorless states leads to an increased lifetimes and times, which may play a significant role in the confining phase transition, as well as for the process of hadronization. The colorless QCD confining phase transition has three important consequences (i) to extend the different times and lifetimes (ii) to significantly slow down the cooling of the system and (iii) to produce a (longitudinally) large volume of a hot hadronic gas at $T_0(V)$. It is natural that longitudinal expansion dominates early stages of an URHIC because simply in the Bjorken picture the system is characterized by an anisotropic initial condition. If one wants to develop a complete model one has to include the transverse expansion during the Bjorken type of longitudinal expansion is happening. During the confining phase transition and since the bulk sound velocity is zero: $\chi_s(\tau, \infty) = 0$, the expansion of the mixed phase does not contribute to the transverse expansion $^{[22]}$.

Finally, let us give some comments concerning the comparison between our results and those obtained from the predictions of other models (like Nucleation Model $^{[23,25]}$, Partonic Cascade Model $^{[22]}$ and Hot Glue Mode $^{[24,25]}$) used in this work. The mathematical approach in our model and its physical content are clearly different. Our study is focused on the CC, on the FSE and on the initial conditions which mark the end of the very important pre-equilibrium stage. In spite of that, numerically and qualitatively our results are consistent with results obtained by these different models.
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