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ABSTRACT

Objectives. This study aimed to assess psychometric properties, such as reliability, construct validity, and cut-off scores, for the Czech version of the Clinical Outcome in Routine Evaluation – General Population (GP-CORE) questionnaire, a tool usable for repeated measurement of psychological distress within routine clinical settings.

Participants and setting. Two general populations and one clinical sample were used with N values of 420, 394, and 345, respectively.

Hypotheses. One of the competing theoretical factor solutions will demonstrate the best fit.

Statistical analysis. To examine the factor structure of the GP-CORE, a confirmatory multidimensional item response theory analysis (graded response model) was employed.

Results. The best fitting model was a bifactor solution representing one content domain of overall distress and two item wording domains (positively and negatively worded items). Clinical cut-off scores were determined to be 1.85 (men) and 1.90 (women).

Study limitations. The GP-CORE can be used as an unidimensional measure of overall distress, but users have to be aware of the influence of positive vs. negative item wording on the responses.
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PROBLEM

The Clinical Outcome in Routine Evaluation adapted for the General Population (GP-CORE) is a measure derived from Clinical Outcomes in Routine Evaluation – Outcome Measure (CORE-OM), a self-report measure of general psychological distress (Barkham et al., 2001). The GP-CORE is focused primarily on the general population by not incorporating items regarding severe clinical problems. All risk and negatively worded high-intensity items were excluded from CORE-OM to reduce measurement bias within the general population. Two additional items were excluded for using the negatively worded phrase “my problems”. The GP-CORE is a psychological distress (or reversed well-being) screening tool composed of 14 items (eight...
positively and six negatively worded items, see Table 1). It was developed by Sinclair et al. (2005) and tested on a student sample in the University Quality of Life and Learning Project.

Due to the shift from the clinical to the general population, there is little reason to assume that the factor structures of the CORE-OM and the GP-CORE would be the same. A principal component analysis with oblique rotation resulted in a four-component structure: 1) six positively worded subjective well-being items, 2) four negatively worded subjective well-being items, 3) two social functioning items, and 4) two physical problems items. The first three components demonstrated modest to high associations; nevertheless, the correlation with the fourth component was negligible (Sinclair et al., 2005).

This four-component structure represents four main categories of the general quality of life (Wilkinson et al., 2012). Nevertheless, the authors believe that, conceptually, the GP-CORE can be used as a unitary measure. In existing studies, the GP-CORE is usually used on university students (e.g., Hammer & Vogel, 2013; Robinson et al., 2016), however, some studies sampled from Buddhist Vipassana retreat participants (Falkenström, 2010) or computer game players (Hagström & Kaldo, 2014). The GP-CORE authors called for psychometric validation studies among populations other than student populations, optimally among general population (Sinclair et al., 2005) and this call was not answered properly until the present study.

Psychometric and validation studies on GP-CORE are generally lacking. The four-component structure (positive, negative items, social functioning, physical symptoms) is problematic because it blends formal (i.e., positive vs. negative item wording) and content (i.e., subjective well-being, role functioning, physical symptoms) aspects together. Furthermore, as Schmitt and Stuits (1985) argue, a negative factor can emerge simply if 10 or more percent of respondents fill in the questionnaire with mixed item wording without sufficient attention. While the existing studies on the GP-CORE have not paid attention to this problem, item response theory (IRT) methods can be used to handle artificial factors, such as the mixed wording factor.

The GP-CORE repeatedly reaches good to excellent reliability in terms of internal consistency, from .85 (Cooke et al., 2004) to .90 (Richardson et al., 2017). Sinclair et al. (2005) also reported high test-retest reliability over one week with an $r$ of .91. When computed separately for all four factors, Cronbach’s $\alpha$ ranged from .75 to .85 (Mameli et al., 2018). Dividing the whole sample by gender, the GP-CORE reached higher internal consistency in female ($\alpha = .86$) than male participants ($\alpha = .80$) (Sinclair et al., 2005) and in Caucasians ($\alpha = .87$) than Africans ($\alpha = .84$) (Young & Campbell, 2014).

In terms of convergent validity, Sinclair et al. (2005) presented the relationship of the GP-CORE score with financial concerns ($r = .25$), sleeping difficulties ($r = .27$), and social support ($r = .32$), as well as its correlations with other standard well-being measures: Beck Depression Inventory (BDI-I) ($r = .77$), BDI-II ($r = .84$), Brief Symptom Inventory ($r = .75$), Symptom Checklist (SCL-90-R) ($r = .71$), and CORE-NR (i.e., CORE-OM without risk items, $r = .95$) across samples (Sinclair et al., 2005).

Moreover, sex and age differences in GP-CORE mean scores were not significant (Sinclair et al., 2005; Cooke et al., 2006). The average item mean reported in Sinclair et al. (2005) was $M = .99$ ($SD = .35$) for the non-clinical student sample. Sinclair et al. (2005) created norms and clinical cut-off scores, establishing an average item mean exceeding 1.49 for men and 1.63 for women as indicators of elevated psychological distress.
**Table 1** GP-CORE items (after Sinclair et al., 2005, modified)

| ID | Item (Czech version) | Wording | Domain | PCA |
|----|----------------------|---------|--------|-----|
| 1  | I have felt tense anxious or nervous (“Měl/a jsem pocití napětí, strachu či nervozity.”) | negative | Problems (anxiety) | 2   |
| 2  | I have felt I have someone to turn to when things go wrong (“Cítil/a jsem, že nemám někoho, na koho se mohu v případě potřeby obrátit.”) | positive | Functioning (close) | 3   |
| 3  | I have felt OK about myself (“Byla/a jsem se sebou spokojený/á.”) | positive | Subjective well-being | 1   |
| 4  | I have felt able to cope when things go wrong (“Měla/a jsem pocit, že zvládnu i těžké chvíle, kdyby měly přijít.”) | positive | Functioning (general) | 1   |
| 5  | I have been troubled by aches, pains or other physical symptoms (“Trápily mě bolesti nebo jiné tělesné potíže.”) | negative | Problems (physical) | 4   |
| 6  | I have been happy with the things I have done (“Byla/a jsem spokojen/a s tim, co jsem udělala/a.”) | positive | Functioning (general) | 1   |
| 7  | I have had difficulty getting to sleep or staying asleep (“Měla/a jsem potíže usnout nebo jsem se předčasně budí/a.”) | negative | Problems (physical) | 4   |
| 8  | I have felt warmth or affection for someone (“Cítila/a jsem k někomu opravdové přátelství nebo lásku (včetně rodiny).”) | positive | Functioning (close) | 3   |
| 9  | I have been able to do most things I needed to (“Zvádla/a jsem většinu věcí, které jsem potřeboval/a udělat.”) | positive | Functioning (general) | 1   |
| 10 | I have felt criticised by other people (“Měl/a jsem pocit, že mě druží kritizují.”) | negative | Functioning (social) | 2   |
| 11 | I have felt unhappy (“Cítil/a jsem se nešťastný/á.”) | negative | Problems (depression) | 2   |
| 12 | I have been irritable when with other people (“V přítomnosti jiných lidí jsem byl/a podrážděný/á.”) | negative | Functioning (social) | 2   |
| 13 | I have felt optimistic about my future (“Svou budoucnost jsem viděl/a optimističky.”) | positive | Subjective well-being | 1   |
| 14 | I have achieved the things I wanted to (“Dosáhl/a jsem toho, čeho jsem chtěl/a.”) | positive | Functioning (general) | 1   |

Note: The “Domain” column represents original CORE-OM domains (Barkham et al., 2001); the “PCA” column represents components from the principal components analysis reported by Sinclair et al. (2005).

**Aim of the study**

In the present study, we employed confirmatory IRT to evaluate the factor structure of the GP-CORE. Furthermore, we tested the measurement invariance between men and women, between younger and older adults, and between two different types of administration: standard administration and the GP-CORE framed with a retrospective instruction (see the Methods section for details). The following models were tested:
Model 1 was defined as unidimensional. In preceding studies, the GP-CORE has been used as a measure of overall distress in the general population by working with a sum score of all 14 items (e.g., Mamaeli et al., 2018; Robinson et al., 2016).

Model 2 was defined as two-dimensional, with factors composed of positively and negatively worded items. Whether these factors represent different kinds of overall distress or just a psychometric artefact is a matter of interpretation, as stated above (Schmitt & Stuits, 1985). The positive-wording latent factor was represented by Items 2, 3, 4, 6, 8, 9, 13, and 14, and the negative-wording latent factor was represented by Items 1, 5, 7, 10, 11, and 12.

Model 3 was defined as four-dimensional, following the original factor structure reported by Sinclair et al. (2005). The model was specified as follows: positively worded subjective well-being items (i.e., Items 3, 4, 6, 9, 13, and 14), negatively worded subjective well-being items (i.e., Items 1, 10, 11, and 12), social functioning (i.e., Items 2 and 8), and physical problems (i.e., Items 5 and 7).

Model 4 was defined as bifactor with one general factor explaining all 14 items and two specific latent factors representing positive and negative wording (the same as in Model 2). In this model, each item is explained by two factors, general (distress) and one of the specific wording factors. Therefore, this model represents both the formal and content aspects simultaneously.

METHODS

Participants
Power analysis about required sample size was not determined within this study because to test the models, we used archive data from three independent studies, namely, Pourová et al. (2019), Čeveliček et al. (2020), and Juhová et al. (2020). We focused on the general adult population. Informed consent was obtained from all individual participants included in the study.

All procedures performed in studies involving human participants were in accordance with the ethical standards of the institutional and/or national research committee and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards.

Descriptive characteristics are reported in Table 2.

Dataset 1 (hereafter referred to as “standard”, Pourová et al., 2019) comprised data from Caucasian participants aged between 18 and 75 years from the Czech Republic who were given the standard administration of the GP-CORE. Eighteen percent of the participants suffered from serious chronic or somatic illness. Participants were recruited via social networks using snowball sampling. The goal of the original study was to validate the RNS-20 questionnaire, and the GP-CORE was used as one of the criterion measures.

Dataset 2 (hereafter referred to as “retrospective”, Čeveliček et al., 2020) comprised data from Caucasian participants aged between 18 and 61 years from the Czech Republic. The GP-CORE was used in the context of an exploration of obstacles people may perceive when deciding whether to enter psychotherapy. Therefore, the sample comprised people who had considered beginning psychotherapy during the past five years; 48% of them started psychotherapy, while the rest decided not to. Participants were recruited via social networks using snowball sampling. The GP-CORE was framed with a retrospective instruction: “Try to recall a period of time in which you were considering whether to begin psychotherapy. Please refer to an actual issue that bothered you in the past five years. Imagine that you would have been asked to
fill in this questionnaire at that time. Read the following instructions, please, and try to answer the questions as you would have at that time.”

Dataset 3 (hereafter referred to as “clinical”, Juhová et al., 2018) comprised data from Caucasian participants aged between 18 and 70 years from the Czech Republic who attended psychotherapy. This study focused on validation of the CORE-OM. Therefore, the participants were administered the full CORE-OM measure, and the GP-CORE items were extracted afterwards for the purpose of this study. This dataset was incorporated only for the computation of clinical cut-off scores.

Datasets 1 (standard) and 2 (retrospective) were merged for the purpose of analysis. From the whole sample of 823 participants, cases with missing items \((n = 8)\) and age under 18 \((n = 1)\) were excluded, resulting in a sample of \(N = 814\) participants. The mean age was \(M = 31.16\) \((SD = 10.06, \text{range from } 18 \text{ to } 75 \text{ years})\), and 71% of the sample were women.

### Instrument

Clinical Outcome in Routine Evaluation for the General Population. The GP-CORE is composed of 14 items rated on a five-point Likert-type scale from 0 (not at all) to 4 (most or all of the time). Respondents are asked, “How often did you experience the event described over the last week?”. Individual item scores can, therefore, range between 0 and 4 points (Sinclair et al., 2005), and the summative score of all 14 items can range between 0 and 56 points.

### Statistical analysis

After data cleaning and preparation, statistical analyses were conducted using R software version 3.5.2 (R core Team, 2018). R packages: psych (Revelle, 2018) and mirt (Chalmers, 2012) were employed. Positively worded items (i.e., Items 2, 3, 4, 6, 8, 9, 13, and 14) were reversed before the analysis.

| Table 2 Descriptive characteristics of all three datasets |
|----------------------------------------------------------|
| Dataset 1 (standard) | Dataset 2 (retrospective) | Dataset 3 (embedded and clinical) |
| \(N\) | 420 | 394 | 345 |
| Gender (% women) | 61.9% | 80.7% | 69.0% |
| Age | \(M = 30.7; \ SD = 11.1\) | \(M = 31.2; \ SD = 8.8\) | \(M = 37.5; \ SD = 11.9\) |
| Education | Primary (10.7%); High school (49.1%); University (40.2%) | Primary (0%); High school (34.0%); University (52.9%); Missing (13.1%) | Primary (5.6%); High school (57.6%); University (34.9%); Missing (1.9%) |
| Occupation | Unemployed or students or maternal leave (41.6%); Employed (45.6%); Entrepreneurs (9.8%); Missing (3%) | Unemployed or students or maternal leave (20.1%); Employed (63.1%); Entrepreneurs (8.6%); Missing (8.2%) | Unemployed or students or maternal leave or retired (47.4%); Employed/Entrepreneurs (46.4%); Missing (6.2%) |
To compute clinical cut-off scores, we adopted Jacobson and Truax’s (1991) formula (see Formula 1).

\[
\frac{\text{Mean(clinical)\times SD(normal) + Mean(normal)\times SD(clinical)}}{\text{SD(normal) + SD(clinical)}}
\]

(1)

To evaluate the reliability, McDonald’s omega (McDonald, 1999) was computed. To evaluate the factor validity, confirmatory factor analysis (CFA) is typically employed. One of the central assumptions of confirmatory factor analysis is the normality of the latent trait distribution. Violation of this assumption can lead to several parameter biases. In our study, we used IRT instead. In multidimensional IRT, and especially in the polytomous graded response model, parameter estimates are sufficiently robust (Wang et al., 2018). IRT is, therefore, more robust to non-normality elevated by categorical or ordinal items (e.g., Likert type) because it estimates item parameters directly instead of using covariances (Schulz, 2006; Reise et al., 1993). We believe that IRT provides more precise and detailed insight into the GP-CORE’s underlying latent structure than classical test theory-driven CFA. Moreover, IRT showed better performance than CFA in terms of measurement invariance testing (cf. Meade & Lautenschlager, 2004).

Because we estimated multidimensional models, we adopted the multidimensional item response theory approach (De Ayala, 2013) by using the “mirt” package (Chalmers, 2012). We chose the graded response model (GRM, Samejima, 1969). Formula 2 represents the conditional probabilistic item response function of the GRM. The GRM estimates the probability of a participant’s response to an item while overcoming the item’s specific thresholds, as a sequential series of two-parameter models responsible for each threshold would (Reise et al., 1993).

Both item discrimination \((a)\) and item location/difficulty \((b)\) parameters varying among items were estimated. The discrimination parameter is similar to factor loading in the CFA approach, and the difficulty parameter is similar to an intercept in the CFA approach. However, in the IRT approach, the value of all four thresholds \((b_{j-1}-b_j)\) between four pairs of neighbouring response categories are estimated, and for identification purposes. If the person’s ability is equal to the threshold value \(b_j\), the probability of observing any higher response option in such item is equal to the probability of observing any lower response category (Reise et al., 1993). These thresholds are estimated for each item separately, and thus, an item has five parameters in the GP-CORE (one slope and four thresholds). The probability of observing response option is given by Formula 2.

\[
P(x=j|\theta) = \frac{1}{1+\exp[-a(\theta-b_j)])} - \frac{1}{1+\exp[-a(\theta-b_j)])} = P_{j-1} - P_j
\]

(2)

A confirmatory item response theory analysis was used to test several competing models of the GP-CORE’s factor structure using Datasets 1 (standard) and 2 (retrospective). Marginal maximum likelihood estimation was used in models with up to two factors (i.e., Models 1 and 2). The quasi Monte-Carlo estimation method was used in models with more than two factors (i.e., Models 3, 4, 5, and 6) (Kuo & Kuykens, 2016). Covariances between latent variables were freely estimated (except for the bifactor model). If a latent variable was represented by only two items, these items’ \(a\)-parameters were constrained to the same value. Models 1 and 2 are nested in Model 4 (bifactor) and, therefore, are directly comparable. Model 4 employs item factor analysis adopted from Gibbons and Hedeker (1992) and Cai (2010), using “mirt: bfactor” syntax (Chalmers, 2012). The secondary or general latent factor (1x1 matrix)
is defined as being orthogonal to all specific latent factors with variance fixed to 1. All models were estimated on the merged dataset (Datasets 1 and 2).

Model fit was described using limited information C2 (Cai & Monro, 2014), which was used to estimate RMSEA, TLI, CFI, and SRMSR, with interpretation similar to a traditional CFA. We adopted the combination of Hu & Bentler’s (1999) and Hooper et al.’s (2008) evaluation criteria: optimally, RMSEA should be below .05; however, values up to .10 are still considered a satisfactory fit. The SRMSR should not exceed .08. Optimally, TLI should be above .95; however, values above .90 are still considered a satisfactory fit.

To test the measurement invariance, we compared models using the likelihood ratio test, information criteria (BIC, saBIC), and delta fit index. Contrary to traditional CFA, metric and scalar levels of invariance are achieved simultaneously, constraining both slopes and thresholds \((a_i, b_j)\) in IRT (Hui & Triandis, 1985). This results in the same item characteristic function across all the groups. The IRT invariance was tested across gender (i.e., male and female), age (i.e., younger and older cohort divided by median), and datasets (i.e., standard and retrospective administration). We considered two groups to be equivalent if the item parameters \((a_i, b_j)\) were similar across groups. The chi-squared statistic is not considered a suitable indicator of model fit because it is usually significant when the dataset includes more than 400 cases. Therefore, we consider a model invariant across two groups if \(\Delta\text{CFI}\) and \(\Delta\text{RMSEA}\) do not exceed .01 (Kenny, 2011).

RESULTS

Reliability and validity

The internal consistency was satisfactory, with an omega of .90 (95% CI [.90, .92]). Internal consistency would be slightly higher if Item 5 was dropped (.91). Omega was also higher for women (.91) than for men (.90). However, the difference of .01 was negligible compared to the original study (Sinclair et al., 2005), where the difference between male and female reliabilities was approximately .06. Item mean was 1.9 (SD = .79). Within Dataset 1 (standard), reliability also reached satisfactory values with an omega of .87 (95% CI [.85, .87]). Within Dataset 2 (retrospective), reliability was similar, with an omega of .87 (95% CI [.83, .85]). The item mean for Dataset 1 (standard) was 1.6 (SD = .66). The item mean for Dataset 2 (retrospective) was 2.2 (SD = .68). The difference between the datasets was significant (Cohen’s \(d = .895, p < .001\)).

Competing factor structures

Fit indices for all models are presented in Table 3. Summary statistics, item discrimination parameters, and item difficulty parameters for all models are reported in Table 4. The best fitting solution was the bifactor model (Model 4), although it did not differ significantly from Model 2. Model 2, consisting of positively and negatively worded factors, fitted the data significantly better than Model 3. Model 2 did not fit the data significantly better than Model 1, although other fit indexes showed unambiguous support for Model 2 over Model 1. Statistical comparisons using analysis of variance between the best fitting model (Model 4) and the rest of the models are presented in supplemental materials (Supplemental Table A), together with multidimensional discrimination and difficulty indices of the final bifactor model (Supplemental Table B).
The best fitting model was the bifactor model (Model 4) with one general factor of overall distress (empirical $r_{xx} = .90$) and two wording factors responsible for positive (empirical $r_{xx} = .53$) and negative (empirical $r_{xx} = .50$) items. The bifactor structure provides a reasonable explanation and is well interpretable in terms of distinguishing the content and wording factors from each other. Additionally, given Model 2 (two-dimensional wording factor structure), there is a high correlation between the latent factors of positive and negative wording ($r = .89$), establishing a good justification for considering higher-order or, in this case, a bifactor solution to better explain the data. Moreover, the bifactor model explained approximately 56% of the total variance (the G factor 45%, the positive wording dimension 5%, and the negative wording dimension 6%), while Model 2 explained only 52% of the variance (positive wording 33% and negative wording 19%). Hence, we decided to continue with the standard bifactor solution (Model 4) as the final model (see Figure 1).

**Measurement invariance**

The fit indices for the configural, scalar, and latent factor means invariance between Datasets 1 and 2 are reported in Table 5. The bifactor model seems to be noninvariant on the scalar and factor means level. Significantly differential item functioning across both datasets within discrimination parameters was manifested by Items 3 ($p < .05$), 5 ($p < .001$), 6 ($p < .01$), and 13 ($p < .001$) by using all other items as anchors. Dataset 2 (retrospective) disposed of more elevated overall distress than Dataset 1 (standard). Although both datasets were sampled from the general, rather than clinical, population, participants in Dataset 2 (retrospective) may be more similar to the clinical population because they considered beginning psychotherapy. Because the datasets were not invariant, we decided to proceed with further invariance testing between genders and age groups only within Dataset 1 (standard). The bifactor structure (Model 4) held as the best fit scenario even after testing only in Dataset 1 (standard).

The fit indices for the configural, scalar, and latent factor means invariance between men and women are reported in Table 5. The bifactor model seems to be noninvariant
| Items | M/SD   | Model 1 | Model 2 | Model 3 | Model 4 |
|-------|--------|---------|---------|---------|---------|
|       |        | Pos. a  | Neg. a  | PW h²  | NW h²  | SF a  | PP a  | G h²  | PW a  | NW a  | h²   |
| I3    | 2.31/1.16 | .88     | .77     | .88     | .77     | .79   | .62   | .88   | .10   | 0     | .78   |
| I4    | 2.07/1.19 | .80     | .64     | .81     | .65     | .69   | .47   | .80   | .09   | 0     | .66   |
| I6    | 2.08/1.10 | .85     | .72     | .86     | .74     | .78   | .61   | .81   | .29   | 0     | .74   |
| I9    | 1.77/1.14 | .64     | .41     | .66     | .43     | .54   | .29   | .54   | .56   | 0     | .61   |
| I13   | 2.19/1.26 | .88     | .77     | .88     | .78     | .79   | .62   | .86   | .20   | 0     | .78   |
| I14   | 2.13/1.12 | .81     | .65     | .83     | .68     | .74   | .54   | .73   | .54   | 0     | .82   |
| I1    | 2.39/1.12 | .68     | .46     | .76     | .58     | .77   | .59   | .66   | .47   | 0     | .65   |
| I10   | 1.70/1.20 | .56     | .31     | .61     | .38     | .59   | .35   | .54   | .29   | 0     | .38   |
| I11   | 2.17/1.35 | .84     | .71     | .89     | .79     | .84   | .70   | .85   | .21   | 0     | .76   |
| I12   | 1.82/1.14 | .63     | .40     | .69     | .47     | .67   | .45   | .61   | .33   | 0     | .49   |
| I2    | 1.75/1.31 | .60     | .36     | .60     | .35     | .83   | .70   | .61   | .04   | 0     | .38   |
| I8    | 1.02/1.15 | .50     | .25     | .51     | .26     | .83   | .70   | .50   | .12   | 0     | .26   |
| I5    | 1.71/1.27 | .21     | .05     | .27     | .07     | .69   | .48   | .15   | .45   | 0     | .24   |
| I7    | 1.93/1.38 | .49     | .24     | .55     | .30     | .69   | .48   | .46   | .38   | 0     | .36   |

Cor F₁ = factor correlation; Pos. = positively worded items factor; Neg. = negatively worded items factor; PW = positive wellbeing factor; NW = negative wellbeing factor; SF = social functioning factor; PP = physical problems factor; G = general factor.

E. Rₓₓ = empirical reliability; a = discrimination parameter; h² = communality; Items = item numbers according to position in the GP – CORE; Cor Fᵢ = factor correlation; Pos. = positively worded items factor; Neg. = negatively worded items factor; PW = positive wellbeing factor; NW = negative wellbeing factor; SF = social functioning factor; PP = physical problems factor; G = general factor.
on the scalar and factor means level between men and women. Significantly differential item functioning across genders within discrimination parameters was manifested by Items 5 \((p < .05)\), 6 \((p < .001)\), 9 \((p < .05)\), and 13 \((p < .05)\) by using all other items as anchors. The bifactor model is at least partially invariant between gender groups if we set Item 6 free on the scalar \((\Delta\text{CFI} = .002)\) or factor means \((\Delta\text{CFI} = .003)\) level.

The fit indices for the configural, scalar, and latent factor means invariance between younger and older cohorts are reported in Table 5. The bifactor model seems to be noninvariant on the scalar and factor means level between younger and older participants. Significantly differential item functioning across genders within discrimination parameters was manifested by Items 2 \((p < .05)\) and 7 \((p < .05)\) by using all other items as anchors. The bifactor model is at least partially invariant between age groups if we set Items 2 and 7 free on the scalar \((\Delta\text{CFI} = .003)\) or factor means \((\Delta\text{CFI} = .002)\) level.

**Clinical cut-off scores**

To compute clinical cut-off scores, Dataset 3 (clinical), representing the clinical population, was compared to Dataset 1 (standard), representing the general population. Clinical cut-off scores computed according to Formula 1 yielded average item means exceeding 1.85 for men and 1.90 for women as indicators of potentially elevated distress; the overall cut-off score for a nondifferentiated sample was 1.89. The clinical population mean \((M = 2.19, SD = 1.02)\) was greater than that of the non-clinical/general population \((M = 1.62, SD = .89)\).
DISCUSSION

This study focused on the psychometric evaluation of the Clinical Outcome in Routine Evaluation – General Practice (GP-CORE). The Czech version of the GP-CORE questionnaire was successfully validated. Overall, the GP-CORE showed excellent reliability in the Czech sample. In terms of internal validity, we tested four different factor structure models. The internal consistency of a unidimensional model (Model 1) was sufficient, and its fit was borderline. Therefore, the use of the GP-CORE as a unidimensional measure is not disproved. However, administrators of the GP-CORE should be aware that participants tend to interpret well-being and distress as two partially separate constructs (see Model 4), even though, conceptually, they are facets of the same latent trait.

The four-factor structure demonstrated poor fit; therefore, Sinclair et al.’s (2005) model was not confirmed. Although it is plausible to suppose the existence of social functioning and physical symptoms dimensions, two items representing a whole factor might not function sufficiently since their covariance could be caused, for instance, by similar wording rather than a common latent variable.

A good fit of the two-dimensional model (Model 2) provided evidence that participants interpreted positively and negatively worded items differently. However, we do not assume that if participants were asked positively about overall distress, a different latent variable would emerge than if they were asked negatively. In fact, this negative-items factor could be a result of an inherent misinterpretation of reversed items by a non-negligible number of participants (Schmitt & Stuits, 1985).

The best factor structure solution was a combination of the unidimensional and the two-dimensional models. The bifactor model (Model 4) with a general factor representing overall distress and two specific factors accounting for positive and negative item wording yielded the best fit. In addition to the fact that factors within the two-dimensional model were highly correlated, the variance explained by the specific factors dropped to a minimum after we included the general factor. Additionally, our model explained a similar amount of variance (i.e., 56%) as the original four-factor model (i.e., 60%, Sinclair et al., 2005). On the one hand, Canivez (2016) considers the bifactor solution superior to other models for better interpretability of results. On the other hand, Murray and Johnson (2013) argue that there is a possible statistical bias causing bifactor models to demonstrate better fit over alternatives. Bifactor models might fit
better than other models simply because they successfully integrate potentially invalid responses (Reise et al., 2016). This information also argues for the preference of the bifactor model instead of the two-dimensional or unidimensional model.

The measurement invariance of the bifactor model (Model 4) between datasets, genders, and age groups was tested. Several GP-CORE items showed differences in functioning between the standard and retrospective modes of administration. This could be associated both with the different effects of each administration (standard vs. retrospective) and with inherent differences between the samples. Dataset 2 (retrospective) consisted of people who were considering starting psychotherapy and, therefore, had elevated levels of psychological distress. Gender and age group differences within Dataset 1 (standard) were also present only for several items. Although we identified the problematic items, the GP-CORE is already a short measure, and the removal of noninvariant items is not desirable.

Despite the existence of noninvariant items, the bifactor model was acceptable without modifications. We visually checked the Czech wording of items to see whether the existence of the specific factor may be explained by similarities in wording, but we were unable to observe such similarities. Indeed, the existence of the specific factors seems to be driven by the negative wording per se.

**Strengths and Limitations**

To our knowledge, our study was the first to assess the GP-CORE factor structure using the IRT methodology and a confirmatory, rather than exploratory, approach. Furthermore, this study was the first to validate the GP-CORE on a sample of the general population (i.e., beyond university students).

The study has several limitations associated with the samples used. First, the results are generalizable primarily for women (71% of the total sample) and younger people (although the age range was between 18 and 75, the majority of the sample was approximately 30 years old). Second, Datasets 1 (standard) and 2 (retrospective) were obtained via snowball sampling using social networks. These sampling procedures are considered to lead to less representative samples than other procedures. Furthermore, Dataset 2 (retrospective) is biased towards the clinical population. Nearly half of the participants had experienced psychotherapy in the past. Third, the sample size of Dataset 1 (standard) alone was relatively small/borderline to reliably test the measurement invariance. It should also be noted that the Czech version of the GP-CORE was used in this study, and the generalizability of the results to other language versions must be verified in future studies.

**CONCLUSION**

The aim of the study was to test the factorial structure of the GP-CORE and its measurement invariance. We found that although the measure can be used as an essentially unidimensional measure of psychological distress/well-being, the structure is better explained by a bifactor model that takes into account the positive/negative wording of items. We assume that the overall distress is manifested through participants’ responses to all 14 items (the general factor in the bifactor model), while item wording seems to interfere with this overall distress manifestation.
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Tato studie si kladla za cíl zhodnotit psychometrické vlastnosti české verze škály Clínici Cal - Clinical Outcome in Routine Evaluation - General Population (GP-CORE), konkrétně poskytnout informace o reliabilitě, konstruktové validitě a klinickém cut-off skóru. GP-CORE je nástroj pro ženy.

**Vzorek a design.** Byly využity tři vzorky respondentů, z nichž dva pocházely z obecné (N = 420 a 394) a jeden z klinické populace (N = 345).

**Hypotézy.** Jedno z faktorových řešení bude mít superiorní fit oproti ostatním.

**Statistické analýzy:** K ověření faktorové struktury GP-CORE bylo využito konfigurační multidimenzionální teorie odpovědi na položku (graded response model).

**Výsledky.** Jako finální model byl zvolen bi-faktorový model reprezentující obecný obsahový faktor distresu a dva metodické faktory způsobené pozitivní a negativní formulací položek. Kromě toho, že vykazoval nejlepší fit, byl také dobře teoreticky interpretovatelný. Klinický cut-off skóro pro průměrnou hodnotu napříč položkami byl ustanoven na 1,85 pro muže a 1,90 pro ženy.

**Limity.** GP-CORE lze využít jako jednodimenzionální nástroj pro měření obecného psychologického stresu, ale uživatelé by se měli být vědomi také možného vlivu pozitivní či negativní formulace položek na odpovědi respondentů.
Within the final bifactor model, according to a multidimensional discrimination index (a parameter for the multidimensional latent space) and multidimensional difficulty indexes (b parameters for the multidimensional latent space) (see Table B), the smallest amount of information about the combination of participants’ responses to positively and negatively worded psychological distress and general factor of overall distress free from this dichotomy provides the item 5, whereas the largest amount of information provides item 14. By visual evaluation of the item-plots we inferred that a positive wording dimension brings more information about overall distress than negative dimension.

Item 5 is characterized by the lowest multidimensional discrimination parameter, however the model fit increases only a little when this item is omitted. The model fit could be increased dramatically if we omit item 8: “I have felt warmth or affection for someone.” Yet, GP-CORE was created as a screening tool for several unique distressing elements. Every item covers a specific problem that should be screened among general population as a checklist in order to identify people who might be in greater distress, and who might need a further help. Omitting problematic items could be only one of the solutions. Reise et al. (1993) shows that leaving items with differential items functioning dependent on group membership within the questionnaire need not result into a bias in estimation. However, if the goal is to maintain the original four-factor structure, each factor needs to be represented by more items, particularly to the social functioning and physical problems (represented only by two items so far). Unfortunately, these new items would need a novel standardization and validation study, confirming the four-factor structure.

**Supplemental Table B** Multidimensional discrimination and difficulty indexes of all four thresholds across all 14 GP-CORE items (n = 814)

| Item | Multidim. discrimination index | Multidim. difficulty index Threshold 4 | Multidim. difficulty index Threshold 3 | Multidim. difficulty index Threshold 2 | Multidim. difficulty index Threshold 1 |
|------|--------------------------------|--------------------------------------|--------------------------------------|--------------------------------------|--------------------------------------|
| I1   | 2.32                           | -2.01                                | -.98                                 | -.02                                 | 1.17                                 |
| I2   | 1.32                           | -1.20                                | -.20                                 | .81                                  | 1.98                                 |
| I3   | 3.19                           | -1.84                                | -.78                                 | .22                                  | .94                                  |
| I4   | 2.34                           | -1.70                                | -.49                                 | .44                                  | 1.30                                 |
| I5   | .96                            | -1.56                                | -.19                                 | 1.01                                 | 2.78                                 |
| I6   | 2.86                           | -1.77                                | -.66                                 | .49                                  | 1.44                                 |
| I7   | 1.27                           | -1.31                                | -.44                                 | .44                                  | 1.73                                 |
| I8   | 1.01                           | -.31                                 | .99                                  | 2.18                                 | 3.53                                 |
| I9   | 2.11                           | -1.56                                | -.12                                 | .82                                  | 1.73                                 |
| I10  | 1.33                           | -1.53                                | -.15                                 | .91                                  | 2.31                                 |
| I11  | 3.06                           | -1.28                                | -.46                                 | .16                                  | .92                                  |
| I12  | 1.65                           | -1.64                                | -.35                                 | .74                                  | 2.12                                 |
| I13  | 3.17                           | -1.48                                | -.56                                 | .26                                  | .96                                  |
| I14  | 3.64                           | -1.66                                | -.62                                 | .44                                  | 1.18                                 |