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Abstract

Reinforcement learning (RL) and brain-computer interfaces (BCI) have experienced significant growth over the past decade. With rising interest in human-in-the-loop (HITL), incorporating human input with RL algorithms has given rise to the sub-field of interactive RL. Adjacently, the field of BCI has long been interested in extracting informative brain signals from neural activity for use in human-computer interactions. A key link between these fields lies in the interpretation of neural activity as feedback such that interactive RL approaches can be employed. We denote this new and emerging medium of feedback as intrinsic feedback.

Despite intrinsic feedback’s ability to be conveyed automatically and even unconsciously, proper exploration surrounding this key link has largely gone unaddressed by both communities. Thus, to help facilitate a deeper understanding and a more effective utilization, we provide a tutorial-style review covering the motivations, approaches, and open problems of intrinsic feedback and its foundational concepts.

1 Introduction

The combination of reinforcement learning (RL) and human-in-the-loop (HITL) ideas through integration of human input into the RL framework has led to the emergence of the field of interactive RL \cite{9, 71, 88, 131}. Interactive RL can be seen as a method for facilitating human-to-agent knowledge transfer. This knowledge transfer inherently helps to alleviate various aptitude and alignment challenges an agent may face. Challenges encompassed by the term aptitude correspond to challenges for simply being able to learn. This includes ideas such as robustness, the ability of an agent to perform a task (e.g., asymptotic performance) and generalize within/between environments of similar complexity; scalability, the ability of an agent to scale up to more complex environments; and aptness, the rate at which an agent can learn a desired behavior. On the other hand, alignment encompasses challenges concerned with learning as intended (i.e., learning to behave as a human dictates) \cite{1, 25, 32, 69, 99}. The hypothetical Paperclip Maximizer \cite{13} is a classical example of misalignment where an agent maximizes its goal of making paperclips in an unintended manner by turning the world into a paperclip factory. While not as extreme, RL algorithms often display lesser forms of misalignment \cite{1, 32, 69}. Therefore, it is not unreasonable to anticipate an increase in misaligned behaviors as the problem complexity increases, i.e., the complexity of the environment and behaviors \cite{69}.

The field of brain-computer interfaces (BCI) aims to develop systems for monitoring the brain and utilizing neural activity as a direct means of communication between the brain and external devices. BCI research has primarily focused on medical applications such as fatigue detection, monitoring sleep, analyzing emotion, and facilitating sensory-motor rehabilitation. However, particular interest has been directed towards addressing paralysis conditions like amyotrophic lateral sclerosis and locked-in-state. These paralysis conditions necessitate innovative technologies that can assist patients in interacting with the external world. Therefore, traditional BCI applications have been primarily concentrated on control problems such as wheelchair and interface control \cite{88, 112}. Yet, as the medical BCI research has progressed, it has begun to spill out into the non-medical realm \cite{24}. Applications in robotics \cite{56, 100, 126}, VR and gaming \cite{51}, smart environments \cite{67}, bio-metrics and security \cite{48}, and brain-to-brain interfaces \cite{49, 97} have provided opportunities to further explore this form of intrinsic communication. Moreover, there has been growing interest in using BCI to communicate with artificial agents to facilitate human-AI interactions. One promising avenue involves the integration of RL and BCI, where particular neural activity is interpreted as a reward in the RL framework \cite{26, 45, 47, 54}. Interestingly, as we will soon see, this fundamental integration can actually be more broadly formulated using interactive RL concepts.

In the realm of interactive RL, a crucial concern revolves around seamlessly integrating and effectively communicating human intentions to an agent \cite{59, 73}. To this end, human input is often categorized into two
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Table 1: Summary of interactive RL reviews categorized by the human input categories of advice and demonstrations (denoted as “Demos”). Advice is further broken into categories of feedback and other (i.e., all other types of advice such as general advice, guidance, etc). Feedback is further broken into its three different mediums. A category with a check mark ✓ indicates the review is primarily focused on a particular category of human input while no check mark indicates a given category is not discussed or only briefly mentioned. For the reader’s reference, we have included a single comprehensive learning from demonstrations review although many more exist.

| Review                          | Summary                                                                 | Advice                     | Demos |
|---------------------------------|-------------------------------------------------------------------------|----------------------------|-------|
|                                 |                                                                         | Intrinsic Feedback | Explicit Feedback | Implicit Feedback | Other  |
| Osa et al. [92] (2018)          | An in-depth technical review of various learning from demonstration approaches (e.g., behavioral cloning and inverse RL). | -                          | -                 | ✓      |        |
| Zhang et al. [131] (2019)       | A high-level overview of basic interactive RL ideas and approaches.     | -                          | ✓      | -                 | ✓      |
| Li et al. [71] (2019)           | A partially technical overview of feedback approaches and application from the perspective of myopic and non-myopic learning. | -                          | ✓      | ✓                 | -      |
| Arzate Cruz and Igarashi [9] (2020) | A high-level review directed at human-computer interaction researchers which covers various contextual advice approaches and application design principles. | -                          | ✓      | -                 | -      |
| Najar and Chetouani [88] (2021) | Introduces taxonomy for interactive RL and provides a high-level review of learning from advice approaches. | -                          | ✓      | -                 | -      |
| Ours                           | Technical review of intrinsic feedback with a focus on its motivations and foundational concepts. | ✓                          | ✓      | -                 | -      |

main channels of communication: advice and demonstrations [88]. Of particular interest is a specific type of advice denoted as feedback, which aims to convey the “goodness” or “badness” of an agent’s behavior. Classically, the de facto medium for conveying feedback has been what we refer to as explicit feedback. This type of feedback involves the human communicating directly with the agent via a button push or very basic natural language [8, 20, 59, 61]. More recently, implicit feedback provided through human social cues (e.g., facial expressions, body language, or vocal tone) has begun to see wider use in conveying feedback as it offers a more natural and potentially automatic means of communication [74].

Yet, both explicit and implicit feedback do not cover the entire range of potential human feedback mediums. Another untapped source of valuable information lies in intrinsically occurring and automatically elicited biological signals. These raw and largely unconsciously elicited biological signals have the potential to provide a wealth of information concerning a human’s internal state including feelings and even beliefs. Thus, we denote intrinsic feedback as a new medium for providing feedback where feedback is implied through a human’s intrinsically occurring biological signals. As recent works [2, 16, 80, 121, 128] have begun to recognize that neural activity can be interpreted more broadly as feedback, we will focus particularly on the brain, the central organ in the human nervous system, as it harbors a dense concentration of biological signals. For brevity, we will henceforth use the terms intrinsic feedback and neurological intrinsic feedback interchangeably.

By formulating and interpreting neural activity as an alternative feedback medium, we can employ the integrative RL setup by utilizing learning from feedback (LfF) approaches. This key linking idea between the fields of BCI’s and interactive RL has motivated the goal of this paper: to provide a tutorial-style review of intrinsic feedback and its foundational concepts (e.g., interactive RL and LfF). Due to the rather chaotic state of the interactive RL field, we believe a unified review that includes foundational concepts will help to more clearly convey intrinsic feedback as a concept. Our hope is that this paper will equip both BCI and RL researchers with the necessary background to apply and build upon existing LfF approaches using intrinsic feedback. To achieve this, we provide the following contributions:

- We briefly introduce interactive RL and a taxonomy of human input while also elucidating the general motivations behind incorporating human input into the RL framework.
- We introduce LfF and provide a technical review of its foundational approaches to show how explicit feedback has traditionally been used for learning. Furthermore, we analyze these approaches in terms of their viability, enabling researchers who intend to leverage intrinsic feedback to build upon them while addressing their limitations.

1Originally termed as “intrinsic interactive RL” by Kim et al. [54], we now extend the term “intrinsic” to potentially encompass all biological signals, not just brain signals, for the sake of generalization.
• We review intrinsic feedback, its motivations, LfF inspired approaches and their viability.

• We discuss challenges related to intrinsic feedback while also highlighting future directions of interest.

Although previous reviews have covered a variety of the interactive RL and explicit feedback literature, as summarized in Table I, this paper aims to complement these reviews. By concentrating on concepts related to intrinsic feedback, we offer a narrower and more technical perspective on interactive RL.

As such, this paper is structured as follows. The Background section provides a general overview and background for RL and BCI. To build the foundations of intrinsic feedback the Interactive Reinforcement Learning section provides an overview of the human input taxonomy, with a focus on advice, feedback, and the general motivations for incorporating human input. The Foundational Approaches section then provides a technical review of foundational LfF approaches and their validity to demonstrate how feedback can be used for learning. The Learning from Intrinsic Feedback section then provides an overview of intrinsic feedback, its motivations, what signals can be utilized, along with recent approaches. Finally, the Challenges and Future Directions section concludes by discussing challenges and future directions of interest relating to intrinsic feedback.

2 Background

The objective of this section is to provide a concise overview of RL and BCI while also introducing notation that will be utilized in the subsequent sections. Each respective section contains additional sources for those readers wishing to pursue particular ideas or concepts in greater detail.

2.1 Reinforcement Learning

Reinforcement learning (RL) explores how agents ought to make a sequence of decisions by discovering a mapping of actions to observations through the maximization of a numerical reinforcement signal [109] as depicted in Fig. 1 RL can be formalized as a Markov decision process (MDP), given by the tuple \((\mathcal{S}, \mathcal{A}, r, p, \gamma)\). We denote the set of all possible states (i.e., observations), actions, and rewards as \(\mathcal{S}, \mathcal{A}, \text{ and } \mathcal{R}\). Discrete time steps are used to divide states from one another where at each time step \(t\), the agent perceives state \(S_t \in \mathcal{S}\), takes an action \(A_t \in \mathcal{A}(s)\) and then receives a real-valued reward \(R_{t+1} \in \mathcal{R}\). When time \(t\) is not specified, \(s\) denotes a state, \(a\) denotes an action, \(s'\) denotes the next state and \(r\) denotes the reward received. Furthermore, the reward function \(r : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \rightarrow \mathbb{R}\) is denoted as \(r(s, a)\). The transition function \(p : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \rightarrow \mathbb{R}\) is denoted as \(p(S_{t+1} = s' | S_t = s, A_t = a)\) and articulated as the probability of transitioning to the next state \(S_{t+1}\) given the current state \(S_t\) and action \(A_t\). The transition function is used to model the environment’s dynamics (i.e., the probability of transitioning to another state). Algorithms can either attempt to model these dynamics (i.e., model-based) or completely forgo them (i.e., model-free). Finally, the discount factor \(\gamma \in [0, 1]\) is used to determine how the agent values future reward.

Given the formal definition of an MDP, the agent’s goal is to maximize the total discounted return \(G_t\) from the current time step \(t\):

\[
G_t = R_{t+1} + \gamma R_{t+2} + \gamma^2 R_{t+3} + \ldots = \sum_{k=0}^{\infty} \gamma^k R_{t+k+1},
\]

where \(\gamma\) is a discounting factor. Here \(\gamma\) represents the uncertainty in the model as the sum reaches further into the future and to ensure the math remains bounded. Given Eq. (1), as \(\gamma \rightarrow 0\) the agent becomes myopic and begins to only value immediate reward. Likewise, as \(\gamma \rightarrow 1\) the agent becomes farsighted and begins to value all future rewards equally.

Maximizing \(G_t\), the agent learns behaviors represented as a state-to-actions map. This mapping defines the policy \(\pi : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}\), where \(\pi(a|s)\) denotes the probability of taking an action in a given state under the policy \(\pi\). Therefore, a policy \(\pi\) determines how the agent should behave in the given environment. One approach to learn \(\pi\) is known as value-based learning or generalized policy iteration [109], which involves evaluating states or state-action pairs. The state-value function denoted as \(V_\pi(s)\) estimates the expected discounted return of state \(s\), thenceforth following policy \(\pi\) [109], such that

\[
V_\pi(s) = \mathbb{E}_\pi [R_{t+1} + \gamma V_\pi(S_{t+1}) | S_t = s],
\]

where \(R_{t+1}\) is the most recently received reward and \(\gamma V_\pi(S_{t+1})\) is the estimated value of the future discounted return when starting from the next state. Alternatively, the action-value function (i.e., Q-function or Q-values) denoted as \(Q_\pi(s, a)\) estimates the expected discounted return of state \(s\) when taking action \(a\) and thenceforth following policy \(\pi\) [109], such that

\[
Q_\pi(s, a) = \mathbb{E}_\pi [R_{t+1} + \gamma Q_\pi(S_{t+1}, A_{t+1}) | S_t = s, A_t = a].
\]
A popular partial sampling method for updating state-value or action-value functions is referred to as Temporal Difference (TD) learning. TD learning is considered a bootstrapping method as it learns a value function using the current estimate of the value function. The following formalizes the TD error using a state-value function:

$$
\delta_t = R_{t+1} + \gamma V(S_{t+1}) - V(S_t),
$$

where same formalization applies to action-value function. The TD error can be interpreted as measuring the difference between the next state’s value along with the reward received $R_{t+1} + \gamma V(S_{t+1})$ and the current state’s estimated value $V(S_t)$. By minimizing the TD error, the agent learns a (sub-)optimal policy, which leads to greedy action selection as follows:

$$
\pi(s) = \arg \max_a Q(s, a).
$$

On the other hand, policy gradient methods directly optimize the parameterized policy $\pi_{\theta}$ using the policy gradient theorem [109]:

$$
\theta_{t+1} = \theta_t + \alpha \nabla \log \pi_{\theta_t}(A_t|S_t) V(S_t).
$$

To further decrease the variance of the update, an advantage function $A(s, a)$ can be used to replace $V(S_t)$ such that

$$
A(s, a) = Q(s, a) - V(s).
$$

The advantage function can be interpreted as computing whether the selected action is performing better or worse than expected [109], Eq. (6) can be rewritten using the advantage function as

$$
\theta_{t+1} = \theta_t + \alpha \nabla \log \pi_{\theta_t}(A_t|S_t) A(s, a).
$$

Finally, value-based and policy gradient methods can be combined using actor-critic methods where the critic estimates the value using TD learning and the actor learns a policy using the policy gradient theorem. For readers who are not familiar with RL, Sutton and Barto [109] offer a more comprehensive review of these methods.

2.2 Brain-Computer Interfaces

BCI allows for monitoring, communication, and translation of brain signals elicited by cognitive and sensory-motor processes. While we provide a brief overview of a typical BCI pipeline and various informative brain signals utilized by BCI applications, we will defer readers to the plethora of BCI reviews covering concepts from signals and acquisition [36, 96], to classification techniques [21, 78, 133], to general reviews [98, 114], and future directions of the field [118].

Most BCI applications follow the BCI pipeline which roughly outlines the steps required to acquire, pre-process, and decode neural activity, as seen in Fig. 2. The first stage of the pipe is signal acquisition. Acquisition of informative brain signals involves the monitoring and recording of neural activity. BCI acquisition is subdivided into non-invasive, invasive, and semi-invasive methods. Each method is defined by where the neural activity is being recorded in relation to the cortex. Non-invasive methods involve monitoring neural activity from outside the skull and scalp. In particular, we will focus on electroencephalographs (EEG) throughout this paper. This is because EEGs are the most common non-invasive device as they have desirable properties such as being safe to use, portable, cost efficient, and relatively easy to work with [36, 98, 114]. EEGs utilize electrodes that measure electrical activity which orients from the summation of many postsynaptic potentials (PSPs) that occur simultaneously. PSPs are generated when neurotransmitters bind to receptors, thus causing a change in the flow of ions across the cell membranes.
Figure 2: An example of a simplistic BCI pipeline which includes the stages of acquisition, pre-processing, and classification before being passed to an external device (e.g., computer) for utilization.

Figure 3: Provides an example of a subject’s error-related potential grand average (i.e., average across many trial) in the time, frequency and time-frequency domains. The grand average is computed using 185 trails from subject 1’s BGSInt task in the dataset provided by Poole and Lee [95]. (a) shows the time domain features for ErrP grand average where the ERN peak is given around 250 ms and the Pe peak is given around 350 ms. (b) shows the frequency domain features for the ErrP grand average. (c) shows the time-frequency domain features for the ErrP grand average.

As shown in Fig. 3, this captured electrical activity can be represented either in the time domain, frequency domain, or both (i.e, time-frequency domain). EEGs are characterized by their high temporal resolution but poor spatial resolution. High temporal resolution is desirable for most BCI applications as it allows for changes in neural activity to be captured at the level of milliseconds [79]. The next stage of pre-processing serves to filter and extract latent features associated with the desired brain signal of interest in order to increase the signal-to-noise ratio (SNR). To do so, two different methods are often employed: temporal filtering and feature extraction [77, 78, 79]. The last stage of classification consists of decoding informative brain signals from the general neural activity which is often done through employing various machine learning methods [21, 78, 129, 133].

While the BCI pipeline is highly modular, allowing for the introduction or removal of various different steps, the core of BCI pipeline revolves around the extraction and utilization of informative brain signals. Therefore, it is worth briefly exploring a few different types of brain signals that could be pertinent to intrinsic feedback.

Event-related potentials (ERPs) are transient brain signals characterized by their unique series of positive and negative peaks that are elicited due to changes over time in scalp-recorded voltage. Elicitation of ERPs can reflect sensory, cognitive, affective, or motor processes in response to either internal (e.g., emotional states) or external stimuli (e.g., perceiving an erroneous behavior) [79]. From a general perspective, ERPs can be seen as the brain’s automatic response to a given stimulus or event. ERPs are composed of ERP components which are associated with cognitive processes. An ERP component is characterized by its positivity or negativity at a given point in time. However, this does not mean that there is a one-to-one relationship between ERP components and the observed polarity at a given point in time [79]. As mentioned before, this is due to the fact that many known other components, artifacts, and various forms of noise are all occurring simultaneously. Thus, the observed component is always influenced by these other sources.

A commonly occurring ERP component is P3 or P300 that is characterized by a large positive peak that
occurs approximately 300 ms after the stimulus. The P3 component is thought to be associated with cognitive processes such as context updating, surprise, and attention [79, 94]. Rare-frequent tasks (e.g., the oddball paradigm) are a classical example of P3 elicitation. These tasks entail the repeated elicitation of frequent and infrequent stimuli, where the P3 amplitude inversely scales with the rarity of the infrequent stimulus [79, 94]. P3 is often applied to decision making or interface control tasks like the P3 speller [29].

Error-related negativity (ERN) is another ERP component that is associated with errors and occurs approximately 200 ms after a stimulus [28]. Experiments frequently use ERN to determine whether a subject has either committed or observed an erroneous event [17, 30, 100]. ERPs which contain different variations of the ERN component are referred to as error-related potentials (ErrPs). ErrPs are characterized by a negative peak (i.e., ERN or Ne) that occurs between 80-300 ms and a positive peak (i.e., Pe) that occurs between 200-500 ms as seen in Fig. 3a [1, 28, 43, 79, 117]. ErrPs are frequently used to provide feedback to an interface or an agent regarding erroneous events [18, 102].

Lastly, extracting cognitive and affective states (e.g., fatigue, mental workload, valence-arousal, or attention) from neural activity has been a popular choice for many BCI applications [3, 7]. Doing so often entails the utilization of frequency band features where each state is associated with a different combination of bands [72]. For instance, Myrden and Chau [86] find that attention is associated with posterior alpha band activity while frustration is associated with posterior alpha and frontal beta band activity.

### 2.3 Notation

Table 2 summarizes the common notation that will be used throughout the paper.

| s | a state |
|---|---------|
| a | an action |
| t | discrete time step |
| S_t | state at time t |
| A_t | action at time t |
| π | policy |
| H | human feedback |
| h | modeled human feedback |
| π_h | human policy |

### 3 Interactive Reinforcement Learning

HITL systems leverage the capabilities of humans in order to incorporate human input into intelligent agents. Thus, the objective of interactive RL is to integrate human input directly into the RL framework, achieving an effective HITL setup. By doing so, interactive RL inherently enhances the human-to-agent knowledge transfer process. Thus, we define human input as any process or act that assists an agent in its learning, allowing for a transfer of knowledge from the human to the agent. As the terminology of the interactive RL fields has been quite chaotically defined, we mostly follow the taxonomy of Najar and Chetouani [88] as they present a recent attempt to better organize the field. Similar to how humans communicate with one another, human input is categorized into the two main communication channels: demonstrations (i.e., showing) and advice (i.e., explaining or critiquing). This taxonomy of human input is illustrated in Fig. 4. Notice that the demonstration channel has no sub-taxonomy while the advice channel has a more complex and nuanced sub-taxonomy to encompass the diverse methods humans employ for explaining and critiquing.

The demonstration channel encompasses information that is communicated by having a human show the agent how to perform a behavior by actually executing the task. Learning from demonstrations (LfD) or imitation learning is a relatively established field that focuses on learning from "expert* demonstrations using methodologies such as behavior cloning, inverse learning, or offline learning [92]. For later comparison with advice setups, Fig. 5 shows how the classical RL setup, given in Fig. 1, is modified to depict the LfD setup where the agent can be thought of as observing and learning from the human interactions with the environment.

Conversely, this paper will primarily concentrate on the advice channel, within which feedback serves as a sub-category. The advice channel encompasses any information that is communicated to an agent by the human where the human does not actually have to execute the task. To reach the sub-category of feedback, advice is first broken into the two sub-categories of general advice and contextual advice. Here general advice is any form...
of general information that can be provided about a task prior to the agent learning while contextual advice is any information that is state-specific and thus provided when the agent is executing the task. Contextual advice is then further decomposed into the categories of guidance and feedback. Guidance focuses on informing an agent about future actions while feedback focuses on proving information about past actions. Lastly, feedback is broken into corrective and evaluative feedback. While both types of feedback aim to evaluate the quality of an agent’s action or behavior. Evaluative feedback is typically through a manual means (e.g., pushing a button).

As the paper continues we will attempt to narrow our focus from human input, to feedback, and then finally intrinsic feedback. To provide proper exploration and understanding of interactive RL, and in turn intrinsic feedback, we have formulated three critical questions which we deem necessary to address:

(Q1) What are the motivations for pursuing interactive RL?
(Q2) How can human input be integrated into an RL algorithm such that an agent learns a good policy \( \pi \)?
(Q3) How well do interactive RL works fulfill the motivations of \( \text{[Q1]} \)?

These three critical questions aim to structure the remaining sections and will be refined in their scope as the paper progresses. First, the Human Input Motivations section will attempt to address \( \text{[Q1]} \) by laying out the general motivations of interactive RL and human input. In turn, these motivations will carry over to feedback and instinct feedback. Next, the Learning from Feedback section will address and refine \( \text{[Q2]} \) and \( \text{[Q3]} \) by discussing the idea of feedback as a channel of communication, exploring how feedback has been used for learning, and discussing the validity of the approaches. This is done to provide readers with a solid foundation for how intrinsic feedback might be properly formulated and integrated. Finally, using the established interactive RL and LfF foundations, the Learning from Intrinsic Feedback section will attempt to refine and re-explore all critical questions from the perspective of intrinsic feedback.

### 3.1 Human Input Motivations

To address \( \text{[Q1]} \) we briefly examine the general motivations for utilizing human input, which will in turn apply as motivations for not only feedback but also intrinsic feedback. The main motivation for integrating human

| Term               | Definition                                                                 |Term               | Definition                                                                 |
|--------------------|---------------------------------------------------------------------------|--------------------|---------------------------------------------------------------------------|
| Human input        | Any process or act that assists an agent in its learning, allowing for a transfer of knowledge from the human to the agent. | Demonstrations    | Human input that shows an agent how to perform a task through execution of the task. |
| Advice             | Human input which communicates information about the task to an agent without a human actually executing the task. | Contextual Advice  | A form of advice that communicates information that is state specific and thus provided as the agent is executing the task. |
| Feedback           | A form of contextual advice that communicates information about previous actions. This is typically done by evaluating the "goodness" or "badness" of an agent’s action or behavior. | Evaluative Feedback| A form of feedback that aims to evaluate the quality of an agent’s action or behavior. |
| Corrective Feedback| A form of feedback that aims to evaluate the quality of an agent’s action or behavior while also providing information regarding the potentially correct action(s) or behavior(s). | Explicit Feedback  | Feedback conveyed directly to the agent, typically through a manual means (e.g., pushing a button). |
| Implicit Feedback  | Feedback that is implied through a human’s observable social feedback (e.g., social cues, facial expressions, body language, or vocal tone). | Intrinsic Feedback | Feedback conveyed directly to the agent, intrinsically occurring biological signals (e.g., brain signals, heart rate, or blood pressure). |
| Feedback Modeling  | A method where feedback is modeled. Typically, the predicted feedback from this model is then used with a shaping methodology. | Reward shaping     | A shaping methodology for integrating advice (e.g., feedback) where it is used to augment or replace the agent’s reward function. |
| Value shaping      | A shaping methodology for integrating advice (e.g., feedback) where it is used to augment or replace the agent’s value function. | Policy shaping     | A shaping methodology for integrating advice (e.g., feedback) where it is used to augment or replace the agent’s policy. |
| Quantitative Feedback| An interpretation of feedback in which the representation conveyed to the agent is numerical such that a magnitude (i.e., specific value) of how good or bad an agent’s action or behavior was is measured. When performing feedback modeling, this is akin to a regression problem. | Qualitative Feedback | An interpretation of feedback in which the representation conveyed to the agent is categorical such that no specific value regarding how good or bad an agent’s action or behavior was is provided. When performing feedback modeling, this is akin to a classification problem. |

| Table 3: Definitions for various interactive RL terms used throughout the paper. |
human input to enable human-to-agent knowledge transfer, thereby helping to alleviate issues concerning aptitude and alignment. A core assumption is that human input will often provide a more information-rich signal than that of the typical reward function. If utilized properly, this can have various positive effects on aptitude and alignment issues. Even if the human input is only on par with the reward signal in its information density, it can still serve as an additional source of information that the reward function may not adequately encompass. Below, we delve into why these alleviations tend to occur.

Before we do so, it is important to recall some of the impediments to traditional RL so that we can better understand the impact human input can have. One of the largest impediments to RL is the agent’s lack of prior knowledge, requiring the agent to learn from scratch. This challenge is further exacerbated by trial-and-error search which necessitates exploring numerous possibilities, the majority of which are likely to be ineffective or even useless. In addition, reward function poses additional limitations. For instance, the reward function provides only a single channel of communication, constraining humans to convey their knowledge through a signal communication channel and thereby limiting the amount of information transfer. Another limitation stems from a poorly specified reward function, often due to its rule-based formulation. To create a reward function, one must encode their intentions into a set of rules. However, during the encoding process, there is the possibility of losing certain aspects of the human intentions due to the difficulty in translating abstract intentions into a set of rules. As a result, the reward function may become too ambiguous or poorly correlated with the human’s “true” intentions. Moreover, the reward function is usually sparse (i.e., very few reward signals are given), leading to the credit assignment problem where the reward is temporally misaligned with its contributing states. These factors make RL inherently sample inefficient as learning can require millions of samples to discover an effective solution, even for environments humans might consider simplistic (e.g., Atari games). This indicates that scaling up to more complex real-world environments could demand an unimaginable amount of samples, assuming learning is even feasible.

The primary motivation for integrating human input is to alleviate aptitude issues, which encompass various sub-motivations. One of these sub-motivations is to increase aptness (i.e., the rate at which an agent learns). Human input inherently constrains the agent’s exploration space towards actions or behaviors that the human believes to be effective. In turn, this bias towards human-guided exploration significantly
reduces the amount of trial-and-error search required by the agent [8, 20, 61, 120, 122]. Additionally, human input overcomes the limitation of having only one channel of communication by allowing for a combination of multiple channels (e.g., demonstrations, advice, and the reward function). The integration of human input with a reward function is a clear example of how this can be achieved, as it often leads to increased aptness by providing additional information more easily [3, 23, 62, 51]. Yet another sub-motivation arises when the reward function is unknown as leveraging human input enables the derivation of a new reward function that can be used by traditional RL algorithms [20, 40, 89]. Oftentimes, a reward function can be learned using two different sources of human input, such as demonstrations and feedback. This ensures a greater range of information coverage that might be lacking in any one channel [44, 70]. Lastly, certain types of human input like feedback can present a lesser credit assignment problem compared to that of a delayed sparse reward function. This arises due to humans often being able to provide feedback shortly after the behavior of interest [61, 81].

A secondary motivation of integrating human input is to alleviate alignment issues, which arise from the challenge of specifying a “complete” reward function that fully captures the human’s intentions. Alignment issues, such as negative side effects and reward hacking, tend to occur more frequently in complex problems where formulating a reward function can be quite difficult [1, 22, 10, 69, 87]. Negative side effects entail any negative and unintended behaviors that occur when the agent seeks to maximize its reward. For example, a cleaning robot may inadvertently disrupt its environment by knocking over furniture in the pursuit of maximizing its goal of cleaning. Similarly, rewarding hacking involves any exploits or loopholes in a reward function that the agent uses to efficiently maximize its reward. For instance, a cleaning robot may clean the environment and then intentionally dirty the environment so that it can continuously clean and receive a reward.

Human input inherently offers various benefits that can alleviate alignment issues. One of these benefits is the introduction of communication channels that tend to be more intuitive and natural for humans to express [111, 113]. The intuitive and straightforward nature of human input reduces the chances of losing the intended meaning during the encoding process. This is largely because of the shifted emphasis on an agent’s (i.e., algorithm’s) ability to interpret and utilize the human input rather than on the human’s ability to convert their intentions into a reward function, which may not be feasible for complex problems. For instance, both InstructGPT and ChatGPT use interactive RL and human input to generate responses that are more aligned with human expectations and intentions [69]. Another benefit, as mentioned previously, entails the combination of multiple channels of communication. If one channel fails to fully convey a particular intention, another or the combination of channels potentially can [44, 70]. On top of this, human input possesses different qualities from that of the reward function which can be valuable for learning. For example, human input tends to be non-stationary and policy-dependent, allowing the adaptation to misaligned agent behaviors during online learning [51].

4 Learning from Feedback

With the general motivations of incorporating human input, and in turn feedback, examined, we can now look at addressing [Q2] and [Q3]. To do so, we will further narrow the scope of these two questions to focus on feedback. This is crucial to do as intrinsically occurring neural activity can be most intuitively formulated as an alternative feedback medium. Thus, this marks LfF as a second foundational topic for formulating, understanding, and integrating intrinsic feedback. To visualize LfF at a high-level, Fig. 7a shows how the original RL framework can be adapted to account for the LfF setup. Here the human can be seen observing the agent and providing feedback denoted as h to the agent. The agent then uses this feedback to assist in its learning. Later on, we will take this general LfF setup and refine it for intrinsic feedback.

4.1 Feedback Components

Before discussing LfF approaches, we can begin to address [Q2] by first looking at the five core components require when developing a LfF approach [88]. While Fig. 6 provides an overview of these components, we will provide a brief discussion of each component, including its role and how it may influence other components. While we discuss the components in a top-down approach in relation to component influence, this does not necessarily dictate the order in which components must be considered.

**Type** One of the first components to consider is the type of feedback that is going to be used. According to the taxonomy of human input, two types of feedback exist: evaluative and corrective. It is worth noting that both types of feedback aim to assess the quality of an agent’s actions, but corrective feedback goes further by providing information about potentially correct actions. The choice of feedback largely dictates the formulation of the LfF approach. More specifically, it influences decisions regarding the communication medium for feedback (i.e., medium), the agent’s feedback interpretation process (i.e., interpretation), or the integration of feedback into the RL framework (i.e., integration). Notably, corrective feedback is often combined with demonstrations,
Figure 6: A bubble map summarizing the components to consider when using feedback. When using feedback one must consider what medium will be used to communicate the feedback (i.e., medium), what the agent’s internalized representation of the feedback will look like (i.e., interpretation), what the types of feedback will be used (i.e., type), if the feedback will be modeled or not (i.e., model), and ways for integrating of feedback into the RL framework (i.e., integration). All five components interplay and can influence the selection of each other. The circle nodes indicate the feedback components while the rectangle nodes indicate a potential choice for a given component.

Medium

The medium component determines what type of feedback medium is going to be used. As mentioned, there are three options: explicit, implicit, and intrinsic. Historically, explicit feedback has been the default choice as it can be conveyed through direct means such as a button press. While explicit feedback is relatively straightforward to work with, implicit feedback, and now intrinsic feedback, can be considered “indirect” or “implied” mediums of feedback, making them slightly more complex to use. For instance, to detect social (e.g., facial expression) or biological (e.g., neural activity) signals as positive or negative feedback, a classifier is required. Due to the inherent bias in any given classifier, resulting in potential misclassification, the feedback provided is prone to noise. To compensate for these noisy feedback signals, additional mechanisms are often added to an interactive RL algorithm to make it more functional [121, 128]. The choice of the medium often impacts the component choice for how the agent will need to interpret the feedback (i.e., interpretation). This is largely due to implicit and intrinsic feedback can be harder to represent using numerical values than categorical values.
**Interpretation** The interpretation component is responsible for defining how the agent will interpret or represent the feedback. This is done by representing feedback either quantitative (i.e., numerically) or qualitatively (i.e., categorically). Quantitative feedback attempts to capture the magnitude of the feedback. Typically, this can be accomplished by representing feedback as binary (i.e., +1 or -1) \[ r(s, a) \] where positive feedback (e.g., +1) suggests the agent’s behavior was good and negative feedback (e.g., -1) suggests the agent’s behavior was bad. By summing repeatedly elicited feedback using reward aggregation, it is possible to map the feedback to the corresponding state-action pairs, providing a representation of the magnitude of the quality of the behavior \[ h \]. Alternatively, one can manually adjust the values of positive or negative feedback. However, this can act as a hyper-parameter that is problem dependent and challenging to choose.

When it is difficult to determine the magnitude of feedback that should be given, it is possible to formulate feedback more generally using qualitative feedback. Naively, this can be done by simply using one-hot encodings to represent the categorical variables of good or bad. Alternatively, rather than providing feedback representing the "goodness" or "badness", even more general feedback can be given. For instance, preference-based feedback can be given to indicate whether a behavior is simply preferred over another \[ 124 \]. In practice, preference can be given in relation to a pair of either two different states \[ S_1 \succ S_2 \], actions \[ A_1 \succ A_2 \], or trajectories \[ \tau_1 \succ \tau_2 \] \[ 124 \]. Fig. 7b shows how the original RL formulation is updated to account for preference-based learning with trajectories.

The interpretation used often affects the component concerned with how the feedback is modeled (i.e., model). For instance, quantitative feedback modeling is formulated as a regression problem while qualitative feedback is formulated as a classification problem. Thus, it can be helpful to conceptualize quantitative feedback as the quality (good or bad) of a given behavior and qualitative feedback as the likelihood that a behavior is considered good or preferred \[ 20, 61, 64 \].

**Model** Next, it is important to consider whether the provided feedback will need to be modeled or if the raw feedback will be used. In many cases, continually capturing human feedback can be considered expensive or impractical \[ 20, 69 \]. Thus, it can prove beneficial to model feedback, denoted as \( h \), in order to minimize the reliance on extensive human supervision \[ 61, 93, 124 \]. In the simplest cases, modeling quantitative feedback involves solving a regression problem to estimate the magnitude of feedback. Likewise, modeling qualitative feedback includes tackling a classification problem to estimate the probability of a behavior being good or preferred. However, there may be situations where it is desirable to extract a numerical representation from the qualitative feedback by modeling the qualitative feedback and extracting a latent quantitative value \[ 20, 124 \].

The manner in which the feedback is modeled is likely to affect the integration component, which determines how the feedback is incorporated into the RL framework. For example, qualitative feedback in which the model outputs probabilities, may not be well-suited for reward shaping without additional considerations \[ 20, 128 \].

**Integration** The final component relates to how feedback can be integrated into the RL framework. Recall that the MDP specification of an RL framework is made up of three primary components: the reward function, value function, and policy. Thus, it is possible to interpret feedback as shaping (i.e., augmenting) any one of these components. This allows for the formulation of three categories of shaping methodologies: reward shaping, value shaping, and policy shaping. While we specifically use the raw human feedback \( h \) and action-value function \( Q \), the below equations can be adjusted to account for modeled human feedback \( h \) or the state-value function \( V \).

Reward shaping is a shaping methodology where the reward function \( r(s, a) \) is augmented using feedback and the resulting reward \( r' \) is then utilized to influence the agent \[ 90 \]. Augmentation of \( r(s, a) \) is commonly done by simply perturbing the current reward \( r \) by \( h \) such that

\[
r' = r + \beta h, \tag{9}
\]

where \( \beta \) is predefined parameter that scales the impact of the feedback. While quantitative feedback can be directly utilized with reward shaping \[ 62, 64, 110 \], qualitative feedback requires modeling by learning of a latent numerical function \( \hat{h} \) \[ 20, 128 \]. Moreover, when the reward function is unknown, reward shaping can entail completely replacing \( r' \) with \( h \) \[ 20, 63, 65, 66, 80, 111, 112, 113 \].

Similarly, value shaping entails the augmentation of the agent’s value function. For example, Q-augmentation \[ 62, 64 \] uses \( h \) to perturb the value function \( Q \) such that

\[
Q'(s, a) = Q(s, a) + \beta h(s, a), \tag{10}
\]

Here “shaping” is synonymous with “augmenting”, as indicated by Ng et al. \[ 93 \]. However, the term “shaping” has also been defined in the interactive RL literature by Knox and Stone \[ 61 \] to refer to the reinforcement of the agent’s sub-behaviors to facilitate the agent’s learning of a more complex desired behavior. Due to this overloaded usage, we will differ to the former definition as it fits the terms reward, value, and policy shaping better.
where $\beta$ is predefined parameter that scales the impact of the feedback. Once again, while quantitative feedback can be directly utilized by value shaping [62, 64], qualitative feedback typically requires some sort of modeling. When the value function is unknown, value shaping can entail simply replacing $Q'$ with $h$.

Policy shaping entails the augmentation of the agent’s policy [34, 81]. In contrast to other shaping approaches, policy shaping offers a broader range of implementations [34, 62, 64, 81]. Two common approaches are referred to as control sharing and action biasing [62, 64]. Control sharing is defined as

$$P(a = \pi_h) = \min(\beta, 1), \quad (11)$$

where the agent takes an action according to the human derived policy $\pi_h$ given some probability $\beta$. On the other hand, action biasing is defined as

$$\pi(s) = \arg\max_a [Q(s, a) + \beta h(s, a)], \quad (12)$$

where the agent’s value function $Q$ is perturbed by $h$ at the time of action selection. As before, if the agent policy is unknown, replacing $\pi$ with $\pi_h$ can be considered as policy shaping.

### 4.2 Foundational Approaches

To address (Q2) in more detail and provide examples of various approaches, we now look at foundational LfF approaches. Specifically, we will look at three foundational frameworks that are commonly referenced and utilized by other interactive RL works: TAMER, COACH, and learning from preferences (LfP). These frameworks therefore provide solid baselines for researchers interested in intrinsic feedback to utilize, build-upon, and draw inspiration from. The TAMER framework explores modeling quantitative feedback, shaping myopic and non-myopic RL agents, and addressing the human feedback credit assignment challenge [6, 62, 66, 122]. The COACH framework provides a competitive alternative to that of the TAMER framework as it explores policy shaping without any feedback modeling [8, 81]. Finally, the LfP framework explores a different, yet popular, approach which focuses on qualitative preference-based feedback [20, 93, 124].

Additionally, in order to address (Q3), we provide a qualitative summary cornering the improvement or degradation in an algorithm’s aptitude and alignment capabilities. In particular, a focus is placed on aptitude due to a lack of alignment analysis found in many existing works. This summary is formed by examining the comparisons made between a given work’s proposed algorithm and the provided baseline algorithms. Table 4 summarizes the sampled LfF works along with the addition of works on intrinsic feedback, which will be discussed in the Learning from Intrinsic Feedback section.

#### 4.2.1 TAMER

Training an Agent Manually via Evaluative Reinforcement (TAMER) framework primarily focuses on modeling quantitative feedback and using human feedback to exert complete control over the RL agent. As we’ll see, this approach can be interpreted as combining feedback modeling and a myopic RL agent into a single algorithm [59, 60, 61]. TAMER goes a step further as it aims to address the credit assignment challenge by mapping delayed feedback to its corresponding behavior. The TAMER framework consists of three main modules: feedback modeling, action selection, and credit assignment.

As TAMER interprets feedback quantitatively such that $h : S \times A \rightarrow \{-1, 0, 1\}$, modeling is formulated as a supervised learning regression problem. This formalizes TAMER’s modeling error $\delta_t$ as

$$\delta_t = H_t - \hat{h}(S_t, A_t), \quad (13)$$

where $t$ is the current time step, $H_t$ is the raw feedback, and $\hat{h}(S_t, A_t)$ is the predicted feedback. Learning of the parameters $w$ for $\hat{h}$ can be done by simply minimizing the squared error of Eq. (13) using stochastic gradient decent as follows:

$$w_{t+1} = w_t - \alpha \nabla \left[ \frac{1}{2} (H_t - \hat{h}_{w_t}(S_t, A_t))^2 \right] \quad (14)$$

Given the TAMER’s goal of solely using feedback to control the agent, the action selection process involves greedily selecting the action that is estimated to receive the largest amount of feedback,

$$\pi(s) = \arg\max_a \hat{h}(s, a). \quad (15)$$

Thus, one way to interpret TAMER’s supervised learning formulation is as a form of reward shaping with myopic RL, where the agent and the modeling steps are combined using the TD error Eq. [4, 9, 59, 85, 131]. Eq. (13) can then be derived by replacing $r$ with $h$, setting $\gamma = 0$, and substituting $Q$ with $\hat{h}$. 
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Table 4: Overview of each LfF works covered. Information regarding the authors, the five feedback components, RL algorithm(s) that are shaped, environments, baselines, and alleviation/degradation in aptitude and alignment issues when compared to the baselines. For the five feedback components, all works are formulated using the evaluative feedback, thus no feedback type is provided. For the environments, the ✗ indicates environments that were used outside of the original work. For the baselines, the asterisks * denotes non-interactive RL baseline. For aptitude and alignment issues, a ▲ indicates alleviation while a ▼ indicates degradation. The size of the triangle gives a rough approximation to the degree of alleviation or degradation. Quan=quantitative, Qual=qualitative, RS=reward shaping, VS=value shaping, PS=policy shaping, QL=Q-learning, DQL=deep Q-learning.

| Authors & Year       | Interpretation | Model | Integration | Shaped Algorithms | Environments | Baselines | RL Challenges |
|----------------------|----------------|-------|-------------|-------------------|--------------|-----------|---------------|
| **Explicit**         |                |       |             |                   |              |           |               |
| Knox and Stone [61]( 2009) | ✓              | ✓     | ✓           | Myopic RL         | ✓ ✓ ✓ ✓ ✓ ✓ - - - - - - SARSA(λ)* | ▼ ▲ ▲ - |
| Knox and Stone [62,63]( 2012) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | SARSA(λ)         | ✓ ✓ - - - - - - - - - - | [61], SARSA(λ)* | ▲ ▲ - - |
| Knox and Stone [61,64]( 2012) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | SARSA(λ)         | ✓ ✓ - - - - - - - - - - | [61] | - - - - |
| Knox and Stone [63,65,66]( 2015) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | SARSA(λ)         | ✓ ✓ - - - - - - - - - - | [62] | - - - - |
| Warnell et al. [122]( 2018) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | Myopic DQL       | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▼ ▲ ▲ - |
| Arakawa et al. [6]( 2018) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | DQL               | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▲ ▲ ▲ - |
| MacGlashan et al. [51]( 2017) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | Actor-Critic     | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▼ ▲ ▲ - |
| Arumugam et al. [51]( 2019) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | Actor-Critic     | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▼ ▲ ▲ - |
| Christiano et al. [20]( 2017) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | A2C, TRPO         | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▼ ▲ ▲ - |
| **Intrinsic**        |                |       |             |                   |              |           |               |
| Iturrate et al. [45,47]( 2015) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | QL                | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▼ ▲ ▲ - |
| Kim et al. [51]( 2017) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | LibUCB            | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▼ ▲ ▲ - |
| Ehrlich and Cheng [26]( 2018) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | Policy Gradient  | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▼ ▲ ▲ - |
| Luo et al. [43]( 2018) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | TRPO              | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▼ ▲ ▲ - |
| Akinola et al. [2]( 2020) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | PPO               | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▼ ▲ ▲ - |
| Wang et al. [121]( 2020) | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | PPO               | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▼ ▲ ▲ - |
| Xu et al. [128]( 2021)  | ✓              | ✓     | ✓ ✓ ✓ ✓ ✓ | Bayesian DQL      | ✓ ✓ - - - - - - - - - - | SARSA(λ)* | ▼ ▲ ▲ - |
TAMER further addresses the temporal credit assignment problem of how to map feedback to the contributing state-action pairs [59, 61]. As feedback is not instantaneous, the delay between the occurrence of the targeted state-action pair(s) and the elicitation of the reward needs to be accounted for. Depending on the rate at which state-action pairs are occur, many state-action pairs might appear between the delay of the feedback and the targeted state-action pair(s). Consequently, it can be challenging to precisely determine the exact state-action pair(s) that the feedback was intended for, necessitating an approximation of which state-action pair(s) might have contributed to the reward.

The proposed solution TAMER presents is to estimate the delay in feedback using a probability density function (PDF) [59, 61] to compute the probability that a reward at time $t$ can be “credited” to a given state-action pair. When an accurate PDF is used, it is possible to calculate the probability that a given state-action pair fell within the expected human delay period as

$$c(T^s, T^e, T^h) = \int_{T^s-T^h}^{T^e-T^h} f_{\text{delay}}(x) dx,$$

(16)

where $c(T^s, T^e, T^h)$ represents the credit or probability that $h$ belongs to a state-action pair. The PDF $f_{\text{delay}}(x)$ is bounded by when the state-action pair began and ended with respect to when $h$ was received. The first bound $T^s - T^h$ represents the difference between the time at which the state began $T^s$ and the time at which $h$ was received $T^h$. The second bound $T^e - T^h$ represents the difference between the time at which the state ended $T^e$ and the time at which $h$ was received $T^h$. Although the selection of the optimal PDF remains unclear and largely unexplored [59], the a uniform distribution bounded by the average human reaction time [41] is often adopted [59, 61].

Credit can be integrated into TAMER’s error (Eq. 13) through either of the methods denoted as delay-weighted, individual reward [61] or delay-weighted, aggregate reward [59]. Delay-weighted, individual reward applies credit to $\hat{h}(s, a)$ such that a weighted sum over $\hat{h}(s, a)$ is computed for each label $H_t$ as

$$\delta_t = H_t - \sum_k c(T^s_{t-k}, T^e_{t-k}, T^h_t) \hat{h}(S_{t-k}, A_{t-k}),$$

(17)

where term $k$ allows for weighted summation using prior state-action pairs contained within a sliding window (i.e., a history of state-action pairs). Thus, only prior state-action pairs $(S_{t-k}, A_{t-k})$ are considered to contribute to the weighted sum as pairs that occurred after $t$ cannot be attributed to $H_t$. State-action pairs are pruned from the window when they are considered old by having a near-zero credit for all feedback [59, 61].

Delay-weighted, aggregate reward applies the credit directly to $\hat{h}$ such that a weighted sum over $\hat{h}$ is computed for each state-action pair. This weighted sum inherently incorporates all prior feedback that corresponds to the current state-action pair into a single label such that the TAMER error is computed as

$$\delta_t = \sum_k c(T^s_t, T^e_t, T^h_{t+k}) H_{t+k} - \hat{h}(S_t, A_t),$$

(18)

where term $k$ allows for the weighted summation over future elicited feedback contained within the sliding window. Thus, for a given state-action pair $(S_t, A_t)$, only future feedback $H_{t+k}$ is considered to contribute to the weighted sum as feedback that occurred before $t$ cannot be attributed to $(S_t, A_t)$. Feedback is pruned from the window when it is considered old by having a near-zero credit for all state-action pairs [59].

TAMER’s initial empirical results are conducted in simplistic 2D [59, 61] and robotics [58] environments. These results show an increase in aptitude performance when compared to the baseline SARSA($\lambda$). This is due to an increase in aptitude from having good short-term performance and a likely increase in scalability as limited feedback is required for learning to occur. That being said, TAMER’s overall robustness tends to be worse as SARSA($\lambda$) has better asymptotic performance. Additional studies have shown TAMER’s overall increase in aptitude performance is quite limited as TAMER fails to learn as the complexity of environments increases [51, 122]. Specifically, TAMER tends to forget and fails to generalize due to receiving varying feedback in similar states [65, 51]. TAMER’s inability to properly handle variation in feedback is associated with its myopic qualities (i.e., supervised learning) which only allows for a rigid encoding of the current policy [66, 81]. TAMER is also limited by its linear modeling of $\hat{h}$ as it is unable to properly handle high dimensional state spaces and non-linear relationships found within more complex environments (e.g., Atari) [122]. To address the innate drawbacks, newer iterations of the TAMER framework have been proposed to further increase the framework’s aptitude. We discuss some of the more interesting and insightful approaches below.

**TAMER+RL**

TAMER+RL aims to exploit TAMER’s short-term performance and RL’s asymptotic performance [59, 62, 54] by taking advantage of both feedback and the reward function. To combine the benefits of TAMER and RL, the modeling and RL agent are fully separated. Thus, $h$ is modeled using TAMER’s
supervised learning error function (Eq. (13)) and different shaping methodologies are examined to identify the optimal shaping approach when using $\hat{h}$. Initially proposed were eight different shaping approaches [62] which were later narrowed down to the following four approaches in [64]: reward shaping (Eq. (9)), Q-augmentation (Eq. (10)), action biasing (Eq. (12)), and control sharing (Eq. (11)).

Using the mountain car and cart pole environments, all shaping methodologies show an increase in both aptness and robustness over SARSA($\lambda$). Yet, only some shaping methodologies maintain TAMER’s original performance gains in aptness [64]. In particular, shaping methodologies that gently push the RL agent towards the behaviors of TAMER (e.g., action biasing and control sharing) show increases to that of SARSA($\lambda$) while approximately maintaining TAMER’s original performance [62, 64]. While not shown directly, TAMER+RL shows a potential increase in scalability as it can continue learning without feedback as the reward function can still be utilized. However, there are a few caveats to consider. First, only classical benchmark environments such as cart-pole and mountain car are used for testing. This makes it hard to tell if these results will generalize to more complex environments. Second, while the results can show an increase in aptitude over both TAMER and SARSA($\lambda$), the results can be dependent on the human providing the feedback, the environment, and the shaping methodology chosen. Finally, while using the reward function can be seen as an advantage, it can be also be seen as a constraint if the reward function is unknown.

**VI-TAMER** VI-TAMER builds upon TAMER+RL by exploring effects of non-myopic learning when combining TAMER and RL [59, 63, 65, 66]. This work offers valuable insights into potential aptitude-alignment trade-offs that are often overlooked in most LfF works. As TAMER’s supervised learning modeling can be formulated as myopic RL problem, this can leave TAMER learning a rigid policy. In turn, this makes it hard for TAMER to generalize to unseen states. The authors postulate that non-myopic learning (e.g., combining TAMER with RL) improves aptitude due to better generalization to unseen states. As seen in TAMER+RL, VI-TAMER fully separates the modeling of feedback from the RL agent, but incorporates reward shaping with replacement as the shaping methodology.

Testing is in the grid world and mountain car environments where various discount values $\gamma$ are examined as well. Results show that non-myopic learning can enhance TAMER’s robustness by allowing for better generalization, specifically in the grid world environment when the layout is changed. At the same time, non-myopic learning also exhibited a decrease in overall agent alignment as issues like reward hacking start to appear. Since human feedback tends to be positively biased [112, 113], agents are able to exploit this positive feedback and engage in behaviors that do not align with the human’s intentions [59, 65, 66, 81]. While these unintended behaviors can often be corrected during interactive training with a human, novel unintended behaviors are less likely to be addressed when the human stops providing feedback and the model $\hat{h}$ is no longer updated. Interestingly, VI-TAMER overcomes the alignment trade-offs by formulating the tasks as a continual task instead of an episodic task. By switching to continual tasks, the intended behavior (i.e., reaching the goal) is no longer constrained by achieving it as the future reward is not limited to that specific achievement. In contrast, episodic tasks consider the achievement of the intended behavior as the end of the task, thereby limiting the future reward. This work, despite sharing the similar caveats as TAMER+RL, offers interesting opportunities for further trade-off investigations, such as exploring whether similar results can be replicated using increasingly more complex environments or non-linear feedback models.

**Deep TAMER** To overcome the limitations of the TAMER’s linear modeling of feedback, Warnell et al. [122] integrate TAMER with Deep Q-Networks (DQN) [83]. First, a deep convolutional autoencoder [62] is used to model $\hat{h}$. This end-to-end approach allows for the use of high-dimensional feature spaces including raw input images. Next, the autoencoder is pretrained using reconstruction loss [33] to enhance the sample efficiency of the deep neural network. Lastly, the experience replay [75, 84] is added to store the feedback $h$ and state-tuples, enabling their reuse during the training process. During training, weights are fine-tuned by computing a weighted sum of TAMER’s original loss where the weight is determined by the credit assignment $c(T^s, T^e, T^h)$:

$$\mathcal{L}(\hat{H}) = \sum_k c(T^s_{t-k}, T^e_{t-k}, T^h_t) [H_t - \hat{h}(S_{t-k}, A_{t-k})]^2.$$  \hspace{1cm} (19)

The weighting of the squared error is hypothesized to bias the agent’s learning towards state-action pairs that were intended to receive more feedback [122].

Deep TAMER is tested in the Atari Bowling environment using TAMER, A3C [85], Double-DQN [116] as baselines. The average learning curve over all subjects shows a large increase in aptness and robustness due to better short-term and asymptotic performance than the baselines. Further testing shows that Deep TAMER can even outperform human experts within 15 minutes of training. Still, additional studies have shown that Deep TAMER’s overall aptitude increase is limited as it struggles in more complex 3D environments [8]. Finally, evaluation of the PDF selection for the credit assignment problem reveals that a uniform distribution $U(.28, 4)$
leads to good performance while a gamma distribution Gamma(2, 28) vastly underperform. This highlights the importance of selecting the proper PDF to model the delay in human feedback.

**DQN-TAMER** Arakawa et al. [6] aim to improve TAMER+RL by utilizing Deep TAMER for feedback modeling and a DQN [51] as the RL agent. As with TAMER+RL, it takes advantage of both the feedback and environmental reward while attempting to gain aptitude improvements often presented by the various deep RL techniques. DQN-TAMER essentially boils down to using the Deep TAMER to model the feedback $h$ and action biasing as the shaping methodology (Eq. (12)). The action biasing formulation is slightly changed such that $\alpha_q$ weighs $Q(s, a)$ and $\alpha_h$ weighs $\hat{h}(s, a)$ where $\alpha_h$ is annealed overtime. An action is selected in a greedy manner such that

$$\pi(s) = \arg \max_a [\alpha_q Q(s, a) + \alpha_h \hat{h}(s, a)].$$

DQN-TAMER is tested in various grid world environments along with two baselines, Deep TAMER and a DQN. Empirical results that use synthetic human feedback indicate a slight increase in aptness and robustness compared to the baselines. As with TAMER+RL, the scalability of DQN-TAMER is likely to increase as learning can continue even when feedback is no longer provided as a reward function is available. Yet, there are a few caveats to consider. First, DQN-TAMER targets problems where a reward function is available, distinguishing it from Deep TAMER or TAMER, which targets problems where only feedback is available. Moreover, the overall aptitude increase DQN-TAMER presents remains largely unclear as the evaluation is conducted on a limited number of relatively simplistic environments. Another caveat arises from the use of synthetic feedback instead of real human feedback is used for training. While synthetic feedback is useful for testing how different variations in feedback affect performance (e.g., delay, sparsity, etc.), it raises an issue concerning how well the synthetic feedback represents real human feedback. As human feedback tends to be positively biased, policy dependent, and non-stationary, synthetic feedback provided via the Manhattan distance might not produce representative results [66] [61].

### 4.2.2 COACH

Convergent Actor-Critic by Humans (COACH) [51] takes an alternative approach to TAMER by integrating human quantitative feedback with actor-critic algorithms through a unique policy shaping method. COACH is built on the assumption that both human feedback and the advantage function are policy dependent, allowing for feedback to directly replace the advantage function. Here policy dependence indicates that the feedback and advantage function values for the agent’s current policy are dependent on the quality of prior observed policies. This policy dependence of human feedback is shown empirically by tracking feedback given in relation to humans observing a series of pre-defined good, average, or bad policies. The policy dependent assumption affords the emergence of three desirable training strategies that coincide with how humans tend to provide feedback:

1. **Diminishing Returns**: There is a gradual decrease in positive feedback for good actions as the agent adopts said good actions. This is useful for decreasing the burden of how active the human trainer must be when providing feedback.

2. **Differential Feedback**: Feedback varies in magnitude with respect to the degree of improvement or diminishment. This allows for emphasis to be placed on important behaviors or to communicate urgency for learning.

3. **Policy Dependent Shaping**: Positive feedback is provided for sub-optimal actions to improve the behavior and negative feedback is provided after the improvement is made. This form of feedback indicates improvement relative to the current baseline.

The advantage function is then the focus as it is claimed to encapsulate these three policy-dependent training strategies as well. For example, the advantage function inherently possesses the differential feedback property since it provides information about how much better or worse the current action is compared to the previous policy $\pi$. Diminishing return arises due to the fact that $V_{\pi}(s)$ slowly approximates $Q_\pi(s, a)$ as learning occurs such that the advantage function is ultimately driven towards $\approx_{\pi}(s, a) \rightarrow Q_\pi(s, a) - V_{\pi}(s)$ as an agent adopts an action $h_{\pi}(s, a) \rightarrow 0$. Policy dependent shaping inherently arises as more optimal actions produce positive advantage values and less optimal actions produce negative advantage values. Whether the advantage function value is positive or negative is dependent on the current policy’s relationship to prior policies. Thus, sub-optimal actions can be rewarded and then punished as more optimal actions are discovered.

---

3MacGlashan et al. [51] originally denoted this idea as “policy shaping”, however, we adjusted this term to differentiate it from its more general use which we have defined prior.
Given the policy dependent nature of human feedback and the advantage function \( A_r(s, a) \), feedback \( h \) is then substituted for the TD error (Eq. (4)) which itself is an unbiased estimate of \( A_r(s, a) \) [109]. The following equality then holds,

\[
A_r(s, a) = Q(s, a) - V(s) = r + \gamma V(s') - V(s) = h
\]

(21)

such that the human replaces the critic.

Similarly to TAMER reward aggregation, COACH aggregates feedback \( H' \) so that the magnitude of feedback can be captured. While COACH accounts for the typical human delay of 0.2 to 0.8 seconds by allowing feedback to be associated with events \( d \) steps ago, it does not scale the feedback using a PDF. Instead, COACH utilizes multiple eligibility traces with various decay rates in order to smoothly distribute feedback to past events [109]. It allows for various strengths of policy gradient memory to be employed as each trace has a unique decay rate \( \lambda \). Each individual eligibility trace vector \( e_\lambda \) is then updated for each \( d \) previous time steps,

\[
e_\lambda = \lambda e_\lambda + \nabla \log \pi_\theta_l(A_t|S_t-d).
\]

(22)

A single eligibility trace is either explicitly selected by the human trainer or implicitly selected based on the value of the aggregated feedback magnitude and used to update the actor’s parameters as follows:

\[
\theta_{t+1} = \theta_t + \alpha H'_t e_\lambda,
\]

(23)

where \( H'_t \) denotes the aggregated feedback.

COACH performs well in a relatively complex environment that requires a human trainer to teach various behaviors (e.g., navigation, following, etc) to a TurtleBot robot using the aforementioned policy dependent training strategies and an additional strategy of compositional learning. Here compositional learning is a strategy where sub-behaviors are first learned and then stitched together to learn a new behavior. COACH shows an increase in robustness as it is able to learn all behaviors using all training strategies. This is unlike the baseline TAMER which is unable to learn behaviors requiring compositional learning. Likewise, COACH shows an increase in aptness as it learns all behaviors within 2 minutes. Despite the fact that COACH proves to be viable, and potentially better alternative to the TAMER framework, it remains unclear how it performs in comparison to the other variations of TAMER such as the actor-critic TAMER [119] or TAMER+RL [62, 64]. Just like TAMER, COACH’s overall increase in aptitude is limited due to its linear modeling of the policy and poor generalization in more complex environments [8]. Lastly, It is unknown to what degree COACH increases aptitude when compared to traditional RL algorithms due to the lack of baseline comparisons. Below we briefly discuss a variation of COACH which attempts to further address the shortcomings of vanilla COACH.

**Deep COACH**  Similar to Deep TAMER, Arumugam et al. [8] extend COACH by incorporating a DQN [54] to increase aptitude and deal with high-dimensional state spaces. There are three new components that are added to the base COACH framework: a convolutional autoencoder, experience replay, and entropy regularization. Just as in Deep TAMER, a pretrained convolutional autoencoder is used to enable raw image input and improve the sample efficiency through the unsupervised pre-training with reconstruction loss.

Instead of using a basic replaybuffer that stores single experiences (i.e., a state-tuple and feedback), Deep COACH modifies the buffer to store windows of experience (i.e., trajectories). A trajectory is stored whenever feedback is received. Upon storage, the feedback \( h \) is mapped to the last state transition in the trajectory such that reward aggregation is no longer done. Importance sampling \( \rho = \frac{\pi_\theta_l(A_{t-1}|S_{t-1})}{\pi_{\theta_{t-1}}(A_{t-1}|S_{t-1})} \) is also used to account for the discrepancy between the current policy \( \pi_\theta_l \) and the behavior policy \( \pi_{\theta_{t-1}} \) at \( t-1 \). The actor’s eligibility trace (Eq. (22)) is then updated as

\[
e_\lambda = \lambda e_\lambda + \rho \nabla \log \pi_\theta_l(A_{t-1}|S_{t-1}),
\]

(24)

where \( e_\lambda \) is updated for each transition in the trajectory. Once all transitions for a window have been used to update \( e_\lambda \), \( h \) is then applied to \( e_\lambda \) such that

\[\bar{e}_\lambda = \bar{e}_\lambda + h \ e_\lambda,\]

(25)

where \( \bar{e}_\lambda \) is updated for every trajectory in a minibatch of size \( m \).

To create an agent that is more responsive to feedback and not permanently biased by inconsistencies or natural errors, entropy regularization is utilized [34]. The entropy regularization term is defined as \( \beta \mathbb{H}(\pi(\cdot|S_t)) \) where \( \mathbb{H}(\pi(\cdot|S_t)) \) is an entropy function that takes the action probability distribution \( \pi(\cdot|S_t) \) and the regularization scaling parameter \( \beta \). Entropy in actor-critic networks encourages exploration such that the agent might
avoid convergence to a local minimum. The average eligibility trace over the minibatch $e_\lambda$ and the entropy term are used to update the actor’s parameter as

$$\theta_{t+1} = \theta_t + \alpha \left[ \frac{1}{m} e_\lambda + \beta \nabla \mathbb{H}(\pi_{\theta_t}(.|S_t)) \right]. \quad (26)$$

Deep COACH is tested in the relatively complex simulated environment of Minecraft where different behaviors (e.g., navigating to a goal and walking the perimeter of a room) must be learned. Deep COACH shows an increase in aptness and robustness over the baselines of Deep TAMER and COACH as it achieves greater short-term and asymptotic performance for all behaviors. Deep TAMER learns to perform all behaviors at a sub-par level while COACH fails to learn some of the behaviors. Furthermore, Deep COACH shows potential increases in scalability as it requires significantly less feedback to learn all behaviors compared to that of the baselines. Two main caveats of Deep COACH’s potential aptitude increase arise as follows. First, due to the limited testing environments, the overall increase in aptitude is unknown. Second, the degree of aptitude increase when compared to traditional RL algorithms is not examined and thus also unknown.

### 4.2.3 Learning from Preferences

Christian et al. [20] present an alternative learning from preferences (LfP) framework that is quite distinct from the frameworks discussed so far. This novel approach specifically centers around preference-based learning, aiming to extract a latent reward function from qualitative feedback expressed through preferences between behaviors. Intuitively, this framework can be interpreted as combining feedback modeling with reward shaping.

In the proposed LfP framework, humans contribute preference feedback $h$ by evaluating pairwise trajectory segments drawn from the agent’s experiences. Informally, a trajectory segment is just a short clip from an agent interacting with an environment (i.e., clip of a behavior). Formally, a trajectory segment $\sigma$ is a short sequence of observations (i.e., states) $O_t \in \mathcal{O}$ and actions $A_t \in \mathcal{A}$ of length $k$ such that

$$\sigma = [(O_0, A_0), (O_1, A_1), ..., (O_{k-1}, A_{k-1})] \in (\mathcal{O}, \mathcal{A})^k. \quad (27)$$

The first trajectory segment $\sigma^1$ is said to be preferred to another $\sigma^2$ if $\sigma^1 \succ \sigma^2$ such that

$$[(O^1_0, A^1_0), (O^1_1, A^1_1), ..., (O^1_{k-1}, A^1_{k-1})] \succ [(O^2_0, A^2_0), (O^2_1, A^2_1), ..., (O^2_{k-1}, A^2_{k-1})]. \quad (28)$$

Given a reward function $r : \mathcal{O} \times \mathcal{A} \rightarrow \mathbb{R}$, the authors make the assumption that if a trajectory segment is preferred over another, the preferred trajectory segment must have a higher total reward:

$$r(O^1_0, A^1_0) + ... + r(O^1_{k-1}, A^1_{k-1}) > r(O^2_0, A^2_0) + ... + r(O^2_{k-1}, A^2_{k-1}). \quad (29)$$

As the true reward $r$ is unknown, it is assumed that $r$ can be approximated by modeling a latent reward function $\hat{h}$ using preferences, leaving only a traditional RL problem left to be solved.

The estimated probability of preferring a trajectory segment over another is modeled with the softmax function of the sum of latent rewards as

$$\hat{P}(\sigma^1 \succ \sigma^2) = \frac{\exp \sum \hat{h}(O^1_k, A^1_k)}{\exp \sum \hat{h}(O^1_k, A^1_k) + \exp \sum \hat{h}(O^2_k, A^2_k)}. \quad (30)$$

Given the feedback label $h(\cdot)$ and the estimated preference probability $\hat{P}$, the $\hat{h}$ can be learned by minimizing the binary cross-entropy loss:

$$\mathcal{L}(\hat{h}) = - \sum_{(\sigma^1, \sigma^2, h) \in D} h(1) \log \hat{P}(\sigma^1 \succ \sigma^2) + h(2) \log \hat{P}(\sigma^2 \succ \sigma^1). \quad (31)$$

The received preference feedback $h(\cdot)$ acts as a distribution over the pairwise trajectories where the mass is centered on the preferred trajectory segment. For example, if the first behavior is preferred, then $h(1) = 1$ and $h(2) = 0$. If both trajectories are said to be preferred, then distribution mass is distributed uniformly over the trajectory segments.

Using the benchmark environments of Atari and MuJoCo environments [13], empirical results with human preferences are mixed as the proposed algorithm does not always achieve comparable short-term or asymptotic
What informative brain signals can be decoded from neural activity and used as feedback?
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The remainder of this section will be structured around these four critical questions, which will drive the discussions on intrinsic feedback. The Intrinsic Feedback Motivations section will aim to address critical question (Q1) now with a specific focus on motivations for utilizing intrinsic feedback. The Brain Signals as Feedback section will attempt to address critical question (Q4) by understanding how ErrPs, and potentially other known brain signals, can be interpreted as feedback. Lastly, the Current Approaches section aims to address critical questions (Q2) and (Q3) by covering the most recent approaches that have employed intrinsic feedback.

5 Learning from Intrinsic Feedback

The point of intersection between interactive RL and BCI lies in the intrinsic communication of human input through informative brain signals extracted from neural activity. These informative brain signals can simply be interpreted as a new feedback medium, enabling the utilization of the previously discussed interactive RL and LfF concepts and frameworks. The interactive RL setup can be adjusted to account for the BCI Pipeline as depicted in Fig. 8a. By leveraging the BCI pipeline, which captures and extracts informative brain signals to be interpreted as feedback, and using LfF frameworks, the feedback can be effectively utilized for learning.

Now, we can further narrow the critical questions presented in the Interactive Reinforcement Learning section to specifically focus on intrinsic feedback. In doing so, we can inherit many of the motivations, approaches, and ideas previously discussed while also adding new ones that are specific to intrinsic feedback. Additionally, a new critical question specific to intrinsic feedback is needed in order to understand which brain signals can be interpreted as feedback:

(Q4) What informative brain signals can be decoded from neural activity and used as feedback?

The remainder of this section will be structured around these four critical questions, which will drive the discussions on intrinsic feedback. The Intrinsic Feedback Motivations section will aim to address critical question (Q1) now with a specific focus on motivations for utilizing intrinsic feedback. The Brain Signals as Feedback section will attempt to address critical question (Q4) by understanding how ErrPs, and potentially other known brain signals, can be interpreted as feedback. Lastly, the Current Approaches section aims to address critical questions (Q2) and (Q3) by covering the most recent approaches that have employed intrinsic feedback.

5.1 Intrinsic Feedback Motivations

To address (Q1) with respect to intrinsic feedback, we can build upon the motivations outlined in the Human Input Motivations section and introduce two additional motivations: leveraging the abundant latent information within the brain and the automatic elicitation of feedback. The primary motivation stems from the desire to tap into the vast pool of latent information present in the brain, which many BCI researchers aim to utilize. Extracting signals corresponding to error processing, affective states, and cognitive states can serve as a proxy to human beliefs. Albeit, effectively extracting this information remains a challenge. This is largely due to the paradoxical nature of the brain as it acts as an immense concentration of potential information while at the same time this means extracting a specific piece of information is extremely difficult. This problem is akin to the Cocktail Party Problem where the goal is the separation of the desired signal from as much of the surrounding noise as possible. While identification and extraction of informative brain signals is non-trivial, our ability to do so has nevertheless progressed over the past decade.

The secondary motivation, and potentially even more important one, arises from the fact that this latent information in the brain is automatically elicited. Although automatically elicited informative brain signals might not directly correspond to feedback, they can often be interpreted as an indirect or implied forms of feedback. One significant benefit of this automatically elicited feedback is that humans can freely engage in or observe a task without the need for feedback to be their primary concern. One can think of this as being able to "unconsciously" elicit feedback, although some degree of focus will always be required. Additionally, the automatic elicitation of feedback has generated interest in the notion that intrinsically provided feedback can be obtained at a faster and more consistent rate compared to explicit feedback. However, it is important to note that this area of research remains relatively inconclusive and necessitates further exploration.

Another benefit of automatically elicited guidance arises by allowing for the formulation of new interactive RL setups. Typically, as depicted in Fig. 8a and Fig. 7a LfF setups require the human to observe the agent and provide feedback based on their observation. For instance, let us consider how we might combine both feedback and demonstrations to allow for additional information to be transferred to the agent. In the conventional approach, this would require a sequential setup where the LfD setup (Fig. 5) is used to initially train the agent,
followed by further refinement of the agent using the LfF setup. When using explicit feedback, it is extremely difficult to have a human perform a task while simultaneously providing feedback on their own actions. Thus, the context regarding the quality of a given demonstration remains unknown unless it is meticulously reviewed and labeled retrospectively. Intrinsic, and often implicit, feedback allows for the parallel combination of other forms of human input. In the case of combining demonstrations and intrinsic feedback, Fig. 8 shows how the human could perform a task while providing feedback regarding how good or bad their own actions were. Having access to such information could prevent LfD approaches like behavioral cloning from replicating undesirable behaviors. At a high level, this can be viewed as a form of automatic data labeling, where the human labels their demonstrations with their intrinsic feedback, resulting in two interconnected sources of human input (i.e., multi-modal). To our best knowledge, the implications of having two interconnected sources of human input have not been extensively explored.

5.2 Brain Signals as Feedback

To address (Q4), we now delve into what types of brain signals can be interpreted as feedback, with a particular focus on ErrPs. The persistent interest of BCI researchers in ErrPs is driven by their connection to erroneous events encountered by humans. This makes it possible to utilize the presence or absence of an ErrP as an indication of an event’s “correctness.” [17, 26, 30, 31, 45, 46, 47, 54, 76, 80, 100, 107, 128]. For example, ErrPs have been classically employed as a feedback mechanism to rectify erroneous responses made by mental typewriter applications when a wrong letter or symbol is selected by the interface [102]. Additionally, ErrPs have been used to correct the actions of rudimentary agents. A notable example is the work by Salazar-Gomez et al. [100], where the detection of ErrPs is used to correct a robot’s action when it chooses an incorrect action. Likewise, Chavarriaga and Millan [17] use ErrPs to teach an agent a naive policy for a simple goal search task. When the agent makes the incorrect choice of moving away from the goal and an ErrP is detected, the probability of taking that particular action is subsequently decreased.

Thus, it can be valuable to further interpret ErrPs as a proxy to a human’s subjective ground truth regarding what they think is correct or incorrect [54]. As one might begin to see, the utilization of ErrPs to assess the correctness of an agent’s actions or behaviors aligns well with the concept of feedback. In particularly evaluative feedback, which aims to evaluate the quality of an action. Consequently, a majority of the intrinsic feedback approaches, basically all the approaches we will cover, adopt ErrPs as the brain signal of interest.

Typically, the presence of an ErrP can be interpreted as an action or behavior being wrong. Upon detection, negative quantitative (e.g., -1) or qualitative (e.g., a categorical variable for “wrong” or “bad”) feedback could be provided to the agent [26, 45, 54]. Research on ErrPs has even attempted to detect the severity of an erroneous event, potentially providing more fine-tuned information concerning how wrong an action was [107, 125]. Meanwhile, the absence of an ErrP can be interpreted in two ways: the absence of feedback or positive feedback. Firstly, the absence of an ErrP can be interpreted simply as the absence of feedback, meaning no feedback is given. Secondly, under an assumption similar to that of the legal principle of presumption of innocence, the absence of an ErrP can indicate what a human considers correct. Therefore, by default, positive quantitative (e.g., +1) or qualitative (e.g., a categorical variable for “correct” or “good”) feedback could be provided to the agent until an ErrP is detected [17, 26, 45, 54, 76, 128].

Given ErrPs can be treated as feedback, accurate detection of ErrPs is desirable as this determines the accuracy of the feedback. Poor detection of ErrPs means that inaccurate feedback will then be communicated.
to an agent, potentially leading to either slowed or disrupted learning. Even though classification of ErrPs has been a long-standing area of research.\cite{1,27,30,31,46,50,52,53,65,76,107}, performance can vary greatly depending on factors such as the subject, data quality (e.g., SNR or non-stationarity), and data quantity.\cite{78}. Yet, prior works that have paired relatively poor classification models with interactive RL have shown that the algorithms are often still able to learn, indicating that RL has some inherent robustness to a certain level of noisy reinforcement signals.\cite{2,45,54,121,128}

In regards to alternative brain signals to be used as feedback, this has largely been an unexplored area. It could be desirable to use multiple types of brain signals as feedback, as this would allow for a wider array of feedback to be conveyed. One natural direction to investigate would be signals that can be interpreted as positive reinforcement. Wirth et al.\cite{126} attempt use the P300 component as a form of positive feedback. They find it is possible to discriminate between different magnitudes of correctness when a simulated robot moves towards the goal versus when it reaches the goal (the latter being considered “more correct”). Wirth et al.\cite{125} extend this idea to detect multiple magnitudes of both positive and negative feedback using the P300 and ERN components. However, whether utilizing P300 as positive feedback is generalizable to other tasks/environments remains to be explored.

Furthermore, if we assume that ErrPs and other ERPs (e.g., P300) act as short-term feedback that allows for fine-tuned feedback to be applied event-by-event (i.e., state-by-state), then cognitive and affective states are likely a natural fit for a medium- to long-term feedback as they can reflect a human’s general feelings concerning the agent’s trajectory.\cite{16}. In particular, negative and positive affective states naturally fit with being interpreted both as negative and positive feedback. For instance, emotions like frustration, stress, or other negative valence emotions can be interpreted as forms of negative feedback. On the other hand, emotions like happiness, excitement, and other positive valence emotions can be interpreted as forms of positive feedback.

5.3 Current Approaches

By harnessing the foundations established in the Learning from Feedback section, we can now address (Q3) and (Q2) in the context of intrinsic feedback. While the aforementioned LfF frameworks can be easily adapted to incorporate intrinsic feedback,\cite{50}, it is important to highlight recent works that specifically focus on new LfF approaches that take into consideration the downsides of intrinsic feedback. To do so, many of these approaches draw inspiration from the foundational LfF frameworks.\cite{2,121,128}

With the relatively recent emergence of intrinsic feedback, only a limited number of works have been produced.\cite{2,20,45,47,52,55,60,121,128}. Thus, we attempt to provide a comprehensive review of these known works. Nonetheless, the categorization of the intrinsic feedback literature provides valuable insights into current approaches and potential future directions. We classify these works into three categories: proof-of-concept, adaptive, and explorative. Proof-of-concept approaches focus on demonstrating the feasibility and potential benefits of using intrinsic feedback. This is done by testing the combination of BCI and RL in different simulated and real-world toy environments. Adaptive approaches seek to adapt existing LfF frameworks to function with intrinsic feedback. Exploratory approaches delve into the exploration of intrinsic feedback while also improving upon existing LfF ideas. This is typically done by introducing ideas that aim to compensate for the misclassification of intrinsic feedback so that the impact of a noisy feedback signal can be reduced. In the following sections, we provide a brief qualitative analysis of each work from the perspective of aptitude and alignment alleviations. To facilitate comparison, a summary of these intrinsic feedback works is provided in Table 4.

5.3.1 Proof-of-Concept

The majority of the prior intrinsic feedback works follow a proof-of-concept approach where the goal is to simply test if the combination of BCI and RL allows agents to learn in different simulated and real-world toy environments.\cite{19,20,27,45,47,54}. It is important to note that these proof-of-concept works were primarily conducted by BCI researchers who recognized a connection to RL but may not have explicitly explored interactive RL, which was also developing around the same time. This can be inferred by observing the references cited in these works, which often lack references to interactive RL, with the exception of Kim et al.\cite{54}. Regardless, these approaches are often characterized by their use of reward shaping with replacement and standard RL algorithms such as Q-learning. Consequently, these works do not provide a detailed analysis that we can use to examine (Q3) as their primary focus is not on conducting comparisons to other algorithms.

For example, Iturrate et al.\cite{45} utilize Q-learning in a discrete action space task where a simulated robot arm learns to select the central object given a line of five objects. If the robot selects the wrong object and an ErrP is detected, quantitative feedback $h = \{-0.5, -1\}$ is given depending on the severity of the error. If the robot performs the correct action and no ErrP is detected, $h = +1$. Using Q-learning and reward shaping with replacement, the robot eventually learns the correct policy of grabbing the central object.
Similarly, Kim et al. [54] utilize ErrPs to teach a robotic arm to perform a predefined action when a specific hand gesture known only to the human trainer is performed. In the experiment, the robot has no prior knowledge of which predefined action belongs to which gesture, only the human trainers know the correct mapping. Thus, the robot must explore each action until the correct mapping is learned by using ErrPs which are elicited in response to the robot performing wrong actions. When an ErrP is detected due to either an incorrect action or misclassification, the quantitative feedback is given as \( h = 0 \). Otherwise, by default, \( h = +1 \). Training is done using Linear Upper Confidence Bound (LinUCB) and reward shaping with replacement until the robot converges to the human’s selected gesture-to-action policy.

Lastly, Ehrlich and Cheng [26] have a robot and human collaborate to find a common policy for selecting an object. The robot is in charge of selecting one of three objects and the human must figure out which object the robot has selected. To help the human, the robot must learn a gazing policy that maps the object it has selected to the object it is currently gazing at. If the robot learns a good gazing policy, the robot can communicate to the human which object it has selected. When the human makes a guess concerning which object the robot has selected, an interface indicates to the human whether they are right or wrong. If the human is right and no ErrP is detected, quantitative feedback is given as \( h = +1 \). Otherwise, if the human was wrong and an ErrP is detected, \( h = -1 \). The robot learns a gazing policy through a naive formulation of policy gradient where reward shaping with replacement is used once again.

5.3.2 Adaptive and Explorative

Moving beyond proof-of-concepts are what we define as adaptive and explorative approaches. Adaptive approaches integrate existing LfF approaches with intrinsic feedback. Adaptive approaches provide an opportunity to show useful comparisons between intrinsic feedback and the other feedback mediums (often explicit feedback). On the other hand, explorative approaches propose new approaches for integrating intrinsic feedback. As mentioned before, these explorative approaches often try to compensate for the misclassification of the intrinsic feedback (i.e., noisy feedback signal).

Luo et al. [80] propose adapting the LfF setup proposed by Christiano et al. [20] with intrinsic feedback. This is done by using ErrPs as intrinsic feedback for determining a subject’s preference between two trajectory segments. The preference selection process is adapted to work with intrinsic feedback such that when two trajectory segments, \( \sigma^1 \) and \( \sigma^2 \), are presented, a subject must determine within their mind which trajectory segment is preferred. After observing the two segments, the interface randomly selects one. If the segment selected does not match the segment selected by the human, an ErrP is expected to be elicited. Likewise, no ErrP is expected to be elicited when selected trajectory matches the one selected by the interface. Once the preference is given through the intrinsic feedback \( h \), the latent human reward function \( \hat{h} \) is modeled and fed to an RL algorithm for learning as originally proposed by Christiano et al. [20].

Empirical results are given for intrinsic feedback and explicit feedback using a subset of the MuJoCo testing environments. Across a majority of subjects, it is found that intrinsic feedback shows a slight decrease in robustness and aptness to that of explicit feedback. This is surprising as the average ErrP classification accuracy across subjects is only 67%, meaning the preference feedback was quite noisy. It appears that enhanced classification performance may enable intrinsic feedback to achieve comparable or potentially superior performance to that of explicit feedback. Finally, scalability is suggested to be further increased as it is reported that intrinsic feedback can be captured at a faster rate than explicit feedback. That being said, these scalability results require further replication and testing in all of the original environments used by Christiano et al. [20] is needed for a more comprehensive comparison with explicit feedback.

Moving towards explorative direction, Xu et al. [128] propose a LfF approach that takes advantages of ideas very similar to those used in the LfF setup proposed by Christiano et al. [20]. The core of their approach aims to learn a latent numerical representation that is interpreted as the human Q-function \( \hat{h} = Q_h \). Given \( \hat{h} \), the human reward function and policy can then be extracted. This approach differs from Christiano et al. [20] as general qualitative feedback is now used instead of preference-based feedback and no direct modeling of the human reward function is done. To model the latent human Q-function \( \hat{h} \), the authors take advantage of a newer RL methodology denoted as soft Q-learning [39]. Using \( \hat{h}_\theta \), a soft human policy \( \pi_h \) and human reward function \( r_h(s,a) \) are further derived. Reward shaping is finally employed where human reward function \( r_h(s,a) \) is used to perturb existing reward function \( r(s,a) \). The augmented reward function \( r'(s,a) \) is then fed to any desired RL algorithm for learning.

The modeling of the soft human Q-values \( \hat{h}_\theta \) is done to increase the overall resilience of the approach to noise in the feedback signal which is caused by the misclassification of ErrPs. The resilience of soft Q-learning algorithm inherently emerges from the entropy term \( \mathbb{H}(\pi(\cdot|S_t)) \) which is factored directly into the reward maximization formulation. Maximization of both the future reward and uncertainty helps to encourage exploration and prevent convergence to poor local minimums that can arise due to the misclassification of intrinsic feedback \( h \) [39, 128]. To estimate \( \hat{h}_\theta \), ErrPs are formulated as qualitative feedback such that the detection of an ErrP indicates an agent’s behavior is “incorrect.” Feedback is given based on generated trajectories but can also
be given for every state-action pair where the former puts less burden on the human. With these ideas, it is possible to model \( h \) using a neural network with parameters \( \theta \) by minimizing the binary cross-entropy using samples drawn from a replay buffer as follows:

\[
L(\theta) = - \sum_{(s,a) \in D} (1 - h) \log \pi_h(a|s) + h \log(1 - \pi_h(a|s)).
\] (32)

Here \( \pi_h(a|s) \) represents the probability of the human taking the action (i.e., probability of receiving positive feedback) while \( 1 - \pi_h(a|s) \) acts as the probability the human does not take the action (i.e., probability of receiving negative feedback). Additionally, the labels \( h \in \{0, 1\} \) correspond to whether an ErrP was detected \( h = 1 \) or not \( h = 0 \). The human policy \( \pi_h(a|s) \) and state-value function \( V_h(s) \) are derived by using the soft policy formulation [39]:

\[
\pi_h(a|s) = \exp [(\hat{h}_\theta(s,a) - V_h(s))/\alpha],
\]

\[
V_h(s) = \alpha \log \sum_a \exp(\hat{h}_\theta(s,a)/\alpha),
\] (33)

where \( \alpha \) is a manually selected energy coefficient. Using the Bellman equation, the human reward function \( r_h(s,a) \) can be approximated by the difference between the current state’s human Q-value and the discounted human Q-value of the next state as follows:

\[
r_h(s,a) = \hat{h}_\theta(s,a) - \gamma \max_{a'} \hat{h}_\theta(s',a').
\] (34)

Due to the limited number of labeled ErrP examples, the variance of Eq. (34) is updated in an attempt to lower the variance of \( r_h(s,a) \) by utilizing a learned baseline function \( t_\phi(s) \):

\[
r_h(s,a) = \hat{h}_\theta(s,a) + t_\phi(s) - \gamma \max_{a'} [\hat{h}_\theta(s',a') + t_\phi(s')].
\] (35)

The baseline parameters \( \phi \) are then learned by minimizing Eq. (35) using both labeled and unlabeled data so that that state dynamics can be more efficiently learned. Finally, \( r_h(s,a) \) is used to perturb \( r(s,a) \) to create an augmented reward function

\[
r'(s,a) = r(s,a) + \beta r_h(s,a),
\] (36)

where the scaling factor \( \beta \) is exponentially decayed over time. The augmented reward function \( r'(s,a) \) is then passed to a Bayesian DQN for learning.

For the majority of subjects, empirical results show an increase in aptness as the algorithm converges to the optimal behavior more quickly than that of the Bayesian DQN baseline in a grid world (e.g., maze and wobble) and an Atari-like environments (e.g., catcher). Scalability is likely to be increased for three reasons. First, when available, the environmental reward can be utilized. Second, the utilization of unlabeled data has a positive impact on learning. Thirdly, the proposed approach only requires feedback on selected trajectories instead of every state-action pair. Furthermore, the authors compare their approach with an adaptive implementation of a newer explicit feedback approach called FRESH [127] where a similar increase in aptness and scalability can be observed as well. Overall, these results are promising, considering that the average subject’s ErrP classification accuracy is only 73%. That being said, due to the simplistic testing environments, all algorithms eventually converge to optimal performance, making any increases in robustness harder to glean. Moreover, the overall increase in aptitude remains underdetermined as testing in more complex environments is needed. Lastly, it is unclear how this method would perform when no environmental reward function \( r(s,a) \) is provided such that only the human reward function \( r_h(s,a) \) could be utilized.

A simpler approach is proposed by Akinola et al. [2] focuses on modeling human action probabilities. This approach bears resemblance to TAMER+RL; however, it diverges by employing qualitative feedback instead of quantitative. The proposed approach models intrinsic feedback \( h \) communicated via ErrPs by having \( \hat{h} \) represent a probability distribution over the possible “correct” actions. Thus, the action with the highest predicted probability corresponds to the action the human is most likely to consider correct. Modeling of \( \hat{h} \) is done by minimizing the binary cross-entropy loss for the samples drawn from a replay buffer. The policy \( \pi_h \) of the agent is then greedily derived from \( \hat{h} \) such that

\[
\pi_h(s) = \arg \max_a \hat{h}(s,a).
\] (37)

Once \( \hat{h} \) is learned, any deep RL algorithm with access to a very simple sparse reward can be used for learning the policy \( \pi_{RL} \) where the control sharing shaping methodology assists in influencing the policy. This works by having \( \pi_h \) replace \( \pi_{RL} \) for a particular episode given some probability \( \epsilon \) that decays linearly over time.
The empirical results from a simulated 3D robotic navigation environment are mixed due to the performance being dependent on the ErrP classification accuracy for each subject. Accuracies above 65% show a general increase in both aptness and robustness over the proximal policy optimization (PPO) baseline [104]. When classification accuracies are less than 65%, the results become mixed while accuracies near 60% perform the worst. Scalability is likely to be slightly increased as the proposed approach can utilize the reward function, given one is available. As per usual, the lack of testing environments leaves the overall increase in aptitude largely undetermined. Another potential caveat arises from the fact that the human policy and RL policy must be trained sequentially as no investigation into training the two policies in parallel is given.

Wang et al. [121] build upon the work of Akinola et al. [2] by adding new components that aim to further increase the aptitude of the algorithm. In particular, uncertainty is introduced to inherently address the noisy intrinsic feedback decoding due to misclassification. Therefore, instead of only modeling \( \hat{h} \) as the estimation of the probability of actions, the proposed algorithm uses Evidential Deep Learning [105] to model \( \hat{h} \) as a distribution over all such action probabilities. Meaning, the confidence of an action being considered “correct” can be measured.

Uncertainty enables active learning techniques and a purified replay buffer to be integrated into the approach. Active learning allows the agent to only query for intrinsic feedback when it is not confident in the action it took such that feedback is more informative. The purified replay buffer stores intrinsic feedback and state tuples only if the confidence of \( h(S, A) \) is greater than a pre-defined threshold \( \epsilon \). This threshold helps to regulate the noise in feedback such that only consistent feedback is stored. Training batches are then sampled from both the purified and basic replay buffers. Further, \( \pi_{RL} \) is further refined by using a LfD approach that helps the RL algorithm to reproduce good behaviors previously performed by either \( \pi_{h} \) or \( \pi_{RL} \).

Empirical results are gathered from the same environment from Akinola et al. [2] and a new simulated robotic reaching task. First, ablation studies using simulated feedback verify the importance of each new component. Further results then show a large improvement in both aptness and robustness over original approach [2] and the PPO baseline [104] for both simulated and real human feedback. Moreover, classification accuracies that fall between 55 – 60% show increases in aptness and robustness as well. Scalability also shows potential for improvement due to active learning reducing the amount of feedback required. As before in Akinola et al. [2], the remaining caveats in regards to the lack of testing environments and sequential training remain.

## 6 Challenges and Future Directions

Despite the promising nature of intrinsic feedback, it still remains a relatively nascent research area. Therefore, it is crucial to acknowledge and discuss some of the significant challenges that it faces. Throughout this section, we delve into the potential challenges and future directions of intrinsic feedback. When applicable, we relate intrinsic feedback challenges to that of its parent fields of interactive RL, LfF, and BCI. This is necessary as some of the challenges can interconnected and can be seen as “bad habits” that intrinsic feedback approaches have inherited.

### 6.1 Viability Limitations

One of the prominent challenges for works that use intrinsic feedback is establishing their viability. We define “viability” as the endeavor to fulfill the motivation of effectively alleviating aptitude and alignment challenges associated with integrating human input. Establishing viability requires not only rigorous and in-depth experiments but also thorough analysis. While we have provided a high-level analysis of viability for both intrinsic feedback and LfF approaches, it remains relatively difficult to provide a more satisfactory analysis. This is largely because there are three gleaming issues that make the analysis of viability challenging. Each of these three issues is an example of a bad habit that the intrinsic feedback literature has inherited from its RL related parent fields. Shedding light on these issues is valuable as addressing them will pave the way for better experimental design and analysis, not only for intrinsic feedback works but LfF works as well.

First, is the lack of standardized and complex testing environments. Current intrinsic feedback and, more generally, LfF works employ inconsistent and rather basic testing environments. This can clearly be seen in Table 4 where differing LfF frameworks and intrinsic feedback works rarely use the same environment. Although some works might appear to use the same environment, they actually employ different variations or implementations of it (e.g., Luo et al. [80] and Xu et al. [128] use different Atari or Atari-like environments). This issue is compounded by the use of classical RL environments (e.g., mountain car or gridworld). Even in cases where more complex environments like Atari or basic robotics behavioral tasks (e.g., goal search) are employed, the investigation only focuses on one or two of these environments. In turn, more extensive experiments using a variety of complex environments will be required to further validate viability.

While this is acceptable and expected for initial proof-of-concept approaches, modern day approaches aiming for practical applications will need to establish standardized and increasingly complex benchmark environments.
This is in comparison to the wider RL community which maintains benchmarks that are progressively increasing in complexity. Initially, RL started with the same classical environments, but over time, the complexity has slowly increased to encompass more advanced robotic control tasks \cite{7,91,120}, and simulated tasks within physic engines \cite{115}. Thus, it is crucial to address the question of which environment(s) should intrinsic feedback, and LfF or interactive RL in general, use as a standardized test bed. The easiest and most likely good starting point would be to simply follow the wider RL literature. Albeit, it is worth considering that intrinsic feedback might not be optimally useful in alleviating aptitude or alignment issues in certain environments (e.g., gaming). In such cases, more complex human-agent interactive environments, similar to applications often explored by BCI research \cite{7}, may be required. Yet, with little to no exploration into either of these directions, it is challenging to determine which holds the most promise.

Secondly, there is a notable lack of baseline comparisons against both RL and interactive RL approaches. In the realm of intrinsic feedback studies, it is common to compare results with at least one baseline RL approach. However, there is still a significant absence of comparisons with other LfF works. Due to this, and the aforementioned environment issues, it remains quite unclear what the current state-of-the-art approach is for either intrinsic feedback or LfF. Moreover, the lack of baseline comparisons is not helped by the lack of reproducibility that has characterized LfF works and now intrinsic feedback works \cite{6,8,61,81,121,122,128}. While many of these works do at least provide pseudo-code, this still leaves the replication of results and further exploration of these approaches in an unnecessarily difficult state. This is in stark contrast to the broader RL field, where open-sourced code has become commonplace.

Third, and more general to RL, is the lack of quantification measures for alignment improvements over baselines. This is crucial as human input aims to better align agents with human intentions. The biggest issue is that the assessment of alignment performance cannot rely solely on the performance measures, as is typically done for aptitude analysis. Oftentimes, a misaligned agent can still show an increase in performance measures even though it might not accomplish the task in the manner the human intended it to \cite{45,69}. Even more unclear is when the human finds the agent’s performance sufficient which might differ from classical RL performance metrics (e.g., total return or completion percentage) altogether. Therefore, assessment of alignment alleviation often requires finer inspection of the agent’s behaviors and more specified evaluation metrics that are often not thoroughly discussed or provided \cite{69,87}.

### 6.2 Decoding Non-stationary Brain Signals

One of the defining properties of brain signals is that they follow a non-stationary distribution. This presents a rather difficult challenge for accurate decoding as the distribution of informative brain signal can shift, causing the performance of the classification model to degrade \cite{37,101,106}. This non-stationarity is largely due to constant changes in the underlying noise that is combined with the brain signal of interest. As fully separating a brain signal from the surrounding biological and external noise is not currently possible, a brain signal’s distribution is tightly coupled to the accompanying noise. Changes in cognitive and affective processes, biological artifacts, and external noise all play a role in influencing a signals distribution \cite{83,101}. Thus, the sensitivity to noise can shift a signal’s distributions even only after a short period of time (i.e., from trial to trial) \cite{12}. The non-stationarity of brain signal distributions is only further pronounced when comparing distributions between humans as individual characteristics play a role in influencing distributions \cite{35,122}.

A very clear example of this non-stationary distribution is found in ErrPs. In part, ErrP variations have been influenced by different cognitive processes that are elicited due to different tasks \cite{11,49}. Changes in the complexity of a task \cite{50}, or changes in the way a task interacts with \cite{52,53,95}. For example, if an error occurs either while performing a task or while observing the same task being performed, two slightly different ErrPs are elicited \cite{11,52,53,95}. Further potential variation can arise from the frequency of errors. For instance, frequent elicitation has been shown to alter the grand signal average of an ErrP, indicating a likely deterioration in classification as the underlying ErrP signal has been altered \cite{11,31}. Overcoming this challenge would lead to an improvement in the classification accuracy such that intrinsic feedback would be more accurately conveyed to agents \cite{45,53,80,128}. However, it is vastly unclear to what degree agent performance scales with classification accuracy as some works report successful learning with classification accuracies as low as 55% \cite{121}.

Nevertheless, non-stationarity has been a long ongoing challenge faced by practically all BCI applications, making it an active area of research today. For example, transfer learning has been adopted to deal with these distribution shifts by using data from a source domain to either find latent features or learn parameters that capture the invariant underlying signal structure such that they can be transferred to some desired target domain \cite{11,49,52,53,95}. The source domain serves as the initial signal distribution and the target domain serves as the shifted signal distribution. Alternatively, adaptive classification where classifiers try to continuously learn from newly collected data in order to account for the shifts in signal distribution as they occur has been applied as well \cite{83,106}.
6.3 Sample Efficiency of Feedback

Collecting human feedback is often an expensive endeavor, resulting in limited availability of feedback. Under the assumption that as the complexity of the environment increases, more feedback will be required for learning to occur; the challenge becomes efficiently learning from limited feedback even as complexity scales up. Although most LfF approaches seem to possess potential for increasing scalability [20, 59, 80, 121, 122, 128], the question remains: to what extent and how much feedback is required when introducing more complex environments? In other words, to what degree are these approaches actually scalable? These questions are asked not only regarding training an agent with raw feedback but also when a model of feedback is required to be built. In turn, the question becomes how much feedback is required to build a sufficient feedback model. These answers remain relatively unknown as only further experimental investigations can really begin to shed any light on these questions.

Intrinsic feedback in particular introduces additional considerations for sample efficiency. First, intrinsic feedback requires pre-training or simultaneous training of a classification model to extract the informative brain signal that will act as feedback. If the classification performance is relatively poor, the classifier is likely to present larger amounts of noisy feedback, reducing sample efficiency [80, 121, 128]. Thus, providing sufficient training examples to build a good classifier needs to be considered as well. Second, collecting intrinsic feedback can be far more expensive than collecting explicit feedback. The setup of EEG equipment is often time consuming and requires frequent maintenance during an elongated session. Consequently, this limitation can hinder both the quantity and rate at which feedback can be collected. Despite these challenges, there are claims that intrinsic feedback can be captured at a faster rate compared to explicit feedback [80], which adds an additional layer of uncertainty to the state of sample efficiency for intrinsic feedback.

6.4 Feedback Credit Assignment

LfF approaches often present a reduced credit assignment problem as human feedback is still delayed from the original contributing events [9]. Albeit, the reduction in the difficulty of the credit assignment problem is relegated to how long the human decides to delay feedback. Thus, prior LfF works have attempted to address this reduced credit assignment problem although it still remains unclear which methods produce the best results or how crucial solving the problem actually is. For instance, Knox and Stone [61] attempt to address the credit assignment by estimating the delay between feedback and the corresponding events using a PDF [59, 61]. However, Warnell et al. [122] show that the selection of a PDF matters as changing the PDF can produce widely varying results. This entails that if the assumed credit assignment PDF does not match the human’s delay distribution, performance can be greatly affected. Likewise, MacGlashan et al. [81] propose using eligibility traces with reward aggregation. Despite the promising nature of both approaches, it remains uncertain how either approach compares to one another.

Furthermore, the impact of intrinsic feedback on the feedback credit assignment problem remains unclear. For instance, ErrPs, and ERPs in general, tend to have a relatively consistent onset and duration [28, 79]. This implies that a specific ErrP can be expected to occur approximately 200 ms after any erroneous event [28]. Moreover, a sliding window lasting up to 1 second long is needed to capture the full ErrP signal where even shorter windows have been used [18, 54]. Theoretically, intrinsic feedback is likely to further simplify the credit assignment problem as feedback elicitation and duration remain relatively static. Keep in mind that all forms of feedback require the accumulation of evidence (i.e., the buildup of sufficient evidence that something is actually an error) before feedback can be provided [11]. Intrinsic feedback is not magically freed from this natural constraint. Thus, long-term feedback signals that accumulate over time (e.g., difficult to discern errors or affective states) might present more difficult credit assignment problems.

An additional caveat of intrinsic feedback that remains relatively unexplored is the problem of future credit assignment. This problem entails the mapping of anticipatory feedback to future events that the human foresees. For instance, a human might provide negative feedback right before the agent collides with an incoming obstacle. Although this problem was originally recognized by Thomaz and Breazeal [111] in the explicit feedback literature, it has also been of interest to BCI researchers as well. In particular, BCI researchers have been interested in detecting and utilizing ErrPs that are elicited in response to foreseen erroneous events [11, 48]. Lastly, it is worth considering whether this problem actually meets the definition of feedback or if it is better suited as being interpreted as a form of guidance. Regardless, it remains unclear how to handle this type of advice but intrinsically occurring brain signals present a well sited use-case for additional investigations into this problem.

6.5 Lack of Positive Feedback

Recall that most of the intrinsic feedback works covered have dealt with only detecting and providing a negative feedback signal. Conversely, prior explicit quantitative feedback works that we have covered have largely used both positive and negative feedback to provide more information to the agent [8, 59, 80, 121, 122]. This brings into
question the importance of utilizing a positive feedback signal. There is an argument to be made for excluding positive feedback to prevent alignment challenges (e.g., reward hacking or positive circuits) [59, 62, 64]. At the same time, removing positive feedback limits the human’s degrees of freedom as human trainers tend to utilize both positive and negative feedback in different ways [8, 81]. Particularly, human feedback tends to be positively biased [8, 59, 62, 64, 112]. Thus, excluding positive feedback may reduce the amount of information available to the agent making complex tasks with more abstract goals harder to learn, although this requires further investigation.

As it stands, intrinsic feedback works have largely been focused on utilizing ErrPs as negative qualitative feedback where positive feedback or no feedback is assumed by default [2, 27, 37, 121, 128]. In doing so, these intrinsic feedback works have still been able to learn. Whether or not learning could be improved using an intrinsic signal that can be directly interpreted as positive feedback (i.e., not assumed by default) remains to be seen. As briefly discussed in the Brain Signals as Feedback section, there are potential options for signals that can be interpreted as positive feedback. The caveat of multi-signal feedback is that it inherently introduces multi-class classification which is likely to introduce even more difficulties in training a well performing classifier [125]. It also remains to be seen if the necessity of positive feedback applies only to quantitative, or to qualitative feedback as well. Recall that qualitative works can model a latent numerical representation that can inherently take on either positive or negative values [20, 128].

6.6 Multi-Channel Communication

As was covered in the Human Input Motivations section, increasing the number of channels in which a human can communicate the agent is crucial for alleviating both aptitude and alignment issues. Intrinsic feedback presents an interesting opportunity that allows for new LfF setups where various types of human input are conveyed in parallel. Thus, deeper investigation into how to utilize multiple types of human input and feedback mediums for learning will be required.

As inspiration, we can first look at a handful of initial works that have already begun to investigate this direction without intrinsic feedback. As mentioned before, Ibarz et al. [44] look at combining explicit feedback with demonstrations in a sequential manner. This is done by first pre-training the policy using behavioral cloning and then fine-tuning using preference-based feedback. Alternately, Guan et al. [37] look at combining explicit feedback and guidance. This is done by having the human provide feedback while also highlighting objects in an environment that are important or relate to the given feedback. Likewise, Zhang et al. [130, 132] take an intriguing approach through a combination of implied guidance and demonstrations. Implied guidance communicated via human gaze is collected in parallel with demonstrations allowing for two inter-connected sources of information to be related. Here, gaze implies information about what the agent should be attending to while learning from the human demonstrations.

Similar ideas could be used in conjunction with intrinsic feedback. Take for instance the parallel combination of intrinsic feedback and demonstrations (Fig. 8b). Doing so would allow the agent to have access to feedback regarding which actions or behaviors the human thinks they performed incorrectly. In turn, this could allow LfD algorithms to learn using noisy or imperfect demonstrations. Alternatively, Batzianoulis et al. [11] explore a different method for combining both intrinsic feedback with demonstration. This is done by using intrinsic feedback where the probability of detecting an ErrP in the agent’s trajectory is used to weigh the inverse RL loss. Additionally, the combination of implicit guidance (e.g., gaze) and intrinsic feedback could help alleviate the problem of whether the intrinsically occurring signals are actually being elicited due to the task or some unrelated distractor in the human’s line of sight. This would also allow for the intrinsic feedback to be mapped to the location in the task which is eliciting the feedback. Further exploration into how to combine intrinsic feedback with other forms of human input is likely to be a promising future direction of research.

Lastly, an investigation into the benefits and disadvantages of intrinsic feedback in comparison to the other feedback mediums (i.e., explicit and implicit) could prove useful for determining how or when to use each medium. For example, Luo et al. [80] suggest that more intrinsic feedback can be captured in less amount of time than that of explicit feedback while Xu et al. [128] claim intrinsic feedback can be captured more accurately when extremely fast feedback rates are required. More in-depth and thorough comparisons are needed to ensure these trends can be replicated in diverse settings. In particular, thoroughly understanding what effects time pressure might have on the intrinsic feedback classifier is needed.

7 Conclusion

This paper presented a tutorial-style review on intrinsic feedback and its foundational concepts, offering insights into the intersection of RL and BCI. In doing so, we hope to better empower researchers who wish to use intrinsic feedback by providing them with knowledge about how feedback has been utilized and the viability of these approaches. In particular, we have focused on interactive RL and LfF as intrinsically occurring biological signals...
that can be more readily interpreted as a new medium of feedback which we denote as intrinsic feedback. To do so, we established the groundwork for the field of interactive RL to provide an understanding of the field and how feedback fits into it. Moreover, we highlight foundational LfF approaches and their viability to provide an understanding of how feedback has classically been utilized. We further discuss intrinsic feedback as a concept and provide a comprehensive review of current intrinsic feedback works, including their viability and connections with existing LfF approaches. Finally, we provide insights into the challenges and future research directions for intrinsic feedback where we include relevant challenges that have been inherited from its parent fields of RL and BCI.
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