Gamma Rhythm Analysis and Simulation Using Neuron Models
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Abstract: Neural oscillations are electrical activities of the brain measurable at different frequencies. This paper studies the interaction between the fast and slow processes in the brain. We recorded signals intracranially from the simple Wistar rats, performed the signal processing, and computed the correlation between envelopes of the high-frequency gamma rhythm and a low-frequency ECoG signal. The analysis shows that the low-frequency signal (delta rhythm) modulates the gamma rhythm with a small time delay. Further, we used simple excitable neuron models, namely FitzHugh-Nagumo and Hindmarsh-Rose, to simulate the gamma rhythm. The low-frequency signal delta rhythm can be used as the input to affect the threshold and simulate gamma rhythm using these neuron models.
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1. INTRODUCTION

Neural oscillations may represent variable signals underlying flexible communication within and between cortical areas. Neural oscillations are electrical activities of the brain measurable at different frequencies. They are typically described as low-frequency bands at delta (< 4 Hz), theta (4 – 8 Hz), alpha (8 – 12 Hz), and beta (12 – 30 Hz) to high-frequencies at gamma band that spans from roughly gamma (30 – 80 Hz) to high gamma (HG) (80 – 150 Hz) Moran and Hong (2011). These oscillatory activities can be obtained at many levels, ranging from individual neurons to large-scale synchronized interactions between neurons, which can be observed by an electroencephalogram, intracranial electrical recordings, or magnetoencephalography and characterised by different frequency, amplitude and phase. The interactions between oscillations of different frequencies have been shown previously by Jaime et al. (2017); Jackson et al. (2011). Particularly, the coupling between low-frequency and high-frequency bands have been studied in Jensen and Colgin (2007b); Canolty et al. (2006).

Data analysis (Section 3) was supported by the grant of Saint Petersburg State University (No. 84912397).
Model synthesis for simulation of gamma rhythm (Section 4) was performed in Lobachevsky State University of Nizhny Novgorod and supported by Russian Science Foundation (project No. 19-72-10128).

Canolty et al. (2006) showed that the phase of the low-frequency theta rhythm modulates the amplitude of the high gamma band of the electrocorticogram. It was shown that HG power is modulated by theta phase and an increase in theta power strengthens theta/HG coupling. The co-expression of theta with two gamma frequency generators in the subiculum obviously leading to hippocampal communication with other brain regions was shown in Jackson et al. (2011).

In Moran and Hong (2011) the concept that oscillation abnormalities in gamma band in schizophrenia often occur in the background of oscillation abnormalities of low-frequency bands was discussed. Neske (2016) gathered the information on the mechanisms and functions of the slow (< 1Hz) oscillation in the cortex and thalamus, characterising their spontaneous activity, produces by neurons fluctuation between periods of intense synaptic activity (Up states) and almost complete silence (Down states). It was noticed there that phase-amplitude coupling could provide a mechanism for spatial and temporal neural information processing in a hierarchical manner. Grouping of higher-frequency oscillations by the slow oscillation is the process continuously taking place in the brain as oscillations of one frequency band are rarely expressed alone.

Nevertheless, there is still an open question of how the fast and slow processes in the brain interact with each other. This interaction can be achieved in different ways: by means of amplitude correlations Bruns and Eckhorn.
2. SIGNAL RECORDING

The ECoG recording of the simple Wistar rats was carried out in the course of acute experiments under anesthesia. The recordings of low-resistance electrodes usually contain mostly slow dynamics and almost do not have high frequency rhythms, since high frequency signals are bounded by the small areas, while the synchronous activity of vast areas of the brain is needed for the low frequency rhythms. Therefore the Neuronexus E32 signals generation Csicsvari et al. (2003); Furth et al. (2004) of vast areas of the brain is needed for the low frequency rhythms, since high frequency signals are contained mostly slow dynamics and almost do not have high frequency rhythms. The recordings of low-resistance electrodes usually contain mostly slow dynamics and almost do not have high frequency rhythms, since high frequency signals are bounded by the small areas, while the synchronous activity of vast areas of the brain is needed for the low frequency rhythms. Therefore the Neuronexus E32 signals generation Csicsvari et al. (2003); Furth et al. (2004)

The rest of this paper is organized as follows: In Sec. 3, the signal processing and data analysis of ECoG rhythms are performed. In Sec. 4, the gamma rhythm using the neuron models with disturbances and low-frequency signal as input is simulated. Subsec. 4.1 considers the FitzHugh-Nagumo model, while Subsec. 4.2 deals with the Hindmarsh-Rose model. Conclusion is drawn in Sec. 5.

3. DATA ANALYSIS

This section studies the interdependence between fast and slow processes in the brain. There are different principles of cross-frequency interactions, e.g. phase-locking between oscillations at different frequencies Osipova et al. (2008); phase to frequency principle Jensen and Colgin (2007b); phase to power modulation Canolty et al. (2006); and power to power correlation Bruns and Eckhorn (2004). Here we use the signal-envelope correlation as an alternative measure that can detect coupling between gamma and low-frequency rhythms. It differs from the approach of amplitude-envelope correlation proposed in Bruns et al. (2000), since it posts that oscillations in power of the faster gamma oscillations are correlated with power changes in the lower frequency band. We will show that the faster gamma oscillations arise when the value of low-frequency rhythm is higher than some threshold value, and on the other hand, there is gamma oscillation death when the value of low-frequency rhythm is lower than this threshold.

3.1 Signal Processing

The first step of analysis is to determine the signals within an appropriate frequency band. Both variants with finite impulse response (FIR) and infinite impulse response (IIR) were considered as filters. The use of the first type filters was abandoned later due to the fact that the order of such filters is too high to obtain the desired band characteristics Mitra (2001). Therefore, the Butterworth filter Rabiner (1975) was chosen as the IIR filter with the smoothest amplitude-frequency response at passband frequencies. To avoid introducing nonlinear phase shifts that are critical in ECoG signals analysis, a zero-shift filter was implemented Mitra (2001), which means that the Butterworth filtering was applied to the data in the forward and backward directions. The recording of the high-resistance electrode is digitally bandpass-filtered in the frequency domain between 30 and 80 Hz to obtain a gamma rhythm. This filtered fast-frequency signal will be denoted as \( x(t) \). One can see in Fig. 1 (b) that there are periods of gamma activation and extinction of approximately 1 second duration, i.e. the whole time period approximately equals 2 seconds. Hence, we choose the frequency domain for the low-resistance electrode recording between 0 and 0.5 Hz to show the correlation between this low-frequency signal and gamma activation and extinction. We denote this filtered low-frequency signal as \( y(t) \).

Figure 1 (b) presents the two filtered signals. One can see that there is interconnection between the low-frequency signal \( y(t) \) and gamma rhythm \( x(t) \). The increasing of low-frequency rhythm leads to the gamma rhythm activation, while its decreasing leads to the gamma rhythm extinction. This means that there is the threshold value of low-frequency rhythm. The value of \( y(t) \) higher than the threshold leads to gamma activation, while the value of \( y(t) \) lower than the threshold leads to gamma extinction. To find the numerical measure of two signals interdependence we should somehow transform the high-frequency signal \( x(t) \). It characterizes by the alternating intervals of activation and extinction of oscillations. Therefore, one can calculate the upper envelope which will go around these intervals of activation and extinction.
where

\[ T \]

the signals are: cardinality, since these signals are discrete; and center of Fig. 1. The fragments of the ECoG recordings. The blue color marks the high-resistance electrode recording, namely the high-frequency gamma rhythm \( x(t) \), while the green color marks its envelope \( e(t) \). The red color marks the low-resistance electrode recording, namely low-frequency delta rhythm \( y(t) \).

we choose the frequency domain for the low-resistance signals between 0 and 0.5 Hz (i.e. we identify low-frequency signal as a delta rhythm), the envelope frequency of the gamma rhythm will be the same. There are different ways to calculate the envelope. The following methods were considered: peak-envelope, empirical mode decomposition (EMD) Gupta (2019) and Hilbert transform Panter (1965). First two methods show good results but it is necessary to select a suitable reference point (peak-envelope) or number of components for envelope (EMD) manually for each experiment. The Hilbert transform also works well and does not need for individual customization. However, it provides too detailed envelope. Since that the low-pass zero-phase filter was implemented to the Hilbert transform envelope. Denote the envelope of the gamma rhythm by \( e(t) \). The result of calculating the envelope is presented in Fig. 1 (b) and is marked by green color.

Now we find the mean value of two signals:

\[
\bar{y} = \frac{1}{|T|} \sum_{t \in T} y(t), \quad \bar{e} = \frac{1}{|T|} \sum_{t \in T} e(t),
\]

where \( T \) is a set of all signal measurements, and \(|T|\) is its cardinality, since these signals are discrete; and center of the signals are:

\[
y_c(t) = y(t) - \bar{y}, \quad e_c(t) = e(t) - \bar{e}.
\]

Moreover, we normalize the obtained signals:

\[
y_n(t) = \frac{1}{\max_{t \in T} |y_c(t)|} y_c(t), \quad e_n(t) = \frac{1}{\max_{t \in T} |e_c(t)|} e_c(t).
\]

Thus, the values of transformed signals now belong to the interval \([-1; 1]\). Now we are ready to find the numerical measure of signals interdependence. For this purpose we use Pearson correlation coefficient, which is a statistic measure of linear correlation between two signals, and it has a value between \(-1\) and \(1\). Since there might be time delays between two signals, we calculate the correlation coefficient for different time delays:

\[
\rho(\tau) = \frac{\sum_{t \in T} y_n(t + \tau) e_n(t)}{\sqrt{\sum_{t \in T} y_n^2(t + \tau) \sum_{t \in T} e_n^2(t)}},
\]

where \( \tau \) is a delay, \( T \) is a set, which contains all elements of \( T \) except for first 4000 and last 4000, since the sample rate of the signal is equal to 2 kHz and the frequency of considered signals is 0.5 Hz, i.e. the possible delay \( \tau \) belongs to the interval \([-2; 2]\) seconds. Figure 2 presents the dependence of cross-correlation \( \rho \) on the delay \( \tau \) between two signals. The maximum value of cross-correlation is 0.62 which corresponds to the delay \( \tau = -0.456 \) seconds. This means that slow delta rhythm modulates the high-frequency gamma rhythm after time delay equals 456 ms. One more argument for this statement is that the correlation curve has explicit negative minima for positive \( \tau = 0.566 \), i.e. two researched signals enter in the opposite phase after about a half of the slow signal \( y(t) \) period. Note that the period of function \( \rho(\tau) \) is approximately 2 seconds, which is the same as the period of low-frequency delta rhythm \( y(t) \).

Figure 3 presents the dynamics of two processed signals, namely centered and normalized envelope of gamma rhythm \( e_n(t) \) marked by the green color and shifted centered and normalized delta rhythm \( y_n(t - 0.456) \) marked by red color. One can see that there is dependence of the increasing of the envelope value, i.e. the arising of gamma oscillations, on the increasing of delta rhythm value.

4. SIMULATION OF GAMMA RHYTHM

A strongly coupled group of active neurons (cell ensemble) is a single cognitive unit, and the spike activity of such
a group is the basic unit of neural coding. The internal mechanisms of regulation of these ensembles provide the basis for complex flowing cognitive processes (memory, thinking, planning and decision-making) (Buzsáki 2010). These ensembles of neurons oscillating in synchrony produce the neuronal oscillations, i.e. EEG rhythms (Traub et al. 1997). The dynamics of a single neuron can be described by the differential equations of the excitable system, for instance, FitzHugh-Nagumo (FHN) (FitzHugh 1961; Nagumo et al. 1962) and Hindmarsh-Rose Hindmarsh and Rose (1984) (HR) models.

4.1 FitzHugh-Nagumo model

The FHN model is described by two differential equations with cubic nonlinearity:

\[ \begin{align*}
\varepsilon \dot{u}(t) &= u(t) - \frac{u^3(t)}{3} - v(t) + I, \\
\dot{v}(t) &= u(t) + a - bv(t),
\end{align*} \tag{5} \]

where \( u \) and \( v \) represent the state variables of a neuron meaning the membrane potential and the recovery variable, respectively. \( I \) is an external stimulus. \( 0 < \varepsilon < 1 \) separates the fast and slow dynamics; \( a \) is the threshold parameter: for \( a > 1 - 2b/3 \) the system is excitable, i.e. it has a locally stable equilibrium point on the phase plane, while for \( 0 < a < 1 - 2b/3 \) it is oscillatory, i.e. it has a stable limit cycle on the phase plane.

Choose \( \varepsilon = 0.8 \), which is a value for neuron dynamics. For \( a = 0.3 \), \( b = 0.8 \) the system (5) is oscillatory, while the period of oscillation is equal to 3.2 seconds, which differs from the oscillation period of gamma rhythm (neural oscillation with a frequency between 35 and 80 Hz). To make it the same one can change the time, i.e. introduce new time \( t = \delta t \), i.e. \( \delta \) is a time scaling coefficient. Then the system (5) equation can be rewritten as (with an omitted tilde):

\[ \begin{align*}
\varepsilon \dot{u}(t) &= \frac{u(t) - u^3(t)}{3} - v(t) + I, \\
\dot{v}(t) &= u(t) + a - bv(t),
\end{align*} \tag{6} \]

Choosing \( \delta \) big enough one can make the system (6) solution oscillate with the same frequency as gamma rhythm \( x(t) \). For this purpose, we choose \( \delta = 325 \).

We showed that the gamma rhythm activation depends on the value of delta rhythm \( y(t) \) with a delay \( \tau \). Then we add this signal to the first equation of (6) as an external stimulus to affect the threshold \( a \). Moreover, we add the “neuronal” noise \( \xi(t) \) which is assumed to be an unbiased Gaussian white noise which is a mathematical description of many natural processes. Thus, with these additions the system (6) can be presented in the form:

\[ \begin{align*}
\dot{u}(t) &= \frac{\delta}{\varepsilon} \left[ u(t) - \frac{u^3(t)}{3} - v(t) + \xi(t) + y(t + \tau) \right], \\
\dot{v}(t) &= \delta [u(t) + a - bv(t)].
\end{align*} \tag{7} \]

The last thing we need to do is to find the appropriate value of the threshold \( a \). For this purpose we vary the value of the threshold \( a \) between 0.55 and 1.4 with a step 0.05 - with these values initial system (6) has stable equilibrium point. For every value of the threshold \( a \) we simulate the dynamics of the system (7) and calculate its normalized and centered envelope \( e_{sim} \). For this purpose, we use the Pearson correlation coefficient, which is a statistical measure of linear correlation between high-frequency signal envelope \( e \) and simulated signal envelope \( e_{sim} \). Result are presented on the Fig. 4 (a). The maximal value of correlation is 0.63, which corresponds to the threshold \( a = 1.05 \).

Figure 4 (b) presents the results of the simulation. One can see that the low-frequency signal \( y(t) \) affects the FHN system (7) threshold: the system exhibits self-sustained periodic firing, when \( y(t) \) value becomes high enough, while there is the oscillation death when \( y(t) \) value is low.

The periods of FHN system (7) firing coincide with the periods of gamma rhythm \( x(t) \) activation. Thus, we can use the FHN model to simulate the gamma rhythm.

4.2 Hindmarsh-Rose model

The HR model is described by three nonlinear differential equations:

\[ \begin{align*}
\dot{u}(t) &= v(t) - au^3(t) + bu^2(t) - w(t) + I, \\
\dot{v}(t) &= c - du^2(t) - v(t), \\
\dot{w}(t) &= \varepsilon [s(u(t) - r) - w(t)].
\end{align*} \tag{8} \]

Here \( u, v, w \) are the state variables, \( I \) is an external stimulus. \( a = 1, b = 3, d = 5, s = 4, r = -1.6, \varepsilon = 1 \times 10^{-3} \) are some constants. Depending on the parameter \( c \) the system (8) can generate different regimes. We have chosen that parameter because it is an equivalent to parameter \( a \) from FHN system. If \( c > 2.2 \) then system oscillates, while \( 0 < c < 2.2 \) system is excitable. In this model \( u \) describes the dynamics of the membrane potential, while
The neuronal unbiased Gaussian white noise $\xi$ an external stimulus to affect the threshold $c$ frequency delta rhythm $y$. The red color marks the low-frequency delta rhythm $y$ when $c$ becomes high enough, while there is the oscillation death of gamma rhythm. This means that there is a threshold value which determines the dynamics of gamma rhythm.

Also we have considered two neuron models, namely FHN and HR, have tuned its parameters and have shown that they can modulate high-frequency signal like gamma rhythm where delta rhythm serves as the system input. Now FHN model has more appropriate results, but since HR model has six parameters, we assumed that simultaneous variation several of them should give much better correlation value.

5. CONCLUSION

In this paper we have studied the dependencies between fast gamma rhythm and delta rhythm. We have performed the signal processing of the ECoG recordings of the simple Wistar rats and have shown that the delta rhythm modulates the gamma rhythm with some time delay. The increasing of low-frequency signal value leads to the emergence of gamma oscillations, while its decreasing leads to the oscillation death of gamma rhythm. This means that there is a threshold value which determines the dynamics of gamma rhythm.

Varying the value of parameter $r$ between 0.4 and 2 with step 0.1 we calculate the Pearson correlation coefficient between high-frequency signal envelope $e_n$ and simulated signal envelope $e_{sim}$. Results are presented on the Fig. 5 (a). The maximal value of correlation is $10^{-3}$, which corresponds to the parameter value $c = 1.3$.

The simulation results of the HR system (9) dynamics are presented in Fig. 5 (b). As before, the low frequency signal $y(t)$ affects the HR system (7) threshold: the system exhibits self-sustained periodic firing, when $y(t)$ value becomes high enough, while there is the oscillation death when $y(t)$ value is low. The periods of HR system (7) firing also coincide with the periods of gamma rhythm $x(t)$ activation. Thus, we can also use HR model to simulate the gamma rhythm.
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