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ABSTRACT

Millisecond focal plane telemetry is now becoming practical due to a new generation of near-IR detector arrays with sub-electron noise that are capable of kHz readout rates. Combining these data with those simultaneously available from the wavefront sensing system allows the possibility of self-consistently determining the optical aberrations (the cause of quasi-static speckles) and the planetary image. This approach may be especially advantageous for finding planets within about 3 \( \lambda / D \) of the star where differential imaging is ineffective. As shown in a recent article by the author (J. Opt. Soc. Am. A., 33, 712, 2016), one must account for unknown aberrations in several non-conjugate planes of the optical system, which, in turn, requires ability to computational propagate the field between these planes. These computations are likely to be difficult to implement and expensive. Here, a far more convenient alternative based on empirical Green’s functions is provided. It is shown that the empirical Green’s function (EGF), which accounts for all multi-planar, non-common path aberrations, and results in a much more tractable and highly parallel computational problem. It is also shown that the EGF can be generalized to treat polarization, resulting in the empirical Green’s tensor (EGT).
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1. INTRODUCTION

Direct imaging of exoplanetary systems is difficult due to the high contrast in brightness between the planet and the star, resulting in a situation in which the planetary image is confounded with the transient details of the telescope’s point spread function (PSF). To date, all methods for direct imaging of exoplanets have relied on subtracting the PSF from the observed image to obtain the final science image. Typically, the PSF subtraction is achieved through differential imaging methods, which have been applied extensively in the recent literature. The fundamental difficulties associated with differential imaging methods, most notably angular differential imaging (ADI) and spectral differential imaging (SDI), have been reviewed in [1–6] and references therein. Briefly, SDI is nearly useless close to the host star because the difference in the point spread function (PSF) at two wavelengths is proportional to the distance from the center of the image, and ADI assumes that the optical aberrations are not changing in time. Since differential imaging methods require estimating the speckle background from the final image, they suffer from a severe statistical penalty close to center, which is the most scientifically fruitful part of the image.8,9

It is the author’s belief that the combination of millisecond pupil plane and focal plane telemetry will lead to a large improvement in contrast over differential imaging techniques, as it leverages a vastly larger and richer data set than methods that use standard exposure times, which average over the atmospheric turbulence. Such methods are becoming practical due to a new generation of ultra-low noise IR cameras capable of kHz readouts, such as the SWIR single photon detector, SAPHIRA eAPD and the MKIDS.10–13 It is important to emphasize that the author’s millisecond imaging techniques can be generalized to take advantage of essentially all constraints on problem proposed to date. These constraints include those imposed by diurnal rotation (used by ADI), multi-wavelength observations (used by SDI), as well polarization (used in polarization differential imaging14). The basic concept of the author’s approach was explained in [1, 2]. Essentially, these papers provide a system of equations that express the instantaneous image measured in the science camera (SC) in terms of:
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• the residual phase [which is measured by the wavefront sensor (WFS)]
• the planetary image
• non-common path aberrations (NCPA).

This system of equations forms the basis of a regression problem in which the NCPA and the planetary image are estimated self-consistently. The information required to successfully perform the estimation is provided by the variability of the residual phase (so it is closely related to other phase diversity methods), although multi-wavelength and diurnal rotation constraints could be employed as well. In [3, 4], the author extended this approach to include non-pupil plane NCPA, which requires summing the contributions from unknown aberrations in various optical planes. The resulting expression is very complicated and computationally demanding because it requires propagation operators between the various optical planes. Here, the problem is formulated in full rigor, but in a way that is far more computationally tractable and should be suitable for parallel computation. The disadvantage of this approach is that the model has more degrees of freedom, but the richness of the millisecond data streams may well afford such a luxury.

2. IMAGE FORMATION EQUATIONS

2.1 Optical Propagation

Consider a telescope with a single conjugate, closed-loop AO system and a coronagraph, similar to that shown in Fig. 1. Assume that the AO system is using the only the star at the center of the putative solar system under investigation to track the turbulence. As per the discussion in [3], the star at the center of the putative planetary system gives rise to an electromagnetic disturbance impinging on the telescope entrance pupil that can be represented as:

\[ u_0(r_0, t) = \sqrt{I_\star} \exp(j[k\alpha_\star \cdot r_0 + \phi_\alpha(r_0, t)]), \]

(1)

where \( u_0(r_0, t) \) is the complex-valued electric field impinging on the telescope entrance aperture (represented by index value 0), \( t \) represents time, \( r_0 \), which has units of distance, is the two-dimensional (2D) coordinate in the telescope entrance pupil plane, \( \alpha_\star \), which has units of radians, is the (small) 2D sky-angle of the star relative to the telescope pointing direction (pointing error), and \( k = 2\pi/\lambda \) is the wavenumber corresponding to wavelength \( \lambda \). \( \phi_\alpha(r_0, t) \) is the complex-valued atmospheric modulation, and \( I_\star \) is the intensity of the starlight.

Again considering Fig. 1, the stellar field incident on the deformable mirror (DM) surface, denoted with index \( D \), is given by:

\[ u_D(r_D, t) = \sqrt{I_\star} \mathcal{Y}_{D,0}(r_D, r_0) \exp(j[k\alpha_\star \cdot r_0 + \phi_\alpha(r_0, t)]), \]

(2)

where \( \mathcal{Y}_{D,0} \) is a propagation operator that relates the field at the telescope entrance (plane 0) to the field at the DM (plane \( D \)), and \( r_D \) is the coordinate on the DM surface. Under the operator notation established in [3], the \( \mathcal{T}_{D,0}(r_D, r_0) \) operator includes 2D integration over the entrance pupil coordinate \( r_0 \). In keeping with notational conventions established in [3], the operator \( \mathcal{Y}_{B,A} \), which propagates the field from plane \( B \) to plane \( A \), includes interaction with the optical surface \( A \), but does not include interaction with optical surface \( B \).

As can be seen in Fig. 1, after interacting with the DM the light goes through a beam splitter (BS), with some light going to the WFS and some to the coronagraph and SC. For optical systems with a different design,
e.g., using dichroic instead of a BS, let BS represent the plane in which an optical element divides the light between WFS and SC arms of the optical system. Thus, the BS represents the last place where the light in the WFS and SC experience a common optical path. Let the BS, WFS, SC detector planes be denoted with the indices \( B, w \) and \( C \), respectively. Then, the WFS and SC fields arising from the star can be expressed as:

\[
\begin{align*}
    u_w(r_w, t) &= \sqrt{I} \mathcal{Y}_{w,B}(r_w, r_B) \mathcal{Y}_{B,D}(r_B, r_D) \mathcal{Y}_{D,0}(r_D, r_0) \exp\left[jk_\star \cdot r_0 + \phi_\star(r_0, t)\right] \\
    u_C(r_C, t) &= \sqrt{I} \mathcal{Y}_{C,B}(r_C, r_B) \mathcal{Y}_{B,D}(r_B, r_D) \mathcal{Y}_{D,0}(r_D, r_0) \exp\left[jk_\star \cdot r_0 + \phi_\star(r_0, t)\right].
\end{align*}
\]

Note that the operator \( \mathcal{Y}_{B,D} \) includes the effect of the DM. Eq. (3) assumes that the planetary emission makes only a negligible contribution to the WFS signal (which is undoubtedly the case in high-contrast applications), but this is not an issue for Eq. (4) since the planetary contribution to the SC signal will be added later. Note that the only difference in these two expressions is the leftmost operator, which propagates the light from the BS to the WFS in Eq. (3), and from the BS to the SC in Eq. (4). If the WFS is to provide useful information about the light in telescope entrance pupil, which it must do for the AO system to work, the operator \( \mathcal{Y}_{w,B} \) must be invertible or nearly so (meaning it does not destroy much information), allowing an approximate inverse. Let the appropriate inverse operator be denoted as \( \mathcal{Y}_{w,B}^{-1}(r_B, r_w) \) (noting the order of the arguments), which calculates the field in the BS plane \( (B) \) from the field in the WFS plane \( (w) \). Placing \( \mathcal{Y}_{w,B}^{-1}(r_B, r_w) \) on the left of both sides of Eq. (3), it is easy to see that Eq. (4) can be rewritten as:

\[
\begin{align*}
    u_C(r_C, t) &= \mathcal{Y}_{C,B}(r_C, r_B) \mathcal{Y}_{w,B}^{-1}(r_B, r_w) u_w(r_w, t) \\
    &= \mathcal{Y}_{C,w}(r_C, r_w) u_w(r_w, t),
\end{align*}
\]

where new operator \( \mathcal{Y}_{C,w} \) is the contraction of \( \mathcal{Y}_{C,B} \) and \( \mathcal{Y}_{w,B}^{-1} \), i.e.,

\[
\mathcal{Y}_{C,w}(r_C, r_w) \equiv \mathcal{Y}_{C,B}(r_C, r_B) \mathcal{Y}_{w,B}^{-1}(r_B, r_w),
\]

in which the integration over the intermediate coordinate \( r_B \) is implicit. Eq. (6) is fundamental to this analysis because it relates the SC field to the WFS field.

On the other hand, if we define the residual phase \( \phi_\star(r_w, t) \) to be (complex-valued) phase of the starlight impinging on the WFS (including the effects of NCPA), then the field impinging on the WFS is also given by:

\[
u_w(r_w, t) = \sqrt{I} \exp[j\beta k_\star \cdot r_w + \phi_\star(r_w, t)],\]

where the pointing error \( \alpha_\star \) is included explicitly, and the factor \( \beta \) is the demagnification. For example, in an 8 m telescope with a 2 cm WFS entrance pupil, the \( \beta = [8 \text{ m}]/[2 \text{ cm}] = 400 \).

### 2.2 Empirical Green’s Function (EGF)

In [4], the operators \( \mathcal{Y}_{C,B} \) and \( \mathcal{Y}_{w,B}^{-1} \) from Eq. (5) are then expressed in terms of unknown aberration functions in various planes and propagation operators between those planes, resulting in a sum that potentially requires a large number of propagation operations. In order to avoid such difficult computation, an alternative approach in terms of an empirical Green’s function (EGF) is introduced here. The EGF method is easier to implement and relies on somewhat weaker assumptions than expressing the stellar field explicitly in terms of the unknown aberrations in multiple planes. The disadvantage of the EGF method is that it likely implies more unknown parameters than the aberration expansion, however, the resulting EGF computation has a much more computationally convenient block-diagonal structure that is suitable to parallel computation.

The starting point for the EGF is Eq. (5), and the first step is to express \( \mathcal{Y}_{w,B}^{-1}(r_B, r_w) \) as:

\[
\mathcal{Y}_{w,B}^{-1}(r_B, r_w) = \mathcal{Y}_{w,B}^{k-1}(r_B, r_w) + \mathcal{Y}_{w,B}^{u-1}(r_B, r_w),
\]

where \( \mathcal{Y}_{w,B}^{k-1}(r_B, r_w) \) contains what is known about the true operator \( \mathcal{Y}_{w,B}^{k-1}(r_B, r_w) \) and \( \mathcal{Y}_{w,B}^{u-1}(r_B, r_w) \) is an unspecified propagation operator containing what is not known. Therefore it accounts for any sort of NCPA,
whether or not it is in the pupil plane. Similarly, the operator \( \Upsilon_{C,B}(r_C, r_B) \) can be split into known and unknown parts as
\[
\Upsilon_{C,B}(r_C, r_B) = \Upsilon^k_{C,B}(r_C, r_B) + \Upsilon^n_{C,B}(r_C, r_B),
\]
(10)
where the operator \( \Upsilon^n_{C,B}(r_C, r_B) \) contains what is unknown about the operator \( \Upsilon_{C,B}(r_C, r_B) \). There is, in fact, another advantage to Eq. (10) over the aberration expansion: it assumes only linear in the electric field, and does not require the unknown aberrations to be small. Combining Eqs. (9) and (10) yields
\[
\Upsilon_{C,w}(r_c, r_w) = \Upsilon^k_{C,w}(r_c, r_w) + \Upsilon^n_{C,w}(r_c, r_w),
\]
where
\[
\Upsilon^k_{C,w}(r_c, r_w) = \Upsilon^k_{C,B}(r_c, r_B) \Upsilon^{k-1}_{w,B}(r_B, r_w)
\]
is a known operator, e.g., a stellar coronagraph model, and
\[
\Upsilon^n_{C,w}(r_c, r_w) \equiv \Upsilon^k_{C,w}(r_c, r_w) \Upsilon^{u-1}_{w,B}(r_B, r_w) + \Upsilon^n_{C,B}(r_c, r_B) \Upsilon^{k-1}_{w,B}(r_B, r_w) + \Upsilon^n_{C,B}(r_c, r_B) \Upsilon^{u-1}_{w,B}(r_B, r_w)
\]
is an unknown operator. One key advantage of the EGF formulation is that the operators \( \Upsilon^{u-1}_{w,B} \) and \( \Upsilon^n_{C,B} \) never need to be determined, instead it remains to estimate the \( \Upsilon^n_{C,w}(r_c, r_w) \), which accounts for all NCPA (pupil plane or otherwise) and aberrations downstream of the BS. The propagation operator \( \Upsilon_{C,w}(r_c, r_w) \) will be known as the “empirical Green’s function,” since the Green’s function (general solution to the diffraction problem) is the known (modeled) part plus the EGF. Using Eqs. (11) and (8), Eq. (6) becomes:
\[
u_C(r_c, t) = \sqrt{I_s} \left[ \Upsilon^k_{C,w}(r_c, r_w) + \Upsilon^n_{C,w}(r_c, r_w) \right] \exp \left[j \beta k \alpha_x \cdot r_w + \phi_t(r_w, t) \right],
\]
(14)
Which expresses the SC field in terms of EGF and the field impinging on the WFS. Eq. (14) includes the effects of NCPA and aberration downstream of the BS.

The essence of the EGF regression method is to estimate the operator \( \Upsilon^n_{C,w}(r_c, r_w) \) (and the planetary image given the SC and WFS data streams. This requires expressing the intensity measured by the SC in terms of the EGF. The intensity of the starlight impinging on the SC detector is \( I_C(r_c, t) = u_C(r_c, t) u^*_C(r_c, t) \), where the science camera field, \( u_C \), is given by Eq. (14), resulting in:
\[
I_C(r_c, t) = I_s \left[ \Upsilon^k_{C,w}(r_c, r_w) \Upsilon^{k*}_{C,w}(r_c, r'_w) + \Upsilon^k_{C,w}(r_c, r_w) \Upsilon^{u*}_{C,w}(r_c, r'_w) + \Upsilon^k_{C,w}(r_c, r_w) \Upsilon^{u*}_{C,w}(r_c, r'_w) \right. \\
+ \Upsilon^n_{C,w}(r_c, r_w) \Upsilon^{u*}_{C,w}(r_c, r'_w) \left. \right] \exp \left[j \beta k \alpha_x \cdot (r_w - r'_w) + \phi_t(r_w, t) - \phi_t(r'_w, t) \right].
\]
(15)
The first term in brackets in Eq. (15) contains only the known model of the optical system. The second and third term are linear in the (unknown) EGF \( \Upsilon^n_{C,w} \) while the fourth term is quadratic in the EGF. Below, it is shown that (15) result in a block-diagonal system of equations that should be well suited to parallel computation.

**Phase Sorting Interferometry**

This section relates EGF presented here to “phase sorting interferometry” method of [16]. Assume that \( |\phi_t(r_w, t)| \) is small enough so that \( \exp \left[j \phi_t(r_w, t) \right] \approx 1 + j \phi_t(r_w, t) \) and the pointing error \( \alpha_x = 0 \). Then, Eq. (14) becomes:
\[
u_C(r_c, t) \approx \sqrt{I_s} \left[ \Upsilon^k_{C,w}(r_c, r_w) \exp \left[j \phi_t(r_w, t) \right] + \Upsilon^n_{C,w}(r_c, r_w) \left[1 + j \phi_t(r_w, t) \right] \right].
\]
(16)
Note that the second term, which is just the EGF itself, \( \Upsilon^n_{C,w}(r_c, r_w) \) integrates over \( r_w \), and is only a function of the image plane coordinate \( r_c \). This is the is the unknown “subject field” \( \Psi \) in the notation of of [16], which corresponds to the quasi-static speckle that one wants to subtract and their method seeks to determine. The analysis of [16] does not include the third term \( j \Upsilon^k_{C,w}(r_c, r_w) \phi_t(r_w, t) \).
3. BLOCK-DIAGONAL FORM OF THE EGF REGRESSION

The EGF regression is block-diagonal because there is a separate and statistically independent regression problem associated with each spatial pixel in the SC. Thus, each “block” corresponds to a SC pixel (and the time-evolution of its intensity). This is demonstrated below.

First, define $I_0(\rho_l, t_i)$ to be the intensity of the starlight impinging on the SC in the absence of unknown aberration, i.e., that which would arise if the EGF were 0. It is given by the expression:

$$I_0(\rho_l, t_i) \equiv I_\star Y_{C,w}^k(\rho_l, r) Y_{C,w}^{k*}(\rho_l, r') \exp \left[ \beta k \alpha_\star \cdot (r - r') + \phi_t(r, t_i) - \phi_t^*(r', t_i) \right],$$

where $\rho_l \equiv r_C$ (pixel index $l$) to be the position of pixel $l$ and $t_i$ is a timestamp from the WFS data stream. Note that the final term of Eq. (15), $Y_{C,w}^w(\rho_l, r) Y_{C,w}^{w*}(\rho_l, r)$, is quadratic in the EGF and presumably smaller than the sum $Y_{C,w}^k(\rho_l, r) Y_{C,w}^{k*}(\rho_l, r) + Y_{C,w}^{k*}(\rho_l, r) Y_{C,w}^w(\rho_l, r)$. Thus, there is justification for dropping it. Even if it not necessarily negligible it can be linearized and treated iteratively, which is straightforward. Dropping the quadratic term, Eq. (15) becomes:

$$I_\star C(\rho_l, t_i) - I_0(\rho_l, t_i) \approx \left[ Y_{C,w}^k(\rho_l, r) Y_{C,w}^{k*}(\rho_l, r') + Y_{C,w}^{k*}(\rho_l, r) Y_{C,w}^k(\rho_l, r') \right] \exp \left[ \beta k \alpha_\star \cdot (r - r') + \phi_t(r, t_i) - \phi_t^*(r', t_i) \right],$$

where the factor $\sqrt{T_C}$ has been absorbed into the operators. For a fixed value of $\rho_l$ the EGF $Y_{C,w}^k(\rho_l, r)$ can be considered to be a function of the coordinate $r$ and can be represented with series expansion:

$$Y_{C,w}^k(\rho_l, r) = \sum_{k=0}^{N_l-1} a_{l,k} \psi_{l,k}(r),$$

where the $\{\psi_{l,k}(r)\}$ are a set of pre-specified expansion functions (e.g., annular Zernike polynomials) and the $\{a_{l,k}\}$ are unknown expansion coefficients. Eq. (19) has the very desirable effect of creating a block-diagonal regression problem, in which one obtains an independent set of equations at each SC pixel position $\rho_l$, as will be made clear below. The number of terms in the expansion $N_l$ and the choice of expansion functions $\{\psi_{l,k}(r)\}$ can different for each SC position $\rho_l$, allowing considerable flexibility. Note that there is no requirement that the $\{\psi_{l,k}(r)\}$ satisfy orthogonality conditions. The terms $\{a_{l,k}\}$ must be complex-valued, so that the $\{a_{l,k}\}$ must be complex-valued if the $\{\psi_{l,k}(r)\}$ are taken to be real, as they will be here. To make this explicit, define $a_{l,k} = a_{l,k}^* + j a_{l,k}^\prime$, splitting it into real and imaginary parts. Then Eq. (18) becomes

$$I_\star C(\rho_l, t_i) - I_0(\rho_l, t_i) \approx \sum_{k=0}^{N_l-1} a_{l,k}^R h_{l,k,i}^R + \sum_{k=0}^{N_l-1} j a_{l,k}^I h_{l,k,i}^I,$$

where

$$h_{l,k,i}^R = \left[ Y_{C,w}^k(\rho_l, r) \psi_{l,k}(r') + Y_{C,w}^{k*}(\rho_l, r') \psi_{l,k}(r) \right] \exp \left[ \beta k \alpha_\star \cdot (r - r') + \phi_t(r, t_i) - \phi_t^*(r', t_i) \right]$$

and

$$h_{l,k,i}^I = \left[ Y_{C,w}^{k*}(\rho_l, r') \psi_{l,k}(r) - Y_{C,w}^k(\rho_l, r) \psi_{l,k}(r') \right] \exp \left[ \beta k \alpha_\star \cdot (r - r') + \phi_t(r, t_i) - \phi_t^*(r', t_i) \right].$$

The measured image in the SC, denoted by $I_m(\rho_l, t_i)$, has an additive random component $\nu(\rho_l, t_i)$, which results from shot noise and detector readout noise (if nothing else), and is given by:

$$I_m(\rho_l, t_i) = I_\star C(\rho_l, t_i) + \nu(\rho_l, t_i).$$

Assuming that $\nu(\rho_l, t_i)$ and $\nu(\rho_l, t_i)$ are statistically independent (which, hopefully, is a good approximation for most readout noise processes), one obtains the following regression problem in a canonical form, separately for each pixel index $l$:

$$y_l = H_l x_l,$$
where

\[ \mathbf{y}_l = \begin{bmatrix} I_m(\mathbf{p}_l, t_0) - I_0(\mathbf{p}_l, t_0) - \nu(\mathbf{p}_l, t_0) \\ \vdots \\ I_m(\mathbf{p}_l, t_i) - I_0(\mathbf{p}_l, t_i) - \nu(\mathbf{p}_l, t_i) \\ \vdots \\ I_m(\mathbf{p}_l, t_{T-1}) - I_0(\mathbf{p}_l, t_{T-1}) - \nu(\mathbf{p}_l, t_{N_l-1}) \end{bmatrix}, \quad (24) \]

and

\[ \mathbf{x}_l = \begin{bmatrix} a_{l,0}^{i,0} \\ \vdots \\ a_{l,N_l-1}^{i,0} \\ \vdots \\ a_{l,N_l-1}^{i,1} \end{bmatrix}, \quad (25) \]

\[ \mathbf{H}_l = \begin{bmatrix} h_{l,0,0}^R & \ldots & h_{l,N_l-1,0}^R \\ \vdots & \ddots & \vdots \\ h_{l,0,i}^R & \ldots & h_{l,N_l-1,i}^R \\ \vdots & \ddots & \vdots \\ h_{l,0,T-1}^R & \ldots & h_{l,N_l-1,T-1}^R \end{bmatrix}, \quad (26) \]

where \( T \) is the total number of exposures to be included in the regression. The goal of the regression is to estimate \( \mathbf{x}_l \), which contains the coefficients that describe the EGF.

Thus, for each SC pixel, given by the index \( l \), one estimates the \( 2N_l \) expansion coefficients contained in the vector \( \mathbf{x}_l \). It may be practical to solve for a sufficient number of coefficients to allow a rather high-order expansion in Eq. (20). As an example, assume the expansion functions \( \{\psi_{l,k}(r)\} \) are given by the annular Zernike polynomials up to 20th order, which would correspond to a total of 230 polynomials, or \( N_l = 230 \). Since we must solve for the real and imaginary parts of the expansion coefficients, the vector \( \mathbf{x}_l \) would have 460 components that must be estimated from the regression. Further assume that the cadence of the SC and WFS is 1 millisecond, the atmospheric clearing time (the time it take for the wind to cross the telescope) is 2 seconds, and that we collect data for 10 clearing times (20s). Then, in each SC pixel there are \( 2 \times 10^4 \) observations from which to estimate these 460 coefficients, overdetermining the problem by a factor of about 40. The number of coefficients that one may determine is likely to be limited by the inversion of a matrix of size \( 2N_l \times 2N_l \) (computation time proportional to \( N_l^3 \)), or \( 460 \times 460 \) in this example. Note that the author’s desktop machine was able to invert a \( 1000 \times 1000 \) matrix of random numbers (which tends to result in a poorly conditioned system) in about 0.1 s.

### Including the Planetary Image

The regression problem in Eq. (23) does not include the planetary image. In order to include the planetary image, its intensity must be added to Eq. (22). The intensity arising on the SC due to planetary emission, denoted by \( I_{pcC} \), is given by \([1,3,4]\):

\[ I_{pcC}(\mathbf{p}_l, t_i) = \int d\mathbf{r} S(\mathbf{r}) \left\{ \Upsilon_p(\mathbf{p}_l, \mathbf{r}) \Upsilon_p^*(\mathbf{p}_l, \mathbf{r}') \exp j[\phi_\mathbf{r}(\mathbf{r}, t_i) - \phi_\mathbf{r}'(\mathbf{r}', t_i) + k\beta \mathbf{r} \cdot (\mathbf{r} - \mathbf{r}')] \right\}, \quad (27) \]

where \( \mathbf{r} \) is the 2D sky-angle in units of radians, \( \Upsilon_p(\mathbf{p}_l, \mathbf{r}) \) is a simplified model of the optical system that is suitable calculating the planetary contribution, and \( S(\mathbf{r}) \) is the sought-after planetary image. The operator \( \Upsilon_p(\mathbf{p}_l, \mathbf{r}) \) calculates the SC field given the field in some pupil plane of the instrument, quite possibly the DM plane, and the factor \( \beta \) is the demagnification defined earlier. Eq. (27) assumes that the effects of anisoplanatism are negligible, which should be valid for exoplanet imaging. \([4,17]\)

The quantity in braces in Eq. (27) the “planetary intensity kernel.” As described in the author’s previous papers, Eq. (27) corresponds to a multi-frame deconvolution problem, with a known PSF. Estimating the planetary
image $S(\alpha)$ from Eq. (27) couples the spatial pixels in the SC, and therefore does not admit the block-diagonal form of Eq. (23). However, alternating solution methods, in which iteratively updates the estimates of EGF, i.e., $x_l$, while holding $S(\alpha)$ constant, and vice-versa, can utilize the block-diagonal form of Eq. (23).

4. TREATING POLARIZATION EFFECTS

In [3, 4], the author presents a fully polarimetric discussion, allowing for the treatment of polarizing optical elements, the importance of which was demonstrated in [18]. The EGF method can be generalized to treat unknown polarization effects. The generalization of the EGF to treat polarization is called in “empirical Green’s tensor” (EGT). While the EGF is a scalar operator, the EGT is a matrix containing 4 scalar operators, estimating it is more demanding than estimating the EGF,

$$u_C(r_C, t) = \sqrt{I_s} \left[ \Phi_{C,w}^k(r_C, \alpha) + \Phi_{C,w}^u(r_C, \alpha) \right] \hat{u}_w(r_w, t) \exp[j\beta k \alpha_r \cdot r_w + \phi_r(r_w, t)],$$

where the field $u_C$ is a 2 × 1 Jones vector, $\Phi_{C,w}^k$ is now a 2 × 2 matrix, and $\hat{u}_w$ is the 2 × 1 polarization state vector of the light impinging on the WFS.

When treating polarization effects, one must consider the 4 × 1 coherency vector (which differs from the better-known Stokes vector by a linear transformation), instead of the simple scalar intensity. The coherency vector of the starlight impinging on the SC detector is $J_C(r_C, t) = u_C(r_C, t) \otimes u_w^*(r_C, t)$, where $\otimes$ denotes the Kronecker product, and the science camera field, $u_C$, is given by Eq. (28). Expressing the star’s coherency in terms of the EGT with Eq. (28) results in:

$$J_C(r_C, t) = I_s \left[ \Phi_{C,w}^k(r_C, r_w) \otimes \Phi_{C,w}^k(r_C, r_w') + \Phi_{C,w}^u(r_C, r_w) \otimes \Phi_{C,w}^u(r_C, r_w') \right] + \Phi_{C,w}^u(r_C, r_w') \otimes \Phi_{C,w}^u(r_C, r_w') \left[ \hat{u}_w(r_w, t) \otimes \hat{u}_w^*(r_w', t) \right] \exp[j\beta k \alpha_r \cdot (r_w - r_w') + \phi_r(r_w, t) - \phi_r(r_w', t)],$$

which makes no approximations that are not implicit in Eq. (28). Eq. (29) is the vector counterpart of Eq. (15).

As before, the unknown aspects of the optical system are treating by estimating the EGT, $\Phi_{C,w}^u$. Since the EGT is a matrix containing 4 scalar operators, estimating it is more demanding than estimating the EGF, which is a single scalar operator. Nonetheless, the EGT admits the same block-diagonal form, and the regression problems are similar.

5. WAVEFRONT MEASUREMENT ERROR

In Eq. (23), both $y_l$ and $H_l$ have terms that contain exponentiated residual phase, i.e., $\exp[j\phi_l(r, t)]$. The fact is that $\phi_l(r, t)$ must be somehow estimated from WFS datastream, and let $\hat{\phi}_l(r, t)$ represent this estimate. Replacing $\phi_l(r, t)$ with $\hat{\phi}_l(r, t)$ in the regression both biases the coefficients and causes highly correlated uncertainties in their values. This leads to a series of complex statistical issues that are introduced in [4] and will be the subject of future efforts by the author.

6. CONCLUSIONS

Standard differential imaging methods such as ADI and SDI have a variety of systematic errors and are particularly ineffective close to the star, where biggest returns on exoplanet science are expected.\(^8,9\) The region within about 3A/D (where D is the telescope diameter) is especially challenging due to the large angular displacement required for ADI, creating much incentive to explore methods beyond differential imaging. Fortunately, millisecond focal plane telemetry is now becoming practical due to a new generation of near-IR detector arrays with sub-electron noise that are capable of kHz readout rates. Combining these data with those simultaneously available from the WFS allows the possibility of self-consistently determining the optical aberrations (the cause of quasi-static speckles) and the planetary image.\(^1,3,4\)
Explicitly solving for the various aberrations in the optical system requires accounting for aberrations in various optical planes, leading to rather difficult and expensive computations, as many Fresnel propagations may be required.\textsuperscript{3,4} Here, an attractive alternative is presented. Instead of explicitly solving for the aberrations in a number of planes, one may instead assume that the diffraction problem can be solved by a Green’s function with an unknown component that accounts for the aberration, including the non-common path component. This unknown part of the Green’s function is “empirical Green’s function,” or EGF. Here, it was shown that estimating the EGF leads to a straightforward set of regression equations that avoid the plane-by-plane propagations shown in \textsuperscript{3,4}. Furthermore, the EGF regressions can be made highly parallel due to their block-diagonal structure, which should make them practical. It was also shown that the EGF can be generalized to treat unknown polarization effects by employing a similar “empirical Green’s Tensor” (EGT).

The disadvantage of the EGF approach compared to explicit estimation the aberrations in multiple planes is that the EGF has many more degrees of freedom, although the richness of the millisecond datastreams may well afford the ability to estimate the larger number of parameters. It may be that as the field develops, the EGF (or EGT) would be most useful as an exploratory technique used guide and/or supplement techniques that solve for the aberrations explicitly.
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