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ABSTRACT
Non-autoregressive automatic speech recognition (ASR) modeling has received increasing attention recently because of its fast decoding speed and superior performance. Among representatives, methods based on the connectionist temporal classification (CTC) are still a dominating stream. However, the theoretically inherent flaw, the assumption of independence between tokens, creates a performance barrier for the school of works. To mitigate the challenge, we propose a context-aware knowledge transferring strategy, consisting of a knowledge transferring module and a context-aware training strategy, for CTC-based ASR. The former is designed to distill linguistic information from a pre-trained language model, and the latter is framed to modulate the limitations caused by the conditional independence assumption. As a result, a knowledge-injected context-aware CTC-based ASR built upon the wav2vec2.0 is presented in this paper. A series of experiments on the AISHELL-1 and AISHELL-2 datasets demonstrate the effectiveness of the proposed method.

Index Terms— CTC, context-aware, knowledge transfer, ASR

1. INTRODUCTION

Automatic speech recognition (ASR) systems aim at converting a given input speech signal into its corresponding token sequence. They are not only required to model the acoustic information from the speech signal but needed to generate a precise token sequence corresponding to the speech and the contextual coherence. In recent years, connectionist temporal classification (CTC)-based ASR systems [1] have attracted significant attention since they can achieve a much faster decoding speed in the non-autoregressive manner and obtain competitive or even better performance compared to the conventional auto-regressive models [2, 3, 4, 5, 6, 7, 8]. To be specific, a standard CTC-based ASR usually consists of a multi-layer Transformer-based acoustic encoder and a classification head based on some layers of simple feedforward neural network. The acoustic encoder concentrates on encapsulating important characteristics of input speech into a set of feature vectors. The classification head aims at translating the set of feature vectors into a sequence of tokens. Subsequently, a CTC loss is employed to guild the model training so as to minimize the differences between the generated token sequence and the target gold reference.

Although CTC-based ASR models demonstrate their efficiency and effectiveness on several benchmark corpora, the school of models usually suffers from the conditional independence assumption, making it difficult to consider the relationships among tokens occurring in a sequence. Take the wav2vec2.0-CTC model (cf. Section 3.1) as an example, we found most of the substitution errors are mistakenly predicted to tokens with similar pronunciations. We also observed that the output representations generated by the encoder for tokens with similar pronunciations usually mix together. These observations indicate that CTC-based ASR systems can learn acoustic information well but are still imperfect in learning linguistic information.

Various research has been devoted to improving CTC-based ASR. The intermediate CTC [2] introduces auxiliary CTC losses to the intermediate layers of the acoustic encoder. The self-conditioned CTC [3] and its variants [4, 5] take predictions from intermediate layers as additional clues for the following layers of the encoder. These methods mainly focus on easing the conditional independence assumption from a theoretical perspective. The contextualized CTC loss [6] is proposed to guild the model learn contextualized information by introducing extra prediction heads to predict surrounding tokens. Some studies aspire to improve CTC-based ASR via knowledge transferring from pre-trained language models [7].

Following the research line, in this study, we present a knowledge-injected context-aware CTC-based ASR built upon the wav2vec2.0 [9]. Specific characteristics are at least threefold. First, a knowledge transferring module is designed to distill linguistic information from a pre-trained language model and inject the knowledge into the ASR model. Next, a context-aware training strategy is proposed to relax the conditional independence assumption. Finally, to enjoy the merits of a pre-conditioned speech representation learning method, the wav2vec2.0 [9] is employed as the acoustic encoder for our ASR model. As a result, a context-aware knowledge transferred wav2vec2.0-CTC ASR (CAKT) model is proposed in this study. It not only has a similar model size and decoding speed to the vanilla CTC-based ASR model, but also inherits its benefits from a pre-trained language model and a speech
representation learning method. Fig.1 depicts the architecture of the CAKT model. Extensive experiments are conducted on the AISHELL-1 and AISHELL-2 datasets, and the CAKT yields about 14% and 5% relative improvements over the baseline system, respectively. Furthermore, we will release the pre-trained Mandarin Chinese wav2vec2.0 model, the first publicly available speech representation model trained on the AISHELL-2 dataset, to the community.

2. RELATED WORKS

Large-scale pre-trained models have attracted much attention in recent years because they are trained using unlabeled data and achieve superior results on several downstream tasks by simple fine-tuning with only a few task-oriented labeled data. In the context of natural language processing, the pre-trained language models, such as bidirectional encoder representations from Transformers (BERT) [10] and its variants[11, 12], are representatives. These models have demonstrated their achievements in information retrieval, text summarization, and question answering, to name just a few. Because of the success, previous studies have investigated the pre-trained language model to enhance the performance of ASR. On the one hand, several studies directly leverage a pre-trained language model as a portion of the ASR model [13, 14, 15, 16, 17, 18, 19]. Although such designs are straightforward, they can obtain satisfactory performances. However, these models often slow down the decoding speed and usually have a large set of model parameters. On the other hand, a school of research makes the ASR model to learn linguistic information from pre-trained language models in a teacher-student training manner [20, 21, 7, 22, 23]. These models still obtain a fast decoding speed, but their improvements are usually incremental.

Apart from natural language processing, self-supervised speech representation learning creates a potential research subject in the speech processing community. Representative models include wav2vec [24], vq-wav2vec [25], wav2vec2.0 [9], Hubert [26], and so forth. These methods are usually trained with unlabeled data self-supervised and concentrate on deriving informative acoustic representatives for a given speech. Downstream tasks can be done by simply fine-tuning some additional layers of neural networks with only a few task-oriented labeled data. Several studies have explored novel ways to build ASR systems based on the pre-trained speech representation learning models. The most straightforward method is to employ them as an acoustic feature encoder and then stack a simple layer of neural network on top of the encoder to do speech recognition [9]. After that, some studies present various cascade methods to concatenate pre-trained language and speech representation learning models for ASR [14, 15, 17, 18]. Although these methods have proven their capabilities and effectiveness on benchmark corpora, their complicated model architectures and/or large-scaled model parameters have usually made them hard to be used in practice.

3. PROPOSED METHODOLOGY

3.1. Vanilla wav2vec2.0-CTC ASR Model

Among the self-supervised speech representation learning methods, wav2vec can be treated as the pioneer study in the research subject. In this study, we thus employ the advanced variant, i.e., wav2vec2.0, to serve as the cornerstone. The wav2vec2.0 consists of a CNN-based feature encoder and a contextualized acoustic representation extractor based on multi-layer Transformers. More formally, it takes a raw speech $X$ as an input and outputs a set of acoustic representations $H_L^X$: 

$$H_L^X = \text{CNN}(X),$$

$$H_L^X = \text{Transformer}(H_{L-1}^X),$$

where $l \in \{1, \cdots, L\}$ denotes the layer number of Transformers and $H_L^X \in \mathbb{R}^{d \times T}$ represents a set of $T$ feature vectors whose dimension is $d$. To construct an ASR model, a layer normalization (LN) layer, a linear layer and a softmax activation function are sequentially stacked on the top of the wav2vec2.0:

$$H^X = \text{LN}(H_L^X),$$

$$\hat{Y} = \text{Softmax}(\text{Linear}(H^X)).$$

Consequently, the CTC loss $L_{\text{CTC}}$ is used to guide the model training toward minimizing the differences between the prediction $\hat{Y}$ and the ground-truth $Y$. We denote the simple but straightforward wav2vec2.0-CTC ASR model as w2v2-CTC.

3.2. Token-dependent Knowledge Transferring Module

Extending from the vanilla w2v2-CTC ASR model, we present a token-dependent knowledge transferring module and a context-aware training strategy to not only copy linguistic information from a pre-trained language model to the ASR model but also reduce the limitations caused by the conditional independence assumption. Since the classic BERT model remains the most popular, we thus use it as an example to conduct the framework.

In order to distill knowledge from BERT, a token-dependent knowledge transferring module, which is mainly based on multi-head attention, is introduced. First of all, for each training speech utterance $X$, special tokens [BOS] and [EOS] are padded at the beginning and end of its corresponding gold token sequence $Y = \{y_1, \cdots, y_N\}$. Then, as with the seminal literal, we sum each token embedding with its own absolute sinusoidal positional embedding [27], which is used to distinguish the order of each token in the line. The set of resulting vectors $E = \{e^{[\text{BOS]}}, e^{y_1}, \cdots, e^{y_N}, e^{[\text{EOS}]\}}$ and high-level
acoustic representations $H^X$ (cf. Eq. (3)) are passed to a multi-head attention layer together:

$$O = \text{Multi-head Attention}(E, H^X, H^X),$$

where text-level feature $E$ is used to query acoustic-level statistics $H^X$, and $O$ denotes a set of $d$-dimensional output representations $\{o^{[\text{CLS}]}, o^{[\text{BOS}]}, \ldots, o^{[\text{SEP}]}, o^{[\text{EOS}]}\}$. By doing so, a set of token-dependent anchors (i.e., $E$) is created and is used to reorganize and aggregate the high-level acoustic representations $H^X$. The multi-head attention is employed to fulfill the cross-modality interaction. Consequently, a set of token-dependent acoustic-level representations $O$ is derived.

Previous literal has indicated that each layer of Transformer in BERT encodes different grains of information of a natural language [28, 29, 30], so we use BERT to encode the target transcription $Y$ and generate multi-grained contextual representations for each token:

$$H^Y_l = \{h^\text{[CLS]}_l, h^\text{[BOS]}_l, \ldots, h^\text{[SEP]}_l\} = \text{BERT}(H^Y_{l-1}),$$

where $l \in \{1, \ldots, L\}$ denotes the layer number of Transformers in BERT, and $H^Y_0$ is a set of BERT input vectors converted from $Y$. We collect all the distilled knowledge from BERT to be the learning target for the token-dependent knowledge transferring module:

$$H^Y_{avg} = \text{Avg}(H^Y_0, \ldots, H^Y_L),$$

$$\mathcal{L}_{KT} = k \sum_{n=1}^{N} (1 - \cos(h^y_{avg}, o^n)),$$

where the objective function $\mathcal{L}_{KT}$ is defined to minimize the cosine embedding loss, and a scaling hyper-parameter $k$ is used to equalize the numerical imbalance between the cosine embedding loss and other losses [7]. The index 0 and $N + 1$ denote the positions of the special tokens, which are ignored in calculating the training loss. Since the query vectors (i.e., $E$) equip explicit token information, the multi-head attention can more easily reorganize acoustic features corresponding to each query (token). Consequently, linguistic information can be transferred more efficiently so as to derive a more robust ASR model. The model architecture is depicted in Fig.1.
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**Fig. 1:** Model architecture of the proposed context-aware knowledge transferred wav2vec2.0-CTC ASR mode.

![Illustration of right-shift and left-shift methods used in context-aware training strategy](image2)

**(a) Right-shift Method**

**(b) Left-shift Method**

**Fig. 2:** Illustration of right-shift and left-shift methods used in context-aware training strategy. Nodes without aligned are discarded and only the CTC branch is used to do speech recognition. Based on the proposed token-dependent knowledge transferring module and context-aware training strategy,
the ASR model can not only transfer the linguistic knowledge from a powerful pre-trained language model but also loose the conditional independence assumption. Hence, the resulting ASR model enjoys the benefit from a pre-trained language model without introducing extra model parameters as well as sacrificing the decoding speed. We denote the context-aware knowledge transferred wav2vec2.0-CTC ASR model as CAKT in short hereafter.

4. EXPERIMENT SETUP

We evaluate the proposed CAKT on two Mandarin Chinese speech corpora, the AISHELL-1 [31] and AISHELL-2 [32]. The former is a popular-used benchmark consisting of 178-hour speech data, and the latter is a 1,000-hour industry-scaled speech dataset. Their vocabulary sizes are 4,233 and 7,001, respectively.

We use Fairseq [33] toolkit to pre-train a Mandarin Chinese wav2vec2.0 on the AISHELL-2 corpus. The CNN-based feature encoder has 512 channels with strides (5,2,2,2,2) and kernel sizes (10,3,3,3,3,2,2). The contextualized acoustic representation extractor consists of 12 Transformer layers, each with 12 attention heads, the hidden size is set to 768, and the intermediate size is 3,072. The pre-trained wav2vec2.0 is publicly available at https://github.com/kehanlu/mandarin-wav2vec2.

Our implementations are conducted on the Espnet2 [34] toolkit. The pre-trained wav2vec2.0 is used to initialize the CTC branch. The linear layer, stacked on top of the wav2vec2.0, is token-wisely initialized using BERT token embeddings, except non-verbal tokens. The knowledge transferring module consists of a tensor embedding layer with 768 dimensions, a sinusoidal absolute positional embedding layer, a multi-head attention layer with 12 heads and 768 model dimensions, and a pre-trained BERT\(^1\) model from Huggingface library [35]. The tensor embedding layer is also initialized using BERT token embeddings. We fine-tune the model for 20 epochs. The parameters of the CNN-based feature encoder of wav2vec2.0 and the BERT model are permanently frozen, while the contextualized acoustic representation extractor of wav2vec2.0 is jointly updated from the 5,001\(^{th}\) training updates. The early stop strategy with patience 3 is used in our experiment to avoid overfitting. Finally, we average the best 10 checkpoints on the development set to obtain the final model. The batch size is set to 32 and the gradients are accumulated over 2 updates. We use the Adam optimizer with warm-up scheduler (25,000 steps) and the learning rate is $10^{-4}$ throughout all experiments.

Table 1: Results on AISHELL-1 dataset without external language model unless specified.

| Method                      | Dev  | Test |
|-----------------------------|------|------|
| Autoregressive ASR          |      |      |
| Espnet2(w2v2)               | 4.23 | 4.52 |
| Espnet2(w2v2) w/ LM         | 4.20 | 4.47 |
| Non-Autoregressive ASR      |      |      |
| Vanilla w2v2-CTC            | 4.85 | 5.13 |
| Espnet2(w2v2) w/ CTC-branch | 4.57 | 4.82 |
| KT-RL-ATT                   | 4.38 | 4.73 |
| CAKT w/ left-shift          | 4.14 | 4.41 |
| CAKT w/ right-shift         | 4.10 | 4.39 |

Table 2: Results on AISHELL-1 dataset for various state-of-the-art systems. PAM and PLM indicate whether a pre-trained language model and/or a pre-trained speech representation learning method are/is used for building ASR.

| Method                              | PAM | PLM | Dev  | Test |
|-------------------------------------|-----|-----|------|------|
| Autoregressive ASR                  |     |     |      |      |
| Espnet2(Trans.) [34] w/ LM          | ✓   | ✓   | 5.9  | 6.4  |
| Espnet2(Conf.) [34]                 | ✓   | ✓   | 4.5  | 4.9  |
| Espnet2(Conf.) [34] w/ LM           | ✓   | ✓   | 4.4  | 4.7  |
| Preformer [14] w/ LM                | ✓   | ✓   | 4.3  | 4.6  |
| Non-Autoregressive ASR              |     |     |      |      |
| LASO with BERT [20]                 | ✓   | ✓   | 5.2  | 5.8  |
| Vanilla w2v2-CTC [15]               | ✓   | ✓   | 4.8  | 5.3  |
| KT-CL [7]                           | ✓   | ✓   | 5.0  | 5.2  |
| KT-RL-ATT [7]                       | ✓   | ✓   | 4.6  | 4.8  |
| rePLM-NAR-ASR [13]                  | ✓   | ✓   | 4.2  | 4.8  |
| KT-RL-CIF [7]                       | ✓   | ✓   | 4.3  | 4.7  |
| NAR CTC/attention [15]              | ✓   | ✓   | 4.1  | 4.5  |
| Wav-BERT [18]                       | ✓   | ✓   | 3.6  | 3.8  |

5. EXPERIMENTAL RESULTS

5.1. Results on AISHELL-1 dataset

In the first set of experiments, we evaluate the proposed CAKT and some baseline systems, which are implemented by ourselves. The experimental results are summarized in Table 1. Espnet2(w2v2) is a hybrid CTC/attention-based model, whose encoder is wav2vec2.0 and the decoder consists of six layers of Transformer. The decoder has 4 heads and 2,048 hidden units. Since Espnet2(w2v2) is an autoregressive (AR) model, we can simply pair a language model with it for better results. The additional language model is also trained by the AISHELL-1 corpus. The vanilla w2v2-CTC and Espnet2(w2v2) with CTC-branch are classic non-autoregressive (NAR) models. The KT-RL-ATT concentrates on transferring knowledge from a pre-trained language model to ASR.

\(^1\)https://huggingface.co/bert-base-chinese
based on attention mechanism, so it can be treated as a strong baseline [7]. Based on the results, the proposed CAKT surpasses all the baseline models. Specifically, CAKT with right-shift method yields a 14.4% relative improvement over vanilla w2v2-CTC, and it is worth noting that their model size and decoding speed are identical at the inference phase. Furthermore, compared with autoregressive models, CAKT can achieve superior performances and provide a much faster decoding speed. Compared to the strong baseline system KT-RL-ATT, CAKT with right-shift method reduces the CER from 4.73% to 4.39% (i.e., 7.2% relative improvement) showing a significant progress.

Next, we investigate the recognition performance for various state-of-the-art systems on the AISHELL-1 dataset. All the results are summarized in Table 2. Several worthwhile observations can be drawn. First, we divide all the ASR systems into AR and NAR models. The experimental results reveal that NAR models can obtain competitive results with AR models. Next, we take a step forward to analyze the contributions of using pre-trained language models and/or speech representation learning methods for ASR. Obviously, these pre-trained models can enhance the ASR performance for both AR and NAR models. Third, Preformer and Wav-BERT deliver the best results in autoregressive and non-autoregressive manners, respectively. It is noteworthy that both models combine a pre-trained language model and a pre-trained speech representation learning method to form the ASR model. As a result, they are not only larger but also more complicated than other methods.

Compared Table 1 to Table 2, the proposed CAKT demonstrates better results than most SOTA models. Therefore, we can conclude that the potential of CAKT comes from the token-dependent knowledge transferring mechanism and the context-aware training strategy. The former makes CAKT a knowledge-injected ASR, and the latter attends to ease the conditional independence assumption. Thereby, CAKT enjoys the benefits of a pre-trained speech representation learning method, mimics knowledge from a pre-trained language model, and is a lightweight ASR model with a fast decoding speed. In summary, CAKT presents an efficient and effective way to enhance CTC-based ASR.

### 5.2. Results on AISHELL-2 dataset

In addition to the AISHELL-1 dataset, we also carry out experiments on the industry-scaled AISHELL-2 corpus, and the results are shown in Table 3. The development and test sets of AISHELL-2 cover three different channels: iOS mobile phones (iOS), Android mobile phones (Android), and high-fidelity microphones (Mic). At first glance, all of the models can obtain better results on iOS than Android and Mic. Besides, the performance gaps between iOS and Android, as well as iOS and Mic, are much more extensive for wav2vec2.0-based models (i.e., vanilla w2v2-CTC, KT-RL-ATT, and CAKT). A possible reason is that the training data in AISHELL-2 are recorded by iOS devices, and the wav2vec2.0 is also pre-trained by using the training set. As such, these ASR models are much more accurate for iOS data than other data types. Next, the proposed CAKT yields better results than baseline systems, i.e., vanilla w2v2-CTC, KT-RL-ATT, and CAKT). A possible reason is that the training data in AISHELL-2 are recorded by iOS devices, and the wav2vec2.0 is also pre-trained by using the training set. As such, these ASR models are much more accurate for iOS data than other data types. Next, the proposed CAKT yields better results than baseline systems, i.e., vanilla w2v2-CTC and KT-RL-ATT, in almost all cases. Compared with SOTA systems, CAKT also delivers better performance than most methods. Finally, although CAKT seems to obtain only comparative or worse results than rePLM-NAR-ASR, the model size of CAKT is much smaller than that of rePLM-NAR-ASR. Besides, CAKT is also faster than rePLM-NAR-ASR in the inference stage. Based on all the experiments, we can summarize that CAKT indeed achieve satisfactory performances on both AISHELL-1 and AISHELL-2 corpora. Furthermore, it is worth mentioning that the token-dependent knowledge transferring module and context-aware training strategy can be paired with other CTC-based ASR, and we believe these novel mechanisms can boost the progress of CTC-based models.
Table 4: Further analysis for the proposed CAKT ASR model on AISHELL-1 dataset.

| Query               | Shift | Dev  | Test |
|---------------------|-------|------|------|
| Positional Embeddings  | 0     | 4.39 | 4.68 |
| Positional Embeddings  | -1    | 4.36 | 4.60 |
| Positional Embeddings  | 1     | 4.36 | 4.66 |
| Token + Positional Embeddings  | 0     | 4.27 | 4.52 |
| Token + Positional Embeddings  | -1    | 4.14 | 4.41 |
| Token + Positional Embeddings  | 1     | **4.10** | **4.39** |

5.3. Further Analysis

Following, we turn to analyze the proposed CAKT, and the results are shown in Table 4. First, we compare the efficiency of using token-dependent representations and positional embeddings as query vectors in the knowledge transferring step. The results indicate that token-dependent queries can obtain better results than positional embeddings. Although the change is simple, it can bring up to about 5.8% relative improvements for both development and test sets. Next, we analyze the alignment methods used in the proposed context-aware training. When combined with positional embeddings, the right-shift and left-shift methods can only receive slight improvements than the no-shift method (i.e., Shift=0). However, when paired with token-dependent queries, the right-shift and left-shift methods deliver 2.8% and 2.4% relative improvements over the no-shift method on the test set, respectively. To sum up, the token-dependent queries play an important role in knowledge transferring and context-aware training.

6. CONCLUSION

This work presents a simple yet effective context-aware knowledge transferring strategy to inject linguistic knowledge and modulate the conditional independence assumption for CTC-based ASR. The knowledge transferring module is designed to distill knowledge from a pre-trained language model, and the context-aware training strategy forces the ASR model to be aware of contextual information. As such, the resulting CAKT model not only utilizes BERT and wav2vec2.0 but also relaxes the conditional independence assumption. Extensive experiments and analysis demonstrate the effectiveness and efficiency of the proposed method. We believe such a lightweight and simple method could be a potential basis for further research. In the future, we plan to evaluate the CAKT on other benchmark corpora and train it based on other pre-trained language models and speech representation learning methods. We will also continue improving the architecture and exploring different training objectives for the CTC-based ASR.
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