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Abstract

We compute, for cosmological backgrounds, the $O(d, d; \mathbb{R})$ invariant beta functions for the sigma model of the bosonic string at two loops. This yields an independent first-principle derivation of the order $\alpha'$ corrections to the cosmological target-space equations. To this end we revisit the quantum consistency of Tseytlin’s duality invariant formulation of the worldsheet theory. While we confirm the absence of gravitational (and hence Lorentz) anomalies, our results show that the minimal subtraction scheme is not applicable, implying significant technical complications at higher loops. To circumvent these we then change gears and use the Polyakov action for cosmological backgrounds, applying a suitable perturbation scheme that, although not $O(d, d; \mathbb{R})$ invariant, allows one to efficiently determine the $O(d, d; \mathbb{R})$ invariant beta functions.
1 Introduction

In this paper, which is a sequel to [1], our goal is twofold: First, we continue the program of computing duality invariant beta functions for the string sigma model. Second, we revisit (and reaffirm) the quantum consistency of the duality invariant sigma model due to Tseytlin [2] and its generalizations [3–5]. Here we refer by duality to the phenomenon that string theory with $d$-dimensional translation invariance admits an $O(d, d; \mathbb{R})$ symmetry to all orders in $\alpha'$ or, equivalently, to all orders in worldsheet loops [6]. We generalize previous one-loop results by computing the two-loop beta functions for bosonic string theory in cosmological backgrounds (i.e. with target-space fields depending only on time), which gives the first $\alpha'$ correction to the cosmological target-space equations.

In [1] we computed the complete duality invariant one-loop beta function for bosonic string theory in a Kaluza-Klein formulation with $n$ external and $d$ internal coordinates (with target-space fields being independent of the internal coordinates), completing earlier results in [7,8]. We showed that vanishing of the Weyl anomaly implies the two-derivative equations determined by Maharana and Schwarz [9]. To this end we employed Tseytlin’s $O(d, d; \mathbb{R})$ invariant formulation of the worldsheet sigma model, generalized to include all internal and external Kaluza-Klein fields [3–5]. This duality invariant sigma model is based on doubled but chiral scalars, for which there is no manifestly Lorentz invariant action. Rather, the action (in
Euclidean signature) for external scalars $X^\mu$ and internal (doubled) scalars $Y^M$ employs the methods of Floreanini-Jackiw [10] and is given by

$$S[X,Y] = \frac{1}{4\pi\alpha'} \int d^2x \left[ g_{\mu\nu}(X) \partial^\alpha X^\mu \partial_\alpha X^\nu + i \epsilon^{\alpha\beta} B_{\mu\nu}(X) \partial_\alpha X^\mu \partial_\beta X^\nu - i \partial_1 Y^M \partial_2 Y_M + \mathcal{H}_{MN}(X) \partial_1 Y^M \partial_1 Y^N \right].$$  \hspace{1cm} (1.1)

Here, $g_{\mu\nu}$ and $B_{\mu\nu}$ denote the external metric and B-field, respectively, and we momentarily suppress the couplings to dilaton and Kaluza-Klein vectors. Moreover, the “generalized metric” $\mathcal{H}_{MN}$ is an $O(d,d)$ covariant matrix encoding the internal metric and B-field. The second-order field equations for $Y^M$ can be integrated to first-order self-duality or chirality constraints, which can be used to show that this theory is classically equivalent to the standard Polyakov action.

Due to the presence of chiral bosons it is to be expected that various symmetries may become anomalous, hence casting doubt on the quantum consistency of this model. Indeed, it was shown in [5] that duality invariance itself becomes anomalous. However, the anomalous transformation of the one-loop effective action can be canceled by using the Green-Schwarz mechanism, assigning a suitable transformation to the external B-field. This observation gives a worldsheet interpretation to the target-space analysis in [11,12] that showed that in general $O(d,d)$ transformations need to be $\alpha'$-deformed, although this deformation vanishes in the cosmological setting that we focus on here. Similarly, a theory of chiral bosons generally displays gravitational anomalies, but one expects that for an equal number of left-moving and right-moving bosons, as in Tseytlin’s model, these anomalies cancel [28–30]. This was confirmed explicitly in [5] for the special case of constant backgrounds.

In this paper we revisit the quantum consistency of the duality invariant sigma model once more, motivated by certain complications that arise at two loops. Indeed, computing the two-loop beta functions naively, by employing the minimal subtraction (MS) scheme, leads to results that are incompatible with duality invariance and hence are inconsistent. Rather than indicating an inconsistency of the model, this problem is due to the MS scheme not being applicable in this context, a fact that was appreciated in the 1980s in the closely related realm of chiral fermions [31]. In section 2 we revisit these issues for the duality invariant Tseytlin model. We confirm in particular that the Lorentz symmetry does not have genuine anomalies and explain why the MS scheme cannot be used for renormalization. Consequently, the actual computation of higher-loop beta functions meets with significant technical challenges.

In the second part of this paper we will thus change gears and compute the duality invariant beta functions using the standard Polyakov action restricted to cosmological backgrounds. While this action is not $O(d,d;\mathbb{R})$ invariant, the complete beta functions can be efficiently determined by demanding duality invariance. This procedure will be explained in section 3 by revisiting the one-loop computation and then be used in section 4 to determine the $O(\alpha')$ coefficient in the cosmological classification of [32], thereby providing an independent check of [33,34], where this coefficient was computed by direct dimensional reduction. Remarkably, the beta functions of the cosmological Polyakov action lead to the duality invariant beta functions (and hence field equations) rather directly, which is in contrast to the dimensional

---

1This mimics an earlier observation in double field theory [13–15], in which the generalized gauge transformations also need to be $\alpha'$-deformed [16–19], see also [20–27].
reduction procedure that requires some elaborate field redefinitions [33–36]. At one and two loops it is easy to see diagrammatically that potential duality violating terms (that would have to be removed by field redefinitions) do not arise. At higher loops it is guaranteed that the contributions corresponding to single-trace terms in the action are duality invariant, while the multi-trace terms may require field redefinitions in order to display duality invariance.

We close the introduction by discussing in more detail the subtleties of higher-loop computations in presence of chiral fields. Consider the quantum effective action $\Gamma[X]$ obtained by integrating out the $Y^M$ from the action (1.1):

$$e^{-\Gamma[X]} = Z^{-1} \int DYe^{-S[X,Y]}.$$  \hspace{1cm} (1.2)

Although Lorentz invariance of the classical action (1.1) is non-standard, the $X^\mu$ do transform conventionally as scalars, so that the Lorentz symmetry of $\Gamma$, if present, must be manifest. The absence of genuine gravitational and hence Lorentz anomalies to be confirmed here, however, does not imply that the effective action has no anomalous transformation. It only implies that its anomalous transformation can be canceled by adding a finite and local counterterm [37]. In Section 2 we will explicitly show that the one-loop effective action receives a Lorentz breaking contribution of the form

$$\Delta\Gamma = \int d^2x A_{\mu\nu}(X) \partial_1 X^\mu \partial_1 X^\nu,$$  \hspace{1cm} (1.3)

with a finite and local target-space tensor $A_{\mu\nu}$. This implies that the anomalous contribution can be eliminated by adding a finite and local counterterm (for instance, we could simply take minus the term (1.3), thereby restoring Lorentz symmetry at one loop. While this means that the model is consistent at the quantum level, it also implies that the minimal subtraction scheme cannot be used for renormalization [31], because here counterterms are fixed by demanding that the quantum effective action be finite and that the counterterms have no finite part. Rather, finite counterterms have to be added at every loop order to restore Lorentz invariance. This fact, in particular, makes renormalization (and thus computation of the beta function) beyond one loop particularly convoluted. The main technical difficulty is that computing the divergent part of the effective action is not enough to fix the counterterms. In order to check for Lorentz invariance, and eventually restore it, at a given loop order one has to compute also the finite part of the effective action, which is considerably more complicated than the divergent one.  

Note added: In the process of finalizing this paper the preprint [40] appeared, which reports on unsuccessful attempts to compute the two-loop beta function for the Tseytlin model in the cosmological setting. Their computation proceeds with a minimal subtraction scheme but, as argued here, this is invalid beyond one loop given the presence of harmless but non-vanishing Lorentz anomalies.

\[2\] A symmetric and conserved energy-momentum tensor $T_{\alpha\beta}$ yields a conserved Lorentz current $J_{\alpha} = T_{\alpha\beta} \epsilon^{\beta\gamma} x_\gamma$. Conversely, an anomalous Ward identity for $J_{\alpha}$ has to descend from a gravitational anomaly.

\[3\] There are also proposals for manifestly Lorentz-invariant formulations, see [38,39], but it remains to be seen whether they can be employed for higher-loop computations.
2 Quantum consistency

We revisit the quantum consistency of the duality invariant sigma model ([1.1]). In the first subsection we show the absence of gravitational anomalies by verifying the Ward identities. In the second subsection we compute the one-loop quantum effective action and determine in particular the removable Lorentz “anomaly” $\Delta \Gamma$ in [1.3].

2.1 Ward identities

We study the duality invariant sigma model on a flat Euclidean worldsheet, thereby ignoring the coupling to the dilaton, and suppress the Kaluza-Klein vectors $A_M^\mu$, which play no role in the present discussion. The complete action $S[X,Y]$ splits as $S[X,Y] = S_P[X] + S_T[X,Y]$, where $S_P$ denotes the usual Polyakov sigma model for the external sector, while $S_T$ contains the fields which transform non-trivially under T-duality.

\[
S_P[X] = \frac{1}{2\lambda} \int d^2x \left[ g_{\mu\nu}(X) \partial^\mu X^\nu \partial_\alpha X^\nu + i \epsilon^{\alpha\beta} B_{\mu\nu}(X) \partial_\alpha X^\mu \partial_\beta X^\nu \right],
\]

\[
S_T[X,Y] = \frac{1}{2\lambda} \int d^2x \left[ -i \partial_1 Y^M \partial_2 Y_M + \mathcal{H}_{MN}(X) \partial_1 Y^M \partial_1 Y^N \right].
\]

In here, $x^2$ is the Euclidean time, $\epsilon^{12} = +1$ and $\lambda = 2\pi\alpha'$ is the worldsheet coupling and loop counting parameter. The worldsheet fields $X^\mu$, with $\mu = 1, \ldots, D$, are the coordinate embeddings of the “external” directions, while $Y^M$, $M = 1, \ldots, 2d$, correspond to the doubled “internal” coordinates. The generalized metric $\mathcal{H}_{MN}$ is an $O(d,d)$ matrix and thus obeys $\mathcal{H}_{MP} \eta^{PQ} \mathcal{H}_{QN} = \eta_{MN}$, where $\eta_{MN}$ is the $O(d,d)$—invariant metric, which is used to raise and lower fundamental $O(d,d)$ indices. It will often be convenient to work with the matrix $S_M^N := \mathcal{H}_{MP} \eta^{PN}$, which leads to simpler index-free matrix manipulations. The $O(d,d)$ constraint, for instance, translates to the simple $S^2 = 1$. The above action is 2D Lorentz (or rather $SO(2)$) invariant under the non-standard transformations

\[
\delta X^\mu = \xi^\alpha \partial_\alpha X^\mu, \quad \delta Y^M = \xi^1 \partial_1 Y^M - i \xi^2 \partial_1 Y^N S^N_M,
\]

where $\xi^\alpha(x)$ is a diffeomorphism which specializes to an $SO(2)$ parameter as $\xi^\alpha = \omega \epsilon^{\alpha\beta} x_\beta$. It should be emphasized that Lorentz invariance (at least under the transformations (2.2)) requires the constraint $S^2 = 1$. Applying the Noether procedure one finds the symmetric and traceless energy-momentum tensor $T_{\alpha\beta}$. The conserved Lorentz current is then given by $J_\alpha = T_{\alpha\beta} \epsilon^{\beta\gamma} x_\gamma$.

As usual, it is convenient to introduce complex coordinates on the plane as $x^\pm = x^1 \pm ix^2$, yielding $\partial_1 = \partial_+ + \partial_-$ and $\partial_2 = i(\partial_+ - \partial_-)$. The two independent components of $T_{\alpha\beta}$ can similarly be rewritten as

\[
T_{++} = T_{11} - iT_{12} = \frac{2}{\lambda} g_{\mu\nu}(X) \partial_+ X^\mu \partial_+ X^\nu - \frac{1}{2\lambda} \left( \eta_{MN} - \mathcal{H}_{MN}(X) \right) \partial_1 Y^M \partial_1 Y^N,
\]

\[
T_{--} = T_{11} + iT_{12} = \frac{2}{\lambda} g_{\mu\nu}(X) \partial_- X^\mu \partial_- X^\nu + \frac{1}{2\lambda} \left( \eta_{MN} + \mathcal{H}_{MN}(X) \right) \partial_1 Y^M \partial_1 Y^N,
\]

\[\text{Strictly speaking, at order } \alpha' \text{ also the external B-field transforms non-trivially under } O(d,d), \text{ due to the Green-Schwarz deformation.}
\]

\[\text{The standard notation for the complex coordinates is } (\bar{z}, \bar{\bar{z}}), \text{ but we find it more convenient to use the } x^\pm \text{ notation in order to keep track of the } SO(2) \text{ tensor character.}\]
and obey the holomorphic conservation law $\partial_+ T_{++} = 0$, $\partial_+ T_{--} = 0$. Since the Lorentz symmetry is not manifest, it can in principle become anomalous at the quantum level. Given that the energy-momentum tensor of the free theory is manifestly symmetric, the conservation of the Lorentz current is guaranteed by the conservation of the energy-momentum tensor. If $T_{\alpha\beta}$ is not conserved at the quantum level, then there is a gravitational anomaly in curved space, which renders the theory inconsistent.

After these preliminaries we now prove the absence of gravitational anomalies. In two dimensions, anomalies arise in two-point functions of conserved currents, such as $\langle T(x)T(y) \rangle$. In order to compute the two-point functions of the energy-momentum tensor (2.3) in the nonlinear sigma model, one has to expand the target-space fields around a fixed spacetime point, such as

$$g_{\mu\nu}(X) = \eta_{\mu\nu} + \mathcal{O}(X) , \quad \mathcal{H}_{MN}(X) = H_{MN} + \mathcal{O}(X) ,$$

where $H_{MN}$ is a constant $O(d, d)$ matrix obeying $H_{MP}\eta^{PQ} H_{QN} = \eta_{MN}$. As for the full $\mathcal{H}_{MN}(X)$, we define $S_{MN} = H_{MP}\eta^{PN}$, which obeys $S^2 = 1$. Since every contribution of order $X$ and higher in the expansion (2.4) generates a trilinear and higher order vertex in the energy momentum tensor (2.3), they only contribute to the $(TT)$ two-point function starting at two loops. Given that anomalies only arise at one-loop level, we are left with the two-point functions of the energy-momentum tensor of the free theory:

$$T_{++} = \frac{2}{\lambda} \partial_+ X^\mu \partial_+ X^\mu - \frac{1}{\lambda} \Pi_{MN}^{+} \partial_1 Y^M \partial_1 Y^N ,$$

$$T_{--} = \frac{2}{\lambda} \partial_- X^\mu \partial_- X^\mu + \frac{1}{\lambda} \Pi_{MN}^{-} \partial_1 Y^M \partial_1 Y^N ,$$

for which the $X$-part and the $Y$-part, in the following denoted by $T^{X}_{\alpha\beta}$ and $T^{Y}_{\alpha\beta}$, respectively, are separately conserved. In (2.5) we have introduced the constant $O(d, d)$ projectors $\Pi_{MN}^{\pm} = \frac{1}{2} (\eta_{MN} \pm H_{MN})$, whose matrices $\Pi_{\pm} = \frac{1}{2} (1 \pm S)$ satisfy $\Pi_{\pm}^2 = \Pi_{\pm}$ as well as $\Pi_{\pm} \Pi_{\mp} = 0$. The constant backgrounds $\eta_{\mu\nu}$ and $H_{MN}$ also define the propagators of the free theory, which read

$$\langle X^\mu(x)X^\nu(y) \rangle = \lambda \eta^{\mu\nu} \int \frac{d^2 p}{(2\pi)^2} \frac{e^{ip(x-y)}}{p^2} ,$$

$$\langle Y^M(x)Y^N(y) \rangle = \lambda \int \frac{d^2 p}{(2\pi)^2} \frac{e^{ip(x-y)}}{p^2} \left[ H^{MN} + i \frac{p_1}{p_2} \eta^{MN} \right] .$$

Since at this level there are no interactions between $X$ and $Y$, the connected two-point functions split as sums of the form

$$\langle T(x)T(y) \rangle = \langle T^X(x)T^X(y) \rangle + \langle T^Y(x)T^Y(y) \rangle ,$$

which obey the Ward identities separately. Since the Polyakov part of the sigma model cannot generate gravitational anomalies, one has only to compute the connected two point functions of $T^Y_{\alpha\beta}$, and we will drop the superscript $Y$ from now on. Since the matrix $S$ obeys $S\Pi_{\pm} = \Pi_{\pm} S = \pm \Pi_{\pm}$, it is easy to see that the mixed correlator $\langle T_{++}(x)T_{--}(y) \rangle$ vanishes due to the $O(d, d)$ tensor structure. Upon performing the Wick contractions using the propagators (2.6) one finds

$$\langle T_{++}(x)T_{++}(y) \rangle = \int \frac{d^2 p}{(2\pi)^2} e^{ip(x-y)} \langle T_{++}T_{++} \rangle (p) ,$$

$$\langle T_{--}(x)T_{--}(y) \rangle = \int \frac{d^2 p}{(2\pi)^2} e^{ip(x-y)} \langle T_{--}T_{--} \rangle (p)$$
with the momentum space expressions

\[ \langle T_{++} T_{++} \rangle (p) = \frac{d}{2} \left[ J_1(p) - 2i J_2(p) - J_3(p) \right], \]

\[ \langle T_{--} T_{--} \rangle (p) = \frac{d}{2} \left[ J_1(p) + 2i J_2(p) - J_3(p) \right], \]  

(2.9)

where we used TrΠ_± = d, while the one-loop integrals read

\[ J_1(p) = \int \frac{d^2 k}{(2\pi)^2} \frac{k_1^2 (p_1 + k_1)^2}{k^2 (p + k)^2}, \]

\[ J_2(p) = \int \frac{d^2 k}{(2\pi)^2} \frac{k_1 k_2 (p_1 + k_1)^2}{k^2 (p + k)^2}, \]  

(2.10)

\[ J_3(p) = \int \frac{d^2 k}{(2\pi)^2} \frac{k_1 k_2 (p_1 + k_1) (p_2 + k_2)}{k^2 (p + k)^2}. \]

The separate integrals \( J_i(p) \) are UV quadratically divergent. We thus employ dimensional regularization by extending the integrations as

\[ \int \frac{d^2 k}{(2\pi)^2} \to \mu^{2-\epsilon} \int \frac{d^n k}{(2\pi)^n}, \quad n = 2 + \epsilon, \]  

(2.11)

thereby introducing the renormalization scale \( \mu \). The components \( k_1 \) and \( k_2 \) entering explicitly in (2.10) are treated as two particular components of the \( n \)-dimensional vector \( k_\alpha \). The integrals are then computed by using the manifest \( SO(n) \) symmetry of the denominators and integration measure, yielding

\[ J_1(p) = \frac{1}{4\pi} \left[ p^2 \left( \frac{1}{4\epsilon} - \frac{1}{3} + \frac{1}{8} \log \frac{p^2}{\mu^2} \right) + \frac{p_1^4}{6} + \frac{p_1^2 p_2^2}{6p^2} \right], \]

\[ J_2(p) = \frac{1}{4\pi} \left[ \frac{p_1 p_2}{12} + \frac{p_1^3 p_2}{6p^2} \right], \]  

(2.12)

\[ J_3(p) = \frac{1}{4\pi} \left[ p^2 \left( \frac{1}{4\epsilon} - \frac{1}{4} + \frac{1}{8} \log \frac{p^2}{\mu^2} \right) + \frac{p_1^4 p_2^2}{6p^2} \right], \]

where we have redefined \( 4\pi e^{-\gamma} \mu^2 \to \mu^2 \), with \( \gamma \) the Euler-Mascheroni constant. Summing the contributions to find the correlators (2.9) one can see that both the UV divergence and the renormalization scale disappear, leaving

\[ \langle T_{++} T_{++} \rangle (p) = \frac{d}{8\pi} \left[ -\frac{p_1^2}{12} + \frac{p_1^2}{6} + \frac{p_1^2 (p_1^2 - p_2^2)}{6p^2} - \frac{ip_1 p_2}{6} - \frac{ip_1^3 p_2}{3p^2} \right], \]

\[ \langle T_{--} T_{--} \rangle (p) = \frac{d}{8\pi} \left[ -\frac{p_1^2}{12} + \frac{p_1^2}{6} + \frac{p_1^2 (p_1^2 - p_2^2)}{6p^2} + \frac{ip_1 p_2}{6} + \frac{ip_1^3 p_2}{3p^2} \right]. \]  

(2.13)

The result can be rewritten in terms of complex momenta \( p_\pm = \frac{1}{2} (p_1 \pm ip_2) \), giving the more familiar form

\[ \langle T_{++} T_{++} \rangle (p) = \frac{d}{48\pi} \left[ \frac{p_1^3}{p_-} + 4 p_+^2 + p_+ p_- \right], \]

\[ \langle T_{--} T_{--} \rangle (p) = \frac{d}{48\pi} \left[ \frac{p_1^3}{p_+} + 4 p_-^2 + p_+ p_- \right]. \]  

(2.14)
One can see that the non-local part of the correlator coincides with the one obtained from standard scalars in two dimensions (as, for instance, the $X^\mu$). This part gives a non-vanishing gravitational anomaly that, as usual, can be canceled at the expense of the Weyl symmetry, i.e. by generating an anomalous trace of the energy-momentum tensor $T_{+-}$. While the extra local terms in the correlator (2.14) cannot give rise to genuine anomalies, one can see that the local contributions violate the rigid $SO(2)$ symmetry in flat space. Indeed, $\langle T_{++}T_{++} \rangle$ is a “spin” $+4$ tensor, which is respected by the non-local contribution $\frac{p^2}{p^-} = \frac{4p^4}{p^2}$, but the local terms in (2.14) have spin $+2$ and zero.

This analysis implies that the sigma model cannot have genuine gravitational anomalies. This ensures that the effective action constructed from (2.1) can be made Lorentz invariant at the quantum level. The result (2.14), however, suggests that the model does have trivial anomalies, that have to be canceled by adding suitable local counterterms to the action (2.1). We will substantiate this claim in the next section by computing the one-loop effective action in a perturbative expansion in fields.

2.2 Effective action

At this point, one could study the effective action of the sigma model (2.1) by employing the background field method [41, 42]. However, rather than studying the full one-loop effective action, we shall focus on the partial effective action generated by integrating out the $Y$ fields from $S[X, Y]$:

$$e^{-\Gamma[X]} = \frac{1}{Z} \int D Y e^{-S[X,Y]}.$$  \hfill (2.15)

We shall stress that $\Gamma[X]$ encodes only the quantum effects of $Y$-loops on the dynamics of the $X$-sector. Since the $X^\mu$ fields are normal scalars under 2D Lorentz transformations, this is sufficient to study the Lorentz symmetry of the $X$-sector at the quantum level. Indeed, the advantage in studying the effective action $\Gamma[X]$ is that its Lorentz invariance (or breaking thereof) is manifest. Upon splitting $S[X, Y]$ into the Polyakov and Tseytlin parts as in (2.1), one can see that the effective action $\Gamma$ is given by the sum of the classical Polyakov action $S_P$ and of the one-loop correction $W$ due to the $Y$ path integral. The latter is given by

$$e^{-W[X]} = \frac{1}{Z} \int D Y e^{-S_T[X,Y]},$$  \hfill (2.16)

where we recall that the Tseytlin action reads

$$S_T[X, Y] = \frac{1}{2\kappa} \int d^2 x \left[ -i \partial_1 Y^M \partial_2 Y_M + \mathcal{H}_{MN}(X) \partial_1 Y^M \partial_1 Y^N \right].$$  \hfill (2.17)

In order to extract a standard kinetic term for the $Y^M$, one usually flattens the fields by means of generalized vielbeins $E_M^A$ and defining $Y^M = E_M^A(X) Y^A$, which generates further interactions with the Maurer-Cartan form $\Omega_{AB} = E_M^A \partial_\mu E^{MB}$. This way of proceeding, however, seems inconvenient due to the infrared divergence of the $Y$-propagator (2.6) for $p_1 \to 0$, which

---

6By coupling the theory to 2D gravity, the $\langle TT \rangle$ two point functions give the order $h^2$ contribution to the effective action of the metric fluctuation $h_{\alpha\beta}$. Any unwanted local term can be removed by adding a suitable local counterterm to the original action.
is removed only if all $Y$'s appear under a $\partial_1$. At the price of losing manifest background independence, we shall thus introduce a constant background $H_{MN}$, and expand the full generalized metric in powers of fluctuations. This can be achieved by considering the linearized fluctuation $h_{MN}$ as the fundamental field. By using the matrix $S$ and defining again $S$ as the matrix obtained by raising one index of the background $H_{MN}$, the expansion can be written as $S = S + h + O(h^2)$. Since both the full $S$ and the background $S$ square to one, we choose a power series ansatz for the expansion, where one verifies the constraint $S^2 = 1$ order by order in $h$. It is easy to see that all odd powers of $h$ besides the linear one can be removed by $O(d, d)$ covariant field redefinitions. Using an ansatz containing only even powers of $h$ one can solve the constraint in closed form by the formula

$$S = S + h + S\Delta(h)\,, \quad \Delta(h) = \sqrt{1 - h^2} - 1 = -\frac{1}{2} h^2 + O(h^4) \,.$$  \hspace{2cm} (2.18)

At this point, the leading term $H_{MN} \partial_1 Y^M \partial_1 Y^N$ in the expansion of $S_{\alpha\beta} = 1$ order by order, while the rest yields the interacting part

$$V_h = \frac{1}{2\lambda} \int d^2x \left\{ (h_{MN} + (S\Delta)_{MN}) \partial_1 Y^M \partial_1 Y^N \right\} \,.$$  \hspace{2cm} (2.19)

The interaction $V_h$ can be used to determine $W[X]$ as a power series in $h$ which gives, to second order,

$$W[X] = -\langle e^{-V_h} \rangle_{1PI} = \langle V_h \rangle_{1PI} - \frac{1}{2} \langle V_h^2 \rangle_{1PI} + O(h^3) \,.$$  \hspace{2cm} (2.20)

The term $\langle V_h \rangle$ is a tadpole, whose Feynman integral reads

$$\int \frac{d^n k}{(2\pi)^n} k^2 = \frac{1}{n} \int \frac{d^n k}{(2\pi)^n} 1 = 0 \,,$$  \hspace{2cm} (2.21)

vanishing in dimensional regularization.\footnote{We shall give more details on the computation of Feynman integrals in the next sections.} We shall thus evaluate the bubble diagram $\langle V_h^2 \rangle_{1PI}$ to lowest order in $h$, which yields

$$-\frac{1}{2} \langle V_h^2 \rangle_{1PI} = \frac{1}{4} \int \frac{d^2 p}{(2\pi)^2} \Pi(p) \text{tr}(h(p) h(-p)) \,,$$  \hspace{2cm} (2.22)

where $\Pi$ is given by $\Pi(p) = J_1(p) + J_3(p)$ in terms of the integrals (2.12):

$$\Pi(p) = \frac{1}{4\pi} \left\{ p^2 \left( \frac{1}{2\epsilon} + \frac{1}{4} \log \frac{p^2}{\mu^2} - \frac{7}{12} \right) + \frac{1}{3} p^2 \right\} \,.$$  \hspace{2cm} (2.23)

The order $h^2$ effective action thus splits as $W = W_{\text{n.l.}} + W_{\text{div.}} + W_{\text{loc.}} + O(h^3)$. The divergent term $W_{\text{div.}}$ is local and Lorentz invariant:

$$W_{\text{div.}} = \frac{1}{32 \pi \epsilon} \int d^2 x \text{tr} (\nabla_\mu h \nabla_\nu h) \partial^\alpha X^\mu \partial_\alpha X^\nu \,.$$  \hspace{2cm} (2.24)

The non-local contribution $W_{\text{n.l.}}$ is Lorentz invariant as well and is given in momentum space by

$$W_{\text{n.l.}} = \frac{1}{64 \pi} \int \frac{d^2 p}{(2\pi)^2} \log \frac{p^2}{\mu^2} \text{tr} \left[ (\partial^\alpha X^\mu \nabla_\mu h)(p) (\partial_\alpha X^\nu \nabla_\nu h)(-p) \right] \,.$$  \hspace{2cm} (2.25)

The absence of genuine gravitational anomalies ensures that the divergent and the non-local parts of the effective action are Lorentz invariant, which we have confirmed by this direct
computation. The local part of the effective action, on the other hand, has two contributions:

\[ W_{\text{loc}} = W_{\text{inv}} + \Delta \Gamma, \]

where \( W_{\text{inv}} = -\frac{7}{192\pi} \int d^2x \text{tr}(\nabla \mu h \nabla \nu h) \partial^\alpha X^\mu \partial_\alpha X^\nu \) is Lorentz invariant, while \( \Delta \Gamma \) displays a trivial anomaly, which is given by

\[ \Delta \Gamma = \frac{1}{48\pi} \int d^2x \text{tr}\left[ \nabla \mu h \nabla \nu h \right] \partial_1 X^\mu \partial_1 X^\nu. \]  

(2.26)

Since \( \Delta \Gamma \) is finite and local, Lorentz invariance can be restored at this order by adding a counterterm, the simplest choice being \( \Delta S_{\text{Lorentz}} = -\Delta \Gamma \).

Let us comment on this result. The appearance of Lorentz violating terms in the effective action \( \Gamma[X] \) is expected in dimensional regularization, since the theory contains chiral bosons and the Lorentz symmetry is not manifest. This does not imply an inconsistency, since the Lorentz violating terms are local and can be eliminated by a finite local counterterm. The renormalized one-loop effective action is thus finite and Lorentz invariant. The necessity of adding these finite counterterms, however, prevents one from using the minimal subtraction scheme for renormalization. Focusing on the beta functions, this issue does not affect their computation at one-loop level, but makes higher-loop computations very complicated. In order to illustrate these complications, let us recall the standard string sigma model with metric coupling \( g_{\mu\nu} \), where counterterms can be extracted from the so-called bare action, defined in \( 2 + \epsilon \) dimensions as

\[ S_0 = \frac{1}{2\lambda} \int d^{2+\epsilon}x \left[ g_{\mu\nu}^{(1)} \partial_1 X^\mu \partial_1 X^\nu + g_{\mu\nu}^{(2)} \partial_2 X^\mu \partial_2 X^\nu \right]. \]  

(2.28)

The finite counterterms, in particular, have to restore Lorentz invariance by imposing that the finite quantum corrections to \( g_{\mu\nu} \) coincide in the two sectors \( \partial_1 X^\mu \partial_1 X^\nu \) and \( \partial_2 X^\mu \partial_2 X^\nu \), thereby defining a single quantum effective coupling that multiplies \( \partial^\alpha X^\mu \partial_\alpha X^\nu \). For the case
at hand, our explicit computation determines the one-loop counterterms to be

\begin{align}
g^{(1)}_{\mu\nu} &= \mu^\epsilon \left[ g_{\mu\nu} - \frac{\lambda}{16\pi \epsilon} \text{tr}(\nabla_\mu h \nabla_\nu h) - \frac{\lambda}{24\pi} \text{tr}(\nabla_\mu h \nabla_\nu h) \right], \\
g^{(2)}_{\mu\nu} &= \mu^\epsilon \left[ g_{\mu\nu} - \frac{\lambda}{16\pi \epsilon} \text{tr}(\nabla_\mu h \nabla_\nu h) \right],
\end{align}

which yield a finite and Lorentz invariant effective action in terms of the single renormalized metric \( g_{\mu\nu} \). Thanks to the absence of true Lorentz anomalies, this must be the case at any loop order. The main technical difficulty, however, is that in order to determine the counterterms (and thus the beta function) it is not sufficient to compute the divergent part of the effective action. In order to restore Lorentz invariance, at any loop level one has to compute the finite part as well, which is considerably more complicated.

### 3 Cosmological Polyakov at one loop

In this section we propose an alternative method, circumventing the above mentioned technical complications, to determine the \( \alpha' \) corrections of the target-space effective action in the simplest cosmological reduction analyzed in [32]. We use the standard Polyakov sigma model but applied directly to cosmological backgrounds and show that, by using a suitable worldsheet perturbative expansion, \( O(d,d) \) invariant beta functions can be straightforwardly recovered.

#### 3.1 Classical action

We start by considering a \((d+1)\)–dimensional space\(^9\) where we split coordinates as \( x^\mu = (t, y^i) \) and make the ansatz that target-space fields only depend on (Euclidean) time \( t \). In order to maximally simplify the computation, we will further set the B-field \( B_{ij}(t) \) and the mixed components of the metric \( g_{ti}(t) \) to zero. The metric and dilaton take then the form

\begin{equation}
g_{\mu\nu} = \begin{pmatrix} n^2(t) & 0 \\ 0 & g_{ij}(t) \end{pmatrix}, \quad \Phi = \Phi(t),
\end{equation}

which breaks the original \( \text{diff}_{d+1} \) symmetry down to \( \text{diff}_1 \times GL(d) \). Having set the B-field to zero, the duality group is reduced to \( GL(d) \times \mathbb{Z}_2 \), but we will assume that the full \( O(d,d) \) group would be restored by switching on \( B_{ij}(t) \).

Using this ansatz in the Polyakov sigma model gives the worldsheet action

\begin{equation}
S = \frac{1}{2\lambda} \int d^2 x \left[ n^2(t) \partial^\alpha t \partial_\alpha t + g_{ij}(t) \partial^i Y^j \partial_\alpha Y^j \right],
\end{equation}

where \( \lambda = 2\pi \alpha' \) is the loop-counting parameter and \( x^\alpha \) are two-dimensional Euclidean coordinates. We choose, as usual, to work on a flat worldsheet, thereby discarding the dilaton coupling. As is well known [1,43,44], the dilaton contribution to the field equations is fixed on general grounds by the Weyl anomaly equations, once the beta functions of the other couplings

\(^8\) We omit the standard Polyakov counterterms involving, for instance, the Ricci tensor \( R_{\mu\nu} \).

\(^9\) We choose a target space with Euclidean signature in order to have a positive definite worldsheet Euclidean action.
are known. At this point, one may think that it would be more convenient to work with a single worldsheet coupling \( g_{\mu\nu}(X) \) and use the ansatz (3.1) at the end of the computation. It turns out, instead, that considering \( n^2(t) \) as a one-dimensional metric and \( g_{ij}(t) \) as a \( GL(d) \) multiplet of scalars from the beginning is crucial in order to produce manifest duality invariant field equations. In order to determine the beta functions of the sigma model (3.2) in the minimal subtraction scheme, one needs to compute the divergent part of the quantum effective action, which we will do in the following.

As a preliminary for the computation of the beta functions we must now perform a background field expansion, which is a convenient way to compute the effective action. One proceeds by shifting the fields as \( t \rightarrow t + \pi \) and \( Y^i \rightarrow Y^i + \pi^i \), where now \( t \) and \( Y^i \) are viewed as classical backgrounds, and integrate over the quantum fluctuations \( \pi \) and \( \pi^i \). Since we want to preserve manifest \( \text{Diff}_1 \) covariance, we shall redefine \( \pi = \pi(\xi) \) in terms of a covariant fluctuation \( \xi \), which is a genuine one-dimensional vector. This allows us to expand the shifted action in a simple way [45][46]:

\[
S[t + \pi(\xi), Y + \pi] = e^{\xi D} S[t, Y + \pi],
\]

(3.3)

where \( D = n^{-1} \partial_t \) is the one-dimensional covariant derivative with the additional rules

\[
\xi D \xi = 0, \quad \xi D \partial_\alpha t = n^{-1} \partial_\alpha \xi, \quad [\xi D, \partial_\alpha] = 0,
\]

(3.4)

when acting on worldsheet fields. In order to compute the \( L \)-loop effective action one needs to expand the shifted action up to order \( 2L \) in fluctuations. In particular, this means that at one loop one needs only the terms quadratic in fluctuations from the expansion (3.3), which are given by

\[
S_2 = \frac{1}{2\lambda} \int d^2x \left[ \partial^\alpha \xi \partial_\alpha \xi + g_{ij} \partial^\alpha \pi^i \partial_\alpha \pi^j + 2 \xi D g_{ij} \partial^\alpha Y^i \partial_\alpha \pi^j + \frac{1}{2} \xi^2 D^2 g_{ij} \partial^\alpha Y^i \partial_\alpha Y^j \right],
\]

(3.5)

where all target-space fields are evaluated at \( t \). Since the kinetic term of \( \pi^i \) involves \( g_{ij}(t) \), which depends on \( \pi^a \), it is useful to introduce internal vielbeins \( e_i^a(t) \) and the flat \( SO(d) \) metric \( \delta_{ab} \) to flatten the fluctuation as \( \pi^i = e_i^a \pi^a \). This introduces a local \( SO(d) \) symmetry realizing the coset \( GL(d)/SO(d) \), where the symmetric tensor \( g_{ij} = e_i^a e_j^b \delta_{ab} \) is viewed as a standard representative. The worldsheet derivatives indeed covariantize as

\[
\partial_\alpha \pi^i = e_i^a D_\alpha \pi^a, \quad D_\alpha \pi^a = \partial_\alpha \pi^a + n \partial_\alpha t W^a_b \pi^b, \quad W^{ab} = e_i^a D e^{bi}.
\]

(3.6)

The Maurer-Cartan connection \( W^{ab} \) splits into an antisymmetric component \( Q^{ab} = W^{[ab]} \), which is a genuine connection for local \( SO(d) \) rotations, plus a symmetric tensor \( P^{ab} = W^{(ab)} \). The action (3.5) splits as \( S_2 = S_{\text{kin}} + V_2 + V_{\text{mix}} \) into a kinetic term plus interaction vertices, given by

\[
S_{\text{kin}} = \frac{1}{2\lambda} \int d^2x \left[ \partial^\alpha \xi \partial_\alpha \xi + \partial^\alpha \pi^a \partial_\alpha \pi_a \right],
\]

\[
V_2 = \frac{1}{2\lambda} \int d^2x \left[ 2n \partial^\alpha t W_{ab} \partial_\alpha \pi^a \pi^b + n^2 \partial^\alpha t \partial_\alpha t W_{ca} W_{cb} \pi^a \pi^b + 2 \xi D g_{ij} e_i^a \partial^\alpha Y^i \partial_\alpha \pi^a + \frac{1}{2} \xi^2 D^2 g_{ij} \partial^\alpha Y^i \partial_\alpha Y^j \right].
\]

(3.7)

---

\(^{10}\)The vector fluctuation \( \xi \) is taken with a flat index: \( \pi(\xi) = n^{-1} \xi + O(\xi^2) \), and the covariant derivative \( D \) corresponds to \( \nabla_\alpha = e_i^\mu \nabla_\mu \) in higher dimensions.
The extra term $V_{\text{mix}}$, which depends on the connection $W^{ab}$, is proportional to $\partial_\alpha t \partial^\alpha Y^i$ and thus cannot contribute to UV divergences.

### 3.2 One-loop beta function

The full one-loop effective action is given by the normalized expectation value

$$\Gamma_1 = -\langle e^{-(V_2 + V_{\text{mix}})} \rangle_{1\text{PI}}, \quad (3.8)$$

where the subscript $1\text{PI}$ implies to keep only one-particle irreducible contributions. Wick contractions are performed with the two-point functions

$$\langle \xi(x) \xi(y) \rangle = \lambda \int \frac{d^2 p}{(2\pi)^2} \frac{e^{ip \cdot x}}{p^2}, \quad \langle \pi^a(x) \pi^b(y) \rangle = \lambda \delta^{ab} \int \frac{d^2 p}{(2\pi)^2} \frac{e^{ip \cdot x}}{p^2}. \quad (3.9)$$

Renormalizability of the sigma model (3.2) ensures that the only divergent parts of $\Gamma$ are local and proportional to either $\partial^\alpha t \partial_\alpha t$ or $\partial^\alpha Y^i \partial_\alpha Y^j$. For this reason, at one-loop order we only need to compute

$$\Gamma_1^{\text{div}} \subset \langle V_2 \rangle - \frac{1}{2} \langle V_2^2 \rangle_{1\text{PI}}. \quad (3.10)$$

The resulting Feynman integrals contain both ultraviolet (UV) and infrared (IR) divergences. We use standard dimensional regularization by extending every loop integration to $n = 2 + \epsilon$ dimensions and substituting

$$\int \frac{d^2 k}{(2\pi)^2} \rightarrow \tilde{\mu}^{2-n} \int \frac{d^n k}{(2\pi)^n}, \quad n = 2 + \epsilon, \quad (3.11)$$

where $\tilde{\mu}$ is the renormalization scale. IR divergences can be regularized in various ways. One option is to substitute every massless propagator with $1/p^2 + m^2$. This, however, requires to add a mass term to the Lagrangian that has to be renormalized and used in the background field expansion, which makes higher-loop computations harder. We instead choose to regularize Feynman integrals by putting masses only in those propagators which actually cause infrared divergences at zero external momenta. The basic one-loop integral requiring both UV and IR regularization is the tadpole

$$I = \tilde{\mu}^{2-n} \int \frac{d^n k}{(2\pi)^n} \frac{1}{k^2 + m^2} = \frac{1}{4\pi} \left( \frac{m^2}{4\pi \tilde{\mu}^2} \right)^{\epsilon/2} \Gamma(-\epsilon/2) \quad (3.12)$$

$$= - \frac{1}{2\pi} \left( \frac{1}{\epsilon} + \frac{1}{2} \log \frac{m^2}{\mu^2} \right) + O(\epsilon),$$

where $\mu^2 = 4\pi e^{-\gamma} \tilde{\mu}^2$. We will also make frequent use of the identity

$$\int \frac{d^n k}{(2\pi)^n} 1 = 0, \quad (3.13)$$

which can be derived by computing

$$\tilde{\mu}^{2-n} \int \frac{d^n k}{(2\pi)^n} \frac{k^2}{k^2 + m^2} = -m^2 I. \quad (3.14)$$

---

11We choose the normalization such that $\langle 1 \rangle = 1$.

12In higher dimensions massless tadpoles are zero in dimensional regularization, but not in two dimensions.
With these rules in place one can easily compute the tadpole diagrams \( \langle V_2 \rangle \), yielding

\[
\langle V_2 \rangle = \frac{I}{4} \int d^2x D^2g_{ij} \, \partial^a Y^i \partial_a Y_j + \frac{I}{2} \int d^2x n^2 W_{ab} \partial^a t \partial_a t .
\] (3.15)

The bubble diagrams contained in \( \langle V_2^2 \rangle \) are generally non-local, being of the schematic form

\[
\int \frac{d^2p}{(2\pi)^2} A(p) \Pi(p) B(-p) ,
\] (3.16)

where \( A \) and \( B \) represent the Fourier transform of products of fields, e.g. \( \partial_a t n(t) W^{ab}(t) \), while \( \Pi(p) \) is the one-loop bubble integral. The only UV divergent bubbles at one loop are given by

\[
\Pi_{\alpha\beta}(p) = \int \frac{d^2k}{(2\pi)^2} \frac{k_\alpha k_\beta}{k^2(p-k)^2}, \quad \Pi'_{\alpha\beta}(p) = \int \frac{d^2k}{(2\pi)^2} \frac{k_\alpha(p-k)_\beta}{k^2(p-k)^2},
\] (3.17)

and one can see by power counting that their UV divergence only comes from the zero-momentum contribution \( \Pi(0) = \Pi'(0) \), which gives the local expression

\[
\Pi(0) \int d^2x A(x) B(x) .
\] (3.18)

The divergent part \( \Pi(0) \) is regularized as

\[
\Pi_{\alpha\beta}(0) = \hat{\mu}^{2-n} \int \frac{d^2k}{(2\pi)^2} \frac{k_\alpha k_\beta}{k^2(k^2+m^2)} = \frac{1}{n} \delta_{\alpha\beta} \hat{\mu}^{2-n} \int \frac{d^2k}{(2\pi)^2} \frac{k_\alpha k_\beta}{k^2(k^2+m^2)}
\]

\[
= \frac{1}{n} \delta_{\alpha\beta} I = -\frac{1}{4\pi\epsilon} \delta_{\alpha\beta} + \mathcal{O}(\epsilon^0) .
\] (3.19)

With these techniques we can compute the divergent part of \( -\frac{1}{2} \langle V_2^2 \rangle_{1PI} \), which reads

\[
-\frac{1}{2} \langle V_2^2 \rangle_{1PI} = -\frac{I}{4} \int d^2x \left( Dg^{-1}Dg \right)_{ij} \, \partial^a Y^i \partial_a Y^j
\]

\[
-\frac{I}{4} \int d^2x n^2 W_{ab} (W_{ab} - W_{ba}) \partial^a t \partial_a t .
\] (3.20)

Summing the contributions of (3.15) and (3.20) one obtains the full one-loop divergences. These have to be canceled, in the MS scheme, by purely divergent counterterms. In the \( Y \)-sector we obtain

\[
S_{Y\text{c.t.}} = \frac{1}{8\pi\epsilon} \int d^2x \left( D^2g - Dg^{-1}Dg \right)_{ij} \, \partial^a Y^i \partial_a Y^j ,
\] (3.21)

while the \( t \)-sector gives

\[
S_{t\text{c.t.}} = \frac{1}{8\pi\epsilon} \int d^2x n^2 W_{ab} (W_{ab} + W_{ba}) \partial^a t \partial_a t
\]

\[
= \frac{1}{4\pi\epsilon} \int d^2x n^2 P_{ab} P_{ab} \partial^a t \partial_a t
\]

\[
= -\frac{1}{16\pi\epsilon} \int d^2x n^2 \text{tr}(DgDg^{-1}) \partial^a t \partial_a t .
\] (3.22)

Comparing a generic one-loop counterterm of the form

\[
S_{c.t.} = \frac{1}{\epsilon} \int d^2x \left[ M \partial^a t \partial_a t + M_{ij} \partial^a Y^i \partial_a Y^j \right] ,
\] (3.23)
with the original action (3.2), one can read off the form of the bare couplings $n_0^2$ and $g_{0ij}$ as

$$ n_0^2 = \mu^\epsilon \left( n^2 + \frac{2\lambda}{\epsilon} \mathcal{M} \right), \quad g_{0ij} = \mu^\epsilon \left( g_{ij} + \frac{2\lambda}{\epsilon} \mathcal{M}_{ij} \right). \quad (3.24) $$

This in turn fixes the one-loop beta functions (see [1], for instance, for details) to be

$$ \beta = -2\lambda \mathcal{M}, \quad \beta_{ij} = -2\lambda \mathcal{M}_{ij}. \quad (3.25) $$

Applying (3.25) to the counterterms (3.21) and (3.22) and recalling that $\lambda = 2\pi\alpha'$, we finally obtain

$$ \beta = \frac{\alpha'}{4} n^2 \text{tr} \left( DgDg^{-1} \right), \quad \beta_{ij} = -\frac{\alpha'}{2} \left( D^2g - DgDg^{-1}Dg \right)_{ij}. \quad (3.26) $$

### 3.3 Duality invariance

Let us discuss the duality covariance of these beta functions. In the general case where the internal B-field $B_{ij}(t)$ is non-vanishing, $g_{ij}$ and $B_{ij}$ can be combined into the manifestly $O(d, d)$ covariant generalized metric $S_M^N$, which we write in matrix form as

$$ S = \begin{pmatrix} Bg^{-1} & g - Bg^{-1}B \\ g^{-1} & -g^{-1}B \end{pmatrix}, \quad S^2 = 1, \quad (3.27) $$

where we treat $g$, $B$ and $g^{-1}$ as $GL(d)$ matrices. When $B_{ij}$ is zero, the generalized metric simplifies to

$$ S_M^N = \begin{pmatrix} 0 & g_{ij} \\ g^{ij} & 0 \end{pmatrix}, \quad (3.28) $$

which is covariant only under $GL(d) \times \mathbb{Z}_2$. It is now quite simple to see that strings of $GL(d)$ matrix products of the form

$$ \left( D^{p_1}g^{-1}D^{p_2}g^{-1} \cdots g^{-1}D^{p_n}g \right)_{ij} \quad (3.29) $$

coincide with the $ij$ component of the duality covariant tensor

$$ \left( D^{p_1}S \cdots D^{p_n}S \right)^M_N, \quad (3.30) $$

in terms of the simplified $S$ in (3.28). Traces require more care: in general, $GL(d)$ traces will not combine into $O(d, d)$ ones prior to computing the Feynman integrals. At this level, however, it is simple to see that the $GL(d)$ trace $\text{tr} \left( DgDg^{-1} \right)$ can be written in terms of an $O(d, d)$ trace as

$$ \text{tr} \left( DgDg^{-1} \right) = \frac{1}{2} \text{Tr} \left( D(S) \right)^2 \big|_{B=0}. \quad (3.31) $$

In a more general setting with an arbitrary number of external dimensions, one does not expect the beta function to be manifestly $O(d, d)$ covariant, due to the Green-Schwarz deformation [11][12]. In the cosmological setting, however, this deformation vanishes being a target-space two-form.

We have thus shown that the one-loop beta functions can be written in the form

$$ \beta = \frac{\alpha'}{8} n^2 \text{Tr} \left( DS \right)^2, \quad \beta_{ij} = -\frac{\alpha'}{2} \left( D^2S - DSSS \right)_{ij}. \quad (3.32) $$
This is not enough to prove covariance of $\beta_{ij}$ under the $\mathbb{Z}_2 T$-duality: given a generic covariant tensor

$$M^N_M = \begin{pmatrix} 0 & M_{ij} \\ \tilde{M}^{ij} & 0 \end{pmatrix},$$  \hspace{1cm} (3.33)

the $\mathbb{Z}_2$ duality acts by swapping $M_{ij} \leftrightarrow \tilde{M}^{ij}$, which is induced by the $\mathbb{Z}_2$ operation $g \leftrightarrow g^{-1}$. Given only $M_{ij}$, however, there is no simple way to construct the dual $\tilde{M}^{ij}$ with $GL(d)$ operations. In order to do so, it is useful to introduce a basis of tensors with definite parity under conjugation by $S$. For instance, from $S^2 = 1$ one deduces that $DS$ has odd parity,

$$S(DS)S = -DS,$$  \hspace{1cm} (3.34)

Higher derivatives of $S$, however, do not have definite parity under conjugation. Let us define the $O(d, d)$ matrix

$$T = D^2 S + S(DS)^2, \hspace{0.5cm} T^N_M = \begin{pmatrix} 0 & T_{ij} \\ \tilde{T}^{ij} & 0 \end{pmatrix},$$  \hspace{1cm} (3.35)

so that $\beta_{ij} = -\frac{\alpha'}{2} T_{ij}$. Contrary to $D^2 S$, the matrix $T$ has definite parity:

$$STS = -T,$$  \hspace{1cm} (3.36)

as can be seen by taking a derivative of (3.34). More generally, given an arbitrary $O(d, d)$ matrix $M$, one can decompose it into parity eigenstates by projection:

$$M = M_+ + M_-, \hspace{0.5cm} M_+ = \frac{1}{2} \left( M \pm SMS \right),$$  \hspace{1cm} (3.37)

with the projected components obeying $S M_+ S = \pm M_\pm$. When the B-field is zero, $M^N_M$ has only components $M_{ij}$ and $\tilde{M}^{ij}$. Upon decomposing $M$ into $M_+$ and $M_-$, one can see that the projected components are simply related by conjugation by $g$, namely

$$M_{\pm ij} = \pm g_{ik} \tilde{M}^{kl} g_{lj}.$$  \hspace{1cm} (3.38)

Since the tensor $T$ has odd parity, we see that the component $\beta_{ij}$ is sufficient in order to define $\beta^N_M$ by

$$\beta^N_M = \begin{pmatrix} 0 & \beta_{ij} \\ \tilde{\beta}^{ij} & 0 \end{pmatrix}, \hspace{0.5cm} \tilde{\beta}^{ij} = -g^{ik} \beta_{kl} g^{lj}.$$  \hspace{1cm} (3.39)

Having computed the beta functions, the target-space equations are given by the vanishing of the anomaly functions $\bar{\beta}$ and $\bar{\beta}_{ij}$ [1, 43, 44, 47]. Specializing the formulas of [1] to the cosmological case one has

$$\bar{\beta} = \beta + 2\alpha' n^2 D^2 \Phi + n^2 DW,$$  \hspace{0.5cm} (3.40)

$$\bar{\beta}_{ij} = \beta_{ij} + \alpha' D\Phi Dg_{ij} + \frac{1}{2} WDg_{ij},$$

where $\Phi$ is the dilaton and $W$ is a one-dimensional vector constructed from $g_{ij}$ and $D$. One can compute $W$ by renormalization of the operators $\partial^\alpha t \partial_\alpha t$ and $\partial^\alpha Y^i \partial_\alpha Y^j$ [43, 44, 48], but it is more convenient to determine it by other means. The vector $W$ has an expansion in $\alpha'$ of the form
\[ \mathcal{W} = \sum_{n=1}^{\infty} \alpha'^{n} \mathcal{W}_n, \] where \( \mathcal{W}_n \) contains \( 2n - 1 \) derivatives \( \mathcal{D} \). At lowest order, one-dimensional covariance and rigid \( GL(d) \) invariance fix its form up to a constant:

\[ \mathcal{W}_1 = k_1 \text{tr}(g^{-1} \mathcal{D} g) = k_1 \mathcal{D}(\log \det g). \tag{3.41} \]

In order to fix the constant \( k_1 \), we demand duality covariance of the target-space equations. To this end, let us notice that \( \Phi \) is the standard dilaton, which does transform under \( T \)-duality. The duality-invariant dilaton \( \phi \) is given by

\[ \phi = 2\Phi - \frac{1}{2} \log \det g, \tag{3.42} \]

and one can see that by taking \( k_1 = -\frac{1}{2} \) all terms not writable in terms of \( S \) or \( \phi \) cancel, yielding the field equations

\[ \frac{1}{8} n^2 \text{Tr}(DS)^2 + n^2 D^2 \phi = 0 \]

\[ E_{ij} = \left( T - D \phi DS \right)_{ij} = 0. \tag{3.43} \]

The scalar equation is manifestly \( \mathbb{Z}_2 \) invariant. The \( GL(d) \) tensor equation \( E_{ij} = 0 \) instead requires the dual equation \( \tilde{E}^{ij} = 0 \) to be satisfied. Since \( T \) and \( DS \) are both parity odd, this is indeed the case, given that \( \tilde{E}^{ij} = -g^{ik}E_{kl}g^{lj} \). We have thus shown that the equations (3.43) are duality invariant and we shall write them in covariant matrix form:

\[ \text{Tr}(DS)^2 + 8 D^2 \phi = 0, \quad D^2 S + S(DS)^2 - \mathcal{D}\phi DS = 0. \tag{3.44} \]

As a further consistency check, one should notice that a field equation for \( S \) must be parity odd in order to descend from an action principle. This is due to \( \delta S \) being odd, and it can easily seen to be the case for (3.44). The target-space equations must be \( O(d,d) \) invariant once \( B_{ij} \) is turned on. Given that the equations (3.44) are manifestly covariant, we invoke \( O(d,d) \) symmetry to extend (3.44) to the case with non-vanishing \( B_{ij} \), where now \( S \) is the full generalized metric (3.27). The field equations (3.44) coincide with the ones of the cosmological low-energy effective action [32, 33]:

\[ I_0 = \int dt n e^{-\phi} \left[ -\frac{1}{8} \text{Tr}(DS)^2 - (D\phi)^2 \right]. \tag{3.45} \]

Let us notice that the action of [32] is written for a Lorentzian target-space metric. The mapping to our Euclidean metric is given, at the worldsheet level, by \( n^2 \rightarrow -n^2 \). Given the same two-derivative action \( ^{13} \) (3.45), the coefficients of the \( \alpha'^{n} \) corrections will have a relative \((-1)^n\) sign compared to the notation of [32].

In order to determine the dilaton equation, one demands mutual consistency of the other field equations [1]. In this case, one applies a covariant derivative \( \mathcal{D} \) to the first equation in (3.44). Upon substituting the on-shell value of \( D^2 S \) and \( \text{Tr}(DS)^2 \), as well as using the identity

\[ \text{Tr}\left( S(DS)^n \right) = 0, \quad n \geq 0, \tag{3.46} \]

\(^{13}\)Upon going to Einstein frame the Euclidean Lagrangian is positive definite.
one finds $\mathcal{D}(\mathcal{D}^2\phi - \mathcal{D}\phi\mathcal{D}\phi) = 0$. The three derivative equation can be integrated, with the integration constant being proportional to $\frac{d-26}{\alpha'}$ \cite{33}. The constant term vanishes in the critical dimension $d + 1 = 26$, yielding
\begin{equation}
\mathcal{D}^2\phi - (\mathcal{D}\phi)^2 = 0,
\end{equation}
which is equivalent to the dilaton equation derived from \eqref{3.45}.

### 4 Cosmological Polyakov at two loops

In this section we turn to our second main result: the computation of the duality invariant two-loop beta function and the determination of the order $\alpha'$ correction to the cosmological target-space equations. We begin in the first subsection with a discussion of the ambiguities of beta functions, which reflect the ambiguities in the target-space theory due to field redefinitions. In the second subsection we compute the two-loop beta function, which will then be used in the third subsection to determine the target-space theory. We close, in the final subsection, with a discussion of possible simplifications for higher-loop computations.

#### 4.1 Beta function ambiguities

Before starting the computation of the two-loop beta functions, we shall discuss a strategy to simplify the problem. The low-energy spacetime effective action has an expansion in powers of $\alpha'$ of the form $I = \sum_{n=0}^{\infty} \alpha'^n I_n$, where the two-derivative action $I_0$ is given by \eqref{3.45}. The classification of \cite{32} implies that the first order correction $I_1$ is determined, modulo field redefinitions, by a single parameter $c_2$ as
\begin{equation}
I_1 = c_2 \int dt \, n e^{-\phi} \text{Tr}(\mathcal{D}\mathcal{S})^4.
\end{equation}
From the sigma model perspective, this implies that it is sufficient to determine the field equation of $\mathcal{S}$ in order to fix $c_2$. We will thus compute the two-loop beta function only for the $g_{ij}$ coupling.

Let us suppose to have computed the beta function $\beta_{ij}$ at two loops in the MS scheme. On general grounds, one expects it to be $GL(d)$ covariant. Furthermore, as we mentioned in section \ref{3.3} our perturbative expansion ensures that every term without traces can be written in terms of the duality covariant matrix $\mathcal{S}$. This is not the case for terms containing traces, where $O(d,d)$ covariance can in general be established only after performing the Feynman integrals and possibly $GL(d)$-covariant field redefinitions. It turns out that at two loops the only $O(d,d)$-breaking trace term is $\text{tr}(g^{-1}\mathcal{D}^2 g)$ but, as we will show in the following, its coefficient is zero. This establishes that $\beta_{ij}$ can be written in terms of $\mathcal{S}$ at two loops, without the need for any field redefinitions.

Coming now to possible ambiguities arising from field redefinitions, we shall assume that $\beta_{ij}(g,\mathcal{D}) = \beta_{ij}(\mathcal{S},\mathcal{D})$, for $B = 0$. Expanding in $\alpha'$ one has
\begin{equation}
\beta_{ij} = \alpha' \beta_{ij}^{(1)} + \alpha'^2 \beta_{ij}^{(2)} + \mathcal{O}(\alpha'^3), \quad \beta = \alpha' \beta^{(1)} + \mathcal{O}(\alpha'^2),
\end{equation}
where
where $\alpha'\beta_{ij}^{(1)}$ and $\alpha'\beta^{(1)}$ are given by (3.32). The beta functions are computed in a given renormalization scheme, which we choose to be minimal subtraction. A change in the renormalization scheme is equivalent to a redefinition of the couplings $n^2$ and $g_{ij}$ [48]. While this does not affect the one-loop beta functions, it introduces an ambiguity starting at two loops. Given a set of couplings $\varphi^I = (n^2, g_{ij})$, they can be viewed as a set of coordinates in the (infinite dimensional) coupling space. Since the beta functions are given by $\beta^I = \frac{d\varphi^I}{d\log \mu}$, they are tangent vectors along renormalization group trajectories. A field redefinition of $n^2$ and $g_{ij}$ can be viewed as a change of coordinates in coupling space: $\varphi^I \rightarrow \varphi^I + \delta \varphi^I$, under which $\beta^I$ transforms as a vector, i.e. $\delta \beta^I = \mathcal{L}_{\delta \varphi} \beta^I$, where $\mathcal{L}$ denotes the Lie derivative. For the case at hand this results in
\[
\delta \beta_{ij} = \delta g_{kl} \cdot \frac{\partial \beta_{ij}}{\partial g_{kl}} + \delta n^2 \cdot \frac{\partial \beta_{ij}}{\partial n^2} - \beta_{kl} \cdot \frac{\partial (\delta g_{ij})}{\partial g_{kl}} - \beta \cdot \frac{\partial (\delta g_{ij})}{\partial n^2},
\]
where derivatives are functional derivatives acting as
\[
f_{ij} \cdot \frac{\partial A[g]}{\partial g_{ij}} = \int dt \, f_{ij}(t) \frac{\delta}{\delta g_{ij}(t)} A[g] = A[g + f]|_{\text{linear part in } f},
\]
\[
h \cdot \frac{\partial A[n^2]}{\partial n^2} = \int dt \, h(t) \frac{\delta}{\delta n^2(t)} A[n^2] = A[n^2 + h]|_{\text{linear part in } h}.
\]
Since the spacetime action (4.1) is given in a fixed field basis, it is necessary to account for the ambiguity (4.3) to be able to compare equations of motion. Given that $\beta_{ij}^{(2)}$ can already be written in terms of $S$, we only look at field redefinitions for which $\delta \beta_{ij}$ can also be written in terms of $S$. The most general redefinition with this property is given, at order $\alpha'$, by
\[
\delta n^2 = a_1 \alpha' n^2 \text{Tr}(DS)^2,
\]
\[
\delta g_{ij} = \alpha' \left[ b_1 T + b_2 S(DS)^2 \right]_{ij}.
\]
Using (4.5) in (4.3) one obtains (apart from $\delta \beta_{ij}^{(1)} = 0$)
\[
\delta \beta_{ij}^{(2)} = p \left( T \text{Tr}(DS)^2 + DS \text{Tr}(TDS) \right)_{ij} + q \left( \frac{1}{8} S(DS)^2 \text{Tr}(DS)^2 - ST^2 \right)_{ij},
\]
where $p = \frac{1}{2} a_1 + \frac{1}{8} b_1$ and $q = b_2$. The remaining ingredient to write down the field equations $\beta_{ij} = 0$ at two loops is the $W$ vector appearing in (3.40). At order $\alpha'^2$, $W_2$ is a $GL(d)$ scalar with three derivatives $D$ acting on $g_{ij}$ and its inverse. There are several $GL(d)$ invariant possibilities, but requiring $O(d, d)$ invariance fixes $W_2$ to be of the form
\[
W_2 = k_2 \text{Tr}(TDS).
\]
Having collected these ingredients, the target-space equations can be written as
\[
-\frac{1}{2} (T - D\phi DS)_{ij} + \alpha' \left( \beta_{ij}^{(2)} + \delta \beta_{ij}^{(2)} + \frac{1}{2} W_2 D g_{ij} \right) = 0,
\]
which should be compared with the equations obtained from the action $I_0 + \alpha' I_1$. As we have discussed in the previous section, any variational equation for $S$ obtained from an action $I$ must be of definite odd parity. This will provide a useful check of our computation, since any parity even term arising from $\beta_{ij}^{(2)}$ should be removable by a suitable choice of parameters in $\delta \beta_{ij}^{(2)}$. Having discussed how to relate the two-loop beta function with field equations, in the next section we will compute $\beta_{ij}^{(2)}$ by determining the divergent part of the two-loop effective action.
4.2 Effective action and two-loop beta function

The full effective action $\Gamma$ has a meaningful expansion in powers of $\partial_\alpha Y^i$ as

$$\Gamma = \Gamma_{0\partial Y} + \Gamma_{1\partial Y} + \Gamma_{2\partial Y} + \cdots .$$  

UV divergent terms are present only in $\Gamma_{0\partial Y}$, which determines the beta function for $n_2$, and in $\Gamma_{2\partial Y}$, determining the beta function for $g_{ij}$. We then restrict to $\Gamma_{2\partial Y}$ and compute its UV divergences. Renormalizability implies that the divergent part of $\Gamma_{2\partial Y}$ contains no factors of $\partial_\alpha t$.

We shall thus focus on the smaller subsector $\Gamma_{2\partial Y,0\partial t}$, which we name $\Gamma_g$. The relevant vertices at two loops can be obtained by applying the background field expansion on the $Y$–sector of (3.2), namely

$$S_Y = \frac{1}{2\lambda} \int d^2x g_{ij}(t) \partial^a \pi^a \partial_\alpha Y^i ,$$  

up to fourth order in fluctuations. The resulting interaction part, $S_{Y\text{int}}$, can be decomposed in terms of the number of external legs $\partial_\alpha Y^i$ as follows:

$$S_{Y\text{int}} = V_{0Y} + V_{1Y} + V_{2Y} ,$$

where we choose the following representation for the vertices

$$= \int d^2x \xi \mathcal{D}g_{ij} e_a^i e_b^j \partial_\alpha \pi^a \partial_\alpha \pi^b ,$$

$$= \int d^2x \xi^2 \mathcal{D}^2g_{ij} e_a^i e_b^j \partial_\alpha \pi^a \partial_\alpha \pi^b ,$$

$$= \int d^2x \xi \mathcal{D}^3g_{ij} e_a^i \partial_\alpha \pi^a \partial_\alpha Y^j ,$$

$$= \int d^2x \xi^2 \mathcal{D}^2g_{ij} e_a^i \partial_\alpha \pi^a \partial_\alpha Y^j ,$$

$$= \int d^2x \xi^3 \mathcal{D}^3g_{ij} \partial_\alpha Y^i \partial_\alpha Y^j ,$$

$$= \int d^2x \xi^4 \mathcal{D}^4g_{ij} \partial_\alpha Y^i \partial_\alpha Y^j .$$  

In this diagrammatic representation, straight red lines and dashed blue lines correspond to $\xi$ and $\partial_\alpha \pi^a$ fluctuations, respectively, while wavy blue lines represent external legs $\partial_\alpha Y^i$. The tensor structure of each vertex can be read from the diagram, since each red line corresponds to one derivative of $g_{ij}$ and each dashed blue line represents an internal vielbein $e_a^i$. For instance, a vertex with $p$ internal red lines and one internal blue line encodes the structure $\mathcal{D}^p g_{ij} e_a^i$.

With these vertices, the relevant two-loop effective action is given by

$$\Gamma_{g,2l} = \left< e^{-V_{0Y}} \left( V_{2Y} - \frac{1}{2} V_{2Y}^2 \right) \right>_{\lambda,\text{subtractions}} ,$$  

where the subscript means to keep only contributions of order $\lambda$, which correspond to two-loop diagrams. The role of subtraction terms is to remove one-loop subdivergences of two-loop
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diagrams, ensuring that all non-local divergences cancel. At two loops, the subtractions can be obtained by expanding the one-loop counterterms up to second order in fluctuations and using the new vertices to insert counterterms in one-loop diagrams. This procedure, however, does not seem valid at higher-loop order [46]. In view of future applications, we shall employ a different method, which consists in subtracting subdivergences diagram by diagram [49–51]. This also allows to show that entire classes of diagrams can be ignored when computing the beta function. We denote the subtraction procedure by an operator \( R \) acting on a given two-loop diagram. We also assume that all finite contributions are discarded at the end. The divergent part of \( \Gamma_{g,2l} \) is then given by the sum of twelve diagrams as follows:

\[
\Gamma_{g,2l}^{\text{div}} = \lambda R \left[ \frac{1}{16} - \frac{1}{2} - \frac{1}{8} + \frac{1}{4} + \frac{1}{4} + \frac{1}{2} - \frac{1}{4} + \frac{1}{8} - \frac{1}{4} - \frac{1}{2} - \frac{1}{2} \right].
\]

(4.14)

A greatly simplifying feature of \( \Gamma_g \) is that its divergent part, at any loop order, can be computed from diagrams with zero external momenta. In particular, this means that the diagrams in (4.14) are in fact vacuum diagrams, with the external lines and white circles only denoting vertices. For the sake of compactness, the Feynman diagrams in (4.14) represent both the Feynman integral and the worldsheet structure, e.g.

\[
\int \frac{dk}{(2\pi)^n} = \frac{\gamma}{\mu^2}, \quad \mu^2 = 4\pi e^{-\gamma} \mu^2.
\]

(4.16)

Before discussing the method, let us mention that all diagrams in (4.14) fall into two topological classes. The first six diagrams belong to the “chain” topology, which consists of two one-loop diagrams joined at a vertex. These are the simplest to compute since the two one-loop factors do not have common momenta. The remaining six diagrams belong instead to the so-called “sunset” topology, where the two individual loops share momentum along a common line.

We will now present the strategy to compute the two-loop diagrams. In order to better illustrate the procedure, we will include some detailed examples before giving the final result. As we have previously mentioned, the Feynman integrals corresponding to (4.14) are plagued by infrared divergences. In computing (the UV divergent part of) two-loop integrals, we will proceed as follows:

1. Write down each Feynman diagram with purely massless propagators.
2. Using algebraic and integration by parts identities, manipulate numerators to rewrite every integrand in terms of a basis of master integrals.

3. In this latter basis, put mass regulators only on propagators responsible for IR divergences.

4. Compute only the master integrals.

It should be stressed that this four-step procedure is valid at any loop order and at higher loops simplifies the computation enormously \[49,50,52,53\]. From now on, the Feynman diagrams will represent only the integrals so that, for instance, the diagram (4.15) only stands for \( J_{\alpha\beta} \). At two loops, it turns out that all twelve diagrams can be reduced to linear combinations of just two master diagrams, one for each topology.

Let us start discussing the first three steps of the above list. The first diagram in (4.14) cannot be simplified, meaning that it is the master integral for the chain topology:

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.1\textwidth]{diagram1}
\end{array}
\end{align*}
\quad = \left( \int dk \frac{1}{k^2} \right)^2 \text{IR reg} \quad \left( \int dk \frac{1}{k^2 + m^2} \right)^2.
\tag{4.17}
\]

In the second step we have introduced masses as IR regulators where necessary. The second diagram in (4.14) can be reduced to (4.17) by using integration by parts (IBP) identities in momentum space. In particular, for the 2-loop case we only need

\[
\int dk \frac{\partial}{\partial k_\alpha} \left( \frac{k_\beta}{k^2} \right) = 0,
\tag{4.18}
\]

yet analogous identities exist for higher number of propagators and external momenta contributions. Using (4.18) we get

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.1\textwidth]{diagram2}
\end{array}
\end{align*}
\quad = \int dk dl \frac{k_\alpha k_\beta}{k^4 l^2} = \left( \int dl \frac{1}{l^2} \right) \left[ -\frac{1}{2} \int dk \frac{\partial}{\partial k_\alpha} \left( \frac{1}{k^2} \right) k_\beta \right]
\quad = \left( \int dl \frac{1}{l^2} \right) \left( \frac{1}{2} \delta_{\alpha\beta} \int dk \frac{1}{k^2} \right)
\quad = \frac{1}{2} \delta_{\alpha\beta} \begin{array}{c}
\includegraphics[width=0.1\textwidth]{diagram3}
\end{array}.
\tag{4.19}
\]

The third diagram in (4.14) is zero due to the identity \( \int dk \ 1 = 0 \), which arises in the diagram from the blue tadpole. The next diagram can be also reduced to (4.17) by an intermediate (almost trivial) algebraic step

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.1\textwidth]{diagram4}
\end{array}
\end{align*}
\quad = \int dk dl \frac{k_\alpha k_\beta k^2}{k^6 l^2} = \int dk dl \frac{k_\alpha k_\beta}{k^4 l^2} = \begin{array}{c}
\includegraphics[width=0.1\textwidth]{diagram5}
\end{array} = \frac{1}{2} \delta_{\alpha\beta} \begin{array}{c}
\includegraphics[width=0.1\textwidth]{diagram6}
\end{array}.
\tag{4.20}
\]

where we used (4.19) in the last equality. One can appreciate that starting with massless propagators is crucial for the reduction. Apart from another diagram vanishing due to a blue tadpole, the only remaining chain diagram can be reduced to (4.17) by using (4.18) twice:

\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.1\textwidth]{diagram7}
\end{array}
\end{align*}
\quad = \int dk dl \frac{k_\alpha k_\gamma l_\beta l_\gamma}{k^4 l^4} = \left( \frac{1}{2} \delta_{\alpha\gamma} \int dk \frac{1}{k^2} \right) \left( \frac{1}{2} \delta_{\gamma\beta} \int dl \frac{1}{l^2} \right) = \frac{1}{4} \delta_{\alpha\beta} \begin{array}{c}
\includegraphics[width=0.1\textwidth]{diagram8}
\end{array}.
\tag{4.21}
\]
Starting with the sunset topology, the first diagram of this type is the only sunset master integral and is given by

\[
\int dk dl \frac{l_\alpha l_\beta}{k^2 l^2 (k - l)^2} \quad \text{IR reg.} \quad \int dk dl \frac{l_\alpha l_\beta}{l^2 (k^2 + m^2)((k - l)^2 + m^2)}. \tag{4.22}
\]

It is easy to see that the massive propagators correspond to the red lines in the diagram. Let us now give an explicit example of a reduction involving a nontrivial algebraic manipulation. We consider the next sunset diagram in (4.14), which is given by

\[
\int dk dl \frac{k_{(\alpha l_\beta)} k \cdot l}{k^4 l^2 (k - l)^2}. \tag{4.23}
\]

In order to proceed, we use the identity \( k \cdot l = \frac{1}{2} (k^2 + l^2 - (k - l)^2) \) to rewrite (4.23) as

\[
\frac{1}{2} \int dk dl \left[ \frac{k_{(\alpha l_\beta)}}{k^2 l^2 (k - l)^2} + \frac{k_{(\alpha l_\beta)}}{k^4 (k - l)^2} - \frac{k_{(\alpha l_\beta)}}{k^4 l^2} \right]
= \frac{1}{2} \int dk dl \left[ \frac{k_{(\alpha l_\beta)}}{k^2 l^2 (k - l)^2} + \frac{k_{\alpha k_\beta}}{k^4 l^2} - \frac{2 k_{(\alpha l_\beta)}}{k^4 l^2} \right], \tag{4.24}
\]

where, in going from the first to the second line, we wrote \( l_\beta = k_\beta - (k - l)_\beta \) and then renamed \( k - l \rightarrow l \). This rewriting plus renaming trick corresponds to integrating by parts in configuration space (which has nothing to do with the IBP identity in momentum space (4.18)). By counting propagators one can see that the first term is of the form of (4.22), albeit with a different positioning of derivatives. The second term coincides with (4.19), while the last term vanishes by \( SO(n) \) symmetry. At this point, we integrate by parts (in configuration space) the first term, yielding

\[
\frac{1}{2} \int dk dl \frac{k_{(\alpha l_\beta)}}{k^2 l^2 (k - l)^2} = \frac{1}{2} \int dk dl \frac{k_{\alpha k_\beta} - k_{\alpha (k - l)_\beta}}{k^2 l^2 (k - l)^2}
= \frac{1}{4} \int dk dl \frac{k_{\alpha k_\beta}}{k^2 l^2 (k - l)^2} = \frac{1}{4} \delta_{\alpha \beta}, \tag{4.25}
\]

where we recognized the left-hand side in the second term of the first line. Putting the two terms together and using (4.19), we finally obtain the diagrammatic reduction

\[
\frac{1}{4} = \frac{1}{4} \delta_{\alpha \beta}. \tag{4.26}
\]

For the remaining diagrams, the reduction procedure is completely analogous. One iteratively removes scalar products of momenta by using \( k \cdot l = \frac{1}{2} (k^2 + l^2 - (k - l)^2) \) and cancels propagators when possible, integrates by parts when necessary, and further uses \( \int dk 1 = 0 \) as well as \( SO(n) \) symmetry, which sets to zero all parity odd integrals. Applying this procedure to all diagrams in (4.14), one is left with the two master integrals

\[
\frac{1}{4}, \quad \frac{1}{4}, \tag{4.27}
\]
while the remaining diagrams can be reduced as follows:

\[
\begin{align*}
\text{Diagram 1} &= \frac{1}{2} \delta_{\alpha\beta} \\
\text{Diagram 2} &= \frac{1}{2} \delta_{\alpha\beta} \\
\text{Diagram 3} &= \frac{1}{4} \delta_{\alpha\beta} \\
\text{Diagram 4} &= \frac{1}{4} \delta_{\alpha\beta} \\
\text{Diagram 5} &= \frac{1}{4} \delta_{\alpha\beta} + \frac{1}{8} \delta_{\alpha\beta} \\
\text{Diagram 6} &= \frac{1}{4} \delta_{\alpha\beta} + \frac{1}{4} \delta_{\alpha\beta} \\
\text{Diagram 7} &= \frac{1}{4} \delta_{\alpha\beta} + \frac{3}{8} \delta_{\alpha\beta} \\
\text{Diagram 8} &= \frac{1}{4} \delta_{\alpha\beta} + \frac{1}{4} \delta_{\alpha\beta} \\
\text{Diagram 9} &= \frac{1}{4} \delta_{\alpha\beta} + \frac{3}{8} \delta_{\alpha\beta}
\end{align*}
\]

(4.28)

where we have discarded the two diagrams with a blue tadpole, since they vanish in dimensional regularization. Interestingly, these are the only diagrams whose worldsheet structure is not \(O(d, d)\) covariant, because of the \(GL(d)\) trace \(\text{tr}(g^{-1}D^2g)\).

Having found the reduction, it is now time to compute the master integrals and subtract their subdivergences. The evaluation of the two master integrals trivially reduces to products of the basic tadpole \(I\), which is given in (3.12). While for the chain topology this can be seen already from (4.17), for the sunset we need to use \(SO(n)\) symmetry to reduce the tensor integral \(J_{\alpha\beta}\) to a scalar integral:

\[
J_{\alpha\beta} = \frac{1}{n} \delta_{\alpha\beta} J^\gamma{}_{\gamma}, \quad \text{yielding} \quad I^{2} = \frac{1}{4\pi^2} \left( \frac{1}{\epsilon^2} + \frac{1}{\epsilon} \log \frac{m^2}{\mu^2} \right) , \quad \text{(4.29)}
\]

At this point a few comments are in order: while the master integral with chain topology is unique, the sunset master integral is not, depending on the positioning of the derivatives. At the massless level, the two configurations of derivatives are related by integration by parts in configuration space, as

\[
\int dkdl \frac{l_{(\alpha}}{k^2l^2(k-l)^2} = \frac{1}{2} \int dkdl \frac{l_{\alpha}l_{\beta}}{k^2l^2(k-l)^2} . \quad (4.30)
\]

\[\text{Recall that } \mu^2 = 4\pi e^{-\gamma} \mu^2 \text{ and that we are always discarding any finite part.}\]
The infrared regularization of the two configurations, however, is not the same. While the configuration on the right-hand side (which is the one we chose) requires at least two masses as in (4.22), the configuration on the left-hand side requires at least one mass:

\[
\int \frac{dk dl}{k^2 l^2 (k - l)^2} \xrightarrow{\text{IR reg.}} \int \frac{dk dl}{(k^2 + m^2) l^2 (k - l)^2} .
\]  

(4.31)

While the subtracted integrals have the same poles in \( \epsilon \), regardless of the IR regularization used, the way to compute them is quite different: in the configuration we have chosen, the integral can be evaluated trivially due to propagator cancellation. In the other case instead, one first computes the one-loop \( l - \) bubble:

\[
V_{\alpha \beta}(k) = \int dl \frac{l_{\alpha}(k - l)_{\beta}}{l^2 (k - l)^2}
\]

\[
= \frac{1}{4\pi} \left( \frac{k^2}{4\pi \bar{\mu}^2} \right)^{\epsilon/2} \frac{\Gamma(1 + \epsilon/2)}{\Gamma(2 + \epsilon)} \left[ \frac{k_{\alpha} k_{\beta}}{k^2} \Gamma(1 - \epsilon/2) - \frac{1}{2} \delta_{\alpha \beta} \Gamma(-\epsilon/2) \right],
\]

(4.32)

which is infrared finite at non-vanishing \( k \). The \( k \)-dependent \( V_{\alpha \beta} \) is then inserted in the remaining \( k \)-integral. Although it is not hard to choose this method, it certainly involves nontrivial computations.

Let us now come to the \( \mathcal{R} \) operation to remove subdivergences. This operation is recursive, allowing to subtract subdivergences at any loop order \[51\]. In the two-loop case, we shall proceed by following these steps:

1. Given a two-loop master integral, consider all possible one-loop subdiagrams obtained by cutting lines open.

2. For each one-loop subdiagram, extract the divergent part (an operation that we denote by \( \mathcal{K} \)). This shrinks the original subdiagram to a vertex, which we denote by a cross \( \otimes \).

3. Substitute the one-loop subdiagram in the original two-loop diagram with the cross vertex found in the previous step. The substitution and insertion operation are denoted by \( \star \).

We will examine in detail the subtraction procedure for the sunset master integral, since the case of the chain master integral is simpler. First of all, the diagram (4.22) has two independent subdiagrams, the first of which appearing twice:

\[
2 \times \begin{array}{c}
\text{cross} \\
\text{vertex}
\end{array}
\quad \text{and} \quad \begin{array}{c}
\text{cross} \\
\text{vertex}
\end{array}.
\]

(4.33)

The second subdiagram is UV finite and thus does not enter the subtraction. It should be mentioned that in (4.33) the wavy blue lines still carry zero momentum, but the other external lines have to be taken with arbitrary momenta, since they belong to the two-loop vacuum diagram. In this case (and in the other master integral as well), the divergence arises only at zero external momentum and is easily computed as

\[
\mathcal{K} \left( \begin{array}{c}
\text{cross} \\
\text{vertex}
\end{array} \right) = \mathcal{K} \int dk \frac{k_{\alpha} k_{\beta}}{k^2 (k^2 + m^2)} = \delta_{\alpha \beta} \mathcal{K} \left( \frac{1}{n} I \right) = -\frac{1}{4\pi \epsilon} \delta_{\alpha \beta} ,
\]

(4.34)
where we notice that the masses remain in the same propagators as in the original diagram. The insertion operator $\star$ reduces in this case to multiplication by (4.34). In more complicated cases, where the divergent part of a subdiagram has momentum dependence, this has to be inserted at the position of the cross vertex. In the case at hand this simply gives

$$2\mathcal{K}\left(\begin{array}{c}
\end{array}\right) \star \begin{array}{c}
\end{array} = -\frac{1}{2\pi\epsilon} \delta_{\alpha\beta} \begin{array}{c}
\end{array} = -\frac{1}{2\pi\epsilon} \delta_{\alpha\beta} I (4.35)$$

$$= \frac{1}{8\pi^2} \delta_{\alpha\beta} \left( \frac{2}{\epsilon^2} + \frac{1}{\epsilon} \log \frac{m^2}{\mu^2} \right).$$

Subtracting (4.35) from the value of the sunset in (4.29) finally gives the subtracted result

$$\mathcal{R} = \mathcal{R} - 2\mathcal{K}\left(\begin{array}{c}
\end{array}\right) \star \begin{array}{c}
\end{array} (4.36)$$

$$= -\delta_{\alpha\beta} \frac{1}{8\pi^2} \left( \frac{1}{\epsilon^2} + \frac{1}{2\epsilon} \right).$$

Applying the same procedure to the chain master integral gives

$$\mathcal{R} = \mathcal{R} - 2\mathcal{K}\left(\begin{array}{c}
\end{array}\right) \star \begin{array}{c}
\end{array} (4.37)$$

$$= -\frac{1}{4\pi^2\epsilon^2}.$$ 

Let us pause to discuss this result. First of all, a good sanity check of the computation is that the divergent terms should be local and independent of both the mass regulator $m$ and the renormalization scale $\mu$. One can see from (4.36) and (4.37) that this is indeed the case. More importantly, the subtracted result of the chain diagram has no simple pole $\frac{1}{\epsilon}$. Since the beta function is computed, at all loops, from the simple pole part of the counterterms (see, e.g. [43]), this implies that the chain diagrams do not contribute to the beta function. This is an example of a more general result: by using this direct subtraction method it can be proven [51] that no diagram with the factorized chain topology can exhibit a $\frac{1}{\epsilon}$ pole. Besides implying that the first six diagrams in (4.14) can be discarded when computing the beta function, this also entails that any chain appearing in the reduction (4.28) can be ignored as well. We will compute the contribution of the chains nonetheless, in order to display the full two-loop divergences of the effective action.

Using the subtracted values (4.36) and (4.37) in the decomposition (4.28), one finds the values of all the integrals appearing in (4.14). Pairing them with the corresponding worldsheet structures, the two-loop divergences of the effective action can be written in the form

$$\Gamma_{g,2\text{div}} = -\frac{1}{2\lambda} \int d^2x \left( \frac{1}{\epsilon^2} M_{ij}^{(2)} + \frac{1}{\epsilon} M_{ij}^{(1)} \right) \partial^\alpha Y^i \partial_\alpha Y^j (4.38)$$

where we extracted a factor of $-\frac{1}{2\lambda}$ to identify the $M_{ij}^{(1,2)}$ tensors with the counterterms. These $GL(d)$ tensors are the $ij$ components of $O(d,d)$ matrices $\mathcal{M}^{(1,2)}$ constructed from $S$ and $D$. The direct reading of the tensor structures from the diagrams in (4.14) is in terms of $D^n S$, with $n$ up to four. This is not a good basis, since $D^n S$ has no definite parity, except for $n = 0, 1$. We
thus introduce a basis of independent odd structures, which we choose to be $DS$, $T$, $(DT)_-$ and $(D^2T)_-$, where the subscript $-$ denotes the odd projection as in (3.37). All four-derivative structures, both even and odd, can be written in terms of this odd basis and $S$. The manifest parity decomposition of $D^nS$ in this basis is given, up to fourth order, by

$$DS = (DS)_-,$$

$$D^2S = (D^2S)_- - S(DS)^2, \quad (D^2S)_- \equiv T,$$

$$D^3S = (DT)_- - (DS)^3 - \frac{3}{2} S (DST + TDS),$$

$$D^4S = (D^2T)_- - 2S \left( DS(DT)_- + (DT)_-DS \right) - 3ST^2$$

$$+ S(DS)^4 - 2DSTDS - \frac{3}{2} \left( T(DS)^2 + T(DS)^2 \right).$$

Using the decomposition (4.39) and recalling that $\lambda = 2\pi\alpha'$, the matrices $M^{(1,2)}$ can be finally written as

$$M^{(2)} = \frac{\alpha'^2}{8} \left[ (D^2T)_- - ST^2 + \frac{1}{2} (DS)^2T + \frac{1}{2} T(DS)^2 + \frac{1}{4} T \text{Tr}(DS)^2 \right],$$

$$M^{(1)} = \frac{\alpha'^2}{8} \left[ \frac{1}{2} (DS)^2T + \frac{1}{2} T(DS)^2 + ST^2 - \frac{1}{8} S(DS)^2 \text{Tr}(DS)^2 \right].$$

While the simple pole part of the counterterm determines the beta function, the higher pole term $M^{(2)}$ is typically used for consistency checks. Higher pole counterterms obey the so-called pole equations [42, 54], but we choose a simpler consistency check based on duality covariance, which we now illustrate. The renormalization procedure allows to relate the bare coupling $g_{0ij}$ to the renormalized one $g_{ij}$ via counterterms. If the renormalization can be made duality covariant, one should be able to relate the bare generalized metric $S_0$ to the renormalized one $S$. Demanding that both bare and renormalized generalized metrics obey the $O(d,d)$ constraint, i.e. $S_0^2 = 1$ and $S^2 = 1$, one obtains a non-trivial constraint on $M^{(2)}$:

$$SM^{(2)} + M^{(2)}S + (\beta_{1\mu})^2 = 0,$$  

where the one-loop beta function in matrix notation is simply given by

$$\beta_{1\mu} = -\frac{\alpha'}{2} T.$$ 

Had we expressed $M^{(2)}$ in terms of $D^4S$, $D^3S$ and $D^2S$, verifying (4.41) would be rather cumbersome. The advantage of the parity basis used to write (4.40) is clear, in that parity even terms commute with $S$, while parity odd terms anti-commute, yielding immediately

$$SM^{(2)} + M^{(2)}S = 2S M^{(2)}_+ = -\frac{\alpha'^2}{4} T^2,$$ 

which obviously verifies (4.41). We conclude this section by giving the explicit form of the two-loop beta function, which is given by $\beta_{2l} = -2M^{(1)}$ and reads

$$\beta_{2l} = -\frac{\alpha'^2}{4} \left[ \frac{1}{2} (DS)^2T + \frac{1}{2} T(DS)^2 + ST^2 - \frac{1}{8} S(DS)^2 \text{Tr}(DS)^2 \right].$$
4.3 Field equations for target-space theory

Having computed the two-loop beta function, the field equations (4.8) are given by

\[
\mathcal{E}_{p,q} = -\frac{1}{2} \left( \mathcal{T} - \mathcal{D}\phi\mathcal{D} \right) - \frac{\alpha'}{4} \left[ \frac{1}{2} (\mathcal{D}\mathcal{S})^2 \mathcal{T} + \frac{1}{2} \mathcal{T} (\mathcal{D}\mathcal{S})^2 + (1 + 4q) \left( S\mathcal{T}^2 - \frac{1}{8} S (\mathcal{D}\mathcal{S})^2 \mathcal{Tr}(\mathcal{D}\mathcal{S})^2 \right) - 4p \mathcal{T} \mathcal{Tr}(\mathcal{D}\mathcal{S})^2 - 4(p + \frac{1}{2} k_2^2) \mathcal{D}\mathcal{S} \mathcal{Tr}(\mathcal{T}\mathcal{D}\mathcal{S}) \right] = 0 ,
\]

(4.45)

where we included the ambiguity (4.6) and the unknown \( \mathcal{W} \) vector (4.7). Before comparing the equation (4.45) with the one obtained from the target-space action, let us analyze the structure of the \( \alpha' \) correction. We recall that the two parameters \( p \) and \( q \) are completely arbitrary, reflecting the ambiguity in the renormalization scheme. The parameter \( k_2 \), on the other hand, ought to be determined once \( p \) and \( q \) are chosen. Coming to the \( O(d,d) \) tensor structures appearing in (4.45), the first line consists of parity odd terms with no traces. These terms are not affected by the ambiguity. The second line contains parity even terms, in a combination which is fully ambiguous, while the last line displays parity odd terms with a trace.

As we have discussed in the previous sections, any field equation for \( S \) must have definite odd parity in order to be duality invariant, meaning that it should obey

\[
S\mathcal{E}_{p,q} S + \mathcal{E}_{p,q} = 0 .
\]

(4.46)

Since the sigma model (3.2) only exhibits manifest \( GL(d) \) symmetry, one does not expect (4.46) to hold for arbitrary renormalization schemes \( (p,q) \). One can see, however, that all schemes with \( q = -\frac{1}{4} \) do obey (4.46) and are thus duality invariant. Let us stress that there are three independent parity even structures with four derivatives\(^{16}\): \( S\mathcal{T}^2 \), \( S (\mathcal{D}\mathcal{S})^2 \mathcal{Tr}(\mathcal{D}\mathcal{S})^2 \) and \( S (\mathcal{D}\mathcal{S})^4 \), but only one linear combination is ambiguous, namely \( S\mathcal{T}^2 - \frac{1}{8} S (\mathcal{D}\mathcal{S})^2 \mathcal{Tr}(\mathcal{D}\mathcal{S})^2 \). It is thus a highly nontrivial check of our computation that the only parity even terms in (4.44) appear in the ambiguous combination. We shall thus choose the duality invariant scheme \( q = -\frac{1}{4} \) and rewrite the field equation as

\[
\mathcal{E}_{p,-\frac{1}{4}} = -\frac{1}{2} \left( \mathcal{T} - \mathcal{D}\phi\mathcal{D} \right) - \alpha' \left[ \frac{1}{8} (\mathcal{D}\mathcal{S})^2 \mathcal{T} + \frac{1}{8} \mathcal{T} (\mathcal{D}\mathcal{S})^2 - p \mathcal{T} \mathcal{Tr}(\mathcal{D}\mathcal{S})^2 - (p + \frac{1}{2} k_2^2) \mathcal{D}\mathcal{S} \mathcal{Tr}(\mathcal{T}\mathcal{D}\mathcal{S}) \right] = 0 .
\]

(4.47)

The equivalence of (4.47) with the field equation of the target-space theory is perturbative in \( \alpha' \). In particular, this means that one can rewrite terms by using the lower order equations,

\(^{15}\)The odd parity requirement is related to maintaining the constraint \( S^2 = 1 \) under renormalization.

\(^{16}\)From the diagrammatic expansion of the effective action one can see that only odd powers of \( S \) can appear.
\[ i.e. \]
\[ T = \mathcal{D}\phi \mathcal{D}\mathcal{S} + \mathcal{O}(\alpha') , \]
\[ \mathcal{D}^2\phi = (\mathcal{D}\phi)^2 + \mathcal{O}(\alpha') , \]
\[ \text{Tr}(\mathcal{D}\mathcal{S})^2 = -8 (\mathcal{D}\phi)^2 + \mathcal{O}(\alpha') , \]

only committing errors of order \( \alpha'^2 \). In particular, upon using (4.48) one can see that all four-derivative odd tensors reduce to two different structures:

\[ T(\mathcal{D}\mathcal{S})^2 = (\mathcal{D}\mathcal{S})^2 T = \mathcal{D}\mathcal{S}\mathcal{T}\mathcal{D}\mathcal{S} = \mathcal{D}\phi(\mathcal{D}\mathcal{S})^3 + \mathcal{O}(\alpha') , \]
\[ T\text{Tr}(\mathcal{D}\mathcal{S})^2 = \mathcal{D}\mathcal{S}\text{Tr}(\mathcal{T}\mathcal{D}\mathcal{S}) = -8 (\mathcal{D}\phi)^3 \mathcal{D}\mathcal{S} + \mathcal{O}(\alpha') , \]
\[ (\mathcal{D}^2 T)_- = 6 (\mathcal{D}\phi)^3 \mathcal{D}\mathcal{S} - \mathcal{D}\phi(\mathcal{D}\mathcal{S})^3 + \mathcal{O}(\alpha') . \]

Using the on-shell values (4.49), the field equation (4.47) is perturbatively equivalent to the simpler form

\[ \tilde{\mathcal{E}}_p = -\frac{1}{2} \left( T - \mathcal{D}\phi \mathcal{D}\mathcal{S} \right) - \alpha' \left[ \frac{1}{4} \mathcal{D}\phi(\mathcal{D}\mathcal{S})^3 + 4 (4p + k_2) (\mathcal{D}\phi)^3 \mathcal{D}\mathcal{S} \right] = 0 . \]  

Since the original field equation (4.47) does not contain the term \( (\mathcal{D}^2 T)_- = \mathcal{D}^4 S + \cdots \), one can still distinguish the \( O(d,d) \) structures with and without traces from the on-shell values (4.49).

We are now ready to compare (4.50) with the field equation obtained from the target-space action

\[ I_0 + \alpha' I_1 = \int dt n e^{-\phi} \left[ - (\mathcal{D}\phi)^2 + \text{Tr} \left( -\frac{1}{8} (\mathcal{D}\mathcal{S})^2 + \alpha' c_2 (\mathcal{D}\phi)^4 \right) \right] . \]  

Given that the action (4.51) does not contain double traces, no single trace can appear in the field equations. Using the lower order equations implies that the order \( \alpha' \) correction does not contain terms \( (\mathcal{D}\phi)^3 \mathcal{D}\mathcal{S} \). Demanding this to be consistent with (4.50), determines \( k_2 = -4p \) for a given choice of scheme \( p \). Varying (4.51) with respect to \( S \) yields

\[ \mathcal{E} = -\frac{1}{2} \left( T - \mathcal{D}\phi \mathcal{D}\mathcal{S} \right) + 8 \alpha' c_2 \left[ T(\mathcal{D}\mathcal{S})^2 + \mathcal{D}\mathcal{S}\mathcal{T}\mathcal{D}\mathcal{S} + (\mathcal{D}\mathcal{S})^2 T - \mathcal{D}\phi(\mathcal{D}\mathcal{S})^3 \right] \]
\[ = -\frac{1}{2} \left( T - \mathcal{D}\phi \mathcal{D}\mathcal{S} \right) + 16 \alpha' c_2 \mathcal{D}\phi(\mathcal{D}\mathcal{S})^3 + \mathcal{O}(\alpha'^2) = 0 . \]

Finally, comparing the above equation with (4.50) determines the \( c_2 \) coefficient to be

\[ c_2 = -\frac{1}{64} , \]  

which, including the sign difference due to Euclidean signature, coincides with the known result for the bosonic string [33, 34].

### 4.4 Simplifications towards higher loops

In the previous sections we computed the full two-loop beta function (4.44), as well as the higher pole term \( \mathcal{M}^{(2)} \), including ambiguities in the renormalization scheme. Here we will discuss a strategy to maximally simplify the computation, with the only goal of fixing the coefficients of the \( \alpha' \) corrections.
First of all, if one is only interested in computing the beta function, all diagrams with a product topology (which at two loops consist of the chain topology) can be ignored. In our case this already reduces the number of diagrams from twelve to six. Moreover, duality invariance of the target-space equations implies that there should be a renormalization scheme (which corresponds to $q = -\frac{1}{4}$ in our case) in which the beta function has definite odd parity. Assuming this to be the case allows to ignore the last two Feynman diagrams in (4.14), since they have the purely even structure $S(DS)^4$. Finally, from the analysis of [32] one knows that trace terms should be removable by field redefinitions. Assuming that traces do not contribute in determining $c_2$ allows to ignore two more diagrams with a closed blue loop in (4.14). At the end, $c_2$ is determined by two Feynman diagrams, which in turn depend on a single master integral, as follows:

$$\Gamma_{\text{relevant}} = -\frac{\lambda}{4} \mathcal{R}_\perp \left( \begin{array}{c} \circ \circ \\ \circ \circ \end{array} \right)_{\alpha\beta} \int d^2x \left( D^2SSD^2S \right)_{-ij} \partial^\alpha Y^i \partial^\beta Y^j$$

$$- \frac{\lambda}{4} \mathcal{R}_\perp \left( \begin{array}{c} \circ \circ \\ \circ \circ \end{array} \right)_{\alpha\beta} \int d^2x \left( (DS)^2D^2S \right)_{-ij} \partial^\alpha Y^i \partial^\beta Y^j$$

$$= -\frac{\lambda}{4} \mathcal{R}_\perp \left( \begin{array}{c} \circ \circ \\ \circ \circ \end{array} \right)_{\alpha\beta} \int d^2x \left( D^2SSD^2S + (DS)^2D^2S \right)_{-ij} \partial^\alpha Y^i \partial^\beta Y^j$$

$$= \frac{\lambda}{64\pi^2\epsilon} \int d^2x \left( D^2SSD^2S + (DS)^2D^2S \right)_{-ij} \partial^\alpha Y^i \partial^\alpha Y^j,$$

where by the subscript $\perp$ we denoted the odd projection and by $\mathcal{R}_\perp$ we meant to discard higher poles. We have also used the reduction (4.28) in terms of master integrals, and the subtracted value (4.36). The odd projection of the above $O(d,d)$ tensor is given by

$$\left( D^2SSD^2S + \frac{1}{2} D^2S(DS)^2 + \frac{1}{2} (DS)^2D^2S \right)_{\perp} = -\frac{1}{2} \left( T(DS)^2 + (DS)^2T \right),$$

Finally, (4.54) yields the beta function

$$\beta_{2l} = -\frac{\alpha'}{8} \left( T(DS)^2 + (DS)^2T \right) = -\frac{\alpha'}{8} \left( D\phi(DS)^3 + O(\alpha'^2) \right),$$

which is indeed the relevant part of (4.41).

5 Summary and Outlook

This paper is a continuation of the program to determine the higher-derivative $\alpha'$ corrections of classical string theory in a duality or $O(d,d;\mathbb{R})$ invariant way. The $O(d,d;\mathbb{R})$ symmetry emerges for any closed string theory when dimensionally reduced along $d$ dimensions (or, equivalently, when considering backgrounds with $d$-dimensional translation invariance). Accordingly, the traditional method to compute the $O(d,d;\mathbb{R})$ invariant $\alpha'$ corrections would be to start from the known corrections in ten or 26 dimensions and to dimensionally reduce. The challenge here.

---

This is true at two and three-loop level. For higher loops, traces can be ignored nonetheless if one is only interested in determining the coefficients of the single trace terms of the target-space action.
is that displaying $O(d, d; \mathbb{R})$ in its conventional form requires laborious field redefinitions \cite{33,34}. It is thus greatly desirable to find a procedure that directly determines the $O(d, d; \mathbb{R})$ invariant corrections in the dimensionally reduced theory, say in the cosmological context discussed here.

We revisited the Tseytlin formulation and its generalizations, which have the advantage of being already manifestly $O(d, d; \mathbb{R})$ invariant. Unfortunately, the presence of chiral bosons and the corresponding lack of manifest Lorentz invariance of the action complicates the computation of the beta functions significantly, especially beyond one-loop order, as explained in the main text. In this paper we introduced an alternative method, which is based on the conventional Polyakov action of the worldsheet theory, applied to cosmological backgrounds. Despite not being $O(d, d; \mathbb{R})$ invariant we found a surprisingly efficient procedure to determine the duality invariant beta functions and tested it by computing the first two non-trivial physical coefficients in the cosmological $\alpha'$ expansion, finding perfect agreement with the literature \cite{32,34}.

This new method can be extended to higher loops, and the details of the three-loop case will be presented in a separate paper. Of course, the complications grow sharply with the number of loops, but it is quite conceivable that with a suitable automation of the computation one could eventually push it beyond the $\alpha'^3$ corrections that so far are the state-of-the-art \cite{35,36}. The real goal, however, of determining the $\alpha'$-complete equations, whose general form is known thanks to the classification in \cite{32}, is still out of reach. One may hope that novel geometric ideas, as present in double field theory, may eventually help in overcoming these limitations.
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