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Abstract. In this paper, we propose a novel model of dual-mode quantizer that combines the restricted and unrestricted forward adaptive piecewise linear scalar quantizers based on the first degree-spline functions, one of them being forward adaptive G.711 quantizer used as the unrestricted one. The analysis presented in the paper can be considered as our further research in the field of dual-mode quantization. In particular, in our novel model we utilize G.711 codec due to the compatibility reasons and we develop one completely novel model of restricted quantizer based on the first-degree spline approximation, which is optimized for the assumed Laplacian source so that to provide a minimal mean-squared error distortion. Moreover, unlike previous dual-model quantizer models that processed signals in frame-by-frame manner, our novel model utilizes frame/subframe processing of the signal in order to decrease the total bit rate. The theoretical analysis in a wide dynamic range of input signal variances reveals that the proposed model of quantizer is superior versus the unrestricted G.711 quantizer as well as other similar baselines having the same number of quantization levels. In addition, the results of the experimental analysis performed on the real speech signal show a good agreement with the theoretical ones.
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1. Introduction

Quantization refers to the process of representing a large (possibly infinite) set of values with a finite (preferably small) set of discrete values [1]. In scalar quantization, each discrete sample is individually processed [1], [2]. An important variant of scalar quantization is a quantization based on switching, where there is a set of scalar quantizers at disposal and switching among them is enabled according to the specific rule [1]. Scalar quantizers can be categorized into the uniform and non-uniform ones. Unlike uniform quantizers that are simple for design [1–4], the design of non-uniform quantizers is rather more complex and assumes application of iterative Lloyd-Max’s algorithm or companding technique [1]. The companding technique is commonly used in the design of high-rate non-uniform scalar quantizers (a cascade connection of compressor, uniform quantizer and expander), since the Lloyd-Max’s algorithm is time-consuming.

Different solutions based on switched quantization using non-uniform quantizers have been proposed for effective processing of non-stationary signals (such as speech signal), e. g. [5]. Since in that case the variance (power) is a changeable quantity, the challenge is to maintain robustness, i.e. to provide an approximately constant Signal to Quantization Noise Ratio (SQNR) over the entire variance range of interest. In order to efficiently process time-variation signals, it has been recommended to use short intervals denoted as frames, since in that case the signal properties remain almost unchanged [1], [2]. The quantizer based on switching proposed in [5] consists of k (k > 1) fixed-rate μ-law companding quantizers, for frame-by-frame processing of signals following the Laplacian distribution. The robustness has been achieved by dividing the dynamic range of the signal variance into a number of subranges, with one μ-law companding quantizer designed for each subrange. Selection among the quantizers has been done according to the estimated frame variance; hence, the adaptation to the variance has been performed. The simplification of the mentioned switched quantization scheme with k specially designed scalar quantizers can be obtained by using the forward adaptive scalar quantizer with k-levels log-uniform quantizer for frame variance quantization (the parameter used to scale the adaptive codebook), where exactly the same performance can be achieved [1].

The high-rate scalar quantization solutions, representing the combination of forward adaptive technique and switched technique have been proposed in [6–8]. In these works, for processing of each frame, one of two available
forward adaptive companding scalar quantizers, restricted or unrestricted, has been used, hence the name dual-mode scalar quantization. In particular, the employed quantizers have similar characteristics, the same number of quantization levels \( N \), but unequal support regions. Recall that the restricted quantizer has been obtained as the result of restricting the bounds of the support region, which inserts granular distortion and eliminates overload distortion. With the properly chosen support region threshold, which is of extreme importance [9], [10], an \( N \)-levels restricted quantizer provides substantially increased quantization level density compared to the \( N \)-levels unrestricted one, and enables better quantization (i.e. smaller quantization error). The main characteristic of dual-mode quantization is its ability to provide increased performance (SQNR) over the single fixed-rate (unrestricted) quantizer, by providing more frequent selection of the restricted quantizer. In [6–8], the selection among the quantizers has been performed framewise, i.e. the restricted one has been chosen for frames whose amplitude content is within its support region, while for other frames the unrestricted one has been employed.

A model of quantizer which combines the forward adaptive companding quantizers with nonlinear \( \mu \)-law compression functions for quantization of the Laplacian sources has been proposed in [6]. A quantizer model in [7] has also been developed for the Laplacian source, but it utilizes the forward adaptive companding quantizers based on the optimal compression function. Unlike [6] and [7], the authors in [8] have proposed a quantization solution for coding the Gaussian source, consisted of forward adaptive piecewise linear companding quantizers (PLCSQs) obtained as the result of linearization of optimal compression function. The design goal in the above mentioned quantization schemes were reducing the bit rate subject to the constraint that high quality coding is enabled. Furthermore, a non-adaptive (designed for the particular variance and the Laplacian source) dual-mode quantization model that uses a \( \mu \)-law scalar companding quantizer as a restricted quantizer and G.711 quantizer [11] as the unrestricted quantizer has been proposed in [12].

This paper proposes a novel model of dual-mode quantizer with embedded G.711 quantizer for the Laplacian source that is further implemented in forward adaptive scheme (i.e. forward adaptive dual-mode scalar quantizer (DMSQ)). Particularly, the aim of this paper is to enhance the performance of the G.711 codec [11] in a wide range of input signal variances, achievable by using adaptation [13]. The performance improvement of that extensively used codec has been the subject of various papers, e.g. [14], [15]. In [14], an enhancement has been achieved in the context of log-polar quantization, while in [15] an enhancement approach based on a convolutional neural network has been presented. Eventually, we should highlight here that high rate codecs such as G.711 codec can be considered as a good candidate for compression purposes in neural networks [16–18].

In regard to the previous DMSQ solutions [6–8, 12], our novel model uses the spline functions [19] and frame/subframe method to process the input signal. First-degree spline function is used to approximate the nonlinear \( \mu \)-law compression function, which greatly simplifies the practical realization of the compression function. Hence, the model we propose consists of two (restricted and unrestricted) PLCSQs, one of them being G.711 quantizer used as the unrestricted one. A new frame/subframe method implies division of the input samples into the frames of \( M \) samples and forming the subframes of length \( M \) within each frame for selection purposes. Using the novel method, two adaptations are encountered: at the frame level an adaptation to variance is performed and at the subframe level an adaptation to maximum amplitude is performed (choosing one of two available forward adaptive quantizers). In this paper, the frame length is much smaller then the ones used in [6–8] where frame-by-frame signal processing has been performed, which is not efficient enough in terms of bit rate, so that the solution we propose improves the models from [6–8]. Moreover, by using subframes instead of entire frames, more frequent selection of the restricted quantizer is assured, and, accordingly, the increase of the overall performance is expected. This is obtained at the expense of slightly increased bit rate, since the information about the frame variance and employed quantizer (\( M_0/M \) one-bit codewords) has to be sent to the decoder once per frame.

In brief, the solution we propose provides the following advantages over the single G.711 quantizer [11]:

- it can offer approximately constant SQNR in the entire range of the input signal variances;
- for only 0.1875 bit/sample increased bit rate, it can achieve the gain in maximum SQNR of approximately 6 dB and the gain in the average SQNR of approximately 11.3 dB;
- it can provide gain in average SQNR of approximately 5 dB, with compression of approximately 0.8125 bit/sample.

Furthermore, the increased performance in terms of average SQNR over similar forward adaptive solutions having the same number of levels is also indicated. In addition to the theoretical results, which have been provided in the majority of DMSQ models developed so far [6, 8, 12], an experimental analysis using speech signal extracted from the TIMIT database [20] is provided in this paper as well, which is an additional progressive step with respect to former solutions.

The remaining of the paper is organized as follows: in Sec. 2, a detailed design procedure of the employed PLCSQs, forming the core of the proposed DMSQ, is described. Section 3 deals with the implementation in the forward adaptive DMSQ. Section 4 summarizes and discusses numerical and experimental results. Section 5 concludes the paper.
2. Design of PLSQ Based on First-Degree Spline Functions

PLCSQ is based on the piecewise linear compression function, used as an alternative step to nonlinear compression function. We propose fixed-rate N-levels PLSCQ based on the first-degree spline functions, when the signal to be quantized is described by the memoryless Laplacian source having PDF [1], [2]:

\[ p(x, \sigma) = \frac{1}{\sqrt{2\pi} \sigma} \exp \left( -\frac{1}{2} \frac{|x|^2}{\sigma^2} \right) \] \hspace{0.5cm} (1)

where \( \sigma^2 \) is the variance of the signal. The design of PLCSQ is performed for one particular (reference) variance \( \sigma_{ref}^2 \), using \( p(x, \sigma_{ref}) \).

2.1 The First-Degree Spline Functions

Spline refers to a piecewise polynomial approximation of the mathematical function [19]. Generally, using spline, the approximation of the function can be achieved by division of interval of interest into a finite integer number of \( L \) segments \([x_i, x_{i+1}]\), \( i = 0, ..., L - 1 \), within each segment the function is approximated by the corresponding polynomial. \( x_i = x_i(\sigma_{ref}), i = 0, ..., L \), are called ‘knots’ representing the points where the function changes its character. In this paper, we use the simplest version of spline, i.e. the first-degree spline (it is composed of straight line segments that are connected in a way to form continuity), to approximate the logarithmic \( \mu \)-law compression function, \( c(x, \sigma_{ref}) \), defined by [1]:

\[ c(x, \sigma_{ref}) = \begin{cases} \ln \left( \frac{1 + \mu \frac{x}{x_{max}}} {1 + \mu} \right), & 0 \leq x \leq x_{max} \\ \ln \left( \frac{1 - \mu \frac{x}{x_{max}}} {1 - \mu} \right), & -x_{max} \leq x \leq 0 \end{cases} \] \hspace{0.5cm} (2)

where \( \mu \) is the compression factor and \( x_{max} = x_{max}(\sigma_{ref}) \) is the upper support region threshold of the quantizer designed for \( p(x, \sigma_{ref}) \). Due to the symmetry, only positive part \([0, x_{max}]\) is considered.

The first-degree spline function, \( c_{PLC}(x, \sigma_{ref}) \), employed to approximate \( c(x, \sigma_{ref}) \) on \([0, x_{max}]\) is defined as [19]:

\[ c_{PLC}(x, \sigma_{ref}) = \begin{cases} c(x_i) + m_i (x - x_i), & x \in [x_i, 0] \\ c(x_i) + m_i (x - x_i), & x \in [x_i, x_{i+1}] \\ \vdots \\ c(x_{i-1}) + m_i (x - x_{i-1}), & x \in [x_{i-1}, x_{max}] \end{cases} \] \hspace{0.5cm} (3)

where \( m_i, i = 1, ..., L \), are the coefficients of direction determined as [1]:

\[ m_i = \frac{c(x_i, \sigma_{ref}) - c(x_{i+1}, \sigma_{ref})}{x_i - x_{i+1}}, \hspace{0.5cm} i = 1, ..., L . \] \hspace{0.5cm} (4)

We derive \( x_i \) from the following condition [1]:

\[ c(x_i, \sigma_{ref}) = i \frac{x_{max}}{L}, \hspace{0.5cm} i = 0,1, ..., L . \] \hspace{0.5cm} (5)

which results in:

\[ x_i = \frac{x_{max}}{\mu} \left( 1 + \mu \right)^{i} - \left( 1 + \mu \right)^{-1}, \hspace{0.5cm} i = 0,1, ..., L . \] \hspace{0.5cm} (6)

Substituting (5) and (6) in (4), we get:

\[ m_i = \frac{\mu}{L \left( (1 + \mu)^{i} - (1 + \mu)^{-1} \right)} , \hspace{0.5cm} i = 1, ..., L . \] \hspace{0.5cm} (7)

2.2 Design of PLCSQ

The first-degree spline function defined by (3) is used in design process of the PLCSQ. We consider the PLCSQ with support region defined by \([-x_{max}, x_{max}]\), that is divided into \( 2L \) segments, where \( N \) representation levels are placed. Each segment is further partitioned into uniform cells, where the step size, i.e. the uniform cell width, may differ from one segment to another, but the number of cells is equal in each segment and amounts to \( n = N / 2L \). As the symmetry condition holds (PLCSQ is symmetrical with respect to zero), both positive and negative half of the support region consists of \( L \) segments. This allows us to consider only the positive half of the support region.

The width of cells within the \( i \)-th segment, denoted by \( \Delta_i \), is given by [1]:

\[ \Delta_i = \frac{\Delta(N)}{c_{PLC}(x, \sigma_{ref})} = \frac{\Delta(N)}{m_i} , \hspace{0.5cm} i = 1, ..., L , \] \hspace{0.5cm} (8)

where

\[ \Delta(N) = \frac{2x_{max}}{N} . \] \hspace{0.5cm} (9)

Substituting (7) and (9) in (8), we derive:

\[ \Delta_i = \frac{2Lx_{max}}{\mu N \left( (1 + \mu)^{i} - (1 + \mu)^{-1} \right)} , i = 1, ..., L . \] \hspace{0.5cm} (10)

The decision thresholds of the \( j \)-th cell within the \( i \)-th segment, \( x_{ij} \), can be determined as [1], [8]:

\[ c_{PLC}(x, \sigma_{ref}) = \frac{i - 1}{L} x_{max} + j \Delta(N) \Rightarrow \]

\[ x_{ij} = \frac{i - 1}{L} x_{max} + j \Delta(N), \sigma_{ref} = x_{i-1} + j \Delta_i \] \hspace{0.5cm} (11)

while the \( j \)-th representative level within the \( i \)-th cell, \( y_{ij} \), can be determined as [1], [8]:
for $i = 1, \ldots, L$ and $j = 1, \ldots, n$. Obviously, the decision thresholds are the reflection of the ones in the negative part of the support region.

The performance of the PLCSQ is characterized by the bit rate and MSE distortion [1], [2]. The bit rate is specified by $R = \log_2 N = \log_2 (2^{L} \cdot n)$ bits/sample. As in encoding process one bit is used for sign (positive or negative half of quantizer support region), the $i$-th segment where the input sample value falls is encoded with the natural binary code using $\log_2 L$ bits (there are $L$ segments in one half of the support region) and the representative level to which the sample value is quantized is also encoded with natural binary code using $\log_2 n$ bits (there are $n$ representative levels in one segment). MSE distortion is a measure of the error incurred during quantization [1], [2]. The bit rate is specified by

$$R = \log_2 N = \log_2 (2^{L} \cdot n)$$

where $N = \log_2 n$ and $L$ is the number of levels in one half of the support region.

5.2.3 Special Case of the Considered PLCSQ-G.711 Quantizer

By adopting $\mu = \mu_{G.711} = 255$ and $N = 256$ ($L = 8$ and $n = 16$), the observed PLCSQ becomes equivalent to the one implemented in G.711 Recommendation [11], widely known as G.711 quantizer. An important characteristic of this quantizer is that it deals with unequal segments and each consecutive segment is twice as large as the previous. This property is not valid for described PLCSQ when $\mu \neq \mu_{G.711}$. Moreover, as the optimized value of the upper support region threshold, $x_{\text{max}}$, is not specified by G.711 recommendation, it is determined as in [21]:

$$x_{\text{max}}^{G.711} = \sigma_{\text{ref}} \frac{1}{\sqrt{2}} \log \frac{3 \mu_{G.711}^2 N^2}{\log^2 (\mu_{G.711}^2 + 1)}$$

Clearly, for $\sigma^2 = \sigma_{\text{ref}}^2$ (i.e., for the variance matched case), one can estimate the performance of the described PLCSQ. According to (9)–(17), we can observe that $x_{\text{max}}$ and $\mu$ are the critical parameters in our design. Typically, they are selected to satisfy the cost function (i.e., the minimal MSE distortion).

3. Forward Adaptive DMSQ

Forward adaptation is commonly used technique for implementation of scalar quantization models in non-stationary signals processing [6–8, 13]. It conducts frame-by-frame analysis and processing, where frame denotes the finite length group of consecutive samples that can be considered as quasistationary. In this section, we propose a novel forward adaptive $N$-levels DMSQ incorporating two forward adaptive $N$-levels PLCSQs; one of them being G.711 quantizer (PLCSQs are described in the previous section). Using the similar terminology as in [6–8, 12], an $N$-levels PLCSQ having smaller support region is denoted as the restricted quantizer and it is intended to quantize the frames whose amplitude content falls into its support region. Due to this fact, the restricted quantizer introduces only the granular component of the distortion (see (15)), while the overload one (see (16)) is avoided. Hence, the proper selection of the support region of the restricted quantizer within DMSQ is of great importance, and special attention is devoted to this (see Sec. 3.1). On the other hand, an $N$-levels PLCSQ having a wider support region (i.e., G.711 quantizer) with exactly specified support region threshold (eq. (18)) as well as compression factor value ($\mu = 255$), is denoted as the unrestricted quantizer and it is intended for the remaining signal frames. Using
the forward adaptation, we are able to adjust the codebooks of employed PLCSQs to the input signal variations. In particular, before quantization is performed, parameters are extracted from the frame (e.g. frame variance) and used to scale the fixed (initial) sets of the representative levels and the decision thresholds of the respective quantizers. Obviously, defining the fixed codebooks is very important task and deserves more attention. In the following, we will explain the design of fixed DMSQ followed by a detailed description of the forward adaptive scheme.

3.1 Design of Fixed DMSQ

During the design process we use the memoryless Laplacian source with zero-mean and unit variance, i.e. \( p(x, \sigma_{ref} = 1) \), which is the most commonly used assumption in quantizer design [1]. The design goal is to enable a more frequent choice of the restricted quantizer in order to exploit the full benefit of dual-mode quantization. As the structure of DMSQ components is described in detail in the previous section, here we focus on the optimization of the parameters affecting the overall performance. Specifically, given PDF, an \( N \)-levels DMSQ composed of \( N \)-levels restricted and \( N \)-levels unrestricted quantizers is designed such that minimal MSE distortion (maximal SQNR) is provided. The total MSE distortion, \( D_n \), of the fixed DMSQ can be calculated as [6–8, 12]:

\[
D_n = P' D' + (1 - P') D''
\]

(19)

where \( D' = D'(\sigma_{ref}) \) denotes the granular distortion of the restricted quantizer designed for \( p(x, \sigma_{ref} = 1) \) (see (15)), \( D'' = D''(\sigma_{ref}) \) denotes the total distortion of unrestricted quantizer designed for \( p(x, \sigma_{ref} = 1) \) (the sum of granular (15) and overload (16) distortions), while \( P' = P'(\sigma_{ref}) \) refers to the probability of selecting the restricted quantizer having the support region \([-x_{\max}^{-}, x_{\max}^{-}]\) [6–8, 12]:

\[
P' = \left[ \frac{\sigma_{ref}}{2} \int_{0}^{\mu} p(x, \sigma_{ref} = 1) \, dx \right]^M = \left[ 1 - \exp(-\sqrt{2}x_{\max}^{-}) \right]^M \tag{20}
\]

where \( M \) is the frame length. Clearly, \( 1 - P' \) in (19) stands for the probability that unrestricted quantizer is selected.

SQNR of DMSQ is given by [12]:

\[
\text{SQNR} = 10 \log_{10} \left( \frac{1}{P' D' + (1 - P') D''} \right). 
\]

(21)

Let us further define the bit rate. To represent each sample from the particular frame we use fixed-length codewords of \( \log_2 N \) bits (we deal with restricted and unrestricted quantizers both having equal \( N \)), while the information about the selected quantizer (restricted or unrestricted) is represented by one bit per each frame, which gives [12]:

\[
R^{fix} = \log_2 N + \frac{1}{M}. 
\]

(22)

Recall that unrestricted (G.711) quantizer is completely defined (\( \mu_{G.711}^{\\text{ref}} \) and \( x_{\max}^{\text{ref}} \) are provided), therefore according to (19)–(21), we can conclude that the performance of the \( N \)-level DMSQ is strongly dependent on \( x_{\max}^{\text{ref}} \) and \( \mu' \) denoting the parameters of the \( N \)-levels restricted quantizer. Accordingly, we optimize these parameters from:

\[
\frac{\partial D}{\partial x_{\max}^{\text{ref}}} = 0 \quad \Rightarrow \quad x_{\max}^{\text{ref}} = x_{\max}^{\text{opt}} ,
\]

(23)

\[
\frac{\partial D}{\partial \mu'} = 0 \quad \Rightarrow \quad \mu' = \mu'^{\text{opt}} .
\]

(24)

Hence, optimization of the parameters of the restricted quantizer (i.e. its proper design) within DMSQ can be viewed as one of the contributions presented in this paper. Furthermore, we analyze the problem of selecting the suitable frame length \( M \), which affects both \( P' \) (i.e. SQNR) and \( R^{fix} \). We propose its selection according to the maximal gain in SQNR achieved versus G.711 quantizer.

In Fig. 1, we illustrate SQNR dependence on \( M \) for three versions of the proposed \( N = 256 \)-levels DMSQ optimized in terms of minimal MSE distortion, i.e. the cases where the restricted quantizer is designed with \( c_{\text{PLC}}(x, \sigma_{ref}) \) composed of \( L = 2, 4, 8 \) line segments. In a given figure, for comparison purposes, we also provide SQNR curve for \( N = 256 \) levels-DMSQ baseline reported in [12], which serves as the upper bound of performance due to the fact that PLCSQs always provide lower SQNR in comparison to scalar compandors based on nonlinear compression function [22], [23]. Note that the performance in terms of SQNR of the proposed DMSQ with the restricted quantizer designed by \( c_{\text{PLC}}(x, \sigma_{ref}) \) using higher number of segments \((L = 8)\) converges to the upper bound given in [12].

In order to fairly estimate the gain in SQNR of the proposed model versus the single G.711 quantizer, it is preferable to determine the SQNR values achieved for the same bit rate, i.e. for the bit rate of 8 bit/sample. Recall that our fixed DMSQ has increased bit rate for \( 1/M \) bits when compared to the baseline (see (22)). Therefore, the estimated SQNR value at the bit rate of 8 bit/sample can be determined as [12]:

\[
\text{SQNR}_{\text{est}} [\text{dB}] = \text{SQNR} [\text{dB}] \frac{6}{M} [\text{dB}] 
\]

(25)

since in high-rate scalar quantization with one extra bit an improvement of 6 dB in SQNR is provided [1].

The dependence of \( \text{SQNR}_{\text{est}} \) on \( M \) is depicted in Fig. 2, from which we can easily determine the optimal frame lengths for fixed DMSQ, which depends on the design of the restricted quantizer. In particular, when the restricted quantizer uses \( c_{\text{PLC}}(x, \sigma_{ref}) \) with \( L = 2, 4, 8 \) segments, the optimal frame lengths for DMSQ are \( M = 5 (x_{\max}^{\text{opt}} = 2.92, \mu'^{\text{opt}} = 2.27), M = 6 (x_{\max}^{\text{opt}} = 3.17, \mu'^{\text{opt}} = 2.87) \) and \( M = 7 (x_{\max}^{\text{opt}} = 3.32, \mu'^{\text{opt}} = 3.21) \), respectively, showing the gain in SQNR of over 5 dB in compar-
son to the G.711 quantizer. For such established parameters, the restricted quantizer is chosen with probabilities $P_r(L = 2) = 0.922$, $P_r(L = 4) = 0.934$, $P_r(L = 8) = 0.938$, which is favorable in case of dual-mode scalar quantization.

For illustrative purposes, in Fig. 3 we show $c_{PLC}(x, \sigma_{ref})$ with $L = 4$ line segments in the positive part of the characteristic, used in the design of the $N = 256$ levels-restricted quantizer, for optimally selected parameters ($x_{max}^{opt} = 3.17$, $\mu^{opt} = 2.87$). In particular, DMSQ composed of such restricted quantizer and unrestricted G.711 quantizer is used in further analysis.

### 3.2 The Proposed Scheme

In forward adaptation technique, beside quantizer output codewords, there is a need to transmit some additional parameters to the decoder as side information [1], [13]. Hence, the side information can be a critical parameter, as it can have a large impact on the overall bit rate. As it has been demonstrated, the optimal frame length for our fixed DMSQ is very small ($M = 6$), which means that in the forward adaptive scheme side information has to be sent very often, which is unfavorable. On the other hand, the method applied in the solutions developed so far [6-8] that use longer frames (typically $M = 41$ and $M = 51$) is obviously not adequate enough. Therefore, we here propose the configuration with frame/subframe logic, where adaptation to variance is performed at the frame level and adaptation to the maximal amplitude is performed at the subframe level. Therefore, the frames are used only for adaptation, while subframes are used for selection of the appropriate restricted/unrestricted quantizer. The goal is evident: by division of the frame into subframes a large overhead can be reduced; furthermore, the more frequent selection of the restricted quantizer is assured and accordingly the increasing overall performance is expected.

The block diagram of the proposed scheme with encoder and decoder parts is depicted in Fig. 4(a) and Fig. 4(b), respectively. As Fig. 4(a) shows, the encoder contains blocks for buffering, the variance estimation, the variance quantization, subframe forming, the estimation of maximal absolute amplitude of the subframe and adaptive restricted and unrestricted quantizers, both having $N$-levels.

The buffer is used to store $M_0$ consecutive samples (i.e. one frame), $x_j[n]$, $n = 1, \ldots, M_0$, where $j$ denotes the frame index. For a current frame, the variance is estimated in the variance estimation block as [6], [7]:

$$\sigma^2_j = \frac{1}{M_0} \sum_{n=1}^{M_0} x^2_j[n].$$  \hspace{1cm} (26)

This parameter is very important as it is used to scale the parameters of the adaptive restricted and unrestricted quantizers composing DMSQ. Hence, for each signal frame, information about the variance has to be available at the decoder side, which implies its quantization. In particular, the variance of the $j$-th frame is firstly transformed into log-domain, $\alpha_j[\text{dB}] = 10 \log_{10} (\sigma^2_j / \sigma_{ref}^2)$, and then quantized using the log-uniform quantizer ($Q_{LU}$) having $S$ quantization points, as it can provide better performance in regard to other quantizer models (e.g. uniform quantizer) [6-8]. We define $Q_{LU}$ as [6]:

\begin{align*}
0.5 & \quad 1.0 & \quad 1.5 & \quad 2.0 & \quad 2.5 & \quad 3.0 & \quad 3.5 \\
0.0 & \quad 0.5 & \quad 1.0 & \quad 1.5 & \quad 2.0 & \quad 2.5 & \quad 3.0 \\
& \quad c(x) & \quad c_{PLC}(x) \\
& \quad \alpha_j & \quad \alpha_{ref} \\
& \quad 0.0 & \quad 0.5 & \quad 1.0 & \quad 1.5 & \quad 2.0 & \quad 2.5 & \quad 3.0 \\
& \quad \sigma^2_j & \quad \sigma_{ref}^2 \\
\end{align*}
\[ \alpha_j = \alpha_k + \left( 2k - 1 \right) \frac{B}{S}, \quad k = 1, \ldots, S \]  

where \( B \) is the dynamic range. The chosen level of the quantizer is encoded using fixed-length codewords of \( R_s = \log_2 S \) bits (index \( K \)).

Based on the quantized frame variance, the set of decision thresholds \( T_r(g) \) and the set of representative levels \( Y_r(g) \), respectively denoted as \( T_{ur}(g) \) and \( Y_{ur}(g) \), are obtained as follows:

\[ T_r(g) = g \cdot T_r(\sigma_{ref}), \quad Y_r(g) = g \cdot Y_r(\sigma_{ref}), \quad (28) \]

\[ T_{ur}(g) = g \cdot T_{ur}(\sigma_{ref}), \quad Y_{ur}(g) = g \cdot Y_{ur}(\sigma_{ref}), \quad (29) \]

where \( T_r(\sigma_{ref}), Y_r(\sigma_{ref}), Y_{ur}(\sigma_{ref}), T_{ur}(\sigma_{ref}) \) stand for the sets of the respective quantizers designed for reference variance \( \sigma_{ref}^2 = 1 \), while \( g \) is the scaling factor defined as:

\[ g = \frac{10^{\alpha_i/20}}{\sigma_{ref}}. \quad (30) \]

After the adaptation to the variance is performed, the adaptation to the maximal amplitude is applied in the next step, providing a basis for selection of the adaptive restricted or unrestricted quantizer. The \( j \)-th frame of the buffer is further divided into the subframes of \( M \) samples (subframe forming block in Fig. 4(a)). For each subframe \( (x_j[n], I = 1, \ldots, M, n = 1, \ldots, M \) denote the \( I \)-th subframe within the \( j \)-th frame), the maximal absolute amplitude \( |x_j[n]|_{max} \) need to be estimated and further compared with the properly chosen threshold value \( x_t \) in order to make the decision which adaptive quantizer has to be used. Similarly as in [6–8], we set \( x_t = x_{max}^r(g) \) (upper support region threshold of the adaptive restricted quantizer). As with the restricted quantizer we want to introduce only the granular distortion, for its selection the inequality \( |x_j[n]|_{max} \leq x_{max}^r(g) \) must hold, otherwise the unrestricted quantizer is used. Information about the selected quantizer is also sent to the decoder and requires one bit per each subframe (index \( J \)). Finally, the samples from the current subframe are individually passed through the selected adaptive quantizer and encoded using the fixed-length codewords composed of \( \log_2 N \) bits (index \( I \)).

According to Fig. 4(a), three indexes \( I \), \( J \) and \( K \) have to be transmitted to the decoder, arriving at the bit rate for the forward adaptive DMSQ:

\[ R_{FA} = \log_2 N + \frac{1}{M} + \frac{\log_2 S}{M_0}. \quad (31) \]

![Fig. 4. Forward adaptive coding scheme: a) encoder, b) decoder.](image-url)
Decoder is shown in Fig. 4(b), which reconstructs the signal frames with the length of \( M_0 \) samples using these three indexes \((f, J \text{ and } K)\).

Eventually, the performance of the forward adaptive \( N \)-level DMSQ can be estimated using the following set of equations:

\[
\text{SQNR}(g, \sigma) = 10 \log_{10} \left( \frac{\sigma^2}{D_\text{avg}(g, \sigma)} \right), \quad (32)
\]

\[
D_\text{avg}(g, \sigma) = P'(g, \sigma) D'(g, \sigma) + \left(1 - P'(g, \sigma)\right) D^\text{ref}(g, \sigma), \quad (33)
\]

\[
P'(g, \sigma) = \left(1 - \exp\left(-\sqrt{2x_{\text{max}}'(g)}/\sigma\right)\right)^M, \quad (34)
\]

\[
x_{\text{max}}'(g) = g' \cdot x_{\text{max}}(\sigma_{\text{ref}}). \quad (35)
\]

4. Results and Discussion

In this section, the SQNR performance of the proposed forward adaptive DMSQ is theoretically analyzed, assuming that input signal follows the Laplacian PDF and its variance changes in a wide range \((B = [-20 \text{ dB}, 20 \text{ dB}])\). In addition, the theoretical analysis is supported by the experimental one using a real speech signal. In particular, we consider \( N = 256 \)-levels DMSQ that incorporates \( N = 256 \) levels restricted quantizer \((c_{PLC}(x))\) is composed of \( L = 4 \) line segments, \( x_{\text{max}}(\sigma_{\text{ref}}) = 3.17, \mu = 2.87 \) and \( N = 256 \) levels unrestricted quantizer \((c_{PLC}(x))\) is composed of \( L = 8 \) segments, \( x_{\text{max}}(\sigma) = 10.11, \mu = 255 \) and subframe length is set to \( M = 6 \).

As mentioned earlier, for the proposed forward adaptive DMSQ the side information is very important parameter affecting the overall bit rate and it is influenced by two parameters, \( S \) and \( M_0 \) (see (31)). Therefore, the most suitable version of the proposed codec requires the optimized values of these parameters, which is not a trivial task. The importance of codec parameters optimization has been indicated in [24]. In this paper, given fixed \( M_0 \), we optimize \( S \). In other words, we investigate the influence of number of levels of \( Q_{LU} \), \( S \), on the performance of the proposed DMSQ defined by the average SQNR [6]:

\[
\text{SQNR}_{av} = \frac{1}{m} \sum_{i=1}^{m} \text{SQNR}(\sigma_i), \quad (36)
\]

where \( m \) is the number of particular variances taken into account in the established range \(|B| = 40 \text{ dB}\). Selection of the optimal \( S \) is performed using a special criterion:

\[
\frac{\text{SQNR}_{av}(N, M_0, S)}{R^\text{FA}(N, M_0, S)} - \frac{\text{SQNR}_{av}(N, M_0, S/2)}{R^\text{FA}(N, M_0, S/2)} \geq 6 \text{ dB} \quad (37)
\]

which defines that there is no point to further increase the number of levels \( S \) if the unit increase of the number of bits per sample does not result in the average SQNR increase of 6 dB or more.

![Table 1](image)

Table 1 shows the SQNR performance of the forward adaptive for different values of \( S \) and \( M_0 \) for a given frame size.

In Fig. 5, where SQNR is shown in a wide range of the input signal variances, we provide the results for forward adaptive \((M_0 = 240, S = 32 \text{-levels } Q_{LU})\) and non-adaptive \((M_0 = 256 \text{-levels } Q_{LU})\) and non-adaptive \((S = 8 \text{-levels } Q_{LU})\) and non-adaptive \((S = 32 \text{-levels } Q_{LU})\) and non-adaptive \((S = 256 \text{-levels } Q_{LU})\) and non-adaptive \((S = 64 \text{-levels } Q_{LU})\) and non-adaptive \((S = 128 \text{-levels } Q_{LU})\) and non-adaptive \((S = 256 \text{-levels } Q_{LU})\) in the wide range of input signal variances \(|B| = 40 \text{ dB}\).

Table 1 summarizes the achieved SQNR values together with values of the bit rate for the forward adaptive DMSQ, when \( S \) varies (i.e., \( R_s \) ranges from 1 to 8 bits) and \( M_0 \) = 240. By applying (37), it is revealed that the required optimal value is \( S = 32 \) \((R_s = 5 \text{ bits})\), for a given frame size.

In Fig. 5, where SQNR is shown in a wide range of the input signal variances, we provide the results for forward adaptive \((M_0 = 240, S = 32 \text{-levels } Q_{LU})\) and non-adaptive \((S = 256 \text{-levels } Q_{LU})\) and non-adaptive \((S = 64 \text{-levels } Q_{LU})\) and non-adaptive \((S = 128 \text{-levels } Q_{LU})\) and non-adaptive \((S = 256 \text{-levels } Q_{LU})\) and non-adaptive \((S = 64 \text{-levels } Q_{LU})\) and non-adaptive \((S = 128 \text{-levels } Q_{LU})\) in the wide range of input signal variances \(|B| = 40 \text{ dB}\).
The superiority of our solution can also be perceived with respect to other baselines based on the forward adaptive technique. As baseline approaches scheme, we use G.711 quantizer (FAG.711), \( N = 256 \)-levels \( \mu \)-law compandor (\( \mu = 255 \)) described in [12] (FA\( \mu \)C) and the forward adaptive \( N = 256 \)-levels PLCSQ from [22], which is based on approximation of optimal compression function with the first-degree spline functions. We report the gains in average SQNR of 6 dB when compared to FAG.711, 5.77 dB in regard to FA\( \mu \)C and 8.5 dB in regard to the solution from [22], achieved at the cost of slightly increased bit rate of 0.1667 bit/sample (information about the selected quantizer, one-bit per subframe).

Furthermore, in Fig. 7, we provide the SQNR characteristic for forward adaptive \( N = 128 \)-levels DMSQ (consisted of \( N = 128 \)-levels restricted and \( N = 128 \)-levels unrestricted quantizers). Note that the optimized parameters of the restricted quantizer as well as the optimal subframe length are determined in a similar way as it was done for \( N = 256 \)-levels DMSQ. The advantage of the proposed codec (\( R^A = 7.1875 \) bit/sample) is obvious, since 5 dB gain in the average SQNR over G.711 quantizer is obtained along with 0.8125 bit/sample lower bit rate, at the same time completely satisfying G.712 Recommendation.

Finally, the proposed forward adaptive DMSQ is tested for speech coding, as it has been shown that speech is well modeled by Laplacian PDF [26]. Experiments are performed on a speech signal extracted from the TIMIT dataset [20], and sampled at the frequency of 8 kHz. The test speech contains 24000 samples. As a measure of performance the segmental SQNR is used, i.e. the SQNR is calculated over each speech frame and then averaged [2].

Experimental results are presented in Tab. 2 and Fig. 8, showing a good matching with the theoretical ones presented in Figs. 6 and 7.

### 5. Summary and Conclusion

In this paper, a full potential of the recently proposed dual-mode quantization technique versus conventional fixed-rate quantization has been ascertained. In particular, we have proposed DMSQ solution for processing signals with the Laplacian distribution, which employs two similar PLCSQs, the restricted and unrestricted ones, having an equal number of quantization levels and unequal support regions. Both PLCSQs have been designed using the first-
degree spline function, while the key parameters of the restricted quantizers within DMSQ have been optimized in terms of the minimal MSE distortion. The implementation in the forward adaptive scheme has been done, where the frame/subframe method has been proposed. To analyze the performance of this model, the theoretical and the experimental analysis has been provided. Theoretical results have proved a high level of robustness in a wide range of input signal variances. For the same number of levels ($N = 256$), it has been shown that the proposed quantizer significantly outperforms G.711 quantizer, with the achieved gain in average SQNR of more than 11 dB. Moreover, the performance of G.711 baseline has been overreached with only $N = 128$ levels, where the gain in average SQNR of more than 5 dB along with 0.8215 bit/sample lower bit rate has been achieved. Since high-quality quantization can be achieved at lower bit rate in comparison to the G.711 codec which is embedded within the proposed solution, it makes the proposed model a good candidate for a wide range of applications dealing with Laplacian sources, e.g. for speech coding.
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