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Abstract

The uncapacitated facility location has always been an important problem due to its connection to operational research and infrastructure planning. Byrka obtained an algorithm that is parametrized by $\gamma$ and proved that it is optimal when $\gamma > 1.6774$. He also proved that the algorithm achieved an approximation ratio of 1.50. A later work by Shi Li achieved an approximation factor of 1.488. In this research, we studied these algorithms and several related works. Although we didn’t improve upon the algorithm of Shi Li, our work did provide some insight into the problem. We also reframed the problem as a vector game, which provided a framework to design balanced algorithms for this problem.

1 Introduction

The uncapacitated facility location (UFL) problem has received lots of attention due to its connection to operational research and infrastructure planning. In the UFL problem, we are given a set of potential facility locations $F$, each $i \in F$ with a facility cost $f_i$, a set of clients $C$ and a metric $d$ over $F \cup C$. We need to open a set of facilities $F'$, and assign each client to an opened facility, so that the sum of the total facility opening cost and the total assignment cost is minimized.

The UFL is NP-hard and the current best algorithm for this problem was designed and analyzed by Li [6], that reached an approximation ratio of 1.488. Another algorithm by Byrka, parametrized by $\gamma$ achieved an optimal bi-factor approximation ratio when $\gamma > 1.6774$. All these algorithms are based on the algorithm of Chudak and Shmoys [8] (known as the Chudak-Shmoys algorithm) and a filtering technique of Lin and Vitter [7]. The algorithms of Byrka and Li also utilized a (1.11,1.78) bifactor algorithm by Jain et al. [4].

On the negative side, Guha and Kuller [3] showed that there is no 1.463-approximation unless $\text{NP} \subseteq \text{DTIME}(n^{O(\log \log n)})$. This condition was later strengthened by Sviridenko [9] to be ”$\text{NP}=\text{P}$”. Jain et al. [4] generalized these work and proved that there is no $(\gamma_f, \gamma_c)$ bifactor approximation algorithm for $\gamma_c < 1 + 2e^{-\gamma_f}$ unless $\text{NP} \subseteq \text{DTIME}(n^{O(\log \log n)})$. We
therefore refer to this result as the hardness curve of the UFL problem (notice that the hardness curve pass the point (1.463,1.463)). The algorithm by Byrka [1][2] was optimal for \( \gamma_f > 1.6774 \), but for \( \gamma_f < 1.6774 \), there is no current algorithm that can reach this hardness curve.

The main difficulty in tackling the problem is to understand the regularity and irregularity of the instance. A instance is said to "regular" if all facilities to which a client is served in the optimal fractional solution to the LP, which is shown below, is of approximate the same distance to that client. While in an irregular case, the facilities to which a client is served in the optimal fractional solution varies in distance to that client. We have to notice that irregularity is not an absolute definition. The degree to which the instance is irregular may be different for different instances. We now consider an adversary that might produce instances to fight against our algorithms. It was shown that to fight against Byrka's algorithm for \( \gamma > \gamma_0 \) or Li's algorithm [3], the adversary would like to produce an completely regular case. In the case of Byrka's algorithm, that means that the case when \( d^{C}_{ave}(j) = d^{D}_{ave}(j) \) will make the bounds tight. In the case of Li's algorithm, that means that the best strategy by an adversary would be render the characteristic function a threshold function. On the other hand, however, the regular case is also the easiest case to deal with, as is indicated by section 3.1 in Byrka's paper [2]. Our failing to come up with an algorithm that does better than that of Li's indicates the existence of a worst case to Li's algorithm that is a very irregular case.

This research serves as an attempt to improve over the 1.488-approximation algorithm of Li. He allowed the algorithm to make a random choice of \( \gamma \), which was the parameter in Byrka's algorithm, and in combination with the (1.11,1.78) JMS algorithm, obtained the 1.488-approximation algorithm. In his paper, he developed a "zero-sum game" whose value equals the approximation ratio of the algorithm and found the best strategy for the adversary that made it easy to analyze the algorithm. This best strategy turned out to be a very "regular" instance which was rather easy to handle if the parameter \( \gamma \) was chosen optimally instead of randomly. We also observed that the so-called "zero-sum game" was in fact not a "zero-sum game". Instead, it was a vector game at its core and thus the Minimax Principle didn't apply. Based on these observations, we attempted to improve the algorithm by making an optimal choice of \( \gamma \) instead of a random choice. Our analysis of the algorithm used Blackwell's Approachability Theorem. Unfortunately, our computer simulation showed that our algorithm did not actually improve Li's algorithm. However, this failure might bring more insights into either the UFL problem or the theory of vector games.
2 Byrka’s Algorithm and Analysis

In this section, we review the algorithm by Byrka [2], yet our notation follows that of Li’s [6]. The algorithm starts by solving the following linear programming for the UFL problem:

\[
\begin{align*}
\min & \quad \sum_{i \in F, j \in C} d(i, j)x_{i,j} + \sum_{i \in F} f_iy_i \\
\text{s.t.} & \quad \sum_{i \in F} = 1 \quad \forall j \in C \\
& \quad x_{i,j} \leq y_i \quad \forall i \in F, j \in C \\
& \quad x_{i,j}, y_i \geq 0 \quad \forall i \in F, j \in C
\end{align*}
\]

Throughout this article, we will assume that we have solved the above LP and obtain an optimal solution \(x^*\) and \(y^*\). For each client \(j\), the set of facilities to which it is served more than 0 is denoted as \(F_j\).

The algorithm starts by a filtering process with parameter \(\gamma\): we create a “filtered” solution \((\overline{x}, \overline{y})\) as follows: \(\overline{y} = \gamma y^*\). We may split those facilities with \(y > 1\) to two facilities. Then since the \(y\) are fixed, we may reassign the \(x\) facilities in a greedy manner: for each client \(j\), sort the facilities by their distances to \(j\) and then for each facility \(i\) in order, assign \(x_{ij} = y_i\) until the sum of all assignments of client \(j\) reaches 1. W.l.o.g., we may assume that the solution obtained in this way is a complete solution, that is \(x_{ij}\) is either \(y_i\) or 0. This can be done via a facility splitting argument. A more detailed one can be found in [6].

For each client \(j \in C\), after the filtering process, we may distinguish between two kinds of facilities with respect to that client: close facilities and distant facilities. We say a facility \(i\) is a close facility to client \(j\) if \(x_{ij} > 0\). We say a facility \(j\) is a distant facility to client \(j\) if \(x_{ij} = 0\) but \(x^*_{ij} > 0\). We denote the set of close and distant facilities to client \(j\) as \(F^C_j\) and \(F^D_j\) respectively.

Now we define a distance from a client \(j\) to a set of facilities \(F' \subseteq F\) as the average distance to the facilities \(F'\) with respect to the solution \((\overline{x}, \overline{y})\). We define \(d_{\text{ave}}(j) = d(j, F^C_j)\), \(d_{\text{ave}}^D(j) = d(j, F^D_j)\) and \(d_{\text{ave}}(j) = d(j, F_j)\). We also define \(d_{\text{max}}^C(j)\) as the maximum distance from \(j\) to a facility in \(F^C_j\).

Byrka’s algorithm follows the idea developed Chudak and Shmoys, which first select some facilities as the cluster centers, according to some criteria quantity. However, the criteria quantity chosen here is \(K(j) = d_{\text{max}}^C(j) + d_{\text{ave}}(j)\). The process of choosing clustering centers is as follows. We consider each client in the order of increasing criteria quantity \(K\). Suppose we are now at client \(j\), if it is not assigned to any clustering center, we make it a clustering center, and for all those clients \(j'\) that satisfies \(F^C_{j'} \cap F^C_j \neq \emptyset\), we assign client \(j'\) to the cluster center \(j\). After this process, the clients are divided into several clusters. Call the set of all cluster centers \(C'\).

We now round the solution \((\overline{x}, \overline{y})\) randomly. For each cluster center, we open exactly one of its close facilities randomly with probabilities \(\overline{y}_i\). For each facility that is not a close facility of any cluster centers, open it independently with probability \(\overline{y}_i\). Then connect each client \(j\) to its closest facility. Let \(C_j\) be the connection cost of client \(j\).
The expected cost of the algorithm is just \( \gamma \). The key to bounding the expected total connection cost is to bound \( C_j \) under the condition that there is no open facility in \( F_j \). Byrka was able to show that 
\[ d(j, F_j \setminus F_j) \leq d_{\text{ave}}^D(j) + d_{\text{max}}^C(j) + d_{\text{ave}}^C(j) \]
and thus bound the 
\[ \mathbb{E}[C_j] \leq (1 - e^{-1} + e^{-\gamma})d_{\text{ave}}^C(j) + (e^{-1} + e^{-\gamma})d_{\text{ave}}^D(j). \]
But the connection cost of the optimal solution is 
\[ d_{\text{ave}}(j) = \frac{1}{\gamma}d_{\text{ave}}^C(j) + \frac{1}{\gamma}d_{\text{ave}}^D(j). \]
By computing the maximum ratio between these two costs, we have an optimal bifactor algorithm for \( \gamma > \gamma_0 \approx 1.67736 \) that achieves a bifactor approximation ratio of \( (\gamma, 1 + 2e^{-\gamma}) \). Also by taking \( \gamma = \gamma_0 \) and in combination with the \((1.11, 1.7764)\)-bifactor approximation by Jain, Mahadian and Saberi, we can get a 1.50-approximation algorithm for the UFL problem.

In his paper \cite{2}, he also pointed out that by making \( \gamma \) random instead of a fixed value might improve the approximation ratio and that’s the basis of Li’s algorithm and analysis.

3 Li’s Algorithm and Analysis

Li’s algorithm is based on Byrka’s algorithm by making \( \gamma \) random. Yet the analysis is very involved.

Li’s analysis utilized an important concept called characteristic function (see Definition 15 in Li’s paper \cite{6}).

**Definition 1 (Definition 15 in Li’s paper)** Given a UFL instance and its optimal fractional solution \((x, y)\), the characteristic function \( h_j : [0,1] \rightarrow \mathbb{R} \) of some client \( j \in C \) is defined as follows. Let \( i_1, i_2, \cdots, i_m \) be the facilities in \( F_j \), in the non-decreasing order of distances to \( j \). Then \( h_j(p) = d(i_t, j) \), where \( t \) is the minimum number such that \( \sum_{s=1}^{t} y_{is} \geq p \). The characteristic function of the instance is defined as 
\[ h = \sum_{j \in C} h_j. \]

It is not hard to see that the characteristic function is a non-decreasing piece-wise constant function. Li also came up with a better bound on the connection cost, which is Lemma 12 in his paper \cite{6}.

**Lemma 2 (Lemma 12 in Li’s paper)** For some facility \( j \notin C' \), let \( j' \) be the cluster center of \( j \). We have,
\[ d(j, F_j^C \setminus F_j) \leq (2 - \gamma)d_{\text{max}}^C(j) + (\gamma - 1)d_{\text{ave}}^D(j) + d_{\text{max}}^C(j') + d_{\text{ave}}^C(j'). \]

With this bound, he was able to show the following bound on the expected connection cost.

**Lemma 3 (Lemma 20 in Li’s paper)** The expected cost of the integral solution is 
\[ \mathbb{E}[C] \leq \int_{0}^{1} h(p)e^{-\gamma p}dp + e^{-\gamma}(\gamma \int_{0}^{1} h(p)dp + (3 - \gamma)h(\frac{1}{\gamma})). \]
To come up with an explicit distribution for $\gamma$, Li introduced a zero-sum game. We can scale the instance so that $\int_0^1 h(p)dp = 1$. Let

$$\alpha(\gamma, h) = \int_0^1 h(p)e^{-\gamma p}dp + e^{-\gamma}(\gamma + (3 - \gamma)h(\frac{1}{\gamma}))$$

The game is between an algorithm designer $A$ and an adversary $B$. The strategy of $A$ is a pair $(\mu, \theta)$, where $\theta$ is the probability of playing the JMS algorithm and $\mu$ is $1 - \theta$ times a probability density function for $\gamma$. The strategy for $B$ is a non-decreasing piece-wise constant function $h : [0, 1] \rightarrow \mathbb{R}^*$ such that $\int_0^1 h(p)dp = 1$. The value of the game, when the strategy of $A$ is $(\mu, \theta)$ and the strategy of $B$ is $h$, is defined as:

$$\nu(\mu, \theta, h) = \max\{\int_1^\infty \gamma \mu(\gamma)d\gamma + 1.11\theta, \int_1^\infty \alpha(\gamma, h)\mu(\gamma)d\gamma + 1.78\theta\}$$

A threshold function $h_q : [0, 1] \rightarrow \mathbb{R}, 0 \leq q < 1$ is defined as:

$$h_q(p) = \begin{cases} 
0 & p \leq q \\
\frac{1}{1-q} & p > q 
\end{cases}$$

And Li was able to show that there is a best strategy for $B$ that is a threshold function. From this fact he was able to find the optimal strategy for $A$: with probability $\theta \approx 0.2$, run the JMS algorithm; with probability about 0.5, run Byrka’s algorithm with parameter $\gamma_1 \approx 1.5$; with the remaining probability, run Byrka’s algorithm with parameter $\gamma$ selected uniformly between $\gamma_1$ and $\gamma_2 \approx 2$. A very refined analysis by Li proved that this distribution was able to achieve an approximation ratio of 1.4879.

### 4 An Attempt to Improve Li’s Algorithm

In this section, we present our attempt to improve over Li’s algorithm. Although computer simulation illustrates that this approach might not actually work, it does provide some insights. It also provides a framework to design better approximation algorithms.

Li’s analysis showed that there is a best strategy for $B$ which is a threshold function, which corresponds to a very regular case. But if the instance is regular, we might not need to randomly pick $\gamma$. It might be better if we can examine the instance carefully and find the best $\gamma$ for the instance. This idea makes use of the fact that there is an order in the game: the adversary first pick an instance and then the algorithm designer runs his algorithm. That means the algorithm designer is able to first examine the instance and then make his decision in choosing the best parameter $\gamma$, which might help to improve the approximation ratio.

Our method of choosing the best parameter $\gamma$ is as follows: first discretize the region $[1, M]$, where $M$ is a constant large enough, to many possible choices for the parameter $\gamma$. Then for each choice of $\gamma$, find the correspondingly best $\theta$ so that the balanced approximation
ratio is the smallest. Then choose the $\gamma$ that corresponds to the smallest approximation ratio, and the corresponding $\theta$ that achieves it.

It is obvious that this approach achieves a performance at least as good as Li’s algorithm, since choosing the parameter randomly cannot do better than picking it optimally. Another very important reason why this approach might does better is due to the fact that the game defined by Li is not strictly a zero-sum game. According to Von Neumann’s Minimax Principle, it will not be helpful if it is a zero-sum game, since a best strategy by $B$ will not be influenced by the order of the players. But the game is not a zero-sum game, since the value of the game is a maximum between two quantities. We shall now restate this game as a vector game.

To make it easier to state and more importantly, easy to simulate with a computer, we shall apply discretization to the game. Notice the game is in fact continuous and its definition is almost the same with what we are going to present here. We shall first discretize the region in which $\gamma$ might take value to very tiny pieces and call these discretized value $\gamma_1, \gamma_2, \cdots$. These indicates the pure strategy of $A$ if he is going to run Byrka’s algorithm. Another pure strategy of $A$ is the JMS algorithm. So the strategy set of $A$ can be written as $\{JMS, \gamma_1, \gamma_2, \cdots\}$, and $A$ is allowed to play a mixed strategy. The pure strategy of $A$ is denoted by $(\theta, \gamma)$, where $\theta$ is either 1 (indicating the JMS algorithm), or 0 (where in this case, $A$ runs Byrka’s algorithm with parameter $\gamma$). Now we define the strategy of $B$. Since every characteristic function can be written as a linear combination of a finite number of threshold function, we might think of the strategy of $B$ as a mixed strategy over all threshold functions. We can therefore discretize the region $[0, 1]$ to very tiny pieces $p_1, p_2, \cdots$, and the strategy set of $B$ is thus $\{p_1, p_2, \cdots\}$. The value of the game is in fact a vector $\alpha$, which is defined as $\alpha(\theta, \gamma, p) = (C_f, C_c)(\theta, \gamma, p) = ((1 - \theta)\gamma + 1.11\theta, (1 - \theta)\alpha(\gamma, h_p) + 1.78\theta)$. We should stress here that this value is defined when both players play pure strategy, thus $\theta \in \{0, 1\}$. If players play mixed strategies, then we shall define the value of the game in an intuitive way, that is the expected vector value. The approximation ratio of this algorithm is determined by the region which is approachable by $A$. That is, we seek to find the smallest $\beta$ so that the 2-D region defined by the half-plains $x \leq \beta, y \leq \beta$ is approachable. In this case, $\beta$ will be the approximation ratio of this algorithm.

To find such a $\beta$, we may first guess how small can it be and we suppose our guess is $\beta_0$. Our task at this moment is to show that the region defined by $\beta_0$ is approachable. According to Blackwell’s Approachability Theorem, it suffices to prove the approachability of all the supporting hyperplanes, which are just all the lines that pass through the point $(\beta_0, \beta_0)$ with non-positive slope in this case. We may assume that each of the line is defined by the equation with parameter $0 \leq \phi \leq 1$: $\phi x + (1 - \phi)y = \beta_0$, then if we only consider the game with respect to this line, we can get a zero-sum game with value $\phi C_f + (1 - \phi)C_c - \beta_0$. We call this quantity the value of the game with respect to the line parametrized by $\phi$. When $\phi$ is determined, the remaining zero-sum game can be solved by any standard method, and in this research, we use linear programming to handle it. We seek to find a mixed strategy for $B$ such that for any pure strategy of $A$, the value of the game with respect to the line parametrized by $\phi$ is larger than 0. If we can find such a strategy for $B$, then the line...
parametrized by $\phi$ is not approachable. In the language of LP, the line parametrized by $\phi$ is not approachable if and only if the corresponding LP stated above has at least a solution that corresponds to a mixed strategy for $B$. We may therefore write out the LP explicitly and test whether or not a solution can be found.

If our guess for $\beta_0$ is indeed correct (notice it might not be the smallest of such correct guesses), Blackwell’s Approachability Theorem tells us that for any $\phi \geq 0$, the line parametrized by $\phi$ is approachable. On the other hand, if we can check through all possible $0 \leq \phi \leq 1$ and show that every one of them is approachable, we might conclude that the region defined by $\beta_0$ is approachable. To make the problem tractable to our computer, we should discretize for $\phi$ as well. Then we enumerate each possible value for $\phi$ and see if it is approachable.

In our simulation, we discretized each of $\gamma, p$ and $\phi$ to 1000 possible values and tested for approachability with different $\beta$. Unfortunately, the smallest such $\beta$ found was 1.4880, which showed that our attempt to improve over Li’s algorithm didn’t work. However, the result found by this simulation is interesting, the strategy for $B$ turned out to be very complicated: it had a value of around 0.6 for $p = 0$, and very tiny values ($\leq 0.02$) for all other values of $p$. But we have to be careful here in understanding this result because the coefficients of each $h_p$ is determined by the following equation:

$$h = \sum_{i=0}^{m-1} (c_{i+1} - c_i)(1 - p_i)h_{p_i}$$

Therefore, what the result really says is that there is an average distance of 0.6 where there are no facilities within it, but outside this region, facilities seem to be distributed very uniformly (in respect of distance) around the client.

## 5 Implication of Our Results

Although our attempt failed to improve over Li’s algorithm, it had interesting implications to both the UFL problem and vector games.

### 5.1 Implication to the UFL problem

The result of our linear programming showed the existence of a highly irregular instance which could defeat the filtering process and our attempt to take the best $\gamma$ value. In other words, the filtering process alone cannot capture every aspect of the irregularity of the instance. If we want to design a better algorithm, we might need a better method to capture the irregularity of the problem.

### 5.2 Implication to vector games

As a byproduct, another interesting aspect of the implication of our result lies in the theory of vector games. At present, no corresponding result to the Minimax theorem of zero-sum
games is known to vector games. However, our failure tends to show that the order of playing for vector games might not be important, under some condition. Admittedly, the vector game in our research is special in that (1) the first coordinate has nothing to do with the strategy of $B$ and (2) we only care about the maximum of the two coordinates. At this point, we don’t know what aspects of this game leads to the fact that the order of playing is not important. Neither do we know whether a general conclusion exists for vector games.
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