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Abstract—Cognitive backscattering, an integration of cognitive radio and backscatter modulation, is emerging as a potential candidate for green Internet of Things (IoT). In cognitive backscatter systems, the backscatter device (BD) shares not only the same spectrum, but also the same radio-frequency (RF) source with the legacy system. In this paper, we investigate the signal transmission problem, in which a basic transmission model is considered which consists of \( K \) RF sources, one BD and one reader equipped with \( M \) antennas. A non-cooperative scenario is considered, where there is no cooperation between the legacy systems and the backscatter system, and no pilots are transmitted from the RF sources or BD to the reader. The on-off keying differential modulation is adopted to achieve noncoherent transmission. Firstly, through the capacity analyses, we point out that high-throughput backscatter transmission can be achieved when the number of the receive antennas satisfies \( M > K \). The Chernoff Information (CI) is also derived to predict the detection performance. Next, we address the signal detection problem at the reader. The optimal soft decision (SD) and suboptimal hard decision (HD) detectors are designed based on the maximum likelihood criterion. To tackle the non-cooperation challenge, a fully blind channel estimation method is proposed to learn the detection-required parameters based on clustering. Extensive numerical results verify the effectiveness of the proposed detectors and the channel estimation method. In addition, it is illustrated that the increase of \( K \) may not necessarily lead to performance degradation when multiple receive antennas are exploited.
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I. INTRODUCTION

INTERNET of Things (IoT) is a key application paradigm for the next generation wireless communication systems. Due to the energy, cost and complexity constraints, energy- and spectrum efficient communication technologies are desirable for the IoT devices [1]. Cognitive backscatter communication is an emerging technology for green IoT to fulfill such demand [2], which is an integration of the well-known cognitive radio concept and the backscatter communication (BackCom) technology. To be specific, the backscatter (secondary) system shares not only the same spectrum, but also the same RF source with the legacy (primary) system (e.g., cellular base stations, digital television (DTV) transmitters, wireless fidelity (Wi-Fi) access points, etc). A typical cognitive backscatter system (CBS) is illustrated in Fig. 1 which

![Fig. 1. A basic CBS illustration.](image)

the backscatter device (BD) transmits its own information by reflecting the radio-frequency (RF) carriers from the legacy transmitter. Hence, no power-hungry RF components (e.g., upconverters and power amplifiers) are required, and the power consumption of the BD can be ultra low [3]–[6]. In addition, thanks to the spectrum sharing nature, the CBS also achieves desirable spectrum utilization efficiency [7].

Cognitive backscattering is still in its infant stage, and there are various technical challenges arising from the data transmission and networking perspectives [8]–[10]. In [2], the first prototype about this conception is introduced which is referred to as the ambient backscatter communications (AmBC) for ultra short range communication between two passive tags. In [11], [12], early attempts on the information theory and performance analyses are carried out for the orthogonal frequency division multiplexing (OFDM) modulated RF source and Gaussian distributed backscatter signals. In [13], a numerical method is presented to calculate the maximum achievable rate of the on-off modulated backscatter signals. In [14]–[16], enormous works are devoted to new prototyping for practical implementation, e.g., “BakcFi”, “BLE-Backscatter”, and “Lora-Backscatter”. In [17], the optimal tradeoff between the energy harvesting and backscatter transmission is investigated by taking the finite battery capacity into account. In [18]–[21], hybrid backscatter network is investigated where the CBS is employed to assist the conventional wireless powered radio networks. In these works, time scheduling protocols are investigated for the tradeoff between the cognitive backscattering and the conventional Backcom techniques.

In this paper, we mainly focus on the receiver design for CBS. From Fig. 1, the receiver of the backscatter system (i.e., reader) simultaneously receives the backscattered signal from the BD and the direct-link interference (DLI) from the legacy system. Different with the conventional Backcom where
the DLI is "unmodulated" and can easily be eliminated, the RF carries from the legacy transmitter is "modulated" and unknown for the reader in CBS. The randomness of the unknown strong DLI makes the backscatter symbols very hard to be distinguished.

In [2], noncoherent energy detector (ED) is utilized to recover the backscatter symbols. The performance of the ED and its modified versions are analyzed in [22]–[25]. In [25], an interesting error floor problem of ED is pointed out: the bit error rate (BER) for backscatter symbol detection converges to a non-zero floor with the increase of the transmitted power at the legacy RF source. That means, the ED based backscatter system could not benefit from the increase of the RF source transmit power due to the existence of DLI. As a result, to achieve reliable detection, the transmission rate of the backscatter system becomes quite limited.

To realize the high-speed transmission, it is critical to suppress the DLI at the reader. Instead of the tag-to-tag communication demonstrated in [2], some works consider a battery-powered reader (employed as a IoT access point (AP)), which allows more complicated receiver to remove the DLI effect and to increase the throughput of the backscatter system. In the literature, some studies suggest to integrate the reader into the legacy transmitter, and then the self-interference cancellation techniques used in full-duplex communications can be exploited to suppress DLI [12], [14]. Similarly, the reader can also be integrated into the legacy receiver, so that the source signal is jointly decoded together with the backscatter signal [27]–[29]. Besides the above fully cooperative scenarios, in [30], the OFDM based legacy source is adopted, and the repeating structure of the cyclic prefix is exploited to design the DLI free backscatter waveforms based on some coordination between the legacy transmitter and the BD. Nevertheless, it is worth noting that the validity of above methods depends on special requirements in terms of transceiver design, RF source modulation, and synchronization between the legacy system and backscatter system; otherwise, these aforementioned methods will fail to work.

We are interested in developing a general DLI-free detector for various RF sources and application scenarios. For this purpose, it is assumed that there is no cooperation between the legacy system and the backscatter system. One early attempt work is presented in [25], where only one RF source is considered, and multiple receive antennas are exploited to suppress the DLI. In this paper, a multiple-RF-source scenario is considered which is illustrated in Fig. 2. This assumption is more general and practical. For example, in the smart-home applications, the reader may receive two or even three dominated RF source signals from the neighboring WiFi APs. In addition, we assume that there is no pilots transmitted from the legacy transmitter or the BD to assist channel estimation at the reader.

The main differences between the CBS shown in Fig. 2 and the MIMO interference channel are twofold. First, the backscattering is a multiplicative operation on the incident signals from RF sources in the analog domain. Therefore, the signal from backscatter link contains a mixture version of the direct-link signals from all the RF sources. To mitigate the direct link signal straightforwardly may not achieve good performance, which has already been pointed out in [26]. Second, the unknown source signals act as unknown channel fading coefficients on the backscatter-link signals. As a result, the backscatter signal detection is a challenge work, especially without any pilots to assist channel estimation. In this case, we suggest BD employ on-off differential modulation for noncoherent transmission [2], [25]. Novel detection algorithm is required to suppress the DLI from multiple RF sources.

The main works and contributions of this paper are summarized as follows:

• Firstly, the impacts of multiple RF sources is addressed for the CBS. To be specific, the impacts are twofold: providing carrier emitters for transmission, and causing DLI at the receiver. We derive the Chernoff Information (CI) to analyze the relationship between the detection performance and the system parameters, such as the number of the RF sources and receive antennas. Numerical results shown that, the increase of RF sources number may not necessarily lead to performance degradation, when multiple antennas are equipped at the receiver.

• Secondly, we provide an insight into the error-floor phenomenon through the information-theoretic aspects by deriving the upper bound of the channel capacity. It is pointed out that, high-throughput backscatter transmission can be realized by the multi-antenna receiver, as long as the antenna number is larger than the amount of RF sources.

• Thirdly, the optimal (soft decision) and suboptimal (hard decision) detectors are derived to recover the BD original generated symbols based on the maximum likelihood (ML) criterion. Numerical results verify that, the suboptimal detector achieves almost the same performance as that of the optimal one with much lower complexity.

• Finally, the channel state information (CSI) learning problem is addressed for practical implementation, bearing in mind that there is no pilots to be exploited. A novel blind channel estimation method is proposed based on clustering algorithm, thanks to the fact that, the received signals may fall into two clusters corresponding to different backscatter states. A modified version of the relative entropy is designed as a new distance metric to
assist clustering. Then, channel estimation is realized by exploiting all the received samples in each cluster.

The rest of the paper is organized as follows. Section II outlines the CBS model. In Section III we provide some theoretical discussion on the impact of RF Sources, such as the maximum achievable rate and the CI. Next, in Section IV the optimal and suboptimal detectors are derived to recover the original information bits of BD. Then, for piratical application, blind channel estimation method is proposed in Section V. Numerical results are provided in Section VI and section VII concludes the paper.

The notations used in this paper are listed as follows. \( E[\cdot] \) denotes statistical expectation, \( Q(\cdot) \) is the Q-function, \( I(\cdot) \) is the indicator function, and \( \text{sgn}(\cdot) \) is the signum function. \( \Pr(A) \) denotes the probability of event \( A \) happens. \( I(X;Y) \) denotes the mutual information of random variables \( X \) and \( Y \), \( H(X) \) denotes the entropy of \( X \), and \( H(X|Y) \) is the conditional entropy. \( \mathcal{CN}(\mu,\sigma^2) \) denotes the circularly symmetric complex Gaussian (CSCG) distribution with mean \( \mu \) and variance \( \sigma^2 \). For any general matrix \( G \), \( G^T \) and \( G^H \) denote the transpose and conjugate transpose, respectively. \( I_M \) denotes the \( M \times M \) identity matrix. \( \text{tr}(S) \) is the trace of a square matrix \( S \), \( |S| \) denotes is determinant, \( \text{rank}(S) \) denotes its rank, and \( ||S||_F = \sqrt{\text{tr}(SS^H)} \) denotes its Frobenius norm. \( ||w|| \) denotes the Euclidean norm of a vector \( w \). The quantity \( \max(a,b) \) denotes the maximum between two real numbers \( a \) and \( b \), \( a \oplus b \) represents the addition modulo 2, \( |x| \) denotes the absolute value of a complex number \( x \), and \( \text{Re}(x) \) and \( \text{Im}(x) \) denote its real part and imaginary part, respectively.

II. SYSTEM MODEL

Fig. 2 depicts the CBS model considered in this paper, which consists of \( K \) dominated legacy RF sources, a single-antenna BD and a reader equipped with \( M \) antennas. We only consider one BD transmission in every time slot. When the system contains multiple BDs, they can be scheduled by multiple access control protocols such as time division multiple access (TDMA). The BD communicates to a neighboring reader by reflecting the RF signals with different antenna impedances. The RF carrier wave is dominated by several RF sources. For simplicity, flat block fading assumption is adopted, wherein the channel remains constant over consecutive symbol intervals (i.e., a block).

A. RF Source Signals

Denote \( s_{k,n} \) as the \( k \)-th RF source signal transmitted at time instant \( n \). We assume that \( s_{k,n} \) is independent and identically distributed (i.i.d.) at different time instants, and it follows the standard CSCG distribution, i.e., \( s_{k,n} \sim \mathcal{CN}(0,1) \).

The RF source signal received at the reader consists of two components. One is the signal from the direct link, \( r_{m,n}^d \), which is transmitted directly from the RF sources to the reader. The other is the signal from the backscatter link, \( r_{m,n}^b \), which is backscattered from the BD to the reader. Supposing the BD-reader distance is relatively short, the time delay between the receptions of \( r_{m,n}^d \) and \( r_{m,n}^b \) at the reader is negligible [2].

The received signals at the \( m \)-th antenna of the reader can be expressed as

\[
y_{m,n} = r_{m,n}^d + r_{m,n}^b + u_{m,n},
\]

where \( n = 1, 2, \ldots, N \), and \( u_{m,n} \) is the CSCG noise with zero mean and unit power, i.e., \( u_{m,n} \sim \mathcal{CN}(0,1) \).

B. Direct Link

At time instant \( n \), the direct link signal from the \( k \)-th RF source received at the \( m \)-th antenna of the reader can be expressed as

\[
r_{k,m}^d = f_{k,m} \sqrt{P_{k,m} s_{k,n}},
\]

where \( f_{k,m} \) denotes the small-scale fading from the \( k \)-th RF source to the reader with \( E[|f_{k,m}|^2] = 1 \) for all \( k \) and \( m \), and \( P_{k,m} \) is the average received power from the \( k \)-th direct link. The average received power \( P_{s,k} \) is determined by the transmit power \( P_{t,k} \) of the \( k \)-th RF source and the path loss \( L_{d,k} \):

\[
P_{s,k} = \frac{P_{t,k} G_{t,k} G_{r,k} \kappa^2}{(4\pi)^2 L_{d,k}},
\]

where \( L_{d,k} \) is the distance between the \( k \)-th RF source and the reader in meter, \( \nu_i \) is the path loss exponent, \( G_{t,k} \) and \( G_{r,k} \) are the antenna gain of the \( k \)-th RF source and the reader, respectively. Let \( \kappa = \frac{\sigma^2}{(4\pi)^2} \), and then (3) becomes

\[
P_{s,k} = \frac{\kappa P_{t,k} G_{t,k} G_{r,k}}{L_{d,k}},
\]

Then the summation signal \( r_{m,n}^d = \sum_{k=1}^{K} r_{k,m}^d \) is:

\[
r_{m,n}^d = \sum_{k=1}^{K} f_{k,m} \sqrt{P_{k,m} s_{k,n}}.
\]

C. Backscatter Link

The RF source signals received at the BD can be expressed as

\[
s_r^n = \sum_{k=1}^{K} l_k \sqrt{P_{b,k} s_{k,n}},
\]

where \( l_k \) denotes the small-scale fading from the \( k \)-th RF source to the BD with \( E[|l_k|^2] = 1 \), and \( P_{b,k} \) is the average available power from the \( k \)-th RF source before backscattering. Assuming the same path loss exponent, we have

\[
P_{b,k} = \frac{\kappa P_{t,k} G_{t,k} G_{b,k}}{L_{b,k}^2},
\]

where \( L_{b,k} \) is the distance between the \( k \)-th RF source and the BD, and \( G_{b,k} \) is the antenna gain of the BD.

From the antenna scatterer theorem [4], [33], [34], we assume that BD only has two backscattering states, which are denoted by \( c = 0 \) and \( c = 1 \) (i.e., on-off keying (OOK)), respectively. When \( c = 0 \), only structural mode scattering exists, and when \( c = 1 \), both the structural mode component and antenna mode component are exist. Since the structural mode scattering is independent to the antenna load impedance and always exists, it has been already contained in the direct link signal. Define \( \alpha \) as the reflection coefficient of the
antenna mode scattering, and we further suppose that the BD backscattering state $c$ remains unchanged for $N$ consecutive source symbols. Then, during one BD symbol period, the signal backscattered from the BD to the reader is given by

$$s_n^b = \alpha s_n^c c,$$

where $n = 1, 2, \ldots, N$, and $0 < |\alpha|^2 < 1$.

The backscatter link signal received at the $m$-th antenna of the reader is expressed as

$$r_{m,n}^b = g_m \sqrt{\frac{G_b G_t K}{L_c^2}} s_n^b,$$

where $g_m$ is the small-scale fading from the BD to the reader with $\mathbb{E}[|g_m|^2] = 1$, $L_c$ is the BD-reader distance, and $\nu_2$ is the path loss exponent.

Substituting (3), (6) and (8) into (9), we have

$$r_{m,n}^b = g_m \alpha c \sum_{k=1}^{K} \nu_1 \sqrt{\frac{\kappa_1^2 P_{k,k} G_t G_b G_s^2 s_{k,n}}{L_b^2 L_c^2}},$$

(10)

Denote the total backscattering power loss of the $k$-th BD as

$$\tilde{\gamma}_k = \frac{\kappa_1^2 G_b^2 \nu_1}{L_b^2 L_c^2}.$$  

(11)

Let $\tilde{\alpha} = \frac{\alpha}{\kappa_1}$ denote the phase shift due to backscattering. Then we finally have

$$r_{m,n}^b = g_m \alpha c \sum_{k=1}^{K} \nu_1 \sqrt{\frac{\tilde{\gamma}_k P_{s,k} s_{k,n}}{L_b^2 L_c^2}}.$$  

(12)

D. Received Signal At The Reader

Substituting $r_{m,n}^d$ and $r_{m,n}^b$ into (11), the received signal at the $m$-th antenna of the reader is expressed as

$$y_{m,n} = \sum_{k=1}^{K} \sqrt{P_{s,k}} s_{k,n} \left( f_{k,n} + \tilde{\alpha} g_m t_{k} \sqrt{\tilde{\gamma}_k c} \right) + u_{m,n}.$$  

(13)

We further denote the average signal-to-noise ratio (SNR) of the $k$-th direct link as $\gamma_{d,k} \triangleq P_s \nu_2$ and the average SNR of the $k$-th backscatter link as $\gamma_{b,k} \triangleq \tilde{\gamma}_k P_{s,k}$. We assume that the direct link channel response $f_{k,n}$ and the backscatter link channel response $t_{k} g_m$ are mutually independent. Then, when the transmit power from one of the RF source increases, or when the distance between the RF sources and the backscatter system ($L_{b,k}$ or $L_{d,k}$) becomes shorter, both $\gamma_{d,k}$ and $\gamma_{b,k}$ increase. Also, when the BD-reader distances become shorter, a larger $\gamma_k$ is obtained, resulting in a stronger backscatter link.

With $M$ receive antennas at the reader, we denote the channel response vectors as

$$f_k = [f_{k,1}, f_{k,2}, \ldots, f_{k,M}]^T,$$

(14)

$$g = [g_1, g_2, \ldots, g_M]^T.$$  

(15)

1Generally, as $L_c$ is relatively short, it is a line-of-sight path between the BD and the reader, and we have $\nu_2 = 2$.

![Fig. 3. Frame structures of involving symbols.](image)

By letting $h_{k,1} = \sqrt{\gamma_d} t_k$ and $h_{k,2} = \tilde{\alpha} t_k \sqrt{\gamma_b} g_m$, the received signals collected by the $M$ antennas can further be expressed as

$$y_n = \sum_{k=1}^{K} f_k \sqrt{\gamma_d} s_{k,n} + g \sum_{k=1}^{K} t_k \tilde{\alpha} \sqrt{\gamma_b} g_m s_{k,n} c + u_n = \sum_{k=1}^{K} h_{k,1} s_{k,n} + \sum_{k=1}^{K} h_{k,2} s_{k,n} c + u_n,$$

(16)

where $y_n = [y_{1,n}, \ldots, y_{M,n}]^T$ and $u_n = [u_{1,n}, \ldots, u_{M,n}]^T$.

E. Frame Structures and Differential Modulation

Finally, we adopt a backscatter symbol frame as depicted in Fig. 3, where each frame consists of $I$ original BD’s information bits $b = [b^{(1)}, b^{(2)}, \ldots, b^{(I)}]$, and $b^{(i)} \in \{0, 1\}$ for all $i = 1, 2, \ldots, I$. Then the original bits are differentially encoded at the BD as follows

$$c^{(i)} = c^{(i-1)} \oplus b^{(i)}$$  

(17)

where $c = [c^{(1)}, c^{(2)}, \ldots, c^{(I)}]$ are the modulated symbols to be transmitted with the reference symbol $c^{(0)} = 1$. According to the block fading assumption, the channels remain invariant during one frame period. Each BD symbol contains $N$ RF source symbols. The $n$-th received sample in the $i$-th BD symbol period is

$$y_{n}^{(i)} = \sum_{k=1}^{N} h_{k,1} s_{k,n}^{(i)} + c^{(i)} \sum_{k=1}^{K} h_{k,2} s_{k,n}^{(i)} + u_n^{(i)},$$  

(18)

where $n = 1, 2, \ldots, N$ and $i = 0, 1, 2, \ldots, I$. Let $Y^{(i)} = [Y_{1}^{(i)}, Y_{2}^{(i)}, \ldots, Y_{N}^{(i)}]^T$ denote the received signal sequence in the $i$-th symbol period. Our goal is to recover all the $b^{(i)}$ from the observed $Y^{(i)}$.

III. THE IMPACT OF THE DLI

In CBS, the relationship between the transmit powers of the RF sources and the achievable rate of the backscatter system is complicated. On the one hand, the RF sources provide carrier emitters for the BD transmission. Thus, like the traditional BackCom, a strong RF source signal will improve the backscatter transmission. On the other hand, due to the spectrum sharing, the RF sources simultaneously cause interference to the backscatter system. This is a little like the multiuser MIMO system, where the strong interferences are harmful for the backscatter transmission. As a result, the CBS model is much different with the conventional communication scenarios. It is worth to process some analyses to provide an insight about the impact of RF sources on the backscatter transmission.
A. Exploiting Multi-antennas for High-speed Transmission

In CBS detection, a well-known phenomenon for the single-antenna receiver is the “error floor”: the BER for backscatter symbol detection converges to a non-zero floor even though the transmit power of the RF sources increases to infinite \([25,26]\). Due to that, given a BER requirement, the transmission rate is limited. In this subsection, we try to provide an explanation on the rate limitation of single-antenna receiver from the information theoretic perspective. Then, we will show that to exploit multiple receive antennas can realize high-speed backscatter transmission. For simplicity, we set \(N = 1\), and the efficiency loss of the differential modulation is also ignored as well.

1) Single-antenna Receiver: When there is only one RF source and the receiver is equipped with single antenna, the received signal at the reader is

\[
y = l g \sqrt{\gamma d} s c + f \sqrt{\gamma d} s + u. \tag{19}\]

The maximum achievable rate is \(R_{\{M=1\}} = \max_c \{I(c;y)\}\). As shown in (19), the backscatter symbol \(c\) is corrupted by the unknown source signal \(s\). Due to the unknown \(s\), \(R_{\{M=1\}}\) is hard to be derived.

We consider a scenario, where the BD is allowed to exploit \(s\) to design the transmit codewords. Then (19) becomes

\[
\tilde{y} = l g \sqrt{\gamma_d} \tilde{c} + f \sqrt{\gamma_d} s + u, \tag{20}\]

where \(\tilde{c}\) is the new transmitted symbol by BD which drops the interference of \(s\) to achieve the optimal rate. Denote the achievable rate in this scenario as \(\tilde{R}_{\{M=1\}}\), and we have

\[
\tilde{R}_{\{M=1\}} = \log_2 (1 + \frac{\tilde{\gamma} \gamma d |g|^2}{1 + \gamma d |f|^2}). \tag{21}\]

Obviously, \(\tilde{R}_{\{M=1\}}\) is an upper bound of \(R_{\{M=1\}}\) (i.e., \(R_{\{M=1\}} \leq \tilde{R}_{\{M=1\}}\)). Then we have following proposition:

**Proposition 1:** When there is only one RF source and the receiver is equipped with single antenna, the achievable rate converges to a finite value with the increase of \(\gamma_d\).

**Proof:** Let \(\tilde{R}_{\{M=1\}} = \lim_{\gamma_d \rightarrow \infty} R_{\{M=1\}}\) denote the extreme rate. Then according to (21), we obtain

\[
\tilde{R}_{\{M=1\}} = \lim_{\gamma_d \rightarrow \infty} \log_2 (1 + \frac{\tilde{\gamma} \gamma d |g|^2}{1 + \gamma d |f|^2}) = \log_2 (1 + \frac{|g|^2}{|f|^2}). \tag{22}\]

Therefore, \(\tilde{R}_{\{M=1\}}\) is dominated by the relative SNR \(\tilde{\gamma}\), and obviously, \(\tilde{R}_{\{M=1\}} < \infty\). \(

In CBS, \(\tilde{\gamma}\) is very small (less than \(-20\) dB), and \(\tilde{R}_{\{M=1\}}\) is quiet limited due to the existence of the DLI. That is the key reason of the error floor phenomenon. As a result, to suppress the DLI is the critial task to realize high-speed backscatter transmission.

2) Multi-antenna Receiver: To realize high-speed backscatter transmission, we exploit the receiving diversity in the spatial domain with the multi-antenna receiver (\(M \geq 2\)). Suppose that there are \(K\) RF sources, according to (16), the received signal at the receiver is

\[
y = g \sum_{k=1}^{K} l_k \sqrt{\gamma_d k} s_k c + \sum_{k=1}^{K} f_k \sqrt{\gamma_d k} s_k + u. \tag{23}\]

The theoretical maximum achievable rate is denoted as \(R_{\{M,K\}} = \max_{c} \{I(c;y)\}\).

As the \(K\) RF sources are mutually independent, we assume \(f_1, f_2, \ldots, f_K\) and \(g\) are linearly independent, i.e., the equation \(a_1 f_1 + a_2 f_2 + \cdots + a_K f_K + a_{K+1} g = 0\) is only satisfied by \(a_1 = a_2 = \cdots = a_{K+1} = 0\). Then we have following proposition:

**Proposition 2:** When the receive antenna number is larger than \(K\), i.e., \(M > K\), infinite \(R_{\{M,K\}}\) can be achieved as long as the transmit power of one RF source (\(\gamma_d k_0\)) approaches infinity.

**Proof:** See Appendix A. \(

B. Chernoff Information for the On-off Modulation

To achieve low implementation cost, the BD usually only has two backscatter states, i.e., \(c\) employs the on-off modulation. However, the close-form expression of the maximum achievable rate in this scenario is unavailable (A numerical method is shown in Appendix B). In this subsection, we resort to the CI as a tractable metric to predict the optimal detection performance, which is the maximum achievable error exponent \([31\text{]}\) eq 11.230):

\[
D = \max_{c} \lim_{N \rightarrow \infty} - \frac{1}{N} \ln P_e, \tag{24}\]

where \(P_e\) is the decision BER.

According to [31] eq 11.239], the standard definition of CI is

\[
D = - \min_{0 \leq u \leq 1} \ln (p(y|c=1) p^{1-u}(y|c=0)), \tag{25}\]

where \(p(y|c=1)\) and \(p(y|c=0)\) are the conditional probability density functions (PDFs) given \(c\). Since both the RF source signals \(s_k\) and the noise \(u\) follow CSCG distribution, we have:

\[
p(y|c=1) = \frac{1}{\pi^{|M| |C_1|}} e^{-y^\star c_1 c_1^\star y}, \tag{26}\]

\[
p(y|c=0) = \frac{1}{\pi^{|M| |C_0|}} e^{-y^\star c_0 c_0^\star y}, \tag{27}\]

where \(C_1\) and \(C_0\) are the channel statistical covariance matrices:

\[
C_1 = \sum_{k=1}^{K} (h_{1,k} + h_{2,k}) (h_{1,k} + h_{2,k})^H + I_M. \tag{28}\]

\[
C_0 = \sum_{k=1}^{K} h_{1,k} h_{1,k}^H + I_M. \tag{29}\]

Let \(G(u) = p^u(y|c=1) p^{1-u}(y|c=0)\), where \(u \in [0,1]\). According to (25), the CI is \(D = - \min_{0 \leq u \leq 1} \ln (G(u))\). Substituting (26) and (27) into \(G(u)\), we have

\[
\ln G(u) = \ln (|K(u)|) - u \ln (|C_1|) - (1-u) \ln (|C_0|). \tag{30}\]
where
\[ K^{-1}(u) = uC_1^{-1} + (1 - u)C_0^{-1}. \] (31)

Based on the matrix differentiation identities:
\[ \frac{d}{du} \ln |(K(u))| = \text{tr} \left[ K^{-1}(u) \frac{dK}{du}(u) \right], \] (32)
\[ \frac{d}{du} K^{-1}(u) = -K^{-1}(u) \frac{dK}{du}(u) K^{-1}(u), \] (33)
we have:
\[ \frac{d}{du} \ln (G(u)) = -\text{tr} \left( K(u) \left( C_1^{-1} - C_0^{-1} \right) \right) - \ln \frac{|C_1|}{|C_0|}. \] (34)

Solving \[ \frac{d}{du} \ln (G(u^*)) = 0, \] CI is obtained
\[ D = -\ln (G(u^*)). \] (35)

Further discussions will be presented in Section VI-A which illustrates the impact of \( K \) and \( M \) on the CI.

IV. MAXIMUM LIKELIHOOD DETECTORS

In this section, we investigate on the backscatter signal detection for the multi-antenna receiver based on the ML criterion. Based on Proposition 2 we assume that \( M > K \) to achieve reliable performance. The backscatter system spanning \( N \) consecutive source symbols to make sure that the BD transmission causes no negative impact on the legacy system [27], [28].

A. Soft Messages of \( c \)

From the frame structures shown in Fig. 3, the symbol vector \( c \) is the sufficient statistic of the original signal vector \( b \). Hence, recovering \( c \) is the first step to decode \( b \).

During one symbol period, \( c^{(t)} \) is equal to “0” or “1”. As a result, to recover \( c^{(t)} \) is equivalent to distinguish whether the backscatter-link signal is present or absent:
\[ y_n^{(t)} = \begin{cases} \sum_{k=1}^{K} h_{k1} s_{k,n} + u_n, & \text{if } c^{(t)} = 0, \\ \sum_{k=1}^{K} h_{k1} s_{k,n} + u_n, & \text{if } c^{(t)} = 1. \end{cases} \] (36)

where \( n = 1, \ldots, N \), and \( i = 1, 2, \ldots, I \).

As we know, \( y_n^{(t)} \) is a CSGC distributed PDFs given \( c^{(t)} \):
\[ p(y_n^{(t)}|c^{(t)}) = \frac{1}{\pi^M |C_0|} e^{-y_n^{(t)H} C_0^{-1} y_n^{(t)}}, \] (37)
\[ p(y_n^{(t)}|c^{(t)} = 1) = \frac{1}{\pi^M |C_1|} e^{-y_n^{(t)H} C_1^{-1} y_n^{(t)}}. \] (38)

Then the likelihood function of the received signal sequence \( Y^{(t)} = [y_1^{(t)T}, y_2^{(t)T}, \ldots, y_N^{(t)T}]^T \) is
\[ \mathcal{L}(Y^{(t)}|c^{(t)}) = \prod_{n=1}^{N} p(y_n^{(t)}|c^{(t)}). \] (39)

Substituting (37) and (38) into (39), we have
\[ \mathcal{L}(Y^{(t)}|c^{(t)} = 0) = \prod_{n=1}^{N} \frac{1}{\pi^M |C_0|} e^{-y_n^{(t)H} C_0^{-1} y_n^{(t)}}, \] (40)
\[ \mathcal{L}(Y^{(t)}|c^{(t)} = 1) = \prod_{n=1}^{N} \frac{1}{\pi^M |C_1|} e^{-y_n^{(t)H} C_1^{-1} y_n^{(t)}}. \] (41)

The likelihood functions (40) and (41) contain the whole information of \( c^{(t)} \) inferred from \( Y^{(t)} \), which is referred to as the “soft message” of \( c^{(t)} \).

B. ML Detector for the Original Symbols \( b \)

From (47), the BD encodes the original symbol \( b^{(t)} \) via differential modulation. Therefore, \( c^{(t)} \) and \( c^{(t-1)} \) are the sufficient statistics of \( b^{(t)} \). In the following, we will design the ML detectors for \( b^{(t)} \) based on the soft messages of \( c^{(t)} \) and \( c^{(t-1)} \), respectively.

1) Soft Decision: Define \( z^{(t)} = |Y^{(t-1)}, Y^{(t)}| \). According to (47), the likelihood functions of \( z^{(t)} \) conditional on \( b^{(t)} \) are expressed as follows based on the soft messages of \( c^{(t)} \) and \( c^{(t-1)} \):
\[ \mathcal{L}(z^{(t)}|b^{(t)} = 0) = \mathcal{L}(z^{(t)}|c^{(t-1)} = c^{(t)}) \]
\[ = \mathcal{L}(Y^{(t-1)}|c^{(t-1)} = 0) \mathcal{L}(Y^{(t)}|c^{(t)} = 0) + \mathcal{L}(Y^{(t-1)}|c^{(t-1)} = 1) \mathcal{L}(Y^{(t)}|c^{(t)} = 1), \] (42)
\[ \mathcal{L}(z^{(t)}|b^{(t)} = 1) = \mathcal{L}(z^{(t)}|c^{(t-1)} \neq c^{(t)}) \]
\[ = \mathcal{L}(Y^{(t-1)}|c^{(t-1)} = 0) \mathcal{L}(Y^{(t)}|c^{(t)} = 1) + \mathcal{L}(Y^{(t-1)}|c^{(t-1)} = 1) \mathcal{L}(Y^{(t)}|c^{(t)} = 0). \] (43)

Then, the ML detector for the original symbols \( b^{(t)} \) is expressed as follows:
\[ \mathcal{L}(z^{(t)}|b^{(t)} = 0) \overset{\hat{b}^{(t)} = 0}{\geq} \mathcal{L}(z^{(t)}|b^{(t)} = 1), \] (44)

where \( \hat{b}^{(t)} \) is the decision result. The ML detector in (44) is usually referred to as “soft decision” (SD) method.

2) Hard Decision: In some scenarios, a two-step ML decision method is applied instead of the SD method in (44) for simplicity.

In the first step, the “hard decision” (HD) of \( c^{(t)} \) is obtained based on the ML criterion:
\[ \mathcal{L}(Y^{(t)}|c^{(t)} = 0) \overset{\hat{c}^{(t)} = 0}{\geq} \mathcal{L}(Y^{(t)}|c^{(t)} = 1), \] (45)

Substituting (40) and (41) into (45), we obtain the ML detector of the transmitted symbol \( c^{(t)} \) as follows:
\[ \sum_{n=1}^{N} y_n^{(t)H} (C_0^{-1} - C_1^{-1}) y_n^{(t)} \overset{\hat{c}^{(t)} = 1}{\geq} N \ln \frac{|C_1|}{|C_0|}, \] (46)

where \( \{c^{(1)}, c^{(2)}, \ldots, c^{(I)}\} \) are the decision results of \( c \).

In the second step, the decision result \( \hat{b}^{(t)} \) is derived based on the differential modulation relationship shown in (47):
\[ \hat{b}^{(t)} = c^{(t-1)} \oplus c^{(t)}. \] (47)

When \( M = 1 \), the ML detector for \( c^{(t)} \) in (46) is equivalent to the ED, and thus the above HD method is also known as the joint-ED in [25].
V. CLUSTERING: BLIND CHANNEL ESTIMATION FOR PRACTICAL IMPLEMENTATION

In section IV we have designed the optimal SD and suboptimal HD detectors with the knowledge of CSI (i.e., $\mathbf{C}_0$ and $\mathbf{C}_1$). In conventional communication system, the CSI is usually estimated with the aid of pilot symbols. Nonetheless, in CBS, the backscatter link is very weak ($\gamma$ is generally smaller than $-20$ dB), so that a long pilot sequence is need which may incur severer efficiency loss [25]. Thus, channel estimation is another critical challenge for practical implementation, especially without the cooperation with the legacy system. In this section, we try to propose a fully blind channel estimation method, which do no need any pilot symbols to achieve high transmission efficiency.

Based on that the BD transmits binary modulated signals, we suggest a fully blind channel estimation method via clustering [35]. Our intuition is summarized below:

- According to (36), the received signals $\{\mathbf{Y}^{(i)}\}_{i=1}^{I}$ can be grouped into two clusters since they come from two different distributions (see equations (40) and (41)).
- Thanks to the differential modulation, we actually do not need to map the two groups to the transmission states “$c = 0$” and “$c = 1$”. The CSI for each group can be carried out by combining all the received samples belonging to the same cluster.

The details of the clustering method will be presented in the next three subsections.

A. Feature Extraction

For a single antenna receiver, the energy of received symbol is a good feature to group all the $\{\mathbf{Y}^{(i)}\}_{i=1}^{I}$ into two clusters. Based on that, clustering is realized through a simple sorting algorithm, in which the first half and the second half of energy levels are classified into two groups, respectively [25]. However, when the reader has multiple antennas, this is a challenge task due to the high dimension of $\mathbf{Y}^{(i)}$. To extract a proper feature from $\mathbf{Y}^{(i)}$ is the first key task for clustering.

Denote the channel statistical covariance matrix corresponding to $\mathbf{Y}^{(i)}$ as $\mathbf{C}^{(i)}$. Then we have

$$\mathbf{C}^{(i)} = \begin{cases} \mathbf{C}_0, & \text{if } e^{(i)} = 0, \\ \mathbf{C}_1, & \text{if } e^{(i)} = 1. \end{cases} \hspace{1cm} (48)$$

The ML estimation of $\mathbf{C}^{(i)}$ is the sample covariance matrix:

$$\mathbf{R}^{(i)} = \frac{1}{N} \sum_{n=1}^{N} \mathbf{y}^{(i)}_n \mathbf{y}^{(i),H}_n, \hspace{1cm} (49)$$

which contains all the useful information of $\mathbf{Y}^{(i)}$. In most cases, $\mathbf{R}^{(i)}$ is accurate enough. Nevertheless, the estimation accuracy can be further improved by exploiting the spatial sparsity of $\mathbf{C}^{(i)}$, which will be significant when the antenna number $M$ is much larger than $K$.

Let us divide $\mathbf{C}^{(i)}$ into two components: the signal component $\mathbf{C}_s$ and the noise component $\mathbf{C}_n$. Since the noise follows the standard CSCG distribution, $\mathbf{C}_n = \mathbf{I}_M$. Then we have

$$\mathbf{C}^{(i)} = \mathbf{C}_s + \mathbf{I}_M. \hspace{1cm} (50)$$

For different transmit symbols ($c = 0$ or $c = 1$), $\mathbf{C}_s$ is expressed as follows

$$\mathbf{C}_{s,0} = \sum_{k=1}^{K} \mathbf{h}_{1,k} \mathbf{h}^H_{1,k}, \hspace{1cm} (51)$$

$$\mathbf{C}_{s,1} = \sum_{k=1}^{K} \mathbf{h}_{1,k} + \mathbf{h}_{2,k} \mathbf{h}^H_{1,k} + \mathbf{h}_{2,k}^H. \hspace{1cm} (52)$$

Thus rank($\mathbf{C}_s$) = $K$, and there are some redundant elements in $\mathbf{C}_s$ when the the number of the dominated RF sources is smaller than $M - 1$. Consequently, a better estimation of $\mathbf{C}_s$ is:

$$\bar{\mathbf{R}}^{(i)} = \sum_{k=1}^{K} (\lambda_k - 1) \mathbf{w}_k \mathbf{w}_k^H, \hspace{1cm} (53)$$

where $\lambda_k$ is the $k$-th largest eigenvalue of $\mathbf{R}^{(i)}$, and $\mathbf{w}_k$ is the corresponding eigenvector. Combining (50) and (53), we have a better estimation of the channel covariance matrix, which will be employed as the features for clustering:

$$\hat{\mathbf{R}}^{(i)} = \mathbf{R}_{s}^{(i)} + \mathbf{I}_M. \hspace{1cm} (54)$$

B. Distance Design

After feature extraction, the second key task for clustering is to measure the difference between features $\hat{\mathbf{R}}^{(i)}$ and $\bar{\mathbf{R}}^{(j)}$, which is referred to as the “distance” in the statistical machine learning.

Based on $\hat{\mathbf{R}}^{(i)}$, we define the pseudo-PDF as follows

$$\tilde{p}(\mathbf{Y} | \hat{\mathbf{R}}^{(i)}) = \prod_{n=1}^{N} \frac{1}{\pi^M |\hat{\mathbf{R}}^{(i)}|} e^{-\frac{1}{2} (\mathbf{y}_n^T \hat{\mathbf{R}}^{(i)-1} \mathbf{y}_n)}, \hspace{1cm} (55)$$

where $\mathbf{Y} = [\mathbf{y}_1^T, \mathbf{y}_2^T, \ldots, \mathbf{y}_n^T]^T$ denotes the received signal sequence. It is known that, the relative entropy between two $M$-dimension zero-mean multivariate CSCG distributions with covariance matrices $\Sigma_0$ and $\Sigma_1$ is

$$D_{KL} (\Sigma_0 || \Sigma_1) = \frac{1}{2} \left( \text{tr} (\Sigma_1^{-1} \Sigma_0) - M + \ln \frac{\text{det} \Sigma_1}{\text{det} \Sigma_0} \right). \hspace{1cm} (56)$$

Based on (56), we propose a new distance for clustering, which is defined by

$$d_{ij} = \left( D_{KL} (\hat{\mathbf{R}}^{(i)} \| \bar{\mathbf{R}}^{(j)}) + D_{KL} (\bar{\mathbf{R}}^{(i)} \| \bar{\mathbf{R}}^{(j)}) \right) \hspace{1cm} (57)$$

$$= \frac{1}{2} \text{tr} \left( (\hat{\mathbf{R}}^{(i)})^{-1} \bar{\mathbf{R}}^{(j)} + (\bar{\mathbf{R}}^{(j)})^{-1} \hat{\mathbf{R}}^{(i)} - M \right).$$

Obviously, the distance in (57) satisfies $d_{ii} = 0$ and $d_{ij} = d_{ji}$.

C. Clustering

Based on the feature $\hat{\mathbf{R}}^{(i)}$ and the distance metric $d_{ij}$, we present the clustering algorithm. For clustering, the key task is to find the cluster centroids according to a given distance metric. We suggest a two-step centroid search method based on the distance defined in (57):

- Firstly, we randomly choose one element $\hat{\mathbf{R}}^{(i)}$, then the first cluster centroid is $\bar{\mathbf{R}}^{(a_0)}$, where $a_0 = \arg \max_j d_{ij}$.
- Similarly, the second cluster centroid is $\bar{\mathbf{R}}^{(a_1)}$ where $a_1 = \arg \max_j d_{a_0 j}$. 


Using $\tilde{c}^{(i)} = 0$ to indicate that $\hat{R}^{(i)}$ belongs to the first cluster, and $\tilde{c}^{(i)} = 1$ to indicate that $\hat{R}^{(i)}$ belongs to the second cluster, the clustering is implemented as follow:

$$d_{aoi} \geq d_{o1},$$  \hspace{1cm} (58)

Based on the clustering results, all the received symbols in the same cluster are combined to realize the estimation of the channel statistical covariance matrices:

$$\hat{C}_0 = \frac{1}{\sum_{i=1}^{I}(1 - \tilde{c}^{(i)})} \sum_{i=1}^{I}(1 - \tilde{c}^{(i)})\hat{R}^{(i)},$$ \hspace{1cm} (59)

$$\hat{C}_1 = \frac{1}{\sum_{i=1}^{I}\tilde{c}^{(i)}} \sum_{i=1}^{I}\tilde{c}^{(i)}\hat{R}^{(i)}.$$ \hspace{1cm} (60)

Subsequently, signal detection can be executed based on the SD or HD in Section III.

VI. Numerical Results

In this section, we resort to numerical examples to evaluate the multi-antenna receiver schemes. All the channels are assumed experience independent Rayleigh fading, and for simplicity, a homogenous scenario is assumed in which all the $\gamma_k$ and $\gamma_{d,k}$ corresponding to different RF sources are the same. Denote the summation of the incident direct-link power by $\gamma_d = \sum \gamma_{d,k}$, and the relative SNR by $\bar{\gamma} = \tilde{\gamma}$.

We first continue the discussion in Section III on the impact of multiple RF sources and multiple receive antennas. Then, the effectiveness of the proposed channel estimation method will be evaluated.

A. Achievable Rate and CI for Different $K$ and $M$

Fig. 4 illustrates the relationship between the average throughput $\mathcal{R}_o$ and the system parameters, such as the prior probability of transmit symbol “0” (i.e., $\phi_0$), antenna number $M$, and amount of RF sources $K$. The average throughput $\mathcal{R}_o$ is obtained through Monte Carlo integration according to Appendix B. It is noticed that, for all the combination cases of $M$ and $K$ considered in Fig. 2, $\phi_0 = 0.5$ always achieves the maximum average throughput. Thus to transmit equiprobable symbols is optimal. In addition, one can also see the significant improvement of $\mathcal{R}_o$ when the condition $M > K$ is satisfied. For the $M = K$ cases, the average throughput still increases slightly when $M$ becomes larger. In the rest numerical discussions, we set BD transmits “0” and “1” with equal probability.

Fig. 5 illustrates the CI (i.e., $D$ in the $Y$-axis) for different combinations of $M$ and $K$ with respect to the direct link SNR $\gamma_d$ when $\bar{\gamma} = -25$ dB, when BD employs on-off modulation. It is seen that, if $M > K$ is satisfied, $D$ increases as the $\gamma_d$ increases. However, when $M = K$, $D$ approaches to an finite upper bound with the increase of $\gamma_d$. Therefore, when $\gamma_d$ is already high enough, to increase $\gamma_d$ contributes little to the detection performance for the $M = K$ cases. In addition, we observe an interesting phenomenon that, the CI of $\{M = 4, K = 2\}$ is high than that of $\{M = 4, K = 1\}$ when $\gamma_d > 35$ dB. Hence, a larger $K$ does not necessarily implies poorer performance. This is because that, although the multiple RF sources consume the degree of freedom for DLI cancelation, they also provides more carrier emitter energy which benefits the backscatter transmission. Furthermore, it is shown that, the CI of $\{M = 4, K = 3\}$ is slightly better than that of $\{M = 2, K = 1\}$, although the rate $K$ of the $\{M = 4, K = 3\}$ cases is larger.

B. BER Performance

In this subsection, we evaluate the effectiveness of the proposed detectors by simulation. The backscatter frame length is fixed to $I = 100$. In addition, $10^8$ Monte-Carlo runs are carried out to achieve reliable results.

Fig. 6 illustrates the BER performance versus the direct link SNR $\gamma_d$ for different detectors with $N = 50$ and $\Delta \gamma = -25$ dB. Specifically, the BERs of the optimal detector (i.e., SD) and suboptimal detector (i.e., HD) with perfect and
When $\gamma = 1$ and $K$ small. It is noticed that the error floor problem is existed when the performance loss caused by channel estimation is very significant with the increase of $\gamma$. However, when $M = 1$ and $K = 1$, the BER is unacceptable even when $N = 500$. Therefore, the transmission rate can be improved at least 10 times, when multiple antennas is exploited and $M > K$ is satisfied. In addition, we observe that the BER performance of $\{M = 3, K = 2\}$ is better than that of $\{M = 2, K = 1\}$, although the rate $\frac{\Delta}{M}$ is increased.

**C. Channel Estimation Error**

Finally, the quality of the channel estimation by the proposed clustering-based method are assessed in this subsection. The normalized mean squared error (NMSE) is chosen as the evaluation metric, which is defined as follows:

$$J_{\text{NMSE}} = \mathbb{E} \left[ \frac{1}{2} \sum_{i=0}^{1} \frac{||C_i - \hat{C}_i||^2_F}{||C_i||^2_F} \right].$$

We suppose that the receiver equips $M = 4$ antennas, and the backscatter frame consists of $I = 100$ backscatter symbols. Fig. 9 shows the NMSE performance over a range of $\gamma_d$ when $K$ increases from 1 to 4, in which $\bar{\gamma} = -20$ dB and $N = 50$. It is seen that the NMSE converges to a constant with the increase of $\gamma_d$. This implies that, although the final detection BER can be improved as $\gamma_d$ increases when $M > K$, the channel estimation error always exists given a finite $\bar{\gamma}$ and $N$. In addition, it is noticed that, when $K$ increases, the NMSE

---

2It should be noted that, the proposed clustering method only needs to classify the received samples into two groups, and it cannot (actually does not need to) map each group to $c = 0$ and $c = 1$, respectively. Thus, to apply [61], we need to check the transmitted $c^{(\alpha)}$ and $c^{(\alpha)}$ in simulations to realize mapping.
In this paper, we have investigated on the cognitive backscatter signal transmission, where multiple RF sources are considered, and there is no cooperative between the legacy system and the backscatter system. Our study has demonstrated that to exploit multiple antennas at the receiver is a feasible way to achieve high-throughput backscatter signal transmission. The optimal SD and suboptimal HD detectors have been designed based on the ML criterion. In addition, a fully blind channel estimation method has been proposed based on the statistical clustering. Simulation results have been provided to evaluated the performance of the proposed detectors. It is verified that, the error-floor phenomenon can be avoided when $M > K$, the HD based suboptimal detector can achieve almost the optimal performance with lower complexity, and the detector using the estimated CSI can perform comparably as their counterparts with perfect CSI.

**APPENDIX A**

**PROOF OF PROPOSITION 2**

One simple method to suppress the DLIs from $K$ RF sources is the the zero-forcing (ZF) beamforming receiver [36], which projects the received signal $y$ onto the subspace orthogonal to the one spanned by the vectors $f_1, f_2, \ldots, f_K$.

Letting $H = [f_1, f_2, \ldots, f_K, g]$, the ZF beamforming vector $w$ is the last row of the pseudoinverse $H^\dagger$ of the matrix $H$, defined by:

$$H^\dagger := (H^H H)^{-1} H^H.$$  

Since $K < M$ is satisfied, we have $w f_k = 0$ for $k = 1, \ldots, K$ [36]. Using $w_D = \frac{w}{\|w\|}$, the interference in (23) is removed:

$$x = w_D y$$

$$= w_D g \sum_{k=1}^K l_k \sqrt{\gamma_d l_k s_k} + w_D \mathbf{u}. \quad (63)$$

Let $s = [s_1, s_2, \ldots, s_K]$. From (62), $s$ can be combined into the channel response. Then the achievable rate of the backscatter signal using ZF beamforming receiver is

$$\bar{R}_{(M,K)} = \mathbb{E}_{(s)} \left[ \log_2 \left( 1 + \frac{|w_D g \sum_{k=1}^K l_k \sqrt{\gamma_d l_k s_k}|^2}{\|w_D\|^2} \right) \right]$$

$$= \mathbb{E}_{(s)} \left[ \log_2 \left( 1 + |w_D g|^2 \sum_{k=1}^K \gamma_d l_k s_k \right) \right]. \quad (64)$$

Obviously, we have $R_{(M,K)} \geq \bar{R}_{(M,K)}$.

Assuming $\gamma_d, l_k$ is infinite, we have

$$\bar{R}_{(M,K)} \geq \mathbb{E}_{s} \left[ \log_2 \left( 1 + \gamma_d l_k s_k \right) |w_D g|^2 |l_k|^2 |s_k|^2 \right]. \quad (65)$$

Since $s_k \sim \mathcal{CN}(0,1)$, $|s_k|^2$ follows exponential distribution. By letting $\delta = \gamma_d l_k$, (65) becomes

$$\bar{R}_{(M,K)} \geq \mathbb{E}_{s} \left[ \log_2 \left( 1 + \delta |s_k|^2 \right) \right]$$

$$\geq \int_0^{+\infty} \log_2 (1 + \delta x) e^{-x} dx$$

$$= e^\frac{\delta}{2} \int_0^{+\infty} \frac{e^{-x}}{x} dx. \quad (66)$$

It is noted that ZF beamforming receiver is a suboptimal but simple linear receiver. We choose it in this proof to provide a performance lower bound. In practice, the minimum mean square error (MMSE) receiver or the ML receiver can be implemented to achieve better performance.

**VII. CONCLUSION**

![Fig. 9. The NMSE versus $\gamma_d$, when $\gamma = -20$ dB, $N = 50$, $I = 100$, and $M = 4$, for different $K$.](image)

![Fig. 10. The NMSE versus $N$, when $\gamma_d = 30$ dB, $\gamma = -20$ dB, $I = 100$, and $M = 4$, for different $K$.](image)
Finally, we have

\[
R_{\infty(M,K)} = \lim_{\gamma_t, k_0 \to +\infty} R_{(M,K)} \\
\geq \lim_{\gamma_t, k_0 \to +\infty} \tilde{R}_{(M,K)} \\
\geq \lim_{\delta \to +\infty} \frac{e^x}{2} \int_{-\infty}^{+\infty} \frac{e^{-x}}{x} \, dx \\
= \frac{1}{2} \int_{-\infty}^{+\infty} \frac{e^{-x}}{x} \, dx \\
= +\infty. \tag{67}
\]

**APPENDIX B**

**THE MAXIMUM RATE OF THE ON-OFF MODULATED c**

Let \( R_o \) denote the achievable rate for the on-off modulated \( c \), which is the mutual information between the OOK modulated \( c \) and received signal \( y \), i.e., \( R_o = I(c;y) \). Then the average maximum achievable rate \( \bar{R}_o \) is:

\[
\bar{R}_o = \mathbb{E}_{(g,f,t)} \left[ I(c;y) \right]. \tag{68}
\]

It is known that, the close-form expression of \( R_o \) is unavilable even for the \( M = 1 \) cases [13]. Thus in this section, we try to present a numerical method to obtain \( \bar{R}_o \).

The mutual information \( I(c;y) \) is expressed as follows

\[
I(c;y) = H(c) - H(c|y) \\
= H_b(\phi_0) + \mathbb{E}_{(y_0)} \left[ H(c|y_0) \right]. \tag{69}
\]

where \( y_0 \) is once realization of \( y \), \( \phi_0 \) and \( \phi_1 \) are the prior probabilities when \( “c = 0” \) and \( “c = 1” \), respectively, which satisfies \( \phi_0 + \phi_1 = 1 \), \( H_b(\phi_0) \equiv -\phi_0 \log_2 \phi_0 - \phi_1 \log_2 \phi_1 \) is the binary entropy function, and \( p(c|y_0) \) is the posterior probability of \( c \) while receiving \( y_0 \).

Since \( H_b(\phi_0) \) is independent of all the channel coefficients, the average achievable rate has the same expression as \( \bar{R}_o \):

\[
\bar{R}_o = \mathbb{E}_{(g,f,t)} \left[ I(c;y) \right] \\
= H_b(\phi_0) + \mathbb{E}_{(y_0)} \left[ H(c|y_0) \right]. \tag{70}
\]

Note that, in (69) and (70), \( H(c|y_0) \) is averaged with respect to \( y_0 \) according to different prior distributions.

Using the PDFs in (26) and (27), we have the posterior probability as follows:

\[
p(c = j|y_0) = \frac{\phi_j p(y_0|c = j)}{p(y_0)}, \tag{71}
\]

where \( p(y_0) = \phi_0 p(y_0|c = 0) + \phi_1 p(y_0|c = 1) \). Let \( \varepsilon_j = p(c = j|y_0) \), for \( j = 0,1 \). Then we have the conditional entropy

\[
H(c|y_0) = -\sum_{j=0}^{1} \varepsilon_j \log_2 \varepsilon_j \\
= H_b(\varepsilon). \tag{72}
\]

Substituting (72) into (70), the average achievable rate is

\[
\bar{R}_o = H_b(\phi_0) - \mathbb{E}_{(y_0)} \left[ H_b(\varepsilon) \right] \\
= H_b(\phi_0) - \int_{\varepsilon_0}^{\varepsilon_1} p(y_0) H_b(\varepsilon) \, dy_0. \tag{73}
\]

The integral in (73) can be calculated by Monte Carlo integration. Firstly, the channel coefficients \( g, f_1, \ldots, f_K, \ldots, k_K \) are randomly generalized, and then \( C_0 \) and \( C_1 \) are obtained for each realization based on (29) and (28). Secondly, \( c \) and \( y_0 \) are randomly generated for sufficient times given a group of \( \phi_0, \phi_1, C_0 \) and \( C_1 \), and then an instantaneous result \( R_t = H_b(\phi_0) - H_b(\varepsilon) \) is obtained. Finally, the mean value of \( R_t \) will well approximate the \( \bar{R}_o \) in (73) based on the Law of Large Numbers.
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