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The effect of confinement on the self-annihilation rate of positronium is studied in three levels of approximation. Artificial restriction of the electron-positron separation leads to an increase in the annihilation rate over its vacuum value; this increase is found to diminish exponentially as the maximum separation is increased. Confinement in a hard-wall spherical cavity with the center of mass free to move throughout the cavity also increases the annihilation rate over its vacuum value; the increase depends weakly on the position of the center of mass, being larger when the center of mass is near the cavity wall. Finally, to model confinement in a pore of a microporous material, the hard wall is replaced by physically motivated electron- and positron-wall potentials; it is found that the annihilation rate is larger than its vacuum value, in contradiction to calculations of Marlotti Tanzi et al. [Phys. Rev. Lett. 116, 033401 (2016)] that assumed hard-wall confinement for the electrons, and experimental data.

I. INTRODUCTION

Positronium (Ps) is an exotic atom consisting of an electron and a positron. The expected lifetime of ground-state Ps before annihilation depends on the total spin of its constituent particles; the singlet spin state, parapositronium (p-Ps), decays predominantly into two γ rays with a lifetime in vacuo of $\tau_2 \approx 0.125$ ns, while the triplet spin state, orthopositronium (o-Ps), decays predominantly into three γ rays with a lifetime in vacuo of $\tau_3 \approx 142$ ns [1].

Confined Ps is used in condensed-matter physics to estimate pore sizes in microporous materials through positron annihilation lifetime spectroscopy (PALS); the underlying principle is that confinement of Ps in the pores leads to pickoff annihilation of the positron in Ps with an electron in the bulk, the rate of which can be observed and is larger for smaller pores [2]. When Ps exists within a liquid, exchange repulsion between the Ps electron and the electrons in the surrounding atoms or molecules can lead to the formation of an effective “bubble” around the Ps [3, 4], whose radius can be estimated by PALS analysis. Confinement of Ps in porous materials also enabled a number of fundamental studies, viz., measurement of Ps-Ps interactions [5], detection of the Ps$_2$ molecule [6, 7], and measurements of the cavity-induced shift of the Ps Lyman-α transition [8]. It is hoped that it may be feasible to use confinement to create a Bose-Einstein condensate of Ps atoms and a γ-ray laser [9]. Confinement of Ps in a cavity has also been recently used in combination with many-body theory as a theoretical tool to calculate accurate, ab initio elastic scattering cross sections and pickoff annihilation rates in low-energy Ps collisions with many-electron atoms [10–12]. More generally, the subject of confined atoms is an old one [13–15] that has seen renewed interest in recent years [16–21]. Studies in this area do not serve only as interesting thought experiments but also elucidate physical situations, e.g., atoms under high pressure [22, 23] or trapped in fullerenes [24–26].

The most common model for pore-size estimation in PALS analysis is the Tao-Eldrup model [27, 28], which is valid for pores of radius $\lesssim 1$ nm. In this model, an o-Ps atom in a pore is treated as a point particle of mass $2m_e$ ($m_e$ being the electron mass) moving in a hard-wall spherical cavity of radius $R_0$. Because the Ps wave function goes to zero at the wall, there is no overlap with electrons in the bulk, and pickoff annihilation is absent. To mitigate this, it is postulated that the bulk electrons penetrate a small distance $\Delta R \equiv R_0 - R$ into the cavity, where $R$ is the quantity determined to be the radius of the pore. The pickoff annihilation rate $\lambda_{\text{pick}}$ is then given by

$$\lambda_{\text{pick}} = \lambda_0 \left(1 - \frac{R}{R + \Delta R} + \frac{1}{2\pi} \sin \frac{2\pi R}{R + \Delta R}\right),$$

where $\lambda_0 = (1/\tau_2 + 3/\tau_3)/4 \approx 2.0$ ns$^{-1}$ is the spin-averaged annihilation rate of Ps in vacuum, and $\Delta R$ has an empirically determined value of 0.166 nm [29, 30]. Measurement of $\lambda_{\text{pick}}$ enables $R$ to be determined. Note that $\lambda_{\text{pick}} \to 0$ as $R \to \infty$. However, it is also possible for the positron to annihilate with the electron in the o-Ps itself (self annihilation), so for larger pore radii, where self annihilation becomes nonnegligible in comparison to pickoff annihilation ($\lesssim 100$ nm), the Tao-Eldrup model can be modified to give the total annihilation rate as $\lambda = \lambda_{\text{pick}} + \lambda_{\text{self}}$, where $\lambda_{\text{self}} = 1/\tau_3$, so that $\lambda \to \lambda_{\text{self}}$ as $R \to \infty$ [31, 32]. While this is a significant improvement over the original Tao-Eldrup model, it assumes that $\lambda_{\text{self}}$ has the same value in a pore of any radius as it does in vacuum. In reality, however, the self-annihilation rate is affected by the confinement of the o-Ps. The effect of confinement on the self-annihilation rate of o-Ps is the subject of this work.

In the nonrelativistic approximation, the rate of self annihilation of an o-Ps atom into three γ rays is given by

$$\lambda_{\text{self}} = \frac{16}{9} (\pi^2 - 9) \alpha r_0^2 e \eta,$$

where $\alpha$ is the fine-structure constant, $r_0$ is the classical electron radius, $c$ is the speed of light, and $\eta$ is the electron-positron contact density, i.e., the density of the positron at the position of the electron [33]. In vacuum, $\eta = \eta_0 \equiv 1/(8\pi a_0^3)$, where $a_0$ is the Bohr radius. However, in a pore the interactions of the electron and positron with the bulk may result in $\eta \neq \eta_0$, the actual value of $\eta$ being determined by two competing effects: (a) confinement of the o-Ps atom to a finite volume of space tends to increase the contact density; (b) electric fields...
arising from the bulk tend to polarize the o-Ps, reducing the contact density [34, 35]. If effect (a) is dominant, then the o-Ps is “compressed” and \( \eta > \eta_0 \), while if effect (b) is dominant, then the o-Ps is “stretched” and \( \eta < \eta_0 \). In experiment, the o-Ps contact density in a particular porous material can be determined by resolving a time annihilation spectrum [36]. In molecular solids, it is usually found that \( \eta < \eta_0 \) [37–42], indicating that effect (b) is usually dominant, but values of \( \eta > \eta_0 \) may also be possible [40].

Because the Tao-Eldrup model and modifications thereof [31, 43–48] treat the Ps as a point particle, they cannot account for the effects of the confinement on the contact density. Consolati et al. [49] have considered Ps as a bona fide electron-positron pair in a hard-wall spherical cavity with the distance between the electron and positron artificially restricted to have a maximum value. They demonstrated that the contact density is strongly increased from its vacuum value to maximum separations \( \leq 0.3 \) nm. Stepanov et al. [50] considered Ps bubbles in various liquids, with the electron- and positron-liquid interactions described using experimental values for the electron work function, assuming that the positron-liquid work function is equal to the electron-liquid work function. A 10% reduction in the contact density from its vacuum value was demonstrated for water, which is smaller than the 25–35% reduction observed in experiment [51], suggesting that the electron and positron interact with the liquid differently. Marlotti Tanzi et al. [52] formulated a model where the electron is strictly confined within the cavity, but the positron is attracted into the bulk (i.e., the positron work function is positive, as is predicted by theoretical models for positrons in condensed matter [53–55] and found for silica [56]). They also assumed that the cavity had a different effective radius for the electron and positron. A reduction in the contact density was observed.

Some assumptions in the models used in the aforementioned works [49, 50, 52], viz., using a hard-wall cavity, using equal electron and positron work functions, or using different pore radii for the electron and positron, limit the ability of the results to explain the experimental data that show \( \eta < \eta_0 \) in most materials [37–42]. In the present work, we investigate the effect of confinement on the contact density in Ps in three levels of approximation: (1) a Ps atom is considered in isolation, with the distance between the electron and positron artificially restricted; (2) a Ps atom is confined in a hard-wall spherical cavity, with the Ps center of mass able to move freely; (3) a Ps atom is confined in a spherical cavity, with the Ps center of mass able to move freely, and interactions of the electron and positron in the Ps with the cavity wall are modeled using Woods-Saxon potentials with distinct electron and positron work functions. It is our belief that approximation (3) provides a more physical model of Ps confined in a microporous material than previous works [49, 50, 52].

The paper is structured as follows. Sections II, III, and IV detail approximation (1), (2), and (3), respectively. We conclude in Sec. V with a summary. Except where otherwise stated, we work in atomic units (a.u.) throughout.

### II. Ps with Restricted Electron-Positron Separation

Consider a particle of mass \( \mu \) moving in an attractive Coulomb field \( U(r) = -Z/r \) \((Z > 0)\). The wave function of a stationary state with orbital quantum number \( l \), magnetic quantum number \( m \), and energy \( E \) is

\[
\psi_{Elm}(r) = A_{El} \rho^l e^{-\rho r/2} M(l + 1 - n, 2l + 2, \rho)Y_{lm}(\hat{r}),
\]

where \( A_{El} \) is a normalization constant, \( \rho = 2\mu Z r/n \), \( n = (-2E/\mu Z^2)^{-1/2} \), \( M \) is Kummer’s confluent hypergeometric function, and \( Y_{lm} \) is a spherical harmonic. For \( E < 0 \) (i.e., bound states), \( n \) is a positive real number. The condition \( \psi_{Elm}(r) \rightarrow 0 \) as \( r \rightarrow \infty \) requires the quantity \( l + 1 - n \) to be zero or negative integer values, i.e., the allowed values of \( n \) are integers such that \( n \geq l + 1 \). Thus, for a given \( l \) and \( m \), there are infinitely many bound levels, with energies \( E = -\mu Z^2/2n^2 \). The wave functions of these levels decay exponentially as \( r \rightarrow \infty \). For bound levels with \( l = 0 \), the density of the particle at the origin,

\[
|\psi_{E00}(0)|^2 = \frac{|A_{E0}|^2}{4\pi} = \frac{1}{\pi} \left(\frac{\mu Z}{n}\right)^3,
\]

while for bound levels with \( l > 0 \), the density of the particle at the origin is zero. For \( E > 0 \), the spectrum of energies is continuous and extends from zero to infinity, \( n \) and \( \rho \) are imaginary numbers, and the wave functions are oscillatory for large \( r \) [57].

The states of the relative motion of an electron-positron pair are as described above, where \( Z = 1 \), and \( \mu = \frac{1}{2} \) is the reduced mass of the system. Negative-energy states describe Ps, while positive-energy states describe an unbound electron-positron pair. The energy of the Ps ground state \((l = m = 0, n = 1)\) is \(-\frac{1}{2}\) a.u., and the density of this state at the origin, i.e., the electron-positron contact density, is \(1/8\pi r^4\) a.u.

Now consider a particle of mass \( \mu \) moving in the potential

\[
\overline{U}(r) = \begin{cases} 
-Z/r & \text{if } r < R, \\
\infty & \text{if } r \geq R,
\end{cases}
\]

where \( Z > 0 \) and \( R > 0 \). The particle is moving in an attractive Coulomb field, with the restriction that it cannot move further than a distance \( R \) from the origin. In the region \( r < R \), the wave function of a stationary state is given by Eq. (3), subject to the boundary condition

\[
M\left(l + 1 - n, 2l + 2, \frac{2\mu Z R}{n}\right) = 0.
\]

For a given \( l \), solutions of Eq. (6) for \( n \) (which is no longer constrained to be an integer) can be obtained numerically. Restricting our interest to bound states (i.e., positive values of \( n \)) [58], it will be found that Eq. (6) has either no solutions or a finite set of solutions, i.e., the spectrum of bound levels is either empty or finite. The cardinality of the spectrum depends on the value of \( R \). For fixed \( l \), the minimum value of \( R \) for \( N \) bound levels to exist, which we shall call \( R_{l,N} \), is
found by identifying the Nth positive root x of the function 
\( M(l + 1 - n, 2l + 2, x) \) with \( 2\mu Z R_{l,N} / n \), where \( n \to \infty \) (i.e., \( E \to 0^- \)). In general, for \( a < -1 \) and \( b > 0 \), the Nth positive root of \( M(a, b, x) \) is given by \( x_N \sim \frac{j_{2l-1,N}}{(2b - 4a)} \), where \( j_{k,N} \) is the Nth positive root of the Bessel function \( J_k \) [59]. Thus, \( j_{2l+1,N} / 4n \to 2\mu Z R_{l,N} / n \) for \( n \to \infty \), which gives

\[
R_{l,N} = \frac{j_{2l+1,N}^2}{8\mu Z}. \tag{7}
\]

By setting \( Z = 1 \) and \( \mu = \frac{1}{4} \), the energy levels can be determined for a Ps atom in which the separation between the electron and positron, \( r \), is artificially restricted to values less than \( R \). From this point onwards, we restrict our interest to the ground state of Ps, whence \( l = m = 0 \). For a given value of \( R \), the corresponding value of \( n \) for the ground state is the first positive solution of Eq. (6). In the asymptotic limit \( R \to \infty \), we expect \( n \to 1 \), so if we define an energy correction \( \Delta E \) by

\[
E = -\frac{1}{4n^2} \equiv -\frac{1}{4} + \Delta E, \tag{8}
\]

we expect to find \( \Delta E \to 0 \) as \( R \to \infty \). The smallest value of \( R \) for which the bound ground state exists is \( R_{0,1} = j_{1,1} / 4 \approx 3.67 \) a.u. [see Eq. (7)]; note that in Ref. [49] it was incorrectly claimed that \( R_{0,1} = \pi \) a.u. The electron-positron contact density is given by \( \eta = |\psi(0)|^2 \) (dropping the subscripts \( n, l \), and \( m \) for brevity). To compute it, one needs the value of the normalization constant. Since the ground-state wave function is

\[
\psi(r) = A e^{-r/2n} M\left(1-n, 2, \frac{r}{n}\right) \frac{1}{\sqrt{4\pi}}, \tag{9}
\]

(where \( Y_{00} = 1/\sqrt{4\pi} \) has been used), we have

\[
\frac{1}{|A|^2} = \int_0^R e^{-r/n} M^2\left(1-n, 2, \frac{r}{n}\right) r^2 \, dr. \tag{10}
\]

The contact density is then given by

\[
\eta = \frac{|A|^2}{4\pi}. \tag{11}
\]

We can also define the relative contact density \( \eta_{rel} \) as the ratio of \( \eta \) to the corresponding value for \( R \to \infty \), viz., \( \eta_0 \equiv 1/8\pi \) a.u.:

\[
\eta_{rel} = \frac{\eta}{\eta_0} = 8\pi \eta = 2|A|^2. \tag{12}
\]

A value of \( \eta_{rel} < 1 \) (\( \eta_{rel} > 1 \)) indicates that the Ps is stretched (compressed). If we define a relative contact density correction \( \Delta \eta_{rel} \) by

\[
\eta_{rel} = 1 + \Delta \eta_{rel}, \tag{13}
\]

then we expect to find \( \Delta \eta_{rel} \to 0 \) as \( R \to \infty \).

While it is straightforward to calculate \( \Delta E \) and \( \Delta \eta_{rel} \) for a particular value of \( R \) numerically, it is also informative to seek analytical formulae for \( \Delta E \) and \( \Delta \eta_{rel} \) for large \( R \) and hence determine the type of decay \( \Delta E \) and \( \Delta \eta_{rel} \) exhibit as \( R \to \infty \). The essentially equivalent problem of a confined hydrogen atom has been under investigation since the 1930s [13–15, 60–65], and a rigorous asymptotic formula for the energy correction was obtained by Laughlin et al. in 2002 [66]. As far as we are aware, an asymptotic formula for the correction to the (relative) contact density has not so far been discovered. In Appendix A we derive such a formula and in the process find the next-order term in the formula for the energy correction in Ref. [66]. Here we simply state the results for convenience:

\[
\Delta E \approx \frac{1}{2} \left( \frac{R^2 - 2R - 2 - \frac{8}{R}}{R} \right) e^{-R}, \tag{14}
\]

\[
\Delta \eta_{rel} \approx \left( R^2 + 2(-4 + \gamma + \ln R)R^2 \right. \%

+ 4(1 - \gamma - \ln R)R - 4(\gamma + \ln R) \big) e^{-R}, \tag{15}
\]

where \( \gamma = 0.5772 \ldots \) is the Euler-Mascheroni constant. The expression for \( \Delta E \) improves on that of Laughlin et al. [66] by including the \( O(R^{-3} e^{-R}) \) term explicitly. We note that \( \Delta E \) and \( \Delta \eta_{rel} \) decay exponentially as \( R \to \infty \).

Figure 1 shows the dependence of \( \Delta E \) on \( R \), where the calculation has been done both numerically, and approximately using Eq. (14). For small \( R \), Eq. (14) with only the first term included (i.e., \( \Delta E \approx R^2 e^{-R}/2 \)) gives the best approximation to the exact result. This is because the asymptotic series (A7) diverges more quickly for small \( R \) than for large \( R \), and for small \( R \) it is more accurate when fewer terms are included. Conversely, Eq. (14) with all four terms included gives more accurate results at large \( R \). The magnitude of the shift in the energy relative to the \( R \to \infty \) value of \( -\frac{1}{2} \) a.u. is given by \( 4\Delta E \), and this is less than 10% for \( R \geq 7 \) a.u. and less than 1% for \( R \geq 10 \) a.u.

Figure 2 shows the dependence of \( \Delta \eta_{rel} \) on \( R \). Again, the calculation has been done numerically using Eq. (10), and approximately using Eq. (15). For small \( R \), the best approxima-
III. HARD-WALL CONFINEMENT OF Ps WITH FREE CENTER-OF-MASS MOTION

A. Theory

The Hamiltonian for an electron-positron pair confined in a cavity with an impenetrable spherical wall of radius $R$ is

$$H = h_e(r_e) + h_p(r_p) - V(r_e, r_p),$$

where $r_e$ ($r_p$) is the position of the electron (positron) relative to the center of the cavity,

$$h_e,p(r) = -\frac{1}{2} \nabla^2 + V_e,p(r)$$

are the single-particle Hamiltonians for the electron and positron, $V_e$ ($V_p$) is the confining potential for the electron (positron),

$$V_e,p(r) = \begin{cases} 
0 & \text{if } r < R, \\
\infty & \text{if } r \geq R, 
\end{cases}$$

and $V(r_e, r_p) = 1/|r_e - r_p|$, so that $-V$ is the attractive Coulomb interaction between the two particles.

Because of the confining potentials (18), the spectra of the single-particle Hamiltonians $h_e,p$ are fully discrete. The eigenstates of $h_e,p(r)$ are simply those for a particle moving freely in the region $r < R$. The condition that the wave functions must vanish at $r = R$ gives the energy and wave function for eigenstate $\mu$ as

$$\varepsilon_\mu = \frac{k^2_\mu}{2} = \frac{Z^2_\mu^{1/2} n_\mu}{2R^2},$$

$$\varphi_\mu(r) = \frac{1}{r} P_\mu(r) Y_{l_\mu m_\mu}(\hat{r}) \ (r < R),$$

respectively, where

$$P_\mu(r) = A_\mu R^{1/2} J_{l_\mu + 1/2}(k_\mu r),$$

$J_\nu$ is the Bessel function, $Z_{\nu, j}$ is the $j$th root of $J_\nu$, $k_\mu = Z_{l_\mu + 1/2, n_\mu}/R$ is the momentum, and $A_\mu$ is a normalization constant. The radial, orbital, and magnetic quantum numbers are denoted by $n_\mu$, $l_\mu$, and $m_\mu$ respectively. Being eigenstates of a single-particle Hamiltonian, the set of wave functions $\{\varphi_\mu(r)\}$ is a complete basis in which a general function of $r$ may be expanded. A two-particle Ps wave function with fixed total angular momentum $J$ and parity $\Pi$ may be expanded in these single-particle wave functions as

$$\Psi_{JJ\Pi}(r_e, r_p) = \sum_{\mu \nu} C_{\mu \nu} \varphi_\mu(r_e) \varphi_\nu(r_p)$$

(22a)

$$\equiv \sum_{n_\mu l_\mu m_\mu} C_{n_\mu l_\mu m_\mu} 1 \frac{1}{r_e} P_{l_\mu}(r_e) \frac{1}{r_p} P_{l_\mu}(r_p)$$

$$\times \sum_{m_\mu m_\nu} C_{\mu \nu}^J I_{l_\mu m_\mu, l_\nu m_\nu} Y_{l_\mu m_\mu}(\hat{r}_e) Y_{l_\nu m_\nu}(\hat{r}_p),$$

(22b)

where the $C_{n_\mu l_\mu m_\mu}$ are expansion coefficients and the $C_{\mu \nu}^J$ are Clebsch-Gordan coefficients. Substitution of Eq. (22a) into the Schrödinger equation, $H\Psi_{JJ\Pi} = E\Psi_{JJ\Pi}$, leads to an eigenvalue equation, $HC = EC$, where the Hamiltonian matrix $H$ has elements

$$\begin{align*}
\langle \nu' \mu' | H | \mu \nu \rangle &= (\varepsilon_\nu + \varepsilon_\mu) \delta_{\mu \mu'} \delta_{\nu \nu'} - \langle \nu' \mu' | V | \mu \nu \rangle, \\
\langle \nu' \mu' | V | \mu \nu \rangle &= \iint \left[ \varphi_{\nu'}(r_p) \varphi_\nu(r_e) \right]^* \\
&\times \frac{1}{|r_e - r_p|} \varphi_\nu(r_e) \varphi_{\nu'}(r_p) d^3r_e d^3r_p.
\end{align*}$$

(24)

After separating the radial and angular parts of the wave functions in Eq. (24), integrating over the angular variables analytically, and summing over the magnetic quantum numbers (see Appendix B), the Hamiltonian matrix can be diagonalized to obtain the energy eigenvalues $E$ and the expansion coefficients $C_{n_\mu l_\mu m_\mu}$.

With Ps states constructed in this way, the Ps center of mass is able to move freely within the cavity. Thus, the electron-positron contact density may depend on the position of the center of mass. The mean value is given by

$$\langle \eta \rangle = \iint |\Psi_{JJ\Pi}(r_e, r_p)|^2 \delta(r_e - r_p) d^3r_e d^3r_p.$$
One can also calculate the density of the Ps center of mass at an arbitrary position \( \mathbf{r} \) as
\[
\rho_{cm}(\mathbf{r}) = \left| \Psi_{H}(\mathbf{r}_e, \mathbf{r}_p) \right|^2 \delta \left( \frac{\mathbf{r}_e + \mathbf{r}_p}{2} - \mathbf{r} \right) d^3r_e d^3r_p. \tag{26}
\]
See Appendix B for details on how these integrals are computed. Finally, the total density at position \( \mathbf{r} \) is
\[
\rho_{tot}(\mathbf{r}) = \left| \Psi_{H}(\mathbf{r}, \mathbf{r}) \right|^2. \tag{27}
\]
The center-of-mass density and total density are normalized as
\[
\int \rho_{cm}(\mathbf{r}) d^3\mathbf{r} = 1, \tag{28}
\]
\[
\int \rho_{tot}(\mathbf{r}) d^3\mathbf{r} = \langle \eta \rangle. \tag{29}
\]

Assuming that the internal motion and the center-of-mass motion of the Ps are decoupled, it is instructive to compare the value of \( \rho_{tot}(\mathbf{r}) \) with that of \( \langle \eta \rangle \rho_{cm}(\mathbf{r}) \) for a given \( \mathbf{r} \). If \( \rho_{tot}(\mathbf{r}) < \langle \eta \rangle \rho_{cm}(\mathbf{r}) \), then the contact density is lower than its average value when the center of mass is at position \( \mathbf{r} \). Conversely, if \( \rho_{tot}(\mathbf{r}) > \langle \eta \rangle \rho_{cm}(\mathbf{r}) \), then the contact density is higher than its average value when the center of mass is at position \( \mathbf{r} \).

### B. Numerical implementation

Although the single-particle radial wave functions \( P_n \) have analytical expressions, Eq. (21), for the purposes of constructing the two-particle Ps wave function and calculating the Coulomb matrix elements it is more convenient to work numerically [67]. We expand the single-particle radial functions in a set of 60 B-spline basis functions of order 9 with a linear knot sequence [68–70]. A general feature of the use of B-spline basis sets is that all of the spline functions, and consequently any function expanded in them, are clamped to zero at some chosen radius—the **box radius** \( R_B \). Simply setting \( R_B = R \) conveniently provides the required hard-wall confinement of the electron and positron within the cavity.

All of our calculations have been carried out for \( J = 0, \Pi = +1 \). After the Hamiltonian matrix is diagonalized, we calculate the mean contact density, center-of-mass density, and total density only for the lowest-energy state. Then the internal motion and center-of-mass motion will have zero angular momentum, and the respective wave functions will have no radial nodes. Also, \( \rho_{cm}(\mathbf{r}) \) and \( \rho_{tot}(\mathbf{r}) \) depend only on the distance \( r \) from the center of the cavity and not on the polar or azimuthal angles, for \( J = 0 \).

The sums in Eq. (22b) theoretically run over infinitely many values of the orbital and radial quantum numbers. In practice we must set upper limits of \( l_{max} \) and \( n_{max} \), respectively. This truncation may have a significant effect on the various quantities that we calculate, so we carry out our calculations for a range of values of \( l_{max} \) and \( n_{max} \), viz., \( l_{max} = 16–20 \) and \( n_{max} = 15–20 \), and extrapolate the results to the limits \( l_{max} \to \infty \) and \( n_{max} \to \infty \) [70]. After some investigation, we determined that \( \langle \eta \rangle \) and \( \rho_{tot}(\mathbf{r}) \) converge as \( 1/(l_{max} + \frac{1}{2}) \) and \( 1/n_{max} \), and \( \rho_{cm}(\mathbf{r}) \) converges as \( 1/(l_{max} + \frac{1}{2})^3 \) and \( 1/n_{max}^3 \). In practice, we found that extrapolating \( \rho_{cm}(\mathbf{r}) \) produces a negligible change from the calculation using the largest values of \( l_{max} \) and \( n_{max} \). However, extrapolation is important for \( \langle \eta \rangle \) and \( \rho_{tot}(\mathbf{r}) \); it is carried out by performing least-squares fits of the following bilinear functions to the data:
\[
\langle \eta \rangle [l_{max}, n_{max}] = \langle \eta \rangle [\infty, \infty] + \frac{\alpha}{l_{max} + \frac{1}{2}} + \frac{\beta}{n_{max}}, \tag{30}
\]
\[
\rho_{tot}(\mathbf{r}) [l_{max}, n_{max}] = \rho_{tot}(\mathbf{r}) [\infty, \infty] + \frac{\zeta}{l_{max} + \frac{1}{2}} + \frac{\kappa}{n_{max}}, \tag{31}
\]
\[
\rho_{cm}(\mathbf{r}) = \frac{\alpha}{l_{max} + \frac{1}{2}} + \frac{\beta}{n_{max}}. \tag{32}
\]

We note that after extrapolating \( \rho_{tot}(\mathbf{r}) \) via Eq. (31) and plotting as a function of \( r \), a “bump” is often observed across a small range of values of \( R \) (see, e.g., Fig. 5). This bump is not present in any of the unextrapolated curves for \( \rho_{tot}(\mathbf{r}) \) and is due to instability of the extrapolation. An alternative extrapolation function that does not produce such a bump is
\[
\rho_{tot}(\mathbf{r}) [l_{max}, n_{max}] = \rho_{tot}(\mathbf{r}) [\infty, \infty] + \frac{\zeta}{l_{max} + \frac{1}{2}} + \frac{\kappa}{n_{max}}. \tag{32}
\]

The mean contact density \( \langle \eta \rangle \) could also be extrapolated in a manner akin to Eq. (32); however, we found that this leads to a reduction of approximately 0.002 a.u. in the value of \( \langle \eta \rangle \) for all \( R \) in the range we have considered (4 ≤ \( R \) ≤ 16 a.u.). This change means we obtain \( \langle \eta \rangle < \eta_0 \) a.u. for \( R \geq 12 \) a.u., which is not physical. Therefore, we believe that extrapolation via Eq. (30) is more accurate. Regarding \( \rho_{tot}(\mathbf{r}) \), while Eq. (32) apparently provides more robust extrapolation than Eq. (31), extrapolation via Eq. (31) is probably more accurate than Eq. (32) away from the bump.

### C. Results

We first calculated \( \langle \eta \rangle \) for a range of values of the cavity radius, namely \( R = 4–16 \) a.u. The results are shown in Fig. 3 (purple plusses). As expected, for small \( R \) the mean contact density is significantly larger than its vacuum value, but it rapidly decreases as we increase \( R \). For \( R \geq 14 \) a.u., \( \langle \eta \rangle \) actually appears to be lower than its vacuum value. This not a physical phenomenon and is probably caused by poor convergence of the Ps wave function (22b) resulting from the large cavity radius. A curve has been fit to the data points and is also shown in Fig. 3 (solid purple line); its equation is
\[
\langle \eta \rangle = \eta_0 + \frac{A}{R^3} - \frac{B}{R^5}. \tag{33}
\]
where \( A = 2.63 \) and \( B = 9.17 \) a.u. See Appendix C for a simple analysis justifying the analytical form of this fit. Figure 3 also shows the numerical result from Sec. II (dashed green
To investigate the dependence of the contact density on the position of the center of mass within the cavity, we now calculate $\rho_{\text{cm}}(\mathbf{r})$ and $\rho_{\text{tot}}(\mathbf{r})$ for $R = 10$ a.u., which has $\langle \eta \rangle = 0.0428426$ a.u. Figure 4 shows $\rho_{\text{cm}}(\mathbf{r})$ as a function of $r$ for $l_{\text{max}} = n_{\text{max}} = 20$ (purple plusses). This density was calculated for integer values of $r$ in the range $r = 0$–10 a.u. and interpolated using cubic splines (solid purple lines). We checked the normalization of the density by calculating $4\pi \int_0^R \rho_{\text{cm}}(r)^2 dr$ numerically; we obtained a satisfactory value of 0.999872. We see from Fig. 4 that $\rho_{\text{cm}}(\mathbf{r})$ actually goes to ~0 at some value of $r < R$. This is because the Ps itself has a finite radius, and so the center of mass cannot move all the way to the wall: the center of mass moves in an effectively smaller cavity of radius $R_{\text{eff}} < R$, where the boundary condition gives $KR_{\text{eff}} = \pi$, with $K$ the center-of-mass momentum [70].

It is useful to compare $\rho_{\text{cm}}(\mathbf{r})$ with its expected analytical form. Assuming that the internal and center-of-mass motion of the Ps are decoupled, the center-of-mass wave function is given by the $s$-wave contribution to a plane wave, i.e.,

$$\psi_{\text{cm}}(\mathbf{r}) = A(Kr)^{-1} \sin(Kr) Y_{00}(\mathbf{r}),$$

where $A = K \sqrt{2}/R_{\text{eff}}$ is the normalization constant. Thus,

$$\rho_{\text{cm}}(\mathbf{r}) = |\psi_{\text{cm}}(\mathbf{r})|^2 = A^2 \sin^2 Kr \frac{1}{(Kr)^2} \frac{4\pi}{4\pi} \quad (0 < r < R_{\text{eff}}).$$  \hspace{1cm} (34)

In our calculation for $l_{\text{max}} = n_{\text{max}} = 20$, the the energy eigenvalue obtained from diagonalization of the Hamiltonian matrix was $-0.215275$ a.u.; hence $K = 0.372694$ a.u. [71]. Figure 4 also shows Eq. (34) for this value of $K$ (dashed green lines). There is very close agreement with the numerical calculation. Note that the most probable distance of the center of mass from the center of the cavity is the value of $r$ where $4\pi r^2 \rho_{\text{cm}}(r)$ takes its maximum value. Using Eq. (34), this is $r = R_{\text{eff}}/2 \sim R/2$ (assuming $R_{\text{eff}}/R \sim 1$).

The total density $\rho_{\text{tot}}(\mathbf{r})$ is shown in Fig. 5. We display the results of extrapolating via Eqs. (31) and (32) separately. It can be seen that extrapolating via Eq. (31) produces an unphysical bump at $r \approx 2$–3 a.u., while extrapolating via Eq. (32) does not. Comparing $\rho_{\text{tot}}(\mathbf{r})$ with $\langle \eta \rangle \rho_{\text{cm}}(\mathbf{r})$ (also shown), we deduce that $\eta < \langle \eta \rangle$ for $r \lesssim 5$ a.u., $\eta \approx \langle \eta \rangle$ for $r \approx 5$–6 a.u., and $\eta > \langle \eta \rangle$ for $r \gtrsim 6$ a.u. This is the expected result: the contact density increases when the Ps approaches (and collides) with the wall. When far from the wall, the Ps is essentially free with a contact density close to the vacuum value. The mean value $\langle \eta \rangle$ results from a tradeoff between these two situations. Figure 5 also shows $\eta_0 \rho_{\text{cm}}(\mathbf{r})$. We notice that $\rho_{\text{tot}}(\mathbf{r}) < \eta_0 \rho_{\text{cm}}(\mathbf{r})$ for $r \lesssim 2$ a.u. if using Eq. (31) or $r \lesssim 4$ a.u. if using Eq. (32). This indicates that the contact density is actually lower than...
its vacuum value near the center of the cavity, i.e., the Ps is stretched. We are unaware of any physical reason why this should occur, and we believe that it is due to error in the extrapolation of $\rho_{\text{tot}}(r)$. Still, at $r = 0$, where the effect is greatest, the relative difference between $\rho_{\text{tot}}(r)$ and $\eta_0\rho_{\text{cm}}(r)$ is only $\approx 8\%$.

IV. CONFINEMENT OF Ps WITH PHYSICAL ELECTRON-AND POSITRON-WALL INTERACTIONS

We now model confinement of Ps inside a physical pore of a mesoporous material. We use the same B-spline implementation described in Sec. III, but rather than having a hard-wall cavity, we model the interactions of the electron and positron with the wall using Woods-Saxon potentials, viz.,

$$V_{e, p}(r) = -\frac{\phi_{e, p}}{1 + \exp((R - r)/\Delta_{e, p})},$$

where $\phi_{e, p}$ is the electron-wall (positron-wall) work function [72], and $\Delta_e (\Delta_p)$ is a parameter. Assuming $R/\Delta_{e, p} \gg 1$, for $r \ll R$ we have $V_{e, p}(r) \sim 0$, for $r = R$ we have $V_{e, p}(r) = -\phi_{e, p}/2$, and for $r \gg R$ we have $V_{e, p} \sim -\phi_{e, p}$. The parameters $\Delta_{e, p}$ characterize the “width” of the step in the potentials from 0 to $-\phi_{e, p}$. To enable a comparison with the results of Marlotti Tanzi et al. [52], we calculate $\langle \eta \rangle, \rho_{\text{cm}}(r)$, and $\rho_{\text{tot}}(r)$ for $f_p = 0.1$ a.u. ($\approx 3$ eV) and $R = 10$ a.u. ($\approx 0.5$ nm). Recall that in the model of Marlotti Tanzi et al. [52], the electron was strictly confined within the cavity. This would be equivalent to setting $\phi_e = -\infty$ in the present model. We instead choose $\phi_e = -0.5$ a.u. ($\approx 10$ eV) and $\Delta_e = \Delta_p = 1$ a.u. The chosen values of $\phi_{e, p}$ are close to reported experimental values for silica [56, 73, 74].

Since the electron and positron can now penetrate into the cavity wall, the B-spline box radius must be chosen larger than the cavity radius. The precise value of $R_B$ should not affect the results significantly, provided it is large enough that the potentials $V_{e, p}$ have almost attained their asymptotic values before reaching the box edge. Specifically, for $V_{e, p}$ to be within $q\%$ of their asymptotic values at the box edge, we require

$$R_B \geq R + \max(\Delta_e, \Delta_p) \ln \frac{q}{100 - q},$$

for $R_B \geq 12.9$ a.u. On the other hand, making $R_B$ too large could negatively affect the convergence of the Ps wave function (22b) with respect to the number of partial waves and radial states included, thus making the extrapolation more uncertain. A balance must be sought, so we have chosen to use a box radius of $R_B = 15$ a.u. To verify that the results do not depend significantly on the choice of $R_B$, the calculations were also carried out for $R_B = 14$ a.u., and indeed it was found that the change in the results is negligible.

For the parameters listed above, we obtained $\langle \eta \rangle = 0.0434012$ a.u., still well above the vacuum value of $\eta_0 = 1/8\pi \approx 0.0398$ a.u. Comparing this with the value for the hard-wall cavity, $\langle \eta \rangle = 0.0428426$ a.u., we note that $\langle \eta \rangle$ has actually increased; however, the increase is a mere 1.3% and is likely due to error in extrapolation, the larger B-spline box radius causing slower convergence with respect to $l_{\text{max}}$ and $n_{\text{max}}$, rather than any physical effect. The firm conclusions that can be drawn are that $\langle \eta \rangle$ is still well above its vacuum value and that the change in $\langle \eta \rangle$ from its value in the hard-wall cavity is very small. This is in contrast to the results of Marlotti Tanzi et al. [52], which for a positron work function in the range $\phi_p = 2–5$ eV ($\approx 0.07–0.2$ a.u.) and a cavity radius of $R = 0.5$ nm ($\approx 9$ a.u.), predicted the contact density to be 10–30% smaller than its vacuum value (see Fig. 3 in Ref. [52]).

Figure 6 shows the center-of-mass density $\rho_{\text{cm}}(r)$ as a function of $r$ (purple plusses and lines). We see that the center of mass is still mostly confined to the region $r < R$, but there is some penetration into the region $r > R$. For comparison, the figure also shows the interpolated center-of-mass density in the hard-wall cavity of radius $R = 10$ a.u. (dashed green line, same as solid purple line in Fig. 4). The density of the center of mass at the center of the cavity has decreased by approximately 12% from the corresponding value in the hard-wall cavity. This is as expected: the overall “softening” of the electron-wall and positron-wall repulsion (in fact, becoming
We see that for extrapolation, caused in part by the large... is unlikely that it could truly be smaller than its vacuum value.

The observed 6–9% deficit is probably due to error in the... ultimate reducing the expected contact density below the vacuum value, appearing to justify the experimental data that showing Ps is stretched in most molecular solids.

The “softer” confinement of the electron in our model (by means of a Woods-Saxon potential with a negative electron work function) is less drastic and provides a more physical...
description of the electron-wall interaction in a physical pore, since it uses a realistic electron work function. The electron is able to penetrate the bulk and remain closer to the positron, and the contact density remains larger than its vacuum value. Thus, experimental data showing that Ps is stretched in pores of most molecular solids [37–42] require further theoretical investigation.

V. CONCLUSIONS

The effects of confinement on a ground-state Ps atom have been investigated in three levels of approximation.

In the first model, we artificially restricted the maximum separation between the electron and positron. This had already been investigated [49], but we showed that the shift of the electron-positron contact density from its value when the separation is unrestricted diminishes exponentially as the maximum separation becomes asymptotically large.

In the second model, the Ps moves in a hard-wall spherical cavity. We computed the mean contact density, center-of-mass density, and total density, the latter two of which depend on the position of the Ps center of mass in the cavity. We found that the mean contact density is larger than the vacuum value. We showed that the contact density is smaller (greater) than its mean value when the center of mass is near the center (wall) of the cavity, which was explained as the Ps being compressed when it collides with the wall.

In the third model, we introduced model electron- and positron-wall potentials to describe Ps confined in a mesoporous material. We found that for a cavity of radius 10 a.u., an electron work function of $\phi_e = -0.5$ a.u., and a positron work function of $\phi_p = 0.1$ a.u. (close to reported experimental values for silica [56, 73, 74]), the mean contact density remained above the vacuum value and hardly changed from its value in the hard-wall approximation. This is in stark contrast to the model of Marlotti Tanzi et al. [52], which for a similar cavity radius and positron wave function predicted the mean contact density to be 10–30% smaller than its vacuum value. The large discrepancy between our calculation and that of Marlotti Tanzi et al. [52] arises because we have modeled the electron-wall interaction via an electron work function, while they enforced strict confinement of the electron within the cavity, and they allowed the positron to penetrate freely into the cavity wall by $\approx 3$ a.u. before changing the potential abruptly to $-\phi_p$. We believe that our model, where the electron and positron move in a cavity with the same effective radius and interact with the wall via realistic work functions, provides a better description of Ps confined in a pore of a mesoporous material. The conclusion drawn by Marlotti Tanzi et al.—that modeling Ps in a pore by strict confinement of the electron justifies the fact that the contact density is usually measured to be well below the vacuum value [52]—is therefore called into question. Although physical pores are not necessarily spherical, our results are still expected to be qualitatively correct. Unfortunately, in our approach the contact density and total density converge slowly with respect to the number of electron and positron basis states included in the Ps wave function. Although we have extrapolated the results, this introduces some uncertainty, most clearly seen by the unphysical “bumps” that appear in the total density. Convergence could be aided by using larger numbers of basis states (which requires more computational resources) or by implementing explicitly correlated basis functions. This will reduce the error in the results arising in the extrapolation, but the qualitative conclusions drawn are unlikely to change.

Since our third model predicts that the mean contact density remains above the vacuum value for a physical cavity, it fails to explain the results of experiments that found a significant lowering of the contact density from the vacuum value for many materials (see, e.g., Refs. [37–42]). The reasons for the discrepancy between theory and experiment are unclear and warrant further investigation.
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Appendix A: Asymptotic expressions for the energy and relative contact density shifts

We wish to obtain an asymptotic formula for the energy shift $\Delta E$, for Ps with a maximum electron-positron separation $R$, as $R \to \infty$. The energy of the Ps is given by Eq. (8), where $n \to 1$ as $R \to \infty$. We put

$$n = 1 + \epsilon,$$

where $\epsilon \to 0$ as $R \to \infty$. Using the standard series expansion of the Kummer function [59] we find

$$M\left(-\epsilon, 2, \frac{R}{1 + \epsilon}\right) = 1 - \epsilon \sum_{s=1}^{\infty} \frac{R^s}{s(s+1)!},$$

(A2)

to first order in $\epsilon$. From this we realize that

$$M\left(-\epsilon, 2, \frac{R}{1 + \epsilon}\right) = 1 - \epsilon I,$$

(A3)

where

$$I \equiv \int_{0}^{R} \frac{e^t - 1 - t}{t^2} \, dt.$$

(A4)

We use integration by parts to obtain

$$I = -\frac{e^R}{R} + \frac{1}{R} + 1 + \int_{0}^{R} \frac{e^t - 1}{t} \, dt$$

$$= -\frac{e^R}{R} + \frac{1}{R} + 1 + Ei R - \gamma - \ln R,$$

(A5)

where

$$Ei R = -\int_{-R}^{\infty} \frac{e^{-t}}{t} \, dt$$

(A6)
is the exponential integral and \( \gamma = 0.5772 \ldots \) is the Euler-Mascheroni constant. For large \( R \) we may invoke the asymptotic expansion for \( \text{Ei} R \) [59]:

\[
\text{Ei} R \approx \frac{e^R}{R} \sum_{s=0}^{N-1} \frac{s!}{R^s}. \tag{A7}
\]

Note that this asymptotic series diverges as \( N \to \infty \); consequently we retain only the first few terms. The leading terms for \( I \) are then

\[
I \approx \frac{e^R}{R^2} + \frac{2e^R}{R^3} + \frac{6e^R}{R^4} + \frac{24e^R}{R^5}. \tag{A8}
\]

The value of \( \epsilon \) is found from the equation \( 1 - \epsilon I = 0 \), which yields

\[
\epsilon \approx \left(R^2 - 2R - 2 - \frac{8}{R}\right)e^{-R}, \tag{A9}
\]

and thus, using \( E = -1/[4(1 + \epsilon)^2] \), we obtain Eq. (14).

We now turn to the contact density. From Eq. (10) we have

\[
\frac{1}{|A|^2} = \int_0^R dr' r'^2 e^{-r/(1 + \epsilon)} \left(1 - \epsilon \int_0^r dt' \frac{e^{t'} - 1 - t'}{t'^2}\right)^2. \tag{A10}
\]

Remembering that \( \epsilon = O(R^2 e^{-R}) \),

\[
\int_0^r dt' \frac{e^{t'} - 1 - t'}{t'^2} = O(r^2 e^r)
\]

for large \( r \), and neglecting terms of order less than \( e^{-R} \), this gives

\[
\frac{1}{|A|^2} = I_1 + I_2 + I_3. \tag{A11}
\]

where

\[
I_1 = \int_0^R dr' r'^2 e^{-r/(1 + \epsilon)} \tag{A12a},
\]

\[
I_2 = -2\epsilon \int_0^R dr' r'^2 e^{-r} \int_0^r dt' \frac{e^{t'} - 1 - t'}{t'^2}. \tag{A12b}
\]

\[
I_3 = e^2 \int_0^R dr' r'^2 e^{-r} \left( \int_0^r dt' \frac{e^{t'} - 1 - t'}{t'^2} \right)^2. \tag{A12c}
\]

Let us consider each of these contributions separately. For \( I_1 \) we can integrate by parts to obtain

\[
I_1 \approx 2 + \left(5R^2 - 14R - 14\right)e^{-R}. \tag{A13}
\]

For \( I_2 \), changing the order of integration gives

\[
I_2 = -2\epsilon \int_0^R dt \frac{e^{t} - 1 - t}{t^2} \int_0^R dr' r'^2 e^{-r'}
\]

\[
= 2\epsilon \left( \left(R^2 + 2R + 2\right)e^{-R}I - 2X - 2Y - Z \right). \tag{A14}
\]

where

\[
X \equiv \int_0^R \frac{1 - e^{-t} - te^{-t}}{t^2} dt = \frac{1}{R}(e^R + R - 1), \tag{A15a}
\]

\[
Y \equiv \int_0^R \frac{1 - e^{-t} - te^{-t}}{t} dt = -1 + \gamma + e^{-R} + E_1(R) + \ln R, \tag{A15b}
\]

\[
Z \equiv \int_0^R (1 - e^{-t} - te^{-t}) dt = R - 2 + (R + 2)e^{-R}, \tag{A15c}
\]

and

\[
E_1(R) \equiv \int_R^\infty \frac{e^{-t}}{t} dt. \tag{A16}
\]

Using the asymptotic series [59]

\[
E_1(R) \approx \frac{e^{-R}}{R} \left(1 - \frac{1}{R^2} + \frac{2}{R^3} - \frac{3}{R^4} + \cdots\right) \tag{A17}
\]

and neglecting terms of order less than \( R^0 e^{-R} \), we obtain

\[
I_2 \approx 2\left[ -R^2 + (5 - 2\gamma - 2\ln R)R^2 \\
+ 2(1 + 2\gamma + 2 \ln R)(R + 1) \right]. \tag{A18}
\]

Finally, we come to \( I_3 \). Using the asymptotic series for the squared integral in Eq. (A12c) at large \( r \), we have

\[
I_3 \sim e^2 \int_0^R r'^2 e^{-r'} \left( \frac{e^{r'}}{r'^2} + \frac{2e^{r'}}{r'^3} + \frac{6e^{r'}}{r'^4} \right) dr' \\
\sim e^2 \int_0^R r'^2 e^{-r'} \left( \frac{1}{r'^3} + \frac{4}{r'^5} + \frac{16}{r'^6} \right) dr'. \tag{A19}
\]

Making the substitution \( r = R - \xi \) and replacing the upper integration limit \( R \) by \( \infty \), this yields

\[
I_3 \sim e^2 e^R \int_0^\infty \left( R^2 - 2R\xi + \xi^2 \right) e^{-\xi} \left( 1 + \frac{4\xi}{R} + \frac{10\xi^2}{R^2} \right) \\
+ \frac{4}{R^3} \left( 1 + \frac{5\xi}{R} + \frac{16}{R^3} \right) d\xi \\
\sim e^2 e^R \left( \frac{1}{R^3} + \frac{6}{R^5} + \frac{34}{R^7} \right). \tag{A20}
\]

Neglecting terms of order less than \( R^0 e^{-R} \), this yields

\[
I_3 \sim \left( R^2 + 2R + 10 \right) e^{-R}. \tag{A21}
\]

Combining Eqs. (12), (13), (A11), (A13), (A18), and (A21) finally gives Eq. (15).

**Appendix B: Calculation of Coulomb matrix elements and density integrals**

To compute the Coulomb matrix elements (24), we expand the Coulomb potential in Legendre polynomials, viz.,

\[
\frac{1}{|\mathbf{r}_e - \mathbf{r}_p|} = \sum_{l=0}^\infty \frac{r_<}{r_>^l} P_l(\cos \omega), \tag{B1}
\]
where \( r_\leq = \min(r_e, r_p) \), \( r_\geq = \max(r_e, r_p) \), \( P_l \) is a Legendre polynomial, and \( \omega \) is the angle between \( r_e \) and \( r_p \), i.e., \( \cos \omega = \hat{r}_e \cdot \hat{r}_p \). Then we separate the radial and angular parts in the single-particle wave functions, integrate over the angular variables, and sum over the magnetic quantum numbers and spins (see, e.g., Ref. [75]), giving

\[
\langle \psi' \psi | V | \mu \nu \rangle = \sum_l (-1)^{J+l} \left\{ \begin{array}{ll} J & \mu' \\ l & \mu \\ l' & l' \end{array} \right\} \langle \psi' \psi | V_l | \mu \nu \rangle, \quad (B2)
\]

where \( J \) is the angular momentum to which the electron and positron are coupled, and \( \langle \psi' \psi | V_l | \mu \nu \rangle \) is a reduced Coulomb matrix element, defined by

\[
\langle \psi' \psi | V_l | \mu \nu \rangle = \sqrt{[l \nu'][l \mu'][l \nu][l \mu]} \left( \begin{array}{ccc} l \mu & l \mu' & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} l \nu & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right)
\]

\[
\times \int_0^R \int_0^R P_{\nu'}(r_P)P_{\nu}(r_E) \frac{r_{l'}^{l'}}{r_{l}^{l}} dr_P dr_E,
\]

\[
\times P_{\mu}(r_E)P_{\mu'}(r_P)dr_E dr_P, \quad (B3)
\]

where \(|l| \equiv 2l+1\). The double radial integral in Eq. (B3) is evaluated numerically.

To compute the mean contact density (25), the \( \delta \) function is expanded in Legendre polynomials, viz.,

\[
\delta(r_e - r_p) = \frac{\delta(r_e - r_p)}{r_e^2} \sum_{l=0}^{\infty} \left[ \frac{\nu}{4\pi} P_l(\cos \omega) \right], \quad (B4)
\]

Again, performing the angular integration analytically and summing over the magnetic quantum numbers and spins gives

\[
\langle \eta \rangle = \sum_{\nu=0}^{\infty} \sum_{l=0}^{\nu} \sum_{l'=0}^{\nu} C_{\nu l \mu \nu l'} C_{\nu' l' \mu' \nu' l'} \times \sum_l (-1)^{J+l} \left\{ \begin{array}{ll} J & \nu' \\ l & \mu' \\ l' & l \end{array} \right\} \langle \psi' \psi | \delta l | \mu \nu \rangle, \quad (B5)
\]

where

\[
\langle \psi' \psi | \delta l | \mu \nu \rangle = \frac{1}{4\pi} \sqrt{[l \nu'][l \mu'][l \nu][l \mu]} \left( \begin{array}{ccc} l \mu & l \mu' & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} l \nu & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right)
\]

\[
\times \int_0^R P_{\nu'}(r_P)P_{\nu}(r_E) \frac{r_{l'}^{l'}}{r_{l}^{l}} dr_P dr_E \quad (B6)
\]

The center-of-mass density (26) is calculated as follows. For \( \mathbf{r} = \mathbf{0} \), the \( \delta \) function can be expanded similarly to Eq. (B4), giving

\[
\rho_{\text{CM}}(0) = \sum_{\nu=0}^{\infty} \sum_{l=0}^{\nu} C_{\nu l \mu \nu} C_{\nu' l' \mu' \nu'} \times \sum_l (-1)^{J+l} \left\{ \begin{array}{ll} J & \nu' \\ l & \mu' \\ l' & l \end{array} \right\} \times \frac{2(l_0)}{\pi} \sqrt{[l \nu'][l \mu'][l \nu][l \mu]} \left( \begin{array}{ccc} l \mu & l \mu' & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} l \nu & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right)
\]

\[
\times \int_0^R P_{\nu'}(r_P)P_{\nu}(r_E) \frac{r_{l'}^{l'}}{r_{l}^{l}} dr_P dr_E \quad (B7)
\]

For \( \mathbf{r} \neq \mathbf{0} \), the \( \delta \) function expands as

\[
\delta\left(\frac{r_e + r_p}{2} - \mathbf{r}\right) = \frac{\delta(|r_e + r_p|/2 - r)}{r^2} \sum_{l=0}^{\infty} \frac{[l]}{4\pi} P_l(\cos \omega). \quad (B8)
\]

A difficulty arises in that the \( \delta \) function on the RHS of Eq. (B8) also needs to be expanded. For simplicity, we will only consider the case where \( J = 0 \). Then only the \( l = 0 \) term on the RHS of Eq. (B8) is nonzero:

\[
\delta\left(\frac{r_e + r_p}{2} - \mathbf{r}\right) = \frac{\delta(|r_e + r_p|/2 - r)}{r^2} = \frac{1}{2\pi r^2} \delta(|r_e + r_p| - 2r), \quad (B9)
\]

using the property \( \delta(ax) = \delta(x)/|a| \). We expand the \( \delta \) function on the RHS as

\[
\delta(|r_e + r_p| - 2r) = \sum_{l=0}^{\infty} \frac{[l]}{4\pi} g_l(r_e, r_p) P_l(\cos \omega), \quad (B10)
\]

where the expansion coefficients \( g_l \) are to be determined. Multiplying both sides of Eq. (B10) by \( P_l(\cos \omega) \sin \omega \), integrating over \( \omega \) between 0 and \( \pi \), and changing variables to \( x = \cos \omega \), we obtain

\[
g_l(r_e, r_p) = 2\pi \int_{-1}^{1} \frac{1}{4\pi} \delta\left(x - \frac{r_e^2 - r_p^2}{2r_e r_p}\right) P_l(x) \, dx. \quad (B11)
\]

We recall that a general property of the \( \delta \) function is

\[
\delta[f(x)] = \sum_l \frac{\delta(x - x_l)}{|f'(x_l)|}, \quad (B12)
\]

where the \( x_l \) are the roots of \( f(x) \). In this case we obtain

\[
g_l(r_e, r_p) = \frac{4\pi r_e}{r_e r_p} \int_{-1}^{1} \frac{1}{4\pi} \delta\left(x - \frac{4r_e^2 - r_p^2}{2r_e r_p}\right) P_l(x) \, dx. \quad (B13)
\]

which gives

\[
g_l(r_e, r_p) = \frac{4\pi r_e}{r_e r_p} P_l\left(\frac{4r_e^2 - r_p^2}{2r_e r_p}\right). \quad (B14)
\]

if \( |r_e - r_p| < 2r < r_e + r_p \), and \( g_l(r_e, r_p) = 0 \) otherwise. Combining Eqs. (26), (B9), (B10), and (B14), and noting that we require \( l_\mu = l_\mu' = l_\nu = l_\nu'(\equiv l) \) for \( J = 0 \), we obtain

\[
\rho_{\text{CM}}(\mathbf{r}) = \sum_{\nu=0}^{\infty} \sum_{l=0}^{\nu} C_{\nu l \mu \nu} C_{\nu' l' \mu' \nu'} \times \frac{1}{2\pi r} \int_0^{\min(2l+r_e+r_p, 2l_r)} P_{\nu'}(r_P)P_{\nu}(r_E) \frac{dr_P}{r_{l'}^{l'}} \times P_l\left(\frac{4r_e^2 - r_p^2}{2r_e r_p}\right) P_{\mu}(r_E)P_{\mu'}(r_P) \frac{dr_E}{r_{l}^{l}} \frac{dr_P}{r_{l'}^{l'}}. \quad (B15)
\]
Appendix C: Dependence of mean contact density on cavity radius for a hard-wall cavity

The type of fit used in Eq. (33) can be justified by the following simple analysis. The total Ps wave function in the cavity is

$$\Psi_{0+}(r_e, r_p) = \frac{A}{R_{cm}} \sin(K R_{cm}) Y_{00}(\mathbf{R}_{cm}) \psi_{1+}(r_e - r_p), \tag{C1}$$

where $A = \sqrt{2/\mathcal{R}}$ is the normalization constant, $K \approx \pi/R$ is the center-of-mass momentum, $R_{cm} = (r_e + r_p)/2$ is the position of the center of mass, and $\psi_{1+}$ is the internal wave function for Ps(1s). We assume that if the center of mass is near the center of the cavity, the contact density takes its vacuum value $\eta_0$, while if the center of mass is near the wall, the contact density takes a different (higher) value $\eta_w$. We define the center of mass to be “near the wall” if it is within a thin shell of thickness $\xi \ll R$ next to the wall, i.e.,

$$\eta = \begin{cases} 
\eta_0 & \text{if } 0 \leq R_{cm} < R - \xi, \\
\eta_w & \text{if } R - \xi \leq R_{cm} < R.
\end{cases} \tag{C2}$$

The mean contact density throughout the cavity is then

$$\langle \eta \rangle = \eta_0 P_0 + \eta_w P_w = \eta_0 + P_w (\eta_w - \eta_0), \tag{C3}$$

where $P_w$ is the probability that the center of mass is near the wall, and $P_0$ is the probability that the center of mass is not near the wall, with $P_0 + P_w = 1$. We can explicitly calculate $P_w$:

$$P_w = A^2 \int_{R-\xi}^{R} \sin^2(K R_{cm}) dR_{cm} = \frac{1}{R} \left( 1 - \frac{R}{2\pi} \sin \frac{2\pi \xi}{R} \right). \tag{C4}$$

Using the Maclaurin expansion of the sine function gives

$$P_w = \frac{2\pi^2}{3} \left( \frac{\xi}{R} \right)^3 - \frac{2\pi^4}{15} \left( \frac{\xi}{R} \right)^5 + O \left( \frac{\xi}{R} \right)^7. \tag{C5}$$

Combining Eqs. (C3) and (C5) finally gives

$$\langle \eta \rangle = \eta_0 + \frac{2\pi^2}{3} (\eta_w - \eta_0) \left( \frac{\xi}{R} \right)^3 - \frac{2\pi^4}{15} (\eta_w - \eta_0) \left( \frac{\xi}{R} \right)^5 + \cdots, \tag{C6}$$

which is the form used in Eq. (33).
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