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ABSTRACT
Microscopic traffic flow models can be distinguished in lane-based or lane-free depending on the degree of lane-discipline. This distinction holds true only if motorcycles are neglected in lane-based traffic. In cities, as opposed to highways, this is an oversimplification and it would be more accurate to speak of hybrid situations, where lane discipline can be made mode-dependent. Empirical evidence shows that cars follow the lanes as defined by the infrastructure, while motorcycles do not necessarily adhere to predefined norms and may participate in self-organized formation of virtual lanes. This phenomenon is the result of complex interactions between different traffic participants competing for limited space. In order to better understand the dynamics of modal interaction microscopically, we first analyze empirical data from detailed trajectories obtained by the pNEUMA experiment and observe patterns of mixed traffic. Then, we propose a hybrid model for multimodal vehicular traffic. The hybrid model is inspired by the pedestrian flow literature, featuring collision-free and anticipatory properties, and we demonstrate that it is able to reproduce empirical observations from aerial footage.
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INTRODUCTION

Diversification of urban mobility leads to competition of different traffic modes for the limited road space as defined by the existing infrastructure. Empirical evidence from advanced sensors, coupled with appropriate traffic flow models can enhance our understanding of complex modal interactions that cannot be readily described by vehicular traffic theory. Revisiting the traditional traffic flow models can be also seen as the consequence of empirical evidence from new data collection methods, such as drone videography.

A fascinating application of drone videography in traffic is the pNEUMA dataset, which incorporates a massive collection of naturalistic vehicle trajectories captured by a swarm of drones in the center of Athens, Greece. Details of this experiment along with suggested applications are discussed in (1). PNEUMA holds the promise of enabling new insights into multi-modal urban traffic, but at the same time, it also introduces a number of methodological challenges. Most notably, vehicle positions are not always matched to lanes. A more fine-grained organization of the data is therefore critical for a wide spectrum of downstream tasks, both on microscopic and macroscopic levels. We address this issue by formulating and solving a map matching problem and by introducing a novel methodology for detailed segmentation of vehicle trajectories based on steering events. As steering events, we define the critical points in time when a driver changes steering direction. Prerequisites for the determination of steering events are knowledge of the road network, matching of vehicles to road segments and information about kinematic characteristics, such as headings. Observed phenomena, such as lane formation, are then modeled microscopically.

Microscopic traffic flow models can be classified in two broad categories depending on the assumption of lane-discipline: lane-based (2–5) and lane-free (6–9). This clear-cut distinction holds true only if motorcycles are neglected in the first case. In urban environments, as opposed to highways, this is an oversimplification and it would be more accurate to speak of hybrid situations of mode-dependent lane discipline. Motorcycles, or in general powered-two-wheelers (PTW), have unique kinematic characteristics (10) and their interactions with cars are not yet well understood. For an extensive review of PTW literature, see (11).

In general, vehicular flow theory does not sufficiently cover the PTW case, because even the most fundamental traffic variables, such as density, are hydrodynamic in nature, whereas PTW has granular characteristics (12). A more adequate framework can be inspired by research in pedestrian flow, where experimental results (13–17) reveal striking resemblance to phenomena observed in PTW traffic and dedicated traffic variables have been developed (18, 19). We distinguish mainly two kinds of microscopic pedestrian models that have been applied to PTW traffic: discrete choice and self-driven particle systems. Discrete choice models include the multinomial logit (8, 20, 21) and the nested logit model (22–24). In particular, (24) investigates the case when flow is dominated by motorcycles, (20) models a specific queuing scenario of motorcycles at an intersection based on lateral position, but without considering their orientation, and (21) models a similar situation with bicycles. Self-driven particle systems, can be distinguished in first order models (25–28), based on velocity (including heading), and second order models (29, 30), based on acceleration. In motorized traffic, only second order models have been proposed (6, 31). The potential of first order pedestrian models for modeling PTW movement remains unexplored. These models have several appealing properties, such as simple formulation, very few parameters, consideration of heading and are collision-free by construction.

This paper is organized in two parts. The first section is dedicated to empirical observations and data segmentation. The last part introduces the hybrid model for mixed vehicular traffic flow.
Our main focus is on the investigation, analysis and modeling of complex phenomena of self-organization, as exemplified by the formation of virtual lanes.

**EMPIRICAL OBSERVATIONS AND DATA SEGMENTATION**

In order to facilitate a thorough investigation of multi-modality in the pNEUMA dataset, given that it contains 25% of motorcycles, our objective is to solve the trajectory segmentation problem for heterogeneous traffic, where lane discipline can be only partially assumed. In fact, it is reasonable to pose the problem in terms of self-organized lane formation instead of lane discipline. Starting from a macroscopic segmentation of all the vehicle trajectories, including motorbikes, we are interested to see, on a microscopic level, which parts of the trajectories are lane-keeping and which parts are devoted to maneuvering. Then, lanes in the most general sense of lane-keeping envelopes, can be easily identified as a direct consequence.

In principle, vehicles never travel in perfectly straight lines and there is always some amount of curvature present. Lane-keeping requires regular corrections from the driver or rider who performs the steering. Surprisingly, the frequency of critical steering events drops drastically during the execution of lane-changing or other maneuvers. There is typically only one steering correction per maneuver. The existence of this sparsity is the main discovery of this paper and we will show that it can greatly simplify the challenging task of lane detection. This statement holds if we assume that the aforementioned critical events can be obtained. Of course, this is not generally possible or easy as it requires first, that vehicle headings are given, and second, that they are also devoid of noise, especially non-Gaussian anomalies. Very recent research on the pNEUMA dataset (32), discusses these matters in detail and we will assume for the reminder of the paper that perfect heading information is available.

**Macroscopic trajectory segmentation**

Because the pNEUMA dataset comes from an airborne experiment in a large urban area with more than 100 intersections, matching of vehicles to road segments augments the data with important contextual information such as road azimuth, traffic signal or bus stop locations. Interestingly, in (33), the authors postulate that even macroscopic analysis can benefit from map matching by facilitating the detection and exclusion of parked vehicles. It is known that parked vehicles are not considered as traffic participants in the sense of the two-fluid theory of town traffic (34).

The most successful method for macroscopic trajectory segmentation is the Hidden Markov Model (HMM). HMM “is an algorithm that can smoothly integrate noisy data and path constraints in a principled way” (35). Initially, HMM was used for matching sparse GPS data, so, somewhat surprisingly, direct application of HMM map matching on dense trajectories from the pNEUMA dataset is problematic. This is due to the abundance of stationary observations, commonly referred to as stay points. In urban settings, stay points can be the result of low speeds during congestion, service related stops, the existence of traffic signals or emergency breaking due to random events. The static data entries, excluding parked vehicles, in the pNEUMA dataset are typically in the range of 40% or more, which means that there is a great potential for compression. Consequently, we proceed as follows: each trajectory is divided in two parts: one static and one moving. This is a simple form of data reduction. The advantage of this approach is threelfold. First, the computational burden on the HMM algorithm can be reduced. Second, we can now make continuity assumptions for the moving part. Third, the method is lossless and the two trajectory partitions, static and moving, can be easily reconciled further downstream.
The HMM algorithm considers the set $N_r$ of road segments as a set of Markov states and vehicle positions as state measurements $z_t$, where the time $t$ is discrete. Given any noisy trajectory, the model recommends the most plausible sequence of state transitions. A solution is obtained within the constraints imposed by the connectivity of the underlying road network as provided by Open Street Maps (OSM) using an API (36). We should stress that an optimized network configuration is key to the success of the matching. Because the pNEUMA dataset contains a large proportion of motorcycles, we choose the bike preset with a few minor modifications.

The most crucial aspect of HMM is the confidence level or minimum match probability. Setting this threshold universally for all trajectories is generally sub-optimal. Instead, we propose an iterative execution where we start with 100% probability and reduce the confidence level in 0.1% steps until the algorithm returns a valid sequence of states. If the probability drops below the 98.5% threshold, as shown in Figure 1b, the trajectory is deemed unreliable and receives null confidence. A dynamic threshold tailored to each trajectory has significant performance advantages and is a good metric of matching trustworthiness. Finally, the output is a sequence of coordinates along different road segments. The primary direction of flow per link can be deduced from the median azimuth of the observations. Figure 1a shows the result aggregated on the level of roads.

![Street level segmentation and confidence](image)

(a) Street level segmentation.  
(b) Confidence.

FIGURE 1: Qualitative and quantitative assessment of the iterative HMM algorithm.

**Microscopic trajectory segmentation**

The maneuver detection method requires the following inputs: raw vehicle positions $(x, y)$, vehicle azimuth $\theta_{\text{vehicle}}$ and road azimuth $\theta_{\text{road}}$. Then, we can simply define the phase $\phi = \theta_{\text{vehicle}} - \theta_{\text{road}}$ and the one-dimensional gradient $\nabla \phi = \frac{d\phi}{ds}$ of the phase with respect to distance travelled $s$. The points with $\nabla \phi = 0$ are essentially inflection points, where the curvature changes sign or, in terms of driving/riding, a steering event occurs. This simple expression is inspired from the calculation of lateral acceleration, but without any temporal dependence. Our approach is therefore solely based on differential geometry.
From empirical observations, it follows that between any consecutive pair of steering events, the trajectory can be either convex or concave. Then, convexity is determined directly from the raw data points by choosing the most central local extrema. If the central extremum is a minimum, the segment is convex and it is concave otherwise. The final step includes connecting the extrema and then checking for monotonic intervals. If the lateral shift exceeds 1m, a maneuver is detected. This approach is devoid of systematic bias in $\phi$ and of temporal distortions introduced by the lateral acceleration, therefore it can detect a wide spectrum of maneuvers, Figure 2.

(a) A 3-lane arterial, 250m in length over a time period of 15 minutes. Orange denotes maneuvers. Note that there is almost no spatial overlap between fixed and virtual lanes.

(b) Illustration of the maneuver detection method based on sparse steering events. Regular events are concentrated near the origin and steering maneuvers form butterfly-like wings. The rightward maneuver is marked as orange and the leftward as pink.

**FIGURE 2:** Detailed trajectory segmentation for a 3-lane urban arterial. Lane discipline applies only to cars and other larger vehicles. Motorcycles do not follow the predefined lanes and may form emergent, virtual lanes in the available free spaces.

We distinguish between 2-wheelers (motorcycles) and an aggregation of the other modes (cars, taxis, medium/heavy vehicles and buses), jointly referred to as 4-wheelers. In the case of 4-wheelers, our method is able to accurately discern between 3 lane-keeping envelopes and sparse connections of these envelopes. Here we can clearly speak of lanes and lane-changes. This is true under ideal road conditions with straight roads of constant width. In the case of 2-wheelers, there are no fixed lanes, but virtual lanes can be formed under specific road and traffic conditions (10). The time-space diagram of Figure 3a shows no trace of artifacts, such as intersecting trajectories.
(a) Time-space diagram for cars on the inbound fast lane, including lane-changing trajectories. Blue corresponds to moving cars and red to static cars. Open circle: vehicle enters the lane. Closed circle: vehicle exits the lane. The space axis follows convention.

(b) Periodic snapshots with minimal influence of traffic lights as obtained from the time-space diagram in Figure 3a. Velocity can be measured directly from the tails that extend 1s in the past. Blue corresponds to cars and red to motorcycles.

**FIGURE 3**: Generalized time-space diagram for cars and motorcycles. As congestion intensifies, motorcycles percolate forward by filtering through the free space between the standing cars.
One advantage of this method, compared to (37), is that the outcome is independent of the exact lateral boundaries around the lane-keeping envelope, as long as they do not cut into another lane. It is worth mentioning that our approach is parameter-free because it is not using clustering, smoothing or peak detection algorithms that have been previously proposed and it is thus based solely on the physical meaning of the driving or riding task. Additionally, a largely overlooked, but important detail is that even a very small drift between the empirical data and the theoretical routes on the map, may introduce systematic bias, leading to significant under- or overestimation. Our method is designed to overcome this problem.

For the hybrid model, that is introduced in the following section, we will estimate some parameters from the data. As a first approximation, we assume that the effect of traffic signals can be neglected. In order to neutralize their influence, spatial snapshots are taken at appropriate time intervals, as shown in Figure 3b, which is a generalized time-space diagram that can also capture lane-free traffic. The fixed signal settings have been extracted by (38) and give a signal cycle of 90s. We estimate the fundamental relationship between speed and spacing (4) from the aforementioned snapshots, using the spacing definition from Figure 4b. A piece-wise linear fit is applied (39). A hybrid modeling approach is further motivated by speed dynamics. This becomes clear if we consider the moving observer speed in a given spatiotemporal neighborhood, here heuristically defined as 60m × 2s. Figure 4d reveals astonishing differences in speed between the two modes.

**FIGURE 4**: Multimodal microscopic fundamental relationship and multimodal speed dynamics.
TOWARDS A HYBRID MODEL

From the previous analysis it is clear that lane discipline is not only a matter of culture, but it can simply be mode-dependent. Larger modes, such as cars, buses and trucks, follow lanes that are predefined by the infrastructure. On the other hand, PTW participate in a lane formation process that is self-organized, meaning that the virtual lanes are emerging as a result of some physical mechanism, rather than compliance to an agreed-upon social norm (17). While numerical simulations of self-organization in pedestrian counter-flows have a history of at least 30 years (29), in vehicular traffic, virtual lanes and the related percolation phenomena of creeping or filtering have been studied mostly statistically in terms of their possible determinants (10) or on a macroscopic level by a small branch of research on the so-called porous model (40, 41). The dynamics of lane formation are rarely discussed in the context of vehicular traffic. To fill this gap, we propose a hybrid model for mixed vehicular traffic that is inspired by pedestrian dynamics.

Experimental setup and initial conditions

We consider a simple experimental setup of a straight road segment 100m in length with 3 lanes of 4m width each. We assume periodic boundary conditions and congested traffic conditions with a density of 100veh/km/lane. The road is used by two different modes: cars and motorcycles. Cars are modeled as $2 \times 4m$ ellipses and the motorcycles are modeled as circles of 1m in diameter. Perfect lane discipline is assumed for the cars and any lane-changes are neglected. On the other hand, motorcycles are allowed to move freely in two dimensions, see Figure 5.

![Figure 5](image.png)

L=100 m

**FIGURE 5:** Blue noise initialization by the Poisson disk sampling algorithm. Radii are chosen from a discrete set with a given probability. Larger vehicles are laterally constrained to follow lanes of 4m. Motorcycles are placed randomly in both dimensions and are allowed to move freely.

The initial positions are generated by stochastic sampling, also known as dart-throwing or blue noise. The Poisson disk sampling algorithm due to (42), that is widely used in the computer games industry, is the established method for efficient dart-throwing. For a given domain, in our case a subset of $\mathbb{R}^2$, a background lookup grid is used for accelerated neighborhood calculations. The minimum distance between samples $r$, which is constant in the original method, determines the cell size of the substrate. A cell size of $r/\sqrt{2}$ guarantees that each cell may contain at most one sample. There exist variable radii adaptations of the Poisson disk sampling algorithm (43, 44), where the minimum radius is a function of the spatial domain. Our approach is based on the fixed radius implementation due to (45), but we are drawing radii randomly from a discrete set $\{r_{\text{min}} = 3m, r_{\text{max}} = 6m\}$, with given probabilities $\{0.25, 0.75\}$. Please note that when multiple radii are used, the grid cell is determined by the largest radius and each cell is allowed to contain a list of samples (43). In our case, the largest radii also receive lateral constraints for lane alignment.
Anticipation velocity model for mixed vehicular traffic

The hybrid model builds on the anticipation velocity model (AVM) (28), a very recently proposed pedestrian model with good lane formation capabilities. The AVM belongs to a family of collision-free first order models based on velocity (25–28), which follow the mathematical framework laid out by the authors of (12). In contrast to the AVM, where pedestrian agents are represented by disks of constant radius, the hybrid model distinguishes between two classes of vehicular agents: cars and motorcycles. Cars have elliptical shape and move in predefined lanes. Motorcycles are represented as disks and their movement is two-dimensional. For each agent \(i\), we define the position \(\vec{x}_i\) and the velocity \(\vec{v}_i\), such that \(\vec{v}_i = \vec{\dot{x}}_i\). This is an ordinary differential equation (ODE) that can be solved if we write \(\vec{v}_i = \vec{e}_i \cdot v_i\), where \(\vec{e}_i\) is the heading and \(v_i\) is the speed of agent \(i\), calculate each of them and then integrate. A navigation module captures the dynamics of \(\vec{e}_i\) and a speed module the evolution of speed \(v_i\). The Euler integration scheme will be used for simulations.

For the navigation, we define a target direction \(\vec{e}_i^0(t)\), which in this case tends to maintain the initial lateral position, and a set \(N\) of interacting agents visually perceived by the driver/rider:

\[
N_i(t) = \{ j, \text{ (condition}^1\text{) or (condition}^2\text{) or (condition}^3\text{) or (condition}^4\text{) } \},
\]

where condition\(^1\) = \(\vec{e}_i^0(t) \cdot \vec{e}_{i,j}(t) > 0\) captures interactions in the current direction of movement, condition\(^2\) = \(\vec{e}_i^0(t) \cdot \vec{\dot{e}}_{i,j}(t) < 0\) accounts for interactions in the intended direction of movement, condition\(^3\) = \(\vec{e}_i^0(t) \cdot \vec{e}_{i,j}(t) < 0\) and condition\(^4\) = \(\vec{e}_i^0(t) \cdot \vec{\dot{e}}_{i,j}(t) \leq \frac{r_i + r_j}{s_{i,j}(t)}\) are active in case of laterally overlapping agents. Here \(s_{i,j}(t)\) denotes the spacing between agents \(i\) and \(j\) and \(\vec{e}_{i,j}(t)\) is the unit vector from \(j\) to \(i\). Note that \(r_i, r_j\) are the elliptical radii in the direction of the respective interaction. For better readability, we will not write the parametric equation of \(r\) explicitly.

In the reminder of the navigation equations we are assuming that agent \(i\) is a motorcycle, but agent \(j\) can also be a car. After establishing a perception of the actual situation, the rider attempts to forecast the near future before making a decision. This anticipation strategy contributes considerably to the realism of the model. The anticipated spacing after a prediction horizon \(t^a\) is

\[
s_{i,j}^a(t + t^a) = \max \left\{ (r_i + r_j), (\vec{x}_j^a(t + t^a) - \vec{x}_i^a(t + t^a)) \cdot \vec{e}_{i,j}(t) \right\} ,
\]

where \(\vec{x}_j^a(t + t^a) = \vec{x}_i^a(t) + \vec{v}_j(t) \cdot t^a\) denotes the predicted position. The difference of predicted positions is projected on the vector of interaction \(\vec{e}_{i,j}(t)\). The anticipated gap cannot be less than the sum of the radii, in which case there would be a collision.

If we assume that the agents are in physical contact, then \((r_i + r_j) = s_{i,j}^a(t + t^a)\). This situation corresponds to minimum comfort, which in turn can be translated as maximum repulsion. The dimensionless repulsion \(R(t)\) drops exponentially with increasing spacing and depends on a range parameter \(D\), as well as an anisotropic intensity function \(a(t)\).

\[
R_{i,j}(t) = a_{i,j}(t) \cdot \exp \left( \frac{(r_i + r_j) - s_{i,j}^a(t + t^a)}{D} \right) , \quad D > 0,
\]

The function \(a_{i,j}(t)\) is equal to a positive intensity parameter \(k\) when \(\vec{e}_i^0(t) \cdot \vec{e}_j(t) = 1\), and it is equal to \(2k\) when \(\vec{e}_i^0(t) \cdot \vec{e}_j(t) = -1\). This anisotropy captures the severity of a head-on collision.

\[
a_{i,j}(t) = k \left( 1 + \frac{1 - \vec{e}_i^0(t) \cdot \vec{e}_j(t)}{2} \right) , \quad k > 0,
\]
In order to exclude the possibility of backwards movement, the repulsion acts on the normal vector \( \vec{n}_{i,j}(t) \), that is parallel to \( \vec{e}_{i,j}^{0\perp}(t) \), such that \( \vec{e}_{i,j}^{0\perp}(t) \cdot \vec{e}_{i}^{0}(t) = 0 \). It is specified as

\[
\vec{n}_{i,j}(t) = -\text{sign} \left( \vec{e}_{i,j}^{a}(t + t^{a}) \cdot \vec{e}_{i}^{0\perp}(t) \right) \cdot \vec{e}_{i}^{0\perp}(t),
\]

where \( \vec{e}_{i,j}^{a}(t + t^{a}) = \vec{x}_{j}^{a}(t + t^{a}) - \vec{x}_{i}(t) \) is a vector emanating from the center of \( i \) to the predicted position of agent \( j \). Equation (5) means that the sense of the repulsion depends on the future and not the current position of the repeller.

The influence of a road curb \( w \) can be modeled in a similar way (26), but the corresponding equations simplify considerably because the obstacle is static and anticipation is not applicable. Interactions with the road boundaries will be penalized with \( 2k \), thus there is also no anisotropy.

\[
R_{i,w}(t) = k_{w} \cdot \exp \left( \frac{r_{i} - s_{i,w}(t)}{D_{w}} \right), \quad k_{w} = 2k > 0, \quad D_{w} = D > 0,
\]

\[
\vec{n}_{i,w}(t) = -\text{sign} (\vec{e}_{i,w}(t) \cdot \vec{e}_{i}^{0\perp}(t)) \cdot \vec{e}_{i}^{0\perp}(t),
\]

where \( \vec{e}_{i,w}(t) = C_{w}(t) - \vec{x}_{i}(t) \), \( C_{w}(t) \) is the closest point on the curb, \( \vec{e}_{i,w}(t) \) is the unit vector defined by \( \vec{x}_{i}(t) \), \( C_{w}(t) \) and \( (r_{i} - s_{i,w}(t)) \) is the distance to the curb. From the equations (3), (5), (6) and (7) the desired direction of movement \( \vec{e}_{i}^{d}(t) \) can be calculated as the weighted average of the intended direction (destination) and the lateral deviations due to repulsion from other agents or road edges:

\[
\vec{e}_{i}^{d}(t) = u \left( \vec{e}_{i}^{0}(t) + \sum_{j \in N_{i}(t)} R_{i,j}(t) \cdot \vec{n}_{i,j}(t) + \sum_{w \in W} R_{i,w}(t) \cdot \vec{n}_{i,w}(t) \right),
\]

where \( u \) is a normalization constant such that \( \| \vec{e}_{i}^{d}(t) \| = 1 \) and \( W \) is the set containing the road curbs. The navigation module is concluded by calculating the rate of change of the heading as a negotiation between the current and the desired direction, considering also a relaxation term \( \tau \).

\[
\frac{d\vec{e}_{i}(t)}{dt} = \frac{\vec{e}_{i}^{d}(t) - \vec{e}_{i}(t)}{\tau}.
\]

Finally, the speed module is responsible for the longitudinal dynamics (26, 28). The set of imminently colliding agents, for both motorcycles and cars, is based on the updated direction \( \vec{e}_{i}(t) \):

\[
J_{i}(t) = \left\{ j, \vec{e}_{i}(t) \cdot \vec{e}_{i,j}(t) \geq 0 \text{ and } \left| \vec{e}_{i}^{\perp}(t) \cdot \vec{e}_{i,j}(t) \right| \leq \frac{r_{i} + r_{j}}{s_{i,j}(t)} \right\},
\]

where the first condition is similar to \( (\text{condition}^{1}) \) and the second condition captures longitudinally overlapping agents (leaders). Note that in the case of motorcycles, we also need to take into account the set of imminently colliding road curbs. This is not necessary for cars as they move straight.

\[
JW_{i}(t) = \{ w, \vec{e}_{i}(t) \cdot \vec{e}_{i,w}(t) \geq 0 \},
\]

Then the maximum collision-free distance in the updated direction of movement can be calculated by Eq. (12) for the set \( J \) and by Eq. (13) for the set \( JW \), where \( a_{w} \) is the angle to curb:

\[
s_{i}(t) = \min_{j \in J_{i}(t)} s_{i,j}(t) - (r_{i} + r_{j}), \quad \text{(12)}
\]

\[
sw_{i}(t) = \min_{w \in JW_{i}(t)} s_{i,w}(t) - r_{i}, \quad \text{(13)}
\]
The speed is updated by the Optimal Velocity Model (OVM) (2), which is used here in the first order (25). This is one of the simplest models based on the speed-spacing relationship.

\[ v_i(t) = \min \left\{ v_i^0, \max \left\{ \varepsilon, \frac{s_i(t)}{T} \right\}, \max \left\{ \varepsilon, \frac{sw_i(t)}{T} \right\} \right\}, \]  

(14)

where \( v_i^0 \) is the desired speed, \( \varepsilon \) is the machine epsilon, \( T \) is the time gap and \( s_i(t), sw_i(t) \) follow from Eqs. (12) and (13). Using the machine epsilon instead of 0 facilitates implementation because the velocity vector will not vanish completely, even during a full stop. To summarize, several features not present in the AVM have been incorporated in the hybrid model, such as multimodality, ellipses instead of circles, interactions with laterally overlapping agents and the influence of the road curbs.

**Recommended parameters for numerical simulations**

The parameters that are adopted for numerical simulations with the hybrid model are summarized in Table 1 along with some reference values from the AVM model. The integration time step \( \Delta t \), as well as the relaxation parameter \( \tau \) remain unchanged. Simulations with the hybrid model have confirmed that \( \tau = 0.3s \) gives smooth results without sacrificing the stability of the solution that must remain collision-free. As we mentioned in the description of our experimental setup, instead of a fixed radius \( r \), the hybrid model features ellipses that can vary in their semi-axes. Given that we are considering periodic boundary conditions, this can be a problem when vehicles exit the system at an arbitrary incidence angle. We therefore model motorcycles as disks of \( r = 0.5m. \) Cars are modeled as ellipses because the incidence angle is always the same and the difference in dimensions cannot be neglected: accurate spacing is indispensable for realistic queue propagation.

| Model | \( r \) [m] | \( k \) | \( D \) [m] | \( T \) [s] | \( \Delta t \) [s] | \( \tau \) [s] | \( t^a \) [s] | \( v_0 \) [m/s] |
|-------|----------|------|--------|------|-------|--------|------|--------|
| AVM   | 0.18     | 3.0  | 0.1    | 1.06 | 0.05  | 0.3    | 1.00 | \( N \sim (1.55, 0.18^2) \) |
| Hybrid| 0.5-0.5  | 1.0  | 3.0    | 0.90 | 0.05  | 0.3    | 0.88 | 10.0   |
|       | 1.0-2.0  | 0.1  |        | 0.90 | 0.05  | 0.3    | 8.85 |

A significant difference in shape, dimension and speed between pedestrian and vehicular agents, also signifies a change by one order of magnitude in the repulsion parameters. The range of interactions is much larger for vehicles and simulation shows satisfactory results when \( D = 3m. \) On the other hand, the intensity of the repulsion is much lower for vehicular agents, where pushing phenomena, as observed in pedestrian crowds, simply do not exist. The rest of the parameters can be estimated directly from the data. We observe that the slope of the speed-spacing diagram in Figure 4a, known as time gap, \( T = 0.9s \) is lower than the values for town traffic given in (46). Please note that \( T \) also gives an upper bound for the anticipation horizon \( t^a < T \), a condition that is met in both models. Furthermore, the data indicate a higher free-flow speed for motorcycles. Because cars are not allowed to overtake in our model, we refrain from using stochastic terms for the desired velocity. Lane-changing features for cars will be added in our future work. Finally, the fit from Figure 4a also shows that the critical spacing is smaller for motorcycles than for cars.
RESULTS AND DISCUSSION

Figure 6 corroborates the ability of the hybrid model to reproduce the phenomenon of virtual lanes faithfully. Under congested traffic conditions, motorcycles take advantage of their smaller size and better maneuverability and travel in the available space between the cars. Although this is a known phenomenon, its dynamics are not yet well understood and this is a first step towards a more detailed study of lane formation in mixed vehicular traffic. In contrast to second-order models, where inertial effects may lead to local gridlocks, the anticipation and collision-free properties of the hybrid model coupled with appropriate choice of parameters, lead to very rapid lane formation. It is worth mentioning that fully formed lanes can be observed already after a simulation time of 5min. During this time, which corresponds to 6000 integration steps, no collision was observed. The respective histograms of lateral positions from the simulated trajectories and a 15min sample from the pNEUMA data at a location quite far from a traffic light without significant queue lengths, show good agreement on a qualitative level.

![Lane formation in data and simulation. Fully formed virtual lanes, 5min simulation.](image)

FIGURE 6: Virtual lanes under congested traffic conditions are observed in the pNEUMA dataset and are also reproduced in simulations with the hybrid model. Motorcycles take advantage of their maneuverability and move in the available space between cars.

In future research, it would be interesting to investigate the lane formation process itself. Do virtual lanes appear gradually or abruptly when a critical threshold is exceeded, similarly to phase-transitions? Experimentation with the hybrid model and few results from the literature (10), suggest that density and speed differences may be decisive factors. Towards the outlined direction, it would be beneficial to come up with some quantifiable lane formation index, as similar metrics have been proposed in pedestrian traffic theory (17). This can be for example km travelled in virtual lanes. Regarding the realism of the hybrid model, we acknowledge that some idealized assumptions can be lifted in subsequent iterations. Clearly, traffic signals should be incorporated in a more comprehensive simulator. As far as the initialization is concerned, dart-throwing can be extended to handle simultaneous speed assignment with variable disk size (based on speed) in order to guarantee crash-free conditions. Furthermore, the movement of cars should be more realistic, allowing for lane-changes (5, 47, 48). Finally, the modular character of the hybrid model can facilitate the incorporation of more advanced car-following models. For a recent review on the state of the art in car-following dynamics, see (49).

Of course lane formation is just one application of the hybrid model. There exists a body of literature on traffic flow instabilities, such as the formation and propagation of stop-and-go waves (50–52), but these works neglect the potentially destabilizing role of motorcycles. Last but not least, a better theoretical understanding of mixed traffic dynamics can produce significant results.
in more concrete applications such as traffic safety, especially taking into account questions raised by the proliferation of connected and automated vehicles.

CONCLUSION
In this article we introduce the concept of mode-dependent lane discipline as an alternative to the traditional distinction between homogeneous and heterogeneous traffic. Empirical evidence from drone videography, as exemplified by the massive pNEUMA dataset, shows that motorcycles participate in self-organized lane formation that is a result of complex modal interactions between different traffic participants competing for limited space, while cars simply adhere to agreed-upon social norms and follow the lanes as defined by the road infrastructure. In fact, the very notion of lane is revisited and the idea of generalized lane-keeping envelops is introduced. The latter also covers virtual lanes. One of the central findings of this paper is the existence of sparsity during the execution of lateral maneuvers that greatly simplifies the task of lane identification in a way that is robust to systematic bias. The result is a very detailed trajectory segmentation that reveals significant modal differences with respect to the spatial allocation of lanes. Finally, inspired by models from pedestrian dynamics, we propose a hybrid model with anticipatory and collision-free properties that is able to reproduce faithfully the empirically observed phenomena of self-organized lane formation.

ACKNOWLEDGEMENTS
The authors would like to thank Prof. Armin Seyfried for the inspiring discussions on the links between pedestrian and vehicular traffic. This research was partially funded by Swiss National Science Foundation (SNSF) grant (200021_188590) “pNEUMA: On the new era of urban traffic models with massive empirical data from aerial footage”.
REFERENCES
1. Barmpounakis, E. and N. Geroliminis, On the new era of urban traffic monitoring with massive drone data: The pNEUMA large-scale field experiment. Transportation Research Part C: Emerging Technologies, Vol. 111, 2020, pp. 50–71.
2. Bando, M., K. Hasebe, A. Nakayama, A. Shibata, and Y. Sugiyama, Dynamical model of traffic congestion and numerical simulation. Physical Review E, Vol. 51, No. 2, 1995, pp. 1035–1042.
3. Treiber, M., A. Hennecke, and D. Helbing, Congested traffic states in empirical observations and microscopic simulations. Physical Review E, Vol. 62, No. 2, 2000, pp. 1805–1824.
4. Newell, G., A simplified car-following theory: a lower order model. Transportation Research Part B: Methodological, Vol. 36, No. 3, 2002, pp. 195–205.
5. Kesting, A., M. Treiber, and D. Helbing, General Lane-Changing Model MOBIL for Car-Following Models. Transportation Research Record: Journal of the Transportation Research Board, Vol. 1999, No. 1, 2007, pp. 86–94.
6. Kanagaraj, V. and M. Treiber, Self-driven particle model for mixed traffic and other disordered flows. Physica A: Statistical Mechanics and its Applications, Vol. 509, 2018, pp. 1–11.
7. Papathanasopoulou, V. and C. Antoniou, Flexible car–following models for mixed traffic and weak lane–discipline conditions. European Transport Research Review, Vol. 10, No. 2, 2018.
8. Sarkar, N. C., A. Bhaskar, Z. Zheng, and M. P. Miska, Microscopic modelling of area-based heterogeneous traffic flow: Area selection and vehicle movement. Transportation Research Part C: Emerging Technologies, Vol. 111, 2020, pp. 373–396.
9. Papageorgiou, M., K.-S. Mountakis, I. Karafyllis, I. Papamichail, and Y. Wang, Lane-Free Artificial-Fluid Concept for Vehicular Traffic. Proceedings of the IEEE, Vol. 109, No. 2, 2021, pp. 114–121.
10. Vlahogianni, E. I., Powered-Two-Wheelers kinematic characteristics and interactions during filtering and overtaking in urban arterials. Transportation Research Part F: Traffic Psychology and Behaviour, Vol. 24, 2014, pp. 133–145.
11. Barmpounakis, E. N., E. I. Vlahogianni, and J. C. Golias, Intelligent Transportation Systems and Powered Two Wheelers Traffic. IEEE Transactions on Intelligent Transportation Systems, Vol. 17, No. 4, 2016, pp. 908–916.
12. Maury, B. and S. Faure, Crowds in Equations: An Introduction to the Microscopic Modeling of Crowds. Advanced textbooks in mathematics, World Scientific, 2018.
13. Hoogendoorn, S. P. and W. Daamen, Pedestrian Behavior at Bottlenecks. Transportation Science, Vol. 39, No. 2, 2005, pp. 147–159.
14. Seyfried, A., O. Passon, B. Steffen, M. Boltes, T. Rupprecht, and W. Klingsch, New Insights into Pedestrian Flow Through Bottlenecks. Transportation Science, Vol. 43, No. 3, 2009, pp. 395–406.
15. Zhang, J., W. Klingsch, A. Schadschneider, and A. Seyfried, Transitions in pedestrian fundamental diagrams of straight corridors and T-junctions. Journal of Statistical Mechanics: Theory and Experiment, Vol. 2011, No. 06, 2011, p. P06004.
16. Liao, W., A. Seyfried, J. Zhang, M. Boltes, X. Zheng, and Y. Zhao, Experimental Study on Pedestrian Flow through Wide Bottleneck. *Transportation Research Procedia*, Vol. 2, 2014, pp. 26–33.

17. Schadschneider, A., M. Chraibi, A. Seyfried, A. Tordeux, and J. Zhang, Pedestrian Dynamics: From Empirical Results to Modeling. In *Crowd Dynamics, Volume 1*, Springer International Publishing, 2018, pp. 63–102.

18. Steffen, B. and A. Seyfried, Methods for measuring pedestrian density, flow, speed and direction with minimal scatter. *Physica A: Statistical Mechanics and its Applications*, Vol. 389, No. 9, 2010, pp. 1902–1910.

19. Liddle, J., A. Seyfried, and B. Steffen, Analysis of Bottleneck Motion Using Voronoi Diagrams. In *Pedestrian and Evacuation Dynamics*, Springer US, 2011, pp. 833–836.

20. Lee, T.-C. and K. Wong, An agent-based model for queue formation of powered two-wheelers in heterogeneous traffic. *Physica A: Statistical Mechanics and its Applications*, Vol. 461, 2016, pp. 199–216.

21. Gavriliidou, A., W. Daamen, Y. Yuan, and S. Hoogendoorn, Modelling cyclist queue formation using a two-layer framework for operational cycling behaviour. *Transportation Research Part C: Emerging Technologies*, Vol. 105, 2019, pp. 468–484.

22. Antonini, G., M. Bierlaire, and M. Weber, Discrete choice models of pedestrian walking behavior. *Transportation Research Part B: Methodological*, Vol. 40, No. 8, 2006, pp. 667–687.

23. Robin, T., G. Antonini, M. Bierlaire, and J. Cruz, Specification, estimation and validation of a pedestrian walking behavior model. *Transportation Research Part B: Methodological*, Vol. 43, No. 1, 2009, pp. 36–56.

24. Shiomi, Y., T. Hanamori, N. Uno, and H. Shimamoto, Modeling traffic flow dominated by motorcycles based on discrete choice approach. In *Proceedings of 1st LATSIS Conference*, 2012.

25. Tordeux, A., M. Chraibi, and A. Seyfried, Collision-Free Speed Model for Pedestrian Dynamics. In *Traffic and Granular Flow '15*, Springer International Publishing, 2016, pp. 225–232.

26. Xu, Q., M. Chraibi, A. Tordeux, and J. Zhang, Generalized collision-free velocity model for pedestrian dynamics. *Physica A: Statistical Mechanics and its Applications*, Vol. 535, 2019, p. 122521.

27. Zhang, S., J. Zhang, M. Chraibi, and W. Song, A speed-based model for crowd simulation considering walking preferences. *Communications in Nonlinear Science and Numerical Simulation*, Vol. 95, 2021, p. 105624.

28. Xu, Q., M. Chraibi, and A. Seyfried, Anticipation in a velocity-based model for pedestrian dynamics. *Transportation Research Part C: Emerging Technologies*, Vol. 133, 2021, p. 103464.

29. Helbing, D. and P. Molnár, Social force model for pedestrian dynamics. *Phys. Rev. E*, Vol. 51, 1995, pp. 4282–4286.

30. Helbing, D., I. Farkas, and T. Vicsek, Simulating dynamical features of escape panic. *Nature*, Vol. 407, No. 6803, 2000, pp. 487–490.

31. Delprato, R., J. C. Herrera, J. Laval, and J. E. Coeymans, A two-dimensional car-following model for two-dimensional traffic flow problems. *Transportation Research Part C: Emerging Technologies*, Vol. 114, 2020, pp. 504–516.
32. Kim, S., G. Anagnostopoulos, E. Barmpounakis, and N. Geroliminis, Visual Extensions and Anomaly Detection in the Pneuma Experiment with a Swarm of Drones. *SSRN Electronic Journal*, 2022.

33. Paipuri, M., E. Barmpounakis, N. Geroliminis, and L. Leclercq, Empirical observations of multi-modal network-level models: Insights from the pNEUMA experiment. *Transportation Research Part C: Emerging Technologies*, Vol. 131, 2021, p. 103300.

34. Herman, R. and I. Prigogine, A Two-Fluid Approach to Town Traffic. *Science*, Vol. 204, No. 4389, 1979, pp. 148–151.

35. Newson, P. and J. Krumm, Hidden Markov map matching through noise and sparseness. In *Proceedings of the 17th ACM SIGSPATIAL International Conference on Advances in Geographic Information Systems - GIS ’09*, ACM Press, 2009.

36. Boeing, G., OSMnx: New methods for acquiring, constructing, analyzing, and visualizing complex street networks. *Computers, Environment and Urban Systems*, Vol. 65, 2017, pp. 126–139.

37. Barmpounakis, E., G. M. Sauvin, and N. Geroliminis, Lane Detection and Lane-Changing Identification with High-Resolution Data from a Swarm of Drones. *Transportation Research Record: Journal of the Transportation Research Board*, Vol. 2674, No. 7, 2020, pp. 1–15.

38. Espadaler Clapés, J., E. Barmpounakis, and N. Geroliminis, An automatized signal timing detection at signalized intersections with detailed vehicle trajectory data. In *Proceedings of the 10th symposium of the European Association for Research in Transportation (hEART)* (hEART), 1-3 June 2022, Leuven, Belgium, 2022.

39. Roelfs, M. and P. C. Kroon, tBuLi/symfit: symfit 0.5.5, 2022.

40. Nair, R., H. S. Mahmassani, and E. Miller-Hooks, A porous flow approach to modeling heterogeneous traffic in disordered systems. *Transportation Research Part B: Methodological*, Vol. 45, No. 9, 2011, pp. 1331–1345.

41. Ambarwati, L., A. J. Pel, R. Verhaeghe, and B. van Arem, Empirical analysis of heterogeneous traffic flow and calibration of porous flow model. *Transportation Research Part C: Emerging Technologies*, Vol. 48, 2014, pp. 418–436.

42. Bridson, R., Fast Poisson disk sampling in arbitrary dimensions. In *ACM SIGGRAPH 2007 sketches on* - SIGGRAPH ’07, ACM Press, 2007.

43. Tulleken, H., Poisson disk sampling. *Dev. Mag.*, Vol. 21, 2008, pp. 21–25.

44. Dwork, N., C. A. Baron, E. M. Johnson, D. O’Connor, J. M. Pauly, and P. E. Larson, Fast variable density Poisson-disc sample generation with directional variation for compressed sensing in MRI. *Magnetic Resonance Imaging*, Vol. 77, 2021, pp. 186–193.

45. Hill, C., *Learning Scientific Programming with Python*. Cambridge University Press, 2020.

46. Treiber, M. and A. Kesting, *Traffic Flow Dynamics*. Springer Berlin Heidelberg, 2013.

47. Toledo, T. and D. Zohar, Modeling Duration of Lane Changes. *Transportation Research Record: Journal of the Transportation Research Board*, Vol. 1999, No. 1, 2007, pp. 71–78.

48. Talebpour, A., H. S. Mahmassani, and S. H. Hamdar, Modeling Lane-Changing Behavior in a Connected Environment: A Game Theory Approach. *Transportation Research Proceedia*, Vol. 7, 2015, pp. 420–440.

49. Punzo, V., Z. Zheng, and M. Montanino, About calibration of car-following dynamics of automated and human-driven vehicles: Methodology, guidelines and codes. *Transportation Research Part C: Emerging Technologies*, Vol. 128, 2021, p. 103165.
50. Yeo, H. and A. Skabardonis, Understanding Stop-and-go Traffic in View of Asymmetric Traffic Theory. In *Transportation and Traffic Theory 2009: Golden Jubilee*, Springer US, 2009, pp. 99–115.

51. Laval, J. A. and L. Leclercq, A mechanism to describe the formation and propagation of stop-and-go waves in congested freeway traffic. *Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences*, Vol. 368, No. 1928, 2010, pp. 4519–4541.

52. Makridis, M., L. Leclercq, B. Ciuffo, G. Fontaras, and K. Mattas, Formalizing the heterogeneity of the vehicle-driver system to reproduce traffic oscillations. *Transportation Research Part C: Emerging Technologies*, Vol. 120, 2020, p. 102803.