Abstract

Recurrent Neural Networks (RNNs) produce state-of-art performance on many machine learning tasks but their demand on resources in terms of memory and computational power are often high. Therefore, there is a great interest in optimizing the computations performed with these models especially when considering development of specialized low-power hardware for deep networks. One way of reducing the computational needs is to limit the numerical precision of the network weights and biases, and this will be addressed for the case of RNNs. We present results from the use of different stochastic and deterministic reduced precision training methods applied to two major RNN types, which are then tested on three datasets. The results show that the stochastic and deterministic ternarization, pow2-ternarization, and exponential quantization methods gave rise to low-precision RNNs that produce similar and even higher accuracy on certain datasets, therefore providing a path towards training more efficient implementations of RNNs in specialized hardware.

1 Introduction

A Recurrent Neural Network (RNN) is a specific type of neural network which is able to process input and output sequences of variable length and therefore well suitable for sequence modeling. Various RNN architectures have been proposed in recent years based on different forms of non-linearity, such as the Gated Recurrent Unit (GRU) \cite{GRU} and Long-Short Term Memory (LSTM) \cite{LSTM}. They have enabled new levels of performance in many tasks including speech recognition \cite{speech} and machine translation \cite{translation_1,translation_2,translation_3}.

Compared to standard feed-forward networks, RNNs often take longer to train and are more demanding in memory and computational power. Thus, it is of great importance to accelerate computation and reduce training time of such networks.

Previous work showed the successful application of stochastic rounding strategies on feed forward networks, including binarization \cite{binary} and ternarization \cite{ternarization} of weights of vanilla Deep Neural Networks (DNNs) and Convolutional Neural Networks (CNNs) \cite{CNN}, and in \cite{quantization} even the quantization of their activations during training and run-time. Quantization of RNN weights has so far only been used with pretrained models \cite{pretrained}. In this paper, a condensed and updated version of \cite{previous_paper}, we use different methods to reduce the numerical precision of weights in RNNs and test their performance on different benchmark datasets. We use two popular RNN models: vanilla RNNs, and GRUs. Section 2 covers the three ways of obtaining low-precision weights for the RNN models in this work, and Section 3 elaborates on the test results of the low-precision RNN models on different datasets. In \cite{additional_info} we additionally provide
results and a possible explanation why binarization of RNNs does not work. We make the code for
the rounding methods available. [1]

2 Rounding Network Weights

This work evaluates the use of 3 different rounding methods on the weights of two types of RNNs. These methods include the stochastic and deterministic ternarization method (TernaryConnect) [13],
the pow2-ternarization method [19], and exponential quantization [15]. For all 3 methods, we keep a
full-precision copy of the weights and biases during training to accumulate the small updates, while,
during test time, we can either use the learned full-precision weights or use their deterministic low-
precision version. As experimental results in Section 3 show, the network with learned full-precision
weights usually yields better results than a baseline network with full precision during training, due
to the extra regularization effect brought by the rounding method. The deterministic low-precision
version could still yield comparable performance while drastically reducing computation and required
memory storage at test time. We will briefly describe the former 3 low-precision methods, and
elaborate on a additional method called Exponential Quantization we introduced in [15].

2.1 Ternarization and Pow2-Ternarization

TernaryConnect was first introduced in [13]. By limiting the weights to only 3 possible values, i.e.,
-1, 0 or 1 , this method does not require the use of multiplications. In the stochastic version of the
method, the low-precision weights are obtained by stochastic sampling, while in the deterministic
version, the weights are obtained by thresholding.

TernaryConnect allows weights to be set to zero. Formally, the stochastic form can be expressed as

\[ W_{\text{tern}} = \text{sign}(W) \odot \text{binom}(p = \text{clip}(|2W|, 0, 1)) \] (1)

where \( \odot \) is an element-wise multiplication, \( \text{binom}(p) \) a function that draws samples from a binomial
distribution, and \( \text{clip}(x, a, b) \) clips values outside a given interval to the interval edges . In the
deterministic form, the weights are quantized depending on 2 thresholds:

\[
W_{\text{tern}} = \begin{cases} 
+1 & \text{if } W > 0.5 \\
-1 & \text{if } W \leq -0.5 \\
0 & \text{otherwise}
\end{cases} \] (2)

Pow2-ternarization is another fixed-point oriented rounding method introduced in [19]. The precision
of fixed-point numbers is described by the Q_m.f notation, where \( m \) denotes the number of integer bits
including the sign bit, and \( f \) the number of fractional bits. For example, Q1.1 allows \((-0.5, 0, 0.5)\) as
values. The rounding procedure works as follows: We first round the values to be in range allowed by
the number of integer bits:

\[
W_{\text{clip}} = \begin{cases} 
-2^m & \text{where } W \leq -2^m \\
W & \text{where } -2^m < W < 2^m \\
2^m & \text{where } W \geq 2^m
\end{cases} \] (3)

We subsequently round the fractional part of the values:

\[
W_{p2t} = \text{round}(2^f \cdot W_{\text{clip}}) \cdot 2^{-f} \] (4)

2.2 Exponential Quantization

Quantizing the weight values to an integer power of 2 is also a way of storing weights in low precision
and eliminating multiplications. Since quantization does not require a hard clipping of weight values,
it scales well with weight values.

Similar to the methods introduced above, we also have a deterministic and stochastic way of quanti-
zation. For the stochastic quantization, we sample the logarithm of weight value to be its nearest 2
integers, with the probability of getting one of them being proportional to the distance of the weight
value from that integer. For weights with negative weight values we take the logarithm of its absolute
vale, but add their sign back after quantization. i.e.:

\[
\log_2|W|_b = \begin{cases} 
\lfloor \log_2|W| \rfloor & \text{with probability } p = \frac{|W|}{2^\lceil \log_2|W| \rceil} - 1 \\
\lceil \log_2|W| \rceil & \text{with probability } 1 - p
\end{cases}
\] (5)
For the deterministic version, we set $\log_2 W_b = \lceil \log_2 W \rceil$ if the $p$ in Eq. [5] is larger than 0.5.

Note that we just need to store the logarithm of quantized weight values. The actual instruction needed for multiplying a quantized number differs according to the numerical format. For fixed point representation, multiplying by a quantized value is equivalent to binary shifts, while for floating point representation it is equivalent to adding the quantized number’s exponent to the exponent of the floating point number. In either case, no complex operation like multiplication is needed.

3 Experimental Results and Discussion

In the following experiments, we test the effectiveness of the different rounding methods on two different types of applications: character-level language modeling and speech recognition.

3.1 Vanilla RNN

We validate the low-precision vanilla RNN on 2 datasets: text8 and Penn Treebank Corpus (PTB).

The text8 dataset contains the first 100M characters from Wikipedia, excluding all punctuations. It does not discriminate between cases, so its alphabet has only 27 different characters: the 26 English characters and space. We take the first 90M characters as training set and split them equally into sequences with 50 character length each. The last 10M characters are split equally to form validation and test sets.

The Penn Treebank Corpus [21] (PTC) contains 50 different characters, including English characters, numbers, and punctuations. We follow the settings in [14] to split our dataset, i.e., 5017k characters for training set, as well as 393k and 442k characters for validation and test set, respectively.

Model and Training

The models are built to predict the next character given the previous ones, and performances are evaluated with the bits-per-character (BPC) metric, which is $\log_2$ of the perplexity, or the per-character log-likelihood (base 2). We use a RNN with ReLU activation and 2048 hidden units. We initialize hidden-to-hidden weights as identity matrices, while input-to-hidden and hidden-to-output matrices are initialized with uniform noise.

We can see the regularization effect of stochastic quantization from the results of the two datasets. In the PTB dataset, where the model size slightly overfits the dataset, the low-precision model trained with stochastic quantization yields a test set performance of 1.372 BPC that surpasses its full precision baseline (1.505 BPC) by around 0.133 BPC (Fig. 1, left). From the Figure 1 we can see that stochastic quantization does not significantly hurt training speed and manages to get better generalization when the baseline model begins to overfit. On the other hand, we can also see, from the results on the text8 dataset where the same sized model now underfits that the low-precision model performs worse (1.639 BPC) than its baseline (1.588 BPC). (Fig. 1b and Table 1).

| Dataset | RNN Type | Baseline | Exponential Quantization |
|---------|----------|----------|--------------------------|
| text8   | VRNN     | 1.588 BPC| 1.639 BPC                |
| PTC     | VRNN     | 1.505 BPC| 1.372 BPC                |

Table 1: Results from Vanilla RNNs (VRNNs) with exponential quantization.
3.2 GRU RNNs

This section presents results from the various methods to limit numerical precision in the weights and biases of GRU RNNs which are then tested on the TIDIGITS dataset.

Dataset  
TIDIGITS [12] is a speech dataset consisting of clean speech of spoken numbers from 326 speakers. We only use single digit samples (zero to nine) in our experiments, giving us 2464 training samples and 2486 validation samples. The labels for the spoken ‘zero’ and ‘O’ are combined into one label, hence we have 10 possible labels. We create MFCCs from the raw waveform and do leading zero padding to get samples of matrix size 39x200. The MFCC data is further whitened before use.

Model and Training  
The model has a 200 unit GRU layer followed by a 200 unit fully-connected ReLU layer. The output is a 10 unit softmax layer. Weights are initialized using the Glorot & Bengio method [8]. The network is trained using Adam [11], and BatchNorm [10] is not used. We train our model for up to 400 epochs with a patience setting of 100 (no early stopping before epoch 100). GRU results in Figure 2 are from 10 experiments, with each experiment starting with a different random seed. This is done because previous experiments have shown that different random seeds can lead up to a few percent difference in final accuracy. We show average and maximum achieved performance on the validation set.

Effect of Rounding Methods  
To assess the impact of weight quantization, we trained our model and applied the rounding methods to all GRU weights and biases during training. Figure 2(a) shows how rounding applied to GRU weights and biases has an effect on convergence compared to the full-precision baseline. Figure 2(b) shows the mean final accuracy compared to baseline. These results show that limiting the numerical precision of GRU weights and biases using exponential quantization is beneficial for learning in this setup: the mean final accuracy is higher than baseline, while the convergence is as fast as baseline.

4 Conclusion and Outlook

This paper shows how low-precision quantization of weights can be performed effectively for RNNs. We presented 3 existing methods of limiting the numerical precision, and used them on two major RNN types and determined how the limited numerical precision affects network performance across 3 datasets. In the language modeling task, the low-precision model surpasses its full-precision baseline by a large gap (0.133 BPC) on the PTB dataset. We also show that the model will work better if put in a slightly overfitting setting, so that the regularization effect of stochastic quantization will
begin to function. In the speech recognition task, we show that with stochastic ternarization we can achieve baseline results, and with exponential quantization even surpass the full-precision baseline. The successful outcome of these experiments means that lower resource requirements are needed for custom implementations of RNN models.
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