Coherent quantum noise cancellation (CQNC) can be used in optomechanical sensors to surpass the standard quantum limit (SQL). In this paper, we investigate an optomechanical force sensor that uses the CQNC strategy by cascading the optomechanical system with an all-optical effective negative mass oscillator. Specifically, we analyze matching conditions, losses and compare the two possible arrangements in which either the optomechanical or the negative mass system couples first to light. While both of these orderings yield a sub-SQL performance, we find that placing the effective negative mass oscillator before the optomechanical sensor will always be advantageous for realistic parameters. The modular design of the cascaded scheme allows for better control of the sub-systems by avoiding undesirable coupling between system components, while maintaining similar performance to the integrated configuration proposed earlier. We conclude our work with a case study of a micro-optomechanical implementation.

I. INTRODUCTION

Achieving force measurements at the quantum limit has been a significant focus for several decades [1, 2] and has fueled the development of optomechanics [3–5]. Optomechanical sensors exploit the interaction of a light field with the motion of a mechanical oscillator to measure its displacement with high precision. Force measurements based on these schemes are subject to shot noise and quantum radiation pressure backaction noise [6, 7]. Shot noise is caused by the uncertainty in the number of photons over time and can be decreased relative to the signal by increasing the intensity of the optical field. Contrary, the backaction noise arises from the fluctuation in the radiation pressure of the optical field, which will increase with its intensity. The trade-off between these competing processes then sets a lower bound to the precision of the measurement, which is called the standard quantum limit (SQL) [7–9].

The SQL is not a fundamental limit, and many different approaches have been suggested to achieve measurements with sub-SQL accuracy. These approaches include frequency-dependent squeezing [10–12], variational measurements [13–15], dual mechanical resonators [16–19] and optical spring effects [20–22]. In essence, these ideas go beyond the SQL by measuring a quantum non-demolition (QND) variable of the probe, that is, a variable that commutes with itself for different moments in time. In a QND measurement, the back-action is transmitted to the canonically conjugate observable and thus avoided. A more general approach to QND measurements is gained by introducing another system that acts like a reference frame with an effective negative mass [23]. By measuring with respect to this reference system, a QND measurement is realized. When the reference system is a harmonic oscillator, an effective negative mass amounts to a negative eigenfrequency. This idea was first experimentally utilized in demonstrating Einstein-Podolsky-Rosen (EPR) states of two atomic spin oscillators of positive and negative mass [24]. Based on this, back action cancellation was demonstrated by Wasilewski et al. [25] in the context of magnetom-
by detecting outgoing light after the second system. The order of sub-systems can be chosen freely, and the two possible arrangements are depicted in Fig. 1(b). In the first case, the light travels through the NMO, followed by the OMS. We will refer to this case as NMO \(\rightarrow\) OMS. In the second case, the order is reversed; hence the light will travel through the OMS first, and we will refer to this case as OMS \(\rightarrow\) NMO. The effects of these different arrangements on the performance of the backaction cancellation will be discussed later.

The OMS is modelled by an optical cavity with resonance frequency \(\omega_{om}\), containing a damped mechanical positive mass oscillator (PMO) with resonance frequency \(\omega_m\) and linewidth \(\gamma_m\), coupled to the cavity field via radiation pressure interaction and subjected to an external force \(F\). Following the standard treatment of these force sensors [5], we move to a rotating frame with respect to the frequency \(\omega_c\) of the strong driving laser field and arrive at the linearized Hamiltonian

\[
H_{OMS} = \Delta_{om}c_{om}^\dagger c_{om} + \frac{\omega_m}{2} (x_m^2 + p_m^2) + \frac{g x_m}{\sqrt{2}} (c_{om} + c_{om}^\dagger).
\]

Here, \(\Delta_{om} = \omega_m - \omega_c\) is the detuning of the optomechanical cavity to the incoming field, \(c_{om} (c_{om}^\dagger)\) are the annihilation (creation) operators of the optical mode and \(x_m = X/\sqrt{2}\), \(p_m = P x_{2\pi}/h\) are the position and momentum operators of the mechanical oscillator normalized to the zero-point fluctuation \(x_{2\pi} = \sqrt{\hbar/m\omega_m}\), such that \([x_m, p_m] = i\). The last term in Eq. (1) describes the radiation pressure interaction of the cavity mode and the mechanical oscillator. Its strength is given by \(g = 2\omega_c x_{2\pi} \alpha_c/L\), where \(L\) is the cavity length and \(\alpha_c \propto \sqrt{F}\) is the field amplitude of the cavity mode, proportional to the input power \(P\). Introducing dimensionless amplitude and phase quadratures \(c_{om} = (x_{om} + ip_{om})/\sqrt{2}\), the Hamiltonian (1) implies the quantum Langevin equations (QLES)

\[
\dot{x}_m = \omega_m p_m, \quad \dot{p}_m = -\omega_m x_m - \gamma_m p_m - g x_m + \sqrt{\gamma_m} F, \quad \dot{c}_{om}^\dagger = \frac{-\kappa_{om}}{2} c_{om} + \Delta_{om} p_{om} + \sqrt{\kappa_{om}} x_{in}, \quad \dot{p}_{om} = -\frac{\kappa_{om}}{2} c_{om}^\dagger - \Delta_{om} x_{om} - g x_m + \sqrt{\kappa_{om}} p_{in}^\dagger.
\]

Here, \(\kappa_{om}\) is the decay rate of the cavity mode and \(c_{om}^\dagger = (x_{om}^\dagger + ip_{om}^\dagger)/\sqrt{2}\) is its vacuum input noise. The noise process fulfills \(\langle c_{om}^\dagger(t) c_{om}^\dagger(\tau) \rangle = \delta(t - \tau)\). In Eq. (2) we have defined the scaled force operator \(F_{om} = F/\sqrt{\hbar m \gamma_m \omega_m}\) with dimension \(\sqrt{Hz}\). It consists of the to-be-detected force signal \(F_{om}\) acting on the mechanical oscillator and Brownian thermal noise \(F_{th}\) of the oscillator. The scaled thermal noise satisfies \(\langle F_{th}(t) F_{th}(\tau) \rangle = n_{th} \delta(t - \tau)\), where \(n_{th} = k_B T/\hbar \omega_m\) is the average phonon number of the mechanical oscillator.

The NMO consists of two optical modes \(\alpha_c\) and \(a\), with resonance frequencies \(\omega_c\) and \(\omega_a\), coupled with a beam-splitter and down-conversion process. In analogy to [30, 40], we refer to \(\omega_c\) as the meter cavity and \(\omega_a\) as the ancilla cavity. The Hamiltonian of this system, see Appendix A for details, is

![Diagram of cascaded setup](image-url)

**Fig. 1.** (a) Sketch of the cascaded setup. The optomechanical sensor (green) consists of a mechanical oscillator inside an optical cavity, depicted in a membrane-in-the-middle (MiM) setup. The effective negative mass oscillator (blue) comprises two optical modes, coupled via a beam-splitter and down-conversion process. A non-linear (PPKTP) crystal exemplifies the coupling for the down-conversion and a wave plate for the beam-splitter coupling. (b) Simplified depiction of the possible arrangements of the cascaded scheme.
given by

\[ H_{\text{NMO}} = \Delta_c c_c^\dagger c_c + \Delta_a a^\dagger a + g_{\text{BS}} (a c_c^\dagger + c_c a^\dagger) + g_{\text{DC}} (a c + c^\dagger a), \]

with the detunings \( \Delta_{c,a} = \omega_{c,a} - \omega \), the beam-splitter coupling strength \( g_{\text{BS}} \) and the coupling strength of the down-conversion process \( g_{\text{DC}} \). As we above, we introduce amplitude and phase quadratures associated with the meter and ancilla cavity. Then the Hamiltonian (3) implies the following QLEs for the NMO,

\[
\begin{align*}
\dot{x}_c &= -\frac{\kappa_c}{2} x_c + \Delta_c p_c + (g_{\text{BS}} - g_{\text{DC}}) p_a + \sqrt{\kappa_c} x_c^\text{in}, \\
\dot{p}_c &= -\frac{\kappa_c}{2} x_c - \Delta_c x_c - (g_{\text{BS}} + g_{\text{DC}}) x_a + \sqrt{\kappa_c} p_c^\text{in}, \\
\dot{x}_a &= -\frac{\kappa_a}{2} x_a + \Delta_a p_a + (g_{\text{BS}} - g_{\text{DC}}) p_c + \sqrt{\kappa_a} x_a^\text{in}, \\
\dot{p}_a &= -\frac{\kappa_a}{2} p_a - \Delta_a x_a - (g_{\text{BS}} + g_{\text{DC}}) x_c + \sqrt{\kappa_a} p_a^\text{in},
\end{align*}
\]

with the cavity linewidth \( \kappa_c \) and \( \kappa_a \) and the input noise processes \( a^\text{in} \) and \( c^\text{in} \). Under the condition \( g_{\text{BS}} - g_{\text{DC}} = 0 \), the QLEs (4) generate similar interaction as in Eqs. (2). Additionally, driving the meter cavity on resonance \( \Delta_c = 0 \), results in \( \Delta_a = \omega_a - \omega \). Thus the detuning between the meter and ancilla cavity can be used to generate an effective negative mass oscillator.

\section{FORCE SENSING AND IDEAL CQNC}

To solve the dynamics of both systems, we turn to the frequency domain. Introducing the Fourier domain operators

\[ O(\omega) = \frac{1}{\sqrt{2\pi}} \int dt O(t) e^{i \omega t}, \]

equations (2)–(4) can be solved using the standard input-output formalism \[41\]

\[
\begin{align*}
x^\text{out} &= \sqrt{\kappa_d} x^\text{in}, \\
p^\text{out} &= \sqrt{\kappa_d} p^\text{in}.
\end{align*}
\]

We consider the systems separately, first the OMS. On resonance, \( \Delta_{\text{om}} = 0 \), the output quadratures read

\[
\begin{align*}
x^\text{out}_{\text{om}} &= e^{i \phi} x^\text{in}_{\text{om}}, \\
p^\text{out}_{\text{om}} &= e^{i \phi} p^\text{in}_{\text{om}} - \chi_m g^2 \kappa_{\text{om}} \omega_m x^\text{in}_{\text{om}} + \frac{\gamma_{\text{om}}}{\sqrt{\gamma_m}} \hat{F},
\end{align*}
\]

where \( e^{i \phi} = (\frac{\kappa_{\text{om}}}{2} - i \omega_m)/(\frac{\kappa_{\text{om}}}{2} + i \omega_m) \). We have defined the susceptibilities for the optomechanical cavity and the mechanical oscillator, as

\[
\begin{align*}
\chi_{\text{om}}(\omega) &= \left[i \omega + \frac{\kappa_{\text{om}}}{2}\right]^{-1}, \\
\chi_m(\omega) &= \omega_m \left[\omega^2 - \omega_m^2 - i \gamma_m \omega\right]^{-1}.
\end{align*}
\]

The mechanical oscillator is susceptible to the external force \( F \), which contains the force signal \( F_{\text{sig}} \) and thermal noise \( F_{\text{th}} \). By measuring with light, the force signal can be estimated via a phase measurement, which also introduces additional noise due to the radiation pressure. From the measured phase \( \gamma^\text{out}_{\text{om}} \) in Eq. (7) we can give an unbiased estimator \( \hat{F} \) of the force \( F \), as

\[
\hat{F} = \frac{1}{\sqrt{\gamma_m} \chi_m g \sqrt{\kappa_{\text{om}} \chi_{\text{om}}}} \gamma^\text{out}_{\text{om}} = F + F_{\text{add}},
\]

where the additional force noise, added by the measurement light, is defined as

\[
F_{\text{add}} = F_{\text{th}} + \frac{e^{i \phi}}{\sqrt{\gamma_m} \chi_m g \sqrt{\kappa_{\text{om}} \chi_{\text{om}}}} \gamma^\text{in}_{\text{om}},
\]

To characterize the sensitivity of the force measurement, we use the (power) spectral density of the added noise defined by

\[
S_F(\omega) = \frac{1}{2} \left( \left| F_{\text{add}}(\omega) F_{\text{add}}(-\omega) \right| + \text{c.c.} \right).
\]

Assuming uncorrelated amplitude and phase quadratures, the added noise spectral density is

\[
S_F = \frac{k_B T}{\hbar \omega_m} + \frac{1}{2G_{\text{om}} \gamma_m \chi_m^2} + \frac{G_{\text{om}}}{2 \omega_m^3},
\]

where we defined the frequency dependent measurement strength as

\[
G_{\text{om}}(\omega) = g^2 \kappa_{\text{om}} |\chi_{\text{om}}(\omega)|^2 = \Gamma_{\text{om}} \left( \frac{\kappa_{\text{om}}}{2} \right)^2.
\]

with Lorentzian shape and maximum \( \Gamma_{\text{om}} = \frac{4 g^2}{\omega_m^3} \). In this form, the noise spectral density \( \text{(13)} \) is dimensionless. To arrive at a force noise spectral density in units of \( N^2/Hz \), one has to re-scale it, such that \( S_F(\omega) = \hbar \gamma_m \omega_m S_F(\omega) \) for a given optomechanical force sensor \[30\]. The terms in Eq. (13) are thermal noise due to Brownian motion of the mechanical oscillator (first term), shot noise in the phase quadrature (second term) and backaction noise from the amplitude quadrature (third term). The thermal noise adds a flat background to the force sensitivity, which is independent of the measurement rate \( G_{\text{om}} \) and frequency. Throughout this paper, we will assume that the thermal noise is either dominated by backaction noise \[30\] or is suppressed by cooling of the mechanical mode and therefore neglect this term.

The shot noise term scales inversely proportional to the measurement rate \( G_{\text{om}} \) and thus inversely proportional to the power, as \( G_{\text{om}} \propto P \). Additionally, the backaction noise is proportional to \( G_{\text{om}} \). This implies that an optimal power value, which minimizes Eq. \( \text{(13)} \), exists for each frequency. Minimizing Eq. \( \text{(13)} \) with respect to \( G_{\text{om}} \) for all frequencies gives the achievable lower bound

\[
S_F(\omega) \geq \frac{1}{\gamma_m |\chi_m(\omega)|} \equiv S_{\text{SQL}}(\omega),
\]
which is the standard quantum limit (SQL). The optimal measurement rate required is

\[ G_{SQL}(\omega) = \frac{1}{|\chi_m(\omega)|}. \]  

Next, we consider the NMO. On resonance, \( \Delta_e = 0 \), and for \( g_{bs} = g_{DC} = \frac{1}{2}g_a \) the output quadratures read

\[ x_{c}^{\text{out}} = e^{i\theta} x_{c}^{\text{in}}, \quad p_{c}^{\text{out}} = e^{i\theta} p_{c}^{\text{in}} - \chi_{a} g_{2} \kappa_{c} x_{c}^{\text{in}}\]

\[ + \chi_{a} \sqrt{\kappa_{c}} g_{a} \chi_{c} \sqrt{\kappa_{a}} \left( \frac{\kappa_{a} / 2 + i \omega}{\Delta_{a}} x_{a}^{\text{in}} + p_{a}^{\text{in}} \right), \]

where \( e^{i\theta} = (\kappa_{c} / 2 - i \omega)/(\kappa_{c} / 2 + i \omega) \). We have defined susceptibilities of the meter cavity \( \chi_{c} \) and the ancilla cavity \( \chi_{a} \) as

\[ \chi_{c} = [i \omega / \kappa_{c}]^{-1}, \]

\[ \chi_{a} = \Delta_{a} [(\omega^2 - \Delta_{a}^2 - \kappa_{a}^2 / 4) / i \kappa_{a} \omega]^{-1}. \]

The aim of our setup is to couple the two systems in a manner that the backaction noise in the force spectrum will cancel, hence allowing for a sub-SQL performance. In our dual-cavity setup, this is done by cascading the two systems and matching the parameters of the NMO accordingly.

As seen in Fig. 1(b), the whole scheme has two possible arrangements. Thus, to cascade the systems, we choose \( x_{c}^{\text{out}} = x_{om}^{\text{in}} \) and \( p_{c}^{\text{out}} = p_{om}^{\text{in}} \) for the case NMO \( \rightarrow \) OMS and \( x_{c}^{\text{out}} = x_{in}^{\text{in}} \) and \( p_{c}^{\text{out}} = p_{in}^{\text{in}} \) for OMS \( \rightarrow \) NMO. For ideal CQNC, the order will not matter. We will discuss cases that depend on the order further below. After cascading the two systems, we can again identify the additional force noise as in Eq. (10) and derive the added noise spectral density

\[ S_F = \frac{1}{2G_{om} \gamma_m |\chi_m|^2} + \frac{G_a^2 \chi_a^2}{2G_{om} \gamma_m |\chi_m|^2} + 2 G_a G_{om} \Re(\chi_m \chi_a^*) \]

\[ + \frac{G_a \kappa_a |\chi_a|^2}{2G_{om} \gamma_m |\chi_m|^2} \left( \frac{\omega^2 + \kappa_a^2 / 4}{\Delta_a^2} + 1 \right), \]

see Appendix B for details. Analogous to the measurement strength of the OMS in Eq. (14), we have defined the frequency dependent measurement strength of the NMO,

\[ G_a(\omega) = g_a^2 \kappa_a |\chi_c(\omega)|^2 = \Gamma_a \frac{(\omega_c^2 / 2)}{\omega^2 + (\omega_c^2 / 2)^2}. \]

with \( \Gamma_a = \frac{4 \kappa_a^2}{\kappa_c} \). The terms in Eq. (20) are shot-noise (first term), backaction noise (second term) and shot noise from the ancilla cavity (last term). The backaction noise is then cancelled if the conditions are such that

\[ G_{bs} = g_{DC} = \frac{1}{2} g_a, \]

\[ G_{om}(\omega) = G_a(\omega), \]

\[ \chi_m(\omega) = -\chi_a(\omega), \]

for all \( \omega \). This means that the ancilla cavity should couple to the light with the same strength as the PMO, but the response to the force signal should be opposite to the PMO, hence it behaves as an effective negative mass. Considering the explicit form of Eqs. (9) and (19), condition (24) entails further restrictions:

1. The detuning of the ancilla cavity to the meter cavity is

\[ \Delta_a = -\omega_m, \]

which effectively moves the ancilla cavity to the negative mass frame.

2. The linewidth of the ancilla cavity \( \kappa_a \) should match the damping rate of the mechanical oscillator

\[ \kappa_a = \gamma_m, \]

to mimic the oscillating behaviour of the PMO.

3. The susceptibilities \( \chi_m \) and \( \chi_a \) differ by a factor \( \kappa_a^2 / 4 \). To alleviate this, the detuning \( |\Delta_a| \gg \kappa_a \), and together with foregoing points this implies the resolved sideband limit of the ancilla cavity

\[ \omega_m \gg \kappa_a, \]

and a large quality factor of the mechanical oscillator,

\[ Q_m = \frac{\omega_m}{\gamma_m} \gg 1. \]

These conditions are similar to the integrated setup [30], but instead of the coupling strength \( g_a \) and \( g \), the measurement strengths \( G_a \) and \( G_{om} \) need to match.

Assuming conditions (22)–(24) are met, the backaction term in Eq. (20) will vanish, and we arrive at

\[ S_F = \frac{1}{2G_{om} \gamma_m |\chi_m|^2} + \frac{1}{2} \left( \frac{\omega^2 + \gamma_m^2 / 4}{\omega_m^2} + 1 \right), \]

which contains only shot-noise contributions of the measured phase quadrature and the ancilla cavity. The contribution of the OMS is sometimes referred to as the fundamental quantum limit (FQL) [9], energetic quantum limit [42] or the quantum Crámer-Rao bound [43–45]. In the limit of large measurement strength, we arrive at the lower bound

\[ S_F(\omega) \geq \frac{1}{2} \left( \frac{\omega^2 + \gamma_m^2 / 4}{\omega_m^2} + 1 \right) \equiv S_{CQNC}(\omega). \]

Combining Eqs. (15) and (26) we find

\[ S_{CQNC} = S_{SQL} \times \frac{1}{2Q_m} \left( \frac{\omega^2 + \gamma_m^2 / 4 + \omega_m^2}{\sqrt{(\omega^2 - \omega_m^2)^2 + \gamma_m^2 \omega^2}} \right). \]

Thus, for \( Q_m \gg 1 \), we can summarize

\[ S_{CQNC} = S_{SQL} \times \left\{ \begin{array}{ll} 1/(2Q_m) & \text{on resonance } \omega = \omega_m \\ 1/(2Q_m) & \text{off resonance } \omega \ll \omega_m. \end{array} \right. \]

In conclusion, under the additional condition that \( G_{om} = G_a \), the cascaded setup reproduces the same findings of [30], leading to an enhancement in performance up to a factor of \( 2Q_m \) off-resonance and SQL performance on resonance.
TABLE I. Parameters of the optomechanical sensor used in Figs. 2 to 5

| Parameter               | Norm. value | Value   |
|-------------------------|-------------|---------|
| $\omega_m$              | 1           | 500 kHz |
| $\gamma_m$              | $10^{-3}$   | 500 Hz  |
| $Q_m$                   | $\frac{\omega_m}{\gamma_m}$ | 1000    |
| $\kappa_{om}$           | 10 $\omega_m$ | 5 MHz   |

IV. IMPERFECT CQNC

Conditions (22)–(24) are the ideal case for a perfect cancellation of backaction noise and will not be satisfied in an actual experiment. Therefore, we will discuss possible imperfections and their impact on the performance of our cascaded scheme. These imperfections include mismatches to the parameters in Eqs. (22)–(24), and possible losses. Another degree of freedom of our setup is the order in which the light passes through the sub-systems (i.e. NMO $\rightarrow$ OMS or OMS $\rightarrow$ NMO), but this will only affect the force sensing performance for imperfections that directly affect the force signal. Hence, we split our discussion into order dependent and independent categories. Data shown in the figures of this section refer to an OMS given by the parameters in Table I.

A. Order-independent imperfections

The parameters discussed in this subsection will impede the cancellation of backaction noise and, as a result, limit the CQNC performance but will not affect the force signal. Hence, the possible CQNC performance in the face of these imperfections will not depend on the system order.

1. Non-ideal ancilla cavity linewidth $\kappa_a \neq \gamma_m$

The strictest requirement for an all-optical CQNC setup is to match the ancilla cavity linewidth to the damping rate of the mechanical oscillator. Assuming all conditions for ideal CQNC are matched, except $\kappa_a \neq \gamma_m$. Since the measurement strengths, $G_{om} = G_a$ are matched for all frequencies, and we assume no propagation losses between the system, this effectively reduces to the integrated CQNC setup \[30\]. The spectral density of added noise (20) in this case becomes

$$S_F = \frac{1}{2G_{om}\gamma_m|\chi_m|^2} \left( \frac{G_{om}}{2\gamma_m} \left( \frac{\omega^2 + \kappa_a^2/4}{\omega_m^2} \right)^2 + \kappa_a |\chi_a|^2 \right) + + \frac{\kappa_a |\chi_a|^2}{2\gamma_m^2|\chi_m|^2} \left( \frac{\omega^2 + \kappa_a^2/4}{\omega_m^2} + 1 \right).$$ (29)

For an optimal $G_{om}$, we find the minimal spectral density for the added noise,

$$S_F = \frac{|\chi_m + \chi_a|}{\gamma_m|\chi_m|} + \frac{\kappa_a |\chi_a|^2}{2\gamma_m^2|\chi_m|^2} \left( \frac{\omega^2 + \kappa_a^2/4}{\omega_m^2} + 1 \right)$$ (30)

FIG. 2. Force noise for a mismatch between ancilla cavity linewidth $\kappa_a$ and damping rate of the mechanical oscillator $\gamma_m$. For $\kappa_a < \omega_m$ an improvement of $\kappa_a/2\omega_m$ can be achieved off-resonance (solid green). For $\kappa_a \gg \omega_m$, the effect of CQNC is completely cancelled for low frequencies, and the sensitivity is worse than the SQL for high frequencies (red). The shaded areas mark the bounds for sub-SQL sensitivity, from below the fundamental limit given by Eq. (26), from above the SQL given by Eq. (15). Parameters are given in Table I.

This is composed of measurement shot and backaction noise (first term) and noise introduced by the ancilla cavity (second term). The second term will dominate the first one for frequencies off-resonance, setting a bound to the achievable performance. The ratio between the spectral density (30) and the SQL is

$$S_F = \frac{\kappa_a}{2\omega_m} \times S_{SQL}. \quad (31)$$

for $\kappa_a < \omega_m$. For $\kappa_a \gg \omega_m$, the effect of CQNC will vanish for low frequencies, converging to the SQL, while for large frequencies, the added noise is larger than the SQL. This is illustrated in Fig. 2.

2. Unequal measurement strengths $G_{om} \neq G_a$

Next, we consider a mismatch of the measurement strengths $G_a \neq G_{om}$, while matching the other CQNC conditions. This entails unmatched cavity linewidth $\kappa_c \neq \kappa_{om}$ and unmatched couplings $g_a \neq g$. Introducing parameters for the linewidth mismatch $\kappa_c = \epsilon \kappa_{om}$ and coupling mismatch $g_a = \sqrt{\delta g}$, we find for the spectral density

$$S_F = \frac{1}{2G_{om}\gamma_m|\chi_m|^2} \left( \frac{G_{om}}{2\gamma_m} \right)^2 + \frac{1}{\gamma_m^2} \frac{\kappa_a}{2\gamma_m^2} \left( \frac{\omega^2 + \kappa_a^2/4}{\omega_m^2} + 1 \right).$$ (32)

For suitable couplings $g$ and cavity linewidth $\kappa_c$ we can find a frequency where the backaction term in Eq. (32) will vanish, and ideal CQNC is possible. This is the case when the Lorentzians $G_a$ and $G_{om}$ are such that they will intersect at a frequency $\omega \neq 0$. We find that

$$\omega_* = \pm \frac{\sqrt{\delta \epsilon - \epsilon^2 \kappa_{om}}}{1 - \delta \epsilon} \frac{\sqrt{\kappa_{om}}}{2}.$$ (33)
is a real-valued frequency for the following parameters:

\[ g_a = g \Rightarrow \kappa_c < \kappa_{om} \text{ or } \kappa_c > \kappa_{om}, \quad (34a) \]
\[ g_a < g \Rightarrow \epsilon > \frac{1}{\delta} \text{ or } \epsilon < \delta, \quad (34b) \]
\[ g_a > g \Rightarrow \epsilon > \delta \text{ or } \epsilon < \frac{1}{\delta}. \quad (34c) \]

Consequently, a cavity linewidth mismatch can compensate for every possible matching condition of the couplings, and ideal CQNC can be achieved at \( \omega_a \).

For non-vanishing backaction, we can again minimize the spectral density (32) with an optimal \( G_{om} \). Turning to the low-frequency limit (\( \kappa_{om} \gg \omega \)), the measurement strengths become frequency independent, \( G_{om,a} \rightarrow \Gamma_{om,a} \), and the ratio \( \chi_c \parallel \chi_{om} \rightarrow 1/\epsilon^2 \). The minimal noise spectral density is then

\[ S_F = |1 - \frac{\epsilon}{\delta}| \times S_{SQL} + \left( \frac{\delta}{\epsilon} \right) \times S_{CQNC}. \quad (35) \]

Ideal CQNC can be recovered for \( \epsilon = \delta \), which means \( \Gamma_{om} = \Gamma_a \). Hence, as long as the rate at which the backaction information leaks out of the system is matched, ideal CQNC is possible.

For the converse case (\( \kappa_{c,om} \ll \omega \)) the cavity susceptibilities \( |\chi_c|^2 \parallel |\chi_{om}|^2 \), effectively cancelling in Eq. (32). The optimal spectral density becomes

\[ S_F = |1 - \delta| \times S_{SQL} + (\delta \epsilon) \times S_{CQNC}. \quad (36) \]

In this case, ideal CQNC can be recovered for \( \delta = 1/\epsilon \), which entails \( g_a^2 \kappa_c = g^2 \kappa_{om} \). We have depicted our main findings in Fig. 3.

We also considered a combination of the imperfections discussed in this section. If, for example, \( G_{om} \neq G_a \) and additionally \( \kappa_a \neq \gamma_m \), the noise spectral density will be a combination of Eqs. (29) and 32. In this case, the cancellation of backaction noise is possible for the cases discussed above, but the ancilla cavity noise floor is higher because of the linewidth mismatch \( \gamma_m \neq \kappa_a \). Thus, our findings will remain the same, but the achievable performance off-resonance is given by the noise spectral density (31).

### B. Order-dependent imperfections

The parameters discussed in this subsection, namely losses, not only hamper the cancellation of backaction noise but also affect the force signal directly.

#### 1. Losses

We first consider propagation losses, which occur between the first and the second system. The propagation losses are modelled via mixing the output signal of the first system with vacuum in a beam-splitter-like interaction. This leads to a modified output signal [8],

\[ x'_{out} = \sqrt{\eta} x_{out} + \sqrt{1 - \eta} x_{vac}, \quad (37) \]

where \( x_{vac} \) represents the vacuum field and \( \eta \in [0, 1] \) is the efficiency of the process. Due to this additional noise, information about the backaction interaction of the first system is lost to the vacuum, hence perfect cancellation of backaction noise is not possible. As before, we can find an optimal coupling strength to minimize the additional noise. For the system order \( \text{NMO} \rightarrow \text{OMS} \), we achieve a minimal spectral density off-resonance

\[ S_F = \sqrt{1 - \eta} \times S_{SQL}. \quad (38) \]

In the opposite order \( \text{OMS} \rightarrow \text{NMO} \), additionally to the loss of backaction information, some force signal will be lost due to propagation losses. Hence, the added noise will increase for this topology. We find

\[ S_F = \sqrt{1 - \eta} \times S_{SQL}, \quad (39) \]

for the minimal spectral density off-resonance. The spectral density is increased by \( 1/\eta \) compared to the case \( \text{NMO} \rightarrow \text{OMS} \) and hence directly proportional to the lost force signal. Losses after the second system constitute the detection efficiency and can be modelled similarly. Since this will not affect the cancellation of backaction noise, we will omit detection losses for now.

Apart from propagation losses, we take intracavity losses into account. Introducing a Markovian bath for each cavity, with coupling rates \( \kappa_{o,m}^{\text{in}} \) and \( \kappa_{o,m}^{\text{hast}} \), the intracavity losses can be described in terms of the escape efficiencies

\[ \eta_{om,e} = \frac{\kappa_{om,c}^{\text{in}}}{\kappa_{om,c}^{\text{in}} + \kappa_{om,c}^{\text{hast}}} = \frac{\kappa_{om,c}^{\text{in}}}{\kappa_{om,c}}. \quad (40) \]
Similar to propagation losses, introducing intracavity losses will always impede the cancellation of backaction noise, and depending on the order of the systems, the available force signal information will differ. For the case NMO $\rightarrow$ OMS, with optimal measurement strength, we find the minimal spectral density

$$S_F = \sqrt{\frac{\eta_{esc}^{om} + \eta_{om}^{esc} - 2\eta_{esc}^{om}\eta_{om}^{esc}}{\eta_{om}^{esc}}|1 - \eta_{esc}^{om}\kappa_c\chi_c|^2} \times S_{SQL}. \quad (41)$$

This encompasses both cases with propagation loss, for $\eta_{om}^{esc} \rightarrow 1$ we retrieve Eq. (38) and for $\eta_{esc}^{om} \rightarrow 1$ Eq. (39) respectively. Thus, for the configuration NMO $\rightarrow$ OMS, the intracavity loss can be handled similarly to propagation loss.

For the case OMS $\rightarrow$ NMO, we lose additional force signal due to intrinsic loss in the meter cavity. Moreover, the signal also picks up additional information of the phase quadrature. We arrive at the minimal spectral density,

$$S_F = \sqrt{\frac{\eta_{esc}^{om} + \eta_{om}^{esc} - 2\eta_{esc}^{om}\eta_{om}^{esc}}{\eta_{om}^{esc}}|1 - \eta_{esc}^{om}\kappa_c\chi_c|^2} \times S_{SQL}. \quad (42)$$

The term $|1 - \eta_{esc}^{om}\kappa_c\chi_c|^2$ describes the meter cavity’s phase and noise contribution. Due to its dependence on the meter cavity susceptibility $\chi_c$, this difference is frequency-dependent and will vanish for frequencies $\omega > \kappa_c$. For low frequencies, it will be at a maximal value of $|1 - 2\eta_{esc}^{om}|^2$, making intracavity losses extra punishing for configuration OMS $\rightarrow$ NMO. We see that introducing losses is detrimental to the possible noise reduction. As losses will never be avoidable, the system order NMO $\rightarrow$ OMS should always be preferable since higher levels of noise reduction are achieved.

2. Relative mismatch of $g_{BS}$ and $g_{DC}$

In addition to losses, a relative mismatch between the beam-splitter coupling $g_{BS}$ and down-conversion coupling $g_{DC}$ will also affect the noise cancellation depending on the system order. So far, we assumed $g_{BS} = g_{DC} = 1/2\ g_r$, in order to mimic the backaction interaction of the OMS. We will now fix $g_{BS} + g_{DC} = g$ and introduce a mismatch between the beam-splitter and down-conversion couplings

$$\frac{g_{BS} - g_{DC}}{g_{BS} + g_{DC}} = g_r \neq 0. \quad (43)$$

As shown in Fig. 4, the relative mismatch $g_r$ allows the phase quadratures to couple back into the amplitude quadrature and thus deviate from the backaction interaction of the OMS. This introduces a noise path and will limit the cancellation of backaction noise. It also affects the force noise differently for the different system orders. For the case OMS $\rightarrow$ NMO, the force signal is imprinted on the output phase quadrature of the OMS, and with the introduced mismatch, it is possible for the signal to couple to the amplitude quadrature. Contrary, for NMO $\rightarrow$ OMS, the force signal will remain fully in the output phase quadrature. Thus, this results in different spectral noise densities for our phase measurement. For general mismatches, this will not reduce to a simple expression. The resulting spectral densities were calculated numerically and are shown in Fig. 5. The CQNC performance is limited for low frequencies, but sub-SQL levels are still possible. Contrary to losses, the order OMS $\rightarrow$ NMO seems advantageous for a relative mismatch of the couplings. CQNC will vanish entirely in the high-frequency limit, and no sub-SQL performance is possible.
TABLE II. Proposed set of parameters

| Parameter                        | Norm. value | Value/2π |
|---------------------------------|-------------|----------|
| $\omega_m$  mechanical resonance frequency | 1           | 500 kHz              |
| $\gamma_m$  mechanical linewidth   | $10^{-8} \omega_m$ | 5 mHz               |
| $\kappa_c$  meter cavity linewidth | $4 \omega_m$  | 2 MHz               |
| $\Delta_a$  ancilla cavity detuning  | $-0.99 \omega_m$ | -495 kHz          |
| $\kappa_a$  ancilla cavity linewidth | $\frac{5}{7} \omega_m$ | 200 kHz           |
| $g_{\text{BS}}$ beam-splitter coupling strength | 1.01 $\frac{g}{2}$ | 253 kHz           |
| $g_{\text{DC}}$ down-conversion coupling strength | 0.97 $\frac{g}{2}$ | 243 kHz           |
| $\eta_{\text{esc}}^\text{opt}$ escape efficiency NMO | 0.9        |               |
| $\kappa_{\text{om}}$ optomechanical cavity linewidth | 0.99 $\kappa_c$  | 1.98 MHz          |
| $g$ optomechanical coupling strength | $\omega_m$  | 500 kHz              |
| $\eta_{\text{esc}}^\text{opt}$ escape efficiency OMS | 0.9        |               |
| $\eta_{\text{prop}}$ propagation efficiency | 0.97       |               |
| $\eta_{\text{det}}$ detection efficiency | 0.97       |               |

V. CASE STUDY

After discussing ideal CQNC and the most relevant deviations from the ideal parameters, we now turn to a realistic situation one would expect in an actual experiment. For an integrated setup, reasonable parameters have been discussed in [30], which were revised in [40] for a cascaded setup, and two reasonable sets of parameters were given. From there, we found a new set of parameters which achieve broadband noise reduction for frequencies below the mechanical resonance of the oscillator. Losses are of particular interest in our case study, as they influence the noise reduction depending on the system order. Our set of parameters is shown in Table II.

The OMS must be limited by quantum backaction noise to measure the possible cancellation of backaction noise. For this, the quantum backaction noise in Eq. (13) must be much larger than the thermal noise. In the low-frequency limit ($\kappa_{\text{om}} \gg \omega$), this can be expressed in terms of the quantum cooperativity, as

$$ C_q = \frac{\Gamma_{\text{om}} \hbar \omega_m}{\gamma_m k_B T} = \frac{4g^2 h}{\kappa_{\text{om}} k_B T} Q_m \gg 1. $$

Modern silicon-nitride membranes have exceeded quality factors of $Q_m = 10^8$ [46], thus the OMS would be quantum backaction limited for a temperature $T = 4$ K, a temperature achievable with cryogenics. For higher temperatures, the quality factor must be increased to elevate the backaction effects over the thermal noise floor, and similarly, lower temperatures allow for a lower quality factor. In order to account for this and compare all OMS of frequency $\omega_m$, once they can resolve the quantum backaction, we normalize our force noise by the quality factor $Q_m$.

Matching most parameters, such as ancilla cavity detuning $\Delta_a$ and the cavity linewidth $\kappa_c$ and $\kappa_{\text{om}}$ should not be a problem; we assume them to be closely matched. More delicate to match are the coupling strengths. A down-conversion coupling of $g_{\text{DC}} = 2\pi \times 250$ kHz and a beam-splitter coupling of $g_{\text{BS}} \geq 2\pi \times 235$ kHz were readily achieved [40], thus we set the optomechanical coupling strength to $g = 2\pi \times 500$ kHz. Optomechanical coupling strengths of $g = 2\pi \times 440$ kHz have been reported in micro-mechanical setups [27] and higher couplings in the order of MHz should be possible [47]. Hence, our assumed coupling strength should be reasonable. If these levels cannot be reached for the optomechanical coupling strength, one could still compensate for this mismatch by the cavity linewidths, as described in Eq. (30) and increase the performance for low frequencies.

For a negative mass oscillator, where the two modes are not spatially separated, as depicted in Fig. 1(a), the escape efficiency will also dictate the achievable linewidth of the ancilla cavity. An escape efficiency of 90% should be achievable [48], which, with a meter cavity linewidth of $\kappa_c = 2$ MHz, makes an ancilla cavity linewidth of $\kappa_a = 200$ kHz possible. For the OMS, similar escape efficiencies should be achievable. Detection efficiencies over 97% were already realized [49]. Similarly, propagation losses between the systems should not be an issue. We assume 3% losses from both propagation and detection.

The achievable sensitivities for the parameters in Table II are shown in Fig. 6. In the low-frequency regime, the configuration NMO $\rightarrow$ OMS shows a reduction of 20% below the SQL and almost comparable results to the integrated setup. No sub-SQL sensitivity can be achieved for the other system order OMS $\rightarrow$ NMO. This is not surprising, as we saw in subsection IV B that this configuration suffers additional penalties from losses. We see that instead of matching the parameters (22)–(24), the limiting factor for noise reduction in a realistic case will be losses. Additionally, as losses will never be entirely avoidable, choosing the right system ordering, NMO $\rightarrow$ OMS, is of utmost importance.

VI. CONCLUSION

In this work, we discussed a cascaded version of the all-optical coherent quantum noise cancellation setup proposed...
by Tsang and Caves [28, 30]. Instead of introducing the anti-
noise path directly into the optomechanical cavity, we consid-
ered an all-optical effective negative mass oscillator as a stand-
dalone system and removed the backaction noise of the posi-
tive mass oscillator by coupling both systems coherently via
a strong drive field. Under the conditions (22)–(24), we then
rediscovered the perfect cancellation of backaction noise.

In the usual treatment of such processes, the pump is assumed
ω
impinges on a non-linear crystal, and a pump photon of fre-
quency \( \omega_p \) is converted into two photons of lower frequency.

In a rotating frame with respect to the pump frequency and linearized pump field \( \omega \),
we arrive at Eq. (3). The effective negative mass oscillator consists of
two optical modes with different frequencies \( \omega_c \) and \( \omega_a \), coupled by a beam-splitter and down-conversion process.
The whole Hamiltonian reads

\[
H_{NMO} = H_0 + H_{\text{drive}} + H_{\text{DC}} + H_{\text{BS}},
\]

where the first term represents the free Hamiltonian of the optical modes,

\[
H_0 = \omega_c c_c^\dagger c_c + \omega_a a^\dagger a.
\]

The second term describes the laser drive, which drives the meter cavity mode \( c_c \), and is given by

\[
H_{\text{drive}} = iE(e^{-i\omega_c t} c_c^\dagger - e^{i\omega_c t} c_c).
\]

Here, \( \omega_c \) denotes the laser frequency and \( E \) describes the laser field amplitude, which is given by \( |E| = \sqrt{\kappa_c P/\hbar \omega_c} \), with the laser power \( P \) and cavity linewidth \( \kappa_c \). The third term describes a two-mode squeezing process. In this, a pump field impinges on a non-linear crystal, and a pump photon of frequency \( \omega_p \) is converted into two photons of lower frequency. In the usual treatment of such processes, the pump is assumed to be a strong coherent field. In a rotating frame with respect to the pump frequency and linearized pump field \( \omega_p \),
the Hamiltonian is then

\[
H_{\text{DC}} = g_{\text{DC}} (ac_c + a^\dagger c_c^\dagger).
\]

The coupling strength of the down-conversion process is given by \( g_{\text{DC}} = \Gamma l^2/\pi \), where \( l \) is the length of the crystal, \( L \) is the cavity length, \( c \) the speed of light and \( \Gamma \) the gain parameter.

We refer to [30, 51] for more details on the gain parameter. The last term describes the beam-splitter interaction. It is given by

\[
H_{\text{BS}} = g_{\text{BS}} (a^\dagger c_c + c_c^\dagger a),
\]

where \( g_{\text{BS}} \) denotes the coupling strength of this process. For a generic beam-splitter, the strength is defined by \( g_{\text{BS}} = r \omega / L \) with \( r \) the reflectivity of the beam-splitter. Alternatively, for a setup considered in Fig. 1(a), where the two modes are not spatially separated, the beam-splitter interaction can be achieved with a wave plate [40]. The strength is then given by

\[
g_{\text{BS}} = c \theta L / 2 \sin 2\tau,
\]

with \( \theta \) the wave plate angle and \( \tau \) the delay. Moving to a rotating frame with respect to the laser frequency \( \omega_c \) and assuming a strong driving field, the Hamiltonian can be linearized, and we arrive at Eq. (3).

Appendix A: Details on the Hamiltonian \( H_{NMO} \)

Here, we give some more details on the Hamiltonian \( H_{NMO} \)
in Eq. (3). The effective negative mass oscillator consists of
two optical modes with different frequencies \( \omega_c \) and \( \omega_a \), coupled by a beam-splitter and down-conversion process. The system order will also affect the noise cancellation performance. Finally, we discussed the performance of our setup for a set of realistic parameters and showed that a quantum noise reduction of 20% below the SQL is possible for the order \( NMO \rightarrow OMS \) in the low-frequency regime.
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The equations of motion are governed by the equations of motion

\[
\dot{x}(t) = M_{\text{sys}} x(t) + K_{\text{in}} x_{\text{in}}(t) + K_{\text{bath}} x_{\text{bath}}(t),
\]

where we have introduced the system matrix \( M_{\text{sys}} \) and input matrices \( K_{\text{in}} \) and \( K_{\text{bath}} \) for the input and bath quadratures. The equations of motion (B2) can be solved in the Fourier domain, where \( \hat{x}(t) = i\omega \hat{x}(\omega) \). It follows,

\[
\hat{x} = (i\omega I - M_{\text{sys}})^{-1} (K_{\text{in}} \hat{x}_{\text{in}} + K_{\text{bath}} \hat{x}_{\text{bath}}).
\]

Together with Eq. (B1), we derive the output quadratures as

\[
x_{\text{out}} = K_{\text{in}}^\dagger x - x_{\text{in}}
\]

\[
= (K_{\text{in}}^\dagger (i\omega I - M_{\text{sys}})^{-1} K_{\text{in}} - I) x_{\text{in}}
\]

\[
+ K_{\text{in}}^\dagger (i\omega I - M_{\text{sys}})^{-1} K_{\text{bath}} \hat{x}_{\text{bath}}
\]

\[
= T_{\text{in}} x_{\text{in}} + T_{\text{bath}} \hat{x}_{\text{bath}}
\]

\[
= \mathcal{T} \hat{x}_{\text{in}},
\]

where

\[
\hat{x}_{\text{in}} = (\hat{x}_{\text{in}}),
\]

\[
\mathcal{T} = (T_{\text{in}}, T_{\text{bath}}).
\]

Appendix B: Calculation of noise spectral densities

We consider a general linear quantum system consisting of
\( n \) system variables, \( k \) in- and outputs and \( m \) bath variables. The input-output relations can be written as

\[
x_{\text{out}} = K_{\text{in}}^\dagger x - x_{\text{in}}
\]

with a vector \( x \) containing the \( n \) system variables, and \( x_{\text{in}} \) and \( x_{\text{out}} \) vectors for the \( k \) inputs and outputs. The whole system is governed by the equations of motion

\[
\dot{x}(t) = M_{\text{sys}} x(t) + K_{\text{in}} x_{\text{in}}(t) + K_{\text{bath}} x_{\text{bath}}(t),
\]

The equations of motion (B2) can be solved in the Fourier domain, where \( \hat{x}(t) = i\omega \hat{x}(\omega) \). It follows,

\[
\hat{x} = (i\omega I - M_{\text{sys}})^{-1} (K_{\text{in}} \hat{x}_{\text{in}} + K_{\text{bath}} \hat{x}_{\text{bath}}).
\]

Together with Eq. (B1), we derive the output quadratures as

\[
x_{\text{out}} = K_{\text{in}}^\dagger x - x_{\text{in}}
\]

\[
= (K_{\text{in}}^\dagger (i\omega I - M_{\text{sys}})^{-1} K_{\text{in}} - I) x_{\text{in}}
\]

\[
+ K_{\text{in}}^\dagger (i\omega I - M_{\text{sys}})^{-1} K_{\text{bath}} \hat{x}_{\text{bath}}
\]

\[
= T_{\text{in}} x_{\text{in}} + T_{\text{bath}} \hat{x}_{\text{bath}}
\]

\[
= \mathcal{T} \hat{x}_{\text{in}},
\]

where

\[
\hat{x}_{\text{in}} = (\hat{x}_{\text{in}}),
\]

\[
\mathcal{T} = (T_{\text{in}}, T_{\text{bath}}).
\]
From this, we can calculate the (symmetrized) spectral density matrix as

$$\delta(\omega - \omega') S_{\text{out}}(\omega) = \frac{1}{2} \langle x_{\text{out}}(\omega)x_{\text{out}}^\dagger(\omega') \rangle + \text{c.c.}$$

$$= \frac{1}{2} \langle T(\omega)x_{\text{in}}^\dagger T^\dagger(-\omega') \rangle + \text{c.c.} \quad \text{(B7)}$$

$$= \frac{1}{2} \langle T(\omega)S_{\text{in}}T^\dagger(-\omega') \rangle + \text{c.c.,}$$

with $S_{\text{in}}$ the input spectral density matrix. Every sub-system in our setup has four system matrices. Hence the system matrices $M_{\text{sys}}$ and bath input matrices $K_{\text{bath}}$ are all $4 \times 4$-dimensional. The in- and output variables are the two quadratures of the laser light, making the input matrices $K_{\text{in}}$ $4 \times 2$-dimensional.

To model losses, the output quadratures are mixed with vacuum noise via a beam-splitter interaction, which are then

$$x'_{\text{out}} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ T & 0 & 0 & 0 \\ \end{pmatrix} \eta \times 4 \begin{pmatrix} \tilde{x}_{\text{in}} \\ \tilde{x}_{\text{vac}} \end{pmatrix} \quad \text{(B8)}$$

The second matrix mixes the cavity output with vacuum, and the first matrix is the partial trace over the lost output port of the beam-splitter.

Finally, we need to cascade the two subsystems. For this choose $x'_{\text{in},2} = x'_{\text{out},1}$, where the subscripts 1 and 2 stand for the first and second system. The total output quadratures are then given by

$$x'_{\text{out},2} = T_{\text{total}} \begin{pmatrix} T_{\text{total}} \end{pmatrix} \begin{pmatrix} x_{\text{in}} \\ \end{pmatrix}$$

$$= \begin{pmatrix} x_{\text{out},2} \end{pmatrix} \quad \text{(B9)}$$

The equations of motion (2) for the optomechanical sensor imply the following matrices,

$$M_{\text{sys}}^{\text{OMS}} = \begin{pmatrix} -\Delta & 0 & 0 & 0 \\ 0 & -\Delta - \Delta_{\text{m}} & -\Delta_{\text{m}} & \gamma_{\text{m}} \\ 0 & 0 & -g & \gamma_{\text{m}} \\ 0 & 0 & 0 & \omega_{\text{m}} \end{pmatrix}$$

$$K_{\text{in}}^{\text{OMS}} = \begin{pmatrix} \sqrt{\gamma_{\text{in}}} & 0 & 0 & 0 \\ 0 & \sqrt{\gamma_{\text{in}}} & 0 & 0 \\ 0 & 0 & 0 & \sqrt{\gamma_{\text{in}}} \\ 0 & 0 & 0 & \sqrt{\gamma_{\text{in}}} \end{pmatrix}$$

Similarly, the equations of motion (4) for the effective negative mass oscillator implies

$$M_{\text{sys}}^{\text{NMO}} = \begin{pmatrix} -\Delta & 0 & 0 & 0 \\ 0 & -\Delta & 0 & -\Delta \gamma_{\text{m}} \gamma_{\text{n}} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \Delta \gamma_{\text{m}} \gamma_{\text{n}} \end{pmatrix}$$

$$K_{\text{in}}^{\text{NMO}} = \begin{pmatrix} \sqrt{\gamma_{\text{in}}} & 0 & 0 & 0 \\ 0 & \sqrt{\gamma_{\text{in}}} & 0 & 0 \\ 0 & 0 & 0 & \sqrt{\gamma_{\text{in}}} \\ 0 & 0 & 0 & \sqrt{\gamma_{\text{in}}} \end{pmatrix}$$

From these expressions, we calculate the total transfer matrix in Eq. (B9) and together with the input spectral density,

$$S_{\text{in}} = \frac{1}{2} \text{diag}(1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1) \quad \text{for NMO \rightarrow OMS}$$

$$\frac{1}{2} \text{diag}(1, 1, 1, 1, 0, 2S_P, 1, 1, 1, 1) \quad \text{for OMS \rightarrow NMO}$$

we obtain the output spectral density with Eq. (B7). The spectral density of the added noise is then estimated from the phase-space density of the added noise.
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