Numerical solution of fractional Fredholm integro-differential equations by spectral method with fractional basis functions

Y. Talaei · S. Noeiaghdam · H. Hosseinzadeh

Abstract This paper presents an efficient spectral method for solving the fractional Fredholm integro-differential equations. The non-smoothness of the solutions to such problems leads to the performance of spectral methods based on the classical polynomials such as Chebyshev, Legendre, Laguerre, etc, with a low order of convergence. For this reason, the development of classic numerical methods to solve such problems becomes a challenging issue. Since the non-smooth solutions have the same asymptotic behavior with polynomials of fractional powers, therefore, fractional basis functions are the best candidate to overcome the drawbacks of the accuracy of the spectral methods. On the other hand, the fractional integration of the fractional polynomials functions is in the class of fractional polynomials and this is one of the main advantages of using the fractional basis functions. In this paper, an implicit spectral collocation method based on the fractional Chelyshkov basis functions is introduced. The framework of the method is to reduce the problem into a nonlinear system of equations utilizing the spectral collocation method along with the fractional operational integration matrix. The obtained algebraic system is solved using Newton’s iterative method. Convergence analysis of the method is studied. The numerical examples show the efficiency of the method on the problems with smooth and non-smooth solutions in comparison with other existing methods.
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1 Introduction

Fredholm integro-differential equations appear in modeling various physical processes such as neutron transport problems [28], neural networks [48], population model [34], filtering and scattering problems [27], inverse problems [25] and diseases spread [15]. Fractional differential equations are important tools in the mathematical modeling of some real-phenomena problems with memory [17]. Theoretical and numerical analysis of fractional differential equations has been considered by many researchers [1,31,39,19]. Consider the fractional Fredholm integro-differential equations of the form

\[
\begin{align*}
D_{0+}^{\alpha}y(x) & = g(x) + \int_{0}^{1} k(x,t)f(t,y(t))dt, \quad 0 < \alpha < 1, \ x \in \Omega, \\
y(0) & = c,
\end{align*}
\]

where \( \Omega = [0,1], \ c \in \mathbb{R}, \) the function \( g \in C(\Omega) \) and \( k \in C(\Omega \times \Omega) \) are known. The given function \( f \) is continuous and satisfy the following Lipschitz condition argument; i.e.,

\[
|f(x,y_2) - f(x,y_1)| \leq L_f |y_2 - y_1|, \quad x \in \Omega,
\]

where \( L_f \) is a positive constant. The operator \( D_{0+}^{\alpha} \) denotes the Caputo fractional differential operator with \( 0 < \alpha < 1 \) (see [19]). There are some numerical methods to solve the problem (1): CAS wavelet method [14], Chebyshev wavelet method [4], Alpert wavelet method [33], Adomian decomposition method [36], Taylor expansion method [22], fractional Lagrange basis function [35], rationalized Haar functions [45] and Laguerre polynomials [3].

The spectral collocation methods are efficient tools in numerical investigation of linear and non-linear problems. The exponential convergence of these methods are the main reason for its prominence in solving problems with smooth solutions compared to other numerical methods [5,7,10,13,38]. The main purpose of these methods is to find an approximate solution in terms of finite number of basis functions so that the unknown coefficients determined by minimizing the error between the exact and approximate solutions. Orthogonal basis polynomials are the main tool in constructing approximate solutions in spectral methods. The solution of fractional integral and/or differential equations may be non-smooth, as its derivatives may be infinite at the left end of the interval. For this reason, the efficiency of spectral methods in solving fractional problems is reduced by using standard basic polynomials such as Legendre, Chebyshev, Hermite, and so on. Therefore, decreasing the order of convergence is one of the main disadvantages in the implementation
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of these methods to solve fractional problems and as a challenging problem to overcome its drawbacks. Recently, some numerical methods have been introduced by modifying the standard basis polynomials by using the change of $x$ to $x^\nu$, $(0 < \nu < 1)$ $[2, 8, 12, 16, 26, 43, 44, 46]$. The existence, uniqueness, and smoothness of the solution of (1) are investigated. The framework of this paper is to convert the problem into a fractional nonlinear integral equation and present a high-order implicit collocation method for its numerical solution. Because of the non-smooth behavior of the solutions of (1), we utilize the fractional Chelyshkov basis function of the form

$$\tilde{C}_{N,i}(x) := C_{N,i}(x^\nu), \quad 0 < \nu < 1.$$ 

where $\{C_{N,i}(x)\}_{i=0}^N$ are a set of orthogonal Chelyshkov polynomials on $[0, 1]$ $[40]$. The advantage of the method is the reduction of the given problem into a algebraic system of equations. Simplicity in calculating the fractional operational matrix and high accuracy of the method in solving problems with non-smooth solutions by selecting a smaller number of fractional Chelyshkov polynomials are the other main advantage of our method in comparison with some numerical methods that uses basis functions such as Chebyshev-wavelet function $[4]$ and Laguerre polynomials $[3]$, CAS wavelet functions $[14]$, Alpert multi-wavelets functions $[33]$, rationalized Haar function $[45]$, and fractional Lagrange polynomials $[35]$.

The layout of this paper included as follows: Section 2 contain the fractional Chelyshkov polynomials are investigate and operational matrices of integration are derived and also the existence, uniqueness and smoothness of the solution of problem (1) is studied. In Section 3, the numerical method to solve the problem (1) is constructed. Section 4 contain the convergence analysis of the method. Numerical examples in Section 5 demonstrate the effectiveness of the method. Final section contain a brief review of the paper.

2 Fractional Chelyshkov polynomials

In 2005, Vladimir S. Chelyshkov introduced a new type of orthogonal polynomials $[40]$. These polynomials have been used based on spectral method to solve various type differential and integral equations $[6, 16, 23, 24, 41, 42]$. The fractional Chelyshkov polynomials defined as follows

$$\tilde{C}_{N,n,\nu}(x) = \sum_{j=n}^{N} (-1)^{j-n} \binom{N - n}{j - n} \binom{N + j + 1}{N - n} x^j \nu, \quad n = 0, 1, ..., N. \quad (3)$$

These polynomials are connected to a set of fractional Jacobi polynomials $[2] P_{\alpha,\beta,\nu}(x)$, for $\alpha, \beta > -1$ as

$$\tilde{C}_{N,n,\nu}(x) = (-1)^{N-n} x^{n\nu} P_{N-n}^{0,2n+1,\nu}(2x - 1),$$
Fig. 1: Plots of a fractional Chelyshkov basis: $\nu = 1/2$ (left), $\nu = 1$ (right) for $N = 5$.

and can be generated from the following recurrence relations [40]:

$$
\tilde{C}_{N,N,\nu}(x) = x^{N\nu}, \quad \tilde{C}_{N,N-1,\nu}(x) = (2N)x^{(N-1)\nu} - (2N+1)x^{N\nu},
$$

$$
a_{N,k}\tilde{C}_{N,k-1,\nu}(x) = (b_{N,k}x^{-\nu} - c_{N,k})\tilde{C}_{N,k,\nu}(x) - d_{N,k}\tilde{C}_{N,k+1,\nu}(x), \quad (4)
$$

for $k = N - 1, \ldots, 1$, where,

$$
a_{N,k} = (k+1)(N-k+1)(N+k+1), \quad b_{N,k} = k(2k+1)(2k+2),
$$

$$
c_{N,k} = (2k+1)((N+1)^2 + k^2 + k), \quad d_{N,k} = k(N-k)(N+k+2). \quad (5)
$$

For $N = 5$, we have

$$
\tilde{C}_{5,0,\nu}(x) = 6 - 105x^{-\nu} + 560x^{2\nu} - 1260x^{3\nu} + 1260x^{4\nu} - 462x^{5\nu},
$$

$$
\tilde{C}_{5,1,\nu}(x) = 35x^{-\nu} - 280x^{2\nu} + 756x^{3\nu} - 840x^{4\nu} + 330x^{5\nu},
$$

$$
\tilde{C}_{5,2,\nu}(x) = 56x^{2\nu} - 252x^{3\nu} + 360x^{4\nu} - 165x^{5\nu},
$$

$$
\tilde{C}_{5,3,\nu}(x) = 36x^{3\nu} - 90x^{4\nu} + 55x^{5\nu},
$$

$$
\tilde{C}_{5,4,\nu}(x) = 10x^{4\nu} - 11x^{5\nu},
$$

$$
\tilde{C}_{5,5,\nu}(x) = x^{5\nu}.
$$

In Fig. 1, the Chelyshkov polynomials $\{\tilde{C}_{5,0,\nu}(x), \ldots, \tilde{C}_{5,5,\nu}(x)\}$ are plotted for $\nu = 1, 1/2$. All of $\tilde{C}_{N,n,\nu}(x)$, $n = 0, \ldots, N$ are polynomials exactly degree $N\nu$. The fractional Chelyshkov polynomials (3) are orthogonal w.r.t weight function $\varpi(x) = x^{\nu-1}$:

$$
(\tilde{C}_{N,p,\nu}(x), \tilde{C}_{N,q,\nu}(x)) := \int_0^1 \tilde{C}_{N,p,\nu}(x)\tilde{C}_{N,q,\nu}(x)\varpi(x)dx = \begin{cases} 0, & p \neq q, \\ \frac{1}{\nu(2p+1)}, & p = q. \end{cases}
$$

(6)
Also,
\[ \int_{0}^{1} \tilde{C}_{N,n,\nu}(x) \varpi(x) dx = \frac{1}{\nu(N+1)}. \] (7)

Let
\[ L^2(\Omega) = \{ u : \Omega \to \mathbb{R}; \int_{\Omega} |u(x)|^2 \varpi(x) dx < \infty \}, \quad \| u \|_2 = \langle u, u \rangle^{1/2}, \]
be the weighted Hilbert space and
\[ M_N = \text{Span}\{ \tilde{C}_{N,0,\nu}(x), \tilde{C}_{N,1,\nu}(x), \ldots, \tilde{C}_{N,N,\nu}(x) \}, \]
be a finite-dimensional subspace of \( L^2(\Omega) \). The space \( M_N \) is a complete subspace of \( L^2(\Omega) \) and for any \( u \in L^2(\Omega) \), there exist a unique best approximation \( \hat{u}_N \) out of \( M_N \) such that
\[ \| u - \hat{u}_N \|_{L^2} \leq \| u - v \|_{L^2}, \quad \forall v \in M_N, \]
and implies that
\[ \langle u - \hat{u}_N, \tilde{C}_{N,n,\nu}(x) \rangle = 0, \quad n = 0, ..., N. \] (8)

Moreover, there exist unique coefficients \( a_0, a_1, ..., a_N \), such that
\[ \hat{u}_N(x) = \sum_{n=0}^{N} a_n \tilde{C}_{N,n,\nu}(x) = A_N \Phi(x), \] (9)
where,
\[ A_N = [a_0, a_1, ..., a_N], \]
and
\[ \Phi(x) = [\tilde{C}_{N,0,\nu}(x), \tilde{C}_{N,1,\nu}(x), ..., \tilde{C}_{N,N,\nu}(x)]^T. \] (10)

From the orthogonality condition (6) and relation (8), we get
\[
\int_{0}^{1} u(x) \tilde{C}_{N,n,\nu}(x) \varpi(x) dx = \int_{0}^{1} \hat{u}_N(x) \tilde{C}_{N,n,\nu}(x) \varpi(x) dx \\
= \int_{0}^{1} \left( \sum_{i=0}^{N} a_i \tilde{C}_{N,i,\nu}(x) \right) \tilde{C}_{N,n,\nu}(x) \varpi(x) dx \\
= a_n \int_{0}^{1} \left( \tilde{C}_{N,n,\nu}(x) \right)^2 \varpi(x) dx,
\]
therefore, the coefficients \( a_n \) can be computed as
\[ a_n = \nu(2n + 1) \int_{0}^{1} u(x) \tilde{C}_{N,n,\nu}(x) \varpi(x) dx, \quad n = 0, 1, ..., N. \] (11)

**Lemma 1** [42] Let \( x_i \) be the roots of \( \tilde{C}_{N,0,1}(x) \). Therefore, the fractional Chelyshkov polynomial \( \tilde{C}_{N,0,\nu}(x) \) has \( N \) roots as \( x_i^\nu \) for \( i = 1, ..., N \).
In the following theorem, we derive the fractional integration operational matrix of fractional Chelyshkov polynomials:

**Theorem 1** Let $\Phi(x)$ be the fractional Chelyshkov polynomials vector defined in (10). Then,

$$\int_0^x (x - s)^{\alpha-1} \Phi(s) ds \simeq P \Phi(x),$$

where

$$P = \begin{pmatrix}
\Theta(0, 0) & \Theta(0, 1) & \cdots & \Theta(0, N) \\
\Theta(1, 0) & \Theta(1, 1) & \cdots & \Theta(1, N) \\
\vdots & \vdots & \ddots & \vdots \\
\Theta(N, 0) & \Theta(N, 1) & \cdots & \Theta(N, N)
\end{pmatrix},$$

with

$$\Theta(n, k) = \sum_{j=n}^{N} (-1)^{j-n} \binom{N-n}{j-n} \binom{N+j+1}{N-n} B(\alpha, j\nu+1) \xi_{k,j},$$

(12)

is called the fractional operational matrix of integration. Here, $B(\cdot, \cdot)$ denotes the Beta function.

**Proof** Integrating of $\tilde{C}_{N,n,\nu}(x)$ from 0 to $x$ yields

$$\int_0^x (x - s)^{\alpha-1} \tilde{C}_{N,n,\nu}(s) ds = \sum_{j=n}^{N} (-1)^{j-n} \binom{N-n}{j-n} \binom{N+j+1}{N-n} B(\alpha, j\nu+1) x^{j\nu+\alpha/2},$$

(13)

Approximating $x^{j\nu+\alpha}$ in terms of fractional Chelyshkov polynomials, we get

$$x^{j\nu+\alpha} \simeq \sum_{k=0}^{N} \xi_{k,j} \tilde{C}_{N,k,\nu}(x),$$

(14)

where the coefficients $\xi_{k,j}$ can be computed using (11) as

$$\xi_{k,j} = \nu(2k+1) \int_0^1 x^{j\nu+\alpha} \tilde{C}_{N,k,\nu}(x) \varpi(x) dx,$$

$$= \nu(2k+1) \sum_{l=k}^{N} (-1)^{l-k} \binom{N-k}{l-k} \binom{N+l+1}{N-k} \int_0^x x^{(j+l+1)\nu+\alpha-1} dx,$$

$$= \nu(2k+1) \sum_{l=k}^{N} \frac{(-1)^{l-k}}{(j+l+1)\nu+\alpha} \binom{N-k}{l-k} \binom{N+l+1}{N-k}.$$ 

(15)

By substituting (14), (15) in (13), we have

$$\int_0^x (x - s)^{\alpha-1} \tilde{C}_{N,n,\nu}(s) ds \simeq \sum_{k=0}^{N} \Theta(n,k) \tilde{C}_{N,k,\nu}(x).$$

(16)

Thus, the proof is completed.
Now, we study the existence, uniqueness and smoothness of the solution to the problem (1):

**Definition 1** [19] The Riemann–Liouville fractional integral of order $\alpha$ for any $u \in L^1[a, b]$ is defined as

$$ J_0^\alpha u(x) := \frac{1}{\Gamma(\alpha)} \int_a^x (x-t)^{\alpha-1} u(t) \, dt. \tag{17} $$

For $\alpha = 0$, we have $J_0^0 := I$ the identity operator.

**Definition 2** [19] The operator $D_0^\alpha$ defined by

$$ D_0^\alpha u(x) := J_0^{[\alpha]-\alpha} D_0^{[\alpha]} u(x) = \frac{1}{\Gamma([\alpha]-\alpha)} \int_a^x (x-t)^{[\alpha]-\alpha-1} u(t) \, dt \tag{18} $$

is called the Caputo differential operator of order $\alpha \in \mathbb{R}_+$.  

**Theorem 2** [32,20] (Banach’s Fixed Point Theorem) Let $(U, d)$ be a complete metric space and $0 \leq \gamma < 1$. Also, assume that the function $A : U \to U$ satisfy the inequality

$$ d(Au, Av) \leq \gamma d(u, v), \tag{19} $$

for every $u, v \in U$. Then, there exists a unique $u^*$ such that $u^* = A(u^*)$. Furthermore, for any $u_0 \in U$ we have

$$ A^j u_0 \to u^*, \quad j \to \infty, $$

that is the unique solution of the problem $u = Au$.

**Definition 3** [11] The space $C^m,\lambda(0, 1]$, $m \in \mathbb{N}$, $-\infty < \lambda < 1$, define a set of all $m$ times continuously differentiable functions $u : (0, 1] \to \mathbb{R}$ such that

$$ |u^{(i)}(x)| \leq c_i \begin{cases} 1, & i < 1 - \lambda, \\ 1 + |\log(x)|, & i = 1 - \lambda, \\ x^{1-\lambda-i}, & i > 1 - \lambda, \end{cases} \tag{20} $$

holds with a constant $c_i$ for $i = 0, \ldots, m$.

By applying fractional integral operator $J_0^\alpha$ on both sides of the Eq. (1), we obtain

$$ y(x) = \tilde{g}(x) + \int_0^x (x-t)^{\alpha-1} \tilde{K}(y(t)) \, dt, \tag{21} $$

where

$$ \tilde{K}y(x) = \frac{1}{\Gamma(\alpha)} \int_0^1 k(x,z) f(z, y(z)) \, dz \tag{22} $$

and

$$ \tilde{g}(x) = c + \frac{1}{\Gamma(\alpha)} \int_0^x (x-t)^{\alpha-1} g(t) \, dt. \tag{23} $$

Therefore, the problem (1) is equivalent to a fractional nonlinear Volterra integral equation of the form Eq. (21). In the following, we consider the existence, uniqueness and smoothness of the solution of Eq. (21).
Theorem 3 Assume that the function $f$ satisfy Lipschitz condition (2) and
\[ M_k := \max_{x,t \in \Omega} |k(x,t)|. \]
If
\[ L_f M_k < \Gamma (\alpha + 1), \tag{24} \]
then, the Eq. (21) has a unique continuous solution on $\Omega$.

Proof Define the operator $A : C(\Omega) \to C(\Omega)$ as
\[ (Ay)(x) := \tilde{g}(x) + \int_0^x (x-t)^{\alpha - 1} \tilde{K}(y(t)) dt. \tag{25} \]
It is enough to prove that it has a unique fixed point. To this end, by using the Lipschitz condition for $f$ we obtain
\[
| (Ay)(x) - (A\hat{y})(x) | \leq \int_0^x (x-t)^{\alpha - 1} | \tilde{K}(y(t)) - \tilde{K}(\hat{y}(t)) | dt \\
\leq \frac{M_k}{\Gamma (\alpha)} \int_0^x (x-t)^{\alpha - 1} \left[ \int_0^1 |f(z, y(z)) - f(z, \hat{y}(z)) | dz \right] dt \\
\leq \frac{L_f M_k}{\Gamma (\alpha)} \| y - \hat{y} \|_\infty \int_0^x (x-t)^{\alpha - 1} dt \\
\leq \frac{L_f M_k}{\Gamma (\alpha + 1)} \| y - \hat{y} \|_\infty,
\]
which implies that $A$ is a contraction mapping if only if
\[ \frac{L_f M_k}{\Gamma (\alpha + 1)} < 1. \]
From Theorem 2, the operator $A$ defined in (25) has a unique fixed point.

Theorem 4 Let $\tilde{y} \in C^{m, 1-\alpha}(\Omega)$, $\tilde{K} y \in C^m(\mathbb{R})$, $m \in \mathbb{N}$ and $0 < \alpha < 1$. Then, the solution of Eq. (21) satisfy the smoothness properties as follows
\[ |y^{(i)}(x)| = O(x^{\alpha - i}), \quad x \in (0, 1], \tag{26} \]
for $i = 1, \ldots, m$.

Proof For the proof see Theorem 2.1 in [11].

The result of Theorem 4 implies that the solution of Eq. (21) has a singularity at the origin as $t \to 0^+$ which indicates deterioration of the accuracy of many existing spectral methods based on standard basis functions such as Chebyshev, Legendre, etc. In order to overcome such drawbacks, we utilize the fractional Chelyshkov polynomials as basis functions to obtain the fractional order behavior and consistency between the approximate and exact solutions.
3 Numerical method

According to the implicit version of the collocation method in [37], we consider the transformation
\[ w(x) = \tilde{K}y(x), \] (27)
to approximate the solutions of Eq. (21). By using (21) and (22), \( w \) satisfy the following equation
\[ w(x) = \frac{1}{\Gamma(\alpha)} \int_{0}^{1} k(x, z) f\left(z, \tilde{g}(z) + \int_{0}^{z} \left( z - t \right)^{\alpha - 1} w(t) dt \right) dz. \] (28)

After determining the unknown function \( w \), then we can obtain a solution of the Eq. (21) by
\[ y(x) = \tilde{g}(x) + \int_{0}^{x} \left( x - t \right)^{\alpha - 1} w(t) dt. \] (29)

Now, we focus on the implementation of a spectral collocation method to solve Eq. (28). To this end, we approximate \( w(x) \) by the fractional Chelyshkov polynomials as
\[ w(x) \simeq w_N(x) = \sum_{i=0}^{N} w_i \tilde{C}_{N,i,\nu}(x) = W_N \Phi(x), \] (30)
where, \( W_N = [w_0, \ldots, w_N] \) is an unknown vector.

**Theorem 5** Let \( w_N \) be the approximation defined in (30) and \( \mathcal{P} \) be fractional operational matrix defined in Theorem 1, then we have

(A) \[ \int_{0}^{z} \left( z - t \right)^{\alpha - 1} w_N(t) dt \simeq \widetilde{W}_N \Phi(x), \]

(B) \[ \tilde{g}(x) \simeq (C + \mathcal{G}) \Phi(x), \]

in which \( C := [C_0, \ldots, C_N], \quad \mathcal{G} := [g_0, \ldots, g_N], \) with
\[ C_i = \frac{c(2i + 1)}{N + 1}, \quad g_i = \frac{\nu(2i + 1)}{\Gamma(\alpha)} \int_{0}^{1} \tilde{C}_{N,i,\nu}(x) g(x) \varpi(x) dx, \]
for \( i = 0, \ldots, N, \) and \( \widetilde{W}_N = W_N \mathcal{P}, \quad \mathcal{G} = \mathcal{G} \mathcal{P}. \)

**Proof** Part (A):
From Theorem 1, we have
\[ \int_{0}^{z} \left( z - t \right)^{\alpha - 1} w_N(t) dt = W_N \int_{0}^{z} \left( z - t \right)^{\alpha - 1} \Phi(t) dt \]
\[ \simeq W_N \mathcal{P} \Phi(x) \]
\[ = \widetilde{W}_N \Phi(z). \] (31)
Part (B):
Consider to (23), and let $\frac{1}{\Gamma(\alpha)}g(x) \simeq \tilde{G}\Phi(x)$, $c = C\Phi(x)$, from (7) and (11), we get

$$C_i = \nu(2i + 1) \int_0^1 c \tilde{C}_{N,i,\nu}(x) dx = \frac{c(2i + 1)}{N + 1}.$$ 

and

$$g_i = \nu(2i + 1) \int_0^1 \tilde{C}_{N,i,\nu}(x)g(x) dx.$$

By using Theorem 1, we can write

$$\tilde{g}(x) = c + \frac{1}{\Gamma(\alpha)} \int_0^x (x - t)^{\alpha-1}g(t) dt$$

$$= C\Phi(x) + \int_0^x (x - t)^{\alpha-1} \tilde{G}\Phi(t) dt$$

$$= C\Phi(x) + \tilde{G} \int_0^x (x - t)^{\alpha-1} \Phi(t) dt$$

$$= (C + \tilde{G}\mathcal{P}) \Phi(x)$$

$$= (C + \mathcal{G}) \Phi(x),$$

which completes the proof.

Assume that $\ell^\nu_i(x)$ be the fractional Lagrange basis function associated with the points $\hat{x}_i = x_{i}^\pm$, $i = 0, ..., N$, the roots of the polynomial $\tilde{C}_{N+1,0}(x)$, and define the fractional interpolation operator as

$$I_N u(x) = \sum_{i=0}^{N} u(\hat{x}_i) \ell^\nu_i(x). \quad (32)$$

By substituting $w_N(x)$ in Eq. (28) and applying $I_N$ we obtain

$$I_N w_N(x) = I_N \left( \frac{1}{\Gamma(\alpha)} \int_0^1 k(x, z) f \left( z, \tilde{g}(z) + \int_0^z (z - t)^{\alpha-1} w_N(t) dt \right) dz \right), \quad (33)$$

consequently,

$$w_N(\hat{x}_i) = \frac{1}{\Gamma(\alpha)} \int_0^1 k(\hat{x}_i, z) f \left( z, \tilde{g}(z) + \int_0^z (z - t)^{\alpha-1} w_N(t) dt \right) dz. \quad (34)$$

By using Theorem 5 in Eq. (34), we obtain

$$W_N \Phi(\hat{x}_i) = \frac{1}{\Gamma(\alpha)} \int_0^1 k(\hat{x}_i, z) f \left( z, (C + G + \tilde{W}_N) \Phi(z) \right) dz. \quad (35)$$
The integral term in (35) approximated by Gauss-Legendre quadrature formula [5] on \([0, 1]\) with the weights and nodes \((z_\ell, \omega_\ell)_{\ell=0}^N\),

\[
\int_0^1 k(\tilde{x}_i, z)\mathcal{H}(z)dz \simeq \sum_{\ell=0}^N \omega_\ell k(\tilde{x}_i, z_\ell)\mathcal{H}(z_\ell),
\]

where \(\mathcal{H}(z) = \frac{1}{\Gamma(\alpha)}f(z, (C + G + \tilde{W}_N)\Phi(z))\). Then, substituting Eq. (36) in Eq. (35), we obtain

\[
f_i(W_N) = W_N\Phi(\tilde{x}_i) - \sum_{\ell=0}^N \omega_\ell k(\tilde{x}_i, z_\ell)\mathcal{H}(z_\ell) = 0.
\]

Therefore,

\[
F_N(W_N) = [f_0(W_N), ..., f_N(W_N)] \equiv 0,
\]

which gives a nonlinear algebraic system that can be solved by Newton’s iterative method. The approximate solution for the Eq. (21) is obtained in the following form

\[
y_N(x) = (C + G + W_N\mathcal{P})\Phi(x).
\]

Newton’s iterative method reads as follows:

\[
\begin{align*}
J(W_{N,i})\delta_{N,i} & = -F_N(W_{N,i}); \\
W_{N,i+1} & \leftarrow W_{N,i} + \delta_{N,i}, \\
& i \leftarrow i + 1,
\end{align*}
\]

with initial guess \(W_{N,0}\) and end condition \(\|F_N(W_{N,i})\| \leq \epsilon\), where \(\epsilon\) is a small enough number. The Jacobian matrix \(J\) is defined as

\[
J_{i,j} = \frac{\partial f_i}{\partial w_j}.
\]

By applying the iterative process (40), a sequence of approximate solution

\[
w_{N,i}(x) = W_{N,i}\Phi(x), \quad i = 0, 1, 2, ..., \]

is generated. It can be seen that for \(\|w_{N,i} - W_N\| \to 0\), the Jacobian matrix should be nonsingular. In the next section, we state some convergence results for Newton’s method. To select a proper initial guess for Newton’s methods, by using the initial condition \(y_N(0) = c = C\Phi(0)\) and Eq. (39), we choose the initial guess such that

\[
y_N(0) = (C + G + W_{N,0}\mathcal{P})\Phi(0) = C\Phi(0).
\]

Since \(G = \tilde{G}\mathcal{P}\), we conclude that \(W_{N,0} = -\tilde{G}\).
4 Convergence analysis

In this section, we obtain an upper bound for the error vector of the fractional integration operational matrix and analyze the convergence of the method.

**Theorem 6** (Generalized Taylor series [47]) Let
\[ D_{i,0}^{\nu}u(x) \in C(0,1], i = 0, ..., N+1, \]
where \(0 < \theta < 1\). Then,
\[ u(x) = \sum_{i=0}^{N} D_{i,0}^{\nu}u(0) \frac{x^{(i+1)}}{\Gamma((i+1)\nu + 1)} D_{i,0}^{(N+1)\nu}u(x)|_{x = \xi}, \]
with \(0 < \xi \leq x, \forall x \in (0,1]\).

**Theorem 7** Let \( D_{i,0}^{\nu}u(x) \in C(0,1], i = 0, ..., N+1, 0 < \nu < 1\) and \( \tilde{u}_N(x) = \sum_{n=0}^{N} a_n \tilde{C}_{N,n,\nu}(x) \) be the best approximation to \( u(x) \) out of \( M_N \). Then,
\[ \| u - \tilde{u}_N \|_2 \leq \frac{N}{\Gamma((N+1)\nu + 1)\sqrt{2N+3}\nu}, \]
in which \( N := \max_{x \in [0,1]} | D_{i,0}^{(N+1)\nu}u(x) |. \)

**Proof** From Theorem 6, we have
\[ \| u - \tilde{u}_N \|_2^2 \leq \| u - \sum_{i=0}^{N} D_{i,0}^{\nu}u(0) \frac{x^{i\nu}}{\Gamma((i+1)\nu + 1)} \|_2^2 \leq \int_0^1 \left( \frac{N}{\Gamma((N+1)\nu + 1)} x^{\nu-1} \right)^2 dx \]
\[ \leq \left( \frac{N}{\Gamma((N+1)\nu + 1)} \right)^2 \int_0^1 x^{2(N+1)\nu} x^{\nu-1} dx \]
\[ \leq \left( \frac{N}{\Gamma((N+1)\nu + 1)} \right)^2 \frac{1}{(2N+3)\nu}. \]

**Corollary 1** For the best approximate solution \( \tilde{u}_N(x) = \sum_{n=0}^{N} a_n \tilde{C}_{N,n,\nu}(x) \) to \( u(x) \), from Theorem 7 we have the following error bound
\[ \| u - \tilde{u}_N \|_2 = \mathcal{O}\left( \frac{1}{\Gamma((N+1)\nu + 1)\sqrt{2N+3}\nu} \right). \]

**Theorem 8** [9] Assume the hypothesis of Theorem 7 is held. Then,
\[ \| u - \tilde{u}_N \|_2^2 = \Psi(u, \tilde{C}_{N,0,\nu}, \tilde{C}_{N,1,\nu}, ..., \tilde{C}_{N,N,\nu}) \]
where
\[ \Psi(u, \phi_1, \phi_2, ..., \phi_N) := \begin{vmatrix} \langle u, u \rangle & \langle u, \phi_1 \rangle & \cdots & \langle u, \phi_N \rangle \\ \langle \phi_1, u \rangle & \langle \phi_1, \phi_1 \rangle & \cdots & \langle \phi_1, \phi_N \rangle \\ \vdots & \vdots & \ddots & \vdots \\ \langle \phi_N, u \rangle & \langle \phi_N, \phi_1 \rangle & \cdots & \langle \phi_N, \phi_N \rangle \end{vmatrix} \]
Theorem 9 Let

\[ \mathcal{E}(x) = [e_0(x), ..., e_N(x)] := \int_0^x (x - s)^{\alpha - 1} \Phi(s)ds - \mathcal{P}\Phi(x) \]

be the error vector related to \( \mathcal{P} \). Then,

\[ \|e_n\|_2 \to 0, \quad N \to \infty, \quad (45) \]

for \( n = 0, ..., N \).

Proof From (13) and (14), we have

\[ e_n(x) = \sum_{j=n}^{\infty} (-1)^{j-n} \binom{N-n}{j-n} \left( \frac{N+j+1}{N-n} \right) B(\alpha, j\nu + 1) \left( x^{j\nu + \alpha} - \sum_{k=0}^{N} \xi_{k,j} \tilde{C}_{N,k}(x) \right), \quad (46) \]

for \( n = 0, 1, ..., N \). On the other hand, from Theorem 8, we can get

\[ \|x^{j\nu + \alpha} - \sum_{k=0}^{N} \xi_{k,j} \tilde{C}_{N,k}(x)\|_2^2 \leq \frac{\Psi(x^{j\nu + \alpha}, \tilde{C}_{N,0,\nu}, \tilde{C}_{N,1,\nu}, ..., \tilde{C}_{N,N,\nu})}{\Psi(C_{N,0,\nu}, C_{N,1,\nu}, ..., C_{N,N,\nu})}, \quad (47) \]

therefore,

\[ \|e_n\|_2 \leq \sum_{j=n}^{\infty} \binom{N-n}{j-n} \left( \frac{N+j+1}{N-n} \right) B(\alpha, j\nu + 1) \left( \frac{\Psi(x^{j\nu + \alpha}, \tilde{C}_{N,0,\nu}, \tilde{C}_{N,1,\nu}, ..., \tilde{C}_{N,N,\nu})}{\Psi(C_{N,0,\nu}, C_{N,1,\nu}, ..., C_{N,N,\nu})} \right)^{1/2}, \quad (48) \]

that gives an upper bound for each component of the error vector. Finally, from (47) and Corollary 1, we can conclude that

\[ \|e_n\|_2 \to 0, \quad N \to \infty, \]

that complete the proof.

For example, let \( N = 4 \) and \( \alpha = \nu = \frac{1}{2} \), we have

\[ \|e_0\|_2 \leq 1.5666 \times 10^{-4}, \quad \|e_1\|_2 \leq 9.3999 \times 10^{-2}, \]
\[ \|e_2\|_2 \leq 3.1333 \times 10^{-2}, \quad \|e_3\|_2 \leq 4.4761 \times 10^{-3}. \]

Theorem 10 Assume that \( y(x) \) and \( y_N(x) \) are the exact solution and approximate solution of (1), respectively. Then,

\[ \|y - y_N\|_2 \to 0, \quad N \to \infty. \quad (49) \]
Proof By subtracting (39) from (29), we have
\[ y(x) - y_N(x) = \tilde{g}(x) - (C + \mathcal{G}) \Phi(x) + \int_0^x (x-t)^{\alpha-1} (w(t) - w_N(t)) \, dt, \tag{50} \]
that yields
\[ \|y - y_N\|_2 \leq \|\tilde{g}(x) - (C + \mathcal{G}) \Phi(x)\|_2 + \| \int_0^x (x-t)^{\alpha-1} (w(t) - w_N(t)) \, dt \|_2. \tag{51} \]
On the other hand,
\[ w(x) - w_N(x) = \frac{1}{\Gamma(\alpha)} \int_0^1 k(x, z) f \left( z, \tilde{g}(z) + \int_0^z (z-t)^{\alpha-1} w(t) \, dt \right) \, dz \]
\[ \quad - \frac{1}{\Gamma(\alpha)} \int_0^1 k(x, z) f \left( z, (C + \mathcal{G} + \hat{\mathcal{W}}_N) \Phi(z) \right) \, dz, \tag{52} \]
and from (2), we can write
\[ |w(x) - w_N(x)| \leq \frac{L_f M_k}{\Gamma(\alpha)} \left( \int_0^1 |\tilde{g}(z) - (C + \mathcal{G}) \Phi(z)| \, dz \right) \]
\[ + \int_0^1 \left| \int_0^z (z-t)^{\alpha-1} w(t) \, dt - \hat{\mathcal{W}}_N \Phi(z) \right| \, dz. \tag{53} \]
So, by using Theorems 7 and 9 in (53), we can obtain the desired result (49).

Now, we discuss the conditions under which Newton’s method is convergent. To this end, we consider the operator form of Eq. (38) as follows
\[ \mathcal{F}_N(w_N) = w_N - \mathcal{I}_N \mathcal{K}_N w_N = 0, \tag{54} \]
where \( \mathcal{K}_N \) is an approximate quadrature of integral operator \( \mathcal{K} \) defined as
\[ \mathcal{K} w(x) = \frac{1}{\Gamma(\alpha)} \int_0^1 k(x, z) f \left( z, \tilde{g}(z) + \int_0^z (z-t)^{\alpha-1} w(t) \, dt \right) \, dz. \]
The Frechet derivative of \( \mathcal{F}_N \) at \( w_N \) is defined as
\[ \mathcal{F}_N'(w_N)(v) = v - \mathcal{I}_N \mathcal{K}_N'(w_N)(v), \]
in which
\[ \mathcal{K}_N'(w)(v) = \frac{1}{\Gamma(\alpha)} \sum_{t=0}^N \omega_k(x, z_t) f' \left( z, (C + \mathcal{G} + \hat{\mathcal{W}}_N) \Phi(z_t) \right) v(z_t), \]
and \( f' \) := \( f_y(x, y) \in C(\Omega) \). From Lemma 2.2 in [30], we can conclude that if
\[ \|\mathcal{I}_N \mathcal{K}_N' w_N - \mathcal{K}' w\| \to 0, \quad N \to \infty, \]
and \( \mathcal{K}' w \) has no eigenvalue equal to 1, then \( [I - \mathcal{I}_N \mathcal{K}_N'] w_N \) is invertible. To this end, assume the following conditions hold:
(R1) \(|f_y(x, y) - f_y(x', y)| \leq C_1|x - x'|^\beta,\)
(R2) \(|f_y(x, u) - f_y(x, v)| \leq C_2|u - v|,
where \(C_i\) are positive constants. According to triangular inequality, we get
\[
\|I_NK'w_N - K'w\|_2 \leq \|I_NK'w_N - K'w\|_2 + \|I_NK'w_N - I_NK'w\|_2 + \|I_NK'w_N - I_NK'w\|_2.
\]
From Corollary (1) and that \(I_NK'w_N \in M_N\) is the best approximation to \(K'w\), under condition (R1), we conclude that
\[
\|I_NK'w_N - K'w\|_2 \to 0, \quad N \to \infty.
\]
Using condition (R2) and (53), we have
\[
\|I_NK'w_N - I_NK'w\|_2 \leq \|I_N\|_2\|w_N - w\|_2 \to 0,
\]
as \(N \to \infty\). From Theorem 1 in [29] and integration error estimation from Gauss-quadrature role ([5], p. 290), one can show that
\[
\|I_NK'w_N - I_NK'w\|_2 \to 0, \quad N \to \infty.
\]
In the following theorem, we deal with the local convergence of Newton’s method:

**Theorem 11** Assume that \(w_N\) is the solution of Eq. (54) and \([I - K'w]^{-1}\) exists. Assume further that the conditions (R1)-(R2) be held. Then, there exist a \(\epsilon > 0\) such that if \(\|w_{N,0} - w_N\| \leq \epsilon\), then Newton’s method converges. Furthermore,
\[
\|w_{N,i} - w_N\| \leq \left(\frac{r\epsilon}{r}\right)^{2^i},
\]
provided that \(r\epsilon < 1\) for some constant \(r\).

**Proof** If 1 is not the eigenvalue of \(K'w\), then \([I - K'w]\) is invertible. The proof is straightforward from Theorem 5.4.1 in [18] and the above discussion.

**5 Numerical examples**

In this section, we intend to show the accuracy of the proposed method to solve the problem (1) with smooth and non-smooth solutions. All calculations are computed by Maple 2018 with Digits=40. The \(L_2\)-error is measured in the following way
\[
\|E_N\|_2 = \left(\sum_{i=0}^{N} |E_N(x_i)|^2\right)^{1/2} \approx \sqrt{\frac{\sum_{i=0}^{N} |N(x_i)|^2}{N}},
\]
where \(E_N(x) = |y(x) - y_N(x)|\), denotes the absolute difference between exact and approximate solution. In these examples, \(m\) denotes the number of Newton’s iterations with initial value \(W_{N,0} = -G\).
The steps of the numerical method can be summarized as follows:

**Input:** Input $N$, $\alpha$, $\nu$, $k$, $f$ and $g$.

**Output:** The approximate solution $y_N(x) = \tilde{g}(x) + \mathcal{W}\mathcal{P}\Phi(x)$.

**Step 1.** Construct the vector basis $\Phi(t)$ in (10) from (4).

**Step 2.** Compute the vectors $C, G, \tilde{W}$ from Theorem 5.

**Step 3.** Construct the nonlinear algebraic system (38) using collocation points $\tilde{x}_i, i = 0, ..., N$ and quadrature formulae with weights and nodes $(z_\ell, \omega_\ell)_{\ell=0}^N$.

**Step 4.** Solve the system (38) using Newton’s iterative method.

**Example 1** Consider the problem

$$
\begin{cases}
D_{a0}^\frac{1}{2}y(x) = \frac{\sqrt{\pi}}{2} - \frac{1}{4} + \frac{1}{2} \int_0^1 y^2(t) \, dt, \\
y(0) = 0.
\end{cases}
$$

with the non-smooth solution $y(x) = \sqrt{x}$. Using relations (21)-(23), we obtain the equivalent nonlinear integral equation

$$y(x) = \tilde{g}(x) + \int_0^x (x - t)^{-\frac{1}{4}} \tilde{K}(y(t)) \, dt,
$$

where,

$$\tilde{K}y(x) = \frac{1}{\sqrt{\pi}} \int_0^1 y^2(z) \, dz, \quad \tilde{g}(x) = \frac{\sqrt{x}(\sqrt{\pi} - \frac{1}{2})}{\sqrt{\pi}}.
$$

From (28), we have

$$w(x) = \frac{1}{\sqrt{\pi}} \int_0^1 \left( \frac{\sqrt{z}(\sqrt{\pi} - \frac{1}{2})}{\sqrt{\pi}} + \int_0^z (z - t)^{-\frac{1}{4}} w(t) \, dt \right) \, dz.
$$

Now, we apply our method with $N = 1$. From **Step 1.**, let

$$w_1(x) = w_0(\tilde{C}_{1,0}(x) + w_1(\tilde{C}_{1,1}(x) = W_1\Phi(x),
W_1 = [w_0, w_1], \quad \Phi(x) = [2 - 3\sqrt{x}, \sqrt{x}]^T.
$$

From **Step 2.**, we have

$$\mathcal{P} = \begin{bmatrix}
\frac{\pi}{8} - \frac{9\pi}{8} \\
\frac{3\pi}{24} - \frac{8}{\sqrt{\pi}} \\
\frac{3\pi}{8}
\end{bmatrix}, \quad \tilde{W}_1 = W_1\mathcal{P} = \begin{bmatrix}
\frac{\pi}{8}w_0 - \frac{9\pi}{8}w_0 + \frac{3\pi}{8}w_1,
\frac{3\pi}{8}w_1,(4 - \frac{9\pi}{8})w_0 + \frac{3\pi}{8}w_1,
\frac{3\pi}{8}w_1
\end{bmatrix},
$$

$$\mathcal{C} = [0, 0], \quad \tilde{G} = \begin{bmatrix}
2\sqrt{\pi} - 1 \\
6\sqrt{\pi} - 3
\end{bmatrix}, \quad G = \tilde{G}\mathcal{P} = [0, 1 - \frac{1}{2\sqrt{\pi}}],
$$

$$\mathcal{H}(z) = \frac{1}{\sqrt{\pi}} \left(4\sqrt{x} - \frac{3\pi\sqrt{x}}{2} + \frac{\pi}{4}w_1 + \left(\frac{2\sqrt{x}}{2} - \frac{\pi}{12}\right)w_2 + \sqrt{x} - \frac{\sqrt{x}}{2\sqrt{\pi}}\right)^2.
$$
From Step 3., we obtain we obtain

\[ f_i(W_1) = W_1 \Phi(\hat{x}_i) - \int_0^1 H(z)dz = 0, \quad (60) \]

consequently,

\[ F_1(W_1) = [f_0(W_1), f_1(W_1)] \equiv 0, \quad (61) \]

with the collocation points \( \hat{x}_0 = \frac{1}{5} + \frac{\sqrt{\pi}}{10}, \hat{x}_1 = \frac{1}{5} - \frac{\sqrt{\pi}}{10}. \) From Step 4., Newton’s iterative method with initial guess \( W_{1,0} = -G \) gives

\[
W_{1,1} = \begin{bmatrix}
0.06109105203159421258866747384762992484681 \\
0.18327315609478263776600242154288977745405
\end{bmatrix},
\]

\[
W_{1,6} = \begin{bmatrix}
0.07052369794346953586850993144509657323068 \\
0.2115710938304086076055297943352897196920
\end{bmatrix},
\]

where \( \|F_1(W_{1,0})\| \leq 10^{-40}. \) Finally, we obtain an approximate solution as

\[ y_1(x) = \tilde{g}(x) + W_1P \Phi(x) = \sqrt{x} + 12.5664 \times 10^{-40}. \]

| \( x \) | Numerical Results |
|-------|------------------|
| 0.1 App. sol. | 0.1316227766016837933199989354443271853503 |
| Exa. sol | 0.1316227766016837933199989354443271853372 |
| 0.3 App. sol. | 0.46431676725154983406370909348206402096 |
| Exa. sol | 0.46431676725154983406370909348206401858 |
| 0.5 App. sol. | 0.83555339650223762204222181052421986736 |
| Exa. sol | 0.83555339650223762204222181052421986424 |
| 0.7 App. sol. | 1.285662018573852835847204180409631242609 |
| Exa. sol | 1.285662018573852835847204180409631242575 |
| 0.9 App. sol. | 1.753814968245462419639701256996834004134 |
| Exa. sol | 1.753814968245462419639701256996834004104 |

**Example 2** Consider the problem

\[
\begin{cases}
D_x^{\nu}y(x) = \frac{2 \sqrt{x}}{\sqrt{\pi}} + \frac{3x \sqrt{\pi}}{4} - \frac{9}{10} + \int_0^1 y(t)dt, \\
y(0) = 0,
\end{cases}
\]

with the non-smooth solution \( y(x) = x^{1/2} + x. \) The comparison between approximate and exact solution for \( N = 4 \) and \( \nu = 1/2 \) are reported in Table
The absolute error obtained between the approximate solutions and the exact solution is plotted in Fig. 2. Table 2 shows the absolute error of our method for $N = 4$, $\nu = \frac{1}{2}$, Chebyshev-wavelet method [4], and Laguerre-collocation method [3]. The obtained results show that the approximate solution has a good agreement with the exact solution by using the fractional Chelyshkov polynomials.

Fig. 2: The plot of the exact and approximate solution (left), the absolute error between the exact and approximation solution with $\nu = \frac{1}{2}$ (right) for Example 2.

Table 2: The numerical results of Laguerre-collocation method [3], Chebyshev-wavelet method [4] and our method with $N = 4$ for Example 2

| $x$   | Ref. [3] with $N = 7$ | Ref. [4] with $k = M = 4$ | Our Method with $\nu = 1$ | Our Method with $\nu = 1/2$ |
|-------|-----------------------|---------------------------|--------------------------|-----------------------------|
| 0.1   | 9.5e-5                | 1.67722e-3                | 1.31000e-4               | 1.31000e-38                 |
| 0.3   | 2.4e-4                | 1.78323e-3                | 5.55703e-4               | 2.38000e-38                 |
| 0.5   | 6.7e-5                | 2.04661e-3                | 8.97348e-4               | 3.12000e-38                 |
| 0.7   | 2.2e-4                | 2.33798e-3                | 7.88172e-5               | 3.40000e-38                 |
| 0.9   | 2.2e-4                | 2.58503e-3                | 5.16739e-4               | 3.00000e-38                 |
| CPU-Time | Not Reported   | Not Reported   | 2.327s                   | 2.449s                      |
| $L^2$-error | 3.8e-4            | 2.11390e-3            | 2.14571e-3               | 2.16e-38                    |
Table 3: The $L^2$-error comparison results between the our method and results of Refs. [21], [14] and [45] in Example 3

| Method                        | Number of basis | $L^2$-error | CPU-Time |
|-------------------------------|-----------------|-------------|----------|
| Chebyshev wavelet [21] (k=5, M=2) | 32              | 1.1645e-9   |          |
| CAS wavelets [14] (k=4, M=1)  | 48              | 1.6745e-5   |          |
| Rationalized Haar function [45] (N=3, M=8) | 24              | 1.3561e-4   | 0.202s |
| Our method (ν = 1) (m=6, N=2) | 2               | 2.0525e-40  |          |

Example 3 Consider the problem

\[
\begin{align*}
D_{\alpha}^0 y(x) &= 1 - \frac{x}{4} + \int_0^1 xt^2(t)dt, \\
y(0) &= 0.
\end{align*}
\]

The exact solution is $y(x) = x$ for $\alpha = 1$. The approximate solution for various $\alpha = \nu = \frac{1}{4}, \frac{2}{4}, \frac{3}{4}, 1$ and $N = 8$ are plotted in Fig. 3. The numerical solutions converge to the solution of problem (63) for $\alpha = 1$ as $\alpha \to 1$. In Table 3, we report the $L^2$-error obtained using proposed method and CAS wavelet basis [14], Chebyshev wavelet basis [21], and rationalized Haar functions [45] in the case of $\alpha = 1$.

Fig. 3: The behavior of approximate solutions for various values of $\alpha$ along with the exact solution for Example 3.
Example 4 Consider the following integro-differential equation

\[
\begin{align*}
D_{\alpha}^{1/2} y(x) &= \frac{1}{\Gamma(1/2)} \left( \frac{8}{3} x^{3/2} - 2x^{1/2} \right) - \frac{x}{1260} + \int_{0}^{1} xty^4(t)dt, \\
y(0) &= 0.
\end{align*}
\]

The exact solution is \( y(x) = x^2 - x \). Table 4 displays a comparison between our method and the CAS wavelet method [14], Chebyshev wavelet method [21] and Alpert multi-wavelets method [33]. Fig. 4 shows the good agreement between the exact solution and approximate solution. The obtained results show that our method by using a small number of fractional Chebyshev basis produces a more accurate result compared to other basis functions.
Example 5 Consider the problem

\[
\begin{align*}
D_{x}^{\nu} y(x) &= g(x) + \int_{0}^{1} \sin(x + t) y^2(t) dt, \\
y(0) &= 0,
\end{align*}
\]

with the non-smooth solution \( y(x) = x^\frac{1}{\nu} - \frac{1}{\nu} x^\frac{3}{\nu} + \frac{1}{6} x^\frac{5}{\nu} \). Table 5, illustrates the \( L^2 \)-errors obtained by our method for different values of \( N \) and \( \nu \) with \( m = 10 \) which are also shown in Fig. 5. The obtained results confirm the efficiency and convergence of the method. It can be seen that a significant improvement in the rate of convergence of the method is obtained using the fractional Chebyshev basis functions. The semi-log representation in Fig. 5 shows the linear variations of the errors versus the degree of approximation in case of \( \nu = \frac{1}{2} \). This is so-called exponential convergence or spectral accuracy of the collocation methods that have been recovered in the proposed method for the problems with non-smooth solutions. The absolute error at some selected points with \( N = 10 \) is reported in Table 6.

Table 5: The \( L^2 \)-errors for different values of \( \nu \) and \( N \) for Example 5

| \( N \) | 2 | 4 | 6 | 8 | 10 |
|-------|---|---|---|---|----|
| \( \nu = 1/4 \) | 4.594e-02 | 1.4297e-03 | 3.0806e-05 | 6.3594e-07 | 7.9853e-08 |
| \( \nu = 1/2 \) | 9.1157e-03 | 1.4795e-05 | 6.4717e-07 | 1.6866e-10 | 1.6112e-10 |
| \( \nu = 3/4 \) | 1.3978e-02 | 3.3590e-03 | 1.1277e-03 | 6.1575e-04 | 3.4911e-04 |
| \( \nu = 1 \) | 2.1852e-02 | 6.0291e-03 | 2.9305e-03 | 1.5718e-03 | 8.4281e-04 |
| \( \nu = 1/4 \) | 2.8281e-09 | 9.0699e-11 | 1.1469e-13 | 3.1578e-15 | 9.2724e-15 |
| \( \nu = 1/2 \) | 3.4954e-13 | 9.8229e-15 | 4.5248e-17 | 4.6602e-19 | 2.7650e-21 |
| \( \nu = 3/4 \) | 1.9716e-04 | 1.5580e-04 | 1.0786e-04 | 7.0349e-05 | 5.6620e-05 |
| \( \nu = 1 \) | 5.4258e-04 | 4.5238e-04 | 3.7783e-04 | 2.8438e-04 | 2.0093e-04 |

Table 6: Absolute errors at some selected points with \( m = N = 10 \) for Example 5

| \( \nu \) | \( x \) | \( \nu = 1/4 \) | \( \nu = 1/2 \) | \( \nu = 3/4 \) | \( \nu = 1 \) |
|-------|---|---|---|---|---|
| \( 0.1 \) | 4.2857e-08 | 3.1881e-11 | 4.0770e-4 | 5.6351e-4 |
| \( 0.3 \) | 5.7263e-09 | 5.7105e-11 | 3.1744e-5 | 6.4303e-4 |
| \( 0.5 \) | 6.7919e-08 | 4.0055e-11 | 8.3869e-5 | 4.3161e-4 |
| \( 0.7 \) | 6.7635e-09 | 7.2990e-11 | 1.2539e-5 | 5.3821e-4 |
| \( 0.9 \) | 3.4723e-08 | 7.7616e-11 | 1.9118e-5 | 6.8182e-4 |

CPU-Time: 8.752s, 8.331s, 11.325s, 4.524s
Fig. 5: The $L^2$-error for different values of $N$ with $\nu=1/4$ (dashed-lines), $\nu=1/2$ (solid-line), $\nu=3/4$ (dashed-dotted-lines) and $\nu=1$ (dotted-lines) for Example 5.

6 Conclusions

In this paper, a new fractional version of the collocation method based on the fractional Chelyshkov polynomials has been introduced to solve a class of nonlinear fractional integro-differential equations. The operational matrix of fractional integrations with the spectral collocation method is utilized to convert the problem into a system of algebraic equations. Finally, the proposed method was implemented to solve the fractional integro-differential equations with smooth and non-smooth solutions with accurate results. The proposed method is computationally simple and the approximate solutions converges to the exact solution of the problem as the number of basis (fractional Chelyshkov polynomials) increases. Numerical examples illustrate that the obtained results are more significant than other existing methods.
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