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\textbf{ABSTRACT}

It is very common to face classification problems where the number of available labeled samples is small compared to their dimension. These conditions are likely to cause underdetermined settings, with high risk of overfitting. To improve the generalization ability of trained classifiers, common solutions include using priors about the data distribution. Among many options, data structure priors, often represented through graphs, are increasingly popular in the field. In this paper, we introduce a generic model where observed class signals are supposed to be deteriorated with two sources of noise, one independent of the underlying graph structure and isotropic, and the other colored by a known graph operator. Under this model, we derive an optimal methodology to classify such signals. Interestingly, this methodology includes a single parameter, making it particularly suitable for cases where available data is scarce. Using various real datasets, we showcase the ability of the proposed model to be implemented in real world scenarios, resulting in increased generalization accuracy compared to popular alternatives.

\section{1. Introduction}

During the last decade, significant advances have been achieved in classification, notably thanks to the popularization of Deep Neural Networks (DNN) \cite{1}. Among other factors, the success of DNN can be explained by their ability to benefit from very large training datasets. Models that contain a large number of parameters are likely to reach better performance, provided that they are trained with sufficient data, as shown in the trends in the field of computer vision \cite{2} and natural language processing \cite{3}. Problematically, in some application domains, the acquisition of data can be prohibitively costly, leading to cases where models have to be trained using scarce datasets.

To answer this problem, a very active field of research called few-shot learning has seen numerous developments in the last few years \cite{4}. Contributions can be broadly categorized in three main directions: meta learning \cite{5, 6}, hallucination of new examples \cite{7} and embedding based solutions \cite{8, 9}, the latter typically reaching the peak performance. In all cases, the key idea is to exploit a large generic dataset to help in the resolution of the task at hand. Mainly, these solutions rely on the use of a feature extractor trained using the previously mentioned generic dataset. Consequently, data is not considered raw, but rather transformed into easily-separable representations. Then, simple classifiers (e.g. logistic regression, nearest class mean…) are trained on the obtained representations. Depending on the quality of the feature extractor, it becomes possible to achieve competitive accuracy even when using only a few training examples for each class of the considered problem \cite{9}. When it is complicated to have access to a generic dataset, such simple classifiers can be used directly on raw data, or on hand-crafted features.

In order to boost the accuracy of a classifier using few training examples, the idea of exploiting external information has become increasingly popular \cite{10}. In many cases, this external information takes the form of a graph connecting the data samples of the considered dataset. In some applications, another form of external information consists of a model describing the inner structure of each data sample. Such cases are often encountered in the fields of neuroimaging \cite{11} or biology \cite{12}. Such a structure can also be modeled by a graph, as it has been shown recently in the field of Graph Signal Processing (GSP) \cite{13, 14}.

The main motivation of this work is to address the following question: how to efficiently exploit prior knowledge about the structure of a multivariate signal in the context of few-shot classification? Our main contribution is to introduce a simple model requiring a graph data structure prior, that can be entirely described using a single parameter and that is well suited to real world classification datasets, resulting in statistically significant improvements in accuracy.

More precisely, we consider a setting where each data sample is the result of the sum of three components: a) a fixed class centroid, b) an isotropic graph-agnostic noise and c) a graph-dependent noise. We motivate this setting by considering that, in many cases, the graph noise can model complex intrinsic sources of correlation in the observed data, and the isotropic noise accounts for external sources of noise, for example related to the acquisition process and measurement error. Under our model, the classification problem amounts to separating Gaussian distributions having the same covariance matrix. As such, an optimal solution consists in whitening the data (i.e. orthogonalizing the dimensions and normalizing the new dimensions) before separating them with a hyperplane. This popular approach is known under the
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name Linear Discriminant Analysis (LDA). If, in general, LDA is not efficient in the context of this work where too few accessible examples prevent to reliably estimate the covariance matrix of the classes, our model takes advantage of the graph data structure prior to whiten the samples, hence the name graph-LDA. Only a single parameter is required to significantly boost the accuracy in real world problems.

Our contributions are the following:

- We introduce a model to classify multivariate signals under data structure priors in a few-shot context;
- We show that, under this model, the optimal solution is a particular case of LDA, which we call graph-LDA;
- We show that graph-LDA improves the performance on synthetic data and we validate the usability of the model in real world scenarios using computer vision and neuroimaging benchmarks. The code to reproduce the experiments is available at https://github.com/mbonito/graph-LDA.

The article is organized as follows. Related works are presented in section 2. The model taking into account data structure priors is formally stated in section 3. The graph-LDA solution is derived in section 4. Results on synthetic data and real-world data are presented in section 5. Section 6 is a conclusion.

2. Related work

In this work, we consider a classification problem in which we have access to a small number of samples for each class, each one being subject to two sources of noise: an isotropic one and a graph-colored one.

When the ratio between the number of training samples and the number of features is small, it is often advised to use simple classifiers (i.e. classifiers with few parameters to learn) with prior knowledge [15] in order to avoid overfitting. Thus, in a few-shot context, it is particularly relevant to take advantage of any external information about the data. In this work, we consider having access to such information taking the form of a graph connecting components of the considered data samples.

It is really common to use graphs to model the dependencies between features, and in particular, to model noise [16, 17]. A large number of methods have been developed to classify signals structured by graphs [18], going from linear graph filters followed by logistic regressions [19] to DNNs adapted to exploit graph structures [20]. In particular, in the last few years, there has been many contributions in the field of Graph Signal Processing (GSP), a mathematical framework meant to generalize the notion of frequency analysis to graph structured data.

Under the GSP framework, a graph signal is defined as follows. A graph $\mathcal{G}$ is composed of vertices $\mathcal{V} = \{1, \ldots, d\}$. A graph signal is a vector $\mathbf{x} \in \mathbb{R}^d$ whose each component is associated with a vertex of $\mathcal{G}$. The edges $\mathcal{E}$ of $\mathcal{G}$ are pairs of vertices $(i, j)$ associated with a weight. The adjacency matrix $\mathbf{A} \in \mathbb{R}^{d \times d}$ is defined using its elements $A_{ij}$ as the weight of the edge $(i, j)$. In many cases, the graph is undirected, and as such its adjacency matrix is symmetric. Such a graph can be used as a model of the relationships between the components of a signal. Sometimes, authors define the notion of Graph-Shift Operator (GSO) $\mathbf{S}$ as any symmetric matrix that shares the same support as $\mathbf{A}$. In our work, we shall consider that $\mathbf{S}$ is either the adjacency matrix of the graph or any GSO.

Based on $\mathbf{S}$, it is common to use the so-called Graph Fourier Transform (GFT) of a signal $\mathbf{x}$ over the graph $\mathcal{G}$. We make use of the GFT in this work. It is defined as follows. First, let us point out that since $\mathbf{S}$ is symmetric, one can use the spectral theorem to write $\mathbf{S} = \mathbf{U} \mathbf{\Lambda} \mathbf{U}^\top$, where $\mathbf{A} \in \mathbb{R}^{d \times d}$ is a diagonal matrix containing the eigenvalues $\lambda_1, \ldots, \lambda_d$ in ascending order and $\mathbf{U} = [\mathbf{u}_1, \ldots, \mathbf{u}_d] \in \mathbb{R}^{d \times d}$ is an orthonormal matrix whose columns are the corresponding eigenvectors. The GFT of a graph signal $\mathbf{x}$ is defined as $\hat{\mathbf{x}} = \mathbf{U}^\top \mathbf{x}$.

In the broader context of few-shot learning, authors mostly rely on the use of transfer learning techniques [9, 8, 6]. In transfer learning, a feature extractor is trained on a generic dataset before being used to embed the data samples of the few-shot problem in a latent space where they are more easily classified. Most of these approaches do not consider any priors about data structure in the considered latent space. Very simple classifiers are typically used [8], such as the Nearest Class Mean classifier (NCM) where each class is represented a centroid (the average of its training examples) and the class assigned to a new input is that of the nearest centroid.

Graph-LDA, the optimal solution for our model, is based on LDA. LDA is a simple classifier known to be optimal when classes follow Gaussian distributions with the same covariance matrix. Using LDA, the challenge, in particular with few samples, is to estimate the covariance matrix $\Sigma$. When few samples are available, a recommended estimator is a shrinkage estimator $\delta \mathbf{F} + (1 - \delta) \hat{\Sigma}$, where $\hat{\Sigma}$ is the empirical covariance matrix, $\mathbf{F}$ is a structure estimator and $\delta$ is the shrinkage coefficient. The sample covariance matrix is shrunk towards the structure estimator. When classes have a Gaussian distribution, the oracle approximating shrinkage estimator (OAS) is recommended [21] to define $\mathbf{F}$ and $\delta$. Contrary to LDA, our proposed solution does not need to estimate the whole covariance matrix since this one is characterized using a single parameter. In the Experiments section, we compare the accuracy of our graph-based solution with the one of LDA using OAS.

An example of application for our model is that of brain activity decoding from functional Magnetic Resonance Imaging (fMRI). Indeed, fMRI measurements are high dimensional (up to 200000 dimensions), and are intrinsically very noisy, as the signal of interest constitutes only a fraction of the measures [22]. However it is often possible to use other imaging techniques, as well as previous studies, to build a graph that models dependencies between brain areas [23]. Several prior studies have shown the potential of using transfer learning [24, 25] or GSP to analyze fMRI data [26, 27],

M. Bontonou et al.: Preprint submitted to Elsevier
resulting in better classification of signals using subsets of the obtained features [28, 29, 30].

It is worth mentioning that LDA is very commonly used in brain activity decoding. An early reference to LDA for Brain Computer Interfaces (BCI) based on Electroencephalography (EEG) can be found in [31]. Since then, LDA has been widely used in a variety of EEG-BCI settings, as first reviewed in [32], and is still a method of reference in the last years [33]. LDA has also been successfully applied to classify fMRI data, notably as a method of choice in the literature on the so called "Multi Voxel Pattern Analysis" (MVPA) approaches [34, 35].

3. Problem Statement

In machine learning, solving a classification problem consists in assigning labels to samples by learning from labeled training data. In this work, we are interested in a specific classification problem, in which the samples comply with the model presented thereafter.

Let us consider a graph G whose vertices are V and an associated GSO S. We suppose that each class c is centered around a centroid vector \( \mu_c \in \mathbb{R}^V \). We additionally consider two model parameters \( \alpha \) and \( \beta \) and two random vectors indexed by V following multivariate normal distributions \( N_0 \sim \mathcal{N}(0, I) \) and \( N_1 \sim \mathcal{N}(0, I) \) \( 0 \) and \( I \) being respectively the null matrix and the identity matrix. A sample x in class c is a vector drawn from the random vector:

\[
X_c = \mu_c + \alpha S N_1 + \beta N_0 .
\]

Equivalently, the random vector characterizing the class c follows a multivariate normal distribution with mean \( \mu_c \) and covariance matrix \( \Sigma \), where \( \Sigma = \alpha^2 S^2 + \beta^2 I \). There are two sources of variance, one is colored by the operator S and set by \( \alpha \): it amounts for an internal source of correlation within data samples. As such, the graph edges can be interpreted as a source of mixing between the connected components of each data sample. The second source of noise is set by \( \beta \) and accounts for an inherent noise, such as typically related to the acquisition process.

In our model, the GSO S is supposedly known. The class centroids \( \mu_c \), and the parameters \( \alpha \) and \( \beta \) are unknown. For sake of simplicity, we derive in the next paragraphs an optimal methodology considering that samples are evenly distributed among all considered classes.

4. Graph-LDA: improving few-shot classification accuracy under graph data structure priors

As in our model the classes follow multivariate normal distributions sharing the same covariance matrix, an optimal classifier is the Linear Discriminant Analysis (LDA). LDA can be performed as soon as the covariance matrix of the classes is properly estimated. In the following paragraphs, after introducing a few definitions, we recall why LDA is an optimal classifier and we adapt its methodology to our model. We call the resulting classifier graph-LDA.

**Definition 1** (Optimal classifier). An optimal classifier \( h^* \) maximizes the expected accuracy.

**Definition 2** (Expected accuracy). Given \( x \in \mathbb{R}^V \) a sample, \( y \in [1, C] \) its label and \( X, Y \) their respective random vector and variable. Given a classifier \( h : \mathbb{R}^V \rightarrow [1, C] \). The expected accuracy of the classifier \( h \) is defined by \( E_{X,Y}[\text{acc}(h(X), Y)] \) where:

\[
\text{acc}(h(x), y) = \begin{cases} 
1 & \text{if } h(x) = y \\
0 & \text{otherwise}
\end{cases}.
\]

In the following properties, we use the notion of discriminative function to recall that the LDA is an optimal classifier for our model.

**Definition 3** (Discriminative function). The discriminative function associated with the class c is denoted \( g_c \). A class c is assigned to a sample x if \( \forall c' \neq c, g_c(x) \geq g_{c'}(x) \).

We then particularize the methodology of the LDA to our model and we decompose the optimal classifier into three simple steps. All proofs are given in Appendix A.

**Property 1.** An optimal classifier \( h^* \) is such that it associates a sample x with the class c reaching the highest posterior probability \( p_{Y|X}(c|x) \).

**Property 2.** Within our model, a classifier \( h^* \) reaching the highest posterior probability is characterized by C discriminative functions:

\[
g_c(x) = w_c^T x + w_{c0} \quad \text{with} \quad \begin{cases} 
w_c = \Sigma^{-1}_c \mu_c, \\
w_{c0} = -\frac{1}{2} \mu_c^T \Sigma^{-1}_c \mu_c.
\end{cases}
\]

This property explicitly defines the discriminative functions of the LDA. In the proof of the following property, we first recall that LDA amounts to whitening the data samples (i.e. linearly transforming their features so that the covariance matrix of the features becomes the identity matrix) before applying a NCM. We then show that the data samples can be easily whitened by being projected into the graph Fourier space, as the covariance matrix becomes diagonal.

**Property 3.** We call graph-LDA the optimal classifier \( h^* \) that amounts to whitening the data before applying a NCM. Namely, graph-LDA can be described in three steps:

1. **Computing the GFT** associated with S for all signals. Given a signal x, \( \hat{x} = U^T x \).
2. **Normalizing the transformed signals** \( \hat{x} \). Given the diagonal matrix \( D = \Lambda^2 + \left( \frac{\mu_c}{\sigma} \right)^2 I \), \( \hat{x} = D^{-\frac{1}{2}} \hat{x} \).
3. **Classifying the normalized signals** \( \hat{x} \) with a NCM.

**Remark.** In practice, we call \( \sigma \) the ratio \( \frac{\mu_c}{\sigma} \). To apply graph-LDA on a classification problem, only this single parameter need to be tuned.
5. Experiments and Results

In this section, we solve several few-shot classification problems using prior information on the relationships between the dimensions of the input signals. Our first objective is to evaluate to what extent the performance can be increased with our solution compared to other classifiers. To that purpose, we consider suitable cases on simulated signals whose distribution follows the model in Eq. 1. Our second objective is to compare the performance of graph-LDA with other classifiers on two real classification problems. In these problems, the signals do not explicitly follow the data generation model; the relationship have to be estimated from the available priors.

Remark. In our experiments, we compare graph-LDA with three other classifiers: NCM, logistic regression (LR) and LDA. We use the versions implemented on scikit-learn [36], with their default parameters at the exception of the LDA used with the ’lqsr’ solver and the OAS estimator (recommended with few training samples and Gaussian distributions).

Notice that we consider problems with few training samples in which a model may be useful. With more training examples, a LDA classifier trained from scratch is likely to correctly estimate the covariance matrix without needing to fit a model. Similarly, a classifier learning more parameters such as a logistic regression (LR) is more likely to overfit with few training samples.

5.1. Simulations

We propose several illustrative experiments on synthetic data in order to show to what extent the classification accuracy can be increased. For simplicity, we build datasets with two classes, and generate data samples following Equation (1).

In this paragraph, we detail how we generate the class means and the data samples. The mean of the first class $\mu_1$ is the opposite of the mean of the second class $\mu_2$. Each coefficient of $\mu_1$ is obtained with a random variable following a uniform distribution on the interval $[-1, 1]$. As for the graph operator $S$, we experiment three types of random graphs: Erdős-Renyi, Stochastic Block Model (SBM), Random Geometric. Each graph has 100 nodes. The SBM has 2 clusters with 50 nodes in each. We define the edges probability such that each graph is expected to have the same number of edges (roughly 912 edges). More precisely, the probability of an edge between nodes $i$ and $j$ is $p_{ij} = 0.184$ for Erdős-Renyi. For the Random Geometric graphs, we set the radius to 0.274. Finally, we use the probabilities $p_{ij} = 0.35$ for SBM when $i$ and $j$ belong to the same cluster and $p_{ij} = 0.022$ otherwise. We assert that all graphs are connected. The matrix $S$ is the adjacency matrix of these graphs. Figure 1 shows a representation of these three graphs obtained using the NetworkX python package [37]. Finally, in Table 1 and in Fig. 2, we set $\alpha = \beta = 1$, so that the ratio $\sigma$ between the two sources of noise is set to 1.

![Figure 1: Drawing of the three graphs used to simulate data samples.](image)

Using these simulated datasets, we first compare several standard classifiers (NCM, LR, LDA) using different preprocessing methods including: 1) our preprocessing method knowing the ratio $\sigma$ (ours), 2) dividing each sample by its norm (norm), 3) dividing each feature by its standard deviation computed on the training samples (std), or 4) computing the GFT of the signals and dividing each new feature by the standard deviation of this feature computed on the training samples (GFT + std). This last preprocessing method amounts to ours when there are enough examples to well estimate the standard deviations. In Tables 1a, 1b and 1c, we report the results over classification problems with two classes and 5 training samples per class. For each graph, the results are averaged over 100 random classification problems with different randomly-generated class means. For the three random graphs, we observe that, even if the performance of the NCM is not the best without preprocessing, adding our preprocessing step always enables to get one of the best classification performance. Our preprocessing step is more efficient than the other preprocessing steps, even when the ratio $\sigma$ is estimated from the data. It also helps the other classifiers to get better results.

In Fig. 2, we vary the number of training samples to explore the usefulness of our preprocessing step in different settings. In the three plots, we observe that it is always better to use our preprocessing step, regardless of the number of training samples or regardless of the classifier. We also see that our preprocessing step enables the NCM to get competitive results.
Table 1
Average accuracy and 95% confidence interval over 100 classification problems with 2 classes and 5 training examples per class generated from simulated datasets. Each table corresponds to a specific graph structure used to generate the data samples.

(a) Erdös-Rényi graph.

| Classifier | Preprocessing | None       | Ours       | Spectral std | Std        | Norm        |
|------------|---------------|------------|------------|--------------|------------|-------------|
| NCM        | None          | 61.66 ± 1.03 | 95.20 ± 0.69 | 90.43 ± 0.68 | 61.55 ± 0.68 | 62.53 ± 0.68 |
| LR         | None          | 65.07 ± 0.96 | 95.05 ± 0.68 | 90.22 ± 0.68 | 63.98 ± 0.68 | 63.28 ± 0.68 |
| LDA        | None          | 65.12 ± 0.94 | 95.03 ± 0.68 | 90.22 ± 0.68 | 64.1 ± 0.68  | 64.73 ± 0.68 |

(b) Random geometric graph.

| Classifier | Preprocessing | None       | Ours       | Spectral std | Std        | Norm        |
|------------|---------------|------------|------------|--------------|------------|-------------|
| NCM        | None          | 57.59 ± 0.77 | 99.47 ± 0.13 | 98.22 ± 0.14 | 58.36 ± 0.14 | 58.65 ± 0.14 |
| LR         | None          | 65.03 ± 1.15 | 99.4 ± 0.14  | 98.12 ± 0.14 | 63.89 ± 0.14 | 59.97 ± 0.14 |
| LDA        | None          | 65.27 ± 1.1  | 99.39 ± 0.14 | 98.11 ± 0.14 | 64.34 ± 0.14 | 64.52 ± 0.14 |

(c) Stochastic block model graph.

| Classifier | Preprocessing | None       | Ours       | Spectral std | Std        | Norm        |
|------------|---------------|------------|------------|--------------|------------|-------------|
| NCM        | None          | 59.91 ± 1.01 | 96.21 ± 0.45 | 92.03 ± 0.48 | 59.71 ± 0.48 | 60.49 ± 0.48 |
| LR         | None          | 64.19 ± 0.95 | 95.93 ± 0.48 | 91.75 ± 0.48 | 63.01 ± 0.48 | 61.44 ± 0.48 |
| LDA        | None          | 64.16 ± 0.94 | 95.9 ± 0.48  | 91.77 ± 0.48 | 63.15 ± 0.48 | 63.81 ± 0.48 |

Figure 2: Average accuracy and 95% confidence interval over classification problems with 2 classes generated from simulated datasets based on three different graphs. Each point is averaged over 100 problems.

Figure 3: Average accuracy obtained with graph-LDA (preprocessing + NCM) over 100 classification problems with 2 classes and 5 training examples per class on the simulated dataset based on an Erdös-Rényi graph.
In a last experiment, we explore the robustness of the performance to a wrong estimation of the ratio $\hat{\sigma}$. In Fig. 3, we report the average accuracy obtained on problems with 5 training examples per class, generated using the simulated datasets based on the Erdős-Rényi graph with values of $\sigma$ varying between 0.01 and 100. When $\sigma$ is too large compared to the class means, the classification problem becomes too hard resulting in the fact that whatever the ratio, the accuracy is at the chance level. When $\hat{\sigma}$ is equal to $\sigma \pm 1$, the accuracy is still really close to the optimal accuracy. We obtained similar results for the two other random graphs.

5.2. Decoding brain activity

We now propose a first experiment on a real dataset: we train a classifier to decode brain activity from fMRI data. Decoding brain activity implies to recognize cognitive activities performed by people from brain signals, here measured in fMRI scanners.

Appendix B contains a precise description of the dataset used in this article. In short, each data sample is an activation map derived from a general linear model, summarizing the changes in brain activity of a subject according to an experimental condition. The considered activation maps are spatially averaged into 360 regions of interest (shown in Figure 4). For our model, we additionally use an estimation of the anatomical connectivity between those regions of interest. The connectivity is here considered the same across all subjects, and was measured in a previous study using white matter tractography [38]. The corresponding graph is connected, and its adjacency matrix $A$ is in $\mathbb{R}^{360 \times 360}$. Given two brain regions $i$ and $j$, $A[i, j]$ represents the strength of the anatomical connectivity between both regions of interest.

From this dataset, we generate classification problems with 5 classes, corresponding to a very common setting in few-shot learning. We compare the performance of a NCM with the ones of other classifiers, using or not our preprocessing step. Our preprocessing requires two parameters: the matrix $S$ on which the noise is diffused and the ratio $\sigma$. We chose $S$ such as $S = D^{-1/2}AD^{-1/2}$, where $D$ is the degree matrix of $A$. Intuitively, the diffused noise observed on a region $i$ is modeled as the noise of its neighboring regions weighted by the strength of their connection. As for the noise ratio, we tested several values and we chose $\hat{\sigma} = 0.5$.

In Fig. 6, we report the results we obtained with these parameters. Each accuracy is averaged over 10000 classification problems, generated randomly from the set of available classes. Note that as the variance between the generated problems is more important, we average the accuracy over a larger number of problems than in the simulated experiments. For each problem, the accuracy is computed on 15 unseen examples per class and a varying number of training examples. As it is not possible to estimate the covariance matrix with a single training example per class, we could not report the accuracy of the LDA in this case. We observe that the preprocessing significantly boosts the accuracy of the NCM and the LR, and that LDA obtains peak accuracy when using three or more examples per class. Using our preprocessing, LR obtains better or equivalent accuracy than LDA. However, classification models based on NCM, while being more accurate using the proposed preprocessing, are globally less accurate than the other models. This might reflect the fact that the statistical distribution of examples in this dataset is suboptimally represented using the chosen graph structure, therefore the proposed whitening model is not well exploited by a NCM.

5.3. Image classification

In this section, we propose a second experiment on image classification problems generated from mini-ImageNet [39]. Mini-ImageNet is a dataset largely used in few-shot learn-
ing, composed of color images of size 64 × 64 separated into 100 classes. There are 600 images available per class. In standard few-shot learning [9], the classes of the dataset are split into three sets: a base set, a validation set and a novel set. A DNN is trained on the base classes to learn representations of the samples that can be easily classified. The same DNN is evaluated on the validation classes, to assert that the way of representing the images is also adapted to a classification problem on new classes. The hyperparameters of the DNN are chosen according to the best performance on the validation set. Finally, new classification problems are generated from the novel classes. The DNN is used to generate representations of the examples. A new classifier is trained and tested on these representations. In this experiment, we propose to retrieve the representations of the data samples obtained at the output of a trained DNN and to directly classify the representations. To that end, we use the DNN trained in [9] obtaining state-of-the-art results.

From the novel classes of mini-ImageNet, we generate classification problems with 5 classes. To use graph-LDA (preprocessing + NCM) on this type of problems, we need to infer the matrix $S$ and the ratio $\hat{\sigma}$. Assuming that each sample $x$ follows the model described in Eq. 1, we related $S$ to the empirical covariance matrix of the data samples, which is supposed to be equal to $\sigma^2 I + \beta^2 I$. We empirically estimated the covariance matrix of the data samples using the base set. Then, we chose to directly estimate the eigendecomposition of $S$: $S$ and the empirical covariance matrix share the same eigenvectors and the eigenvalues of $S$ are approximated by the square roots of the eigenvalues of the covariance matrix. Then, using the validation set, it appeared that it was better to use a ratio $\hat{\sigma} = 0.3$.

In Fig. 7, we report the accuracies obtained on the novel classes with different classifiers with or without our preprocessing method. The reported accuracies are averaged over 10000 classification problems. For each problem, the accuracy is computed on 15 unseen examples per class. We observe that after two training examples, the preprocessing slightly improves the accuracy of the LR and of the NCM. However, the preprocessed NCM (our graph-LDA) is still less accurate than the LR. That means that the LR succeeds to exploit information that is either not taken into account in our model or too complex to be handled by a NCM.

6. Conclusion

In this paper, we considered a particular set of classification problems, with few training examples and a graph prior on the structure of each input signal. We introduced a solution considering a data generation model where the classes follow multivariate Gaussian distributions with a shared covariance matrix depending on the graph prior. According to this model, the optimal classifier, called graph-LDA, is a particular case of LDA in which only a single parameter has to be tuned. Graph-LDA can be decomposed into three simple steps: computing the GFT of the signals, normalizing the transformed signals and training a NCM on the normalized signals.

We showed that graph-LDA improves the accuracy on simulated datasets. We evaluated the relevance of the proposed method on real datasets, for which we made the hypothesis that the two first steps of graph-LDA could be a useful preprocessing for other classifiers. Graph-LDA stays a good solution when the graph prior on the structure of the input signals is strong.

In future work, we would like to investigate how to automatically estimate the single parameter of graph-LDA. It would also be interesting to define a protocol able to measure the adequacy of our model to a specific classification problem.
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A. Proofs of the properties

Proof of property 1. We look for a classifier $h$ maximizing $\mathbb{E}_{X,Y}[\text{acc}(h(X), Y)]$. We denote $f_X$ the probability density function of the random vector $X$, $p_Y$ the probability mass function of the random variable $Y$ and $f_{X,Y}$ the joint probability density function of the couple $(X, Y)$. By noticing that $\forall x, \forall y$, $f_{X,Y}(x, y) = f_X(x)p_Y(y|x)$, we have:

$$
\mathbb{E}_{X,Y}[\text{acc}(h(X), Y)] = \int_x \sum_y f_{X,Y}(x, y)\text{acc}(h(x), y)dx
$$

$$
= \int_x f_X(x) \sum_y p_Y(y|x)\text{acc}(h(x), y)dx
$$

$$
= \int_x f_X(x)\mathbb{E}_{Y|X=x}[\text{acc}(h(X), Y)]dx
$$

$$
= \mathbb{E}_{X}[\mathbb{E}_{Y|X=x}[\text{acc}(h(X), Y)]].
$$

Figure 7: Average accuracy and 95% confidence interval over 10000 classification problems with 5 classes and a various number of training examples per class generated from mini-ImageNet.
Thus, maximizing $E_{Y|X=x}[\text{acc}(h(X), Y)]$ for each sample $x$ would be optimal. By noticing that $\text{acc}(h(x), y) = 1$ if $y = h(x)$ and $\text{acc}(h(x), y) = 0$ otherwise, we have:

$$E_{Y|X=x}[\text{acc}(h(X), Y)] = \sum_y p_Y(h(x)|x) \text{acc}(h(x), y) = p_Y(h(x)|x).$$  \hspace{1cm} (5)

So, the optimal classifier $h^*$ is the one attributing to each sample $x$ the class

$$h^*(x) = \arg\max_{c \in [1:C]} p_Y(h(x)|x).$$  \hspace{1cm} (6)

**Proof of property 2.** We want to define the optimal classifier with discriminative functions. An optimal classifier attributes to a sample $x$ the class $c$ maximizing $p_Y(h(x)|x)$. According to the Bayes’s theorem,

$$p_Y(h(x)|x) = \frac{p_X(h(x)|c)p_Y(c)}{p_X(x)}.$$  \hspace{1cm} (7)

As log is an increasing function, we can also choose the class $c$ as the one maximizing

$$\log(p_Y(h(x)|x)) = \log(p_X(h(x)|c)) + \text{cst}_1.$$  \hspace{1cm} (8)

Here, we call $\text{cst}_1 = \log(p_X(c)) - \log p_X(x)$ because it has the same value for all $c$ (assuming that the classes are balanced). As the samples belonging to class $c$ follow a multivariate normal distribution with $\Sigma$ being invertible (real symmetric), we can write:

$$p_X(h(x)|c) = \frac{1}{(2\pi)^{|\mathcal{V}|}/2} \Sigma^{-1/2} \exp \left[ -\frac{1}{2} (x - \mu_c)\Sigma^{-1}(x - \mu_c) \right],$$  \hspace{1cm} (9)

where $|\mathcal{V}|$ is the number of vertices in $\mathcal{V}$. Thus,

$$\log(p_X(h(x)|c)) = -\frac{1}{2} (x - \mu_c)^\top \Sigma^{-1}(x - \mu_c) + \text{cst}_2,$$  \hspace{1cm} (10)

where $\text{cst}_2$ also has the same value for all $c$. By expanding this term and removing the constant values for all classes, we obtain $g_c(x) = w_c^\top x + w_{c0}$ with $w_c = \Sigma^{-1}\mu_c$ and $w_{c0} = -\frac{1}{2} \mu_c^\top \Sigma^{-1} \mu_c$.

**Proof of property 3.** To simplify the discriminative functions, we can whiten the samples so that the covariance matrix of each class be equal to the identity matrix. Given a matrix $P \in \mathbb{R}^{T \times Y}$, as $X_c \sim \mathcal{N}(%(\mu_c, \Sigma)$, we know the distribution of the linearly transformed random vector $PX_c$: $PX_c \sim \mathcal{N}(\mu_c, \Sigma\Sigma P^\top P)$. Thus, if $P = \Sigma^{-\frac{1}{2}} = a^{-\frac{1}{2}}D^{-\frac{1}{2}}U$ (see related work for the spectral decomposition $S = U\Lambda U^\top$), with $\mathbf{D}$ diagonal matrix such that $D_{i,i} = \lambda_i^2 + \left(\frac{\beta}{a}\right)^2$, the covariance matrix is diagonal. Indeed,

$$\Sigma P^\top P = a^2 \Sigma^2 P^\top + \beta^2 \Sigma \Sigma P^\top$$

$$= a^2 a^{-2}D^{-\frac{1}{2}}U\Lambda^2 U^\top UD^{-\frac{1}{2}} + \beta^2 \Sigma P^\top$$

$$= D^{-1}A^2 + \left(\frac{\beta}{a}\right)^2 D^{-1}$$

$$= D^{-1}(A^2 + \left(\frac{\beta}{a}\right)^2 I)$$

$$= I.$$  \hspace{1cm} (11)

Let us denote the projected samples $\tilde{x} = \Sigma^{-\frac{1}{2}} x$ and the projected class means $\tilde{\mu}_c = \Sigma^{-\frac{1}{2}} \mu_c$. The discriminative functions can be expressed as:

$$g_c(x) = w_c^\top x + w_{c0}$$

$$= \mu_c^\top \tilde{x} - \frac{1}{2} \mu_c^\top \Sigma^{-\frac{1}{2}} \mu_c.$$  \hspace{1cm} (12)

Notice that the square distance between the mean of the class $\tilde{\mu}_c$ and a sample $\tilde{x}$ is:

$$\|\tilde{x} - \tilde{\mu}_c\|^2 = \|\tilde{x} - \tilde{\mu}_c - \tilde{\mu}_c + \tilde{\mu}_c\|^2$$

$$= -2g_c(x) + \text{cst}_3,$$  \hspace{1cm} (13)

where $\text{cst}_3$ has the same value for all classes. When we choose the class $c$ maximizing $g_c(x)$, we choose the class minimizing the square distance between $\tilde{x}$ and the class means $\tilde{\mu}_c$ ($\|\tilde{x} - \tilde{\mu}_c\|^2$). This characterizes a NCM classifier (samples $\tilde{x}$ mapped to the nearest class mean $\tilde{\mu}_c$).

**Remark.** In practice, we only need to estimate one parameter to perform an optimal classification, which is the ratio $\alpha = \frac{\beta}{a}$. Indeed, to perform the whitening step, one would need to estimate $\alpha$ and $\beta$. However, the NCM classifier is scale-invariant, meaning that closest centroids remain the same for any scaling of the samples.

**B. Neuroimaging dataset**

The dataset we consider has been designed as a benchmark dataset for few-shot learning on brain activation maps. This dataset has been introduced in [25], with the original data coming from the Individual Brain Charting (IBC) dataset releases 1 and 2 [40, 41]. IBC is a very large scale fMRI data collection in which twelve human subjects perform a wide variety of cognitive tasks in an fMRI scanner, spanned in many scanning sessions across several years. The fMRI data are extensively preprocessed to remove unwanted noise from the experiments (head movement, heart rate...) and are
Few-Shot Classification under Graph Structure Priors

spatially normalized to the standard MNI-152 template representing a standard brain. All preprocessing steps are detailed in [40] and are based on automated, state of the art fMRI preprocessing techniques. For each participant and for each experiment, brain activation maps are estimated using a statistical model of the effect of a task on brain activity with respect to a baseline state. Each map is sampled as a 3D volume composed of voxels (volume elements). Voxels are averaged into 360 regions of interest defined by an atlas (Human Connectome Project multimodal parcellation [42]). These regions of interest are connected by a network of white matter tracts whose density can be measured using tractography from diffusion weighted imaging. In this study, we consider an anatomical graph from a previous study obtained by averaging white matter connectivity measured in several people [38]. The dataset has been used previously in [25] to apply few-shot learning methods on brain activation maps averaged per brain region.
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