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ABSTRACT
Cross Site Scripting, SQL Injection, Denial of Service (DOS), Buffer Overflow and Password Cracking are current network-based security attacks that still looms on the Internet. Though these attacks have been around for decades and there exist protective mechanism for overcoming them they are still relevant today. In this paper we describe the basic workings of these attacks and outline how companies and individuals can mitigate these attacks. By taking the necessary precautions the severity of these attacks can be diminished.
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I. INTRODUCTION
Network-based security has become ever more important with the advent and increasing connectivity brought about by the rapid growth of the Internet. Many devices are now connected, and this brings about the need for increased security against intruders [29].

Many attacks have been around at the start of the Internet. Though many solutions have been proposed they are not implemented properly or not at all. This is due to the cost, time, effort and personnel needed to implement these solutions. Still today many companies and individuals lack the awareness of the threats out there. This means that attacks such as Cross Site Scripting [30], SQL Injection [20], [8], [36], Denial of Service (DOS) [53], [51], Buffer Overflow [43] and Password Cracking [1], [54] are still relevant and viable attacks in the today’s world.

This paper aims to outline these attacks and in so doing increase the awareness to readers. It also gives practical examples for easy understanding. Finally, some measures of coping and/or mitigating some of these attacks are given. It is hoped that the reader will gain interest in network security attacks by reading this paper and see the role of security in their own homes and organizations. The reader should be able to understand the need for protection against such attacks outlined.

This work consists of four sections. Section II presents a categorization of network-based attacks. Section III gives details of the attacks defined in the taxonomy. Finally, the conclusion is given in Section IV.

II. CATEGORIZATION OF PRESENT-DAY NETWORK ATTACKS
The network-based security attacks are categorized into (1) Cross Site Scripting, (2) SQL Injection, (3) Denial of Service, (4) Buffer Overflow, and (5) Password Cracking. These categories are shown on Figure 1.

Fig. 1. Current network-based attacks.

III. NETWORK BASED ATTACKS
A. Cross Site Scripting
Cross site scripting (see Figure 2) is the number one vulnerability on the web today. In the early days of the internet Tim Berners-Lee at CERN contemplated on how the web will work. The web use Hypertext Markup Language (HTML) to format and display webpages [17]. An HTML document consists of tags. It starts with a start <HTML> tag and closes with an end tag </HTML>. Anything between angle brackets is read as an instruction. For example, to get bold text place a start <B> tag and a close </B> tag. The text in the middle of the start and end tags becomes bold. Thus, the angle brackets, wherever they are in the document, mean "an instruction is coming here." However, if you want to put an angle bracket, which is basically a less-than sign, into your
document you do something called escaping. Instead of sending the angle bracket, you send an ampersand (&), and then "lt" for less than, and then a semicolon. This means, when rendered it will become an angle bracket. Therefore, in the old days of the world wide web, you could send a request, and the document would come back, and the angle brackets would not mess everything up.

Fig. 2. Cross Site Scripting.

Then the internet started to become more interactive. JavaScript was invented. JavaScript is a programming language that sits in the middle of web pages [10]. You start with a tag in the middle of your document. You start with a <SCRIPT> start tag and a closing </SCRIPT> tag. JavaScript is a separate programming language. For example, you can declare variables and do calculations. Therefore, JavaScript is dangerous. It can do anything on a web page. So, how do you get it in there? Let us take a Google search bar. Whatever I type in that search bar, “hypertext”, will probably appear on the next page a couple of times. However, what happens if, instead, I type within the <SCRIPT> </SCRIPT> tags. If the web developer forgets to do that little trick that changes them from less-than signs to that code that means "put a less-than sign in there," the web server puts the page out, and the web browser looks at that and goes, "That is JavaScript code! I'm going to run that!" and it does. Thus, anywhere on your site involving user input is very important. For example, someone sending you their age which you forget to escape, and someone types in a little bit of code there instead, makes your web site completely vulnerable.

B. SQL Injection

SQL injection (see Figure 3) is a way to attack websites via their backend database. Sequel or SQL is a language [11] which allows you talk to databases. It's very human readable. Thus, you can say things like, "SELECT * FROM TABLE" where * means information from all database tables. So, basically you can pretty much type commands in near English into SQL, and you'll get results back from your database. This has existed for years and years and years. It worked fine until the Web came along. Now people are looking at websites and are thinking, "These websites need to be hooked up to databases." In the initial development of the internet, it was pretty much "I'm going to request a document and you're going to send that document back to me." However, eventually people worked out that what do you really wanted to do was send a document and have different things come back depending on what you sent. Maybe you could type in a search request, and that would go to a database and pull back something. This is fine.

Fig. 3. SQL Injection.

Some programming languages dealt with this in a sensible way, but unfortunately some did not. And one of the most notable ones that didn't is a language called Hypertext Preprocessor (PHP) [42]. PHP makes web
programming much more accessible. The trouble is, that if you're not careful, there's a lot of ways to go wrong. And this isn't just PHP, but I'll use it as an example. You talk to a database by issuing a command by typing "John" in a textbox and clicking send. The database would create this command SELECT * FROM users WHERE username equals "John" and this works. The database will send back all the details it knows about the user called "John". But the catch is those quotation marks. Let's say, for example, that I have a web form that lets me login and I type in John, and it sends that and brings back "John". Now if I type in John with a quote mark in it, and if you are not careful, what will happen is the language will send something like this. SELECT * FROM users WHERE username equals "John" as I had put a quote mark in, and then it put a quote mark in. It fails because the quote marks don't match up. And the whole database crashes and sends back an error message. The big problem is putting in any text that has quote marks. An attacker can do a lot of damage that way because SQL does not just have SELECT statements [23]. It has INSERT to add new elements to the database. It has UPDATE to change elements in the database. It has DELETE to remove elements from the database. If I were to type a username that was John and then put another command in there, like, 'DELETE'. So, I would type in the textbox John and DROP ALL DATABASES. The command would look like SELECT * FROM users WHERE username like John and DROP ALL DATABASES; The database will go "Well that's exactly what I should do.

It's is going to understand that there's a new command at the semi-colon and that it should delete everything [25]. The main way around it is escaping. When there is a dangerous character, like a quote mark, you put a slash before it. You go through, and you use a function that says, "Everywhere there is a quote mark, put this slash before it. And this should occur before you send it to the database." Input comes in from the user, add some slashes to it to make it safe, and sent it out to the database [34]. The database will look at those slashes and will go, "Right, every time there's one of those (the backslash), this thing (the quotation marks) is coming next? Just treat it as a regular quote mark. Don't treat it anything special, it's in the text, just treat it as that." However, if you want to send an actual slash, you send two slashes. The first one to say, "Treat the next one as a real character", and then the second is a real slash.

C. Denial of Service

Denial of service attacks have been around for quite some time. For instance, with an internet connection over a 56k modem it is incredibly easy to perform a Denial of Service Attack. In those days particularly if you happen to irritate someone who is on an enormous university connection, at say, 1M. Though this isn't that much bigger by today's standards in those days all it meant was they sent a little message on their system, which sends as much traffic as possible to your system. And if their system is bigger than yours, your internet connection gets saturated, and you can't send anything in and out. At which point you will have to literally hang up the phone to dial in again and get a new IP address so they would not be able to find you.

This was how it worked for a period. Until hackers involved started creating botnets [4], [44]. They started writing viruses that instead of destroying data, would go in and take over other people's internet connections. They would find broadband users, generally in the world, who would be running unsecured versions of Windows XP or 98 for example. They would quietly install their software in the background, and then would use those unsuspecting users' internet connections to launch a big denial of service attack. This was a distributed denial of service (DDoS) [55], [7] so, instead of having one big computer, you had lots of little computers, hundreds, thousands, maybe tens of thousands. All sending as much traffic as they could against one company. And it didn't matter how big that company's internet connection was. Ultimately, ten thousand people all reloading their website or turning out as much traffic as possible as fast as possible is going to take down their network connection. It is used for ransom. It was found that in the 2000s gambling companies, finance companies, and anyone whose job, whose livelihood, depended on being up and online all the time 24/7, was being held for ransom. They would get a call, an email, or a message that said, "If you don't pay us an amount your website's is going to go down for quite a while." There are defense strategies. You can generally hire a very expensive company to try and mitigate this, at which point it does become a bit of a bit of a protection racket. But ultimately Microsoft got their act together and the number of zombie computers, as they were called, started to decrease. Also, the internet started getting more and more and more and more bandwidth. Thus, you could hire a net connection that could stand up to reasonable denial of service attacks for not too much. Stacheldraht [12] is a classic example of a DDoS tool, cf. Figure 4. It utilizes a layered structure where the attacker uses a client program to connect to handlers, which are compromised systems that issue commands to the zombie agents [46], which in turn facilitate the DDoS attack. Agents are compromised via the handlers by the attacker, using automated routines to exploit vulnerabilities in programs that accept remote connections running on the targeted remote hosts. Each handler can control up to a thousand agents.
Now the new threat is something called Amplified Denial of Service (ADOS) [2]. And it's not a new threat as such, it's just a new common threat that's been theorized about for a while. It is a combination of a couple of vulnerabilities in how some very old parts of the internet work. First let us explore the difference between TCP [14] and UDP [37]. TCP is how most of the web works. It's how the webpage that you're viewing gets sent back and forth. It is a two-way protocol and there's a handshake involved. You request something, and then that request is acknowledged, and you get something back and as all the packets go back and forth. Thus, there is two-way conversation going on making sure that everything's arrived in the right order, intact. This means you can use it for webpages and use it for financial transactions on your online bank. You can use it for anything where getting everything through “bit perfect” is required. UDP is very much opposite of that. UDP sends the stream of data. The two-way conversation does not exist. This is what you use for voice over IP (VoIP) [16] [48]. It does not matter if a bit of it gets lost or a bit arrives in the wrong order. UDP does not have to acknowledge data sent and say “Yes! I approve this stream being sent to me.” It just kind of arrives and there's not much you can do about it. There is a flaw in the UDP protocol, or at least in some implementations of it as you can essentially spoof the return address. My computer can claim that I am someone else entirely. This would not normally be a problem because most well-designed network protocols will only let you send on a small amount of data. I send a small request to them. They send a small request onwards etc… And it's not really a problem.

Except, there is something called the Network Time Protocol (NTP) [31], [32], [33]. The Network Time Protocol keeps all the clocks in your phone and your laptop in sync to almost to the millisecond. The problem lies with the command: "MONLIST". It sends the details of the last 600 people who requested the time from that computer. So, when I send a tiny request (send time information 206 times), using the MONLIST command to the time servers (all time servers are on enormous connections), spoof where it came from, and they will send an enormous amount of data 206 times the amount of data to that poor computer with the spoofed address. This is NTP amplification, but it's not the only amplification attack. There's been DNS [47] for a while, there are a couple of others that security researchers are hinting at, but don't want to release the details. Recently, we have seen one, maybe two, terabit per second attacks. That is a hundred thousand times more than your broadband connection. It's something that is on the scale of disrupting the entire Internet, rather than just disrupting one computer. How can you defend against it? Well... you can't. I mean you can hire a company that claims to be able to block a lot of attacks and they can, work at the network level to try and filter it all out. But ultimately, against an attack of that size there's not much a victim can do. But what you can do is, campaign to get the relays, which forces the amplification vectors to shut down. The relays can do this by blocking, filtering traffic and then shutting down.

D. Buffer Overflow

A buffer overflow exploit is a situation where an attacker is using some, probably low-level C function or procedure [40] to write a string or some other variable into a piece of memory that is only a certain length. However, the attacker is trying to write something in that's longer and then overwrites the later memory addresses, and that can cause all kinds of problems.

The first thing we should talk about, probably, is roughly what happens in memory with a program when it's run. Now, let us use C programs in Linux [27]. But this will apply to many different languages and many different operating systems. So, when a program is run by the operating system (so the attacker is in some shell and types in a command to run a program) the operating system will effectively call, as a function, the main method of the code the program is running on. But your actual process, your executable, will be held in memory in a very specific way. This is consistent between different processes. So, the attacker has access to a big block of RAM (see Figure 5). We don't know how big our RAM is because it can be varied, but we use something called Virtual Memory Address Translation to say that everything in one end of the RAM memory, this is 0. 0x000... the “base” of the memory. And the other end (the “top”) is 0xFFF. So, this is the equivalent of "11111111" memory address all the way up to 32 or 64 bits.

![RAM memory diagram](image)

Now, there are certain areas of this memory that are always allocated to certain computational elements. So, at the top we have kernel computational elements. So, this will be command line parameters that we can pass to our program and environment variables etc... In the lower portions we have something called the text. That's the actual code of our program. The machine instructions that we've compiled get loaded in there. Now that's read-only, because we don't want to be messing about down there. Even lower we have data. So, uninitialized and initialized variables get held here. And then we have the heap. It's where you allocate large things in your memory.
What you do with the heap is up to your program. Even lower, and perhaps the most important bit, in some ways anyway, is the stack. The stack holds the local variables for each of your functions and when you call a new function like, let's issue "printf" and then some parameters that gets put on the end of the stack. So, the heap grows in a downward direction as you add memory, and the stack grows in an upward direction. We'll just focus on the stack, because that's where a lot of these buffer overflows happen. You can have overflows in other areas, but we're not going to be dealing with them in this paper. At the upper end of the stack we have the high memory addresses (0xFFF...) and 0x000 at the lower end. As the stack grows upwards, so when we add something onto the end of the stack it gets put on this side and moves in a upward direction. Recall the attacker has some program that's calling a function. A function is some area of code that does something and then returns to where it was before. When the calling function wants to make use of something, it adds its parameters that it's passing onto the stack. So, let us assume parameter A and parameter B (see Figure 6), is added into the stack in reverse order.

![Stack Diagram](image)

**Fig. 6.Stack.**

The Assembler [38] code for this function will make something called a "call" and that will jump to somewhere else in memory and work with these two parameters. It's the nature of this stack that causes problems. Let's look at some code and then we'll see how it works. So, it's a piece of C code (see Figure 7). It's a very simple C code that allocates some memory on the stack and then copies a string into it from the command line.

```
#include <stdio.h>
#include <string.h>

int main (int argc, char** argv)
{
    char buffer[500];
    strcpy(buffer, argv[1]);
    return 0;
}
```

**Fig. 7.C program.**

So, we've got the main function for C that takes the number of parameters given and a pointer to those variables. They'll be held in kernel area of our memory. We've allocated a buffer that's 500 characters long and then we call a function called "string copy" (strcpy) which will copy our command line parameter from argv into our buffer. Our function puts on a return address which is replacing the code we need to go back to once we've done strcpy. So that's how main knows where to go after it's finished. Then we put on a reference to the base pointer in our previous function. We won't worry about that too much because it's not relevant particularly to this paper. This is just going to be our EBP base pointer (EBP is a pointer to the top of the stack when the function is first called). This is our allocated space for our buffer, and it's 500 long. If we write into it something that's longer than 500, we're going to go straight past the buffer, over this, and crucially over our return variable. That's where we point back to something we shouldn't be doing. You can walk through the following code and then see if it works.

You can use a Kali Linux distribution, which has all kinds of slightly dubious password cracking tools and other penetration testing tools. It's meant for ethical hacking. Run the small function that does our copy from the command line. Run your vulnerable code with "Hello". This will copy "Hello" into this buffer and then simply return, so nothing happens. Now we're going to run something called GDB, which is the Linux command line debugger. Type in "list" and it shows us the code for our function. So, we can see it's just a compiled function. It knows this because the compiler included this information along with the executable. We can also show the machine code for this so we can type "disas main" and we can see the code for "main()". This line here, sub of 0x1f4 from %esp, that's allocating the 500 for the buffer. That is, we go 500 in the upward direction and that's where our buffer goes. So, buffer's sitting to the top in Fig. xxx but it is lower in memory than the rest of our variables. We can run this program from GDB and if it crashes, we can look at the registers and find out what's happened.

We type "run Hello" and it will start the program and say "Hello". And it's exited normally. Now, we can pass something in a little bit longer than "Hello". If we pass something that's over 500, then this buffer will go over this base pointer and this return value and break the code. The program crashes. Let us print the "a" character 506 times and see what happens. Just a little bit more than 500 so it's going to cause somewhat of a problem but not a catastrophe. Run the program. A segmentation fault occurs [5], [9]. Now a segmentation fault is what a CPU will send back to you when you're trying to access something in memory you shouldn't be doing. Now that's not what happened because we overwrote somewhere, we shouldn't; what has happened is the return address was half overwritten. For example, there is nothing in memory at 0xb7004141, and if there is, it doesn't belong to this process. It's not allowed, so it gets a segmentation fault. So, if we change this to 508, we're going two bytes further along, which means we're now overwriting the entirety of our return address. We're overwriting this "ret" here with
It's a big problem. So that's where we're going with this. So, we run this, and you can see the return address is now 0x414141. I can show you the registers and you can see that the construction pointer is now trying to point to 0x414141. This means that it's read this return value and tried to return to that place in the code and run it, and of course it can't.

Let us change this return value to somewhere where we've got some payload we're trying to produce. Now in fact this payload is just a simple, very short program in Assembler, that puts some variables on the stack and then executes a system call to tell it to run a shell to run a new command line. If I show this code, our shell code, this code will depend on the Linux operating system and whether you're using an Intel CPU or something else. This is just a string of different commands. Crucially, this xcd/x80 is throwing a system interrupt, which means that it's going to run the system call. That's all we're going to do about this. What this will actually do is run something called ZSH, which is an old shell that doesn't have a lot of protections involved. Let's go back to our debugger. We're going to run again but this time we're going to run a slightly more malicious piece of code. We're going to put in our \x41s times by 508 - and then we're going to put in our shell code. So now we're doing all \x41s and then a bunch of malicious code. Finally, the last thing we want to add in is our return address, which we'll customize in a moment. To craft an exploit from this, what we need to do is remember the fact that strcpy is going to copy into our buffer. So, we're going to start here. We want to overwrite the memory of this return address with somewhere pointing to our malicious code. Now, we can't necessarily know for sure where our malicious code might be stored elsewhere on the disc, so we don't worry about that or memory. We want to put it in this buffer. So, we're going to put some malicious code and then we're going to have a return address that points back into it. Memory moves around slightly. When you run these programs, things change slightly, environment variables are added and removed, things move around. So, we want to try and hedge our bets and get the rough area that this will go in. In here, we put \x90. That is a machine instruction for "just move to the next one". Anywhere we land in that No-Op is going to tick along to our malicious code. So, we have a load of \x90s here... then we have our shell code.

That's our malicious payload that runs our shell. Then we have the return address, right in the right place, that points back right smack in the middle of these \x90s. What that means is, even if these move a bit, it'll still work. It's like having a slope. Anywhere where we land in here is going to cause a real problem for the computer. We need to put in some \x90s, we need to put in our shell code, which I've already got, and we need to put in our return address. If we go back to the code: we change the first \x41s that we were putting in, and we change to 90. We're putting in a load of No-Op operations. Then we've got our shell code and then we've got what will eventually be our return address. And we'll put in 10 of those because it's just to have a little bit of padding between our shell code and our stack that's moving about. So, if we write 508 bytes, it goes exactly where we want: over our return address. But we've now got 43 bytes of shell code and we've got 40 bytes of return address. We'll change this 508 to 425, and so now this exploit here that we're looking at is exactly what I hoped it would be here. Some \x90 no operation sleds, the shell code and then we've got our return address, which is 10 times four bytes. We run this and we've got a segmentation fault, which is exactly what we hoped we'd get.

E. Password Cracking

Bad passwords is a real problem. It's a problem because People like LinkedIn [45] and TalkTalk [6] get hacked, and a bunch of hashed passwords go out onto the Internet. Then within hours' half of them have been cracked. And then people are going: "Oh well this user name and this password's been cracked. Well let's just go and log on over there and see if that username and password combination gets me into their Amazon. Oh! it does? That's good news." And, and so on. Password cracking has massive implications for password security. Hashing algorithms [3], [15] have become longer because they don't hold up as well as the older ones. We don't store passwords unencrypted in a database because that's a terrible idea. What we do is we pass them through something called a "One Way Pseudorandom Function" [28], [22], [35], [21]. Which basically take some plain text password and turns it into gibberish. And then, when someone tries to login, we do the same operation on what they just typed, and if the gibberish matches, we know they've taught in their password correctly, without actually having to know what their password is. But if these hashes get dumped on the internet then we can't reverse them because they're just random nonsense but what we can do is test the load of different words by hashing them and seeing if the hashes match any of the ones in the dictionary and if they do, we know we've cracked their password. This is easy to do. I'm going to show you it and it's got me scared me the first time.

Hashcat [19], [26], [39] is one of the foremost password cracking tools. It lets you do lots of different types of password cracking which I'll talk about and it does it very quickly because it makes use of the graphics card or graphics cards in parallel. A present-day graphics card is capable of around 10 billion hashes per second. It takes 40 billion plaintext password hypotheses, hashes them using MD5, and compares them to a list at a rate of 40 billion per second. Hashcat is run off the command line. There is a file with a list of hashes that comes with Hashcat. There's about six or so thousand hashes in it that range in difficulty. So, some of them are going to be "password1" because that's what some people's passwords are, and some of them are going to be much longer, so 20 or 30 characters, almost random, and they're going to be very difficult to crack. MD5 produces a hundred- and twenty-eight-bit hash [41], [49]. The problem is that lower standard hashes like MD5 and SHA-1 [50] still get used a lot for back end storage. Change your hashes to something like SHA-512 [18], [24] quickly, because this is not
acceptable. Hashing takes longer for the GPU to process and so you will go down from 40 billion to, you know, a few million or a few thousand for good hashing that’s been iterated a lot of times. This makes the process insurmountably harder.

As a user, it just means you must have a password that’s acceptable, but you have to, in a way, assume that some of the websites that you use won’t know what they’re doing and will have it stored in MD5. If it’s still in plain text, then all bets are off, there’s nothing we can do. Okay, right, so let’s just run this in brute force mode. So, the first type of password cracking, which sees some use but not a lot, is brute force. So, this is simply a case of starting with “AAAAAAA” and then “AAAAAAB” and “AAAAC” and so on for different character sets. If we assume that it’s going to be some subset of passwords that use only lowercase letters, we can brute force those very quickly, especially if they’re not very long. So, what I’m going to do first is I’m going to run an attack on these passwords of, let’s say, seven-character passwords all with lower case letters. Hashcat attack mode 3, which is brute force, example0.hash (the hash file) and then my mask which tells me what character sets I’m going to use. So, L is a lowercase letter, so 1, 2, 3, 4, 5, 6, 7 lower case letters. Run your code. Okay, not very many, because there aren’t very many, luckily for these users, lowercase only passwords. With lowercase letters only, there are 26 lowercase characters, 26, to the power of 7, for when we were trying 7 passwords and then for, let’s say, six-character passwords with two digits on the end it’s going to be 26 to the power of 6 multiplied by 10 to the power of 2. Well, if you’re using lower and uppercase, it’s going to be \((26+2)^7\).

If your password is six characters long, it’s being cracked right now, and it’s being cracked quickly because we can go through all the 6-character passwords in a fraction of a second. For longer passwords, we must make some assumptions about the way that people choose passwords. So, obviously the password “password1” is nine characters, in which brute force is pretty good, but it’s not good because it’s the number one password to be used. And so on the top of your list of hypothetical passwords, it should be right at the top and the first one you try. This is what a dictionary attack does. We have a dictionary of a list of commonly used words or commonly used passwords, and then we try those. And then we manipulate them slightly, with rules, and we try them again and we append them to other words and try them again and we do lots of different combinations of things and try them again. It’s much more effective than brute force, and so it’s currently very popular. The hashing rate goes down a bit because you’re loading dictionaries and doing word manipulations but it’s still quick.

So, let’s show you an example dictionary. This dictionary has common passwords that have been cracked from other sources. There are other password lists, like the RockYou list [52] and soon the LinkedIn list, I’m sure, which will have a big impact because they are real passwords of people are using, so if you make a word list out of those passwords that’s going to be effective. Use Hashcat, but this time we’re going to run in attack mode 0, which is straight dictionary attack. In a big database, you’re going to have a lot of people who have “password” and “password1234” and “12341234” and so on. All those people are going to be found this way but what we really want to do is mix up the dictionary little bit, swap a few letters around. So, there are rules that do obvious things like they replace “I” with the number 1. Or they replace “E” with a 3. Or put an ”@“ in instead of an ”&“ or something. Toggling case up and down, you know, if a password’s viable, then the same password with the first letter as uppercase also probably viable. So, with some luck, we’ve done a bit of brute force, we’ve done a basic dictionary attack, we have a few rules just to mix it up, and we’ve got some passwords.

So how can we get even better? Well, we use a better dictionary. That’s the key. This example dictionary is fine, it’s not very long, you know some passwords are going to be in it, but as you remember we ran it and it didn’t find many passwords. It found some when we ran it through some rules, but it didn’t find a lot. So what we really want to do is find a list of actual passwords that people are using in real life and use that. Now, these leaks happen all the time and so passwords are just being dumped out onto the internet all the time. So, there’s this password list called RockYou, which is a bit of a game changer in password cracking, in that it has around 14 million or so passwords, actually leaked from a proper database of real passwords that people were using. It was a gaming service or something like this and then it got leaked. And the point is that if you run the RockYou database over these hashes you start to really get results, because there’s just much more interesting passwords in the RockYou database, there’s just many more of them.

We tried by brute force or by normal dictionary but this RockYou database has changed everything in the sense that it’s just so varied that you just get password that you just get passwords that you think are good. So, for readers, you got to think how good are your passwords? Are your passwords better than half the people in the RockYou list, right? And if they aren’t, that’s probably the next thing you should do, is change them.

### IV. CONCLUSION

Cross Site Scripting, SQL Injection, Denial of Service (DOS), Buffer Overflow and Password Cracking are current network-based security attacks that still looms on the Internet. Though these attacks have been around for decades and there exist protective mechanism for overcoming them they are still relevant today. This paper described the basic workings of these attacks and outlined how companies and individuals can mitigate these attacks. By taking the necessary precautions the severity of these attacks can be diminished.
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