Population Balance and CFD Simulation of Particle Aggregation and Growth in a Continuous Confined Jet Mixer for Hydrothermal Synthesis of Nanocrystals
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Abstract: Population balance and computational fluid dynamics models are built and integrated to carry out a simulation study of the reactive crystallization process in a confined jet mixer (CJM) for the continuous flow synthesis of TiO2 nanoparticles at a supercritical water condition. In the population balance model, the crystal growth in size is modelled as being due to combined nanocrystal aggregation as well as surface growth. A free molecular model is used to predict the particle aggregation. The performance of the combined aggregation and surface growth models is compared with models that only consider surface growth as the only mechanism for particle size enlargement. It was found that the combined model gives a more accurate prediction of particle size distribution.
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1. Introduction

Continuous hydrothermal flow synthesis (CHFS) of nanoparticles below 100 nm in size has shown numerous advantages [1–5]. It is considered as a green technology as it uses water as a reagent rather than organic solvents. In addition, since it is operated in continuous mode instead of batch [2–4], it is much easier to control, avoiding batch to batch variation. The mixing and heat transfer are clearly critical inside the CHFS reactor, i.e., the impinging jet mixer, and therefore, these factors have received a great deal of attention from researchers, who have applied computational fluid dynamics (CFD) simulation in their studies on the CHFS process. In some of the CFD simulation studies, solid particles were either completely excluded from the modelling and simulation [5,6], or simplified as a mono-disperse system, i.e., all particles are assumed to have an equal diameter [7]. Accurate CFD simulation should take into consideration the reactive crystallisation process by incorporating population balance models (PBM). In our previous study, Chen et al. [8] used gPROMS to build PBM models to predict the particle size distribution, in which, the reactor was modelled as a continuous mixed-suspension, mixed-product-removal (MSMPR) reactor. In a study on CuO and ZnO nanoparticle synthesis in a CHFS process, Zhou et al. [9] and Leybros et al. [10] integrated CFD and PBM simulations, in which crystal growth was modelled as being due to surface growth. In another study of CFD applications to a CHFS process [11], preliminary integration of CFD with PBM was also attempted, but the crystallisation model was only based on the surface growth without considering aggregation, and the simulation result on PSD was not validated using experimental data.
The current study is based on an observation by several researchers [12,13] on the mechanism of crystal growth during rapid reactive crystallisation. Specifically, that crystal size enlargement might not be wholly due to surface growth, and fine particle aggregation could play a more important role.Errigible et al. [13] believed that particle growth in CHFS, especially for those processes which produce metal nanoparticles, could be mainly governed by coalescence and aggregation mechanisms instead of surface growth. They used a mono-disperse CFD model to predict mean particle size in the reactor. However, the actual PSD could not be obtained from the modelling strategy as the particles were assumed to be mono-dispersed.

The focus of the current work is on study of the effect of aggregation model in combined CFD and PBM simulation of the CHFS process. Simulations were carried out in two scenarios: (1) particle enlargement due to particle growth only, i.e., based on the surface growth theory, without considering aggregation, (2) due to both surface growth and aggregation. The simulation study is for a specific reactor design, i.e., the confined jet mixer (CJM). This is because in a previous study, Ma et al. [11] compared a counter-current mixer (CCM) with CJM and concluded that CJM offered more effective mixing between supercritical water and precursor streams than CCM.

2. Coupled CFD–PBM Model

2.1. Mathematical Formulation

In the coupled CFD–PBM simulation, the CFD hydrodynamic model developed by Ma et al. [11] is used. The CFD model interacted with: (a) chemical species transport equations for determining the species concentrations before nucleation; (b) chemical reaction equations to simulate the formulation reaction of metal oxide; and (c) user defined functions of nucleation, growth, and aggregation, along with the PBM model to predict particle size distribution (PSD). All calculations were carried out using ANSYS Fluent 13.0 software. For readability purposes, the CFD model is still briefly described here.

2.1.1. Meshing

As a preliminary step for the proposed study, the computational domains of the CJM reactor with discretized cells were produced using the Gambit 2.4 software. The computational domain of the confined jet reactor was discretized with 2.96 × 10^6 tetrahedral cells, including a stainless-steel inner tube for introducing supercritical water to the mixing point, and an outer tube with precursor stream being introduced radially via two inlet arms and flowing upwards in the annual channel between the inner and outer tubes. The flow field and mixing domains were three dimensional, and have been tested by mesh independence analysis, with the reactor meshing being validated through the comparisons between the predicted and measured temperatures in the non-reacting hydrodynamics studies, as reported previously in Ref. [11]. Although anisotropic mesh adaptivity is considered optimum for transient CFD problems [14], since the simulation here is a steady computational model, fixed meshes were sufficient, as the result in this work indicated.

2.1.2. Thermodynamic and Material Property

The thermodynamic and material properties of water including density, viscosity, thermal conductivity and specific heat at high temperature and pressure conditions were calculated using the International Association for the Properties of Water and Steam (IAPWS) formulation 1995 [11]. Since the mathematical formulation contains a large amount of special functions, it will be too computationally expensive to solve the IAPWS equation. In this work, the method reported by Ma et al. [5] was used to simplify the calculation. In the current study, the feed concentration of metal salt precursor solution is relatively low (0.1 M) and the typical solid concentrations in the nanoparticle slurries were under 0.1% w/w, as reported in previous experimental studies [15,16]. Therefore, it
is reasonable to assume that the system is relatively dilute, so the effects that metal species present on inlet feeds can be ignored [11]. Based on this assumption, the properties of metal species were assumed to be the same as those of water. The chemical composition of the mixture solution was calculated using species transport equations of a multiphase model, and will be presented in Section 2.1.3. The thermodynamic constants for calculating solubility and the supersaturation of metal species were obtained using the same method described in our previous work [8].

2.1.3. Hydrodynamics

The products produced by a CHFS process are hot suspensions or slurries with relatively low solid concentrations (<1% in this case study), produced in a few seconds. As mentioned above, the properties of metal species were assumed to be the same as those of water. So, it is reasonable to adopt a non-reacting hydrodynamics study here. Therefore, the flow regime of the system should be characterized as liquid–solid multiphase flow. The Eulerian–Eulerian multiphase approach, which adopts the concept of phase volume fraction and treats each phase as one interpenetrating continua, was selected for the numerical calculation of this work. With this method, the primary phase was assumed to be a mixture between supercritical water, room temperature water for dilution, precursor solution and intermediate liquid phase metal species, whereas the particulate phase was considered as a dispersed secondary phase. The volume of each phase was defined by its phase volume faction:

$$V_i = \int_v \alpha_i dV$$  (1)

where $\alpha_i$ is the volume fraction of phase $i$, and

$$\sum_{i=1}^{n} \alpha_i = 1$$  (2)

The governing equations for the Eulerian–Eulerian multiphase model are listed as follows:

The Continuity Equation

$$\frac{\partial}{\partial t} \left( \alpha_p \rho_p \mathbf{v}_p \right) + \nabla \cdot \left( \alpha_p \rho_p \mathbf{v}_p \mathbf{v}_p \right) = \sum_{p=1}^{2} \left( m_{PS} - m_{SP} \right)$$  (3)

where is the $\mathbf{v}_p$ is the velocity of primary phase and $m_{PS}$ characterizes the mass transfer from the primary phase to secondary phase, the reverse is likewise.

The Momentum Balance Equation

$$\begin{align*}
\frac{\partial}{\partial t} \left( \alpha_p \rho_p \mathbf{v}_p \right) + \nabla \cdot \left( \alpha_p \rho_p \mathbf{v}_p \mathbf{v}_p \right) &= - \alpha_p \nabla P + \nabla \Gamma_p + \alpha_p \rho_p \mathbf{g} \\
&+ \sum_{p=1}^{2} \left( F_{vm,p} + m_{SP} \mathbf{v}_p - m_{PS} \mathbf{v}_p \right) + \left( F_p + F_{lp,p} + F_{in,p} \right)
\end{align*}$$  (4)

where $\Gamma_p$ is the primary phase stress–strain tensor

$$\Gamma_p = \alpha_p \mu_p \left( \nabla \mathbf{v}_p + \nabla \mathbf{v}_p^T \right) + \alpha_p \left( \lambda_p + \frac{2}{3} \mu_p \right) \nabla \times \mathbf{v}_p$$  (5)

and $\mu_p$ and $\lambda_p$ are the shear and bulk viscosities of the primary phase, $F_p$ is the external body force, $F_{lp,p}$ is the lift force, $F_{vm,p}$ is the virtual mass force, $F_{in,p}$ is the inter-action force between phases and $P$ is the pressure shared by all phases. In most cases, external body force and lift force are not significant and can be neglected from
computations. Additionally, the virtual mass force is only important when the density of the secondary phase is much smaller than the primary phase. Therefore, this source term can also be neglected from Equation (5). \( \mathbf{v}_{PS} \) is the interphase velocity. If \( m_{PS} > 0 \) (i.e., the primary phase mass is being transferred to the secondary phase), then \( \mathbf{v}_{PS} = \mathbf{v}_{p} \), and if \( m_{PS} < 0 \) (i.e., the secondary phase mass is being transferred to the primary phase), then \( \mathbf{v}_{PS} = \mathbf{v}_{s} \).

The solution of Equations (1)–(5) for one phase, along with the theory that the sum of phase volume fractions is equal to one, allows for the calculation of the volume fraction of another phase.

Energy Balance Equation

The energy balance is given by the standard energy equation as:

\[
\frac{\partial}{\partial t} (\rho E) + \nabla \cdot (\mathbf{v} (\rho E + P)) = \nabla \cdot (\mathbf{k}_{\text{eff}} \nabla T) - \sum_j h_j \mathbf{j}_j + \mathbf{\tau}_{\text{eff}} \times \mathbf{v})
\]

(6)

where \( \mathbf{k}_{\text{eff}} \) is the effective conductivity which depends on the turbulence model, \( \mathbf{j}_j \) is the diffusion flux of species \( j \) that includes Fickian diffusion, Fourier conduction and Soret–Dufour effects.

The Turbulence Model

In comparison to single-phase flows, modelling turbulence in a multiphase system is much more complex due to the addition of a large quantity of momentum equations of all phases. Among the several turbulence models available in ANSYS Fluent package, the standard \( k-\varepsilon \) model was selected to model turbulence in the CFD–PBM coupled model because of previous work in the modelling turbulence for non-reacting CFD simulation of the same CHFS systems [11]. Turbulent kinetic energy \( k \) and its dissipation rate \( \varepsilon \) are the two quantities for which two additional transport equations (Equations 7 and 8) are solved with standard empirical constants given by Launder et al. [17].

\[
\frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial x_i} (\rho k \mu_i) = \frac{\partial}{\partial x_j} \left( \left[ \mu + \frac{\mu_t}{\sigma_k} \right] \frac{\partial k}{\partial x_j} \right) + G_k + G_b - \rho \varepsilon - Y_M
\]

(7)

\[
\frac{\partial}{\partial t} (\rho \varepsilon) + \frac{\partial}{\partial x_i} (\rho k \mu_i) = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} \right] + G_\varepsilon \frac{\varepsilon}{k} (G_k + C_{g_1} G_b) - C_{g_2} \rho \varepsilon
\]

(8)

with the turbulence viscosity \( \mu_t \) is defined as:

\[
\mu_t = 0.09 \rho \frac{k^2}{\varepsilon}
\]

(9)

where \( G_k \) represents the generation of turbulence kinetic energy due to the mean velocity gradients, \( G_b \) is the generation of turbulence kinetic energy due to buoyancy, \( Y_M \) represents the contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation rate, \( \sigma_k \) and \( \sigma_\varepsilon \) are the turbulent Prandtl numbers for \( k \) and
The four empirical constants, \( \sigma_k, \sigma_e, C_{e1}, C_{e2} \), are determined by matching experimental data for simple turbulent flows with typical values of \( \sigma_k = 1, \sigma_e = 1.3, C_{e1} = 1.44 \) and \( C_{e2} = 1.92 \) [15,18]. These default values were determined from experiments for fundamental turbulent flows including frequently encountered shear flows like boundary layers, mixing layers and jets as well as for decaying isotropic grid turbulence. They were found to work well for a wide range of wall-bounded and free shear flows.

2.1.4. Mixing and Reaction Model

Simulation of mixing in the non-reacting CFD model was carried out by introducing an inert tracer that has the same property as supercritical water (SCW), into the bulk SCW phase in the reactor. The tracer was treated as the secondary phase and the SCW was therefore considered to be the primary phase liquid. The tracer concentration and residence time distribution was solved using the Reynolds-averaged species transport Equation [11]:

\[
\frac{\partial \rho Y_i}{\partial t} + \frac{\partial \rho Y_i u_j}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \Gamma_{i,\text{eff}} \frac{\partial Y_i}{\partial x_j} \right)
\]  

where the effective diffusion coefficient of species \( i, \Gamma_{i,\text{eff}} = \Gamma_i + \mu_i/Sc \), \( \rho \) is the mixture density, \( u \) is the mixture velocity, \( Y_i \) represents the species mass fraction, \( \Gamma_i \) the species diffusion coefficient, \( \mu_i \) the turbulent eddy viscosity.

In the coupled CFD–PBM model, the composition of mixture components in the primary phase was determined by coupling Equation (10) with a reaction model (see description below) used for solving the hydrothermal reaction. The properties of the mixture used in the calculation were defined by volume/mass weighted mixing laws for mixture components and are described as follows:

\[
\rho = \frac{1}{\sum_i Y_i / \rho_i}
\]  

(11)

\[
c_p = \sum_i Y_i c_{p,i}
\]  

(12)

\[
k = \sum_i Y_i k_i
\]  

(13)

\[
\mu = \sum_i Y_i \mu_i
\]  

(14)

where \( Y_i, \rho_i, c_{p,i}, k_i \) and \( \mu_i \) represent the mass fraction, density, specific heat capacity, thermal conductivity, and viscosity of species \( i \), respectively. The diffusion coefficient of mixture was solved by a modified Chapman–Enskog equation and was dependent on the mixture temperature [19].

The hydrothermal reaction of this study contains a hydrolysis step (Equation (15)) and dehydration step (Equation (16)):

\[
\left[ \text{CH}_3\text{CH(O)CO}_2\text{NH}_4 \right]_2 \text{Ti(OH)}_2 + 4\text{H}_2\text{O} \rightarrow \text{Ti(OH)}_4 + 2\text{H}_3\text{C}_6\text{NO}_4
\]  

(15)

\[
\text{Ti(OH)}_4 \rightarrow \text{TiO}_2 + 2\text{H}_2\text{O}
\]  

(16)

The hydrolysis reaction is considered as the dominant step [20] and the produced intermediate is quickly consumed and transfers to liquid phase titanium metal oxide. Therefore, the hydrothermal reaction can be simplified as a one-step reaction in the form of \( A + sB \rightarrow C \). With this assumption, the composition of mixture species after hydro-
thermal reaction was determined by adding a reaction source term to the mixing model. Thus, Equation (10) was converted to:

\[ \frac{\partial \rho Y_i}{\partial t} + \frac{\partial \rho u_i Y_i}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \frac{\Gamma_{\text{eff}}}{\rho} \frac{\partial Y_i}{\partial x_i} \right) + R_i \]  \hspace{1cm} (17)

where \( R_i \) is the net reaction rate of specie \( i \). For an irreversible reaction, \( R_i \) is defined as:

\[ R_i = \Gamma (v_{i,p} - v_{i,r}) \left[ \kappa_f \prod_{j=1}^{N} \left( \frac{C_j}{\eta_{i,p} \eta_{i,r}} \right) \right] \]  \hspace{1cm} (18)

where \( v_{i,p}, v_{i,r}, \eta_{i,p}, \) and \( \eta_{i,r} \) are the stoichiometric coefficient and rate exponent for product and reactant species, respectively; \( C_j \) is the molar concentration of species, and \( \kappa_f \) is the reaction rate constant given by an Arrhenius expression:

\[ \kappa_f = A \times e^{-E_r / RT} \]  \hspace{1cm} (19)

where, the pre-exponential factor \( A \) and the activation energy \( E_r \) were obtained from the literature data [21].

2.1.5. Population Balance Model

In order to take into account the particles present in the simulation, a number density function was introduced into the coupled CFD–PBM models. Here, the number density of particles is defined as the total number of particles per unit volume. The number density function can be calculated from the population balance equation using a number of possible solution methods such as the homogeneous discretization method [22,23], the standard method of moments (SMM) [24], and the quadrature method of moments (QMOM) [25,26]. The discrete method is able to directly compute the particle size distribution and is particularly useful if the particle size range is known. However, it can be computationally expensive if the size distribution is wide, hence, a large number of equations is needed to achieve accurate predictions. The SMM method can save the computational cost by solving average transport equations of moments rather than the actual size distribution quantities. The PSD can be reconstructed from the calculated moments based on the “statistically most probable” distribution. The disadvantage of the SMM method is that with limited numbers of calculations, the model outcome may not be adequate to describe the real PSD. Additionally, it cannot be used for the cases with size-dependent aggregation and growth. The QMOM method is an alternative to SMM that eliminated the limitations of size-independency calculation. However, components mass transfer during the nucleation stage is neglected in the calculation procedure of QMOM, therefore in practice, for processes such as crystallization, where particle birth is due to nucleation, an initial value of nuclei mass needs to be patched into the system at the beginning of the simulation. This operation will increase the uncertainties of the accuracy of predictions. In this work, the average particle size range can be estimated from literature [12,27–31], therefore, the discrete method was chosen to solve the PBM equation in the coupled CFD–PBM model.

In the discretized method, the particles are discretized into a finite numbers of size classes or bins. As with the same treatment of the primary phase in the Eulerian–Eulerian multiphase model, the PB equation is written in terms of volume faction of particles as:
\[
\frac{\partial}{\partial t} \left( \rho_s \alpha_i \right) + \nabla \left( \rho_s \mu \alpha_i \right) + \frac{\partial}{\partial V} \left( \frac{G_s \rho_s \alpha_i}{V} \right) = \rho_s V_i \left( B_{ag,i} - D_{ag,i} + B_{br,i} - D_{br,i} \right) + 0' \rho_s V_0 n_0
\]

where \( \rho_s \) is the density of the secondary phase; \( \alpha_i \) is the volume fraction of particles size \( i \) and is defined as:

\[
\alpha_i = N_i V_i \quad i = 0, 1, \ldots, N
\]

with \( N_i \) as the local number density function expressed as:

\[
N_i(t) = \int_{V_i} n(V, t) dV
\]

where \( V_i \) is the volume of particle size \( i \).

The \( n_0 \) and \( V_0 \) in (Equation (20)) represent the nucleation rate and the volume of the smallest particle size, respectively. \( G_s \) is the growth rate of particles that is discretized as:

\[
\frac{\partial}{\partial V} \left( \frac{G_s \rho_s \alpha_i}{V} \right) = \rho_s V_i \left[ \frac{G_s N_{i-1}}{V_i - V_{i-1}} \left( \frac{G_s N_i}{V_{i+1} - V_i} \right) \right]
\]

The mass transfer from liquid to solid phase \( (T_{iO_2(\text{aq})} \rightarrow T_{iO_2(\text{s})}) \) was simulated by:

\[
m = \rho V_0 n_0 + \sum_i \rho G_{v,i} N_i
\]

in which, all parameters related to the nucleation and growth terms were the same as those used in the PBM model described in our previous study [8,28,29].

The terms \( B_{ag,i} \), \( D_{ag,i} \), \( B_{br,i} \) and \( D_{br,i} \) in (Equation (20)) represent the birth and death rate of particles due to aggregation and breakage, respectively. In this work, it was assumed that no particle breakage occurred during the production. Therefore, \( B_{br,i} \) and \( D_{br,i} \) were eliminated from the PB equation. The two aggregation terms are defined as:

\[
B_{ag} = \frac{1}{2} \int_0^V a(V', V') n(V - V') dV'
\]

\[
D_{ag} = \int_0^V a(V, V') n(V) n(V') dV'
\]

where particles of volume \( (V - V') \) aggregate with particles of volume \( V' \) to form particles of volume \( V \).

Several models are available in ANSYS Fluent to simulate the aggregation kernel \( a(V, V') \) in (Equations (25) and (26)). The Luo model [32] and turbulent aggregation kernel [33,34] are highly dependent on the accurate prediction of the local shear rate and are independent to particle size. Therefore, they are not suitable for the current study. The free molecular model uses the Brownian kernel function [35] with the consideration of size effects on particle collision. For submicron particles, Testino et al. suggested that the Brownian kernel function would be more appropriate [36]. Peukert et al. also con-
cluded that the Brownian motion is one of the most important transport mechanisms for nanoparticles and submicron particles [37]. Therefore, the free molecular model was selected for predicting particle aggregation in the coupled CFD–PBM simulations.

2.2. Numerical Procedure

The computational domain of the CJM reactor was discretized as $2.96 \times 10^8$ tetrahedral cells, as shown in Figure 2b. The hydrodynamics and mixing behaviour and the particle size distribution in both the CHFS systems were studied based on the operating conditions described in Section 3.

The PBM equation was coupled with CFD using the Sauter mean diameter $D_{3,2}$ (surface-area average diameter) approach as defined in Equation (10).

$$D_{3,2} = \frac{1}{N} \sum_{i=1}^{N} \frac{N_i D_i^3}{\sum_{j=1}^{N} N_j D_j^2}$$  \hspace{1cm} (27)

where $D$ is the particle diameter and $N$ total number of particles.

The homogeneous discretisation method was used to solve the PBM equations. For the particle no aggregation mode, the obtained TiO$_2$ nanoparticles were classified into ten size ranges from 1 to 512 nm. For the particles with aggregation mode, the size was up to 4 μm [12,27–31]. In order to calculate the particle size distributions, the obtained TiO$_2$ nanoparticles were first expressed by the Sauter mean diameter ($D_{3,2}$) (Equation (27)) and then, converted into the length mean diameters ($D_{1,0}$), as described below.

$$D_{1,0} = \frac{1}{N} \sum_{i=1}^{N} N_i D_i$$  \hspace{1cm} (28)

The mass, momentum and energy conservation equations and species transport equation, together with the equations for turbulent quantities, $k$ and $\epsilon$, were solved using ANSYS Fluent software (2010) to obtain the velocity, temperature and turbulence viscosity in the confined jet mixer. Turbulence viscosity. The species equations were solved with the steady-state flow and temperature profiles obtained as the initial values. The equations were numerically solved using the finite volume method. The standard SIMPLE pressure–velocity solver was employed, coupled with a first-order upwind scheme for the discretisation of the convection terms in the governing equations. Note that the heat loss of the system was negligible (i.e., an adiabatic boundary condition). The mass inlet flow mode was used to calculate the inlet velocities from each stream at constant temperatures. The outlet boundary was defined as the pressure outlet with the temperature obtained from the blank CFD simulation [10]. A typical turbulent intensity (5%) with the corresponding hydraulic diameters was used for the inlet conditions for the CFD–PBM turbulence analysis. Standard non-slip wall boundary conditions were applied with a standard turbulent wall function. Solution convergence was achieved once the energy residuals were less than $10^{-4}$ and the other residuals were lower than $10^{-5}$ for all simulations.

3. Comparison and Validation

The experimental data of our collaborator Weng et al. [38] was used for validation purposes. The experimental rig is shown in Figure 1. Deionized water was heated to 723 K and pumped into CJM reactor by pump P1 at a constant flow rate of 30 mL/min. A stream of aqueous precursor TiBALD solution (0.1 M, pumping rate at 7.5 mL/min) was pumped into the CJM reactor using pump P2 and a flow of deionized water (pumping rate at 7.5 mL/min) was pumped through P3 at room temperature, respectively. The
The system pressure was maintained at 23.1 MPa. The obtained TiO₂ nanoparticles travelled upwards for rapid cooling before harvest.

Figure 1. Flow diagram of the continuous hydrothermal flow synthesis process with confined jet mixer. CJM: confined jet mixer.

ImageJ was used to extract particle size information from TEM images in Weng et al. [38]. The measuring scale was configured equal to the length scale given by TEM. Over 200 particles were counted and analyzed. All the data formed a histogram to compare with the predicted PSD.

The CJM reactor was designed with an inner tube \((Di = 0.99 \text{ mm})\), inserted upwards into a larger tube \((Di = 4.57 \text{ mm})\), with two horizontal feeder arms attached on both sides, as shown in Figure 2a. Ten long, fine J-type thermocouples were inserted at different locations along the \(z\) direction in order to control and modify the temperatures within the CJM reactor [11]. The precursors flowed horizontally into the CJM reactor to mix and react with the supercritical water at the reaction zone, as shown in Figure 2. The computational domain of the CJM reactor was discretized as \(2.96 \times 10^5\) tetrahedral cells, as shown in Figure 2b.
4. Result and Discussion

The velocity vector at the CJM reaction zone using the particles without aggregation simulation mode is shown in Figure 3a. In comparison, the velocity vector with a less pronounced recirculation behavior is shown in Figure 3b using the particles with aggregation simulation mode. This may be due to the gravity effect and the higher viscosity of TiO$_2$ aggregation presented within the suspension.

As shown in Figure 4, the temperature in the CJM reactor rapidly reached to the equilibrium conditions after the streams mixing process. High temperatures above 550 K were observed in the majority of the flow fields. This assured the reduction in the species
solubility and hence, increased the nucleation and particle precipitation rates [3]. The outlet temperature of the CJM reactor was calculated as about 550 K for both the particle presented only mode and the particles with aggregation mode, as shown in Figure 4a,b. However, because the CJM reactor rapidly reached the equilibrium conditions, the impacts to the overall flow temperature were negligible within the system.

![Figure 4](image1.png)

**Figure 4.** Temperature distribution comparisons obtained at the reactor center face ($x = 0$, $y = 0$) where (a) using surface growth only model for crystallization and (b) using combined aggregation and surface growth model, respectively.

High turbulence viscosity was observed in the center of the reaction zone. As shown in Figure 5a,b, the maximum value of the turbulence viscosity increased to $1.82 \times 10^{-2}$ Kg/m·s in both modes. Note that less uniformly distributed turbulence viscosity was observed due to the TiO$_2$ nanoparticles aggregation which enhanced the turbulent disturbance as a result of more complicated particles flow phenomenon appeared within the CJM reactor.

![Figure 5](image2.png)

**Figure 5.** Turbulence viscosity (kg/m·s) distribution comparisons obtained at the reactor center face ($x = 0$, $y = 0$) where (a) using surface growth only model for crystallization and (b) using combined aggregation and surface growth model, respectively.
The particle size distribution (PSD) obtained from CFD–PBM modelling is shown in Figures 6 and 7. Figure 6 showed the particle size distribution contour at the system outlet. The obtained particles appeared to be uniformly distributed at the cross-sectional outlet surface when using the particles with no aggregation simulation mode, as shown in Figure 6a. Note that a small amount of large TiO2 nanoparticles was observed near the CJM reactor wall (light yellow areas). On the other hand, larger particle size was observed at the cross-sectional outlet surface when the particle aggregation phenomenon was involved in the simulation analysis, as shown in Figure 6b. Large particles observed near the CJM reactor wall are not only due to the low flow velocity of this area during production process, but also because of the collision of particles with the tube wall. This may potentially lead to accumulations of particles and agglomerates in this area.

![Image](image_url)

**Figure 6.** Particle size distribution comparisons at the system outlet where (a) contours of the Sauter mean diameter \(D_{32}\) (m) obtained using surface growth only model for crystallization and (b) using combined aggregation and surface growth model.

The mean predicted particle size was about 4 nm when using the particles with no aggregation simulation mode, as shown in Figure 7a. Narrow particle size distribution was obtained in this simulation mode. The mean predicted particle size was about 8 nm when aggregation was considered during simulation, as shown in Figure 7b. Larger TiO2 nanoparticles with broader particle size distributions, obtained when involving aggregation effects, were probably related to the size dependence of the Brownian aggregation kernel, as smaller particles were more likely to collide and produce large aggregates [35,39].

![Image](image_url)

**Figure 7.** Comparison of (a) length number diameter distribution \(D_{10}\) (m) obtained using surface growth only model for crystallization and (b) using combined aggregation and surface growth model.

As shown in Figure 8, the PSD obtained with aggregation was compared with published experimental data [38], which showed good agreement. As we can see from the experimental data histogram, most of the particles were larger than 5 nm. With no ag-
The simulation result showed that mean predicted particle size was about 4 nm which is inconsistent with the experimental results. It can be inferred that aggregation phenomenon exists in the particle growth process.

**Figure 8.** Comparison of predicted nanoparticle size distribution (PSD) with published experimental data (filled box [ ] represents experimental data and solid line [ ] represents simulation data).

**5. Conclusions**

The study on the combined population balance and computational fluid dynamics simulation has proved that it is important to take into consideration not only surface growth, but also aggregation as the mechanisms of crystal growth in a confined jet mixer (CJM) for the hydrothermal synthesis of nanomaterials. The hydrodynamic and thermodynamic variables, including velocity, temperature and mixing in a CJM reactor configurations were simulated. The particle aggregation was found to play an important role in the CJM TiO2 nanoparticle production process. The free molecular model with the Brownian kernel function was chosen to describe the size effects on particle collision during aggregation. When considering aggregation, the simulation result showed a lower mixing velocity and higher turbulence viscosity compared with the no aggregation condition. The aggregation effect on temperature is not obvious. According to the simulation result, without aggregation, the mean particle size is about 4nm and the PSD is narrow. When considering aggregation, the mean particle size is about 8nm and the PSD becomes wider. The simulated PSD result, when considering aggregation, is more consistent with the published experimental data.
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