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Abstract—Evolutionary many-objective optimization has been gaining increasing attention from the evolutionary computation research community. Much effort has been devoted to addressing this issue by improving the scalability of multiobjective evolutionary algorithms, such as Pareto-based, decomposition-based, and indicator-based approaches. Different from current work, we propose a novel algorithm in this paper called AnD, which consists of an angle-based selection strategy and a shift-based density estimation strategy. These two strategies are employed in the environmental selection to delete the poor individuals one by one. Specifically, the former is devised to find a pair of individuals with the minimum vector angle, which means that these two individuals share the most similar search direction. The latter, which takes both the diversity and convergence into account, is adopted to compare these two individuals and to delete the worse one. AnD has a simple structure, few parameters, and no complicated operators. The performance of AnD is compared with that of seven state-of-the-art many-objective evolutionary algorithms on a variety of benchmark test problems with up to 15 objectives. The experimental results suggest that AnD can achieve highly competitive performance. In addition, we also verify that AnD can be readily extended to solve constrained many-objective optimization problems.

Index Terms—Evolutionary algorithms, many-objective optimization, angle-based selection, shift-based density estimation

I. INTRODUCTION

MULTIOBJECTIVE optimization problems (MOPs) refer to the optimization problems with more than one conflicting objective. Usually, an MOP can be expressed as:

\[
\begin{align*}
\text{minimize} & \quad F(x) = (f_1(x), f_2(x), \ldots, f_m(x)) \\
\text{subject to} & \quad x \in \Omega
\end{align*}
\]

where \( x = (x_1, x_2, \ldots, x_n) \) is the decision vector, \( F(x) \) is the objective vector, \( m \) is the number of objectives, and \( \Omega \) is the decision space. The ultimate goal of multiobjective optimization is to obtain a set of well-distributed and well-converged nondominated solutions to approximate the Pareto front (PF). To achieve this goal, numerous multiobjective evolutionary algorithms (MOEAs) have been proposed over the last few decades. According to their selection mechanisms, MOEAs can be roughly classified into three categories: Pareto-based methods, decomposition-based methods, and indicator-based methods. MOEAs have shown great potential to solve MOPs with two or three objectives. However, for MOPs with more than three objectives, often known as many-objective optimization problems (MaOPs), they encounter substantial difficulties.

For Pareto-based methods, such as NSGA-II and SPEA2, the selection criteria (i.e., the Pareto-based selection and the diversity-based selection) may lose their effectiveness to push the population toward the PF. It is because with the increase of the number of objectives, the proportion of nondominated solutions will increase drastically. As a result, the Pareto-based (primary) selection fails to distinguish the individuals in the population. Under this condition, the diversity-based (secondary) selection will play a major role in the selection process. The secondary selection may make the population well-distributed over the objective space; however, the population tends to be far away from the desired PF due to the neglect of convergence performance. With respect to decomposition-based methods and indicator-based methods, they do not suffer from the selection pressure issues since they do not rely on Pareto dominance to evolve the population. However, they face their own challenges. Regarding decomposition-based methods, it is not a trivial task to assign the weight vectors or reference points in the high-dimensional objective space. In addition, indicator-based methods always result in high computational time complexity.

To enable the scalability of MOEAs for MaOPs, a considerable number of attempts have been made to improve the performance of Pareto-based, decomposition-based, and indicator-based methods, which are briefly introduced below.

- **Pareto-based Methods:** Recognizing the drawback of the Pareto-dominance relation for MaOPs, this kind of method intends to modify/relax the definition of Pareto dominance. Along this line, several rules have been proposed such as \( \epsilon \)-dominance, L-dominance, fuzzy dominance, and grid dominance. Additionally, another avenue is to develop customized diversity mechanisms, with the purpose of alleviating the loss of selection pressure. In another diversity management mechanism is introduced, which can determine whether or not to activate diversity promotion based on the distribution of population. In a shift-based density estimation strategy is proposed, which shifts the poorly converged individuals into crowded regions and assigns them high
density values. As a result, these individuals are very likely to be removed from the population. Inspired by the idea that the knee points are naturally most preferred among nondominated solutions, a knee point-driven evolutionary algorithm is proposed [18], in which knee points are explicitly used to enhance the diversity.

• **Decomposition-based Methods** [19]: This kind of method contains two different types. The first type decomposes an MaOP into a series of single-objective optimization problems. MOEA/D [6] is the most famous one. In MOEA/D, a set of weight vectors are predefined to specify multiple search directions toward the PF. Since the search directions spread out widely, it is expected that the obtained solutions cover the PF well. MOEA/D is original designed for solving MOPs. Recent advances have successfully adapted MOEA/D to solve MaOPs, such as adaptively allocating search effort in MOEA/D-AM2M [20], exploiting the perpendicular distance from the solution to the weight vector in MOEA/D-DU [21], and using Pareto adaptive scalarizing methods in MOEA/D-PaS [22]. The second type divides an MaOP into a group of sub-MaOPs [23]. One representative is NSGA-III [24], which makes use of a set of predefined well-distributed reference points to manage nondominated solutions. That is, the nondominated solutions close to the reference points are prioritized. For these two types, to achieve better performance, a crucial issue is how to assign the appropriate weight vectors or reference points [25]. To this end, an automatic weight vector generation system is devised in [26], and a two-layered generation strategy for reference points is proposed in [24].

• **Indicator-based Methods**: In this kind of method, the indicator values are used to guide the search process. Among all the indicators, the hypervolume indicator [27] is the most commonly used, which is originally a quality indicator to compare different MOEAs, while subsequently integrated into the evolutionary process. The hypervolume indicator has an attractive property, i.e., it is strictly monotonic with regard to Pareto dominance [8]. Note, however, that the burden for the calculation of hypervolume is very high, and will increase exponentially as the number of objectives increases. To overcome this shortcoming, Monte Carlo simulation is employed in [8] to approximate the exact hypervolume values, with the aim of striking a trade-off between accuracy and computational time. Besides the hypervolume indicator, there are also some cheaper indicators, such as $I_{(c)}$ indicator in IBEA [23] and $R^2$ indicator in $R^2$-EMOA [29]. Moreover, the collaboration of different cheap indicators seems to be a promising direction for solving MaOPs [30].

Apart from the above three categories, several preference-based many-objective evolutionary algorithms (MaOEAs) have been proposed recently [31], [32], which focus on a subset of the PF based on the user’s preference. There are also some dimensionality reduction approaches [33], [34], [35], aiming to deal with MaOPs with redundant objectives. Additionally, researchers have tried to take advantage of the merits offered by different categories. Two representatives are MOEA/DD and Two_Arch2. MOEA/DD [36] is based on Pareto dominance and decomposition, and Two_Arch2 [37] is based on Pareto dominance and indicator. Both MOEA/DD and Two-Arch2 show excellent performance on MaOPs. For more information about MaOEAs, interested readers are referred to two survey papers [38], [39].

Unlike current work, we propose an alternative MaOEA in this paper, called AnD. In evolutionary many-objective optimization, the task of environmental selection is to choose some promising individuals from the union population, which is composed of the parent and offspring populations, for the next generation. AnD tackles this task by two strategies: angle-based selection and shift-based density estimation. First of all, the angle-based selection finds out a pair of individuals with the minimum vector angle. Intuitively, it is necessary to delete one of these two individuals since they search in the most similar direction and it will definitely waste a lot of computational resource if they coexist. In order to make the deletion wiser, we need to take both convergence and diversity of them into account since achieving balance between convergence and diversity is the most important concern in many-objective optimization. Fortunately, the shift-based density estimation has the capability to cover both the distribution and convergence information of individuals [17]. Therefore, it is utilized to compare these two individuals and to delete the worse one. By repeating this process, AnD provides a quite natural way for solving MaOPs—the individuals with poor diversity and convergence will be eliminated from the union population one by one.

The main contributions of this paper are summarized as follows:

• We design AnD as an alternative MaOEA, which has a simple structure, few parameters, and no complicated operators. More importantly, AnD is different from existing methods—it does not use dominance rules, weights vectors/reference points, and indicators. As a consequence, it has the following advantages for solving MaOPs: exempting from insufficient selection pressure in Pareto-based methods, avoiding assigning weight vectors/reference points in decomposition-based methods, and no need to consume a high computational cost as in indicator-based methods.

• The vector angle [40], [41] and the shift-based density estimation [17], [42] have been extensively investigated in the design of MaOEAs, respectively. However, to the best of our knowledge, it is the first attempt to effectively combine them together for solving MaOPs, by making use of their complementary properties. Moreover, AnD provides a straightforward way to achieve both diversity and convergence—identifying the two individuals with the minimum vector angle via the angle-based selection and removing the worse one with poor diversity and convergence via the shift-based density estimation in an iterative way.

• Systematic experiments have been conducted on both DT LZ and WFG test suites to demonstrate the effectiveness of AnD. The performance of AnD is compared with
that of seven state-of-the-art MaOEAs. The experimental results suggest that, overall, AnD can achieve better performance in terms of two widely used performance metrics, i.e., IGD [43] and HV [27].

- AnD has been further extended to solve constrained MaOPs with promising performance.

The rest of this paper is organized as follows. Section II introduces the preliminary knowledge. The details of AnD are presented in Section III. Subsequently, the experimental setup is described in Section IV. The empirical results on both unconstrained and constrained MaOPs are given in Section V. Finally, Section VI concludes this paper.

II. PRELIMINARY KNOWLEDGE

A. Vector Angle

In this paper, the vector angle denotes the included angle between two individuals in the normalized objective space. The normalized objective vector of an individual is computed as follows. First of all, we find the ideal point $Z^{\text{min}} = (z_1^{\text{min}}, z_2^{\text{min}}, ..., z_m^{\text{min}})$ and the nadir point $Z^{\text{max}} = (z_1^{\text{max}}, z_2^{\text{max}}, ..., z_m^{\text{max}})$, where $z_i^{\text{min}}$ and $z_i^{\text{max}}$ are the minimum and maximum values of the $i$th objective for all individuals, respectively. Afterward, for the $j$th individual $x_j$, its objective vector $F(x_j)$ is normalized as $\tilde{F}(x_j) = (f'_1(x_j), f'_2(x_j), ..., f'_m(x_j))$ according to

$$f'_i(x_j) = \frac{f_i(x_j) - z_i^{\text{min}}}{z_i^{\text{max}} - z_i^{\text{min}}}, \quad i = 1, 2, ..., m$$

After the normalization, the vector angle between two individuals $x_j$ and $x_k$, referred to as $\theta_{x_j,x_k}$, is computed as

$$\theta_{x_j,x_k} = \arccos \left( \frac{\tilde{F}(x_j) \cdot \tilde{F}(x_k)}{\| \tilde{F}(x_j) \| \times \| \tilde{F}(x_k) \|} \right)$$

where $\tilde{F}(x_j) \cdot \tilde{F}(x_k)$ denotes the inner product of $\tilde{F}(x_j)$ and $\tilde{F}(x_k)$, and $\| \cdot \|$ calculates the norm of a vector. It is clear that $\theta_{x_j,x_k} \in [0, \pi]$.

In principle, the vector angle reflects the similarity of search directions between two individuals. To be specific, if two individuals search in quite different directions, the vector angle between them is large; otherwise, the vector angle is small. Fig. 1 gives an example. From Fig. 1, we can observe that: 1) individuals A and D search in quite different directions, then $\theta_{A,D}$ is relatively larger, and 2) individuals B and C share the similar search directions, then $\theta_{B,C}$ is relatively smaller.

During the recent two years, the vector angle has attracted a high level of interest in evolutionary many-objective optimization. For instance, it has been incorporated into decomposition-based approaches. In [40], a reference vector guided evolutionary algorithm (RVEA) for many-objective optimization is proposed. In RVEA, the angle-penalized distance is used to balance convergence and diversity of individuals in the high-dimensional objective space. In [44], a novel decomposition-based MaOEA called MOEA/D-LWS is proposed. In MOEA/D-LWS, for each search direction, the optimal solution is selected only among its neighboring solutions. Note that the neighborhood is defined by a hypercone, whose apex angle is determined automatically in a priori. Very recently, a new variant of MOEA/D with sorting-and-selection (MOEA/D-SAS) is presented in [45]. In MOEA/D-SAS, the balance between convergence and diversity is achieved by two distinctive components, i.e., decomposition-based-sorting and angle-based-selection. In the latter, the angle information between two individuals in the objective space is used to maintain the diversity.

In addition, the vector angle also has the potential to improve the performance of Pareto-based approaches. In [41], a vector angle-based evolutionary algorithm (VaEA) for unconstrained many-objective optimization is developed. VaEA implements the nondominated sorting procedure to obtain different layers, and deals with the last layer through the vector angle. Specifically, the maximum-vector-angle-first principle is used to guarantee the wideness and uniformity of the solution set. Thereafter, the worse-elimination principle enables worse individuals in terms of convergence to be conditionally replaced with other individuals. Very recently, VaEA is further generalized to solve constrained MaOPs [46].

Other kinds of attempts have also been made to solve MaOPs with the usage of vector angle. For example, He and Yen [47] suggested an MaOEA based on coordinate selection strategy (MaOEA-CSS), in which a new diversity measure based on vector angle is designed in the mating and environmental selection.

B. Shift-based Density Estimation

The shift-based density estimation is an advanced density estimation strategy proposed by Li et al. [17]. Compared with the traditional density estimation, it shifts the positions of other individuals when estimating the density of an individual (e.g., $x_j$) in the population $\mathcal{P}$. This shift process is simple and it is based on the convergence comparison between other individuals and $x_j$ on each objective. To be specific, if $x_k$ (suppose that $x_k$ is another individual in $\mathcal{P}$) outperforms $x_j$ on one objective, its objective value on this objective will be shifted to the same position of $x_j$ on this objective; otherwise, its objective value keeps unchanged. This process can be described as

$$f'_i(x_k) = \begin{cases} f'_i(x_j), & \text{if } f'_i(x_k) < f'_i(x_j) \\ f'_i(x_k), & \text{otherwise} \end{cases}$$

Fig. 1. Illustration of the vector angle in a bi-objective minimization scenario.
where $f^*_i(x_k)$ is the shifted objective value of $f^*_i(x_k)$, and $F^i(x_k) = (f^*_1(x_k), f^*_2(x_k), \ldots, f^*_m(x_k))$ is the shifted objective vector of $F(x_k)$. Note that before shifting, the objective vector of each individual is normalized via Eq. (2).

To understand the shift process more clearly, we take the shift-based density estimation of individual $B(0.6, 0.9)$ in Fig. 2 as an example. First of all, individuals $A(0, 1)$, $C(0.7, 0.4)$, and $D(1, 0)$ in Fig. 2 are shifted to $A'(0.6, 1)$, $C'(0.7, 0.9)$, and $D'(1, 0.9)$, respectively. Due to the fact that $A_1 = 0 < B_1 = 0.6$, $C_2 = 0.4 < B_2 = 0.9$, and $D_2 = 0 < B_2 = 0.9$. Subsequently, it can be observed that the poorly converged individual $B$ is located in a crowded region. Thus, $B$ will be assigned a high density value and is very likely to be removed from the population. It is noteworthy that in order to obtain the density of an individual, the shift process should be combined with a density estimator, such as the crowding distance in NSGA-II [4], the grid crowding degree in PESA-II [48], and the shift-based density estimation of individual $B$ is obtained by combining the shift-based density estimation.

In this paper, we integrate the shift-based density estimation with the $k$th nearest neighbor to estimate the density of individual $x_j$ in $P$, denoted as $SD(x_j)$. The implementation is the following:

1) Shift the normalized objective vectors of the other individuals in $P$ via Eq. (4).
2) Calculate the Euclidian distances between the other shifted normalized objective vectors and $F^i(x_j)$ according to:

$$d(x_j, x_k) = \|F^i(x_k) - F^i(x_j)\|, x_k \in P \cap x_k \neq x_j \tag{5}$$

3) Find the $k$th minimum value $\ell(x_j)$ in the set of $\{d(x_j, x_k), x_k \in P \cap x_k \neq x_j\}$, where $k$ is set to $\sqrt{N}$ and $N$ is the size of $P$;
4) Compute $SD(x_j)$ according to Eq. (6):

$$SD(x_j) = \frac{1}{\ell(x_j) + 2} \tag{6}$$

Note that the higher the density value, the worse the performance of an individual.

The shift-based density estimation has become an important technique in evolutionary many-objective optimization. From [17], it can significantly enhance the scalability of NSGA-II [4], SPEA2 [5], and PESA2 [48] for solving MaOPs. However, SPEA2 achieves better performance than NSGA-II and PESA2, after these three algorithms are integrated with the shift-based density estimation. Recently, Wang et al. [42] presented a cooperative differential evolution with multiple populations (CMODE) for multi- and many-objective optimization. From the experimental results, the combination of CMODE and the shift-based density estimation reaches outstanding performance when solving MaOPs. Very recently, Li et al. [40] presented a stochastic ranking-based multi-indicator algorithm (SRA). SRA adopts the stochastic ranking technique to balance the search biases of different indicators. Among these indicators, one is designed based on the shift-based density estimation.

### III. PROPOSED APPROACH

#### A. AnD

This paper proposes a new MaOEA with angle-based selection and shift-based density estimation, named AnD. The framework of AnD is given in Algorithm 1. First of all, a population $P_0$ with $N$ individuals is randomly initialized in the decision space $\Omega$. During the evolution, an offspring population $Q_t$ is generated from $P_t$ through mating. Afterward, an union population $U_t$ is obtained by combining $Q_t$ with $P_t$. Finally, the environmental selection is performed on $U_t$ to produce the next population $P_{t+1}$. The above procedure repeats until the stopping criterion is met.

From the above introduction, it can be seen that similar to most MaOEAs, AnD involves two main components: mating and environmental selection. The aim of mating is to generate a number of offspring (i.e., $Q_t$) from the parents (i.e., $P_t$) by making use of evolutionary operators, such as selection, crossover, and mutation. AnD does not apply any explicit selection to choose parents from $P_t$ or employ any special crossover and mutation to generate offspring. Instead, the parents are randomly chosen from $P_t$, and the simulated binary crossover (SBX) and the polynomial mutation are utilized to generate $Q_t$. The reasons are twofold: 1) the random selection, SBX, and the polynomial mutation have been widely used in

#### Algorithm 1 The framework of AnD

**Input:** an MaOP and the population size $N$

**Output:** $P_{t+1}$

1. **Initialization**($P_0$);
2. $t \leftarrow 0$
3. **while the stopping criterion is not met** do
   4. $Q_t \leftarrow$ Mating($P_t$);
   5. $U_t \leftarrow P_t \cup Q_t$;
   6. $P_{t+1} \leftarrow$ Environmental-Selection($U_t$);
   7. $t \leftarrow t + 1$;

**end while**
the community of evolutionary many-objective optimization; and 2) we would like to ensure a fair comparison with other algorithms. The unique characteristic of AnD lies in its environmental selection, which is described in the sequel.

B. Environmental Selection

The environmental selection aims at choosing \( N \) individuals with the most potential from the union population \( \mathcal{U}_t \) for the next generation. AnD accomplishes this by two strategies: angle-based selection and shift-based density estimation. Algorithm 2 describes the environmental selection of AnD. Firstly, the vector angles between any two individuals in \( \mathcal{U}_t \) are calculated. Thereafter, the angle-based selection is conducted to identify two individuals (denoted as \( \mathbf{u}_j \) and \( \mathbf{u}_k \)) with the minimum vector angle \( \theta_{\mathbf{u}_j, \mathbf{u}_k} \) in \( \mathcal{U}_t \). Consequently, the shift-based density estimation is employed to compare \( \mathbf{x}_j \) and \( \mathbf{x}_k \), and the one with a higher density value is removed from \( \mathcal{U}_t \). This process proceeds until the size of \( \mathcal{U}_t \) is less than or equal to \( N \). Next, we explain the importance of the combination of these two strategies in AnD.

As mentioned in Section II-A, the vector angle reflects the similarity between two individuals in their search directions. If two individuals share the minimum vector angle, they absolutely have the most similar search direction. To improve the diversity of search directions, one of them should be discarded. If we repeatedly delete one of two individuals with the most similar search direction in the remaining population, the diversity of search directions will be well maintained in the final population. In fact, the main idea behind the angle-based selection is to approximate the PF from diverse search directions. Decomposition-based approaches, which have shown great success in solving MaOPs, also occupy the similar idea. However, compared with decomposition-based approaches, the angle-based selection only exploits the information provided by vector angle, rather than weight vectors or reference points.

Although the angle-based selection is able to find out a pair of individuals with the most similar search direction, it cannot distinguish them. In many-objective optimization, when comparing two individuals, it has been widely accepted that both the diversity and convergence should be considered. Fortunately, the shift-based density estimation provides an effective way to measure the quality of two individuals, because it focuses on both the diversity and convergence of individuals as introduced in Section II-B. As a result, the shift-based density estimation has the capability to judge which individual is worse and should be deleted under this condition.

Overall, the environmental selection of AnD combines the angle-based selection and the shift-based density estimation in a quite natural way: the former identifies the two most similar individuals in terms of search direction, and the latter eliminates the worse one in terms of both diversity and convergence. Therefore, by iteratively implementing both of them, the individuals with poor diversity and convergence will be deleted one by one from \( \mathcal{U}_t \); thus the population will continuously approach the PF with good diversity.

In principle, AnD can be regarded as a “diversity-first-and-convergence-second” MaOEA. It is because the diversity of search directions is considered first in the angle-based selection. Note that the rationality of “diversity-first-and-convergence-second” for many-objective optimization has already been verified in [49].

C. Analysis of the Principle

An example in a two-dimensional objective space is used to illustrate the working principles of six different MaOEAs, i.e., NSGA-III [24], SPEA2+SD (a combination of SPEA2 and the shift-based density estimation) [17], MOEA/D [6], MOEA/DD [36], HypE [8], and AnD. Suppose that there are six individuals (i.e., \( \mathbf{A}(0,0.9) \), \( \mathbf{B}(0.7,1) \), \( \mathbf{C}(1,0.3) \), \( \mathbf{D}(0.7,0.15) \), \( \mathbf{E}(0.9,0.05) \), and \( \mathbf{F}(0,1) \)) in the population, and that our task is to select four promising individuals into the next generation. Fig. 3 depicts what happens to the six compared methods. From Fig. 3, we can give the following comments:

- In both NSGA-III and SPEA2+SD, \( \mathbf{A} \), \( \mathbf{D} \), \( \mathbf{E} \), and \( \mathbf{F} \) are selected into the next generation. The reason is that these two algorithms prefer nondominated individuals. From Fig. 3, it can be observed that \( \mathbf{B} \) is Pareto dominated by \( \mathbf{A} \) and \( \mathbf{D} \), and \( \mathbf{C} \) is Pareto dominated by \( \mathbf{D} \), \( \mathbf{E} \), and \( \mathbf{F} \). Thus, \( \mathbf{A}, \mathbf{D}, \mathbf{E}, \) and \( \mathbf{F} \) are the nondominated individuals, while \( \mathbf{B} \) and \( \mathbf{C} \) are the dominated individuals.

- With respect to MOEA/D, suppose that there are four weight vectors (i.e., \( \mathbf{w}_1, \mathbf{w}_2, \mathbf{w}_3, \) and \( \mathbf{w}_4 \)) as shown in Fig. 3, and that the Tchebycheff approach is used. According to the principle of MOEA/D with the Tchebycheff approach, each weight vector will be associated with an individual. From Fig. 3, it is clear that \( \mathbf{w}_1 \) and \( \mathbf{w}_2 \) are associated with \( \mathbf{A} \), \( \mathbf{w}_3 \) is associated with \( \mathbf{D} \), and \( \mathbf{w}_4 \) is associated with \( \mathbf{F} \). Therefore, \( \mathbf{A}, \mathbf{D}, \) and \( \mathbf{F} \) will survive into the next generation. In particular, \( \mathbf{B} \) will be duplicated. For the other individuals (i.e., \( \mathbf{B}, \mathbf{C}, \) and \( \mathbf{F} \)), they will be eliminated.

- For MOEA/DD, \( \mathbf{A}, \mathbf{B}, \mathbf{C}, \) and \( \mathbf{F} \) will survive into the next generation. It is because the weight vectors in MOEA/DD is used to divide the objective space into a series of subregions. From Fig. 3, we can find that \( \mathbf{A}, \mathbf{B}, \) and

```
Algorithm 2: Environmental-Selection(\( \mathcal{U}_t \))

Input: \( \mathcal{U}_t \) which is the union of \( \mathcal{P}_t \) and \( \mathcal{Q}_t \)
Output: \( \mathcal{P}_{t+1} \)
1: Calculate the vector angles between any two individuals in \( \mathcal{U}_t \) based on Section II-A
2: while \( |\mathcal{U}_t| > N \) do
3: Find out two individuals (denoted as \( \mathbf{u}_j \) and \( \mathbf{u}_k \)) with the smallest vector angle \( \theta_{\mathbf{u}_j, \mathbf{u}_k} \) in \( \mathcal{U}_t \);
4: Calculate the shift-based density estimation \( SD(\mathbf{u}_j) \) and \( SD(\mathbf{u}_k) \) according to Section II-B
5: if \( SD(\mathbf{u}_j) < SD(\mathbf{u}_k) \) then
6: \( \mathcal{U}_t \leftarrow \mathcal{U}_t / \mathbf{u}_k; \) // delete \( \mathbf{u}_k \) from \( \mathcal{U}_t \)
7: else
8: \( \mathcal{U}_t \leftarrow \mathcal{U}_t / \mathbf{u}_j; \) // delete \( \mathbf{u}_j \) from \( \mathcal{U}_t \)
9: end if
10: end while
11: \( \mathcal{P}_{t+1} \leftarrow \mathcal{U}_t; \)
```
C are in their own isolated subregions and all of them will be selected into the next generation. For D, E, and F, they are in the same subregion and only the boundary individual F will be chosen into the next generation.

- In terms of HypE, like NSGA-III and SPEA2+SDE, A, D, E, and F are remained and the others are deleted. The reason is the following: B and C have no contribution to the whole population’s hypervolume value, while the other individuals (i.e., A, D, E, and F) have. As a result, B and C are eliminated from the population.

- To implement AnD, firstly, it is necessary to calculate the vector angles between any two individuals in the population. Subsequently, we need to identify two individuals with the minimum vector angle and employ the shift-based density estimation to differentiate them. It is easy to find that $\theta_{E,F}$ is the minimum vector angle in the population. Then, according to Section III, we can obtain the density values of E and F as $SD(E) \approx 0.4762$ and $SD(F) \approx 0.4651$, respectively. Thus, E will be removed from the population since it has the higher density value. After E has been eliminated, $\theta_{C,D}$ becomes the minimum vector angle and the density values of C and D are computed as $SD(C) = 0.5$ and $SD(D) \approx 0.4348$, accordingly. Thereafter, C will be removed from the population due to its higher density value. In summary, C and E will be eliminated from the population, while A, B, D, and F will be chosen into the next generation.

From the above discussions, we can observe that:

- The principle of AnD is different from that of the other five state-of-the-art MaOEAs. AnD employs two simple strategies, namely the angle-based selection and the shift-based density estimation, to delete the inferior individuals one by one from the population.

- AnD can obtain more suitable results compared with the five competitors. In NSGA-III, SPEA2+SDE, and HypE, A, D, E, and F survive into the next generation. In terms of MOEA/D, A, D, and F are remained. In particular, A is copied. With respect to MOEA/DD, A, B, C, and F are chosen for survival. However, only in AnD, A, B, D, and F are selected for the next generation simultaneously. Note that B plays an important role in maintaining the diversity of search directions since it is in a sparse region. Nevertheless, only in AnD and MOEA/DD, it survives. In contrast to MOEA/DD, AnD keeps D and deletes C. This seems more reasonable since C and D share the similar search direction but D has better convergence performance. Consequently, we can conclude that AnD can strike a better balance between convergence and diversity than the five competitors.

**D. Computational Time Complexity**

The computational time complexity of AnD is dependent mainly on its environmental selection. In Algorithm 2, since the vector angles should be computed between any two
individual in the union population $\mathcal{U}$ of size $2N$, the computational time complexity is thus $O(mN^2)$. In addition, the computational time complexity of sorting these vector angles is $O(N^2 \log_2 N)$. The implementation of the shift-based density estimation has a time complexity of $O(mN^2)$. Therefore, the overall computational time complexity of AnD at one generation is $\max\{O(mN^2), O(N^2 \log_2 N)\}$.

E. Discussion

AnD is an alternative MaOEA, since it abandons the usage of dominance rules, weight vectors or reference points, and indicators. As a result, AnD alleviates the disadvantages of other MaOEAs to some extent when solving MaOPs, such as the loss of selection pressure in Pareto-based approaches, the requirement of specifying weight vectors or reference points in decomposition-based methods, and the high computational time complexity in hypervolume-based approaches. AnD also has some other good properties. For instance, it has a simple structure, few parameters, and no complicated operators. Actually, it is an effective algorithm for solving both unconstrained and constrained MaOPs as demonstrated in Section V.

As introduced in Section II, RVEA [40], LWS [44], MOEA/D-SAS [45], VaEA [41], MaOEA-CSS [47], and MOEA/VAN [50] utilize the information of vector angle, while SPEA2+SDE [17], CMODE+SDE [42], and SRA [39] employ the shift-based density estimation. To the best of our knowledge, AnD is the first attempt to combine both the vector angle and the shift-based density estimation together, by taking advantage of their complementary features.

IV. EXPERIMENTAL SETUP

A. Benchmark Test Problems

To evaluate the performance of the proposed AnD, we applied it to solve two well-known benchmark test suites, namely, DTLZ [51] and WFG [52] test suites. DTLZ1-4 and WFG1-WFG9 with five, 10, and 15 objectives were chosen for our empirical studies. Following the suggestion in [51], the number of decision variables $n$ was set to $n = m + k - 1$ for DTLZ test suite, where $m$ denotes the number of objectives, $k = 5$ for DTLZ1, and $k = 10$ for DTLZ2-4. As recommended in [52], $n$ was set to $n = k + l$ for WFG test suite, where the position-related variable $k = 2 \times (m - 1)$, and the distance related variable $l = 20$.

As pointed out in [51] and [52], the PFs of DTLZ and WFG test suites have various characteristics (i.e., linear, convex, concave, mixed, and multi-modal), which pose a grant challenge for an MaOEA to find a well-converged and well-distributed solution set.

B. Performance Metrics

Two widely used performance metrics, i.e., the inverted generational distance (IGD) [43] and hypervolume (HV) [27], were employed to compare AnD with other MaOEAs.

| $m$ | No. of Vectors | NSGA-III | MOEA/D and MOEA/DD |
|-----|----------------|----------|---------------------|
| 5   | 210            | 212      | 210                 |
| 10  | 275            | 276      | 275                 |
| 15  | 135            | 136      | 135                 |

- **IGD**: Suppose that $\mathcal{P}$ is an approximation set and $\mathcal{P}^*$ is a set of nondominated solutions uniformly distributed on the true PF. The IGD metric is calculated as:
  \[
  IGD(\mathcal{P}) = \frac{1}{|\mathcal{P}|} \sum_{z \in \mathcal{P}^*} \text{distance}(z^*, \mathcal{P})
  \]
  where $\text{distance}(z^*, \mathcal{P})$ is the minimum Euclidean distance between $z^*$ and all members in $\mathcal{P}$, and $|\mathcal{P}^*|$ is the cardinality of $\mathcal{P}^*$. The IGD metric has some advantages such as computational efficiency, good flexibility, and generality. It is believed that the smaller the IGD value, the better the performance of an MaOEA.

- **HV**: HV measures the volume enclosed by the PFs of $\mathcal{P}$ and a specified reference point in the objective space [53]. It assesses both convergence and diversity of $\mathcal{P}$, and is the only indicator which is Pareto-compliant [8]. For an MaOEA, a larger HV value is desirable. In our experiments, firstly, the objective vectors of $\mathcal{P}$ are normalized. Thereafter, the HV value is calculated by using the reference point which is set to 1.1 times of the upper bounds of the true PF. To approximate the exact HV value, usually the Monte Carlo sampling [8] is adopted.

C. Algorithms for Comparison

The following seven state-of-the-art MaOEAs are under our consideration for performance comparison.

- **RVEA** [40]: RVEA is a reference vector guided evolutionary algorithm for many-objective optimization. In RVEA, the angle between the reference vector and the objective vector is utilized to compute the angle-penalized distance.

- **SPEA2+SDE** [17]: SPEA2+SDE incorporates the shift-based density estimation into SPEA2 for MaOPs. The effectiveness of SPEA2+SDE has been verified in numerous studies.

- **MOEA/D** [6]: Herein, MOEA/D with the penalty-based boundary intersection (PBI) function is used in our experiments, which has been found to be very effective for solving MaOPs.

- **NSGA-III** [24]: NSGA-III is a reference-point-based MaOEA following NSGA-II framework.

- **MOMBI-II** [43]: MOMBI-II is a recently proposed indicator-based MaOEA which adopts $R2$ indicator as an the selection criterion.

- **MOEA/DD** [36]: MOEA/DD is a popular MaOEA which is based on both Pareto dominance and decomposition.

- **Two_Arch2** [47]: Two_Arch2 is a well-known MaOEA which assigns different selection principles (indicator-based and Pareto-based) to the two archives for convergence and diversity, respectively.
Table II

| Problem | m  | AnD-WoA | AnD-WoD | AnD |
|---------|----|---------|---------|-----|
| DTLZ1   | 5  | 7.1041e -2 | 7.3325e -2 | 6.0160e -2 |
| DTLZ2   | 10 | 1.0234e -1 | 1.6631e -1 | 1.2564e -1 |
| DTLZ3   | 15 | 1.7912e -1 | 2.3414e -1 | 1.9064e -1 |
| WFG1    | 5  | 9.3495e -1 | 1.0394e +0 | 8.2345e -1 |
| WFG2    | 10 | 1.9120e +0 | 2.3222e +0 | 1.8344e +0 |
| WFG3    | 15 | 4.2708e +0 | 4.4120e +0 | 2.5826e +0 |
| WFG4    | 5  | 1.2924e +0 | 1.2482e +0 | 7.4199e -1 |
| WFG5    | 10 | 4.8891e +0 | 4.6696e +0 | 3.7346e -1 |
| WFG6    | 15 | 1.4048e +1 | 1.4005e +1 | 1.2394e +1 |
| WFG7    | 5  | 1.0499e +0 | 8.2422e -2 | 9.0866e -1 |
| WFG8    | 10 | 8.6690e +0 | 1.2946e +0 | 2.6156e +0 |
| WFG9    | 15 | 1.2600e +0 | 1.2189e +0 | 9.5061e -1 |
| DTLZ4   | 5  | 4.5454e -1 | 4.0555e -1 | 3.7663e -1 |
| DTLZ5   | 10 | 6.8081e -1 | 5.9323e -1 | 5.5382e -1 |
| WFG10   | 5  | 9.3495e -1 | 1.0394e +0 | 8.2345e -1 |
| WFG11   | 10 | 1.9120e +0 | 2.3222e +0 | 1.8344e +0 |
| WFG12   | 15 | 4.2708e +0 | 4.4120e +0 | 2.5826e +0 |

Table III

| Problem | m  | AnD-WoA | AnD-WoD | AnD |
|---------|----|---------|---------|-----|
| DTLZ1   | 5  | 9.6282e -1 | 9.1737e -1 | 9.7393e -1 |
| DTLZ2   | 10 | 9.9827e -1 | 9.5804e -1 | 9.9559e -1 |
| DTLZ3   | 15 | 9.9371e -1 | 8.5799e -1 | 9.9759e -1 |
| WFG1    | 5  | 7.3680e -1 | 7.8779e -1 | 8.6057e -1 |
| WFG2    | 10 | 8.8263e -1 | 8.9729e -1 | 9.6418e -1 |
| WFG3    | 15 | 7.5375e -1 | 8.3318e -1 | 9.8283e -1 |
| WFG4    | 5  | 7.1446e -1 | 7.4188e -1 | 7.7897e -1 |
| WFG5    | 10 | 8.7058e -1 | 8.1980e -1 | 5.1899e -1 |
| WFG6    | 15 | 6.9805e -1 | 5.4163e -1 | 4.5641e -1 |

D. Parameter Settings

- **Population Size**: Table I presents the population size of NSGA-III, MOEA/D, and MOEA/DD. For other algorithms, the population size kept the same with NSGA-III.
- **Parameter Settings for Evolutionary Operators**: For all algorithms, the simulated binary crossover (SBX) and polynomial mutation were used to produce offspring. Following the suggestion in [55], the crossover probability and the mutation probability were set to 1.0 and 1/5, respectively, and the distribution indexes of both SBX and the polynomial mutation were set to 20.
- **Number of Independent Runs and Termination Condition**: All algorithms were independently run 20 times on each test problem, and terminated when 90,000 function evaluations (FEs) reached [37, 39].

- **Parameter Settings for Algorithms**: For RVEA [40], $\alpha = 2$ and $f_r = 0.1$ for all test problems following the suggestion in [40]. For MOEA/D [6], the neighborhood size was set to 20, the maximum replacement number was set to 2, and the penalty parameter $\theta$ was set to 5. For MOEA/DD [56], the neighborhood size and $\theta$ kept the same with MOEA/D, and the probability $\delta$ was set to 0.9. According to [54], two parameters in MOMBI-II were set as $\epsilon = 0.001$ and $\alpha = 0.5$, respectively.

In this paper, all the experiments were implemented in the platform recently developed by Tian et al. [56].
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30 out of 39 test problems, while AnD-WoA and AnD-WoD achieve the best performance on only five and four test problems, respectively. With respect to the HV metric, AnD performs the best on 36 test problems. Nevertheless, AnD-WoA and AnD-WoD perform the best on no more than two test problems. The reason for the above results seems obvious. Compared with AnD, AnD-WoA discards the angle-based selection, therefore it is unable to maintain the diversity of search directions. Regarding AnD-WoD, it replaces the shift-based density estimation with the Euclidean distance. However, the Euclidean distance only considers an individual's convergence property; thus, it is less reasonable than the shift-based density estimation which takes both the diversity and convergence into account.

From the above discussions, we can conclude that the angle-based selection and the shift-based density estimation are two indispensable strategies in AnD.

B. Comparison with Seven State-of-the-Art MaOEAs

Subsequently, we compared the performance of AnD with that of the seven peer algorithms introduced in Section IV-C on DTLZ and WFG test suites in terms of the IGD and HV metrics. The experimental results are summarized in Tables IV and V. At our first glance, RVEA, SPEA2+SDE, and MOEA/DD can achieve superior performance on DTLZ test
suite. The reason might be that DTLZ test suite puts more emphasis on an algorithm’s convergence ability than diversity ability \cite{57} and AnD is a “diversity-first-and-convergence-second” MaOEA. Note, however, that AnD can obtain the best overall performance on WFG test suite. To visualize the experimental results, we plotted the final populations resulting from the eight compared algorithms in a typical run by parallel coordinates on four representative test problems in Figs. ??– ??
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(c) MOEA/D
(d) NSGA-III
(e) MOMBI-II
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Fig. 4. The final solution sets of the eight compared algorithms on DTLZ1 with ten objectives by parallel coordinates.

1) DTLZ Test Suite: From Tables \[IV\] and \[V\] we can observe that the eight compared algorithms exhibit mixed performance. More specifically, SPEA2+SDE performs the best in terms of the IGD metric, followed by MOEA/DD and AnD, as shown in Table \[IV\]. Nevertheless, MOEA/DD and RVEA obtain the best and second best performance with respect to the HV metric, respectively, as shown in Table \[V\].

For DTLZ1, it is a multimodal problem, in which the PF is degenerate and the decision variables are non-separable. It challenges the convergence performance of an algorithm. We can find that SPEA2+SDE achieves the best IGD values on five and 10 objectives, while MOEA/D obtains the best IGD value on 15 objectives. As far as HV is concerned, MOEA/DD outperforms others on five and 10 objectives, and RVEA beats its competitors on 15 objectives. As shown in Fig. ??, the results provided by some methods using weight vectors or reference points (i.e., MOEA/D and MOEA/DD) have better distributions. With respect to SPEA2+SDE and Two_Arch2, the scales of some objective values are smaller than the true PF, which suggests that they have a preference on the solutions located in central areas. In terms of AnD, some extreme values for the third, fourth, and sixth objectives occur, which means that AnD has relatively poor convergence performance on DTLZ1.

DTLZ2 is a relatively simple test problem compared with DTLZ1, which is mainly used to test an algorithm’s diversity. It is observed that AnD can achieve the best overall IGD performance, while MOEA/DD can obtain the best overall HV performance. It is necessary to note that in AnD the diversity of population is considered in both the angle-based selection and the shift-based density estimation; therefore, AnD provides promising results on DTLZ2.

For DTLZ3, which is a highly multimodal problem, SPEA2+SDE can achieve the best overall performance in terms of both IGD and HV. From Table \[IV\] it can be seen that the results provided by NSGA-III and Two_Arch2 are distant from the PFs on 10 and 15 objectives. For AnD, it can obtain medium performance in terms of both IGD and HV.

Regarding DTLZ4, the density of points on its PF is strongly biased. Therefore, the main challenge for solving this test problem is to maintain the diversity of population. Similar to DTLZ2, AnD and MOEA/DD obtain the best overall IGD and HV performance, respectively. From Fig. ??, it can be observed that Two_Arch2 produces some extreme values on the sixth objective, which suggests the unstable convergence performance. The results obtained by RVEA, NSGA-III, and MOEA/DD distribute similarly and concentrate mainly on the boundary or the middle parts of the PF. As for MOEA/D, its obtained results fail to cover the forth and fifth objectives well. Similarly, the results obtained by MOMBI-II are unable to cover the ninth objective well. With respect to SPEA2+SDE and AnD, they are capable of covering the whole PF. The difference between them is that the objective values derived from SPEA2+SDE mainly lie in \([0, 0.8]\), while in AnD, they are well-distributed within \([0, 1]\).

2) WFG Test Suite: The first observation from Tables \[VI\] and \[VII\] is that AnS attains the best overall performance
in terms of both IGD and HV. Next, we give the detailed discussions.

Table VI shows the IGD values resulting from the eight compared algorithms. Clearly, AnS and RVEA are the two top algorithms and they have a clear advantage over the other six algorithms on the majority of test problems. Actually, AnS provides the best and second best IGD values on 12 and six out of 27 test problems, respectively. As for RVEA,
generates six best results and nine second best results. In addition, SPEA2+SDE obtains three best results and two second best results, Two_Arch2 produces five best results, NSGA-III shows one best result and seven second best results, and MOEA/DD and MOMBII-II reach one second best result. One interesting phenomenon we have observed is that the methods based on weight vectors or reference points (i.e., MOEA/D, MOEA/DD, NSGA-III, and MOMBII-II) seem to lose their

### TABLE VII

**Performance Comparison between AND and Seven State-of-the-Art MAOEs in Terms of the Average HV Value on WFG Test Suite. The Best and Second Best Average HV Values among all the algorithms on each test problem are highlighted in gray and light gray, respectively.**

| Problem | n | RVEA | SPEA2+SDE | MOEA/D | NSGA-III | MOMBII-II | MOEA/DD | Two_Arch2 | And |
|---------|---|------|-----------|--------|----------|-----------|---------|-----------|-----|
| WFG1 | 5 | 5.2614e-1 | 8.5804e-1 | 6.9318e-1 | 5.0964e-1 | 9.8249e-1 | 3.7722e-1 | 6.3042e-1 | 6.7931e-1 |
| WFG1 | 10 | 3.3523e-1 | 6.1873e-1 | 4.5187e-1 | 4.2400e-1 | 9.9177e-1 | 2.8866e-1 | 3.9733e-1 | 5.1846e-1 |
| WFG1 | 15 | 6.4838e-1 | 6.4160e-1 | 2.3520e-1 | 5.6188e-1 | 8.5154e-1 | 4.8177e-1 | 5.1782e-1 |
| WFG2 | 5 | 9.5415e-1 | 9.4272e-1 | 7.4322e-1 | 9.6190e-1 | 9.7075e-1 | 9.2248e-1 | 9.7553e-1 | 9.8680e-1 |
| WFG2 | 10 | 9.0610e-1 | 9.5058e-1 | 7.3343e-1 | 9.4637e-1 | 7.5468e-1 | 8.8639e-1 | 9.4264e-1 | 9.8132e-1 |
| WFG2 | 15 | 7.6772e-1 | 9.3104e-1 | 6.7594e-1 | 9.1018e-1 | 5.4736e-1 | 8.0398e-1 | 9.7282e-1 |
| WFG3 | 5 | 2.5974e-2 | 6.7116e-1 | 5.9385e-1 | 7.1066e-1 | 6.7294e-1 | 6.6812e-1 | 7.2408e-1 | 6.9653e-1 |
| WFG3 | 10 | 3.7874e-1 | 5.6384e-1 | 2.2239e-1 | 6.0532e-1 | 2.7517e-1 | 2.5414e-1 | 7.3815e-1 | 6.2796e-1 |
| WFG3 | 15 | 4.6421e-1 | 6.9188e-1 | 3.6466e-1 | 3.7871e-1 | 3.2567e-1 | 6.5152e-1 | 7.5401e-1 |
| WFG4 | 5 | 7.4868e-1 | 7.5476e-1 | 6.4367e-1 | 7.4082e-1 | 6.6036e-1 | 7.3706e-1 | 7.1734e-1 | 7.5858e-1 |
| WFG4 | 10 | 8.3259e-1 | 8.2460e-1 | 3.7213e-1 | 8.6530e-1 | 6.2088e-1 | 7.8801e-1 | 6.7139e-1 | 8.6804e-1 |
| WFG4 | 15 | 7.6663e-1 | 8.7092e-1 | 1.6598e-1 | 7.8609e-1 | 3.3506e-1 | 8.6369e-1 | 6.1921e-1 | 9.0633e-1 |
| WFG5 | 5 | 7.3031e-1 | 7.1458e-1 | 6.4534e-1 | 7.2793e-1 | 6.1046e-1 | 7.0839e-1 | 6.8516e-1 | 7.2568e-1 |
| WFG5 | 10 | 8.4286e-1 | 7.9010e-1 | 3.7997e-1 | 8.4806e-1 | 5.5075e-1 | 6.8552e-1 | 6.1423e-1 | 8.3440e-1 |
| WFG5 | 15 | 8.4906e-1 | 7.7413e-1 | 5.4052e-1 | 7.2387e-1 | 6.5647e-1 | 7.1624e-1 | 6.8634e-1 | 7.3791e-1 |
| WFG6 | 5 | 7.3194e-1 | 7.3388e-1 | 5.4052e-1 | 7.2387e-1 | 6.5647e-1 | 7.1624e-1 | 6.8634e-1 | 7.3791e-1 |
| WFG6 | 10 | 8.6056e-1 | 8.2632e-1 | 1.9400e-1 | 8.5875e-1 | 6.2132e-1 | 7.5777e-1 | 6.0675e-1 | 8.5307e-1 |
| WFG6 | 15 | 8.6056e-1 | 8.4484e-1 | 1.6598e-1 | 7.8609e-1 | 3.3506e-1 | 8.6369e-1 | 6.1921e-1 | 9.0633e-1 |
| WFG7 | 5 | 7.8637e-1 | 7.8067e-1 | 6.3867e-1 | 7.7461e-1 | 7.6659e-1 | 7.6365e-1 | 7.5484e-1 | 7.9304e-1 |
| WFG7 | 10 | 8.8809e-1 | 8.9075e-1 | 2.3503e-1 | 9.1733e-1 | 7.4944e-1 | 8.5089e-1 | 6.6219e-1 | 9.2941e-1 |
| WFG7 | 15 | 7.2147e-1 | 7.1434e-1 | 2.1999e-1 | 7.3056e-1 | 2.1999e-1 | 9.1768e-1 | 6.7162e-1 | 9.1762e-1 |
| WFG8 | 5 | 6.4019e-1 | 6.7475e-1 | 5.0839e-1 | 6.5130e-1 | 3.5919e-1 | 6.3295e-1 | 6.1111e-1 | 6.6159e-1 |
| WFG8 | 10 | 6.0051e-1 | 8.0185e-1 | 7.3417e-1 | 7.8409e-1 | 4.6721e-1 | 7.0977e-1 | 4.4208e-1 | 7.4075e-1 |
| WFG8 | 15 | 8.8537e-1 | 8.7264e-1 | 7.3108e-1 | 8.5347e-1 | 2.9390e-1 | 8.6234e-1 | 5.0152e-1 | 8.9753e-1 |
| WFG9 | 5 | 6.8336e-1 | 6.7929e-1 | 5.8874e-1 | 6.4825e-1 | 3.8392e-1 | 6.3831e-1 | 6.3829e-1 | 6.6130e-1 |
| WFG9 | 10 | 7.0854e-1 | 7.4727e-1 | 1.5646e-1 | 7.3520e-1 | 5.1312e-1 | 5.2354e-1 | 5.6358e-1 | 7.3830e-1 |
| WFG9 | 15 | 6.1502e-1 | 7.1075e-1 | 6.0542e-2 | 7.1896e-1 | 2.0338e-1 | 2.4844e-1 | 4.4957e-1 | 7.2116e-1 |

Fig. 6. The final solution sets of the eight compared algorithms on WFG4 with ten objectives by parallel coordinates.
effectiveness on this test suite. This can be attributed to the fact that the PFs of WFG test suite are irregular, discontinued or mixed, and scaled with different ranges in each objective. Therefore, a well-distributed weight vectors/reference points

![Fig. 7. The final solution sets of the eight compared algorithms on WFG7 with ten objectives by parallel coordinates.](image)

![Fig. 8. Wilcoxon rank sum test between AnD and its seven competitors (i.e., RVEA, SPEA2+SDE, MOEA/D, NSGA-III, MOMBI-II, MOEA/DD, and Two_Arch2) on all the test problems (including DTLZ and WFG test suites) in terms of IGD and HV. “better”, “similar” and “worse” mean that a competitor performs better than, similar to, and worse than AnD, respectively.](image)

![Fig. 9. Friedman test on AnD and its seven competitors (i.e., RVEA, SPEA2+SDE, MOEA/D, NSGA-III, MOMBI-II, MOEA/DD, and Two_Arch2) on all the test problems (including DTLZ and WFG test suites) in terms of IGD and HV. The smaller the ranking, the better the performance of an algorithm.](image)
can not guarantee a good distribution of obtained solutions. Note, however, that RVEA, which also uses the reference vectors to guide the search, performs better than MOEA/D, MOEA/DD, NSGA-III, and MOMBI-II. It is perhaps because the usage of angle information helps RVEA to alleviate this issue to some extent.

The HV values are given in Table VII. From Table VII AnS and SPEA2+SDE achieve the best and second best overall performance, respectively. Specifically, AnS produces 14 best results and three second best results out of 27 test problems, and SPEA2+SDE shows three best results and eight second best results. It is also observed that AnS reaches the best performance on WFG2, WFG4, WFG6, and WFG7. For MOMBI-II, Two_Arch2, RVEA, and SPEA2+SDE, they exhibit the best overall performance on WFG1, WFG3, WFG5, and WFG8, respectively. With regard to WFG9, AnS and SPEA2+SDE are the two best algorithms for solving it.

With the aim of revealing more details of the eight compared algorithms, their experimental results on both WFG4 and WFG7 with ten objectives are presented by parallel coordinates in Figs. 5 and 7 respectively. From Fig. 6 one can see that MOEA/D and MOEA/DD have relatively poor distributions. It might be because they are lack of a normalization procedure before the evaluation of an individual. As for RVEA and MOMBI-II, the former fails to cover the seventh objective well, while the latter is unable to cover the first four objectives well. In terms of SPEA2+SDE, NSGA-III, Two_Arch2, and AnD, all of them can cover the whole PF. The difference between them is that the results derived from SPEA2+SDE, NSGA-III, and Two_Arch2 concentrate mainly on the boundary or the middle parts of the PF, while in AnD, the obtained results can spread out on the whole PF very well. The similar phenomena can also be observed in Fig. 7 AnD still has the best distribution. Note that NSGA-III fails to cover the first objective well.

3) Discussion: To analyze the overall performance on both DTLZ and WFG test suites, the Wilcoxon rank sum test was implemented between AnD and the other seven MaOEAs in terms of both IGD and HV metrics. The statistical test results are presented in Fig. 8(a) gives the comparison results in terms of IGD. From Fig. 8(a) we can find that AnD outperforms RVEA, SPEA2+SDE, MOEA/D, NSGA-III, MOMBI-II, MOEA/DD, and Two_Arch2 on 21, 29, 31, 23, 31, 29, and 29 test problems, respectively, while it loses on 10, eight, five, nine, six, eight, and seven test problems, accordingly. The comparison results for HV is shown in Fig. 8(b). As shown in Fig. 8(b) AnD performs better than RVEA, SPEA2+SDE, MOEA/D, NSGA-III, MOMBI-II, MOEA/DD, and Two_Arch2 on 22, 17, 31, 19, 26, 24, and 35 test problems, respectively, while performs worse on 14, 14, five, eight, 11, 12, and four test problems, accordingly. Thus, we can conclude that AnD is able to obtain the better overall performance compared with the seven competitors in terms of both IGD and HV.

Further, the Friedman test was also implemented on all the test problems in terms of both IGD and HV. In the Friedman test, the smaller the ranking, the better the performance of an algorithm. From Fig. 9, it is evident that AnD has the smallest ranking in terms of both IGD and HV, followed by RVEA and SPEA2+SDE. For RVEA, it ranks the third best and the second best in terms of IGD and HV, respectively. For SPEA2+SDE, it works the second best and the third best in terms of IGD and HV, respectively. The above results indicate that the algorithm with either the shift-based density estimation (i.e., SPEA2+SDE) or angle information (i.e., RVEA) is suitable for solving MaOPs. Moreover, the algorithm with these two elements (i.e., AnD) achieves the best performance, which verifies the main motivation of this paper.

C. Constrained MaOPs

One may be interested in whether AnD can be applied to solve constrained MaOPs, which are frequently encountered in the real-world applications. To answer this question, AnD was extended to cope with this kind of optimization problem and the resultant algorithm is called C-AnD.

The constraint-handling technique of C-AnD is inspired by the feasibility rule \[58\], which is a well-known constraint-handling technique for constrained single-objective optimization problems. Firstly, we compute the degree of constraint violation for each individual:

\[ CV(x) = \sum_{j=1}^{J} max\{0, g_j(x)\} + \sum_{k=1}^{K} |h_k(x)| \]  

(8)

where \( g_j \geq 0 \) and \( h_j = 0 \) denote the \( j \)th inequality constraint and the \( j \)th equality constraint, respectively, and \( J \) and \( K \) are the number of inequality constraints and equality constraint, respectively. Subsequently, the number of feasible solutions in the union population \( U_0 \) is calculated. If the number of feasible solutions is larger than \( N \), then Algorithm 2 is triggered to...
select $N$ feasible solutions from all the feasible solutions into the next generation. Otherwise, we sort the individuals in $U_t$ according to their degree of constraint violations, and then pick out $N$ individuals with the smallest degree of constraint violations into the next generation.

Overall, the implementation of C-AnD is simple. The performance of C-AnD was compared with C-NSGA-III [59], which is the constrained version of NSGA-III, on three representative constrained MaOPs, namely C1-DTLZ1, C2-DTLZ2, and C3-DTLZ4 with five, 10, and 15 objectives. Both C-AnD and C-NSGA-III were run 20 times independently for each test problem. In each run, the maximum number of FEs was set to 180,000 for C1-DTLZ1, and 90,000 for C2-DTLZ2 and C3-DTLZ4. The experimental results are summarized in Table VIII.

From Table VIII it can be seen that C-AnD beats C-NSGA-III on all the test problems except C3-DTLZ4 with five objectives in terms of IGD. Therefore, C-AnD is also a simple and effective algorithm for constrained many-objective optimization. It is worth noting that there are no reference points in C-AnD, thus C-AnD does not experience the degeneration of reference points as in constrained decomposition-based approaches.

VI. CONCLUSION

In this paper, a novel algorithm for dealing with MaOPs, named AnD, was proposed. AnD not only has a simple structure, but also is free from the usage of the Pareto-dominance relation, weight vectors or reference points, and indicators. The main characteristic of AnD is making use of two strategies (i.e., the angle-based selection and the shift-based density estimation) to delete the poor individuals one by one in the environmental selection.

The aim of the angle-based selection is to maintain the diversity of the search directions. It identifies a pair of individuals with the minimum vector angle, which means that these two individuals search in the most similar direction. Subsequently, the shift-based density estimation is conducted to differentiate them by considering both the diversity and convergence, and to remove the inferior one. We validated that these two strategies play very important roles and are indispensable in AnD. In addition, we compared AnD with seven state-of-the-art MaOEAs for solving MaOPs with up to 15 objective in DTLZ and WFG test suites. The experimental results indicated that, overall, AnD achieves the best performance in terms of both IGD and HV. Due to the fact that MaOPs in real world often include constraints, AnD was further extended to solve constrained MaOPs and the experimental results verified its effectiveness.

In the future, we will apply AnD to solve some MaOPs in the fields of engineering such as automotive lightweight design and adaptive walking of humanoid robots. Another promising research direction is to combine AnD with other kinds of MaOEAs such as Pareto-based, decomposition-based and indicator-based approaches.
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