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Recent works on the multilinear system \( A^{m-1}x - b \) with an order-\( m \) and dimension-\( n \) tensor \( A \) and a vector \( b \) of dimension-\( n \) have been motivated by their applications in data mining, numerical PDEs, tensor complementary problems, and so on. In this paper, we propose an alternating minimization method for the solution of the system mentioned above and present several randomized versions of this algorithm in order to improve its performance. The provided numerical experiments show that our methods are feasible for any tensor \( A \) and outperform some existing ones in the same case.

1. Introduction

Many higher-dimensional problems in scientific computing come down to solve the following system of equations:

\[
\mathcal{A}^{m-1} = b, \tag{1}
\]

where \( \mathcal{A} = (a_{i_1\ldots i_m}) \) is a tensor in \( \mathbb{R}^{[m,n]} \), the set of all \( m \)th-order \( n \)-dimensional tensors over the real field, and the right-hand side \( b \) a vector in \( \mathbb{R}^n \), and \( \mathcal{A}^{m-1} \) is a vector in \( \mathbb{R}^n \), whose \( i \)th-entry is defined by

\[
\left( \mathcal{A}^{m-1} \right)_i = \sum_{i_2,\ldots,i_m} a_{i_2\ldots i_m} x_i x_{i_2} \cdots x_{i_m}. \tag{2}
\]

We call (1) multilinear system since it is obviously linear over \( x \) for each mode. Similar to linear systems case, we also call (1) a nonhomogeneous multilinear system if the right-hand side is nonzero; otherwise, it is a homogeneous one.

Many problems in scientific computing including data mining [1], the numerical solution of nonlinear PDEs [2–6], tensor complementary problems [7], and higher-dimensional statistics [8], can be characterized via the multilinear systems mentioned above. To be precise, by using the finite difference method, the discretization of nonlinear PDE,

\[
\begin{aligned}
\mathcal{A}^{m-2} \sum_{i=1}^d \frac{\partial^2 u}{\partial x_i^2} (x) &= -f(x), \quad \text{in } \Omega = [0,1]^m, \\
u(x) &= g(x), \quad \text{on } \partial \Omega,
\end{aligned} \tag{3}
\]

can be reformulated as the form of (1) [3]; see Section 4 for details. Particularly, if \( \mathcal{A} \) is a Z-tensor, it has been shown in [7] that the sparsest solution of the tensor complementarity problem,

\[
\begin{aligned}
\min & \quad \|x\|_0 \\
\text{s.t.} & \quad \mathcal{A}^{m-1} - b \geq 0, \quad x \geq 0, \quad x^T (\mathcal{A}^{m-1} - b) = 0,
\end{aligned} \tag{4}
\]

can be obtained by solving the following relaxed form:

\[
\begin{aligned}
\min & \quad \|x\|_1 \\
\text{s.t.} & \quad \mathcal{A}^{m-1} = b, \quad x \geq 0.
\end{aligned} \tag{5}
\]

In addition, using the “optimize then discretize” approach [8, 9], the differential equation,
\[
\begin{align*}
\max_{y, \lambda} \left\{ \frac{1}{2} \sigma(x, \lambda)^2 U^T x + \beta y \right\}, & \quad \text{on } \Omega, \\
\frac{1}{2} \sigma(x, \lambda)^2 U^T x + \beta y, & \quad \text{on } \partial \Omega,
\end{align*}
\]

with the elliptic operator \( L^N(x) = (1/2) \sigma(x, \lambda)^2 U^T x + \mu(x, \lambda) U^T x \). \( \Omega = (0, 1) \), \( \Gamma = [0, \infty) \) and compact metric space \( \Lambda \) can be discretized as the well-known 3rd-order Bellman equation, which has the form of (1); see Section 4 for details.

Recently, several works concerning the multilinear system (1) have been obtained when the coefficient tensor \( \mathcal{A} \) is a structured tensor. In [3], Ding and Wei have shown that this system has a unique positive solution when the coefficient tensor \( \mathcal{A} \) is a nonsingular M-tensor with a positive vector \( b \) and then generalized the classical iteration methods for linear systems and the Newton method for nonlinear equations to the multilinear case. Specifically, a homotopy method was also presented by Han [10] for finding the unique positive solution. Very recently, for symmetric M-tensor system, Li et al. [11] and Xie et al. [12], respectively, proposed splitting methods based on the ones in matrix theory and tensor methods for (1). Besides, an algorithm based on the fast Fourier transform was proposed by Xie et al. [13] for the tensor system (1) when the tensor \( \mathcal{A} \) is a circulant one.

In this paper, we continue to study the multilinear system (1) in the case that the contained tensor \( \mathcal{A} \) is a general one. In contrast to the structured case mentioned above, there is little work on (1) with a general tensor \( \mathcal{A} \) as far as we are informed. Generally, it is difficult to derive solvability conditions for a general multilinear system as in [3], so we alternatively study the least-squares problem associated with (1), that is,

\[
\min_{x} \| \mathcal{A}^T x - b \|. \tag{7}
\]

Throughout this paper, the symbol \( \| \cdot \| \) denotes the 2-norm of a vector or matrix. We call (7) the tensor least-square (TLS) problem corresponding to the multilinear system (1). The approaches presented in this paper are quite different from the ones mentioned above. By the definition of tensor-vector multiplication, we rewrite the TLS problem (7) as the following optimization problem (see Section 3 for details):

\[
\begin{align*}
\text{minimize} & \quad f(x_2, \ldots, x_m) = \frac{1}{2} \| \mathcal{A}^T x_2 \cdot \cdots \cdot x_m - b \|^2 \\
\text{s.t.} & \quad x_2 = \cdots = x_m \\
& \quad x_p \in \mathbb{R}^n, \quad p = 2, 3, \ldots, m.
\end{align*}
\]

This is a multiblock optimization problem with consensus constrained conditions. Alternating minimization iteration is popular for solving large-scale optimization problems; see, for example, [14, 15], which realizes the reduction of the problem from a nonlinear case to some linear subproblems via updating only one variable while the others are fixed. We apply the alternating minimization strategy to (8), followed by a projection concerning with the consensus constraints. We call it the alternating minimization method for solving the TLS problem, denoted by AMM (i.e., Algorithm 1). Although the alternating minimization scheme and its various variants are widely exploited, their convergence analyses are commonly difficult [16]. We leave the convergence analysis of the AMM an open problem. It should be pointed out that we proposed an alternating iterative method for (1) [17]; this kind of iterative method is ADMM-type one, so the method proposed here is very different from the ADMM-type method.

Notably, a revived interest in the design and analysis of algorithms for solving large-scale optimization problems is to add randomness to the update order of the multiblock updates, which is beneficial to alleviate the iteration complexity and improve the convergence; see, for example, [18–20] and the references therein. As variants of the AMM, we present two random iterations for solving the TLS problem (7); see Algorithms 2 and 3 for details. Besides, Algorithm 4 is another modified version of the AMM. At present, we have not found a similar iterative method for solving multilinear systems.

The contribution of this paper is as follows: (1) We considered the least-square problem of the multilinear system (1) by transforming it as an optimization problem. (2) We proposed an alternative iterative method for the optimization problem mentioned above, which is easy to carry out in a parallel version. (3) As modifications of the alternative iterative method, we apply the randomized technique to accelerate it, that is, Algorithms 2 and 3. The performed numerical results show that the randomized methods may have better performance under suitable initial iterative vectors.

The outline of this paper is as follows: in Section 2, we recall some notations and operations and then give a short review of the classical alternating minimization method. In Section 3, we establish some alternating minimization methods for the TLS problem (7), which are the variants of the classical one. In Section 4, some numerical experiments are performed to illustrate the efficiency and feasibility of the proposed algorithms. Finally, we conclude this paper.

2. Preliminaries

2.1. Notation and Operations. We will briefly describe notation for tensors and tensor operations used in this paper. Scalars are denoted by lowercase letters, for example, \( a \); vectors are denoted by boldface lowercase letters, for example, \( \mathbf{a} \); matrices are denoted by boldface capital letters, for example, \( \mathbf{I} \); identity matrix with proper size; tensors are denoted by calligraphic script letters, for example, \( \mathcal{A} \). The set of all \( N \)-order tensor is denoted by \( \mathbb{R}^{I_1 \times \cdots \times I_N} \); particularly, the set of all \( n \)-mode-dimensional tensors over real field is denoted by \( \mathbb{R}^{[n]} \); particularly, the set of all \( n \)-mode-dimensional tensors over real field is denoted by \( \mathbb{R}^{[m,n]} \).

We need the following concepts related to tensors; see, for example, [21] for details.

**Definition 1** (Tensor-vector multiplication). Let a tensor \( \mathcal{F} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) and a vector \( \mathbf{v} \in \mathbb{R}^{I_n} \); then, the \( n \)-mode (vector) product of the tensor \( \mathcal{F} \) with the vector \( \mathbf{v} \), denoted by \( \mathcal{F} \otimes \mathbf{v} \), is an \( I_1 \times \cdots \times I_{n-1} \times I_{n+1} \times \cdots \times I_N \) tensor, elementwise,
\[(\mathcal{T}_2v)_{i_1\ldots i_n} = \sum_{i_n=1}^{I_n} t_{i_1\ldots i_n} v_{i_n}. \tag{9}\]

Particularly, if \(\mathcal{T} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_k}\), and \(v \in \mathbb{R}^{I_2}\), then \(\mathcal{T}_2v = \sum_{i_2=1}^{I_2} \mathcal{T}(\cdot, i_2, \cdot) v_{i_2}\), where \(\mathcal{T}(\cdot, i_2, \cdot)\) stands for the \(i_2\)th lateral slice of this tensor. In other words, the 2-mode (vector) product between a tensor of order 3 and a vector with the appropriate size is a matrix, the linear combination of the lateral slices taking the associated elements of the vector as the coefficient.

By the definition of tensor-by-vector multiplication, one can rewrite (1) as the form of a least-squares problem:
\[
\min_{x} \|Ax - b\|^2.
\tag{10}\]

**Definition 2** (tensor-matrix multiplication). For the tensor \(\mathcal{T}\) in Definition 1 and the matrix \(A \in \mathbb{R}^{I_1 \times I_n}\), the \(n\)-mode (matrix) product, denoted by \(\mathcal{T} \times_n A\), is an \(I_1 \times I_2 \times \cdots \times I_N\) matrix, whose \((i_1, i_2)\)-entry is defined by
\[
(\mathcal{T} \times_n A)_{i_1, i_2} = \sum_{i_3=1}^{I_3} \cdots \sum_{i_N=1}^{I_N} t_{i_1, i_3, \ldots, i_N} a_{i_2, i_{N+1}}.
\tag{11}\]

**Definition 3** (matricization/unfolding). For the tensor \(\mathcal{T}\) in Definition 1, the mode-\(n\) matricization (unfolding) of the tensor \(\mathcal{T}\), denoted by \(T_{(n)}\), is an \(I_1 \times I_2 \times \cdots \times I_N\) matrix, whose \((i_1, i_2)\)-entry is defined by
\[
T_{(n)}(i_1, i_2) = t_{i_1, i_2, \ldots, i_N}, \quad j = 1, 2, \ldots, n.
\]

2.2. The Classical Alternating Minimization Method. Consider the following multiblock minimization problem:
\[
\begin{align*}
\text{minimize} & \quad F(x_1, x_2, \ldots, x_d) \\
\text{s.t.} & \quad x_p \in \mathcal{V}_p \subseteq \mathbb{R}^{I_p}, \quad p = 1, 2, \ldots, d, \\
\end{align*}
\tag{12}\]

where \(F: \mathbb{R}^{I_1} \times \mathbb{R}^{I_2} \times \cdots \times \mathbb{R}^{I_d} \to \mathbb{R}\) is a multivariate function. This problem can be solved by the so-called block nonlinear Gauss–Seidel (B-NGS) iteration [15, 22], namely,
\[
x_p^{(k+1)} = \arg\min_{x_p} F(x_1^{(k+1)}, \ldots, x_{p-1}^{(k+1)}, x_p, x_{p+1}^{(k)}, \ldots, x_d^{(k)}), \quad p = 1, 2, \ldots, d,
\tag{13}\]

which reduces to the ALS method if each subproblem embedded is a least-squares problem; see [16, 21, 23, 24] for some recent developments and applications.

3. Alternating Minimization Methods

This section is devoted to the derivation of the alternating minimization method (AMM) as well as some variants for the solution of the system of multilinear equation (1).

To facilitate implementation of the algorithms, we convert equivalently (10) into the following form:
\[
\frac{\partial f}{\partial x_i} = A_i^T(A_i x - b)_i, \quad i = 1, 2, \ldots, d,
\tag{14}\]

And, correspondingly, the optimization problem (8) can be written as
\[
\begin{align*}
\text{minimize} & \quad f(x_2, \ldots, x_m) = \frac{1}{2n} \|A_p x_p - b\|^2 \\
\text{s.t.} & \quad x_2 = \cdots = x_m,
\end{align*}
\tag{15}\]

where \(A_p = \mathcal{A}_2 x_2 \times_1 \cdots \times_{p-1} x_{p-1} \times_{p+1} \cdots \times_m x_m \in \mathbb{R}^{n \times n}\). For any \(p \in \{2, 3, \ldots, m\}\), updating one block \(x_p\) while fixing the remaining ones, we have
\[
x_p^{(k+1)} = \arg\min_{x_p} f(k+1)(x_p) = \frac{1}{2n} \|A_p x_p - b\|^2,
\tag{16}\]

where
\[
f(k+1)(x_p) = f(x_2^{(k+1)}, \ldots, x_{p-1}^{(k+1)}, x_p, x^{(k)}, \ldots, x_m^{(k)}),
\tag{17}\]

and \(A_p = \mathcal{A}_2 x_2 \times_1 \cdots \times_{p-1} x_{p-1} \times_{p+1} \cdots \times_m x_m\) with \(x^{(k)} = \sum_{p=2}^m x_p^{(k)} / (m-1)\).

The above procedure reformulates the alternating minimization method for solving the TLS problem (7), which can be precisely represented in the following algorithm:

We have the following comments in order.

Remark 1

(a) This algorithm enables that the large-scale TLS problem (7) is solved by several small-size subproblems, which may be computed in an efficient and perhaps highly parallel manner. In other words, Algorithm 1 is more convenient to be parallelized than the existing methods proposed in, for instance, [3, 11, 13].

(b) Obviously, every subproblem contained in Algorithm 1 is a linear least-squares problem, and the least-norm solution to the subproblem in (16) has closed form \(x_p^{(k+1)} = (A_p^T A_p)^{-1} A_p^T b\), where the subscript \(\dagger\) stands for the Moore–Penrose inverse of a matrix [25]. Additionally, for the large-scale linear (least-squares) subproblems contained in this algorithm, one can apply the iterative methods (e.g., LSQR, GMRES [25]) to them.

(c) The update in step 2 corresponds to the consensus restrictions in (15). In other words, \(x^{(k+1)}\) is the minimizer of the function \(g(y) = \sum_{p=2}^m \|y - x_p^{(k+1)}\|^2\).

(d) From Algorithm 1, one can observe that the main amount of calculations hinges on forming the matrices \(A_p^{(k+1)}\) in (17) for \(p = 2, 3, \ldots, m\). So, it is easy to know that the computation complexity of this algorithm is of order \(O(m^3)\). Notably, if the tensor \(\mathcal{A}\) in (1) has the CP decomposition with CP-rank \(r\), the computation complexity of the above algorithm decreases to \(O((m-1)^3mr)\).
Just as mentioned in the Introduction, a revived interest in the design and analysis of algorithms for solving large-scale optimization problems is to add randomness to the updating order of the multiblock variants. The above randomly updating technique can be utilized in Algorithm 1. In fact, updating $x_p^{(k+1)}$ for stochastically chosen $p \in \{2, 3, \ldots, m\}$, we obtain the first randomized AMM.

In Algorithm 2, we randomly update $x_p$ by (16) for each $p \in \{2, 3, \ldots, m\}$. In this procedure, all the block coordinates are updated after one loop. Furthermore, if we randomly update $x_p$ in a subset of $\{2, 3, \ldots, m\}$, we obtain the second randomized AMM.

It follows from Algorithm 3 that some variants in this algorithm may not be updated within one loop, which is the difference between the above two algorithms. In numerical experiments, we will see that the randomized algorithms presented above indeed have better performance than the original AMM, that is, Algorithm 1.

In addition, we note that, in Algorithm 1, $x^{(k+1)}$ is the average value of all the coordinates $x_p^{(k+1)}$ with $p = 2, 3, \ldots, m$. That is to say, the average value is obtained only after all the coordinates are updated. On the other hand, if we can take the average value at once after one coordinate is updated until all the coordinates are contained, we then obtain another modification of Algorithm 1.

Certainly, we can also add the randomness in Algorithm 4 as in Algorithm 2.

We should mention that the alternating minimization methods presented above are numerically feasible and efficient for solving the multilinear system (1) or the associated least-squares problem, which are very different from some existing ones; see, for example, [3, 11, 12], but we have not found a feasible approach to complete their convergence analyses, which will be further studied in future work.

As is well-known, the Newton method is an efficient approach in solving nonlinear equations [22]. In [3], the authors established the Newton iteration for solving the multilinear system (1) in the case that the coefficient tensor $\mathcal{A}$ is a symmetrical nonsingular M-tensor. When the tensor $\mathcal{A}$ in (1) is not symmetric, we can also derive a similar Newton-type iteration method (say NS-Newton for convenience) as presented in [3].

Suppose that the tensor system (1) is solvability, we rewrite it as

$$g(x) := \mathcal{A}x^{m-1} - b = 0. \quad (18)$$

This is a nonlinear equation. Notice that the first-order gradient of $g(x)$ is $\nabla g(x) = \sum_{p=2}^{m} A_{sp} \in \mathbb{R}^{m \times n}$, where $A_{sp} = \mathcal{A} x_{s+1} \ldots, p-1 x_{p-1} x_{p} \ldots, m x$. Then, the iterations are as follows.

If the tensor $\mathcal{A}$ is symmetric over the last $m - 1$ modes, we obtain $\nabla g(x) = (m - 1) A_{sp}$ for any $p \in \{2, 3, \ldots, m\}$. In particular, the above algorithm reduces to the Newton iteration proposed in [3] when the tensor $\mathcal{A}$ was a symmetrically nonsingular M-tensor. In this case, the matrix $\nabla g(x^{(k)})$ is nonsingular as well. It should be emphasized that the matrix $\nabla g(x^{(k)})$ may not be nonsingular for a general tensor; in this case, one can replace the inverse with its Moore–Penrose inverse.

Our numerical tests show that this is an efficient algorithm. In contrast to Algorithm 5, the first three algorithms proposed previously can be implemented in parallel when updating $x_p^{(k+1)}$, which indicates that these methods are promising for solving large-scale multilinear problems.

4. Numerical Experiments

In this section, we provide some numerical experiments to illustrate the feasibility and efficiency of our algorithms proposed in the previous section. All codes were implemented in MATLAB (version 2016a) with a machine precision 1.0e–16 on a personal computer with Inter(R) Core(TM) i5-4200M@2.5GHz, and 4.00 G memory. All tensor-vector multiplications were computed turning to the Tensor Toolbox Version 2.6 (http://www.sandia.gov/tgkolda/TensorToolbox/index-2.6.html).

For the convenience of expression, we use “IT” and “CPU” to denote the number of iterations and the elapsed CPU time (in seconds), respectively. Let “ERR” and “RES” represent, respectively, two symbols defined by

$$\text{ERR} = \left\| x^{(k+1)} - x^{(k)} \right\|,$$

$$\text{RES} = \left\| \mathcal{A}(x^{(k)})^{m-1} - b \right\|,$$

where $x^{(k)}$ stands for the $k$th iteration value. For consistent multilinear systems, the stopping rule is that $\text{RES} < \epsilon = 1.0e-03$, or that the number of iterations exceeds the maximum $k_{\text{max}} = 10000$. On the other hand, for the inconsistent case, the terminated criterion is that the error $\text{ERR} < \epsilon$ or that the number of iterations exceeds the above maximum $k_{\text{max}}$. In addition, the number of iteration steps, the CPU time, and the residual contained in the tables below are, respectively, the average of 5 runs from different initial iteration vectors unless otherwise stated. In particular, the symbol “– –” in the tables means that the iteration did not derive the desired solution before the terminated rule is satisfied.

Example 1. Let the tensor $\mathcal{A}$ in (1) be given by

$$\mathcal{A} = s I - \mathcal{B} = (b_{i1\ldots i_m}) \in \mathbb{R}^{[m,n]} \text{with } b_{i1\ldots i_m} = |\tan(i_1 + i_2 + \cdots + i_m)|,$$

where $s = (1 + a) \cdot \max_{1 \leq i \leq n} (\mathcal{B} e^{m-1})$ with $e = \text{ones}(n, 1)$ and $a = 0.01$, and the right-hand side $b$ is chosen such that $\mathcal{A}(x^*)^{m-1} = b$, where $x^* = 8 \cdot e$.

It is obvious that the tensor $\mathcal{A}$ in this example is a symmetrically nonsingular M-tensor, which follows from Theorem 3.2 of [3] that the multilinear system (1) has the unique solution $x^*$. We compared our algorithms (i.e., Algorithms 1–5) with the Newton method presented in [3] for the different choices of the order $m$ and dimension $n$ of
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Input: \( \mathcal{A} \in \mathbb{R}^{[m,n]}, b \in \mathbb{R}^n. \)
Input: \( x_0 \in \mathbb{R}^n \) with \( p = 2, 3, \ldots, m. \)
 Initialize \( k (k = 0, 1, 2, \ldots); \)
Step 1. For \( p = 2, 3, \ldots, m, \) update \( x_p^{(k+1)} \) by (16), and then
Step 2. Compute \( x^{(k+1)} = \sum_{m-2}^m x_p^{(k+1)} / (m-1) \)

Algorithm 1: AMM: alternating minimization method for the TLS problem (7).

Input: \( \mathcal{A} \in \mathbb{R}^{[m,n]}, b \in \mathbb{R}^n. \)
Input: \( x_0 \in \mathbb{R}^n \) with \( p = 2, 3, \ldots, m. \)
 Initialize \( k (k = 0, 1, 2, \ldots); \)
Pick a permutation \( \sigma \) of 2, 3, \ldots, \( m \) uniformly at random.
Step 1. For \( i = 1, 2, \ldots, m-1, \) update \( x_i^{(k+1)} \) by (16), and then
Step 2. Compute \( x^{(k+1)} = \sum_{m-2}^m x_p^{(k+1)} / (m-1) \)

Algorithm 2: Random AMM (R-AMM-I) for problem (8).

Input: \( \mathcal{A} \in \mathbb{R}^{[m,n]}, b \in \mathbb{R}^n. \)
Initialize: \( x_0 \in \mathbb{R}^n \) with \( p = 2, 3, \ldots, m. \)
 Round \( k (k = 0, 1, 2, \ldots); \)
Let \( S \) be a nonempty set with \( m-1 \) repeatable elements derived from \([2, \ldots, m]\).
Step 1. For every \( i \in S, \) update \( x_i^{(k+1)} \) by (16), and then
Step 2. Compute \( x^{(k+1)} = \sum_{m-2}^m x_p^{(k+1)} / (m-1) \)

Algorithm 3: Random AMM (R-AMM-II) for problem (8).

Input: \( \mathcal{A} \in \mathbb{R}^{[m,n]}, b \in \mathbb{R}^n. \)
Initialize: \( z_1(0) \in \mathbb{R}^n. \)
 Round \( k (k = 0, 1, 2, \ldots); \)
For \( p = 2, \ldots, m, \) compute
\[ x_p^{(k+1)} = \arg\min_{x_p} J (x_1^{(k+1)}, \ldots, x_p^{(k+1)}, \ldots, x_{p-1}^{(k)}, x_p, \mathcal{A}, x_1^{(k)}, \ldots, x_{p-1}^{(k)}). \]
\[ z_p^{(k)} = \left( \sum_{p-2}^m x_p^{(k+1)} / p \right) / p. \]

Algorithm 4: A modified AMM (AMM-III) for the TLS problem (7).

Input: \( \mathcal{A} \in \mathbb{R}^{[m,n]}, b \in \mathbb{R}^n. \)
Initialize: \( x_0 \in \mathbb{R}^n. \)
 Round \( k (k = 0, 1, 2, \ldots); \)
Step 1. Compute \( \nabla g(x^{(k)}). \)
Step 2. Compute \( r_k = b - \mathcal{A} (x^{(k)})^m. \)
Step 3. Compute \( d_k = \nabla g(x^{(k)})^{-1} r_k. \)
Step 4. Update \( x^{(k+1)} = x^{(k)} + d_k. \)

Algorithm 5: Newton-type method (NS-Newton) for the multilinear system (1).

the tensor \( \mathcal{A} \). Notably, the latter is a feasible method only for symmetrically nonsingular M-tensor systems and denoted by S-Newton for simplicity.

For randomly chosen initial vectors \( x^{(0)} = z_1^{(0)} = \text{rand}(n, 1) \), the corresponding numerical results including the number of iterations, the elapsed CPU time, and the residuals are listed in Tables 1–3. From Table 1, one can observe that the AMM-III takes more iteration steps and CPU time than the others, whose numbers of iteration steps exceed the maximum when \( m = 5: 12 \). As two
versus the iteration step $k$ in Figure 1 for $m = 4, 8$ and $n = 2$ with initial iterative vectors $x^{(0)} = [1, 2]^T$. From these figures, one can see that the convergence of these algorithms is nonlinear.

Next, the proposed iterative methods of this paper will be applied to two numerical examples deriving from realistic applications.

Example 2. Consider the numerical solution of the Klein–Gordon equation [2, 27]:

$$
\begin{align*}
\Delta u(x) &= -f(x), & & \text{in } \Omega, \\
\frac{\partial u(x)}{\partial n} &= g(x), & & \text{on } \partial \Omega,
\end{align*}
$$

(21)

where $\Delta = \sum_{i=0}^{d} (\partial^2/\partial x_i^2)$, $\Omega = [0, 1]^d$, and $m = 3, 4, \ldots$.

When $d = 1$ and the above Klein–Gordon equation can be discretized as the following multilinear system [3]:

$$
\mathcal{L}_h u^{m-1} = f,
$$

(22)

in which $h = (1/(n-1))$ and $\mathcal{L}_h = (\mathcal{L}_h)_{i_1, \ldots, i_m} \in \mathbb{R}^{[m,n]}$ with the entries defined by

- modifications of the AMM method, the R-AMM-I and R-AMM-II methods generally have fewer numbers of iterations than the original one; the paid price is that both of them cost more CPU time. For the S-Newton method, the number of iteration steps is not necessarily less than those of the AMM method, the R-AMM-I method, and the R-AMM-II method, but the clapsed CPU time of which is always less than the others. The numerical results in Table 2 illustrate that one can improve the performance of the R-AMM-III method by adding randomized acceleration. Nevertheless, the improved version still needs more iteration steps and CPU time. Hence, in the sequel, we only discuss the performance of Algorithms 1–3. Since the ADMM-type method proposed by Liang et al. in [17] is an alternating iterative method and the SOR method presented in [26] is an extension of the well-known SOR method for solving linear systems, we compared these two methods with the proposed ones here; see Table 3 for details. This table shows that the AMM and its two randomized versions as well as the S-Newton method have better performance than the SOR method in the number of iteration steps and the elapsed CPU time, while the ADMM-type method takes less iteration steps sometimes for larger $m$. In order to show the feature of Algorithms 1–3, and 5, we, respectively, plotted the figure regarding the residual

$\text{Table 1: Numerical results for the multilinear systems in Example 1.}$

| Algorithms | AMM | R-AMM-I | R-AMM-II | AMM-III | S-Newton |
|------------|-----|---------|---------|---------|----------|
| IT         | 10  | 10      | 10      | 10      | 10       |
| CPU        | 0.0595 | 0.0587 | 0.0691 | 0.0588 | 0.0098   |
| RES        | $1.3859e-06$ | $1.3859e-06$ | $1.3859e-06$ | $1.3859e-06$ | $1.3859e-06$ |
| IT         | 101 | 160     | 90      | 69      | 158      |
| CPU        | 1.3740 | 2.1948 | 1.3568 | 0.9404 | 0.2814   |
| RES        | $1.2806e-04$ | $1.2828e-04$ | $1.2785e-05$ | $2.4082e-04$ | $6.6883e-06$ |
| IT         | 35  | 35      | 35      | —       | 35       |
| CPU        | 0.8129 | 0.8111 | 0.8509 | —       | 0.1036   |
| RES        | $5.5163e-07$ | $5.5165e-07$ | $5.5167e-07$ | —       | $5.5165e-07$ |
| IT         | 149 | 199     | 204     | —       | 195      |
| CPU        | 5.4332 | 7.2626 | 7.6269 | —       | 0.7267   |
| RES        | $7.0794e-05$ | $3.6912e-06$ | $2.4473e-05$ | —       | $7.2131e-06$ |
| IT         | 75  | 75      | 75      | —       | 75       |
| CPU        | 3.8404 | 3.8413 | 3.8947 | —       | 0.3609   |
| RES        | $2.1842e-07$ | $2.6061e-07$ | $1.7296e-07$ | —       | $1.7407e-07$ |
| IT         | 172 | 216     | 404     | —       | 263      |
| CPU        | 12.2829 | 15.5679 | 29.4014 | —       | 1.7491   |
| RES        | $2.5257e-04$ | $7.2879e-05$ | $7.0054e-05$ | —       | $6.3380e-05$ |
| IT         | 136 | 136     | 136     | —       | 136      |
| CPU        | 12.4856 | 12.3464 | 12.4625 | —       | 1.0673   |
| RES        | $5.1420e-05$ | $5.2800e-05$ | $4.6484e-05$ | —       | $2.7792e-05$ |
| IT         | 458 | 299     | 374     | —       | 288      |
| CPU        | 52.8898 | 34.5459 | 43.4561 | —       | 2.6043   |
| RES        | $5.0163e-04$ | $5.9289e-04$ | $4.2793e-04$ | —       | $2.4541e-04$ |
| IT         | 238 | 238     | 238     | —       | 238      |
| CPU        | 33.9051 | 33.9277 | 34.1376 | —       | 2.4006   |
| RES        | $1.3987e-04$ | $2.5207e-04$ | $4.9489e-04$ | —       | $1.2302e-04$ |
| IT         | 2229 | 1373    | 3103    | —       | —        |
| CPU        | 403  | 253     | 558     | —       | —        |
| RES        | $0.0000e+00$ | $0.0000e+00$ | $0.0000e+00$ | —       | —        |
### Table 2: Numerical results for the multilinear systems in Example 1.

| Algorithms | [m, n] | [4, 10] | [4, 20] | [4, 40] | [4, 60] |
|------------|--------|--------|--------|--------|--------|
| AMM        | IT     | 115    | 192    | 228    | 725    |
|            | CPU    | 1.1197 | 2.8279 | 17.4153| 290.0682|
|            | RES    | 6.4585E-06 | 1.1342E-07 | 6.4105E-05 | 9.7471E-05 |
| R-AMM-I    | IT     | 123    | 401    | 227    | 494    |
|            | CPU    | 1.2166 | 5.9627 | 17.4263| 196.4768|
|            | RES    | 3.1021E-05 | 3.7321E-05 | 3.3234E-05 | 3.5282E-05 |
| R-AMM-II   | IT     | 60     | 307    | 474    | 1027   |
|            | CPU    | 0.7606 | 6.2364 | 37.8383| 433.1855|
|            | RES    | 4.7718E-05 | 1.9313E-04 | 1.7141E-04 | 5.0952E-05 |
| AMM-III    | IT     |        |        |        |        |
|            | CPU    |        |        |        |        |
|            | RES    |        |        |        |        |
| AMM-III-I  | IT     | 158    | 376    | 1896   | 553    |
|            | CPU    | 1.6260 | 5.5448 | 145.3878| 258.5192|
|            | RES    | 5.6223E-06 | 6.7505E-05 | 1.1723E-04 | 1.9261E-06 |
| AMM-III-II | IT     | 98     | 944    | 1431   | 929    |
|            | CPU    | 1.1797 | 19.9625| 114.3256| 386.6988|
|            | RES    | 4.0573E-05 | 3.9176E-04 | 2.8023E-06 | 7.1267E-06 |
| S-Newton   | IT     | 95     | 412    | 490    | 653    |
|            | CPU    | 0.2210 | 1.4215 | 9.7721 | 68.4803|
|            | RES    | 1.9016E-04 | 3.1456E-05 | 3.3576E-07 | 1.9708E-04 |

### Table 3: Numerical results for the multilinear systems in Example 1.

| Algorithms | AMM | R-AMM-I | R-AMM-II | S-Newton | SOR | ADMM-type |
|------------|-----|---------|----------|----------|-----|-----------|
| [3, 10]    | IT  | 10      | 10       | 10       | 60  | —         |
|            | CPU | 0.0798  | 0.0837   | 0.1109   | 0.0653 | 0.9776  | 63.2002   |
|            | RES | 2.0627e-10 | 2.0627e-10 | 1.9949e-10 | 2.0249e-10 | 9.1981e-04 | 6.5422e-03 |
| [3, 30]    | IT  | 14      | 14       | 14       | 43  | —         |
|            | CPU | 0.0543  | 0.0581   | 0.1047   | 0.0528 | 0.5670  | 55.3239   |
|            | RES | 1.4074e-09 | 1.4074e-09 | 1.3932e-09 | 1.3854e-09 | 7.6229e-04 | 2.9197e-03 |
| [3, 50]    | IT  | 14      | 14       | 14       | 45  | —         |
|            | CPU | 0.0688  | 0.0696   | 0.1118   | 0.0631 | 1.1789  | 59.9732   |
|            | RES | 5.5115e-06 | 5.5115e-06 | 5.5115e-06 | 5.5114e-06 | 9.9423e-04 | 2.8297e-03 |
| [4, 10]    | IT  | 65      | 60       | 61       | 97  | —         |
|            | CPU | 0.4238  | 0.3671   | 0.4555   | 0.3384 | 0.4563  | 0.3600    |
|            | RES | 6.4552e-09 | 1.0080e-06 | 4.0921e-06 | 5.8740e-07 | 9.4153e-04 | 1.9697e-04 |
| [4, 30]    | IT  | 102     | 243      | 483      | 87  | —         |
|            | CPU | 2.1458  | 4.9919   | 1.9280   | 9.6193 | 1.4587  | 219.0979  |
|            | RES | 1.4629e-07 | 6.6867e-04 | 1.2782e-07 | 8.0313e-08 | 8.2593e-04 | 1.7089e-02 |
| [4, 40]    | IT  | 41      | 114      | 1815     | 375 | 190       | 478       |
|            | CPU | 3.8281  | 10.1056  | 165.9918 | 31.2988 | 9.7806  | 40.5234   |
|            | RES | 5.7258e-07 | 2.2322e-05 | 6.8631e-07 | 8.2008e-07 | 9.1916e-04 | 2.3125e-05 |
| [5, 10]    | IT  | 37      | 37       | 37       | 75  | 36        |
|            | CPU | 0.4777  | 0.4737   | 0.5419   | 0.4426 | 0.5611  | 0.4755    |
|            | RES | 5.9909e-07 | 6.0299e-07 | 5.3983e-07 | 5.5564e-07 | 9.9197e-04 | 6.6949e-06 |
| [5, 20]    | IT  | 49      | 49       | 49       | 49  | 48        |
|            | CPU | 3.3240  | 3.3223   | 3.3805   | 3.3177 | 4.1611  | 3.5067    |
|            | RES | 5.8495e-07 | 6.7395e-07 | 7.9920e-07 | 6.1547e-07 | 9.7748e-04 | 1.4438e-06 |
| [5, 30]    | IT  | 41      | 41       | 41       | 41  | 40        |
|            | CPU | 17.5376 | 17.2470  | 17.3708  | 17.3022 | 30.4449 | 17.4773   |
|            | RES | 3.8089e-06 | 4.1881e-06 | 3.9757e-06 | 2.3715e-06 | 9.4562e-04 | 2.9135e-06 |
| [6, 10]    | IT  | 594     | 895      | 5895     | 624  | 420       | 5652      |
|            | CPU | 28.5333 | 42.4125  | 303.6122 | 29.6389 | 7.7784  | 273.8786  |
|            | RES | 3.1993e-05 | 5.2957e-04 | 3.0382e-05 | 2.4495e-05 | 9.5355e-04 | 5.0279e-05 |
Let $f$ be the vector such that $\mathcal{L}_h(u^*)^{m-1} = f$ with $u^* = 8 \cdot \text{ones}(n,1)$. Since the coefficient tensor $\mathcal{A}$ (22) in this example is a nonsymmetric and nonsingular M-tensor, we compared the three proposed iterative algorithms with the NS-Newton method, the SOR method, and the ADMM-type method for initial iterative vector $x(0)$ chosen randomly and reported the numerical results in Table 4. This table reflects that the numbers of iterations steps of the three AMM-type methods proposed in this article and the NS-Newton method are identical and the CPU time is almost the same. Relatively, the SOR method has better performance than the ADMM-type method.

Example 3. Consider the differential equation

\[
\begin{align*}
- \max_{\gamma, \lambda \in (\Gamma, \Lambda)} \left\{ L^A U - \eta U - \frac{1}{2} ay^2 U + \beta y \right\} &= 0, \quad \text{on } \Omega, \\
U &= g, \quad \text{on } \partial \Omega,
\end{align*}
\]

(24)

where $L^A U(x) = (1/2)\sigma(x, \lambda)^2 U''(x) + \mu(x, \lambda)U'(x)$, $\Omega = (0,1)$, $\Gamma = [0, \infty)$ and $\Lambda$ is a compact metric space.

By applying the “optimize then discretize” approach to the differential equation (24), it can be discretized as a 3\textsuperscript{rd}-order Bellman equation [8]:

\[
\max_{\lambda \in \Lambda} \mathcal{A}^\lambda \mathbf{u}^2 = \mathbf{b},
\]

(25)
in which $\mathbf{u} = (u_i) \in \mathbb{R}^n$, $u_i \equiv U(i\Delta x)$ with $\Delta x = (1/n)$ for $i = 0, 1, 2, \ldots, n$, $\mathcal{A}^\lambda$ is a 3\textsuperscript{rd}-order and $(n+1)$-dimensional parameterized tensor, and the entries of them are defined as follows:
Table 4: Numerical results for the multilinear systems in Example 2.

| Algorithms | AMM | R-AMM-I | R-AMM-II | NS-Newton | SOR | ADMM-type |
|------------|-----|---------|----------|-----------|-----|-----------|
| [3, 10]    | IT  | 8       | 8        | 8         | 8   | 423       |
|            | CPU | 0.1517  | 1.3087   | 0.1981    | 0.0869 | 1.2052    |
|            | RES | 1.9308e-04 | 1.9308e-04 | 1.9308e-04 | 1.9308e-04 | 9.7660e-04 | 1.1703e-02 |
| [3, 30]    | IT  | 15      | 15       | 15        | 15   | 2955      |
|            | CPU | 0.0611  | 0.0594   | 0.0773    | 0.0524 | 12.3794   |
|            | RES | 5.9708e-04 | 5.9708e-04 | 6.1631e-04 | 6.0411e-04 | 9.9562e-04 | 1.2772e-03 |
| [3, 50]    | IT  | 16      | 16       | 16        | 16   | 2081      |
|            | CPU | 0.0714  | 0.0687   | 0.0997    | 0.0640 | 50.0584   |
|            | RES | 5.3146e-04 | 5.3146e-04 | 5.2894e-04 | 5.3783e-04 | 2.6927e-02 | 1.0036e-03 |
| [4, 10]    | IT  | 19      | 19       | 19        | 19   | 705       |
|            | CPU | 0.1641  | 0.1249   | 0.1530    | 0.1204 | 3.2752    |
|            | RES | 7.7367e-04 | 7.7367e-04 | 7.7367e-04 | 7.7367e-04 | 9.8150e-04 | 3.9236e-02 |
| [4, 30]    | IT  | 19      | 19       | 19        | 19   | 4635      |
|            | CPU | 0.3644  | 0.3575   | 0.3748    | 0.3416 | 75.4072   |
|            | RES | 6.7312e-04 | 6.7312e-04 | 6.7312e-04 | 6.7312e-04 | 9.9835e-04 | 9.9831e-04 |
| [4, 50]    | IT  | 25      | 25       | 25        | 25   | 7856      |
|            | CPU | 1.2006  | 1.1478   | 1.1888    | 1.1115 | 293.3731  |
|            | RES | 8.8715e-04 | 8.8715e-04 | 8.8715e-04 | 8.8715e-04 | 9.9992e-04 | 9.9991e-04 |
| [5, 10]    | IT  | 19      | 19       | 19        | 19   | 1155      |
|            | CPU | 0.2283  | 0.2200   | 0.2505    | 0.1999 | 7.2257    |
|            | RES | 4.0658e-04 | 4.0658e-04 | 4.0658e-04 | 4.0658e-04 | 9.8803e-04 | 9.9987e-04 |
| [5, 20]    | IT  | 20      | 20       | 20        | 20   | 3314      |
|            | CPU | 1.3222  | 1.3061   | 1.3944    | 1.2267 | 116.2169  |
|            | RES | 8.7162e-04 | 8.7162e-04 | 8.7162e-04 | 8.7162e-04 | 9.9932e-04 | 2.2657e-03 |
| [5, 30]    | IT  | 22      | 22       | 22        | 22   | 8897      |
|            | CPU | 9.0624  | 9.4346   | 9.6649    | 9.3347 | 1549.5668 |
|            | RES | 4.7169e-04 | 4.7169e-04 | 4.7169e-04 | 4.7169e-04 | 9.9987e-04 | 9.9994e-04 |
| [6, 10]    | IT  | 22      | 22       | 22        | 22   | 1513      |
|            | CPU | 0.8528  | 0.8472   | 0.8541    | 0.8229 | 24.7529   |
|            | RES | 6.8396e-04 | 6.8396e-04 | 6.8396e-04 | 6.8396e-04 | 9.9128e-04 | 9.9992e-04 |

\[
\mathcal{A}_{ij} (\lambda) = \mathcal{A}_{ij} (\lambda),
\]

\[
2 \mathcal{A}_{ij} (\lambda) = \frac{1}{2} \sigma^2_i (\lambda) \frac{1}{(\Delta x)^2} + \frac{\mu_i (\lambda)}{\Delta x^2 (\cos, 0)} (\mu_i (\lambda)),
\]

\[
\mathcal{A}_{ii} (\lambda) = \frac{1}{2} \sigma^2_i (\lambda) \frac{1}{(\Delta x)^2} + |\mu_i (\lambda)| \frac{1}{\Delta x} + \eta_i,
\]

\[
2 \mathcal{A}_{ij} (\sigma) = \frac{1}{2} \sigma^2_i (\lambda) \frac{1}{(\Delta x)^2} - \mu_i (\lambda) \frac{1}{\Delta x} (\cos, 0) (\mu_i (\lambda)),
\]

\[
\mathcal{A}_{ii} (\lambda) = \mathcal{A}_{ii} (\lambda), \quad i = 1, 2, \ldots, n - 1,
\]

and \( \mathcal{A}_{ij} (\lambda) = 1 \), if \( i = 0, n \). The vector \( \mathbf{b} = (b_i) \) is defined by

\[
b_i = \begin{cases} 
\frac{1}{2} \beta_i^2, & \text{if } i = 1, 2, \ldots, n - 1, \\
\gamma_i^2, & \text{if } i = 0, n.
\end{cases}
\]

In this example, we let \( \sigma (x, \lambda) = 0.2, \alpha (x) = 2 - x, \eta (x) = 0.04, u (x, \lambda) = 0.044, \beta (x) = 1 + x, g (x) = 1, \) and \( \lambda = -1 \). The coefficient tensor \( \mathcal{A} \) here is a nonsymmetric and nonsingular M-tensor. We compared the three proposed iterative algorithms with the NS-Newton method, the SOR method, and the ADMM-type method for the initial iterative vector \( \mathbf{x}^{(0)} \) chosen randomly and reported the numerical results in Table 5. From this table, one can see that the three proposed iteration methods in the present paper as well as the NS-Newton method have almost the same convergence; they take fewer iteration steps and CPU time than the SOR method and the ADMM-type method. Notably, the SOR method needs more iteration steps than the ADMM-type method.

Example 4. Let the tensor \( \mathcal{A} \) in (1) be given by \( \mathcal{A} = \text{tenrand} (\mathbf{v}) \in \mathbb{R}^{[n,m]} \) with \( \mathbf{v} = \text{ones} (1, m) * n \), and let the right-hand side \( \mathbf{b} \) be chosen such that \( \mathcal{A} (\mathbf{x})^{m-1} = \mathbf{b} \), where \( \text{tenrand} (\mathbf{v}) \) returns an \( m \)-th order \( n \)-dimensional tensor containing pseudorandom values drawn from the uniform distribution and \( \mathbf{x}^* \) is the same as that defined in Example 1.

In this example, the tensor \( \mathcal{A} \) is a randomly generated tensor; then, the solution of the multilinear system (1) may not be unique. We compared the proposed algorithms (i.e., Algorithms 1–3) with the NS-Newton method and the ADMM-type method for randomly produced initial vectors \( \mathbf{x}^{(0)} = \mathbf{z}^{(0)} = \text{rand} (n, 1) \). The obtained results were displayed in Table 6, which indicates that all the tested methods converge before the number of iteration steps arrives at the
Table 5: Numerical results for the multilinear systems in Example 3.

| Algorithms  | [m, n] | [3,10] | [3,30] | [3,50] | [3,100] | [3,200] |
|-------------|--------|--------|--------|--------|---------|---------|
| AMM         | IT     | 7      | 10     | 14     | 11      |         |
|             | CPU    | 0.0194 | 0.0289 | 0.0415 | 0.1281  | 0.5046  |
|             | RES    | 2.8217e-05 | 4.1736e-05 | 5.7067e-06 | 3.6582e-06 | 1.8151e-04 |
| R-AMM-I     | IT     | 7      | 10     | 14     | 11      |         |
|             | CPU    | 0.0197 | 0.0250 | 0.0381 | 0.1465  | 0.4947  |
|             | RES    | 2.8217e-05 | 4.1736e-05 | 5.7067e-06 | 3.6582e-06 | 1.8151e-04 |
| R-AMM-II    | IT     | 7      | 10     | 14     | 11      |         |
|             | CPU    | 0.0274 | 0.0350 | 0.0504 | 0.1514  | 0.5053  |
|             | RES    | 2.8217e-05 | 4.1736e-05 | 5.7067e-06 | 3.6582e-06 | 1.8151e-04 |
| NS-Newton   | IT     | 7      | 10     | 14     | 11      |         |
|             | CPU    | 0.0152 | 0.0221 | 0.0338 | 0.1332  | 0.4939  |
|             | RES    | 2.8217e-05 | 4.1736e-05 | 5.7067e-06 | 3.6582e-06 | 1.8151e-04 |
| SOR         | IT     | 74     | 843    | 2433   | 9643    |         |
|             | CPU    | 1.4385 | 3.1727 | 10.7665 | 118.9747 |         |
|             | RES    | 9.1750e-04 | 9.9189e-04 | 9.9983e-04 | 9.991e-04 |         |
| ADMM-type   | IT     | 30     | 118    | 627    | 7400    |         |
|             | CPU    | 0.0908 | 0.4398 | 3.0127 | 89.5569 |         |
|             | RES    | 8.6000e-04 | 9.9739e-04 | 9.9547e-04 | 9.9987e-04 |         |

Table 6: Numerical results for the multilinear systems in Example 4.

| Algorithms  | AMM       | R-AMM-I   | R-AMM-II  | NS-Newton |
|-------------|-----------|-----------|-----------|-----------|
|             | IT        | 11        | 11        | 10        | 8         |
|             | CPU       | 0.0674    | 0.0636    | 0.0694    | 0.0231    |
|             | RES       | 1.2805e-04 | 3.8136e-04 | 5.2323e-04 | 1.7398e-04 |
| [3,2]       | IT        | 34        | 74        | 88        | 32        |
|             | CPU       | 0.4561    | 1.0108    | 1.3156    | 0.2187    |
|             | RES       | 7.0644e-04 | 6.6799e-04 | 6.9935e-04 | 3.096e-05 |
| [4,2]       | IT        | 75        | 61        | 76        | 27        |
|             | CPU       | 1.7356    | 1.4059    | 1.8333    | 0.3656    |
|             | RES       | 4.8703e-04 | 4.7376e-04 | 6.6511e-04 | 1.051e-05 |
| [5,2]       | IT        | 107       | 149       | 205       | 50        |
|             | CPU       | 3.8485    | 5.3445    | 7.5521    | 1.0975    |
|             | RES       | 8.9606e-04 | 4.9813e-04 | 5.5719e-04 | 6.6814e-06 |
| [6,2]       | IT        | 79        | 116       | 115       | 67        |
|             | CPU       | 4.1114    | 6.0589    | 6.1478    | 2.1800    |
|             | RES       | 3.5437e-04 | 5.9663e-04 | 3.7370e-04 | 1.4862e-04 |
| [7,2]       | IT        | 192       | 175       | 215       | 108       |
|             | CPU       | 13.6602   | 12.4068   | 15.5309   | 4.8704    |
|             | RES       | 5.9745e-04 | 7.8879e-04 | 6.9943e-04 | 8.1033e-05 |
| [8,2]       | IT        | 331       | 494       | 467       | 150       |
|             | CPU       | 31.4421   | 48.2269   | 45.9329   | 8.9267    |
|             | RES       | 8.2688e-04 | 6.4713e-04 | 8.5859e-04 | 7.9815e-08 |
| [9,2]       | IT        | 247       | 446       | 430       | 157       |
|             | CPU       | 29.2164   | 52.7115   | 51.3435   | 11.9918   |
|             | RES       | 8.6464e-04 | 7.6783e-04 | 7.1800e-04 | 5.6479e-05 |
| [10,2]      | IT        | 223       | 478       | 509       | 181       |
|             | CPU       | 223.2902  | 71.5219   | 76.9164   | 17.1811   |
|             | RES       | 6.0747e-04 | 6.3177e-04 | 4.8267e-04 | 1.2165e-05 |
| [11,2]      | IT        | 617       | 1817      | 1010      | 2234      |
|             | CPU       | 112.0114  | 333.9998  | 188.5232  | 261.1745  |
|             | RES       | 4.8158e-04 | 6.4279e-04 | 5.7918e-04 | 6.9879e-04 |
maximum $k_{\text{max}}$. Particularly, the randomized technique may improve the performance of the AMM method. Besides, in Figure 2, we also displayed the convergence behavior of Algorithms 1–3 and 5 when $m = 4, 8$ with $n = 2$ and initial iterative vector $x^{(0)} = [1, 2]^T$.

From the above numerical tests, we claim that Algorithm 1 is an efficient method for solving some consistent multilinear system (1); what is more, the first two modified versions of this algorithm are also feasible. In particular, one of the advantages of these algorithms is that they can be carried out in a parallel version, which indicates that our algorithms may be implementable for large-scale tensor systems, while the Newton type methods are not easy to run in a parallel version.

Additionally, we may always meet the inconsistent multilinear system because of errors. In the next example, we consider the least-squares problem associated with the multilinear system (1); there, the coefficient tensor $\mathcal{A}$ and the right-hand side $b$ are chosen randomly.

**Example 5.** Let the tensor $\mathcal{A}$ in (1) be given by $\mathcal{A} = \text{tenrand}(v) \in \mathbb{R}^{[m,n]}$ with $v = \text{ones}(1,m) \ast n$, and the right-hand side $b = \text{randn}(n,1) \in \mathbb{R}^n$, where $\text{tenran d}(v)$ returns an $m$th-order $n$-dimensional tensor containing pseudorandom values drawn from the standard normal distribution.

We consider the least-squares problem of the multilinear system (1), since the tensor $\mathcal{A}$ and the right-hand side $b$ are random, which may lead to an inconsistent multilinear system. In view of the bad performance of Algorithm 4, we only compare Algorithms 1–3 and 5 with the SOR method [26] and the ADMM-type method [17].

For the randomly chosen initial vector $x^{(0)} = \text{rand}(n,1)$, we still run 5 trials of the algorithms in the cases that $m = 3$: 3: 18 with $n = 2$, respectively; the numerical results are listed in Table 7. In the tests, the SOR method is not convergent before the number of iteration steps arrives at $k_{\text{max}}$, and so it is not contained in Table 7. From this table, we can observe that all the tested algorithms are convergent. Relatively, the NS-Newton method often possesses the least number of iteration steps for the lower $m$, while the ADMM-type method has better performance than the others for the higher case $m$. Moreover, the ADMM-type method takes less CPU time than the former when their iteration steps are identical. On the whole, the original AMM method performs better than the two random versions.

Next, we present an example in which the entries of the coefficient tensor vary greatly, which means that it leads to ill-posed multilinear systems.

**Example 6.** Let the tensor $\mathcal{A} = \text{tensor}(1: n^m, v)$ with $v = \text{ones}(1,m) \ast n$, and let the vector $b$ be chosen in the same way as in Example 2, where $\text{tensor}(1: n^m, v)$ reshapes the numbers 1, 2, $\ldots, n^m$ as an $m$th-order $n$-dimensional tensor.

For $m = 5$ and $n = 2$, we, respectively, ran Algorithms 2 and 3 for randomly chosen 1000 initial vectors $x^{(0)} = \text{rand}(n,1)$ and displayed the numerical results in Figure 3, in which the $x$-axis refers to the $k$th initial vector and the $y$-axis represents the difference of the numbers of iteration steps (left) or the elapsed CPU time (right) of the two algorithms. Specifically, the red symbol “+” means that the number of iteration steps or the CPU time of Algorithm 2 is more than that of Algorithm 3, and the green symbol “*” means that their iteration steps are identical. Otherwise, we use the blue cycle “o.” In Figure 3, the red symbols account for 49.6% of the total (left) and 39.8% of the total (right). Moreover, for the blue symbols “o”, there are
48.1% of cases (left) and 60.2% of cases (right). We should mention that the number of iteration steps of Algorithm 1 always exceeds the $k_{\text{max}}$ for the chosen initial vectors.

The obtained numerical results indicate that all the algorithms introduced in this paper are feasible and efficient for the tested multilinear systems. In particular, the randomized versions always have better performance than the original one. Notably, many others trials not listed here also reflect that our algorithms are commonly comparable to the existing ones when solving some structured multilinear systems. However, there are still many problems to be studied; for instance, although the proposed algorithms are numerically effective, unfortunately, we could not give their proofs of convergence at present. Moreover, for very large $m$, our algorithms may be intractable due to the curse-of-dimensionality [28]; thus, how to break the curse is an interesting but important work.

5. Conclusions

In this paper, we introduced the alternating minimal method as well as its randomized versions for solving the least-squares problem corresponding to the multilinear systems (1), that is, Algorithms 3.1–3.4. The performed numerical
experiments reflect that the proposed algorithms are feasible and efficient. However, we cannot provide the convergence proofs of the two iterative algorithms and leave it as an open problem, which will be considered in the future work.
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