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Abstract

Millimeter wave communication is eminently suitable for high-rate wireless systems, which may be beneficially amalgamated with intelligent reflecting surfaces (IRS), relying on beam-index modulation. Explicitly, we propose three different architectures based on IRSs for beam-index modulation in millimeter wave communication, which circumvent the line-of-sight blockage of millimeter wave frequencies. We conceive both the optimal maximum likelihood detector and a low-complexity compressed sensing detector for the proposed schemes. Finally, the schemes conceived are evaluated through extensive simulations, which are compared to our analytically obtained bounds.

I. INTRODUCTION

Next-generation systems are expected to satisfy substantially improved specifications. Furthermore, new solutions, such as the Internet of Things (IoT), massive machine type communications (MTC) also contribute to the escalating mobile data traffic, as predicted by International Telecommunication Union (ITU) [1]. Hence researchers aim for increasing the degrees of design-freedom in support of these ambitious requirements.

The 30 – 300 GHz so-called millimeter wave (mmWave) frequency band has substantial hitherto unexploited bandwidth resources for supporting Gigabit per seconds (Gb/s) data rates [2]–[4]. For example, in indoor scenarios a data rate of upto 6.7 Gbps is achieved by the IEEE 802.11ad standard developed at 60 GHz frequency [5]. This result has ignited research interest in this frequency range also for outdoor scenarios. In an early experiment, it has been shown that mmWave communication is capable of achieving a peak data rate of 1 Gb/s in an outdoor environment for a communication range of upto 1.7 km at moderate Bit Error Rates (BERs) [6]. This system used only 500 MHz of bandwidth at 28 GHz. Naturally, there are
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a number of propagation challenges to be overcome, since typically only line-of-sight (LOS) communication is possible at these frequencies, which also suffer from fading, significant absorption losses in the atmosphere and building-penetration losses [7] [8].

Furthermore, researchers are also aiming for reducing both the power consumption and hardware cost. Intelligent Reflecting Surfaces (IRS) offer a viable solution for meeting these requirements [9]. Explicitly, IRSs constitute passive reflecting surfaces equipped with integrated electronic circuits, which are capable of imposing carefully controlled amplitude and/or phase shifts on the incident signals [10]. The concept has been earlier proposed in [11] and its employment as a phase-shifter has become popularized by [12]. IRSs are eminently suitable for energy-efficient solutions in a wide variety of applications, such as signal-to-noise-ratio (SNR) maximization [13], rate-maximization [14], [15], for improving the energy efficiency [16], for minimizing transmit power [17], for providing secure communication [18], multi-cell MIMO communication [19], [20], over the air computation [21], low latency mobile edge computing [22], index modulation [23] and so on.

In [24], analog beamforming based beam-index modulation has been proposed as an extension of spatial modulation [25], [26]. Inspired by these results, we conceive IRS assisted beam-index modulation for mmWave communications. Beamforming techniques have been exploited in mmWave communication for mitigating their path loss [27]–[29], for achieving directional transmission [30]–[32], for avoiding inter-carrier-interference [33] and also for safeguarding against eavesdroppers [34]. However, there is a paucity of contributions on beamforming-aided index modulation in IRS-assisted mmWave communication. Our main contributions are:

1) We propose IRS assisted beam index modulation for mmWave communication. Beamforming solutions proposed for mmWave frequencies tend to rely on either analog beamforming [35], [36] or on hybrid techniques [6], [37]–[43]. In [44] digital beamforming is proposed, which relies on complex hardware. As a remedy, IRS has been proposed for imposing phase shifts on the incident signal, which can be exploited for beamforming. As a further benefit, they are capable of circumventing the predominantly LOS nature of mmWave propagation. Hence, our proposed scheme has at least three appealing features: it supports non-LOS communication at mmWave frequencies at a low cost, whilst conveying extra information via beam-index modulation.

2) We propose three different architectures for IRS assisted beam-index modulation. The
first is termed as single-symbol beam index modulation, where the information is carried both by classic QAM/PSK symbols and by the transmitter beam-pattern. This idea has also been extended for further improving the data rate in our Scheme 2, which is a multi-symbol beam-index modulation arrangement. In the third scheme, we provide an architecture for improving the SNR of the proposed beam-index modulation.

3) The optimal maximum likelihood (ML) detector is derived for the schemes conceived. Additionally, a low complexity compressed sensing assisted detector is also developed.

4) An upper bound of the average BER is obtained for the optimal ML detector. Finally, the proposed scheme is evaluated through extensive simulations and its performance is compared to the theoretically obtained bound.

The rest of the paper is organized as follows. Section II details the proposed IRS assisted beam-index modulation schemes. The implementation aspects and parameter design of the schemes are detailed in Section III while our detectors are developed in Section IV. In Section V the error analysis of the proposed scheme is provided. Our simulation results are given in Section VI and we conclude in Section VII.

Notations: Throughout the paper, unless otherwise specified, bold lower case and bold upper case letters are used to represent vectors and matrices, respectively. $A^H$, $\text{Tr}(A)$ and $\lambda_{\text{min}}(A)$ represents the hermitian, trace and minimum eigen value of $A$, respectively. $\|\cdot\|$ stands for $L_2$-norm. $|a|$ and $\text{Re}\{a\}$ is the absolute and real value of scalar $a$, respectively. $\mathbf{I}$ is the identity matrix of appropriate dimension. $CN(\mu, C)$ represents the complex Gaussian distribution with mean vector $\mu$ and covariance matrix $C$. $\lfloor b \rfloor$ is the largest integer not greater than $b$. $\Gamma(.)$ is the $\Gamma$-function, i.e., $\Gamma(z) = \int_0^{\infty} x^{z-1} e^{-x} dx$ and for integer $z$, $\Gamma(z) = (z-1)!$ and $\Gamma(a, b)$ is the Gamma distribution with $a$ and $b$ are shape and rate parameters, respectively.

II. PROPOSED IRS ASSISTED BEAM-INDEX MODULATION SCHEMES

We propose three different IRS assisted beam-index modulation schemes. All these schemes are single input multiple output (SIMO) arrangements, containing a transmitter antenna (TA), two sets of IRSs and $N_R$ receiver antennas (RAs). Each IRS has one or more reflecting surfaces (RS) and each RS has many elements. The first IRS, namely IRS$_1$, can be directly accessed by the transmitter and it is used for selectively activating the elements in the second IRS, i.e. in IRS$_2$. The proposed schemes of Fig. I operate as follows:
1) The incoming bit sequence is split into two groups. The first group is used for selecting the classic PSK/QAM symbols, while the second set is used for beam-index modulation.

2) The TA and $IRS_1$ are kept close to each other. They have both wired and wireless connections. Based on the first group of bits, an appropriate PSK/QAM symbol ($s$) is selected at the transmitter, which is transmitted wirelessly to each RS in $IRS_1$.

3) The wired connection is used for mapping the second group of bits onto beam-index modulation. These bits are converted to the appropriate phase vector, which are then forwarded to the elements of the RSs in $IRS_1$.

4) Based on the received phase vector, the elements in $IRS_1$ impose the required phase shift on the incident signal, which are then forwarded to $IRS_2$. The phase is specifically adjusted for ensuring that only the desired elements in $IRS_2$ receive the signal. This specific selection is determined based on the information bits reserved for beam-index modulation.

5) $IRS_2$ reflects the signal either with or without imposing a phase shift, depending on the scheme used. This is captured by the RAs. The information detected at the RAs includes both the conventional PSK/QAM symbols and the specific element indices of $IRS_2$, which reflect the symbols. This is done jointly by $N_R$ RAs.

For detailing the schemes, we will make the following assumptions.

1) The distance between the transmitter and $IRS_1$ is very small. Hence, the channel between them is AWGN with negligible noise.

2) There is only LOS communication between $IRS_1$ and $IRS_2$. This assumption is justified, since the two IRSs are closely spaced and the elements in $IRS_1$ adjust phase in such a way that only the specifically selected elements in $IRS_2$ receive the signal. Hence, the channel between $IRS_1$ and $IRS_2$ is also assumed to be AWGN.

3) Between $IRS_2$ and the receiver we have a flat fading Rayleigh channel, where the channel coefficients are distributed according to $CN(0,1)$.

The details of the schemes are given below.

**A. Scheme 1: Single-Symbol Beam-Index Modulation**

This scheme is shown in Fig. [I]. In this scheme, both the IRSs have only a single RS. $IRS_1$ is directly connected to the transmitter, whereas $IRS_2$ is kept at a distance, say $D$, from the first IRS. Let $IRS_1$ be a $(N_{1H} \times N_{1W})$ element array, while $IRS_2$ be an $(N_{2H} \times N_{2W})$ array.
Fig. 1: Architecture of single-symbol beam-index modulation.

and let $N_1 = N_1 H N_{1w}$ and $N_2 = N_2 H N_{2w}$ be the total number of elements in $IRS_1$ and $IRS_2$, respectively. The TA sends the symbols to $IRS_1$, where each element applies a specific phase shift to the incident wave so that only one of the elements in $IRS_2$ receives the signal. Hence, in this scheme the total number of bits per channel use (bpcu) is $\log_2 M + \lfloor \log_2 N_2 \rfloor$, where the first term corresponds to the QAM/PSK symbols, while the second term corresponds to the selection of the element in $IRS_2$. Finally, $IRS_2$ reflects the signal and it is received at the RAs.

Let $s$ be the transmitted symbol. The symbol received at $IRS_1$ is $s + w_1$, where $w_1 \sim CN(0, \sigma_1^2)$. However, under Assumption 1, we have $\sigma_1^2 \approx 0$ and the contribution $w_1$ can be discarded. Therefore, the vector received at $IRS_2$ is:

$$x_2 = bs + w_2,$$

where $w_2 \sim CN(0, \sigma_2^2)$ under Assumption 2) and $b$ is an $N_2 \times 1$ vector. Ideally, $b$ should have only a single non-zero entry corresponding to the index of the beam (or equivalently corresponding to the selected element in $IRS_2$). However, this will not happen in practice, since a finite power will be dispersed on other directions also and this power distribution depends on the relative weighting of each element of $IRS_1$. This is further detailed in Section
The vector at the RAs can be written as:

\[ y = Hx_2 + w_R = Hb + w, \]  

(2)

where \( H \) is the \( N_R \times N_2 \) channel matrix as defined under Assumption 3 and \( w_R \sim CN(0, \sigma^2_R) \).

Note that \( w = Hw_2 + w_R \) is the additive noise component having a distribution of \( CN(0, \Sigma) \), where \( \Sigma = HH^H \sigma^2_2 + \sigma^2_R I \). Finally, the receiver has to detect both \( b \) and \( s \) from \( y \) to decode the transmitted bits. The detection schemes will be discussed in Section IV.

B. Scheme 2: Multi-Symbol Beam-index Modulation

In the second scheme, the first scheme is extended to multi-symbol communication. The architecture is shown in Fig. 2. In this case, there are \( N_T \) RSs in \( IRS_1 \) contrast to a single RS in Scheme 1. The modulator identifies \( N_T \) different phase-vectors depending on the bit sequence corresponding to the beam-index modulation and each vector is fed to different RSs in \( IRS_1 \). Therefore, \( N_T \) RSs focus the conventional QAM/PSK symbol onto \( N_T \) different elements of \( IRS_2 \). Hence, in this case, the total number of bpcu is \( \log_2 M + \left\lfloor \log_2 \left( \frac{N_2}{N_T} \right) \right\rfloor \).

Therefore, this scheme provides a higher data rate than scheme 1. The choice of the elements to be activated can be organized using a look up table method or the combinatoric approach [45], [46].

Mathematically, this scheme can be represented using Equations (1) and (2). However, the difference is that in this case, ideally there will be \( N_T \) non-zero entries in \( b \).

C. Scheme 3: Maximum-SNR Single-Symbol Beam-Index Modulation

Fig. 3 shows the architecture of this scheme. This is similar to Scheme 1, except that in this case each element of \( IRS_2 \) is replaced by an RS having \( N_3 \) elements. Hence, there will be a total of \( N_2 N_3 \) elements in \( IRS_2 \). Both the TA and \( IRS_1 \) function in the same way as in the case of single-symbol beam-index modulation. Hence, the signal received at \( IRS_2 \) can be written using (1). However, in contrast to the other two cases, here the elements in \( IRS_2 \) apply a phase shift to the incident signal. The phase shift in \( IRS_2 \) is adjusted in such a way that the SNR at the receiver is maximized.

Therefore the received signal in this case can be written as:

\[ y = H \Xi b + w, \]  

(3)
Fig. 2: Architecture of multi-symbol beam-index modulation. Contrast to Fig. 1, there are $N_T$ RSs in $IRS_1$ in this case.

Fig. 3: Architecture of the Maximum-SNR Single-Symbol Beam-Index Modulation. Contrast to Fig. 1, there are $N_3$ elements in each RS of $IRS_2$, which impose phase shift on the incident signal to maximize SNR at the RAs.
where $\Xi$ is an $(N_2 N_3 \times N_2 N_3)$ diagonal matrix of phase shifts given by the elements in $IRS_2$. Note that in (3), $H$ is an $(N_R \times N_2 N_3)$ matrix. The overall SNR in this case is defined as:

$$\text{SNR} = \frac{\|H \Xi \mathbf{b}_s\|^2}{\text{Var}(\|\mathbf{w}\|)},$$

where the denominator is the variance of the norm of the vector $\mathbf{w}$. The SNR can be maximized by maximizing the numerator of (4), since the denominator is independent of $\Xi$, which is the maximization variable. Let $\xi_{1:N_2 N_3}$ represents the entries of the diagonal of $\Xi$. Hence, the SNR maximization can be written as:

$$\max_{\xi_l} \|H \Xi \mathbf{b}_s\|^2 \text{ s.t. } |\xi_l| = 1, \forall l = 1, 2, ..., N_2 N_3.$$  \hspace{1cm} (5)

However, the above optimization problem has the following challenges. $IRS_2$ is a passive device and it may not be practical to solve a complex optimization problem there. Hence, the optimization should ideally be carried out at transmitter or receiver and the resultant information has to be communicated to $IRS_2$. Therefore, if the optimization depends on the data to be transmitted ($\mathbf{b}_s$), $\Xi$ has to be updated in every time slot, which is a substantial communication overhead. Hence, the optimization should preferably only depend on either an average value of $\mathbf{b}_s$ or indeed ideally should be independent of it. Accordingly, we will propose the following solutions for (5).

1) Solution 1: This solution is based on the assumption that an ideal beam pattern exists, i.e., all elements in the selected RS of $IRS_2$ receives the same power, while all other elements receive no power. Without loss of generality, let this constant be 1. Hence, the optimization function in (5) can be written as:

$$\max_{\xi_l} \|H \Xi \mathbf{b}_s\|^2 = \|H \mathbf{1}\|^2 = \|H \xi\|^2,$$

where $\mathbf{1}$ is a vector of 1s and $\xi$ is a vector formed from the diagonal elements of $\Xi$. Hence, the maximization problem (5) becomes:

$$\max_{\xi_l} \|H \Xi \mathbf{b}_s\|^2 \text{ s.t. } |\xi_l| = 1, \forall l = (\hat{I} - 1)N_3 + 1, ..., \hat{I}N_3.$$ \hspace{1cm} (7)

where $\hat{I}$ is the specifically selected RS in $IRS_2$. Let $\xi_l = e^{j\alpha_l}$, since $|\xi_l| = 1$. Bearing this in mind and noting that $H^H H$ is a Hermitian matrix, (5) is reformulated as the following unconstrained optimization problem.

$$\max_{\alpha_l} \sum_{i=(\hat{I}-1)N_3+1}^{\hat{I}N_3} \sum_{j=(\hat{I}-1)N_3+1}^{\hat{I}N_3} \Re \left\{ e^{j(\alpha_l - \alpha_j)} \left( H^H H \right)_{ij} \right\},$$

where $(H^H H)_{ij}$ is the $(i,j)^{th}$ element of $H^H H$. Since (8) is not a concave function, it can only be solved using some iterative technique for finding its local maximum.
2) Solution 2: This solution relies on the assumption that $N_R \geq N_3$, i.e. there are more number of RAs than the number of elements in the RS of $IRS_2$. In order to develop the solution, let us state and prove Lemma 1.

**Lemma 1.** Let $H_Q$ and $\Xi_Q$ be the $(N_R \times N_3)$ and $(N_3 \times N_3)$ sub-matrices of $H$ and $\Xi$ corresponding to the selected RS, respectively and let $b_Q$ be the corresponding sub-vector of $b$. If $N_R \geq N_3$, with probability 1, the bound

$$\|H_Q\Xi_Qb_Q\|^2 \geq \lambda_{min}\left(\Xi_Q^HH_Q^HH_Q\Xi_Q\right)\text{Tr}\left\{(b_Qs)(b_Qs)^H\right\} \tag{9}$$

is non-trivial, which equivalently leads to $\lambda_{min}\left(\Xi_Q^HH_Q^HH_Q\Xi_Q\right) > 0$.

**Proof.** See Appendix A for proof. \[\Box\]

Lemma 1 can be used for solving the optimization problem (5). The idea is to maximize the non-trivial lower bound instead of the actual function. Hence, the optimization problem (5) becomes:

$$\max_{\xi_l} \lambda_{min}\left(\Xi_Q^HH_Q^HH_Q\Xi_Q\right) \quad s.t. \quad |\xi_l| = 1, \forall \ l = (\hat{I} - 1)N_3 + 1, \ldots, \hat{I}N_3. \tag{10}$$

We know that $\lambda_{min}(A) = \min_{||z||=1} ||Az||$ [47, Eq. 7.5.4]. Therefore (10) can be rewritten as:

$$\max_{\xi_l} \min_z \|\Xi_Q^HH_Q^HH_Q\Xi_Qz\| \quad s.t. \quad ||z|| = 1, \ |\xi_l| = 1, \forall \ l = (\hat{I} - 1)N_3 + 1, \ldots, \hat{I}N_3, \tag{11}$$

where (11) is a constrained non-linear minimax optimization problem. This can be solved directly [48–51]. Alternatively, it can be converted into a non-linear maximization problem by introducing an additional variable and then solved using standard techniques.

It should be noted that in both solutions of the SNR maximization problem, $\hat{I}$, i.e. the selected data dependent RS of $IRS_2$ that has to be optimized, depends on the information bits. In order to avoid the dependence of optimization on the information bits, each RS is optimized separately whenever there is considerable change in the channel. The optimized phase information is passed to $IRS_2$, which applies phase shifts to all elements instead of the selected RS. This scheme can be extended to the case of multi-symbol beam-index modulation (Scheme 2), where there will be $N_T$ RSs in $IRS_1$, which activate $N_T$ RSs in $IRS_2$. Finally, all the activated RSs in $IRS_2$ can apply a phase shifts for improving the SNR. Thus the scheme will have both an improved data rate and improved SNR. Practically, the optimal phase shifts have to be estimated at the receiver and then communicated to $IRS_2$. 
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III. Implementation of Beam-Index Modulation

The principle behind the proposed beam-index modulation is the data-dependent activation of the elements in IRS2. This is achieved by appropriately choosing the phase shifts applied by the elements in IRS1. In order to estimate the phase shifts, it is assumed that there is only LOS communication between IRS1 and IRS2. Therefore, the phase shifts only depend on the geometry of the pair of IRSs. The estimation of phase shifts is detailed below.

Let the centre of IRS1 be the origin co-ordinate \((0,0,0)\) and \(\mathbf{P}\) be the position vector of elements of IRS1. Let the \(n^{th}\) element of IRS2 be activated by IRS1 according to the input bit sequence and let \((\theta^h_n, \theta^v_n)\) represents the azimuth and the elevation angle pair for this element with respect to the origin. Then, the phase-vector to be given by the elements of IRS1 to choose the \(n^{th}\) beam is \(\phi = 2\pi f \tau\), where \(\tau = \frac{\mathbf{P} \cdot \mathbf{u}_n}{c}\) with \(c\) and \(f\) being the speed of the light and the carrier frequency, and \(\mathbf{u}_n = (\sin \theta^h_n \cos \theta^v_n, \cos \theta^h_n \cos \theta^v_n, \sin \theta^v_n)\). Finally, in the case of multi-bit beam-index modulation, these phase shifts have to be calculated for each of IRSs according to the input bit sequences.

Additionally, if the IRS elements can modify the amplitude of the incident signal along with the phase, one can modify the relative weighting of each element. Since IRSs constitute passive devices, amplification may be difficult to achieve and will not be a cost effective solution. However, attenuation can be readily applied to the incident signal \([52]\). The attenuation can be adjusted in such a way that it acts as a window function for the beamforming and the beam pattern can be accordingly modified. This will help in reducing the interference, which will be discussed in Section \(\text{V}\). In Section \(\text{III-A}\), the design of two IRSs is detailed.

A. Parameter Design

The parameters to be designed are the number of elements and the corresponding inter-element spacing in IRS1, as well as in IRS2 and the distance between two IRSs. Let \(\lambda\) be the wavelength corresponding the highest frequency of operation. We will fix the design parameters as follows \([53]\).

1) Inter-element spacing in IRS1 (\(d_1\)): The elements in each RSs of IRS1 should be spaced at \(\frac{\lambda}{2}\) distances. For example, if the maximum operating frequency is \(f_{\text{max}} = 60\ \text{GHz}\), then the spacing between the elements in IRS1 is \(d_1 = 2.5\ mm\). Now, if IRS1 is a \(100 \times 100\) element system, then its dimension is going to be as compact as \(0.25 \times 0.25\ m\). This spacing is important for avoiding grating lobes in the beams formed using IRS1.
2) *Distance between two IRSs (D):* The distance \( D \) between \( IRS_1 \) and \( IRS_2 \) should meet the far field condition of \( D > \frac{2L^2}{\lambda} \), where \( L \) is the length of the RS. In the above example \( D > 25 \) m. If this condition is met, it can be assumed that the wave front travelling from \( IRS_1 \) to \( IRS_2 \) is planar, so that the phase shifts can be computed as detailed in Section III.

3) *Inter element spacing in IRS2 (\( d_2 \)):* The width of each element in \( IRS_2 \) \( (d_w) \) should be less than \( D\theta_{BW} \), where \( \theta_{BW} \) is the beam-width of \( IRS_1 \) and the separation \( d_2 \) between elements in \( IRS_2 \) should be higher than this value. These conditions ensure that the intended element and only the intended element receives the signal reflected by \( IRS_1 \).

For a rectangular window, the approximate beam-width is \( \theta_{BW} \approx \frac{20L}{\lambda} \) [53, Eq. (2.100)]. In the example we have considered \( \theta_{BW} \approx 10^\circ \) corresponding to the minimum frequency. Therefore \( d_w < 48 \) cm and \( d_2 > 48 \) cm for \( D = 25 \) m. Now, if \( N_{1H} = N_{1W} = 8 \), \( IRS_2 \) has an approximate dimension of \( 4 \) m \( \times \) 4 m.

4) *Number of elements in IRS1 (\( N_1 \)):* The number of elements in \( IRS_1 \) determines the length \( L \) of the array and its beam-width \( \theta_{BW} \), where these parameter decide the spacing between two IRSs and the inter-element spacing in \( IRS_2 \).

5) *Number of elements in IRS2 (\( N_2 \)):* This determines the data rate of the system. A large value of \( N_2 \) gives a higher data rate. However, this will make the size of \( IRS_2 \) large. Hence, \( N_2 \) is restricted by the maximum affordable array dimension.

IV. Detector

The detector has to recover the bits embedded both into the QAM/PSK symbol and the TA activation pattern in \( IRS_2 \). Explicitly, it has to detect \( s \) and \( b \) from \( y \) in (2) or (3). Let \( x = bs \) and (2) as well as (3) be generalized as

\[
y = Ax + w,
\]

(12)

where \( A = H \) in the case of Scheme 1 and Scheme 2, while it is \( A = H\Xi \) in the case of Scheme 3. It is assumed that \( A \) is known at the receiver.

A. Optimal Detector

We first derive the optimal ML detector for the single symbol cases, i.e. for Scheme 1 and Scheme 3. Then we extent it to the multi symbol case of Scheme 2.
1) Single-Symbol Schemes: Consider the vector $\mathbf{x}$ in (12). Ideally in single-symbol schemes only one of the entries in $\mathbf{x}$ should be a non-zero value, since only one element receives the symbol. However, this will not be the case in practice, since the beamformer will introduce a non-zero power also in directions other than the required one. Hence, practically more than one element of $IRS_2$ receives the symbol. However, the power in the undesired beam-indices is much lower than that in the intended index and these powers depend on the window function used at $IRS_1$. This can be demonstrated as follows.

Let us consider the example of Section III-A where the distance between the elements in $IRS_2$ is $d_2 = 1.0 \, m$, which is approximately twice the required minimum distance. For this problem, Fig. 4 shows the power in each of the indices of $\mathbf{x}$, when the desired index is 28. The power pattern for three types of windows, namely for rectangular, Hann and Blackman Harris windows [54] are shown in the figure. Consider all coefficients having power $40 \, dB$ less than the desired index are zeros. Hence, it can be seen that for rectangular window, there are eight non-zero indices, while for the other two windows, there is only one major index, i.e. the desired index.

Now, as the data-dependent desired beam-index changes, the pattern of Fig. 4 will be shifted to different indices regardless of the window function used. Hence, (12) can be written as:

$$y = A\Pi_p + w,$$

where $\mathbf{p}$ represents the vector of powers in the various indices of $\mathbf{x}$ and $\Pi_p$ represents a particular permutation of the power pattern. Therefore, in order to identify the beam-index,
we have to identify the power pattern permutation $\Pi_p$. Now, $y \sim CN(A\Pi_p, \Sigma)$. Hence, the ML detector of this problem is formulated as:

$$\min_{\Pi_p} \left( y - A\Pi_p \right)^H \Sigma^{-1} \left( y - A\Pi_p \right)$$

$$\Rightarrow \max_{\Pi_p} Re \left\{ \left( y - \frac{1}{2}A\Pi_p \right)^H \Sigma^{-1} A\Pi_p \right\}.$$ (14)

In general, the search problem (14) is NP-hard. However, in our case, there are only $N_2 M$ different patterns corresponding to $N_2$ different beam indices and $M$ QAM/PSK symbols. Hence, a moderate-complexity search will give the optimal solution to the ML problem (14).

2) Multi-Symbol Scheme: The ML detector (14) is also suitable for multi-symbol case. However, in this case, since there are $N_T$ desired beam-indices at a time, which interact with each other and thereby produce a large number of possible combinations $\Pi_p$. Explicitly, $\left( \begin{array}{c} N_2 \\ N_T \end{array} \right) M$ different patterns hypothesis must be tested for $N_T$ RSs in IRS$_1$. Hence the ML detector may no longer be a computationally attractable solution. Hence, in Section [IV-B] we will be proposing a suboptimal compressed sensing (CS) aided detector, which can be used for any of the proposed schemes at a lower computational complexity.

B. Suboptimal Compressed Sensing Detector

The transmitted vector $x$ in (12) is sparse, when the number of active elements (i.e., elements that receive the symbol) is much less than the total number of elements in IRS$_2$. Therefore, one can use an efficient sparse reconstruction algorithm [55, 56] for identifying the non-zero components in $x$, which can be used to estimate $b$. However, it should be noted that for the successful recovery of the sparse vector $x$, there should be a sufficient number of measurements. This can be either achieved by having a sufficient number of RAs ($N_R$ should be sufficiently large) or taking multiple measurements, which would naturally reduce the data rate. Finally, $s$ can be obtained from the estimated $b$ as:

$$\hat{s} = \min_{s \in \mathcal{M}} ||y - bs||^2,$$ (15)

where $\mathcal{M}$ is the constellation used.

C. Complexity

The optimal ML detector has to compute (14) for all possible combinations, which requires approximately on the order of $(N_R^3 + N_R N_2)$ multiplications. This has to be done for each
possible symbol. For the multi-symbol case, there are \( \binom{N_s}{N_f} M \) possible symbols. Hence, the total computational complexity is approximately on the order of \( \binom{N_s}{N_f} M (N_R^3 + N_R N_T) \), which reduces to on the order of \( N_2 M (N_R^3 + N_R N_T) \) for single-symbol cases. On the other hand, if any greedy type compressed sensing based suboptimal algorithm is used, the complexity will be reduced to the order of \( N_2 N_R N_T \), which is much lower than that of the optimal ML detector.

V. AVERAGE BIT ERROR RATE ANALYSIS

In this section, we will estimate an upper bound for the average bit error rate (BER) of the optimal ML detector of Section IV-A. Let \( \Pr \{ \Pi_i^p \rightarrow \Pi_j^p \} \) represent the probability that the pattern \( \Pi_i^p \) is identified as \( \Pi_j^p \) and \( v_{i,j} \) represent the number of bits in error between the two permutations \( \Pi_i^p \) and \( \Pi_j^p \). Then the average BER is formulated as:

\[
\hat{\text{BER}} = \frac{1}{\Omega} \sum_{i=1}^{\Omega} \sum_{j=1}^{\Omega} \frac{v_{i,j}}{\Omega} \Pr \{ \Pi_i^p \rightarrow \Pi_j^p \},
\]

where \( n_b \) is the total number of bits per channel use and \( \Omega \) is the total number of possible permutations. Equation (16) assumes that all permutations are equally likely. The probability of symbol error \( \Pr \{ \Pi_i^p \rightarrow \Pi_j^p \} \) in (16) can be found as follows. When \( \Pi_i^p \) is transmitted, the detector identifies \( \Pi_j^p \) as the transmitted symbol based on:

\[
\text{arg max}_k \ \text{Re} \left\{ \left( y - \frac{1}{2} A \Pi_i^p \right)^H \Sigma^{-1} A \Pi_k^p \right\} = j,
\]

where \( y \) is given in (13) in conjunction with \( \Pi_p = \Pi_i^p \). Let us define \( r_k = \text{Re} \left\{ \left( y - \frac{1}{2} A \Pi_i^p \right)^H \Sigma^{-1} A \Pi_k^p \right\} \). Hence, we have

\[
\Pr \{ \Pi_i^p \rightarrow \Pi_j^p \} = \Pr \left\{ \bigcap_{k \neq j} r_j > r_k \right\}.
\]

The computation of the probability of intersection of the event in (18) is very difficult. Hence, it is bounded using Fretchet's inequality [57] as follows:

\[
\Pr \left\{ \bigcap_{k \neq j} r_j > r_k \right\} \leq \min_k \Pr \{ r_j > r_k \}.
\]

In order to estimate the bound, the probabilities of \( r_j > r_k \) have to be calculated for each \( k \neq j \). Theorem 1 stated below gives an expression of the probability \( \Pr \{ r_j > r_k \} \).
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Theorem 1. Let us assume that \( A \sim \mathcal{CN}(0, I) \) and \( \sigma_A^2 \ll \sigma_R^2 \). When \( \Pi_p^i \) is the actual signal transmitted, the probability of the events \( r_j > r_k \), i.e. \( \Pr\{r_j > r_k\} \) is given by:

1) For \( k = i \):

\[
\Pr\{r_j > r_i\} = \frac{1}{2} \left[ 1 - \sqrt{\frac{\beta_1}{1 + \beta_1}} \sum_{n=0}^{N_R-1} \left( \frac{2n}{n} \right) \left( \frac{1}{4(1 + \beta_1)} \right)^n \right],
\]

(20)

where \( \beta_1 = \frac{\|\Pi_p^i - \Pi_p^j\|^2}{4\sigma_R^2} \).

2) For \( k \neq i \) and when \( q_R = \text{Re}\{q\} \neq 0 \), where \( q \) is defined in (49):

\[
\Pr\{r_j > r_k\} = \frac{1}{2} \left[ 1 - \frac{1}{2} \sqrt{\frac{\beta_2}{1 + \beta_2}} \sum_{n=0}^{N_R-1} \left( \frac{2n}{n} \right) \left( \frac{1}{4(1 + \beta_2)} \right)^n \right],
\]

(21)

where \( \beta_2 = \frac{q_R^2}{(2 + \sigma_A^2)\sigma_R^2} \) and the constants \( \sigma_A^2 \) and \( \sigma_R^2 \) are defined in (47) and (55), respectively.

3) For \( k \neq i \) and when \( q_R = 0 \), \( \Pr\{r_j > r_k\} = \frac{1}{2} \).

Proof. See Appendix B for proof. \( \square \)

Finally, for each transmitted symbol \( \Pi_p^i \), the minimum value of \( \Pr\{r_j > r_k\}, \forall k \neq j \) is computed using Theorem 1 and it is substituted for \( \Pr\{\Pi_p^i \rightarrow \Pi_p^j\} \) into (16) for achieving the bound of the average BER.

The bounds derived for the average BER can be used for both Scheme 1 and Scheme 2, since in both these cases we have \( A = H \). In the case of Scheme 1 \( \Omega = N_2 M \) and \( n_b = \log_2 M + [\log_2 N_2] \), whereas for Scheme 2, the corresponding values are \( \Omega = \left( \frac{N_2}{N_T} \right) M \) and \( n_b = \log_2 M + \left[ \log_2 \left( \frac{N_2}{N_T} \right) \right] \). For Scheme 3, we have \( A = HE \) and therefore \( A \) is no longer distributed according to \( \mathcal{CN}(0, I) \). However, the conditional probabilities derived in Appendix C can be used for Scheme 3 also. Based on this the unconditional probabilities can be derived using sampling method for computing the bound.

VI. Simulation Results

Extensive simulations have been carried out to establish the performance of the proposed scheme on the system parameters. Explicitly, we studied the average BER of the proposed schemes vs. the SNR, the window function, the number of elements \( (N_2) \) and inter-element spacing \( (d_2) \) in IRS2, the number of receivers \( (N_R) \) and the number of RSs in IRS1. We have
considered both the optimal ML detector and the low complexity compressed sensing detector in our performance evaluation. The system parameters used are given below.

- Frequency band: 55 – 60 GHz
- \textit{IRS}_1: A 100 \times 100 \text{ rectangular array with spacing 2.5 mm. This corresponds to half wavelength of the upper frequency of 60 GHz.}
- Distance between IRSs (\(D\)): 30 m. This distance satisfies the far-field condition for \textit{IRS}_1.
- \textit{IRS}_2: In general, an \(8 \times 8\) rectangular array is used with inter element spacing of \(d_2 = 60 \text{ cm}\). However, these parameters are changed for the various performance studies, which is mentioned in the corresponding discussions.

We used 16 level \(QAM\) in all simulations. The results are shown in Fig. 5[9] for 10^5 Monte Carlo runs. Throughout the simulations, it is assumed that the channel is perfectly known at the receiver. We will be referring to the proposed Schemes 1, 2 and 3 as \(S1, S2\) and \(S3\), respectively.

Fig. 5 and Fig. 6 show the performance of single-symbol beam-index modulation (\(S1\)) at various SNRs. The upper bound derived in Section \(V\) is compared against the average BER obtained through simulations in Fig. 5. At 0 dB SNR, the upper bound is trivial, i.e. 1, however as the SNR increases, the gap between the simulation results and the upper bound reduces. The average BER is almost zero beyond 15 dB SNR (which is more clear from Fig. 6), whereas the upper bound is lower than \(10^{-8}\) for this range of SNRs. The theoretical and simulation results are shown for different window functions and inter-element spacing in \textit{IRS}_2. The performance difference in these cases is more observable from Fig. 6, where the optimal ML detector and the low-complexity compressed sensing (CS) detectors are compared.

It can be seen from Fig. 6 that the performance of the low-complexity CS detector is inferior to that of the ML detector. Note that Fig. 6 is plotted for \(d_2 = 85 \text{ cm}\) (approximately 1.5 times the minimum distance) to cater for higher beamwidth of ‘Hann’ window. For the ML detector, the average BER tends to zero above 15 dB SNR, whereas it exhibits an error floor near at 0.1 for the CS detector. The performance of the CS detector is improved, when the inter element spacing in \textit{IRS}_2 is doubled and also when a window function is used. This is because in both these cases the signal leaking into unwanted beams (i.e. elements in \textit{IRS}_2) reduces and the transmitted symbol will be more compressible than for the rectangular window and normal spacing as discussed in Section \(IV-A\). However, the performance of the ML detector is best for the rectangular window, which is also reflected by the upper bound (refer Fig. 5). Here
the performance is dependent on the distance between the pair of permutations $\Pi_i^p$ and $\Pi_j^p$.

The performance of the CS detector can be improved by increasing the number of RAs as shown in Fig. 7, where the average BER is plotted against $N_R$. The curves are shown for different number of elements in $IRS_2$ (i.e. $N_2$). Observe that for the same number of RAs, the performance degrades, as $N_2$ increases. However, as $N_2$ increases, the data rate will increase.

Fig. 8 compares the ML detector’s performance for the three proposed schemes in terms of their average BER. For S2, we used $N_T = 2$, i.e. the number of RSs in $IRS_1$ is two. This is because, if $N_T$ is large, the complexity of optimal ML decoding will escalate. For fair comparison, the number of elements in all three cases are kept the same. Therefore, for S3,
Fig. 7: $S_1$: Effect of the number of receivers ($N_R$) on the BER.

where the optimization is to be carried out in an array, a $2 \times 2$ element array is considered to form a single RS. Hence, the effective dimension of $IRS_2$ in $S_3$ is $4 \times 4$, while it is $8 \times 8$ in the case of $S_1$ and $S_2$. Hence, the data rate will be lowest for $S_3$, whereas it is the highest for $S_2$, since there are more RSs in $IRS_1$. The data rate for these schemes is shown in Table I. In Fig. 8, the legends $S_3O_1$ and $S_3O_2$ represent the results of two optimization methods, i.e. the solution of (8) and that of (11), respectively. Both these schemes perform better than $S_1$ and $S_2$. This is because there is an increase in the received SNR due to optimization. In addition in $S_3$, the modulating symbol is embedded in 4 elements, which gives an additional performance improvement. This makes the BER gap between the curves of $S_3$ and the other schemes substantial. Observe that $S_3O_2$ performs better than $S_3O_1$. This is because the assumption in $S_3O_2$ is more realistic than that of $S_3O_2$. The performance of $S_2$ is slightly worse than that of $S_1$. There are two differences between these two schemes.

In $S_2$, the same QAM/PSK symbol is carried by more than one elements in $IRS_2$. Hence, the probability of error in decoding the modulating symbol is reduced compared to $S_1$. However, the information carried by the beam-index is higher in the case of $S_2$, whose probability of decoding error will be higher than that of $S_1$. The average BER reflects these two opposite effects.

Fig. 9 shows the effect of the number of RSs ($N_T$) in $IRS_1$ on the BER performance in $S_3$ for different number of receivers ($N_R$) for CS detector. The average BER increases as $N_T$ increases, which can be reduced by increasing the number of receivers. However, as $N_T$
TABLE I: Comparison of data rates for $S_1$, $S_2$ and $S_3$.

| Scheme | $S_1$ | $S_2$ | $S_3$ |
|--------|-------|-------|-------|
| Data Rate ($bpcu$) | 10 | 14 | 8 |

increases, the data rate increases. In this case, for the single RS case (which is equivalent to $S_1$), the data rate is 10 $bpcu$, while it is 14, 23, 30 and 36 for $N_T = 2, 4, 6 \& 8$, respectively.

Finally, in Fig. 10 the effect of channel estimation errors is demonstrated. The true channel coefficients are corrupted by adding noise having a variance of $\sigma^2_R$, which affects both the optimization as well as detection. The average BER is shown in the figure both with and without channel estimation. It can be seen that both $S_1$ and $S_2$ have approximately 2 – 3 dB performance degradation owing to the channel estimation error, whereas this gap is in excess of 4 dB for $S_3$. This is because, in $S_3$, the contaminated channel information is used both for optimization and detection.

VII. CONCLUSIONS

We proposed beam index modulation for millimeter wave communication exploiting the benefits of IRSs. The proposed scheme has three main advantages: 1) It achieves low-cost beamforming by using IRS for applying phase shifts, 2) it is capable of achieving reliable communication with the help of multiple IRSs in non-LOS scenarios, and 3) it sends additional information using beam-index modulation without any additional cost. Furthermore,
we developed the optimal ML detector and a low-complexity compressed sensing detector for the proposed schemes. An upper bound of the average BER of the optimal ML detector is also achieved. Finally, the performance of the proposed schemes was evaluated through extensive simulations.

**APPENDIX A**

**PROOF OF LEMMA [1]**

\[
\| H_Q \Xi_Q b_Q s \|^2 = (b_Q s)^H \Xi_Q H_Q^H H_Q \Xi_Q (b_Q s) \\
= \text{Tr} \left\{ (b_Q s)^H \Xi_Q H_Q^H H_Q \Xi_Q (b_Q s) \right\} = \text{Tr} \left\{ \Xi_Q H_Q^H H_Q \Xi_Q (b_Q s)(b_Q s)^H \right\}.
\] (22)
Note that $\Xi_Q^H H_Q^H H_Q \Xi_Q$ and $(b_Q s)(b_Q s)^H$ are positive definite matrices. Therefore applying [58, Theorem 2] on (22) results in (9). Now, since $H_Q$ is a random matrix and if $R \geq Q$, $H_Q^H H_Q$ will be a full-rank matrix with probability 1 and consequently $\lambda_{\text{min}} \left(\Xi_Q^H H_Q^H H_Q \Xi_Q\right) > 0$.

**APPENDIX B**

**PROOF OF THEOREM 1**

Lemma 2 of Appendix C gives the conditional probability $\Pr \{ r_j > r_k | A \}$. Explicitly, the conditional probabilities are in the form of complementary error function ($Q$-functions). The distributions of the arguments of these $Q$-functions are derived in Lemma 3 in Appendix D. Therefore, the unconditional probabilities can be calculated by taking expectation of conditional probabilities (37) with respect to the corresponding distributions of their arguments in (44) and (45).

For $k = i$, the argument of the conditional probability is a $\Gamma$-distributed random variable with parameters $\Gamma \left( N_R, \frac{2\sigma_r^2}{\| (\Pi_p - \Pi_p^I) \|^2} \right)$. The unconditional probability in this case is

$$
\Pr \{ r_j > r_i \} = \int_0^\infty Q \left( \sqrt{\gamma_{ij}} \left( \frac{2\sigma_r^2}{\| (\Pi_p - \Pi_p^I) \|^2} \right)^{\frac{N_R}{2}} e^{-\frac{2\sigma_r^2}{\| (\Pi_p - \Pi_p^I) \|^2} \gamma_{ij}} \right) d\gamma_{ij}.
$$

(23)

The closed-form expression for (23) given in [59, Eq. (A12)] can be applied to get (20). This proves the first part of the theorem.

For $k \neq i$, the probability is computed as follows. First we will consider the case of $q_R \neq 0$. By exploiting the relationship $Q(x) = 1 - Q(-x)$, the probability $\Pr \{ r_j > r_k \}$ can be written as:

$$
\Pr \{ r_j > r_k \} = \int_{-\infty}^\infty Q(\kappa) f_k(\kappa) d\kappa = \int_{-\infty}^0 (1 - Q(-\kappa)) f_k(\kappa) d\kappa + \int_0^\infty Q(\kappa) f_k(\kappa) d\kappa
$$

$$
= \int_0^\infty f_k(-\kappa) d\kappa + \int_0^\infty Q(\kappa) (f_k(\kappa) - f_k(-\kappa)) d\kappa = \tilde{C} (I_1 + I_2),
$$

(24)

where $\tilde{C} = \frac{\Gamma(2N_R)}{\Gamma(N_R)\sqrt{2\pi\sigma^2}} \left( \frac{v-1}{2v} \right)^\frac{N_R}{2}$ is a constant term and

$$
I_1 = \int_0^\infty e^{-\frac{2v-1}{2v}k^2} D_{-2N_R} \left( \sqrt{\frac{2}{v\sigma^2_k}} k \right) d\kappa,
$$

(25)

while

$$
I_2 = \int_0^\infty Q(\kappa) e^{-\frac{2v-1}{2v}k^2} \left( D_{-2N_R} \left( -\sqrt{\frac{2}{v\sigma^2_k}} k \right) - D_{-2N_R} \left( \sqrt{\frac{2}{v\sigma^2_k}} k \right) \right) d\kappa.
$$

(26)
Note \( D_{\kappa}(\cdot) \) is the parabolic cylinder function [60, pp. 45] and it can be written in terms Kummer’s confluent hypergeometric function \( _1F_1(\cdot) \) as [61 pp. 39 (23)]

\[
D_K(z) = 2^{\frac{1}{2}} \sqrt{\pi} e^{-\frac{z^2}{4}} \frac{1}{\Gamma\left(\frac{1-K}{2}\right)} \left( -\frac{K}{2} \; \frac{z^2}{2} \right) - \frac{z}{\sqrt{2}\Gamma\left(-\frac{K}{2}\right)} \left( \frac{1-K}{2} \; \frac{3z^2}{2} \right).
\]

(27)

Let us substitute \( \kappa = +\sqrt{t} \) into (25) and expand \( D_{-2N_R}(\cdot) \) using (27). Note that \( d\kappa = \frac{1}{2\sqrt{t}} dt \).

Therefore \( I_1 \) becomes:

\[
I_1 = \frac{\sqrt{\pi}^{2-(N_R+1)}}{\Gamma\left(N_R + \frac{1}{2}\right)} \int_0^\infty t^{-\frac{1}{4}} e^{-\frac{t}{2\sigma_k^2}} \left( \frac{1}{2} \; \frac{2t}{\sqrt{v}\sigma_k^2} \right) dt
- \frac{2^{-\left(N_R+1\right)}}{\Gamma\left(N_R\right)} \sqrt{\frac{\pi}{v\sigma_k^2}} \int_0^\infty e^{-\frac{t}{2\sigma_k^2}} \left( \frac{1}{2} \; \frac{3t}{\sqrt{v}\sigma_k^2} \right) dt.
\]

(28)

Now, the difference in (26) is formulated as:

\[
\Delta = D_{-2N_R} \left( \sqrt{\frac{2t}{\sqrt{v}\sigma_k^2}} \right) - D_{-2N_R} \left( \sqrt{\frac{2t}{\sqrt{v}\sigma_k^2}} \right)
= 2e^{-\frac{2t}{\sqrt{v}\sigma_k^2}} - 2^{-N_R} \sqrt{\frac{\pi}{v\sigma_k^2}} \int_0^\infty \left( \frac{1}{2} \; \frac{3t}{\sqrt{v}\sigma_k^2} \right) \left( \frac{1}{2} \; \frac{3t}{\sqrt{v}\sigma_k^2} \right) dt.
\]

(29)

In order to evaluate \( I_2 \), first we express the \( Q \)-function in terms of the complimentary error function as \( Q(x) = \frac{1}{2} \text{erfc} \left( \frac{x}{\sqrt{2}} \right) \) [62 pp. 40], and then subsequently it is expressed in terms of the hypergeometric function as [63]:

\[
Q(x) = \frac{1}{2} - \frac{x}{\sqrt{2\pi}} \left( \frac{1}{2} \; \frac{3}{2} \; \frac{1}{2} \right).
\]

(30)

Upon substituting (29) and (30) into (26), \( I_2 \) becomes:

\[
I_2 = 2^{-\left(N_R+1\right)} \sqrt{\frac{\pi}{v\sigma_k^2}} \int_0^\infty e^{-\frac{t}{2\sigma_k^2}} \left( \frac{1}{2} \; \frac{3t}{\sqrt{v}\sigma_k^2} \right) dt
- 2^{-N_R} \sqrt{\frac{\pi}{v\sigma_k^2}} \int_0^\infty \left( \frac{1}{2} \; \frac{3t}{\sqrt{v}\sigma_k^2} \right) \left( \frac{1}{2} \; \frac{3t}{\sqrt{v}\sigma_k^2} \right) dt.
\]

(31)

Note that the second term of the RHS in (28) and the first term of RHS in (31) will get cancelled. Hence \( \Pr \{ r_j > r_k \} \) will become:

\[
\Pr \{ r_j > r_k \} = C_1 \int_0^\infty t^{-\frac{1}{2}} e^{-\frac{t}{2\sigma_k^2}} \left( \frac{1}{2} \; \frac{3t}{\sqrt{v}\sigma_k^2} \right) dt
- C_2 \int_0^\infty t^{-\frac{1}{2}} e^{-\frac{t}{2\sigma_k^2}} \left( \frac{1}{2} \; \frac{3t}{\sqrt{v}\sigma_k^2} \right) \left( \frac{1}{2} \; \frac{3t}{\sqrt{v}\sigma_k^2} \right) dt
= C_1 I_3 + C_2 I_4,
\]

(32)
where \( C_1 = \frac{1}{2\sqrt{\pi\sigma_k}} \left( \frac{v-1}{v} \right)^{N_R} \) and \( C_2 = \frac{1}{\pi\sigma_k \sqrt{2v}} \Gamma(N_R+\frac{1}{2}) \left( \frac{v-1}{v} \right)^{N_R} \). Note that we have exploited the relationship \( \Gamma(x)\Gamma \left( x + \frac{1}{2} \right) = \frac{\sqrt{\pi}}{2^{x-1}}\Gamma(2x) \) \([64] \) Theorem 6\) for reducing \( C_1 \) and \( C_2 \). Now, \( I_3 \) is expressed using equation \([65] \) pp. 822, equation (7.621(4)) and it is given below:

\[
I_3 = \int_0^\infty t^{-\frac{1}{2}} e^{-\frac{vt}{2\sigma_k^2}} F_1 \left( \frac{1}{2}; \frac{3}{2}; t \right) \frac{1}{\sqrt{v\sigma_k^2}} dt
\]

\[
= \Gamma \left( \frac{1}{2} \right) \sqrt{\sigma_k^2} 2F_1 \left( N_R, \frac{1}{2}, \frac{1}{2}; v \right) = \sqrt{\pi \sigma_k^2} \left( 1 - \frac{1}{v} \right)^{-N_R},
\]

(33)

where \( 2F_1(a; b; c; z) \) is Gauss’ Hypergeometric function \([60] \) pp. 42. Observe that \( 2F_1(a; b; b; z) = 1F_0(a; z) = (1 - z)^{-a} \) \([66] A1\). In order to evaluate the integral \( I_4 \), we make the substitution \( z = \frac{1}{\sqrt{v} \sigma_k} \) and use \([65] \) pp. 823, equation (7.622(1)) and the integral becomes:

\[
I_4 = \int_0^\infty t^{-\frac{1}{2}} e^{-\frac{vt}{2\sigma_k^2}} F_1 \left( \frac{1}{2}; \frac{3}{2}; t \right) \frac{1}{\sqrt{v\sigma_k^2}} dt
\]

\[
= \left( \sqrt{v\sigma_k^2} \right)^{-\frac{1}{2}} \int_0^\infty z^4 e^{-\frac{v}{2}z^2} F_1 \left( \frac{1}{2}; \frac{3}{2}; -\frac{v\sigma_k^2}{2} z \right) \frac{1}{\sqrt{v\sigma_k^2}} dt
\]

\[
= \left( \sqrt{\frac{\pi}{2(2 + \sigma_k^2)} \left( \frac{v-1}{v} \right)^{-(N_R+\frac{1}{2})}} \right)^2 F_1 \left( N_R + \frac{1}{2}, \frac{1}{2}; \frac{3}{2}; -\frac{\sigma_k^2}{(v-1)(2 + \sigma_k^2)} \right).
\]

(34)

Now we apply the transformations \( 2F_1(a; b; c; z) = (1 - z)^{-b} 2F_1 \left( c - a, b; c; \frac{1}{1-z} \right) \) \([67]\) and \( 2F_1(a; b; b + 1; z) = b \left[ b - a \right] B_z(b, 1 - a) \) \([68]\), when (34) becomes:

\[
I_4 = \frac{\sigma_k^2}{2} \sqrt{\frac{\pi v}{2}} \left( \frac{v-1}{v} \right)^{-N_R} B \left( \frac{\sigma_k^2}{2(v-1)v\sigma_k^2}, \frac{1}{2}; N_R \right),
\]

(35)

where \( B_z(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)} (1 - z)^{a-b} \) is the incomplete Beta function \([69]\) with \( B(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)} \) being the Beta function and \((a)_k\) is the Pochhammer symbol. Finally upon substituting (33) and (35) into (32), we arrive at:

\[
\Pr \{ r_j > r_k \} = \frac{1}{2} - \frac{1}{4} \sqrt{\frac{\sigma_k^2}{2(v-1) + v\sigma_k^2}} \sum_{n=0}^{N_R-1} \frac{\left( \frac{1}{2} \right)_n}{n!} \left( 1 - \frac{\sigma_k^2}{2(v-1) + v\sigma_k^2} \right)^n.
\]

(36)

Now substituting for \( v \) and the Pochhammer symbol \((a)_n = \frac{\Gamma(n+a)}{\Gamma(a)} \) \([70]\) will give the second term in the RHS of (21).

Finally, when \( q_R = 0 \), the distribution of \( \kappa \) is zero mean Gaussian. Hence, in this case \( I_2 \) in (24) will be zero, while \( I_1 = \frac{1}{2} \) and the constant \( \bar{C} = 1 \), which completes the proof.
APPENDIX C

CONDITIONAL PROBABILITY $\Pr \{ r_j > r_k | A \}$

**Lemma 2.** Let $\Pi_p$ be the transmitted signal. Then, we have

$$\Pr \{ r_j > r_k | A \} = \begin{cases} Q \left( \sqrt{\gamma_{ij}} \right), & \text{if } k = i \\ Q \left( \frac{\gamma_{ij}}{\sqrt{\gamma_{jk}}} \right), & \text{otherwise} \end{cases} \quad (37)$$

where $Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-\frac{z^2}{2}} dz$ is the complementary error function and

$$\gamma_{mn} = \frac{1}{2} \left( \Pi_p^m - \Pi_p^n \right)^H A^H \Sigma^{-1} A \left( \Pi_p^m - \Pi_p^n \right), \quad (38)$$

and

$$\kappa = \frac{\gamma_{ik} - \gamma_{ij}}{\sqrt{\gamma_{jk}}} \quad (39)$$

**Proof.** First the conditional probability $\Pr \{ r_j > r_k | A \}$ is estimated for $k \neq i$ when $\Pi_p$ is transmitted as follows. The event $r_j > r_k$ is

$$\Re \left( \left( y - \frac{1}{2} A \Pi_p^k \right)^H \Sigma^{-1} A \Pi_p^k \right) < \Re \left( \left( y - \frac{1}{2} A \Pi_p^j \right)^H \Sigma^{-1} A \Pi_p^j \right) \quad (40)$$

Using (13), (40) can be written as:

$$\Re \left( \left( w + A \Pi_p^j \right)^H \Sigma^{-1} A \left( \Pi_p^k - \Pi_p^j \right) \right) < \Re \left( \left( w + A \Pi_p^j \right)^H \Sigma^{-1} A \left( \Pi_p^j - \Pi_p^k \right) \right) \quad (41)$$

Hence, $\Pr \{ r_j > r_k | A \} = \Pr \{ \eta < g_{jk} | A \}$, where $\eta = \Re \left( \left( w + A \Pi_p^j \right)^H \Sigma^{-1} A \left( \Pi_p^k - \Pi_p^j \right) \right)$ and $g_{jk}$ is the RHS of (41). Finally, note that $\eta \sim N(\mu_{jk}, \gamma_{jk})$, where $\mu_{jk} = \Re \left( \left( \Pi_p^j \right)^H A^H \Sigma^{-1} A \left( \Pi_p^k - \Pi_p^j \right) \right)$ and $\gamma_{jk}$ is defined in (38). Now, let us make a substitution $\tilde{\eta} = \frac{\eta - \mu_{jk}}{\sqrt{\gamma_{jk}}}$. Clearly, $\tilde{\eta}$ is a standard normal random variable and hence the probability in (38) can be written in the form of the $Q$-function as:

$$\Pr \{ r_j > r_k | A \} = \Pr \{ \tilde{\eta} < -\frac{s_{jk}}{\sqrt{\gamma_{jk}}} \} = Q \left( \frac{s_{jk}}{\sqrt{\gamma_{jk}}} \right), \quad (42)$$

where we have

$$s_{jk} = - (g_{jk} - \mu_{jk}) = \Re \left( \frac{1}{2} \left( \Pi_p^j - \Pi_p^k \right)^H A^H \Sigma^{-1} A \left( \Pi_p^j + \Pi_p^k - 2 \Pi_p^j \right) \right)$$

$$= \Re \left( \frac{1}{2} \left( \left( \Pi_p^j - \Pi_p^k \right) + \left( \Pi_p^k - \Pi_p^j \right) \right)^H A^H \Sigma^{-1} A \left( \Pi_p^j + \Pi_p^k - 2 \Pi_p^j \right) \right)$$

$$= \gamma_{ij} - \gamma_{ik}. \quad (43)$$

When $k = i$, we have $\gamma_{ik} = 0$ and therefore (42) becomes $\Pr \{ r_j > r_i | A \} = Q \left( \frac{s_{jk}}{\sqrt{\gamma_{ij}}} \right)$. This completes the proof. \hfill \Box
Appendix D

Distribution of $\gamma_{mn}$ and $\kappa$

**Lemma 3.** Under the assumptions of Theorem [1],

1) The random variable $\gamma_{mn}$ defined in (38) is a $\Gamma$-distributed random variable, i.e.,

$$
\gamma_{mn} \sim \Gamma \left( N_R, \frac{2\sigma_R^2}{\| (P^m - P^0_p) \|^2} \right).
$$

2) When $q_R \neq 0$, the distribution of the random variable $\kappa$ defined in (39) is

$$
f_\kappa(\kappa) = \frac{2\Gamma(2N_R)e^{-\frac{2\kappa^2}{2\sigma_R^2}}}{\Gamma(N_R)\sqrt{\pi\sigma_R^2}} \left( \frac{v-1}{2} \right)^N D_{-2N_R} \left( -\frac{2}{\sqrt{v\sigma_R^2}}, \kappa \right),
$$

where $D_k(.)$ is the Parabolic cylinder function [60, pp. 45] and the parameters are defined in Theorem [1].

3) For $q_R = 0$, $\kappa \sim \mathcal{N}(0, \sigma_\kappa^2)$, where $\sigma_\kappa^2$ is defined in (55).

**Proof.** When we have $\sigma_\kappa^2 \ll \sigma_R^2$, $\gamma_{mn}$ can be approximated as:

$$
\gamma_{mn} \approx \frac{1}{2\sigma_R^2} \left( P^m - P^0_p \right)^H A^H A \left( P^m - P^0_p \right).
$$

Since each entry of $A$ is distributed according to $\mathcal{CN}(0, I)$, the random variable $\mathbf{z} = \frac{1}{\sqrt{2\sigma_R^2}} A \left( P^i_p - P^0_p \right)$ is distributed according to $\mathcal{CN} \left( 0, \frac{1}{2\sigma_R^2} \| P^i_p - P^0_p \|^2 I \right)$. Hence, $\gamma = \mathbf{z}^H \mathbf{z}$ is a Gamma distributed variable having the distribution function of (44). This proves the first part of the Lemma.

The rest of the Lemma is proved as follows. Define $\mathbf{z}_1 = \frac{1}{\sqrt{2\sigma_R^2}} A \left( (P^i_p - P^0_p) - (P^k_p - P^i_p) \right)$ and $\mathbf{z}_2 = \frac{1}{\sqrt{2\sigma_R^2}} A \left( (P^i_p - P^0_p) + (P^k_p - P^i_p) \right)$. Note that we have $\mathbf{z}_1 \sim \mathcal{CN}(0, \sigma_{z_1}^2 I)$ and $\mathbf{z}_2 \sim \mathcal{CN}(0, \sigma_{z_2}^2 I)$, where

$$
\sigma_{z_1}^2 = \frac{\| \left( (P^i_p - P^0_p) - (P^k_p - P^i_p) \right) \|^2}{2\sigma_R^2} = \frac{\| (P^i_p - P^0_p) \|^2}{2\sigma_R^2},
$$

and

$$
\sigma_{z_2}^2 = \frac{\| \left( (P^i_p - P^0_p) + (P^k_p - P^i_p) \right) \|^2}{2\sigma_R^2} = \frac{\| (P^i_p + P^k_p - 2P^i_p) \|^2}{2\sigma_R^2}.
$$

Also note that $\mathbb{E} \{ \mathbf{z}_1 \mathbf{z}_2^H \} = qI$ and $\mathbb{E} \{ \mathbf{z}_2 \mathbf{z}_1^H \} = q^H I$, where

$$
q = \frac{1}{2\sigma_R^2} Tr \left( (P^i_p - P^0_p) (P^i_p + P^k_p - 2P^i_p)^H I \right) = \frac{\left( P^i_p + P^k_p - 2P^i_p \right)^H (P^i_p - P^0_p)}{2\sigma_R^2}.
$$

Now we approximate $\gamma_{kj}$ as:

$$
\gamma_{kj} \approx \frac{1}{2\sigma_R^2} \left( (P^i_p - P^0_p) - (P^k_p - P^i_p) \right)^H A^H A \left( (P^i_p - P^0_p) - (P^k_p - P^i_p) \right) = \| \mathbf{z}_1 \|^2.
$$
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Similarly $\kappa \approx \Re \left\{ \frac{z_1^H z_2}{\|z_1\|} \right\}$. First we derive the distribution of $\kappa$ given $z_1$. Note that $z_1$ and $z_2$ are complex Gaussian distributed random vectors. Hence, the distribution $f_{\kappa|z_1}(\kappa|z_1)$ is Gaussian. Let $\tilde{\kappa} = \frac{z_1^H z_2}{\|z_1\|}$. Therefore, using [71] prop. 3.13, we have $\mu_{\tilde{\kappa}} = \mathbb{E}\{ \tilde{\kappa}|z_1 = \tilde{z} \} = \frac{\mu_R}{\sigma_{z_1}^2} \|\tilde{z}\|$. Note that $\kappa = \Re \{ \tilde{\kappa} \}$ and hence $\mathbb{E}\{ \kappa|z_1 = \tilde{z} \} = \Re \{ \mu_{\tilde{\kappa}} \} = \frac{\mu_R}{\sigma_{z_1}^2} \|\tilde{z}\|$, where $q_R = \Re \{ q \}$. In order to compute variance of the $\kappa$ given $z_1$, let us expand $\kappa$ as:

$$
\kappa = \Re \left\{ \frac{z_1^H z_2}{\|z_1\|} \right\} = \frac{\Re\{z_1\}^T \Re\{z_2\}}{\|z_1\|} + \frac{\Im\{z_1\}^T \Im\{z_2\}}{\|z_1\|} = \Re\{z_2\} + \Im\{z_2\} = u_1 + u_2.
$$

Hence,

$$\text{var}(\kappa|z_1 = \tilde{z}) = \text{var}(u_1|z_1 = \tilde{z}) + \text{var}(u_2|z_1 = \tilde{z}) + \text{Cov}(u_1, u_2|z_1 = \tilde{z}) + \text{Cov}(u_2, u_1|z_1 = \tilde{z}).$$

Using [71] prop. 3.13, it can be shown that:

$$\text{var}(u_1|z_1 = \tilde{z}) = \frac{\Re\{\tilde{z}\}^T \text{Cov}\{\Re\{z_2\}|z_1 = \tilde{z}\} \Re\{\tilde{z}\}}{\|\tilde{z}\|^2} = \frac{\Re\{\tilde{z}\}^2}{\|\tilde{z}\|^2} \frac{1}{2} \left( \sigma_{z_2}^2 - \frac{\|q\|^2}{2\sigma_{z_1}^2} \right),$$

Similarly, $\text{var}(u_2|z_1 = \tilde{z}) = \frac{\Im\{\tilde{z}\}^2}{\|\tilde{z}\|^2} \frac{1}{2} \left( \sigma_{z_2}^2 - \frac{\|q\|^2}{2\sigma_{z_1}^2} \right)$

and

$$\text{Cov}(u_1, u_2|z_1 = \tilde{z}) = -\text{Cov}(u_2, u_1|z_1 = \tilde{z}) = j \frac{\|q\|^2 \Re\{z_1\}^T \Im\{z_1\}}{4\sigma_{z_1}^2 \|\tilde{z}\|^2}. $$

Therefore, $\text{var}(\kappa|z_1 = \tilde{z}) = \frac{1}{2} \left( \sigma_{z_2}^2 - \frac{\|q\|^2}{2\sigma_{z_1}^2} \right)$. Hence, $\kappa|z_1 \sim \mathcal{N}\left( \frac{\mu_R}{\sigma_{z_1}^2} \|\tilde{z}\|, \frac{\sigma_{z_2}^2}{2} \right)$, where

$$\sigma_{\kappa}^2 = \left( \sigma_{z_2}^2 - \frac{\|q\|^2}{2\sigma_{z_1}^2} \right).$$

If $q_R = 0$, $f_{\kappa|z_1}$ is independent of $z_1$ and hence the unconditional distribution of $\kappa$ is the same as the conditional distribution, i.e., $\kappa \sim \mathcal{N}(0, \frac{\sigma_{\kappa}^2}{2})$.

When $q_R \neq 0$, the unconditional distribution can be obtained by eliminating the conditioning with respect to the distribution of $\|\tilde{z}\|$, which is Nakagami distributed Nakagami ($N_R, N_R\sigma_{z_1}^2$), since $\|\tilde{z}\|^2 \sim \Gamma(N_R, \frac{1}{\sigma_{z_1}^2})$. Explicitly, $f_{\tilde{z}}(\tilde{z}) = \frac{2^{N_R-1}e^{-\frac{\tilde{z}^2}{\sigma_{z_1}^2}}}{\Gamma(N_R)(\sigma_{z_1}^2)^{N_R}}$ [72]. Hence, the unconditional distribution of $\kappa$ is:

$$f_{\kappa}(\kappa) = \frac{2}{\Gamma(N_R)} \left( \frac{\sigma_{z_1}^2}{\sigma_{\kappa}^2} \right)^{N_R} \Gamma(N_R) \sqrt{\pi \sigma_{\kappa}^2}$$

where

$$g(\kappa, \tilde{z}) = \frac{(\kappa - \frac{\mu_R}{\sigma_{z_1}^2})^2}{\sigma_{\kappa}^2} + \frac{\tilde{z}^2}{\sigma_{\kappa}^2} = \kappa^2 + \frac{q_R^2 + \sigma_{z_1}^2 \sigma_{\kappa}^2}{\sigma_{\kappa}^2} \tilde{z}^2 - \frac{2q_R \kappa \tilde{z}}{\sigma_{z_1}^2 \sigma_{\kappa}^2}. $$
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Now using [65 3.462(1)], we arrive at:

\[ I_\kappa = \int_0^\infty e^{-g(k,\bar{z})} \bar{z}^{2N_R-1} d\bar{z} = e^{-\frac{e^2}{\sigma^2}} \int_0^\infty e^{-\frac{q^2}{(v^2)^2} \frac{\sigma^2}{\kappa} \bar{z}^2} e^{-\frac{2q\kappa}{\sigma^2\kappa} \frac{\sigma^2}{\kappa} \bar{z}^{2N_R-1} d\bar{z}} \]

\[ = e^{-\frac{e^2}{\sigma^2}} \left( \frac{\sigma^2}{\kappa} (v-1) \right)^{N_R} \frac{e^{2e^2}}{2\sqrt{\pi}v} D_{-2N_R} \left( -\frac{2}{\sigma^2 v} \kappa \right), \quad (58) \]

where \( v = 1 + \frac{\sigma^2}{q^2}. \) Finally, substituting (58) into (56) will give (45). □
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