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Abstract. In this paper we establish new Calabi-Bernstein results for maximal surfaces immersed into a Lorentzian product space of the form $M^2 \times \mathbb{R}_1$, where $M^2$ is a connected Riemannian surface and $M^2 \times \mathbb{R}_1$ is endowed with the Lorentzian metric $\langle , \rangle = \langle , \rangle_M - dt^2$. In particular, when $M$ is a Riemannian surface with non-negative Gaussian curvature $K_M$, we prove that any complete maximal surface in $M^2 \times \mathbb{R}_1$ must be totally geodesic. Besides, if $M$ is non-flat we conclude that it must be a slice $M \times \{t_0\}$, $t_0 \in \mathbb{R}$ (here by complete it is meant, as usual, that the induced Riemannian metric on the maximal surface from the ambient Lorentzian metric is complete). We prove that the same happens if the maximal surface is complete with respect to the metric induced from the Riemannian product $M^2 \times \mathbb{R}$. This allows us to give also a non-parametric version of the Calabi-Bernstein theorem for entire maximal graphs in $M^2 \times \mathbb{R}_1$, under the same assumptions on $K_M$. Moreover, we also construct counterexamples which show that our Calabi-Bernstein results are no longer true without the hypothesis $K_M \geq 0$. These examples are constructed via a duality result between minimal and maximal graphs.

1. Introduction

A maximal surface in a 3-dimensional Lorentzian manifold is a spacelike surface with zero mean curvature. Here by spacelike we mean that the induced metric from the ambient Lorentzian metric is a Riemannian metric on the surface. The terminology maximal comes from the fact that these surfaces locally maximize area among all nearby surfaces having the same boundary [16, 7]. Besides their mathematical interest, maximal surfaces and, more generally, spacelike surfaces with constant mean curvature are also important in General Relativity (see, for instance, [21]).
One of the most important global results about maximal surfaces is the Calabi-Bernstein theorem for maximal surfaces in the 3-dimensional Lorentz-Minkowski space $\mathbb{R}^3_1$, which, in parametric version, states that the only complete maximal surfaces in $\mathbb{R}^3_1$ are the spacelike planes. The Calabi-Bernstein theorem in $\mathbb{R}^3_1$ can be seen also in a non-parametric form, and it establishes that the only entire maximal graphs in $\mathbb{R}^3_1$ are the spacelike planes; that is, the only entire solutions to the maximal surface equation

$$\operatorname{Div} \left( \frac{Du}{\sqrt{1 - |Du|^2}} \right) = 0, \quad |Du|^2 < 1$$

on the Euclidean plane $\mathbb{R}^2$ are affine functions.

This result was first proved by Calabi in [8], and extended to the general $n$-dimensional case by Cheng and Yau [9]. After that, several authors have approached the Calabi-Bernstein theorem for maximal surfaces ($n = 2$) from different viewpoints, providing diverse extensions and new proofs of it, both in parametric and non-parametric versions (Kobayashi [18], McNertey [22], Estudillo and Romero [12, 13, 14], Romero [26], Alías and Palmer [5]).

In this paper we establish new Calabi-Bernstein results for maximal surfaces immersed into a Lorentzian product space of the form $M^2 \times \mathbb{R}$, where $M^2$ is a connected (necessarily complete) Riemannian surface and $M^2 \times \mathbb{R}$ is endowed with the Lorentzian metric

$$\langle \cdot, \cdot \rangle = \pi^*_M (\langle \cdot, \cdot \rangle_M) - \pi^*_\mathbb{R} (dt^2).$$

Here $\pi_M$ and $\pi_\mathbb{R}$ denote the projections from $M \times \mathbb{R}$ onto each factor, and $\langle \cdot, \cdot \rangle_M$ is the Riemannian metric on $M$. For simplicity, we will write simply

$$\langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_M - dt^2,$$

and we will denote by $M^2 \times \mathbb{R}_1$ the 3-dimensional product manifold $M^2 \times \mathbb{R}$ endowed with that Lorentzian metric. In particular, when $M^2 = \mathbb{R}^2$ is the flat Euclidean plane, then $M^2 \times \mathbb{R}_1 = \mathbb{R}^3_1$ is nothing but the Lorentz-Minkowski space. Before describing our results, it is worth pointing out that the Calabi-Bernstein result is not true in general Lorentzian product spaces; counterexamples to it have been given recently by the first author in [2], when $M = \mathbb{H}^2$ is the hyperbolic plane. In Section 5 we also construct new counterexamples (see below). Other examples of non-trivial complete maximal surfaces in $\mathbb{H}^2 \times \mathbb{R}_1$ are given in [15].

Our first main result is Theorem 3.3, which states that any complete maximal surface $\Sigma$ immersed into a Lorentzian product $M^2 \times \mathbb{R}_1$, where $M$ is a (necessarily complete) Riemannian surface with non-negative Gaussian curvature, must be totally geodesic. Moreover, if $M$ is non-flat we conclude that $\Sigma$ must be a slice $M \times \{t_0\}$, $t_0 \in \mathbb{R}$. Here by complete it is meant, as usual, that the induced Riemannian metric on $\Sigma$ from the ambient Lorentzian metric is complete. In Theorem 4.1 we prove that the same happens if $\Sigma$ is complete with respect to the metric induced from
the Riemannian product $M^2 \times \mathbb{R}$. This allows us to give a non-parametric version of the Calabi-Bernstein theorem (Theorem 4.3 and Corollary 4.4), where we prove that any entire maximal graph in $M^2 \times \mathbb{R}_1$ must be totally geodesic and conclude that the only entire solutions to the maximal surface equation on any complete non-flat Riemannian surface $M$ with non-negative Gaussian curvature are the constant functions.

As observed above, in all of these results, the assumption on the Gaussian curvature of $M$ is necessary as shown by the fact that when $M = \mathbb{H}^2$ is the hyperbolic plane, then there exist examples of complete maximal surfaces in $\mathbb{H}^2 \times \mathbb{R}_1$ which are not totally geodesic, as well as examples of non-trivial entire maximal graphs over $\mathbb{H}^2$, see Examples 5.2 and 5.3 (other examples have been given recently by the first author in [2], where explicit examples of non-trivial entire maximal graphs in $\mathbb{H}^2 \times \mathbb{R}_1$ have been found by looking for explicit solutions of the corresponding partial differential equation on $\mathbb{H}^2$). Particularly interesting is the fact that the entire maximal graph given in Example 5.3 is not complete. As is well known, such circumstance cannot occur in the Lorentz-Minkowski space $\mathbb{R}^3_1$, since by a result of Cheng and Yau [9], surfaces with constant mean curvature and closed in $\mathbb{R}^3_1$ are necessarily complete. For the construction of our Examples 5.2 and 5.3 in Theorem 5.1 we establish a simple but nice duality result between solutions to the minimal surface equation in a Riemannian product $M^2 \times \mathbb{R}$ and solutions to the maximal surface equation in a Lorentzian product $M^2 \times \mathbb{R}_1$. This extends [1] Theorem 3.

2. Preliminaries

A smooth immersion $f : \Sigma^2 \rightarrow M^2 \times \mathbb{R}_1$ of a connected surface $\Sigma^2$ is said to be a spacelike surface if $f$ induces a Riemannian metric on $\Sigma$, which as usual is also denoted by $\langle \cdot, \cdot \rangle$. In that case, since

$$\partial_t = (\partial/\partial t)(x,t), \quad x \in M, t \in \mathbb{R},$$

is a unitary timelike vector field globally defined on the ambient spacetime $M^2 \times \mathbb{R}_1$, then there exists a unique unitary timelike normal field $N$ globally defined on $\Sigma$ which is in the same time-orientation as $\partial_t$, so that

$$\langle N, \partial_t \rangle \leq -1 < 0 \quad \text{on} \quad \Sigma.$$ 

We will refer to $N$ as the future-pointing Gauss map of $\Sigma$, and we will denote by $\Theta : \Sigma \rightarrow (-\infty, -1]$ the smooth function on $\Sigma$ given by $\Theta = \langle N, \partial_t \rangle$. Observe that the function $\Theta$ measures the hyperbolic angle $\theta$ between the future-pointing vector fields $N$ and $\partial_t$ along $\Sigma$. Indeed, they are related by $\cosh \theta = -\Theta$.

Let $\nabla$ and $\overline{\nabla}$ denote the Levi-Civita connections in $M^2 \times \mathbb{R}_1$ and $\Sigma$, respectively. Then the Gauss and Weingarten formulae for the spacelike surface $f : \Sigma^2 \rightarrow M^2 \times \mathbb{R}_1$
are given by
\begin{equation}
\nabla_X Y = \nabla_X Y - \langle AX, Y \rangle N
\end{equation}
and
\begin{equation}
AX = -\nabla_X N,
\end{equation}
for any tangent vector fields \(X, Y \in T\Sigma\). Here \(A : T\Sigma \to T\Sigma\) stands for the shape operator (or second fundamental form) of \(\Sigma\) with respect to its future-pointing Gauss map \(N\). As is well known, the Gaussian curvature \(K\) of the surface \(\Sigma\) is described in terms of \(A\) and the curvature of the ambient spacetime by the Gauss equation, which is given by
\begin{equation}
K = K - \det A,
\end{equation}
where \(K\) denotes the sectional curvature in \(M^2 \times \mathbb{R}_1\) of the plane tangent to \(\Sigma\). On the other hand, it is not difficult to see that the curvature tensor \(\bar{R}\) of \(M^2 \times \mathbb{R}_1\) can be written in terms of the Gaussian curvature of \(M\) by
\begin{equation}
\bar{R}(U, V) W = K_M(\pi_M) (\langle U, W \rangle V - \langle V, W \rangle U) +
K_M(\pi_M) (\langle W, \partial_t \rangle (\langle U, \partial_t \rangle V - \langle V, \partial_t \rangle U) +
K_M(\pi_M) (\langle U, W \rangle \langle V, \partial_t \rangle - \langle V, W \rangle \langle U, \partial_t \rangle) \partial_t,
\end{equation}
for any vector fields \(U, V, W\) tangent to \(M^2 \times \mathbb{R}_1\). In particular, if \(\{E_1, E_2\}\) is a local orthonormal frame on \(\Sigma\), then from (4) we obtain that
\begin{equation}
\bar{K} = \langle \bar{R}(E_1, E_2) E_1, E_2 \rangle = \kappa_M (1 + \langle E_1, \partial_t^\top \rangle^2 + \langle E_2, \partial_t^\top \rangle^2) = \kappa_M (1 + \|\partial_t^\top\|^2),
\end{equation}
where, for simplicity, \(\kappa_M\) stands for the Gaussian curvature of \(M\) along the surface \(\Sigma\), that is, \(\kappa_M = K_M \circ \Pi \in C^\infty(\Sigma)\) where \(\Pi = \pi_M \circ f : \Sigma \to M\) denotes the projection of \(\Sigma\) onto \(M\). Here and in what follows, if \(Z\) is a vector field along the immersion \(f : \Sigma^2 \to M^2 \times \mathbb{R}_1\), then \(Z^\top \in T\Sigma\) denotes the tangential component of \(Z\) along \(\Sigma\), that is,
\begin{equation}
Z = Z^\top - \langle N, Z \rangle N,
\end{equation}
and \(\| \cdot \|\) denotes the norm of a vector field on \(\Sigma\). In particular, \(\partial_t^\top = \partial_t + \Theta N\) and then
\begin{equation}
-1 = \|\partial_t^\top\|^2 - \Theta^2.
\end{equation}
Therefore, expression (5) becomes \(\bar{K} = \kappa_M \Theta^2\), and the Gauss equation (3) can be written as
\begin{equation}
K = \kappa_M \Theta^2 - \det A.
\end{equation}
On the other hand, the Codazzi equation of the spacelike surface \(\Sigma\) describes the tangent component of \(\bar{R}(X, Y) N\), for any tangent vector fields \(X, Y \in T\Sigma\), in terms
of the derivative of the shape operator, and it is given by
\[(R(X,Y)N)^\top = (\nabla_X A)Y - (\nabla_Y A)X.\]

Here $\nabla_X A$ denotes the covariant derivative of $A$, that is,
\[ (\nabla_X A)Y = \nabla_X(AY) - A(\nabla_X Y). \]

By (4), Codazzi equation (8) becomes
\[(9) \quad (\nabla_X A)Y = (\nabla_Y A)X + \kappa_M \Theta \left( (X, \partial_t^\top) Y - (Y, \partial_t^\top) X \right). \]

For a spacelike surface $f : \Sigma^2 \to M^2 \times \mathbb{R}_1$, we will call the height function of $\Sigma$, denoted by $h$, the projection of $\Sigma$ onto $\mathbb{R}$, that is, $h \in C^\infty(\Sigma)$ is the smooth function given by $h = \pi_\mathbb{R} \circ f$. Observe that the gradient of $\pi_\mathbb{R}$ on $M^2 \times \mathbb{R}_1$ is
\[ \nabla \pi_\mathbb{R} = -\langle \nabla \pi_\mathbb{R}, \partial_t \rangle \partial_t = -\partial_t. \]

Therefore, the gradient of $h$ on $\Sigma$ is
\[ \nabla h = (\nabla \pi_\mathbb{R})^\top = -\partial_t^\top. \]

Observe that from (6) we have
\[(10) \quad \|\nabla h\|^2 = \Theta^2 - 1. \]

Since $\partial_t$ is parallel on $M^2 \times \mathbb{R}_1$ we have that
\[(11) \quad \nabla_X \partial_t = 0 \]
for any tangent vector field $X \in T\Sigma$. Writing $\partial_t = -\nabla h - \Theta N$ along the surface $\Sigma$ and using Gauss (1) and Weingarten (2) formulae, we easily get from (11) that
\[(12) \quad \nabla_X \nabla h = \Theta AX \]
for every $X \in T\Sigma$. Therefore the Laplacian on $\Sigma$ of the height function is given by
\[(13) \quad \Delta h = \Theta \text{tr} A = -2H\Theta, \]
where $H = -(1/2)\text{tr} A$ is the mean curvature of $\Sigma$ relative to $N$.

On the other hand, (11) also yields
\[ X(\Theta) = \langle \nabla_X N, \partial_t \rangle = \langle AX, \nabla h \rangle = \langle X, A\nabla h \rangle \]
for every $X \in T\Sigma$, and then the gradient of $\Theta$ on $\Sigma$ is given by
\[(14) \quad \nabla \Theta = A\nabla h. \]

From here, using Codazzi equation (9) and equations (10) and (12) we get
\[
\nabla_X \nabla \Theta = (\nabla_X A)(\nabla h) + A(\nabla_X \nabla h)
= (\nabla_{\nabla h} A)(X) + \kappa_M \Theta \left( (X, \partial_t^\top) \nabla h - \langle \nabla h, \partial_t^\top \rangle X \right) + \Theta A^2 X
= (\nabla_{\nabla h} A)(X) + \kappa_M \Theta \left( (\Theta^2 - 1)X - \langle X, \nabla h \rangle \nabla h \right) + \Theta A^2 X,
\]
for every $X \in T\Sigma$. Thus, the Laplacian of $\Theta$ is given by
\begin{equation}
\Delta \Theta = \text{tr}(\nabla_{\nabla h} A) + \kappa_M \Theta (\Theta^2 - 1) + \Theta \text{tr}(A^2) \tag{15}
\end{equation}
with $\|A\|^2 = \text{tr}(A^2)$, where we are using the fact that
\[\text{tr}(\nabla_{\nabla h} A) = \nabla_{\nabla h} (\text{tr} A) = -2\langle \nabla H, \nabla h \rangle.\]

A spacelike surface $\Sigma$ is said to be a maximal surface if its mean curvature vanishes, $H = 0$ on $\Sigma$. Equation (13) implies that if $\Sigma$ is a maximal surface in $M^2 \times \mathbb{R}_1$, then $h$ is a harmonic function, $\Delta h = 0$ on $\Sigma$. Besides, if $\Sigma$ is maximal then
\begin{equation}
A^2 = \frac{1}{2} \|A\|^2 I, \tag{16}
\end{equation}
where $I$ denotes the identity map on $T\Sigma$ and $\|A\|^2 = -2\det A$. Therefore, the Gauss equation (7) becomes
\begin{equation}
K = \kappa_M \Theta^2 + \frac{1}{2} \|A\|^2. \tag{17}
\end{equation}

On the other hand, from (10), (14) and (16) we also obtain that for a maximal surface it holds that
\begin{equation}
\|\nabla \Theta\|^2 = \frac{1}{2} \|A\|^2 \|\nabla h\|^2 = \frac{1}{2} \|A\|^2 (\Theta^2 - 1). \tag{18}
\end{equation}

3. A Calabi-Bernstein Theorem for Maximal Surfaces

We start by stating the following remarkable property.

**Lemma 3.1.** Let $M^2$ be a Riemannian surface. If $M^2 \times \mathbb{R}_1$ admits a complete spacelike surface $f : \Sigma^2 \rightarrow M^2 \times \mathbb{R}_1$, then $M$ is necessarily complete and the projection $\Pi = \pi_M \circ f : \Sigma \rightarrow M$ is a covering map.

**Proof.** We follow the ideas in the proof of [6, Lemma 3.1]. Let $f : \Sigma^2 \rightarrow M^2 \times \mathbb{R}_1$ be a spacelike surface and consider $\Pi = \pi_M \circ f : \Sigma \rightarrow M$ its projection on $M$. It is not difficult to see that $\Pi^* \langle \cdot, \cdot \rangle_M \geq \langle \cdot, \cdot \rangle$, where $\langle \cdot, \cdot \rangle$ stands for the Riemannian metric on $\Sigma$ induced from the Lorentzian ambient space. That means that $\Pi$ is a local diffeomorphism which increases the distance between the Riemannian surfaces $\Sigma$ and $M$. Then, the proof finishes recalling that if a map, from a connected complete Riemannian manifold $M_1$ into another connected Riemannian manifold $M_2$ of the same dimension, increases the distance, then it is a covering map and $M_2$ is complete [19, Chapter VIII, Lemma 8.1].

In particular, if $M^2 \times \mathbb{R}_1$ admits a compact spacelike surface, then $M$ is necessarily compact (see [6, Proposition 3.2 (i)]). An easy consequence of (13) is the following.
Proposition 3.2. Let \( M^2 \) be a Riemannian surface. If \( f : \Sigma^2 \to M^2 \times \mathbb{R}_1 \) is a compact spacelike surface in \( M^2 \times \mathbb{R}_1 \) whose mean curvature \( H \) does not change sign, then it must be a slice \( M \times \{ t_0 \} \), \( t_0 \in \mathbb{R} \). In particular, the only compact maximal surfaces in \( M^2 \times \mathbb{R}_1 \) are the slices.

For the proof simply observe that, since \( \Theta < 0 \) and \( H \) does not change sign, then formula (13) says that the height function \( h \) must be either subharmonic or superharmonic on \( \Sigma \), according to the sign of \( H \). But the compactness of \( \Sigma \) implies that \( h \) must be constant, and the conclusion of Proposition 3.2 follows.

Under completeness assumption, we have the following parametric version of a Calabi-Bernstein result in \( M^2 \times \mathbb{R}_1 \).

Theorem 3.3. Let \( M^2 \) be a (necessarily complete) Riemannian surface with non-negative Gaussian curvature, \( K_M \geq 0 \). Then any complete maximal surface \( \Sigma^2 \) in \( M^2 \times \mathbb{R}_1 \) is totally geodesic. In addition, if \( K_M > 0 \) at some point on \( M \), then \( \Sigma \) is a slice \( M \times \{ t_0 \} \), \( t_0 \in \mathbb{R} \).

As a direct consequence of Theorem 3.3 we have the following.

Corollary 3.4. Let \( M^2 \) be a complete non-flat Riemannian surface with non-negative Gaussian curvature, \( K_M \geq 0 \). Then the only complete maximal surfaces in \( M^2 \times \mathbb{R}_1 \) are the slices \( M \times \{ t_0 \} \), \( t_0 \in \mathbb{R} \).

Observe that if \( M^2 = \mathbb{R}^2 \) is the flat Euclidean plane, then \( M^2 \times \mathbb{R}_1 = \mathbb{R}^3_1 \) is nothing but the 3-dimensional Lorentz-Minkowski space, and any spacelike affine plane in \( \mathbb{R}^3_1 \) which is not horizontal determines a complete totally geodesic surface which is not a slice. On the other hand, the assumption \( K_M \geq 0 \) is necessary as shown by the fact that there exist examples of non-totally geodesic complete maximal surfaces in \( \mathbb{H}^2 \times \mathbb{R}_1 \), where \( \mathbb{H}^2 \) is the hyperbolic plane (see Example 5.2).

Proof of Theorem 3.3. Since \( \Sigma \) is maximal and \( \kappa_M \geq 0 \), (17) implies that \( K \geq 0 \) on \( \Sigma \). Then, \( \Sigma \) is a complete Riemannian surface with non-negative Gaussian curvature and, by a classical result due to Ahlfors [1] and Blanc-Fiala-Huber [17], we know that \( \Sigma \) is parabolic, in the sense that any non-positive subharmonic function on the surface must be constant.

Recall that \( \Theta \leq -1 < 0 \). From (15) and (18), we can compute

\[
\Delta \left( \frac{1}{\Theta} \right) = -\frac{\Delta \Theta}{\Theta^2} + \frac{2\|\nabla \Theta\|^2}{\Theta^3} = -\frac{1}{\Theta} \left( \kappa_M (\Theta^2 - 1) + \|A\|^2 \right) \geq 0.
\]

That is, \( 1/\Theta \) is a negative subharmonic function on the parabolic surface \( \Sigma \), and hence it must be constant. That is, \( \Theta = \Theta_0 \leq -1 \) is constant on \( \Sigma \), and by (19) we also get that \( \|A\|^2 = 0 \) and \( \kappa_M (\Theta_0^2 - 1) = 0 \) on \( \Sigma \). Therefore, \( \Sigma \) is totally geodesic in \( M^2 \times \mathbb{R}_1 \) and, if \( \kappa_M > 0 \) at some point on \( \Sigma \), then it must be \( \Theta_0 = -1 \), which by (10) means that \( h \) is constant and \( \Sigma \) is a slice. Finally, observe that since the
projection \( \Pi : \Sigma \rightarrow M \) is onto (Lemma 3.1), then \( \kappa_M > 0 \) at some point on \( \Sigma \) if and only if \( K_M > 0 \) at some point on \( M \). □

4. Entire maximal graphs and Calabi-Bernstein theorem

Let \( \Omega \subseteq M^2 \) be a connected domain. Every smooth function \( u \in C^\infty(\Omega) \) determines a graph over \( \Omega \) given by \( \Sigma(u) = \{(x, u(x)) : x \in \Omega \} \subset M^2 \times \mathbb{R}_1 \). The metric induced on \( \Omega \) from the Lorentzian metric on the ambient space via \( \Sigma(u) \) is given by

\[
\langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_M - du^2.
\]

Therefore, \( \Sigma(u) \) is a spacelike surface in \( M^2 \times \mathbb{R}_1 \) if and only if \( |Du|^2 < 1 \) everywhere on \( \Omega \), where \( Du \) denotes the gradient of \( u \) in \( \Omega \) and \( |Du| \) denotes its norm, both with respect to the original metric \( \langle \cdot, \cdot \rangle_M \) on \( \Omega \). If \( \Sigma(u) \) is a spacelike graph over a domain \( \Omega \), then it is not difficult to see that the vector field

\[
N(x) = \frac{1}{\sqrt{1 - |Du(x)|^2}} (Du(x) + \partial_t|_{(x,u(x))}), \quad x \in \Omega,
\]

defines the future-pointing Gauss map of \( \Sigma(u) \). The shape operator of \( \Sigma(u) \) with respect to \( N \) is given by

\[
AX = -\frac{1}{\sqrt{1 - |Du|^2}} D_X Du - \frac{\langle D_X Du, Du \rangle_M}{(1 - |Du|^2)^{3/2}} Du,
\]

for every tangent vector field \( X \) on \( \Omega \), where \( D \) denotes the Levi-Civita connection in \( \Omega \) with respect to the metric \( \langle \cdot, \cdot \rangle_M \). It follows from here that the mean curvature \( H(u) \) of a spacelike graph \( \Sigma(u) \) is given by

\[
2H(u) = \text{Div} \left( \frac{Du}{\sqrt{1 - |Du|^2}} \right)
\]

where \( \text{Div} \) stands for the divergence operator on \( \Omega \) with respect to the metric \( \langle \cdot, \cdot \rangle_M \). In particular, \( \Sigma(u) \) is a maximal graph if and only if the function \( u \) satisfies the following partial differential equation on the domain \( \Omega \),

\[
\text{Maximal}[u] = \text{Div} \left( \frac{Du}{\sqrt{1 - |Du|^2}} \right) = 0, \quad |Du|^2 < 1.
\]

A graph is said to be entire if \( \Omega = M \). As a direct consequence of Lemma 3.1, it follows that when \( M \) is a complete Riemannian surface which is simply connected, then every complete spacelike surface in \( M^2 \times \mathbb{R}_1 \) is an entire graph. In fact, since \( M \) is simply connected then the projection \( \Pi \) is a diffeomorphism between \( \Sigma \) and \( M \), and hence \( \Sigma \) can be written as the graph over \( M \) of the function \( u = h \circ \Pi^{-1} \in C^\infty(M) \). However, in contrast to the case of graphs into a Riemannian product space, an entire spacelike graph in \( M^2 \times \mathbb{R}_1 \) is not necessarily complete, in the sense that the
induced Riemannian metric \( (20) \) is not necessarily complete on \( M \). For instance, let \( u : \mathbb{R}^2 \to \mathbb{R} \) be a function defined by
\[
u(x_1, x_2) = \int_0^{\|x_1\|} \sqrt{1 - e^{-s}} \, ds
\]
when \( |x_1| \geq 1 \), and \( u(x_1, x_2) = \phi(x_1) \) when \( |x_1| < 1 \), where \( \phi \in C^\infty(\mathbb{R}) \) is a smooth extension satisfying \( \phi'(s)^2 < 1 \) for all \( s \in (-1, 1) \). Then \( u \) determines an entire spacelike graph \( \Sigma(u) \) in \( \mathbb{R}^2 \times \mathbb{R}_1 = \mathbb{R}^3 \) which is not complete. In fact, observe that the curve \( \alpha : \mathbb{R} \to \Sigma(u) \) given by \( \alpha(s) = (s, 0, u(s, 0)) \) is a divergent curve in \( \Sigma(u) \) with finite length, because of
\[
\int_{-\infty}^{+\infty} \|\alpha'(s)\| \, ds = \int_{-1}^{1} \sqrt{1 - \phi'(s)^2} \, ds + 2 \int_{1}^{+\infty} e^{-s/2} \, ds \leq 2(1 + 2/\sqrt{e}).
\]
As another example, in Example 5.3 we construct an example of an entire maximal graph in \( \mathbb{H}^2 \times \mathbb{R} \) which is not complete.

For that reason, the Calabi-Bernstein result given at Theorem 3.3 does not imply in principle that, under the same hypothesis on \( M \), any entire maximal graph in \( M^2 \times \mathbb{R}_1 \) must be totally geodesic. This is certainly true for entire maximal graphs in the Lorentz-Minkowski space \( [26] \), and also for entire maximal graphs in Robertson-Walker spaces of the form \( \mathbb{R}^2 \times_\varphi \mathbb{R}_1 \), under certain assumptions on the warping function \( \varphi \) (for the details, see \( [20] \)). However, although we cannot establish a similar result for entire maximal graphs in \( M^2 \times \mathbb{R}_1 \) just as a direct consequence of our Theorem 3.3, we can obtain it as a consequence of the following result.

**Theorem 4.1.** Let \( M^2 \) be a (non necessarily complete) Riemannian surface with non-negative Gaussian curvature, \( K_M \geq 0 \). Then any maximal surface \( \Sigma^2 \) in \( M^2 \times \mathbb{R}_1 \) which is complete with respect to the metric induced from the Riemannian product \( M^2 \times \mathbb{R} \) is totally geodesic. In addition, if \( K_M > 0 \) at some point on \( \Sigma \), then \( M \) is necessarily complete and \( \Sigma \) is a slice \( M \times \{t_0\} \).

In particular, if \( M^2 \) is complete and \( f : \Sigma^2 \to M^2 \times \mathbb{R}_1 \) is a spacelike surface which is properly immersed in \( M^2 \times \mathbb{R}_1 \), then the metric induced on \( \Sigma \) from the Riemannian product \( M^2 \times \mathbb{R} \) is complete. Then, we have the following consequence.

**Corollary 4.2.** Let \( M^2 \) be a complete Riemannian surface with non-negative Gaussian curvature, \( K_M \geq 0 \). Then any maximal surface \( \Sigma^2 \) properly immersed into \( M^2 \times \mathbb{R}_1 \) is totally geodesic. In addition, if \( K_M > 0 \) at some point on \( \Sigma \), then \( \Sigma \) is a slice \( M \times \{t_0\} \).

This happens, for instance, when \( M^2 \) is complete and \( \Sigma \subset M^2 \times \mathbb{R}_1 \) is a closed embedded maximal surface. In particular, it happens for entire maximal graphs, and it yields the following non-parametric version of the Calabi-Bernstein theorem.
**Theorem 4.3.** Let $M^2$ be a complete Riemannian surface with non-negative Gaussian curvature, $K_M \geq 0$. Then any entire maximal graph $\Sigma(u)$ in $M^2 \times \mathbb{R}_1$ is totally geodesic. In addition, if $K_M > 0$ at some point on $M$, then $u$ is constant.

As a consequence of this we also have the following.

**Corollary 4.4.** Let $M^2$ be a complete non-flat Riemannian surface with non-negative Gaussian curvature, $K_M \geq 0$. Then the only entire solutions to the maximal surface equation (23) are the constant functions.

The proof of Theorem 4.1 follows the ideas introduced by Romero in his proof of [26, Theorem] (see also the proof of [20, Theorem A]), which was inspired by Chern’s proof of the classical Bernstein theorem for entire minimal graphs in Euclidean space [10]. Examples 5.2 and 5.3 show that the assumption $K_M \geq 0$ is necessary.

**Proof of Theorem 4.1.** Let $\Sigma$ be a maximal surface in $M^2 \times \mathbb{R}_1$. For simplicity, we denote by $g = \langle \cdot, \cdot \rangle$ the Riemannian metric induced on $\Sigma$ from the Lorentzian product $M^2 \times \mathbb{R}_1$. Since $1 - \Theta \geq 2 > 0$, we may introduce on $\Sigma$ the conformal metric

$$\hat{g} = (1 - \Theta)^2 g.$$

As is well known, the Gaussian curvature $\hat{K}$ of $(\Sigma, \hat{g})$ is given by

$$\hat{K} = K - \Delta \log (1 - \Theta), \quad (24)$$

where $K$ is the Gaussian curvature of $(\Sigma, g)$, which is given by (17). Using (15) and (18), we can compute

$$\Delta \log (1 - \Theta) = -\frac{\Delta \Theta}{1 - \Theta} - \frac{\|\nabla \Theta\|^2}{(1 - \Theta)^2} = \frac{1}{2} \|A\|^2 + \Theta(\Theta + 1)\kappa_M,$$

which by (17) becomes

$$\Delta \log (1 - \Theta) = K + \Theta \kappa_M. \quad (25)$$

Therefore, from (24) we conclude that $\hat{K} \geq 0$ on $\Sigma$. On the other hand, we also have that

$$\hat{g}(X, X) = (1 - \Theta)^2 g(X, X) \geq \Theta^2 g(X, X) = \Theta^2 |X^*|^2 - \Theta^2 X(h)^2 \quad (26)$$

for every tangent vector field $X$ on $\Sigma$. Here $U^* = (\pi_M)_*(U)$ denotes projection onto the surface $M^2$ of a vector field $U$ defined on $M^2 \times \mathbb{R}_1$, that is,

$$U = U^* - \langle U, \partial_t \rangle \partial_t,$$

and we recall that $|\cdot|$ denotes the norm with respect to the original metric $\langle \cdot, \cdot \rangle_M$ on $M$. Writing

$$X = X^* - \langle X, \partial_t \rangle \partial_t = X^* + X(h) \partial_t \quad (27)$$
and 
\[ N = N^* - \langle N, \partial_t \rangle \partial_t = N^* - \Theta \partial_t, \]
we find that 
\[ |N^*|^2 = \Theta^2 - 1 \quad \text{and} \quad \Theta X(h) = -\langle X^*, N^* \rangle_M. \]
Then, by Cauchy-Schwarz inequality we have 
\[ \Theta^2 X(h)^2 = \langle X^*, N^* \rangle^2_M \leq |X^*|^2 |N^*|^2 = |X^*|^2 (\Theta^2 - 1), \]
which jointly with (26) yields 
\[ \hat{g}(X, X) \geq |X^*|^2 = \langle X^*, X^* \rangle_M. \quad (28) \]
Let \( g' \) denote the Riemannian metric induced on \( \Sigma \) from the Riemannian product \( M^2 \times \mathbb{R} \). From (27) we have 
\[ g(X, X) = |X^*|^2 - X(h)^2 \quad \text{and} \quad g'(X, X) = |X^*|^2 + X(h)^2. \]
Therefore, 
\[ |X^*|^2 = \frac{1}{2} (g(X, X) + g'(X, X)) \geq \frac{1}{2} g'(X, X), \]
and by (28) we get 
\[ \hat{g}(X, X) \geq |X^*|^2 \geq \frac{1}{2} g'(X, X) \]
for every tangent vector field \( X \) on \( \Sigma \). This implies that \( \hat{L} \geq (1/\sqrt{2})L' \), where \( \hat{L} \) and \( L' \) denote the length of a curve on \( \Sigma \) with respect to the Riemannian metrics \( \hat{g} \) and \( g' \), respectively. As a consequence, since we are assuming that the metric \( g' \) is complete on \( \Sigma \), then \( \hat{g} \) is also complete.

Summing up, \( (\Sigma^2, \hat{g}) \) is a complete Riemannian surface with non-negative Gaussian curvature and, from the same classical result by Ahlfors and Blanc-Fiala-Huber used in the proof of Theorem 3.3, we conclude that \( (\Sigma^2, \hat{g}) \) is parabolic. Since \( n = 2 \), the Laplacian \( \Delta \) on \( \Sigma \) with respect to \( g \) and the Laplacian \( \hat{\Delta} \) on \( \Sigma \) with respect to the conformal metric \( \hat{g} \) are related by 
\[ \Delta = (1 - \Theta)^2 \hat{\Delta}, \]
which implies that the property of being subharmonic is preserved under conformal changes of metric. Therefore, \( (\Sigma^2, g) \) is also parabolic. The proof then follows as in the proof of Theorem 3.3, since by (19) we know that \( 1/\Theta \) is a negative subharmonic function on \( (\Sigma^2, g) \). \( \square \)

**Remark 4.5.** It is worth pointing out that Theorem 3.3 can be also seen as a consequence of Theorem 4.1 because every complete spacelike surface \( \Sigma \) in \( M^2 \times \mathbb{R}_1 \) is also complete with respect to the metric induced from the Riemannian product \( M^2 \times \mathbb{R} \). This follows from the fact that \( g' \geq g \), where \( g \) and \( g' \) stand for the metrics
induced on \( \Sigma \) from the Lorentzian product and the Riemannian product, respectively. Nevertheless, the proof of Theorem 3.3 given in Section 3 is much simpler and direct.

5. A DUALITY RESULT BETWEEN MINIMAL AND MAXIMAL GRAPHS

In [8] Calabi observed a simple but nice duality between solutions to the minimal surface equation in the Euclidean space \( \mathbb{R}^3 \) and solutions to the maximal surface equation in the Lorentz-Minkowski space \( \mathbb{R}^3_1 \) (see also [4] for an alternative approach to that duality given by the second author, jointly with Palmer). By regarding \( \mathbb{R}^3 \) as the Riemannian product space \( \mathbb{R}^2 \times \mathbb{R} \) and \( \mathbb{R}^3_1 \) as the Lorentzian product space \( \mathbb{R}^2 \times \mathbb{R}_1 \), we observe here that the same duality holds in general between solutions to the minimal surface equation in a Riemannian product space \( M \times \mathbb{R} \) and solutions to the maximal surface equation in a Lorentzian product space \( M \times \mathbb{R}_1 \).

First of all, recall that a smooth function \( u \) on a connected domain \( \Omega \subseteq M^2 \) defines a minimal graph \( \Sigma(u) \) in \( M \times \mathbb{R} \) if and only if \( u \) satisfies the following partial differential equation on \( \Omega 

\begin{equation}
\text{Minimal}[u] = \text{Div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) = 0,
\end{equation}

where, as in [23], \( \text{Div} \) and \( Du \) stand for the divergence operator and the gradient of \( u \) in \( \Omega \) with respect to the metric \( \langle \cdot, \cdot \rangle_M \), respectively. Following the ideas in [4] we can prove the following general result.

**Theorem 5.1.** Let \( \Omega \subseteq M^2 \) be a simply connected domain of a Riemannian surface \( M^2 \). There exists a non-trivial solution \( u \) to the minimal surface equation on \( \Omega 

\text{Minimal}[u] = 0,

if and only if there exists a non-trivial solution \( w \) to the maximal surface equation on \( \Omega 

\text{Maximal}[w] = 0, \quad |Dw|^2 < 1.

Here by a non-trivial solution we mean a solution with non-parallel gradient. Observe that, from (22), a spacelike graph determined by a smooth function \( u \in C^\infty(\Omega) \) is totally geodesic in \( M^2 \times \mathbb{R} \) if and only if \( Du \) is parallel on \( \Omega \). Similarly, a graph determined by a function \( u \) is totally geodesic in \( M^2 \times \mathbb{R}_1 \) if and only if \( Du \) is parallel. Therefore, non-trivial solutions to either the minimal or maximal surface equation correspond to non-totally geodesic either minimal or maximal graphs.

**Proof.** Since \( \Omega \) is simply connected, it is orientable and can be endowed with a globally defined area form \( d\Omega \) and an almost complex structure \( J \). Recall that, for every vector field \( X \) on \( \Omega \), it holds that

\begin{equation}
\text{Div}_J X d\Omega = d\omega_J X
\end{equation}
where $\omega_{JX}$ denotes the 1-form in $\Omega$ which is metrically equivalent to the field $JX$, that is,

$$\omega_{JX}(Y) = \langle JX, Y \rangle_M.$$ 

Now the proof of Theorem 5.1 follows as the proof of [4, Theorem 3]. For the sake of completeness we sketch it here. Assume that $u$ is a non-trivial solution of (29) on the domain $\Omega$. Then, by (30) the 1-form $\omega_{JU}$ is closed on $\Omega$, where $U$ is the vector field on $\Omega$ given by

$$U = \frac{Du}{\sqrt{1 + |Du|^2}}.$$ 

Since $\Omega$ is simply connected, we can write

(31) \quad JU = Dw 

for a certain smooth function $w$ on $\Omega$. Using that $J$ is an isometry, we have

(32) \quad |Dw|^2 = \frac{|Du|^2}{1 + |Du|^2} < 1. 

By (32), the function $w$ defines a spacelike graph over $\Omega$, and using that $J(Dw) = -U$ we can also see that $JW = D(-u)$, where

$$W = \frac{Dw}{\sqrt{1 - |Dw|^2}}.$$ 

Therefore, $\omega_{JW}$ is also closed on $\Omega$ and, equivalently, Maximal$[w] = 0$. Moreover, the relation $JU = Dw$ jointly with (32) implies that $Du$ is parallel if and only if $Dw$ is parallel. A very similar argument, starting now with a non-trivial solution of Maximal$[w] = 0$ with $|Dw|^2 < 1$ on $\Omega$, produces a non-trivial solution of Minimal$[u] = 0$.

The interest of Theorem 5.1 relays on the fact that it allows us to construct new solutions to the maximal surface equation from known solutions to the minimal surface equation, and vice versa. In particular, as an application of it we are able to construct counterexamples which show that our Calabi-Bernstein results are no longer true without the hypothesis $K_M \geq 0$. To see it, let us consider the half-plane model of the hyperbolic plane $\mathbb{H}^2$; that is,

$$\mathbb{H}^2 = \{x = (x_1, x_2) \in \mathbb{R}^2 : x_2 > 0\}$$

endowed with the complete metric

$$\langle \cdot, \cdot \rangle_{\mathbb{H}^2} = \frac{1}{x_2^2} (dx_1^2 + dx_2^2).$$
conformal to the flat Euclidean metric. For a given smooth function $u = u(x) \in C^\infty(\mathbb{H}^2)$, we have that its hyperbolic gradient $Du$ in $\mathbb{H}^2$ and its Euclidean gradient $D_o u$ in $\mathbb{R}^2$ are related by
\begin{equation}
Du(x) = x_2^2 D_o u(x), \quad x = (x_1, x_2),
\end{equation}
and then
\begin{equation}
|Du(x)|^2 = x_2^2 |D_o u(x)|^2,
\end{equation}
where $|\cdot|$ and $|\cdot|_o$ denote, respectively, the norm of a vector field in $\mathbb{H}^2$ and in $\mathbb{R}^2$. In particular,
\begin{equation}
\frac{Du(x)}{\sqrt{1 + |Du(x)|^2}} = \frac{x_2^2 D_o u(x)}{\sqrt{1 + x_2^2 |D_o u(x)|^2}}.
\end{equation}
The divergence $\text{Div}$ of the hyperbolic metric and the divergence $\text{Div}_o$ of the Euclidean metric are related by
\begin{equation}
\text{Div} = \text{Div}_o - 2\frac{dx_2}{x_2^2}.
\end{equation}
By (35), this implies that
\begin{equation}
\text{Minimal}[u] = \frac{x_2^2 \Delta_o u}{\sqrt{1 + x_2^2 |D_o u|^2}} - \frac{x_2^2}{(1 + x_2^2 |D_o u|_o^2)^{3/2}} \left( x_2 u_x u_x u_x^2 + x_2^2 Q(u) \right),
\end{equation}
where $\Delta_o$ stands for the Euclidean Laplacian, and
\begin{equation*}
Q(u) = u_x^2 u_{xx} + 2 u_x u_{xx} u_x + u_{xx}^2.
\end{equation*}
From here, it is a straightforward computation to check that the function
\begin{equation}
(37) \quad u(x_1, x_2) = \log(x_1^2 + x_2^2)
\end{equation}
defines a non-trivial entire minimal graph in $\mathbb{H}^2 \times \mathbb{R}$. Actually, $u$ satisfies
\begin{equation}
\frac{u_{x_2}}{x_1^2 + x_2^2} = -\frac{2}{x_1^2 + x_2^2}, \quad \Delta_o u = 0, \quad Q(u) = -8 \left( \frac{x_1^2 + x_2^2}{x_1^2 + x_2^2} \right)^2,
\end{equation}
and
\begin{equation}
\frac{|D_o u|^2}{x_1^2 + x_2^2} = \frac{4}{x_1^2 + x_2^2},
\end{equation}
which by (36) gives $\text{Minimal}[u] = 0$. Analogously, the function
\begin{equation}
(39) \quad u(x_1, x_2) = \frac{x_1}{x_1^2 + x_2^2}
\end{equation}
defines also a non-trivial entire minimal graph in $\mathbb{H}^2 \times \mathbb{R}$, because it satisfies
\begin{equation}
\frac{u_{x_2}}{(x_1^2 + x_2^2)^2} = -\frac{2x_1 x_2}{(x_1^2 + x_2^2)^2}, \quad \Delta_o u = 0, \quad Q(u) = \frac{2x_1}{(x_1^2 + x_2^2)^4},
\end{equation}
and

\( |D_u u|_o^2 = \frac{1}{(x_1^2 + x_2^2)^2} \),

which by (36) gives Minimal\([u] = 0 \). As far as we know, these examples, which are due to Montaldo and Onnis [23, Examples 2.3 and 2.4] (see also [25]), are the first explicit examples of non-trivial entire minimal graphs in \( \mathbb{H}^2 \times \mathbb{R} \). Previous existence results of such minimal graphs have been given in [11] and [24].

**Example 5.2.** From our Theorem 5.1 and the entire minimal graph defined by the function (37), we know that there exists a smooth function \( w \in C^\infty(\mathbb{H}^2) \) which determines a non-trivial entire maximal graph in \( \mathbb{H}^2 \times \mathbb{R} \). This shows that the assumption \( K_M \geq 0 \) in Theorem 4.3 and Corollary 4.4 is necessary. Moreover, we claim that the entire maximal graph determined by \( w \) is also complete, in the sense that the induced metric on \( \mathbb{H}^2 \) via the graph is complete. To see it, denote by \( \langle \cdot, \cdot \rangle \) that metric, which is given by \( \langle \cdot, \cdot \rangle_H - dw^2 \) (see equation (20)). Then, for every tangent vector field \( X \) on \( \mathbb{H}^2 \) we have that

\[ \langle X, X \rangle = \langle X, X \rangle_{\mathbb{H}^2} - X(w)^2 = \langle X, X \rangle_{\mathbb{H}^2} - \langle X, Dw \rangle_{\mathbb{H}^2}^2, \]

and using Cauchy-Schwarz inequality here we get that

\[ \langle X, X \rangle \geq \langle X, X \rangle_{\mathbb{H}^2}(1 - |Dw|^2). \]

From (32) we know that

\[ 1 - |Dw|^2 = \frac{1}{1 + |Dw|^2}. \]

In our case, by (34) and (38) this gives

\[ 1 - |Dw|^2 = \frac{1}{1 + x_2^2|D_o u|_o^2} = \frac{x_1^2 + x_2^2}{x_1^2 + 5x_2^2} \geq \frac{1}{5}, \]

which jointly with (41) yields

\[ \langle \cdot, \cdot \rangle \geq \frac{1}{5} \langle \cdot, \cdot \rangle_{\mathbb{H}^2}. \]

As a consequence, the metric \( \langle \cdot, \cdot \rangle \) is complete on \( \mathbb{H}^2 \), as claimed. This shows that the assumption \( K_M \geq 0 \) in Theorem 3.3 and Corollary 3.4 is also necessary.

It is even possible to get explicitly \( w \). In fact, observe that the hyperbolic gradient \( Dw \) is given by (31). Then, from the relation (33) between the hyperbolic and the Euclidean gradients, this implies that

\[ D_o w = (w_{x_1}, w_{x_2}) = \frac{1}{\sqrt{1 + x_2^2|D_o u|_o^2}} J_o(D_o u), \]
where \( J_0 \) denotes the positive \( \pi/2 \)-rotation on the plane, that is,
\[
J_0(D_0 u) = J_0(u_{x_1}, u_{x_2}) = (-u_{x_2}, u_{x_1})
\]

Therefore, by (40) we conclude that
\[
w_{x_1} = -\sqrt{\frac{x_{1}^2 + x_{2}^2}{x_{1}^2 + 5x_{2}^2}} u_{x_2} = -\frac{2x_2}{\sqrt{(x_{1}^2 + x_{2}^2)(x_{1}^2 + 5x_{2}^2)}},
\]
and
\[
w_{x_2} = \sqrt{\frac{x_{1}^2 + x_{2}^2}{x_{1}^2 + 5x_{2}^2}} u_{x_1} = \frac{2x_1}{\sqrt{(x_{1}^2 + x_{2}^2)(x_{1}^2 + 5x_{2}^2)}}.
\]

We can explicitly integrate equations (42) and (43) obtaining
\[
w(x_1, x_2) = i \frac{2}{\sqrt{5}} F \left( \arcsin \left( \frac{x_1}{i x_2} \right), \frac{1}{\sqrt{5}} \right) + c,
\]
where \( c \) is a real constant, \( i \) stands for the imaginary unit and \( F(\phi, k) \) stands for the elliptic integral of the first kind with elliptic modulus \( k \) and Jacobi amplitude \( \phi \). See Figure 1 for a picture of this graph in the case \( c = 0 \).

\[\text{Figure 1. The entire complete maximal graph in } \mathbb{H}^2 \times \mathbb{R}_1 \text{ given in Example 5.2}\]

**Example 5.3.** Similarly, the non-trivial entire minimal graph in \( \mathbb{H}^2 \times \mathbb{R} \) defined by the function (39) gives rise via Theorem 5.1 to another non-trivial entire maximal graph in the Lorentzian product \( \mathbb{H}^2 \times \mathbb{R}_1 \). In contrast to Example 5.2, this example is not complete. To see it, let \( w \in C^\infty(\mathbb{H}^2) \) stand for the smooth function defining this entire maximal graph, which we denote by \( \Sigma(w) \). In an analogous way as in Example 5.2 we can compute
\[
w_{x_1} = -\frac{(x_{1}^2 + x_{2}^2)}{\sqrt{(x_{1}^2 + x_{2}^2)^2 + x_{2}^2}} u_{x_2} = \frac{2x_1 x_2}{(x_{1}^2 + x_{2}^2)^2 + x_{2}^2}.
\]
Let $\alpha : (0, 1) \to \Sigma(w)$ be the divergent curve in $\Sigma(w)$ given by $\alpha(s) = (0, s, w(0, s))$. Then $\alpha'(s) = (0, 1, w_{x_2}(0, s))$ and
\[
\|\alpha'(s)\|^2 = \frac{1}{s^2} - w_{x_2}(0, s)^2 = \frac{1}{1 + s^2},
\]
which implies that $\alpha$ has finite length, because of
\[
\int_0^1 \|\alpha'(s)\| ds = \int_0^1 \frac{ds}{\sqrt{1 + s^2}} = \arcsinh(1) = \log (1 + \sqrt{2}).
\]
As a consequence, $\Sigma(w)$ is not complete. This fact is particularly interesting. Let us recall that such circumstance cannot occur in the Lorentz-Minkowski space $\mathbb{R}_{1}^{3}$, since by a result of Cheng and Yau [9], surfaces with constant mean curvature and closed in $\mathbb{R}_{1}^{3}$ are necessarily complete.

We can explicitly integrate equations (44) and (45), getting
\[
w(x_1, x_2) = \ln \left( \frac{x_1^2 + x_2^2}{2(x_2 + \sqrt{x_2^2 + (x_1^2 + x_2^2)^2})} \right) + c,
\]
where $c$ is a real constant. Below we exhibit a picture of this graph for $c = 0$.

**Figure 2.** The entire non-complete maximal graph in $\mathbb{H}^2 \times \mathbb{R}_{1}$ given in Example 5.3.

See also [2] for further examples of complete and non-complete entire maximal graphs in $\mathbb{H}^2 \times \mathbb{R}_{1}$ obtained by the first author by looking for explicit solutions of the partial differential equation (23) on $\mathbb{H}^2$. 
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