Quantifying Fermionic Nonlinearity of Quantum Circuits
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Variational quantum algorithms (VQA) have been proposed as one of the most promising approaches to demonstrate quantum advantage on noisy intermediate-scale quantum (NISQ) devices. However, it has been unclear whether VQA algorithms can maintain quantum advantage under the intrinsic noise of the NISQ devices, which deteriorates the quantumness. Here we propose a measure, called fermionic nonlinearity, to quantify the classical simulatability of quantum circuits designed for simulating fermionic Hamiltonians. Specifically, we construct a Monte-Carlo type classical algorithm based on the classical simulatability of fermionic linear optics, whose sampling overhead is characterized by the fermionic nonlinearity. As a demonstration of these techniques, we calculate the upper bound of the fermionic nonlinearity of a rotation gate generated by four-body fermionic interaction under the dephasing noise. Moreover, we estimate the sampling costs of the unitary coupled cluster singles and doubles (UCCSD) quantum circuits for hydrogen chains subject to the dephasing noise. We find that, depending on the error probability and atomic spacing, there are regions where the fermionic nonlinearity becomes very small or unity, and hence the circuits are classically simulatable. We believe that our method and results help to design quantum circuits for fermionic systems with potential quantum advantages.

I. INTRODUCTION

Quantum computers have attracted much attention because of their capability to solve classically intractable problems. Among them, the first industrial application is expected to be a quantum chemistry calculation, which uses quantum computers for simulating fermionic many-body systems. It has been predicted that a fault-tolerant quantum computer with about a million physical qubits can simulate both Fermi-Hubbard and molecular electronic structure Hamiltonians beyond classical approaches [1]. The application has also been anticipated for NISQ devices through the variational quantum eigensolver (VQE) [2–9].

It is essential to predict at what scale quantum computers can have advantages over classical ones for those applications. One way is to estimate the computational cost required for fault-tolerant quantum computers to simulate fermionic systems that are well beyond the reach of classical supercomputers [1, 10, 11]. However, this approach highly depends both on the objective system and algorithms employed in classical or quantum computers. As another approach, we can ask a question the other way around; given a quantum circuit that simulates a fermionic system, what is the cost of classical computation to simulate that circuit? If there exists a quantum advantage, at least such a quantum circuit has to be hard for a classical computer to be simulated.

One way to evaluate the classical simulatability of quantum circuits is to quantify the simulation cost of a specific quasiprobability-based simulator [12–17]. The central idea of quasiprobability simulators is to decompose a complex operator (operation) A over a discrete set of classically tractable operators (operations) \( \{ B_i \} \), i.e.,

\[ A = \sum_i \alpha_i B_i, \]

where the coefficients \( \{ \alpha_i \} \) are called “quasiprobability distribution”, and the L1 norm of the quasiprobability distribution \( \sum_i | \alpha_i | \) determines a sampling cost. Any set of operations that can be efficiently simulated by classical computers can be used as operators \( \{ B_i \} \) in a quasiprobability-based simulator. Over the past years, Clifford circuits have become a popular class of such channels. [13, 14, 16, 17].

Here, we consider another popular class of classically simulatable circuits: fermionic linear optics (FLO) and matchgates [18–21]. These classes represent the dynamics of free fermions, generated by quadratic fermionic Hamiltonians. It represents a restricted class of quantum circuits in the sense that, in general, natural fermionic interactions are described by not only two-body but also four-body fermion operators. For example, the four-body interactions appear in quantum circuits tailored to simulate fermionic systems, such as unitary coupled clus-
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II. FERMIonic NONLINEARITY OF QUANTUM CIRCUITS

A. Definition of fermionic nonlinearity

Here we briefly review the efficient simulatability of FLO before explaining the quasiprobability method to simulate general fermionic interactions through FLO. We define \( \{\hat{c}_i\}_{i=1}^{2n} \) as the Majorana fermion operators that satisfy

\[
\begin{align*}
\{\hat{c}_i, \hat{c}_j\} &= 2\delta_{ij}, \\
\hat{c}_i^\dagger &= \hat{c}_i, \\
\hat{c}_i^2 &= I.
\end{align*}
\]

The fermionic covariance matrix of a (unnormalized) mixed state \( \rho \) is defined as

\[
M_{ij} = \frac{i}{2} \frac{\text{Tr}(\rho [\hat{c}_i, \hat{c}_j])}{\text{Tr}(\rho)}.
\]

We call \( \rho \) a fermionic Gaussian state (FGS) iff its covariance matrix \( M \) satisfies \( MM^T = I \). An FGS is fully specified by the covariance matrix and the norm \( \Gamma = \text{Tr}(\rho) \). An operator \( G \) is called a fermionic Gaussian operator (FGO) iff it maps an FGS to an FGS by conjugation. An arbitrary FGO can be written in the form of \( \exp\left\{ \sum_{i<j} g_{ij}\hat{c}_i\hat{c}_j \right\} \). It is known that the evolution of an FGS under an FGO can be efficiently simulated on classical computers. See Refs. [20, 24] for the details.

We now describe a quasiprobability-based simulation method of general fermionic interactions via FLO. Given a non-FGO \( \mathcal{E} \) and a set of all possible trace-preserving FGOs \( \{S_i\} \), we seek to express \( \mathcal{E} \) as,

\[
\mathcal{E} = \sum_i q_i S_i = \sum_i p_i \|q\|_1 \text{sign}(q_i) S_i,
\]

where

\[
\|q\|_1 = \sum_i |q_i|, \quad p_i := \frac{|q_i|}{\|q\|_1}.
\]

\( p_i \) is a probability distribution because \( p_i \) is non-negative and sum to unity. If this decomposition can be made, we can simulate the non-FGO by sampling a trace-preserving FGO with probability \( p_i \) and multiplying the coefficient \( \|q\|_1 \text{sign}(q_i) \) to the results afterwards. The square of the L1 norm \( \|q\|_1 \) quantifies the classical simulation cost of this Monte-Carlo type simulation.

To be more concrete, let us consider the expectation value of a two-body fermionic interaction \( c_{\mu} c_{\nu} \) with respect to \( \mathcal{E}(\rho) \) for an FGS state \( \rho \) and a non-FGO channel \( \mathcal{E} \). The desired quantity can be written as,

\[
\langle \hat{c}_\mu \hat{c}_\nu \rangle = \text{Tr}(\mathcal{E}(\rho) \hat{c}_\mu \hat{c}_\nu) = \sum_i p_i \|q\|_1 \text{sign}(q_i) \langle \hat{c}_\mu \hat{c}_\nu \rangle_{S_i},
\]

where

\[
\langle \hat{c}_\mu \hat{c}_\nu \rangle_{S_i} := \text{Tr}(S_i(\rho) \hat{c}_\mu \hat{c}_\nu).
\]

From Eq. (2), we can calculate the desired quantity \( \langle \hat{c}_\mu \hat{c}_\nu \rangle \) by sampling an index \( i \) with probability \( p_i \) and calculating \( \|q\|_1 \text{sign}(q_i) \langle \hat{c}_\mu \hat{c}_\nu \rangle_{S_i} \) efficiently, since \( \langle \hat{c}_\mu \hat{c}_\nu \rangle_{S_i} \) only involves an FGS and an FGO. Let \( N \) be the number of samples. Then, \( \|q\|_1 \text{sign}(q_i) \langle \hat{c}_\mu \hat{c}_\nu \rangle_{S_i} \) is an unbiased estimator of the desired quantity.
\[ \langle \hat{c}_\mu \hat{c}_\nu \rangle. \| q \| \text{sign}(q_i) \langle \hat{c}_\mu \hat{c}_\nu \rangle_G \] is bounded in the interval \([-\| q \|_1, \| q \|_1]\), and thus the Hoeffding inequality shows that to estimate \(\langle \hat{c}_\mu \hat{c}_\nu \rangle\) within additive error at most \(\epsilon\) with probability at least \(1 - \delta\), we must set the number of samples such that

\[ N \geq 2\| q \|^2 \frac{1}{\epsilon^2} \ln \frac{2}{\delta}. \]

Note that the expectation value of higher-order correlation function can be estimated in a similar way exploiting Wick’s theorem.

Having seen that \(\| q \|_1\) determines the sampling cost for simulations, we define the fermionic nonlinearity of a quantum channel \(\mathcal{E}\) as follows:

\[ W(\mathcal{E}) := \min_{\{q_i\}} \left\{ \| q \|_1 |\mathcal{E} = \sum_i q_i S_i \right\}. \tag{3} \]

\(W(\mathcal{E})\) quantifies the minimum number of samples to execute the Monte-Carlo type simulation of a quantum circuit with FLO. Moreover, fermionic nonlinearity is submultiplicative under composition, i.e., \(W(\mathcal{E}_2 \circ \mathcal{E}_1) \leq W(\mathcal{E}_2)W(\mathcal{E}_1)\). This property helps to estimate the upper bound of the sampling cost of an \(n\)-mode fermionic quantum channel when \(n\) is too large to calculate the fermionic nonlinearity directly. We prove the submultiplicativity in Appendix A.

### B. Concrete decomposition for four-body interactions

So far, we have assumed that there exists a decomposition of non-FGO in the form of Eq. (1). Here we consider how to explicitly calculate the decomposition and the fermionic nonlinearity of four-body fermionic interactions in the form of \(\exp(i\theta \hat{c}_i \hat{c}_j \hat{c}_k \hat{c}_l)\). This type of operators appears in the simulation of interacting fermions and in VQE ansatze such as the UCC ansatz [2], and its variant, Jastrow-type ansatz [4, 25], or Hamiltonian variational ansatz (HVA) [5, 23]. Without loss of generality, we consider the decomposition of the following operator,

\[ \mathcal{E}_{\text{rot}} = |\exp(-i\theta \hat{c}_1 \hat{c}_2 \hat{c}_3 \hat{c}_4)|, \]

where \([A]_{\rho} := A \rho A^\dagger\). This is because we can always perform transformation \(\hat{c}_i \to \hat{c}_1\), \(\hat{c}_j \to \hat{c}_2\), \(\hat{c}_k \to \hat{c}_3\), and \(\hat{c}_l \to \hat{c}_4\) by FGOs for mutually distinct indices \(i, j, k, \) and \(l\). The four-body fermionic interaction operator \(\hat{c}_1 \hat{c}_2 \hat{c}_3 \hat{c}_4\) can be mapped to a Pauli operator by the Jordan-Wigner transformation. It maps \(\hat{c}_k\) as follows.

\[ \hat{c}_{2k-1} = X_k \prod_{j<k} Z_j, \]

\[ \hat{c}_{2k} = Y_k \prod_{j<k} Z_j. \]

Hence, the fermionic interaction \(\mathcal{E}_{\text{rot}}\) can be rewritten as

\[ \mathcal{E}_{\text{rot}} = |\exp(i\theta Z \otimes Z)|. \]

Theoretically, the fermionic nonlinearity should be calculated using all possible FGOs. However, in practice, it is difficult to calculate the fermionic nonlinearity using all possible FGOs because the number of all possible FGOs is infinite. Therefore, here we calculate the upper bound of the fermionic nonlinearity using a discrete set of the FGOs. Below, we will omit the term “upper bound” if there is no risk of confusion.

We adopt the following trace-preserving fermionic Gaussian channels as the basis channels to decompose \(\mathcal{E}_{\text{rot}}\):

\[ \{ \{e^{\pm i\frac{\pi}{4}}Z\}, [I], [Z] \}^{\otimes 2} \cup \{ K_{1,\alpha}, K_{2,\alpha} |\alpha = \pm 1\} \]

\[ \cup \{ \{e^{\pm i\frac{\pi}{4}}G\} |G \in \{ XX, YY, XY, YX \} \}, \tag{4} \]

where

\[ K_{1,\alpha} := \left[ \frac{I + Z}{2} \otimes e^{i\alpha \frac{\pi}{4} Z} \right] + \left[ \frac{I - Z}{2} \otimes e^{-i\alpha \frac{\pi}{4} Z} \right], \]

\[ K_{2,\alpha} := \left[ e^{i\alpha \frac{\pi}{4} Z} \otimes \frac{I + Z}{2} \right] + \left[ e^{-i\alpha \frac{\pi}{4} Z} \otimes \frac{I - Z}{2} \right]. \]

The sets of the channels in Eq. (4), \(\{ \{e^{\pm i\frac{\pi}{4}}Z\}, [I], [Z] \}^{\otimes 2}\) and \(\{ K_{1,\alpha}, K_{2,\alpha} \}\), are adopted from Ref. [26], where the authors provided the way to simulate a two-qubit gate, such as \(\mathcal{E}_{\text{rot}}\), by sampling a single-qubit operation. Besides them, we add exp(\(\pm i\pi/4G\)) because they are the generators of FGOs and may be used for the decomposition. All of the elements in Eq. (4) are FGOs. Indeed, \(IZ, XX, XY, YX, YY, ZI\) can be rewritten as

\[ I_k Z_{k+1} = -i \hat{c}_{2k+1} \hat{c}_{2k+2}, \quad X_k X_{k+1} = -i \hat{c}_{2k} \hat{c}_{2k+1}, \]

\[ X_k Y_{k+1} = -i \hat{c}_{2k} \hat{c}_{2k+2}, \quad Y_k X_{k+1} = i \hat{c}_{2k-1} \hat{c}_{2k+1}, \]

\[ Y_k Y_{k+1} = i \hat{c}_{2k-1} \hat{c}_{2k+2}, \quad Z_k I_{k+1} = -i \hat{c}_{2k-1} \hat{c}_{2k}. \]

Thus the exponentials of these operators in Eq. (4) are FGOs. Moreover, the projective measurements in \(K_{i,\alpha}\) \((i = 1, 2)\) are FGOs [20].

We calculate the fermionic nonlinearity of \(\mathcal{E}_{\text{rot}}\) by solving the minimization problem in Eq. (3) using the basis channels in Eq. (4). To calculate fermionic nonlinearity, we use a convex-optimization solver CVXPY [27, 28].

The results are shown in Fig. 1. Also the fermionic nonlinearity using the decomposition in Ref. [26] is shown in Fig. 1 to compare with our results. According to Fig. 1, the fermionic nonlinearity is the same as when one uses the decomposition in Ref. [26]. Also, we have confirmed that the generators exp(\(\pm i\pi/4G\)) for \(G \in \{ XX, XY, YX, YY \}\) do not contribute to the decomposition by examining the coefficients of the decomposition. Moreover, we have numerically checked that the fermionic nonlinearity does not decrease even if we add the basis channels whose rotation angles are changed from \(\pi/4\) to \(\pi/8\), or \(\pi/16\) in Eq. (4). Therefore, a measurement of a qubit in \(Z\) axis, \(\pm \pi/2\) rotations around the \(Z\) axis, and Pauli \(Z\) contribute significantly to the fermionic nonlinearity.
The blue circle illustrates the fermionic nonlinearity obtained as a function of the angle \( \theta \). The vertical axis shows the fermionic nonlinearity. The horizontal axis shows the angle \( \theta \).
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FIG. 1. Fermionic nonlinearity of \( \mathcal{E}_{\text{rot}} = [e^{i\theta_1}e^{i\theta_2}e^{i\theta_4}] \) as a function of the angle \( \theta \). The horizontal axis shows the angle \( \theta \). The vertical axis shows the fermionic nonlinearity. The blue circle illustrates the fermionic nonlinearity obtained by the basis channels in Eq. (4). The orange triangle shows the fermionic nonlinearity obtained by the decomposition in Ref. [26].

FIG. 2. Fermionic nonlinearity of \( \mathcal{E}_{\text{noisy rot}} := \mathcal{N}_{\text{dep}} \circ \mathcal{E}_{\text{rot}} \) as a function of the angle \( \theta \) of \( \mathcal{E}_{\text{rot}} \) and the error rate \( p \) of the two-qubit dephasing noise \( \mathcal{N}_{\text{dep}} \). The horizontal axis shows the angle \( \theta \) of \( \mathcal{E}_{\text{rot}} \). The vertical axis shows the fermionic nonlinearity. The basis channels decomposing \( \mathcal{E}_{\text{noisy rot}} \) are shown in Eq. (4). The legend shows the error rate \( p \) of \( \mathcal{N}_{\text{dep}} \).

C. Fermionic nonlinearity of noisy channels and application to the VQE simulation

Next, we consider the fermionic nonlinearity of \( \mathcal{E}_{\text{rot}} \) being subject to noise:

\[
\mathcal{E}_{\text{noisy rot}} := \mathcal{N}_{\text{dep}} \circ \mathcal{E}_{\text{rot}},
\]

where \( \mathcal{N}_{\text{dep}} \) is the two-qubit dephasing noise

\[
\mathcal{N}_{\text{dep}} := (1 - p) [I \otimes Z] + \frac{p}{3} [I Z] + [Z I] + [Z Z])
\]

\( p \) is the error rate of the dephasing noise. Figure 2 shows the fermionic nonlinearity of \( \mathcal{E}_{\text{noisy rot}} \) as a function of the angle of \( \mathcal{E}_{\text{rot}} \) and the error rate of \( \mathcal{N}_{\text{dep}} \). We see that the fermionic nonlinearity decreases as the error rate of \( \mathcal{N}_{\text{dep}} \) increases. In addition, the smaller the rotation angle, the more easily the noise makes the fermionic nonlinearity unity, that is, such a noisy fermionic interaction becomes a probabilistic mixture of FGOs. One implication of these results is as follows. For VQEs of fermionic problems, if the Hartree-Fock approach is a good first-order approximation and hence fermionic nonlinearity of the ansatz stays small even after the optimization, such a quantum circuit is fragile against noise in the sense that it readily becomes simulatable by the proposed sampling method.

To analyze more practical cases, we estimate the sampling cost of VQE that aims to obtain the ground state of the electronic Hamiltonian of the hydrogen chain \( H_m \). Such a Hamiltonian is often used to benchmark the performance of classical quantum chemistry simulations [29–37] and VQE [38] numerically. This is because it exhibits rich phenomena, including metal-insulator transitions, and one can benchmark methods in both strong and weak correlation regimes. In particular, the Hamiltonian of the hydrogen chain with the use of the STO-3G basis set has a connection with the Hubbard model; the large spacing of the hydrogen chain corresponds to the Hubbard model in the large coupling limit, and vice versa. As for VQE, the authors of Ref. [39] have demonstrated that their quantum computer can prepare the Hartree-Fock state of \( H_{12} \) using VQE, although their variational ansatz circuit is classically efficiently simulatable by FLO because the quantum circuit consists of two-body fermionic interactions. In the following numerical simulation, the Hamiltonians are generated by OpenFermion [40] and PySCF [41, 42] with the use of the STO-3G basis set, and then the Jordan-Wigner transformation maps them to qubit Hamiltonians, resulting in 2\( m \)-qubit Hamiltonian for an \( m \)-hydrogen chain \( H_m \). We take the Hartree-Fock (HF) state \( |\text{HF}\rangle \) as the reference state for the VQE.

We consider the UCC ansatz [43–48], which is a chemically inspired ansatz and often used in VQEs [2, 22]. In particular, we consider the UCCSD ansatz that only includes single and double excitations. The UCCSD ansatz is defined as

\[
U = e^{(T_1 - T_1^\dagger)} + (T_2 - T_2^\dagger),
\]

\[
T_1 := \sum_{a \in \text{virt}, i \in \text{occ}} t_{ai} \hat{a}_a \hat{a}_i^\dagger,
\]

\[
T_2 := \sum_{a,b \in \text{virt}, i,j \in \text{occ}} t_{abij} \hat{a}_a^\dagger \hat{a}_b^\dagger \hat{a}_i \hat{a}_j,
\]

where \( \text{occ} \) and \( \text{virt} \) represent the sets of occupied and virtual orbitals, respectively, and \( t_{ai} \) and \( t_{abij} \) are vari-
tional parameters. Usually, the UCCSD is implemented as a quantum circuit by Trotter expansion of $U$:

$$
\hat{U} = \prod_{a \in \text{vir}, j \in \text{occ}} \exp \left( \frac{t_{a ij}}{N_{\text{trot}}} (\hat{a}_a^\dagger \hat{a}_i - \hat{a}_i^\dagger \hat{a}_a) \right) \prod_{a, b \in \text{vir}, i, j \in \text{occ}} \exp \left( \frac{t_{a b i j}}{N_{\text{trot}}} (\hat{a}_a^\dagger \hat{a}_b^\dagger \hat{a}_j \hat{a}_i - \hat{a}_j^\dagger \hat{a}_i^\dagger \hat{a}_b \hat{a}_a) \right)^{N_{\text{trot}}}
$$

In the following, we consider the UCCSD ansatz with $N_{\text{trot}} = 1$. Note that the fermion operator $\hat{a}_i$ is associated with the Majorana fermion operators $\hat{c}_{2i-1}, \hat{c}_{2i}$ as follows:

$$
\hat{c}_{2i-1} = \hat{a}_i + \hat{a}_i^\dagger, \\
\hat{c}_{2i} = -i (\hat{a}_i - \hat{a}_i^\dagger).
$$

Using this relation, a four-body interaction constituting $\hat{U}$ can be rewritten by the Majorana fermion operators as follows:

$$
e^{t_{a b i j}} (\hat{a}_a^\dagger \hat{a}_b^\dagger \hat{a}_i \hat{a}_j - \hat{a}_j^\dagger \hat{a}_i^\dagger \hat{a}_b \hat{a}_a) \\
= e^{-\frac{t_{a b i j}}{8} \hat{c}_{2a-1} \hat{c}_{2b} \hat{c}_{2i-1} \hat{c}_{2j}} e^{-\frac{t_{a b i j}}{8} \hat{c}_{2a} \hat{c}_{2b-1} \hat{c}_{2i} \hat{c}_{2j-1}} e^{-\frac{t_{a b i j}}{8} \hat{c}_{2a} \hat{c}_{2b-1} \hat{c}_{2i-1} \hat{c}_{2j}} \\
= e^{-\frac{t_{a b i j}}{8} \hat{c}_{2a} \hat{c}_{2b-1} \hat{c}_{2i} \hat{c}_{2j-1}} e^{-\frac{t_{a b i j}}{8} \hat{c}_{2a} \hat{c}_{2b-1} \hat{c}_{2i-1} \hat{c}_{2j}} e^{\frac{t_{a b i j}}{8} \hat{c}_{2a} \hat{c}_{2b} \hat{c}_{2i} \hat{c}_{2j}}.
$$

We consider the sampling cost for simulating UCCSD circuits when each of the Majorana rotation gates in Eq. (5) are subjected to dephasing noise.

The sampling cost of a UCCSD quantum circuit can be given by the upper bound of the fermionic nonlinearity, which can be calculated by the product of the fermionic nonlinearity of the four-body fermionic interactions. Note that, as mentioned before, the HF states used as the reference states are FGSs; therefore, there are no sampling costs due to the input states. We use the optimized variational parameters of error-free UCCSD quantum circuits, calculated by the full-vector simulations performed with Qulacs [49].

Figure 3 shows the upper bound of fermionic nonlinearity of the UCCSD quantum circuit as a function of the length $m$ of the hydrogen chains $H_m$ and the error rate of the dephasing noise at different spacings of the hydrogen atoms. In the case of 0.5 Å and 0.8 Å, the Hamiltonian for the hydrogen chain embodies a weakly correlated electronic system. In contrast, the Hamiltonian in the case of 1.5 Å provides a strongly correlated electronic system. From Fig. 3, we find that the fermionic nonlinearity is smaller when the spacing of the hydrogen chain is smaller. This reflects that an HF state is a good approximation of the ground state when the spacing is small.

Finally, we discuss the size of the hydrogen chain that can be simulated within one day using $10^6$ CPU cores.

Suppose that we want to estimate the expectation value of the Hamiltonian $H$ for the hydrogen chain within an additive error $\epsilon = \|H\|_{\text{op}} \times 10^{-3}$, with a success probability of at least $1 - \delta = 1 - 10^{-2}$, where $\|A\|_{\text{op}}$ is the operator norm of $A$. Assuming that each core takes at most 1 ms to calculate one sample of a quasi-probability distribution, a UCCSD quantum circuit whose fermionic nonlinearity is upper-bounded by $3 \times 10^3$ could be simulated within one day. We estimate the fermionic nonlinearity for $m > 8$ using the geometrical mean of fermionic nonlinearity of $W(E_{\text{noisy rot}})$ in the noisy UCCSD quantum circuit at $m = 8$, $W(E_{\text{noisy rot}})_{m=8}$. Let $N_4$ be the number of four-body Majorana operators in $\hat{T}_2 - \hat{T}_2^\dagger$. We estimate the upper bound of fermionic nonlinearity of $H_m (m > 8)$ by

$$
W(E_{\text{noisy rot}})_{m=8}^{N_4}.
$$

At $p = 0.02$ and the spacing of 0.8 Å, $W(E_{\text{noisy rot}})_{m=8}$ is 1.00012. Therefore, we estimate the UCCSD circuits for hydrogen chains under such conditions can be simulated up to $m = 22$ if this mean stays at the same level at
larger $m$. Furthermore, we find $W(\mathcal{E}_{\text{noisy rot}})_{m=8} = 1$ if $p \geq 0.03$ and the spacing is less than $0.8 \text{Å}$, or if $p \geq 0.07$ and the spacing is $1.5 \text{Å}$. We hence expect that the UCCSD circuits under such conditions can be simulated for arbitrary $m$.

Note that the energy expectation value obtained from simulations of noisy UCCSD circuits is slightly biased from the true value (HF$|U^1HU|\text{HF}$). If we allow such a bias, we can take an alternative approach; we can utilize the classical coupled cluster (CC) theory to simulate UCC circuits. It is known that the CC theory can simulate up to large UCC systems with a small perturbative error when $t_{abij}$ (and $t_{ai}$) are small (i.e., small rotation angles $\theta$). The conventional CC can be solved in polynomial time using a non-variational projection method, assuming the Hartree-Fock state to be a good reference wave function. If this assumption holds, the accuracy of the non-variational CC is almost as good as that of variational UCC [50, 51]. An established way to diagnose the correctness of the premise is by examining the magnitude of the parameters of the CC wave function [52–57]. According to the rule of thumb in the classical CC, the maximum $t_{abij}$ is about 0.1 or less in the region where non-variational CC works well [57]. Besides, in systems where classical CC fails, the maximum $t_{abij}$ tends to be larger than 0.15 [57]. Our UCC calculations show that for $m = 8$, the maximum $t_{abij}$ is about 0.08 when the distance between the hydrogens is 0.8 Å and about 0.18 when the distance is 1.5 Å. Therefore, our results are in line with the empirical trend in classical computing.

Our results indicate that, to demonstrate the quantum supremacy or quantum advantages with the UCCSD ansatz, one has to choose target Hamiltonians that exhibit strong electronic correlations and execute the quantum circuits with sufficiently low error rates. Note that even if the gate error of a device is 1%, the effective physical error rate of the two-qubit dephasing noise in $\mathcal{E}_{\text{noisy rot}}$ would be much higher because, in general, the noise on the entangling gates to simulate non-local fermionic two-body or four-body rotations by physically allowed operations accumulates.

We note that we have discussed the classical simulatability of noisy UCCSD ansatz using the optimized variational parameters obtained by the error-free simulations and found that, under certain circumstances, they become classically simulatable. In such cases, even if sophisticated error mitigation and optimization strategies allowed us to perform the VQE successfully, we cannot achieve a quantum advantage because the resulting circuit can be simulated classically.

### III. CONCLUSION

In this work, we propose a quasiprobability-based simulation algorithm using FLO and quantify its simulation cost by establishing the corresponding measure, fermionic nonlinearity $W(\mathcal{E})$. The sampling cost of the quasiprobability-based simulator is proportional to $W(\mathcal{E})^T$. As an example, we calculate the upper bound of fermionic nonlinearity of the noisy rotation gate generated by a four-body Majorana fermionic operator, which often appears in the parametrized quantum circuits in VQE. We find that the fermionic nonlinearity increases as the rotation angle becomes larger and decreases as the error rate of the dephasing noise increases. Based on the above observation, we discuss the simulatability of the quantum circuits for quantum chemistry with our proposed method. We estimate the sampling costs of the noisy UCCSD quantum circuits for the hydrogen chain, and discuss whether they can be simulated within one day when $10^6$ CPU cores are available. We find that the UCCSD circuits with the dephasing error rate $p = 0.02$ for hydrogen chains with the spacing of 0.8 Å can be simulated up to $H_{22}$. Furthermore, if $p \geq 0.03$, the noisy UCCSD circuits for hydrogen chain of arbitrary length with the same spacing can be simulated. Although this numerical result is pessimistic, it stimulates to investigate or design another VQE ansatz that retains quantumness against noise with the use of our results and method.

Our work leaves several open questions. Although we use the basis channels based on Ref. [26] to decompose the four-body Majorana fermionic interaction, there may exist more optimal basis channels. It is an interesting and nontrivial problem to choose the optimal discrete set of FGOs to decompose a given non-FGO. We formulate the classical simulatability of a quantum circuit for fermionic Hamiltonians in the channel picture, but it is also of great interest to establish such a formulation in the state picture, which should be compatible with the results shown in Ref. [58].
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### Appendix A: Submultiplicativity of Fermionic Nonlinearity

Let us prove the submultiplicativity of fermionic nonlinearity: $W(\mathcal{E}_1 \circ \mathcal{E}_2) \leq W(\mathcal{E}_1)W(\mathcal{E}_2)$. Let $\mathcal{E}_1$ and $\mathcal{E}_2$ have decompositions over all possible trace-preserving FGOs.
\{S_i\}

We consider the composition of both channels

\[\mathcal{E}_1 \circ \mathcal{E}_2 = \sum_{i,j} x_i y_j S_i \circ S_j.\]

Since the composition of FGOs is also an FGO, this gives a decomposition of \(\mathcal{E}_1 \circ \mathcal{E}_2\) over FGOs. Taking the absolute sum, we have

\[\sum_{i,j} |x_i y_j| \leq \left(\sum_i |x_i|\right) \left(\sum_j |y_j|\right) = W(\mathcal{E}_1) W(\mathcal{E}_2).\]

Therefore, \(W(\mathcal{E}_1 \circ \mathcal{E}_2) \leq W(\mathcal{E}_1) W(\mathcal{E}_2)\).

[1] R. Babbush, C. Gidney, D. W. Berry, N. Wiebe, J. McClean, A. Paler, A. Fowler, and H. Neven, Encoding Electronic Spectra in Quantum Circuits with Linear T Complexity, Phys. Rev. X 8, 041015 (2018).

[2] A. Peruzzo, J. McClean, P. Shadbolt, M.-H. Yung, X.-Q. Zhou, P. J. Love, A. Aspuru-Guzik, and J. L. O’Brien, A variational eigenvalue solver on a photonic quantum processor, Nat Commun 5, 4213 (2014).

[3] A. Kandala, A. Mezzacapo, K. Temme, M. Takita, M. Brink, J. M. Chow, and J. M. Gambetta, Hardware-efficient variational quantum eigensolver for small molecules and quantum magnets, Nature 549, 242 (2017).

[4] Y. Matsuzawa and Y. Kurashige, A Jastrow-type decomposition in quantum chemistry for low-depth quantum circuits, arXiv:1909.12410 [physics, physics:quant-ph] (2019).

[5] R. Wiersema, C. Zhou, Y. de Sereville, J. F. Carrasquilla, Y. B. Kim, and H. Yuen, Exploring Entanglement and Optimization within the Hamiltonian Variational Ansatz, PRX Quantum 1, 020319 (2020).

[6] Y. Li and S. C. Benjamin, Efficient Variational Quantum Simulator Incorporating Active Error Minimization, Phys. Rev. X 7, 021050 (2017).

[7] K. Heya, K. M. Nakanishi, K. Mitarai, and K. Fujii, Subspace Variational Quantum Simulator, arXiv:1904.08566 [quant-ph] (2019).

[8] C. Hempel, C. Maier, J. Romero, J. McClean, T. Monz, H. Shen, P. Jurcevic, B. P. Lanyon, P. Love, R. Babbush, A. Aspuru-Guzik, R. Blatt, and C. F. Roos, Quantum Chemistry Calculations on a Trapped-Ion Quantum Simulator, Phys. Rev. X 8, 031022 (2018).

[9] Y. Nam, J.-S. Chen, N. C. Pisenti, K. Wright, C. Delaney, D. Maslov, K. R. Brown, S. Allen, J. M. Amini, J. Apisdorf, K. M. Beck, A. Blinov, V. Chaplin, M. Chmielewski, C. Collins, S. Debnath, K. M. Hudek, A. M. Ducore, M. Keesan, S. M. Kreikemeier, J. Mizrahi, P. Solomon, M. Williams, J. D. Wong-Campos, D. Moehring, C. Monroe, and J. Kim, Ground-state energy estimation of the water molecule on a trapped-ion quantum computer, npj Quantum Inf 6, 1 (2020).

[10] I. D. Kivlichan, C. Gidney, D. W. Berry, N. Wiebe, J. McClean, W. Sun, Z. Jiang, N. Rubin, A. Fowler, A. Aspuru-Guzik, H. Neven, and R. Babbush, Improved Fault-Tolerant Quantum Simulation of Condensed-Phase Correlated Electrons via Trotterization, Quantum 4, 296 (2020).

[11] M. Motta, E. Ye, J. R. McClean, Z. Li, A. J. Minnich, R. Babbush, and G. K.-L. Chan, Low rank representations for quantum simulation of electronic structure, npj Quantum Inf 7, 1 (2021).

[12] H. Pashayan, J. J. Wallman, and S. D. Bartlett, Estimating Outcome Probabilities of Quantum Circuits Using Quasiprobabilities, Phys. Rev. Lett. 115, 070501 (2015).

[13] M. Howard and E. Campbell, Application of a Resource Theory for Magic States to Fault-Tolerant Quantum Computing, Phys. Rev. Lett. 118, 090501 (2017).

[14] J. R. Seddon and E. T. Campbell, Quantifying magic for multi-qubit operations, Proc. R. Soc. A 475, 20190251 (2019).

[15] P. Rall, D. Liang, J. Cook, and W. Kretschmer, Simulation of qubit quantum circuits via Pauli propagation, Phys. Rev. A 99, 062337 (2019).

[16] S. Hakkaku and K. Fujii, Comparative Study of Sampling-Based Simulation Costs of Noisy Quantum Circuits, Phys. Rev. Applied 15, 064027 (2021).

[17] J. R. Seddon, B. Regula, H. Pashayan, Y. Ouyang, and E. T. Campbell, Quantifying Quantum Speedups: Improved Classical Simulation From Tighter Magic Monotones, PRX Quantum 2, 010345 (2021).

[18] E. Knill, Fermionic Linear Optics and Matchgates, arXiv:quant-ph/0108033 (2001).

[19] B. M. Terhal and D. P. DiVincenzo, Classical simulation of noninteracting-fermion quantum circuits, Phys. Rev. A 65, 032325 (2002).

[20] S. Bravyi, Lagrangian representation for fermionic linear optics, arXiv:quant-ph/0404180 (2004).

[21] R. Jozsa and A. Miyake, Matchgates and classical simulation of quantum circuits, Proc. R. Soc. A 464, 3089 (2008).

[22] H. R. Grimsley, S. E. Economou, E. Barnes, and N. J. Mayhall, An adaptive variational algorithm for exact quantum chemistry for low-depth quantum circuits, npj Quantum Inf 6, 1 (2020).
Rev. A 92, 042303 (2015).
[24] S. Bravyi, M. Suchara, and A. Vargo, Efficient algorithms for maximum likelihood decoding in the surface code, Phys. Rev. A 90, 032326 (2014).
[25] J. Lee, W. J. Huggins, M. Head-Gordon, and K. B. Whaley, Generalized Unitary Coupled Cluster Wave functions for Quantum Computation, J. Chem. Theory Comput. 15, 311 (2019).
[26] K. Mitarai and K. Fujii, Constructing a virtual two-qubit gate by sampling single-qubit operations, New J. Phys. 23, 023021 (2021).
[27] S. Diamond and S. Boyd, CVXPY: A Python-Embedded Modeling Language for Convex Optimization, J. Mach. Learn. Res. 17, 5 (2016).
[28] A. Agrawal, R. Verschueren, S. Diamond, and S. Boyd, A rewriting system for convex optimization problems, J. Control. Decis. 5, 42 (2018).
[29] J. Hachmann, W. Cardoen, and G. K.-L. Chan, Multireference correlation in long molecules with the quadratic scaling density matrix renormalization group, The Journal of Chemical Physics 125, 144101 (2006).
[30] W. A. Al-Saidi, S. Zhang, and H. Krakauer, Bond breaking with auxiliary-field quantum Monte Carlo, The Journal of Chemical Physics 127, 144101 (2007).
[31] T. Tsuchimochi and G. E. Scuseria, Strong correlations via constrained-pairing mean-field theory, The Journal of Chemical Physics 131, 121102 (2009).
[32] A. V. Sinitstiy, L. Greenman, and D. A. Mazzotti, Strong correlation in hydrogen chains and lattices using the variational two-electron reduced density matrix method, The Journal of Chemical Physics 133, 014104 (2010).
[33] D. A. Mazzotti, Large-Scale Semidefinite Programming for Many-Electron Quantum Mechanics, Phys. Rev. Lett. 106, 083001 (2011).
[34] N. Lin, C. A. Marianetti, A. J. Mills, and D. R. Reichman, Dynamical Mean-Field Theory for Quantum Chemistry, Phys. Rev. Lett. 106, 096402 (2011).
[35] L. Stella, C. Attaccalite, S. Sorella, and A. Rubio, Strong electronic correlation in the hydrogen chain: A variational Monte Carlo study, Phys. Rev. B 84, 245117 (2011).
[36] M. Motta, D. M. Ceperley, G. K.-L. Chan, J. A. Gomez, E. Gull, S. Guo, C. A. Jiménez-Hoyos, T. N. Lan, J. Li, F. Ma, A. J. Mills, N. V. Proko’ev, U. Ray, G. E. Scuseria, S. Sorella, E. M. Stoudenmire, Q. Sun, I. S. Tupitsyn, S. R. White, D. Zgid, and S. Zhang, Towards the Solution of the Many-Electron Problem in Real Materials: Equation of State of the Hydrogen Chain with State-of-the-Art Many-Body Methods, Phys. Rev. X 7, 031059 (2017).
[37] M. Motta, C. Genovese, F. Ma, Z.-H. Cui, R. Sawaya, G. K.-L. Chan, N. Chepiga, P. Helms, C. Jiménez-Hoyos, A. J. Mills, U. Ray, E. Ronca, H. Shi, S. Sorella, E. M. Stoudenmire, S. R. White, and S. Zhang, Ground-State Properties of the Hydrogen Chain: Dimerization, Insulator-to-Metal Transition, and Magnetic Phases, Phys. Rev. X 10, 031058 (2020).
[38] K. Mitarai, Y. Suzuki, W. Mizukami, Y. O. Nakagawa, and K. Fuji, Quadratic Clifford expansion for efficient benchmarking and initialization of variational quantum algorithms, arXiv:2011.09927 [quant-ph] (2020).
[39] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin, R. Barends, S. Boixo, M. Broughton, B. B. Buckingham, D. A. Buell, B. Burkett, N. Bushnell, Y. Chen, Z. Chen, B. Chiaro, R. Collins, W. Courtney, S. Demura, A. Dunsworth, D. Epps, E. Farhi, A. Fowler, B. Foxen, C. Girney, M. Giustina, R. Graff, S. Habegger, M. P. Harrigan, A. Ho, S. Hong, T. Huang, W. J. Huggins, L. Ioffe, S. V. Isakov, E. Jeffery, Z. Jiang, C. Jones, D. Kafri, K. Kechedzhi, J. Kelly, S. Kim, P. V. Klimov, A. Korotkov, F. Kostritsa, D. Landhuis, P. Laptev, M. Lindmark, E. Lucero, O. Martin, J. M. Martinis, J. R. McClean, M. McEwen, A. Megrants, X. Mi, M. Mohseni, W. Mruczkiewicz, J. Mutus, O. Naaman, M. Neeley, C. Neill, H. Neven, M. Y. Niu, T. E. O’Brien, E. Ostby, A. Petukhov, H. Putterman, C. Quintana, P. Roushan, N. C. Rubin, D. Sank, K. J. Satzinger, V. Smelyanskiy, D. Strain, K. J. Sung, M. Szalay, T. Y. Takeshita, A. Vainsencher, T. White, N. Wiebe, Z. J. Yao, P. Yeh, and A. Zalcman, Hartree-Fock on a superconducting qubit quantum computer, Science 369, 1084 (2020).
[40] J. R. McClean, N. C. Rubin, K. J. Sung, I. D. Kivlichan, X. Bonet-Monroig, Y. Cao, C. Dai, E. S. Fried, C. Gidney, B. Gimble, P. Gokhale, T. Hämmer, T. Hardikar, V. Hlavíček, O. Higgott, C. Huang, J. Izaac, Z. Jiang, X. Liu, S. McArthur, M. Neeley, T. O’Brien, B. O’Gorman, I. Özkın, M. D. Radin, J. Romero, N. P. D. Sawaya, B. Senjean, K. Setia, S. Sim, D. S. Steiger, M. Steudtner, Q. Sun, W. Sun, D. Wang, F. Zhang, and R. Babbush, OpenFermion: The electronic structure package for quantum computers, Quantum Sci. Technol. 5, 034014 (2020).
[41] Q. Sun, T. C. Berkelbach, N. S. Blunt, G. H. Booth, S. Guo, Z. Li, J. Liu, J. D. McClean, E. R. Saylor-Suvarov, S. Sharma, S. Wouters, and G. K.-L. Chan, PySFC: The Python-based simulations of chemistry framework, WIREs Computational Molecular Science 8, e1340 (2018).
[42] Q. Sun, X. Zhang, S. Banerjee, P. Bao, M. Barbary, N. S. Blunt, N. A. Bogdanov, G. H. Booth, J. Chen, Z.-H. Cui, J. J. Erikson, Y. Gao, S. Guo, J. Hermann, M. R. Hermes, K. Koh, P. Koval, S. Lehtola, Z. Li, J. Liu, N. Mardirossian, J. D. McClain, M. Motta, B. Mussard, H. Q. Pham, A. Pulkin, W. Purwatno, P. J. Robinson, E. Ronca, E. Saylor-Suvarov, M. Scheurer, H. F. Schurkus, J. E. T. Smith, C. Sun, S.-N. Sun, S. Upadhyay, L. K. Wagner, X. Wang, A. White, J. D. Whitfield, M. J. Williamson, S. Wouters, J. Yang, J. M. Yu, T. Zhu, T. C. Berkelbach, S. Sharma, A. Sokolov, and G. K.-L. Chan, Recent developments in the PySFC program package, J. Chem. Phys. 153, 024109 (2020).
[43] W. Kutzelnigg, Quantum chemistry in Fock space. I. The universal wave and energy operators, The Journal of Chemical Physics 77, 3081 (1982).
[44] W. Kutzelnigg and S. Koch, Quantum chemistry in Fock space. II. Effective Hamiltonians in Fock space, J. Chem. Phys. 79, 4315 (1983).
[45] W. Kutzelnigg, Quantum chemistry in Fock space. IV. The treatment of permutational symmetry. Spin-free diagrams with symmetrized vertices, J. Chem. Phys. 82, 4166 (1985).
[46] R. J. Bartlett, S. A. Kucharski, and J. Noga, Alternative coupled-cluster ansätze II. The unitary coupled-cluster method, Chemical Physics Letters 155, 133 (1989).
[47] W. Kutzelnigg, Error analysis and improvements of coupled-cluster theory, Theoret. Chim. Acta 80, 349
[48] A. G. Taube and R. J. Bartlett, New perspectives on unitary coupled-cluster theory, International Journal of Quantum Chemistry \textbf{106}, 3393 (2006).

[49] Y. Suzuki, Y. Kawase, Y. Masumura, Y. Hiraga, M. Nakadai, J. Chen, K. M. Nakanishi, K. Mitarai, R. Inai, S. Tamiya, T. Yamamoto, T. Yan, T. Kawakubo, Y. O. Nakagawa, Y. Ibe, Y. Zhang, H. Yamashita, H. Yoshimura, A. Hayashi, and K. Fujii, Quilacs: A fast and versatile quantum circuit simulator for research purpose, arXiv:2011.13524 [physics, physics:quant-ph] (2021).

[50] B. Cooper and P. J. Knowles, Benchmark studies of variational, unitary and extended coupled cluster methods, The Journal of chemical physics \textbf{133}, 234102 (2010).

[51] F. A. Evangelista, Alternative single-reference coupled cluster approaches for multireference problems: The simpler, the better, The Journal of chemical physics \textbf{134}, 224102 (2011).

[52] T. J. Lee and P. R. Taylor, A diagnostic for determining the quality of single-reference electron correlation methods, International Journal of Quantum Chemistry \textbf{36}, 199 (1989).

[53] C. L. Janssen and I. M. Nielsen, New diagnostics for coupled-cluster and møller–plesset perturbation theory, Chemical physics letters \textbf{290}, 423 (1998).

[54] I. M. B. Nielsen and C. L. Janssen, Double-substitution-based diagnostics for coupled-cluster and møller–plesset perturbation theory, Chemical physics letters \textbf{310}, 568 (1999).

[55] M. L. Leininger, I. M. Nielsen, T. D. Crawford, and C. L. Janssen, A new diagnostic for open-shell coupled-cluster theory, Chemical Physics Letters \textbf{328}, 431 (2000).

[56] T. J. Lee, Comparison of the t1 and d1 diagnostics for electronic structure theory: a new definition for the open-shell d1 diagnostic, Chemical physics letters \textbf{372}, 362 (2003).

[57] U. R. Fogueri, S. Kozuch, A. Karton, and J. M. Martin, A simple dft-based diagnostic for nondynamical correlation, Theoretical Chemistry Accounts \textbf{132}, 1 (2013).

[58] M. Hebenstreit, R. Jozsa, B. Kraus, S. Strelchuk, and M. Yoganathan, All Pure Fermionic Non-Gaussian States Are Magic States for Matchgate Computations, Phys. Rev. Lett. \textbf{123}, 080503 (2019).