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Abstract: Effective control of the thickness of the hot-rolled oxide scale on the surface of the steel strip is very vital to ensure the surface quality of steel products. Hence, terahertz nondestructive technology was proposed to measure the thickness of thin oxide scale. The finite difference time domain (FDTD) numerical simulation method was employed to obtain the terahertz time-domain simulation data of oxide scale with various thickness (0–15 µm). Added Gaussian white noise with a Signal Noise Reduction (SNR) of 10 dB was used when simulating real test signals, using four wavelet denoising methods to reduce noise and to compare their effectiveness. Two machine learning algorithms were adopted to set up models to achieve this goal, including the classical back-propagation (BP) neural network algorithm and the novel extreme learning machine (ELM) algorithm. The principal component analysis (PCA) algorithm and particle swarm optimization (PSO) algorithm were combined to reduce the dimensions of the terahertz time-domain data and improve the robustness of the machine learning model. It could be clearly seen that the novel hybrid PCA-PSO-ELM model possessed excellent prediction performance. Finally, this work proposed a novel, convenient, online, nondestructive, noncontact, safety and high-precision thin oxide scale thickness measuring method that could be employed to improve the surface quality of iron and steel products.
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1. Introduction

Steel is widely used in modern society and will still be the cornerstone of future industrial development and progress, owing to its rich reserves, low price, excellent mechanical properties, simple smelting, tractable alloying and heat treatment. With the development of global economy, as the dominating steel and iron product, the proportion of flat rolled products will continue to increase [1,2]. During the process of hot rolling and cooling of the strip, the primary, secondary and tertiary oxide coatings are formed on the surface of the strip, this multilayer oxide coating is generally called oxide scale. The structure and composition of the oxide scale are very complex, and vary greatly with factors such as cooling system and curling temperature. There are six types of iron oxides: hematite (α-Fe₂O₃), magnetite (Fe₃O₄, Fe⁴⁺Fe²⁺O₄), maghemite (γ-Fe₂O₃), wüstite (FeO), β-Fe₂O₃ and ε-Fe₂O₃. Among them, β-Fe₂O₃ is a rare compound synthesized in the laboratory; ε-Fe₂O₃ is the transition state between hematite and maghemite; maghemite (γ-Fe₂O₃) is not as stable as α-Fe₂O₃ under natural conditions [3–5]. Hot-rolled oxide scale is a hybrid of iron oxides (wüstite, magnetite and hematite),
from the perspective of the production process of hot-rolled pickled sheets and cold-rolled sheets, if the attached oxide scale cannot be removed, the hot-rolled strip with the attached oxide scale is directly sent to be rolled, and a series of quality problems will occur; firstly, the oxide scale is pressed into the iron matrix, which directly affects the surface quality of the steel strip and is not conducive to subsequent processing, seriously, it will directly cause the scrap of the plate; secondly, the surface processing accuracy and smoothness of the cold roll are extremely high, the price is expensive, and the direct rolling of the oxide scale will cause damage to the cold rolls; thirdly, the broken oxide scale will enter the emulsion circulation system to shorten the lifetime of the emulsion and circulation equipment. Therefore, to ensure the surface quality and obtain a sheet with excellent processing performance, the oxide scale after hot rolling must be thoroughly removed. For the descaling of hot-rolled sheets, the methods adopted around the world include acid pickling descaling, high-pressure water descaling, rolling descaling and so on [6–9]. Nevertheless, no matter which descaling method is adopted, all these descaling methods must use destructive thickness testing to determine the best descaling process parameters in advance. Additionally, destructive thickness testing must also be adopted to determine whether the oxide scale on the surface of the strip has been completely removed, however, excessive descaling is not allowed, which will increase the cost of descaling and corrode the plate matrix. Generally, the hot-rolled oxide scale is very thin, and its thickness is normally below a dozen microns. Hence, to measure the thickness of oxide scale nondestructively and accurately, nondestructive testing (NDT) technology is considered to be the best and deal solution to solve this problem.

Research on nondestructive evaluation of thin films and coatings is an important research direction in the field of nondestructive testing, a series of progress has been made in recent years, and a variety of nondestructive testing techniques, such as fluorescence spectrum [10–12], X-ray [13,14], infrared [15,16], acoustic emission [17,18], eddy current [19,20], and ultrasonic [21,22], have been developed to evaluate the thin films and coatings. Nevertheless, all these traditional nondestructive testing methods have their own weaknesses. Some are about the detection environment; some are about the material properties of the detected medium; others are about the size of the detected object. For example, luminescence testing put up with the extra element doping and most of them are qualitative tests; the infrared testing results are affected drastically by service environment [23,24]. In allusion to the thickness measuring of oxide scale, all these traditional nondestructive testing methods more or less cannot meet the testing requirements, such as the elevated temperature service environment, the long testing distance, the high demand on the thickness measurement precision and so on.

Recently, as a novel emerging technology, terahertz (THz) technology has been gradually applied to the field of non-destructive testing. Terahertz usually refers to electromagnetic waves with the frequency between 0.1 and 10 THz and a wavelength in the range between 0.03 and 3 mm. Compared with traditional nondestructive testing methods, terahertz has strong penetrability to dielectric materials, and can detect objects under non-destructive, low-radiation, nonionizing, non-contact, and real-time evaluation conditions, with high accuracy and no coupling, which is the vital development trend of future nondestructive testing [25,26]. At present, the research on terahertz technology for nondestructive evaluation has been applied in various fields, including aeroengine [27–31], human security [32,33], food safety [34,35], biopharmaceuticals [36,37], composite materials [38,39] and integrated circuits [40,41], various minor anomalies had been successfully inspected by terahertz nondestructive technology.

The application of the terahertz nondestructive testing method in thickness monitoring has now become one of the most mature technologies in its numerous applications. It can already be used in industrial applications and has attracted wide attention from all parties [42–46]. Hot-rolled oxide scale consist of wüstite, hematite and magnetite, and the wüstite is the chief component among them, and the proportion of wüstite is as high as 58% to 95% under different heat treatment conditions [2,47–49]. Previous studies have begun to focus on the characterization of oxide scale on the surface of hot-rolled strips by terahertz non-destructive testing technology and made a series of research results for reference
in oxide scale thickness measurement. The terahertz refractive index of various iron oxides was studied. Reference [50] indicates that the refractive index of wüstite is estimated to be 4.7. Reference [51,52] indicates that the refractive index of hematite is estimated to be ~5.5, the value of the refractive index is nearly independent of the frequency. Reference [53] indicates that the refractive index of hematite is depend on the crystal orientation, which lies between 4 and 4.4, and it also indicates that the refractive index of magnetite may reach up to 8.25. Nevertheless, reference [54,55] indicates that the refractive index of magnetite in far infrared region is estimated to be 2.8, hence, the refractive index of magnetite is very likely to lie between 2.8 to 8.25. All in all, in regard to the refractive index of the composite hot-rolled oxide scale, it could be concluded that the real refractive indices of wüstite and hematite oxides are close to each other, and the wüstite is the chief component of oxide scale, hence, the real refractive index of wüstite may be used as a result of the real refractive index of oxide scale. Reference [49] is the first to experimentally show that the value of refractive index $n = 4.7$ for the oxide scale, and this value is in good agreement with the experimental results in oxide scale thickness estimation. Generally, when the terahertz pulse echo reflection technology is used for coating thickness detection, advanced signal processing techniques (such as windowing function deconvolution technology, sparse deconvolution technology, etc.) are often combined with peak-finding method in the time-domain spectroscopy to find the time-domain feature information corresponding to the thickness, but the minimum thickness value that can be monitored, that is, the depth resolution that can be achieved, is usually limited by the coherence length of the terahertz pulse, hence, the thickness monitoring for the oxide scale is usually inaccurate. Moreover, this method is difficult and has very high demands for technical personnel to pick the peaks, which does not meet the needs of steel production in rapidness, convenience and intelligence.

Machine learning was well applied in the evaluation and prediction performance. It was widely known for its advantages in experimentally difficult and data-rich industrial products [56,57]. In this study, the simulated terahertz time-domain signals were acquired by finite difference time domain (FDTD) numerical simulation method. A theoretical model for terahertz wave simulation of single layer dielectric structure was established. The incident wave was set as the terahertz pulse Gaussian wave that was incident vertically above the oxide scale. To get closer to the real test signal, the Gaussian white noise was used to add noise to the simulated time-domain signal, four noise processing methods were used to reduce noise, and the principal component analysis (PCA) method was applied to reduce the data dimension of these noise-reduced time-domain signals. The signal obtained by dimensionality reduction was used as the input feature during modeling, and finally, a variety of machine learning algorithms and optimization algorithms were used to measure the thin oxide scale thickness.

2. Material and Methods

2.1. Terahertz Inspection Signal Obtained by FDTD Simulation

As shown in Figure 1, since the terahertz waves cannot penetrate the metal substrate, it will only reflect on its surface and will not transmit into the metal substrate. A portion of the incident THz waves was reflected on the surface of oxide scale, while a portion of it transmitted through the oxide scale and was absolutely reflected at the interface between the oxide scale and substrate, a portion of the reflected terahertz waves from the interface transmitted through the oxide scale surface into air, and a portion of terahertz waves was reflected back into the oxide scale. Hence, multiple reflection echoes can be received. If the time interval $t (t_1, t_2, t_3, t_4, \ldots, t_n)$ of each reflection can be extracted in the terahertz time-domain spectrum, combined with the refractive index, the thickness of the detected oxide scale can be estimated. Hence, these multiple reflection echoes embodied the thickness message of oxide scale, it is difficult to extract this information, owing to the very thin oxide scale.

The FDTD is based on the vector 3D Maxwell curl equation. The specific connotation of FDTD is that Maxwell’s curl equation is discrete in the time and space domain, and the central differential approximation of the first-order partial derivatives of time and space is used to find the approximate
solution of Maxwell’s curl equation [58,59]. In this work, the FDTD Solutions software (Version 8.12.631 for X64, Lumerical Solutions Inc., Vancouver, Canada) was used to model and simulate the propagation process of terahertz waves in oxide scale and analyze the acquired time-domain waveform for detecting the thickness of the oxide scale [44,60]. A batch of simulation models, the oxide scale thickness in these models ranged from 0 to 15 µm (the interval was set as 0.2 µm, there were 76 sets of data), were calculated by the FDTD method, the terahertz waves used was in the frequency range of 0.3–1 THz, and the refractive index of oxide scale was set to 4.7 [49]. Periodic boundary conditions were set in the X and Y directions, and perfectly matched layer (PML) boundary condition was set in the terahertz incidence Z direction [61].

![Figure 1](image1.png)

**Figure 1.** Schematic diagram of multiple reflections of terahertz waves between the oxide scale and the substrate.

### 2.2. Signal Noise Reduction Methods

As shown in Figure 2, for example, the terahertz time domain simulated signal of four samples with different thickness are obtained, with the increase of the thickness, it seems that the oscillations of multiple reflection echoes are getting more and more intense. In fact, unless these oxide scales are thick enough to easily separate multiple echoes from the respective interfaces, and the overlapped echoes cannot be extracted directly even though they embody thickness message. To simulate the real oxide scale monitoring signal in the terahertz frequency band as much as possible, the Gaussian white noise with a Signal Noise Reduction (SNR) of 10 dB is used to add noise to the simulated time-domain signal. Despite the ideal simulation signal with Gaussian white noise cannot accurately represent the noise oscillation interference in actual test, it is also a common method used in the theoretical study of the terahertz nondestructive testing (NDT) method and is widely used and accepted by researchers [44,62,63].

![Figure 2](image2.png)

**Figure 2.** Terahertz finite difference of time domain (FDTD) simulated signals from four different samples (0, 5.8, 12.2, and 15 µm).

In this work, four wavelet denoising methods were used to reduce noise: dmey global default threshold for denoising, sym3 wavelet heuristic Stein’S Unbiased Risk Estimation (SURE) threshold denoising, haar wavelet soft SURE threshold denoising, and db3 wavelet fixed threshold denoising (all decomposition levels were set to 5) [64,65]. The sample signal with thickness of 0 was still taken as
an example, the residual analysis was performed using the denoised signal and the original unnoisy signal, and the variation of the residual was used to determine which type of noise reduction method was the appropriate noise reduction method, that is, the noise reduction method adopted in this study.

2.3. Modeling Approaches

2.3.1. Principal Component Analysis

The principal component analysis (PCA) method is a data analysis method proposed by Pearson more than a century ago. The starting point of the principal component analysis method is to calculate a set of new features arranged in descending order of importance from a set of features. PCA method is to project from a high-dimensional data space to a low-dimensional data space along the direction of maximum covariance, each principal component (PC) obtained is a linear sum of the original variables. The PCs obtained by the PCA are independent of each other, which reduces the dimension of data while ensuring that the loss of original data information is as small as possible. The PCA can not only reduce the dimension of high-dimensional data, but also eliminate the redundant information in high-dimensional data [66].

In this study, the PCA function was implemented through MATLAB programming. The 76 sets of noise-added terahertz time-domain data were denoised by the haar wavelet denoising method. After PCA dimensionality reduction, the eigenvalues, contribution rate and score of each principal component of these haar wavelet denoising signals were obtained. These PCs are used to replace the original terahertz time-domain spectral data as input features during modeling [31].

2.3.2. Back-Propagation Neural Network

The back-propagation (BP) neural network is a forward neural network. The BP neural network can complete the mapping of any dimension through only three layers of neural networks, owing to its simple structure, and it has become the most successful and practical neural network. Almost 80% of the neural networks will prefer the BP neural network when modeling. The BP neural network uses back propagation errors during training, adjusting relevant parameters (such as network weights) to continuously correct the prediction results, and eventually make the prediction results consistent with the actual output. In this continuous iteration process, the error range of the signal is reduced and the accuracy is improved. Therefore, BP neural network has the advantages of simple structure and reliable performance. It can perform self-learning, self-organization and parallel processing of information to realize intelligent prediction, control, process optimization, and fault diagnosis. It has been widely used in many fields. Therefore, this study selected the BP neural network model to predict the thickness of the oxide scale and a three-layer BP neural network was adopted.

For a single hidden layer BP neural network, a total of two transfer functions are required from the input layer to the hidden layer, and the hidden layer to the output layer. The two transfer functions are respectively set to “tansig” and “purelin”. The minimum error of the training target is set to 0.01, and the number of trainings is 1000. The optimal number of neurons of the hidden layer determines the BP neural network training and verification performance. If there are too few nodes in the hidden layer, the robustness of the BP neural network will decrease; if there are too many nodes in the hidden layer, it will lead to too long learning time and “overfitting” phenomenon. There is no clear guiding principle to achieve the optimal prediction performance of the BP neural network, but we can learn from the relevant empirical formulas [67]:

\[ K = \left\lceil \log_2 l \right\rceil \]

where the parameter \( K \) and \( l \) were the node numbers in the hidden layer and input layer, respectively. In this study, the selected BP neural network topology had 3747 input nodes (\( l = 12 \)), therefore, the BP neural network was configured with 12 neurons.
The BP neural network model was trained 50 times using random disordered samples, and the model with minimum validation set error was saved as the prediction model.

2.3.3. Extreme Learning Machine Optimized by Particle Swarm Optimization Algorithm

The extreme learning machine (ELM) is a new type of feed-forward neural network with \( n \) training samples \( \{(x_s, t_s)\}_{s=1}^{n} \) (\( x_s \) is the input vector and \( t_s \) is the output vector). Compared with traditional feedforward neural networks, the ELM algorithm randomly generates the connection weights of the input layer and the implicit layer and the thresholds of the implicit layer neurons, and it does not need to be adjusted during the training process. Compared with the previous traditional training methods, the ELM method has the advantages of fast learning speed and good generalization performance. An ELM regression model containing \( m \) hidden layer neuron functions \( f(\cdot) \) can be expressed as follows [68,69]:

\[
\begin{align*}
\sum_{i=1}^{m} \omega^T f(w_{in} x_1 + b_i) &= t_1 \\
\sum_{i=1}^{m} \omega^T f(w_{in} x_2 + b_i) &= t_2 \\
&\vdots \\
\sum_{i=1}^{m} \omega^T f(w_{in} x_s + b_i) &= t_s 
\end{align*}
\]  

(2)

where \( s \) is the number of training samples; \( w_{in} \) is the input weight of input node and hidden layer node; \( \omega \) is the output weight value connecting the hidden layer and the output layer; \( b_i \) is the deviation of the \( i \)-th neuron, that is, the hidden layer threshold. Equation (2) can be converted to matrix form, which can be expressed as follows:

\[
HW = T
\]  

(3)

\[
H = \begin{bmatrix}
f(w_{in} x_1 + b_1) & \cdots & f(w_{in} x_1 + b_l) \\
\vdots & \ddots & \vdots \\
f(w_{in} x_n + b_1) & \cdots & f(w_{in} x_n + b_l)
\end{bmatrix}_{N \times l}
\]  

(4)

\[
W = [\omega_1, \omega_2 \cdots \omega_l]^T
\]  

(5)

here \( H \) is the output matrix of the hidden layer of the neural network; \( W \) is the output weight; \( T \) is the output vector; \( T = [t_1, t_2 \cdots, t_k]^T \); Since it is much larger than \( m \) in most cases. Then the output weight value can be estimated by Equation (2) and can be expressed as follows:

\[
w = (H^T H)^{-1} H^T T
\]  

(6)

therefore, the ELM time series prediction model finally obtained after training can be expressed as follows:

\[
t = \sum_{i=1}^{m} w_i f(w_{in} x + b_i)
\]  

(7)

where \( x \) is the input of the prediction model and \( t \) is the output of the prediction model.

Particle swarm optimization (PSO) is a bionic optimization algorithm proposed by Kennedy and Eberhart in 1995 [70]. Each particle in a cluster of particles represents a possible solution to a problem, and through the simple behavior of individual particles, the information interaction within the cluster achieves the intelligence of problem solving. Because of its simple operation and fast convergence, PSO is widely used in many fields such as function optimization, image processing, and geodesy. In this work, aiming at the shortcomings of the ELM input weights and hidden layer thresholds are randomly determined, the initial search weights and hidden layer thresholds of the ELM are optimized and selected using the particle swarm optimization algorithm, owing to its excellent global search capability. The steps are as follows:
Initialize the particle swarm, select the appropriate learning factors (c1 and c2), inertia weight, particle dimension D, maximum iteration number K and population size M.

For computing the single individuals w and b_i, the ELM algorithm can calculate the output weight matrix, and use the training samples to calculate the mean square error \( \sigma = \sum d_i / (n - 1) \), n is the number of measurements, \( d_i \) is the deviation of a set of measured values from the average) of the individual of the initial population.

Set the PSO adaptability \( F_i = \sigma \), compare the values of \( F_i \) and \( p_{\text{best}} \) in the same iteration, when \( F_i \) is greater than \( p_{\text{best}} \), then use \( F_i \) instead of \( p_{\text{best}} \), otherwise it will remain unchanged. Then compare the values of \( F_i \) and \( g_{\text{best}} \), when \( F_i \) is greater than \( g_{\text{best}} \), then use \( F_i \) instead of \( g_{\text{best}} \), otherwise it will still remain unchanged. For three conditions: the number of running times is greater than or equal to the maximum number of iterations, the running time is greater than or equal to the longest running time, and the fitness value is less than or equal to the specified threshold. When any one of these three conditions is met, exit the program and return the current optimal individual and fitness.

The \( w \) and \( b_i \) corresponding to the optimal fitness are obtained, and the output weight matrix H is calculated by using Equation (4).

### 2.3.4. Statistical Assessment of Machine Learning Models

In this study, the 55 random samples were employed as the training sets to set up the BP and PCA-PSO-ELM models, and the remaining 21 samples were used as the validation and prediction sets. The reliability and accuracy of the suggested models were assessed using four evaluation indicators objectively, including: root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), and squared correlation coefficient \( R^2 \). Their definitions are as follows:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2} / n
\]

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |Y_i - \hat{Y}_i| / n
\]

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \frac{|Y_i - \hat{Y}_i|}{Y_i} / n
\]

\[
R^2 = \left[ \frac{\sum_{i=1}^{n} (\hat{Y}_i - \bar{Y})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n} (\hat{Y}_i - \bar{Y})^2} \sqrt{\sum_{i=1}^{n} (Y_i - \bar{Y})^2}} \right]^2
\]

where \( n \) is the sample size, \( Y_i \) is the real value of oxide scale thickness, \( \hat{Y}_i \) is the predicted value of oxide scale thickness estimated by machine learning model.

### 3. Results and Discussion

#### 3.1. Comparison of Various Denoising Methods

As shown in Figure 3, the ideal simulation signal is processed by adding noise to obtain a noise superimposed signal, and it is obvious that the noise superimposed signal in Figure 3c is much closer to the measured signal curve obtained in the actual test. Such a signal containing high-frequency noise further increases the difficulty of thickness information extraction in actual data processing.
Figure 3. The process of adding Gaussian white noise to the terahertz simulation signal (taking the signal with thickness 0 µm as an example): (a) ideal simulation signal; (b) noise signal; (c) noise superimposed signal.

As shown in Figure 4, the denoised signals Figure 4a–d were obtained by four wavelet denoising methods, residual distributions Figure 4e–h were applied to identify which denoising method was better, it could be seen that the denoising effect of the sym3 wavelet was the worst, and its residual value was the largest. The effects of the other three wavelet denoising methods were excellent, of which haar wavelet denoising method was the best, and the residual obtained by haar wavelet denoising method was the smallest and the residual distribution law was more consistent with the original set noise signal oscillation law. Hence, the haar wavelet denoising method was adopted to perform noise reduction on 76 sets of noise-added data.

Figure 4. The denoised signals (a–d) and residual distributions (e–h) (taking the signal with thickness 0 µm as an example): (a) dmey wavelet; (b) sym3 wavelet; (c) haar wavelet; (d) sym3 wavelet; (e) dmey wavelet; (f) sym3 wavelet; (g) haar wavelet; (h) sym3 wavelet.
3.2. Comparison of Various Hybrid Machine Learning Approaches

The terahertz time domain data dimension of 76 samples obtained by the FDTD simulation was 76 × 3747. If this large amount of data is directly used for modeling, the calculation speed would be reduced and the accuracy of regression prediction would also be reduced. PCA was used to reduce the dimensions of terahertz time domain data. The eigenvalues of the top three eigenvectors extracted from the terahertz time domain data were 1153.10, 242.91, and 231.47, respectively; as shown in Figure 5, the contribution rates of the top three eigenvectors extracted from the terahertz time domain data were 36.00%, 7.58%, and 7.23%, respectively; the cumulative contribution rate of the first three principal components had exceeded 50%, but the principal component score after the first three principal components was getting lower and lower. Here, in order to make the contribution rate reached 100%, it was found that the cumulative contribution rate of the first 75 principal components was 100%. Finally, the data dimension was reduced from 76 × 3747 to 76 × 75, combined with the eigenvalues and contribution rates above, according to the seventy six-dimensional scores of the top 76 PCs, the top 76 PCs of terahertz time domain data were used as the input to PSO-ELM models for the oxide scale thickness prediction.

![Figure 5. The contribution rate of each principal component and their cumulative contribution rate of the principal components.](image)

For the training results of BP model, to check the reliability and accuracy of the BP model, as shown in Figure 6, it shows comparative results that the training results of the BP model’s target \((T, \text{actual value of oxide scale thickness})\) compared to the BP model’s output \((Y, \text{predicted value oxide scale thickness})\). The linear fitting function curve \(Y = T\) in the Figure 6 represents the ideal situation that the predicted value must exactly match the actual value. It can be clearly seen that all the predicted data and actual data are scattered around the \(Y = T\) line, their actual linear fitting function curve is \(Y = 0.98T - 0.0017\), and a trained BP model with the comprehensive \(R\)-value of over 0.95 was obtained, all these above proved that the trained BP model had good regression prediction ability.

For the training results of PCA-PSO-ELM model, to check the reliability and accuracy of the PCA-PSO-ELM model, the MSE was chosen as the fitness function, hence, low value of MSE was pursued during the optimization process and the lower the better, as shown in Figure 7, from the relationship between the PSO iterations and MSE, as the PSO iterations increased, the MSE decreased; the MSE was nearly constant while the PSO iteration was more than 70, a trained PCA-PSO-ELM model with the \(R\)-value of 1 was obtained, all these above proved that the trained PCA-PSO-ELM model had excellent regression prediction ability.
Figure 6. The comparison between the target (actual value of oxide scale thickness) and the output (predicted value oxide scale thickness).

Figure 7. Relationship between the particle swarm optimization (PSO) iterations and mean-square error (MSE).

To compare the oxide scale thickness prediction performance of BP model and PCA-PSO-ELM model. As shown in Figure 8, the comparisons between the testing data and the prediction results obtained by BP model were provided, where the black and red symbols stand for the tested data and predicted results of the oxide scale thickness of 21 random samples, respectively, it showed that the changes between the tested data and the prediction result was basically the same trend. Some tested data points corresponded to good prediction results, overall, there was still a large fluctuation between the prediction results and the test data.

Figure 8. The testing data and the prediction results of the oxide scale thickness of back-propagation (BP) training model.
As shown in Figure 9, the comparisons between the testing data and the prediction results obtained by PCA-PSO-ELM model were provided, it showed that the changes between the tested data and the prediction result was almost exactly the same, and it indicated the excellent prediction performance of the proposed PCA-PSO-ELM model.

![Figure 9. The testing data and the prediction results of the oxide scale thickness of PCA-PSO-ELM training model.](image)

Four quantitative evaluation indicators $RMSE$, $MAE$, $MAPE$, and $R^2$ were used to further compare and characterize the accuracy and reliability of the two models. As shown in Table 1, the $R^2$ and the error performance index of the BP model had demonstrated a certain regression prediction ability, but the accuracy was slightly unsatisfactory. In contrast, it can be seen clearly that the $R^2$-value of the proposed PCA-PSO-ELM model approached 1, and the values of all these error performance indices approached 0, all these four quantitative evaluation indicators revealed that the PCA-PSO-ELM model was extremely accurate and reliable in oxide scale thickness predicting, even though the oxide scale was very thin, so the PCA-PSO-ELM could meet the high demand in the oxide scale thickness measuring.

| Prediction Results | $RMSE$  | $MAE$   | $MAPE$   | $R^2$   |
|--------------------|---------|---------|----------|---------|
| BP model           | 2.4641  | 1.7816  | 0.3460   | 0.7494  |
| PCA-PSO-ELM model  | $2.6951 \times 10^{-14}$ | $2.6232 \times 10^{-14}$ | $1.3459 \times 10^{-14}$ | 1.0000 |

In this study, the most classic BP neural network model in the machine learning field and the proposed novel PCA-PSO-ELM model were selected to compare their regression performance on oxide scale thickness. The results showed that the latter model was significantly better than the former. The novel hybrid PCA-PSO-ELM model possessed the excellent prediction performance with high value of $R^2$ ($\approx 1$) and low value of errors ($\approx 0$). Of the many reasons, the main reason is that the single hidden layer feedforward neural network has the advantages of good nonlinear approximation ability and fault tolerance. Generally, most of the traditional BP neural network models use the gradient search algorithm, which is easy to fall into the local minimum and over-learning phenomenon, the training speed is slow, and the learning parameter sensitivity is strong, and the prediction result of the trained BP model in this study was a good example, which covered almost all the common disadvantages of the classical BP model. The BP model was trained 50 times using random disordered samples, and the trained BP model with the best prediction performance among the 50 times training was chosen to measure the oxide scale thickness, the results of each trained BP model were very different, finally, even though the predicted results corresponding to the trained BP model with the best training performance were still unsatisfactory. Instead, ELM algorithm inherits the advantages of a single hidden layer feedforward neural network, at the same time, it expands the basic model framework of single hidden layer feedforward neural network, and proposes a new type of neural network structure model is proposed to address the shortcomings of the above BP neural network model. Combined
with the PCA and PSO algorithms, the hybrid PSO-PCA algorithm got the calculation speed improved and made the model robustness and prediction precision have a strong guarantee, and there is no longer need to calculate multiple times to obtain the excellent performance model. Finally, when using the PCA-PSO-ELM model for prediction, the performance of the testing dataset was as excellent as performance of the training dataset, it proved that this proposed PCA-PSO-ELM model was very suitable for monitoring the thickness of oxide scale in actual steel production.

4. Conclusions

In this work, the terahertz nondestructive technology was proposed to measure the thickness of thin hot-rolled oxide scale. The FDTD numerical simulation method was adopted to obtain the terahertz time-domain signals in the oxide scale thickness range of 0–15 µm. Four wavelet denoising methods were tried to reduce the added Gaussian white noise, by comparing the residual difference between the filtered signal and the original unnoisy signal, the haar wavelet denoising method obtained the best noise reduction result. The PCA method was successfully to reduce the data dimension from 76 × 3747 to 76 × 75, owing to the cumulative contribution rate of the first 75 principal components was 100%. A classical BP neural network model and an ELM model optimized by PCA-PSO algorithm were proposed to build the regression models, and trained to measure the thickness of oxide scale using the denoised terahertz time-domain data. A total of 76 sample data were employed to set up the dataset for the training and prediction of the model; among them 55 random samples were used to set up the training model and the residual 21 random samples were used as the testing samples to verify and compare the reliability and accuracy of the two models. The evaluation and comparison results showed that the proposed hybrid PCA-PSO-ELM model showed excellent performance in terms of oxide scale thickness measuring, owing to the low error values (approached 0) and the high $R^2$ value (approached 1). In contrast, the traditional BP neural network model was time-consuming, inaccurate and unstable. It is suggested that this work proposed a novel hybrid machine learning model combined with THz nondestructive technology with excellent performance in oxide scale thickness measurement. Hence, combined with the hybrid machine learning method, this novel terahertz nondestructive technology will also have a broad prospect in determining the end point of pickling and evaluating the surface quality of strip, additionally, this is of great importance to the rapid and green efficient production of steel.
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