Dependence of phase transition uniformity on crystal sizes characterized using birefringence
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ABSTRACT

Solid–solid phase transitions (SSPTs) have been widely observed in crystals of organic or inorganic small-molecules. Although SSPTs in macromolecular crystals have been reported, the majority involve local atomic changes, such as those induced by changes in hydration. SSPTs driven by large conformational changes, however, can be more difficult to characterize since they often significantly disrupt lattice packing interactions. Such drastic changes make the cooperativity of molecular motion at the atomic level less easily achieved and more dependent on intrinsic properties of the crystal that define lattice order. Here, we investigate the effect of crystal size on the uniformity of SSPT in thin plate-like crystals of the adenine riboswitch aptamer RNA (riboA) by monitoring changes in crystal birefringence upon the diffusion of adenine ligand. The riboA crystals were loosely grouped into three categories (small, medium, and large) based on the surface area of the crystal plates. The time width of transition increased as a function of crystal size, ranging from ~13 s for small crystals to ~40 s for the largest crystal. Whereas the transitions in small crystals (<10 μm²) were mostly uniform throughout, the medium and large crystals exhibited large variations in the time and width of the transition peak depending on the region of the crystal being analyzed. Our study provides insight into the spatiotemporal behavior of phase transitions in crystals of biological molecules and is of general interest to time-resolved crystallographic studies, where the kinetics of conformational changes may be governed by the kinetics of an associated SSPT.
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INTRODUCTION

Virtually all intracellular and extracellular events occur through discrete biomolecular interactions. The dynamics and inducible structural changes of these molecules often underpin their functional roles. Over the last several decades, structural biologists have elucidated atomic structures of many of these molecules and their complexes, which have proven invaluable to advancing important areas of biomedical research. In most cases, however, such structural information has been limited primarily to static and binary (on/off, bound/unbound) pictures that attempt to explain a much more dynamic and complex phenomenon. The search for knowledge embedded in conformational changes has sparked a new era of time-resolved X-ray crystallography (TRX), but the burgeoning method has presented its own technical challenges. Some of those have been circumvented by unprecedented technological advances at both synchrotron and X-ray free electron laser (XFEL) sources, which have paved the way for TRX with quick-readout detectors and ultra-fast X-ray pulses at higher intensities.

As with any crystallography experiment, however, the most fundamental criterion for TRX is crystal diffraction quality, and this challenge is compounded by crystals whose contents are changing in real time. The core of the crystallographic method relies on the ordered array of "static" molecules to produce Bragg diffraction. Inducing large conformational changes, therefore, which are likely to disrupt the lattice, seems counterintuitive to making the crystals in the first place. For this reason, the majority of TRX studies have been limited to molecules exhibiting small (sub-angstrom) structural changes that can be accommodated by the lattice environment and pose little detriment to...
diffraction quality. Large conformational changes in crystals, however, require a certain level of “synchrony” at both the molecular and lattice levels to minimize lattice disorder and to prevent entry into the liquid phase, and the crystal may end up in a different lattice altogether. Such solid–solid phase transitions (SSPTs) may also involve one or more intermediate lattices, as the molecules reorient to achieve more energetically favorable packing. All of these scenarios have not been investigated until recently (Ramakrishnan et al., 2021).

Whether the conformational changes are large or small, the activation of those changes must occur at a rate comparable to or faster than the changes themselves. For photoactivated systems, the time for molecular stimulation is negligible (Kupitz et al., 2014; Pandey et al., 2016; Suga et al., 2020; Tenboer et al., 2014). For other biomolecular crystals, however, where the conformational changes are triggered by a ligand, one must first consider the rate of diffusion. Previous experimental and simulated data for crystals of various sizes indicated that very small (0.1–1 μm) nano/microcrystals may have sub-millisecond diffusion times, whereas the diffusion in larger (tens to hundreds of micrometers) crystals are in the time-regime of seconds (Schmidt, 2013). For TRX of small conformational changes, therefore, nano/microcrystals are necessary such that the diffusion time is roughly on a similar timescale as the structural perturbations. In contrast, large conformational changes, particularly those that are restricted by lattice confinement, may take as long as milliseconds to seconds to accumulate—much slower than diffusion times—thus making diffusion negligible.

There is another critical reason, however, which has been largely unexplored, for why nano/microcrystals are essential for TRX experiments involving changes to the crystal lattice—transition uniformity. By virtue of having a larger surface area to volume ratio, smaller crystals are expected to have higher plasticity and to be more amenable to holistic changes to the crystal structure without compromising lattice integrity. Larger crystals, on the other hand, may be less forgiving of such changes. The higher occurrence of defects and nonuniformities within large crystals can result in mosaic subdomains of varying lattice character, which create weak points in the crystal that are more susceptible to mechanical strain. Quake-like events, such as those triggered by conformational changes, typically manifest as cracks, fissures, or crystal fragmentation. Consequently, larger crystals are far less likely to exhibit uniform changes, thus making nano/microcrystals all the more essential and an XFEL beam more suitable for TRX studies involving lattice changes. How small is a lingering topic of discussion that requires further investigation into the uniformity of macromolecular crystal transitions in crystals of various sizes.

SSPTs in both man-made and natural materials have been studied extensively at the macroscopic level for applications in physical sciences and engineering (Commins, 2016; Porter et al., 2008). The transformation between crystalline forms of the same material, in both forward and reverse directions, is typically dictated by external physical factors such as temperature, humidity, and pressure (Anwar and Zahn, 2017; Dunitz, 1993). Changes in protein crystal hydration can result in local conformational changes that influence crystal packing interactions, which in turn may result in changes to unit cell constants and, in some cases, crystal symmetry (Berthou and Jolles, 1974; Dobrianov et al., 2001; Huxley and Kendrew, 1953; Klingl et al., 2015; Kodandapani et al., 1990; Nagendra et al., 1998; Perutz, 1946; Pinard et al., 2016; Salunke et al., 1985). Though SSPTs in organic and inorganic materials have been reported previously, elucidating the mechanisms of SSPT at the atomic and molecular levels still requires reliable methodology and high-throughput screening (Khaliullin et al., 2011; Peng et al., 2015; Pogatscher et al., 2016; Smets et al., 2020; Taniguchi et al., 2019). Optical microscopy studies of SSPT in small organic crystals or colloids lack spatiotemporal information and do not necessarily support the mechanisms proposed by Ehrenfest (Mnyukh, 2009; Mnyukh and Panfilova, 1973). The concerted angstrom-scale motion of molecules in a crystal—called a diffusionless martensitic transition—occurs at the speed of sound, whereas a displacive transition involves long-range molecular movements in the crystal during SSPT. One approach to characterize SSPT is the use of polarized video microscopy (PVM) to monitor changes in crystal birefringence (Horte et al., 2007, 2012). Birefringence is observed in ordered organic and inorganic materials due to differences (anisotropy) in the refractive index as a function of molecular orientation. Since many biological molecules are optically anisotropic, polarized optical microscopy has been used to study protein assembly (Vrabioiu and Mitchison, 2006), cell division (LaFountain and Oldenbourg, 2004), cellular contractility (Wang et al., 2018), high-throughput imaging of biological specimens (Shribak, 2015), and molecular orientation in biological filaments (Cruz et al., 2016). In optically anisotropic crystal-line materials, birefringence is observed due to an unequal behavior of refracted light from different cell axes, which changes with crystal symmetry (Mehta et al., 2013). The unique double-refraction of light—or crystal birefringence—is used for direct spatiotemporal observation of changes. In materials science, polarized optical microscopy has also been used to characterize polymers and liquid crystals, particularly their morphological features in the normal state vs during or after a phase transition (Choi et al., 2004; Gim et al., 2017; Yoon et al., 2007).

For the proper characterization of SSPT in biomolecular crystals, we used crystals of the adenine riboswitch aptamer domain (riboA). Riboswitches are highly structured RNA molecules that function as genetic control elements through conformational switching in response to specific cellular metabolites (Nalvi et al., 2002). The riboA molecules undergo large conformational changes upon the binding of adenosine, resulting in distinct and measurable lattice changes from monodinic (apo unit cell, AUC) to triclinic (trans unit cell 1, TUC1) to orthorhombic (bound unit cell, BUC) (Stagno et al., 2017). Previous studies using XFEL and atomic force microscopy (AFM) demonstrated that the ligand-induced SSPT in riboA crystals is continuous and reversible and involves concerted large conformational changes that alter crystal packing interactions (Ramakrishnan et al., 2021). However, the propagation speed of SSPT in riboA crystals is ligand-concentration- and temperature-dependent. Here, we show that the SSPT is also crystal-size dependent and that larger crystals exhibit a significantly larger degree of nonuniformity of transition than small crystals in terms of transition time width. These results are highly informative for future TRX studies in that very small crystals may be essential for determining time-resolved conformations.

RESULTS AND DISCUSSION

To investigate the effect of crystal size on the spatiotemporal behavior of the phase transition, we analyzed changes in crystal birefringence intensity for 10 crystals with plate dimensions ranging from 1.2 to 11.9 μm at a ligand concentration of 10 mM (Fig. 1,
Table I. Crystal dimensions and mean transition time (T1) with standard deviation for the 10 riboA crystals: S1–S3 (small), M1–M4 (medium), and L1–L3 (large).

| Crystal | Dimensions (µm) | Surface Area (µm²) | Mean T1 (s) |
|---------|-----------------|-------------------|-------------|
| S1      | 2.6 × 1.2       | 3.1               | 13.34 +/- 0.07 |
| S2      | 2.2 × 1.5       | 3.3               | 13.60 +/- 0.01 |
| S3      | 3.5 × 2.2       | 7.7               | 13.38 +/- 0.48 |
| M1      | 5.2 × 4.1       | 21.3              | 23.03 +/- 4.68 |
| M2      | 6.7 × 3.7       | 24.8              | 19.44 +/- 4.03 |
| M3      | 5.3 × 3.0       | 15.9              | 19.96 +/- 4.89 |
| M4      | 7.6 × 5.3       | 40.3              | 25.81 +/- 7.59 |
| L1      | 11.1 × 10.1     | 112.1             | 40.59 +/- 6.45 |
| L2      | 9.8 × 7.8       | 76.4              | 36.85 +/- 4.34 |
| L3      | 11.9 × 7.2      | 85.7              | 32.96 +/- 9.23 |

supplementary material). Throughout the phase transition, the birefringence of the crystal decreases as a result of the ligand-induced conformational changes that reorient the molecules and their respective crystallographic axes (Movies 1–3, supplementary material). This characteristic behavior of the crystals under polarized light was then used to identify the onset and speed of phase transition upon ligand addition. Our custom-built MATLAB code quantifies the range of characteristics of the crystals during the transition are essential to the RNA’s structural dynamics. The mean values of T1 clearly indicate that the onset of transition increases as a function of crystal size [Fig. 1(a), Table I]. More importantly, the range variation in the T1 values observed at different regions of the crystal is quite large for medium and large crystals, but almost negligible for small crystals [Fig. 1(b) and Table I; Fig. 2, supplementary material].

Figure 2(a) shows the optical microscopy image of a representative small crystal (S1) and derived T1 values for each of the seven ROIs. The birefringence intensity [Fig. 2(b)] and first-derivative curves [Fig. 2(c)] of the middle pixel of each ROI show that there is uniformity in the transition kinetics at all places in the crystal. Moreover, plotting the average intensity and first-derivative curves [Figs. 2(d) and 2(e)] reveals that the standard deviation is comparatively lowest at the transition peak (T1), which occurs at 13.2–13.4 s throughout the crystal. Though the top-right and bottom-left regions of the crystal show a minor deviation in T1 (0.1–0.2 s) relative to the middle of the crystal, the phase transition in the small crystals is evidently uniform, indicating a level of synchrony in the molecular conformational changes and lattice rearrangement (Figs. 1 and 2). The medium crystals, on the other hand, show much greater variation in T1 at different regions (Fig. 3; supplementary material). For crystal M2, the transition originates from the top-right at ~14.6 s and proceeds gradually to the left with the latest T1 value occurring at ~24.9 s. Therefore, an increase in crystal size by only a few micrometers on each edge introduces a heterogeneity of ~10 s in the time of transition. The single-pixel intensity and first-derivative curves of M2 exhibit an incremental delay from the right side of the crystal to the left [Figs. 3(a)–3(c)], and the averages of these curves have large standard deviations, particularly at the transition peaks [Figs. 3(d) and 3(e)], in stark contrast to crystal S1 [compare with Figs. 2(d) and 2(e)].

The large crystals also exhibited a significant location-dependent variation in transition time between the left, middle, and right regions of the crystal (Fig. 4; Fig. 4, supplementary material). Similar to M2, the transition in crystal L2 originates from the top-right (~31.5 s) and progresses toward the bottom-left (~42.7 s) [Fig. 4(a), red and black squares], with a variation in T1 of ~11 s. Since L2 is larger than M2 in both dimensions (8 × 9.8 µm² vs 6.7 × 3.7 µm²), a similar variation in
T1 indicates that the propagation of transition throughout the crystal is slightly faster in L2. Notably, although the time of transition increases with crystal size [Fig. 1(a)], the range in T1 values is comparable for the medium and large crystals and shows no discernible correlation, only that they are non-uniform [Fig. 1(b)].

As an alternate method for demonstrating the differences in the phase transition kinetics between crystals S1, M2, and L2, the birefringence intensity profiles were measured for ROIs of increasing size, centered on the same pixel (concentric) (Fig. 5). Of note, these three crystals were chosen for analysis because they exhibited the least amount of motion on the glass surface during the phase transition, thus minimizing the influence of positional variation in the selected region and making these crystals most amenable for detailed characterization and analysis. The widths of the ROIs were 5, 10, 20, and 40 pixels for all three crystals, as well as 80 pixels for M2 and L2. As expected for the small crystal, whose transition is virtually uniform throughout, changing the size of the ROI being analyzed showed very little difference in T1 [Fig. 5(a); supplementary material]. In
the medium and large crystals, however, the derived value for $T_1$ changes with respect to ROI size. Moreover, the standard deviation of $T_1$ increases almost linearly with ROI size for M2 and L2 [Figs. 3(b) and 5(c); supplementary material]. In contrast, the standard deviation of $T_1$ is constant for all ROIs except 40 pixels. However, even within a crystal area of $1 \text{\mu m}^2 (40 \times 40 \text{ pixels}^2)$, the standard deviation of $T_1$ at the pixel level in the small crystal is only 0.18 s, whereas that same square area in a medium or large crystal exhibits $T_1$ standard deviations of 0.69 and 0.85 s, respectively. In addition, the transition peak half-width at half-max (HWHM) for a given ROI, which measures the spread of non-uniformity of the transition within the selected region, increases with crystal size (supplementary material). Such differences may result, in part, from crystal motion or differences in crystal thickness, but the influence of such effects does not alter the qualitative interpretations that the transitions in larger crystals exhibit greater heterogeneity overall.

**CONCLUSION**

Our study provides spatiotemporal characterization of molecular phase transitions in crystals of various sizes in real-time. PVM birefringence intensity data were recorded for 10 crystals of riboA with dimensions ranging from 1.2 to 11.9 $\mu$m. Two sets of analyses were performed that investigated the effect of crystal size on the time and uniformity of the ligand-induced phase transition. The first analysis compared the intensity data for a single bin size (20 $\times$ 20 pixels$^2$) at different locations in each crystal, whereas the second analysis compared data of varying bin sizes centered around a single location. Both analyses consistently demonstrated that the phase transition in riboA crystals driven by adenine ligand at 10 mM is not only size dependent but also non-uniform for crystals larger than 10 $\mu$m$^2$. It is clear that $T_1$ increases as a function of crystal size. Given that the time for ligand diffusion is expected to be on the scale of milliseconds for even the largest crystals examined (Schmidt, 2013), the effect of diffusion on the spatiotemporal behavior of the phase transition is likely negligible. Therefore, the relationship between $T_1$ and crystal size indicates a variation in the time and ability for enough molecules to reach an energy state capable of overcoming the energy imposed by lattice restraints. Reaching such an energy state would be, of course, more easily achieved in crystals that exhibit greater lattice order and molecular uniformity before and during the phase transition. The small crystals ($<10 \mu$m$^2$) analyzed in this study seem to possess these properties, exhibiting the earliest and most uniform transition throughout the crystal. In contrast, crystals $>10 \mu$m$^2$ showed spatial dependencies on both the time and width of the transition.

Although the effects of crystal thickness could not be accounted for, it is reasonable to expect that an increase in the crystal dimension of $z$ would exhibit the same effects as those observed for $x$ and $y$, and thus the correlation would still hold. Crystal defects and surface irregularities, which are more prominent visually in the larger crystals, are also likely to play a role in the non-uniformity of transition. Indeed, for several of those crystals, the transition can be seen to originate at such defects, which serve as "weak points" with respect to overcoming the lattice energy barrier. The anisotropy of the transition throughout these crystals may explain why larger crystals exhibit more mechanical stress and crystal motion during the measurement (Movies 1–3, supplementary material). As a whole, these results are particularly important for time-resolved crystallographic studies, indicating that molecular synchrony and lattice transition uniformity increase as the size of the crystal decreases. There is, of course, a practical limit on the size of a crystal from which a quality diffraction pattern can be acquired. For studies using an XFEL, which has a typical beam-size of $\sim 1 \mu$m, crystals with dimensions as small as 1 $\mu$m are used routinely. The results presented here demonstrate that crystals larger than $>10 \mu$m$^2$ show greater spatiotemporal non-uniformity within a 1 $\mu$m$^2$ ROI. More significant, however, are the implications of the severe spatiotemporal variation with respect to the specific positions (volumes) of the crystal to be illuminated by X-rays. The beam certainly will not hit every crystal in locations with the same conformational homogeneity, which only compounds the issue of the crystal size heterogeneity.
The SSPT is a fundamental phenomenon, and the crystal-size dependence on phase transition homogeneity is of practical importance to X-ray crystallography, especially that using an XFEL to study structural changes of biomacromolecules in crystals that are undergoing a phase transition triggered by ligand binding. Our results demonstrate the necessity of using micro/nanocrystals for such studies and the importance of characterizing SSPTs prior to diffraction using an XFEL. This study, therefore,
provides a piece of evidence for crystals used in TRX studies that “smaller is better.”

**MATERIALS AND METHODS**

**Solution preparation**

Crystallization buffer contained 40 mM sodium cacodylate pH 6.5, 80 mM KCl, 12 mM spermine tetrahydrochloride, and 32–65% (v/v) 2-methyl-2,4-pentanediol (MPD). RNA buffer contains 10 mM HEPES pH 7.5, 100 mM KCl, and 0.5 mM EDTA. The stabilization buffer was prepared by mixing a 1:1 volume ratio of crystallization buffer and RNA buffer. The solutions were kept at room temperature.

**Crystal growth on poly-d-lysine coated glass bottom dish**

To prevent the movement of crystals during SSPT and continuous observation, riboA crystals were directly grown on a positively charged glass bottom surface. A 1:1000 dilution of 0.5 μL of finely crushed crystal seeds was first adsorbed on the surface and incubated for 30 s. The sample was covered tightly with a glass beaker to prevent evaporation. On top of the crystal seeds, 5 μL of equal volume of 7.5 mg/ml gel purified riboA and crystallization buffer (32% MPD) was gently added. The glass bottom with the sample was flipped upside down carefully and placed on the dish cover, which contains 0.7 ml of crystallization buffer (32% MPD). The crystallization set up was tightly wrapped with parafilm and incubated at 22°C for 12 h.

**Time lapsed PVM recording of SSPT in riboA crystals**

Prior to the experiment, the excess of uncrystallized RNA in the crystal sample was removed by thoroughly rinsing with 32% MPD stabilization buffer. The crystals may get dislodged if the washing is rigorous. So, 5–6 ml of 32% stabilization buffer was gently added to and removed from the dish. The dish was then filled with 1.5 ml of stabilization buffer, covered with the glass coverslip, and placed on the microscope stage. Crystals were identified and focused, and the light intensity of the crystal birefringence was adjusted to be optimal by adjusting the angular position of the polarizer. The SSPT was then induced by manually pipetting 1.5 ml of 20 mM adenine in 32% stabilization buffer into the dish, and the video was recorded at a resolution of 2456 × 1842 pixels² with a 200 ms exposure time.

**Time lapsed video processing and analysis**

Time-lapsed polarization video microscopy data were visualized, processed, and analyzed with FIJI (Schindelin et al., 2012) and custom MATLAB programs. The camera on the polarization video microscope exports raw data as AVI files. The AVI files were imported into FIJI as a z-stack of 16-bit TIFF files and converted to grayscale. Crystal dimensions were measured manually with FIJI’s line tool. Regions of interest (ROIs) were selected for analysis, cropped, and saved as a grayscale AVI file. A custom MATLAB (v. 2019b, Mathworks) program, as described in Ramakrishnan et al. (2021), was used to measure the intensity of birefringence as a function of time and its first derivative across the ROI. The pixel resolution of the system was 24.75 nm/pixel, but the theoretical optical resolution of the microscope is on the order of 250 nm. Therefore, square neighborhoods of pixels, defined by their length in pixels (e.g., 1, 2, 4, 8, 10, etc., pixels) were used to calculate the average intensities of superpixels, I(x,y,t). For each superpixel, the I(x,y,t) was smoothed using a boxcar average with a window set by the user. The negative time derivative of the intensity, −dI(x,y,t)/dt, was calculated from the smoothed intensity traces. Peaks in −dI(x,y,t)/dt were identified using the findpeaks.m routine (O’Haver, 2020). The position of the nth peak in time, , and the width of the peaks, ∆t(x,y), correspond to the nth crystal lattice phase transition and the duration of that transition at superpixel (x,y). For each ROI and neighborhood size, a csv file listing all the peak transition times, durations, and x–y positions was exported for further analysis.

Classification of the transition times and durations was performed with MATLAB programs. The transition peaks were identified and quantified using MATLAB’s k-means clustering algorithm (Lloyd, 1982, Arthur and Vassilvitskii, 2007) and graphing routines. The algorithm assigns each observation (x,y), exactly one k cluster (k is chosen before the algorithm runs) defined by centroids. Scatter plots of (x,y), ∆t(x,y), with each point color-coded by cluster, were generated in MATLAB. The means and standard errors of the means of the x,y and ∆t(x,y) within each cluster were calculated in MATLAB and visualized with GraphPad Prism 8.

**SUPPLEMENTARY MATERIAL**

See the supplementary material for four figures of image data of various sizes and regions of crystals, two tables of mean T1 and half-width at half-max, and three videos of SSPTs in three crystals of different sizes.
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