Jointly aligning a group of DNA reads improves accuracy of identifying large deletions
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ABSTRACT

Performing sequence alignment to identify structural variants, such as large deletions, from genome sequencing data is a fundamental task, but current methods are far from perfect. The current practice is to independently align each DNA read to a reference genome. We show that the propensity of genomic rearrangements to accumulate in repeat-rich regions imposes severe ambiguities in these alignments, and consequently on the variant calls—with current read lengths, this affects more than one third of known large deletions in the C. Venter genome. We present a method to jointly align reads to a genome, whereby alignment ambiguity of one read can be disambiguated by other reads. We show this leads to a significant improvement in the accuracy of identifying large deletions (≥20 bases), while imposing minimal computational overhead and maintaining an overall running time that is at par with current tools. A software implementation is available as an open-source Python program called JRA at https://bitbucket.org/jointreadalignment/jra-src.

INTRODUCTION

The usual first step in analyzing high-throughput sequencing assays involves alignment of short DNA reads to a larger reference sequence (e.g. the reference genome, the genome of a matching somatic cell, or of a closely related species). This alignment step is crucial as it precedes important subsequent analyses such as the identification of sequence conservation between species (1), the estimation of allele fluctuation among a population of individuals (2), or the characterization of somatic and causal mutations in the genome of tumoral cells (3).

Standard alignment-based workflows independently align billions of reads, each a few hundred base-pairs long, onto a reference sequence in order to identify sequence variations such as single nucleotide variants, small indels, or structural variants (e.g. large deletions or translocations). Split-alignments, which are alignments where two different portions of a read align to disjoint genomic locations on the reference, are direct evidence of structural variants (SV), and is the focus of this work.

Accurately computing split-alignments remains a very challenging problem (4,5). The main difficulty stems from the highly repetitive nature of genomes and the propensity of genomic rearrangements to accumulate in the vicinity of repeats (6). Additionally, reads contain sequencing errors and library artefacts. These factors lead to ambiguities in pairwise alignments: positional ambiguity due to a portion of a read aligning to more than one region in the reference (Figure 1A, SI-S1.1), and breakpoint ambiguity due to microhomologies surrounding the SV locus (Figure 1B, SI-1.2). The former hinders the identification of true SV with certainty, while the latter is a major cause of redundancies in variant call sets (7). To estimate the severity of ambiguities, we examined the variants reported in the Venter genome (8). Our analysis reveals that, even under ideal conditions of no sequencing errors and very high coverage, 40% of deletions ≥32 bp cannot be identified with certainty by pairwise alignments of 100 bp-long reads (13% for paired-end reads, SI-S1.1). This alarming result shows that alignment ambiguity issues cannot be ignored.

These issues highlight two major shortcomings of current techniques based on split-alignments. First, all current split-aligners align reads independently of each other. They lack a principled way to effectively combine, the joint information contained in reads belonging to the same genomic region. Since those reads are in fact highly correlated, utilizing information from the group as a whole, can mitigate misalignment issues arising due to repeat-rich genomic
context of SVs or due to sequencing errors. Although local realignment and local assembly (9,10) combine information from multiple reads, they are limited to substitutions and small indels in a specific contiguous region, and cannot handle SVs that span large portions of the genome.

The idea of borrowing information across reads has also been proposed in the context of resolving conflicting predictions from paired-end reads (11–13). However, these methods choose between candidate alignments, but themselves do not compute (split-) alignments. Also, as is the general case with non-split alignments of paired-end reads, they do not precisely identify the breakpoint of SVs or shed light on the sequence context at immediate locus of the SV.

The second shortcoming of current methods is that they do not properly account for alignment uncertainties that could be computed using probabilistic model of sequence alignments (14). Most aligners performing split-alignments, either report only a single best alignment or enumerate all high-scoring ones (15). To our knowledge, only LAST (16) reports confidence values (error probabilities) of split-alignments. The SV calling phase is also usually oblivious to alignment uncertainty, relying on ad-hoc thresholds such as the number of reads covering an SV. Some post-processors (e.g. CLEVER (12)) model alignment uncertainty, but they assume semi-global alignment of reads and cannot be directly applied to the case of split alignments.
Here we take a slight departure from the conventional align-and-call workflow, and propose a new framework of jointly aligning a group of reads identifying a common genomic structural variant. We define a statistically sound scoring scheme for joint alignment that models both evolutionary divergence and sequencing errors, and propose an alignment algorithm corresponding to this scheme. Our method also measures the uncertainty of each reported joint split-alignment, based on a probabilistic model of sequence alignment. This enables us to directly control the trade-off between sensitivity and specificity of variant prediction, rather than having to guess ad-hoc threshold values such as read support. Additionally, we show how to incorporate paired-end reads in our workflow by using pairing information to improve the confidence value of a prediction.

We demonstrate the advantages of our method over other split-aligners, by applying it to the problem of identifying medium to large-sized deletions (≥20 bp) from typical human genome resequencing datasets, both simulated and real. We also contrast our technique of bolstering otherwise ambiguous split alignments by combining read group and paired-end information to the conventional method of detecting deletions through discordant alignments of paired-end reads. Quite surprisingly, we find that these conventional methods have lower sensitivity in practice, as they miss a majority of deletions in their attempt to account for variability in fragment size. We show that our method incurs only a small computational overhead and maintains an overall running time that is well within the range of contemporary methods.

MATERIALS AND METHODS

A joint alignment model for the detection of rearrangements

We begin by describing how our joint split-alignment problem can be formulated as a profile-to-sequence alignment problem.

Let us first consider the split-alignment problem in its basic form: given a reference genome \( G \) and a set \( \mathcal{R} \) of reads originating from a region \( H \) in the sampled genome that contains an SV, we wish to find the split-alignment of \( H \) to \( G \) which determines the position of the SV as well as the sequence of \( H \) in the SV locus. Figure 1A shows a typical instance of this problem.

Note that this problem is different from the classical pairwise split-alignment in which an alignment is computed between each read and \( G \), rather than between \( H \) and \( G \).

If indeed we had a fairly long and accurate sequence of \( H \), we could score its pairwise alignment according to a scheme that accounts for the evolutionary divergence between \( G \) and \( H \). Such a score \( S_{\text{genome}}(A; H, G) \) is usually defined as the sum over contributions from individual aligned bases and indels that are penalized with affine cost functions. Other types of rearrangements, such as large indels or translocations are assigned specific penalties. SVs can be identified by finding an alignment that maximizes \( S_{\text{genome}}(A; H, G) \).

However, we only have at hand an approximate representation of \( H \) in the form of short and possibly erroneous reads, and our task is to determine the sequence of \( H \) and its alignment to \( G \). Towards this, let us assume first that the true multiple sequence alignment of \( R \) is known, and it spans \( \ell \) columns. We can report at each position the number of letters from \( D = \{a, c, g, t, *\} \) (= denotes the gaps occurring within reads) and store it in a \((5 \times \ell)\) matrix \( C \). Let \( H_i \) be an \( \ell \)-length string over \( D \), with \( H_i \) corresponding to column \( i \) in \( C \). This string represents the reconstructed sequence of the sampled genome around the SV locus. We score \( H \) and an alignment \( A \) of the matrix \( C \) to \( G \) as:

\[
S(H, A; G, \mathcal{R}) = S_{\text{genome}}(A; H, G) + \sum_{i=1}^{\ell} \sum_{x \in D} C_{xi} \times S_{\text{sequence}}(H_i, x),
\]

where \( S_{\text{genome}} \) accounts for the \( H \)-to-\( G \) evolutionary divergence, and \( S_{\text{sequence}} \) accounts for the base-pair (dis-) similarities expected due to the sequencer.

The parameters used in the scoring schemes are shown in Figure 2A. \( S_{\text{genome}} \) consists of a substitution matrix, affine gap penalties for small indels, and a constant penalty for large splits, and \( S_{\text{sequence}} \) consists of a substitution matrix and linear gap penalties. The values in both scoring schemes can be adjusted to reflect the relative importance of the reference genome and of the read sequences. Our split penalty is similar to previous work for breakpoint detection in the context of pairwise alignment, for instance in [17]. We show an application of our scoring model on a toy example in Figure 2B. Note that the choice of linear gap penalties allows us to express ((1)) equivalently as the score of \( C \)-to-\( G \) alignment, with each column of \( C \) treated independently. A formal description of the scoring scheme is provided in SI-S2, and an exact alignment algorithm in SI-S3.

We have made two non-trivial assumptions so far: that we can extract from the massive set of reads, those originating from the region \( H \), and that we can construct their multiple sequence alignment. In the next section, we provide approximate solutions to these by incorporating information from seed alignments, which are local pairwise alignments of the reads to \( G \).

Workflow

Our method progresses in several steps as depicted in Figure 1C. First, we perform local pairwise alignment of each read to \( G \) (Figure 1C Step 1). Next, we extract reads that are likely to have originated from SV sites by enumerating candidate SVs that can be inferred from their local alignments (Step 2). We group these reads according to the candidate variant site they point to. Each group along with \( G \) forms an instance of the joint split-alignment problem described in the previous section. We solve each instance by constructing a profile matrix of the reads (Step 3), and finding its maximum-scoring alignment to \( G \) (Step 4). Finally, we compute a confidence value for the joint split-alignments (Step 5). In the following, we describe these steps in more detail.

Step 1: Preliminary local pairwise alignment and filtering

We begin by identifying for each read, a set of its pairwise local alignments that are above a certain minimum score threshold. These alignments will provide primary information to detect candidate SV sites and to perform joint alignment in the following steps.
Due to the tendency of SVs to occur in repeat-rich regions, a large number of alignments will be reported for a single read (Figure 1A and SI-S1), most of which are uninformative about the true location of SVs. To keep only confident ones, we filter the local alignments based on their error probability (16) (Figure 1C step 1). The use of a probabilistic measure to filter alignments allows us to easily balance sensitivity and specificity. It also helps to reduce running time by avoiding unnecessary candidates. As opposed to the general practice among split-aligners of relying on ad-hoc thresholds such as the number of multi-mappings, our probability-based filter prioritizes propitious candidate SVs by providing candidate SV sites and also aiding the grouping of related reads.

Different subsets of local alignments of the same read could indicate different SVs— for example, in Figure 1C, step 2, alignment subsets \{a_1, a_{12}, a_{13}\} and \{a_1, a_{14}\} of read r_1 suggest different deletion events. We enumerate and record all such events implied by the local alignments of each read. For the case of large deletions, this enumeration problem can be solved by defining a simple binary relation on the set of local alignments and traversing the order induced by this relation. We provide the problem definition and a description of the algorithm in SI-S4.

Finally, we group together reads with split-alignments using the following rule: if two reads have alignments overlapping in G, they are placed in the same group.

**Step 3: Profile construction.** At this point, we have several groups of reads, each group containing reads likely to have been sequenced from the same SV site. We represent each read group R by a profile matrix C of size \(5 \times \ell\), where the rows correspond to the characters in D = \{a, c, g, t, *\}, the columns correspond to the columns in a multiple alignment of the reads, and \(C_{x,i}\) contains the number of times \(x\) appears in column \(i\) of the multiple alignment (Figure 1C step 3). This definition requires finding a multiple sequence alignment of the reads in R, which is known to be computationally expensive. Instead, we utilize information from local pairwise alignments of the reads to construct C, using the following principle: all positions aligning to the same position in G contribute to the same column of C (see SI-S5 for more details).

**Step 4: Joint alignment.** Next we align C to G using the scoring scheme described in Equation (1). We devise a dynamic programming algorithm to find a maximum-scoring pair \(A, H\), as a simple extension to the traditional pairwise semi-global alignment. Recurrence formulas are given in SI-S3.

The time complexity of our exact dynamic programming algorithm is \(O(|G|^2 \cdot \ell \cdot |D|)\), which is not practical for large datasets. To reduce time consumption, we use a speed-up heuristic (see SI-S5) that restricts the dynamic programming only to regions surrounding the candidate SV sites enumerated in Step 2. In essence, the algorithm chooses among the candidate SVs provided by pairwise alignments, the one that best matches the profile C which contains information from all the reads in the group.

**Step 5: Joint alignment error probability.** Let A be the split-alignment of C to G reported by our joint alignment algorithm, and let \(A_1, \ldots, A_l\) be parts of A that align blocks of C to disjoint regions \(G_1, \ldots, G_l\) of G. Associated with each \(A_i\) is a set \(L_i\) of local alignments from the (pairwise) split-alignments enumerated in Step 2, that align segments of reads in R to the same region \(G_i\). For each alignment in \(L_i\), its uncertainty is reported by LAST (16). Our computation of the error probability of A combines these uncertainties associated with separate pairwise alignments into a single confidence value for the joint alignment. We describe this method in SI-S6.

**Incorporating paired-end information**

When available, we can utilize information from paired-end reads to strengthen the confidence value of local alignments in Step 1. For each local alignment of a read, we substitute the error probability of an alignment by that of an alignment of its mate read if the latter is lower and if the following conditions are fulfilled: (i) the mate is aligned on its full length and no other read block is aligned in-between (ii) the mate is within the distance \([\mu + z_{0.1}\sigma; \mu + z_{0.9}\sigma]\), where \(\mu\) and \(\sigma\) are respectively the mean and standard deviation.
of the fragment size distribution, and $z_\alpha$ is the quantile of level $\alpha$ for the normal distribution $N(0, 1)$ and (iii) there is no other candidate alignment within the same range of $[\mu + z_{0.1} \sigma; \mu + z_{0.9} \sigma]$.

RESULTS

We evaluated our Joint Read Alignment (JRA) framework of computing split alignments by comparing its performance to three other pairwise split-alignment tools: Segemehl (18), Splazers (19), and LAST (16). Additionally we investigated the effect of incorporating paired-end information in the JRA workflow by comparing its performance with Lumpy (20) and Delly (21), which are commonly used structural variant detection tools that can combine information from discordant alignments of mate pairs as well as split alignments. Further, to compare our strategy to local assembly and local realignment techniques, we included Platypus (10) in the evaluation. Platypus also combines haplotype and multi-sample information to make variant predictions, but we did not explore this aspect of Platypus as it is out of the scope of this work. Parameter settings for all tools are detailed in SI-S8.

Datasets

We used both simulated and real datasets for evaluation.

Our simulated dataset is based on the set of high-confidence variants in the diploid genome of a single individual (J. Craig Venter) (8). Since this dataset is derived from Sanger sequencing, it avoids the ambiguity issues faced by short erroneous reads, making it ideal for benchmarking of split alignments. We reconstructed Chromosomes 1 and 2 of the diploid Craig Venter genome from hg19 using a workflow similar to (22). Single-end and paired-end error-free sequence reads of 100bp were simulated by random draws from the reconstruction. We chose the read length to be 100 bp as it is still the most commonly used setup for genome resequencing – take for instance, the last published SV annotations within the 1k genome project (23). To reproduce the proportion of low quality reads of real sequencing experiments, errors were then introduced according to the per-base phred quality values observed in a real dataset (dataset SRR067577, see SI-S7).

We emphasize that this benchmarking scheme is much more fitted to the challenges of SV identification than simply placing variants randomly, accounting only for their length distribution, as the latter would grossly underestimate the proportion of ambiguous regions (Supplementary Figures S1 and S6). In addition, this setup allows us to sequentially assess the effect of two major problems arising in split alignment: ambiguities due to genomic repetitions and artifacts from sequencer errors. The datasets are available for download at the JRA project homepage.

Additionally we used the short read dataset SRX652547 generated from the CHM1 cell line, which is derived from a haploid genome. It contains Illumina paired-end reads of length 101 bp sequenced at a 41-fold coverage. Interestingly, a list of variants was compiled for the same cell line by sequencing jointly single-molecule long reads with Pacific Biosciences instrument (PacBio) at a 54-fold coverage (24). We used this list of variants to evaluate the quality of the predicted deletions. We would like to point out that although the long reads from PacBio instrument combined with the high coverage ensure a good confidence of the calls made, the variant calling methodology seems to have its own biases, and therefore there is no warranty that the annotation is complete (discussed later).

Evaluation of accuracy

For the simulated dataset, the set of positive examples consists of all deletions from the C. Venter genome located in Chromosomes 1 and 2 and spanning at least 20bp (2130 deletions). For the real dataset of CHM1, we compare the predicted deletions to the list of deletions derived from PacBio sequencing (11273 deletions). The length distribution of the deletions for the two genomes are compared in Figure 4A and B.

For most deletions, it is not possible to unambiguously pinpoint its start and end coordinates. We describe this issue in SI-S1.2, where we associate each deletion with breakpoint ambiguity intervals. We count a predicted deletion as true positive if its start and end coordinates are within the breakpoint ambiguity intervals of a true deletion. Breakpoint ambiguity also means that multiple predictions may in fact be pointing to the same deletion event, and we make sure to avoid such multiple-counting issues when reporting the number of true positives.

Sensitivity is defined as the proportion of deletions recovered, and the positive predictive value (PPV) as the proportion of correct deletions in the set of predicted ones.

Performance of deletion calling

We first assessed the performance of the four split-alignment tools at various coverage values for 100bp reads under two simulation scenarios: no sequencing errors and with an error profile derived from the real dataset SRR067577. For Splazers and Segemehl, we used the scripts provided by the authors to make deletion calls (SI-S8). For LAST, we use as threshold the maximum error probability over the local alignments constituting the split-alignment, and identify as redundant, deletion calls with matching start and end coordinates.

Overall, JRA shows the best performance over the whole range of simulations and parameter values (Figure 3). Splazers, due to its exhaustive search strategy, manages to detect, in some cases, slightly more deletions but at the cost of many more false calls. For instance, with coverage 10, and looking at all predicted deletions, a very slight increase in sensitivity with Splazers (4% or 5%), comes at the cost of a 4- to 5-fold increase in the amount of false detections (PPV of 67% with JRA compared to 29% with Splazers for the sequences with errors). Given the clinical implications of SV detection, it is important that those are made with high specificity.

Relying on the number of supporting reads to call a deletion can improve the specificity of calls but discards many bona-fide deletions. Indeed coverage alone is not able to discriminate between a deletion called by only a few reads which are split-aligned perfectly on both flanks and another
one called by many reads but with sub-optimal alignments. This is well illustrated when comparing JRA and Splazers results. At the same level of false positive (FP) predictions (coverage 10, 250 FP, JRA error probability of 0.08), we observed that more than a third of the true deletions called by JRA are only supported by one read (60% by less than two reads) in the Splazers predictions.

Additionally, the error probability reported by JRA integrates the uncertainties of alignments of single reads at the SV site, enabling the user with a more accurate choice when deciding a threshold. Of the tools we compared, only LAST reports a similar probability, but it does not incorporate group information. We compared the sensitivity and the PPV between JRA and LAST for varying probabilities, and JRA had consistently better sensitivity and slightly lower PPV at the same probability threshold (Supplementary Figure S12)

We also evaluated the accuracy of the sequence of the deletion locus reconstructed by JRA from the dataset with sequencing errors. For each true positive prediction, we counted the number of mismatches when comparing the predicted sequence to the corresponding true sequence in the Venter genome. Averaged over a range of error-probability thresholds, we observed an average per-base mismatch rate of just 0.6%. This number is remarkable given that the sequencing dataset has an error rate of around 10% (Supplementary Figure S11).

**Performance on paired-end data**

Paired-end libraries are often generated with the goal of disentangling ambiguities due to repetitive regions and to increase sensitivity of SV calls. Thus, multiple strategies for SV detection rely on the detection of discordant mate pairs, i.e. pairs where the alignment on the reference disagree with the expected fragment size properties. These methods have a sensitivity directly related to the variability of the fragment lengths. We chose Lumpy (20) and Delly (21), as they both combine discordant paired-end alignments with split alignments, and compared it with the results of JRA, and of a modified JRA where we integrate evidence from mate pair alignment. We also compared it to Platypus, which additionally integrates information from local realignment and local assembly. The results for different sizes of deletions are given in Table 1.

Deletions with size between 20 and 250 bp account for a large majority (66.67%) of all Venter deletions. In this range, JRA clearly outperforms Delly and Lumpy, detecting at least 2.5 times more true deletions. It is well known that discordant alignments are not very informative in this range, but it is surprising that they can be so detrimental, as witnessed by the drastic loss in sensitivity. This could be attributed to the fact that Delly, for instance, uses its paired-end module and split alignment module in a cascading fashion, such that split alignment is performed only on the regions that is detected by the paired-end module to likely contain SVs.

Platypus, in its default mode, detects short deletions (<50 bp) with a very good accuracy, on par with JRA, but with half of its sensitivity. However, in this mode, it does not return any longer deletion. Adding the use of local assembly allows us to get a few more predictions but with a sensitivity that is around half of the other methods. Additionally, calls between 50 and 250 bp are very poor, maybe owing to the specifics of the local assembly construction.

For deletions larger than 250 bp, Delly and Lumpy show results comparable with paired-end mode of JRA. This can be expected since the signal coming from discordant pairs needs to account for fragment length variability and therefore becomes effective only for longer deletions. However, it is surprising that almost no additional deletions are detected by Delly or Lumpy with respect to JRA.

This result also suggests that the gain in using paired-end information declines for larger deletions. It turns out that in the Venter deletion set, the proportion of deletions that...
Table 1. No. of true positives (TP), and positive predictive value (PPV) in percentage for different categories of deletion lengths, when combining paired-end alignment information in JRA, and comparison with other tools that use multiple sources of information for SV calling. JRA results are for maximum allowed error probability value set to 0.01. Total number of deletions is 2130.

| Coverage 10x | Coverage 20x |
|-------------|-------------|
| No errors  | w. errors   | No errors  | w. errors   |
| Length range 20–50 bp (1419 deletions) | | | |
| JRA (PE)    | 733 87 654 88 | 813 87 744 87 |
| JRA         | 635 88 577 89 | 739 89 680 89 |
| Platypus    | 421 91 330 91 | 577 90 505 91 |
| Platypus (assembly) | 438 85 352 83 | 583 85 520 85 |
| Delly       | 120 86 100 89 | 295 86 281 86 |
| Lumpy       | 13 92 9 90    | 37 82 27 84  |
| Length range 51–250 bp (438 deletions) | | | |
| JRA (PE)    | 90 73 69 72   | 107 67 89 68 |
| JRA         | 67 74 55 73   | 90 70 76 71  |
| Platypus    | - - - -       | - - - -     |
| Platypus (assembly) | 16 18 12 15 | 19 18 13 13 |
| Delly       | 36 50 26 55   | 62 40 52 44 |
| Lumpy       | 34 50 25 50   | 47 47 43 50 |
| Length range 251–500 bp (174 deletions) | | | |
| JRA (PE)    | 101 90 99 95  | 108 90 105 90 |
| JRA         | 99 91 98 96   | 102 88 102 91 |
| Platypus    | - - - -       | - - - -     |
| Platypus (assembly) | 38 58 32 66 | 46 63 42 65 |
| Delly       | 89 68 78 63   | 114 62 106 63 |
| Lumpy       | 101 84 96 83  | 103 79 101 80 |
| Length range > 500 (99 deletions) | | | |
| JRA (PE)    | 36 42 36 48   | 38 31 38 39  |
| JRA         | 34 44 34 50   | 38 33 38 40  |
| Platypus    | - - - -       | - - - -     |
| Platypus (assembly) | 13 41 11 42 | 15 42 14 35 |
| Delly       | 35 26 34 30   | 38 20 37 24  |
| Lumpy       | 35 63 35 66   | 35 44 35 53  |

are located in regions that would result in ambiguous alignments of reads, is much higher for longer deletions than shorter ones. This is the case even if we assume hypothetical reads of length 275 bp, which we can think of as modeling the best case scenario for paired reads from similarly long fragments (SI-S1.1.2 and Figure S3).

In summary, over the whole range of deletions sizes, our joint split-alignment method performs better than conventional align-and-call techniques and local realignment and local assembly techniques.

**Evaluation on real sequencing data**

For evaluation on the CHM1 dataset, we compared the predictions of JRA with Last and the tools used for variant detection: Delly, Lumpy and Platypus, which were provided with the alignments computed by BWA. We omitted the other aligners Splazers and Segemehl because the former failed on larger datasets and the latter required too much running time (see Computational costs).

First, comparing the length distribution between the deletions annotated for CHM1 (24) and for the C. Venter genome (8) (Figure 4A and B), we can observe that globally, both annotations strongly agree. However, strikingly the shorter deletions in the range 20–35 bp are not reported at all in CHM1. We therefore limited ourselves to predicted deletions which are between 36 and 20 000 bp for all tools. The results are shown in Figure 4C.

The plots show that JRA is in general more accurate than all of the other tools reaching up to 30% more sensitivity in detecting bona fide deletions. Interestingly, Platypus manages in default mode to give more specific results on the first few hundreds deletions, but those are limited to medium size deletions as we previously noticed on simulated data. Also in line with simulated data, most of the gain in accuracy for JRA comes from deletion that are shorter than 250 bp, while the results become more comparable with Lumpy (and to a lower extent Delly) for longer deletions (Supplementary Table S1).

However, simulated and real data disagree regarding the proportion of calls identified as correct. For all tools, the proportion of calls with a CHM1 annotation is drastically lower than the positive predictive value on simulated data (Figure 3 and Table 1). This observation, along with the discrepancy in the deletion length distributions suggest that the CHM1 annotation might be missing many deletions.

To further validate the behavior of our framework on other real genomic data, we used reads sampled from sequencing dataset (SRX1567556) of the Ler-0 strain of the plant A. thaliana, and performed deletion calling with respect to the A. thaliana reference genome. We monitored the number of deletions called as a function of the confidence of the call, and observed similar behavior as in the simulated case (Supplementary Figure S14).
whole genome dataset because of insufficient memory for the former and second alignment phase. We did not run Splazers and Segemehl on the alignment extraction. For Splazers, the first pass alignment is performed responding to coverage 5 through 20 (bottom). For JRA, first pass refers lion reads (top) and human whole genome dataset containing reads cor-

reasonable computational costs further justify the use of memory usage compares well against other tools. It also worth

computational costs

We examined running time and memory usage behavior of the four tools using reads from the SRX1567556 A. thaliana
dataset and the ERR037900 human whole-genome dataset. From the former, we constructed small datasets by sampling
1 through 5 million reads, in order to understand the growth rate of running time and memory usage. From the latter,
we sampled reads to construct datasets of coverages 5, 10, 15 and 20, in order to investigate the performance of the
tools on larger-scale input data. All experiments were con-
ducted on a machine with Intel(R) Core(TM) i7-4710MQ
CPU and 32GB main memory running Ubuntu 14.04, and


time measurements are for single-threaded operations.

Results are shown in Figure 5. Overall running time for
JRA consists of time taken by LAST for performing pre-
liminary gapless alignments and time taken for joint align-
ment. We can observe that it grows linearly with input size
and that it compares well against other tools. It also worth
noting that the joint alignment phase imposes only a small
overhead.

Memory usage of the joint alignment phase depends on
the number of reads involved in candidate SV sites, and we
can see that it grows linearly with the number of reads. For
large-size genomes, we observe that peak memory usage oc-
curs during the preliminary alignment phase. Overall peak
memory usage compares well against other tools.

Together with the results from performance evaluation,
reasonable computational costs further justify the use of JRA as tool for detecting large-sized deletions, even from
large datasets.

DISCUSSION

We have provided a general framework to incorporate in-
formation from a set of error-prone short reads covering an
SV site, in order to compute an alignment of this SV re-
gion to the reference, while simultaneously reconstructing
the SV sequence. We have demonstrated a proof of concept of
our joint alignment strategy by applying it to the problem
of identifying large deletions and showing its advantage
over independent pairwise alignments and over calling tools
that rely on such alignments. Given that almost all sequence
datasets today are of this nature, it is surprising that current
methods rely on pairwise alignments, and that no grouped
alignment approach has been proposed before. We hope to
have initiated a step in this direction.

It is worth noting that in line with our preliminary obser-
vation on SV ambiguity (SI-S1), none of the aligners man-
aged to recover more than half of the deletions annotated
in the Venter genome, even when considering flawless se-
quencing. This points out the challenges posed by genomic
repetitions and the importance of accounting for them dur-
ing alignment. We use a sound probabilistic framework to
incorporate ambiguity information at two key steps: for fil-
tering initial SV candidates and when assessing the confi-
dence of a joint-split alignment. We believe these unique
features of JRA contribute to its overall better performance
over other existing tools, and makes it a practical choice for
split-alignment based SV prediction.

JRA is an alignment tool, and as such does not make any
assumption on the number of reads needed to support a
split alignment. JRA can thus detect heterozygous deletions
as well. And indeed, a sound percentage of the calls are true
heterozygous deletions (5% rate predicted in JRA against a
9% rate expected in Venter). This suggests that JRA could
also be successfully applied to the annotation of somatic or
tumor deletions, provided there is enough coverage.

Paired-end data are often recommended for SV detec-
tion as leading to higher sensitivity. However, most of the
tools exploiting this information are limited to using dis-
cordant mate pairs. Even when allowing for modest vari-
bility in fragment size, JRA outperforms the most com-
mom paired end/split alignment framework for deletions of
medium lengths (20–250 bp), while having the same accu-
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SVs involving multiple chromosomes or containing more
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9% rate expected in Venter). This suggests that JRA could
also be successfully applied to the annotation of somatic or
tumor deletions, provided there is enough coverage.

Paired-end data are often recommended for SV detec-
tion as leading to higher sensitivity. However, most of the
tools exploiting this information are limited to using dis-
cordant mate pairs. Even when allowing for modest vari-
bility in fragment size, JRA outperforms the most com-
mom paired end/split alignment framework for deletions of
medium lengths (20–250 bp), while having the same accu-
reasured for longer lengths. We also observed that the benefit
from paired information declines for longer deletions, as the
proportion of deletions which are located in regions where
even paired-end reads cannot resolve alignment ambiguity
is much higher for longer deletions.

The generality of our framework provides many poten-
tial avenues for enlarging the scope of our current work. An
immediate extension would be to apply it to more complex
SVs involving multiple chromosomes or containing more
complicated events such as inversions and duplications. We
started out by targeting deletions because this restriction
implies that the joint alignments we seek are co-linear (i.e.
left-to-right on both query and reference), which simpli-
ifies several steps. It allows enumerating candidate variant
sites (Workflow Step 2) by defining a simple binary relation
on the set of local alignments and traversing the order in-
duced by this relation (SI-S4). It also simplifies the dynamic
programming algorithm, which takes a form similar to the
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familiar classical semi-global alignment dynamic programming (SI-S3). These are key steps in the current JRA, and to allow complicated evolutionary transformations such as inversions and duplications would require generalizing these steps (See SI-S4 and SI-S3 for further discussions). These are interesting challenges. Another area of improvement is the profile construction step, which currently does not tolerate a high indel error rate. By borrowing ideas from the rich literature in multiple sequence alignment, the scope of application can be expanded to reads with high indel error rates.

Another application of our idea of joint alignment is to long read datasets obtained from PacBio or Oxford Nanopore technologies. Long reads allow capturing large variants more accurately, and it also has the added benefit that a single read may span multiple such variants. However, they are known to have high error rates, and therefore sharing information among reads may lead to more accurate alignments and consequently accurate variant calls. However, the data structures and profile construction methods currently employed in JRA are suited only for variant site loci of a few hundred base pairs, and it is a stimulating challenge to make them computationally viable for longer reads that can span thousands of base pairs.
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