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Calibrating the microsimulation model is essential to enhance its ability to capture reality. The paper proposes a Bayesian neural network (BNN)-based method to calibrate parameters of microscopic traffic simulators, which reduces repeated running of simulations in the calibration and thus significantly improves the calibration efficiency. We use BNN with probability distributions on the weights to quickly predict the simulation results according to the inputs of the parameters to be calibrated. Based on the BNN model with the best performance, heuristic algorithms (HAs) are performed to seek the optimal values of the parameters to be calibrated with the minimum difference between the predicted results of BNN and the field-measured values. Three HAs are considered, including genetic algorithm (GA), evolutionary strategy (ES), and bat algorithm (BA). A TransModeler case of highway links in Shanghai, China, indicates the validity of the proposed calibration method in terms of error and efficiency. The results demonstrate that the BNN model is able to accurately predict the simulation and adequately capture the uncertainty of the simulation. We also find that the BNN-BA model produces the best calibration efficiency, while the BNN-ES model offers the best performance in calibration accuracy.

1. Introduction

In the process of efficiently assessing the influence of traffic management schemes and even emerging technologies on traffic performance, simulations are powerful tools to simulate the proposed scenes without the need for field experiments [1]. Microscopic traffic simulator is one of the tools, and it outperforms mesoscopic and macroscopic simulators in the simulation of specific driving behavior and the visual display of traffic scenes [2]. However, considering that the traffic conditions vary from place to place, the default values of parameters from simulator developers are inconsistent with the specific characteristics of the places of simulation. Using the default parameters can cause the simulation results to be out of the range of the places of simulation and cause large deviations in the results. In other words, because of the location-dependent parameter values, it is essential to determine a set of parameter values before effectively using microscopic traffic simulators. Thus, it is important to calibrate the parameter values, which enables the simulator to be used for traffic analysis under the preferred background.

The calibration needs to search for the set of parameter values, which ensures the minimum difference between the field-measured values and simulation output values. The calibration is still challenging in microscopic traffic simulation containing high uncertainty of the simulation system and a large number of parameters [3]. In addition, the traditional parameter calibration process requires several runs of simulations. Considering that simulation is based on a certain scale of the road network and complex calculations, an inestimable and long period of time is spent on one
The number of simulations is affected by calibration convergence. Therefore, finding specific parameter values during the calibration process will be time-consuming and computationally expensive, and it is necessary to improve calibration efficiency. The research on the parameter calibration method can be divided into two categories according to the research methods, which are nonheuristic methods and heuristic optimization methods. Firstly, previous research mainly focused on how to calibrate based on a variety of nonheuristic methods, such as comparison [4], orthogonal experiments [5], indirect calibration method [6], and Bayesian framework-based technique [7]. The calibration problem inherently seeks and optimizes specific parameter values with the minimum difference between field-measured values and simulation output values. It is efficient to treat the calibration as a simulation-based nonlinear optimization problem [8]. Numerous studies have tried to calibrate the parameters from this aspect. A metamodel-based simulation-optimization framework is newly proposed for calibration [9]. With the help of several heuristics, solving the optimization problem becomes easier. The use of HA in calibration has also attracted much attention from researchers. In HA, GA occupies an important position and cannot be ignored. GA has been widely used in the calibration of microscopic traffic simulators (i.e., FRESIM [10], VISSIM [11–13], AIMSUN [14, 15], and PARAMICS [16, 17]) and traffic microsimulation models [18]. For heterogeneous traffic, GA was suitable for obtaining optimized parameter sets [19]. When exploring the impact of different measures of performance on the calibration results, some scholars still preferred GA [20]. The above research shows that the GA-based method performs well in calibration. Similar to GA, ES is based on the same principle of biological evolution, which has also been used in traffic calibration problems. ES was applied to search for two coefficients in the automatic calibration of traffic surveillance cameras [21]. Some scholars used the covariance matrix adaptation-evolution strategy (CMA-ES) to calibrate dynamic traffic assignment models. The parallel feature of CMA-ES made it suitable for the new large-scale field of applications, not limited to real-time deployment [22]. Additionally, simultaneous perturbation stochastic approximation (SPSA) was also implemented in the calibration framework, which turned out to be fast under numerous inputs [23]. In order to calibrate the discrete demand of multimodal microscopic traffic simulation, the weighted SPSA was investigated [24]. In recent years, BA, as an emerging heuristic algorithm, has mainly been used for continuous optimization [25], combinatorial optimization and scheduling [26], engineering problems [27, 28], and parameter estimation [29]. The above literature proves that BA has significant potential to outperform other algorithms in efficiency and robustness. Since there are various types of HA, it is necessary to compare them. For the calibration of microsimulation models, several metaheuristic algorithms were compared with the manual method. The comparison has shown that HA is superior in saving time and getting better-modeled results [30, 31]. Although BA surpasses GA and particle swarm optimization algorithms in terms of efficiency and accuracy [32], few scholars apply it to the parameter calibration of microscopic traffic simulators or include it in comparative research.

The difficulty of the existing ways is that using heuristics in optimization and calibration needs repeated running of the simulator to obtain outputs, when a different combination of parameter values is being tested. Therefore, calibration still inevitably requires long calculation and simulation time. For the calibration of the microsimulation model, the running time of HA was about 100 hours [30]. Moreover, the GA-based methods took 8.4 hours and about 10 hours to calibrate in two different simulation cases [31, 33]. Although some scholars attempt to save time by using parallel computing technology [34], the research on improving calibration speed is still limited. Reducing the number of simulations in calibration is a possible prerequisite for improving calibration efficiency. Considering that the neural network has been used for prediction in the field of transportation [35], the proposed method substitutes running time-consuming simulations with running the neural network model to gain the predicted simulation outputs in the calibration and thereby greatly improves the efficiency of calibration. It is different from the existing ways. Furthermore, the simulator is a complex nonlinear system. The neural network can fit continuous functions of arbitrary complexity with arbitrary accuracy [36], which can perfectly replace the simulator in a data-driven way. Some studies have made some progress in this area, which also demonstrated the feasibility and benefits of the calibration framework combining neural networks and HA. The applicability of neural networks in calibrating traffic simulators has been studied [37]. An artificial neural network (ANN) set mean target headway and mean reaction time as inputs and outputted the queue length to replace PARAMICS simulation processes. According to the relationship between inputs and outputs given by ANN, GA obtained the calibrated parameter values without simulation. And the consistency between the simulation outputs after calibration and the outputs of ANN verified the validity of the method [38]. Based on VISSIM, a parameter calibration method combining ANN and GA was also proposed. For each parameter set, ANN outputted predictive vehicle speed without simulations. GA took about 1 minute to find parameter values using the trained ANN, but the traditional GA-based method took more than 10 hours. The calibration results reduced the average absolute relative error of the speed in two tested highway sections [33]. Similarly, some scholars have also conducted comparative studies on parameter calibration methods that combine a variety of machine learning models and particle swarm optimization algorithms [39].

The above studies are based on deterministic machine learning models. Nevertheless, probabilistic programming outperforms them in portraying the uncertainty of simulation and driving behavior. BNN has weights that obey the probability distribution to obtain rich prediction results with uncertainty. There are relatively limited studies on the use of BNN in calibration. Only some studies have calibrated the
car-following model in simulation logic based on related ideas. According to the Markov chain Monte Carlo simulation and the Bayesian estimation theory, a stochastic calibration method could estimate the parameter distribution of two car-following models. It was better than the deterministic optimization algorithm from the evaluation of the cost function [40]. Based on real data, probabilistic programming and Bayesian machine learning were applied to the calibration of car-following models. The method showed informative validity and true-to-data uncertainty [41].

The objective of this paper is to develop an efficient calibration method for microscopic traffic simulators. Although the combination of ANN and GA is efficient, the combination of BNN and other HAs (i.e., ES and BA) is expected to continue to improve efficiency and accuracy. In this paper, the combination of BNN and HA is investigated. The purpose of BNN is to achieve that there is no need to run simulations during the calibration process after training the BNN. Before training the BNN, the parameters that have a significant impact on the simulation results are selected as the parameters to be calibrated. Afterward, the data set of simulation results is derived from running enough simulations based on random combinations of values for selected parameters, which is used to train, verify, and test the BNN. Then, the trained BNN can predict simulation outputs by inputting the selected parameter values. Additionally, the trained BNN with the best results becomes the background of optimization problems. Several HAs, including GA, ES, and BA, are investigated to seek optimal parameter values with the minimum difference between the predicted output of BNN and the field-measured data. Specifically, the proposed parameter calibration method includes the combination of BNN and GA (BNN-GA), the combination of BNN and ES (BNN-ES), and the combination of BNN and BA (BNN-BA). They are applied and verified through a real case in Shanghai, China. Because the proposed parameter calibration method is independent of the simulation platform and the scale of the studied road network, it is universal for microscopic traffic simulators and is also expected to be used in a variety of traffic situations. The innovations of this paper are summarized as follows:

(i) The calibration efficiency of the microscopic traffic simulator is further improved under reliable calibration accuracy by using the proposed method. Calibration is challenging and time-consuming due to a large number of parameters and complicated uncertainties. Compared with the traditional method, the proposed calibration method does not need to run simulation during calibration, which greatly saves time. Moreover, derived from the similar efficient calibration framework using neural networks and HA [33, 37–39], the method combining BNN and HA also performs better in efficiency and error.

(ii) BNN is used in the proposed calibration method. Superior to widely used deterministic machine learning models, BNN is rarely used to predict simulation results, but it can capture uncertainty during calibration.

(iii) GA is commonly used for calibration, but efficient ES and BA are rarely used. The applicability of ES and BA in calibration is studied in terms of efficiency and accuracy.

The remainder of this paper is organized as follows. Section 2 demonstrates the components of the microscopic traffic simulator parameter calibration method, including the identification of parameters, brief introduction of BNN, and application of HA. Section 3 presents the application and effectiveness of the calibration method combining BNN and HA through a real case study in the TransModeler simulator. Section 4 discusses the results of the case study. Section 5 is the conclusion.

2. Calibration Method of Microscopic Traffic Simulator Parameters

The proposed parameter calibration method consists of three parts: identifying needed parameters to be calibrated, training the BNN model, and applying HA to find the optimal calibrated parameter values. The specific process of the method is shown in Figure 1.

2.1. Identifying Parameters for Calibration. The first step of calibrating parameter values in a traffic simulator is identifying needed parameters before demonstrating the calibration methodology, so a two-step procedure to identify parameters is proposed. Sensitivity analysis is used to verify whether the selected parameters significantly affect the simulation results, and a range test is conducted to know whether the field measurements are in the numerical range of simulator outputs.

2.1.1. Sensitivity Analysis. Generally speaking, based on experience, the initial selection of the parameters to be calibrated can be completed. Then, it is necessary to verify whether the selected parameters significantly affect the simulation results. This process is called sensitivity analysis. The maximum and minimum values are taken for a selected parameter, and the other parameters are kept at their default settings (including the random seed) to obtain the simulation results. Next, the default values of all parameters are kept, and the random seed is randomly used to obtain its effect.

Another role of sensitivity analysis is to explore whether the effect caused by the changes of parameters to be calibrated is significant compared with the effect caused by the random seed in the simulation outputs. If the effect caused by the former is significant, it is essential to do calibration to find the optimum parameter values.

When it comes to specific processes, an example road network is built in the microscopic traffic simulator. First, for a parameter, or called the ith parameter, two simulations are conducted, where the ith parameter uses the maximum and minimum values, respectively, according to the recommendation document, and other parameters take the simulator's...
default settings. The difference between the results of the two simulations is denoted as $\Delta R_i$. Afterward, all parameters are set as default. Multiple simulations with randomly generated seeds are performed to obtain the effect caused by the random seed. And $\Delta R$ denotes the difference between the minimum and the maximum simulation results. If $\Delta R_i > \Delta R$, it can be concluded that the influence of the $i$th parameter on results is greater than the influence of the random seeds, so the $i$th parameter needs calibration.

2.1.2. Range Test. The purpose of the range test is to ensure that the range of the simulation results covers the field-measured data. According to the recommendation document, multiple sets of parameter values within the recommended range are randomly generated. For a set of parameter values, they are inputted into the traffic simulator and the simulation is run several times to calculate the average of the simulation results to reduce randomness. And the same process is repeated for all sets to acquire the range of the simulation results. Eventually, we examine whether the field-measured data are within the range of the simulation results. If not, extra revision to the parameters’ range would be required [42].

2.2. Bayesian Neural Network. BNN is a kind of neural network. Different from other neural networks, the weight in BNN replaces a certain value with a probability distribution, as shown in Figure 2. Uncertainty in weights caused by probability distributions can bring benefits of regularization and richer prediction results with uncertainty. There are two kinds of uncertainty in BNN: epistemic uncertainty and aleatoric uncertainty [43]. Epistemic uncertainty derived from uncertainty in weights can bring prediction results with uncertainty. It can be reduced by enough training data. And aleatoric uncertainty is derived from the inherent noise in the data. The following section only demonstrates the main structure of BNN. For more technical details about BNN, the readers can refer to Reference [44].

A neural network can be considered as a probabilistic model $P(y|x, w)$ ($x$ is the input vector, $y$ is the possible output vector, and $w$ is denoted as the weight). For a training data set $D = (x, y)$, $P(w|D) \propto P(D|w)P(w)$ can be derived based on the Bayesian theory. In BNN, regularization and avoidance of overfitting are achieved by setting prior distributions on $w$. And maximizing $P(w|D)$ gives the maximum a posteriori (MAP) weights $w^{MAP}$:

$$w^{MAP} = \arg \max_w P(w|D),$$

$$= \arg \max_w \log P(D|w) + \log P(w).$$

(1)

Because Bayesian posterior weight distribution $P(w|D)$ is difficult to calculate in a neural network, using a variational distribution to approximate $P(w|D)$ has become the solution. The variational inference tries to minimize the Kullback–Leibler (KL) divergence between a variational distribution on the weights $q(w|\theta)$ and the true $P(w|D)$ by finding the best parameter $\theta$:
\[ \theta' = \arg \min_\theta \text{KL}[q(w|\theta)][P(w|D)], \]

\[ = \arg \min_\theta \int q(w|\theta) \log \frac{q(w|\theta)}{P(w|D)} dw, \]

\[ = \arg \min_\theta \int q(w|\theta) \log \frac{q(w|\theta)}{P(D|w)P(w)} dw, \]

\[ = \arg \min_\theta \text{KL}[q(w|\theta)[P(w)] - E_{q(w|\theta)}[\log P(D|w)]. \]  

(2)

The optimization objective function, which is also called the cost function and the variational free energy, can be defined as follows:

\[ \mathcal{F}(D, \theta) = \text{KL}[q(w|\theta)[P(w)] - E_{q(w|\theta)}[\log P(D|w)]. \]  

(3)

The first item in equation (3) is the complexity cost, which measures the KL divergence between \( q(w|\theta) \) and prior probability distribution \( P(w) \). Another item in equation (3) is the likelihood cost. Equation (3) can be rewritten as follows:

\[ \mathcal{F}(D, \theta) = E_{q(w|\theta)}[\log q(w|\theta)] - E_{q(w|\theta)}[\log P(w)] - E_{q(w|\theta)}[\log P(D|w)]. \]  

(4)

Nevertheless, it is still hard to calculate equation (4). Using the Monte Carlo method, equation (4) can be approximated as follows:

\[ \mathcal{F}(D, \theta) \approx \sum_{i=1}^n \log q\left(\mathbf{w}^{(i)}|\theta\right) - \log P\left(\mathbf{w}^{(i)}\right) - \log P\left(D|\mathbf{w}^{(i)}\right), \]  

(5)

where \( \mathbf{w}^{(i)} \) is the \( i \)th Monte Carlo sample taken from \( q\left(\mathbf{w}^{(i)}|\theta\right) \).

We assume that the variational distribution is Gaussian, controlled by the distribution mean \( \mu \) and the distribution standard deviation \( \sigma \). For numeric stability, a new parameter \( \rho \) is introduced so that \( \sigma = \log(1 + \epsilon^\rho) \) can guarantee the nonnegativity of \( \sigma \). Thus, \((\mu, \rho)\) constitutes the parameter \( \theta \) of the variational distribution. For the weights \( w \) in the neural network, we use \( \mu \) and \( \rho \) to control the distributions of weights, which means that the number of parameters to be learned is doubled compared with other neural networks.

In addition, a reparameterization trick is necessary. The transformed form of weights is

\[ w = \mu + \sigma \cdot \epsilon = \mu + \log(1 + \epsilon^\rho) \cdot \epsilon, \]

where \( \circ \) is point-wise multiplication and \( \epsilon \sim N(0, 1) \) is a sampled parameter-free noise. For the prior probability, a scale combination of two Gaussians is considered:

\[ P(w) = \prod_j \pi N\left(\omega_j|0, \sigma_0^2\right) + (1 - \pi)N\left(\omega_j|0, \sigma_k^2\right), \]  

(6)

where \( \omega_j \) denotes the \( j \)th weight in the BNN, \( \pi \) and \( \sigma_k \) are hyperparameters, and \( N\left(\omega_j|0, \sigma_k^2\right) \) denotes the Gaussian density with variance \( \sigma_k \) at \( \omega_j \) \((k = 1, 2)\).

Training BNN consists of two parts: forward iteration and backward iteration. In the forward iteration, a sample drawn from the variational distribution is used to calculate the approximate optimization objective function according to equation (5). And in the backward iteration, gradients of \( \mu \) and \( \sigma \) are obtained to update their values by an optimizer.

In the detailed process of the BNN model training, parameter values to be calibrated are set as the inputs, and traffic simulation results from the simulator are the outputs. Therefore, the objective of training the BNN is to form the ability to predict simulation results based on inputs from traffic simulator parameter values without real simulation.

The data set for training the BNN is derived from multiple runs of the simulation. First, a large number of sets of parameter values are randomly generated. For each set,
the parameter values to be calibrated are inputted into the traffic simulator. And we simulate several times to obtain an averaged output. A set of parameter values and the corresponding average output forms a piece of training data. For different parameter value sets, the same process is repeated. Finally, numerous training data are acquired for training the BNN, validating the BNN, and testing the BNN.

2.3. Heuristic Algorithms for Calibration. The calibration problem inherently seeks and optimizes specific parameter values with the minimum difference between field-measured values and simulation output values. By using HA, we search for the values of the parameters in the microscopic traffic simulator to minimize the difference between field-measured values and the predicted simulation results from BNN. In the process of the HA, each individual in HA represents a set of parameter values to be calibrated. In multiple iterations, each individual constantly changes according to the rules of the algorithm. BNN is integrated into HA to output the simulation results of each individual. The mean squared error (MSE), also called the fitness value in the HA, is selected as an indicator to measure the difference between field-measured values and the BNN outputs. By minimizing the MSE, HA can find the set of parameter values (the optimal individual) to be calibrated, which is closest to the field situation.

After performing three HAs (GA, ES, and BA), the calibrated parameter values can be further used. Based on the calibrated parameters of microscopic traffic simulation simulators, the consistency between simulation and reality can be verified, and subsequent traffic analysis can be performed.

Before introducing the HA, the common notations are shown in Table 1.

2.3.1. Genetic Algorithm. The main point of GA is that each set of random parameter value combinations (initial population) has its own unique chromosome coding method. Before each iteration, some individuals in the population are randomly eliminated according to certain rules, and the performance of most of the eliminated individuals is poor (i.e., the fitness value is high in the case), and then the remaining individuals continue to reproduce. Under the joint action of elimination, reproduction, and mutation, after many iterations, the whole population will eventually gather at the optimal solution, which means they all have similar chromosome coding methods. The inspiration of GA comes from the law of survival of the fittest in the animal population. The closer the gene is to the optimal solution, the more likely the individual will survive. After several generations, the whole population will continue to adapt to the environment. Therefore, the algorithm has developed certain evolutionary advantages.

In GA, the input parameter set corresponding to each individual in the population corresponds to a chromosome-like code through some coding method with a fitness value. At the start of GA, each individual in the population will get a randomly generated chromosome code. In each iteration, some chromosomes should be selected randomly according to some rules, and others should be eliminated. The smaller the fitness value of each individual (this study aims to find the minimum fitness value), the greater the probability of being selected. The new individuals in the population are supplemented by the following ways: (1) pairing the selected chromosomes to generate new individuals between the two, and (2) random variation of some existing individuals, which changes a random part of the chromosome code into a new individual. The process repeats until the maximum iterations. Finally, the optimal chromosome code searched by the population can be restored according to the coding method to get the value of each parameter to be calibrated.

The following describes the detailed steps of GA:

Step 0. Initialize: Let \( k = 1 \). Assign random values to \( P_{i0} \) within the value range \((i = 1, \ldots, \beta_1^i)\). Set \( F^0 = \infty \) and \( G^0 = 0 \).

Step 1. Introduce the trained BNN model: For \( i = 1, \ldots, \beta_k^0 \), input \( P_{ki} \) into the BNN model to obtain predicted outputs \( X_{ki} \), respectively.

Step 2. Update the best fitness value and the optimal parameter values: For each individual \( i \), calculate \( F_{ki} = \sum_{j=1}^{N} (X_{kj} - X_{0j})^2 / \gamma ' \). If \( \min[F_{ki}] < F^i \), then let \( F^i = \min[F_{ki}] \) and \( G^i = \arg \min[F_{ki}] \).

Step 3. Determine the probability of selecting the particle to enter the next iteration according to the fitness value of each individual, and generate the selected population.

Step 4. From the selected population, the individuals with the cross-ratio \( q \) are randomly selected, and their position coordinates are coded with the appropriate coding method, and the new offspring individuals are generated by pairing.

Step 5. Among the new individuals, the individuals with mutation rate \( r \) are selected randomly, and the chromosome code is changed. The selected individuals, the newly generated offspring, and the mutated offspring form a new species group.

Step 6. Examine stopping criteria: If \( k < N' \), let \( k = k + 1 \) and continue from Step 1. Otherwise, stop after running Step 2.

2.3.2. Evolutionary Strategy. The idea of ES is similar to that of GA, both of which are derived from biological evolution. In ES, each individual is also coded with a different chromosome. However, unlike GA which uses binary to code chromosomes, ES directly uses real values to code chromosomes. Through multiple iterations of reproduction, mutation, and selection, the entire population will converge on the optimal solution.

In ES, the input parameter set corresponding to each individual in the population is set to the chromosome encoding value. Each individual is given a randomly generated set of parameter values in population initialization. In each iteration, the parameter value of each individual will produce small, random, and unbiased mutations based on
an adaptive Gaussian distribution to get offspring [45]. For each individual, the fitness value is calculated separately for the parent and offspring, and then the individual with the smaller fitness value is inherited. The process repeats until the maximum iterations. Eventually, the parameter values of the individual with the smallest fitness are the optimal parameter values to be calibrated.

The following describes the detailed steps of ES:

Step 0. Initialize: Let \( k = 1 \). Assign random values to \( P_{ki}^0 \) within the value range \( (i = 1, \ldots, \beta_i^l) \). Set \( F' = \infty \) and \( G' = 0 \).

Step 1. Introduce the trained BNN model: For \( i = 1, \ldots, \beta_i^l \), input \( P_{ki}^0 \) into the BNN model to obtain predicted outputs \( X_{ki} \), respectively.

Step 2. Update the best fitness value and the optimal parameter values: For each individual \( i \), calculate \( F_{ki} = \sum_{j=1}^{Y} (X_{ki,j} - X_{ij})^2/\gamma \). If \( \min F_{ki} < F' \), then let \( F' = \min F_{ki} \) and \( G' = \arg \min F_{ki} \).

Step 3. Mutation: Add a random number that follows an adaptive Gaussian distribution with zero mean affected by parameter variance \( \delta_i \) to the parameter value of each parent individual in the population to obtain a new offspring.

Step 4. Selection: For \( i = 1, \ldots, \beta_i^l \), calculate and compare the fitness values of the \( i \)th individual’s parent and offspring. Individuals with smaller fitness values are chosen to keep.

Step 5. Examine stopping criteria: If \( k < N' \), let \( k = k + 1 \) and continue from Step 1. Otherwise, stop after running Step 2.

2.3.3. Bat Algorithm. BA simulates the natural process of bat predation using ultrasound. BA has the characteristics of rapid convergence in the early search stage, which reflects the efficiency of the algorithm. The principle of BA is to map each individual in a group of bats to a randomly generated feasible solution and use the process of searching for prey and movement of bats to conduct simulated search and optimization, respectively. The evaluation of the position of the bat is based on the fitness value.

Bats find food by continuously adapting their sound waves during predation, and BA is no exception. First, the bat performs a global search with louder sound waves and lower pulse frequencies. As the distance to the prey gets closer, the loudness of the sound waves decreases and the pulse frequency increases. During predation, the frequency of bats’ emitted pulses and the pulse emission rate are automatically adjusted according to the distance to the prey [46, 47]. The process repeats until the maximum iterations. Finally, the feasible solutions corresponding to the bat individual with the smallest fitness value are the optimal values of parameters to be calibrated.

The unique notations of BA are shown in Table 2. The following describes the detailed steps of BA:

Step 0. Initialize: Let \( k = 1 \). Assign random values to \( P_{ki}^0 \) within the value range \( (i = 1, \ldots, \beta_i^l) \). Set \( F' = \infty \) and \( G' = 0 \). Initialize other parameters in BA.

Step 1. Introduce the trained BNN model: For \( i = 1, \ldots, \beta_i^l \), input \( P_{ki}^0 \) into the BNN model to obtain predicted outputs \( X_{ki} \), respectively.

Step 2. Update the best fitness value and the optimal parameter values: For each individual \( i \), calculate \( F_{ki} = \sum_{j=1}^{Y} (X_{ki,j} - X_{ij})^2/\gamma' \). If \( \min F_{ki} < F' \), then let \( F' = \min F_{ki} \) and \( G' = \arg \min F_{ki} \).

Step 3. Mutation: Mutate the following equation: \( f = \min f + (\max f - \min f) \cdot \beta \cdot V_{ki} + (X_{ki} - G') \cdot f_j \cdot X_{ki}^{+1} = X_{ki} + V_{ki}^{+1} \), where \( \beta \) is a randomly generated variable and subject to a uniform distribution from 0 to 1.

Step 4. Generate a random number \( a \). If \( a > r_k^b \), \( G' = G' + \epsilon L_k^b \), where \( \epsilon \) is a randomly generated variable and subject to a uniform distribution from \(-1\) to 1.

Step 5. Generate a random number \( b \). If \( b < L_k^b \) and \( F_{ki} < F' \), use \( r_k^{b+1} = \max[r] \cdot (1 - e^{-mk}) + L_k^{b+1} = n \) to generate a new individual, where \( m \) and \( n \) are constants.

Step 6. Examine stopping criteria: If \( k < N' \), let \( k = k + 1 \) and continue from Step 1. Otherwise, stop after running Step 2.

### Table 1: Common notations.

| Notation | Meaning |
|----------|---------|
| \( \alpha \) | The number of parameters for calibration |
| \( y \) | The number of observed links |
| \( \beta_i^l \) | The population size of the whole population in the \( i \)th iteration |
| \( F_{ki} \) | The current fitness of the \( i \)th individual in the \( k \)th iteration |
| \( G' \) | The best fitness value (MSE) for all individuals in the population |
| \( N' \) | The maximum number of iterations |
| \( P_{ki} \) | The parameter group of the \( i \)th individual in the \( k \)th iteration including \( \alpha \) parameters |

\( X_{ki} \) | The parameter group associated with \( F' \) |
| \( G = (G_1, G_2, \ldots, G_a) \) | The BNN outputs of the \( i \)th individual in the \( k \)th iteration |
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3. Case Study

3.1. Background. The field-measured data used for the case study are collected from three highway links of the North-South Elevated Road that are easily congested in Shanghai,
China. The total length of the links is 2 km as shown in Figure 3. The data include the time and speed of the vehicle passing through the monitoring point of the link and the license plate number. The data collection time is from 9 am to 10 am on May 28, 2018, and the data source is Shanghai Municipal Traffic Management Bureau. Although the highway links do not have traffic lights, ground-level roads and nearby ramps have. Therefore, information about related traffic control is further gathered. Network geometric features, vehicular characteristics, and traffic volume are also collected. All information is inputted into the foundation of the traffic simulation model. In this case, we need to calibrate the average traffic speed on highway links.

Simulation is carried out in a universal microscopic traffic simulator TransModeler to verify the application of the proposed method in calibrating the parameters. TransModeler has various parameters that affect the simulation results (i.e., driver behaviors, car-following model parameters, and so on). Some parameters are the same in different regions, so they do not need calibrating. Nevertheless, parameters concerning driver behavior are different in different regions, which may have a huge impact on the simulation output and need calibration.

### 3.2 Parameter Identification

Some parameters that may need to be calibrated are initially selected in TransModeler. First, the car-following models in TransModeler are the basic logic for realizing simulation, so it is necessary to select the parameters in the models for calibration. The car-following models that are universal for different vehicle types are shown in the following equations:

\[
A_i'[t + \Delta t] = a' \left( \frac{V_i[t]}{D_{i-1}[t]} \right)^{b'} (V_{i-1}[t] - V_i[t]) + \epsilon_i, \quad (7)
\]

\[
A_i''[t + \Delta t] = a'' \left( \frac{V_i[t]}{D_{i-1}[t]} \right)^{b''} (V_{i-1}[t] - V_i[t]) + \vartheta_i, \quad (8)
\]

Among them, equation (7) is about acceleration and equation (8) is about deceleration. \(A_i'[t + \Delta t]\) denotes acceleration of the \(i\)th vehicle at time \(t + \Delta t\). \(A_i''[t + \Delta t]\) denotes deceleration of the \(i\)th vehicle at time \(t + \Delta t\). \(V_i[t]\) denotes the speed of the \(i\)th vehicle at time \(t\). \(V_{i-1}[t]\) denotes the speed of the \(i-1\)th vehicle (the front vehicle of the \(i\)th vehicle) at time \(t\). \(D_{i-1}[t]\) denotes the distance between the \(i\)th vehicle and the \(i-1\)th vehicle at time \(t\). \(\epsilon_i\) and \(\vartheta_i\) denote errors. Readers can refer to Reference [48–50] to know more about car-following models. Based on the above models, six parameters (\(a', b', c', a'', b'', c''\)) to be calibrated are selected. Subsequently, some other parameters are also selected, including the critical value of car-following speed, car-following time headway, and transverse speed when a vehicle changes...
lane, transverse speed when a vehicle is in a transition section, and the maximum look-ahead distance of the driver's visibility. They are denoted as $P_1$, $P_2$, $P_3$, $P_4$, and $P_5$, respectively.

In the sensitivity analysis, average traffic speed ($u$) and traffic volume ($q$) on each highway link are regarded as simulation results. Thus, $\Delta R$ in Section 2.1 consists of $\Delta q$ and $\Delta u$ in this case. The number of random seeds in TransModeler is 10. Figures 4 and 5 illustrate the results of sensitivity analysis concerning $q$ and $u$, respectively. Among them, the error bars represent the effect caused by the random seed from 10 simulations. The results of the sensitivity analysis are obtained by selecting the maximum and minimum values of the corresponding parameters and using the default values for other parameters to run the simulation. Comprehensively, $\Delta q$ and $\Delta u$ of $a'$, $b'$, $c'$, $a''$, $b''$, and $c''$ are much larger than those of other parameters. Thus, $a'$, $b'$, $c'$, $a''$, $b''$, and $c''$ are selected for calibration.

In the range test, 460 sets of values of 6 selected parameters are generated at random within the corresponding recommended ranges from the instructions of TransModeler. For each set, we run 10 simulations and take the average value of the simulation speed as the results. The results of the range test verify that the field-measured speeds are within the range of the distribution of simulation speeds.

3.3. Building BNN. The same data set as the range test is used for building the BNN model. The data set is randomly divided into a training set, a validation set, and a test set according to the ratio of 8:1:1. Moreover, the basic framework of the BNN model is implemented based on the logic introduced in the previous subsection, and the BNN model is built based on Python and its neural network API, Keras. The trained BNN model is evaluated by the indicators mean absolute error (MAE), mean squared error (MSE), root mean squared error (RMSE), and mean absolute percentage error (MAPE). After the training and the evaluation of multiple BNN models, we comprehensively selected the model with the lowest error on the validation set to find the relationship between the simulation results and the parameters to be calibrated as close as possible. The selected BNN model has two hidden layers, each with 23 neurons. Rectified linear unit (ReLU) is selected as the neuron activation function. The values of hyperparameters $\pi$, $\sigma_1$, and $\sigma_2$ are 0.5, 1.5, and 0.1, respectively.

The prediction ability of the BNN model is evaluated by the consistency of the simulation speeds in TransModeler and the predicted speeds from the BNN model based on the test set in the scatter plots with uncertainty, as shown in Figures 6–8. The horizontal axis of the scatter plot is the simulation speed, and the vertical axis is the predicted speed. The error bars of the data points in the vertical axis indicate the prediction range of the BNN model. If the predicted speeds are closer to the simulation speeds, in other words, the closer the data points are to the diagonal in the scatter plot, the better the model’s predictive ability. And based on the test set, the indicators MAE, MSE, RMSE, and MAPE also demonstrate the predictive accuracy of the BNN model in Table 3. Although the BNN prediction error on Link 3 is slightly larger, especially on MAPE, which is due to the small denominator, the overall prediction accuracy is high.

3.4. Using HA for Seeking the Optimal Parameter Values. Based on the previously trained BNN model, three HAs are performed to seek the optimal parameter value set. HAs are implemented in Python. To reduce randomness, we run 10 times for each HA.

In this case, the parameters of GA are set as follows: $\beta_1' = 100$, $N' = 200$, $q = 0.8$, and $r = 0.55$ [33, 38]. The setting of these parameters significantly affects the performance of GA. The population size $\beta_k'$ and the maximum iterations $N'$ mainly affect the convergence of the final results. If the population size is too large or the maximum iterations are too small, the algorithm is difficult to converge. Additionally, the cross-ratio $q$ and the mutation rate $r$ control the renewal of the population. If the cross-ratio is too high, it is easy to destroy the existing favorable mode. If the crossover ratio is too low, the renewal of the population is inefficient. A low mutation rate will rapidly reduce the diversity of the population, which can lead to an irreparable loss of effective genes. However, if the mutation rate is too high, the probability of the high-order mode being destroyed is also very high. Therefore, in order to ensure the efficiency and accuracy of GA, it is necessary to determine the reasonable population size, generation size, cross-ratio, and mutation rate.

Based on the actual situation of this case study, the parameters of ES take the same values as GA: $\beta_1' = 100$, $N' = 200$, $\delta_{\text{max}} = 12$, and $\delta_{\text{min}} = 1$. The effects of the population size $\beta_k'$ and the maximum number of iterations $N'$ in ES are similar to those in GA. Moreover, $\delta_k$ is calculated as in the following equation in each iteration:

$$\delta_k = \delta_{\text{min}} + (\delta_{\text{max}} - \delta_{\text{min}}) \frac{k}{N'}$$

(9)

$\delta_k$ controls the variation of the population. When running ES at the beginning, $\delta_k$ is relatively large to facilitate global search. The global search aims to find the region where the optimal parameter values are located as much as possible. Otherwise, the results tend to converge to the local optimal solution, especially for large-scale problems. With the increase in iterations, $\delta_k$ gradually becomes smaller for local search to get the optimal parameter values.

According to Reference [29, 47] and actual case background, the parameters of BA in this case are set as follows: $\beta_1' = 100$, $N' = 50$, $m = n = 0.9$, $f_{\text{max}} = 1$, and $f_{\text{min}} = 0$. Small population sizes will bring about a poor search effect. Nevertheless, when the size is large, the calculation complexity will increase and the efficiency will be reduced. Because BA converges quickly, the maximum number of iterations can be reduced compared with GA and ES. The determination of the maximum number of iterations also requires a trade-off. If the number of iterations is too small, the randomness will increase when the algorithm stops searching, and if the number of iterations is too large, the efficiency of solving will also be...
**Figure 4:** Sensitivity analysis results of traffic volume. The error bars represent the difference of traffic volume in 10 simulations with randomly generated seeds.

**Figure 5:** Sensitivity analysis results of average traffic speed. The error bars represent the difference of average traffic speed in 10 simulations with randomly generated seeds.

**Figure 6:** Scatter plot of simulation speeds and predicted speeds on Link 1. The error bars represent the 95% confidence interval of predicted speeds in 1000 predictions.
reduced. The values of the constants m and n and frequency also affect the efficiency and accuracy of the search. Therefore, it is necessary to determine the parameter values of BA.

4. Discussion

The previously proposed parameter calibration method combining ANN and GA (ANN-GA) is also introduced into the case study as a comparison [33, 39]. The ANN used has four hidden layers, each with 25 neurons. The dropout index is 0.2. The parameters of GA are the same as those in Section 3.4.

The change of the best fitness value in the iteration is shown in Figure 9. Table 4 shows the values of the calibrated parameter $a'$, $b'$, $c'$, $a''$, $b''$, and $c''$, the MSE between the predicted result of neural network using the optimal parameter values found by HA and the field-measured data (the minimum optimal fitness value in 10 runs), and the average calculation time of HA in 10 runs. No matter from the perspective of MSE or the calculation time, BNN-BA has the highest accuracy and the highest calculation efficiency, followed by BNN-ES, and BNN-GA is the lowest. ANN-GA not only requires the longest average computation time but also has the largest MSE. This suggests that BA is an excellent heuristic optimization algorithm in this case.

The average calculation time of each HA is less than 31 seconds, which is almost negligible. It is worth noting that the average calculation time in table is just the time to run HA for calibration without the simulation. In this case, it takes 416 seconds to run a simulation of TransModeler. If the traditional calibration method is used, the simulation needs

Figure 7: Scatter plot of simulation speeds and predicted speeds on Link 2. The error bars represent the 95% confidence interval of predicted speeds in 1000 predictions.

Figure 8: Scatter plot of simulation speeds and predicted speeds on Link 3. The error bars represent the 95% confidence interval of predicted speeds in 1000 predictions.
to be run many times, and the calibration time will be several times longer than 416 s. If the traditional GA-based calibration method is performed, 20000 simulations (the population size multiplied by the number of iterations) need to be run during the calibration based on the same parameters of GA. Even if the traditional calibration method using high-efficiency BA is performed, 5000 simulations still need to be run during the calibration based on the same parameters. Thus, the calibration time of the traditional method is much longer than that of the proposed method. Even if the proposed method considers the number of simulations for obtaining the training dataset, the total number of simulations in this method is still much lower than that of the traditional method. Furthermore, it is only necessary to simulate in order to obtain data for training the BNN model before the calibration process. Therefore, the time saved by not running the simulation during the calibration process is the biggest benefit of the proposed method.

Apart from this, although the number of highway links in the previous case study is only three, considering that the parameters to be calibrated and the road network scale are independent, the impact of the road network scale on the calculation time for running HA to calibrate is limited. If the influence exists, it would likely to be derived from performing the trained BNN model to predict the simulation results and updating the fitness value in HA. However, predicting and updating only need simple calculations, which take very little time. In a word, the shortened expected calculation time almost without the influence of network scale is also the benefit of the proposed method.

Figure 10 illustrates the average speeds of highway links based on BNN-GA, including the output result of TransModeler using the default parameter values (uncalibrated), the calibrated output results of TransModeler using the optimal parameter values found by BNN-GA (calibrated by BNN-GA), and the BNN predicted results using the optimal parameter values found by the combination of BNN-GA (predicted by BNN). The points in Figure 10 indicate the average speed measured in the field. Figures 11–13 show the calibration results of BNN-ES, BNN-BA, and ANN-GA, respectively, in the same way. It is obvious that the calibrated results and the BNN predicted results have close similarity, which verifies that the trained BNN model can replace TransModeler to get simulation outputs, not only in accuracy but also in
Figure 10: Calibration results using BNN-GA.

Figure 11: Calibration results using BNN-ES.

Figure 12: Calibration results using BNN-BA.
computationally efficiency. And the similarity between the BNN predicted results and the field-measured data suggests that inputting the parameter values found by the combination of BNN and HA into the BNN model can perfectly estimate actual road conditions.

Table 5 presents the square error of the default output results of TransModeler (uncalibrated) and the calibrated output results of TransModeler using the optimal parameter values found by the combination of neural network and HA, respectively.

Although there is some error in the simulation results predicted by BNN, the error is within acceptable limits compared with the improvement in the efficiency of the calibration calculation. No matter which HA is used for calibration, the MSE is lower than that using default and uncalibrated parameter values. This verifies the validity of the parameter calibration method proposed in this paper. Two calibration methods using GA (BNN-GA and ANN-GA) have poor performance in terms of MSE and the average calculation time for calibration. Considering the trade-off between MSE and calculation time, BNN-ES and BNN-BA perform well. BNN-ES has the lowest MSE (6.681) after calibration, while BNN-BA requires a shorter calculation time (8.054S) and has a relatively low MSE (8.448).

5. Conclusions

In this paper, a new parameter calibration method for microscopic traffic simulators combining BNN and HA is proposed. The objective of the BNN is to quickly predict simulation results with uncertainty based on inputs of traffic simulator parameter values without real simulation. Based on the trained BNN model, the purpose of running HA is to search for the optimal values of the parameters to be calibrated in the traffic simulator to minimize the difference between field-measured values and the predicted simulation results from BNN without simulation. The combination of BNN and HA avoids running the simulator repeatedly during the calibration, which can significantly decrease the computation time of calibration. The research innovation lies not only in the huge improvement of calibration efficiency but also in which the method is universal for microscopic traffic simulators.

Based on a real case, the calibration method combining BNN and HA is applied to calibrate parameter values in TransModeler, which also validates the proposed method in error and efficiency. The result shows that the BNN model captures the uncertainty of the simulation and has high predictive accuracy. And it takes almost no time to seek the parameter value set with a small MSE by using the combination of BNN and HA. When comparing the average calculation time, BNN-BA has the highest calculation efficiency, followed by BNN-ES. Moreover, in terms of the MSE between the calibrated output results and the field-measured data, BNN-ES performs best, BNN-BA performs moderately, and BNN-GA performs worst. Therefore, considering that the total calibration accuracy is high in the balance between calibration efficiency and calibration error, BNN-ES and BNN-BA have their own advantages to calibrate parameters in microscopic traffic simulators compared with BNN-GA and the existing ANN-GA.
The proposed method can quickly obtain the calibrated parameter values after training the BNN, which facilitates the simulation to be closer to the actual situation. The parameter value found is suitable for a certain area where the case is located. The BNN model in the proposed method can also be used by traffic authorities to obtain predictive real-time traffic conditions without running microscopic traffic simulators.

Future research can focus on how to optimize the hyperparameters in the BNN and establish a more reliable variational distribution to better approximate the Bayesian posterior distribution and predict the distribution of simulation outputs. Furthermore, based on the inherent characteristics of HA, the results inevitably end at a locally optimal solution. It may be meaningful to further improve HA for calibration to find the global optimal solution rather than the locally optimal solution.
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