Comparing the reliability of networks by spectral analysis
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Abstract. We provide a method for the ranking of the reliability of two networks with the same connectance. Our method is based on the Cheeger constant linking the topological property of a network with its spectrum. We first analyze a set of twisted rings with the same connectance and degree distribution, and obtain the ranking of their reliability using their eigenvalue gaps. The results are generalized to general networks using the method of rewiring. The success of our ranking method is verified numerically for the IEEE57, the Erdős-Rényi, and the Small-World networks.

PACS. 64.60.aq Networks – 89.75.Fb Structures and organization in complex systems

1 Introduction

One of the early problems of statistical physics studied on networks are percolation processes \([1]\). Percolation model was first proposed and studied on real-world networks in the 1950s to model the spread of disease. In a percolation problem, one randomly designate each vertex or edge either “open” or “closed”, and studies the various properties of the resulting patterns of vertices and edges \([2,3,4]\). Here we are interested in the application of bond percolation to the question of network resilience.

For many biological, social, ecological and communication networks \([5,6,7,8,9,10]\), the issue of their resilience or fault tolerance to random failures of edges is of great importance as the dynamics taking place on these networks is affected by the changes in the corresponding network. For example, when some edge fails, the changes in the networks affect the interactions between the components of the complex systems and may lead to a complete failure of the entire system. In engineering, fault tolerance is very important to cost minimization, while meeting certain acceptable level of service, as in the operation of communication systems \([10]\), sewage systems and oil and gas lines \([11]\). One obvious way to increase fault tolerance with extra cost is to introduce redundancy at the level of the components and connections. A balance between cost and fault tolerance can be achieved by design, through the search for an optimal topology of the network.

Resilience to random failures of edges can be measured in different ways. Here we define a mathematical quantity called “reliability” to measure a network’s resilience to random failures of edges. In this paper, we focus our discussion on undirected connected networks. Here a given network is said to be connected if every pair of vertices can be connected by at least one path (sequence of edges). We can then address the problem of reliability of the connected network using the well established framework of percolation theory. Let us assume that every edge of the network are randomly designated either “open” (successful) or “closed” (failed). We denote by \(p\) the probability that an edge is designated “open”, and call it the bond open probability. In engineering applications, this bond open probability is sometimes called the robustness of the edge. Now we can study the connectivity of the network subjected to random failure of the edges. We define the reliability of a given network to be the probability that the network remains connected given that the bond open probability is \(p\). For example, when \(p = 1\), the system reliability is 1, because all edges are open with probability 1, and the network is always connected when every edge works; whereas when \(p = 0\), the system reliability is 0, because all edges closed (failed), and the network is always disconnected. The interesting question is the study of the reliability of a given system when \(p\) is between 0 and 1.

The connectance of a network is the density of edges measured with respect to the fully connected network (complete graph). For undirected networks with \(N\) vertices, the maximum number of edges is \(L_{\text{max}} = N(N − 1)/2\). The connectance \(C\) is defined to be \(L/L_{\text{max}}\). For a given undirected network with \(N\) vertices and \(L\) edges, the possible graphs with different topology is a large number, of the order of \((L_{\text{max}})^{N}\). Among these graphs with the same connectance, we like to develop a simple mathematical theory for the comparison of their reliabilities.

The topology of a network with the highest reliability is a fully connected network. However, as this topology requires the maximum number of edges, \(L_{\text{max}} = N(N − 1)/2\) for a network with \(N\) vertices, the cost which is propor-
The comparison of the reliability of two real complex networks is difficult as they are often large. In order to obtain insight into the important features that determine the reliability of a network, we introduce some toy models which are sufficiently simple for mathematical analysis, and then generalize to large random networks with numerical verification of the conclusions obtained for the toy models. We first focus on some simple ring structures in the form of twisted rings $R(M,N)$ with $N$ unit cells and $M$ twists. In Fig.1 we show two twisted rings that have same number of vertices and edges, but are of different topologies. Each $N$-unit ring has $2N$ vertices and $3N$ or $4N$ edges (depending on $M$). A twist-$M$ ring has each vertex $k$ in the upper row connected to vertices in the lower row that are $M$-unit shifted with respect to $k$. The symmetry group of the ring networks is given by $C_2 \times D_N$, where $C_2$ is the cyclic group of order 2, and $D_N$ is the dihedral group of order $2N$. The result is independent of the number of twists $M$ of the ring. Although these rings are sufficiently simple for mathematical analysis, they do reveal features that can be extended to the problem of reliability for general networks, including random ones.

Our paper is organized as follows. In section 2, we compare the reliability of the twisted rings numerically and obtain a ranking order for several simple structures. In section 3, we introduce the usage of spectral gap, which can be computed exactly for these twisted rings, and make use of the relation between spectral gap and the Cheeger constant to obtain an explanation for the ordering of reliability of these twisted rings. In section 4, we give a more complex example using Möbius strips formed by twisted rings to illustrate the power of our method of reliability comparison using spectral gap. In order to show that our method of spectral gap has application to real complex networks, we show that the spectral gap is very useful in comparing the reliability of larger real networks, such as the IEEE 57, Erdős-Rényi and Small-World networks. This is discussed in section 5, where the reliability of different ensembles of networks of different spectral gaps are compared for their reliability, while members in the ensemble are of the same connectance.

2 Reliability comparison of twisted rings

For our rings, we use Monte Carlo simulation to compute numerically the probability of system working as a function of $p_R$. We first generate an ensemble of rings with the same topology (same $M$ and $N$). For each ring in the ensemble, we randomly (with probability $1 - p_R$) cut its edges, so that the resultant network can be either connected or disconnected. We can then get a numerical value of the reliability of this topology by computing the ratio of number of networks that is connected in the ensemble
over the total number of networks in the ensemble. The above process can be repeated for different topologies with different M and N.

An example for the case of 8-unit rings is shown in Fig.2. In order to distinguish the M = 1, 2, 3 cases, we normalized the reliability curve of R(2, 8) and R(3, 8) by the reliability curve of R(1, 8). The reliability ranking of all the 8-unit ring systems is given by

\[ R(2, 8) \approx R(1, 8) \approx R(3, 8) > R(0, 8) \approx R(4, 8) \]

(1)

We like to understand the reliability ranking presented in eq.1. It is relatively easy to distinguish the reliability behavior of R(M, 8) (M = 1, 2, 3) with that of R(M, 8) (M = 0, 4), because these two groups have different connectance, the former being 4/15 whereas the latter being 1/5. One can also see this from the largest eigenvalue of their respectively adjacency matrices, because for a regular network, its largest eigenvalue is equal to its degree. Hence a larger largest eigenvalue would imply a higher degree, hence higher connectance. Since systems with higher connectance have more redundancy for failure, R(M, 8) (M = 1, 2, 3) would have higher reliability than R(M, 8) (M = 0, 4). This effect has been discussed in [12][13].

3 Spectral gap and the Cheeger constant for twisted rings

We like to understand the reliability ranking of R(M, 8) for M = 1, 2, 3, i.e., group of networks with the same connectance. Can we predict which one is more reliable? It turns out that they are closely related to the gap between the largest eigenvalue and second largest eigenvalue of their respective adjacency matrices.

For the twisted ring R(M, N), we can analytically compute its eigenvalue spectrum as a function of M and N. The detailed calculation is shown in the appendix. We find that the eigenvalues of \( R(0, N) \) are given by

\[ 2 \cos(2\pi i/N) \pm 1, 0 \leq i \leq N - 1. \]

(2)

and the eigenvalues of \( R(M, N) \) (M > 0) are given by

\[ 2 \cos(2\pi i/M) \pm 2 \cos(2\pi i M/N), 0 \leq i \leq N - 1. \]

(3)

when N is odd and

\[ 2 \cos(2\pi i/N) \pm 2 \cos(2\pi i M/N), 0 \leq i \leq N - 1, M \neq N/2. \]

(4)

\[ 2 \cos(2\pi i/N) \pm (-1)^i, 0 \leq i \leq N - 1, M = N/2. \]

(5)

when N is even.

We compute the spectral gap of R(M, 8) (denoted as \( G(M, 8) \)) using the above results and find that \( G(M, 8) \) are 0.5858, 1.1716, 2, 1.1716, 0.5858 for M = 0, 1, 2, 3, 4. The ranking of the gap is \( G(2, 8) > G(1, 8) = G(3, 8) > G(0, 8) = G(4, 8) \). In particular, for networks of the same connectance, their gap ranking is the same as their reliability ranking as shown in Fig.2.

The positive correlation between reliability and spectral gap for networks of the same connectance can be understood in terms of a mathematical quantity called the Cheeger constant [14], named after the mathematician Jeff Cheeger. It is defined as follows: Let \( X \) be an undirected network with vertex set \( V(X) \) and edge set \( E(X) \). One considers a partition of \( V(X) \) into two disjoint subsets: \( A \subseteq V(X) \) and its complement \( B = V(X) \setminus A \). Denote by \( \partial A \subseteq E(X) \) the set of edges connecting a vertex in \( A \) and a vertex in \( B \):

\[ \partial A = \{(x, y) \in E(X) \, | \, x \in A, y \in B\}. \]

(6)

The Cheeger constant of \( X \), denoted by \( h(X) \), is defined by

\[ h(X) = \min \left\{ \frac{|\partial A|}{|A|} \, | \, A \subseteq V(X), 0 < |A| \leq \frac{|V(X)|}{2} \right\}. \]

(7)

where \(|X|\) is the cardinality of the set \( X \), and the minimization is taken over all possible partitions of \( V(X) \).

By the above definition, the Cheeger constant has the following interesting properties:[15]: It is larger than zero if and only if the network is connected, and is “large” if any possible partition of the vertices has many edges between the two corresponding subsets. A physical interpretation of the Cheeger constant in the present context is that it is a measure of the size of the “bottleneck” \((|\partial A|)\) connecting partition \( A \) and \( B \). A large Cheeger constant means a large bottleneck. In other words, the modularity of the network is poor. A small Cheeger constant means a small bottleneck, so that the network exhibits a very clear modular structure.

The Cheeger constant can be formally related to the spectral gap by the following inequality:

\[ (d - \lambda)/2 \leq h(X) \leq \sqrt{2d(d - \lambda)} \]

(8)

where \( X \) is a finite, connected, d-regular graph, \( \lambda \) is the second largest eigenvalue of its adjacency matrix, and \( h(X) \) is the Cheeger constant of \( X \). This inequality was proved by Dodziuk[16], and independently by Alon-Milman[17], and Alon[18].

As a consequence of the Cheeger inequality, upon increasing the spectral gap, the Cheeger constant of a network increases, and its modularity decreases, in the sense that it is more difficult to isolate subsets of vertices from the rest of the network. In other words, networks with larger spectral gap have topologies such that any set of vertices connects in a more robust way to all other vertices, which implies a higher reliability for such networks.

As an example, we show how the above arguments work for the specific case of 8-unit twisted rings. From the analytic computation of spectrum Eqs.(2)-(5), we obtain the spectral gap ranking of the 8-unit rings: \( G(2, 8) > G(1, 8) = G(3, 8) > G(0, 8) = G(4, 8) \). Together with the Cheeger inequality, we can deduce the corresponding ranking of the Cheeger constants: \( h(2, 8) > h(1, 8) = h(3, 8) > h(0, 8) = h(4, 8) \). For small enough networks, it is not too complicated to calculate their Cheeger constants. In this
strips from the respective twisted rings.

Fig. 3 as an example to illustrate how to construct Möbius form Möbius strips on our twisted rings.

time track the evolution of the spectral gap and reliability using spectral gap could be more powerful and efficient for large systems.

The above conclusion can be applied to more general cases. One way to achieve this is to randomize a regular graph (do rewiring) to obtain the desired graph, and at the same time track the evolution of the spectral gap and reliability. We now start with the simplest example of rewiring on our twisted rings.

Let’s do some rewirings of the twisted ring \( R(M, N) \) to form Möbius strips \( Mb(M, N) \). We use \( R(2, 7) \) shown in Fig. 3 as an example to illustrate how to construct Möbius strips from the respective twisted rings.

### 4 Generalization via rewiring of Twisted ring to form Möbius strip

The above conclusion can be applied to more general cases. A more challenging example is the rewiring of a given large network to form a Erdős-Rényi or a Small-World network. We find that the usage of the gap ordering for reliability still works, as shown in the next section.

### 5 Reliability studies of IEEE 57, Erdős-Rényi, and Small-World networks

We give a few more examples on the application of the spectral theory of reliability. We do a Monte Carlo experiment on the reliability of the IEEE 57 [19], Erdős-Rényi (ER) [20,21], and Small-World (SW) [22,23] Networks, and see how they are related to their respective spectra. The IEEE 57 network is used for the electric power grid of the Western United States and the New York state bulk electricity grid. To illustrate the relation between spectral...
gap and reliability of large networks, we perform rewiring without vertex removal on the IEEE 57 network to obtain new networks with the same connectance, but different topologies. We then compute the spectral gap and the reliability of these new networks and show that the ordering of spectral gap and the ordering of reliability remains positively correlated, as was shown for our toy models in sections 2-4. The construction of these new networks are illustrated in the following paragraph. They are adopted from the paper “Statistical mechanics of complex networks” by R. Albert and A.-L. Barabási [5]. Since we are interested in the effect of symmetry instead of connectance on network reliability, the free parameters in these experiments are controlled so that the three ensembles are of the same connectance.

1. In the ER ensemble, each pair of vertices is connected with certain probability $p$. We choose $p$ so that the average connectance of the ensemble is the same as the connectance of the IEEE 57.

2. In the SW ensemble, we start with a ring lattice with $L = 57$, and further connect vertex 1 to vertex 3, vertex 3 to vertex 5, and in general vertex $2k - 1$ to vertex $2k + 1$, until the network has the same connectance as IEEE 57. The resultant “flower-shaped” network is well-ordered, of high clustering coefficient, and of high average path length.

3. Randomly rewire each edge of the network in the SW ensemble with probability $p$ such that self-connections and duplicate edges are excluded. This process introduces long-range edges which connect vertices that otherwise would be part of different neighborhoods.

By varying $p$ one can closely monitor the transition between order ($p = 0$) and randomness ($p = 1$). In order to facilitate comparison, we want the randomized network to be approximately of the same clustering coefficient as the IEEE 57 network. The clustering coefficient $C_{\text{well-ordered}}$ of the initial well-ordered network is $C(0) = C_{\text{well-ordered}} = 0.4971$, and we want $C_{\text{rewired}} \approx C_{\text{IEEE57}} = 0.1222$, from which we can determine the rewiring probability to be $p \approx 0.45$.

The results of the Monte Carlo experiments are summarized in Table 2. Note that both the ER ensemble and the SW ensemble has 100 members, and the recorded values in the table are the ensemble average values. The results show a positive correlation between spectral gap and reliability.

### 6 Conclusion and discussion

From these general results on rewired networks, we find that the correlation between the gap and the ordering of reliability may be useful for the design of networks when the number of edges and vertices are given. It implies that when comparing two networks for their reliability, the first thing to check is the connectance. Networks with higher connectance would have a higher reliability. If they have the same connectance, then we have to check for the second order effect, namely the symmetry of the networks. The network with a larger gap corresponds to one with higher symmetry, and has higher reliability.

This theoretical tool is quite powerful, especially for comparing two large networks designed with same connectance, when other analytical or numerical methods are much more time-consuming. It is also possible to use our theory in the design of networks with enhanced performance with proper rewiring without vertex removal [24]. This is especially useful for the improvement of the reliability of existing networks.

We acknowledge useful discussion with Chun Kit Chan and Ho Tat Lam. We acknowledge Grant No.FSGRF13SC25.

### Appendix A. Analytical calculation of the twisted-ring spectrum

In the appendix, we present the analytical calculation needed to obtain Eqs.(2)-(5) in the main text.

An $n \times n$ matrix is called circulant, and denoted by $\text{circ}(a_1, a_2, \cdots, a_n)$ if it is of the form

$$
\text{circ}(a_1, a_2, \cdots, a_n) =
\begin{pmatrix}
    a_1 & a_2 & \cdots & a_n \\
    a_n & a_1 & \cdots & \vdots \\
    \vdots & \vdots & \ddots & \vdots \\
    a_2 & a_3 & \cdots & a_1
\end{pmatrix}_{n \times n}
$$

(A.1)

Denote $C_n^k = \text{circ}(0, \cdots, 0, 1, 0, \cdots, 1, 0, \cdots, 0)$, with $k$ times $0$ and $k - 1$ times $1$, corresponding eigenvalues $\beta_i(k)$, $0 \leq i \leq n - 1$. The vector that generates $C_n^k$ has all its entries equal to zero except the $(k + 1)$-th entry and $(n - k + 1)$-th entry, with the value of both entries equal to 1. The special case is when $n$ is even and $k = n/2$, these two entries overlap with each other, and the vector has all its entries equal to zero except the $(n/2 + 1)$-th entry.

The eigenvalues and eigenvectors for general circulant matrices have been well studied [25], from which we can compute the eigenvalues and eigenvectors for $C_n^k$:...
When \( n \) is odd,
\[
\beta_i^{(k)} = 2 \cos(2\pi ik/n), 0 \leq i \leq n - 1. \tag{A.2}
\]

When \( n \) is even,
\[
\begin{align*}
\beta_i^{(k)} &= 2 \cos(2\pi ik/n), 0 \leq i \leq n - 1, k \neq n/2 \\
\beta_i^{(k)} &= (-1)^i, 0 \leq i \leq n - 1, k = n/2
\end{align*}
\tag{A.3}
\]

Now we are ready to solve for the eigenvalue spectrum of \( R(M, N) \). We begin with the simple example of square rings, i.e., the \( M = 0 \) cases (Fig.1). The \( 2N \times 2N \) adjacency matrix of \( R(0, N) \) is
\[
A(R(0, N)) = \begin{pmatrix}
C_N^1 & I_N \\
I_N & C_N^1
\end{pmatrix}
\tag{A.4}
\]

where \( I_N \) is the \( N \times N \) identity matrix.

We construct an eigenvector of \( R(0, N) \) of the form \( \mathbf{u}_i = (a_i \mathbf{w}_i, \mathbf{w}_i)^t \) where \( a_i \) is a constant, and \( \mathbf{w}_i \) is an eigenvector of \( C_N^1 \) corresponding to \( \beta_i^{(1)} \). To be more specific, \( \mathbf{w}_i = (1, \omega, \ldots, \omega^{N-1})^t, 0 \leq i \leq N - 1 \), where \( \omega \) is the \( i \)th root of unity.

With such construction for \( \mathbf{u}_i \), we have the following eigenvalue equation for \( \lambda \):
\[
\begin{pmatrix}
C_N^1 & I_N \\
I_N & C_N^1
\end{pmatrix}
\begin{pmatrix}
a_i \mathbf{w}_i \\
\mathbf{w}_i
\end{pmatrix} = \lambda
\begin{pmatrix}
a_i \mathbf{w}_i \\
\mathbf{w}_i
\end{pmatrix}
\tag{A.5}
\]

One can show that the only possible values for \( a_i \) in Eq.(A.5) are \( +1 \) and \( -1 \), because \( (\pm \mathbf{w}_i, \mathbf{w}_i)^t \), \( 0 \leq i \leq N - 1 \) constitute a complete set of eigenvectors for the block matrix (A.4).

Plug the \( a_i \)'s back into Eq.(A.5), we get Eq.(A.6):
\[
\begin{pmatrix}
C_N^1 & I_N \\
I_N & C_N^1
\end{pmatrix}
\begin{pmatrix}
\pm \mathbf{w}_i \\
\mathbf{w}_i
\end{pmatrix} = \lambda
\begin{pmatrix}
\pm \mathbf{w}_i \\
\mathbf{w}_i
\end{pmatrix}
\tag{A.6}
\]

Combining with Eq.(A.2), the eigenvalues of \( R(0, N) \) are given by
\[
\beta_i^{(1)} \pm 1 = 2 \cos(2\pi i/N) \pm 1, 0 \leq i \leq N - 1. \tag{A.7}
\]

Now we solve for the eigenvalue spectrum of a general twisted ring \( R(M, N) \) \( (M > 0) \). The \( 2N \times 2N \) adjacency matrix of \( R(M, N) \) is
\[
A(R(M, N)) = \begin{pmatrix}
C_M^N & C_M^N \\
C_M^N & C_M^N
\end{pmatrix}
\tag{A.8}
\]

Since any two circulant matrices commute, they have a common set of eigenvectors \( \mathbf{w}_i = (1, \omega, \ldots, \omega^{N-1})^t, 0 \leq i \leq N - 1 \). Therefore, similar to the \( R(0, N) \) case, we can construct an eigenvector of \( R(M, N) \) of the form \( \mathbf{u}_i = (a_i \mathbf{w}_i, \mathbf{w}_i)^t \) where \( a_i \) is a constant, and \( \mathbf{w}_i \) is an eigenvector of both \( C_N^1 \) and \( C_M^N \) corresponding to \( \beta_i^{(1)} \) and \( \beta_i^{(M)} \) respectively.

With such construction for \( \mathbf{u}_i \), we have the following eigenvalue equation for \( \lambda \):
\[
\begin{pmatrix}
C_M^N & C_M^N \\
C_M^N & C_M^N
\end{pmatrix}
\begin{pmatrix}
a_i \mathbf{w}_i \\
\mathbf{w}_i
\end{pmatrix} = \lambda
\begin{pmatrix}
a_i \mathbf{w}_i \\
\mathbf{w}_i
\end{pmatrix}
\tag{A.9}
\]

and similar calculation as in the \( R(0, N) \) case yields \( a_i = \pm 1 \), because \( (\pm \mathbf{w}_i, \mathbf{w}_i)^t, 0 \leq i \leq N - 1 \) constitute a complete set of eigenvectors for the block matrix (A.8).

Plug the \( a_i \)'s back into Eq.(A.9), we get Eq.(A.10):
\[
\begin{pmatrix}
C_M^N & C_M^N \\
C_M^N & C_M^N
\end{pmatrix}
\begin{pmatrix}
\pm \mathbf{w}_i \\
\mathbf{w}_i
\end{pmatrix} = (\beta_i^{(1)} \pm \beta_i^{(M)})
\begin{pmatrix}
\pm \mathbf{w}_i \\
\mathbf{w}_i
\end{pmatrix}
\tag{A.10}
\]

Combining with Eq.(A.2) and Eq.(A.3), the eigenvalues of \( R(M, N) \) \( (M > 0) \) are given by

When \( N \) is odd,
\[
\beta_i^{(1)} \pm \beta_i^{(M)} = 2 \cos(2\pi i/N) \pm 2 \cos(2\pi iM/N),
0 \leq i \leq N - 1. \tag{A.11}
\]

When \( N \) is even,
\[
\beta_i^{(1)} \pm \beta_i^{(M)} = 2 \cos(2\pi i/N) \pm 2 \cos(2\pi iM/N),
0 \leq i \leq N - 1, M \neq N/2. \tag{A.12}
\]

\[
\beta_i^{(1)} \pm \beta_i^{(M)} = 2 \cos(2\pi i/N) \pm (-1)^i,
0 \leq i \leq N - 1, M = N/2. \tag{A.13}
\]
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