Dispersion forces acting between silica particles across water: influence of nanoscale roughness†
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Introduction

Dispersion forces act between any two types of bodies with dielectric discontinuities, and their effects can be substantial at distances of a few nanometers or smaller. They are the manifestation of the spontaneous fluctuations of the electromagnetic fields, and the respective theoretical framework was laid down about half a century ago by Lifshitz and co-workers.1–3 This theory generalized the earlier approach by van der Waals, which focused on non-retarded forces between non-conductive media at smaller separation distances, and the one of Casimir and Polder, which treated retarded forces acting between metallic conductors at larger distances. Dispersion forces are always attractive between the same media interacting across vacuum, gases, or liquids.2,4 They may occasionally become repulsive when two different media interact across a third one.5–7 The presence of ionic charges may reduce the magnitude of dispersion forces, even though this effect is relatively minor.1,4,8 Dispersion forces control particle aggregation, particle deposition, or flotation phenomena.1,2,9,10 More recently, they received renewed interest in the development of microelectromechanical and nanoscale systems, or low friction devices.3,5,11 Tuning dispersion forces is equally important in the fabrication of colloidal molecules.12,13

Lifshitz theory represents an established framework for the calculation of dispersion forces based on the dielectric spectra of the materials in question.1,2,4,14 Some of these predictions turn out to be surprisingly accurate, especially for solids interacting across vacuum or air.4,15,16 Across liquids, however,
substantial disparities between experimental and theoretical dispersion forces exist.\textsuperscript{8,17,18} The situation is particularly disturbing for the relevant case of silica (SiO\textsubscript{2}) interacting across water. For this system, some experiments suggest dispersion forces that are comparable to (or even stronger than) the ones predicted theoretically.\textsuperscript{18,19} For the same systems, other authors report dispersion forces that are one order of magnitude weaker.\textsuperscript{20,21} Some studies even remark the absence dispersion forces altogether.\textsuperscript{22–24} No satisfactory explanation of these discrepancies has been put forward so far. Given the widespread use of silica substrates in contact with water, a clarification of this discrepancy is imperative.

The present communication shows that the strength of dispersion forces acting between pairs of similar silica particles in aqueous solutions may indeed vary substantially. As will be demonstrated, this variation is mainly caused by different degrees of nanoscale surface roughness, which can be systematically vary through heat-treatment of the silica particles at temperatures in the range of 1000–1200 °C. Particle surfaces treated at 1200 °C become quite smooth, and dispersion forces are substantial, entirely in contrast to untreated particles.

Results and discussion

Forces between two individual silica particles with a diameter of about 5 µm were measured using the colloidal probe technique.\textsuperscript{25–27} The particles were attached to a tip-less cantilever and to a quartz substrate, and both are mounted in the AFM fluid cell. The scheme of the experiment is shown in Fig. 1a. Different series of experiments were carried out with particles heated for 2 hours at various temperatures in the range 1000–1200 °C and the results were compared with the untreated particles. The respective scanning electron microscopy (SEM) images are shown in Fig. 1b–d. The experiments were carried out in KCl electrolyte solutions adjusted to pH 4.0 as in an earlier study.\textsuperscript{20} Experimental details are given in the ESI.\textsuperscript{†}

Let us first focus on forces acting between colloidal particles sintered at 1200 °C for different KCl concentrations (Fig. 2a). At larger separation distances, forces are always attractive. At lower salt concentrations and shorter distances, the forces become repulsive, while they remain attractive at higher salt concentrations. This behavior can be quantified by the classical theory of Derjaguin, Landau, Verwey, and Overbeek (DLVO). This theory assumes that the interactions between solids across aqueous solutions can be approximated as a superposition of attractive dispersion forces and repulsive double layer forces. We model this dependence of the force $F$ on the separation distance $h$ by means of the relation\textsuperscript{1}

$$F = \frac{H}{6h^2} + 4\pi\varepsilon_0\varepsilon\psi_D^2 e^{-\frac{h}{\psi_D}}$$

where the force is normalized by the effective radius $R_{\text{eff}}$, which is one half of the average particle radius in the present sphere–sphere geometry. This geometry realizes a fully symmetric system. The first term describes the attractive non-retarded dispersion force, also referred to as the van der Waals force, whereby its strength is characterized by the Hamaker constant $H$. The second term reflects the repulsive electrical double layer force, and the expression given relies on the Debye–Hückel superposition approximation. Thereby, $\varepsilon_0$ is the permittivity of vacuum, $\varepsilon$ is the dielectric constant of water, $\kappa$ is the inverse Debye length, and $\psi_D$ is the diffuse layer potential. The best fits of eqn (1) of the experimental data are shown in Fig. 2a. The Debye length is evaluated from the known salt concentration
using the equation \( \kappa^2 = 2q^4 c/(\varepsilon_0\varepsilon_k T) \) where \( q \) is the elementary charge, \( c \) is the number concentration of the monovalent salt, \( k \) is the Boltzmann constant, and \( T \) is the absolute temperature.

Two parameters can be extracted from such fits, namely the diffuse layer potential \( \psi_D \) and the Hamaker constant \( H \). The latter parameter was obtained from the force profile measured at 1.0 M, and one finds \( H = (2.4 \pm 0.5) \times 10^{-21} \) J. For the profiles measured at lower salt concentration, the Hamaker constant was fixed and the diffuse layer potential was adjusted. This value is about \(-11\) mV for 50 mM salt solution, decreases in magnitude with the increasing salt concentration, and vanishes for higher salt concentrations (Table S1, ESI†). The potential is negative due to the dissociation of silanol groups.9

The observed force profiles can be indeed well described by DLVO theory, including the minimum at larger distances and lower salt concentrations, which is characteristic for the superposition of dispersion and double layer forces. The other typical feature is that the double layer contribution becomes negligible at higher salt concentrations (>250 mM) and under these conditions the force profile is determined by dispersion forces only. The fact that forces between silica surfaces across water can be well described by DLVO theory may seem surprising, especially since some authors even claimed that dispersion forces are absent in such systems.22–24

The reason for this unexpected behavior becomes obvious when one compares the force profiles for heat-treated particles with the untreated ones in 1.0 M KCl solution. In this medium, only dispersion forces contribute and the force profiles will not be influenced by different surface charge densities, which might have been induced by the different heat-treatments used. Major differences in the strength of the dispersion force can be evidenced (Fig. 2b). The data were fitted at larger distances with the expression for the non-retarded dispersion force (first term in eqn (1)). Fig. 2d shows the magnitude of the force versus separation in a double logarithmic representation, where the non-retarded dispersion force law appears as a straight line. The force profile decays more rapidly at larger distances. This effect is especially prominent for the 1200 °C data and is probably caused by retardation effects.3 At shorter distances, the forces become repulsive. This short-ranged repulsion has a magnitude with the increasing salt concentration, and vanishes for higher salt concentrations (Table S1, ESI†). The potential is negative due to the dissociation of silanol groups.9

Forces between the same silica particles heated at 1050 °C were investigated earlier.20 These authors found a Hamaker constant of \( 3.3 \times 10^{-22} \) J, which should be compared to the value of \( 2.7 \times 10^{-22} \) J reported here. The reason for this discrepancy is that the earlier study introduced a shift of 0.85 nm in the plane of origin of the dispersion force. This shift leads to a somewhat larger Hamaker constant, but such shifts cannot explain the large variations in the Hamaker constant observed here.

Measurements carried out with particles heated at the highest temperatures, namely 1150 °C and 1200 °C, lead to Hamaker constants that are well comparable to theoretical estimates. The currently most reliable theoretical value for silica across water is \( 1.6 \times 10^{-21} \) J, which was calculated using accurate dielectric spectra over a wide frequency range.14 This value should be compared to the presently measured value of \( (2.4 \pm 0.1) \times 10^{-21} \) J. Given the uncertainties in the force measurements and spectral calculations, the agreement between experimental and theoretical values is satisfactory. The difficulties in obtaining an accurate theoretical estimate are illustrated by earlier calculations based on simplified spectra, which span a rather wide range, and typically yield substantially larger values \((5 \pm 3) \times 10^{-21} \) J.14,32
After having established the strong variation of the Hamaker constant with the heating temperature, let us discuss the underlying mechanism leading to these variations. As the first hypothesis to explain the variation of the Hamaker constant, we have considered a possible transformation in the crystallinity of the silica particles. X-ray diffraction spectra were recorded for the untreated and heat-treated particles (Fig. S3, ESI†). All spectra feature a broad peak at diffraction angles of 21–22°, which is typical for amorphous silica. Detailed X-ray diffraction and NMR studies demonstrate that the size of the crystalline subunits is a few nm only.33 A minor shift of the position of this peak to smaller angles with heating temperature was also consistent with an earlier study.34 Therefore, the silica remains amorphous throughout, and the variation of the Hamaker constant cannot be explained in this way. In any case, one does not expect large variations of the Hamaker constants for different silica allotropes (e.g., quartz, cristobalite, tridymite).32

The second hypothesis concerning the variation of the Hamaker constant focuses on possible variations in particle porosity (i.e., volume fraction of voids). Suppose that the untreated particles are very porous, and that they shrink during heat treatment. Thereby, their porosity might decrease, which would modify the dielectric constant and, as a consequence, the Hamaker constant. To address this question, the size distributions of the untreated and heat-treated particles were measured using SEM. The average particle radii are reported in Fig. 3a, while further information on the size distributions is given in the ESI† (Table S2 and Fig. S4). One observes that the particles shrink somewhat during the heat treatment, but their final size is independent of the heating temperature within experimental error. Therefore, variations in particle porosity cannot explain the observed trend.

The third hypothesis to consider is a change in the shape of the heated particles. When the particle surface would flatten during the heat treatment, one would have a larger effective radius $R_{\text{eff}}$ and one would obtain an incorrect Hamaker constant. We have therefore imaged the tilted samples of the untreated and heat-treated silica particles. The SEM images shown in Fig. 1b and d illustrate that no deviations from the spherical particle shape for the heat-treated particles take place. This observation was quantified by comparing the ratio of the average radii in the normal and lateral extension of the particles with respect to the surface, and is unity for a perfect sphere.

The final and in our view the correct hypothesis focuses on surface roughness. The AFM images shown in Fig. 4 indicate substantial variations in the amplitude and correlation length of the surface roughness. The root mean square (RMS) roughness is plotted for the untreated and heat-treated particles in Fig. 4a, and one observes that the particle surface becomes smoother with increasing heating temperature. One actually obtains an excellent correlation between the Hamaker constant and the RMS roughness (Fig. 4b). The value for the untreated particles is an outlier. The RMS roughness is actually comparable to the ones treated at 1050 °C, but for the particles heated at higher temperatures the Hamaker constant is considerably larger. Recall that the untreated particles shrink somewhat when heated at 1050 °C, but heating at higher temperatures results in the same shrinkage (Fig. 3b). This initial shrinkage could actually induce a larger Hamaker constant due to a decrease in porosity. Another possibility for the differences...
between the untreated and heat-treated particles could be due to volatilization of residual ammonium ions originating from the particle synthesis.

The effect of roughness on the dispersion forces has been investigated theoretically in various ways. One approach relies on the Derjaguin approximation, and averaging the effect of roughness over a distribution of pillars. This approach predicts that roughness does substantially reduce the strength of dispersion forces. This effect can be simply understood since intervening voids within the rough surface remain present at contact. These studies further suggest that the height–height correlation length has little influence on the strength of the dispersion forces. Our data support this aspect as well. The height–height correlation length is substantially larger for the particles heated at 1200 °C than the ones at 1150 °C as can be seen by comparing the characteristic size of the surface corrugations in the respective AFM-images (Fig. 4). We have confirmed this trend by quantitative image analysis (Table S2 and Fig. S5, ESI†). Nevertheless, the observed Hamaker constants remain similar. There is also a minor difference in the correlation length between the untreated sample and the one heated at 1100 °C, and this difference probably reflects the modification in the particle porosity mentioned above. However, the Derjaguin approximation may also break down, and the effects of deformation or non-additivity may have to be considered.35,36 Recently, the elastic deformation of the spikes in the surface profile was found to be relevant, but this effect is likely to be important near the contact region only.37

Conclusions

The present direct force measurements demonstrate that modest variations in nanoscale roughness may substantially modify the strength of dispersion forces acting between silica particles across water. In the present case, we control the surface roughness by heat-treatment. In other systems, differences in surface roughness may originate from different particle synthesis protocols. These observations rationalize why widely different strengths of dispersion forces for silica particles across water were found and why the absence of dispersion forces was reported by others.22 In the latter situations, the dispersion forces were presumably so weak that they were impossible to detect using the experimental setup used at that time.

The varying strength of dispersion forces through surface roughness could have major implications in various research areas. Let us mention three examples. First, colloidal suspensions of silica particles are known to be surprisingly stable in many situations, and this stability could be related to the weakening of dispersion interactions. Second, the design of colloidal molecules often relies on dispersion forces to stabilize the resulting clusters, and when such molecules contain silica particles, their surface roughness could be used to tune these forces precisely. Finally, during the fabrication of micro-electromechanical devices, dispersion forces are responsible for unwanted adhesion of surfaces, and controlling the surface roughness would again open the possibility of tuning these forces precisely.
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