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Abstract

This paper studies the expressive power of artificial neural networks with rectified linear units. In order to study them as a model of real-valued computation, we introduce the concept of Max-Affine Arithmetic Programs and show equivalence between them and neural networks concerning natural complexity measures. We then use this result to show that two fundamental combinatorial optimization problems can be solved with polynomial-size neural networks. First, we show that for any undirected graph with n nodes, there is a neural network (with fixed weights and biases) of size $O(n^3)$ that takes the edge weights as input and computes the value of a minimum spanning tree of the graph. Second, we show that for any directed graph with n nodes and m arcs, there is a neural network of size $O(m^2n^2)$ that takes the arc capacities as input and computes a maximum flow. Our results imply that these two problems can be solved with strongly polynomial time algorithms that solely use affine transformations and maxima computations, but no comparison-based branchings.
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1 Introduction

Artificial neural networks (NNs) achieved breakthrough results in various application domains like computer vision, natural language processing, autonomous driving, and many more [47]. Also in the field of combinatorial optimization (CO), promising approaches to utilize NNs for problem solving or improving classical solution methods have been introduced [8]. However, the theoretical understanding of NNs still lags far behind these empirical successes.

All neural networks considered in this paper are feedforward neural networks with rectified linear unit (ReLU) activations, one of the most popular models in practice [24]. These NNs are directed, acyclic, computational graphs in which each edge is equipped with a fixed weight and each node with a fixed bias. Each node (neuron) computes an affine transformation of the outputs of its predecessors and applies the ReLU activation function \( x \mapsto \max\{0, x\} \) on top. The full NN then computes a function mapping real-valued inputs to real-valued outputs. See Section 3.1 for a formal definition. A simple example is given in Figure 1.

The neurons are commonly organized in layers. The depth, width, and size of an NN are defined as the number of layers, the maximum number of neurons per layer, and the total number of neurons, respectively. An important theoretical question about these NNs is concerned with their expressivity: which functions can be represented by an NN of a certain depth, width, or size?

Neural network expressivity has been thoroughly investigated from an approximation point of view. For example, so-called universal approximation theorems [3, 13, 38] show that every continuous function on a bounded domain can be arbitrarily well approximated with only a single nonlinear layer. However, for a full theoretical understanding of this fundamental machine learning model it is necessary to understand what functions can be exactly expressed with different NN architectures. For instance,

\[
\begin{align*}
x & \mapsto y \\
& = x_2 - \max\{0, x_2 - x_1\} \\
& = -\max\{-x_2, -x_1\} \\
& = \min\{x_1, x_2\}
\end{align*}
\]

**Fig. 1**: A small NN with two input neurons \(x_1\) and \(x_2\), a single ReLU neuron labelled with the shape of the ReLU function, and one output neuron \(y\). It computes the function

\[
x \mapsto y
\]

\[
= x_2 - \max\{0, x_2 - x_1\}
\]

\[
= -\max\{-x_2, -x_1\}
\]

\[
= \min\{x_1, x_2\}.
\]

**Fig. 2**: This example shows that the outcome of one iteration of the Edmonds-Karp algorithm for computing a maximum flow depends discontinuously on the arc capacities. Here, a small adjustment of the capacity of arc \(st\) leads to a drastic change of the flow after the first iteration.
insights about exact representability have boosted our understanding of the computational complexity of the task to train an NN with respect to both, algorithms [4, 43] and hardness results [10, 21, 22, 25]. It is known that a function can be expressed with a ReLU NN if and only if it is continuous and piecewise linear (CPWL) [4]. However, many surprisingly basic questions remain open. For example, it is not known whether two layers of ReLU units (with any width) are sufficient to compute the function \( f: \mathbb{R}^4 \rightarrow \mathbb{R}, x \mapsto \max\{0, x_1, x_2, x_3, x_4\} \) [29, 36].

In this paper we explore another fundamental question within the research stream of exact representability: what are families of CPWL functions that can be represented with ReLU NNs of polynomial size? In other words, using NNs as a model of computation operating on real numbers (in contrast to Turing machines or Boolean circuits, which operate on binary encodings), which problems do have polynomial complexity in this model?

Our motivation to study this model stems from a variety of different perspectives, including strongly polynomial time algorithms, arithmetic circuit complexity, parallel computation, and learning theory. We believe that classical combinatorial optimization problems are a natural example to study this model of computation because their algorithmic properties are well understood in each of these areas.

If there are polynomial-size NNs to solve a certain problem, and assuming that the weights of these NNs are computable in polynomial time, then there exists a strongly polynomial time algorithm for that problem, simply by executing the NN. However, the converse might be false. This is due to the fact that ReLU NNs only allow a very limited set of possible operations, namely affine combinations and maxima computations. In particular, every function computed by such NNs is continuous, making it impossible to realize instructions like a simple if-branching based on a comparison of real numbers. In fact, there are related models of computation for which the use of branchings is exponentially powerful [39].

For some CO problems, classical algorithms do not involve comparison-based branchings and, thus, can easily be implemented as an NN. This is, for example, true for many dynamic programs. In these cases, the existence of efficient NNs follows immediately. We refer to Hertrich and Skutella [35] for some examples of this kind. In particular, polynomial-size NNs to compute the length of a shortest path in a network from given arc lengths are possible.

For other problems, like the Minimum Spanning Tree Problem or the Maximum Flow Problem, all classical algorithms use comparison-based branchings. For example, many maximum flow algorithms use them to decide whether an arc is part of the residual network. More specifically, in the Edmonds-Karp algorithm a slight perturbation (from 0 to \( \epsilon \)) in the capacities can lead to different augmenting paths and therefore to a completely different intermediate flow; see Figure 2. Such a discontinuous behavior can never be represented by a ReLU NN.

\[^1\]In circuit complexity language, such a family of neural networks with polynomial-time computable weights would be called a “uniform” family. To see that such a family provides a strongly polynomial-time algorithm in the bit model, observe that for any rational input the number of arithmetic operations is bounded by the size of the neural network and hence polynomial. Furthermore, the encoding size of all intermediate numbers in the computation is polynomial in the encoding size of the input because a ReLU network can only perform additions, scalar multiplications, and maxima computations.
1.1 Our Main Results

In order to make it easier to think about NNs in an algorithmic way, we introduce the pseudo-code language Max-Affine Arithmetic Programs (MAAPs). We show that MAAPs and NNs are equivalent (up to constant factors) concerning three basic complexity measures corresponding to depth, width, and overall size of NNs. Hence, MAAPs serve as a convenient tool for constructing NNs with bounded size and could be useful for further research about NN expressivity beyond the scope of this paper.

We use this result to prove our two main theorems. The first one shows that computing the value of a minimum spanning tree has polynomial complexity on NNs. The proof is based on a result from subtraction-free circuit complexity [20].

**Theorem 1** For a fixed graph with \( n \) vertices, there exists an NN of depth \( \mathcal{O}(n \log n) \), width \( \mathcal{O}(n^2) \), and size \( \mathcal{O}(n^3) \) that correctly maps a vector of edge weights to the value of a minimum spanning tree.

The second result shows that computing a maximum flow has polynomial complexity on NNs. Since all classical algorithms involve conditional branchings based on the comparison of real numbers, the proof involves the development of a new strongly polynomial maximum flow algorithm which avoids such branchings. While, in terms of standard running times, the algorithm is definitely not competitive with algorithms that exploit comparison-based branchings, it is of independent interest with respect to the structural understanding of flow problems.

**Theorem 2** Let \( G = (V, E) \) be a fixed directed graph with \( s, t \in V, |V| = n, \) and \( |E| = m \). There exists an NN of depth and size \( \mathcal{O}(m^2 n^3) \) and width \( \mathcal{O}(1) \) that correctly maps a vector of arc capacities to a vector of flow values in a maximum \( s-t \)-flow.

Let us point out that in case of minimum spanning trees, the NN computes only the objective value, while for maximum flows, the NN computes the actual solution. There is a structural reason for this difference: Due to their continuous nature, ReLU NNs cannot compute a discrete solution vector, like an indicator vector of the optimal spanning tree, because infinitesimal changes of the edge weights would lead to jumps in the output. For the Maximum Flow Problem, however, the optimal flow itself does indeed have a continuous dependence on the arc capacities. This continuity issue could be fixed by allowing neurons with linear threshold activations in the output layer. However, since this significantly changes the considered neural network model, making it way more powerful, we do not consider such networks.

1.2 Discussion of the Results

Before presenting our result in more detail, we discuss the significance and limitations of our results from various perspectives.
Learning Theory

A standard approach to create a machine learning model usually contains the following two steps. The first step is to fix a particular hypothesis class. When using NNs, this means to fix an architecture, that is, the underlying graph of the NN. Then, each possible choice of weights and biases of all affine transformations in the network constitutes one hypothesis in the class. The second step is to run an optimization routine to find a hypothesis in the class that fits given training data as accurately as possible.

A core theme in learning theory is to analyze how the choice of the hypothesis class influences different kinds of errors made by the machine learning model. If the chosen hypothesis class is too small, then even the best hypothesis might not be good enough and the model incurs a large approximation error. If the chosen hypothesis class is too large, then the model is likely to overfit on the training data resulting in a large generalization error when applied to unseen data. Finding a good tradeoff between these different errors is the art of every machine learning practitioner.

Classical learning theory provides a rich toolbox for understanding the effect of a specific hypothesis class on the learning error using notions like PAC learnability, VC-dimension and Rademacher complexity [65]. However, these theories struggle to explain the success of modern NN architectures, which are massively overparameterized. Yet they usually do not suffer from overfitting and the generalization error is much lower than expected [75].

While there exist many attempts to explain the mysterious success of modern NNs [9], there is still a long way ahead of us. Understanding what CPWL functions are actually contained in the hypothesis classes defined by NNs of a certain size (in particular, polynomial size) is a key insight in this direction. We see our combinatorial, exact perspective as a counterbalance and complement to the usual approximate point of view.

Strongly Polynomial Time Algorithms

As pointed out above, polynomial-size NNs correspond to a subclass of strongly polynomial time algorithms with a very limited set of operations allowed. Given that this subclass stems from one of the most basic machine learning models, our grand vision, to which we contribute with our results, is to understand for different CO problems whether they admit strongly polynomial time algorithms of this type.

Algorithms of this type have not been known before for the two problems considered in this paper. It remains an open question whether such algorithms, and hence, polynomial-size NNs, exist to solve other CO problems for which strongly polynomial time algorithms are known. Can they, for instance, compute the weight of a minimum weight perfect matching in (bipartite) graphs? Can they compute the cost of a minimum cost flow from either node demands or arc costs, while the other of the two quantities is considered to be fixed?

A major open question is also to prove lower bounds on NN sizes. Can we find a family of CPWL functions (corresponding to a CO problem or not) that can be evaluated in strongly polynomial time, but not computed by polynomial-size NNs? While proving lower bounds in complexity theory always seems to be a challenging
task, we believe that not all hope is lost. For example, in the area of extended formulations, it has been shown that there exist problems (in particular, minimum weight perfect matching) which can be solved in strongly polynomial time, but every linear programming formulation to this problem must have exponential size [61]. Possibly, one can show in the same spirit that also polynomial-size NN representations are not achievable.

**Parametric Algorithms**

Our results also have an interesting interpretation from the perspective of parametric algorithms. There exists a variety of literature concerning the question how solutions to the Maximum Flow Problem can be represented if the input depends on one or several unknown parameters; see, e.g., the works by Gallo et al. [23] and McCormick [50]. Our results imply that there exists such a representation of polynomial size for the most general form of parametric maximum flow problems, namely the one where all arc capacities are independent free parameters. This representation is given in the form of a polynomial-size NN and can be evaluated in polynomial time.

**Boolean Circuits**

Even though NNs are naturally a model of real computation, it is worth to have a look at their computational power with respect to Boolean inputs. Interestingly, this makes understanding the computational power of NNs much easier. It is easy to see that ReLU NNs can directly simulate AND-, OR-, and NOT-gates, and thus every Boolean circuit [52]. Hence, in Boolean arithmetics, every problem in P can be solved with polynomial-size NNs.

However, requiring the networks to solve a problem for all possible real-valued inputs seems to be much stronger. Consequently, the class of functions representable with polynomial-size NNs is much less understood than in Boolean arithmetics. Our results suggest that rethinking and forbidding basic algorithmic paradigms (like comparison-based branchings) can help towards improving this understanding.

**Arithmetic Circuits**

As a circuit model with real-valued computation, ReLU networks are naturally closely related to arithmetic circuits. Just like NNs, arithmetic circuits are computational graphs in which each node computes some arithmetic expression (traditionally addition or multiplication) from the outputs of all its predecessors. Arithmetic circuits are well-studied objects in complexity theory [68]. Closer to ReLU NNs, there is a special kind of arithmetic circuits called tropical circuits [40]. In contrast to ordinary arithmetic circuits, they only contain maximum (or minimum) gates instead of sum gates and sum gates instead of product gates. Thus, they are arithmetic circuits in the max-plus algebra.

A tropical circuit can be simulated by an NN of roughly the same size since NNs can compute maxima and sums. Thus, NNs are at least as powerful as tropical circuits.

In fact, NNs are strictly more powerful. In particular, lower bounds on the size of tropical circuits do not apply to NNs. A particular example is the computation of the value of a minimum spanning tree. By Jukna and Seiwert [41], no polynomial-size
tropical circuit can do this. However, Theorem 1 shows that NNs of cubic size (in the number of nodes of the input graph) are sufficient for this task.

The reason for this exponential gap is that, by using negative weights, NNs can realize subtractions (that is, tropical division), which is not possible with tropical circuits; compare the discussion by Jukna and Seiwert [41]. However, this is not the only feature that makes NNs more powerful than tropical circuits. In addition, NNs can realize scalar multiplication (tropical exponentiation) with arbitrary real numbers via their weights, which is impossible with tropical circuits. It is unclear to what extent this feature increases the computational power of NNs compared to tropical circuits.

For these reasons, lower bounds from arithmetic circuit complexity do not transfer to NNs. Hence, we identify it as a major challenge to prove meaningful lower bounds of any kind for the computational model of NNs.

**Parallel Computation**

Similar to Boolean circuits, NNs are naturally a model of parallel computation by performing all operations within one layer at the same time. Without going into detail here, the depth of an NN is related to the running time of a parallel algorithm, its width is related to the required number of processing units, and its size to the total amount of work conducted by the algorithm. Against this background, a natural goal is to design NNs as shallow as possible in order to make maximal use of parallelization. However, several results in the area of NN expressivity state that decreasing the depth is often only possible at the cost of an exponential increase in width; see [4, 17, 48, 62, 70, 71, 74].

Interestingly, a related observation can be made for the Maximum Flow Problem using complexity theory. By the result of Arora et al. [4] mentioned above, any CPWL function can be represented with logarithmic depth in the input dimension, while not giving any guarantee on the total size. In particular, this is also true for the function mapping arc capacities to a maximum flow. Hence, NNs with logarithmic depth can solve the Maximum Flow Problem and it arises the question whether such shallow NNs are also possible while maintaining polynomial total size.

The answer is most likely “no” since the Maximum Flow Problem is P-complete [27]. P-complete problems are those problems in P that are inherently sequential, meaning that there cannot exist a parallel algorithm with polylogarithmic running time using a polynomial number of processors unless the complexity classes P and NC coincide, which is conjectured to be not the case [28]. NNs with polylogarithmic depth and polynomial total size that solve the Maximum Flow Problem, however, would translate to such an algorithm (under mild additional conditions, such as, that the weights of the NN can be computed in polynomial time). Therefore, we conclude that it is unlikely to obtain NNs for the Maximum Flow Problem that make significant use of parallelization. In other words, Theorem 2 can probably not be improved to neural networks with polylogarithmic depth while maintaining overall polynomial size.
1.3 Further Related Work

Using NNs to solve CO problems started with so-called Hopfield networks [37] and related architectures in the 1980s and has been extended to general nonlinear programming problems later on [42]. Smith [69] surveys these early approaches. Also, specific NNs to solve the Maximum Flow Problem have been developed before [2, 16, 53]. Hopfield NNs are special versions of recurrent neural networks (RNNs) that find solutions to optimization problems by converging towards a minimum of an energy function. As such, they are conceptually very different from modern feedforward NNs representing a fixed input-output mapping, as we consider them in this paper.

In recent years interactions between NNs and CO have regained a lot of attention in the literature [8], for example, for boosting MIP solvers [49] and solving specific CO problems [7, 18, 44, 45, 55, 72]. These approaches usually are of heuristic nature without quality or running time guarantees.

Concerning the expressivity of ReLU neural networks, various trade-offs between depth and width of NNs [4, 17, 30, 32, 48, 54, 60, 62, 70, 71, 74] and approaches to count and bound the number of linear regions of a ReLU NN [31, 51, 58, 60, 64] have been found. NNs have been studied from a circuit complexity point of view before [6, 57, 67]. However, these works focus on Boolean circuit complexity of NNs with sigmoid or threshold activation functions. We are not aware of previous work investigating the computational power of ReLU NNs as arithmetic circuits operating on the real numbers.

For an introduction to classical minimum spanning tree and maximum flow algorithms, we refer to textbooks [1, 46, 73]. The asymptotically fastest known combinatorial maximum flow algorithm due to Orlin [56] runs in $O(nm)$ time for $n$ nodes and $m$ arcs. Recently, almost linear, weakly polynomial algorithms based on interior point methods have been developed [12]. However, polynomial-size NNs necessarily correspond to strongly polynomial algorithms.

2 Algorithms and Proof Overview

In this section we provide an intuitive overview of how we prove our results. The details of the proofs will be presented in Sections 3 to 5.

Max-Affine Arithmetic Programs

For the purpose of algorithmic investigations of ReLU NNs, we introduce the pseudo-code language Max-Affine Arithmetic Programs (MAAPs). A MAAP operates on real-valued variables. The only operations allowed in a MAAP are computing maxima and affine transformations of variables as well as parallel and sequential for loops with a fixed number of iterations. In particular, no if branchings are allowed. With a MAAP $A$, we associate three complexity measures $d(A)$, $w(A)$, and $s(A)$, which can easily be calculated from a MAAP’s description. Intuitively, $d(A)$ is related to the parallel computation time required to execute the MAAP, $w(A)$ to the number of

\[^{2}\text{In this context, fixed means that the number of iterations cannot depend on the specific instance. It can still depend on the size of the instance (e.g., the size of the graph in case of the two CO problems considered in this paper).}\]
processors required, and $s(A)$ to the total work performed by the MAAP. However, we calibrate (and name) these measures such that they formally correspond (up to constant factors) to the depth, width, and size of an NN computing the same function as the MAAP does. We formalize this by proving the following proposition, which is similar to the transformation of circuits into straight-line programs in Boolean or arithmetic circuit complexity.

**Proposition 3** For a function $f : \mathbb{R}^n \rightarrow \mathbb{R}^m$ the following is true.

1. If $f$ can be computed by a MAAP $A$, then it can also be computed by an NN with depth at most $d(A) + 1$, width at most $w(A)$, and size at most $s(A)$.
2. If $f$ can be computed by an NN with depth $d + 1$, width $w$, and size $s$, then it can also be computed by a MAAP $A$ with $d(A) \leq d$, $w(A) \leq 2w$, and $s(A) \leq 4s$.

The proof of the proposition works by providing explicit constructions to convert a MAAP into an NN (part (i)), and vice versa (part (ii)) while taking care that the different complexity measures translate respectively.

The takeaway from this exercise is that for proving that NNs of a certain size can compute certain functions, it is sufficient to develop an algorithm in the form of a MAAP that computes the same function and to bound its complexity measures $d(A)$, $w(A)$, and $s(A)$.

**Minimum Spanning Trees**

A spanning tree in an undirected graph is a set of edges that is connected, spans all vertices, and does not contain any cycle. For given edge weights, the Minimum Spanning Tree Problem is to find a spanning tree with the least possible total edge weight.

Classical algorithms for the Minimum Spanning Tree Problem, for example Kruskal’s or Prim’s algorithm, use comparison-based branchings to determine the order in which edges are potentially added to the solution. Thus, they cannot be written as a MAAP or implemented as an NN. Instead, Theorem 1 can be shown by “tropicalizing” a result by Fomin et al. [20] from arithmetic circuit complexity.

To be more precise, Fomin et al. [20] provide a construction of a polynomial-size subtraction-free arithmetic circuit (with standard addition, multiplication, and division, but without subtractions) to compute the so-called spanning tree polynomial of a graph $(V, E)$. If $T$ denotes the set of all spanning trees, then this polynomial is $\sum_{T \in T} \prod_{e \in T} x_e$ defined over $|E|$ many variables $x_e$ associated with the edges of the graph. Tropicalizing this polynomial (to min-plus algebra) results precisely in the tropical polynomial mapping edge weights to the value of a minimum spanning tree: $\min_{T \in T} \sum_{e \in T} x_e$.

In the same way, one can tropicalize the arithmetic circuit provided by Fomin et al. [20]. In fact, every sum gate is just replaced with the small NN from Figure 1 computing the minimum of its inputs, every product with a summation, and every division with a subtraction (realized using negative weights). That way, we obtain a polynomial-size NN to compute the value of a minimum spanning tree from any given
Algorithm 1: MST\(_n\): Compute the value of a minimum spanning tree for the complete graph on \(n \geq 3\) vertices.

**Input:** Edge weights \((x_{ij})_{1 \leq i < j \leq n}\).

1. \(y_n \leftarrow \min_{i \in [n-1]} x_{in}\)
2. **for each** \(1 \leq i < j \leq n-1\) **do parallel**
   3. \(x'_{ij} \leftarrow \min\{x_{ij}, x_{in} + x_{jn} - y_n\}\)
4. **return** \(y_n + \text{MST}_{n-1}((x'_{ij})_{1 \leq i < j \leq n-1})\)

edge weights. Note that it is crucial that the circuit is subtraction-free because there is no inverse with respect to tropical addition.

While this tropicalization is already sufficient to justify the existence of polynomial-size NNs to compute the value of a minimum spanning tree, to unveil the algorithmic ideas behind this construction, we provide an equivalent, completely combinatorial proof of Theorem 1, making use of MAAPs and Proposition 3.

Without loss of generality, we restrict ourselves to complete graphs. Edges missing in the actual input graph can be represented with large weights such that they will never be included in a minimum spanning tree. For \(n = 2\) vertices, the MAAP simply returns the weight of the only edge of the graph. For \(n \geq 3\), our MAAP is given in Algorithm 1.

Let us mention that the use of recursions is just a technicality because for each fixed \(n\), the recursion can be unrolled and the MAAP can be stated explicitly. In each step, one node of the graph is deleted and all remaining edge weights are updated in such a way that the objective value of the minimum spanning tree problem in the original graph can be calculated from the objective value in the smaller graph. This idea of removing the vertices one by one can be seen as the translation of the so-called star-mesh transformation used by Fomin et al. [20] into the combinatorial world.

We prove Theorem 1 in Section 4 by, firstly, showing that Algorithm 1 indeed computes the correct objective value, and secondly, bounding its complexity measures \(d(A)\), \(w(A)\), and \(s(A)\) and applying Proposition 3.

**Maximum Flows**

For a given directed graph with a source node \(s\), a sink node \(t\), and nonnegative capacities on each arc, the Maximum Flow Problem asks to find a flow value for each arc such that no capacity is exceeded, the inflow equals the outflow at each node except for \(s\) and \(t\), and the outflow at \(s\) (or equivalently the inflow at \(t\)) is maximized.

Since classical maximum flow algorithms rely on conditional branchings based on the comparison of real numbers (for instance, to check which arcs are contained in the residual network), we develop a new maximum flow algorithm in the form of a MAAP (see Algorithms 2 and 3), which then translates to an NN of the claimed size by Proposition 3. In the description of the algorithm, we assume without loss of generality that for each arc \(e = uv \in E\) also its reverse arc \(vu\) is contained in \(E\) and let \(\bar{E}\) denote a subset of all arcs containing exactly one arc for each pair of antiparallel arcs. To point out the ability of neural networks to parallelize well, we sometimes use
Algorithm 2: Compute a maximum flow for a fixed graph $G = (V, E)$.

**Input:** Capacities $(\nu_e)_{e \in E}$.

// Initializing:
1. for each $uv \in \vec{E}$ do parallel
   2. $x_{uv} \leftarrow 0$  // flow; negative value corresponds to flow on $vu$
   3. $c_{uv} \leftarrow \nu_{uv}$  // residual forward capacities
   4. $c_{vu} \leftarrow \nu_{vu}$  // residual backward capacities

// Main part:
5. for $k = 1, \ldots, n - 1$ do
6.   for $i = 1, \ldots, m$ do
7.      $(y_e)_{e \in \vec{E}} \leftarrow \text{FindAugmentingFlow}_k((c_e)_{e \in E})$
   /* Returns an augmenting flow (respecting the residual capacities) that only uses paths of length exactly $k$ and saturates at least one arc. */
8. // Augmenting:
9.   for each $uv \in \vec{E}$ do parallel
10.      $x_{uv} \leftarrow x_{uv} + y_{uv}$
11.      $c_{uv} \leftarrow c_{uv} - y_{uv}$
12.      $c_{vu} \leftarrow c_{vu} + y_{uv}$

return $(x_e)_{e \in \vec{E}}$

parallel loops even though this does not significantly reduce asymptotic complexity measures in our case.

To explain our algorithm, let us start by recalling the key ideas of the classical Edmonds-Karp-Dinic algorithm [14, 15]. The algorithm repeatedly finds a shortest $s$-$t$ path in the residual graph $G^* = (V, E^*)$, and sends the maximum possible amount of flow on such a path, that is, saturates at least one arc. The algorithm terminates by returning a minimum cut once $t$ cannot be reached from $s$ in the residual graph. The key insight in the analysis is that the distance from $s$ to $t$ in the residual graph is non-decreasing, and strictly increases within at most $m$ such iterations. Thus, the number of iterations can be bounded by $O(nm)$.

A shortest path can be characterized by distance labels. The vector $d \in \mathbb{R}_V^+$ is a distance labelling if $d(s) = 0$ and $d(v) \leq d(u) + 1$ for every residual arc $uv \in E^*$. If there exists an $s$-$t$ path $P$ such that $d(v) = d(u) + 1$ for every arc in $P$, then $P$ is a shortest path. Identifying a shortest path is equivalent to finding distance labels and such a path. We note that the preflow-push algorithm [26] explicitly relies on using distance labels and pushing flow on residual arcs $uv$ with $d(v) = d(u) + 1$. However, finding such a labelling requires if-branchings as it needs to identify the arcs in $E^*$, that is, arcs with positive residual capacity.

At a high level, our algorithm is similar, but it avoids knowing the arcs in the residual graph and the length $k$ of the shortest residual $s$-$t$ path explicitly. Instead, we guess $k$ in each iteration of the main procedure (Algorithm 2), making sure that we never overestimate the true length. The guess is initialized as $k = 1$ and, in accordance
with the Edmonds-Karp-Dinic analysis, we increment $k$ by one in every $m$ iterations. Based on our guess for $k$, we use a subroutine $\text{FindAugmentingFlow}_k$ (Algorithm 3) with the following feature: if the actual shortest path length is exactly $k$, the subroutine will send flow from $s$ to $t$ on (possibly multiple) paths of length exactly $k$, saturating at least one arc. If the shortest path is longer than $k$, nothing happens in the current iteration.

Instead of distance labels, the subroutine computes $f$attest path values $a_{i,v}$ (line 7 to 11) that represent the maximum amount of flow that can be sent from $v$ to $t$ on a path of length exactly $i$. Such values can be obtained by a simple dynamic program that is easy to implement as a MAAP. Thus, a path $(s = v_k, v_{k-1}, \ldots, v_1, v_0 = t)$ of length exactly $k$ is contained in the residual network if and only if $a_{i,v} > 0$ for all $i = 1, \ldots, k$. Our algorithm makes sure that we only send flow along arcs that are contained in such paths. In particular, the current iteration will send positive flow if and only if $a_{k,s} > 0$. However, we cannot recover the shortest $s$-$t$ path with capacity $a_{k,s}$. Therefore, in general, flow will not be sent along a single path and the value of the flow output by $\text{FindAugmentingFlow}_k$ might be strictly less than $a_{k,s}$.

After computing the $a_{i,v}$ values, $\text{FindAugmentingFlow}_k$ greedily pushes flow from $s$ towards $t$, using a lexicographic selection rule to pick the next arc to push flow on (line 12 to 22). On the high level, this is similar to the preflow-push algorithm, but using the $a_{i,v}$ values that encode the shortest path distance information implicitly. This may leave some nodes with excess flow; a final cleanup phase (line 23 to 29) is needed to send the remaining flow back to the source $s$.

An example for the $\text{FindAugmentingFlow}_k$-subroutine is given in Figure 3. We emphasize again that, although the description of the subroutine in the example in Figure 3 seems to rely heavily on the distance of a node to $t$, this information is calculated and used only in an implicit way via the precomputed $a_{i,v}$ values. This way, we are able to implement the subroutine without the usage of comparison-based branchings.

The proof of correctness for our algorithm consists of two main steps. The first step is the analysis of the subroutine. This involves carefully showing that the returned flow indeed satisfies flow conservation, is feasible with respect to the residual capacities, uses only arcs that lie on a $s$-$t$-path of length exactly $k$ in the residual network, and most importantly, if such a path exists, it saturates at least one arc. This last property can be shown using the lexicographic selection rule to pick the next arc to push flow on. Note that, in general, the subroutine neither returns a single path (as in the Edmonds-Karp algorithm [15]), nor a blocking flow (as in the Dinic algorithm [14]).

The second main step is to show that, nevertheless, the properties of the subroutine are sufficient to ensure that the distance from $s$ to $t$ in the residual network increases at least every $m$ iterations, such that we terminate with a maximum flow after $nm$ iterations.

With the correctness of the whole MAAP at hand, Theorem 2 follows by simply counting the complexity measures $d(A)$, $w(A)$, and $s(A)$, and applying Proposition 3.
Algorithm 3: FindAugmentingFlow\(_k\) for a fixed graph \(G = (V, E)\) and a fixed length \(k\).

**Input:** Residual capacities \((c_e)_{e \in E}\).

// Initializing:
1. for each \(vw \in \overrightarrow{E}\) do parallel
2. \(z_{vw} \leftarrow 0\) // flow in residual network
3. \(z_{wv} \leftarrow 0\)
4. for each \((i, v) \in [k] \times (V \setminus \{t\})\) do parallel
5. \(Y^i_v \leftarrow 0\) // excessive flow at \(v\) in iteration \(i\) (from \(k\) to \(1\))
6. \(a_{i,v} \leftarrow 0\) // initialize fattest path values

// Determining the fattest path values:
7. for each \(v \in N^+_t\) do parallel
8. \(a_{1,v} \leftarrow c_{vt}\)
9. for \(i = 2, 3, \ldots, k\) do
10. for each \(v \in V \setminus \{t\}\) in index order do parallel
11. \(a_{i,v} \leftarrow \max_{w \in N^+_w \setminus \{t\}} \min\{a_{i-1,w}, c_{ew}\}\)

// Pushing flow of value \(a_{E,s}\) from \(s\) to \(t\):
12. \(Y^k_v \leftarrow a_{k,s}\) // excessive flow at \(s\)
13. for \(i = k, k - 1, \ldots, 2\) do
14. for each \(v \in V \setminus \{t\}\) in index order do parallel
15. // Push flow out of \(v\) and into \(w\):
16. \(f \leftarrow \min\{Y^i_v, c_{vw}, a_{i-1,w} - Y^{i-1}_w\}\) // value we can push over \(vw\) such that this flow can still arrive at \(t\)
17. \(z_{vw} \leftarrow z_{vw} + f\)
18. \(Y^i_v \leftarrow Y^i_v - f\)
19. \(Y^{i-1}_w \leftarrow Y^{i-1}_w + f\)
20. for each \(v \in N^+_t\) do parallel
21. // Push flow out of \(v\) and into \(t\):
22. \(Y^1_v \leftarrow Y^1_v\)
23. \(Y^1_t \leftarrow 0\)

// Clean-up by bounding:
24. for \(i = 2, 3, \ldots, k - 1\) do
25. for each \(v \in V \setminus \{t\}\) in reverse index order do parallel
26. // Push flow out of \(v\) and into \(w\):
27. \(b \leftarrow \min\{Y^i_w, z_{vw}\}\) // value we can push backwards along \(vw\)
28. \(z_{vw} \leftarrow z_{vw} - b\)
29. \(Y^i_w \leftarrow Y^i_w - b\)
30. \(Y^{i+1}_w \leftarrow Y^{i+1}_w + b\)
31. for each \(vw \in \overrightarrow{E}\) do parallel
32. \(y_{vw} \leftarrow z_{vw} - z_{wv}\)
33. return \((y_e)_{e \in E}\)
Fig. 3: Example of the \texttt{FindAugmentingFlow}\_k subroutine for $k = 4$. The edge labels in the top figure are the residual capacity bounds in the current iteration. The first step is to compute the fattest path values $a_{i,v}$, which are depicted as node labels in the top figure. The values $Y_{i,v}^k$ always denote the excessive flow of a vertex $v$ with distance $i$ from the sink. All values that are not displayed are zero. At $s$, we initialize $Y_{s}^4 = a_{s,v} = 6$. Then, excessive flow is pushed greedily towards the sink, as shown in the four figures in the middle. While doing so, we ensure that at each vertex the arriving flow does not exceed its value $a_{i,v}$. For this reason, flow can get stuck, as it happens at $v_4$ in this example. Therefore, in a final cleanup phase, depicted in the two bottom figures, we push flow back to the source $s$. Observe that the result is an $s$-$t$-flow that is feasible with respect to the residual capacities, uses only paths of length $k = 4$, and saturates the arc $v_0.t$. 
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3 Max-Affine Arithmetic Programs

One way of specifying an NN is by explicitly writing down the network architecture, weights, and biases, that is, the affine transformations of each layer. However, for NNs that mimic the execution of an algorithm this is very cumbersome and not easy to read. For the purpose of an easier handling of such NNs, we introduce a pseudo-code language, called Max-Affine Arithmetic Programs (MAAPs), and prove that it is essentially equivalent to NNs. To prove this equivalence later in this section, we first provide a formal definition of neural networks.

3.1 Formal Definition of Neural Networks

In this section, we formally define the primary object of study in this paper, using notations similar to [65, Chapter 20]. A feedforward neural network with rectified linear units, abbreviated by ReLU NN or simply NN, is a directed acyclic graph \((V, E)\), for which each arc \(e \in E\) is equipped with a weight \(w_e \in \mathbb{R}\) and each node \(v \in V \setminus V_0\) is equipped with a bias \(b_v \in \mathbb{R}\). Here, \(V_0\) denotes the set of all nodes with no incoming arcs. The nodes \(V\) of an NN are called neurons and the depth \(k\) is given by the length of a longest path. The neurons are partitioned into layers \(V = V_0 \cup V_1 \cup \cdots \cup V_k\) in such a way that the layer index strictly increases along each arc.\(^3\) In addition, we assume that \(V_k\) is exactly the set of neurons with out-degree zero. The neurons in \(V_0\) and \(V_k\) are called input neurons and output neurons, respectively. All other neurons in \(V \setminus (V_0 \cup V_k)\) are so-called hidden neurons. Let \(n_t := |V_t|\) be the number of neurons in layer \(t\). The width and size of the NN are given by \(\max \{n_1, \ldots, n_k-1\}\) and \(\sum_{t=1}^{k-1} n_t\), respectively.

In our paper it is crucial to distinguish fixed parameters of NNs, like architectural details and weights, from input, activation, and output values of neurons. We denote the latter by bold symbols in order to make the difference visible.

The forward pass of an NN is given by a function \(\mathbb{R}^{n_0} \to \mathbb{R}^{n_k}\) that is obtained as follows. For an input vector \(x \in \mathbb{R}^{n_0}\) we inductively compute an activation \(a(v)\) for every \(v \in V \setminus V_0\) and an output \(o(v)\) for every \(v \in V \setminus V_k\). First, the output values \(o(v)\) of the input neurons are set to the corresponding entries of the input vector \(x\). Second, the activation of a neuron \(v \in V \setminus V_0\) is given by the weighted sum of the outputs of all of its predecessors plus the bias \(b_v\). Formally, we set \(a(v) := b_v + \sum_{u : uv \in E} w_{uv} o(u)\). Third, we apply the so-called activation function \(\sigma\) to obtain the output of all hidden neurons, i.e., \(o(v) := \sigma(a(v))\). In this work we only consider the ReLU function \(\sigma(z) = \max \{0, z\}\) as activation function. Finally, the activation values \(a(v)\) of the output neurons \(v \in V_k\) provide the output vector \(y \in \mathbb{R}^{n_k}\). Note that the activation function is not applied to these last activation values.

We point the reader once again to the example in Figure 1. Note that by our definitions the NN in the figure has depth 2, width 1, and size 1.

\(^3\)In other literature arcs are only allowed between successive layers. Clearly, this can always be achieved by introducing additional neurons. For our purposes, however, we want to avoid this restriction.
3.2 Definition of Max-Affine Arithmetic Programs

MAAPs are a model of real-valued computation, compare the discussion at the end of this section. As such, they perform arithmetic operations on real-valued variables. In addition, there are natural- or real-valued constants and different kinds of instructions. In order to distinguish constants from variables the latter will be denoted by bold symbols. Each MAAP consists of a fixed number of input and output variables, as well as a sequence of (possibly nested) instructions.

In order to describe an algorithm with an arbitrary number of input variables and to be able to measure asymptotic complexity, we specify a family of MAAPs that is parametrized by a natural number that determines the number of input variables and is treated like a constant in each single MAAP of the family. A MAAP family then corresponds to a family of NNs. A similar concept is known from circuit complexity, where Boolean circuit families are used to measure complexity; compare [5].

MAAPs consist of the following types of instructions:

1. Assignment: this instruction assigns an expression to an old or new variable. The only two types of allowed expressions are affine combinations or maxima of affine combinations of variables: \( b + \sum_j c_j v_j \) and \( \max \left\{ b^{(i)} + \sum_j c_j^{(i)} v_j^{(i)} \mid i = 1, \ldots, n \right\} \), where \( n \in \mathbb{N}, b, b^{(i)}, c_j, c_j^{(i)} \in \mathbb{R} \) are constants and \( v_j, v_j^{(i)} \in \mathbb{R} \) are variables. Without loss of generality minima are also allowed.

2. Do-Parallel: this instruction contains a constant number of blocks of instruction sequences, each separated by an \texttt{and}. These blocks must be executable in parallel, meaning that each variable that is assigned in one block cannot appear in any other block.\(^4\)

3. For-Do loop: this is a standard for-loop with a constant number of iterations that are executed sequentially.

4. For-Do-Parallel loop: this is a for-loop with a constant number of iterations in which the iterations are executed in parallel. Therefore, variables assigned in one iteration cannot be used in any other iteration.\(^5\)

Algorithm 4 shows an example MAAP to illustrate the possible instructions.

Note that we do not allow any if-statements or other branching operations. In other words, the number of executed instructions of an algorithm is always the same independent of the input variables.

3.3 Equivalence between MAAPs and Neural Networks

In order to connect MAAPs with NNs, we introduce three complexity measures \( d(A) \), \( w(A) \), and \( s(A) \) for a MAAP \( A \). We will then see that they yield a direct correspondence to depth, width, and size of a corresponding NN.

For these complexity measures for MAAPs, assignments of affine transformations come “for free” since in an NN this can be realized “between layers”. This is a major difference to other (parallel) models of computation, e.g., the parallel random access

---

\(^4\) Local variables in different blocks may have the same name if their scope is limited to their block.

\(^5\) Again, local variables within different iterations may have the same name if their scope is limited to their iteration.
Algorithm 4: Instructions.

Input: Input variables $v_1, v_2, \ldots, v_n$.

// Assignments and Expressions:
1. $x_1 \leftarrow 4 + \sum_{i=1}^{n} (-1)^i \cdot v_i$
2. $x_2 \leftarrow \max \{ 3 \cdot v_1, -1.5 \cdot v_n, x_1, 5 \}$

// For-Do loop:
3. for $k = 1, \ldots, n-1$ do
4.  $v_{k+1} \leftarrow v_k + v_{k+1}$

// Do-Parallel:
5. do parallel
6.  $y_1 \leftarrow \max \{ x_1, x_2 \}$
7.  and
8.  $y_2 \leftarrow 7$
9.  and
10. $y_3 \leftarrow \sum_{i=1}^{n} v_i$

// For-Do-Parallel loop:
11. for each $k = 4, \ldots, n$ do parallel
12.  $y_k \leftarrow v_{k-1} - v_k$
13.  $y_k \leftarrow \max \{ y_k, 0 \}$
14. return $(y_1, y_2, \ldots, y_n)$

machine (PRAM) [28]. Apart from that, the complexity measures are recursively defined as follows.

- For an assignment $A$ with a maximum or minimum expression of $k \geq 2$ terms we define $d(A) := \lceil \log_2 k \rceil$, $w(A) := 2k$, and $s(A) := 4k$.
- For a sequence $A$ of instruction blocks $B_1, B_2, \ldots, B_k$ we define $d(A) := \sum_{i=1}^{k} d(B_i)$, $w(A) := \max_{i=1}^{k} w(B_i)$, and $s(A) := \sum_{i=1}^{k} s(B_i)$.
- For a Do-Parallel instruction $A$ consisting of parallel blocks $B_1, B_2, \ldots, B_k$ we define $d(A) := \max_{i=1}^{k} d(B_i)$, $w(A) := \sum_{i=1}^{k} w(B_i)$, and $s(A) := \sum_{i=1}^{k} s(B_i)$.
- For a For-Do loop $A$ with $k$ iterations that executes block $B_i$ in iteration $i$ we define $d(A) := \sum_{i=1}^{k} d(B_i)$, $w(A) := \max_{i=1}^{k} w(B_i)$, and $s(A) := \sum_{i=1}^{k} s(B_i)$.
- For a For-Do-Parallel loop with $k$ iterations that executes block $B_i$ in iteration $i$ we define $d(A) := \max_{i=1}^{k} d(B_i)$, $w(A) := \sum_{i=1}^{k} w(B_i)$, and $s(A) := \sum_{i=1}^{k} s(B_i)$.

With these definitions at hand, we can prove the desired correspondence between the complexities of MAAPs and NNs.

**Proposition 3** For a function $f: \mathbb{R}^n \rightarrow \mathbb{R}^m$ the following is true.

1. If $f$ can be computed by a MAAP $A$, then it can also be computed by an NN with depth at most $d(A) + 1$, width at most $w(A)$, and size at most $s(A)$. 
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2. If $f$ can be computed by an NN with depth $d + 1$, width $w$, and size $s$, then it can also be computed by a MAAP $A$ with $d(A) \leq d$, $w(A) \leq 2w$, and $s(A) \leq 4s$.

Proof

1. First note that we can assume without loss of generality that $A$ does not contain For-Do or For-Do-Parallel loops. Indeed, since only a constant number of iterations is allowed in both cases, we can write them as a sequence of blocks or a Do-Parallel instruction, respectively. Note that this also does not alter the complexity measures $d(A)$, $w(A)$, and $s(A)$ by their definition. Hence, suppose for the remainder of the proof that $A$ consists only of assignments and (possibly nested) Do-Parallel instructions.

The statement is proven by an induction on the number of lines of $A$. For the induction base suppose $A$ consists of a single assignment. If this is an affine expression, then an NN without hidden units (and hence with depth 1, width 0, and size 0) can compute $f$. If this is a maximum (or minimum) expression of $k$ terms, then, using the construction of [4, Lemma D.3], an NN with depth $\lceil \log_2 k \rceil + 1$, width $2k$, and size $4k$ can compute $f$, which settles the induction base.

For the induction step we consider two cases. If $A$ can be written as a sequence of two blocks $B_1$ and $B_2$, then, by induction, there are two NNs representing $B_1$ and $B_2$ with depth $d(B_i) + 1$, width $w(B_i)$, and size $s(B_i)$ for $i = 1, 2$, respectively. An NN representing $A$ can be obtained by concatenating these two NNs, yielding an NN with depth $d(B_1) + d(B_2) + 1 = d(A) + 1$, width $\max\{w(B_1), w(B_2)\} = w(A)$, and size $s(B_1) + s(B_2) = s(A)$; cf. [4, Lemma D.1]. Otherwise, $A$ consists of a unique outermost Do-Parallel instruction with blocks $B_1, B_2, \ldots, B_k$. By induction, there are $k$ NNs representing $B_i$ with depth $d(B_i) + 1$, width $w(B_i)$, and size $s(B_i)$, $i \in [k]$, respectively. An NN representing $A$ can be obtained by plugging all these NNs in parallel next to each other, resulting in an NN of depth $\max_{i=1}^k d(B_i) + 1 = d(A) + 1$, width $\sum_{i=1}^k w(B_i) = w(A)$, and size $\sum_{i=1}^k s(B_i) = s(A)$. This completes the induction.

2. Suppose the NN is given by a directed graph $G = (V, E)$ as described in Section 3.1. It is easy to verify that Algorithm 5 computes $f$ with the claimed complexity measures.

3.4 Relation to Other Models of Real-Valued Computation

Real-valued computation is often formalized via different versions of the Real RAM model [66] or the Blum-Shub-Smale machine [11]. Defining real models of computation requires a bit of care because it easily happens that they unintentionally become too powerful. As an example, if a model allows both, indirect indexing\(^6\) and multiplication of real variables in constant time, then one can show that every problem solvable in polynomial space can also be solved in polynomial time [33, 59, 63]; compare also a concise recent discussion in [19].

\(^6\)This means that the sequence of variable accesses can depend on the input instance, which is common in most programming languages.
Algorithm 5: A generic MAAP to execute a given NN.

Input: Input variables \( o(v) \) for \( v \in V_0 \).

// For each hidden layer:
1 for \( \ell = 1, \ldots, d \) do
   // For each neuron in the layer:
2 for each \( v \in V_\ell \) do parallel
3 \( a(v) \leftarrow b_v + \sum_{u: uv \in E} w_{uv} o(u) \)
4 \( o(v) \leftarrow \max \{ 0, a(v) \} \)

// For each output neuron:
5 for each \( v \in V_{d+1} \) do parallel
6 \( a(v) \leftarrow b_v + \sum_{u: uv \in E} w_{uv} o(u) \)
7 return \( (a(v))_{v \in V_{d+1}} \).

For MAAPs, the sequence of variable accesses is indeed predefined and cannot depend on the input. Therefore, our model does not include indirect indexing. Also multiplications of variables is not allowed, as we only allow scalar multiplications with fixed constants. Hence, MAAPs do not suffer from the issue described above. Nevertheless, the precise computational power of MAAPs remains an open question, to which we contribute with two positive results in this article.

4 Neural Networks for Minimum Spanning Trees

In this section we prove Theorem 1 by showing correctness of Algorithm 1 and applying Proposition 3.

Proposition 4 Algorithm 1 correctly computes the value of a minimum spanning tree in the complete graph on \( n \) vertices.

Proof We use induction on \( n \). The trivial case \( n = 2 \) settles the induction start. For the induction step, we separately show that Algorithm 1 does neither over- nor underestimate the true objective value. For this purpose we show that minimum spanning trees in the original graph and the smaller graph with updated weights can be constructed from each other in a way that is consistent with the computation performed by Algorithm 1.

Suppose that the subroutine MST\(_{n-1}\) correctly computes the value of an MST for \( n - 1 \) vertices. We need to show that the returned value \( y_n + \text{MST}_{n-1}\left( (x'_{ij})_{1 \leq i < j \leq n-1} \right) \) is indeed the MST value for \( n \) vertices.

First, we show that the value computed by Algorithm 1 is not larger than the correct objective value. To this end, let \( T \) be the set of edges corresponding to an MST of \( G \). By potential relabeling of the vertices, assume that \( y_n = x_{1n} \). Note that we may assume without loss of generality that \( v_1 v_n \in T \): if this is not the case, adding it to \( T \) creates a cycle in \( T \) involving a second neighbor \( v_i \neq v_1 \) of \( v_n \). Removing \( v_i v_n \) from \( T \) results again in a spanning tree with total weight at most the original weight.
We construct a spanning tree $T'$ of the subgraph spanned by the first $n - 1$ vertices as follows: $T'$ contains all edges of $T$ that are not incident with $v_n$. Additionally, for each $v_iv_n \in T$, except for $v_1v_n$, we add the edge $v_1v_i$ to $T'$. It is immediate to verify that this construction results in fact in a spanning tree. We then obtain

$$\sum_{v_iv_j \in T} x_{ij} = x_{1n} + \sum_{v_iv_n \in T, i>1} x_{in} + \sum_{v_iv_j \in T, i,j<n} x_{ij}$$

$$= y_n + \sum_{v_iv_n \in T, i>1} (x_{in} + x_{1n} - y_n) + \sum_{v_iv_j \in T, i,j<n} x_{ij}$$

$$\geq y_n + \sum_{v_iv_n \in T, i>1} x_{1i} + \sum_{v_iv_j \in T, i,j<n} x'_{ij}$$

$$= y_n + \sum_{v_iv_j \in T'} x_{ij}$$

$$\geq y_n + \text{MST}_{n-1} \left( (x_{ij})_{1 \leq i < j \leq n-1} \right).$$

Here, the first inequality follows by the way how the values of $x'$ are defined in line 3 and the second inequality follows since $T'$ is a spanning tree of the first $n - 1$ vertices and, by induction, the MAAP is correct for up to $n - 1$ vertices. This completes the proof that the MAAP does not overestimate the objective value.

In order to show that the MAAP does not underestimate the true objective value, let $T'$ be the set of edges of a minimum spanning tree of the first $n - 1$ vertices with respect to the updated costs $x'$. Let $E^* \subseteq T'$ be the subset of edges $v_iv_j$, with $1 \leq i < j \leq n - 1$, in $T'$ that satisfy $x'_{ij} = x_{in} + x_{jn} - y_n$. Note that, in particular, we have $x'_{ij} = x_{ij}$ for all $v_iv_j \in T' \setminus E^*$, which will become important later. We show that we may assume without loss of generality that $E^*$ only contains edges incident with $v_1$. To do so, suppose there is an edge $v_iv_j \in E^*$ with $2 \leq i < j \leq n - 1$. Removing that edge from $T'$ disconnects exactly one of the two vertices $v_i$ and $v_j$ from $v_1$; say, it disconnects $v_j$. We then can add $v_1v_j$ to $T'$ and obtain another spanning tree in $G'$. Moreover, by the definition of the weights $x'$ and the choice of $v_1$, we obtain $x'_{ij} \leq x_{1n} + x_{jn} - y_n \leq x_{in} + x_{jn} - y_n = x_{ij}$. Hence, the new spanning tree is still minimal. This procedure can be repeated until every edge in $E^*$ is incident with $v_1$.

Now, we construct a spanning tree $T$ in $G$ from $T'$ as follows: $T$ contains all edges of $T' \setminus E^*$. Additionally, for every $v_1v_i \in E^*$, we add the edge $v_1v_i$ to $T$. Finally, we also add $v_1v_n$ to $T$. Again it is immediate to verify that this construction results in fact in a spanning tree, and we obtain

$$\sum_{v_i v_j \in T} x_{ij} = x_{1n} + \sum_{v_i v_n \in E^*} x_{in} + \sum_{v_i v_j \in T' \setminus E^*} x_{ij}$$

$$= y_n + \sum_{v_i v_n \in E^*} (x_{in} + x_{1n} - y_n) + \sum_{v_i v_j \in T' \setminus E^*} x_{ij}$$

$$= y_n + \sum_{v_i v_n \in E^*} x_{1i} + \sum_{v_i v_j \in T' \setminus E^*} x'_{ij}$$

$$= y_n + \sum_{v_i v_j \in T'} x_{ij}$$

$$= y_n + \text{MST}_{n-1} \left( (x_{ij})_{1 \leq i < j \leq n-1} \right).$$

This shows that the MAAP returns precisely the value of the spanning tree $T$. Hence, its output is at least as large as the value of an MST, completing the second direction. \(\square\)
Finally, we prove complexity bounds for the MAAP, allowing us to bound the size of the corresponding NN.

**Theorem 1** For a fixed graph with $n$ vertices, there exists an NN of depth $O(n \log n)$, width $O(n^2)$, and size $O(n^3)$ that correctly maps a vector of edge weights to the value of a minimum spanning tree.

**Proof** In Proposition 4, we have seen that Algorithm 1 performs the required computation. We show that $d(\text{MST}_n) = O(n \log n)$, $w(\text{MST}_n) = O(n^2)$, and $s(\text{MST}_n) = O(n^3)$. Then, the claim follows by Proposition 3.

Concerning the complexity measure $d$, observe that in each recursion the bottleneck is to compute the minimum in line 1. This is of logarithmic order. Since we have $n$ recursions, it follows that $d(\text{MST}_n) = O(n \log n)$.

Concerning the complexity measure $w$, observe that the bottleneck is to compute the parallel for loop in line 3. This is of quadratic order, resulting in $w(\text{MST}_n) = O(n^2)$.

Finally, concerning the complexity measure $s$, the bottleneck is also the parallel for loop in line 3. Again, this is of quadratic order and since we have $n$ recursions, we arrive at $s(\text{MST}_n) = O(n^3)$. □

5 Neural Networks for Maximum Flows

In this section we show that, given a fixed directed graph with $n$ nodes and $m$ edges, there is a polynomial-size NN computing a function of type $\mathbb{R}^m \to \mathbb{R}^m$ that maps arc capacities to a corresponding maximum flow. We achieve this by proving correctness of Algorithm 2 and applying Proposition 3. Before we start, we formally set definitions and notations around the Maximum Flow Problem.

5.1 The Maximum Flow Problem

Let $G = (V, E)$ be a directed graph with a finite node set $V = \{v_1, \ldots, v_n\}$, $n \in \mathbb{N}$, containing a source $s = v_1$, a sink $t = v_n$, and an arc set $E \subseteq V^2 \setminus \{vv \mid v \in V\}$ in which each arc $e \in E$ is equipped with a capacity $\nu_e \geq 0$. We write $m = |E|$ for the number of arcs, $\delta^+_v$ and $\delta^-_v$ for the sets of outgoing and incoming arcs of node $v$, as well as $N^+_v$ and $N^-_v$ for the sets of successor and predecessor nodes of $v$ in $G$, respectively.

The distance $\text{dist}_G(v, w)$ denotes the minimum number of arcs on any path from $v$ to $w$ in $G$.

The **Maximum Flow Problem** consists of finding an $s$-$t$-flow $(y_e)_{e \in E}$ satisfying $0 \leq y_e \leq \nu_e$ and $\sum_{e \in \delta^+_v} y_e = \sum_{e \in \delta^-_v} y_e$ for all $v \in V \setminus \{s, t\}$ such that the flow value $\sum_{e \in \delta^+_s} y_e - \sum_{e \in \delta^-_s} y_e$ is maximal.

For the sake of an easier notation we assume for each arc $e = uv \in E$ that its reverse arc $vu$ is also contained in $E$. This is without loss of generality because we can use capacity $\nu_e = 0$ for arcs that are not part of the original set $E$. In order to avoid redundancy we represent flow only in one arc direction. More precisely, with $\bar{E} = \{v_i v_j \in E \mid i < j\}$ being the set of forward arcs, we denote a flow by $(y_e)_{e \in \bar{E}}$. The capacity constraints therefore state that $-\nu_{vu} \leq y_{uv} \leq \nu_{uv}$. Hence, a negative flow
value on a forward arc $uv \in \bar{E}$ denotes a positive flow on the corresponding backward arc $vu$.

A crucial construction for maximum flow algorithms is the residual network. For a given $s$-$t$-flow $(y_e)_{e \in \bar{E}}$, the residual capacities are defined as follows. For an arc $uv \in \bar{E}$ the residual forward capacity is given by $c_{uv} := \nu_{uv} - y_{uv}$ and the residual backward capacity by $c_{vu} := \nu_{vu} + y_{uv}$. The residual network consists of all directed arcs with positive residual capacity. Hence, it is given by $G^* = (V, E^*)$ with $E^* := \{ e \in E \mid c_e > 0 \}$.

### 5.2 Analysis of the Subroutine

We first analyse the subroutine $\texttt{FindAugmentingFlow}$ given in Algorithm 3. The following theorem states that the subroutine indeed computes an augmenting flow fulfilling all required properties.

**Theorem 5** Let $(c_e)_{e \in E}$ be residual capacities such that the distance between $s$ and $t$ in the residual network $G^* = (V, E^*)$ is at least $k$. Then the MAAP given in Algorithm 3 returns an $s$-$t$-flow $y = (y_{uv})_{uv \in \bar{E}}$ with $-c_{vu} \leq y_{uv} \leq c_{uv}$ such that there is positive flow only on arcs that lie on an $s$-$t$-path of length exactly $k$ in $G^*$. If the distance of $s$ and $t$ in the residual network is exactly $k$, then $y$ has a strictly positive flow value and there exists at least one saturated arc, i.e., one arc $e \in E^*$ with $y_e = c_e$.

The proof idea is as follows. We first show that we correctly track the excessive flow at each vertex $u$ throughout the whole subroutine with variables $Y_i^u$. This will be used to show two essential properties. First, by the way how we bound the amount of our pushes in terms of the fattest flow values, we ensure that the augmenting flow will only be positive on arcs contained in a shortest $s$-$t$-path. Second, by a careful analysis of the cleanup procedure, we obtain that the final flow fulfills flow conservation. It is then easy to see that it also respects the residual capacities.

In order to show that at least one residual arc is saturated we consider a node $v^*$ that has positive excess flow after the pushing phase. Among these, $v^*$ is chosen as one of the closest nodes to $t$ in $G^*$. From all shortest $v^*$-$t$-paths in $G^*$ we pick the path $P$ that has lexicographically the smallest string of node indices. As the fattest path from $v^*$ to $t$ has at least the residual capacity of $P$ (given by the minimal residual capacity of all arcs along $P$), the pushing procedure has pushed at least this value along $P$. Hence, the arc on $P$ with minimal capacity has to be saturated. It is then easy to show that the clean-up does not reduce the value along $P$.

**Proof of Theorem 5** It is easy to check that lines 7 to 11 from the algorithm do indeed compute the maximal flow value $a_{i,v}$ that can be send from $v$ to $t$ along a single path (which we call the fattest path) of length exactly $i$.

In the following we show that in line 31 the arc vector $z = (z_e)_{e \in E}$ forms an $s$-$t$-flow in the residual network $G^* = (V, E^*)$ that satisfies $0 \leq z_e \leq c_e$. For this, recall that $\text{dist}_{G^*}(s, u)$ denotes the distance from $s$ to $u$ in the residual network.
In order to prove flow conservation of \( z \) at all vertices except for \( s \) and \( t \), we fix some node \( u \in V \setminus \{ t \} \) and show that
\[
Y_u^j = \begin{cases} 
\sum_{e \in \delta_u^+} z_e - \sum_{e \in \delta_u^-} z_e & \text{if } j = k - \text{dist}_{G^*}(s, u), \\
0 & \text{otherwise},
\end{cases}
\]
holds throughout the execution of the subroutine.

Claim 6 **Equation (1) holds after the pushing procedure (lines 12 to 22).**

**Proof of Claim 6** For \( j < k - \text{dist}_{G^*}(s, u) \), there does not exist any \( u-t \)-path of length \( j \)
(since \( j + \text{dist}_{G^*}(s, u) < k \leq \text{dist}_{G^*}(s, t) \)). Hence, the fattest \( u-t \)-path of length exactly \( j \) has
capacity \( a_{j,u} = 0 \). In any iteration that might increase \( Y_u^j \), that is, for \( i = j + 1, v \in V \setminus \{ u, t \} \),
and \( w = u \), we have \( f = 0 \). This implies that \( Y_u^j \) remains 0.

For \( j > k - \text{dist}_{G^*}(s, u) \), the intuition is that there is no \( s-u \)-path of length \( k - j \) in the
residual graph as \( k - j < \text{dist}_{G^*}(s, u) \). Therefore, it is not possible that any flow reaches vertex \( u \) in \( k - j \) iterations and \( Y_u^j \) stays 0. To formally prove \( Y_u^j = 0 \) in this case, we use a
downward induction on \( j \) from \( k \) to 1.

In the base case \( j = k \), we have that \( Y_u^j = Y_u^k = 0 \) since for \( u \neq s \) it holds that \( Y_u^k \) stays
0 during the whole algorithm.

For the induction step, fix a given \( j < k \). Observe that \( Y_u^j \) can only be increased in line 19 when we are in iteration \( i = j + 1 \) and \( w = u \) is the successor of some vertex \( v \)
from which we push. The amount \( f \), by which we increase \( Y_u^j \), can only be positive if the residual capacity \( c_{uw} = c_{wu} \) is positive. This implies \( \text{dist}_{G^*}(s, u) \leq \text{dist}_{G^*}(s, v) + 1 \) and thus
\( i = j + 1 > k - \text{dist}_{G^*}(s, u) + 1 \geq k - \text{dist}_{G^*}(s, v) \). We can therefore apply the induction hypothesis and conclude that \( Y_u^j = 0 \). This, however, implies \( f = 0 \) and therefore that \( Y_u^j \)
remains 0 too, completing the inductive proof of this case.

Summarizing, we obtain that \( Y_u^j \) can only be non-zero for \( j = k - \text{dist}_{G^*}(s, u) \). In each
iteration with \( i = k - \text{dist}_{G^*}(s, u) + 1 \) and \( w = u \) we add \( f \) to the flow value \( z_{uv} \) and the
same to \( Y_u^{k-\text{dist}_{G^*}(s, u)} \) and in each iteration with \( i = k - \text{dist}_{G^*}(s, u) \) and \( v = u \) we add \( f \)
to the flow value \( z_{uv} \) and subtract \( f \) from \( Y_u^{k-\text{dist}_{G^*}(s, u)} \). Hence, \( Y_u^{k-\text{dist}_{G^*}(s, u)} \) denotes
exactly the excessive flow after the pushing procedure as stated in (1).

This claim already shows that \( z_e \) can only be positive if \( e \) lies on an \( s-t \)-path of length
exactly \( k \), which is a shortest path in the residual network. To see this, let \( uv \) be an arc that is not
on such a path. In line 16, it either holds that \( Y_u^i = 0 \) (if \( i \neq k-\text{dist}_{G^*}(s, u) \)) or \( a_{i-1,w} = 0 \)
because for \( i = k - \text{dist}_{G^*}(s, u) \) there is no \( u-t \)-path of length \( i - 1 = k - \text{dist}_{G^*}(s, u) - 1 \)
(since otherwise \( uv \) would lie on an \( s-t \)-path of length \( k \)). Thus, \( z_{uv} \) will never be increased.
As the clean-up only reduces the flow values, \( z_{uv} \) will still be 0 at the end (line 31).

Claim 7 **Equation (1) holds in each iteration of the clean-up (lines 23 to 29).**

**Proof of Claim 7** First, we show that \( Y_u^j \) stays 0 for \( j \neq k - \text{dist}_{G^*}(s, u) \) by induction over
\( j = 2, 3, \ldots, k \). The base case follows immediately as we only subtract \( b \geq 0 \) from \( Y_u^2 \). For
the induction step we have to show that \( b = 0 \) whenever we add \( b \) to \( Y_u^j \) in line 29. In
all iterations with \( i = j - 1 \) and \( v = u \) we either have \( z_{uv} = 0 \) or \( Y_u^i = 0 \). The reason
for this is that \( z_{uv} > 0 \) implies that \( uv \) lies on a shortest \( s \)-\( t \)-path, which means that 
\[
\text{dist}_{G^*}(s, w) = \text{dist}_{G^*}(s, u) + 1,
\]
and hence, \( i = j - 1 \neq k - \text{dist}_{G^*}(s, u) - 1 = k - \text{dist}_{G^*}(s, w) \).
By induction this means that \( Y_u^i = 0 \). Either way this implies \( b = 0 \).

Equation (1) holds for \( j = k - \text{dist}_{G^*}(s, u) \) since for \( e \in \delta_u^- \) the value \( b \) is only possibly positive for \( i = k - \text{dist}_{G^*}(s, u) \) and then it is subtracted from \( z_e \) as well as from 
\( Y_u^{k-\text{dist}_{G^*}(s,u)} \). For \( e \in \delta_u^- \), the value \( b \) can only be positive for \( i = k - \text{dist}_{G^*}(s, u) + 1 \), and hence, \( b \) is subtracted from \( z_e \) exactly when it is added to \( Y_u^{k-\text{dist}_{G^*}(s,u)} \).

Next, we show that at the end of the subroutine it holds that \( Y_u^j = 0 \) for all \( j \), in particular also for \( j = k - \text{dist}_{G^*}(s, u) \). The only exception of this is \( Y_u^e \). To see this, first observe that during the clean-up, \( Y_u^{k-\text{dist}_{G^*}(s,u)} \) is maximal after iteration \( i = k - \text{dist}_{G^*}(s, u) - 1 \) and does not increase anymore for \( i \geq k - \text{dist}_{G^*}(s, u) \). At the start of iteration \( i = k - \text{dist}_{G^*}(s, u) \) it holds due to (1) that 
\[
\sum_{e \in \delta_u^-} z_e \geq Y_u^{k-\text{dist}_{G^*}(s,u)}.
\]
Hence, for \( i = k - \text{dist}_{G^*}(s, u) \) and \( w = u \) there is one iteration for all \( e \in \delta_u^- \) and within this iteration \( Y_u^{k-\text{dist}_{G^*}(s,u)} \) is reduced by \( z_e \) until \( Y_u^{k-\text{dist}_{G^*}(s,u)} = 0 \). This shows that after all iterations with \( i = k - \text{dist}_{G^*}(s, u) \) it holds that \( Y_u^{k-\text{dist}_{G^*}(s,u)} = 0 \). Together with (1), this immediately implies flow conservation of \( (z_e)_{e \in E} \).

Finally, in order to show that \( 0 \leq z_e \leq c_e \), note that \( z_e \) is initialized with 0 and it is only increased in line 17 of the unique iteration with \( uv = e \) and \( i = k - \text{dist}_{G^*}(s, v) \), as we have argued in the proof of Claim 6. In this iteration we have that \( f \leq c_e \), which immediately shows that \( 0 \leq z_e \leq c_e \).

It only remains to show that at least one residual arc is saturated. To this end, suppose that the distance of \( s \) and \( t \) in \( G^* \) is \( k \), which means that there exists at least one \( s \)-\( t \)-path of length exactly \( k \) with a strictly positive residual capacity on all arc along this path.

Let us consider the set \( \{ (v, i) \mid Y_u^i > 0 \} \) after the pushing procedure. These are all nodes that need to be cleaned up in order to restore flow conservation, paired with their distance to \( t \). Let \( (v^*, i^*) \) be a tuple of this set such that \( i^* \) is minimal. In other words, \( v^* \) is a node that is closest to \( t \) among these nodes. We manually set \( (v^*, i^*) \) to \( (s, k) \) in the case that the set is empty.

**Claim 8** Some arc on a shortest path from \( v^* \) to \( t \) in \( G^* \) is saturated by \( y_e \).

**Proof of Claim 8** Among all these paths between \( v^* \) and \( t \) of length \( i^* \) we consider the path \( P \) which has lexicographically the smallest string of node indices. Let \( c_{\text{min}} \) be the minimal residual capacity along this path \( P \).

For all nodes \( v \) along \( P \) (including \( v^* \)) we have \( a_{i,v} \geq c_{\text{min}} \), where \( i \) is the distance from \( v \) to \( t \) along \( P \), since the fattest path from \( v \) to \( t \) has to have at least the residual capacity of \( P \).

After the pushing procedure it holds that \( z_e \geq c_{\text{min}} \) for all \( e \in P \). This is true for the first arc on \( P \), since we have excess flow at node \( v^* \) (remaining (after pushing), hence, we certainly pushed at least \( c_{\text{min}} \) into the first arc \( v^*w \) of \( P \). (This is also true if \( v^* = s \).) For the remaining arcs of \( P \) it is true, because by the lexicographical minimality of \( P \), the algorithm always pushes a flow value that is greater or equal to \( c_{\text{min}} \) first along the next arc on \( P \).

During the clean-up, this property remains valid as we only reduce flow on arcs that have a distance of more than \( i^* \) from \( t \).
Hence, an arc $e \in P$ with $c_e = c_{\text{min}}$ is saturated at the very end of the subroutine.

In conclusion, $y$ is a feasible $s$-$t$-flow in the residual network that has positive value only on paths of length $k$ and saturates at least one arc. This finalizes the proof of Theorem 5.

### 5.3 Analysis of the Main Routine

The following theorem states that Algorithm 2 correctly computes a maximum flow. It turns out that the properties proven in Theorem 5 about the subroutine `FindAugmentingFlow_k` are in fact sufficient to obtain correctness of the main routine as for the algorithms by Edmonds-Karp and Dinic; see, e.g., [46].

**Theorem 9** Let $G = (V, E)$ be a fixed directed graph with $s, t \in V$. For capacities $(\nu_e)_{e \in E}$ as input, the MAAP given by Algorithm 2 returns a maximum $s$-$t$-flow $(x_e)_{e \in \tilde{E}}$.

**Proof** It is a well-known fact that a feasible $s$-$t$-flow is maximum if and only if the corresponding residual network does not contain any $s$-$t$-path, see e.g., [46, Theorem 8.5]. Since any simple path has length at most $n - 1$, it suffices to show the following claim.

**Claim 10** After iteration $k$ of the for loop in line 5 of Algorithm 2, $x$ is a feasible $s$-$t$-flow with corresponding residual capacities $c$ such that no $s$-$t$-path of length at most $k$ remains in the residual network.

Given a residual network $(V, E^*)$, let $E_k^*$ be the set of arcs that lie on an $s$-$t$-path of length exactly $k$. If the distance from $s$ to $t$ is exactly $k$, then these arcs coincide with the arcs of the so-called level graph used in Dinic’s algorithm, compare [14, 46].

We will show Claim 10 about the outer for loop by induction on $k$ using a similar claim about the inner for loop.

**Claim 11** Suppose, at the beginning of an iteration of the for loop in line 6, it holds that

1. $x$ is a feasible $s$-$t$-flow with corresponding residual capacities $c$, and
2. the length of the shortest $s$-$t$-path in the residual network is at least $k$.

Then, after that iteration, properties (1) and (2) do still hold. Moreover, if $E_k^*$ is nonempty, then its cardinality is strictly reduced by that iteration.

**Proof of Claim 11** Since (1) and (2) hold at the beginning of the iteration, Theorem 5 implies that the flow $y$ found in line 7 fulfills flow conservation and is bounded by $-c_{uv} \leq y_{uv} \leq c_{uv}$ for each $uv \in \tilde{E}$. Hence, we obtain that, after updating $x$ and $c$ in lines 8 to 11, $x$ is still a feasible flow that respects flow conservation and capacities, and $c$ are the corresponding new residual capacities. Thus, property (1) is also true at the end of the iteration.

Let $G^* = (V, E^*)$ and $G^*_k = (V, E_k^*)$ be the residual graphs before and after the iteration, respectively. Let $E_k^*$ and $E_k^*$ be the set of arcs on $s$-$t$-paths of length $k$ in $G^*$ and $G_k^*$, respectively. Finally, let $E'$ be the union of $E^*$ with the reverse arcs of $E_k^*$ and let $G' = (V, E')$. 
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Since, by Theorem 5, we only augment along arcs in $E^*_k$, it follows that $E^* \subseteq E'$. Let $P$ be a shortest $s$-$t$-path in $G'$ and suppose for contradiction that $P$ contains an arc that is not in $E^*$. Let $e = uv$ be the first of all such arcs of $P$ and let $P_u$ be the subpath of $P$ until node $u$. Then the reverse arc $vu$ must be in $E^*_k$. In particular, $\text{dist}^*_{G'}(s, v) < \text{dist}^*_{G'}(s, u) \leq |E(P_u)|$, where the second inequality follows because $P_u$ uses only arcs in $E^*$. Hence, replacing the part of $P$ from $s$ to $v$ by a shortest $s$-$v$-path in $G^*$ reduces the length of $P$ by at least two, contradicting that $P$ is a shortest path in $G'$.

Thus, all shortest paths in $G'$ only contain arcs from $E^*$. In particular, they have length at least $k$. Hence, all paths in $G'$ that contain an arc that is not in $E^*$ have length larger than $k$. Since $E^* \subseteq E'$, this also holds for paths in $G^*$, which implies (2). It also implies that $E^*_k \subseteq E^*$. Moreover, by Theorem 5, if $E^*_k$ is nonempty, at least one arc of $E^*_k$ is saturated during the iteration, and thus removed from $E^*$. Thus, the cardinality of $E^*_k$ becomes strictly smaller.

Using Claim 11, we are now able to show Claim 10.

Proof of Claim 10 We use induction on $k$. For the induction start, note that before entering the for loop in line 5, that is, to speak, after iteration 0, obviously no $s$-$t$-path of length 0 can exist in the residual network. Also note that after the initialization in lines 1 to 4, $x$ is the zero flow, which is obviously feasible, and $c$ contains the corresponding residual capacities.

For the induction step, consider the $k$-th iteration. By the induction hypothesis, we know that, at the beginning of the $k$-th iteration, $x$ is a feasible $s$-$t$-flow with corresponding residual capacities $c$ and the distance from $s$ to $t$ in the residual network is at least $k$. Observe that by Claim 11, these properties are maintained throughout the entire $k$-th iteration. In addition, observe that at the beginning of the $k$-th iteration, we have $|E^*_k| \leq m$. Since, due to Claim 11, $|E^*_k|$ strictly decreases with each inner iteration until it is zero, it follows that after the $m$ inner iterations, the residual network does not contain an $s$-$t$-path of length $k$ any more, which completes the induction.

Since any simple path has length at most $n - 1$, Claim 10 implies that, at the end of iteration $k = n - 1$, the nodes $s$ and $t$ must be disconnected in the residual network. Hence, Algorithm 2 returns a maximum flow, which concludes the proof of Theorem 9.

By applying the definition of our complexity measures to Algorithm 2 and the subroutine, we prove the following bounds.

**Theorem 12** For the complexity measures of the MAAP $A$ defined by Algorithm 2 it holds that $d(A), s(A) \in \mathcal{O}(n^2m^2)$ and $w(A) \in \mathcal{O}(n^2)$.

Proof We first analyze the MAAP $A'$ given in Algorithm 3. Concerning the complexity measures $d$ and $s$, the bottleneck of Algorithm 3 is given by the two blocks consisting of lines 13 to 19 as well as lines 23 to 29. Each of these blocks has $\mathcal{O}(km)$ sequential iterations and the body of the innermost for loop has constant complexity. Thus, we have $d(A'), s(A') \in \mathcal{O}(km) \subseteq \mathcal{O}(nm)$ for the overall subroutine.

Concerning measure $w$, the bottleneck is in fact the initialization in lines 1 to 6, such that we have $w(A') \in \mathcal{O}(m + km) \subseteq \mathcal{O}(n^2)$.

Now consider the main routine in Algorithm 2. For all three complexity measures, the bottleneck is the call of the subroutine in line 7 within the two for loops. Since we have a
total of $O(nm)$ sequential iterations, the claimed complexity measures follow. Note that the parallel for loops in lines 1 and 8 do not increase the measure $w(A) \in O(n^2)$. □

We remark that the reported complexity $w(A) \in O(n^2)$ in Theorem 12 is actually suboptimal and can be replaced with $O(1)$ instead, if the parallel for loops in the MAAP and the subroutine are replaced with sequential ones. The asymptotics of $d(A)$ and $s(A)$ remain unchanged because the bottleneck parts of the MAAP are already of sequential nature. Still, we used parallel for loops in Algorithm 2 and the subroutine in order to point out at which points the ability of NNs to parallelize can be used in a straightforward way. Combining the previous observations with Proposition 3 we obtain Theorem 2.

**Theorem 2** Let $G = (V, E)$ be a fixed directed graph with $s, t \in V$, $|V| = n$, and $|E| = m$. There exists an NN of depth and size $O(m^2n^2)$ and width $O(1)$ that correctly maps a vector of arc capacities to a vector of flow values in a maximum $s$-$t$-flow.

Note that the objective value can be computed from the solution by simply adding up all flow values of arcs leaving the source node $s$. Therefore, this can be done by an NN with the same asymptotic size bounds, too.

Finally, observe that the total computational work of Algorithm 2, represented by $s(A)$ and, equivalently, the size of the resulting NN, differs only by a factor of $n$ from the standard running time bound $O(nm^2)$ of the Edmonds-Karp algorithm; see [46, Corollary 8.15]. While the number of augmenting steps is in $O(nm)$ for both algorithms, the difference lies in finding the augmenting flow. While the Edmonds-Karp algorithm finds the shortest path in the residual network in $O(m)$ time, our subroutine requires $O(mn)$ computational work.

### 6 Future Research

Our grand vision, to which we contribute in this paper, is to determine how the computational model defined by ReLU NNs compares to strongly polynomial time algorithms. In other words, is there a CPWL function (related to a CO problem or not) which can be evaluated in strongly polynomial time, but for which no polynomial-size NNs exist? Resolving this question involves, of course, the probably challenging task to prove nontrivial lower bounds on the size of NNs to compute certain functions. Particular candidate problems, for which the existence of polynomial-size NNs is open, are, for example, the Assignment Problem, different versions of Weighted Matching Problems, or Minimum Cost Flow Problems.

Another direct question for further research is to what extent the size of the NN constructions in this paper can be improved. For example, is the size of $O(n^2m^2)$ to compute maximum flows best possible or are smaller constructions conceivable? Even though highly parallel architectures (polylogarithmic depth) with polynomial width are unlikely, is it still possible to make use of NNs’ ability to parallelize and find a construction with a depth that is a polynomial of lower degree than $n^2m^2$?
We hope that this paper promotes further research about this intriguing model of computation defined through neural networks and its connections to classical (combinatorial optimization) algorithms.
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