Collimated gamma-ray beams from structured laser-irradiated targets – how to increase the efficiency without increasing the laser intensity
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Using three-dimensional kinetic simulations, we examine the emission of collimated gamma-ray beams from structured laser-irradiated targets with a pre-filled cylindrical channel. The channel guides the incident laser pulse, enabling generation of a slowly evolving azimuthal plasma magnetic field that serves two key functions: to enhance laser-driven electron acceleration and to induce emission of gamma-rays by the energetic electrons. Our main finding is that the conversion efficiency of the laser energy into a beam of gamma-rays (5° opening angle) can be significantly increased without increasing the laser intensity by utilizing channels with an optimal density. The conversion efficiency into multi-MeV photons increases roughly linearly with the incident laser power $P$, as we increase $P$ from 1 PW to 4 PW while keeping the laser peak intensity fixed at $5 \times 10^{22}$ W/cm$^2$. This scaling is achieved by using an optimal range of plasma densities in the channel between 10 and 20$n_{cr}$, where $n_{cr}$ is the classical cutoff density for electromagnetic waves. The corresponding number of photons scales as $P^2$. One application that directly benefits from such a strong scaling is the pair production via two-photon collisions, with the number of generated pairs increasing as $P^4$ at fixed laser intensity.

I. INTRODUCTION

Over the past decade, x-ray free electron lasers (XFELs)¹,² have revolutionized multiple areas of science and technology by providing unprecedented sources of photons for detailed diagnostics of fast processes. For example, the European XFEL delivers over $10^{11}$ photons with energies in the range of 10 keV as a directed beam.³ The underlying mechanism of the XFEL operation is the photon emission by multi-GeV energetic electron beam that is periodically deflected by the magnetic field of an undulator.

The next challenge is to develop a source of dense gamma-ray beams with photon energies in the multi-MeV range. However, upscaling the existing technology used at XFEL facilities may not be practical or feasible. Increasing the energies of emitted photons while maintaining a comparable photon yield would require a significant magnetic field increase. The desired field strength is well beyond what can be achieved using the existing technology, even with the proposed use of superconducting undulators.⁴ It is then appropriate to ask whether other technological developments can be leveraged to overcome this limitation.

One option is to use high-power high-intensity laser beams to drive extreme magnetic fields.⁵,⁶ High-intensity laser pulses are capable of making a dense and otherwise opaque material transparent by heating electrons to relativistic energies. The heating increases the cutoff electron density for a given laser frequency, which is often referred to as the relativistically induced transparency.⁷–⁹ This effect allows the laser pulse to volumetrically interact with a dense plasma and drive strong currents that greatly exceed the non-relativistic Alfvénic limit of 17 kA. It has been shown using kinetic simulations that a laser-driven current can sustain magnetic fields whose strength is hundreds of $kT_{\ell}$. Experiments are being designed to measure the field inside the target using XFEL.¹³

Strong quasi-static magnetic fields enable efficient generation of gamma-rays inside the laser-irradiated plasma by not only inducing the photon emissions, but by also enhancing the laser-driven electron acceleration.¹⁴,¹⁵ Multiple promising configurations involving high-intensity lasers have been already explored in the context of laser-driven electron acceleration and photon emission.¹⁸–³⁶ Here our focus is on the interplay between the laser pulse and the laser-driven magnetic field in structured targets that started to be used in experiments.³⁷,³⁸,³⁹ Even though the magnetic field does not work on laser-accelerated electrons, it alters how the electrons exchange their energy with the oscillating laser electric field. In a recent study, we showed that a static
azimuthal magnetic field sustained by a longitudinal current can enhance the electron energy gain to the GeV level\textsuperscript{14}. The deflections of these electrons by the plasma magnetic field that is hundreds of kT in strength stimulate frequent emissions of gamma-rays. The resulting gamma-ray beam has two distinct lobes (see Fig. 1).

We have previously examined this method for a PW-class laser pulse with parameters projected for the Texas PW laser system\textsuperscript{49}. Using 3D particle-in-cell (PIC) simulations, we found that more than 3\% of the laser energy can be converted into multi-MeV photons at a peak intensity of 5 × 10\textsuperscript{22} W/cm\textsuperscript{2} (see Ref. 11). One advantage of this approach is that the multi-MeV photons are emitted as a well-directed beam by forward-moving ultrarelativistic electrons.

In this work, we investigate how the gamma-ray photon emission scales with the incident laser power in order to provide quantitative predictions for multi-PW laser facilities, such as ELI\textsuperscript{41,42}, using 3D kinetic simulations. The presented study is needed because it is not immediately clear how to extrapolate the results obtained for a 1 PW laser pulse to multi-PW pulses with the same peak intensity. A gap in the current understanding becomes apparent when considering the electron acceleration by the laser pulse in the irradiated plasma. Previously published studies specify the electron energy gain for a given peak intensity or laser amplitude only\textsuperscript{14,43,44}. The impact of the incident power is unclear and the result might even create a misleading expectation that the power of the laser pulse is irrelevant. Our 3D simulations are performed for a fixed peak laser intensity of 5 × 10\textsuperscript{22} W/cm\textsuperscript{2}, with the understanding that a substantial intensity increase remains a serious technological challenge\textsuperscript{45}. A peak intensity of approximately 5 × 10\textsuperscript{22} W/cm\textsuperscript{2} is for instance expected with the 10 PW ELI-NP laser, after focusing with a F/3 parabolic mirror and reflecting the beam off a single plasma mirror\textsuperscript{46}.

In addition to varying the laser power, one has to consider the target geometry when optimizing the photon yield. Our previously published results indicate that a structured target with a channel serving as an optical wave-guide delivers a well-directed photon beam\textsuperscript{11,12}. In contrast to that, laser propagation is unstable in dense relativistically transparent targets\textsuperscript{47}, which makes the direction of the emitted photon beam unpredictable. The optical guiding is achieved by filling the channel with a material that becomes very transparent at the peak intensity\textsuperscript{48}. At the same time, the bulk of the target should have a density that is at least relativistically near-critical. We perform a channel density scan for a fixed bulk density in order to optimize the gamma-ray yield.

Our main finding is that the energy conversion efficiency into multi-MeV photons emitted into a narrow cone (5\degree opening angle) increases roughly linearly with the incident laser power \( P \), as we increase \( P \) from 1 PW to 4 PW. As a result, the emitted power by multi-MeV photons reaches 143 TW for the 4 PW case. The corresponding number of photons scales as \( P^2 \). This scaling is achieved by using an optimal plasma density between 10 and 20 \( n_{cr} \) in the channel, where \( n_{cr} \) is the classical cutoff density for electromagnetic waves. In comparison to that, the conversion efficiency for an initially empty channel is much lower and it remains relatively flat with the power increase. The power increase is particularly beneficial for generation of photons with energies above 100 MeV because of the increased electron energy gain that we observe to take place.

The rest of the manuscript consists of five sections. In Section II, we discuss a baseline simulation for a 1 PW laser pulse to highlight the key features of the photon emission process and to provide the context for the discussion of multi-PW simulations. In Section III, we present results of a scan over the incident laser power \( P \) for an optimal plasma density of 20 \( n_{cr} \) in the channel. In Section IV, we perform a density scan to better understand the role of the channel plasma. In Section V, we apply the discussed gamma-ray sources to produce electron-positron pairs from two-photon collisions with the goal to determine how the number of the generated pairs scales with \( P \). Finally, in Section VI we summarize...
our results and discuss the implications of our findings.

II. BASELINE CASE – PHOTON EMISSION DRIVEN BY A 1 PW LASER PULSE

Photon emission from a structured target irradiated by a PW-level laser pulse has been previously investigated and the results indicate that gamma-rays are efficiently emitted in the form of a well-directed beam. In this section, we review the key features of this regime that are then used in later sections of this paper to quantify and compare the performance of multi-PW laser beams.

The main points of the set-up utilizing a structured target are shown in Fig. 1a. The target consists of a cylindrical channel that is filled with a material that becomes more transparent than the bulk to the laser pulse when irradiated by a high amplitude electromagnetic wave. The channel effectively serves as an optical wave-guide to the laser pulse that is focused at the channel entrance. In our simulations, we set the channel diameter to be comparable to the focal spot of the laser in order to reduce the reflection off the bulk material, allowing for most of the laser energy to enter the target through the channel. As the laser beam propagates through the channel, it drives a longitudinal electron current that generates and sustains a quasi-static azimuthal magnetic field. The magnetic field plays two important roles: it enhances the energy gain of laser-accelerated electrons and it induces emission of gamma-rays by deflecting energetic electrons. The synergy of these two processes within the channel leads to a significant enhancement of the gamma-ray yield compared to a regime where the interaction is restricted to the target surface and to a regime of near-vacuum interaction where collective magnetic fields play no role.

In the considered setup, the choice of the bulk and channel materials is dictated by the peak amplitude $E_0$ of the electric field in the incoming laser pulse. The laser pulse quickly ionizes the irradiated material and turns it into a plasma, so that the optical properties are determined by the electron density $n_e$ in the resulting plasma. The property that is important for our setup is the transparency. The transparency condition is defined using a dimensionless parameter that we refer to as the normalized laser amplitude: $a_0 \equiv |e| E_0 / (m_e c \omega)$, where $m_e$ and $e$ are the electron mass and charge, $\omega$ is the frequency of the laser pulse, and $c$ is the speed of light. In the case of non-relativistic plasma electrons, the plasma is transparent to the laser pulse if $n_e < n_{cr}$, where $n_{cr} \equiv m_e \omega^2 / (4\pi e^2)$ is the classical critical or cutoff density. Plasma electrons become highly relativistic at $a_0 \gg 1$, which is the regime of interest for this paper. In the case of relativistic electrons with a characteristic relativistic factor $\gamma$, the plasma is transparent to the laser pulse if $n_e < (\gamma^2 / n_{cr})^{1/2}$. The increased range for the electron density has been termed the relativistically induced transparency. Typically, the value of $\gamma$ resulting from electron heating by a laser pulse with a normalized amplitude $a_0$ can be estimated as $\gamma \approx a_0$. Then the condition for the relativistic transparency induced by a laser pulse with $a_0 \gg 1$ is $n_e < a_0 n_{cr}$. Therefore, the plasma produced by the channel material should have $n_e \ll a_0 n_{cr}$ to enable relatively unimpeded propagation of the laser pulse. The plasma produced by the bulk material should have a much higher density to guide the laser beam. The preferred range is $n_e \sim a_0 n_{cr}$ or higher.

As a baseline, we have performed a 3D PIC simulation where a 1 PW laser pulse irradiates a structured target whose parameters are picked based on the discussed criteria. The parameters of the pulse are shown in Table I. The laser intensity has a Gaussian profile in the cross-section and, in the absence of the target, the diameter of the focal spot (full-width at half-maximum for the intensity) is $\omega_0 \approx 1.3 \mu m$. The corresponding laser peak intensity is $5 \times 10^{22} \text{ W/cm}^2$. Taking into account that the vacuum wavelength is $\lambda = 1 \mu m$, we find that the corresponding normalized amplitude is $a_0 \approx 190$. The structured target for this laser pulse consists of a bulk plasma with $n_e = n_{bulk} = 100 n_{cr}$ and a narrow channel with radius $R_{ch} \approx 0.7 \omega_0$ and $n_e = n_{ch} = 20 n_{cr}$. The channel electron density satisfies the criterion for the relativistically induced transparency with a significant margin, $n_{ch} / n_{cr} \ll a_0$. In contrast to this, we have $n_{ch} / n_{cr} = n_{bulk} / n_{cr} \approx a_0$ in the bulk. In line with our expectations, this allows the bulk plasma to guide the laser beam through the channel. In Sec. IV, it is shown that $n_{ch} = 20 n_{cr}$ provides the best photon yield and this is why we used this value here. The beam is focused at the entrance of the channel located at $x = 0$, with the $x$-axis directed into the target along the axis of the channel. The channel radius is chosen to be somewhat less than $\omega_0$, with $R_{ch} / \omega_0 \approx 0.7$. Even at $R_{ch} / \omega_0 \approx 0.7$ the channel entrance can capture 3/4 of the incoming power. This fraction increases during the interaction, as

| 3D PIC simulation parameters |
|-----------------------------|
| **Laser pulse:** |
| Pulse energy            | 35, 75, 155 J |
| Peak intensity          | $5 \times 10^{22} \text{ W/cm}^2$ |
| $a_0$                  | 190 |
| Wavelength              | $\lambda = 1 \mu m$ |
| Power                   | $P = 1, 2$ and 4 PW |
| Location of the focal plane | $x = 0 \mu m$ |
| Pulse profile           | Gaussian |
| (transverse & longitudinal) |
| Pulse duration          | 35 fs |
| (FHWM for intensity)    | $\omega_0 = 1.3, 1.9$ and 2.7 $\mu m$ |
| Pulse width/focal spot   | $\omega_0 = 3.0 \mu m \times 30/\mu m \times 30/\mu m$ |
| **Plasma:**            |
| Composition             | carbon ions and electrons |
| Bulk density            | $n_{cr}$ |
| Channel density         | $n_{ch} = 0, 10, 20, 60 n_{cr}$ |
| Ionization state of carbon | fully ionized |
| Channel radius          | $R_{ch} = 0.7 \omega_0$ |
| **General parameters:** |
| Spatial resolution      | $30/\mu m \times 30/\mu m \times 30/\mu m$ |
| # of macro-particles/cell | 15 |
| Electrons               | 10 |
| Carbon ions             | 10 |

TABLE I: Parameters used in the 3D PIC simulations
the channel expands appreciably. An important consideration for choosing $R_{ch}/w_0$ is the suppression of instabilities that cause the laser beam to deviate from its original direction of propagation. For example, we found that the propagation becomes unstable at $R_{ch}/w_0 \geq 1$.

The target material in our simulation is initialized as fully ionized plastic, represented by carbon ions (see Table I). No ionization takes place during the simulation, which significantly reduces computational costs during the parameter scans performed in later sections of the paper. A simulation with field ionization and initially neutral carbon atoms (instead of ions) reproduced the results reported in this section, which justifies our approach of using fully ionized targets.

In the described simulation with a 1 PW laser pulse, the laser pulse indeed generates high energy electrons while propagating through the channel. Figure 5 that will be discussed in later sections provides a snapshot of the electron spectrum. The maximum electron energy is 400 MeV, which corresponds to $\gamma \approx 800$. This is much higher than the characteristic relativistic factor associated with electron oscillations in the laser pulse, $\langle \gamma \rangle \approx a_0 \approx 190$. The energy increase is aided by a slowly evolving magnetic field that is generated in the channel.

The quasi-static azimuthal magnetic field, whose profile is shown in Fig. 14, exceeds 0.2 MT. This field bends trajectories of the energetic electrons and the resulting acceleration leads to synchrotron emission. 400 MeV electrons in a 0.2 MT magnetic field emit short wavelength electromagnetic fields representing photons with energies exceeding 1 MeV. However, it is not feasible to directly resolve this process in our simulations, because the wavelength of a 1 MeV photon is many orders of magnitude smaller than the simulation grid-size. This difficulty is circumvented by emitting photons as individual particles. Such an approach has been successfully implemented in a PIC code EPOCH that we use to perform our simulations. The emissions occur according to a Monte-Carlo algorithm that utilizes appropriate synchrotron cross-sections.

The resulting photon emission pattern for photons with $\mathcal{E}_\gamma > 10$ MeV is shown in Fig. 1b. In this plot, the photons are projected onto a 3D sphere whose radius significantly exceeds the size of the emission region. The angle shown in the plot is the angle with respect to the propagation direction of the laser pulse. The horizontal plane is the polarization plane of the laser electric field. The emitted photons are primarily concentrated near this plane. This is an expected result, because the polarization plane is also the plane of electron oscillations driven by the laser electric field. An important feature is that the photon beam has two distinct lobes that are offset by a similar angle from the direction of the laser propagation. In what follows, we define a lobe more precisely as a cone with an opening angle of 5°. Each lobe is centered at the peak of emission for a given photon energy range, as seen in Figs. 1b and 1c.

We calculate the emission efficiency by considering only a single lobe. This approach was adopted over a standard calculation of the total energy conversion efficiency in order to provide a better metric for those applications that call for a well-collimated photon beam. The energy conversion efficiency into photons with energies above 1, 10, and 100 MeV is shown in the lower panel of Fig. 1. A single lobe produced by the 1 PW laser pulse contains $1.5 \times 10^{11}$ multi-MeV photons, which accounts for approximately 0.3% of the total laser energy.

III. INCIDENT POWER SCAN

In this section we examine how the photon emission varies with the power $P$ of the incident laser pulse. We are specifically interested in a regime where the power is increased while the peak intensity is held constant. The next generation of laser systems is likely to achieve both higher power and higher peak intensity. However, the most significant improvements over the last several years have been associated with the increase in power, which has served as a motivation to consider a power scan at fixed intensity.

Figure 1d shows the energy conversion efficiency into gamma-rays as a function of the incident power that is increased from 1 to 4 PW by increasing the focal spot. The channel radius is increased linearly with the diameter of the focal spot $w_0$. The efficiency is a ratio of the energy emitted by photons into a single lobe to the total energy in the incident laser pulse. Note that the two-lobe structure of the emitted beam is preserved during the power scan, as evident from Fig. 1c. The three curves in Fig. 1d correspond to photons with energies $\mathcal{E}_\gamma$ above 1, 10, and 100 MeV. The key result is that the conversion efficiency into multi-MeV photons ($\mathcal{E}_\gamma > 1$ MeV) increases roughly linearly with $P$, so that the number of emitted photons scales as $P^2$. In what follows, we examine the key factors contributing to the increase.

There are three aspects that independently impact the discussed photon emission: 1) the power emitted by a single electron, 2) the number of emitting electrons, and 3) the duration of the emission. It is important to point out that the number of emitting electrons has to increase faster than $P$ in order to cause an increase in the efficiency. This is because the laser pulse duration is fixed.
and the laser energy increases only as a result of the power increase. In order to explicitly take this aspect into account, we introduce a re-normalized emitted power

\[ \mathcal{P}_\gamma \equiv \frac{P_{\text{lobe}}}{1 \text{ PW}} \]

that is the actual emitted power into a single lobe, divided by a factor proportional to \( P \) or, equivalently, to \( w_0^2 \). An increase in \( \mathcal{P}_\gamma \) with power is then a clear indicator of increased energy conversion efficiency into photons.

Figure 2 shows the time history of \( \mathcal{P}_\gamma \) for photons with \( E_\gamma > 10 \text{ MeV} \) at \( P = 1, 2 \), and 4 PW. We define \( t = 0 \) fs as the time when the laser pulse reaches its peak amplitude in the focal plane at \( x = 0 \mu m \) in the absence of the target. In Figure 2, \( \mathcal{P}_\gamma \) exhibits an increase with \( P \) at the peak of the emission, which is in good agreement with the increase in the efficiency shown in Fig. 1d. The emission peaks at roughly the same time and the full width at half maximum of the curves is also roughly the same for these three values of \( P \). We can thus rule out the increase in the emission duration as a possible cause for the increased conversion efficiency in our power scan.

We find that the efficiency increase in the power scan results from increased emission by individual electrons, discussed below in Sec. III A, and from increased number of emitting electrons, discussed below in Sec. III B. We first examine the change in synchrotron emission of individual electrons. In order to be quantitative, we consider the emission of photons with \( E_\gamma > 10 \text{ MeV} \) into a single lobe defined in Sec. II.

A. Increased emission by individual electrons

The power of synchrotron emission \( P_{\text{synch}} \) is determined exclusively by the electron acceleration in an instantaneous rest frame. This acceleration is proportional to a dimensionless parameter \( \eta \) defined as

\[ \eta \equiv \frac{\gamma_e}{E_S} \sqrt{\left( \frac{E}{c} + \frac{1}{c} [\mathbf{v} \times \mathbf{B}] \right)^2 - \frac{1}{c^2} (\mathbf{E} \cdot \mathbf{v})^2}, \]

where \( \mathbf{E} \) and \( \mathbf{B} \) are the electric and magnetic fields acting on the electron, \( \gamma_e \) and \( \mathbf{v} \) are the relativistic factor and velocity of the electron, \( c \) is the speed of light, and \( E_S \approx 1.3 \times 10^{18} \text{ V/m} \) is the Schwinger field. The power of the synchrotron emission scales as

\[ P_{\text{synch}} \propto \eta^2. \]

The characteristic \( \eta \) during the photon emission increases with \( P \), as seen in Fig. 3. The figure shows \( \mathcal{P}_\gamma \) from Fig. 2 at the peak of the emission as a function of \( \eta \) of the emitting electrons. Each curve has a pronounced peak. The laser power increase causes the peak to shift to the right. The average value of \( \eta \) calculated for each of the curves and given in Fig. 3 also increases with \( P \).
The key conclusion is that an emitting electron typically emits more at higher incident laser power.

The two major factors that can increase $\eta$ are the increase in $\gamma_e$ and the change in the field configuration. The latter includes not only an increase in the field strength, but also changes in the relative orientation between the electron velocity and the fields. In order to quantify this aspect, we introduce an effective field strength defined as

$$F_{\text{eff}} \equiv \frac{1}{E_0} \sqrt{(E + \frac{1}{c} [v \times B])^2 - \frac{1}{c^2} (E \cdot v)^2},$$

so that

$$\eta = \gamma_e F_{\text{eff}} E_0 / E_S,$$

where $E_0$ is the maximum electric field strength of the laser pulse in the absence of the target, i.e. in vacuum. According to this definition, $F_{\text{eff}} = 1$ for a single non-relativistic electron in vacuum with $v = 0$. We have implemented detailed tracking of emissions in EPOCH, which allows us to distinguish the changes in $\eta$ caused by changes in $F_{\text{eff}}$ and $\gamma_e$ of the emitting electrons. Specifically, we record the position and momentum of each photon at the moment of the emission together with the corresponding $\eta$ and $\gamma_e$ of the emitting electron.

1. Changes in $F_{\text{eff}}$ of emitting electrons

Figure 4b shows $P_\gamma$ as a function of the relativistic factor $\gamma_e$ of the emitting electrons for $P = 1, 2,$ and $4$ PW. The average value of $\gamma_e$ increases from 475 to 790. According to Eq. (5), this increase corresponds to an increase in $\eta$ by a factor of 1.7. When we combine this increase with the increase in $F_{\text{eff}}$ from Fig. 4b, we recover the factor of 2 increase in $\eta$, seen in Fig. 3.

The observed increase in $\gamma_e$ occurs for the same peak laser intensity and laser pulse duration, which suggests that the enhanced energy gain is related to the changes in the quasi-static magnetic field inside the channel. We have previously shown that a static azimuthal magnetic field can significantly increase the energy gain by laser-accelerated electrons\textsuperscript{14}. This mechanism relies on radial electron confinement. The transverse displacement does depend on the transverse electron momentum and it has to be less than the channel radius for the electrons not to become lost while being accelerated. As we increase the channel radius in our power scan, we improve the electron confinement, as confirmed by particle tracking, which then allows the electrons to reach higher energies at 4 PW than at 1 PW.

2. Changes in the $\gamma$-factor of emitting electrons

The increase in the energy conversion efficiency results not only from the increased emission by individual electrons, but also from an increase in the number of emitting electrons. In Sec. IIIA, we showed that the characteristic $\eta$ for the emission of photons with $E_\gamma > 10$ MeV doubles as the incident power increases from 1 to 4 PW. We can then expect an increase in the conversion efficiency by a factor of 4. However, Fig. 1 shows a more significant increase for $E_\gamma > 10$ MeV. The calculated conversion efficiency increases roughly by a factor of 6. This additional increase is an indication that the number of emitting electrons increases with power beyond just the geometric factor.

Snapshots of the electron energy spectra at the time of maximum emission for $P = 1, 2,$ and $4$ PW (see Fig. 5a) appear to contradict the conjecture about the increase in the electron numbers. These spectra are calculated for regions with strong emission shown in Fig. 14 of Appendix A. In each case the region is 5 $\mu$m long. The number of electrons $N$ is normalized to account for the increase in the channel radius, with the normalized num-
The number of electrons with the average $\gamma_e$ from Fig. 4 increases with $P$. Moreover, the number of the electrons in the vicinity of the average $\gamma_e$ now also increases with $P$. The change in the electron numbers is likely related to the electron heating mechanism in the quasi-static azimuthal magnetic field\textsuperscript{14}. However, a dedicated study is required to pinpoint the parameters responsible for the trend.

**IV. CHANNEL DENSITY SCAN**

In this section we perform a density scan to better understand the role of the channel plasma. In our scan we use four channel densities: $n_{ch}/n_{cr} = 0, 10, 20, \text{ and } 60$. All four values satisfy the criterion for the relativistically induced transparency, with $n_{ch}/n_{cr} < a_0 = 190$. We again only consider the photon emission into a narrow cone that is aligned with the direction of the maximum emission. We determine this direction for each set of target and laser parameters from a time-integrated angular photon emission distribution as the ones shown in Fig. 6.

The results of the scan are summarized in Tables II-IV, where the energy conversion efficiency is given for $E_\gamma > 1, 10, \text{ and } 100 \text{ MeV}$. At $P = 4 \text{ PW}$, $n_{ch}/n_{cr} = 10 \text{ and } 20$ deliver comparable conversion rates that are significantly higher than the conversion rates for the other two densities. It is also noteworthy that the conversion rate markedly increases with incident laser power for these two densities. In contrast to that, the power increase delivers no significant increase in the conversion rate for $n_{ch}/n_{cr} = 0 \text{ and } 60$ and it can even have a detrimental effect. The fact that $n_{ch}/n_{cr} = 10 \text{ and } 20$ perform equally well suggests that the range of optimal densities is relatively wide and that fine-tuning of the channel density is not required to achieve the optimal performance.

In what follows, we compare the emission of photons with $E_\gamma > 10 \text{ MeV}$ at $n_{ch}/n_{cr} = 0 \text{ and } 60$ to the emission at $n_{ch}/n_{cr} = 20$ from the previous section. Our goal is to elucidate the underlying cause for the enhanced performance at the optimal density. We limit our consideration to $P = 4 \text{ PW}$ since this power delivers the highest conversion rate for the optimal channel density.

Figure 6 shows qualitative differences in the angular distribution of the photons with $E_\gamma > 10 \text{ MeV}$ emitted at $n_{ch}/n_{cr} = 0 \text{ and } 60$. The initially empty channel produces a structure similar to that observed at the optimal

![Image](image-url)
FIG. 6: Time-integrated angular energy distribution of emitted photons with $E_\gamma > 10$ MeV at $n_{ch}/n_{cr} = 0$ and 60 for $P = 4$ PW. The horizontal plane is the polarization plane of the electric field in the incoming laser pulse.

TABLE II: Density scan for $E_\gamma > 1$ MeV.

| conversion to lobe[\%] | $n_{ch} = 60$ n$_{cr}$ | $n_{ch} = 20$ n$_{cr}$ | $n_{ch} = 10$ n$_{cr}$ | $n_{ch} = 0$ |
|-------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| $P = 1$ PW              | 0.24                     | 0.27                     | 0.18                     | 0.09                     |
| $P = 2$ PW              | 0.31                     | 0.45                     | 0.36                     | 0.10                     |
| $P = 4$ PW              | 0.29                     | 0.92                     | 0.68                     | 0.08                     |

TABLE III: Density scan for $E_\gamma > 10$ MeV.

| conversion to lobe[\%] | $n_{ch} = 60$ n$_{cr}$ | $n_{ch} = 20$ n$_{cr}$ | $n_{ch} = 10$ n$_{cr}$ | $n_{ch} = 0$ |
|-------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| $P = 1$ PW              | 8.5·10^{-2}              | 9.6·10^{-2}              | 5.8·10^{-2}              | 3.5·10^{-2}              |
| $P = 2$ PW              | 14·10^{-2}               | 19·10^{-2}               | 18·10^{-2}               | 3.1·10^{-2}              |
| $P = 4$ PW              | 15·10^{-2}               | 58·10^{-2}               | 40·10^{-2}               | 3.0·10^{-2}              |

TABLE IV: Density scan for $E_\gamma > 100$ MeV.

| conversion to lobe[\%] | $n_{ch} = 60$ n$_{cr}$ | $n_{ch} = 20$ n$_{cr}$ | $n_{ch} = 10$ n$_{cr}$ | $n_{ch} = 0$ |
|-------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| $P = 1$ PW              | 2.8·10^{-3}              | 3.4·10^{-3}              | 4.1·10^{-3}              | 1.5·10^{-3}              |
| $P = 2$ PW              | 3.5·10^{-3}              | 4.0·10^{-3}              | 5.2·10^{-3}              | 0.4·10^{-3}              |
| $P = 4$ PW              | 7.5·10^{-3}              | 55·10^{-3}               | 31·10^{-3}               | 0.7·10^{-3}              |

density. This two-lobe structure is a clear indicator that the ion dynamics plays an important role at $n_{ch}/n_{cr} = 0$, causing transverse electron oscillations\(^{58}\). We found that the single lobe structure reported in Ref. [28] can only be achieved by using a laser pulse with an extremely sharp rising edge rather than the Gaussian used here. In contrast to the regime with $n_{ch}/n_{cr} = 0$, the emission at $n_{ch}/n_{cr} = 60$ no longer exhibits strong angular localization. In this case, the emission is spread over more than 50° in the polarization plane of the electric field.

The wide angular spread at $n_{ch}/n_{cr} = 60$ is the cause for the reduced conversion efficiency when considering only the emission of photons into a narrow opening cone. In fact, the full photon spectra at $n_{ch}/n_{cr} = 60$ and at the optimal density of $n_{ch}/n_{cr} = 20$ are very similar for $E_\gamma < 100$, as seen in Fig. 7a. However, the photons are much better collimated at $n_{ch}/n_{cr} = 20$. As a result, the spectrum of photons emitted into a narrow cone aligned with the direction of maximum emission is several times higher at $n_{ch}/n_{cr} = 20$, as shown in Fig. 7b. The angular spread of the emitted photons at $n_{ch}/n_{cr} = 60$ is a direct manifestation of the fact that the laser is unable to generate a directed beam of energetic electrons. We can thus conclude that the channel density that is much higher than the optimal density negatively impacts the laser-driven electron acceleration in the channel.

In contrast to the case of $n_{ch}/n_{cr} = 60$, an initially empty channel is able to effectively accelerate electrons injected into the channel by the laser pulse and generate a directed beam of energetic electrons. We find that the laser depletion is a lot slower than at the optimal density of $n_{ch}/n_{cr} = 20$. As a consequence, the photon emission lasts longer and it peaks at a later time, as shown in Fig. 8. However, the downside of using an initially empty channel is that the number of laser-injected electrons that undergo acceleration in the channel and emit photons is much less than at the optimal density.

Figure 9a shows the electron spectra inside the channel at the time of peak emission from Fig. 8. In each case, we only count the electrons that are located within
a 5 μm vicinity of the axial location with the maximum emission. The electron spectra for $n_{ch}/n_{cr} = 0$ and 20 are very similar: they have similar slopes at $\gamma_e > 300$ and they have similar maximum electron energies. The main difference is the vertical scale, which represents the electron numbers. The number of energetic electrons at $n_{ch}/n_{cr} = 0$ is almost an order of magnitude lower. It must be pointed out that the spectrum at $n_{ch}/n_{cr} = 60$ has a much steeper slope while the maximum electron energy only reaches 500 MeV. This further substantiates our earlier statement that the laser-driven electron acceleration is negatively impacted at this channel density.

We continue this section by examining the key features of emission by individual electrons at $n_{ch}/n_{cr} = 0$ and $n_{ch}/n_{cr} = 60$. Figure 10 shows the re-normalized emitted power $P_\gamma$ [see Eq. (1)] as a function of $\eta$ for the three densities at the time of peak emission from Fig. 8. As before, $\eta$ is a dimensionless parameter given by Eq. (2) that characterizes the electron acceleration in an instantaneous rest frame and determines the power of the synchrotron emission by the corresponding electron. The average $\eta$ at $n_{ch}/n_{cr} = 0$ is much lower than the average $\eta$ at the optimal density, which means that not only we have fewer emitting electrons in the initially empty channel, but that these electrons experience much weaker acceleration associated with the emission. However, the average $\eta$ at $n_{ch}/n_{cr} = 60$ has the highest value, indicating that individual electrons emit very efficiently in this regime. The reason for poor performance in terms of the conversion efficiency is that the emission of the electrons is not well-directed.

The parameter $\eta$ depends on the electron relativistic factor $\gamma_e$ and the effective field strength $F_{eff}$ defined by Eq. (4). Figure 11 shows $P_\gamma$ as a function of these two parameters in order to gain further insight into the photon emission process. It is evident that $\gamma_e$ and $F_{eff}$ play different roles at $n_{ch}/n_{cr} = 0$ and at $n_{ch}/n_{cr} = 60$. It is thus instructive to separately compare these two regimes to the regime with the optimal density.

A. Photon emission at $n_{ch}/n_{cr} = 0$

Figure 11a confirms that the energy distribution of the emitting electrons in this case is very similar to that at the optimal density. Both the average $\gamma_e$ and the standard deviation are relatively close to those at $n_{ch}/n_{cr} = 20$.

The effective field strength $F_{eff}$ however is considerably lower at $n_{ch}/n_{cr} = 0$ than at the optimal density. We found that the axial current density in an initially empty channel and the resulting azimuthal quasi-static magnetic field are much lower than at $n_{ch}/n_{cr} = 20$. The maximum strength of this magnetic field, $\bar{B}$, in the channel cross-section at the axial location of maximum emission only reaches 0.1$B_0$. We have already established that the number of electrons in an initially empty channel is reduced. The reduced quasi-static magnetic field is a manifestation of that.
FIG. 10: Normalized emitted power $P_{\gamma}$ into a single lobe as a function of $\eta$ at the time of peak emission (see Fig. 8) for $n_{ch}/n_{cr} = 0, 20,$ and 60. The dashed lines show the average $\eta$ and the horizontal bars show the standard deviation.

The plasma magnetic field in this regime is so low that most of the emissions are caused by the laser fields. This is evident from the fact that the average value of $F_{\text{eff}} \approx 0.2$ is two times higher than the maximum strength of the plasma field at the axial location of the emission, $B/B_{0} \approx 0.1$. We can further confirm the importance of the laser field by using simple estimates for $\eta$ in two limiting cases. If the plasma magnetic field dominates the emission, then $\eta$ is approximately given by

$$\eta \approx \gamma \bar{B}/E_{S}.$$  \hspace{1cm} (7)

If the laser fields dominate the emission, then we can estimate $\eta$ as

$$\eta \approx \gamma (1 - \cos \theta) B_{0}/E_{S}.$$  \hspace{1cm} (8)

This estimate is obtained for an ultra-relativistic electron that is moving at an angle $\theta$ with respect to the wavenumber of a plane electromagnetic wave whose magnetic field amplitude is $B_{0}$. It follows from Eqs. (7) and (8) that the laser fields are more important than the plasma magnetic field if the angle $\theta$ satisfies the condition

$$\cos \theta < 1 - \bar{B}/B_{0}.$$  \hspace{1cm} (9)

According to Fig. 6a, $\theta \approx 30^\circ$ for the majority of the emissions. Then Eq. (9) is satisfied even for $\bar{B}/B_{0} \approx 0.1$, which confirms that the laser fields are causing a significant part of the photon emission at $n_{ch}/n_{cr} = 0$.

B. Photon emission at $n_{ch}/n_{cr} = 60$

The enhancement in $\eta$ in this regime is caused by a significant enhancement in $F_{\text{eff}}$ even though the electron spectrum is less energetic than at $n_{ch}/n_{cr} = 20$ and the characteristic $\gamma_{e}$ is also lower (see Fig. 11a). Our analysis of the laser propagation shows that the laser pulse experiences a strong backward reflection at this channel density. As a result, instantaneous electric and magnetic fields across the channel are much higher than $E_{0}$ and $B_{0}$ even in the region where there is no strong beam focusing, as seen in Fig. 12b. On the other hand, the time-averaged over four laser periods magnetic field in Fig. 12a reaches only a maximum value of 0.3$B_{0}$. The reflected pulse creates a configuration where forward-moving electrons interact with a counter-propagating wave. It follows from Eq. (4) that $F_{\text{eff}} \approx 2$ for a counter-propagating wave whose field amplitude is $E_{0}$. We thus conclude that the reflection is an underlying cause for the increase of $F_{\text{eff}}$.

Even though $\eta$ is significantly higher at this density, the emitting electrons lack directivity. For example, even though the total number of electrons with the characteristic $\gamma_{e}$ is higher by a factor of two than that at the optimal density, the number of electrons whose momentum is confined within a 60$^\circ$ cone is less, as seen in Fig. 9b.

An important detail of our analysis should be reiterated: we have discussed the emission of photons into a
V. CREATION OF ELECTRON-POSITRON PAIRS BY COLLIDING GAMMA-RAY BEAMS

In Sec. IV we showed that the number of photons emitted into a narrow cone with an opening angle of 5° increases rapidly with the incident laser power, provided that the channel has the optimal density. In fact, the number of multi-MeV photons increases as $P^2$ with the incident laser power $P$ while the laser intensity remains the same. Multiple applications can benefit from such a strong scaling. In this section, we examine one of them, which is generation of matter and antimatter directly from light via collisions of gamma-rays\textsuperscript{59}. Other approaches do exist, such as the one where gamma-rays are fired into a high-temperature radiation field of a laser-heated hohlraum\textsuperscript{60}.

We are considering a setup that is schematically shown in Fig. 13 and that was first discussed in Ref. 59. The colliding gamma-ray beams are the collimated beams emitted into a single lobe and discussed in the preceding sections of the paper. The collision of the beams occurs in a vacuum at a distance $d$ that greatly exceeds the spatial scales associated with the photon emission within a single structured target. Multi-MeV photons are absolutely necessary for the pair production via collisions of two photons (linear Breit-Wheeler process\textsuperscript{61}) because the photon energies must satisfy the requirement $\mathcal{E}_{\gamma_1} \mathcal{E}_{\gamma_2} > 2 m_e^2 c^4$, where $\mathcal{E}_{\gamma_1}$ and $\mathcal{E}_{\gamma_2}$ are the energies of the colliding photons.

![Figure 12: Time-averaged (a) and instantaneous (b) magnetic field for $n_{ch} = 60n_{cr}$ at the time of peak emission. The laser propagates along the $x$-axis and its electric field is polarized along the $y$-axis. $B_0 \approx 2$ MT is the maximum magnetic field of the laser in the absence of the target.](image1)

![Figure 13: Setup for pair production via two-photon collisions in two intersecting $\gamma$-ray beams.](image2)

### TABLE V: Pair production via two-photon collisions at 90°

| Incident power $P$ per laser beam | $1$ PW | $2$ PW | $4$ PW |
|-----------------------------------|--------|--------|--------|
| Number of multi-MeV photons $N_\gamma$ per $\gamma$-ray beam | $1.5 \times 10^{11}$ | $4.2 \times 10^{11}$ | $2.8 \times 10^{12}$ |
| Number of pairs $N_{pairs}$ at $d = 500$ µm | 15 | 140 | 3700 |
| Number of pairs $N_{pairs}$ at $d = 250$ µm | 75 | 580 | $1.5 \times 10^4$ |

The increase of the multi-MeV photon numbers $N_\gamma$ produced by each of the targets significantly increases the number of produced pairs $N_{pairs}$. We first show this using simple estimates in order to derive the corresponding scaling. The photon density in each of the beams is $n_\gamma \approx N_\gamma / S$, where $l$ is the beam length and $S$ is the beam cross-section at the location where the two beams collide. Taking into account that the collisions occur far from the emission region, we estimate that $S \approx \pi (\theta d)^2$, where $\theta = 5°$ is the divergence angle of the photon beam. We assume that the two colliding beams have similar photon spectra. The number of pairs produced by one gamma-ray is roughly $\sigma_{\gamma\gamma} n_\gamma l$, where $\sigma_{\gamma\gamma}$ is the cross-section for the linear Breit-Wheeler process\textsuperscript{61}. The total number of pairs is $N_\gamma$ times higher. Taking into account the expressions for $n_\gamma$ and $S$, we find that

$$N_{pairs} \propto N_\gamma \sigma_{\gamma\gamma} n_\gamma l \approx \sigma_{\gamma\gamma} N_\gamma^2 / \pi \theta^2 d^2.$$  \hspace{1em} (10)

The number of multi-MeV photons in our beams scales as $P^2$, which yields a strong scaling with the incident laser power $P$ for the number of electron-positron pairs:

$$N_{pairs} \propto P^4 / d^2.$$  \hspace{1em} (11)

The derived scaling of $N_{pairs}$ with the laser power has been confirmed by calculating the corresponding reaction rate for the computed photon spectra as the ones shown in Fig. 7b. The calculations were performed for a $\Phi = 90°$ collision angle using the angle and energy dependent cross-section for the linear Breit-Wheeler process, as detailed in Ref. 59. We assume that the spectrum represents a uniform photon beam that diverges as a cone.
with a $5^\circ$ opening angle. Our results are summarized in Table V for $P = 1, 2, \text{and} 4 \text{PW}$. We have confirmed the number of pairs for the 1 PW case using a kinetic TRI-LEns simulation\cite{62} that directly checks for binary photon collisions. The number of pairs increases by a factor of 247 for $d = 250 \mu m$ and by a factor of 200 for $d = 500 \mu m$ as we increase the incident laser power by a factor of four. Equation (11) predicts a factor of 256. As expected, the number of pairs also increases as $1/d^2$ when we reduce the distance between the gamma-ray sources and thus increases the density of the colliding photons.

Our photon spectra extend only down to $E_\gamma = 1 \text{MeV}$, which means that the number of pairs produced by a photon spectrum extending to lower photon energies would be higher. However, calculating the spectra of photons emitted into a narrow cone becomes prohibitively difficult at lower energies due to a large total number of photons emitted in the sub-MeV energy range. We estimate that the error in $N_{\text{pairs}}$ associated with the sub-MeV photons is roughly 25%. We obtained this number by extrapolating our spectra down to $E_\gamma = 0.1 \text{MeV}$.

VI. SUMMARY AND DISCUSSION

We have examined the emission of collimated gamma-ray beams from structured laser-irradiated targets with pre-filled and empty cylindrical channels. Our goal was to determine how the conversion efficiency of the laser energy into gamma-rays scales with the incident laser power when the peak intensity is held constant. We found that the conversion efficiency into a narrow beam of gamma-rays with a $5^\circ$ opening angle can be significantly increased by utilizing channels with an optimal density. The conversion efficiency into multi-MeV photons increases roughly linearly with the incident laser power in the range between 1 and 4 PW. The optimal range of densities for the peak laser intensity of $5 \times 10^{22} \text{W/cm}^2$ is between 10 and 20$n_{\text{cr}}$. The considered setup involving a structured target becomes a powerful gamma-ray source when irradiated by a 4 PW laser pulse. At the optimal target density, the power emitted by multi-MeV photons into a $5^\circ$ cone reaches 143 TW. The resulting gamma-ray intensity 1 cm away from the emission location is $6 \times 10^{15} \text{W/cm}^2$.

Our detailed particle tracking has revealed that the underlying cause for the improved conversion efficiency is the enhanced electron acceleration in the laser-pulse assisted by the quasi-static magnetic field generated in the channel\cite{14}. This is a nontrivial result, because the laser intensity and thus $a_0$ in the incoming laser pulse remain unchanged. Another peculiar aspect revealed by our analysis is that the characteristic effective field $F_{\text{eff}}$ experienced by the emitting electrons in the channel undergoes only a modest increase even though the azimuthal magnetic field becomes stronger by almost a factor of two as the channel becomes wider. It is likely that the improved transverse electron confinement by the magnetic field plays a significant role at higher power $P$, as the channel radius is increased as $\sqrt{P}$ in our scan. The changes in the longitudinal laser-driven electron current might also be important, since the acceleration mechanism directly depends on the current density\cite{14}. A detailed study that also involves electron tracking along their trajectories is required to pinpoint the exact changes causing the observed energy increase.

We have also examined how the increased conversion efficiency impacts the yield of electron-positron pairs in a collision of two gamma-ray beams. We found that the number of generated pairs increases as $P^4$ at a fixed laser intensity as opposed to just $P^2$, which one would expect in the case of a constant conversion efficiency. Our results indicate that increasing the peak laser intensity is not necessary to achieve a dramatic increase in the number of generated electron-positron pairs.

This work also emphasizes the need for the target development since achieving the observed power scaling requires pre-filled targets. Empty structured targets have already been used experimentally to achieve greater control over laser interactions with solid-density targets\cite{37}. Advanced target manufacturing facilities are also able to produce solid targets of variable density in the desired range of 10 to 20$n_{\text{cr}}$ (when fully ionized and homogenized) using the in situ polymerization technique. The pore and thread structures are sub-micron, so a relatively homogeneous plasma has been achieved in experiments with high-intensity lasers\cite{63}. Currently, the challenge is to manufacture pre-filled channels that are several microns in radius. In that context, higher power experiments would be more feasible since they require wider channels that are easier to fill.

Finally, it must be stated that our results for the initially empty channels qualitatively differ from some of the results that have been published over the last several years\cite{28,64,65}. It has been reported that empty channels produce highly collimated gamma-ray beams with just a single lobe aligned with the direction of the laser propagation. This emission pattern is achieved via longitudinal electron acceleration without transverse oscillations across the channel. In a pre-filled channel, both quasi-static electric and magnetic fields induce a force causing electrons to move towards the axis and, as a result, oscillate. In an empty channel, the electric field can be directed radially inward, causing a force compensation and preventing transverse oscillations\cite{66}. However, inward ion motion disrupts the force balance, leading to electron oscillations, which is exactly what happens in our simulations. The importance of the ion motion increases with laser intensity\cite{58}. The ion physics in the simulations with highly collimated photon beams was suppressed by: 1) using an extremely short laser pulse with an extremely sharp rising edge and 2) using heavy ions with a prescribed relatively low ionization state. The extreme sensitivity of the electron and photon collimation to the temporal profile of the laser pulse in initially empty channels means that quantitative predictions require simulations with an experimentally measured temporal profile. This also indicates that achieving experimentally high efficiency and high collimation in initially empty channels might be extremely challenging. In contrast to that, pre-filled structured targets offer a robust setup for efficient generation of gamma-ray beams.
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FIG. 14: Quasi-static magnetic field, $B_z$, and energy density of the photon emission with $E_\gamma > 10$ MeV. Here $B_0 \approx 2$ MT is the maximum magnetic field of the laser pulse in the absence of the target.

Appendix A: Magnetic field and photon emission profiles in the power scan

Figure 14 shows profiles of a time-averaged azimuthal magnetic field and photon emission for $P = 1, 2$, and $4$ PW in the power scan of Sec. III. The magnetic field is obtained by averaging the instantaneous magnetic fields over four laser periods. The time averaging is indicated using the overline. The contours show the magnetic field, $B_z$, in the $(x,y)$-plane at $z = 0$ at the time of maximum emission from Fig. 2. The color in Fig. 14 shows the energy density associated with the emission of photons with $E_\gamma > 10$ MeV. We only count the photons emitted in a slab with $|z| < 1 \mu m$ over a 10 fs window around the time of maximum emission from Fig. 2.