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Abstract

We prove a localization theorem for the type $A_{n-1}$ rational Cherednik algebra $H_c = H_{1,c}(A_{n-1})$ over $\mathbb{F}_p$, an algebraic closure of the finite field. In the most interesting special case where $c \in \mathbb{F}_p$, we construct an Azumaya algebra $H_c$ on $\text{Hilb}^n A^2$, the Hilbert scheme of $n$ points in the plane, such that $\Gamma(\text{Hilb}^n A^2, H_c) = H_c$. Our localization theorem provides an equivalence between the bounded derived categories of $H_c$-modules and sheaves of coherent $H_c$-modules on $\text{Hilb}^n A^2$, respectively. Furthermore, we show that the Azumaya algebra splits on the formal neighborhood of each fiber of the Hilbert-Chow morphism. This provides a link between our results and those of Bridgeland-King-Reid and Haiman.
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1 Introduction

1.1 Let $c \in \mathbb{Q}$ be a rational number, and $H_{1,c}(A_{n-1})$ the rational Cherednik algebra of type $A_{n-1}$ with parameters $t = 1$ and $c$ that has been considered in $[EG]$ (over the ground field of complex numbers).

For all primes $p \gg n$, we can reduce $c$ modulo $p$. Thus, $c$ becomes an element of the finite field $\mathbb{F}_p$. We let $k = k_p$ be an algebraic closure of $\mathbb{F}_p$, and let $H_c := H_{1,c}(A_{n-1}, k_p)$ be the Cherednik algebra, viewed as an algebra over $k_p$. Unlike the case of characteristic zero, the algebra $H_c$ has a large center, called the $p$-center. The spectrum of the $p$-center is isomorphic to $[(A^2)^n/S_n]^{(1)}$, the Frobenius twist of the $n$-th symmetric power of the plane $A^2$.

1.2 We consider $\text{Hilb}^n A^2$, the Hilbert scheme (over $k_p$) of $n$ points in the plane, see e.g. $[Na1]$. There is a canonical Hilbert-Chow map $\Upsilon : \text{Hilb}^n A^2 \to (A^2)^n/S_n$ that induces an algebra isomorphism

$$\Gamma(\text{Hilb}^n A^2, \mathcal{O}_{\text{Hilb}^n A^2}) \cong k[(A^2)^n/S_n].$$

(1.2.1)

Let $\text{Hilb}^{(1)}$ denote the Frobenius twist of $\text{Hilb}^n A^2$, a scheme isomorphic to $\text{Hilb}^n A^2$ and equipped with a canonical Frobenius morphism $\text{Fr} : \text{Hilb}^n A^2 \to \text{Hilb}^{(1)}$. We introduce an Azumaya algebra $\mathcal{H}$ on $\text{Hilb}^{(1)}$ of degree $n! \cdot p^n$ (recall that an Azumaya algebra has degree $r$ if each of its geometric fibers is isomorphic to the algebra of $r \times r$-matrices). For all sufficiently large
primes \( p \), we construct a natural algebra isomorphism (a version of the Harish-Chandra isomorphism from [EG])

\[
\Gamma(\text{Hilb}^{(1)}, \mathcal{H}_c) \xrightarrow{\sim} H_c.
\]

(1.2.2)

The restriction of this isomorphism to the subalgebra \( \Gamma(\text{Hilb}^{(1)}, \mathcal{O}_{\text{Hilb}^{(1)}}) \) yields, via (1.2.1), the above mentioned isomorphism between the algebra \( k[(\mathbb{A}^2)^n/S_n]^{(1)} \) and the \( p \)-center.

**Remark 1.2.3.** More generally, for any \( c \in \mathbb{k} \), not necessarily an element of \( \mathbb{F}_p \), there is an Azumaya algebra on the Calogero-Moser space with parameter \( c^2 - c \) such that an analogue of isomorphism (1.2.2) holds for the Calogero-Moser space instead of the Hilbert scheme. This case is somewhat less interesting since the Calogero-Moser space is affine while the Hilbert scheme is not. \( \diamond \)

The main idea used in the construction of isomorphism (1.2.2) is to compare Nakajima’s description of \( \text{Hilb}^n \mathbb{A}^2 \) by means of Hamiltonian reduction, see [Na1], with (a refined version, see [EG]) of the construction introduced in [EG] describing the spherical subalgebra of \( H_c \) as a quantum Hamiltonian reduction of an algebra of differential operators.

### 1.3

We introduce the following set of rational numbers

\[
\mathbb{Q}^{\text{good}} = \{ c \in \mathbb{Q} \mid c \geq 0 \text{ & } c \not\in \frac{1}{2} + \mathbb{Z} \}. 
\]

(1.3.1)

One of our main results (Theorem 7.3.2) reads

**Theorem 1.3.2.** Fix \( c \in \mathbb{Q}^{\text{good}} \). Then, there exists a constant \( d = d(c) \) such that for all primes \( p > d(c) \), the functor \( R\Gamma : D^b(\mathcal{H}_c\text{-Mod}) \to D^b(H_c\text{-Mod}) \) is a triangulated equivalence between the bounded derived categories of sheaves of coherent \( \mathcal{H}_c \)-modules and finitely generated \( H_c \)-modules, respectively, whose inverse is the localisation functor \( M \mapsto \mathcal{H}_c \hat{\otimes}_H M \).

Moreover, we have \( H^i(\text{Hilb}^{(1)}, \mathcal{H}_c) = 0 \), \( \forall i > 0 \).

### 1.4

Now, fix \( \xi \in [(\mathbb{A}^2)^n/S_n]^{(1)} \), a point in the Frobenius twist of \( (\mathbb{A}^2)^n/S_n \). We write \( \text{Hilb}_\xi^{(1)} = \Upsilon^{-1}(\xi) \) for the corresponding fiber of the Frobenius twist of the Hilbert-Chow map, and let \( \widehat{\text{Hilb}}_\xi^{(1)} = \Upsilon^{-1}(\xi) \) denote its formal neighborhood, the completion of \( \text{Hilb}^{(1)} \) along the subscheme \( \text{Hilb}_\xi^{(1)} \).

The theorem below, based on a similar result in [BK], says that the Azumaya algebra \( \mathcal{H}_c \) splits on the formal neighborhood of each fiber of the Hilbert-Chow map, that is, we have the following result (see Theorem 7.4.1).

**Theorem 1.4.1.** For each \( \xi \in [(\mathbb{A}^2)^n/S_n]^{(1)} \), there exists a vector bundle \( \mathcal{V}_{c,\xi} \) on \( \widehat{\text{Hilb}}_\xi^{(1)} \) such that one has

\[
\mathcal{H}_c|_{\widehat{\text{Hilb}}_\xi^{(1)}} \cong (\mathcal{E}\text{nd } \mathcal{V}_{c,\xi})^{\text{opp}}.
\]

**Remark 1.4.2.** The splitting bundle is not unique; it is only determined up to twisting by an invertible sheaf. \( \diamond \)

Given \( \xi \) as above, let \( m_\xi \) be the corresponding maximal ideal in the \( p \)-center of \( H_c \). Let \( \widehat{H}_{c,\xi} \), resp. \( \widehat{\mathcal{H}}_{c,\xi} = \mathcal{H}_c|_{\widehat{\text{Hilb}}_\xi^{(1)}} \), be the \( m_\xi \)-adic completion of \( H_c \), resp. of \( \mathcal{H}_c \). We write \( D^b(\widehat{H}_{c,\xi}\text{-Mod}) \), resp. \( D^b(\widehat{\mathcal{H}}_{c,\xi}\text{-Mod}) \), for the bounded derived category of finitely-generated complete topological \( H_{c,\xi} \)-modules, resp. \( \mathcal{H}_{c,\xi} \)-modules. On the other hand, let \( D^b(\text{Coh}(\text{Hilb}_\xi^{(1)})) \) be the bounded derived category of coherent sheaves on the formal scheme \( \text{Hilb}_\xi^{(1)} \).

Fix \( c \in \mathbb{Q}^{\text{good}} \). Then, for all primes \( p > d(c) \), Theorems 1.3.2, 1.4.1 imply the following
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Corollary 1.4.3. The category $D^b(\widehat{\text{H}}_{c,0} \cdot \text{Mod})$ is equivalent to $D^b(\text{Coh}(\widehat{\text{H}}_{1}^{(1)}))$.

Now let $\xi = 0$ be the zero point in $[(\mathbb{A}^2)^n/S_n]^{(1)}$. The fiber $\text{Hilb}^{(1)}_0$ is isomorphic to the (Frobenius twist of the) punctual Hilbert scheme. We will show that the algebra $\hat{\text{H}}_{c,0}$ contains a canonical dense $\mathbb{Z}^2$-graded subalgebra $H^0 = \oplus_{k,l \in \mathbb{Z}} H^{k,l}$, see [4.3]. The category of $\mathbb{Z}^2$-graded $H^0$-modules may be thought of as a ‘mixed version’ of the category $\hat{\text{H}}_{c,0} \cdot \text{Mod}$, cf. [BGS, Definition 4.3.1].

Recall that the algebra $H_c$ contains a canonical nil-subtriple, see [BEG]. Let $h \in H_c$ denote the semisimple element of that triple. We expect that the above mentioned $\mathbb{Z}^2$-grading has the property that, for any $u \in H_{k,l}$, we have $h \cdot u - u \cdot h = (k-l) \cdot u$.

1.5 Let $\mathbb{k}[S_n]$ denote the group algebra of the Symmetric group on $n$ letters. Write $\text{Irr}(S_n)$ for the set of isomorphism classes of simple $\mathbb{k}[S_n]$-modules. This set is labelled by partitions of $n$, since by our assumptions $\text{char} \mathbb{k} > n$. In particular, we have the trivial 1-dimensional representation $\text{triv}$, and the sign representation $\text{sign}$.

Let $\overline{H} := \mathbb{k}[\mathbb{A}^{2n}] \# S_n$ be the cross-product of $S_n$ with $\mathbb{k}[\mathbb{A}^{2n}]$, the algebra of formal power series in $2n$ variables acted on by $S_n$ in a natural way. We consider $D^b(\overline{H} \cdot \text{Mod})$, the bounded derived category of (finitely-generated) complete topological $\overline{H}$-modules.

Given a simple $\mathbb{k}[S_n]$-module $\tau$, write $\tau_\overline{H}$ for the corresponding $\overline{H}$-module obtained by pullback via the natural projection $\overline{H} = \mathbb{k}[\mathbb{A}^{2n}] \# S_n \to \mathbb{k}[S_n]$, $f \mapsto f(0) \cdot w$. Similarly, let $L_\tau$ denote the corresponding simple highest weight $H_c$-module, the unique simple quotient of the standard $H_c$-module associated with $\tau$, see [DO, BEG].

The results of Bridgeland-King-Reid [BKR] and Haiman [H], see also [BK], provide an equivalence of categories

$$
\text{BKR : } D^b(\text{Coh}(\text{Hilb}^n \mathbb{A}^2)) \xrightarrow{\sim} D^b(\mathbb{k}[\mathbb{A}^{2n}] \# S_n \cdot \text{Mod}), \quad \mathcal{F} \mapsto R\Gamma(\text{Hilb}^n \mathbb{A}^2, \mathcal{P} \otimes \mathcal{F}),
$$

where $\mathcal{P}$ denotes the Procesi bundle, the ‘usual’ tautological rank $n!$ vector bundle on $\text{Hilb}^n \mathbb{A}^2$ considered in [H]. Restricting this equivalence to the completion of the zero fiber of the Hilbert-Chow map, and using Corollary 1.4.3, one obtains the following composite equivalence

$$
D^b(\text{H}_{c,0} \cdot \text{Mod}) \xrightarrow{\text{Corollary 1.4.3}} D^b(\text{Coh}(\text{Hilb}^{(1)}_0)) \xrightarrow{\text{BKR}} D^b(\overline{H} \cdot \text{Mod}). \quad (1.5.1)
$$

We recall that the equivalence of Corollary 1.4.3 involves a choice of splitting bundle $\mathcal{V}_{c,0}$, cf. Remark 1.4.2. This choice may be specified by the following

Conjecture 1.5.2. Fix $c \in \mathbb{Q}^{\text{good}}$. Then, for all $p \gg 0$, we have

(i) One can choose the splitting bundle $\mathcal{V}_{c,0}$ in such a way that $\Gamma(\text{Hilb}^{(1)}_0, \mathcal{V}_{c,0}(-1)) = L_{\text{sign}}$.

(ii) With this choice of $\mathcal{V}_{c,0}$, the composite equivalence in (1.5.1) preserves the natural $t$-structures, in particular, induces an equivalence $\text{H}_{c,0} \cdot \text{Mod} \xrightarrow{\sim} \overline{H} \cdot \text{Mod}$ of abelian categories, such that $L_\tau$ goes to $\tau_\overline{H}$ for any simple $S_n$-module $\tau$.

For $c = \frac{1}{n}$, we expect that $\Gamma(\text{Hilb}^{(1)}_0, \mathcal{V}_{c,0} \otimes \text{BKR}^{-1}(\text{triv}_\mathcal{P}))$ is a 1-dimensional vector space that supports the trivial representation of the group $S_n \subset H_c$.

1.6 In the special case of rank one, i.e., for $n = 2$, a complete classification and explicit construction of simple $H_c$-modules (for $\text{char} \mathbb{k} > 0$) has been obtained by Latour [La].

It seems certain that our results in characteristic $p$ have their characteristic zero counterparts for the double-affine Hecke algebra of type $A_{n-1}$, specialized at a root of unity, cf. [Ch]; in that case one has to replace $\text{Hilb}^n \mathbb{A}^2$ by $\text{Hilb}^n(\mathbb{C}^* \times \mathbb{C}^*)$, cf. [Ol].
Also, it is likely that the results of the present paper can be generalized to the case of symplectic reflection algebras associated with wreath products $\Gamma_n = S_n \ltimes \Gamma^n$, where $\Gamma$ is a finite subgroup in $SL_2(k)$, see [EG, §11]. More generally, we are going to study Azumaya algebras arising via quantum Hamiltonian reduction from the general Nakajima quiver varieties, cf. [Na2], (of which wreath-products are special cases). Our technique is ideally suited for such a generalization, that has been, in effect, suggested earlier by Nakajima and the first author.

In another direction, the general results of §4 below apply verbatim to quantizations of Slodowy slices considered in [Pr], see also [GG].

We are going to explore these topics elsewhere.
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2 Crystalline differential operators.

2.1 Unless specified otherwise, we will be working over the ground field $k$, an algebraically closed field of characteristic $\text{char} \ k = p > 0$. We write $Fr : k \to k, k \mapsto k^p$ for the Frobenius automorphism. Given a $k$-vector space $E$, it is convenient to introduce $E^{(1)}$, a vector space with the same underlying additive group as $E$, but with a ‘twisted’ $k$-linear structure given by $k \cdot e := Fr^{-1}(k) \cdot e, \forall k \in k, e \in E$. Note that if $A$ is a $k$-algebra, then the map $A \to A, a \mapsto a^p$ is an additive but not $k$-linear map, that becomes $k$-linear if considered as a map $A^{(1)} \to A$.

Given an additive map $f : E \to F$ between two $k$-vector spaces, we say that $f$ is

- $p$-linear, if $f(k \cdot e) = k^p \cdot f(e)$ for any $k \in k, e \in E$, i.e., if the corresponding map $E^{(1)} \to F$ is $k$-linear;
- $p$-graded if both vector spaces are equipped with $\mathbb{Z}$-gradings $E = \bigoplus E(i), F = \bigoplus F(i)$, and we have $f(E(i)) \subset F(p \cdot i)$ for all $i$.

2.2 Let $X$ be a smooth algebraic variety over $k$ with structure sheaf $O_X$. Write $k[X]$ for the corresponding algebra of global sections. We let $X^{(1)}$ denote an algebraic variety with the same structure sheaf as $X$ but with the ‘twisted’ $k$-linear structure. Thus, $O_{X^{(1)}} := (O_X)^{(1)}$, and there is a canonical morphism $Fr : X \to X^{(1)}$ called Frobenius morphism, such that the map $f \mapsto f^p$ on regular functions becomes identified with the natural sheaf imbedding $Fr^*O_{X^{(1)}} \to O_X$.

We write $T_X$ for the tangent sheaf on $X$, and let $T^*X$ denote the total space of the cotangent bundle. There is a canonical isomorphism $T^*[X] \cong [T^*X]^{(1)}$, and we will use the notation $T^*[X]^{(1)}$ for these two isomorphic varieties, and $\pi : T^*[X]^{(1)} \to X^{(1)}$ for the natural projection. The space $T^*X$, resp. $T^*[X]$, has a canonical symplectic structure, which makes $k[T^*X]$ a Poisson algebra.

Let $\mathcal{D}_X$ denote the sheaf of crystalline differential operators on $X$, that is, a sheaf of algebras generated by $O_X$ and $T_X$. Let $\mathcal{D}(X) := \Gamma(X, \mathcal{D}_X)$ denote the corresponding algebra of global sections. More generally, given a locally-free coherent sheaf (= vector bundle) $\mathcal{L}$ on $X$, let $\mathcal{D}_X(\mathcal{L}) := \mathcal{L} \otimes_{O_X} \mathcal{D}_X \otimes_{O_X} \mathcal{L}'$ be the sheaf of differential operators on $\mathcal{L}$, and $\mathcal{D}(X, \mathcal{L}) := \Gamma(X, \mathcal{D}_X(\mathcal{L}))$ the algebra of its global sections.
2.3 The sheaf $\mathcal{D}_X$ is known to have a large center. Specifically, for any vector field $\xi \in T_X$, the $p$-th power of $\xi$ acts as a derivation, hence, gives rise to another vector field, $\xi^{[p]} \in T_X$. The assignment $\xi \mapsto \xi^p - \xi^{[p]}$ extends to a canonical algebra imbedding

$$z_p : \text{Sym} \mathcal{T}_X^{(1)} \hookrightarrow \text{Fr}_* \mathcal{D}_X, \quad \xi \mapsto \xi^p - \xi^{[p]}, \quad (2.3.1)$$

(of sheaves on $X^{(1)}$) whose image, to be denoted $\mathcal{Z}_X^{(1)} \subset \text{Fr}_* \mathcal{D}_X$, equals the center of $\text{Fr}_* \mathcal{D}_X$. Therefore, the isomorphism $\pi_* \mathcal{O}_{T^* X^{(1)}} \cong \text{Sym} \mathcal{T}_X^{(1)}$ makes $\text{Fr}_* \mathcal{D}_X$ a sheaf of $\pi_* \mathcal{O}_{T^* X^{(1)}}$-algebras.

This way, we may (and will) view $\text{Fr}_* \mathcal{D}_X$ as a coherent sheaf on $T^* X^{(1)}$, to be denoted $\mathcal{O}$. The sheaf $\mathcal{D}_X$ is equipped with a standard increasing filtration $\mathcal{D}_X \cong \mathcal{D}_X^{k}$, $k = 0, 1, \ldots$, by the order of differential operator. For the associated graded sheaf, one has a graded algebra isomorphism $\text{Sym} \mathcal{D}_X^{k} \cong \mathcal{O}$.

Let $\mathcal{D} = \mathcal{D}_X^{k}$ be viewed, by the isomorphism $\text{Spec} \mathcal{D}_X^{k} \cong \mathcal{O}$, as a $\mathbb{G}_m$-equivariant coherent sheaf on $T^* X^{(1)}$. On the other hand, consider the Frobenius morphism $\text{Fr}^{T^* X} : T^* X \to [T^* X]^{(1)}$ and view $\text{Fr}^{T^* X}_* \mathcal{O}_{T^* X}$ as a $\mathbb{G}_m$-equivariant coherent sheaf of algebras on $T^* X^{(1)}$, a $\mathbb{G}_m$-variety. With this understood, there is a natural $\mathbb{G}_m$-equivariant algebra isomorphism

$$\text{gr} \mathcal{D}_X \cong \pi_1 \mathcal{O} \mathcal{D}_X^{k} \mathcal{O}_{T^* X}. \quad (2.3.2)$$

2.4 The Rees algebra. Let $D$ be an associative algebra, and write $D[t] := k[t] \otimes D$, where $t$ is an indeterminate. We put a gradation on $D[t]$ by assigning $D$ grade degree zero, and setting $\deg t = 1$.

Recall that, given an increasing filtration $0 = D_{-1} \subset D_0 \subset D_1 \subset \ldots$, on $D$, such that $D_i \cdot D_j \subset D_{i+j}$ and $\bigcup_{i \geq 0} D_i = D$, one defines the Rees algebra of $D$ as the following graded subalgebra:

$$\mathcal{Rees} D := \sum_{i \geq 0} t^i \cdot D_i \subset D[t].$$

There are standard isomorphisms

$$(\mathcal{Rees} D)|_{(0)} \cong \text{gr} D, \quad \text{and} \quad (\mathcal{Rees} D)(t) \cong k[t, t^{-1}] \otimes D, \quad (2.4.1)$$

where, for any $k[t]$-algebra $R$ we let $R_{(t)} := k[t, t^{-1}] \otimes k[t] R$ denote the localization of $R$, and for any $s \in k$ we use the notation $R|_{(s)} := R/(t-s) R$.

Conversely, given a flat $\mathbb{Z}_{\geq 0}$-graded $k[t]$-algebra $\mathcal{R} = \bigoplus_{i \geq 0} \mathcal{R}(i)$, set $D := \mathcal{R}_{(1)} = \mathcal{R}/(t-1) \mathcal{R}$. This is a $k$-algebra equipped with a canonical increasing filtration $D_i$, $i = 0, 1, \ldots$, and with a canonical graded algebra isomorphism $\text{gr} D \cong \mathcal{R}|_{(0)} = \mathcal{R}/t \mathcal{R}$.

The filtration on $D$ is defined in the following way. Put $D[t, t^{-1}] := k[t, t^{-1}] \otimes k D$, and view it as a $\mathbb{Z}$-graded $k[t, t^{-1}]$-algebra. Further, inverting $t$, we get from $\mathcal{R}$ a $\mathbb{Z}$-graded $k[t, t^{-1}]$-algebra $\mathcal{R}_{(t)}$ that contains $\mathcal{R}$ as a $k[t]$-subalgebra. The definition of $D$ provides an isomorphism $\phi : \mathcal{R}_{(t)}/(t-1) \mathcal{R}_{(t)} \to D$ that admits a unique lift to the following graded $k[t, t^{-1}]$-algebra isomorphism

$$\phi_{(t)} : \mathcal{R}_{(t)} \to D[t, t^{-1}] = k[t, t^{-1}] \otimes \frac{\mathcal{R}}{(t-1) \mathcal{R}}, \quad \mathcal{R}(i) \ni u \mapsto t^i \otimes (u \mod (t-1) \mathcal{R}).$$

The above mentioned increasing filtration on $D$ is defined by

$$D_i := D \cap \phi_{(t)}(t^{-i} \mathcal{R}), \quad i = 0, 1, \ldots. \quad (2.4.2)$$
Assume next that \( D = \bigoplus_{i \geq 0} D(i) \) is a graded algebra, and view it as a filtered algebra with filtration being induced by the grading, that is, defined by \( D_i := \bigoplus_{j \leq i} D(j) \). Then, we have

\[
\text{Rees} D = \sum_{i \geq 0} t^i \cdot (\bigoplus_{j \leq i} D(j)) = \left( \sum_{i \geq 0} t^i \cdot D(i) \right)[t].
\]

We see that, for a graded algebra \( D \), one has the following graded algebra isomorphism

\[
\mathbb{k}[t] \otimes D \overset{\sim}{\rightarrow} \text{Rees} D, \quad \mathbb{k}[t] \otimes (\bigoplus_{i} D(i)) \ni f \otimes (\sum_i u_i) \mapsto f \cdot \sum_i t^i \cdot u_i.
\]

2.5 The sheaf \( \mathcal{R} \mathcal{O}^{(1)} \). We apply the Rees algebra construction to \( \mathcal{F} \mathcal{r}, \mathcal{O}_X \), viewed as a sheaf of filtered algebras. Thus, we get a sheaf \( \text{Rees} \mathcal{F} \mathcal{r}, \mathcal{O}_X \) of graded \( \mathcal{O}_X^{(1)} \)-algebras. In \( \text{Rees} \mathcal{F} \mathcal{r}, \mathcal{O}_X \), we also have a central subalgebra \( \mathcal{F} \mathcal{r} \mathcal{Z}^{(1)}(1) \subset \text{Rees} \mathcal{F} \mathcal{r}, \mathcal{O}_X \).

By (2.4.3), the canonical grading on \( \mathcal{Z}^{(1)}(1) \) provides a \( p \)-graded algebra isomorphism \( \mathcal{F} \mathcal{r} \mathcal{Z}^{(1)}(1) \simeq \mathbb{k}[t] \otimes \mathcal{Z}^{(1)}(1) \). Thus, we obtain the following canonical algebra maps

\[
\text{Sym} T_X^{(1)} \xrightarrow{\text{Rees}^{(1)}} \mathcal{Z}^{(1)}(1) \xrightarrow{\text{Rees}^{(1)}} \mathbb{k}[t] \otimes \mathcal{Z}^{(1)}(1) \xrightarrow{z \mapsto z^p} \mathbb{k}[t] \otimes \mathcal{Z}^{(1)}(1) \xrightarrow{\text{Rees}^{(1)}} \mathcal{F} \mathcal{r}, \mathcal{O}_X. \quad (2.5.1)
\]

The composite map in (2.5.1) is a \( p \)-graded map to be denoted \( z_{\mathcal{F} \mathcal{r}} \). This map specializes at \( t = 0 \) to the map \( \xi \mapsto \xi^p \), and at \( t = 1 \) to (2.3.1).

Further, the algebra isomorphism \( \mathcal{F} \mathcal{r} \mathcal{Z}^{(1)}(1) \simeq \mathbb{k}[t] \otimes \mathcal{Z}^{(1)}(1) \) yields a direct product decomposition

\[
\text{Spec}(\mathcal{F} \mathcal{r} \mathcal{Z}^{(1)}(1)) \cong A^1 \times \text{Spec} \mathcal{Z}^{(1)}(1) = A^1 \times T^* X^{(1)}. \quad (2.5.2)
\]

We will often identify \( \mathcal{F} \mathcal{r} \mathcal{O}_X \), a graded \( \mathcal{Z}^{(1)}(1) \)-algebra, with a coherent sheaf of algebras on \( \text{Spec}(\mathcal{F} \mathcal{r} \mathcal{Z}^{(1)}(1)) \), that is, on \( A^1 \times T^* X^{(1)} \). The resulting sheaf on \( A^1 \times T^* X^{(1)} \), to be denoted \( \mathcal{R} \mathcal{O}^{(1)} \), is easily seen to be flat with respect to the first factor \( A^1 \). Moreover, (2.4.1) yields, in view of (2.3.3), the following isomorphisms of sheaves of algebras on \( T^* X^{(1)} \), resp., on \( (A^1 \setminus \{0\}) \times T^* X^{(1)} \):

\[
(\mathcal{R} \mathcal{O}^{(1)})|_{(0) \times T^* X^{(1)}} \cong \mathcal{F} \mathcal{r} T^* X \mathcal{O}_{T^* X}, \quad (\mathcal{R} \mathcal{O}^{(1)})|_{(A^1 \setminus \{0\}) \times T^* X^{(1)}} \cong \text{pr}_2^*(\mathcal{O}^{(1)}), \quad (2.5.3)
\]

where \( \text{pr}_2 : (A^1 \setminus \{0\}) \times T^* X^{(1)} \to T^* X^{(1)} \) is the second projection.

Further, the grading on the Rees algebra \( \mathcal{F} \mathcal{r} \mathcal{Z}^{(1)}(1) \) makes Spec(\( \mathcal{F} \mathcal{r} \mathcal{Z}^{(1)}(1) \)) a \( G_m \)-variety. It follows from formula (2.4.3) that the natural \( G_m \)-action on \( \text{Spec}(\mathcal{F} \mathcal{r} \mathcal{Z}^{(1)}(1)) \) corresponds, via (2.5.2), to the \( G_m \)-diagonal action on \( A^1 \times T^* X^{(1)} \). The sheaf \( \mathcal{R} \mathcal{O}^{(1)} \) on \( A^1 \times T^* X^{(1)} \) comes equipped with a canonical \( G_m \)-equivariant structure.

3 Hamiltonian reduction in characteristic \( p \)

3.1 Lie algebras in characteristic \( p \). Let \( A \) be a connected linear algebraic group over \( k \). Write \( A^{(1)} \) for the Frobenius twist of \( A \), cf. [2], an algebraic group isomorphic to \( A \) and equipped with an algebraic group morphism \( \mathcal{F} \mathcal{r} : A \to A^{(1)} \), called the Frobenius morphism. The kernel of this morphism is an infinitesimal group scheme \( A_1 \subset A \), called Frobenius kernel. By definition, one has an exact sequence:

\[
1 \rightarrow A_1 \rightarrow A \xrightarrow{\mathcal{F} \mathcal{r}} A^{(1)} \rightarrow 1.
\]

The Lie algebra \( \mathfrak{a} := \text{Lie} A \) may be viewed as the vector space of left invariant vector fields on \( A \). This vector space comes equipped with a natural structure of \( p \)-Lie algebra, i.e., we have a \( p \)-power map \( \mathfrak{a} \to \mathfrak{a}, x \mapsto x^{[p]} \), see [3] or [Jn].
Let $\text{Sym} \, a$, resp. $\mathcal{U}a$, be the symmetric, resp. enveloping, algebra of $a$. The group $A$ acts on $\text{Sym} \, a$ and $\mathcal{U}a$ by algebra automorphisms via the adjoint action.

The standard increasing filtration $\mathcal{U}a$ on the enveloping algebra gives rise to a graded algebra $\mathcal{Rees}\mathcal{l}a = \bigoplus_{i \geq 0} t^i \cdot \mathcal{U}a$. Jacobson’s argument [11 ch. V,§7, (60)-(64)] shows that the following assignment

$$z_{\mathcal{Rees} a} : \text{Sym} a^{(1)} \rightarrow \mathcal{Rees}\mathcal{l}a, \quad a^{(1)} \ni x \mapsto x^p - t^{p-1} \cdot x^{[p]}$$

(3.1.1)
gives a well-defined $A$-equivariant injective $p$-graded algebra homomorphism, cf. also [PS]. The image of the map $z_{\mathcal{Rees} a}$ is an $A$-stable subalgebra contained in the center of $\mathcal{Rees}\mathcal{l}a$.

Specialization of the map $z_{\mathcal{Rees} a}$ at $t = 0$ reduces to the $p$-graded algebra map $\text{Sym} a^{(1)} \rightarrow \text{Sym} a, x \mapsto x^p$. On the other hand, specializing the map $z_{\mathcal{Rees} a}$ at $t = 1$, one obtains an algebra imbedding $z_a := z_{\mathcal{Rees} a}|_{t = 1} : \text{Sym} a^{(1)} \rightarrow \mathcal{U}a$. The image $\mathcal{Z}(a) := z_a(\text{Sym} a^{(1)})$ of this imbedding is a central subalgebra in $\mathcal{U}a$ generated by the elements $\{x^p - x^{[p]} \}_{x \in a}$, usually referred to as the $p$-center of $\mathcal{U}a$, cf. e.g. [Ja]. Thus, the map in (3.1.1) may be identified with the composite of the following chain of algebra homomorphisms, completely analogous to those in (2.3.1):

$$\text{Sym} a^{(1)} \xrightarrow{z_a} \mathcal{Z}(a) \xrightarrow{z_{\mathcal{Rees} a}} \mathcal{Rees}\mathcal{l}a \cong \mathcal{Rees}\mathcal{l}a .$$

The adjoint action on $\mathcal{Z}(a)$ of the Frobenius kernel $A_1 \subset A$ is trivial, hence, the $A$-action on $\mathcal{Z}(a)$ factors through $A^{(1)}$.

### 3.2 The Artin-Schreier map.

Let $a^*$ denote the $k$-linear dual of $a$, and write $a^{1,*} := (a^{(1)})^*$ for the $k$-linear dual of $a^{(1)}$. For any linear function $\lambda \in a^*$, the assignment $x \mapsto \lambda(x)^p$ gives a $p$-linear map $a \rightarrow k$, that is, $k$-linear function on $a^{(1)}$, to be denoted $\lambda^{(1)}$. This way, one obtains a $p$-linear map $a^* \rightarrow (a^{(1)})^*, \lambda \mapsto \lambda^{(1)}$. The latter map gives a canonical $k$-vector space isomorphism $(a^{*})^{(1)} \xrightarrow{\sim} (a^{(1)})^*, \lambda \mapsto \lambda^{(1)}$.

Let $X^*(a) \subset a^*$ denote the subspace of fixed points of the coadjoint action of $A$ on $a^*$. Such a fixed point may be viewed as an $A$-invariant Lie algebra homomorphism $a \rightarrow k$ (note that a Lie algebra homomorphism $a \rightarrow k$ need not necessarily be $A$-invariant).

Given $\chi \in X^*(a)$, we write $\chi^{[1]}$ for the function $a \rightarrow k, x \mapsto \chi(x^p)$.

**Lemma 3.2.1.** For any $\chi \in X^*(a)$, the function $\chi^{[1]} : a \rightarrow k$ is a $p$-linear map, that is, $\chi^{[1]} \in a^{1,*}$.

**Proof.** The above mentioned Jacobson’s formula implies that, in $\mathcal{U}a$, one has an equality, cf. also [Ja, Lemma 2.1]:

$$(x + y)^{[p]} - x^{[p]} - y^{[p]} = (x + y)^p - x^p - y^p.$$  

Now, extend $\chi$ to an algebra homomorphism $\mathcal{U}a \rightarrow k$, and apply the resulting map to the equation above. We find

$$\chi((x + y)^{[p]} - x^{[p]} - y^{[p]}) = \chi((x + y)^p - x^p - y^p) = \chi(x + y)^p - \chi(x)^p - \chi(y)^p$$

$$= (\chi(x) + \chi(y))^p - \chi(x)^p - \chi(y)^p = 0.$$  

The Lemma follows. \[\square\]

**Lemma 3.2.1** shows that the assignment $\chi \mapsto \chi^{[1]}$, as well as the following assignment

$$\nu : X^*(a) \rightarrow a^{1,*}, \quad \nu(\chi) = \chi^{(1)} - \chi^{[1]} : x \mapsto \chi(x)^p - \chi(x^{[p]}),$$

(3.2.2)
gives a well-defined $p$-linear map $X^*(a) \rightarrow a^{1,*}$. The map (3.2.2) will play an important role later in this paper, it may be thought of as a Lie algebra analogue of the Artin-Schreier map.

Let $I_a \subset \text{Sym} a^{(1)} = k[a^{1,*}]$ denote the maximal ideal corresponding to a point $\varphi \in a^{1,*}$.

Now, given $\chi \in X^*(a)$, extend it to an algebra map $\chi : \mathcal{U}a \rightarrow k$, as in the proof of Lemma 3.2.1.
Corollary 3.2.3. Let \( \chi \in \mathcal{X}^{*}(a) \). For the composite homomorphism below we have

\[
\ker \left[ \text{Sym} a^{(1)} \xrightarrow{\mathcal{Z}_\chi} \mathcal{U}a \xrightarrow{\chi} k \right] = \mathcal{I}_{\mathcal{X}(\chi)}. 
\]

Proof. For \( x \in a \), we compute \( \chi(z_u(x)) = \chi(x^p - x^{[p]}) = \chi(x^p) - \chi(x^{[p]}) = \mathcal{X}(\chi)(x) \). \( \square \)

Let \( \mathcal{X}^{*}(A) := \text{Hom}(A, G_m) \) be the character lattice of the algebraic group \( A \). The differential of a character \( x : A \rightarrow G_m \) at \( 1 \in A \) is a linear function \( x \mapsto x(f)(1) \) on the Lie algebra \( a \), which is clearly an element of \( \mathcal{X}^{*}(a) \). We denote this linear function by \( \text{dlog} x \), so that the assignment \( f \mapsto \text{dlog} f \) yields an additive group homomorphism \( \text{dlog} : \mathcal{X}^{*}(A) \rightarrow \mathcal{X}^{*}(a) \).

Fix \( f \in \mathcal{X}^{*}(A) \) and put \( \phi := \text{dlog} f \in \mathcal{X}^{*}(a) \). Observe that, for any \( x \in a \) viewed as a left invariant vector field on \( A \), we have \( x(f) = \phi(x) \cdot f \). It follows that the \( p \)-th power of \( x \), viewed as a left invariant differential operator on \( A \) of order \( p \), acts on a character \( f \in \mathcal{X}^{*}(A) \) as multiplication by the constant \( \phi(x)^p \in k \). On the other hand, this differential operator is a derivation, which corresponds to the left invariant vector field \( x^{[p]} \). Thus, we also have \( x^{[p]}(f) = \phi(x^{[p]}) \cdot f \).

Combining together the equations above, we deduce \( \phi(\chi^{[p]}) = \phi(\chi)^p \), \( \forall x \in a \), that is, \( \mathcal{X}(\phi) = 0 \). Thus, we have proved

\[
d\text{log}(\mathcal{X}(A)) \subset \ker \left[ \mathcal{X}^{*}(a) \rightarrow a^{1:*} \right]. \quad (3.2.4)
\]

3.3 Restricted enveloping algebras. Fix \( \chi \in \mathcal{X}^{*}(a) \), and let \( \mathcal{U}a \rightarrow k \) be the corresponding algebra homomorphism.

Definition 3.3.1. Let \( I_\chi := \ker(\mathcal{U}a \rightarrow k) \) denote the kernel of \( \chi \), the two-sided ideal in \( \mathcal{U}a \) generated by the elements \( \{ x - \chi(x) \}_{x \in a} \). Also, in \( \mathcal{A}(a) \), consider the following ideal

\[
I_{\chi}^{(1)} := I_\chi \cap \mathcal{A}a \subset \mathcal{A}a \subset \mathcal{U}a, \quad \text{and set} \quad u_\chi(a) := \mathcal{U}a/\mathcal{U}a \cdot I_{\chi}^{(1)}. 
\]

Here, \( \mathcal{U}a \cdot I_{\chi}^{(1)} \subset I_\chi \), is an \( \text{Ad} A \)-stable two-sided ideal in \( \mathcal{U}a \), and the quotient \( u_\chi(a) \) is an associative algebra of dimension \( \dim u_\chi(a) = \dim a \), called \( \chi \)-restricted enveloping algebra. By definition there is an exact sequence

\[
0 \rightarrow \mathcal{U}a \cdot I_{\chi}^{(1)} \rightarrow \mathcal{U}a \rightarrow u_\chi(a) \rightarrow 0. \quad (3.3.2)
\]

Corollary 3.2.3 shows that \( I_{\chi}^{(1)} \) is a maximal ideal in \( \mathcal{A}(a) \) that goes, under the isomorphisms \( \mathcal{A}(a) \cong \text{Sym} a^{(1)} \cong k[a^{1,*}] \), to the maximal ideal in \( k[a^{1,*}] \) corresponding to the point \( \mathcal{X}(\chi) \in a^{1,*} \), that is, to the ideal \( \mathcal{I}_{\mathcal{X}(\chi)} \). Thus, we have

\[
I_{\chi}^{(1)} = z_u(\mathcal{I}_{\mathcal{X}(\chi)}), \quad \text{hence} \quad u_\chi(a) = \mathcal{U}a/\mathcal{U}a \cdot z_u(\mathcal{I}_{\mathcal{X}(\chi)}). \quad (3.3.3)
\]

Observe further that, the \( A_1 \)-action on \( \mathcal{A}(a) \) being trivial, it preserves the ideal \( \mathcal{U}a \cdot I_{\chi}^{(1)} \), hence induces a well-defined \( A_1 \)-action on \( u_\chi(a) \) by algebra automorphisms. We set

\[
i_\chi := r(I_\chi) = I_\chi/\mathcal{U}a \cdot I_{\chi}^{(1)} \subset u_\chi(a). \quad (3.3.4)
\]

Thus, \( i_\chi \) is an \( A_1 \)-stable two-sided ideal in \( u_\chi(a) \) generated by the elements \( \{ x - \chi(x) \}_{x \in a} \).

In the special case \( \chi = 0 \), the restricted enveloping algebra \( u_0(a) := \mathcal{U}a/\mathcal{U}a \cdot I_{0}^{(1)} \) inherits from \( \mathcal{U}a \) the structure of a Hopf algebra. This Hopf algebra is dual to \( k[A_1] \), the coordinate ring of the Frobenius kernel \( A_1 \).

For any \( \chi \), the map \( \text{ad} : u \mapsto u \cdot x - u \cdot x, x \in a, u \in u_\chi(a) \), extends to a well-defined \( u_0(a) \)-action on \( u_\chi(a) \), that is, to an algebra map \( \text{ad} : u_0(a) \rightarrow \text{End}_k(u_\chi(a)) \). This \( u_0(a) \)-action corresponds to the adjoint action on \( u_\chi(a) \) of the Frobenius kernel \( A_1 \).
3.4 Quantum Hamiltonian reduction. Let D be any associative, not necessarily commutative, k-algebra equipped with an algebraic action of the group A by algebra automorphisms and with an A-equivariant algebra map $\rho : U\mathfrak{a} \to D$ such that the adjoint $\mathfrak{a}$-action on D, given by $ad x : u \mapsto \rho(x) \cdot u - u \cdot \rho(x), \ x \in \mathfrak{a}, u \in D$, is equal to the differential of the $A$-action.

Let $I \subseteq U\mathfrak{a}$ be an $Ad \ A$-stable two-sided ideal. Then, $D \cdot \rho(I)$ is an $A$-stable left ideal in D. It is easy to verify that multiplication in D descends to a well-defined associative algebra structure on $(D/D\cdot\rho(I))^A$, the space of $A$-invariants in $D/D\cdot\rho(I)$.

Abusing notation, from now on we will write $D \cdot I$ instead of $D \cdot \rho(I)$.

Remark 3.4.1. The algebra $(D/D\cdot I)^A$ may be thought of as a ‘Hamiltonian reduction’ of D with respect to $I$.

Observe also that, if $u \in D$ is such that $u \mod (D \cdot I) \in (D/D \cdot I)^A$, then the operator of right multiplication by $u$ descends to a well-defined map $R_u : D/D \cdot I \to D/D \cdot I$. Moreover, the assignment $u \mapsto R_u$ induces an algebra isomorphism $(D/D \cdot I)^A \to \text{End}_D(D/D \cdot I)^{opp}$.

More generally, let $M$ be a left D-module equipped with an $A$-equivariant structure (i.e., such that the action map $D \otimes M \to M$ is $A$-equivariant). The algebra map $U\mathfrak{a} \to D$ makes $M$ an $U\mathfrak{a}$-module. The space $(M/I \cdot M)^A$ acquires a natural left $(D/D \cdot I)^A$-module structure, to be called a Hamiltonian reduction of $M$. Similar construction applies to right D-modules.

Next, fix $\chi \in T^*(\mathfrak{a})$, and let $u_\chi(\mathfrak{a})$ be the corresponding $\chi$-restricted enveloping algebra. Recall that this algebra comes equipped with the adjoint action of $A_1$, the Frobenius kernel. Let D be an associative algebra equipped with $A_1$-action, and with $\rho : u_\chi(\mathfrak{a}) \to D$, an $A_1$-equivariant algebra morphism. One shows similarly that, given an $A_1$-stable two-sided ideal $I \subseteq u_\chi(\mathfrak{a})$, there is a natural associative algebra structure on $(D/D \cdot i)^A$. In the special case $I = i_\chi$, see (3.4.3), the algebra $(D/D \cdot i)^A$ may be thought of as a quantum Hamiltonian reduction of D with respect to the action of $A_1$, an ‘infinitesimal’ group-scheme.

Later on, we will be interested in the following special case of this construction. Let $E$ be a finite dimensional $A$-module such that the induced action map $\rho : U\mathfrak{a} \to \text{End} E$ descends to the algebra $u_\chi(\mathfrak{a})$, i.e., vanishes on the ideal $I^{(1)}_\chi \subset \mathfrak{z}(\mathfrak{a})$. Write $E_\chi := \{ e \in E \mid \pi(e) = \chi(e) \cdot e, \forall e \in \mathfrak{a} \}$ for the $\chi$-weight space of $U\mathfrak{a}$.

We put $D := \text{End}_E(= \text{End}_k E)$. We claim that the quantum Hamiltonian reduction of the algebra D with respect to the $u_\chi(\mathfrak{a})$-action is canonically isomorphic to $\text{End}_k E_\chi$. In more detail, we form an associative algebra $D_\chi := (D/D \cdot i_\chi)^A$. The natural action of D on $E$ descends to a well-defined $D_\chi$-action on the weight space $E_\chi$. On the other hand, we have a right $D_\chi$-action on $D/D \cdot i_\chi$.

We are going to establish canonical algebra isomorphisms

$$\text{End}_D(D/D \cdot i_\chi)^{opp} \cong D_\chi \cong \text{End}_k E_\chi. \quad (3.4.2)$$

The isomorphisms above follow from a more general result below that involves two characters $\chi, \psi \in T^*(\mathfrak{a})$, such that $\pi(\chi) = \pi(\psi)$. In this case, in $U\mathfrak{a}$ we have $I^{(1)}_\chi = I^{(1)}_\psi$. Hence there is a canonical identification $u_\chi(\mathfrak{a}) = u_\psi(\mathfrak{a})$, and we may view the $A$-representation $E$ either as an $u_\chi(\mathfrak{a})$- or as an $u_\psi(\mathfrak{a})$-module. We set $D := \text{End}_E$, as above, and consider the Hamiltonian reductions $D_\chi$ and $D_\psi$. We have a $D_\chi$-action on the weight space $E_\chi \subset E$, and a similar $D_\psi$-action on the weight space $E_\psi$.

Observe that the natural D-bimodule structure on the algebra D, via left and right multiplication, descends to a $D\cdot D_\chi$-bimodule structure on the vector space $\text{Hom}_k(E_\chi, E)$. Further, the right $D_\chi$-action on $D/D \cdot i_\chi$, resp., $D_\psi$-action on $D/D \cdot i_\psi$, gives the following space a natural $D_\chi\cdot D_\psi$-bimodule structure

$$\psi D_\chi := \text{Hom}_k(D/D \cdot i_\chi, D/D \cdot i_\psi)^{\psi^{-1}} \chi, \quad (3.4.3)$$

where the superscript ‘$\psi^{-1}$’ denotes the $(\psi - \chi)$-weight component of the natural (adjoint) $A$-action.
Lemma 3.4.4. (i) The restriction map \( \text{End} E \to \text{Hom}(E_\chi, E) \), resp. \( \text{End} E \to \text{Hom}(E_\psi, E) \), induces a \( D-D_X \)-bimodule, resp. \( D-D_\psi \)-bimodule, isomorphism

\[
D/D \cdot i_\chi \xrightarrow{\text{res}} \text{Hom}_k(E_\chi, E), \quad \text{resp.} \quad D/D \cdot i_\psi \xrightarrow{\text{res}} \text{Hom}_k(E_\psi, E).
\]

(ii) We have the following \( D_\chi-D_\psi \)-bimodule isomorphisms

\[
\psi D_\chi \xrightarrow{\text{res}} \text{Hom}_D(\text{Hom}_k(E_\chi, E), \text{Hom}_k(E_\psi, E)) \xrightarrow{\chi^\ast} \text{Hom}_k(E_\chi, E_\psi).
\]  

(3.4.5)

For \( \chi = \psi \), it follows that the map \( 1 \) in (3.4.2) is an algebra isomorphism, furthermore, the composite map in (3.4.5) induces an algebra isomorphism \( D_\chi = \chi D_\chi \xrightarrow{\sim} \text{End}_k(E_\chi) \), which gives the isomorphism \( r \) in (3.4.2).

Sketch of Proof. Associated to a vector subspace \( F \subset E \), one has a left ideal \( J_F \subset D \), defined by \( J_F := \{ f \in D \mid \text{End}_k E \mid f|_F = 0 \} \). Moreover, any left ideal \( J \subset D \) has the form \( J = J_F \) where the corresponding subspace \( F \subset E \) can be recovered from \( J \) by the formula \( F = \bigcap_{f \in J} \text{Ker } f \). Applying this to the left ideal \( J = D \cdot i_\chi \) we get \( D \cdot i_\chi = \{ f \in \text{End}_k E \mid f|_F = 0 \} \), where \( F = \bigcap_{x \in i_\chi} \text{Ker } f(x) \). The latter space equals \( E_\chi \), by definition. Thus, we deduce \( D \cdot i_\chi = \{ f \in \text{End}_k E \mid f|_{E_\chi} = 0 \} = \text{Hom}_k(E/E_\chi, E) \), hence \( D/D \cdot i_\chi \cong \text{Hom}_k(E_\chi, E) \).

The rest of the proof is an elementary exercise which we leave for the reader. \( \square \)

3.5 Moment maps. Let \( A \) be a linear algebraic group as in sect. 3.1, and let \( A \times X \to X \) be an algebraic action on \( X \), a smooth \( k \)-variety. Any element \( x \in A \) gives rise to an algebraic vector field \( \xi_x \) on \( X \). We may view \( \xi_x \) as a regular function on \( T^* X \). This way, the assignment \( x \mapsto \xi_x \) extends uniquely to an \( A \)-equivariant Poisson algebra map \( \mu_{\text{alg}} : \text{Sym } a \to \mathbb{k}[T^* X] \). Since \( \text{Sym } a \cong \mathbb{k}[a^*] \), this algebra map induces an \( A \)-equivariant morphism \( \mu : T^* X \to a^* \), called moment map, such that the algebra map \( \mu_{\text{alg}} \) becomes the pull-back via \( \mu \).

There is also a noncommutative analogue of the Poisson algebra map \( \mu_{\text{alg}} \). Specifically, the Lie algebra morphism \( x \mapsto \xi_x \) extends uniquely to an \( A \)-equivariant associative algebra homomorphism \( \mu_\chi : \mathfrak{u}a \to \mathcal{D}_X \) (more generally, given an \( A \)-equivariant vector bundle \( L \), one defines similarly an associative algebra homomorphism \( \mu_L : \mathfrak{u}a \to \mathcal{D}(X,L) \)). The morphism \( \mu_\chi \) is compatible with natural filtrations, hence, induces a canonical graded algebra homomorphism \( \mu_\gamma : \text{Rees}(a) \to \text{Rees}(\mathcal{D}_X) \). We may view the latter homomorphism as a map \( \text{Rees}(a) \to \pi_* \mathcal{R}_{\mathcal{D}(1)} \), cf. Sect. 2.5.

We have the following commutative diagram:

\[
\begin{array}{ccc}
\text{Sym } a(1) & \xrightarrow{\mu_{\text{alg}}(1)} & \mathfrak{z}_X(1) = \text{Sym } T^*_X(1) = \pi_* \mathcal{O}_{T^* X(1)} \\
\downarrow{\small \mathbb{Z}_{\text{Rees}}: x \mapsto x^p - t^p - 1_x [p]} & & \downarrow{\small \mathbb{Z}_{\text{Rees}}: \xi \mapsto \xi^p - t^p - 1_\xi [p]}
\end{array}
\]

(3.5.1)

\[
\begin{array}{ccc}
\text{Rees}(\mathfrak{u}a) & \xrightarrow{\mu_\gamma} & \text{Rees}(\mathfrak{u}a) \\
\downarrow{\small \mathbb{Z}_{\text{Rees}}: x \mapsto x^p - t^p - 1_x [p]} & & \downarrow{\small \mathbb{Z}_{\text{Rees}}: \xi \mapsto \xi^p - t^p - 1_\xi [p]}
\end{array}
\]

(3.5.1)

The map \( \mu_\gamma \) in the bottom row specializes at \( t = 1 \) to the map \( \mu_\gamma|_{t=1} = \mu_\chi : \mathfrak{u}a \to \mathcal{D}_X \) considered earlier, and specializes at \( t = 0 \) to the map \( \mu_\gamma|_{t=0} = \mu_{\text{alg}} \). The vertical maps in diagram (3.5.1) are the \( p \)-graded algebra maps considered earlier.

Further, fix \( \chi \in X^*(a) \), let \( I(1) \subset \mathfrak{z}(a) \) be the corresponding ideal, cf. Definition 3.3.1 and \( \mu_\chi(I(1)) \subset \mathfrak{z}_X(1) \) its image in \( \mathfrak{u}a \subset \mathcal{D}(X) \). From commutativity of diagram (3.5.1) for \( t = 1 \) and formula (3.3.3), we deduce that the canonical isomorphism \( \mathfrak{z}_X(1) \xrightarrow{\sim} \pi_* \mathcal{O}_{T^* X(1)} \) takes the
ideal $\mu_u(I^{(1)}_\chi)$ to the ideal $\mu_{\text{alg}}(I_{\kappa(\chi)}) \subset \pi_*\mathcal{O}_{T^*X^{(1)}}$. On the other hand, it follows from Poincaré-Birkhoff-Witt theorem that the associated graded ideal $gr I^{(1)}_\chi$ equals the augmentation ideal in $gr \mathfrak{g}(a) = \text{Sym}(a)$. Thus, specializing diagram (3.5.1) at $t = 0$ and $t = 1$, respectively, we find

$$
\mu_u(I^{(1)}_\chi) = \mu_{\text{alg}}(I_{\kappa(\chi)}), \quad \text{resp.,} \quad \text{gr}(\mu_u(I^{(1)}_\chi)) = \mu_{\text{alg}}(I_0).
$$

(3.5.2)

We introduce the following subscheme in $T^*X^{(1)}$:

$$
T^{1,*}_{\kappa(\chi)} := \text{zero scheme of } \mu_u(I^{(1)}_\chi) = \text{zero scheme of } \mu_{\text{alg}}(I_{\kappa(\chi)}) = [\mu^{(1)}]^{-1}(\kappa(\chi)),
$$

(3.5.3)

the scheme-theoretic fiber of the moment map $\mu^{(1)} : T^*X^{(1)} \to a^{1,*}$ over the point $\kappa(\chi)$, cf. (3.2.2). For example, if $f : A \to \mathbb{G}_m$ is an algebraic group character and $\chi := \text{dlog } f$, then we have $\kappa(\chi) = 0$, see (3.2.4). Hence, $T^{1,*}_{\kappa(\chi)} = [\mu^{-1}(0)]^{(1)}$.

### 3.6 Hamiltonian reduction of differential operators.

We keep the setup of Sect. 3.5. Thus, we have an $\text{Ad} A$-invariant homomorphism $\chi : a \to k$, the corresponding ideal $I^{(1)}_\chi \subset \mathfrak{g}(a)$, and its image $\mu_u(I^{(1)}_\chi) \subset \pi_*\mathcal{D}^{(1)}$ under the map $\mu_u : \mathfrak{u} \to \pi_*\mathcal{D}^{(1)}$, induced by the $A$-action. This image is a central subalgebra in the Azumaya algebra $\mathcal{D}^{(1)}$ on $T^*X^{(1)}$, hence, $\mathcal{D}^{(1)} \cdot \pi^* \mu_u(I^{(1)}_\chi) \subset \mathcal{D}^{(1)}$ is an $A$-stable two-sided ideal.

We put $\mathcal{D}^{(1)}_\chi := \mathcal{D}^{(1)}/\mathcal{D}^{(1)} \cdot \pi^* \mu_u(I^{(1)}_\chi)$. Since $\pi^* \mu_u(I^{(1)}_\chi) = \pi^* \mu_{\text{alg}}(I_{\kappa(\chi)})$, by formula (3.5.2), we have

$$
\mathcal{D}^{(1)}_\chi = \mathcal{D}^{(1)} / \mathcal{D}^{(1)} \cdot \pi^* \mu_u(I^{(1)}_\chi) = \mathcal{D}^{(1)}/\mathcal{D}^{(1)} \cdot \pi^* \mu_{\text{alg}}(I_{\kappa(\chi)}) = \mathcal{D}^{(1)}|_{T^{1,*}_{\kappa(\chi)}}.
$$

(3.6.1)

We see that $\mathcal{D}^{(1)}_\chi$ is a restriction of the sheaf $\mathcal{D}^{(1)}$ to $T^{1,*}_{\kappa(\chi)}$, the scheme-theoretic fiber of the moment map, see (3.5.3). Thus, $\mathcal{D}^{(1)}_\chi$ is a coherent sheaf of associative algebras on the subscheme $T^{1,*}_{\kappa(\chi)}$. By construction, the map $\mathfrak{u} \to \mathcal{D}(X) = \Gamma(T^*X^{(1)}, \mathcal{D}^{(1)})$ descends, in view of exact sequence (3.3.2), to an $A_1$-equivariant algebra homomorphism

$$
\rho_\chi : u_\chi(a) \longrightarrow \Gamma(T^*X^{(1)}, \mathcal{D}^{(1)}_\chi).
$$

(3.6.2)

Recall the two-sided ideal $i_\chi \subset u_\chi(a)$, see (3.3.3), and put

$$
\mathcal{E}^{(1)}_\chi := (\mathcal{D}^{(1)}_\chi / \mathcal{D}^{(1)}_\chi i_\chi)^{A_1}.
$$

(3.6.3)

This is a sheaf on $T^{1,*}_{\kappa(\chi)}$ that may be thought of as a Hamiltonian reduction of the algebra $\mathcal{D}^{(1)}_\chi$ with respect to the action of $A_1$. The construction of Sect. 3.4 applied to $D := \mathcal{D}^{(1)}_\chi$ and to the homomorphism (3.6.2), gives $\mathcal{E}^{(1)}_\chi$ the natural structure of a coherent sheaf of associative algebras on the scheme $T^{1,*}_{\kappa(\chi)} \subset T^*X^{(1)}$. Observe further that the $A$-action on $\mathcal{D}^{(1)}$ factors, when restricted to $A_1$-invariants, through the quotient $A^{(1)} = A/A_1$. Thus, the sheaf $\mathcal{E}^{(1)}_\chi$ acquires an $A^{(1)}$-equivariant structure.

On the other hand, rather than performing the Hamiltonian reduction of $\mathcal{D}^{(1)}_\chi$ with respect to the $A_1$-action, one may perform the Hamiltonian reduction of $\mathcal{D}^{(1)}$, a larger object, with respect to the action of $A$, a larger group, that is, to consider $A$-invariants in $\mathcal{D}^{(1)}/\mathcal{D}^{(1)}I_\chi$ (abusing notation, we will write $\mathcal{D}^{(1)}I_\chi$ instead of $\mathcal{D}^{(1)}|_{T^{1,*}_{\kappa(\chi)}}$ and use similar notation in other cases).

The elementary result below is a manifestation of the general principle saying that Hamiltonian reduction can be performed in stages: to make a Hamiltonian reduction with respect to $A$, one can first perform Hamiltonian reduction with respect to $A_1$, and then make reduction with respect to $A^{(1)} = A/A_1$. 
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Lemma 3.6.4. There is a canonical algebra isomorphism

\[ \Gamma(X, \mathcal{D}_X / \mathcal{D}_X \cdot I_\chi)^A \cong \Gamma(T_{\mathcal{X}(\chi)}^{1,*}, \mathcal{E}_\chi)^{A(1)}. \]

Proof. It is clear that in \( \mathcal{D}(1)/\mathcal{D}(1)_X \), one has an equality \( \mathcal{D}(1)_X \cdot I_X \cong \mathcal{D}(1)_X \cdot I_\chi \). Thus, we obtain \( \mathcal{D}(1)/\mathcal{D}(1)_X \cong \mathcal{D}(1)_X / \mathcal{D}(1)_X \cdot I_\chi \). Taking \( A_1 \)-invariants on both sides, we deduce an isomorphism (of sheaves of associative algebras on \( T_{\mathcal{X}(\chi)}^{1,*} \)):

\[ (\mathcal{D}(1)/\mathcal{D}(1)_X \cdot I_\chi)^{A_1} \cong (\mathcal{D}(1)/\mathcal{D}(1)_X \cdot I_\chi)^{A_1} = \mathcal{E}_\chi. \]  

(3.6.5)

Applying the functor \( \Gamma(T^*X(1), -)^{A(1)} \) to \( A(1) \)-equivariant sheaves in \( 3.6.5 \), we obtain a chain of canonical algebra isomorphisms

\[ \Gamma(X, \mathcal{D}_X / \mathcal{D}_X \cdot I_\chi)^A \cong \Gamma(T^*X(1), \mathcal{D}(1)/\mathcal{D}(1)_X \cdot I_\chi)^A \cong \Gamma(T^*X(1), (\mathcal{D}(1)/\mathcal{D}(1)_X \cdot I_\chi)^{A(1)}) \]

(by \( 3.6.5 \)) \[ \cong \Gamma(T^*X(1), \mathcal{E}_\chi)^{A(1)} \cong \Gamma(T_{\mathcal{X}(\chi)}^{1,*}, \mathcal{E}_\chi)^{A(1)}. \]

The Lemma follows.

3.7 The case of free \( A \)-action. Keep the notation of \( 3.6 \) and let \( \chi = 0 \), hence \( I_\chi = I_+ \subset \mathcal{U}a \) is the augmentation ideal. Write \( \mathcal{D}_X \cdot I_+ = \mathcal{D}_X \cdot a \) for the left ideal generated by the image of \( I_+ \) under the homomorphism \( \mu_\chi : \mathcal{U}a \rightarrow \mathcal{D}(X) \). Applying the construction of section \( 3.4 \) to the algebra \( \mathcal{D} := \mathcal{D}_X \) and the two-ideal \( I_+ \subset \mathcal{U}a \) one gets an associative algebra \( (\mathcal{D}_X / \mathcal{D}_X \cdot I_+)^A \).

Assume now that the \( A \)-action on \( X \) is free and, moreover, there is a smooth variety \( Y \), and a smooth universal geometric quotient morphism \( \text{pr}_Y : X \rightarrow Y \) (whose fibers are exactly the \( A \)-orbits), see \textit{GIT} Definition 0.7. It is well-known that the algebra of differential operators on \( Y \) can be expressed in terms of differential operators on \( X \) as follows

\[ \mathcal{D}_Y \cong ((\text{pr}_Y)_*(\mathcal{D}_X / \mathcal{D}_X \cdot I_+))^A = ((\text{pr}_Y)_*(\mathcal{D}_X / \mathcal{D}_X \cdot \mu_\chi(a)))^A. \]  

(3.7.1)

More generally, fix an algebraic homomorphism \( \chi : A \rightarrow \mathbb{G}_m \). Given a free \( A \)-action on \( X \), let \( \mathcal{O}_Y(\chi) \) be an invertible sheaf on \( Y \) defined as the subsheaf of \( (\text{pr}_Y)_*(\mathcal{O}_X) \) formed by the functions \( f \) such that \( a^*(f) = \chi(a) \cdot f \), \( \forall a \in A \). Let \( \mathcal{D}_Y(\mathcal{O}_Y(\chi)) \) be the corresponding sheaf of twisted differential operators, and \( \mathcal{D}(Y, \chi) := \Gamma(Y, \mathcal{D}_Y(\mathcal{O}_Y(\chi))) \) the algebra of its global sections.

There is a \( \chi \)-twisted version of formula \( 3.7.1 \) that provides a canonical isomorphism \( ((\text{pr}_Y)_*(\mathcal{D}_X / \mathcal{D}_X \cdot I_+))^A \cong \mathcal{D}_Y(\mathcal{O}_Y(\chi)) \) (isomorphism of sheaves of algebras on \( Y \)). Taking global sections on each side of the isomorphism, we get algebra isomorphisms:

\[ \Gamma(T_{\mathcal{X}(\chi)}^{1,*}, \mathcal{E}_\chi)^{A(1)} \xrightarrow{\text{Lemma } 3.6.4} \Gamma(X, \mathcal{D}_X / \mathcal{D}_X \cdot I_\chi)^A \cong \mathcal{D}(Y, \chi). \]  

(3.7.2)

The isomorphism above makes sense, in effect, not only for \( \chi \in \mathbb{X}^*(A) \), but also in a slightly more general setting where \( \chi \in \mathbb{X}^*(a) \) is an \( \text{Ad}A \)-invariant Lie algebra character that does not necessarily exponentiate to an algebraic group homomorphism \( A \rightarrow \mathbb{G}_m \). Although, generally, the sheaf \( \mathcal{O}_Y(\chi) \) is not defined in such a case, the corresponding sheaf \( \mathcal{D}_Y(\chi) \) of twisted differential operators is always well-defined, cf. [BB], and the isomorphism in \( 3.7.2 \) still holds.

Remark 3.7.3. The algebra \( \mathcal{D}(Y, \chi) \) may be thought of as a quantization of the commutative algebra \( \mathbb{K}[\mu^{-1}(\chi)]^A \), the coordinate ring of the Hamiltonian reduction of \( T^*X \) with respect to the 1-point orbit \( \{\chi\} \subset a^* \) and the moment map \( \mu : T^*X \rightarrow a^* \).
4 Azumaya algebras via Hamiltonian reduction

4.1 The main result. Let $X$ be a smooth $A$-variety. Below, we are going to extend considerations of section 3.2 to a more general case where the $A$-action on $X$ is not necessarily free, but the corresponding Hamiltonian $A$-action on $T^*X$ is free on an open subset of $T^*X$.

There is a natural action of the multiplicative group $\mathbb{G}_m$ on the vector space $\mathfrak{a}^*$ and also on the vector bundle $T^*X$, by dilations. The moment map $\mu : T^*X \to \mathfrak{a}^*$ is clearly compatible with these two actions. It is also compatible with the $A$-actions, and the latter commute with the $\mathbb{G}_m$-actions. Thus, $\mu$ is an equivariant morphism between $\mathbb{G}_m \times A$-varieties.

Let $\mu^{-1}(0) \subset T^*X$ be the scheme-theoretic zero fiber of the moment map. This is clearly a $\mathbb{G}_m \times A$-stable subscheme in $T^*X$.

From now on, we make the following

Basic Assumptions 4.1.1. There is a Zariski open $\mathbb{G}_m \times A$-stable subscheme $M \subset \mu^{-1}(0)$ which is a reduced smooth locally-closed connected subvariety in $T^*X$ such that

- The differential of the moment map $\mu : T^*X \to \mathfrak{a}^*$ is surjective at any point of $M$;
- The $A$-action on $M$ is free, moreover, there is a smooth variety $\mathcal{M}$ and a smooth universal geometric quotient morphism $M \to \mathcal{M}$ (in particular, it is a principal $A$-bundle whose fibers are precisely the $A$-orbits in $M$), see [GIT];
- The natural $\mathbb{G}_m$-action on the algebra $k[\mathcal{M}]$ (arising from the $\mathbb{G}_m$-action on $M$) has no negative weights, more geometrically, the induced $\mathbb{G}_m$-action on the scheme $\mathcal{M}_{\text{aff}} := \text{Spec } k[\mathcal{M}]$, the affineification of $\mathcal{M}$, is an attraction.
- The canonical projection $f : \mathcal{M} \to \mathcal{M}_{\text{aff}}$ is a proper morphism.

The assumptions above insure that the standard symplectic structure on $T^*X$ induces a symplectic structure on $\mathcal{M}$. Thus, the manifold $\mathcal{M}$ may be thought of as a Hamiltonian reduction of $T^*X$ at $0$.

Now, let $\chi \in X^*(\mathfrak{a})$ be such that $\varkappa(\chi) = 0$. Recall the notation $T^{1,*}_{\varkappa(\chi)} := [\mu^{(1)}]^{-1}(\varkappa(\chi))$. The equation $\varkappa(\chi) = 0$ implies that $T^{1,*}_{\varkappa(\chi)} = [\mu^{-1}(0)]^{(1)}$, which is clearly a $\mathbb{G}_m \times A^{(1)}$-stable subscheme in $T^*X^{(1)}$. Further, by the Basic Assumptions, the scheme $[\mu^{-1}(0)]^{(1)}$ contains $M^{(1)}$, the Frobenius twist of $M$, as an open subscheme. Thus, for any $\chi \in X^*(\mathfrak{a})$ such that $\varkappa(\chi) = 0$, the Basic Assumptions yield the following diagram

$$T^{1,*}_{\varkappa(\chi)} = [\mu^{-1}(0)]^{(1)} \xleftarrow{\cong} M^{(1)} \xrightarrow{\text{principal } A^{(1)}\text{-bundle}} \mathcal{M}^{(1)},$$

We are going to define a coherent sheaf $\mathcal{A}_\chi$ on $\mathcal{M}^{(1)}$ that will be an Azumaya $O_{\mathcal{M}^{(1)}}$-algebra of degree $p^{1/2 \dim \mathcal{M}^{(1)}}$, to be called the quantum hamiltonian reduction of $\mathcal{A}_\chi$ at $\varkappa(\chi)$. To this end, we restrict $\mathcal{D}_\chi = (\mathcal{D}_{\chi}^{(1)}/\mathcal{D}_{\chi}^{(1)} \cdot i_\chi)^{A^{(1)}}$, an $A^{(1)}$-equivariant sheaf on $T^{1,*}_{\varkappa(\chi)} \subset T^*X^{(1)}$, cf. [3.6.3], to the open subset $M^{(1)}$, and consider the push-forward of that restriction under the map $\varpi : M^{(1)} \to \mathcal{M}^{(1)}$, cf. [4.1.2].

Definition 4.1.3. We define the following coherent sheaf of associative algebras on $\mathcal{M}^{(1)}$:

$$\mathcal{A}_\chi := \varpi_* (\mathcal{D}_\chi^{(1)}|_{M^{(1)}})^{A^{(1)}}, \quad \text{and put } \quad A_\chi := \Gamma(\mathcal{M}^{(1)}, \mathcal{A}_\chi).$$

Assume next that we are given two points $\chi, \psi \in X^*(\mathfrak{a})$, such that the character $\chi - \psi : \mathfrak{a} \to k$ can be exponentiated to a group homomorphism $A \to \mathbb{G}_m$, i.e., such that $\chi - \psi \in \text{dlog}(X^*(A))$. Then, formula (3.2.4) yields $\varkappa(\chi) = \varkappa(\psi)$. Hence we have $T^{1,*}_{\varkappa(\chi)} = T^{1,*}_{\varkappa(\psi)}$, and we may view the set $\mathcal{M}$ as a geometric quotient of an open subset of either $T^{1,*}_{\varkappa(\chi)}$ or $T^{1,*}_{\varkappa(\psi)}$.

The result below that will play a key role in subsequent sections, is a generalization of [4.8].
Theorem 4.1.4. Let $\chi \in a^*$ be an $A$-fixed point such that $\kappa(\chi) = 0$ and such that the Basic Assumptions hold. Then we have

(i) The sheaf $\mathcal{A}_{\chi}$ is a sheaf of Azumaya algebras on $\mathcal{M}^{(1)}$ equipped with a canonical algebra morphism $\Xi_{\chi} : \Gamma(X, \mathcal{D}_X/\mathcal{D}_X \cdot I_{\chi})^A \rightarrow \Gamma(\mathcal{M}^{(1)}, \mathcal{A}_{\chi})$.

(ii) For all $i > 0$, we have $H^i(\mathcal{M}^{(1)}, \mathcal{A}_{\chi}) = 0$.

(iii) If the algebra $A_{\chi} = \Gamma(\mathcal{M}^{(1)}, \mathcal{A}_{\chi})$ has finite homological dimension then the functors below give mutually inverse equivalences of bounded derived categories of sheaves of coherent $\mathcal{A}_{\chi}$-modules and finitely generated $A_{\chi}$-modules, respectively:

$$D^b(\mathcal{A}_{\chi}^{\text{-Mod}}) \xleftarrow{\mathcal{L} \to \mathcal{R}(\mathcal{M}^{(1)}, \mathcal{L})} \mathcal{A}_{\chi} \otimes_{A_{\chi}} L \leftarrow L \xrightarrow{D^b(A_{\chi}^{\text{-Mod}})}$$

(iv) Let $\psi \in X^*(a)$ be another point satisfying all the assumptions above and such that $\chi - \psi \in \text{dlog}(X^*(A))$. Then the corresponding Azumaya algebras $\mathcal{A}_{\chi}$ and $\mathcal{A}_{\psi}$ are Morita equivalent (but not necessarily isomorphic).

The rest of this section is devoted to the proof of the Theorem.

As will be explained in Sect. 4.3 below, part (iii) of Theorem 4.1.4 is entirely due to [BK Proposition 2.2]. A result similar to part (iv) of the theorem is also contained in an updated version of [BMR §2.3.1].

Remark 4.1.5. (i) The assumption of the Theorem that $\kappa(\chi) = 0$ may be relaxed, as will be explained elsewhere.

(ii) We will show, in the course of the proof of Theorem 4.1.4, that the sheaf $\mathcal{E}_{\chi}|_{\mathcal{M}^{(1)}}$ is also an Azumaya algebra, specifically, we have an Azumaya algebra isomorphism:

$$\mathcal{E}_{\chi}|_{\mathcal{M}^{(1)}} = \omega^* \mathcal{A}_{\chi}. \quad (4.1.6)$$

(iii) It will also follow from the proof that the sheaf $\mathcal{A}_{\chi}$, viewed as a vector bundle on $\mathcal{M}^{(1)}$, is a deformation of the vector bundle $Fr_{\mathcal{O}_{\mathcal{M}}}$; in particular, in the Grothendieck group $K(\text{Coh}(\mathcal{M}^{(1)}))$ on has $[\mathcal{A}_{\chi}] = [Fr_{\mathcal{O}_{\mathcal{M}}}]$, furthermore, $R^i f^*(\mathcal{A}_{\chi}) = 0$ for any $i > 0$, where $f^*(\mathcal{A}_{\chi}) : \mathcal{M}^{(1)} \rightarrow \mathcal{M}_{\text{aff}}^{(1)}$ denotes the affinization morphism.

4.2 Deformation construction. We are going to apply the Rees algebra formation to all the objects involved in the construction of the algebra $\mathcal{A}_{\chi}$.

In more detail, the standard filtration on $Ua$ induces a filtration on the ideal $I_{\chi} \subset Ua$, and we form a graded ideal $\textbf{Rees} I_{\chi} \subset \textbf{Rees} Ua$, which is generated by the set $\{x - t \cdot \chi(x)\}_{x \in a}$. Further, let $\mathcal{R}_{3}(a)$ be a $k[t]$-subalgebra in $\textbf{Rees} Ua$ generated by the image of the homomorphism $\mathcal{z}_{\text{Rees}}^{(1)} : \text{Sym} a^{(1)} \rightarrow \textbf{Rees} Ua$, see (3.11). Thus, $\mathcal{R}_{3}(a) \subset \textbf{Rees} Ua$ is a graded central subalgebra, and $\mathcal{R} I_{\chi} := \mathcal{R}_{3}(a) \cap \textbf{Rees} I_{\chi}$ is a graded ideal in $\mathcal{R}_{3}(a)$. For any $x \in a$, we have $x^p - t^{p-1} \cdot x^p - t^p \cdot \chi(x) = \mathcal{z}_{\text{Rees}}(x) - t^p \cdot \chi(x) \in \mathcal{R}_{3}(a)$. On the other hand, the following equations

$$x^p - t^{p-1} \cdot x^p - t^p \cdot \chi(x) = (x^p - t^p \cdot \chi(x)^p) - (t^{p-1} \cdot x^p - t^p \cdot \chi(x)^p)$$

$$= (x - t \cdot \chi(x))^p - t^{p-1} (x^p - t \cdot \chi(x)^p) \in \textbf{Rees} I_{\chi}$$

show that $x^p - t^{p-1} \cdot x^p - t^p \cdot \chi(x) \in \mathcal{R} I_{\chi}^{(1)}$. Moreover, it is easy to verify that the elements of this form generate $\mathcal{R} I_{\chi}^{(1)}$ as an ideal.

Next, we apply the Rees algebra construction to the filtered sheaf $Fr_{\mathcal{D}_X}$. Inside $Fr_{\mathcal{D}_X}$, we have two left ideals $Fr_{\mathcal{D}_X} \cdot \mu_p(I_{\chi}^{(1)}) \subset Fr_{\mathcal{D}_X} \cdot \mu_p(I_{\chi})$, generated by the images of the sets $I_{\chi}^{(1)} \subset I_{\chi} \subset Ua$, respectively, under the moment map $\mu_p : Ua \rightarrow Fr_{\mathcal{D}_X}$. The filtration on $Fr_{\mathcal{D}_X}$
induces by restriction natural filtrations on Fr, D X · μ_\alpha(I^{(1)}_X) and Fr, D X · μ_\alpha(I^\alpha). Thus, we obtain graded ideals \( \text{Rees}(Fr, D X · μ_\alpha(I^{(1)}_X)) \subset \text{Rees}(Fr, D X · μ_\alpha(I^\alpha)) \subset \text{Rees}(Fr, D X). \)

On the other hand, we have a moment map \( \mu_\alpha : \text{Rees}_{\alpha} \to \text{Rees}(Fr, D X) \), which takes the central subalgebra \( R_3(a) \subset \text{Rees}_{\alpha} \) into the central subalgebra \( \text{Rees}(3 X^{(1)}) \subset \text{Rees}(Fr, D X) \), cf. diagram (3.5.1). Hence, the image of \( R_1^{(1)} \) is a subalgebra \( \mu_\alpha(R_1^{(1)}) \subset \text{Rees}(3 X^{(1)}) \), and we have \( \mu_\alpha(R_1^{(1)}) \cdot \text{Rees}(Fr, D X) \subset \text{Rees}(Fr, D X · μ_\alpha(I^\alpha)) \), where the inclusion is strict, in general.

Further, we have a \( \mathbb{G}_m \)-equivariant sheaf \( \mathcal{R} \mathcal{D}^{(1)} \) on \( \mathbb{A}^1 × T^*X^{(1)} \) corresponding to the graded algebra \( \text{Rees}(Fr, D X) \). The above constructed graded ideals in the algebra \( \text{Rees}(Fr, D X) \) give rise to the following three \( \mathbb{G}_m \)-equivariant sheaves of left ideals in \( \mathcal{R} \mathcal{D}^{(1)} \):

\[
\mathcal{R} \mathcal{D}^{(1)} · \{(x^p - t^p - x^p · \varphi(\chi)(x)) \}_{x ∈ A} = \mathcal{R} \mathcal{D}^{(1)} · R_1^{(1)}
\subset \mathcal{R} \mathcal{D}^{(1)} · I^\alpha \subset \mathcal{R} \mathcal{D}^{(1)} · I^\alpha,
\]

where we follow our usual convention to drop the symbols \( μ_\alpha \) and \( μ_\alpha \) from the notation.

By (4.2.3), we have a graded algebra isomorphism \( \text{Rees}(3 X^{(1)}) \cong O_{\mathbb{A}^1 × T^*X^{(1)}} \). Thus, \( \mu_\alpha(R_1^{(1)}) \) may be viewed as a subset in \( O_{\mathbb{A}^1 × T^*X^{(1)}} \), and from commutativity of diagram (3.5.1) we deduce that the set \( \{μ_\alpha(x) - t^p · χ(\chi)(x)\} \}_{x ∈ A} \) generates the ideal \( \mu_\alpha(R_1^{(1)}) · O_{\mathbb{A}^1 × T^*X^{(1)}} \). Thus, in \( \mathbb{A}^1 × T^*X^{(1)} \), we have

\[
\text{Zero-scheme of } R_\alpha(R_1^{(1)}) = \{(t, \xi) ∈ \mathbb{A}^1 × T^*X^{(1)} \mid μ_\alpha(\xi) = t^p · χ(\chi)\}.
\]

The sheaf \( \mathcal{R} \mathcal{D}^{(1)} / \mathcal{R} \mathcal{D}^{(1)} · R_1^{(1)} \) is clearly supported on the subscheme (4.2.2). We conclude that its quotient \( \mathcal{R} \mathcal{D}^{(1)} / \mathcal{R} \mathcal{D}^{(1)} · I^\alpha \), cf. (4.2.1), is supported on the subscheme (4.2.2) as well.

Now let \( χ ∈ X^*(a) \) be such that \( χ(\chi) = 0 \). Then the set in (4.2.2) reduces to a direct product \( \mathbb{A}^1 × [μ^{-1}(0)]^{(1)} \). One checks further, going through the identifications used above, that the \( \mathbb{G}_m \times A^{(1)} \)-action on \( \mathbb{A}^1 × T^*_\chi \) is \( \mathbb{A}^1 × [μ^{-1}(0)]^{(1)} \) arising from the natural grading and from the \( A^{(1)} \)-action on \( R_1^{(1)} \), respectively, is the one where the group \( \mathbb{G}_m \) acts diagonally, and the group \( A^{(1)} \) acts only on the factor \( [μ^{-1}(0)]^{(1)} \).

Recall the sheaf \( \mathcal{R} \mathcal{D}^{(1)} / \mathcal{R} \mathcal{D}^{(1)} · I^\alpha \), which is supported on \( \mathbb{A}^1 × [μ^{-1}(0)]^{(1)} \), since \( χ(\chi) = 0 \). We restrict this sheaf to the open subscheme \( \mathbb{A}^1 × M^{(1)} \subset \mathbb{A}^1 × [μ^{-1}(0)]^{(1)} \). We have the principal \( \mathbb{G}_m \)-equivariant \( A^{(1)} \)-bundle \( \text{Id}_{A^1} \otimes ϖ : \mathbb{A}^1 × M^{(1)} \to \mathbb{A}^1 × M^{(1)} \). We define

\[
\mathcal{R} \mathcal{F} := (\text{Id}_{A^1} \otimes ϖ) \cdot (\mathcal{R} \mathcal{D}^{(1)} / \mathcal{R} \mathcal{D}^{(1)} · I^\alpha).
\]

This is a \( \mathbb{G}_m \)-equivariant quasi-coherent sheaf of \( A \)-modules on \( \mathbb{A}^1 × M^{(1)} \) which is flat over the \( \mathbb{A}^1 \)-factor. Let \( \mathcal{R} \mathcal{F} A \) denote the subsheaf of its \( A \)-invariant sections.

**Lemma 4.2.4.** There is a \( \mathbb{G}_m \)-equivariant sheaf isomorphism \( \mathcal{R} \mathcal{F} A^{(1)} \cong \text{Fr, O}_M \).

In the course of the proof below, we will repeatedly use the following elementary result

**Lemma 4.2.5.** Let \( D \) be a graded algebra, and \( M \) a t-torsion free, graded \( D[t] \)-module (deg \( t = 1 ) \) such that \( M/tM \) is a rank \( m \) free, resp. projective, graded \( D \)-module. Then, \( M \) is a rank \( m \) free, resp. projective, \( D[t] \)-module.

**Proof of Lemma 4.2.4.** Recall that every point in any \( \mathbb{G}_m \)-variety is known to have a \( \mathbb{G}_m \)-stable affine Zariski open neighborhood. Applying this to the \( \mathbb{G}_m \)-action on \( M \), we may replace \( M \) by a \( \mathbb{G}_m \)-stable affine Zariski open subset \( \mathcal{Y} ⊂ M \). Let \( Y \) be the inverse image of \( \mathcal{Y} \) under the bundle map \( M → M \). Thus, \( Y \) is a \( \mathbb{G}_m \times A \)-stable affine Zariski open subset in \( M \), and we put

\[
\mathcal{R} \mathcal{F} := \Gamma(\mathbb{A}^1 × Y^{(1)}, \mathcal{R} \mathcal{F}) = \Gamma(\mathbb{A}^1 × Y^{(1)}, \mathcal{R} \mathcal{D}^{(1)} / \mathcal{R} \mathcal{D}^{(1)} · I^\alpha).
\]
Thus, RF is a graded flat \( \mathbb{k}[t] \)-module, where \( t \) stands for the coordinate on \( \mathbb{A}^1 \).

With these notations, the statement of the Lemma amounts to the claim that, for all sufficiently small \( \mathbb{G}_m \)-stable Zariski open affine subsets \( \mathcal{Y} \subset \mathcal{M} \), there is a natural graded space isomorphism

\[
RF^A / t \cdot RF^A \cong \Gamma(\mathcal{J}^{(1)}, \mathcal{F}_t, \mathcal{O}_Y) \left( = \mathbb{k}[\mathcal{Y}] = \mathbb{k}[Y]^A \right).
\]

(4.2.6)

To prove (4.2.6), let \( T^*X \) be the Zariski open (possibly empty) subset in \( T^*X \) formed by the points \( \xi \in T^*X \) such that the differential of \( \mu : T^*X \to \mathbb{a}^* \) is surjective at \( \xi \). Further, let \( \mathcal{J} \subset \text{Sym} \mathfrak{a} = \mathbb{k}[\mathfrak{a}^*] \) denote the augmentation ideal. It is clear that \( \mu^{-1}(0) \) is the zero scheme of the ideal \( \mathcal{O}_{T^*X} \cdot \mathfrak{a}_{\text{alg}}(\mathcal{J}) \subset \mathcal{O}_{T^*X} \), and that this ideal is reduced at any point of \( \mu^{-1}(0) \cap T^*X \).

It follows, since \( \text{gr} \mathcal{I}_\xi = \mathcal{J} \), that on the Frobenius twist of \( T^*X \), one has:

\[
gr(\mathbb{F}_t \cdot \mathcal{J}_\chi) \mid_{\mathcal{F}^*_t X^{(1)}} = \left( (\text{gr} \mathbb{F}_t \mathcal{D}_X) \cdot (\text{gr} \mathbb{F}_t \mathcal{I}_\chi) \right) \mid_{\mathcal{F}^*_t X^{(1)}} = \mathbb{F}_t \mathcal{O}_{T^*X} \cdot \mathfrak{a}_{\text{alg}}(\mathcal{J}) \mid_{\mathcal{F}^*_t X^{(1)}},
\]

where we identify \( \text{gr}(\mathbb{F}_t \mathcal{D}_X) \) with the corresponding \( \mathbb{G}_m \)-equivariant sheaf on \( T^*X^{(1)} \).

We now use our Basic Assumptions saying that the differential of \( \mu \) is surjective at any point of the open subset \( M \subset \mu^{-1}(0) \). Hence, \( M \subset T^*X \cap \mu^{-1}(0) \) is a non-empty Zariski-open subset in \( \mu^{-1}(0) \). Since the sheaf \( \text{gr}(\mathbb{F}_t \mathcal{D}_X) / \text{gr}(\mathbb{F}_t \mathcal{D}_X \cdot \mathcal{I}_\chi) \) is supported on \( |\mu^{-1}(0)| \), we obtain

\[
\left( \text{gr}(\mathbb{F}_t \mathcal{D}_X) / \text{gr}(\mathbb{F}_t \mathcal{D}_X \cdot \mathcal{I}_\chi) \right) \mid_{M^{(1)}} = \left( \text{gr}(\mathbb{F}_t \mathcal{D}_X) / \text{gr}(\mathbb{F}_t \mathcal{D}_X \cdot \mathcal{I}_\chi) \right) \mid_{\mathcal{F}^*_t X^{(1)} \cap M^{(1)}} = \left( \text{gr}(\mathbb{F}_t \mathcal{D}_X \cdot \mathcal{I}_\chi) \right) \mid_{\mathcal{F}^*_t X^{(1)} \cap M^{(1)}} = \mathbb{F}_t \mathcal{O}_M.
\]

(4.2.7)

The definition of Rees algebra implies readily, see (2.4.1) and (2.5.3), that the restriction to \( \{0\} \times M^{(1)} \) of the sheaf \( \mathcal{R} \mathcal{D}^{(1)} / \mathcal{R} \mathcal{D}^{(1)} \cdot \mathcal{R} \mathcal{J}^{(1)} \) is isomorphic to \( \left( \text{gr}(\mathbb{F}_t \mathcal{D}_X) / \text{gr}(\mathbb{F}_t \mathcal{D}_X \cdot \mathcal{I}_\chi) \right) \mid_{M^{(1)}} \), the sheaf in the top line of (4.2.7). Hence, equations (4.2.7) and a flat base change yield \( \mathcal{R} \mathcal{F} \mid_{\{0\} \times \mathcal{M}^{(1)}} \cong \mathcal{F}_\mathbb{X} \mathcal{F}_t \mathcal{O}_M \). Restricting this sheaf isomorphism to our affine open subset \( \mathcal{Y}^{(1)} \) and taking global sections, we obtain canonical graded space isomorphisms

\[
RF / t \cdot RF \cong \Gamma(\mathcal{J}^{(1)}, \mathcal{R} \mathcal{F} \mid_{\{0\} \times \mathcal{Y}^{(1)}}) \cong \Gamma(\mathcal{Y}^{(1)}, \mathcal{F}_\mathbb{X} \mathcal{F}_t \mathcal{O}_Y) \cong \Gamma(\mathcal{Y}^{(1)}, \mathcal{F}_t \mathcal{O}_Y) = \mathbb{k}[\mathcal{Y}].
\]

(4.2.8)

We conclude, comparing the above isomorphisms with those in (4.2.6) that proving the Lemma reduces to the following result: The canonical map below gives, for \( \mathcal{Y} \) sufficiently small, an isomorphism

\[
RF^A / t \cdot RF^A \cong (RF / t \cdot RF)^A.
\]

(4.2.9)

To prove this, we may assume, shrinking \( \mathcal{Y} \) if necessary, that there is an étale map \( \theta : \tilde{\mathcal{Y}} \to \mathcal{Y} \) such that the principal \( A \)-bundle \( Y \to \mathcal{Y} \) becomes trivial after pull-back via \( \theta \), i.e., that there is an \( \mathbb{G}_m \times A \)-equivariant isomorphism \( Y \times_\mathcal{Y} \tilde{\mathcal{Y}} \cong A \times \tilde{\mathcal{Y}} \). Using étale base change for the Cartesian square

\[
\begin{array}{ccc}
A \times \tilde{\mathcal{Y}} & \longrightarrow & Y \times_\mathcal{Y} \tilde{\mathcal{Y}} \\
\downarrow & & \downarrow \\
\tilde{\mathcal{Y}} & \longrightarrow & \mathcal{Y}
\end{array}
\]

we obtain \( \mathbb{G}_m \times A \)-equivariant graded algebra isomorphisms

\[
\mathbb{k}[\tilde{\mathcal{Y}}] = \mathbb{k}[\tilde{\mathcal{Y}}] \otimes_{\mathbb{k}[\mathcal{Y}]} \mathbb{k}[\mathcal{Y}] = \mathbb{k}[Y \times_\mathcal{Y} \tilde{\mathcal{Y}}] \cong \mathbb{k}[A] \otimes \mathbb{k}[\tilde{\mathcal{Y}}].
\]

(4.2.10)
In the leftmost term of this formula, we have used the notation $\tilde{Y} := Y \times_Y \bar{Y}$, and in the rightmost term of the formula, the group $A$ acts trivially on the factor $k[\bar{Y}]$.

Next, we set

$$\tilde{RF} := \Gamma\left(\mathbb{A}^1 \times \tilde{Y}^{(1)}, (\text{Id}_{\mathbb{A}^1} \times \theta^{(1)})^* (\mathcal{R} \mathcal{G}^{(1)}/\mathcal{R}(\mathcal{G}^{(1)} \cdot I_\chi))|_{\mathbb{A}^1 \times Y^{(1)}}\right) = k[\mathbb{A}^1 \times \tilde{Y}^{(1)}] \otimes RF.$$ 

Since $k[\tilde{Y}^{(1)}]$ is flat over $k[Y^{(1)}]$, from (4.2.8) and (4.2.10) we find

$$\tilde{RF}/t \cdot \tilde{RF} = k[\tilde{Y}^{(1)}] \otimes_{k[Y^{(1)}]} (RF/t \cdot RF) = k[Y^{(1)}] \otimes_{k[Y]} k[Y] = k[A] \otimes k[\bar{Y}]$$

Thus, we see that $\tilde{RF}/t \cdot \tilde{RF}$ is a rank one free $k[A] \otimes k[\bar{Y}]$-module. We deduce from Lemma 4.2.3 that $\tilde{RF}$ is isomorphic to a rank one free $k[A] \otimes k[\mathbb{A}^1 \times \bar{Y}]$-module. Furthermore, it is easy to show that this isomorphism can be chosen to be $A$-equivariant.

Now, the functor $M \mapsto M^A$, of $A$-invariants, takes short exact sequences of $A$-modules of the form $k[A] \otimes E$ to short exact sequences. Hence applying this functor to the short exact sequence

$$0 \to \tilde{RF} \to \tilde{RF} \to \tilde{RF}/t \cdot \tilde{RF} \to 0,$$

we deduce the isomorphism

$$\tilde{RF}^A/t \cdot \tilde{RF}^A \cong (\tilde{RF}/t \cdot \tilde{RF})^A.$$

The latter isomorphism yields (4.2.9) since the morphism $\tilde{Y}^{(1)} \to Y^{(1)}$ is faithfully flat. The Lemma is proved.

### 4.3 Deformation of the algebra $\mathcal{A}_\chi$.

We mimick formulas (3.6.1) and (3.6.3) and put

$$\mathcal{R} \mathcal{G}^{(1)} := \mathcal{R} \mathcal{G}^{(1)}/\mathcal{R}(\mathcal{G}^{(1)} \cdot I_\chi), \quad \text{and} \quad \mathcal{R} \mathcal{A}_\chi := \left(\mathcal{R} \mathcal{G}^{(1)}/\mathcal{R}(\mathcal{G}^{(1)} \cdot I_\chi)\right)^{A_1} \cong \left(\mathcal{R} \mathcal{G}^{(1)}/\mathcal{R}(\mathcal{G}^{(1)} \cdot I_\chi)\right)^{A_1}.\quad (4.3.1)$$

The sheaves $\mathcal{R} \mathcal{G}^{(1)}$ and $\mathcal{R} \mathcal{A}_\chi$ are both supported on $\mathbb{A}^1 \times [\mu^{-1}(0)]^{(1)}$, see (4.2.22). Following the same strategy as has been used in the construction of the sheaf $\mathcal{A}_\chi$, we define

$$\mathcal{R} \mathcal{A}_\chi := \mathcal{O}_{\mathbb{A}^1 \times [\mu^{-1}(0)]^{(1)}} \cdot (\mathcal{R} \mathcal{A}_\chi|_{\mathbb{A}^1 \times M^{(1)}})^{A_1}.\quad (4.3.2)$$

This is a $\mathbb{G}_m$-equivariant sheaf of associative algebras on $\mathbb{A}^1 \times M^{(1)}$, viewed as a $\mathbb{G}_m$-variety with diagonal action. Write $pr_2 : \mathbb{A}^1 \times M^{(1)} \to M^{(1)}$ for the second projection.

**Lemma 4.3.2.** The sheaf $\mathcal{R} \mathcal{A}_\chi$ is flat over the $A^1$-factor, and we have

$$\mathcal{R} \mathcal{A}_\chi|_{\{0\} \times M^{(1)}} \cong \mathcal{O}_M, \quad \text{and} \quad \mathcal{R} \mathcal{A}_\chi|_{(\mathbb{A}^1 \times \{0\}) \times M^{(1)}} \cong pr_2^* \mathcal{A}_\chi.$$

**Proof.** Both the flatness statement and the isomorphism on the right are immediate from the corresponding properties of the Rees algebra.

It remains to study the restriction of the sheaf $\mathcal{R} \mathcal{A}_\chi$ to the special divisor $\{0\} \times M^{(1)}$. From the definition, we find

$$\mathcal{R} \mathcal{A}_\chi|_{\{0\} \times M^{(1)}} \cong \left(\left(\text{Id}_{\mathbb{A}^1} \otimes \mathcal{O}_{\mathbb{A}^1 \times [\mu^{-1}(0)]^{(1)}}\right)^{A_1}\right|_{\{0\} \times M^{(1)}} \cong \left((\text{Id}_{\mathbb{A}^1} \otimes \mathcal{O}_{\mathbb{A}^1 \times [\mu^{-1}(0)]^{(1)}})^{A_1}\right)|_{\{0\} \times M^{(1)}} \cong \left(\mathcal{R} \mathcal{A}_\chi|_{\mathbb{A}^1 \times M^{(1)}}\right)^{A_1}|_{\{0\} \times M^{(1)}} \cong \mathcal{R} \mathcal{A}_\chi^A|_{\{0\} \times M^{(1)}}.$$ 

But $\mathcal{R} \mathcal{A}_\chi^A|_{\{0\} \times M^{(1)}} \cong \mathcal{O}_M$ by Lemma 4.2.4 and we are done. \[\square\]
Next, we set $R := \Gamma(\mathbb{A}^1 \times M^{(1)}, \mathcal{R}_\mathcal{A}_\chi)$, a graded flat $\mathbb{k}[t]$-algebra such that $R/(t - 1)R = \Gamma(M^{(1)}, \mathcal{A}_\chi)$. Applying formula (4.1.2) to the algebra $R := \Gamma$ and using Lemma 4.3.2 we get a natural increasing filtration on the algebra $\Gamma(M^{(1)}, \mathcal{A}_\chi)$ such that for the associated graded algebra, to be denoted $\text{gr} \, R$, $\Gamma(M^{(1)}, \mathcal{A}_\chi)$, we have $\text{gr} \, R \, \Gamma(M^{(1)}, \mathcal{A}_\chi) = R/tR$. On the other hand, the $\mathbb{G}_m$-action induces a grading on the algebra $\Gamma(M, O_M) = \Gamma(M^{(1)}, Fr, O_M)$.

Recall the affinization morphism $f : M \rightarrow M^{(1)}$. Given $\xi \in M_{\text{aff}}^{(1)}$, let $M_{\xi} := \{f(\xi)^{-1}(\xi) \subset M^{(1)}$ be the fiber of $f^{(1)} : M^{(1)} \rightarrow M^{(1)}$ over $\xi$.

**Proposition 4.3.3.** (i) The sheaf $\mathcal{A}_\chi$ is locally free, and $H^i(M^{(1)}, \mathcal{A}_\chi) = 0$ for all $i > 0$.

(ii) There is a graded algebra isomorphism

$$\text{gr} \, \Gamma(M^{(1)}, \mathcal{A}_\chi) \cong \Gamma(M, O_M).$$

(iii) For any $q > 0$ we have $R^q f_*^{(1)} \mathcal{A}_\chi = 0$ and $H^q(M^{(1)}, \mathcal{A}_\chi) = 0$, $\forall \xi \in M_{\text{aff}}^{(1)}$.

**Proof.** We consider the following diagram

$$\begin{array}{ccc}
M & \xrightarrow{f} & M^{(1)} = \{0\} \times M^{(1)} \\
\downarrow i & & \downarrow i \\
M_{\text{aff}} & \xrightarrow{f} & M_{\text{aff}}^{(1)} = \{0\} \times M_{\text{aff}}^{(1)} \\
\end{array}$$

(4.3.4)

Lemma (4.3.2) says that $\tilde{i}^* \mathcal{R}_\mathcal{A}_\chi \cong Fr_{r, O_M}$. Thus, $\mathcal{R}_\mathcal{A}_\chi$ is a $\mathbb{G}_m$-equivariant sheaf on $\mathbb{A}^1 \times M^{(1)}$ such that its restriction to the subvariety $\{0\} \times M^{(1)}$ is a locally free sheaf. It follows that the sheaf $\mathcal{R}_\mathcal{A}_\chi$ must be itself locally free. Indeed, every point in $M^{(1)}$ has a $\mathbb{G}_m$-stable affine Zariski open neighborhood. Taking global sections of $\mathcal{R}_\mathcal{A}_\chi$ over such a neighborhood, we see that our claim reduces to Lemma 4.2.6. Thus, we have proved that the sheaf $\mathcal{R}_\mathcal{A}_\chi$, hence its restriction to $\{1\} \times M^{(1)}$, is a locally free sheaf. But $\mathcal{R}_\mathcal{A}_\chi|_{\{1\} \times M^{(1)}} = \mathcal{A}_\chi$, thus, the first claim of part (i) of the Lemma is proved.

Recall further that the variety $M$ is symplectic, hence it has trivial canonical bundle. Therefore, by the Grauert-Riemenschneider theorem (see [EV] for char $\mathbb{k} = 0$ case), the higher direct image sheaves $R^q f_* O_M$ vanish for all $q > 0$. Therefore, from the commutative square on the left of (4.3.3) we deduce

$$R^q f_*^{(1)}(i^* \mathcal{R}_\mathcal{A}_\chi) = R^q f_*^{(1)} Fr_{r, O_M} = 0, \quad \text{for all } q > 0.$$  (4.3.5)

We are going to use (4.3.5) to prove part (iii) of the Proposition. To this end, let $\hat{D} := \text{Spec} \mathbb{k}[t] \subset \mathbb{A}^1$ denote the completion of the line $\mathbb{A}^1$ at the origin. Thus, $\hat{D} \times M^{(1)}$, resp., $\hat{D} \times M_{\text{aff}}^{(1)}$, is the formal completion of the scheme $\mathbb{A}^1 \times M^{(1)}$ along the closed subscheme $\{0\} \times M^{(1)}$, resp., formal completion of $\mathbb{A}^1 \times M_{\text{aff}}^{(1)}$ along the subscheme $\{0\} \times M_{\text{aff}}^{(1)}$. We have $\hat{D} \times M^{(1)} = \tilde{f}^{-1}(\hat{D} \times M_{\text{aff}}^{(1)})$, and the restriction of $\tilde{f}$ gives a morphism $\tilde{f} : \hat{D} \times M^{(1)} \rightarrow \hat{D} \times M_{\text{aff}}^{(1)}$.

Let $\mathcal{R}_\mathcal{A}_\chi|_{\hat{D} \times M^{(1)}}$ denote the restriction of $\mathcal{R}_\mathcal{A}_\chi$ to $\hat{D} \times M^{(1)}$. We will view $\mathcal{R}_\mathcal{A}_\chi|_{\hat{D} \times M^{(1)}}$ as a sheaf of abelian groups on the closed fiber $M^{(1)} = \{0\} \times M^{(1)}$. This sheaf is clearly isomorphic to an inverse limit of sheaves which are iterated extensions of the sheaf $\tilde{i}^* \mathcal{R}_\mathcal{A}_\chi = Fr_{r, O_M}$. Hence, formula (4.3.5) implies that

$$R^q \tilde{f}_*(\mathcal{R}_\mathcal{A}_\chi|_{\hat{D} \times M^{(1)}}) = 0, \quad \text{for all } q > 0.$$  (4.3.6)

On the other hand, let $\hat{i} : \hat{D} \times M^{(1)} \hookrightarrow \mathbb{A}^1 \times M^{(1)}$ denote the imbedding. For any $q = 0, 1, \ldots$, one has $\hat{i}^* R^q \tilde{f}_* \mathcal{R}_\mathcal{A}_\chi = R^q \hat{f}_* (\mathcal{R}_\mathcal{A}_\chi|_{\hat{D} \times M^{(1)}})$, by the Formal Functions Theorem, cf. [HM] III, 11.1.
or [EGA III, Sect. 4]. Thus, we have proved
\[
\tilde{r} \cdot R^q \tilde{f}_* \mathcal{R}\mathcal{X} = R^q f_*(\mathcal{R}\mathcal{X}|_{\tilde{D} \times \mathcal{M}}) = 0, \quad \text{for all } q > 0. \tag{4.3.6}
\]

Observe next that, for each \(q\), the sheaf \(R^q \tilde{f}_* \mathcal{R}\mathcal{X}\) is a \(\mathbb{G}_m\)-equivariant coherent sheaf on \(\mathbb{A}^1 \times \mathcal{M}^{(1)}\). Therefore, the support of \(R^q \tilde{f}_* \mathcal{R}\mathcal{X}\) is a \(\mathbb{G}_m\)-stable closed subscheme in \(\mathbb{A}^1 \times \mathcal{M}^{(1)}\).

The assumption that the \(\mathbb{G}_m\)-action on \(\mathcal{M}\) be attracting implies that any non-empty \(\mathbb{G}_m\)-stable closed subscheme in \(\mathbb{A}^1 \times \mathcal{M}^{(1)}\) has a non-empty intersection with \(\{0\} \times \mathcal{M}^{(1)}\). Hence, if the sheaf \(R^q \tilde{f}_* \mathcal{R}\mathcal{X}\) is non-zero, it must have a non-zero restriction to the subscheme \(\{0\} \times \mathcal{M}^{(1)}\). Since \(\{0\} \times \mathcal{M}^{(1)} \subset \tilde{D} \times \mathcal{M}^{(1)}\), this would yield, in particular, that \(\tilde{r} \cdot R^q \tilde{f}_* \mathcal{R}\mathcal{X} \neq 0\), contradicting (4.3.6). Part (iii) of the Proposition follows.

Taking global sections over the affine open set \((\mathbb{A}^1 \setminus \{0\}) \times \mathcal{M}^{(1)}\), from the vanishing result of part (iii) and the second isomorphism of Lemma 1.3.2 for any \(q > 0\), we find
\[
0 = \Gamma((\mathbb{A}^1 \setminus \{0\}) \times \mathcal{M}^{(1)}, R^q \tilde{f}_* \mathcal{R}\mathcal{X}) = H^q((\mathbb{A}^1 \setminus \{0\}) \times \mathcal{M}^{(1)}, \mathcal{R}\mathcal{X}) = H^q((\mathbb{A}^1 \setminus \{0\}) \times \mathcal{M}^{(1)}, \text{pr}_*^* \mathcal{R}\mathcal{X}) = k[t, t^{-1}] \otimes H^q(\mathcal{M}^{(1)}, \mathcal{S}\mathcal{X}),
\]
This completes the proof of part (i) of the Proposition.

Now, the (ordinary) direct image sheaf \(\tilde{f}_* \mathcal{R}\mathcal{X}\) is by construction flat over \(\mathbb{A}^1\), hence, \(L^q\tilde{f}_* (\mathcal{R}\mathcal{X}) = 0\) for all \(q > 0\). Therefore, the vanishing of the higher direct images implies that the Proper Base Change theorem for the Cartesian square on the right of diagram (4.3.4) involves no higher derived functors. Thus, using Base Change and the definition of affinization we obtain
\[
i_* f_* \mathcal{R}\mathcal{X} = f_*(\tilde{r} \cdot \mathcal{R}\mathcal{X}) = f_*(\tilde{r} \cdot \mathcal{R}\mathcal{X}) = f_*(\tilde{r} \cdot \mathcal{R}\mathcal{X}) = f_*(\tilde{r} \cdot \mathcal{R}\mathcal{X}). \tag{4.3.7}
\]
Observe that we have \(\Gamma(\mathbb{A}^1 \times \mathcal{M}^{(1)}, f_* \mathcal{R}\mathcal{X}) = \Gamma(\mathbb{A}^1 \times \mathcal{M}^{(1)}, \mathcal{R}\mathcal{X}) = \mathbb{R}\), the graded \(k[t]\)-algebra involved in the definition of filtration on \(\Gamma(\mathcal{M}^{(1)}, \mathcal{S}\mathcal{X})\). Therefore, applying the global sections functor \(\Gamma(\mathbb{A}^1 \times \mathcal{M}^{(1)}, -)\) to both sides in (4.3.7) we obtain
\[
gr R \Gamma(\mathcal{M}^{(1)}, \mathcal{S}\mathcal{X}) = \mathbb{R}/t\mathbb{R} \cong \Gamma(\mathcal{M}^{(1)}, f_* \mathcal{O}_{\mathcal{M}}) = \Gamma(\mathcal{M}^{(1)}, \mathcal{O}_{\mathcal{M}}) = \Gamma(\mathcal{M}, \mathcal{O}_{\mathcal{M}}).
\]
This proves part (ii) of the Proposition. 

### 4.4 Comparison of characters

Fix two characters \(\chi, \psi\) such that \(\chi - \psi \in \text{dlog} \mathbb{X}^*(A)\). Let \(\mathcal{O}_{\mathcal{M}}(\psi - \chi)\) be the \((\psi - \chi)\)-weight subsheaf in the push-forward of \(\mathcal{O}_{\mathcal{M}}\) under the bundle map \(M \to \mathcal{M}\). The \((\psi - \chi)\)-isotypical component of the regular representation \(k[A]\) being 1-dimensional, we conclude that \(\mathcal{O}_{\mathcal{M}}(\psi - \chi)\) is a rank 1 locally free sheaf on \(\mathcal{M}\).

Let \(\mathcal{D}_{\mathcal{M}}^{(1)}\) denote the restriction of the Azumaya algebra \(\mathcal{D}^{(1)}\) to the subset \(M^{(1)} \subset T^{1,*}_{\chi(\psi)} = T^{1,*}_{\chi(\psi)}\).

We put \(\chi\mathcal{E}_\psi := \text{Hom}_{\mathcal{O}_{\mathcal{M}}}^{(1)}(\mathcal{D}_{\mathcal{M}}^{(1)} \otimes \chi, \mathcal{D}_{\mathcal{M}}^{(1)} \otimes \psi)\). This is an \(A^{(1)}\)-equivariant sheaf on \(M^{(1)}\).

Therefore, \(\mathcal{X}_*(\chi\mathcal{E}_\psi)\) is a sheaf on \(\mathcal{M}^{(1)}\) with fiberwise \(A^{(1)}\)-action. Let \(\chi\mathcal{E}_\psi\) be the \((\psi - \chi)\)-weight component of \(\mathcal{X}_*(\chi\mathcal{E}_\psi)\). It is clear that \(\chi\mathcal{E}_\psi\) is a coherent sheaf of \(\chi\mathcal{X}_*-\psi\)-bimodules.

Next, we mimic the argument in Sect. 4.2 and observe that the standard increasing filtration on \(\mathcal{X}_*(\chi\mathcal{E}_\psi)\) induces a natural increasing filtration on \(\mathcal{X}_*(\chi\mathcal{E}_\psi)\). Therefore, using the Rees algebra construction, we may form a \(\mathbb{G}_m\)-equivariant sheaf \(\mathcal{R}(\chi\mathcal{E}_\psi)\) on \(\mathbb{A}^1 \times M^{(1)}\). This gives an increasing filtration on \(\Gamma(\mathcal{M}^{(1)}, \mathcal{X}_*(\chi\mathcal{E}_\psi))\), an \(A^{(1)}\)-\(\psi\)-bimodule, and we write \(\gr R \Gamma(\mathcal{M}^{(1)}, \chi\mathcal{E}_\psi)\) for the associated graded \((\gr A^{(1)}\chi\mathcal{X})\)-\(\gr A^{(1)}\psi\)-bimodule.

**Lemma 4.4.1.** (i) The sheaf \(\chi\mathcal{E}_\psi\) is locally free, moreover, we have a natural \(\mathcal{E}_\chi-\mathcal{E}_\psi\)-bimodule isomorphism \(\chi\mathcal{E}_\psi = \mathcal{X}_*(\chi\mathcal{E}_\psi)\).
(ii) Assume that $R^q f_* \mathcal{O}_X (\psi - \chi) = 0$ holds for all $q > 0$. Then, there is a graded $(\text{gr } A_\psi)_{-1} (\text{gr } A_\psi)$-bimodule isomorphism $\text{gr } \Gamma(\mathcal{M}(1), \chi \mathcal{A}_\psi) \cong \Gamma(\mathcal{M}, \mathcal{O}_X (\psi - \chi))$. Moreover, we have

$$R^1 f_*(\chi \mathcal{A}_\psi) = 0 \quad \text{and} \quad H^q(\mathcal{M}(1), \chi \mathcal{A}_\psi) = 0, \quad \forall q > 0.$$ 

**Proof.** We argue as in Proposition 4.3.3 and show first that

$$\left. (\text{Id}_{A^1} \times \varpi), \mathcal{R}(\chi \mathcal{A}_\psi)^{\psi - \chi} \right|_{\{0\} \times \mathcal{M}(1)} \cong \mathcal{F}_x \mathcal{O}_X (\psi - \chi).$$

(4.4.2)

Now, the sheaf $\mathcal{F}_x \mathcal{O}_X (\psi - \chi)$ is clearly locally free. Hence, arguing as in (4.4.0), we deduce that the sheaf $\mathcal{R}(\chi \mathcal{A}_\psi)_{\{0\} \times \mathcal{M}(1)}$ is a locally free sheaf on $\mathcal{M}(1)$ which is isomorphic to $\varpi^* \mathcal{F}_x \mathcal{O}_X (\psi - \chi)$. Using Lemma 4.2.3 one shows that $\mathcal{R}(\chi \mathcal{A}_\psi)$ is a locally free sheaf on $\mathcal{A}(1) \times \mathcal{M}(1)$. Thus, $\chi \mathcal{A}_\psi = \mathcal{R}(\chi \mathcal{A}_\psi)_{\{1\} \times \mathcal{M}(1)}$ is a locally free sheaf on $\mathcal{M}(1)$ and, moreover, we have $\chi \mathcal{A}_\psi = \varpi^* (\chi \mathcal{A}_\psi)$. \(\square\)

**Remark 4.4.3.** The above argument shows that there is a flat family (over $\mathcal{A}(1)$) of coherent sheaves such that nonzero members of the family are all isomorphic to $\chi \mathcal{A}_\psi$ and the fiber over $0 \in \mathcal{A}$ is isomorphic to $\mathcal{F}_x \mathcal{O}_X (\psi - \chi)$. In particular, in the Grothendieck group of coherent sheaves on $\mathcal{M}(1)$ one has an equality $[\chi \mathcal{A}_\psi] = [\mathcal{F}_x \mathcal{O}_X (\psi - \chi)]$.

### 4.5 Proof of Theorem 4.1.4

We have $\mathcal{A}_x = \varpi_*(\varpi^*(\chi \mathcal{A}_\psi)^{A(1)})$. The sheaf $\mathcal{A}_x$ in the left hand side of this equality is locally free, by Proposition 4.3.3 (i). It follows that the sheaf $\mathcal{A}_x |_{\mathcal{M}(1)}$ is also locally free, moreover, we have $\mathcal{A}_x |_{\mathcal{M}(1)} \cong \mathcal{A}_x$, see 4.4.0.

Now, let $x \in \mathcal{M}(1)$ and write $\bar{x} := \varpi(x) \in \mathcal{M}(1)$ for its image. Let $x_\chi$, resp. $\mathcal{A}_x$, denote the geometric fiber at $x$, resp. at $\bar{x}$, of the corresponding locally free sheaf. We deduce from $\mathcal{A}_x |_{\mathcal{M}(1)} \cong \varpi^* \mathcal{A}_x$ that there is an algebra isomorphism

$$\mathcal{A}_x \cong \mathcal{A}_\bar{x}, \quad \text{for all} \quad x \in \mathcal{M}(1) \quad \text{and} \quad \bar{x} := \varpi(x) \in \mathcal{M}(1).$$

(4.5.1)

Thus, to prove that $\mathcal{A}_x$ is an Azumaya algebra, it suffices to show that $\mathcal{A}_x$ is a matrix algebra, for any $x \in \mathcal{M}(1)$. By definition, we have $\mathcal{A}_x = (\mathcal{F}_x(1) / \mathcal{F}_x \cdot i_x)^{A(1)}$, where $\mathcal{F}_x(1)$ is the geometric fiber at $x$ of the sheaf $\mathcal{F}_x$. We know that $\mathcal{F}_x(1)$ is an Azumaya algebra on $T^* \mathcal{X}(1)$. Hence, there is a vector space $E$ and an algebra isomorphism $\mathcal{F}_x(1) \cong \text{End}_k E$. Using this, from the last statement of Lemma 4.4.3 we deduce the following algebra isomorphisms

$$\mathcal{A}_x = (\mathcal{F}_x(1) / \mathcal{F}_x \cdot i_x)^{A(1)} \cong (\text{End}_k E / \text{End}_k E \cdot i_x)^{A(1)} = \mathcal{D}_x \cong \text{End}_k (E_x).$$

Thus, $\mathcal{A}_x$ is a matrix algebra, as claimed. This proves that $\mathcal{A}_x$ is an Azumaya algebra.

To complete the proof of part (i) of the Theorem, consider the following chain of canonical algebra maps

$$\Gamma(X, \mathcal{F}_X / \mathcal{F}_X \cdot i_X)^{A} \xrightarrow{\text{Lemma 5.6.3}} \Gamma(T_{\varpi(\chi)}^{1}, \mathcal{A}_x)^{A(1)} \xrightarrow{\text{restriction}} \Gamma(\mathcal{M}(1), \mathcal{A}_x |_{\mathcal{M}(1)})^{A(1)} \equiv \Gamma(\mathcal{M}(1), \varpi^*(\chi \mathcal{A}_\psi)^{A(1)}) \equiv \Gamma(\mathcal{M}(1), \mathcal{A}_x).$$

(4.5.2)

The composite map provides the algebra map claimed in part (i) of Theorem 4.1.4.

Part (ii) of the Theorem follows directly from the cohomology vanishing in Proposition 3.3.3 (i): To prove (iv), we fix a point $x \in \mathcal{M}(1)$, and write $\mathcal{F}_x(1) \cong \text{End}_k E$. We know that for the geometric fibers (at $x$) of the Azumaya algebras $\mathcal{A}_x$, resp. $\mathcal{A}_\psi$, one has the following formulas

$$\mathcal{A}_x = \text{End}_k E_x, \quad \text{resp.} \quad \mathcal{A}_\psi = \text{End}_k E_\psi.$$
Further, the sheaf $\chi\mathcal{E}$ is locally free by Lemma 4.4.1(i). The fiber of that sheaf at $x$ is an $(\mathcal{E}_x)_{x'}$-bimodule, and Lemma 4.4.4(ii) yields the following $(\mathcal{E}_x)_{x'}$-bimodule isomorphisms, cf. 4.4.3:

$$(\chi\mathcal{E}_x)_x \cong \text{Hom}_{\mathcal{E}_x}(\mathcal{E}_x^{(1)}, \mathcal{E}_x^{(1)}; i_x; \mathcal{E}_x^{(1)}, \mathcal{E}_x^{(1)})_x^{-\psi}$$

This completes the proof of the Theorem 4.1.4. Part (iii) of our Theorem follows from the Proposition since for any $A$-module $\mathcal{F}$, we have $(\chi\mathcal{A})_x = (\chi\mathcal{E})_x$. Therefore, we see from 4.5.1 and Lemma 4.4.1(i) that the sheaf $\chi\mathcal{E}$ is a sheaf of locally-projective $A_x$-modules.

Thus, the sheaf $\chi\mathcal{E}$ is a sheaf of locally-projective $\mathcal{E}_x$-modules. In particular, the Azumaya algebras $\mathcal{E}_x$ and $\mathcal{E}_y$ are Morita equivalent.

Let $c$ be an indeterminate. We define the rational Cherednik algebra of type $A_n$ by $\mathcal{C}(c)$, with generators $x_1, \ldots, x_n, y_1, \ldots, y_n$, and the following defining relations, see [EG]:

$$s_{ij} \cdot x_i = x_j \cdot s_{ij}, \quad s_{ij} \cdot y_i = y_j \cdot s_{ij}, \quad \forall i, j \in \{1, 2, \ldots, n\}, \quad i \neq j$$

$$[y_i, x_j] = c \cdot s_{ij}, \quad [x_i, x_j] = 0 = [y_i, y_j], \quad \forall i, j \in \{1, 2, \ldots, n\}, \quad i \neq j$$

$$[y_k, x_k] = 1 - c \cdot \sum_{i \neq k} s_{ik}$$

Given a field $k$ and $c \in k$, we let $H_c := k \otimes \mathbb{Z}[c]$ be the $k$-algebra obtained from $H$ by extension of scalars via the homomorphism $\mathbb{Z}[c] \to k$, $f \mapsto f(c)$.

We keep our standing assumption $\text{char} k > n$, and write $e = \frac{1}{n!} \sum_{g \in W} g \in k[W] \subset H_c$ for the symmetrizer idempotent. Let $eH_c e \subset H_c$ be the spherical subalgebra, see [EG].

Let $\mathfrak{h} := k^n$ be the tautological permutation representation of $W$. We identify the variables $x_1, \ldots, x_n$ resp. $y_1, \ldots, y_n$, with coordinates on $\mathfrak{h}$, resp. on $\mathfrak{h}^*$. The algebras $H_c$ and $eH_c e$ come
equipped with compatible increasing filtrations such that all elements of \( W \) and \( x_i \in \mathfrak{h}^* \subset H_\mathfrak{c} \) have filtration degree zero, and elements \( y_i \in \mathfrak{h} \subset H_\mathfrak{c} \) have filtration degree 1.

The Poincaré-Birkhoff-Witt theorem for rational Cherednik algebras, cf. 
\[\text{EG},\] yields graded algebra isomorphisms
\[\text{gr} \ H_\mathfrak{c} \cong \mathbb{k}[\mathfrak{h}^* \times \mathfrak{h}]^\#W, \quad \text{and} \quad \text{gr}(\mathfrak{e}H_\mathfrak{c}, e) \cong \mathbb{k}[\mathfrak{h}^* \times \mathfrak{h}]^W. \tag{5.1.2}\]

### 5.2 Dunkl representation.

Write \( \mathfrak{h}^{\text{reg}} \) for an affine Zariski open dense subset of \( \mathfrak{h} \) formed by points with pairwise distinct coordinates. The group \( W \) acts naturally on the algebra \( \mathcal{D}(\mathfrak{h}^{\text{reg}}) \) of crystalline differential operators on \( \mathfrak{h}^{\text{reg}} \) and we let \( \mathcal{D}(\mathfrak{h}^{\text{reg}})^W \subset \mathcal{D}(\mathfrak{h}^{\text{reg}}) \) be the subalgebra of \( W \)-invariant differential operators. The standard increasing filtration on the algebra of differential operators induces an increasing filtration on the subalgebra \( \mathcal{D}(\mathfrak{h}^{\text{reg}})^W \), and we have \( \text{gr} \ \mathcal{D}(\mathfrak{h}^{\text{reg}})^W \cong \mathbb{k}[[T^*\mathfrak{h}^{\text{reg}}]]^W = \mathbb{k}[\mathfrak{h}^* \times \mathfrak{h}^{\text{reg}}]^W. \)

According to Cherednik, see also \[\text{EG},\text{DO},\] there is an injective algebra homomorphism
\[\Theta_c : \mathfrak{e}H_\mathfrak{c} \hookrightarrow \mathcal{D}(\mathfrak{h}^{\text{reg}})^W, \tag{5.2.1}\]
called Dunkl representation of the algebra \( \mathfrak{e}H_\mathfrak{c} \).

Let \( \mathcal{B}_c : = \Theta_c(\mathfrak{e}H_\mathfrak{c}) \subset \mathcal{D}(\mathfrak{h}^{\text{reg}})^W \) be the image of the Dunkl representation. We equip the algebra \( \mathcal{B}_c \) with increasing filtration induced from the standard one on \( \mathcal{D}(\mathfrak{h}^{\text{reg}})^W \). Then, \( \text{gr} \ \mathcal{B}_c \) becomes a graded subalgebra in \( \text{gr} \ \mathcal{D}(\mathfrak{h}^{\text{reg}})^W = \mathbb{k}[\mathfrak{h}^* \times \mathfrak{h}^{\text{reg}}]^W \), which is known to be equal to \( \mathbb{k}[\mathfrak{h}^* \times \mathfrak{h}]^W \subset \mathbb{k}[\mathfrak{h}^* \times \mathfrak{h}^{\text{reg}}]^W \), see \[\text{EG}.\] Further, the map \( \Theta_c \) in \(5.2.1\) is known to be filtration preserving, and it was proved in \[\text{EG}\] that the associated graded map, \( \text{gr} \ \Theta_c \), induces graded algebra isomorphisms
\[\mathbb{k}[\mathfrak{h}^* \times \mathfrak{h}]^W \cong \text{gr}(\mathfrak{e}H_\mathfrak{c}, e) \cong \text{gr} \mathcal{B}_c \cong \mathbb{k}[\mathfrak{h}^* \times \mathfrak{h}]^W \subset \mathbb{k}[\mathfrak{h}^* \times \mathfrak{h}^{\text{reg}}]^W. \tag{5.2.2}\]

### 5.3 The ‘radial part’ construction.

In this section, we let \( \mathbb{k} \) be an arbitrary algebraically closed field, either of characteristic zero or of characteristic \( p \).

Let \( V \) be an \( n \)-dimensional vector space over \( \mathbb{k} \). In case the field \( \mathbb{k} \) has finite characteristic we assume throughout that \( \text{char} \ \mathbb{k} > n \geq 2 \).

We put \( G = \text{GL}(V) \) and let \( \mathfrak{g} = \text{Lie}G = \mathfrak{gl}(V) \) be the Lie algebra of \( G \). We consider the vector space \( \mathfrak{G} := \mathfrak{g} \times V \).

**Definition 5.3.1.** Let \( \mathfrak{G}^\circ \subset \mathfrak{G} = \mathfrak{g} \times V \) be a Zariski open dense subset formed by the pairs \((x,v)\) such that \( v \) is a cyclic vector for the operator \( x \) : \( V \to V \).

We recall that the endomorphism \( x \in \mathfrak{g} \) admits a cyclic vector if and only if \( x \) is regular (not necessarily semisimple), i.e., the centralizer of \( x \) in \( \mathfrak{g} \) has dimension \( n \).

Fix a nonzero volume element \( \text{vol} \in \wedge^n V^* \). We introduce the following polynomial function on \( \mathfrak{G} \):
\[(x,v) \mapsto s(x,v) := \langle \text{vol}, v \wedge x(v) \wedge \ldots \wedge x^{n-1}(v) \rangle. \tag{5.3.2}\]
It is clear that we have \( \mathfrak{G}^\circ = \mathfrak{G} \setminus s^{-1}(0) \), in particular, \( \mathfrak{G}^\circ \) is an affine variety.

The group \( G \) acts on \( \mathfrak{g} \) via the adjoint action, and acts naturally on \( V \). This gives a \( G \)-diagonal action on \( \mathfrak{G} \) such that \( \mathfrak{G}^\circ \) is a \( G \)-stable subset of \( \mathfrak{G} \). We compose the first projection \( \mathfrak{G} = \mathfrak{g} \times V \to \mathfrak{g} \) with the adjoint quotient map \( \mathfrak{g} \to \mathfrak{g} / \text{Ad}G = \mathfrak{h}^W \), and restrict the resulting morphism to the subset \( \mathfrak{G}^\circ \subset \mathfrak{G} \). This way we get a morphism \( p : \mathfrak{G}^\circ \to \mathfrak{h}/W \). The group \( G \) clearly acts along the fibers of \( p \), and we have the following well-known result.

**Lemma 5.3.3.** (i) The \( G \)-action on \( \mathfrak{G}^\circ \) is free and each fiber of \( p \) is a single \( G \)-orbit;

(ii) Furthermore, the map \( p : \mathfrak{G}^\circ \to \mathfrak{h}/W \) is a universal geometric quotient morphism.
It follows from the Lemma that $\mathfrak{g}^\circ$ is a principal $G$-bundle over $\mathfrak{h}/W$.

Given an integer $c \in \mathbb{Z}$, we put

$$\mathcal{O}(\mathfrak{g}^\circ, c) := \{ f \in k[\mathfrak{g}^\circ] \mid g^*(f) = (\det g)^c \cdot f, \ \forall g \in G \}. $$

It is clear that pull-back via the bundle projection $p$ makes $\mathcal{O}(\mathfrak{g}^\circ, c)$ a $k[\mathfrak{h}/W]$-module. Also, observe that $s \in \mathcal{O}(\mathfrak{g}^\circ, 1)$.

**Corollary 5.3.4.** For any $c \in \mathbb{Z}$, the space $\mathcal{O}(\mathfrak{g}^\circ, c)$ is a rank one free $k[\mathfrak{h}/W]$-module with generator $s^c$.  

**Notation 5.3.5.** For $c \in k$, we consider a Lie algebra homomorphism $\chi_c : \mathfrak{g} \to k$, $x \mapsto c \cdot \text{tr}(x)$. Let $I_c := I_{\mathfrak{g}} \subset \mathcal{U}\mathfrak{g}$, denote the two-sided ideal generated by the elements $\{ x - \chi_c(x) \}_{x \in \mathfrak{g}}$, cf. Definition 3.3.1.

The action of $G$ on $\mathfrak{g}^\circ$ induces an algebra map $\mathcal{U}\mathfrak{g} \to \mathcal{D}(\mathfrak{g}^\circ)$. We fix $c \in k$, and perform the Hamiltonian reduction of the sheaf $\mathcal{D}_{\mathfrak{g}^\circ}$, of crystalline differential operators on $\mathfrak{g}^\circ$, at the point $\chi_c$. This way, we get an associative algebra $[\mathcal{D}(\mathfrak{g}^\circ)/\mathcal{D}(\mathfrak{g}^\circ)\cdot I_c]^G$.

From Lemma 5.3.3 and the isomorphism on the right of formula (3.7.2) we deduce

**Proposition 5.3.6.** For any $c \in k$, there is a natural algebra isomorphism

$$[\mathcal{D}(\mathfrak{g}^\circ)/\mathcal{D}(\mathfrak{g}^\circ)\cdot I_c]^G \cong \mathcal{D}(\mathfrak{h}/W).$$

More explicitly, if $c$ is an integer, then the isomorphism of the Proposition is obtained by transporting the action of differential operators on $\mathfrak{g}^\circ$ via the bijection $k[\mathfrak{h}/W] \xrightarrow{\sim} \mathcal{O}(\mathfrak{g}^\circ, c)$, $f \mapsto s^c \cdot p^*(f)$, provided by Corollary 5.3.4.

**Remark 5.3.7.** The explicit construction of the isomorphism shows in particular that the algebra $\mathcal{D}(\mathfrak{h}/W, \chi_c)$ of twisted differential operators coming from the right hand side of the general formula (3.7.2) turns out to be canonically isomorphic, in our case, to the algebra $\mathcal{D}(\mathfrak{h}/W)$ of ordinary differential operators. Thus, we have put $\mathcal{D}(\mathfrak{h}/W)$ on the right hand side of the isomorphism of Proposition 5.3.6 (although we have only justified this for integral values of $c$, the same holds for arbitrary values of $c$ as well).  

Observe further that the algebras $[\mathcal{D}(\mathfrak{g}^\circ)/\mathcal{D}(\mathfrak{g}^\circ)\cdot I_c]^G$ and $\mathcal{D}(\mathfrak{h}/W)$ both come equipped with natural increasing filtrations and the isomorphism of the Proposition is filtration preserving.

The isomorphism of Proposition 5.3.6 may be viewed as a refined version of the ‘radial part’ construction considered in [EG].

**Remark 5.3.8.** The action of differential operators on $k[\mathfrak{h}^{\text{reg}}]^W$ gives rise to the following natural algebra inclusions: $\mathcal{D}(\mathfrak{h})^W \subset \mathcal{D}(\mathfrak{h}/W) \subset \mathcal{D}(\mathfrak{h}^{\text{reg}})^W$. We also remark that the space $\mathcal{D}(\mathfrak{h})^W$ has infinite codimension in $\mathcal{D}(\mathfrak{h}/W)$.

### 5.4 A Harish-Chandra homomorphism

Let $\mathfrak{g}^{\text{rs}} \subset \mathfrak{g}$ denote the Zariski open dense subset of semisimple regular elements. Observe that the eigen-spaces of an element $x \in \mathfrak{g}^{\text{rs}}$ give a direct sum decomposition $V = \ell_1 \bigoplus \ldots \bigoplus \ell_n$. Hence, any $v \in V$ we can be uniquely written as $v = v_1 + \ldots + v_n$ where $v_i \in \ell_i$, $i = 1, \ldots, n$. Such a vector $v$ is a cyclic vector for $x$ if and only if none of the $v_i$‘s vanish.

We put $U := \{(x,v) \in \mathfrak{g}^\circ \mid x \in \mathfrak{g}^{\text{rs}}\}$. Thus, $U$ is an affine $G$-stable Zariski open dense subset in $\mathfrak{g}^\circ$, and the geometric quotient morphism $p : \mathfrak{g}^\circ \to \mathfrak{h}/W$ restricts to a geometric quotient morphism $p : U \to \mathfrak{h}^{\text{reg}}/W$.

Now, the group $G$ acts naturally on the algebra $k[\mathfrak{g}]$. We observe that the first projection $\mathfrak{g} = \mathfrak{g} \times V \to \mathfrak{g}$ induces an isomorphism of $G$-invariants $k[\mathfrak{g}]^G \xrightarrow{\sim} k[\mathfrak{g}]^G$, since the center of $G$ acts trivially on $k[\mathfrak{g}]$ and nontrivially on any homogeneous polynomial $f \in k[V]$ such that $\deg f > 0$. 
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Let $\Delta_g$ denote the second order Laplacian on $\mathfrak{g}$ associated to a nondegenerate invariant bilinear form. We will identify $\Delta_g$ with the operator $\Delta_g \otimes 1 \in \mathcal{D}(\mathfrak{g}) \otimes \mathcal{D}(V) = \mathcal{D}(\mathbb{G})$ acting trivially in the $V$-direction. Restricting the latter differential operator to $U$, we may view $\Delta_g$ as an element of the algebra $\Gamma(U, \mathcal{D}_U/\mathcal{D}_U \cdot I_c)^G$.

Write $x_1, \ldots, x_n$ for coordinates in $\mathfrak{h} = k^n$.

**Proposition 5.4.1.** For any $c \in k$, there is a natural filtration preserving algebra isomorphism $\Psi_c : \Gamma(U, \mathcal{D}_U/\mathcal{D}_U \cdot I_c)^G \rightarrow \mathcal{D}(\mathfrak{h}^{reg})^W$, that reduces to the ‘Chevalley restriction’ map:

$$f \mapsto f|_{\mathfrak{h} \times \{0\}}, \quad k[\mathfrak{g} \times V]^G \rightarrow k[\mathfrak{h}^{reg} \times \{0\}]^W = k[\mathfrak{h}^{reg}]^W,$$

on polynomials zero order differential operators, and such that $\Psi_c(\Delta_g) = L_c$, where

$$L_c = \sum_j \frac{\partial^2}{\partial x_j^2} - \sum_{i \neq j} \frac{c(e + 1)}{(x_i - x_j)^2}$$

(5.4.2)

is the Calogero-Moser operator with rational potential, corresponding to the parameter $c$.

**Sketch of Proof.** We restrict the isomorphism of Proposition [5.3.6] to $U \subset \mathbb{G}$, equivalently, we apply formula (3.7.2) to the geometric quotient morphism $p : U \rightarrow \mathfrak{h}^{reg}/W$ and to the character $\chi_c : \mathfrak{g} \rightarrow k$. This way, we deduce an algebra isomorphism

$$\Gamma(U, \mathcal{D}_U/\mathcal{D}_U \cdot I_c)^G \rightarrow \mathcal{D}(\mathfrak{h}^{reg}/W)$$

(5.4.3)

Now, the natural projection $\mathfrak{h}^{reg} \rightarrow \mathfrak{h}^{reg}/W$ is a Galois covering with Galois group $W$. Therefore, pull-back via the projection gives rise to a canonical isomorphism $\mathcal{D}(\mathfrak{h}^{reg}/W) \cong \mathcal{D}(\mathfrak{h}^{reg})^W$. Thus, composing with (5.4.3) yields an algebra isomorphism $\Psi'_c : \Gamma(U, \mathcal{D}_U/\mathcal{D}_U \cdot I_c)^G \rightarrow \mathcal{D}(\mathfrak{h}^{reg})^W$.

Finally, let $R_+$ be the set of positive roots of our root system $R \subset \mathfrak{h}^*$ of type $A_{n-1}$, and set $\delta := \prod_{\alpha \in R_+} \alpha$. We conjugate the map $\Psi'_c$ by $\delta$. That is, for any $u \in \Gamma(U, \mathcal{D}_U/\mathcal{D}_U \cdot I_c)^G$, let $\Psi_c(u)$ be a differential operator on $\mathfrak{h}^{reg}$ given by $\Psi_c(u) := M_{\delta^*} \Psi'_c(u) \cdot M_{\delta}$, where $M_f$ denotes the operator of multiplication by a function $f \in k[\mathfrak{h}^{reg}]$. The map $u \mapsto \Psi_c(u)$ thus defined gives the isomorphism $\Psi_c$ of the Proposition.

The equation $\Psi_c(\Delta_g) = L_c$ is verified by a direct computation similar to one in the proof of [EG, Proposition 6.2]. We leave details to the reader. \qed

We will need the following analogue of the surjectivity part of [EG, Corollary 7.4].

**Proposition 5.4.4.** Let $k = \mathbb{Q}$ be the field of rational numbers. Then, for all $c \in k$, the algebra $\mathcal{B}_c$ is contained in the image of the following composite map, cf. Proposition 5.4.7.

$$\overline{\Psi}_c : \Gamma(\mathbb{G}, \mathcal{D}_\mathbb{G}/\mathcal{D}_\mathbb{G} \cdot I_c)^G \xrightarrow{\text{restriction}} \Gamma(U, \mathcal{D}_U/\mathcal{D}_U \cdot I_c)^G \xrightarrow{\Psi_c} \mathcal{D}(\mathfrak{h}^{reg})^W.$$

**Proof.** We repeat the argument used in [EG], which is quite standard.

Specifically, the algebra $\mathcal{B}_c$ contains a subalgebra $\mathcal{C}_c \subset \mathcal{B}_c$ formed by so-called Calogero-Moser integrals. The algebra $\mathcal{C}_c$ is a commutative algebra containing the Calogero-Moser operator $L_c$, and isomorphic to $(\text{Sym} \mathfrak{h})^W$, due to a result by Opdam. Moreover, the associated graded map corresponding to the imbedding $\mathcal{C}_c \hookrightarrow \mathcal{B}_c$ induces an isomorphism, cf. [EG]:

$$\text{gr} \mathcal{C}_c \cong (\text{Sym} \mathfrak{h})^W \hookrightarrow (\text{Sym}(\mathfrak{h}^* + \mathfrak{h})^W = k[\mathfrak{h}^* \times \mathfrak{h}]^W.$$

\footnote{notice that although $\mathfrak{h}^{reg} \times \{0\}$ is not a subset of $U$ the restriction to $\mathfrak{h}^{reg} \times \{0\}$ is well-defined for a polynomial on $\mathbb{G} = \mathfrak{g} \times V$.}
Observe next that the imbedding \( g = g \times \{0\} \hookrightarrow g \times V = \mathfrak{g} \) induces an isomorphism \((\text{Sym } g)^G \xrightarrow{\sim} (\text{Sym } \mathfrak{g})^G\), very similar to the isomorphism \( k[g]^G \xrightarrow{\sim} k[\mathfrak{g}]^G\) explained in Sect. 5.3. Thus, we identify \((\text{Sym } g)^G\) with \((\text{Sym } \mathfrak{g})^G\), and view the latter as a subalgebra in \( \mathcal{D}(\mathfrak{g})^G \) formed by constant coefficient differential operators. Clearly, this is a commutative subalgebra that contains \( \Delta_g = \Delta_\mathfrak{g} \otimes 1 \in \mathcal{D}(\mathfrak{g})^G\).

The homomorphism \( \Psi_c \) of Proposition 5.4.1 hence the composite map \( \Phi_c \) of Proposition 5.4.3 takes the algebra \((\text{Sym } g)^G\), viewed as subalgebra in \( \mathcal{D}(\mathfrak{g}, \mathcal{D}_g, \mathcal{D}_g, I_c)^G \), to a commutative subalgebra of \( \mathcal{D}(\mathfrak{h}^{\text{reg}})^W \) containing \( I_c \). Further, one proves by a standard argument that \( \Phi_c((\text{Sym } g)^G) \subset \mathfrak{c}_c \), cf. e.g. [BEG], moreover, the induced map \( \text{gr } \Phi_c : \text{gr}(\text{Sym } g)^G \longrightarrow \text{gr } \mathfrak{c}_c = (\text{Sym } \mathfrak{h})^W \) is the Chevalley isomorphism \((\text{Sym } g)^G \xrightarrow{\sim} (\text{Sym } \mathfrak{h})^W\). It follows that the map \( \Phi_c \) induces an isomorphism \((\text{Sym } g)^G \xrightarrow{\sim} \mathfrak{c}_c\).

Now the algebra \( \mathcal{B}_c \) is known to be generated by the two subalgebras \( \mathfrak{k}[\mathfrak{h}]^W \) and \( \mathfrak{c}_c \) (since \( \text{gr } \mathcal{B}_c = \mathfrak{k}[\mathfrak{h}]^W \otimes \mathfrak{h}^W \), viewed as a Poisson algebra with respect to the natural Poisson structure on \( \mathfrak{h}^* \times \mathfrak{g} = T^* \mathfrak{g} \), is known to be generated by the two subalgebras \( \mathfrak{k}[\mathfrak{h}]^W \) and \( \mathfrak{k}[\mathfrak{h}]^W \)). By Proposition 5.4.1 we have \( \Phi_c((\text{Sym } g)^G) = \mathfrak{k}[\mathfrak{h}]^W \) and as we have explained above, one also has \( \Phi_c((\text{Sym } g)^G) = \mathfrak{c}_c \). We conclude that \( \mathcal{B}_c \) is equal to the subalgebra in \( \mathcal{D}(\mathfrak{h}^{\text{reg}})^W \) generated by \( \Phi_c((\text{Sym } g)^G) \) and \( \mathfrak{c}_c \), hence, is contained in the image of the map \( \Phi_c \).

\[\text{6 An Azumaya algebra on the Hilbert scheme}\]

\[\text{6.1 Nakajima construction reviewed.}\]

We keep the notations of \S 5.3. In particular, we have a vector space \( V \) over \( k \), such that \( \text{char } k > n \geq 2 \), where \( n = \dim V \). We put \( G := \text{GL}(V) \) and \( \mathfrak{g} := \text{Lie } G = \mathfrak{gl}(V) \). We will freely identify \( \mathfrak{g}^* \) with \( \mathfrak{g} \) via the pairing \( \mathfrak{g} \times \mathfrak{g} \to k \), \( (x, y) \mapsto \frac{1}{n} \text{tr}(x \cdot y) \).

The group \( G \) acts naturally on \( V \) and also on \( \mathfrak{g} \), via the adjoint action. We consider the \( G \)-diagonal action on the vector space \( \mathfrak{g} = \mathfrak{g} \times V \), and the corresponding Hamiltonian \( G \)-action on the cotangent bundle: \( T^* \mathfrak{g} = \mathfrak{g}^* \otimes \mathfrak{g} \cong \mathfrak{g} \times \mathfrak{g} \times V^* \times V \). The moment map for this action is given by the formula

\[\mu : T^* \mathfrak{g} = \mathfrak{g} \times \mathfrak{g} \times V^* \times V \longrightarrow \mathfrak{g}^* \cong \mathfrak{g} \quad (x, y, \hat{v}, v) \longmapsto [x, y] + \hat{v} \otimes v \in \mathfrak{g}. \quad (6.1.1)\]

Recall the notation introduced in \S 5.3. Observe that the Lie algebra homomorphism \( \chi_c = c \cdot \text{tr} \in \mathfrak{g}^* \) corresponds, under the identification \( \mathfrak{g}^* \cong \mathfrak{g} \), to the element \( c \cdot \text{Id}_V \in \mathfrak{g} \).

Following Nakajima, we introduce the set

\[\mathcal{M}_c := \mu^{-1}(\chi_c) = \{ (x, y, \hat{v}, v) \in \mathfrak{g} \times \mathfrak{g} \times V^* \times V \mid [x, y] + \hat{v} \otimes v = c \cdot \text{Id}_V \}.\]

This is an affine algebraic variety equipped with a natural \( \text{GL}(V) \)-action.

If \( c \neq 0 \), then \( \mathcal{M}_c \), is known, see [Na1], [Wi], to be smooth, moreover, the \( G \)-action on \( \mathcal{M}_c \) is free. The quotient \( \mathcal{M}_c := \mathcal{M}_c/G \) is a well-defined smooth affine algebraic variety of dimension \( 2 \dim V \), called Calogero-Moser space. It was first considered in [KKN], and studied in [Wi], cf. also [Na1]. By definition, \( \mathcal{M}_c \) is the Hamiltonian reduction of \( T^* \mathfrak{g} \) with respect to the 1-point \( G \)-orbit \( \chi_c \in \mathfrak{g}^* \). The standard symplectic structure on the cotangent bundle thus induces a symplectic structure on \( \mathcal{M}_c \).

If \( c = 0 \), then the set \( \mathcal{M}_0 \) is not smooth, and \( G \)-action on \( \mathcal{M}_0 \) is not free. Let \( \mathcal{M}_0^0 \) be the subset of ‘stable points’ formed by quadruples \((x, y, \hat{v}, v) \in \mathfrak{g} \times \mathfrak{g} \times V^* \times V \) such that \( v \in V \) is a cyclic vector for \((x, y)\), i.e., such that there is no nonzero proper subspace \( V' \subset V \) that contains \( v \) and that is both \( x \)- and \( y \)-stable. Then, \( \mathcal{M}_0^0 \) is known to be a smooth Zariski open \( G \)-stable subset in \( \mathcal{M}_0 \). Moreover, the differential of the moment map \( \mu \), see (6.1.1), is known, cf. [Na1], to be surjective at any point of \( \mathcal{M}_0^0 \), and the \( G \)-action on \( \mathcal{M}_0^0 \) is free.

The following description of \( \text{Hilb}^n \mathbb{A}^2 \), the Hilbert scheme of zero-dimensional length \( n \) subschemes in the affine plane \( \mathbb{A}^2 \), is essentially due to Nakajima [Na1].
Proposition 6.1.2. There exists a smooth geometric quotient morphism $\mathfrak{M}_0^n \to \text{Hilb}^n A^2$.

Remark 6.1.3. It is known that $\text{Hilb}^n A^2$ is a smooth connected (non-affine) algebraic variety of dimension $2 \dim V$.

Thus, the Hilbert scheme $\text{Hilb}^n A^2$ may be viewed as a ‘Hamiltonian reduction’ of $T^*\mathfrak{g}$ at the 1-point $G$-orbit $\{0\} \subset \mathfrak{g}^*$. In particular, $\text{Hilb}^n A^2$ has a natural symplectic structure.

It is known that for any quadruple $(x, y, \hat{v}, v) \in \mathfrak{M}_0$, the operators $x, y$ can be put simultaneously in the upper-triangular form. Hence, the diagonal components of these two operators give a cyclic vector whose Hilbert-Chow morphism induces an algebra isomorphism

$$\Gamma(\text{Hilb}^n A^2, \mathcal{O}_{\text{Hilb}^n A^2}) \xrightarrow{\tau_*} \Gamma((\mathfrak{h} \times \mathfrak{h})/W, \mathcal{O}_{(\mathfrak{h} \times \mathfrak{h})/W}) = k[\mathfrak{h} \oplus \mathfrak{h}]^W. \quad (6.1.4)$$

6.2 The Azumaya algebra. Let $\kappa : \mathfrak{g}^1 \to \mathfrak{g}^1$, $c \mapsto \kappa(c) = \mathfrak{g}^0 - c$ be the classical Artin-Schreier map. This map is related to the map $\kappa : \mathfrak{X}(\mathfrak{g}) \to \mathfrak{g}^1$, $x \mapsto x$ defined in (6.2.2) by the formula $\kappa(x) = \kappa(x) = \kappa(x) \cdot \text{tr}^{(1)}$.

We introduce the following simplified notation for the scheme-theoretic fiber of the moment map $\mu^{(1)} : T^*X^{(1)} \to \mathfrak{g}^1 \ast$ over the point $\kappa(x)$:

$$T^{1 \ast}_{\mu \kappa(x)} := T^{1 \ast}_{\mu \kappa(x)} = [\mu^{(1)}]^{-1}(\kappa(x)) = \mathfrak{M}_{\kappa(x)}^{(1)}.$$

We are going to apply the general Hamiltonian reduction procedure of Sect. 4.1 to the algebraic group $A := G$, the Lie algebra character $\chi = \chi_{\kappa(x)}$, and the natural $G$-action on the variety $X = \mathfrak{g}$.

If $\kappa(c) \neq 0$, then the variety $T^{1 \ast}_{\mu \kappa(x)} = \mathfrak{M}_{\kappa(x)}^{(1)}$ is smooth, the $G$-action on this variety is free, and there is a smooth geometric quotient map $\mathfrak{M}_{\kappa(x)}^{(1)} \to \mathcal{M}_{\kappa(x)}$, where $\mathcal{M}_{\kappa(x)}$ is the Calogero-Moser variety with parameter $\kappa(c) = \mathfrak{g}^0 - c$. Thus, the construction of Sect. 4.1 applied to $\mathcal{M} = T^{1 \ast}_{\mu \kappa(x)}$ produces an Azumaya algebra $\mathcal{A}_c := \mathcal{A}_{\kappa(x)}$ on $\mathcal{M}_{\kappa(x)}$.

Assume now that $\kappa(c) = \mathfrak{g}^0 - c = 0$, that is, the element $c \in \mathfrak{k}$ is contained in the finite subfield $\mathbb{F}_p \subset \mathbb{k}$. Then, we apply the construction of Sect. 4.1 to the open subset $\mathcal{M} := \mathfrak{M}_0 \subset \mu^{-1}(0)$, of stable points. By Proposition 6.1.2, we obtain an Azumaya algebra $\mathcal{A}_c := \mathcal{A}_{\kappa(x)}$ over the Frobenius twist of $\text{Hilb}^n A^2$, to be denoted $\text{Hilb}(1)$.

For any $c \in \mathfrak{k}$, the Azumaya algebra $\mathcal{A}_c$ comes equipped with canonical algebra homomorphism

$$\Xi_c : \Gamma(\mathfrak{g}, \mathcal{D}_{\mathfrak{g}}/\mathcal{D}_{\mathfrak{g}} \cdot I_c)^G \xrightarrow{(6.2.2)} \Gamma(\mathcal{M}_{\kappa(x)}^{(1)}, \mathcal{A}_c). \quad (6.2.1)$$

6.3 A Harish-Chandra homomorphism for the Azumaya algebra. We are now going to construct a Harish-Chandra homomorphism for the Azumaya algebra $\mathcal{A}_c$.

Recall the open subset $U \subset \mathfrak{g}$ formed by the pairs $(x, v) \in \mathfrak{g}^* \times V$ such that $v$ is a cyclic vector for $x$.

Proposition 6.3.1. For any $c \in \mathfrak{k}$, there is an algebra homomorphism $\Psi^{(1)}_c$ making the following diagram commute:

$$\begin{array}{ccc}
\Gamma(\mathfrak{g}, \mathcal{D}_{\mathfrak{g}}/\mathcal{D}_{\mathfrak{g}} \cdot I_c)^G & \xrightarrow{\Xi_c} & \Gamma(\mathcal{M}_{\kappa(x)}^{(1)}, \mathcal{A}_c) \\
\text{restriction} & & \downarrow \Psi^{(1)}_c \\
\Gamma(U, \mathcal{D}_U/\mathcal{D}_U \cdot I_c)^G & \xrightarrow{\Psi^{(1)}_c} & \mathcal{D}(\mathfrak{h}^* \mathfrak{g})^W.
\end{array} \quad (6.4.7)$$
Proof. We only consider the most interesting case \( n(c) = 0 \).

The action of \( G \) on \( U \) induces a Hamiltonian \( G \)-action on \( T^*U \). Let \( \mu_U : T^*U \to \mathfrak{g}^* \) be the corresponding moment map, and set \( \mathring{U} := \mu_U^{-1}(0) \). Since \( U \) is an open subset of \( \mathfrak{g} \), the map \( \mu_U \) clearly equals the restriction of the moment map \( \mu : T^*\mathfrak{g} \to \mathfrak{g}^* \) to the open subset

\[
T^*U = \mathfrak{g}^* \times U \subset \mathfrak{g}^* \times \mathfrak{g}.
\]

Thus, we have \( \mathring{U} = \mu_U^{-1}(0) = (\mathfrak{g}^* \times U) \cap \mu^{-1}(0) \).

It is crucial for us that one has an open inclusion

\[
\mathring{U} \subset \mathfrak{m}_0 = M.
\]

This trivially follows from definitions since a vector \( v \in V \) which is cyclic for \( x \in \mathfrak{g} \) is necessarily also cyclic for any pair of the form \( (x, y) \in \mathfrak{g} \times \mathfrak{g} \).

Thus, we have the diagram

\[
\begin{array}{ccc}
\tilde{U}^{(1)} & \xrightarrow{\text{open imbedding}} & \mathfrak{m}^{(1)} = [\mathfrak{m}_0]^{(1)} \\
\downarrow & \downarrow & \downarrow \\
\mathfrak{m}^{(1)} & \xrightarrow{\text{geom. quotient map}} & \mathfrak{m}^{(1)} = \text{Hilb}^{(1)}.
\end{array}
\]

Restricting the sheaf \( \mathcal{E}_c := \mathcal{E}_c \), cf. \((6.3.3)\), from \([\mathfrak{m}_0]^{(1)}\) to \( \tilde{U}^{(1)} \) yields a \( G^{(1)} \)-equivariant algebra map \( \Gamma([\mathfrak{m}_0]^{(1)}), \mathcal{E}_c) \to \Gamma(\tilde{U}^{(1)}, \mathcal{E}_c) \). Further, applying Lemma \((3.6.4)\) to \( X := U \) and \( A := G \), we get an algebra isomorphism

\[
\Gamma(U, \mathcal{D}_U/\mathcal{D}_U \cdot I_c)^G \cong \Gamma([\mu_U^{-1}(0)]^{(1)}, \mathcal{E}_c)^G = \Gamma(\tilde{U}^{(1)}, \mathcal{E}_c)^G \quad (6.3.2)
\]

By definition, we have \( \mathcal{E}_c := \mathfrak{m}_c \cdot (\mathcal{E}_c|_{[\mathfrak{m}_0]^{(1)}})^G \). We obtain the following chain of algebra homomorphisms

\[
\Gamma(\mathfrak{m}^{(1)}, \mathcal{E}_c) = \Gamma\left(\mathfrak{m}^{(1)}, \mathfrak{m}_c \cdot (\mathcal{E}_c|_{[\mathfrak{m}_0]^{(1)}})^G\right)
\]

\[
= \Gamma\left(\mathfrak{m}^{(1)}, \mathfrak{m}_c \cdot (\mathcal{E}_c|_{[\mathfrak{m}_0]^{(1)}})^G\right)^G = \Gamma([\mathfrak{m}_0]^{(1)}, \mathcal{E}_c)^G
\]

\[
\xrightarrow{\text{restriction}} \Gamma(\tilde{U}^{(1)}, \mathcal{E}_c)^G \xrightarrow{\Psi_c} \Gamma(U, \mathcal{D}_U/\mathcal{D}_U \cdot I_c)^G \xrightarrow{\Psi_c} \mathcal{D}(\mathfrak{h}^\text{reg})^W.
\]

We let \( \Psi_\mathfrak{m}^G \) be the composite homomorphism. Commutativity of the diagram of the Proposition is immediate from the construction above.

\[\square\]

7 Localization functor for Cherednik algebras

7.1 From characteristic zero to characteristic \( p \). We begin by reminding the general technique of transferring various results valid over fields of characteristic zero to similar results in characteristic \( p \), provided \( p \) is sufficiently large.

We fix \( c = a/b \in \mathbb{Q} \) with \( b > 0 \). For any prime \( p > b \), reducing modulo \( p \), we may (and will) treat \( c = a/b \) as an element of \( \mathbb{F}_p \). We let \( \mathbb{k}_p \supset \mathbb{F}_p \) denote an algebraic closure of \( \mathbb{F}_p \), and consider the corresponding \( \mathbb{k}_p \)-algebras \( H_c \) and \( \mathfrak{e} H_c \).

We begin with the following characteristic \( p \) analogue of Proposition \((5.4.4)\).

**Lemma 7.1.1.** Fix \( c = a/b \in \mathbb{Q} \). For all sufficiently large primes \( p \), we have an inclusion of \( \mathbb{k}_p \)-algebras \( \mathbb{B}_c \subset \mathfrak{m}(\mathfrak{m}_c) \).

**Proof.** For \( c = a/b \in \mathbb{Q} \), we consider the ring \( \mathbb{Z}[\frac{1}{n!}, c] = \mathbb{Z}[\frac{1}{n!}, \frac{1}{b}] \) obtained by inverting \( n! \) and \( b \). The algebras \( \Gamma(\mathfrak{g}, \mathcal{D}_\mathfrak{g}/\mathcal{D}_\mathfrak{g} \cdot I_c)^G \) and \( \mathcal{D}(\mathfrak{h}^\text{reg})^W \), are both defined over \( \mathbb{Z} \), hence have natural \( \mathbb{Z}[\frac{1}{n!}, c] \)-integral structures. We will denote the corresponding \( \mathbb{Z}[\frac{1}{n!}, c] \)-algebras by the same symbols.
Therefore, we may (and will) consider the $\mathbb{Z}[\frac{1}{n}]$-integral version $\overline{\Psi}^\mathbb{Z}_c : \Gamma(\mathcal{E}, \mathcal{D}_\mathbb{E}/\mathcal{D}_\mathbb{E} \cdot I_c)^G \rightarrow \mathcal{D}(\mathfrak{h}^{\text{res}})^W$, of the homomorphism of Proposition 5.4.1. Thus, $\overline{\Psi}^\mathbb{Z}_c$ is a homomorphism of $\mathbb{Z}[\frac{1}{n}]$-algebras.

Further, we may choose a finite set of generators in the $\mathbb{Q}$-algebra $B_c$ in such a way that the $\mathbb{Z}[\frac{1}{n}]$-subalgebra generated by this set is contained in the $\mathbb{Z}[\frac{1}{n}]$-integral form of $\mathcal{D}(\mathfrak{h}^{\text{res}})^W$. Denote this $\mathbb{Z}[\frac{1}{n}]$-subalgebra by $B^\mathbb{Z}_c$. Thus, we get a diagram of $\mathbb{Z}[\frac{1}{n}]$-algebra maps

$$
\Gamma(\mathbb{E}, \mathcal{D}_\mathbb{E}/\mathcal{D}_\mathbb{E} \cdot I_c)^G \xrightarrow{\overline{\Psi}^\mathbb{Z}_c} \mathcal{D}(\mathfrak{h}^{\text{res}})^W \xrightarrow{j} B^\mathbb{Z}_c,
$$

where $j$ denotes the inclusion.

Proposition 5.4.3 says that $\mathbb{Q} \otimes_{\mathbb{Z}[\frac{1}{n}]} B_c \subseteq \mathbb{Q} \otimes_{\mathbb{Z}[\frac{1}{n}]} \text{Im}(\overline{\Psi}^\mathbb{Z}_c)$. Since all the algebras involved are finitely generated, it follows that there exists an integer $q \in \mathbb{Z}$ such that $B^\mathbb{Z}_c \subseteq \text{Im}(\overline{\Psi}^\mathbb{Z}_c)[\frac{1}{q}]$. Thus, for all primes $p > n$ which do not divide $q$, reducing the above inclusion modulo $p$, we get $k \otimes_{\mathbb{Z}[\frac{1}{n}]} B_c \subseteq k \otimes_{\mathbb{Z}[\frac{1}{n}]} \text{Im}(\overline{\Psi}^\mathbb{Z}_c)$. The Lemma is proved. \[\square\]

We now consider the algebras $H_c$ and $eH_c e$ over the ground field $\mathbb{Q}$ of the rational numbers, and let $H_c eH_c$ be the two-sided ideal in $H_c$ generated by the idempotent $e$.

We will use the following result from [GS].

**Proposition 7.1.2.** For any $c \in \mathbb{Q}^{\text{good}}$, see Lemma 1.3.1, we have $H_c = H_c eH_c$. Thus, the $H_c eH_c$-bimodule $eH_c$ provides a Morita equivalence between the algebras $H_c$ and $eH_c e$. \[\square\]

We are going to deduce a similar result in characteristic $p$, which reads

**Corollary 7.1.3.** Given $c \in \mathbb{Q}^{\text{good}}$, there exists a constant $d = d(c)$ such that for all primes $p > d(c)$, the $H_c eH_c$-bimodule $eH_c$ provides a Morita equivalence between the $k_p$-algebras $H_c$ and $eH_c e$.

**Remark 7.1.4.** We emphasize that, in this Corollary and in various other results below, a rational value of the parameter $c$ must be fixed first. The choice of $c$ dictates a lower bound $d(c)$ of the $p$-algebras for allowed primes $p$, and only after that one considers the corresponding Cherednik algebras over $k_p$. Thus, $c \in \mathbb{Q}$ and $p$ have been chosen as above, and $c' \in \mathbb{Q}$ is such that $c' \equiv c \pmod{p}$, then $H_{c'} \cong H_c$ as $k_p$-algebras; yet, it is quite possible that we have $d(c) < p < d(c')$, hence, the results of this section do not apply for $H_{c'}$ viewed as a $k_p$-algebra. \[\diamondsuit\]

The proof of the Corollary will exploit the following standard result of commutative algebra, [Gr], Expose IV, Lemma 6.7.

**Generic Flatness Lemma.** Let $A$ be a commutative noetherian integral domain, $B$ a (commutative) $A$-algebra of finite type, and $M$ a finitely generated $B$-module. Then, there is a nonzero element $f \in A$ such that $M_{(f)}$, the localization of $M$, is a free $A_{(f)}$-module. \[\square\]

**Proof of Corollary 7.1.3.** Let $c$ denote an independent variable, and let $\mathbb{Z}[\frac{1}{n}]|c|$ be the localization of the polynomial ring $\mathbb{Z}[c]$ at the number $n! \in \mathbb{Z}$. Given a nonzero element $f \in \mathbb{Z}[\frac{1}{n}]|c|$ and a $\mathbb{Z}[\frac{1}{n}]|c|$-module $M$, we write $M_{(f)}$ for the localization of $M$ at $f$, a module over the localized ring $\mathbb{Z}[\frac{1}{n}]|c|_{(f)}$.

Let $H$ and $eH$ be the universal Cherednik algebras, viewed as algebras over the ground ring $\mathbb{Z}[\frac{1}{n}]|c|$. We first establish the following

**Claim 7.1.5.** There exists a polynomial $f \in \mathbb{Z}[\frac{1}{n}]|c|$ such that $H_{(f)} = (eH)_e$ and, moreover, such that $f(c) \neq 0$ for any $c \in \mathbb{Q}^{\text{good}}$. 28
To prove the Claim, consider the standard increasing filtration $F_i$ on $H$ and the induced filtration $F_i(H/HeH)$ on the quotient algebra $H/HeH$. The associated graded $gr^F(H/HeH)$ is a finitely generated $Z[1/n][c]$-algebra. Clearly, it suffices to show that this algebra vanishes generically over $Spec Z[1/n][c]$. To this end, observe that $gr(H/HeH)$ is a finitely generated module over the graded algebra $gr(H)$, which is a quotient of the smash-product algebra

$$Z[1/n][c][h \times h^*] \otimes Z[1/n][c][S_n]$$

(here we regard $h$ as a free rank $n$ module over $Z[1/n][c]$; its dual $h^*$ is also free of rank $n$; by the Poincare-Birkhoff-Witt theorem proved in [EG], the algebra $gr(H)$ and the above smash-product become isomorphic after tensoring with $Q$). We deduce that $gr(H/HeH)$ is a finitely generated module over the commutative algebra $Z[1/n][c][h \times h^*]$.

The Generic Flatness Lemma implies that there exists a nonzero polynomial $f \in Z[1/n][c]$ such that $gr(H/HeH)(f)$ is free over $Z[1/n][c](f)$. On the other hand, for $c \in Q^{good}$, by Proposition 7.1.2, we have $Q \otimes H_c = Q \otimes (H_c, eH_c)$; that is, the fiber of $Q \otimes gr(H/HeH)$ over $c \in Q^{good}$ vanishes. We conclude that $H = HeH$ holds over a nonempty Zariski open subset of $Spec(Z[1/n][c])$ that has a nontrivial intersection with any closed subscheme $(c = c)$, $c \in Q^{good}$. This proves Claim 7.1.5.

We complete the proof of Corollary 7.1.3 as follows. By Claim 7.1.5 there exist a polynomial $f \in Z[1/n][c]$ and elements $h'_i, h''_i \in H$, $i = 1, \ldots, m$, such that

$$f \cdot 1_H = \sum_{i=1}^m h'_i \cdot e \cdot h''_i \quad \text{holds in } H, \quad (7.1.6)$$

where $1_H$ denotes the unit of the $Z[1/n][c]$-algebra $H$. We may specialize this equation at any rational value $c = a/b \in Q$ to obtain a similar equation for the corresponding $Z[1/\ell][c]$-algebras. If $c \in Q^{good}$ then, by Claim 7.1.5, we may further assume that $f(c) = k/l \neq 0$.

Now, let $p$ be a prime such that $p > \max\{n, k, l\}$. Reducing (the specialization at $c$) equation (7.1.6) modulo $p$, for the corresponding $F_p$-algebras we get $f(c) \cdot 1_{H_c} = \sum_{i=1}^m h'_i \cdot e \cdot h''_i$. Thus $f(c) = k/l$ is a nonzero, hence, invertible element in $F_p$ and, since $F_p \subset k_p$, in the $k_p$-algebra $H_c$ we obtain $1_{H_c} = \frac{1}{f(c)} \sum_{i=1}^m h'_i \cdot e \cdot h''_i$.

Thus, we have proved that $1_{H_c} \in H_c, eH_c$, and the first statement of the Corollary follows. It is well-known that this implies the last statement of the Corollary as well.

### 7.2 Localization of the Spherical subalgebra

We have the following $\mathcal{A}_e$-version of Proposition 5.4.3.

**Theorem 7.2.1.** Fix $c = a/b \in Q$. For all sufficiently large primes $p$, we have:

The image of the Harish-Chandra homomorphism $\Psi_c^{\mathcal{A}_e}$ of Proposition 6.3.4 is equal to the subalgebra $\mathcal{B}_c \subset \mathcal{D}(h^{\text{res}})^W$ (algebras over $k_p$). Moreover, the resulting map gives an algebra isomorphism $\Psi_c^{\mathcal{A}_e} : \Gamma(\text{Hilb}^{(1)}(H^{(1)}), \mathcal{A}_e) \xrightarrow{\sim} \mathcal{B}_c$.

Proof of this Theorem will be given later in this section.

**Remark 7.2.2.** A similar construction also produces an isomorphism $\Psi_c^{\mathcal{A}_e} : \Gamma(\mathcal{M}^{(1)}_a, \mathcal{A}_e) \xrightarrow{\sim} \mathcal{B}_c$, for all $c \in k_p$ (not only for $c \in F_p$). The proof of this generalization is similar to the proof of Theorem 7.2.1, but involves twisted differential operators and twisted cotangent bundles. It will be presented elsewhere.

Composition of the isomorphism of Theorem 7.2.1 with the inverse of the Dunkl representation (5.2.1), we obtain the following Azumaya version of the Spherical Harish-Chandra isomorphism

---

2The argument below is similar to [Q]
considered in [EG]
\[ \Phi_c^G : \Gamma(\text{Hilb}(1), \mathcal{A}_c) \xrightarrow{\Psi_c^G} B_c \xrightarrow{(\Theta_c)^{-1}} e_{H_0}e. \]  

(7.2.3)

Thus, we have proved part (i) of the following theorem, which is one of the main results of the paper

**Theorem 7.2.4.** Fix \( c = a/b \in \mathbb{Q} \). Then there exists a constant \( d = d(c) \) such that for all primes \( p > d(c) \), we have:

(i) The composite morphism in (7.2.3) yields a \( k_p \)-algebra isomorphism \( \Phi_c^G : e_{H_0}e \xrightarrow{\sim} \Gamma(\text{Hilb}(1), \mathcal{A}_c) \).

(ii) \( H^i(\text{Hilb}(1), \mathcal{A}_c) = 0 \) for all \( i > 0 \).

(iii) If \( c \in \mathbb{Q}_{\text{good}} \), then the (derived) global sections functor \( R^G : D^b(\mathcal{A}_c, \text{Mod}) \rightarrow D^b(e_{H_0}e, \text{Mod}) \) is an equivalence of bounded derived categories.

**Proof.** Part (i) follows from Theorem 7.2.1 (to be proved below), and part (ii) is a consequence of Theorem 4.1.3(ii). We are going to deduce part (iii) of Theorem 7.2.4 from Theorem 4.1.4(iii). To do so, we need to know that the algebra \( e_{H_0}e \cong \Gamma(\text{Hilb}(1), \mathcal{A}_c) \) has finite homological dimension. But this follows from the Morita equivalence of Corollary 7.1.3 since the algebra \( H_0 \) is known to have finite homological dimension, which is equal to 2\( n \), cf. [EG].

**Proof of Theorem 7.2.1.** Fix \( c \in \mathbb{Q} \), and let \( p \gg 0 \) be such that Lemma 7.1.1 holds for \( p \).

Recall an increasing filtration on the algebra \( \Gamma(\text{Hilb}(1), \mathcal{A}_c) \), introduced in section 4.2, such that for the associated graded algebra we have \( \text{gr}^G \Gamma(\text{Hilb}(1), \mathcal{A}_c) = \Gamma(\text{Hilb}^n \mathbb{A}_2, \mathcal{O}_{\text{Hilb}^n, \mathcal{A}_c}) \), see Proposition 4.3.3(ii).

We consider the commutative diagram of Proposition 6.3.1. All maps in that diagram are filtration preserving, and the corresponding commutative diagram of associated graded maps reads

\[
\begin{array}{ccc}
gr \Gamma(\mathcal{G}, \mathcal{D}_c/\mathcal{D}_c\cdot I_c)^G & \xrightarrow{\text{restriction}} & \text{gr} \Gamma(\text{Hilb}(1), \mathcal{A}_c) \\
\text{res}_U^G & & \text{gr} \Psi_c^G \\
\text{gr} \Gamma(U, \mathcal{D}_U/\mathcal{D}_U\cdot I_c)^G & \xrightarrow{\sim} & \text{gr} \mathcal{D}(h^{\text{reg}})^W = k[h^* \times h^{\text{reg}}]^W. \\
\end{array}
\]

Further, we have the following graded algebra isomorphisms:

\[
gr \mathcal{D}(h^{\text{reg}})^W = k[h^* \times h]^W. \tag{7.2.6}
\]

Moreover, by going through definitions, it is easy to verify that the composite map in (7.2.5) is equal to the map \( \text{gr} \Psi_c^G \) in (7.2.5). It follows, in particular, that \( \Psi_c^G \) is an injective morphism.

On the other hand, Lemma 7.1.1 and Proposition 6.3.1 yield

\[ B_c \subset \text{Im}(\overline{\Psi}_c) : = \Psi_c(\text{res}_U^G(\Gamma(\mathcal{G}, \mathcal{D}_c/\mathcal{D}_c\cdot I_c)^G)) \subseteq \text{Im}(\text{gr} \Psi_c^G). \]  

(7.2.7)

Hence, using commutativity of diagram (7.2.5), we obtain the following commutative diagram of graded algebra morphisms

\[
\begin{array}{ccc}
gr B_c & \xrightarrow{\iota} & \text{Im}(\text{gr} \Psi_c) \\
\shortmid & & \downarrow \theta \\
\text{gr} \mathcal{D}(h^{\text{reg}})^W & \xrightarrow{\text{gr} \Psi_c^G} & \text{Im}(\text{gr} \Psi_c^G). \\
\end{array}
\]

(7.2.8)

We deduce from commutativity of diagram (7.2.8) that both \( \iota \) and \( \theta \) must be surjective and, therefore, \( \text{Im}(\text{gr} \Psi_c^G) = gr B_c \). Now, the inclusions in (7.2.7) show that we must have \( \text{Im}(\Psi_c^G) = B_c \) and, moreover, the map \( \Psi_c^G \) gives an isomorphism \( \Gamma(\text{Hilb}(1), \mathcal{A}_c) \xrightarrow{\sim} B_c \).  \( \blacksquare \)
7.3 Localization of the algebra $H_c$. We introduce the following localization functor $\mathcal{L}oc : N \mapsto \mathcal{A}_N \otimes_{\mathcal{E}(\mathcal{A})} N$, which is the left adjoint to the functor $\Gamma : D^b(\mathcal{A}_N \otimes_{\mathcal{E}(\mathcal{A})} N) \rightarrow D^b(\mathcal{E}(\mathcal{A}) \otimes_{\mathcal{A}_N} N)$.

Since $\Gamma(\mathcal{A}) = \mathcal{E}(\mathcal{A})$, and the functor $\Gamma$ is an equivalence by Theorem 7.2.1, we conclude that $\mathcal{L}oc(\mathcal{E}(\mathcal{A})) = \mathcal{A}_N$ is also an equivalence which is a quasi-inverse to $\Gamma(\mathcal{A})$.

Observe next that $\mathcal{E}(\mathcal{A})$ is a projective $\mathcal{E}(\mathcal{A})$-module, by Corollary 7.1.3. Hence we conclude that $\mathcal{R}_c := \mathcal{L}oc(\mathcal{E}(\mathcal{A}))$ is a locally free sheaf of $\mathcal{A}_N$-modules. Moreover, it is easy to see by looking at the restrictions of the associated graded modules to the generic locus of $(h \times h)/W$ that the rank of $\mathcal{E}(\mathcal{A})$ viewed as a projective $\mathcal{E}(\mathcal{A})$-module equals $n!$. Therefore, we deduce that $\mathcal{R}_c$ is a vector bundle on $\text{Hilb}^{(1)}$ of rank $n! : p^{3n}$.

We put $\mathcal{H}(\mathcal{A}_N) := \mathcal{E}(\mathcal{A}) \otimes_{\mathcal{A}_N} \mathcal{E}(\mathcal{A})$. This is clearly an Azumaya algebra on $\text{Hilb}^{(1)}$ again, and the degree of this Azumaya algebra is equal to $n! : p^{3n}$. Further, the left $\mathcal{H}_c$-action on each fiber of the sheaf $\mathcal{R}_c$ induces a natural algebra map

$$H_c \rightarrow \Gamma(\text{Hilb}^{(1)}, \mathcal{H}_c). \quad (7.3.1)$$

The second main result of the paper reads

**Theorem 7.3.2.** Fix $c \in \mathbb{Q}^{\text{good}}$. Then, there exists a constant $d = d(c)$ such that for all primes $p > d(c)$, we have

(i) The map (7.3.1) is an algebra isomorphism, moreover, $\Gamma^i(\text{Hilb}^{(1)}, \mathcal{H}_c) = 0$, $\forall i > 0$.

(ii) The functor $\Gamma : D^b(\mathcal{H}_c \otimes_{\mathcal{A}_N} N) \rightarrow D^b(\mathcal{E}(\mathcal{A}) \otimes_{\mathcal{A}_N} N)$ is a triangulated equivalence.

**Proof.** We have

$$\Gamma^i(\text{Hilb}^{(1)}, \mathcal{H}_c) \cong \Gamma^i(\text{Hilb}^{(1)}, \mathcal{E}(\mathcal{A})) \cong \text{Ext}^i_{D^b(\mathcal{A}_N \otimes_{\mathcal{E}(\mathcal{A})} N)}(\mathcal{R}_c, \mathcal{R}_c) \cong \text{Ext}^i_{D^b(\mathcal{A}_N \otimes_{\mathcal{E}(\mathcal{A})} N)}(\mathcal{E}(\mathcal{A}), \mathcal{E}(\mathcal{A})). \quad (7.3.3)$$

The Ext-group on the right vanishes for all $i > 0$ since $\mathcal{E}(\mathcal{A})$ is a projective $\mathcal{E}(\mathcal{A})$-module. This proves the vanishing statement in part (i). The statement of part (i) for $i = 0$ follows from the isomorphisms:

$$H_c \xrightarrow{\text{Cor. 1.5(iv)}} \text{Hom}_{\mathcal{E}(\mathcal{A})}(\mathcal{E}(\mathcal{A}), \mathcal{E}(\mathcal{A})) \xrightarrow{7.3.2} \Gamma(\text{Hilb}^{(1)}, \mathcal{H}_c).$$

To prove part (ii) we use a commutative diagram

$$\begin{array}{ccc}
D^b(\mathcal{E}(\mathcal{A}) \otimes_{\mathcal{A}_N} N) & \xrightarrow{\text{Morita equivalence}} & D^b(\mathcal{H}_c \otimes_{\mathcal{A}_N} N) \\
\mathcal{L}oc & \downarrow & \mathcal{L}oc \\
D^b(\mathcal{A}_N \otimes_{\mathcal{E}(\mathcal{A})} N) & \xrightarrow{\text{Morita equivalence}} & D^b(\mathcal{H}_c \otimes_{\mathcal{A}_N} N).
\end{array}$$

Since the left vertical arrow is an equivalence by Theorem 7.2.4, it follows that the right vertical arrow is an equivalence as well. The functor $\Gamma$ is a right adjoint of $\mathcal{L}oc$, hence, it must also be an equivalence, which is a quasi-inverse of $\mathcal{L}oc$. \hfill \Box

7.4 Splitting on the fibers of the Hilbert-Chow map. We have the Hilbert-Chow map $\Upsilon : \text{Hilb}^a \mathbb{A}^2 \rightarrow (h \times h)/W$. Given $\xi \in (h \times h)/W$, write $\text{Hilb}_\xi := \Upsilon^{-1}(\xi)$ for the fiber of $\Upsilon$ over $\xi$, and let $\text{Hilb}_\xi^{(1)}$ denote the completion of $\text{Hilb}^{(1)}$ along this fiber, a formal scheme.

The next result is essentially due to [BK].
Theorem 7.4.1. For any point $\xi \in (\mathfrak{h} \times \mathfrak{h})/W$, the restriction of the Azumaya algebra $\mathcal{H}_c$, resp. $\mathcal{A}_c$, to the formal neighborhood of the fiber $\text{Hilb}_c^{(1)} \subset \text{Hilb}^{(1)}$ splits, i.e., there is a vector bundle $\mathcal{V}_{c,\xi}$, resp. $\mathcal{W}_{c,\xi}$, on $\text{Hilb}_c^{(1)}$ such that one has

$$\mathcal{H}_{c|\text{Hilb}_c^{(1)}} \cong \left(\text{End}_{\text{Hilb}_c^{(1)}}(\mathcal{V}_{c,\xi})\right)^{\text{opp}}$$

resp., $\mathcal{A}_{c|\text{Hilb}_c^{(1)}} \cong \left(\text{End}_{\text{Hilb}_c^{(1)}}(\mathcal{W}_{c,\xi})\right)^{\text{opp}}$.

The above vector bundle $\mathcal{V}_{c,\xi}$, resp. $\mathcal{W}_{c,\xi}$, is called a splitting bundle for $\mathcal{H}_c$, resp. $\mathcal{A}_c$.

Corollary 7.4.2. For any $\xi \in (\mathfrak{h} \times \mathfrak{h})/W$ and $i > 0$, we have $\text{Ext}^i(\mathcal{V}_{c,\xi}, \mathcal{V}_{c,\xi}) = 0$, resp., $\text{Ext}^i(\mathcal{W}_{c,\xi}, \mathcal{W}_{c,\xi}) = 0$, where the Ext-groups are considered in the category $\text{Coh}(\text{Hilb}_c^{(1)})$.

The rank of a splitting bundle is equal to the degree of the corresponding Azumaya algebra. In particular, we have $\text{rk} \mathcal{W}_{c,\xi} = p^n$ and $\text{rk} \mathcal{V}_{c,\xi} = p^n \cdot n!$. This suggests the following

Conjecture 7.4.3. For any $\xi \in [(\mathfrak{h} \times \mathfrak{h})/W]^{(1)}$, there is a vector bundle isomorphism $\text{Fr}^* \mathcal{V}_{c,\xi} \cong (\text{Fr}^* \mathcal{W}_{c,\xi}) \otimes (\mathcal{P}^{\text{opp}})|_{\text{Hilb}_c^{(1)}}$, where $\mathcal{P}$ denotes the Processi bundle on $\text{Hilb}_c^{n\mathbb{A}}$, see [H].

In view of Theorem 1.1.1(iii) it is sufficient to prove the Conjecture for $c = 0$, that is, for the case where $\mathcal{H}_c = \mathcal{G}(\mathfrak{h}) \neq W$.

Proof of Theorem 7.4.1. Clearly, it suffices to prove the Theorem for $\mathcal{A}_c$. We repeat the argument in the proof of [BK] Proposition 5.4.

First, recall that Morita equivalence classes of Azumaya algebras on a scheme $Y$ are classified by $Br(Y)$, the Brauer group of $Y$. Further, the Brauer group of a local complete $k$-algebra is known to be trivial. Thus, proving the Theorem amounts to showing that, for any $c \in \mathbb{F}_p$, the class $[\mathcal{A}_c] \in Br(\text{Hilb}^{(1)})$ belongs to the image of the pull-back morphism $\Upsilon^* : Br([(\mathfrak{h} \times \mathfrak{h})/W]^{(1)}) \to Br(\text{Hilb}^{(1)})$.

To prove this, we consider the following diagram

$$
\begin{array}{ccc}
\tilde{S} & \xrightarrow{\text{W-covering}} & S \\
\downarrow & & \downarrow \\
[(\mathfrak{h} \times \mathfrak{h})/W]^{(1)} & \xrightarrow{\text{finite map}} & [((\mathfrak{h} \times \mathfrak{h})/W](^{(1)}) \\
\end{array}
$$

In this diagram, $S$ is a Zariski open dense subset in $[(\mathfrak{h} \times \mathfrak{h})/W]^{(1)}$ such that:
- The Hilbert-Chow map restricts to an isomorphism $S^\circ := \Upsilon^{-1}(S) \xrightarrow{\sim} S$, to be denoted $\Upsilon_s$, and
- The projection $q : [(\mathfrak{h} \times \mathfrak{h})/W]^{(1)} \to [((\mathfrak{h} \times \mathfrak{h})/W](^{(1)})$ is unramified over $S$. Thus, we have a Galois covering $\tilde{S} := q^{-1}(S) \to S$, to be denoted $q_s$.

Our goal is to construct a class $\beta \in Br([(\mathfrak{h} \times \mathfrak{h})/W]^{(1)})$ such that $[\mathcal{A}_c] = \Upsilon^* (\beta)$. We will follow the strategy of [BK].

Let $Y$ be an arbitrary affine scheme, and $H_2^e(Y, \mathbb{G}_m)_{\text{torsion}}$ be the torsion subgroup of the second étale cohomology of $Y$ with coefficients in the multiplicative group. By a theorem of Gabber [Ga], one has an isomorphism $Br(Y) \cong H_2^e(Y, \mathbb{G}_m)_{\text{torsion}}$. Further, it is a simple matter to see that the norm-map associated to the projection $q : [(\mathfrak{h} \times \mathfrak{h})/W]^{(1)} \to [((\mathfrak{h} \times \mathfrak{h})/W](^{(1)})$ gives rise to a morphism on étale cohomology, cf. [BK].

$$q_s : H_2^e([(\mathfrak{h} \times \mathfrak{h})/W], \mathbb{G}_m)_{\text{torsion}} \xrightarrow{\text{W}} H_2^e([(\mathfrak{h} \times \mathfrak{h})/W], \mathbb{G}_m)_{\text{torsion}}$$
Now let \( D^{(1)} := Fr_\bullet D \) be the standard Azumaya algebra on \( T^*h^{(1)} = [h \times h]^{(1)} \), arising from the sheaf of crystalline differential operators on \( h \), cf. §2. The sheaf \( D^{(1)} \) has a natural \( W \)-equivariant structure, hence the corresponding class \([D^{(1)}]\) is a \( W \)-invariant class in the Brauer group, that is an element of \( BR([h \times h]^{(1)})^W \cong H^2_{et}(\mathbb{G}_m, \mathbb{G}_m)^W_{\text{torsion}} \). We set
\[
\beta := q_*([D^{(1)}]) \in H^2_{et}([h \times h]/W^{(1)}, \mathbb{G}_m)_{\text{torsion}} \cong BR([([h \times h]/W]^{(1)}).
\]

The Theorem would follow provided we show that \( \Upsilon^* \beta = [\mathcal{A}] \). We first prove a weaker claim
\[
(\Upsilon^* \beta)|_{S^c} = [\mathcal{A}|_{S^c} \quad \text{holds in} \quad BR(S^0). \quad (7.4.5)
\]

To see this, restrict the Azumaya algebra \( D^{(1)} \) to the open subset \( S^c \subset [h \times h]^{(1)} \). The map \( q_s \), see (7.4.3), is a Galois covering with the Galois group \( W \). It follows that the sheaf \( \mathcal{B} := ([q_s]_*([D^{(1)}])|_{S^c})^W \) is an Azumaya algebra on \( S \). Furthermore, it is immediate from the construction that, in \( BR(S) \), one has an equality \( \beta|_S = [\mathcal{B}] \). Pulling back via the isomorphism \( \Upsilon_S \), see (7.4.4), we deduce that \( (\Upsilon^* \beta)|_{S^c} = (\Upsilon_S)^*(\beta|_S) = (\Upsilon_S)^*[\mathcal{B}] \).

To complete the proof of (7.4.5), we use Theorem (4.1.4(iv) and deduce that, for all \( c \in \mathbb{F}_p \), the corresponding Azumaya algebras \( \mathcal{A}_c \) are Morita equivalent, hence represent the same class in \( BR(\text{Hilb}^{(1)}) \). Thus, we may assume without loss of generality that \( c = 0 \). In that case the corresponding algebra \( e \cdot h \cdot e \) is isomorphic to \( D^{(1)}h^W \). Furthermore, going through the Hamiltonian reduction construction of the Azumaya algebra \( \mathcal{A}_0 \), it is easy to verify that we have an Azumaya algebra isomorphism \( (\Upsilon_S)^*\mathcal{B} \cong \mathcal{A}_0|_{S^c} \). This yields an equality of the corresponding classes in \( BR(S^0) \), and (7.4.5) follows.

To complete the proof of the Theorem we recall the well-known result saying that restriction to a Zariski open dense subset induces an injective morphism of the corresponding Brauer groups. Thus, we have an injection \( BR(\text{Hilb}^{(1)}) \hookrightarrow BR(S^0) \), \( \alpha \mapsto \alpha|_{S^c} \), and we have shown above that \( (\Upsilon^* \beta)|_{S^c} = [\mathcal{A}_0]|_{S^c} \). Hence, \( \Upsilon^* \beta = [\mathcal{A}_0] = [\mathcal{A}_c] \), \( \forall c \in \mathbb{F}_p \), and the Theorem is proved.

### 7.5 Bigrading on \( \hat{H}_{c,0} \)

Let \( \xi = 0 \) be the origin of \( (h \times h)/W \) and set \( \hat{H}_{c,0} = \Gamma(\text{Hilb}_{0}^{(1)}, \mathcal{H}_c) \), the completion of the Cherednik algebra \( H_c \) at the zero central character. The isomorphism of Theorem (7.4.1) gives a continuous (right) \( \hat{H}_{c,0} \)-action on the splitting vector bundle \( \mathcal{V}_{c,0} \) by vector bundle endomorphisms. In particular, there is an action of the Symmetric group \( S_n \) on \( \mathcal{V}_{c,0} \). Thus, for any simple \( S_n \)-representation \( \tau \), we have the corresponding \( \tau \)-isotypic component \( \text{Hom}_{S_n} (\tau, \mathcal{V}_{c,0}) \).

This isotypic component is again a vector bundle on \( \text{Hilb}_{0}^{(1)} \), moreover, the natural evaluation map gives an \( S_n \)-equivariant vector bundle isomorphism
\[
\bigoplus_{\tau \in \text{irrep}(S_n)} \text{Hom}_{S_n} (\tau, \mathcal{V}_{c,0}) \otimes \tau \longrightarrow \mathcal{V}_{c,0}, \quad (7.5.1)
\]

where the direct sum on the left runs over the set of (isomorphism classes of) simple \( S_n \)-representations \( \tau \).

The cohomology vanishing in Theorem (1.3.2) implies that the splitting vector bundle \( \mathcal{V}_{c,0} \) is rigid, i.e., we have \( \text{Ext}^1 (\mathcal{V}_{c,0}, \mathcal{V}_{c,0}) = 0 \). It follows that, for each \( \tau \), the isotypic component \( \text{Hom}_{S_n} (\tau, \mathcal{V}_{c,0}) \) is also a rigid vector bundle.

The tautological \( GL_2 \)-action on \( \mathbb{A}^2 \) gives rise to a natural \( GL_2 \)-action on the punctual Hilbert scheme \( \text{Hilb}_{1}^{(1)} \). We restrict attention to the subgroup \( G_m \times G_m \subset GL_2 \), of diagonal matrices, and view \( \text{Hilb}_{0}^{(1)} \) as a projective \( G_m \times G_m \)-variety. Thus, according to Proposition ?, see §??, for each irreducible \( S_n \)-module \( \tau \), the corresponding isotypic component \( \text{Hom}_{S_n} (\tau, \mathcal{V}_{c,0}) \) may be equipped with a \( G_m \times G_m \)-equivariant structure. This gives, via the isomorphism (7.5.1), a \( G_m \times G_m \)-equivariant structure on the vector bundle \( \mathcal{V}_{c,0} \). Further, the \( G_m \times G_m \)-equivariant structure
on $V_{c,0}$ induces one on the Azumaya algebra $\widehat{\mathcal{H}}_{c,0} = \left( \mathcal{E}_{\text{nd}_{\widehat{\mathcal{H}}_{c,0}}} \right)_{\text{op}}$. Therefore, there is a continuous $\mathbb{G}_m \times \mathbb{G}_m$-action on the vector space $\widehat{\mathcal{H}}_{c,0} = \Gamma(\text{Hilb}_{D}^{(1)}, \mathcal{H}_c)$, of global sections.

Thus, we have defined an action of the group $\mathbb{G}_m \times \mathbb{G}_m$ on the topological algebra $\widehat{\mathcal{H}}_{c,0}$ by continuous algebra automorphisms. Furthermore, the $\mathbb{G}_m \times \mathbb{G}_m$-action on $\widehat{\mathcal{H}}_{c,0}$ fixes each element of the group $S_n \subset \widehat{\mathcal{H}}_{c,0}$, since the $\mathbb{G}_m \times \mathbb{G}_m$-equivariant structure is compatible with the $S_n$-action, by construction. Taking the direct sum of the weight spaces of the $\mathbb{G}_m \times \mathbb{G}_m$-action, we get a $\mathbb{Z}^2$-graded dense subalgebra $\mathcal{H}^p = \bigoplus_{k,l \in \mathbb{Z}} \mathcal{H}_{c,k,l} \subset \mathcal{H}_{c,0}$, with $S_n$-stable homogeneous components $\mathcal{H}_{c,k,l}^p$.

## 8 Induction functor and comparison with [EG]

In this subsection, we let $k$ be an arbitrary algebraically closed field, either of characteristic zero or of characteristic $p$.

### 8.1 Let $P$ be a linear algebraic group with Lie algebra $p$, and $D$ an associative algebra equipped with a $P$-action by algebra automorphisms and with a $P$-equivariant algebra map $\rho : U_p \to D$, as in Sect. 3.3. Recall our convention to write $D \cdot J$ instead of $D \cdot \rho(J)$.

**Definition 8.1.1.** Given a two-sided ideal $J \subset U_p$, let $\text{Ind}(D \uparrow J) \subset D$ denote the annihilator of the left $D$-module $D / D \cdot J$. This is a two-sided ideal in $D$, called the ideal induced from $J$.

It follows from the definition that $\text{Ind}(D \uparrow J)$ is the maximal two-sided ideal of $D$ contained in the left ideal $D \cdot J$.

Assume next that $P$ is an algebraic subgroup in another connected linear algebraic group $G$. Let $g := \text{Lie} G$, and let $U_g$ be the corresponding enveloping algebra. Thus, $p \subset g$ and $U_p \subset U_g$. Given a two-sided ideal $J \subset U_p$, as above, we may form an induced ideal $\text{Ind}(U_g \uparrow J) \subset U_g$.

Now, let $G$ act on an associative algebra $D$, and let $U_g \to D$ be a $G$-equivariant algebra map. We consider the composite map $U_p \hookrightarrow U_g \to D$. Let $J \subset U_p$ be a two-sided ideal and $\text{Ind}(U_g \uparrow J) \subset U_g$ the corresponding induced ideal. Since $J \subset U_g \cdot J$ we have $D \cdot \text{Ind}(U_g \uparrow J) \subset D \cdot J$. Hence, the projection $D / D \cdot \text{Ind}(U_g \uparrow J) \to D / D \cdot J$ induces an algebra map

$$
(D / D \cdot \text{Ind}(U_g \uparrow J))^G \longrightarrow (D / D \cdot J)^P.
$$

### 8.2 We recall the setup of section 6.1 so $V$ is an $n$-dimensional vector space over $k$, and we put $G = \text{GL}(V)$ and $g = \mathfrak{gl}(V)$. We also fix $c \in k$ and let $\chi_c := c \cdot \text{tr} : g \to k$ be the corresponding Lie algebra character.

From now on, we fix a non-zero vector $v \in V$. Let $P$ be a parabolic subgroup of $G$ formed by the maps $V \to V$ that preserve the line $k v$. Thus $G / P \cong \mathbb{P}(V)$, the $(n - 1)$-dimensional projective space associated to $V$. We put $p := \text{Lie} P$, and write $\chi_c^p := \chi_c \big|_p$ for the character $\chi_c$ restricted to the subalgebra $p \subset g$. Thus $\chi_c^p \in p^*$ is a $P$-fixed point for the coadjoint action of $P$ on $p^*$.

We extend $\chi_c^p$ to an associative algebra homomorphism $\chi_c^p : U_p \to k$, and let $J_c := \text{Ker}(U_p \to k)$, denote the corresponding two-sided ideal generated by the elements $\{ x - c \cdot \text{tr}(x) \}_{x \in p}$, see Definition 8.3.1. Also, write $\text{Ind}_c := \text{Ind}(U_g \uparrow J_c)$ for the two-sided ideal in $U_g$ induced from $J_c$. It is known that $\text{Ind}_c$ is a primitive ideal in $U_g$, moreover, it is exactly the primitive ideal considered in [EG].

The adjoint action of $G$ on $g$ gives rise to an associative algebra homomorphism $\text{ad} : U_g \to \mathcal{D}(g)$. Thus, we may consider the homomorphism (8.1.2) in the special case $D := \mathcal{D}(g)$, $J := J_c$. As usual, we abuse the notation and write $\mathcal{D}(g) \cdot \text{Ind}_c$ instead of $\mathcal{D}(g) \cdot \text{ad} \text{Ind}_c$ for the corresponding left ideal in $\mathcal{D}(g)$.

We propose the following...
Conjecture 8.2.1. For any $c \in k$, the following canonical map is an algebra isomorphism:

$$\left(D(g)/D(g) \cdot \mathrm{Ind}_c\right)^G \overset{\text{(8.2.2)}}{\longrightarrow} \left(D(g)/D(g) \cdot J_c\right)^P.$$  

8.3 In chapter 7 of [EG], the authors have constructed, for any $c \in k$, an algebra homomorphism, called the deformed Harish-Chandra homomorphism:

$$\Phi_c : \left(D(g^\mathfrak{a})/D(g^\mathfrak{a}) \cdot \mathrm{Ind}_c\right)^G \longrightarrow D(h^\text{reg})^W. \quad (8.3.1)$$

such that one has $\Phi_c(\Delta_g) = L_c$, the Calogero-Moser operator.

The reader should be warned that the map referred to as the deformed Harish-Chandra homomorphism in [EG] was actually a map $D(g^\mathfrak{a})^G \longrightarrow D(h^\text{reg})^W$. However, it has been shown in [EG] that the latter map vanishes on the two-sided ideal

$$\left(D(g^\mathfrak{a}) \cdot \mathrm{Ind}_c\right)^G = \left(D(g^\mathfrak{a}) \cdot \mathrm{Ind}_c\right) \cap \left(D(g^\mathfrak{a})^G\right),$$

hence, descends to a well-defined homomorphism

$$\left(D(g^\mathfrak{a})/D(g^\mathfrak{a}) \cdot \mathrm{Ind}_c\right)^G = \left(D(g^\mathfrak{a})/D(g^\mathfrak{a}) \cdot \mathrm{Ind}_c\right)^G \longrightarrow D(h^\text{reg})^W, \quad (8.3.2)$$

where the equality on the left exploits semisimplicity of the ad $G$-action on $D(g^\mathfrak{a})$.

The construction of [EG] can be also carried out over a field $k$ of characteristic $p$. In that case, the adjoint $G$-action on $D(g^\mathfrak{a})$ is not semisimple, so the equality on the left of (8.3.2) does not hold, in general. A more careful analysis of the construction of [EG], similar to that of Section 5.3 of the present paper, shows that it actually produces, without any semisimplicity assumption, a homomorphism of the form (8.3.1).

8.4 Recall the open subset $U \subset g^\mathfrak{a} \times V^\mathfrak{a}$ formed by all pairs $(x, v)$ such that $v$ is a cyclic vector for $x$, see Definition 5.3.1. Let $g^c \subset g^\mathfrak{a}$ be the set of all elements $x \in g = gl(V)$ such that our fixed vector $v \in V$ is a cyclic vector for $x$. Clearly, $g^c$ is an Ad $P$-stable Zariski open dense subset of $g$. Recall also the two-sided ideal $I_c \subset U_g$ introduced in Sect. 5.3 and observe that $\mathrm{Ind}_c \subset I_c$.

The following result provides a relation between the Harish-Chandra homomorphism $\Psi_c$ of Proposition 5.4.1 and the homomorphism (8.3.1).

Proposition 8.4.1. There is a natural algebra map $F_c : \left(D(g^c)/D(g^c) \cdot J_c\right)^P \longrightarrow \Gamma(U, \mathcal{D}_U/\mathcal{D}_U \cdot I_c)^G$ making the following diagram commute

$$\begin{array}{ccc}
\left(D(g^\mathfrak{a})/D(g^\mathfrak{a}) \cdot J_c\right)^P & \overset{\text{res}}{\longrightarrow} & \left(D(g^c)/D(g^c) \cdot J_c\right)^P \\
\downarrow & & \downarrow \\
\left(D(g^\mathfrak{a})/D(g^\mathfrak{a}) \cdot \mathrm{Ind}_c\right)^G & \overset{\Phi_c}{\longrightarrow} & D(h^\text{reg})^W.
\end{array}$$

Sketch of Proof. The assignment $(x, v) \mapsto k v$ clearly gives a $G$-equivariant fibration $f : U \longrightarrow \mathbb{P}(V)$. The fiber of this map over the class of the line $kv \in \mathbb{P}(V)$ is the set $U_v = \{(x, t \cdot v) \mid x \in g^c, t \in k^x\}$. Thus, we have a $G$-equivariant isomorphism $U \cong G \times_P U_v$. Further, it is clear that the map $(x, t) \mapsto (x, t \cdot v)$ gives a $P$-equivariant isomorphism $g^c \times G_m \cong U_v$. Thus, we obtain the following diagram

$$\begin{array}{ccc}
G \times g^c \times G_m & \overset{(g, x) \mapsto g \times_P x}{\longrightarrow} & G \times_P U_v \\
\downarrow & & \downarrow \\
G & \overset{g \mapsto g P}{\longrightarrow} & G/P \longrightarrow \mathbb{P}(V).
\end{array}$$
Let $X := G \times U_v \cong G \times \mathfrak{g}^\circ \times \mathbb{G}_m$. The assignment $u \mapsto 1 \otimes u \otimes 1$ gives an algebra map

$$\mathcal{D}(\mathfrak{g}^\circ) \to \mathcal{D}(G) \otimes \mathcal{D}(\mathfrak{g}^\circ) \otimes \mathcal{D}(\mathbb{G}_m) \to \mathcal{D}(G \times U_v) = \mathcal{D}(X).$$

We compose this map with isomorphism \[8.4.2]\ applied to $X$, $Y := G \times P U_v$, and to the $P$-bundle map in the top row of diagram (8.4.2). This way, we get a chain of algebra morphisms

$$F'_c : \mathcal{D}(\mathfrak{g}^\circ)^P \to \mathcal{D}(X)^P \to \mathcal{D}(X \mathcal{D}_X / \mathcal{D}_X \cdot J_c)^P \to \mathcal{D}(U, \chi_c). \quad (8.4.3)$$

One can show, using the equality $\text{Ind}(U \mathfrak{g}^\Gamma J_c) = \cap_{g \in G} \text{Ad} g(U \mathfrak{g} J_c)$, that a suitably refined version of the above construction produces a well-defined algebra map

$$F''_c : \Gamma(\mathfrak{g}^\circ, \mathcal{D}_{\mathfrak{g}^\circ}/\mathcal{D}_{\mathfrak{g}^\circ} \cdot J_c)^P \to \Gamma(U, \mathcal{D}_U / \mathcal{D}_U \cdot \text{Ind}_c)^G.$$ 

Furthermore, one verifies that composing the map $F''_c$ with the natural restriction map $\Gamma(\mathfrak{g}^{rs}, \mathcal{D}_{\mathfrak{g}^{rs}}/\mathcal{D}_{\mathfrak{g}^{rs}} \cdot J_c)^P \to \Gamma(\mathfrak{g}^\circ, \mathcal{D}_{\mathfrak{g}^\circ}/\mathcal{D}_{\mathfrak{g}^\circ} \cdot J_c)^P$ one obtains a homomorphism $F_c$ that makes the diagram of the Proposition commute.

\[ \Box \]

9 Appendix: The $p$-center of symplectic reflection algebras

by Pavel Etingof

9.1 Let $k$ be an algebraically closed field of characteristic $p > 0$, $V$ a finite-dimensional symplectic vector space over $k$, and $\Gamma \subset Sp(V)$ a finite subgroup. We assume that $p$ is odd and prime to $|\Gamma|$.

Write $S \subset \Gamma$ for the set of symplectic reflections in $\Gamma$. Let $H_{t,c}(V, \Gamma)$ be the symplectic reflection algebra with parameters $t$ and $c \in k[S]^\Gamma$, as defined in [EG]. For $t = c = 0$, we have $H_{0,0} \simeq SV \# \Gamma$, a cross-product of $SV$ with the group $\Gamma$, to be denoted $\overline{H}$.

In general, the algebra $H_{t,c}$ comes equipped with an increasing filtration such that $gr H_{t,c} \simeq \overline{H} = SV \# \Gamma$. Let $Z_{t,c}$ be the center of $H_{t,c}$, equipped with the induced filtration.

The main result of this appendix is the following theorem.

Theorem 9.1.1. There is a graded algebra isomorphism $gr(Z_{1,c}) = ((SV)^P)^\Gamma$.

Corollary 9.1.2 (Satake isomorphism). The map $Z_{1,c} \to e H_{t,c}, z \mapsto e \cdot z$ gives an isomorphism between the centers of the algebras $H_{1,c}$ and $e H_{t,c}, e$, respectively.

Proof of Corollary. The associated graded map is an isomorphism. \[ \Box \]

Remark 9.1.3. One may consider the field $k$ as the residue class field in $W(k)$, the ring of Witt vectors of $k$. The algebra $H_{1,c}$ may thus be regarded as a specialization of a $W(k)$-algebra. Applying the well-known, see [Har], Hayashi construction to this situation one obtains a natural Poisson bracket on the $p$-center $Z_{1,c} \subset H_{1,c}$. \[ \Box \]

9.2 To prove Theorem 9.1.1 we need the following result.

Proposition 9.2.1. The Hochschild cohomology of the algebra $\overline{H}$ is given by the formula

$$HH^m(\overline{H}) = \bigoplus_{g \in \Gamma; \text{codim} V^g \leq m} \Omega^{m-\text{codim} V^g}(V^g)^\Gamma.$$ 

(here $\Omega^j$ denotes the space of differential forms of rank $j$) Moreover, elements $z \in Z_{0,0} = HH^0(\overline{H})$ act on this cohomology by multiplying differential forms on $V^g$ by the restriction of $z$ to $V^g$.

Proof. The first statement is straightforward by using Koszul resolutions, similarly to [APLS]. The second statement is easy. \[ \Box \]
9.3 Proof of Theorem 9.1.1 Since $gr H_{t,c} = \overline{H}$, we have the Brylinski spectral sequence.[32]

This spectral sequence has

$$E_1^{r,q} = H H_{t,c}^r(\overline{H}), \quad \text{and} \quad E_\infty^{r,q} = gr(H H_{t,c}^r(H_{t,c})).$$

Since the algebra $H_{t,c}$ is $\mathbb{Z}/2\mathbb{Z}$-graded, the differentials $d_j$ with odd subscripts $j$ in this spectral sequence vanish automatically. Therefore we will abuse notation by writing $d_1, E_1^{r,q}$ instead of $d_{2i}, E_{2i}^{r,q}$.

Let us now consider the differential $d_1$. Obviously, we have $d_1 = t d_1^{(1)} + \sum_{s \in S / \Gamma} c_s d_1^{(s)}$, where $d_1^{(1)}$ is the differential corresponding to $c = 0, t = 1$. It was checked by Brylinski that $d_1^{(1)}$ is the De Rham differential.

By a result of [EG] (which generalizes in a straightforward manner to positive characteristic), we have $gr Z_{0,c} = Z_{0,0}$. Thus the differentials $d_1^{(s)}$ are zero in cohomological degree zero, so they are morphisms of modules over $Z_{0,0}$. Thus in cohomological degree $1$, these differentials must land in twisted (torsion) components (as generically on $M := Spec(Z_{0,c})$ the algebra $H_{0,c}$ is Azumaya). This implies that $E_2^{-q} = ((SV)^p)_{\Gamma}$, and $E_2^{-q+1,1}$ is a submodule (over $((SV)^p)_{\Gamma}^1$) of $\Omega^1_{(q)}(V)^{\Gamma}$, where $\Omega^1_{(q)}(V)$ denotes the first cohomology of the De Rham complex of $V$.

We will now show that all the higher differentials $d_m$, $m \geq 2$, vanish in cohomological degree zero, and hence $E_\infty^{-q} = ((SV)^p)_{\Gamma}$, as desired. Assume the contrary, and let $m \geq 2$ be the smallest number such that $d_m$ does not vanish in cohomological degree zero. Then we can view $d_m$ as a derivation $d_m : ((SV)^p)_{\Gamma} \rightarrow \Omega^1_{(p)}(V)^{\Gamma}$.

Recall now [K], Theorem 7.2 that if $X$ is a smooth affine variety over $k$ then the cohomology of the De Rham complex of $X$ twisted by the Frobenius map can be identified with the module of differential forms on $X$ (as a graded $O_X$-module) via a map $C^{-1} : \Gamma^*(X) \rightarrow H^*(Fr_*\Gamma^*(X))$, called the Cartier operator. This map is defined by the formulas $C^{-1}(a) = a^p$, $C^{-1}(da) = a^{p-1}da$ for functions $a$ on $X$.

Let $d_m^t = C d_m C^{-1}$. Then $d_m^t : (SV)^F \rightarrow \Omega^1(V)^F$ is a derivation. Thus, $d_m^t$ gives rise to a $\Gamma$-equivariant regular function $f$ on $V_{reg}$ with values in $V \otimes V^*$, where $V_{reg}$ is the set of points of $V$ which have the trivial stabilizer in $\Gamma$. Since the complement of $V_{reg}$ has codimension 2, the function $f$ extends to $V$ and defines an element of $SV \otimes V \otimes V^*$. Hence $d_m^t$ is obtained by restricting a map $d_m^t : SV \rightarrow \Omega^1(V)$ to $\Gamma$-invariants. Therefore, $d_m^t$ is obtained by restricting a map $d_m : (SV)^p \rightarrow \Omega^1_{(p)}(V)$ to $\Gamma$-invariants.

Now observe that the map $d_m$ must have degree $-2m+2 < 0$. On the other hand, the generators of $(SV)^p$ sit in degree $p$, while the lowest degree in $\Omega^1_{(p)}(V)$ is also equal to $p$. This means that $d_m = 0$, which is a contradiction. The theorem is proved. \[\square\]
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