Simple wavelet sets in $\mathbb{R}^n$

Kathy D. Merrill

Abstract. Wavelet sets that are finite unions of convex sets are constructed in $\mathbb{R}^n$, $n \geq 2$, for dilation by any expansive matrix that has a power equal to a scalar times the identity and also has all singular values greater than $\sqrt{n}$. In particular, we produce simple wavelet sets in every dimension for dilation by any real scalar greater than 1.

1. Introduction

A wavelet set relative to dilation by an expansive (all eigenvalues greater than 1 in absolute value) real $n \times n$ matrix $A$ is a set $W \subset \mathbb{R}^n$ whose characteristic function $1_W$ is the Fourier transform of an orthonormal wavelet. That is, if $\hat{\psi} = 1_W$, then $\{\psi_{j,k} \equiv \sqrt{|\det A|^j} \psi(A^j \cdot -k), \ j \in \mathbb{Z}, k \in \mathbb{Z}^n\}$ is an orthonormal basis for $L^2(\mathbb{R}^n)$. This definition is equivalent to the requirement that the set $W \subset \mathbb{R}^n$ tiles $n$–dimensional space (almost everywhere) both under translation by $\mathbb{Z}^n$ and under dilation by the transpose $A^*$, so that

$$\sum_{k \in \mathbb{Z}^n} 1_W(x + k) = 1 \quad a.e. \ x \in \mathbb{R}^n,$$

and

$$\sum_{j \in \mathbb{Z}} 1_W(A^{*j}x) = 1 \quad a.e. \ x \in \mathbb{R}^n.$$

While wavelet set wavelets are not well-localized, and thus not directly useful for applications, they have proven to be an essential tool in developing wavelet theory. In particular, wavelet set examples established that not all wavelets have an associated MRA [9], and that single wavelets exist for an arbitrary expansive matrix in any dimension [8].
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Smoothing and interpolation techniques have also used wavelet set wavelets to produce more well-localized examples. (See e.g. [11], [12], [7], [6], [1], [13], [3].)

All of the early examples of wavelet sets for dilation by non-determinant 2 matrices in dimension greater than 1 were geometrically complicated, showing the fingerprints of the infinite iterated process used to construct them. (See e.g. Figure 1(a)). Many early researchers, e.g. [6], [16], conjectured that a wavelet set for dilation by 2 in dimension greater than 1 could not be written as a finite union of convex sets. In support of this conjecture, Benedetto and Sumetkijakan [6] showed that a wavelet set for dilation by 2 in \( \mathbb{R}^n \) cannot be the union of \( n \) or fewer convex sets. However, in 2004, Gabardo and Yu [10] used self-affine tiles to produce a wavelet set for dilation by 2 in \( \mathbb{R}^2 \) that is a finite union of polygons (Figure 1(b)). In 2008 [14] we used a technique based on generalized multiresolution analyses [2] to construct such wavelet sets for arbitrary real (\( d > 1 \)) scalar dilations in \( \mathbb{R}^2 \). Figure 1(c) shows one of the wavelet sets for dilation by 2 from [14]. Although they were developed independently, and using very different techniques, these two examples are remarkably similar. In fact, the wavelet sets in Figure 1(b) and 1(c) are equivalent in the sense that one can be transformed into the other under multiplication by a determinant 1 integer matrix. The similar shape of these two wavelet sets suggests the general \( n \)-dimensional result produced in this paper.
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**Figure 1.** Wavelet sets for dilation by 2 in \( \mathbb{R}^2 \)

We call wavelet sets that are finite unions of convex sets *simple wavelet sets*. In 2012 [15], we expanded the results in [14] to produce simple wavelet sets for dilation by any \( 2 \times 2 \) matrix that has a positive integer power equal to a scalar times the identity, as long as its singular values are all greater than \( \sqrt{2} \). In that paper, we also found examples of
expansive $2 \times 2$ matrices that cannot have simple wavelet sets. It is our conjecture that, in any dimension, an expansive matrix whose determinant does not have absolute value equal to 2 can have a simple wavelet set if and only if it has a positive integer power equal to a scalar times the identity.

In this paper, we generalize the 2-dimensional examples in [15] to $n$-dimensional space, $n \geq 2$. We do this using neither the generalized multi-resolution analysis techniques of [15], nor the self-affine techniques of [10]. Rather, we use a remarkable result by Sherman Stein [17] on tiling $\mathbb{R}^n$ with notched cubes, together with the tiling conditions that are equivalent to the definition of a wavelet set. Section 2 presents Stein’s result, and then skews and translates the notched $n$-cubes to produce notched parallelotopes that are simple wavelet sets for dilation by negative scalars.

Section 3 further modifies these notched parallelotopes by translating out a central parallelotope (as in Figure 1(b) and 1(c)). Using this technique, Theorem 3.1 creates simple wavelet sets for dilation by any scalar $d \geq 2$. This result establishes counterexamples, in every dimension greater than 1, to the conjecture that wavelet sets for dilation by 2 cannot be finite unions of convex sets. These counterexamples are composed of $2n + 1$ convex sets for dimension $n$, as compared to the lower bound of $n + 1$ given in the Benedetto/Sumetkijakan result mentioned above. Theorem 3.3 generalizes Theorem 3.1 to dilation by matrices that have a positive integer power equal to a scalar, as long as their singular values are not too small. One consequence of this theorem is to create simple wavelet sets for dilation by a scalar $d$ with $1 < d < 2$, thus completing the scalar dilation case of the existence question for simple wavelet sets. For non-scalar dilations in dimension 3 and higher, Theorem 3.3 offers support to the sufficiency direction of the conjecture above concerning exactly which matrices have associated simple wavelet sets. The examples that end Section 3 further support this conjecture by showing that the Theorem’s additional condition on singular values need not always hold for matrices that have simple wavelet sets.
2. Tiling with notched paralleloptopes

We begin by establishing some notation. Write \( \{e_1, e_2, \cdots, e_n\} \) for the standard basis of \( \mathbb{R}^n \), and \( C \) for the cyclic permutation matrix with columns \( (e_2, e_3, \ldots, e_n, e_1) \). Let \( \vec{1} \) stand for the vector \( (1, 1, \ldots, 1) \) in \( \mathbb{R}^n \), and write \( \tau_t \) for translation by \( t \in \mathbb{R}^n \).

Given a vector \( v = (v_1, v_2, \cdots, v_n) \) in \( \mathbb{R}^n \) that is not a multiple of \( \vec{1} \), let \( P[v] = \{ x_0v + x_1C(v) + \cdots + x_{n-1}C^{n-1}v : 0 \leq x_i \leq 1 \} \) be the paralleloptope spanned by the vectors \( \{v, C(v), \ldots, C^{n-1}(v)\} \). Note that the spanning vectors of \( P[v] \) have equal length, since they are permutations of the same vector \( v \).

In particular, when \( n = 2 \), \( P[v] \) is a rhombus. Note also that \( P[v] \) has two vertices on the line determined by \( \vec{1} \): one at the origin, and the other determined by the sum of the coordinates of \( v \), at \( (\sum v_i)\vec{1} \), where the vector \( v \) is given an \( \alpha \), \( 0 < \alpha < 1 \), write \( N[v, \alpha] \) for the notched paralleloptope that results from deleting a subparalleloptope scaled by \( \alpha \) from the vertex \( (\sum v_i)\vec{1} \) of \( P[v] \). That is, let

\[
N[v, \alpha] = P[v] \setminus \tau_{(1-\alpha)(\sum v_i)\vec{1}} \alpha P[v],
\]

or equivalently,

\[
N[v, \alpha] = P[v] \setminus \tau_{(\sum v_i)\vec{1}} (-\alpha P[v]).
\]

We will need the following result about translation tilings by notched cubes due to Sherman Stein.

**Lemma 2.1.** Given a real number \( 0 < \alpha < 1 \), let \( L \) be the lattice spanned by the columns of \( I - \alpha C \), where \( C \) is the cyclic permutation matrix. Then the translates of the notched unit cube \( N[e_1, \alpha] \) by the vectors in \( L \) tile \( \mathbb{R}^n \).

**Proof.** See [17] \( \square \)

We use this result to produce a notched paralleloptope that tiles \( \mathbb{R}^n \) under translation by the lattice \( \mathbb{Z}^n \):

**Lemma 2.2.** For a fixed real number \( \alpha \), \( 0 < \alpha < 1 \), let \( w(\alpha) = \frac{1}{1-\alpha^a}(1, \alpha, \alpha^2, \ldots, \alpha^{n-1}) \).
Then the translates of \( N[w(\alpha), \alpha] \) by \( \mathbb{Z}^n \) tile \( \mathbb{R}^n \).
Proof. By Lemma 2.1 we know that $N[e_1, \alpha]$ tiles $\mathbb{R}^n$ under translation by $L$, the lattice spanned by the columns of $I - \alpha C$. If we define $A$ to be the linear transformation that maps $L$ to $\mathbb{Z}^n$, we thus have that $A(N[e_1, \alpha])$ tiles $\mathbb{R}^n$ under translation by $\mathbb{Z}^n$. Note that

$$A = (I - \alpha C)^{-1} = \sum_{i=0}^{\infty} (\alpha C)^i = \frac{1}{1 - \alpha^n} \sum_{i=0}^{n-1} (\alpha C)^i,$$

so that $A(e_j) = C^{j-1}w(\alpha)$. Thus,

$$A(N[e_1, \alpha]) = A\left(\mathcal{P}[e_1] \setminus \tau_{(1-\alpha)\vec{1}} \alpha \mathcal{P}[e_1]\right) = \mathcal{P}[A(e_1)] \setminus \tau_{(1-\alpha)\vec{1}} \alpha \mathcal{P}[A(e_1)] = \mathcal{P}[w(\alpha)] \setminus \tau_{\vec{1}} \alpha \mathcal{P}[w(\alpha)] = N[w(\alpha), \alpha].$$

To be a wavelet set, a notched parallelootope would have to also tile under dilation. For a scalar dilation $d$, this is clearly impossible, since a notched parallelootope is defined to have an extreme point at the origin. Thus, we consider instead the translated notched parallelootope $\tau_t N[w(\alpha), \alpha]$, for $t \in \mathbb{R}^n$. For such a set to tile under dilation by $d$ would require that the dilated outer parallelootope, $\frac{1}{d} \tau_t \mathcal{P}[w(\alpha)]$, fit perfectly into the notch, which is of the form $\tau_{t+\vec{1}} \alpha \mathcal{P}[w(\alpha)]$. First note that this would force the scale of the dilated outer parallelootope to match the scale of the notch, so that $\alpha = \frac{1}{d} |t|$. For positive $d > 1$, this perfect fit also would require that $\frac{1}{d} t = t + \vec{1}$ so that $t = -\frac{d}{d-1} \vec{1}$. However, the outer parallelootope $\tau_t \mathcal{P}[w(\frac{1}{d})]$ has one of its extreme points at $t + \sum_{j=1}^{n} [w(\frac{1}{d})]_j = t + \frac{d}{d-1} \vec{1}$. Thus, using the required value for the translation $t$ would again cause the outer parallelootope to have an extreme point at the origin. Hence a set of the form $\tau_t N[w(\alpha), \alpha]$ cannot tile by a positive scalar dilation. However, for negative scalar dilations, a wavelet set that is just a notched parallelootope is possible, as the following theorem shows. The examples
produced by Theorem 2.3 generalize the wavelet sets for negative scalar dilations in $\mathbb{R}^2$ found in [10] and [15].

**Theorem 2.3.** For $d \in \mathbb{R}$, $d > 1$, let $w(\frac{1}{d}) = \frac{1}{d^{n-1}}(d^n, d^{n-1}, \ldots, d)$, and $t = -\frac{d^2}{d^2-1}$. Then

$$W = \tau_{t\hat{1}} N\left[w\left(\frac{1}{d}\right), \frac{1}{d}\right]$$

is a wavelet set for dilation by $-d$ in $\mathbb{R}^n$.

**Proof.** We know from Lemma 2.2 that the notched parallelotope $N\left[w\left(\frac{1}{d}\right), \frac{1}{d}\right]$ tiles $\mathbb{R}^n$ under translation by $\mathbb{Z}^n$, and thus that its translate $W$ does as well. It remains to show that $W$ tiles under dilation by $-d$.

The proposed wavelet set $W = \tau_{t\hat{1}} N\left[w\left(\frac{1}{d}\right), \frac{1}{d}\right]$ has its vertices on the line determined by $\hat{1}$ at $t\hat{1}$ and $(t+1)\hat{1}$, while its outer parallelotope $\tau_{t\hat{1}} P[w\left(\frac{1}{d}\right)]$ has its vertices at $t\hat{1}$ and $(t + \frac{d}{d^2-1})\hat{1}$. (See Figure 2a.) If we consider now the dilate by $-\frac{1}{d}$ of these two polytopes, we see that $-\frac{1}{d}W$ has its vertices on the line determined by $\hat{1}$ at $-\frac{t}{d}\hat{1}$ and $-(t+1)\hat{1}$, while $-\frac{1}{d}\tau_{t\hat{1}} P[w\left(\frac{1}{d}\right)]$ has its vertices at $-\frac{1}{d}\hat{1}$ and $(-\frac{t}{d} + \frac{1}{d})\hat{1}$. (See Figure 2b.) Using the value $t = -\frac{d^2}{d^2-1}$ given in the statement of the Theorem, we see that $t + \frac{d}{d-1} = -\frac{1}{d}$
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(a) $W$ (b) $-\frac{1}{d}W$

and $t + 1 = -\frac{1}{d} + \frac{1}{d-1}$, so that the dilation by $-\frac{1}{d}$ of the outer parallelotope used to form
\( W \) exactly fits into the notch of \( W \). Thus,
\[
W \sqcup -\frac{1}{d} W = \tau_{\vec{t}} \mathcal{P} \left[ w \left( \frac{1}{d^2} \right) \right] \setminus \left( \tau_{(t+1)\vec{1}} \frac{1}{d^2} \mathcal{P} \left[ w \left( \frac{1}{d^2} \right) \right] \right)
\]
which tiles under dilation by \( d^2 \). Therefore, \( W \) tiles under dilation by \(-d\).

Figure 2a shows the general shape of a wavelet set \( W \) for dilation by \(-d\) in 3 dimensions. The size of the notch shown is for \( d = 2 \); in general the size of the notch will be \( \frac{1}{d} \) times the size of the whole. For dilation by \(-d\), the lower left hand vertex of \( W \) will be at \(-\frac{d^2}{d^2-1} \vec{1}\), the inside corner of the notch at \( \frac{1}{d^2-1} \vec{1}\), and the outer corner of the notch at \( \frac{d}{d^2-1} \vec{1}\).

3. Notched paralleloptopes with satellites

Even though we have seen that a translate of a notched paralleloptope \( \tau \mathcal{N}[w(\alpha), \alpha] \) cannot itself tile under dilation by a positive scalar, we will make a simple alteration to such a set that retains the property of tiling under translation, and makes the set tile under dilation as well. We use the idea behind the wavelet set construction technique in [4]. That is, we eliminate the overlap between our proposed wavelet set and its dilate, by translating the dilate out by an integer vector, creating a satellite. In order to avoid the iterated process required in [4], we translate out a little bigger piece than the dilate of \( \tau \mathcal{N}[w(\alpha), \alpha] \); that is, we translate out the dilate of the whole outer paralleloptope \( \tau \mathcal{P}[w(\alpha)] \). We choose the translation amount such that a dilate of the satellite exactly fills the notch. The details of this construction are carried out in the following theorem.

**Theorem 3.1.** For \( d \in \mathbb{R}, d \geq 2 \), let \( w \left( \frac{1}{d^2} \right) = \frac{1}{d^{2n-1}} (d^{2n}, d^{2n-2}, \ldots, d^2) \). Suppose \( k \in \mathbb{Z} \) satisfies \( 1 \leq k < d \), and let \( t = \frac{d(k-d)}{d^2-1} \). Then

\[
W = \left( \left( \tau_{\vec{t}} \mathcal{N} \left[ w \left( \frac{1}{d^2} \right), \frac{1}{d^2} \right] \right) \setminus \left( \tau_{\vec{t}} \mathcal{P} \left[ w \left( \frac{1}{d^2} \right) \right] \right) \right) \cup \tau_{k\vec{1}} \left( \frac{1}{d} \tau_{\vec{1}} \mathcal{P} \left[ w \left( \frac{1}{d^2} \right) \right] \right)
\]
is a wavelet set for dilation by \( d \) in \( \mathbb{R}^n \).

**Proof.** We claim that \( \frac{1}{d} \tau_{\vec{t}} \mathcal{P} \left[ w \left( \frac{1}{d^2} \right) \right] \subset \tau_{\vec{t}} \mathcal{N} \left[ w \left( \frac{1}{d^2} \right), \frac{1}{d^2} \right] \). To see this, first note that \( t < 0 \) and \(-t < \frac{d^2}{d^2-1} = \sum_{i=1}^{n} [w \left( \frac{1}{d^2} \right)]_i \), so that \( 0 \in \frac{1}{d} \tau_{\vec{t}} \mathcal{P} \left[ w \left( \frac{1}{d^2} \right) \right] \subset \tau_{\vec{t}} \mathcal{P} \left[ w \left( \frac{1}{d^2} \right) \right] \).
Thus, to establish the claim, it will suffice to show that the vertex of the notch that is closest to the origin, namely \((t + (1 - \frac{1}{d^2}) \sum [w(\frac{1}{d^2})]_i)\), lies outside of \(\frac{1}{d} \tau_{\vec{1}} \mathcal{P}[w(\frac{1}{d^2})]\).

That is, we must show that \(t + 1 \geq \frac{1}{d} (t + \frac{d^2}{d^2-1})\). Substituting \(t = \frac{d(k-d)}{d^2-1}\), we see that this is equivalent to \(k \geq \frac{1}{d} - 1\), which follows from the given conditions \(k \geq 1\) and \(d \geq 2\).

Lemma 2.2 implies that \(\mathcal{N}[w(\frac{1}{d^2}), \frac{1}{d^2}]\) tiles under translation by the integer lattice, and thus that \(\tau_{\vec{1}} \mathcal{N}[w(\frac{1}{d^2}), \frac{1}{d^2}]\) does as well. By the claim, we have that \(\mathcal{W}\) is formed by removing \(\frac{1}{d} \tau_{\vec{1}} \mathcal{P}[w(\frac{1}{d^2})]\) from inside \(\tau_{\vec{1}} \mathcal{N}[w(\frac{1}{d^2}), \frac{1}{d^2}]\), and shifting it by a vector of the integer lattice. Thus \(\mathcal{W}\) tiles \(\mathbb{R}^n\) under translation by \(\mathbb{Z}^n\).

To establish tiling under dilation by \(d\), we first show that \(\tau_{\vec{1}} \mathcal{N}[w(\frac{1}{d^2}), \frac{1}{d^2}]\) is disjoint from \(\tau_{k\vec{1}} \left(\frac{1}{d} \tau_{\vec{1}} \mathcal{P}[w(\frac{1}{d^2})]\right)\). That is, we must show that \(\frac{1}{d} + k > t + 1\), which follows from the definition of \(t\) together with the condition \(k \geq 1\). Now, note that \(\tau_{\vec{1}} \mathcal{P}[w(\frac{1}{d^2})] \setminus \frac{1}{d} \tau_{\vec{1}} \mathcal{P}[w(\frac{1}{d^2})]\) tiles \(\mathbb{R}^n\) under dilation by \(d\). The definition of \(t\) together with the disjointness of the pieces of \(\mathcal{W}\) shows that \(\mathcal{W}\) is formed from this set by dilating the notch \(\tau_{(t+1)\vec{1}} \left(\frac{1}{d^2} \mathcal{P}[w(\frac{1}{d^2})]\right)\) by \(d\). Thus, \(\mathcal{W}\) also tiles \(\mathbb{R}^n\) under dilation by \(d\).

See Figure 9.7 of [14] for illustrations of these tilings under both translation and dilation in the case \(n = 2\).

**Remark 3.2.** The wavelet sets produced by Theorem 3.1 are a natural generalization of the 2 dimensional simple wavelet sets produced for scalar dilations in [14]. We can also alter these examples to produce natural generalizations of the 2-dimensional example for dilation by 2 that appears in [10]. Note that if \(\mathcal{W}\) is a wavelet set for dilation by the scalar \(d\), then so is \(S(\mathcal{W})\) for any integer matrix \(S\) of determinant \(\pm 1\). If we take \(S\) to be the \(n \times n\) matrix that has 1’s on the diagonal, -1’s on the subdiagonal and 0’s elsewhere, then \(S(\mathcal{W})\) is a simple wavelet set for dilation by \(d\) in dimension \(n\) that is centered on the \(x_1\) axis rather than the line \(x_1 = x_2 = \ldots x_n\). Other variations are easily produced using other choices for the matrix \(S\).

Figure 3 shows one of the wavelet sets produced by Theorem 3.1 for dilation by 2 in \(\mathbb{R}^3\), as well as the variation described in Remark 3.2.

The final theorem uses the same technique as Theorem 3.1 to produce simple wavelet sets for dilation by an expansive matrix \(A\) that has an integer power \(A^p\) equal to a scalar
multiple \( d \) of the identity. In this case, the notched parallelootope \( \tau_{t}N[w(\frac{1}{d}), \frac{1}{d}] \) fails to tile under dilation by \( A^{*} \) because it is formed from the outer parallelootope \( \tau_{t}P[w(\frac{1}{d})] \) by removing its dilate by \( \frac{1}{d} \) instead of its dilate by the matrix \( A^{*-1} \). We would like to remedy the resulting overlap of \( \tau_{t}N[w(\frac{1}{d}), \frac{1}{d}] \) and all of its negative dilates \( A^{*-j}\tau_{t}N[w(\frac{1}{d}), \frac{1}{d}] \), by translating \( A^{*-1}\tau_{t}P[w(\frac{1}{d})] \) out by an appropriately chosen integer vector, to form a satellite that will be clear of \( \tau_{t}N[w(\frac{1}{d}), \frac{1}{d}] \) and will perfectly dilate into the notch. This is possible only if \( A^{*-1}\tau_{t}P[w(\frac{1}{d})] \) is completely contained in \( \tau_{t}N[w(\frac{1}{d}), \frac{1}{d}] \). (For an example where this containment does not hold, see Figure 5(a).) To overcome this difficulty, we put a restriction on \( A \), and sometimes replace \( \frac{1}{d} \) with a higher power \( \frac{1}{d^{q}} \).

**Theorem 3.3.** Let \( A \) be an \( n \times n \) integer matrix such that \( A^{p} = d(I[n]) \), where \( d > 1 \), \( p \in \mathbb{Z} \), \( p > 1 \), and \( I[n] \) is the \( n \times n \) identity matrix. Suppose further that all of the singular values of \( A \) are greater than \( \sqrt{n} \). Let \( w(\frac{1}{d^{q}}) = \frac{1}{d^{m-q}}(d^{m}, d^{m-q}, \ldots, d^{q}) \). Let \( k \) be the closest vector in \( \mathbb{Z}^{n} \) to \( A^{*-1}\left(\frac{d^{q}I}{2}\right) \), and let \( t = \frac{1}{d^{q-1}}(A^{*}k - d^{q}I) \). Then for \( q \) sufficiently large, \( A^{*-1}(\tau_{t}P[w(\frac{1}{d^{q}})]) \subset \tau_{t}N[w(\frac{1}{d^{q}}), \frac{1}{d^{q}}] \). For such \( q \),

\[
W = \left( \left( \tau_{t}N[w(\frac{1}{d^{q}}), \frac{1}{d^{q}}] \right) \setminus \left( A^{*-1}\tau_{t}P[w(\frac{1}{d^{q}})] \right) \right) \cup \left( \tau_{k}(A^{*-1}\tau_{t}P[w(\frac{1}{d^{q}})]) \right)
\]

is a wavelet set for dilation by \( A \) in \( \mathbb{R}^{n} \).

**Proof.** By Lemma 2.2, \( N[w(\frac{1}{d^{q}}), \frac{1}{d^{q}}] \), tiles under translation by \( \mathbb{Z}^{n} \), and thus its translate by \( t \) does as well. Thus, \( W \) will also tile by translation as long as the set \( A^{*-1}\tau_{t}P[w(\frac{1}{d^{q}})] \), which is translated out by the integer vector \( k \), is a subset of \( \tau_{t}N[w(\frac{1}{d^{q}}), \frac{1}{d^{q}}] \),
and moves to a position disjoint from \( \tau_t \mathcal{N} \left[ w(\frac{1}{d^q}), \frac{1}{d^q} \right] \). As \( q \to \infty \), the vector \( w(\frac{1}{d^q}) \to e_1 \) and \( t \to -\frac{1}{2} \mathbf{1} \), so that the set \( \tau_t \mathcal{P} \left[ w(\frac{1}{d^q}) \right] \) approaches the unit \( n \)-cube centered at the origin. Thus, by taking \( q \) sufficiently large, we can make the longest vector in \( \tau_t \mathcal{P} \left[ w(\frac{1}{d^q}) \right] \) to be arbitrarily close to \( \sqrt{n} \) times as long as the shortest vector. Then, since the singular values of \( A \) are greater than \( \sqrt{n} \), we will have \( A^{*^{-1}} \left( \tau_t \mathcal{P} \left[ w(\frac{1}{d^q}) \right] \right) \subset \tau_t \mathcal{P} \left[ w(\frac{1}{d^q}) \right] \). The size of the notch also shrinks to 0 as \( q \to \infty \), so that by taking \( q \) larger if necessary, we will also have \( A^{*^{-1}} \left( \tau_t \mathcal{P} \left[ w(\frac{1}{d^q}) \right] \right) \subset \tau_t \mathcal{N} \left[ w(\frac{1}{d^q}), \frac{1}{d^q} \right] \). By the definition of \( k \), \( \tau_t \mathcal{N} \left[ w(\frac{1}{d^q}), \frac{1}{d^q} \right] \) and \( \tau_k \left( A^{*^{-1}} \tau_t \mathcal{P} \left[ w(\frac{1}{d^q}) \right] \right) \) are clearly disjoint for large \( q \).

To establish tiling under dilation, note that for \( q \) large enough that \( A^{*^{-1}} \left( \tau_t \mathcal{P} \left[ w(\frac{1}{d^q}) \right] \right) \subset \tau_t \mathcal{N} \left[ w(\frac{1}{d^q}), \frac{1}{d^q} \right] \), we have that \( \tau_t \mathcal{P} \left[ w(\frac{1}{d^q}) \right] \setminus \left( A^{*^{-1}} \tau_t \mathcal{P} \left[ w(\frac{1}{d^q}) \right] \right) \) tiles \( \mathbb{R}^n \) under dilation by \( A^* \). To show that \( W \) tiles under dilation as well, we must show that the outlier piece of \( W \) exactly fits into the notch of \( \tau_t \mathcal{N} \left[ w(\frac{1}{d^q}), \frac{1}{d^q} \right] \) under dilation by some integer power of \( A^* \). We have

\[
A^{*(-pq+1)} \left( \tau_k \left( A^{*^{-1}} \tau_t \mathcal{P} \left[ w \left( \frac{1}{d^q} \right) \right] \right) \right) = A^{*(-pq)} \left( \tau_{A^*k+t} \mathcal{P} \left[ w \left( \frac{1}{d^q} \right) \right] \right) = \frac{1}{d^q} \left( \tau_{A^*k-(d^q-1)t+d^qt} \mathcal{P} \left[ w \left( \frac{1}{d^q} \right) \right] \right)
\]

\[
= \frac{1}{d^q} \left( \tau_{d^qt^+d^qt} \mathcal{P} \left[ w \left( \frac{1}{d^q} \right) \right] \right)
\]

\[
= \tau_{t^+} \left( \frac{1}{d^q} \mathcal{P} \left[ w \left( \frac{1}{d^q} \right) \right] \right),
\]

which is exactly the notch of \( \tau_t \mathcal{N} \left[ w(\frac{1}{d^q}), \frac{1}{d^q} \right] \). Thus we have that \( W \) also tiles \( \mathbb{R}^n \) under dilation by \( A^* \). \( \square \)

**Remark 3.4.** Theorem **3.3** also produces simple wavelet set for scalar dilations \( 1 < d < 2 \), which were not covered by Theorem **3.1**. For scalar dilations by \( d \geq 2 \), Theorem **3.3** produces a series of alternative wavelet sets to those of Theorem **3.1**. As \( q \) increases in this series, the parallelootope becomes closer to cubic, the notch becomes smaller, and the satellite becomes farther removed.
Example 3.5. Let \( A^* = \begin{pmatrix} 3 & 0 & 0 \\ 0 & 3 & 0 \\ 1 & 0 & -3 \end{pmatrix} \). Then \( A^2 = 9I \) and \( \text{SingularValues}(A) = \{3.54, 3, 2.54\} \), so Theorem 3.3 applies. With \( w(\frac{1}{9}) = (\frac{9}{3}, \frac{9^2}{9}, \frac{9}{9^2}) \), \( k = (1, 1, -1) \) and \( t = (-\frac{3}{4}, -\frac{3}{4}, -\frac{5}{8}) \), we have \( A^{*-1} \tau_t P [w(\frac{1}{9})] \subset \tau_t P [w(\frac{1}{9})] \). Thus, we have a simple wavelet set

\[
W = \left( \tau_t N \left[ w \left( \frac{1}{9} \right), \frac{1}{9} \right] \right) \setminus \left( A^{*-1} \tau_t P \left[ w \left( \frac{1}{9} \right) \right] \right) \cup \left( \tau_{(1,1,-1)} \left( A^{*-1} \tau_t P \left[ w \left( \frac{1}{9} \right) \right] \right) \right)
\]

which is pictured in Figure 4.

**Figure 4.** Simple wavelet set for the matrix \( A \) of Example 3.5

The hypothesis in Theorem 3.3 that the singular values of \( A \) be greater than \( \sqrt{n} \) is sufficient but not necessary, as the next example shows.

Example 3.6. Let \( B^* = \begin{pmatrix} 2 & 0 & 1 \\ 0 & -2 & 0 \\ 0 & 0 & -2 \end{pmatrix} \). Then \( B^2 = 4I \) and \( \text{SingularValues}(B) = \{2.56, 2, 1.56\} \), so Theorem 3.3 does not apply. With \( w(\frac{1}{4}) = (\frac{64}{63}, \frac{16}{63}, \frac{4}{63}) \), \( k = (1, -1, -1) \) and \( t = (-1, -\frac{2}{3}, -\frac{2}{3}) \), we do not have \( B^{*-1} \tau_t P [w(\frac{1}{4})] \subset \tau_t P [w(\frac{1}{4})] \). (See Figure 5(a).)
However, using \( q = 2 \), with \( w(\frac{1}{16}) = (\frac{2^{12}}{2^1-1}, \frac{2^{8}}{2^1-1}, \frac{2^{4}}{2^1-1}) \), \( t = -\frac{8}{15} \vec{1} \), and \( k = (6, -4, -4) \), the required containment does hold, yielding the wavelet set
\[
W = \left( \tau_t \mathcal{N} \left[ w \left( \frac{1}{16} \right), \frac{1}{16} \right] \right) \setminus \left( B^{*^{-1}} \tau_t \mathcal{P} \left[ w \left( \frac{1}{16} \right) \right] \right) \bigcup \left( \tau_k \left( B^{*^{-1}} \tau_t \mathcal{P} \left[ w \left( \frac{1}{16} \right) \right] \right) \right).
\]
Figure 5(b) shows the central part of the wavelet set. (The complete wavelet set also includes a translation of the missing inner parallelotope by \((6, -4, -4)\).)

![Wavelet Set Diagrams](image)

**Figure 5.** Building a simple wavelet set for the matrix \( B \) of Example 3.6.
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