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ABSTRACT

Employee Churn which is otherwise called representative turnover is an exorbitant issue for organizations. The genuine expense for supplanting a worker can frequently be very enormous. In this work, we aimed to understand why and when employees are most likely to leave a company i.e the probability of an active employee leaving the organization and the key factors of an employee leaving the organization. For this purpose, we created such standard dataset where we include those attributes that are helpful for our analysis to predict the factors that are responsible for an employee to leave a company. The attributes we used in the dataset are satisfaction level, last evaluation, a number of projects, monthly average hours, amount of time spend in the company, employees left the company, promotions in last 5 years, departments, salary. Further, under these attributes, we include 603 data samples. It is also useful to the company to retain the employees' safety and secure without losing them in the organization for a long time. We applied various Machine Learning models such as, Logistic Regression Classifier, Random Forest Classifier, SVM to check that our dataset is resulting with accurate values or not and which model is predicting the best. Thus, after applying all the models to the dataset, the Random Forest Classifier is giving more accuracy that is about 97.2% when compared to all the other classification models. This Random Forest Classifier correctly depicts the factors responsible for an employee leaving the company.
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I. Introduction

Employee Churn is also known as Employee turnover, which means that when employees leave the organization, it can also be called as terminates. The churn or turnover is considered as both the calculation of rates of people leaving the organization and as well as the individual terminates themselves. Employee turnover or churn also refers to the percentage of employees who leave a company or organization and then replaced by new employees. It is a very cost problem for any company. Suppose if we consider, accompany is investing between 4 weeks and 3 months training for the newly joined employees. This investment would be a loss for the company, if the newly joined employees decided to leave the company in the first year itself. Like this, so many problems will arise due to newly joined employees. Employee churn can be affected by salary, job satisfaction, work conditions, promotions, etc.,. There are many advantages of retaining an employee rather than hiring a new one. Like hiring new employees has its own cost of hiring and training cost. New employee also takes time to acquire similar skills as the experience employee. So, because of these reasons, it is important to retain valuable employees. Hence we are going to predict the factors for an employee leaving the company.
company. We use machine learning models to predict the factors responsible for an employee leaving the company and also to find the accuracy of the project. So, finally this project can give an idea or an input to the company as to what are the steps to be taken to retain the employees and who are at high risk of leaving.

2. Literature Survey

Employee churn can be determined as leak or departure of creative central from the company [2]. The analysis is said as voluntary turnover. The analysis on voluntary turnover studies [3]. It was found that the strong predictors of voluntary turnover are satisfaction level, salary, promotion last 5 years, time spend in company, last evaluation, average monthly hours. And there are some personal factors such as age, marital status, education, gender also play a role in voluntary employee churn [4], [5], [6], [7]. The main factors are satisfaction level, salary, average monthly hours, time spend company, promotion last 5 years plays an important role in employee churn prediction [9-12].

High employee turnover or employee churn has very severe effect on the organization. It is difficult to replace employees with same skill and same talent; it also affects the ongoing work in the company and the productivity of the existing employees in the company. Acquiring new employees in the company has its own cost such as hiring cost and training cost of the company[8]. Organization will take this problem into consideration and will solve this problem by applying different machine learning algorithms to predict the employee churn and also will make them to take the necessary actions required to retain employee churn[13-26].

3. Proposed Methodology

First here we have a problem statement; we will be creating a dataset to our project by collecting the data. The data is stored as a csv (comma separated values) file. After creating the data we will be sending the data to the data preprocessing.

Here we will be carrying out our project in two phases. In the first phase we will be applying the basic methods such as Data Visualization, Cluster Analysis, and Correlation Analysis. By applying these methods we can draw the conclusions like what are the factors that are responsible an employee leaving the company.

In the second phase, after predicting the factors that are responsible for an employee to leave a company we are going to check how accurate are those, First to check that we should split some of the data to the training phase and testing phase. Here we are sending 70% of the data to the training phase and remaining 30% to the testing phase. Here splitting the data into training phase and testing phase we are going to find the accuracy. We will find accuracy using three methods namely Logistic Regression Classifier, Random Forest Classifier, SVM (Support Vector Machine) Classifier. Now we will compare the accuracy obtained from the three methods and by comparing we get the best accuracy for the Random Forest Classifier and we will be declared it as the best model.

Finally, we will construct the confusion matrix by using three methods namely Logistic Regression Classifier, Random Forest Classifier and SVM (Support Vector Machine) Classifier and we will also be calculating the precision and recall values.
Fig. 1 The proposed Methodology of our project is represented in Flow Chart

3.1 Database Creation

Data can originate from different sources, and needs to be checked before it can be put to use. This can be done by directly importing files that may already be available in .csv or .xlsx formats.
satisfaction level  float64
last evaluation  float64
number of project  int64
average monthly hours  int64
time spend company  int64
work accident  int64
left  int64
promotion last 5 years  int64
Departments  object
salary  object
dtype: object

Fig. 2. Database creation

|    | A     | B     | C     | D     | E     | F     | G     | H           | I           | J        |
|----|-------|-------|-------|-------|-------|-------|-------|-------------|-------------|---------|
| 1  | satisfaction level | last evaluation | number of project | average monthly hours | time spend company | work accident | left | promotion last 5 years | Departments | salary |
| 2  | 0.36  | 0.41  | 3     | 167   | 10    | 0     | 0     | 0 support   | low         |         |
| 3  | 0.71  | 0.78  | 4     | 227   | 2     | 0     | 0     | 0 support   | low         |         |
| 4  | 0.94  | 0.9   | 4     | 144   | 4     | 0     | 0     | 0 support   | low         |         |
| 5  | 0.51  | 0.76  | 4     | 140   | 3     | 0     | 0     | 0 support   | low         |         |
| 6  | 0.83  | 0.48  | 4     | 220   | 3     | 1     | 0     | 0 support   | low         |         |
| 7  | 0.22  | 0.62  | 3     | 180   | 3     | 0     | 0     | 0 support   | low         |         |
| 8  | 0.66  | 0.89  | 4     | 173   | 4     | 0     | 0     | 0 support   | low         |         |
| 9  | 0.14  | 0.38  | 3     | 179   | 5     | 0     | 0     | 0 support   | low         |         |
| 10 | 0.16  | 0.96  | 5     | 157   | 5     | 1     | 0     | 0 technical | low         |         |
| 11 | 0.81  | 0.78  | 3     | 165   | 3     | 0     | 0     | 0 technical | high        |         |
| 12 | 0.73  | 0.94  | 3     | 177   | 3     | 0     | 0     | 0 technical | low         |         |
| 13 | 0.7   | 0.58  | 5     | 168   | 3     | 0     | 0     | 0 management | low         |         |
| 14 | 0.02  | 0.73  | 3     | 268   | 4     | 0     | 0     | 0 IT        | low         |         |
| 15 | 0.5   | 0.83  | 5     | 258   | 2     | 0     | 0     | 0 IT        | low         |         |
| 16 | 0.7   | 0.88  | 3     | 159   | 2     | 0     | 0     | 0 IT        | high        |         |
| 17 | 0.53  | 0.73  | 3     | 163   | 3     | 1     | 0     | 0 IT        | low         |         |
| 18 | 0.87  | 0.9   | 3     | 174   | 2     | 0     | 0     | 0 IT        | low         |         |
| 19 | 0.59  | 0.6   | 3     | 214   | 2     | 1     | 0     | 0 product_mng | low         |         |
| 20 | 0.94  | 0.67  | 4     | 191   | 3     | 1     | 0     | 0 product_mng | high        |         |
| 21 | 0.2   | 0.53  | 5     | 272   | 5     | 0     | 0     | 0 product_mng | low         |         |
| 22 | 0.42  | 0.44  | 3     | 183   | 2     | 0     | 0     | 0 product_mng | medium      |         |
| 23 | 0.43  | 0.66  | 4     | 135   | 2     | 0     | 0     | 0 IT        | high        |         |
| 24 | 0.43  | 0.75  | 3     | 194   | 2     | 0     | 0     | 0 management | high        |         |
| 25 | 0.37  | 0.86  | 5     | 206   | 2     | 0     | 0     | 0 management | high        |         |

Fig. 3. Database table
Here we included the attributes such as, satisfaction level, last evaluation, a number of projects, monthly average hours, amount of time spend in company, employees left the company, promotions in last 5 years, departments, salary. We classify the employees like 1 employee left the company and for employee does not leave the company and we collected totally “603” values from various sources.

3.2 Data Pre-processing

Datasets in any data mining applications can have missing data values. These missing values can get propagated due to lack of communication among the parameters in a data collection system. These missing values can affect the performance of a data mining system, and it should be noticed.

3.3 Proposed Methods

Phase 1:

The methods that we applied in phase 1 are Data Visualization, Cluster Analysis, and Correlation Analysis.

Data Visualization:

Data Visualization is the visual elements like charts, graphs and maps, data visualization tools provide an accessible way to see and understand trends, outliers and patterns in data. Data Visualization is another form of visual art that grabs our interest and keeps eyes on the message.
Here in our project we apply data visualization techniques on attributes like satisfaction level, last evaluation, number of project, monthly average hours, amount of time spend in company, employees left the company, promotions in last 5years, departments, salary.

The some of the conclusions are:

1. The number of projects is generally 3 to 4
2. The number of promotions in last 5 years is very less.
3. Most of the employees are in the sales category of the department
4. Most of the salary is in the range between from low to medium.

2. Here we are performing Data Visualization on the people who left the company and who do not leave the company.

By drawing and analyzing the charts the some of the conclusion are:

1. The employees who have number of projects from 6 to 7 are left more.
2. The person who spends 5 years in a company is having more chances of leaving.
3. People who did not get promotions left the company more.
4. The people who are having low salary are left more.
3.4 Correlation Analysis:

A Correlation is a number between -1 and +1 that measures the degree of association between two attributes (call them as X and Y). A positive value for the correlation implies a positive association. In this case large values of X tend to be associated with large values of Y and small values of X tend to be associated with small values of Y. A negative value for the correlation implies a negative or inverse association. In this case large values of X tend to be associated with small values of Y and small values of X tend to be associated with large values of Y.

In our project the use of correlation analysis is:

Looking at the correlation matrix we can see that the people who left the company the highest negative correlation is with satisfaction level. Which implies as
satisfaction level increases the number of people who left the company decreases.

3.5 Cluster Analysis:
Clustering is an example for unsupervised learning.

By analyzing the relationship between the data parts we need to make it a group which have similar relationships
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**Fig. 7. Cluster analysis**

Here by using cluster analysis method for our employee churn prediction project we draw some conclusions like:

There are three categories of employees:

- Employees with high satisfaction and high performance.
- Employees with low satisfaction and high performance.
- Employees with low satisfaction and low performance.

Here in our project we use K-means Clustering and here k value = 3

Here we apply cluster analysis on the satisfaction level of employees who left the company.

Hence, these are methods we applied in the phase 1.

By applying these methods such as Data Visualization, Correlation Analysis and Cluster Analysis, we are going to predict the factors that are responsible for an employee leaving the company.

Hence, in phase 1, the factors are predicted and then we move to phase2.

**Phase 2:**

Here in phase 1, we predicted the model and in phase 2 we are going to check how accurate the model is and which is the best model. In this, first we need to split the data into training test and testing set.

3.6 Training and Testing a model:

Training and testing means that we need to send some of our code to training phase and testing phase. Here we are going to test our model. Here we split some of our data to training phase and testing phase. Here we give more amount of our data to training phase and less amount of data to testing phase.

After a model has been processed by using the training set, you test the model by making predictions against the test set. Because the data in the testing set already contains known values for the attribute that you want
to predict, it is easy to determine whether the model’s guesses are correct.

Fig. 8. Testing and training model
Here our test size=0.3 means that we are sending 30% of our data to testing and remaining 70% of our data to training.
In ‘y’ we storing the employees left
In ‘X’ we are storing all column values except left column values.

This is about training and testing in our project.
After sending, some data to training and testing phases we are going to calculate the accuracy of the model by using three Classifier namely Logistic Regression Classifier, Random Forest Classifier, SVM (Support Vector Machine) Classifier.

3.7 Logistic Regression Classifier:

Logistic regression is a classification algorithm used to assign observations to a discrete set of classes. Now, Here we have the input and output prepared. We are going to create and define our classification model and we are going to represent it with an instance of the class Logistic Regression. The logistic regression model takes real-valued inputs and makes a prediction as to the probability of the input belonging to the default class (class 0). If the probability is > 0.5 we can take the output as a prediction for the default class (class 0), otherwise, the prediction is for the other class (class 1) model.

Logistic Regression has several optional parameters which are used to define the behavior of the model and approach.

The parameters are:

- penalty
- tol
- fit_intercept
- dual
- c
- intercept_scaling
- class_weight
- random_state
- solver
- max_iter
- multi_class
- verbose
- warm_start
- n_jobs
- l1_ratio
Here we can observe the parameters of the logistic Regression Classifier and by using these parameters we can know the nature and behavior of the model. Here, the accuracy that we got using logistic Regression Classifier is 0.773.

3.8 Random Forest Classifier:

A random forest is a Meta estimator that fits various choice tree classifiers on different sub-tests of the dataset and utilizes averaging to improve the prescient precision and power over-fitting. Random forest, like its name implies, consists of a comprises of an enormous number of individual choice trees that work as a gathering. Each individual tree in the random forest spits out a class prediction and the class with the most votes becomes our model’s prediction.

The parameters that are observed in Random Forest Classifier are:
- `n_estimators`
- `criterion`
- `max_depth`
- `min_samples_split`
- `min_samples_leaf`
- `max_features`
- `min_impurity_split`
- `bootstrap`
- `max_leaf_nodes`
- `random_state`
- `n_jobs`
- `class_weight`
- `min_impurity_decrease`
- `min_weight_fraction_leaf`
- `oob_score`
- `warm_start`
- `verbose`

```python
In [23]: # Random Forest Classifier
from sklearn.ensemble import RandomForestClassifier
rf = RandomForestClassifier()
rf.fit(X_train, y_train)
```

```python
Out[23]: RandomForestClassifier(bootstrap=True, class_weight=None, criterion='gini',
max_depth=None, max_features='auto', max_leaf_nodes=None,
min_impurity_decrease=0.0, min_impurity_split=0.0,
min_samples_leaf=1, min_samples_split=2,
min_weight_fraction_leaf=0.0, n_estimators=10,
n_jobs=None, oob_score=False, random_state=None,
verbose=0, warm_start=False)
```

```python
In [24]: print('Random Forest Accuracy: {:.3f}'.format(accuracy_score(y_test, rf.predict(X_test))))
Random Forest Accuracy: 0.972
```

Here we can observe the parameters of the Random Forest Classifier and by using these parameters we can know the nature and behavior of the model. Here the accuracy we got using Random Forest Classifier is 0.972.

3.9 SVM (Support Vector Machine) Classifier:

Support Vector Machine (SVM) is a supervised Algorithm which can be used for both classification and regression challenges. However, it is generally utilized in grouping issues. In the SVM calculation, we plot every information thing as a point in n-dimensional space (where n is number of highlights
you have) with the estimation of each component being

the estimation of specific arrange. At that point, we perform characterization by finding the contrast between two classes quite well

The parameters that are observed in SVM Classifier are:

- \( c \)
- \( \text{cache}_\text{size} \)
- \( \text{class}_\text{weight} \)
- \( \text{coef} \)
- \( \text{decision}_\text{sunction}_\text{shape} \)
- \( \text{degree} \)
- \( \text{gamma} \)
- \( \text{kernel} \)
- \( \text{max}_\text{iter} \)
- \( \text{probability} \)
- \( \text{random}_\text{state} \)
- \( \text{shrinking} \)
- \( \text{tol} \)
- \( \text{verbose} \)

Here these are the parameters that we got using SVM Classifier and these parameters are used to know the nature and behavior of the model. The accuracy that we got using SVM Classifier is 0.912.

Here we found accuracy by using the three methods respectively.

### 3.10 Comparison between the three Classifiers:

Here we are using three classifiers named: 1. Logistic Regression Classifier

2. Random Forest Classifier

3. SVM Classifier.

By comparing the accuracy of the three Classifiers, in Logistic Regression we got accuracy as “0.773” and in Random Forest Classifier we got accuracy as “0.972” and finally in SVM Classifier we got accuracy as “0.912”.

Here, by comparing all the three Classifier we can observe that Random Forest Classifier is having more accuracy. So, here we can conclude that for our project Employee Churn Prediction Random Forest Classifier is the best Classifier method.

Now, we are constructing the Confusion Matrix and calculating the Precision and Recall Scores:

#### Confusion Matrix:

Confusion matrix is used for performance Measurement of the Classification Problem and where the output can be in two or more classes. Confusion matrix is a table with 4 different combinations of predicted and actual values.

The 4 different Combinations are:
1. True Positive: Predicted Positive and it is true.
2. True Negative: Predicted Negative and it is true.
3. False Positive: Predicted Positive and it is false.
4. False Negative: Predicted Negative and it is false.

Precision and Recall Scores:

Precision: The proportion of positive identifications that are actually correct is called Precision.

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]

Recall: The proportion of Actual Positives identified correctly is called Recall.

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}}
\]

Random Forest Classifier:

| precision | recall | f1-score | support |
|-----------|--------|----------|---------|
| 0         | 0.95   | 1.00     | 0.98    | 102     |
| 1         | 1.00   | 0.94     | 0.97    | 79      |

| accuracy  | 0.97   | 181      |
| macro avg | 0.98   | 0.97     | 0.97    | 181     |
| weighted avg | 0.97 | 0.97   | 0.97    | 181     |

Logistic Regression Classifier:
SVM (Support Vector Machine) Classifier:

|         | precision | recall | f1-score | support |
|---------|-----------|--------|----------|---------|
| 0       | 0.84      | 0.75   | 0.79     | 102     |
| 1       | 0.71      | 0.81   | 0.76     | 79      |

Accuracy: 0.77
Macro avg: 0.77
Weighted avg: 0.77
4. Results

Identifying no of Departments and salary:

![Support Vector Machine](image)

|           | precision | recall | f1-score | support |
|-----------|-----------|--------|----------|---------|
| 0         | 0.90      | 0.95   | 0.92     | 102     |
| 1         | 0.93      | 0.86   | 0.89     | 79      |

accuracy: 0.91, 181

macro avg: 0.91, 0.91, 0.91, 181

weighted avg: 0.91, 0.91, 0.91, 181

Fig. Number of Departments and salary
Identifying the number of people left:

```
In [9]: emp_df['left'].value_counts()
```

```
Out[9]:
0    314
1     289
Name: left, dtype: int64
```

**Fig. number of people left**

Identifying the percentage of people left:

```
In [11]: print(emp_df['left'].value_counts() / len(emp_df)*100)
```

```
0    52.072958
1    47.927042
Name: left, dtype: float64
```

**Fig. percentage of people left**

Identifying the some of the factors responsible for an employee leaving the company:

```
In [12]: emp_df.groupby('left').mean()
```

|                  | left |                  |
|------------------|------|------------------|
| satisfaction     | 0.483248 | 0.617384 |
| last evaluation  | 3.745223 | 3.876502 |
| number of project| 199.2707  | 207.3310 |
| average monthly   | 4.339490  | 3.954871 |
| time spend company| 0.194298  | 0.041522 |
| work accident     | 0.130643  | 0.013684 |

**Fig. Factors responsible for an employee leaving the company**

Here we can observe that the employees who left the company has low satisfaction level, worked more hours and low promotion rate.
Identifying the main factor responsible for an employee to leave a company:

In this, we can observe that the satisfaction level is the main factor responsible for an employee leaving the company.

**Clustering:**

```python
In [16]: from sklearn.cluster import KMeans

left_emp = emp_df[['satisfaction level', 'last evaluation']].dropna()
means = KMeans(n_clusters=3, random_state=0).fit(left_emp)

In [17]: left_emp['label'] = means.labels_

plt.scatter(left_emp['satisfaction level'], left_emp['last evaluation'], c=left_emp['label'], cmap='Accent')
plt.xlabel('Satisfaction Level')
plt.ylabel('Last Evaluation')
plt.title('Clusters of employees who left')
plt.show()
```
Identifying accuracy through Logistic Regression:

```python
In [21]: from sklearn.linear_model import LogisticRegression
   ...: from sklearn import metrics
   ...: logreg = LogisticRegression()
   ...: logreg.fit(X_train, y_train)
   ...:
Out[21]: LogisticRegression(C=1.0, class_weight=None, dual=False, fit_intercept=True, intercept_scaling=1, l1_ratio=None, max_iter=100, multi_class='warn', n_jobs=None, penalty='l2',
   random_state=None, solver='warn', tol=0.0001, verbose=0, warm_start=False)

In [22]: from sklearn.metrics import accuracy_score
   ...: print('Logistic regression accuracy: {:.2f}'.format(accuracy_score(y_test, logreg.predict(X_test))))

Logistic regression accuracy: 0.778
```
Identifying accuracy through Random Forest Classifier

```
In [24]: # Random Forest Classifier
from sklearn.ensemble import RandomForestClassifier
rf = RandomForestClassifier()
rf.fit(X_train, y_train)
```

```
Out[24]: RandomForestClassifier(bootstrap=True, class_weight=None, criterion='gini',
   max_depth=None, max_features='auto', max_leaf_nodes=None,
   min_impurity_decrease=0.0, min_impurity_split=None,
   min_samples_leaf=1, min_samples_split=2,
   min_weight_fraction_leaf=0.0, n_estimators=10,
   n_jobs=1, oob_score=False, random_state=None,
   verbose=0, warm_start=False)
```

```
In [24]: print('Random Forest Accuracy: {:.2f}'.format(accuracy_score(y_test, rf.predict(X_test))))
```

Random Forest Accuracy: 0.972

Identifying the Accuracy using SVM (Support Vector Machine Classifier):

```
In [25]: # SVM Classifier
from sklearn.svm import SVC
svc = SVC()
svc.fit(X_train, y_train)
```

```
Out[25]: SVC(C=1.0, cache_size=200, class_weight=None, coef0=0.0,
   decision_function_shape='ovr', degree=3, gamma='auto_deprecated',
   kernel='rbf', max_iter=-1, probability=False, random_state=None,
  shrinking=True, tol=0.001, verbose=False)
```

```
In [25]: print('Support vector machine accuracy: {:.2f}'.format(accuracy_score(y_test, svc.predict(X_test))))
```

Support vector machine accuracy: 0.912
**Table.1 Accuracies of different models**

| S.No | Model            | ACCURACY |
|------|------------------|----------|
| 1    | Logistic Regression | 77.3     |
| 2    | Random Forest    | 97.2     |
| 3    | SVM              | 91.2     |

In this we apply Logistic Regression Classifier, Random Forest Classifier and SVM Classifier. By comparing the accuracy of the three Classifiers, in Logistic Regression we got accuracy as 77.3% and in Random Forest Classifier we got accuracy as 97.2% and finally in SVM Classifier we got accuracy as 91.2%. Here, by comparing all the three Classifier we can observe that Random Forest Classifier is having more accuracy.

**Conclusion**

In this work, we apply different classification methods to find out the factors responsible for an employee to leave company are such as low salary, low satisfaction rate, low promotion rate, high number of projects. It is also useful to the company to retain the employees safety and secure without losing them in the organization for a long time. We applied Logistic Regression Classifier, Random Forest Classifier and SVM Classifier. By comparing the accuracy of the three Classifiers, in Logistic Regression we got accuracy as 77.3% and in Random Forest Classifier we got accuracy as 97.2% and finally in SVM Classifier we got accuracy as 91.2%. Random forest will be given good accuracy compare to all other methods. In future, Apply deep learning models to exactly to predict the churn of employees.
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