Stone-Wales Defects Preserve Hyperuniformity in Amorphous Two-Dimensional Materials
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Crystalline two-dimensional (2D) materials such as graphene possess unique physical properties absent in their bulk form, enabling many novel device applications. Yet, little is known about their amorphous counterparts, which can be obtained by introducing the Stone-Wales (SW) topological defects via proton radiation. Here we provide strong numerical evidence that SW defects preserve hyperuniformity in hexagonal 2D materials, a recently discovered new state of matter characterized by vanishing normalized infinite-wavelength density fluctuations, which implies that all amorphous states of these materials are hyperuniform. Specifically, the static structure factor \( S(k) \) of these materials possesses the scaling \( S(k) \sim k^{\alpha} \) for small wave number \( k \), where \( 1 \leq \alpha(p) \leq 2 \) is monotonically decreasing as the SW defect concentration \( p \) increases, indicating a transition from type-I to type-II hyperuniformity at \( p \approx 0.12 \) induced by the saturation of the SW defects. This hyperuniformity transition marks a structural transition from perturbed lattice structures to truly amorphous structures, and underlies the onset of strong correlation among the SW defects as well as a transition between distinct electronic transport mechanisms associated with different hyperuniformity classes.

Two-dimensional (2D) materials such as graphene, hexagonal boron nitride (BN), and transition metal dichalcogenides (e.g., molydnum disulphide MoS₂), are crystalline materials consisting of a single layer or three sublayers of atoms typically packed on a 2D honeycomb lattice [1,3]. These low-dimensional materials possess unique electronic, magnetic and optical properties absent in their bulk form [1,4], which enable novel applications in photovoltaics, semiconductors, electrodes, batteries, water purification and multi-functional composites [1,3].

Myriad experimental and theoretical efforts have been spent on the crystalline 2D materials [5]. On the other hand, very little is known about their amorphous counterparts. It is known that disorder can be introduced in crystalline 2D materials as topological defects, which are typically referred to as the Stone-Wales (SW) defects, via, e.g., proton radiation (see Fig. 1(a)) [6]. The resulting structure contains “flipped” bonds that change the local topology of the original honeycomb network, leading to, e.g., clusters of two pentagons and two heptagons.

The SW defects have been experimentally observed in many 2D materials as local defects [7,10]. However, the global structure of amorphous 2D materials resulted from these local defects still remain elusive. Recently, stand-alone single-layer truly amorphous graphene has been successfully synthesized [10]. Subsequent detailed transmission electron microscopy characterization indicates that its structure is distinctly different from the random network model [10], a widely accepted structural model of amorphous 2D materials. Moreover, a recent study of amorphous 2D silica reveals that the distribution of silicon atoms possesses the remarkable property of disordered hyperuniformity [11].

Disorder hyperuniformity (DHU) is a recently discovered novel state of many-body systems [12,13], possessing a hidden order in between that of a perfect crystal and a totally disordered system (e.g., an ideal gas). DHU systems are statistically isotropic and possess no Bragg peaks, yet they suppress large-scale density fluctuations like crystals [12,13], which is manifested as the vanishing static structure factor in the infinite-wavelength (or zero-wavenumber) limit, i.e., \( \lim_{k \to 0} S(k) = 0 \), where \( k \) is the wavenumber. DHU is equivalently characterized by a local number variance \( \sigma_N^2(R) \) associated with
a spherical window of radius $R$ that grows more slowly than the window volume (e.g., with scaling $R^d$ in $d$-dimensional Euclidean space) in the large-$R$ limit $[12, 13]$. The small-$k$ scaling behavior of $S(k) \sim k^\alpha$ determines the large-$R$ asymptotic behavior of $\sigma^2(R)$, based on which all DHU systems can be categorized into three classes: $\sigma^2(R) \sim R^{d-1}$ for $\alpha > 1$ (type I); $\sigma^2(R) \sim R^{d-1} \ln(R)$ for $\alpha = 1$ (type II); and $\sigma^2(R) \sim R^{d-\alpha}$ for $0 < \alpha < 1$ (type III) $[13]$. 

A wide spectrum of equilibrium and non-equilibrium physical and biological systems have been identified to possess the property of hyperuniformity $[15, 41]$. DHU materials are found to possess superior physical properties including large isotropic photonic band gaps $[12, 43]$, optimized transport properties $[44, 45]$, mechanical properties $[46]$, wave-propagation characteristics $[45, 47, 48]$, as well as optimal multi-functionalities $[49]$. Very recently, DHU patterns of electrons emerging from a quantum jamming transition of correlated many-electron state in 2D materials, which leads to enhanced electronic transport, has been observed $[50]$. In addition, it is found that DHU distribution of localized electrons in 2D amorphous silica results in an insulator-metal transition in the material $[11]$. These exciting discoveries not only suggest the existence of a novel DHU state of electrons in low dimensional materials, but also shed lights on novel device applications by exploring the unique emergent properties of the DHU electron states.

In this letter, we provide strong numerical evidence that the SW defects preserve hyperuniformity in hexagonal 2D materials for all defect concentration $p$ up to saturation, which implies all amorphous states of such materials are hyperuniform. Specifically, the static structure factor $S(k)$ of these materials possesses the scaling $S(k) \sim k^\alpha$, where $1 \leq \alpha (p) \leq 2$ is monotonically decreasing as the SW defect concentration $p$ increases, indicating a transition from type-I to type-II hyperuniformity associated with the “saturation” of SW defects around $p \sim 0.12$. Moreover, increasing $p$ significantly populates the number of electron states $\Omega(p)$ at the Fermi level, which is a result of the increasing number of high-energy states induced by the topological defects. Interestingly, we find that $\Omega(p)$ also exhibits a transition around $p_0$, coinciding with the hyperuniformity transition, and the Fermi-level charge densities indicate different electronic transport mechanisms associated with different hyperuniform classes, from patch-spreading to highly localized states.

**Stone-Wales defects preserve hyperuniformity in hexagonal 2D materials.** We first construct structural models to generate amorphous 2D materials, which consists of three steps: (i) Stone-Wales transformation; (ii) structural relaxation; (iii) atom decoration. Specifically, we start from the perfect honeycomb lattice and randomly introduce SW defects until a specific defect concentration $p$ is achieved. Here we define $p$ as the fraction of bonds in the network that undergoes the SW transformation. Subsequently, we allow the transformed structures to undergo structural relaxation by minimizing a harmonic energy that drives the bond lengths and bond angles in the perturbed network towards values associated with the original honeycomb lattice (see Appendices for details). Finally, we convert the generic structural network into realistic 2D amorphous material models by decorating each vertex and/or the mid-point of each bond in the network with an atom of a particular type. Examples of resulting 2D materials include graphene and graphene-like materials such as BN, MoS$_2$, and silicon oxide (SiO$_2$), to name a few. Figure 2a shows examples of obtained amorphous 2D material models at selected $p$.

![FIG. 2: Stone-Wales defects preserve hyperuniformity in amorphous 2D materials.](image)
eycomb lattice that can be described by our structural model. We generate network configurations with $N = 2,500$ and $N = 10,000$ particles at different $p$ and compute $S(k)$ and $\sigma_N^2(R)$ of these structures. Interestingly, we find that all of the generated structures are hyperuniform, manifested as the scaling $\sigma_N^2(R) \sim R^\beta$ with $\beta < 2$ and $\lim_{k \to 0} S(k) = 0$ (see Fig. 2b and 2c). These results indicate that SW transformation and subsequent structural relaxation preserve hyperuniformity. This is consistent with the observation that SW defects are local perturbations, and thus, do not fundamentally change the nature of density fluctuations on large length scales compared to the original honeycomb lattice, which is hyperuniform.

Importantly, the static structure factor $S(k)$ of these materials possesses the scaling $S(k) \sim k^\alpha$ for small wave number $k$ for all SW defect concentrations. The scaling exponent $\alpha \in [1, 2]$ first decreases as $p$ increases, reaches a minimum of 1.0 at $p = 0.12$, and then remains flat as $p$ increases beyond 0.12. The initial decrease of $\alpha$ as $p$ increases is driven by the increasing randomness associated with the defects introduced to the system. The continuous change of $\alpha$ from $\alpha > 1$ to $\alpha = 1$ at $p = 0.12$ indicates a transition from type-I to type-II hyperuniformity (see Fig. 2d), which is also manifested by the change of scaling from $\sim R$ to $R \ln(R)$ in $\sigma_N^2(R)$ at large $R$.

A closer examination of the network configurations indicates that this transition may be associated with the “saturation” of defects at $p = 0.12$ (see Fig. 2e). In other words, the network already contains a significant number of pentagons and heptagons as well as distorted hexagons at $p = 0.12$. We employ the metric $\phi_{cr}$ to quantify the saturation of SW defects, which is defined as the ratio of the number of hexagons in the crystalline regions over the total number of polygons in the network. Here crystalline is defined to consist of at least one hexagonal ring surrounded by six other hexagonal rings. These results indicate that the saturation of SW defects leads to a fundamentally different type of “disorder” (percolated SW defects network) compared to those at lower $p$ (e.g., largely independent SW defects) in the system, which explains the flattening of $\alpha$.

It is noteworthy that we have demonstrated the ability to generate a wide spectrum of amorphous 2D materials by continuously varying the defect concentration $p$ in our generic model. In particular, we can tune the degree of disorder and even the type of hyperuniformity of the resulting materials by tuning the value of $p$. Moreover, the stable state of different amorphous 2D materials may be associated with different defect concentration $p$ in our structural model. For example, experimentally obtained stable amorphous 2D graphene[10] appears to possess a much lower defect concentration $p \approx 0.036$, thus belonging to type-I hyperuniformity class; while amorphous 2D silica possesses $p \approx 0.12$[11], belonging to type-II hyperuniformity class. This interesting result indicates that not all amorphous 2D materials are created alike.

Nonetheless, any 2D amorphous materials that can be described by our generic model at a specific concentration $p$ possesses the remarkable property of hyperuniformity, as demonstrated by our analysis.

FIG. 3: (a) Energy increase of graphene with different contents of Stone-Wales defects. The energy of perfect graphene is set to zero. Two methods are used to calculate the energy increase. In the bond flipping count model (BFCM), the interactions are implicitly accounted for in the DFTB calculations. (b) Variation of the energy difference between the BFCM and DFTB methods with $p$.

Type-II hyperuniformity induces stronger correlations among SW defects in amorphous graphene. As a proof of concept, we perform density functional theory based tight binding (DFTB) calculations[31] on graphene supercells containing $N = 2500$ atoms with different concentrations of SW defects ranging from 0 to 0.14 at an incremental step of 0.02. These structures correspond to eight DHU systems whose hyperuniformity class transits from type I to type II. We choose amorphous graphenes as our examples here for two reasons: (i) stand-alone truly amorphous graphene has recently been successfully synthesized experimentally[10], allowing us to validate our simulations; and (ii) the computational tools (e.g., DFTB) for these materials are well developed and calibrated to produce accurate calculations of electronic structures.

We first examine the energetics of these eight systems. We apply two methods to compute $p$-dependent energy increase $\Delta E$ with reference to the energy of perfect graphene. In the first method that we call the bond flipping count model (BFCM), we assume independent SW defects. The number of flipped bonds is written as $3N \cdot p/2$. We determine the energy cost required to flip a C-C bond to form a SW defect as 14.62 eV from DFTB calculations. This value is quantitatively comparable to our benchmark result of 11.60 eV using density function theory (DFT) calculations (See Appendices for the details of DFTB and DFT simulations). With the number of flipped bonds and the energy per flipped bond known, we are able to obtain the variation of $\Delta E$ with $p$. In the second method, the interactions between SW defects are automatically accounted for in DFTB calculations.

We notice from Fig. 3(a) that the energy increase calculated with the DFTB method exhibits distinct behav-
iors in different hyperuniformity class domains. In the type-I domain, both BFCM and DFTB methods show that the energies of DHU graphene increase linearly with the increasing concentrations of SW defects. The increased energies result from flipped C-C bonds that lead to the molecular orbitals deviating from the energetically more stable $sp^2$ orbitals. Furthermore, the slope of energy increase from DFTB calculations is smaller than that estimated from the BFCM method, implying at-

We also compute the energy difference between the BFCM and DFTB methods $E_{\text{BFCM}} - E_{\text{DFTB}}$ as shown in Fig. 3(b). Because the SW defects in these two methods can be respectively regarded as independent and strongly correlated — (correlation in the current context means the interaction between SW defects that leads to a lower energy). $E_{\text{BFCM}} - E_{\text{DFTB}}$ is therefore a metric of correlation among SW defects. Namely, the larger $E_{\text{BFCM}} - E_{\text{DFTB}}$, i.e., larger deviation from simple linear superposition behavior, corresponds to the stronger correlation (interactions) among the defects. As can be seen from Fig. 3(b), the correlation increases in both domains. Notably the slope of $E_{\text{BFCM}} - E_{\text{DFTB}}$ with $p$ is much larger in the type-II domain, suggesting that if the concentration of SW defects is over a certain limit, the SW defects behave even more strongly correlated.

**Disordered hyperuniformity affects the electronic structure of amorphous graphene.** To illustrate the effect of SW defects on the electronic structure of graphene, Fig. 4(a) shows the density of states (DOS) of the eight DHU systems. As can be seen, our DFTB calculations reproduce the Dirac cone of perfect graphene associated with zero and near DOS at and near the Fermi level, respectively. The Dirac cone in DHU graphene disappears, i.e., the semi-metal nature of crystalline graphene is destructed and the DHU graphene becomes a regular metal with increasingly higher DOS at the Fermi level as $p$ increases. These results are consistent with the calculations based on experimentally obtained amorphous graphene [10]. We also extract the DOS values $\Omega(p)$ at the Fermi level which are shown as a function of $p$ in Fig. 4(b). A transition of $\Omega(p)$ from rapid increasing to plateau behavior at around $p = 0.12$ can be observed, which once again is consistent with the transition from type-I and type-II hyperuniformity. In particular, in the type-I domain $\Omega(p)$ strongly depends on $p$; while in the type-II domain, $\Omega(p)$ appears to saturate.

The increased DOS at the Fermi level are also manifested in the other two aspects: energies and charge densities. In particular, we observe that the carbon atoms at the flipped C-C bonds and their adjacent regions exhibit higher energies. This can be seen in Fig. 4(c) and (d) showing the atom-resolved total energies for two representative systems with two distinct hyperuniform classes respectively with $p = 0.02$ (type I) and 0.12 (type II). Figure 4(e) and (f) respectively show the charge density at the Fermi level for these two systems. The complete sets of charge density maps for $p \in [0,0.14]$ are provided in SI. It can be seen that the electrons in type-I DHU graphene spread out in the entire system, while the electrons in type-II DHU graphene are localized in separate islands. These patches are similar to the localization regions found by Tuan et al. and shown to degrade the electrical transport of graphene [52].

In summary, we have shown numerically that the Stone-Wales topological defects preserve hyperuniformity in hexagonal 2D materials, which include the majority of 2D materials discovered so far. This result implies that all amorphous states of such hexagonal materials are also hyperuniform. As the SW defect concentration increases, we observed a transition from type-I to type-II hyperuniformity, which are characterized by distinct scaling behaviors of $\sigma^2(R)$ in the large-$R$ limit and of $S(k)$ in the small-$k$ limit and are induced by the saturation of SW defects in the system.

This hyperuniformity transition marks a structural transition from perturbed lattice structures to truly amorphous structures, and underlies the observed onset of strong correlation among the SW defects as well as a transition in electronic transport mechanisms. With the increasing interest in 2D amorphous materials, we expect...
our methods of building realistic DHU structural models of 2D amorphous material systems along with large-scale electronic structure calculations to be applicable to a wide range of other 2D materials such as graphene [52] and transition-metal dichalcogenides [9] in the amorphous form. Our analysis indicates that experimentally obtained amorphous graphene [10] belongs to type-I hyperuniformity class. It is interesting to see whether it would be possible to experimentally realize type-II hyperuniform graphene.
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Appendix A: Generation of hyperuniform amorphous 2D materials

In this section we briefly describe the procedure that we employ to generate hyperuniform amorphous 2D materials. For more detailed description, the readers are referred to our upcoming methodology paper. As mentioned in the main text, our procedure consists of three steps: (i) stone-wales transformation; (ii) structural relaxation; (iii) atom decoration. The first two steps are schematically shown in Fig. 5. Specifically, we start from the perfect honeycomb lattice and continuously introduce SW defects at randomly picked sites in the network until the specified defect fraction \( p \) is reached. Here we define \( p \) as the fraction of bonds in the network that undergoes the SW transformation. A SW transformation involves the rotation of a bond by 90 degrees with respect to the midpoint of the bond and the change of connectivity of the vertices in the network. We further require a successful transformation to respect the bonding (topology) constraints in the original lattice, i.e., the number of bonds that each vertex possesses should remain unchanged (equal to 3) before and after a transformation.

Subsequently, we allow the transformed structures to undergo structural relaxation by translationally perturbing the positions of the vertices in a way that drive the bond lengths and bond angles in the network towards values associated with the honeycomb lattice. In particular, this involves local minimization of the energy function \( E \) defined as follows:

\[
E = \sum_{\text{bonds}} k_{b,i}(r_i - r_0)^2 + \sum_{\text{angles}} k_{\alpha,i} (\theta_i - \theta_0)^2 \quad (A1)
\]

where \( r \) and \( \theta \) are the bond length and bond angle, respectively, \( r_0 = 1 \) is the side length of a hexagon in a honeycomb lattice, which we set as the unit length, and \( \theta_0 = \frac{2}{3}\pi \) is the standard bond angle in the honeycomb lattice. Here we define the bond angles in a way such that the three bond angles centered on a particular vertex should always sum up to \( 2\pi \).

The final step involves decorating each vertex in the network with an atom of a particular type or a set of atoms. For example, if we decorate each vertex with a carbon atom, we obtain an amorphous graphene material. On the other hand, if we place a silicon atom centered at each vertex and an oxygen atom at the midpoint of every pair of connected silicon atoms, we convert our transformed structure into an amorphous silica material. In addition, we note that the stable state of different amorphous 2D materials may be associated with different defect concentration \( p \) in our structural model, as mentioned in the main text.

Appendix B: Characterization of defect saturation

To characterize the saturation of defects, we first locate all the crystalline regions in our structural models, which are defined to consist of at least one hexagonal ring surrounded by six other hexagonal rings. The identified crystalline regions in different structures at different \( p \) are highlighted in blue in Fig. 6. Note that at low \( p \), the crystalline regions are interconnected and form large clusters; while at large \( p \), the crystalline regions form small isolated clusters that are dispersed in the matrix of amorphous regions. Subsequently, we compute the metric \( \phi_{cr} \) to quantify the saturation of SW defects, which is defined as the ratio of the number of hexagons in the crystalline regions over the total number of polygons in the network. The results are shown in Fig. 2(e) in the main text. When \( p \) increases from 0 to 0.06, \( \phi_{cr} \) almost decreases linearly; when \( p \) further increases, the decreasing of \( \phi_{cr} \) slows down; at \( p \geq 0.12 \), \( \phi_{cr} \) decreases well below 0.10, and the defects essentially saturate. In addition, by computing the metric \( \phi_{cr} \) for real 2D materials and interpolating in the inverted plot of \( \phi_{cr}(p) \) in the main text, we can estimate the defect fraction \( p \) for different real 2D materials. For example, the metric \( \phi_{cr} \) is calculated to be 0.52 and 0.066 for the experimentally obtained amorphous graphene [10] and silica [8, 11], respectively, and we estimate that the graphene and silica samples correspond to \( p \approx 0.036 \), and \( p \approx 0.121 \), respectively. However, we stress that because of the small size of the experimental samples and other possible source of errors (e.g., error introduced by interpolation), these computed \( p \) values for experimental samples are just very rough estimates.

Appendix C: Methods of density functional theory calculations

We apply the Vienna Ab initio Simulation Package [53] to compute the energy cost of flipping a C-C bond by 90°. The plane waves have a cutoff kinetic energy of 500 eV. We use the standard carbon potential data set generated using the projector augmented-wave method [53]. A single \( k \) point (\( \Gamma \)) is used. The supercell size is 8...
× 8 × 1, which is sufficiently large to model an isolated Stone-Wales defect.

Appendix D: Methods of density functional theory based tight-binding calculations

We use the DFTB+ package [51, 56] to perform density functional theory based tight-binding calculations. The C-C Slater-Koster parameter is from Ref. [57]. Periodic boundary conditions are applied in all of the three directions. Typical in-plane lattice constants of DHU graphene (e.g., \( p = 0.02 \)) are 106.9 and 61.7 Å in the \( x \) and \( y \) directions, respectively. We also add a vacuum spacing of 18 Å in the \( z \) direction to separate image interactions.

Appendix E: Atom resolved total energies of DHU graphene with different contents of Stone-Wales defects

Figure 7 shows the atom resolved total energies of DHU graphene with eight different concentrations of Stone-Wales defects.

Appendix F: Electron densities at the Fermi level of DHU graphene with different contents of Stone-Wales defects

Figure 8 shows the electron densities at the Fermi levels of DHU graphene with eight different concentrations of Stone-Wales defects.
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FIG. 5: Schematic illustrating the procedure to construct our generic structural model for amorphous 2D materials. Subsequently, this generic structural model is converted to a real 2D material by decorating each vertex in the network with an atom of a particular type or a set of atoms.
FIG. 6: Amorphous structural models at different defect fractions $p$, with the crystalline regions highlighted in blue (crystalline regions are defined to consist of at least one hexagonal ring surrounded by six other hexagonal rings). Note that at low $p$, the crystalline regions are interconnected and form large clusters; while at large $p$, the crystalline regions form small isolated clusters that are dispersed in the matrix of amorphous regions. (a) $p = 0.02$. (b) $p = 0.04$. (c) $p = 0.06$. (d) $p = 0.10$. (e) $p = 0.12$. (f) $p = 0.14$. 
FIG. 7: Atomic energy distribution (in eV) of graphene with (a) $p = 0$, (b) $p = 0.02$, (c) $p = 0.04$, (d) $p = 0.06$, (e) $p = 0.08$, (f) $p = 0.10$, (g) $p = 0.12$, and (h) $p = 0.14$. 
FIG. 8: Electron densities at the Fermi level of graphene with (a) $p = 0$, (b) $p = 0.02$, (c) $p = 0.04$, (d) $p = 0.06$, (e) $p = 0.08$, (f) $p = 0.10$, (g) $p = 0.12$, and (h) $p = 0.14$. 