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Abstract
Using virtual environments (VEs) is a safer and cost-effective alternative to training people in different contexts. Immersive Virtual Reality (VR), combined with game aspects, have the potential to improve the user experience in the VE by increasing realism, engagement, and motivation. In education, there is a consensus about its contribution in the teaching and learning processes. However, in Brazil, only a few research groups have developed projects that involve the development of VR for education, due to technical difficulties and high costs. This manuscript presents the development and evaluation of an VR serious game to support the learning of neuroanatomy, an extended version of our previously published paper at the SVR 2020. In this version, we present the results of four different user studies, involving 57 participants, which suggest that the VR Neuro Game is easy to use, even by inexperienced subjects in VR, and is potentially useful for teaching and learning processes, both by individual students and groups of students and also in remote learning. In addition, the game was considered fun and did not cause discomfort. When comparing the knowledge test performance before and immediately after the experiments, we found significant difference only for the virtual condition. The same could be observed for retention results.
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1 Introduction

The digital transformation that was already underway in all society was radically accelerated by the social isolation imposed by the Covid-19 pandemic Cerf (2020). The nowadays challenges forces all professionals to possess a range of collaborative, interdisciplinary, and technology skills Wiberg et al. (2020). In the educational area, institutions need to implement digitization strategies that will foster a range of alternatives to the traditional presential classes, enabling students to keep learning and to use the technology critically and creatively Cerf (2020); Ananiadou and Claro (2009). Equipping education professionals and students with technology tools and digital competencies is essential to prepare them for the inevitable shift caused by digital transformation, radically accelerated by the Covid-19, that influences every part of societal and professional life Oliver and de St Jorre (2018); Bond et al. (2018).

Virtual Reality (VR) has been widely used to knowledge transfer in domains as diverse as health Kruglikova et al. (2009); Silverstein et al. (2002) and manufacturing Murcia-López and Steed (2018); Jou and Wang (2013). Moreover, more recently, some games are constructed over pedagogical and educational criteria to reach its serious purpose, the so called serious games. However, there are still few researches investigating the potentialities and limitations of VR games, especially regarding newly launched devices that provide unconventional interaction experiences Nedel et al. (2016). The applications of VR in education are many and there is a consensus of its benefits in the teaching and learning processes. Among the possible benefits are the possibility of expanding the perceptions of the five senses, representing more than the real state of affairs, greater engagement with the student, appropriation according to each person’s rhythm, exploration instead of deduction, active learning, interacting and facilitating a global analysis and their interrelationships. The cognitive process is not just about problem solving, but it also has inventiveness and creation. The data processing perspective no longer fits as the only answer to cognition. Objective and subjective are supporting the production of cognition. The available technology and cost limitations will define the type of application to be developed in each case.

Indeed, the application of VR in education is a great leap for teaching methods after the multimedia, computers, and the Internet. The most commonly used formats of such virtual teaching environment include virtual technical skill training, virtual laboratory, virtual instructions, virtual campus, and virtual distance learning Jou and Wang (2013).

In the Covid-19 context, for instance, a remote, scalable, efficient, and high-quality education is strongly necessary to guarantee the continuity of the teaching and learning process, and VR is seen as a promising and effective tool to the different education areas, including the health education Cerf (2020); Crisp et al. (2008).

A recent literature review that investigated the effectiveness of VR for health professionals’ education Kyaw et al. (2019a) has found that when compared with traditional education or other types of digital education, VR may improve post-intervention knowledge and skills. Virtual environments could, in fact, deliver cost-efficient, safe and potentially effective training. However, the majority of the studies assess the effectiveness of non-immersive VR or individual-
use immersive VR, and there is a need to explore more on the effects of VR with different levels of immersion and collaboration.

Panchaphongsaphak, Burgkart and Rienner Panchaphongsaphak et al. (2005) affirmed that “the brain is known as the most complex organ in the human body. Due to its complexity, learning and understanding the anatomy and functions of the cerebral cortex without effective learning assistance is rather difficult for medical novices and students in health and biological sciences.”

In such context, this manuscript presents the development of a VR serious game and the evaluation of how it supports neuroanatomy teaching and learning processes in health undergraduate education. For the system evaluation, four user experiments were conducted with the aim to investigate the knowledge transfer and retention in individual and group-learning fashion, including participants with different immersion levels, as so in remote use.

In the remainder of the paper, Section 2 presents the background and the previous projects related to this work. Section 3 presents the design of the neuroanatomy VR game, while Section 4 describes the four user experiments conducted. Finally, conclusions are presented in Section 5.

2 Background and Related Work

Digital education is the process of teaching and learning by means of digital technologies and contemplate a multitude of educational approaches, concepts, methods, and technologies. It can include, but is not limited to, computer-based education, massive open online courses, virtual reality (VR), patient simulation mannequins, mobile learning, serious gaming, and psychomotor skills trainers Car et al. (2019). Nevertheless, the use of educational technologies depends on the needs of the process involved and the available resources, and its usage is not a decisive factor in the acquisition of knowledge Muller Queiroz et al. (2019).

According to Billinghurst and Duenser Billinghurst and Duenser (2012), immersive VR can be stimulating in the learning process, either by repetition or by more complex cognitive processes. The possibility of experiencing interactive situations during the immersion stimulates the individual’s senses in learning, whether in a recreational or serious game. In this situation, the individual has the possibility of moving from the theory and have an experience. Immersion gives the player the opportunity to experience emotions and engagement that are typical of VR. Besides, Papert Papert (1993) proposes constructionism as a form of learning in which subjects are autonomous agents in the construction of their knowledge through experimentation and construction in problem solving. Based on this, there is the possibility of building knowledge and learning through interaction, cooperation and meaning, individually and in groups, promoting creativity, experimentation and reflection Muller Queiroz et al. (2019).

According to Maturana and Varela’s autopoiesis theory Maturana and Varela (1987), when the player comes into contact with VR, the relationships they will have will emerge from the relationship with the environment in question and, from this, the process of learning and cognition. These relationships will occur according to the emotions that will arise and your previous and acquired experiences during the game. Contextualization will be a crucial point of the knowledge development process through the couplings made possible by the individual-environment interaction Maturana (1990), whether in an immersive environment or not. Couplings occur through the interaction of the environment with the individual in which the representation is given in the context in which the observer/player creates its meaning, then generating its knowledge Dias and Kastrup (2013).

Slater Slater (2014) already affirmed in 2014 that VR had become a commonplace tool in many fields of science, such as technology, education, psychological therapy, medical rehabilitation, marketing, entertainment, and industry, and was surely about to become commonplace in homes. Furthermore, Slater Slater et al. (1995); Slater and Steed (2000); Slater (2004) affirms that presence is an important feature of VR systems related to the users’ sense of being present in the virtual environment. Thus, many researchers and studies argue that the greater the sense of presence, the greater the chances that the users’ behavior in the VR will be similar to their behavior if the situation was real, and, consequently, the greater the effectiveness of the use of VR for the training, therapy or entertainment Slater et al. (1995); Sjölie (2013); Schuermie et al. (2001).

On the other hand, the gaming world went from pixelated 2D to high-definition 3D in just a decade Donovan (2010). Just like ordinary video games, serious games consist of gameplay, challenge, interaction, and objective, while “gamified” applications merely incorporate elements of games. Learning games are constructed over pedagogical and educational frameworks, which define the relationship between learning and gaming mechanisms, ensuring a successful combination of such factors to reach its serious purpose Michael and Chen (2005); Yusoff et al. (2009); Menin et al. (2018).

In the health field, VR has been used in the simulation of surgeries, mainly for operative training of laparoscopic surgery, in the preoperative planning and in the intraoperative support, aimed at training of thus improving practical skills not easily obtained in real conditions Panchaphongsaphak et al. (2005); Hvolsbek et al. (2019); KenResearch (2018). The images of virtual digital models have the advantage of allows the evaluation of the organs three-dimensionally, the observation of the internal structure of the organ, the evaluation of the relations between the organs with their topographies and the production of selective visions of the body. In addition, there is no time limitation for usage Zhang et al. (2018). A recent review investigated the effectiveness of VR for health education and the results showed that, when compared with traditional education or other types of digital education, VR may improve knowledge transfer and deliver cost-efficient, safe and potentially effective training Kyaw et al. (2019a).

Three-dimensional computer graphics are increasingly used to support teaching, and different VR games have been developed and compared to traditional methods of education. Students are often more strongly motivated by VR. Immersion, presence and spatial knowledge presentation are all factors that can have a positive effect on learning Kyaw et al.
(2019b); Samadbeik et al. (2018). In this section, we examine the previous articles on immersive VR applied for teaching, especially to educate health professionals.

Chittaro and Buttussi Chittaro and Buttussi (2015) proposed, in 2015, a VR game for educating passengers about aviation safety. They compared the proposed approach to a traditional aviation safety education method (the safety card). They assessed not only immediate learning, but extended attention to knowledge retention. A knowledge test administered before, immediately after and one week after the exposition showed that the immersive serious game was superior to the safety card in knowledge retention. The typical engagement of VR can contribute to explain the obtained superior retention. We used this study as baseline to define the protocol of our own experiment.

According to Kockro et al. Kockro et al. (2015), three-dimensional (3D) computer graphics are increasingly used to support the teaching of anatomy. Thus, they proposed the Dextrobeam VR environment, which allows the presentation of spatial neuroanatomy models to larger groups of students through a stereoscopic projection system. They conducted a study where students received an audio lecture accompanied by either a PowerPoint presentation or a 3D animated tour of the same content. Students completed an exam based on the content learned and a subjective evaluation of the teaching method immediately after the lecture. Results showed that students in the 3D group achieved scores statistically non-inferior to those of the 2D group, and students rated the 3D method superior to 2D teaching in four domains: spatial understanding, application in future anatomy classes, effectiveness, and enjoyableness. The authors concluded that stereoscopy enhanced 3D lectures are valid methods of conveying neuroanatomical knowledge and are well received by students. However, they suggest more research is required to define and develop the role of large-group VR systems in modern neuroanatomy curricula.

Stepan et al. Stepan et al. (2017) conducted a study with the purpose of evaluating the effectiveness, satisfaction, and motivation associated with immersive VR simulation in neuroanatomy teaching. Neuroanatomical structures were studied using either online textbooks or VR. Later, they evaluate the students’ anatomy knowledge, educational experience, and motivation. No significant difference was observed in anatomy knowledge between the two groups on preintervention, postintervention, or retention quizzes. The VR group found the learning experience to be significantly more engaging, enjoyable, and useful and scored significantly higher on the motivation assessment.

Oberdörfer et al. Oberdörfer and Latoschik (2016) developed a virtual gamified training environment. Learners apply the knowledge while receiving immediate and highly immersive visual feedback about the outcomes of their inputs. Besides, by providing a flow-inducing gameplay, users are strongly motivated to practice their knowledge by experiencing a higher learning quality. According to the authors, immersion, presence and spatial knowledge presentation can have a positive effect on the training.

Kyaw et al. Kyaw et al. (2019b), conducted a systematic review to evaluate the effectiveness of VR to educate health professionals. The aim of this review was to evaluate the effectiveness of VR to the educational process of health professionals and the improvement of their knowledge, cognitive skills, attitudes, and satisfaction. A meta-analysis found that VR slightly improves knowledge scores and health professionals’ cognitive skills when compared with traditional learning. Overall, the certainty of evidence according to the criteria ranged from low to moderate. Authors recommended that future research should evaluate the effectiveness of immersive and interactive forms of VR.

In another review, conducted by Samadbeik et al. Samadbeik et al. (2018), the applications of virtual reality technology for training the medical groups were surveyed. The study identified that using virtual reality has improved learning in 74% of the studies, and a higher accuracy in medical practice by people trained through VR has been reported in 87% of the studies. The general results indicated that the application of virtual reality capabilities plays an important role in improving the performance of different health professionals.

Overall, the related studies showed that immersive serious games are a promising tool for health education. When compared to the traditional learning methods, they are preferred by users and promote equal or better performance, never worse. However, such effects greatly vary with the nature of the task, style of virtual environment, and the VR system setup. These motivating previous experiences and results led us to develop a VR serious game to support neuroanatomy teaching and learning, and inspired us to investigate the potential use of interactive VR systems in health education.

Moreover, collaborative learning has also been shown to help apprentices to retain the learned information longer. Thus, our study aims to advance research on the knowledge transfer and retention in immersive group-based serious game.

3 The VR Game

The VR game presented in this manuscript were designed by an interdisciplinary team, including computer science and education researchers, as so neuroanatomy professors. The team option was to develop a serious game, constructed over pedagogical and educational criteria to reach its serious purpose. According Melin Menin et al. (2018), a serious game consists of gameplay, challenge, interaction, and objective. In the design of our game, we chose the puzzle paradigm to emphasize a simple gameplay. This game genre can test different player skills, such as logic, strategy, pattern recognition, sequencing, and part-whole relationships Rachevsky et al. (2018).

The virtual environment is inspired in a typical neuroanatomy class scenario, where the different anatomic parts of the encephalon are presented to the students. They have the task of recognizing parts, learning their names, functions and relations. In the following, we present the game narrative in detail and the possible player actions.

The game begins showing the human virtual encephalon anatomic parts (frontal lobe, parietal lobe, occipital lobe, temporal lobe, cerebellum, corpus callosum and brainstem, and diencephalon), which are randomly arranged and colored, on a virtual table (Fig. 1). The name of each anatomical part of
the brain is fixed in its 3D model and moves in the virtual environment together with the model. The challenge is to assemble the virtual encephalon in the shortest time by manipulating the parts bimanually. As a reference, a complete encephalon, which can be rotated in 360 degrees by the users, is showed. To increase the level of difficulty, it is possible to disable the name labels.

The randomness of the position and the colors of the parts aim to maintain the challenge between matches, minimizing the possibility of solution by mere memorization. In addition, when starting a match, the user is invited to inform their name/nickname, considering that the game presents the 10 shortest times ranking, as a motivational strategy for the challenge.

Using the Oculus Touch controller to mimic the hands in the virtual environment, the player picks up an anatomical part of the brain in each hand. For this, it is necessary to touch the 3D model with the virtual hand, press and hold the button that is in contact with the middle finger. Releasing this button, the virtual hand opens and the brain part is released/dropped. With one part of the brain in each virtual hand, the player will be able to rotate and translate the parts using natural hand movements while looking for the correct pose to fit them. When two parts are put together in the correct position, a magnetic action fix them and they remain connected forming a new part. This assembled new part has to be fitted with another one, in succession, until the whole brain is assembled. At any time, the user can move the analog stick to rotate the reference brain (Fig. 2).

The didactic objective of this serious game is to support the learning of names, positions, function and relations of the different human encephalon anatomy parts. It will be assessed on a group-based learning context, where it is introduced as a playful, active and innovative method.

The game was developed in Unity3D and for evaluation a Dell XPS 8900 computer with 3.6 GHz Intel(R) Core i7-7700 processor, 16GB RAM and NVIDIA Gforce GTX 1060 6GB graphics card was used. The VR devices used were the Oculus Rift CV1 and the Oculus Touch control.

4 User Evaluation

The primary goal of the user evaluation was to determine whether or not the VR Game is a suitable platform to support the neuroanatomy teaching and learning processes. Consequently, four user experiments were conducted to investigate the knowledge transfer and retention in individual and group-learning fashion, including participants with different immersion levels, as so in remote use.

4.1 First User Evaluation: Preliminary

This section briefly presents the VR Neuro Game preliminary user evaluation Souza et al. (2018).
4.1.1 Participants
In order to carry out a preliminary user evaluation, the game was used by 10 students, 5 men and 5 women (age M=21.8 SD=4.8), from health and education undergraduate. The evaluation aimed to identify limitations and potentialities as well as to obtain suggestions for improvement.

4.1.2 Procedure
The procedure followed a typical protocol, beginning with a general explanation, followed by the signature of the consent term and of use image term. Subsequently, a questionnaire was applied to characterize the participants and, shortly thereafter, the VR head-mounted display (HMD) and controls were adjusted in the participant. After completing the game, each subject answered a questionnaire, with open and closed questions, to evaluate the experience. Through a 5-point Likert scale, participants opined about the ease of use, fun, utility and possible discomfort caused by VR. In a 7-point scale they answered 6 questions from the SUS presence questionnaire Usoh et al. (2000). Additionally, the subjects recorded their perceptions about the potentials and limitations of the game in open-ended questions. All matches were recorded for later analysis (Figure 3).

4.1.3 Results and Discussion
As can be seen in Figure 4, the game was considered easy to use (M=4.0), even though most participants have no previous VR experience, and potentially helpful for neuroanatomy teaching and learning process (M=4.3). In addition, the game was considered fun (M=4.7) and did not cause discomfort (M=1.9), commonly known as cybersickness in VR. Ease of use is probably associated to the intuitive and natural way of picking up and dropping the parts, provided by the use of Oculus Touch controls, which control virtual hands. The fun is possibly associated to the immersive experience provided by Oculus Rift and by the game based learning.

Considering the results of the SUS presence questionnaire, a high average (5.8) was obtained, and for six questions averages above 6.1 were obtained. The SUS scale ranges from 1 to 7, with 7 for the sensation of being in a real given place Usoh et al. (2000).

Regarding to the game potentialities, it is possible to emphasize that the participants affirmed that the game can aid in the neuroanatomy learning on a different form, motivating and easier understanding. When questioned about how they felt during the game, subjects reported that they felt as if they were actually in another setting, such as in a real practice class. As for the limitations, there were some comments related to the pieces fitting difficulty, to the impossibility to undock the pieces already in place and to the imprecision of the virtual hands.

In the open question, the following comments were stand out: “I felt very comfortable during the game, learning this way stimulated me to want to know more” and “I think it will be very good for students who have no idea what these pieces are, it is easier to understand”.

4.2 Second User Evaluation: Individual Learning
This section presents a formal within-subjects experiment performed to verify the hypotheses defined Souza et al. (2019).

4.2.1 Hypothesis
The general hypothesis defined in this study is that the neuroanatomy learning process based on the use of a virtual encephalon has similar results to the present method, based on a synthetic encephalon. This general hypothesis was detailed in 5 specific hypotheses, presented below.

- H1: The use of virtual encephalon produces similar results to the use of synthetic encephalon in neuroanatomy learning.
- H2: The difficulty of virtual encephalon assembly is similar to the synthetic encephalon assembly.
- H3: The sense of presence in the virtual encephalon assembly is smaller than in the synthetic encephalon assembly does.
- H4: The virtual encephalon assembly causes more discomfort than the synthetic encephalon assembly.
- H5: The fun in the virtual encephalon assembly is bigger than in the synthetic encephalon assembly.
4.2.2 Dependent and independent variables

The aim of this study was to evaluate the presence and learning between the different test conditions, that is, the assembly, performed individually by the participants, of the human encephalon with synthetic and virtual parts (Fig. 6 and 7). The independent variable was the type of encephalon to be assembled (synthetic and virtual) and the dependent variables were the presence and learning (grade in the knowledge test).

4.2.3 Participants

In order to carry out a user evaluation, the serious game was used by 16 students, 13 women and three men, from different undergraduate courses and stages, without motor limitations. Some students from courses not related to the health area participated in the sample, with the aim of also including participants without prior neuroanatomy knowledge. The participants’ age range was 17 to 40 years, with a mean age of 26.8 years and a standard deviation of 6.3. Concerning the course, 7 were from Psychology, 4 from Physiotherapy, 2 from Law, 1 from Biology, 1 from History and 1 from Publicity. About the course stage, 3 are in the first year, 3 in the second year, 3 in the third year, 4 in the fourth and 3 in the last year.

When asked about their neuroanatomy knowledge, the participants answered a 4 point Likert scale (none, little, medium, high). Four subjects said they were unaware, six declared to have little knowledge and six average knowledge. Participants were also asked to indicate, on a scale from 0 to 100, their degree of knowledge concerning the anatomy of the human encephalon, being the mean 28.44 and the standard deviation 20.47. Related to the knowledge test, developed by a neuroanatomy professor, the mean performance was 20.38, with a standard deviation of 20.85.

With respect to the VR experience, participants responded to a numerical scale (none, once, between 2 and 5 times, between 6 and 10 times and more than 10 times), so that 7 subjects never used, 5 used once, 2 used between 2 and 5 times and 2 used between 6 and 10 times. As for the 3D gaming experience, participants also responded to a numerical scale (never, once a month, once a week, once a day, more than once a day): 9 subjects never play, 5 play once a month and 2 play once a week.

4.2.4 Metrics

Objective measures (performance and time), subjective (presence, ease of assembly, discomfort and fun in assembling and usefulness for neuroanatomy learning) were used in this study. The performance was obtained in the knowledge test, the time by the game log and the subjective measures were collected through the application of questionnaires.

The knowledge test, developed by the professor responsible for the class of neuroanatomy in the university, was composed of an image of the human brain (Fig. 5), in which were indicated the 6 parts that compose it. The participant was asked to indicate the name of each of the parts, according to the image indication, and the result was attributed in a score from zero to 100 points.

![Human encephalon image used in the knowledge test.](image)

The virtual encephalon assembly time in the virtual has been recorded in a text file generated by Unity at the end of each section of the game. In the synthetic encephalon assembly, the time was counted and recorded by the researcher.

To measure presence, the Slater-Usoh-Steed questionnaire (Slater et al. 1994), also known as SUS, was used. The SUS questionnaire underwent some changes and currently consists of six items evaluated on a seven-point rating scale, being the real sensation of being in a different place.

With respect to the ease of assembly, participants responded, in a 5-point Likert scale, to the affirmative sentence “It was easy to assemble the encephalon” with the following options: totally disagree, disagree, neutral, agree and totally agree.

With respect to the fun, participants also responded to a 5-point Likert scale related to the affirmative sentence “It was fun to assemble the encephalon”, with the following options: totally disagree, disagree, neutral, agree and totally agree.

Virtual reality sickness occurs when exposure to a virtual environment causes symptoms that are similar to motion sickness symptoms. The most common symptoms are general discomfort, headache, stomach awareness, nausea, vomiting, pallor, sweating, fatigue, drowsiness, disorientation, and apathy. To verify a possible cybersickness, a simple affirmative sentence was presented to the participants: “Assembling the encephalon caused me discomfort.” Subjects also responded to a 5-point Likert scale with the same following options: totally disagree, disagree, neutral, agree and totally agree.

To verify the usefulness to the neuroanatomy learning, in the subjective participants opinion, the affirmative sentence presented was “The assembly of the human encephalon was useful for my neuroanatomy learning”. Subjects also responded to a 5-point Likert scale with the same following options: totally disagree, disagree, neutral, agree and totally agree.

4.2.5 Procedure

The procedure followed a typical protocol, beginning with a general explanation of the experiment, signature of the con-
sent term and use image term, characterization of the participant and application of a preliminary neuroanatomy’s test of knowledge, prepared by the responsible professor at the university. Subsequently, the participant performs the assembly of the synthetic (Fig. 6) and virtual (Fig. 7) encephalon, varying the order among the participants. After each test condition, the subject answered a questionnaire, with open and closed questions, to evaluate the experience. Through a 5-point Likert scale, participants opined about the ease of usage, fun, utility and possible discomfort caused by the VR. In a 7-point scale, they answered 6 questions from the SUS presence questionnaire Slater et al. (1994). Additionally, the subjects recorded their perceptions about the potentials and limitations of the game in open-ended questions and redid the knowledge test. Finally, comparative issues between the virtual and synthetic experiments were applied.

4.2.6 Results and Discussion

For each of the aspects covered in the experiment, the Shapiro-Wilk test was applied to verify whether or not they had normal distribution, followed by an analysis of variance and paired tests, in cases in which a difference between the experimental conditions was identified, to verify among which conditions there was a significant difference. In the case of data with normal distribution, the One-way ANOVA variance test was applied and, when the difference was identified, the Student’s t test was used to verify between which conditions there was a significant difference. On the other hand, for the non-normal distributed data, the non-parametric tests were applied: the Friedman test for analysis of variance and the Wilcoxon test to verify between which conditions there was a significant difference.

As described before, in the condition 1 (C1), the participant used the HMD and touch controls to assemble the virtual encephalon. In the condition 2 and (C2), the participants assembled the synthetic encephalon, that is, the present method used in the neuroanatomy course.

In the knowledge test, as showed in Fig. 8, we found a significant difference (kruskal p=0.1664 - synthetic and p=0.4177 - virtual) between the performance before (M=20.38 SD=20.85) and after the experiment (C1 M=46.3 SD=32.4 and C2 M=47.1 SD=38.4), what indicates that the methods really contribute to the learning process. However, no difference was found between the experimental conditions, evidencing that the virtual condition is equivalent to the synthetic.

Concerning the time to assemble the encephalon in the experimental conditions, in the synthetic condition the mean time was 6.14 with standard deviation of 0.13, and, in the virtual condition, the mean time was 9.52 with standard deviation of 0.32. It was possible to notice that the average time was higher in the virtual condition, which is acceptable since most participants are inexperienced in virtual reality. However, it is also noted that the difference in mean assembly time between conditions was very small.

The SUS questionnaire, which is composed of six items evaluated in a seven-point evaluation scale, was applied to verify to what extent the developed virtual environment allows a good level of presence in the users, so that this is an important characteristic of an AV that proposes to contribute to the learning process. As can be seen in the Figs. 9 and 10, no significant differences were found between the test conditions (wilcoxon p = 0.3049), and it was expected that in the synthetic condition the averages would all be very close to 7. This result may be associated with an inadequate interpretation of the real meaning of the sense of presence by participants, especially in the synthetic condition. However, even if
we consider that in the synthetic condition the sense of presence is 7 in all the questions, it fair to notice that the sense of presence in the virtual condition was quite high, having a mean of 6.13 and standard deviation 0.83.

Concerning encephalon assembly ease, as illustrated in Fig. 11, there was a split of opinion among the participants, especially in the case of the synthetic encephalon, in which exactly half of the people agreed that it was easy to assemble, while the another half disagreed. Regarding the virtual encephalon, a significant group, 6 of the 16 participants, agreed that it was easy to assemble, being that the most of the subjects disagreed. This result is probably associated with little experience in virtual reality, reported by most of the people who participated in the experiment, 7 of whom had never used it before and 5 used it only once.

Regarding the fun, participants also responded to a 5-point Likert scale, related to the affirmative sentence “It was fun to assemble the encephalon”. According to the Fig. 12, it is clear that the method, whether virtual or synthetic, was considered fun by the subjects. In spite of this, the results indicate that the use of virtual reality was even more fun than the assembly of the synthetic parts, being that, in this condition, 10 subjects fully agreed and 6 agreed, whereas in the synthetic condition, 5 fully agreed and 11 agreed.

In order to evaluate if the virtual condition could cause cybersickness, the affirmative sentence “The assembly of the encephalon caused discomfort” was presented to the participants. The subjects also responded to a 5-point Likert scale with the options “totally disagree”, “disagree”, “neutral”, “agree” and “totally agree”. The Fig. 13 shows the results of the participants’ answers, with the majority disagreeing both in the synthetic and virtual conditions, with slightly more disagreement in the virtual condition, which suggests that the game is applicable without depletion for the players.
experiment (C1 M=46.3 and C2 M=47.1), with no significant difference (t-test p=0.9572) between the experimental conditions (Fig. 15).

We found no significant difference in ease, utility and discomfort between the assembly of the synthetic and virtual encephalon. Regarding the degree of fun, the participants considered the virtual condition more fun than the synthetic one.

4.3 Third User Evaluation: Group Learning

This section presents a formal between-subjects experiment performed to determine whether or not VR is a suitable platform for group learning. Souza et al. (2020). We wanted to determine if a group knowledge transfer could be triggered in a VR application, and if we could observe an effect on learning between two different immersion levels. This is important for the scalability of the VR group-based learning approach when HMDs are not available to everyone in class. If the learning level is comparable between roles, the approach could be used in large scale, benefiting more people. More specifically, the goals of the study include to understand the relationship between two VR different immersion levels, to determine the presence level of two different immersion levels, to establish the effectiveness of a VR group-based learning application, and to assess the knowledge retention of two VR different immersion levels users.

4.3.1 Hypotheses

For this study we formulated three primary hypotheses.

- H1: the use of the virtual brain allows greater learning than the synthetic brain. This hypothesis is inline to the literature that indicate the effectiveness of VR to the educational process of health professionals (Kyaw et al., 2019b; Samadbeik et al., 2018).
- H2: in the VR platform, presence is greater to the student A, who is in a more immersive condition provided by the HMD and its interaction controls, than to the student B, who only visualizes the VE by the projector. According to presence literature, there is a direct relation between immersion and presence (Nash et al., 2000; Kim, 2005; Slater and Usoh, 1993).
- H3: there is an effect of the role (student A/student B) on the acquisition of knowledge.

4.3.2 Design and Conditions

To investigate the potential of using VR in group learning, we designed a controlled between-subjects experiment with two conditions varying the learning method: synthetic and virtual. In both conditions, student groups are composed of triads, randomly formed, with one in a more immersive condition and two in a less immersive and less interactive condition. The student “A” is the one who assembles the brain and, in the virtual condition, visualizes it on the HMD. The students “B” students observe the assembly and collaborate verbally to the solution, visualizing the scene on the projector in the virtual condition.

The synthetic method (Fig. 16) refers to the technique currently used in the vast majority of neuroanatomy courses, i.e. synthetic brain models (Fig. 17), given the difficulty of delivering to students a real human encephalon for manipulation in anatomy labs, due to its fragility and rapid degradation. Thus, synthetic brain models are made available to students, which can be disassembled and assembled, but wear out and need replacement over time.

The virtual method (Fig. 18) was proposed with the objective of overcoming the learning possibilities of the synthetic method and suppressing the need to acquire numerous units and periodic replacement of these models. As for teaching
and learning processes, in addition to promoting greater engagement, it is possible to include features such as gamification, activating and deactivating support texts and colors, including the names and functions for different brain parts, visualizing the interior parts, including sound effects, among others.

Two types of display are used in the virtual condition: HMD and projection. As illustrated in Fig. 18, in each trio of students, one visualizes the virtual environment through the HMD and the other two simultaneously follow on the projector. Using this combination, it is possible to investigate the benefits and limitations of using group-based VR, with different display techniques simultaneously, which decreases the cost and minimizes the setup time, if compared to the individual immersive VR.

4.3.3 Participants

Twenty-three students from a neuroanatomy class participated divided into two groups, randomly formed, to assess the synthetic and virtual conditions. In each group, the students were organized into teams of three, being that one participant assemble the brain and the other two assist them. We formed seven teams of three students each and one team of two students, totaling the 23 students sample. As four students, all of B type, being two of the synthetic condition and two of the virtual condition, obtained the maximum score in the pre-knowledge test, their scores were excluded from the sample in order to avoid the ceiling effect in the analysis of learning and retention.

4.3.4 Metrics

Objective (knowledge test score) and subjective (presence) measures were used in this study. The performance was obtained in the knowledge test and the subjective measure was collected through the application of a questionnaire. The knowledge test, a beginner neuroanatomy students exam developed by the responsible professor from the University, was composed of a human brain image, with the indication of the six parts that compose it. It was asked of the participants to indicate the name of each part and to the result was assigned a score from zero to 10 points. In order to check the knowledge retention, the same knowledge test developed by the course professor, was applied seven days after the experiment.

To measure presence, the Slater-Usoh-Steed questionnaire Slater et al. (1994), also known as SUS, was used. The SUS questionnaire underwent some changes and currently consists of six items evaluated on a seven-point rating scale, being seven the real sensation of being in a place.

4.3.5 Task

In the synthetic condition, the task begins with the eight anatomical parts of the brain, with their respective names, randomly arranged on a table. The main goal of the team is to assemble the synthetic brain in the shortest possible time. To do so, the student A picks up and assembles the parts while their peers only observed and verbally help (Fig. 16).

In the virtual condition, the task also begins with the eight anatomical parts of the brain, with their respective names, randomly arranged on a virtual table. The team goal was the same, i.e. to assemble the virtual brain in the shortest possible time. To do this, the student A – using HMD for visualization and its controls as virtual hands – picks up and assembles the pieces while their peers visualize by the projector and verbally help (Fig. 18).

4.3.6 Procedure

The procedure followed a typical protocol, beginning with a general explanation of the experiment, signing of the consent term and of the image use term, characterization of
Table 1. Mean and standard deviation for self-assessment, knowledge pretest, knowledge posttest, and retention test. Active are the participants who directly assembled the brain and Passive are those who only observed and collaborated verbally (range scale 0-10).

| Group | All | Active | Passive | Synthetic | Pretest | Posttest | Retention |
|-------|-----|--------|---------|-----------|---------|----------|-----------|
| Self-Assessment | | | | | | | |
| All | 10 | 5.13 (1.09) | 5.50 (2.82) | 6.66 (2.51) | 6.66 (3.12) |
| Active | 4 | 5.20 (0.40) | 6.67 (1.65) | 7.92 (2.49) | 7.50 (2.89) |
| Passive | 6 | 5.08 (1.43) | 4.34 (3.44) | 7.48 (2.74) | 6.10 (3.41) |

Figure 19. Neuroanatomy knowledge test box plot: synthetic (ST) and virtual (VR) conditions in pretest (PRE), posttest (POS), and retention test (RET). The bold lines are the medians and the boxes are interquartile bands with the result.

4.3.7 Results

For each of the sample distributions collected in this study, we performed a Shapiro-Wilk normality test. When the normal distribution was verified, the t-test was performed and when not, given that the samples are independent, we proceeded with the Mann-Whitney test – an unilateral non-parametric test. The confidence interval was 95% for statistical significance.

Table 1 shows the results for self-assessment, knowledge pretest, knowledge posttest, and retention test for all participants by role. Knowledge test scores range from zero to ten.

Figure 20. Neuroanatomy knowledge test scores in posttest (POS) and retention test (RET) for student A (AT) and student B (PS) students in the synthetic and virtual conditions. The bold lines are the medians and the boxes are interquartile bands with the result.

From the SUS-presence questionnaire, no statistically significant difference was detected in sense of presence between subjects who assembled and those who collaborated in the virtual condition (p=0.413). The overall mean for the sense of presence was 5.87 (SD=0.77), being 6.17 (SD=0.49) among students A and 5.63 (SD=0.92) among students B (see Fig.21). Again, although no difference was detected in our study due to a small sample, the trend points to a slight lower presence for the passive collaborators.
We hypothesized that using the virtual brain would provide the students’ self-assessment is in line with the average evidence to affirm that there is any difference in the learning effectiveness of VR to the educational process of health professionals Samadbeik et al. (2018); Murcia-López and Steed (2018), since the experience is engaging, enjoyable, useful Stepan et al. (2017), and have a positive effect on learning Kyaw et al. (2019b); Samadbeik et al. (2018).

Finally, we need to highlight that our study also has limitations related to the different participants previous knowledge levels for the content addressed. Nevertheless, as Muller Muller Queiroz et al. (2019) states, we believe that the use of educational technologies depends on the needs of the process involved, students profile, and resources available, and so their use is not a decisive factor in the acquisition of knowledge. For further investigation, we suggest a larger sample and the use of the game by people from other areas of knowledge or who are proven to have no previous knowledge on neuroanatomy.

### 4.4 Four User Evaluation: Remote Learning

Given the limitations and opportunities imposed by the ongoing Covid-19 pandemic, we conducted a brief assessment, with eight participants, to explore the possibilities of using the VR serious game in remote education. This study was carried out in a context that restricts the physical presence of students and teachers in educational institutions.

#### 4.4.1 Participants

Eight participants performed the remote task, 4 from a neuroanatomy class and 4 lay people. Some lay people participated in the sample, with the aim of also including participants without prior neuroanatomy knowledge. The sample consisted of 2 men and 6 women with an average age of 37.25 (SD 14.25) years. Among the students, all in the junior year of the undergraduate health course, 2 were in biomedicine, 1 in nutrition, and 1 in biomedical engineering. None of the 4 lay participants, all volunteers in this study, were health professionals.

In the self-assessment of knowledge about the human brain anatomy, in a zero to 10 scale, the average among students was 5.62 and among lay people was 0.75. In the test carried out before the game, the students average score was 8.5 and the lay people mean score was 1.5 (Table 2).

#### 4.4.2 Procedure

In this study, the teacher used the Rift CV1 HMD and its touch controls from his home and transmitted the virtual en-
environment (VE) through MS Teams, a Web conferencing tool (Fig. 22). The teacher interacted verbally with the students.

The teacher acted as an operator, verbally guided by the students who have the challenge of assembling the 3D human brain from its anatomical parts in the shortest possible time. The students visualized the VE (the virtual room with the anatomical brain parts on the table) from the operator advantage point on MS Teams screen, and guided the operator on how to assemble the brain, both using the name of the parts and their colors.

4.4.3 Results

The brain assembly mean time was 5.10 minutes (SD 0.12s). At the end of the test, we asked participants three qualitative questions about: the easiness of the game, degree of fun, and usefulness for neuroanatomy learning. They used a scale of 1 to 5, with 1 the lowest grade and 5 the highest, to respond. For the ease of the game, 6 participants indicated the score 4 and two indicated the score 5. For fun, 2 participants indicated 4 and 6 indicated 5. Equally, 2 indicated 4 and 6 marked 5 for the degree of utility.

We also applied the SUS-presence questionnaires in this study. The results for the 6 questions of the SUS were in average 4.92, which is slightly lower than the mean presence registered in the experiment of Section 4.

Among the general comments registered by the participants, some of them stated that the VE dispenses the manipulation of real/synthetic anatomical pieces and, because it is a game, it helps even more in learning. As for the limitations, it was registered that the field of view should be larger, enabling a better visualization of the VE as a whole. One of the participants registered “I felt that I actually participated in the editing, not only gave my opinion” and another “I felt I was in the game”.

In the knowledge test applied after the VR game use (Table 2), the mean score from lay persons was 6.0 (being 1.5 in pretest) and from students was 9.0 (being 8.5 in pretest).

Although this pilot study did not include a control group to compare with, the before-after results demonstrate potential for using remote VR as a tool to support teaching and learning processes, especially in the group of participants without prior knowledge on the topic. In addition to the motivation and curiosity instigated by the 3D environment, gamification mobilized and actively engaged the participants, an arguably important factor for learning and retaining knowledge. New tests, in other areas of knowledge and with a larger group of participants are necessary to confirm the indications.

5 Conclusions and Future Work

According to the literature, the effective use of VR for health education may improve knowledge transfer and deliver cost-efficient, safe and effective training. Related works show that immersive serious games are promising, including in health education, when compared to the traditional learning methods, are preferred by users, and improve performance. However, such effects greatly vary with the nature of the task, virtual environment and VR system setup. In addition, collaborative learning has also been considered a method that helps students to retain the information learned.

Our study aimed to advance research on the knowledge transfer and retention in a individual, group-based and remote immersive serious game. Thus, we presented the development and evaluation of an immersive VR serious game to support the neuroanatomy teaching and learning processes in health education. The main objective was to investigate the knowledge transfer and retention, besides presence. To carry out this investigation, we conducted four controlled experiment with 57 participants.

In order to carry out a first assessment with users, the game was used by a group of 10 students, from higher education, who were present in the last class of the Neuroanatomy discipline. The purpose of the evaluation was identify limitations and potentialities of the game, as well as get suggestions that might contribute to future releases. After completing the game, each subject answered a questionnaire, with open and closed questions, for evaluation of experience. Through a Likert scale of 5 points, the participants opined on the ease of use, fun, usefulness and possible discomfort caused by virtual reality. Already on a 7-point scale, each participant answered 6 questions from the SUS questionnaire about the feeling of presence in the game. Additionally, the participants recorded their perceptions of the potentials and game limitations on open-ended questions. All matches were
recorded for later analysis of behavior. As for the results, the game was considered easy to use (M=4.0), even though most participants have no previous experience with VR, and potentially useful (M=4.3) for the teaching and learning process of neuroanatomy. Also, the game was considered fun (M=4.7) and did not cause discomfort (M=1.9), commonly known as cybersickness in VR. Ease of use is potentially associated with the intuitive and natural way of picking up and dropping parts, provided by the use of the Oculus Touch controls, which control the virtual hands. The fun, on the other hand, is possibly associated with the immersive experience provided by the Oculus Rift and the fact of learning by playing.

In the second study, a within-subjects experiment involving 16 participants was conducted with the aim of evaluate the presence and learning between two different test conditions, that is, the assembly of the human encephalon with synthetic and virtual parts, individually performed by the participants. This experiment compared the most common current learning method, based on the use of a synthetic human encephalon, with a proposed virtual version, that intend to motivate the students through the immersive serious game characteristics. The results of this experiment suggest that the game created is easy to use, even by subjects that are inexperienced in VR, and is potentially useful for teaching and learning processes. In addition, the game was considered fun and did not cause discomfort, which is common in many RV applications. Considering the results of the questionnaire on the feeling of presence, a high average was obtained (6.13), and for four of the six questions, averages above 6.3 were obtained (on a scale of 1 to 7, with 7 representing the real sensation of being present in a certain place). In the knowledge test, we found a significant difference between the performance before (M=20.38) and after the experiment (M=46.3 in condition C1 and M=47.1 in C2), what indicates that the methods really contributes to the learning process.

In the third experiment we investigated knowledge transfer in a group-based learning condition use of the VR Neuro Game. To do this, a between-subjects experiment was conducted with 23 students to jointly assess learning, knowledge retention, and sense of presence. As a control condition, grouped students assembled a physical model of the human brain, while in the experimental condition, a virtual brain was assembled. In each group, one participant assembled the brain, while the others observed and verbally collaborated in a group-based learning strategy. Results shown high mean scores in the virtual condition. When comparing the knowledge test performance before and immediately after the experiment, we found significant difference only for the virtual condition. The same can be observed for retention.

Given the limitations imposed by the current reality of the Covid-19 pandemic to get a bigger sample, we conducted a fourth user study with eight participants to explore the possibilities of the VR serious game use in the remote education context. The results demonstrate good potential for using remote VR as a tool to support teaching and learning processes, especially in the group without prior knowledge on the topic.

Although we did not identify a significant difference in knowledge and retention, as well as in presence, the general results suggest the possibility of expanded use of immersive VR resources, applied to group learning, offering large-scale economic training, and effective when compared to individual immersive VR.

Future research, with a larger sample and different knowledge objectives, is necessary to better determine whether immersive VR is an adequate platform for group learning, as well as for the different immersion levels students.
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