Autolocalization in a dipolar exciton system
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We develop the autolocalization hypothesis suggested recently in [Andreev, Phys. Rev. Lett. 110, 146401 (2013)] to explain the formation of the macroscopically ordered exciton state (MOES) in semiconductor quantum wells [L. V. Butov et al., Nature (London) 418, 751 (2002)]. We argue that the onset of a periodical localizing potential having a macroscopic spatial period is possible in the systems where in addition to long-range dipolar repulsion the excitons exhibit resonant pairing at short distances. Our theory suggests, that the central incoherent part of each condensate in the MOES may represent a novel quantum molecular phase, which was predicted and discussed theoretically several years ago in the context of resonant Bose superfluids.
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It is well known that there is no Bose-Einstein condensation (BEC) in 1D and 2D bosonic gases at a finite temperature, because the off-diagonal long-range order (ODLRO) is destroyed by long-wave phase fluctuations [11, 2]. To observe the true second-order phase transition in a disorder-free low-dimensional system one has to introduce an external trapping potential. Localization suppresses the phase fluctuations [3, 4] and brings about criticality in thermodynamics by transforming the density of single-particle states (DOS) [5, 6].

Following these arguments, the author has recently postulated that the macroscopic ordering of excitons discovered [7] and recently duplicated [8] in high-quality semiconductor quantum wells (QW’s) can be considered as a manifestation of autolocalization [9]. Below few degrees Kelvin a uniform quasi-one-dimensional (quasi-1D) gas of dipolar excitons generated in the ring-shaped trap transforms into a chain of macroscopic aggregates seen as bright spots in the exciton photoluminescence (PL) pattern. Temperature dependence of the exciton energy exhibits the typical cusp at the transition point [9, 21]. Each aggregate consists of a bright core surrounded by a coherent halo of weaker PL intensity. Remarkably, the coherence of the PL in the halo is extended over the length scale comparable with the size of an aggregate [11]. These experimental facts have been phenomenologically taken into account in [9] by treating the aggregates as trapped Bose-Einstein condensates, the trapping along the chain being the result of electrostatic repulsion between the neighbors. The model allows one to estimate the number of condensates at the ring in equilibrium and to explicitly demonstrate the scale invariance and universality of the phenomenon [12] which are known to be the distinct features of the second-order phase transition [13].

Until now, however, microscopic origin of the autolocalization has not been understood. In particular, it has been unclear why the dramatic phenomena observed by Butov group [7, 11] do not take place in the experimental configuration employed by Snoke [13] which corresponds essentially to the same set of parameters.

In this Letter we describe the onset of the autolocalizing potential along the ring by considering quantum scattering of dipolar excitons in the fluctuation region near the phase transition. We show that coherent crystallization of the exciton gas may occur in the QW structures where, in addition to long-range dipolar repulsion, the excitons exhibit resonant pairing at short distances. A resonance in the exciton-exciton interaction potential may appear when the distance between electron and hole layers $d$ approaches (from above) the critical value $d_c$ which corresponds to the biexciton dissociation threshold estimated in [15, 16]. Numerical studies [15] indicate, that this unique situation may be realized in the sample used in [7, 11]. In such sample beyond the fluctuation region Bose-Einstein condensates are formed in each site of the autolocalizing potential. Strong electrostatic repulsion freezes the tunneling between the neighbors thus stabilizing the condensates against the long-wave collective excitations. Mean-field analysis shows that each condensate consists of two distinct excitonic and molecular phases. The molecular phase occupies the central dense part of a condensate and is distinguished by the absence of excitonic ODLRO.

According to Landau theory of second-order phase transitions [17], Bose-Einstein condensation (BEC) of excitons localized at the ring should be heralded by coherent fluctuations of the exciton order parameter above the corresponding critical temperature $T_c$. As one gets close to $T_c$, these fluctuations cover a large distance $L$ in the azimuthal direction. The probability to find the excitons in a coherent many-body state $|\Phi\rangle$ at fixed $T$ and chemical potential $\mu(T)$ can be evaluated as [17]

\[ w_\Phi \sim \exp\left(-\langle \Phi | \hat{\Omega} | \Phi \rangle / k_B T \right), \]

where $k_B$ is the Boltzmann constant and the fluctuation part $\hat{\Omega}$ of the grand canonical Hamiltonian of the system
reads
\[ \hat{\Omega} = \int \hat{\Psi}(\rho)^\dagger \left( -\frac{\hbar^2}{2m} \Delta + \frac{1}{2} m \omega_y^2 y^2 - \mu \right) \hat{\Psi}(\rho) d\rho + \frac{1}{2} \int \hat{\Psi}(\rho) \hat{\Psi}(\rho') V(\rho - \rho') \hat{\Psi}(\rho') \hat{\Psi}(\rho) d\rho d\rho', \]
with \( \rho = (x, y) \) being the coordinate of exciton translational motion in the structure plane. The exciton field operator \( \hat{\Psi}(\rho) \) can be conveniently recast in the form
\[ \hat{\Psi}(x, y) = \phi(y) \hat{\psi}(x), \]
where we assume tight harmonic confinement in the radial direction \( y \),
\[ \phi(y) = \frac{1}{(\sqrt{\pi} a_y)^{1/2}} e^{-y^2/2a_y^2}, \]
with \( a_y = \sqrt{\hbar/m \omega_y^2} \) being the corresponding oscillator length, and impose cyclic boundary conditions along the ring
\[ \hat{\psi}(x) = \frac{1}{\sqrt{L}} \sum_{k_x} c_{k_x} e^{ik_x x}, \]
with \( k_x = \{0, \pm 2\pi/L, \pm 4\pi/L, \ldots\} \). At the present stage we neglect the spinor nature of \( \Psi \). Modification of the theory to account for the exciton spin will be discussed later.

The presence of a gradient term in the expansion \( \hat{\Omega} \) suggests that, according to \( [1] \), the fluctuation modes which vary slowly along the ring will have the largest probability \( w_4 \). In particular, for a system interacting via an (effective) short-range potential
\[ V(\rho - \rho') = V_0 \delta(\rho - \rho'), \]
with \( V_0 > 0 \) (repulsion), an optimal fluctuation would be
\[ |\Phi_0\rangle = \frac{1}{\sqrt{N!}} (\hat{c}_0^\dagger)^N |\text{vac}\rangle, \]
where all \( N \gg 1 \) fluctuating excitons occupy the single-particle state with \( k_x = 0 \). In what follows we shall assume \( k_x a_y \ll 1 \) and explain, how this simple picture should be revised when taking into account the dipolar tail of the two-body potential
\[ V(\rho - \rho') \approx V_s (x - x') = \frac{\hbar^2}{m} \frac{x_s}{|x - x'|^3}, \]
where \( |x - x'| \gg a_y \gg x_s \) and \( x_s = m \epsilon^2 d^2/4\pi \hbar^2 \epsilon_0 \) is the characteristic dipole-dipole distance.

To work out the interaction of the fluctuation modes with small momenta in the simplest form, we take advantage of the fact that in the critical region \( T \to T_c \) the system is dilute and one can follow the Beliaev prescription \( [18, 19] \) to replace the actual microscopic potential \( V(\rho - \rho') \) by the corresponding s-wave scattering amplitude. This replacement can be done in two steps. We first substitute (3) and (6) into the Hamiltonian \( \hat{\Omega} \) to obtain a quasi-1D coupling constant \( V_0^{1D} = V_0/\sqrt{2\pi a_y} \) describing the contact part of the interaction. Next, we include perturbatively the contribution coming from distances of the order of \( k_x^{-1} \), where the relative motion of excitons becomes one-dimensional and is governed by the dipolar tail \( \hat{\Omega}_s \). This way we obtain \( [20] \)
\[ \hat{\Omega}_s = \sum_{k_x} \frac{\hbar^2 k_x^2}{2m} c_{k_x}^\dagger c_{k_x} + \frac{V_0^{1D}}{2L} \sum_{k_x, p_x, q_x} \left[ 1 + 2e \zeta (|p_x - q_x| x_s)^2 \ln(|p_x - q_x| x_s) \right] c_{k_x + p_x}^\dagger c_{k_x - p_x}^\dagger c_{k_x + q_x} c_{k_x - q_x}, \]
where \( c_{k_x}^\dagger \) and \( c_{k_x} \) are the fluctuation mode creation and annihilation operators, the dimensionless parameter \( \zeta \) is defined by
\[ \zeta = \sqrt{2\pi} \frac{\hbar^2}{2e} \frac{a_y}{m V_0 x_s}, \]
with the prefactor \( 2e \) (\( e=2.718\ldots\)) being introduced for future convenience and we have taken into account that \( \mu(T \to T_c) \approx \hbar \omega_y/2 \).

The logarithmic momentum-dependent term in the ersatz Hamiltonian \( \hat{\Omega}_s \) describes the effect of long-range dipolar interaction on the fluctuating excitons and it alters dramatically their collective behaviour as compared to the result \( [7] \). Namely, it can be shown \( [20] \), that as the one-dimensional density \( n_1 \equiv N/L \) of a fluctuation becomes larger than
\[ n_c = (x_s \ln \zeta)^{-1}, \]
the expectation value \( \langle \Phi | \hat{\Omega}_s | \Phi \rangle \) is minimized not by the spatially uniform configuration \( [7] \), but by
\[ |\Phi_k\rangle = \frac{1}{\sqrt{N!}} (\hat{c}_k^\dagger + \hat{c}_k^\dagger)^N |\text{vac}\rangle, \]
where for \( n_1 = n_c \) the wave-vector \( k \) is given by
\[
  k = k_c \approx 0.14 \left( \sqrt{x_s} \right)^{-1}.
\] (13)

The coherent many-body state \( | \Psi_k \rangle \) represents a crystalline structure where a periodic self-consistent field
\[
  V_{\text{auto}}(x) = \langle \Phi_k | \hat{\nabla}_x^2 \hat{\psi}(x) \hat{\psi}(x) \hat{\psi}(x) \hat{\psi}(x) \rangle | \Phi_k \rangle
\]
\[
  = -\frac{\hbar^2}{2m} v^2 \left( 2k x_s \right)^2 \ln(2k x_s) \cos(2k x)
\] (14)
and a periodic density distribution
\[
  n_1(x) = \langle \Phi_k | \hat{\psi} \hat{\psi} | \Phi_k \rangle = n_1 \cos^2(kx)
\] (15)
maintain each other.

A possibility for the system to produce a fluctuation of the type \( | \Psi_k \rangle \) requires the magnitude of the autolocalizing potential \( V \) to be of the same order as an increase of the contact interaction energy due to the exciton density modulation \( \zeta \). This limits the relevant parameter to
\[
  \zeta \gg 1.
\] (16)

In the opposite limit, when \( \zeta \rightarrow 1 \), the activation energy
\[
  \Omega_c = \langle \Phi_k | \hat{\nabla}_x \hat{\psi} \hat{\psi} | \Phi_k \rangle |_{k=k_c} = \frac{\hbar^2}{m} \frac{2e}{\zeta \ln \zeta}
\] (17)
becomes increasingly large, with the consequence that the system will remain in the uniform state \( | \Psi \rangle \). Clearly, the latter holds for \( \zeta \lesssim 1 \) as well.

At a first glance, the requirement \( \zeta \gg 1 \) is never fulfilled in real systems, which manifest tremendous blueshift of the exciton PL line below \( T_c \). Indeed, for the experiments \( \zeta \approx 0.1 \), owing to a large value of the 2D coupling constant \( V_0 \). This observation presents an apparent challenge to our theory.

To explain the buildup of a macroscopic spatial order in the systems characterized by strong repulsion, one should go beyond the spinless model introduced above. We shall now consider the contact part of the exciton-exciton interaction in more detail, accounting for possible exchange effects between the constituent electrons and holes.

At small interlayer distance \( d \) the exchange interaction is known to prevail over the dipolar repulsion, leading to binding of excitons into molecules (biexcitons) in the scattering channel where both electrons and holes in the colliding excitons have anti-parallel spins (this channel is denoted as "type I" in the inset of Fig. 1). At low temperatures this may result in attractive interaction between the excitons \( | \Psi_\uparrow \downarrow \rangle \) and favor formation of metallic electron-hole droplets \( | \Psi \rangle \), which precludes observation of an exciton BEC. As one increases \( d \), the biexciton binding energy decreases, until, at some critical value \( d_c \), the true bound state disappears \( | \Psi \rangle \).

It is natural to expect, however, that for \( d \geq d_c \) the corresponding two-body potential (dashed line in Fig. 1) can admit a quasi-bound state (resonance) with positive energy and finite lifetime.
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**Figure 1.** Two-body interaction potential as a function of relative distance between the excitons for two types of scattering channels depicted schematically in the inset. The type II interaction is featureless, characterized by strong repulsion at short distances. The type I scattering channel, in which two electrons and two holes in the excitons simultaneously have anti-parallel spins, can admit a quasi-bound state (resonance) with positive energy and finite lifetime.
teraction (19) may be employed for condensed excitons of regularly spaced beads. Excitons start to condense at then may be regarded as a seed lattice nation with the external confinement along $y$ minima of the autolocalizing potential (14). In combination with the external confinement along $y$, the latter then may be regarded as a seed lattice into which the excitons start to condense at $T = T_c$, forming a pattern of regularly spaced beads.

With the substitution $n_1 V_0^{1D} \rightarrow \mu$ the effective interaction (19) may be employed for condensed excitons as well. However, its validity is now limited to a small peripheric region around each bead, where the system remains dilute. As one moves towards the dense cores, the (local) chemical potential $\mu$ increases and the system exhibits a crossover to a strongly repulsive molecular phase, where all excitons are paired. This behaviour can be better understood from Fig. 2 where we present a mean-field phase diagram of a uniform 2D system, described by the Hamiltonian (18) with $\omega_y \equiv 0$. In the inset we show a sketch of a 2D harmonically trapped condensate energy profile, which can be obtained by translating the line $\varepsilon = \text{const}$ of the diagram by means of the local density approximation (LDA). The quantum molecular phase (dark grey color) occupies the central dense part of the bead and is distinguished by the absence of excitonic ODLRO (and the associated excitonic superfluidity). This important corollary of our theory is consistent with the experimentally observed patterns of spontaneous coherence of exciton PL (11).

Finally, let us briefly discuss the coherence properties of the system. As is known, BEC does not occur in (quasi-)1D Bose gases because of the enhanced role of the long-wave phase fluctuations in such geometries [31]. Robustness of the macroscopically ordered exciton state (MOES) to these excitations is ensured by strong quantum fluctuations of the Josephson relative phases, which originate from depleted regions in between the beads [9, 32]. These fluctuations drive the coherent state (12) into a number squeezed fragmented configuration (Fock state), thus setting an ultraviolet cutoff $k \sim k_c$ for the elementary excitation wave vector. This way the MOES represents a chain of independent, but fully coherent 2D condensates [33].

To conclude, we have argued that the autolocalization and formation of the MOES should be observed in the QW structures where, in addition to long-range dipolar repulsion, indirect excitons exhibit resonant pairing at short distances. This resolves the long-standing conundrum of the absence of macroscopic ordering and associated BEC in the exciton system studied in [14]: the distance between the two CQW layers here is too large for occurrence of the resonance in the exciton-exciton interaction. Our theory suggests, that the central incoherent part of each bead in the MOES may represent a novel quantum molecular phase, which was predicted and discussed theoretically several years ago in the context of resonant Bose superfluids [27].
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