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Nanomagnetic logic, in which the outcome of a computation is embedded into the energy hierarchy of magnetostatically coupled nanomagnets, offers an attractive pathway to implement in-memory computation. This computational paradigm avoids energy costs associated with storing the outcome of a computational operation. Thermally driven nanomagnetic logic gates, which are driven solely by the ambient thermal energy, hold great promise for energy-efficient operation, but have the disadvantage of slow operating speeds due to the slowness and lack of spatial selectivity of currently employed global heating methods. As has been shown recently, this disadvantage can be removed by employing plasmon-assisted photoheating, where selective local heating is achieved by the polarization dependence of the optical absorption cross section of the nanomagnet. Here, we show by means of micromagnetic and finite-element simulations how such local heating can be exploited to design reconfigurable nanomagnetic Boolean logic gates. The reconfigurability of operation is achieved either by modifying the initializing field protocol or optically, by changing the order in which two orthogonally polarized laser pulses are applied. Our results thus demonstrate that nanomagnetic logic offers itself as a fast (up to gigahertz), energy-efficient and reconfigurable platform for in-memory computation that can be controlled via optical means.
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I. INTRODUCTION

The success of computing in the past decades has been based on the development of charge-based electronics with a von Neumann architecture, which separates the domains of computation and data storage. However, due to the increasing demand in analysis of “big data” in recent years, alternative computation architectures and physical platforms are explored for their potential improvements in energy efficiency and data access [1–3]. Magnetic tunnel junctions [4–6], spin wave conduits [7–10], and magnetic textures such as domain walls [11–14] and skyrmions [15] have been proposed to lie at the basis of computing paradigms to complement current technology that relies on complementary metal oxide semiconductors (CMOSs).

Another promising candidate is nanomagnetic logic (NML), due to its nonvolatility and the potential for low-power operation [16–23]. NML makes use of bistable single-domain nanomagnet islands that encode bits 0 and 1. This state information is communicated to other nanomagnets by magnetic stray fields, which can be tailored by placing the islands in a suitable geometrical arrangement. The fundamental operating principle of a NML gate relies on reaching the logically correct low-energy output state of the interacting ensemble via a series of successive reversals of the individual nanomagnets [20,24–27]. This principle allowed the implementation of different logical functions, e.g., three-input majority gates [20] and NAND gates [25].

In a conventional approach to computation, nanomagnet reversals are triggered by an external clocking field, which aligns the magnetization of an island along its hard axis [28–33]. This unstable state allows a fast relaxation (down to nanoseconds) into the logically correct low-energy state, which is distinguished by head-to-tail moment arrangements that minimize magnetostatic energy contributions. However, generating the clocking field requires an external power source, and thus comes at an increased energy cost of operation, even though the past decade has seen progress on improving the efficiency of clocked-operation NML, e.g., via the spin-Hall effect [31] or strain-mediated switching [32,33].

Another operation mode for NML relies on thermally driven magnetic reversals toward a low-energy state, ideally at ambient temperatures, which could offer energy efficiency near the fundamental Landauer limit [34]. However, the last fifteen years of research have shown that deterministic logic and low-power operation via thermal relaxation at room temperature are largely incompatible [35–37]. The trade-off between energy efficiency and...
reliability stems from the fact that thermally assisted switching requires nanomagnets with low-energy barriers, which is usually achieved by reducing either their size or saturation magnetization. Unfortunately, these modifications go hand in hand with weakening the magnetostatic interactions, which are crucial for logical correctness.

In addition to the drawback of unreliability, the potential advantage of energy-efficient operation of thermally driven NML gates is hampered by slow operation speeds: the time required to obtain the low-energy output state by annealing either at constant temperature [22,24,26,38] or via a cooling protocol [25] is of the order of hours. Furthermore, these heating protocols are global and, therefore, lack spatial selectivity to operate more complex logical circuits of hundreds of nanomagnets and impede the integration of NML with CMOS technologies.

To address the problems of reliable and localized operation, it would be advantageous to control the temperature of individual nanomagnets. The selective heating of nanomagnets, thereby lowering their energy barrier while preserving strong dipolar coupling with the neighboring islands, would offer a solution to the problem of having a high energy efficiency and reliability, which is necessary to make the concept of NML applicable. Such local heating has been reported recently in hybrid ferromagnetic plasmonic nanostructures, where the temperature of individual islands is controlled via the light polarization [39].

In this work, we present an operating mode for NML, exploiting local thermoplasmonic heating to engineer a relaxation pathway that guides a NML gate reliably and deterministically toward the low-energy output state, on nanosecond time scales. This is illustrated for a reconfigurable AND-OR gate, the design of which is based on a magnetic vertex of four hybrid nanoislands. By means of micromagnetic and finite-element simulations, we demonstrate a high gate reliability and discuss physical considerations for successful gate design. We estimate the optical energy required for a gate operation, yielding a nonvolatile result, in the picojoule range, which is comparable to the costs of writing a bit to a hard drive. Our approach thus combines nonvolatile information storage, optical synchronization, and potential reconfigurability of nanomagnetic logic at nanosecond time scales.

II. PLASMON-ASSISTED OPERATION OF NANOMAGNETIC LOGIC GATES

To enable optically controlled NML, we rely on the concept of thermoplasmonic heating via excitation of localized surface plasmons (LSPs) in metal nanostructures [40], which enable local temperature increases up to several hundreds of kelvin [40,41]. Such optical excitations of nanoheaters can be used to promote thermally assisted magnetic switching in hybrid plasmonic nanomagnetic elements [39].

The dependence of the plasmonic heating efficiency on the focal spot position and light polarization [42,43] allows us to implement spatially selective heating schemes, as illustrated in Fig. 1. Here, elliptical thermoplasmonic nanomagnetic hybrid elements of different shape and direction are arranged in a vertex configuration. Because of the orthogonal orientation of the four islands, this design allows us to use the polarization-dependent thermoplasmonic heating to address specific nanomagnets for the logic operation: if illuminated with a short polarized nanosecond laser pulse, and with proper choice of the hybrid element dimensions, only one of the four elements is heated significantly, while the others remain cold, even if the beam diameter exceeds the size of the vertex [39,40].

Using thermoplasmonic heating is therefore ideal to drive NML, as it preserves strong magnetostatic stray fields from the neighboring nanomagnets, which remain cool, but allows one to heat the relevant (output) nanomagnet close to its magnetic Curie temperature $T_C$ to trigger a deterministic switching event. The combination of these effects massively increases the chances to drive NML gates into their computationally correct low-energy state, as compared to global heating schemes.
FIG. 2. Gate design and working principle. (a) A thermoplasmonic NML gate consisting of four nanomagnets arranged in a square vertex, similar to the square ASI unit, where bits 0 and 1 correspond to in-plane magnetizations pointing to the left or down and right or up, respectively, as indicated by the pink arrows. The ferromagnetic islands are placed on top of gold plasmonic nanoheaters with a thickness $t_{Au} = 30$ nm. The substrate is made of glass. Because of the higher Curie temperature $T_C$ of permalloy, the input islands (labeled $A$ and $B$) have a fixed magnetization direction when the gate is heated. (b) In the case of a global heating scheme, either of the bias and output islands is able to reverse (two-headed arrow), yielding two possible vertex configurations of lower magnetostatic energy and thus a stochastic output. (c) Based on the light polarization, thermoplasmonic heating allows for the selective heating of the output island (having its long axis along the beam polarization $E$). This enables deterministic gate operation with one final state as only the output island is heated close to $T_C$. Islands in gray and white have a magnetic moment pointing in to and out of the vertex, respectively.

III. GATE DESIGN

In the following, we describe the behavior of the simplest possible reconfigurable AND-OR NML gate with four islands, i.e., two input bits, labelled $A$ and $B$, an output bit, and a bias island. As shown in Figs. 1 and 2, we arrange these in a four-vertex configuration, inspired by a basic building block of square artificial spin ice (ASI), which has a well-known energy hierarchy [44]. As indicated by the pink arrows in Fig. 2(a), bit 0 corresponds to an in-plane magnetization pointing to the left or down, bit 1 to a in-plane magnetization pointing to the right or up.

Materials as well as the sizes and aspect ratios of the hybrid nanoislands have to simultaneously optimize four objectives: to allow for (i) a magnetic field protocol that can set the initial high-energy states, (ii) polarization-selective thermoplasmonic heating to reverse the magnetization of the bias or output island, without substantially increasing the temperature nor changing the magnetization of the other islands, (iii) magneto-static interactions that are sufficiently strong to induce the desired logical behavior, and (iv) compatibility with fabrication via state-of-the-art nanolithography. Meeting design objectives (ii) and (iii) is facilitated by using nanoislands consisting of different magnetic materials: by fabricating input islands $A$ and $B$ from permalloy (Py, a nickel-iron alloy with $T_C^{Py} = 843$ K) with high $M_s$ we ensure strong stray fields, whereas the bias and output islands can be switched with less required heating, and thus a smaller beam fluence, to achieve temperatures close to $T_C$ by fabricating them from nickel (Ni, $T_C^{Ni} = 628$ K).

We consider Py input islands $A$ and $B$ with lateral dimensions of $250 \times 70$ nm$^2$, while the vertical bias island and the horizontal output island are made of nickel with lateral dimensions of $150 \times 100$ nm$^2$. The thickness of all ferromagnetic islands is equal to $t_{FM} = 20$ nm and the edge-to-edge interisland distance is 80 nm. The ferromagnetic islands incorporate thermoplasmonic heaters made of gold (Au) with a thickness of $t_{Au} = 30$ nm on a glass substrate, which promote LSPs with sharp peaks in the visible spectral region [40,41].

IV. GATE OPERATION

A nanomagnetic computation cycle consists of three steps. First, the input and bias islands have to be initialized in their desired configuration. Second, the NML gate is thermally excited to relax to a suitable low-energy state. Finally, the obtained state is measured. As illustrated in Figs. 2(b) and 2(c), deterministic NML operation in the presented four-vertex gate is only obtained in the case of plasmonic heating for input configuration 10. In the case of global heating, e.g., via a thermal contact with a hot-plate or plasmonic heating with circularly or diagonally polarized light, either the Ni bias or Ni output island can switch. However, global heating does not allow for any control which of the two islands will switch first. The computational outcome, with two more-or-less equally possible vertex configurations, is therefore stochastic [see Fig. 2(b)]. In contrast, shown in Fig. 2(c), the polarization-dependence of plasmon-assisted photoheating allows to heat the output island only, selecting a precise relaxation path and resulting in deterministic computational outcome.

A. Initialization: field protocol

The initialization protocol has to prepare the input bits $A$ and $B$ to their desired state, as well as to ensure that the bias moment is set consistently for the desired logic operation [1 (bias moment pointing up) for the AND operation and 0 (bias moment pointing down) for the OR operation as we discuss later in Sec. IV C and Fig. 5(a)].
FIG. 3. Operating principle of the proposed reconfigurable thermoplasmonic NML gate, where the states are labeled according to the nomenclature of the energy hierarchy of ASI vertices with $E(T4) > E(T3) > E(T2) > E(T1)$. (a) The first step of the field protocol, shown in the top row, sets the input bits via the saturation with field $\vec{H}$. In the second step of the field protocol, a smaller field $\vec{h}$ is applied to set the desired orientation of the bias moment. (b) AND logic is induced by irradiating the entire gate with a laser beam of horizontally polarized light. Because of the preferential thermoplasmonic heating of the horizontal output island, the magnetization of this island can reverse to a state of lower energy, as indicated by the dotted arrows. (c) OR logic is induced by irradiating the entire gate with a laser beam of vertically polarized light (which allows the switching of the vertical nickel island) and thereafter with horizontally polarized light (which allows the switching of the output island).

In this work, we consider the two-step field protocol shown in Fig. 3(a). The input islands are initialized by applying a sufficiently large magnetic field $\vec{H}$ along the 00, 01, 10, or 11 direction, depending on the input configuration to be set. The field-saturated state thus obtained is subsequently subjected to a second, smaller, external magnetic field. This field $\vec{h}$ allows us to independently set the magnetization of the nickel bias and output island, as its amplitude is too small to reverse the magnetization direction of the permalloy input islands. The latter have a larger coercive field, due to the higher aspect ratio (3.6 versus 1.5) and zero-kelvin saturation magnetization (965 versus 615 kA/m [45]). In the example shown in Fig. 3(a), the field $\vec{h}$ is applied diagonally such that it switches the bias moment to point up, and as a consequence, sets the output moment to point toward the right.
It should be noted that this initialization protocol is intended only as an illustrative example (which is convenient to use for lab-based demonstration experiments), and other initialization techniques like spin-polarized current pulses and the spin-Hall effect may be considered as well.

**B. Optical selectivity and magnetostatic interactions**

The configurations as initialized with the suggested field protocol, or using other initialization procedures, are generally high-energy states following a hierarchy $E(T4) > E(T3) > E(T2) > E(T1)$, where $T_i$ denotes the specific vertex configuration according to the convention used for square ASI [44]—all state configurations and their energies are shown in Figs. 5(a) and 5(b) below.

As shown in Figs. 3(b) and 3(c), the relaxation toward the low-energy state is governed by irradiating the entire gate with a laser beam. Horizontally polarized light predominantly heats the horizontal output island (allowing it to switch when energetically favorable), whereas vertically polarized light will predominantly heat the vertical bias island. By suitable choice of the island’s aspect ratio, the input islands are configured to remain cool upon illumination, such that their magnetization remains fixed.

For input configurations 00, 01, and 10, the gate relaxes to the logically correct state, as controlled by the island-selective thermoplasmonic heating. In contrast, no switching occurs for input configuration 11 (fourth column of Fig. 3) because the reversal of the output or bias island would lead to a high-energy $T3$ state. A simultaneous switching event of both nickel islands from the initial $T2$ state directly to the $T1$ ground state is only possible via global heating but unlikely to occur.

To achieve the desired island-selective thermoplasmonic heating, the difference in the polarization-dependent LSP absorption cross sections should be as large as possible for the bias and output islands. Therefore, the long ellipse diameter is set at $d_{\text{max}} = 150$ nm such that the maximum of the plasmonic resonance occurs at a laser wavelength of $\lambda = 728$ nm for light polarization along this axis. The short axis length is mainly determined by the condition that light polarization parallel to this axis should result in a significantly lower LSP energy-absorption efficiency, putting an upper limit on $d_{\text{min}}$. Using $d_{\text{min}} = 100$ nm, which allows reliable fabrication using nanolithography methods, the absorption cross sections are $4.1 \times 10^{-14}$ and $0.7 \times 10^{-14}$ m² for polarization along the long and short axes, respectively (see Appendix A1 for simulation details).

While the horizontal output island gets heated upon illumination, the horizontal input island $A$ should remain sufficiently cold to keep its magnetization direction fixed. A similar reasoning applies to the vertical bias island and the vertical input island $B$. Therefore, the axes of these input islands are chosen such that the LSP frequency does not match the frequency of the laser beam, i.e., that they exhibit poor thermoplasmonic efficiency. As detailed in Appendix A1, the absorption cross section of the 250 $\times$ 70 nm² input island $A$ is equal to $2.3 \times 10^{-14}$ m² in the case of irradiation along the long axis, which is almost half compared to the output and bias island. The other input island $B$, having its short axis along the beam polarization, is not heated at all, since the absorption cross section for irradiation along the short axis is 10 times smaller.

In addition, due to the higher Curie temperature of permalloy as compared to nickel (843 versus 628 K), the saturation magnetization of the input islands and hence their switching energy barrier are marginally affected by plasmonic heating; at the maximal light-induced temperature of about 600 K, the decrease of $M_s$ is about only 25% with respect to room temperature [see the temperature profiles of islands $A$ and $B$ shown in Fig. 4(d) below].

The transitions shown in Fig. 3, on which the operation of our gate relies, involve the reversal of an island’s magnetization. Such a reversal occurs on a nanosecond timescale when the local temperature of the island approaches its Curie temperature $T_C$. For a reliable switching event from one state to another, the magnetostatic energy of both states must remain substantially different close to $T_C$ such that the transition probabilities are highly asymmetric, in the sense that only the transition from the high-energy to the low-energy state can take place.

Therefore, our gate is designed to have sufficiently strong magnetostatic interactions, by setting the thickness at $t_{\text{FM}} = 20$ nm to enlarge the magnetic volume, by placing the islands close with an edge-to-edge interisland distance of 80 nm, and by using input islands made of permalloy because of its high saturation magnetization. Since the bias or output island is heated up to $T_C$, its saturation magnetization almost vanishes, making it less relevant for yielding strong interactions.

**C. Operational reconfigurability**

Employing the field protocol of Fig. 3(a) and a horizontally polarized light pulse $\hat{1}$, our gate displays the behavior of a logical AND gate [Fig. 3(b)]. However, the same gate design can be used as a logical OR gate by altering the second step of the field protocol, with the small external field $h$ pointing to the bottom right instead of the top right, such that the magnetization direction of the vertical bias island is initialized downward instead of upward, yielding $T3$, $T1$, $T2$, and $T3$ as the initial states for input configurations 00, 01, 10, and 11, respectively. These states are then subject to horizontally polarized light, allowing the magnetization of the output island to reverse from right ($\rightarrow$) to left ($\leftarrow$) when energetically favorable. The transition occurs for input configuration 00 ($T3 \rightarrow T2$), but not for input configuration 01 ($T1 \rightarrow T3$), input configuration 10 ($T2 \rightarrow T3$), and input configuration 11 ($T3 \rightarrow T4$). As
FIG. 4. Time-dependent thermoplasmonic heating. (a) The temperature of the gate at t = 20 ns after the start of the laser pulse with light polarization $\vec{E}$ along the horizontal direction (white arrow), focused on a nearly diffraction limited two-dimensional Gaussian spot of 1 μm FWHM diameter, as indicated by the dashed line. (b) Beam fluence as a function of time when applying two Gaussian laser pulses of 7.8 mW. The horizontally polarized light pulses, with wavelength $\lambda = 728$ nm, are 8.5 ns FWHM and separated by 9.5 ns. The amplitude of the second pulse is only 40% compared to the first pulse. (c) The temperature of each island as a function of time due to the applied laser pulses (symbols). A log-normal distribution has been fitted to the data (solid lines). (d) The saturation magnetization of each island as a function of time.

As shown in Fig. 3, reconfigurability can also be achieved in an optical manner, which is particularly advantageous to dynamically reprogram the logical operation even after its initialization. The light protocol determines whether the gate displays the behavior of a logical AND gate [Fig. 3(b)] or a logical OR gate [Fig. 3(c)]. The magnetization of the output island settles into a direction that is consistent with AND logic by applying a horizontally polarized light pulse (1) [Fig. 3(b)]. In contrast, as shown in Fig. 3(c), OR logic is observed in the case of a vertically polarized pulse (1) followed by a horizontally polarized pulse (2). Thus, while it suffices to apply a single pulse to induce AND logic, the OR gate requires the subsequent application of both light polarizations. Considering the energy of operation and speed for an individual gate, it is therefore beneficial to use the field reconfigurability to induce OR logic, in which case only one pulse is needed.

V. GATE PERFORMANCE

A. Simulations

We use COMSOL Multiphysics® [46] to calculate the absorption cross sections and to model the light-induced temperature increase in the hybrid ferromagnet-heater nanostructure [Fig. 4(a)], as detailed in Appendix A1 and Appendix A2.

The light pulses can be described as the sum of two Gaussian light pulses, each one of 8.5 ns full width at half maximum (FWHM) and separated by 9.5 ns, as shown in Fig. 4(b). The amplitude of the second pulse is only 40% compared to the first pulse, where the pulse energy of the latter is equal to 63 pJ (yielding a net pulse energy of 88 pJ). This double-pulse excitation at a wavelength of $\lambda = 728$ nm is chosen to obtain a temperature profile in which only the output island is heated close to its Curie temperature $T_C$ and remains at this temperature for a time of about 10 ns, as shown in Fig. 4(c). This enables sufficient time for the nickel output island to reliably switch. A log-normal distribution, cut-off at the Curie temperature of the nickel output island ($T_C^{\text{Ni}} = 628$ K), is fitted to the temperature profile $T^i(t)$ of each island, with $i$ denoting the $A$, $B$, bias, or output islands.

These fitted temperature profiles $T^i(t)$ are used to describe the time evolution of the respective saturation magnetization $M_s^i[T^i(t)]$ in the micromagnetic simulation program MuMax3 [47,48], which numerically solves the stochastic Landau-Lifshitz-Gilbert equation. The saturation magnetization is equal to [39,49]

$$M_s^i[T^i(t)] = M_0^i [1 - T^i(t)/T_C^i]^{0.35},$$

and displayed in Fig. 4(d) for each of the four islands. We use the Curie temperature $T_C^{\text{Py}} = 843$ K for the permalloy islands ($i = A, B$) and $T_C^{\text{Ni}} = 628$ K for the nickel islands ($i =$ bias, output). The values used for the saturation magnetization at zero kelvin are $M_0^\text{Py} = 965$ kA/m.
FIG. 5. Energy hierarchy and gate operation. (a) Sixteen possible spin configurations, with the bias island set to 1 (↑, top row) or 0 (↓, bottom row). (b) The normalized magnetostatic state energies (at $T = 300$ K) result in an energy hierarchy $E(T4) > E(T3) > E(T2) > E(T1)$. (c),(d) The logic table for the AND gate for different input configurations, with the bias island set to 1 by the field $\vec{h}$ and the output island to 1 and 0, respectively. The correct output is either obtained from a switching event (e.g., 1 to 0) or by the system remaining in a low-energy state. The last row gives the performance of the simulated gate, i.e., the success rate at which the correct operation (switch or stay) is observed. The operation (switch versus stay) is reversed for both AND gates, as indicated by the asterisks. (e),(f) Equivalent logic table for the OR gate, with the bias island set to 0 by the field $\vec{h}$ and the output island to (e) 0 and (f) 1. These gates are related to the AND gates in (c) and (d) by a global reversal symmetry ($0 \leftrightarrow 1$).

for permalloy ($i = A, B$) and $M_{0}^{Ni} = 615$ kA/m for nickel ($i =$ bias, output) [45]. Plots of the saturation magnetization of nickel and permalloy as a function of temperature can be found in Appendix A3.

Our gate design, shown in Fig. 2(a), is discretized in cells of $5 \times 5 \times 10$ nm$^3$, where we only explicitly include the magnetic part of the design in the micromagnetic simulations. The damping constant is set at $\alpha = 0.02$, the exchange stiffness at $A = 1.3 \times 10^{-11}$ J/m, and the magnetocrystalline anisotropy constant at $K = 0$.

To investigate the performance of our gate, we check whether the magnetization of the output island is oriented along the desired direction after applying a horizontally polarized light pulse (i.e., at $t = 100$ ns). Each input configuration is tested 200 times, with the magnetization direction of the vertical bias island initialized upward and downward to recover logical AND and OR behaviors, respectively, to demonstrate the reconfigurability of our gate. In addition, to reveal underlying symmetries, we initialize the output either at bit 1 (by applying the small external field $\vec{h}$ in the second step of the field protocol pointing diagonally to the upper or lower right) or at bit 0 (by applying $\vec{h}$ diagonally to the upper or lower left). Figures 5(c)–5(f) show all of the four possible gate initializations with respect to the state of the bias and output island. In our micromagnetic simulations, these initial states are set directly instead of via a field protocol for the sake of simplicity.
B. Results

The performance of the simulated gates, i.e., the success rate of the logically correct operations, is determined by the energy difference between the involved states. In the case of a pronounced energy difference (first, second, and last columns of Fig. 5), the performance is always 200/200. However, for a smaller energy difference (third column), the performance depends on whether a reversal of the output island is required in order to obtain the desired logical behavior, as indicated with the asterisks.

Although the energy difference is the same for AND 01* and AND 01 [see the third column of Figs. 5(c) and 5(d)], the performance is slightly worse when a switching event has to occur (192/200 versus 200/200). The symmetry breaking is explained by the ringing effect that takes place after a reversal. Because of this rotational inertia effect, the final state oscillates about the minimum energy for some time. As a consequence, the energy difference with the high-energy state, which is already very small for this input configuration, momentarily reduces, making it more likely to switch back to the logically incorrect high-energy state.

In Fig. 5, the AND gates shown in panels (c) and (d) are related to the OR gates of panels (e) and (f), respectively, by a global reversal symmetry, which allows us to convert an AND gate into an OR gate and vice versa [25]. When reversing all of the magnetic moments (bits), the magnetostatic energy remains unchanged, as it scales as $|\hat{m}|^2$. Therefore, the performance of such globally symmetric gates is expected to be identical. As verified with micromagnetic simulations, the observed success is the same, except for AND 01* (192/200) and OR 10* (198/200), for which the difference of events can be explained by Poisson statistics [50].

C. Discussion

Because of the symmetries relating the AND-OR system, we can restrict the discussion to the AND gate shown in panel (c) of Fig. 5 without a loss of generality.

The performance of our gate is determined by the time it takes for the output island to reverse its magnetization. The temperature profile shown in Fig. 4(b), where the temperature of the output island remains sufficiently high for only 10 ns, dictates that the magnetic switching needs to take place at the same time scale if the logical behavior requires such a transition. To determine the switching time and to understand the relevant underlying physics, we use a simplified model in which transitions occur via a coherent reversal. This model is validated by the spatially resolved micromagnetic simulations (see Fig. 10 in Appendix A4).

For a transition in which the states are separated by an energy barrier $E_{\text{bar}}$, the switching time can be expressed by an Arrhenius law

$$\tau_s = \tau_0 \exp \left( \frac{E_{\text{bar}}}{k_B T} \right)$$

with $k_B$ the Boltzmann constant and $\tau_0 = 1/(2\alpha_0)$ the inverse of twice the attempt frequency [51]. In the case of nanomagnetic islands with uniaxial anisotropy, $\tau_0$ equals [52]

$$\tau_0 = \frac{1 + \alpha^2}{2\alpha \gamma} \sqrt{\frac{\pi M_s^2 k_B T}{4 K_u V}}.$$  \hspace{1cm} (3)

In this equation, $V$ is the ferromagnetic volume of the island, and $\gamma$ stands for the gyromagnetic ratio. The uniaxial anisotropy constant is determined as $K_u = E_0/V$, where $E_0$ denotes the energy barrier of an isolated island, which can be estimated as the energy difference between a state with magnetization along the geometrically short (magnetic hard) axis and a state with magnetization along the geometrically long (magnetic easy) axis. Because of the temperature dependence of $M_s$ and $E_0$, the value of $\tau_0$ varies upon illumination, ranging from approximately $10^{-10}$ s (lowest temperatures) to $10^{-8}$ s (highest temperatures). However, the exponential dependence of $\tau_0$ on the energy barrier greatly overshadows the temperature dependence of $\tau_0$, allowing us to neglect this effect on the total switching rate.

The energy barrier that must be overcome in the transition from state $i$ to state $j$ can be calculated with the mean-field barrier method [53] as

$$E_{\text{bar}}^{i\rightarrow j} = E_0 + \frac{1}{2}(E_{\text{ms}}^j - E_{\text{ms}}^i)$$

with $E_{\text{ms}}$ the time- and temperature-dependent magnetostatic energy. In Fig. 6, the energy barriers related to the transitions of our AND gate are shown as a function of time. Note that the mean-field energy barrier can be negative [see Figs. 6(a) and 6(c)]. In this case, the transitions do not involve a potential well into which a state can be trapped, but should be interpreted as barrierless, where a larger negative value corresponds to a more likely transition.

Equations (2)–(3) allow us to determine when the switching time is less than 1 ns. On this time scale, we expect that switching is likely to occur, since the temperature of the output island is close to $T_c$ for a period of 10 ns. However, in some cases, e.g., the AND gate with input configuration 01 [see Fig. 6(b)], the switching times well exceed the 1 ns limit in the entire time window, although our micromagnetic simulations have shown that these transitions do take place.

The discrepancy between the switching time obtained by the mean-field barrier, which makes a reversal unlikely, and the micromagnetic simulations of switching events can be explained by the fact that the energy barrier used in the mean-field barrier method is independent of the magnetostatic energy of transient states, i.e., whether the magnetization rotates clockwise or counterclockwise. It has been shown that the energy barrier for clockwise and
have shown that these transitions do take place. Arrhenius law of Eq. (2) to determine the switching time $\tau_s$. In the case of vanishing energy barriers, the switching time matches the time scales on which the magnetization dynamics takes place, i.e., the precession frequency. As this zero-barrier regime is maintained for several nanoseconds, the desired transitions are likely to occur. However, during that time scale of vanishing switching barriers, the moment can return to its original orientation due to a subsequent switching event (ringing, as above).

The probability of these accidental “erasures” depends on the energy difference $\Delta E$ between the high-energy state and the low-energy state. For input configuration 01 [Fig. 7(b)], this energy difference is low and therefore gives a higher error probability. As illustrated in Fig. 7(f), the magnetic moment of the output island, initially pointing to the right ($m_y = 1$), does not reverse reliably to $m_y = -1$, thus yielding a nonzero error probability (red line). For input configurations 00 [Fig. 7(e)] and 10 [Fig. 7(g)], in contrast, the horizontal component of the output moment always reverses to $m_y = -1$, as desired for output 0.

The performance of our gate for input configurations 00 and 10 is enhanced by the fact that the energy profiles for reversal of the output moment via clockwise (gray) and counterclockwise (black) rotation are nearly identical [Figs. 7(a) and 7(c)]. This means that both transition paths coexist, hence increasing the total switching probability by a factor 2. For input configuration 01, in contrast, a pronounced difference between clockwise and counterclockwise rotation is observed [Fig. 7(b)]. This is because the vertical islands both have a magnetization pointing up, giving rise to a net magnetic field with which the magnetization of the output island tends to align. Thus, the clockwise rotation, in which the magnetization of output island opposes this field, results in a higher-energy barrier.

As a result, the counterclockwise rotation is the predominant switching mechanism for input configurations 01 [Fig. 7(b)] as well as 11 [Fig. 7(d)], with the latter not requiring a switching event for the logically correct output.

The above claim on the transition paths (clockwise or counterclockwise rotation) is supported by Figs. 7(i)–7(l), which show how the vertical component of the magnetic moment of the output island, $m_y$, evolves in time. For input configuration 01 [Fig. 7(j)], $m_y$ is skewed toward positive values. In contrast, for input configurations 00 and 10 [Figs. 7(i) and 7(k)], it oscillates between $m_y = -1$ and $m_y = 1$. Note that the frequency of the oscillatory behavior, which can be considered as the attempt counterclockwise rotation can differ due to the magnetic environment, leading to enhanced transition rates [53,54].

Therefore, as shown in Figs. 7(a)–7(d), we calculate the magnetostatic energy of all of the transient states, based on the assumption that the nanomagnets feature quasiuniform magnetic order upon reversal (see Fig. 10 in Appendix A4). In this calculation, the input and bias islands are assumed to be uniformly magnetized along their long axis, while the uniform magnetization of the output island is set at an angle $\theta$ with respect to its easy axis, with $\theta$ ranging from $-180^\circ$ to $+180^\circ$ in steps of $1^\circ$. Because of the time dependence of the saturation magnetization [see Fig. 4(c)], the energy profiles $E(\theta)$ change as a function of time. The profiles relevant to understand the observed switching events correspond to a time of about 20 ns, since the temperature of the output island then reaches a maximum, as shown in Fig. 4(b). Based on the energy profiles of Figs. 7(a)–7(d), we are able to explain the performance of our AND gate, in particular why input configuration 01 can give rise to an erroneous output.

For input configuration 01 of our AND gate (Fig. 7), the energy profiles become monotonic functions, instead of having two minima that are separated by a well-defined barrier. Therefore, it is no longer meaningful to use the Arrhenius law of Eq. (2) to determine the switching time $\tau_s$. In the case of vanishing energy barriers, the switching time matches the time scales on which the magnetization dynamics takes place, i.e., the precession frequency. As this zero-barrier regime is maintained for several nanoseconds, the desired transitions are likely to occur. However, during that time scale of vanishing switching barriers, the moment can return to its original orientation due to a subsequent switching event (ringing, as above).

The probability of these accidental “erasures” depends on the energy difference $\Delta E$ between the high-energy state and the low-energy state. For input configuration 01 [Fig. 7(b)], this energy difference is low and therefore gives a higher error probability. As illustrated in Fig. 7(f), the magnetic moment of the output island, initially pointing to the right ($m_y = 1$), does not reverse reliably to $m_y = -1$, thus yielding a nonzero error probability (red line). For input configurations 00 [Fig. 7(e)] and 10 [Fig. 7(g)], in contrast, the horizontal component of the output moment always reverses to $m_y = -1$, as desired for output 0.

The performance of our gate for input configurations 00 and 10 is enhanced by the fact that the energy profiles for reversal of the output moment via clockwise (gray) and counterclockwise (black) rotation are nearly identical [Figs. 7(a) and 7(c)]. This means that both transition paths coexist, hence increasing the total switching probability by a factor 2. For input configuration 01, in contrast, a pronounced difference between clockwise and counterclockwise rotation is observed [Fig. 7(b)]. This is because the vertical islands both have a magnetization pointing up, giving rise to a net magnetic field with which the magnetization of the output island tends to align. Thus, the clockwise rotation, in which the magnetization of output island opposes this field, results in a higher-energy barrier.

As a result, the counterclockwise rotation is the predominant switching mechanism for input configurations 01 [Fig. 7(b)] as well as 11 [Fig. 7(d)], with the latter not requiring a switching event for the logically correct output.

The above claim on the transition paths (clockwise or counterclockwise rotation) is supported by Figs. 7(i)–7(l), which show how the vertical component of the magnetic moment of the output island, $m_y$, evolves in time. For input configuration 01 [Fig. 7(j)], $m_y$ is skewed toward positive values. In contrast, for input configurations 00 and 10 [Figs. 7(i) and 7(k)], it oscillates between $m_y = -1$ and $m_y = 1$. Note that the frequency of the oscillatory behavior, which can be considered as the attempt
frequency, is larger for input configuration 00 (approximately 2 ns) than for input configuration 10 (approximately 1 ns) due to the larger slope of $E(\theta, T)$.

Our micromagnetic simulations thus show that the gate performance can reach 100% in the case of a pronounced energy difference between the logically correct and incorrect states at elevated temperatures (i.e., when the temperature of the output island is close to $T_C$ and switching events can take place). This is always the case, except for input configuration 01, for which the AND gate has a 96% performance (192/200). An improvement in the performance is achievable by increasing the energy difference between the logically correct and incorrect states. In this regard, a promising path to explore is the deformation of the vertex from square to rectangular [55,56]. An alternative is to use a bias island made of permalloy instead of nickel, albeit at the cost of revoking the reconfigurability via the light polarization.

VI. CONCLUSION

In this work, we discuss how the vertex of a square ASI, consisting of hybrid nickel-gold and permalloy-gold islands, can function as a NML gate by taking advantage of light-induced polarization-dependent (and thus island-specific) heating. The operating speed of our thermoplasmonic NML gate exceeds that of a globally heated, thermally driven NML gate, since the switching events take place at nanosecond time scales. The optical energy costs of operation, of the order of 100 pJ for the specific laser considered here, is furthermore on par with the energy costs of writing bits to a commercial hard disk drive or solid-state drive, which is estimated to be of the order of 10 nJ/bit [57]. Thus, our gate has a technologically attractive operating speed, just like clocked NML gates, and combines this advantage with the high energy efficiency of thermally driven gates.

Furthermore, our thermoplasmonic NML gate is reconfigurable between AND logic and OR logic operations, either by reversing the initial magnetization direction of the bias island with an applied field, or optically, by changing the order in which horizontally and vertically polarized light illuminates the gate.

Although the potential of optical reconfigurability of the gate operation has not been fully exploited in this work—there are only a limited number of transitions that can take place in our simple single-vertex gate—it can be
a powerful tool in more complex gate designs. Designing such gates is significantly simplified when compared to conventional NML gates, since it can be delegated to a screening process that only requires knowledge of the field-set initial states and a choice of thermoplasmonic excitation pulses, instead of needing to explore the entire energy landscape of the interacting ensemble to account for stochastic switching events. By using such a simple approach, we present a possible design of a functionally complete NAND gate in Appendix A5.

The benefits of optical reconfigurability reach their full potential for more complex NML gates, as the light protocol allows one to select a specific relaxation path that in turn determines the logical behavior of the gate. Furthermore, optical degrees of freedom to control the nanomagnetic relaxation offer additional advantages, such as in-operando reconfigurability [as demonstrated in Figs. 3(b)–3(c)], the use of light polarization and power to encode analogue information, as well as distributed and parallel operation by using shaped light beams. These advantages offer themselves to be explored for non-Boolean computation, such as reservoir computing in ASI [58–62], as well as stochastic and probabilistic computing schemes [63–65]. We therefore envision future research will focus on in-memory computing in gates that are reconfigurable in a way that cannot be achieved with conventional clocking fields.
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APPENDIX

1. COMSOL details and absorption cross sections

The spectral dependence of the absorption cross section of the Au-FM elliptical nanostructures on glass are computed with the “wave optics” module of COMSOL for wavelengths in the visible to near-infrared spectrum (i.e., 400–1200 nm), and following the method described in Ref. [42]. We use the geometrical ellipse dimensions given in Sec. III of the main text, i.e., $150 \times 100 \text{ nm}^2$ for the bias and output island and $250 \times 70 \text{ nm}^2$ for the inputs, with the height being set to 20 and 30 nm for Ni/Py and Au, respectively. The islands are embedded in a medium with refractive index $n = 1.2$, an average for the glass and air [42]. We use tabulated optical constants (i.e., wavelength-dependent refractive indices) taken from Ref. [66] for gold and from Ref. [67] for nickel and permalloy via Ref. [68].

The calculated absorption cross section for the nanoislands with the light polarized horizontally is shown in Fig. 8. To maximize the absorption displayed by the output island when the light is polarized along the island’s long axis, the wavelength of the light should be $\lambda = 728 \text{ nm}$. For experimental implementation of the gate, the position of the LSP absorption peak can be tuned by changing the material of the islands plasmonic layer and the thickness. Parasitic heating of the input island can be reduced by replacing Au for a non-noble-metal material, which would result in a dramatically decreased optical absorption cross section [40].

2. Time-dependent plasmonic heating

The time-dependent local temperatures of each nanomagnet in response to an optical excitation are simulated using three-dimensional finite-element thermal simulations using the “heat transfer module” of COMSOL. Thermal boundary conditions are implemented by meshing the glass substrate as a half-sphere with a radius of 12.5 $\mu$m, which is 50 times the largest dimension of the nanoheaters (i.e., 250 nm). The temperature of the lower boundary of this half-sphere is set to 300 K. The amount of heat diffusing from the plasmonic heaters into the substrate is shown to be
little enough to be consistent with this choice of simulation volume and boundary condition.

The following values for the thermal conductivity \( k \), thermal capacity \( C_p \), and mass density \( \rho \) of all used materials, taken from tabulated values, are used.

| Material   | \( k \) (W m\(^{-1}\)K\(^{-1}\)) | \( C_p \) (J kg\(^{-1}\)K\(^{-1}\)) | \( \rho \) (kg m\(^{-3}\)) |
|------------|-------------------------------|---------------------------------|-----------------------------|
| Gold       | 318                           | 129                             | 19300                       |
| Nickel     | 70.2                          | 456                             | 8890                        |
| Permalloy  | 34.6                          | 494                             | 8740                        |
| Pyrex glass| 1.4                           | 730                             | 2210                        |

The time-dependent heat source density, which is equal to \( \sigma_{\text{abs}} I / V \) with \( V \) the element’s volume and \( I \) the light intensity, has been specified for each nanoheater, using the double-pulse laser profile \( I(t) \) specified in Sec. VA of the main text, and the island- and polarization-dependent absorption cross sections \( \sigma_{\text{abs}}(\lambda = 728 \text{ nm}) \) shown in Fig. 8.

3. Temperature-dependent saturation magnetization

The saturation magnetization \( M_s(T) \) as a function of temperature, calculated as described in the main text, is shown in Fig. 9(a) for Ni and Py. Nickel has a lower saturation magnetization and Curie temperature \( T_C \) compared to permalloy. Figure 9(b) compares the saturation magnetization \( M_s(T) \) of each material to their respective value at room temperature \( M_s(T = 300 \text{ K}) \). It shows the more rapid relative reduction of the relative saturation magnetization in nickel, which at 600 K is only 42% of the room-temperature value, while permalloy retains 75% of \( M_s(T = 300 \text{ K}) \). In order to achieve a reduction to 40% of the saturation magnetization in permalloy, the temperature would need to be 200 K higher (i.e., about 800 K).

4. Coherent reversal

We use micromagnetic simulations to investigate how the reversals take place. Snapshots of the magnetization taken at time intervals of 0.2 ns indicate a coherent reversal, as shown in Fig. 10.

5. Functionally complete NML gate

Although both AND and OR logic can be implemented with the gate design of Fig. 2(a) thanks to the reconfigurability, it is insufficient to implement all Boolean functions by assembling a circuit of AND and OR gates. The reason for this shortcoming is the fact that the AND and OR gates do not possess the property of functional completeness, in contrast to the universal NAND gate. Here, we therefore elaborate on a design that can be used as a thermoplasmonic nanomagnetic NAND gate, with an operation mode controlled by the polarization-dependent plasmonic heating.
FIG. 11. Design and operating principle of a thermoplasmonic NAND gate. The same design is used as for the reconfigurable AND-OR gate, but with an additional island $B'$. This island lifts the energy hierarchy of single square ASI vertex to $E(T4) > E(T3) > E(T2) > E(T3a) > E(T2a) > E(T1)$. The label $a$ refers to states for which the magnetization of the output islands is aligned with the stray fields of the bias island and island $B'$ (indicated with an orange line).

As shown in Fig. 11, a NAND gate can be realized by adding an island $B'$ to the design of the AND-OR gate. This additional island always has the same magnetization direction as input island $B$. The logical NAND behavior is achieved by illuminating the gate with a pulse of vertically polarized light and subsequently with a pulse of horizontally polarized light.

The design of this gate is found by a screening process, which only takes the initial field-set magnetic configuration and the sequence of heating pulses into account, due to the deterministic relaxation enabled by island-selective thermoplasmonic heating. A simple point-dipole interaction model allows us to explore the compatibility of the excited magnetic transitions with the desired logic functionality.

Because of the additional island, the energy hierarchy $E(T4) > E(T3) > E(T2) > E(T1)$ no longer strictly applies. For input configuration 11 (fourth column of Fig. 11), a transition from $T2$ to $T3$ is energetically favorable: in the second step of the light protocol, the horizontal output island switches from a state for which its magnetization opposes the stray fields of the bias island and island $B'$ to a state for which its magnetization aligns with these stray fields (labeled with $a$). The energy hierarchy $E(T2) > E(T3a)$ also plays a role for input configuration 00 (first column of Fig. 11), where the horizontal output island does not switch when heated close to $T_C$. Because of the alignment with the stray fields of the bias island and island $B'$, the output magnetization keeps the direction corresponding to bit 1, as desired for a NAND gate with input 00.

The performance of the NAND gate shown in Fig. 11 has been tested for identical nanomagnet properties and MuMax3 simulation settings as in the main text, using
the same temperature profile for the vertical islands $B$ and $B'$. To simulate the heating effect of a vertically polarized laser pulse (first step of the heating protocol), we must interchange the temperature profiles of the horizontal and vertical islands in Fig. 4(c), i.e., $T^h(t) \leftrightarrow T^v(t)$ and $T^{\text{output}}(t) \leftrightarrow T^{\text{bias}}(t)$, as the profiles of Fig. 4(c) are obtained with horizontally polarized light. For the second step of the heating protocol, we can directly use the profiles of Fig. 4(c).

Our micromagnetic simulations show success rates of 199/200, 200/200, and 198/200 for input configurations 00, 01, and 10, respectively. The performance for input configuration 11 is slightly lower (185/200) due to the smaller energy difference between the $T_2$ and $T_3$ states. These results, already showing the potential of our operating mode, can be improved by optimizing the simple gate design of Fig. 11 (e.g., by modifying the island thickness).
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