Abstract

How should we decide which fairness criteria or definitions to adopt in machine learning systems? To answer this question, we must study the fairness preferences of actual users of machine learning systems. Stringent parity constraints on treatment or impact can come with trade-offs, and may not even be preferred by the social groups in question (Zafar et al., 2017). Thus it might be beneficial to elicit what the group’s preferences are, rather than rely on a priori defined mathematical fairness constraints. Simply asking for self-reported rankings of users is challenging because research has shown that there are often gaps between people’s stated and actual preferences (Bernheim et al., 2013).

This paper outlines a research program and experimental designs for investigating these questions. Participants in the experiments are invited to perform a set of tasks in exchange for a base payment—they are told upfront that they may receive a bonus later on, and the bonus could depend on some combination of output quantity and quality. The same group of workers then votes on a bonus payment structure, to elicit preferences. The voting is hypothetical (not tied to an outcome) for half the group and actual (tied to the actual payment outcome) for the other half, so that we can understand the relation between a group’s actual preferences and hypothetical (stated) preferences. Connections and lessons from fairness in machine learning are explored.

1. Introduction

The increasingly large-scale deployments of AI systems on global populations require large quantities of resources and coordination (Crawford & Joler, 2018; Amodei & Hernandez, 2018), which are often achieved through centralized and top-down decision-making processes. In doing so, the diversity of stakeholders and their perspectives are often given short shrift. Indeed, even when deployment objectives include moral values such as fairness, we often see first principles-based approaches, which aim to proceed from abstract ideals. However, stringent top-down constraints on treatment or impact can come with trade-offs, and these constraints may not even be preferred by the groups most affected by the system. (Zafar et al., 2017).

What if instead, the fairness properties of a machine learning system were engineered to better incorporate the preferences of its users? Answering this question is important because qualitative work has shown that perceptions of algorithmic unfairness among technology users negatively affects their trust in a company or product (Woodruff et al., 2018). We argue that to design ML for stakeholders, we must 1) understand dimensions of variation of their preferences and 2) design social choice mechanisms for aggregating diverse individual preferences to reach a collective decision (Arrow, 1951). While there have been some studies seeking to understand people’s preferences regarding ML models (Grgic-Hlaca et al., 2018; Harrison et al., 2020; Binns et al., 2018; Jahanbakhsh et al., 2017; Saxena et al., 2019; Srivastava et al., 2019), most previous work on eliciting judgments around fairness have typically focused on qualitative perceptions (Woodruff et al., 2018), hypothetical scenarios (Lee, 2018), or actual scenarios in a hypothetical setting (Harrison et al., 2020). In contrast, our goal is to measure fairness preferences for the same situation in both a hypothetical and actual setting in order to measure the gap between stated and actual preferences. Questions of preferences are challenging because research has shown that there are often gaps between people’s stated and actual preferences (Samuelson, 1948). Quantifying the relationship between stated and real preferences then allows us to quickly and more efficiently make predictions about actual preferences from survey data.

Studying preferences in this area is particularly challenging for another reason: research has showing that people can reverse their preferences depending on the context, violating some common modeling assumptions, such as time consistency of preferences. In the specific context of considering fairness preferences, people’s stated and actual preferences may be different. Thus, understanding how people change their preferences over time is important for designing effective mechanisms for aggregating preferences.
“fairness”, Andreoni et al. (2018) have shown that whether the preference between equality of opportunity (\textit{ax ante} fairness) and equality of outcomes (\textit{ex post} fairness) may not even be stable within individuals. Thus when eliciting preferences in this area, we must be careful to consider how luck and randomness play a role.

In this paper, we present an experimental design which aims to elicit preferences from an often-overlooked stakeholder group: the crowdworkers who annotate ML data sets (Gray & Suri, 2019; Ross et al., 2010). Given the structural correspondences between pay incentive structures and ML systems (which we’ll describe in Section 2), these experiments also serve as a useful proxy for discussing perspectives on fairness in ML more generally.

This paper is structured as follows. We first provide a brief overview of the structural relationships between fairness in the context of crowdworker incentives and fairness theorems in machine learning. These relationships motivate the design of the experiment which we proceed to outline in Section 3, including ethical considerations in the design. We then describe how the experimental results will be used to shed new light on relationships between stated and actual preferences around ML model deployments, and conclude with a discussion of a larger research agenda that could build from these results.

2. Fair Pay/Work Criteria

The crowdworkers who label the datasets powering ML systems are a critical part of the ML economy, and as such their employment conditions are deserving of consideration (Gray & Suri, 2019; Ross et al., 2010). Concerns about crowdworkers are furthermore situated within a much bigger societal conversation about how fair and equitable pay might be determined for different types of work. One pertinent question is how the aggregate value paid to a workforce should be divided between the individual workers.\textsuperscript{1} In this paper we focus on the relationship of pay to the measurable durations and outputs of work. That is, for the sake of this paper, we suppose that the fairness of pay could be linked to the inputs of the labor process, such as time and intensity spent on work, as well as the quality and quantity of the outputs. Notions of \textit{fair pay} under consideration may appeal to any or all of these quantities. In some cases, input and output might be highly correlated, but in other cases difference in technology – or simply luck – may disrupt this relationship.

A direct parallel can be made between fairness in pay and machine learning fairness. In particular, Table 1 outlines some structural relationships between different possible criteria of fairness in the domains of pay and machine learning. We claim that these definitions model several important dimensions of fairness of pay/work, such as “is it unfair if I am paid less than someone who does the same work as me?” (second line of the table), and “is it unfair if I do more work than someone who is paid the same as me?” (third line of the table).

One complicating factor is that, in many scenarios, labor can be hard or impossible to measure accurately. We assert that this actually directly parallels the situation in many machine learning tasks, in which the appropriate sociotechnical framing of fairness is not just complex and contextual (Selbst et al., 2019), but for which the question of construct measurement is critical (Jacobs & Wallach, 2019; Jacobs et al., 2020).

With these considerations in mind, it is instructive to reconsider the so-called “group fairness impossibility” theorems of recent years (Pleiss et al., 2017; Kleinberg et al., 2016; Chouldechova, 2017). In the fair pay scenario, we have the following directly analogous result.

**Theorem 2.1** (Fair Pay Impossibility Result). Suppose that pay is calculated as a function of the measured outputs of work, but that these outputs are not a perfect proxy for labor. Furthermore suppose that different groups have different distributions of pay and/or labor. Then it is impossible for the following to both hold: \( \text{Group} \perp \text{Pay}|\text{labor} \) and \( \text{Group} \perp \text{labor}|\text{Pay} \). Similarly, it is impossible for the following to both hold: \( \text{Pay} \perp \text{labor}|\text{Outputs} \) and \( \text{Pay} \perp \text{Outputs}|\text{labor} \).

**Proof.** Follows from direct consideration of the fairness in ML impossibility results in Kleinberg et al. (2016). \( \square \)

Where does this leave us? Darlington (1971) made two relevant observations when considering a similar scenario regarding university admissions. First, the more accurate that our measurement of outputs is, the “closer” we can get to achieving the incompatible conditions listed in above. (And conversely, if measurements are extremely noisy then

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Pay criterion & ML criterion & ML terminology \\
\hline
\( \text{Group} \perp \text{Pay} \) & \( \hat{Y} \) & Demographic parity \\
\hline
\( \text{Group} \perp \text{Pay}|\text{labor} \) & \( \hat{Y}|\text{labor} \) & Equal opportunity \\
\hline
\( \text{Group} \perp \text{labor}|\text{Pay} \) & \( \hat{Y}|\text{Pay} \) & Sufficiency \\
\hline
\end{tabular}
\caption{Comparison of a selection of possible fairness criteria in the ML and pay domains. “Hat”-notation (\( \hat{\cdot} \)) denotes the estimate of an actual value. Labor can refer to a combination of input and output variables (e.g. complexity of problems given and quantity of tasks completed).}
\end{table}

\textsuperscript{1}This paper does not consider the question of \textit{how much} of the value of the collective work should be returned to the workers.
one independence condition or the other—or both!—must be violated to a large degree.) Second, one possible resolution that Darlington suggests is to poll people in order to determine socially acceptable trade offs. In the following section, we describe an experimental design aimed at precisely this.

3. Proposed Experiment

3.1. Overview

Participants are invited to perform a set of tasks in exchange for a base payment - they are told upfront that they may receive a bonus later on, and the bonus could depend on some combination of output quantity and quality. In our particular experiment, we have set up a standard transcription task for participants to perform; the task itself could theoretically be anything, so long as there is something that results in work that varies by quality and quantity. The goal of having participants complete a task is to then give the same group the ability to vote on a bonus payment structure. It is important that the group voting has actually done some work, so that we can understand the group’s actual preferences instead of hypothetical (stated) preferences.

3.2. Specific Task

Our specific task involves transcription short images of handwritten lines through Amazon Mechanical Turk. Participants are given one hour to complete the following:

- Answer questions about their demographic background
- Read through instructions and do a few practice transcription tasks
- Transcribe as many handwritten lines to the best of their ability. See an example transcription task below (Figure 1).

![Figure 1](image)

Figure 1. An example transcription task (from IAM handwriting database)

3.3. Data Collection

Initially, our experiment will run in the United States, though one of our goals for expansion is to do the same experiment in India to get a sense of differences by country. Our plan is to collect 1,000 complete tasks and ask participants to self-report information on the following demographics: age group, geographic region (within the United States), and race/ethnicity. Given that mTurk is not representative of broader populations in the US, we want to use the demographics collected to provide a comparison point against broader population distributions.

3.4. Voting on a Bonus Payment

Of the 1,000 participants, we propose a 4-cell treatment (Table 2) in asking for bonus payment preferences. We will have a set of bonus payment options and will give participants a series of pairwise choices (example in Figure 2) to choose between.

- Group A will be asked for their stated preferences, but the actual bonus payment will be based on their votes.
- Group B will be asked for their preferences, and they will be told that one of their votes will be implemented at random to ensure incentive compatibility (random serial dictatorship model).
- Within Group A and Group B, half of each group will receive some information on how each bonus structure would actually map to the distribution of work done by all participants (e.g. min, max, and mean payment amounts)
- The other half of Group A and Group B will receive only the bonus structure to vote on. (See Figure 2 for an example.)

![Table 2](image)

Table 2. An overview of treatment groups.

![Figure 2](image)

Figure 2. An example pairwise choice presented to participants

4. Planned Analysis

Ideally, we would like to know people’s preferences regarding model deployment impacts before the model gets deployed. However, prior to the effects of deployment being felt, the best we can do is gather hypothetical preferences regarding if the model were to be deployed in a certain manner. Although such hypothetical responses are easy to collect, they are only noisy estimates of real (post-deployment) preferences (see, e.g., Tan et al., 2018, regarding privacy preferences).
Our approach is therefore to use estimation techniques to predict preferences concerning new policies before they are actually implemented. In the case of our experiment, we will have collected hypothetical and actual preferences so can also compare the estimates with actual data.

Predicting actual preferences from hypothetical preferences will involve two main steps (Bernheim et al., 2013). First, we train a regression model which predicts real bonus allocation choices—under a “no information” condition—from hypothetical bonus allocation choices (under the same condition). Then, we use this model to predict real choices under the “some information” condition, using hypothetical choices under the same condition.

5. Discussion and Future Work
As discussed in Section 2, there are strong structural correspondences between pay/work and ML. Thus the experiment proposed in Section 3 enables us to indirectly investigate preferences concerning the latter using concrete and easily comprehensible questions about preferences regarding the former, using the analyses in Section 4. However, fairness is highly contextual, and we are careful not to claim that fairness concerns from one domain can simply be “ported” to another. Further domain-specific work, both pre- and post-deployment, will always be required when extrapolating stated preferences to actual preferences in different ML application domains.

Our approach aims to aggregate divergent interpretations of constructs like “fairness”, but more work is required to bridge this line of preference-based work with approaches to fairness estimation based on techniques from measurement modeling (Jacobs & Wallach, 2019). Beyond measurement, there is also the question of how to best combine stakeholder preferences in a broad ecosystem. Consider the stakeholders in a typical ecosystem in which ML is deployed, such as a social media platform: content creators, content consumers, advertisers, platform owners, etc. Each of these groups has different objectives and considerations, including different lenses on what is relevant to fairness. We might consider, for example, fairness for different groups of creators, for different groups of consumers, for different groups of advertisers, etc. And although much has been written about the incompatibilities of different technical definitions of “fairness” (Kleinberg et al., 2016; Chouldechova, 2017; Verma & Rubin, 2018), little has been written about the incompatibilities of perspectives of the multitude of stakeholder roles. We propose examining the incentives for one particular group of stakeholders in this experiment, but in the future would seek to connect this to the broader system of stakeholders in a typical ML ecosystem.

Lastly, there is also a value-laden question of how to incorporate different stakeholders into the design and creation of ML systems by specific entities with different value systems, which is another area of future work that our proposed experiment can help inform.
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