Abstract: The paper presents an optimized method of digital terrain model (DTM) estimation based on modified kriging interpolation. Many methods are used for digital terrain model creation; the most popular methods are: inverse distance weighing, nearest neighbour, moving average, and kriging. The latter is often considered to be one of the best methods for interpolation of non-uniform spatial data, but the good results with respect to model’s accuracy come at the price of very long computational time. In this study, the optimization of the kriging method was performed for the purpose of seabed DTM creation based on millions of measurement points obtained from a multibeam echosounder device (MBES). The purpose of the optimization was to significantly decrease computation time, while maintaining the highest possible accuracy of created model. Several variants of kriging method were analysed (depending on search radius, minimum of required points, fixed number of points, and used smoothing method). The analysis resulted in a proposed optimization of the kriging method, utilizing a new technique of neighbouring points selection throughout the interpolation process (named “growing radius”). Experimental results proved the new kriging method to have significant advantages when applied to DTM estimation.
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1. Introduction

Digital terrain model (DTM) models are commonly used in geographic information system (GIS) as a method of describing continuous spatial data. Their most common application is the shape description of the land surface or seabed surface. It constitutes one of the most important information layers in GIS systems; hence, the accuracy of such a model is very important [1].

GIS users have high requirements, prioritizing data quality (accuracy, reliability, up-to-dateness), processing speed, and the possibilities for analyses in real time.

In case of a sea environment, the most commonly performed kind of measurements are sea surveys. Utilizing modern measurement devices such as multibeam echosounder devices (MBESs), we have possibility to gather a huge amount of measurement data which densely cover the surface being measured. Each of such measurements contains information about the spatial location (x,y) and the depth at a given point. Those data are spaced irregularly, which makes it more difficult to directly analyse or visualise them. That is why the first stage after having gathered the data is the creation of a regular grid-based model. Various interpolation methods are commonly used to that effect; other methods, such as artificial intelligence, are less common.

There are many research reports related to the processing of large datasets, including data coming from MBESs. Most of them describe algorithms of data reduction and organization. For example, in the paper [2] a multiple-angle subarray beamforming is employed to reduce the requirements
in terms of the signal-to-noise ratio, number of snapshots, and computational effort for provide better fine-structure resolution. In one study [3], the estimates of uncertainty for a surface model generated from the archive MBES data are constructed, taking into account measurement, interpolation, and hydrographic uncertainty. The authors of [4] present different processing procedures employed to extract useful information from MBES backscatter data and the various intentions for which the user community collect the data.

Advantages and disadvantages of several familiar fast gridding methods based on MBES data are compared in [5]. In another paper [6], a new Optimum Dataset method in the processing of Light Detection and Ranging (LiDAR) point clouds was proposed. This algorithm can reduce the dataset in terms of the number of measuring points for a given optimization criterion. In [7], the authors describe the generalization methodology for data contained in a digital terrain model (DTM) for the purpose of relief presentation on new topographic maps. In [8], the authors described an adaptive generalization approach to provide optimized representation of 3D digital terrain models with minimum loss of information, serving specific applications. The tests were performed on land data and the resulting errors coming from generalization were rather high (1–6 m). In another study [9], the authors present possibilities of geostatistical interpolation kriging method used in the process of generating digital terrain models (DTMs). The source of this data were direct measurements realized with a precise Global Navigation Satellite System (GNSS) positioning kinematic measurement technique—Real Time Network (RTN).

The processing of large such amounts of data (millions of measurement points) requires the application of specially prepared methods and properly selected processing algorithms [10,11]. There are numerous methods of determining grid based on huge datasets, the ones most frequently applied being minimum nearest neighbour, inverse distance to a power, curvature, natural neighbour, modified Shepard’s method, radial basis function, triangulation with linear interpolation, moving average, kriging, and methods based on artificial intelligence [12–16]. These methods make use of a series of differentiated algorithms to calculate the values of interpolated parameters at node points (the depth). In the case of measurement data with irregular distribution, selecting the interpolation method should be based on a number of characteristics of the data set: the level of data dispersion homogeneity, data density (number of points per unit), degree of data variability (variance), and the type of surface described by the data.

In the paper, the author focused on the optimization of the kriging method employed for DTM creation. The main goal of this optimization was to decrease the computation time while maintaining the accuracy of created model. Significant reductions in data volume and the simplification of created grid were not the aims of the study (yet they may represent the subsequent stages of the DTM creation algorithm).

Kriging is a geostatistical gridding method that has proven useful and popular in many fields. This method produces visually appealing models from irregularly spaced data (like source MBES data). The kriging defaults can be accepted to produce an accurate grid of data, or kriging can be custom-fit to a data set by specifying the appropriate variogram model [17].

The main disadvantage of the kriging method for huge dataset processing is the long computation time. Compared to other methods, DTM creation time can require as much as eight times longer as compared to the Inverse Distance to a Power method, or 20 times longer than the moving average method [18]. Therefore, kriging is commonly used for smaller datasets (hundreds of thousands of measurement points), but for larger datasets other methods are used that are significantly faster and only slightly less accurate (resulting in an error increase by approximately 0.1%) [15]. A viable question arises as to whether it is possible to optimize the generic kriging method for the purpose of processing large bathymetric datasets in the process of DTM creation. The goal of the optimization would be to increase computation speed while preserving the high model accuracy.
2. The Basis of Kriging Method

Kriging is an alternative to many other point interpolation techniques. The basic idea of kriging is to predict the value of a function at a given point by computing a weighted average of the known values of the function in the neighbourhood of the point [18]. The kriging method is more accurate whenever the unobserved value is closer to the calculated values [19]. A couple variants of kriging interpolation exist, but the most commonly used for large spatial datasets is the ordinary kriging method.

Kriging allows for determination of the best linear unbiased estimator, which is given by the formula:

$$\hat{Z}(x_0) = \sum_{i=1}^{n} \omega_i Z(x_i)$$

The estimator obtained using the above formula is a sum of products of the known points’ heights $Z(x_i)$ and their weights. The rules of stochastic methods require the weights to meet the condition of minimizing the mean square estimation error.

$$\sigma_k^2(x_0) := \text{Var}(\hat{Z}(x_0) - Z(x_0))$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{n} \omega_i \omega_j c(x_i, x_j) + \text{Var}(Z(x_0))$$

$$- 2 \sum_{i=1}^{n} \omega_i c(x_i, x_0)$$

where $c(x_i, x_0)$ is the covariance between the location of the known point and interpolated point. Both the above equations allow to meet the condition

$$\mu(x) = \mathbb{E}[Z(x)] = 0$$

In the ordinary kriging method it is assumed that: $\mu(x) = \mu$.

All the above conditions allow to determine optimal weights values, in order to minimize the estimation error. All the mathematical details of the kriging method can be found in [20,21].

Most GIS systems implement the kriging method in such way that a value is assigned to a point by averaging the points inside a certain lookup area (pre-set by a user and fixed). There is also possibility of defining a minimum number of points inside the search area that allows to calculate a new point value. Otherwise, the point node is set as a blank.

3. Research

3.1. Test Surfaces

The tests were done using three real surfaces prepared from actual survey data collected by Maritime Office Szczecin. This surfaces differ significantly in their shapes and roughness (see Figure 1):

- ‘gate’—rough surface with many holes and slopes,
- ‘swinging’—varying surface, partly flat, partly rough,
- ‘wrecks’—flat surface with five car wrecks.

For each of the surfaces listed above, a grid model was built. Their sizes are presented in Table 1.

| Name   | Rows  | Columns | Maximum Depth (m) | Minimum Depth (m) | Number of Measured Points (mln) | Number of Grid Nodes (mln) | Grid Size (m) |
|--------|-------|---------|-------------------|-------------------|---------------------------------|----------------------------|---------------|
| ‘gate’ | 2000  | 2000    | 21.78             | 3.95              | 17.80                           | 4.00                       | 0.1 × 0.1     |
| ‘swinging’ | 2000  | 2000    | 13.89             | 8.14              | 16.34                           | 4.00                       | 0.1 × 0.1     |
| ‘wrecks’ | 3536  | 1263    | 7.88              | 4.32              | 23.25                           | 4.47                       | 0.02 × 0.02   |
For each of the surfaces listed above, a grid model was built. Parameters for the simulations were set as follows:
- number of beams: 127,
- impulse frequency: 10 Hz,
- profile layout: parallel, overlapping: 20%,
- surface coverage: 100%.

These datasets were used as a reference in the research procedure. Testing of interpolation methods consists in using such a dataset to create subsequent error datasets based on a high-resolution grid and a virtual survey. The simulator takes into consideration such parameters as: the speed of a boat, MBES parameters, random MBES measurement error (device error), and the arranged profile layout. As an outcome of the simulation, a new test XYZ dataset is obtained. Testing of interpolation methods consists in using such a dataset to create subsequent models, with varying interpolation parameters. Both the models (the base model and the test model) are described using the grid structure of the same size, so they are directly comparable, and the resulting interpolation errors can be calculated (including the mean error) [22,23]. The workflow is depicted in Figure 2.

![Figure 1. Test surfaces: (a) ‘gate’ (b) ‘swinging’ (c) ‘wrecks’.](image)

3.2. Preparation of Test Data

An important issue when researching interpolation methods using real measurement data is the impossibility of comparing the obtained test models and the real surface (as the latter is described using a set of XYZ points instead of a grid). In order to solve that problem, the original virtual survey software was used (developed by authors) [22], allowing for the generation of measurement XYZ datasets based on a high-resolution grid and a virtual survey. The simulator takes into consideration such parameters as: the speed of a boat, MBES parameters, random MBES measurement error (device error), and the arranged profile layout. As an outcome of the simulation, a new test XYZ dataset is obtained. Testing of interpolation methods consists in using such a dataset to create subsequent models, with varying interpolation parameters. Both the models (the base model and the test model) are described using the grid structure of the same size, so they are directly comparable, and the resulting interpolation errors can be calculated (including the mean error) [22,23]. The workflow is depicted in Figure 2.

![Figure 2. Workflow of the research procedure using virtual survey simulator. MBES: multibeam echosounder device.](image)

When preparing the test data obtained using the virtual survey, the following simulation parameters were set:

| Surface Description | Grid Nodes | Grid Size (m) | Points (mln) | Minimum Depth (m) | Maximum Depth (m) |
|---------------------|------------|---------------|-------------|-------------------|-------------------|
| ‘gate’              | 400×400    | 200×200       | 2000        | 0.00              | 17.80             |
| ‘swinging’          | 500×500    | 250×250       | 2500        | 0.00              | 16.34             |
| ‘wrecks’            | 600×600    | 300×300       | 3000        | 0.00              | 21.78             |
boat speed: 5 knots,  
angle of beams: 110°,  
number of beams: 127,  
impulse frequency: 10 Hz,  
profile layout: parallel, overlapping: 20%,  
surface coverage: 100%,  
MBES error (measurement noise)—5 cm for ‘gate’ surface and 2 cm for ‘swinging’ and ‘wrecks’ surfaces.

3.3. Testing Procedure

The purpose of this experiment was primarily to use kriging interpolation method, facilitated by the SURFER v8.0 software (GoldenSoftware, Golden-Colorado, USA), to create a DTM of all surfaces. The first research stage consisted in searching for the optimal number of points and their distance from the newly calculated points in the course of kriging-based interpolation. The influence of two factors was examined: the minimum number of points and the search radius were taken into consideration while calculating new node values. Proposed search radius experimental values were: 0.2–4 m. The default value of minimum number of surrounding points inside the search area was set to 4. Moreover, the influence of minimum number of points was also tested (especially with respect to the number of outcoming blank nodes). A linear variogram was used.

During subsequent experiments, the influence of the number of points used for interpolation on the accuracy of created models was examined. Finally, it was tested how utilising additional surface smoothing methods affected the accuracy of created model.

All the resulting test surfaces were compared to the base surface and the 95% confidence level of error was determined (in centimetres), as well as the computation time (in seconds).

All the calculations were performed on a personal computer equipped with Intel Core i7 processor (model 870, 2.93 GHz), 4 GB RAM, HDD 2TB (ST32000641AS), and 64-bit Windows 7. The performance index for the above configuration, calculated in Cinebench R15 (the CPU Test), is equal to 478 points.

3.4. Research

The first research stage consisted in looking for the optimal search radius size. The tests were performed for search radius equal to 0.2, 0.4, 0.6, 0.8, 1.0, 2.0, and 4.0 m for the ‘gate’ and ‘swinging’ surfaces. Because of the high density of measurement points, the search radius values used for the ‘wrecks’ surface were 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, and 1.0 m. The value of minimum required points inside the search radius was set to 4. The results for the three test surfaces are presented in Figures 3–5.

Figure 3 (surface ‘gate’) shows that the 95% confidence level of error rate increases from 5.1 cm to 6.6 cm. The percentage of blank nodes drops rapidly from 25% to 0%. Because of the fact that our goal was the minimal value of the 95% confidence level, the chosen value of search radius was 0.6 m. The bright green highlight in the charts denotes the values for which satisfactory results were obtained.

Figure 4 (surface ‘swinging’) shows that the 95% confidence level of error rate increase from the value 2.3 cm to 2.6 cm. The percentage of blank nodes falls rapidly to between 0.2 and 0.4 m. Because of the fact that our goal was the minimal value of a 95% confidence level, a optimal search radius for this surface equal to 0.4 m was chosen.

Figure 5 (surface ‘wrecks’) presents that the 95% confidence level of error rate increase from the value 1.4 cm to 3.1 cm. The percentage of blank nodes falls from 43% at 0.1 m and it stabilised at 0% (for radius = 0.4 m and more). Consequently, the value of optimal search radius for this surface equal to 0.2 m was chosen.
was used, the better the accuracy of created model is. On the other hand, for the smallest values of radius, the number of blank nodes was too high for that model to be acceptable. It can be assumed that optimal results were obtained for the radius of 0.6–1.0 m. Because of the fact that our goal was the minimal value of a 95% confidence level, the chosen value of search radius was 0.6 m.

The computation time strongly depends on the search radius and initially increases rapidly (almost exponentially) with the increase of the search radius. Further increase in the computation time (for larger values of search radius) is slower, as the number of points during interpolation is constrained from above to 64. The total time required to create the test models is shown in Figure 6.

The bright green highlight in the charts denotes the values for which satisfactory results were obtained.

Figure 3. The results for ‘gate’ surface with different search radius values.

Figure 4. The results for the ‘swinging’ surface with different search radius values.

Given all the obtained results for all three surfaces it is easy to notice, that the smaller radius was used, the better the accuracy of created model is. On the other hand, for the smallest values of radius, the number of blank nodes was too high for that model to be acceptable. It can be assumed that optimal results were obtained for the radius of 0.6–1.0 m. The computation time strongly depends on the search radius and initially increases rapidly (almost exponentially) with the increase of the search radius. Further increase in the computation time (for larger values of search radius) is slower, as the number of points during interpolation is constrained from above to 64. The total time required to create the test models is shown in Figure 6.
The bright green highlight in the charts denotes the values for which satisfactory results were obtained.

Figure 4. The results for the 'swinging' surface with different search radius values.

Figure 4 (surface 'swinging') shows that the 95% confidence level of error rate increase from the value 2.3 cm to 2.6 cm. The percentage of blank nodes falls rapidly to between 0.2 and 0.4 m. Because of the fact that our goal was the minimal value of a 95% confidence level, an optimal search radius for this surface equal to 0.4 m was chosen.

Figure 5. The results for 'wrecks' surface with different search radius values.

Figure 5 (surface 'wrecks') presents that the 95% confidence level of error rate increase from the value 1.4 cm to 3.1 cm. The percentage of blank nodes falls from 43% at 0.1 m and it stabilised at 0% (for radius = 0.4 m and more). Consequently, the value of optimal search radius for this surface equal to 0.2 m was chosen.

Given all the obtained results for all three surfaces it is easy to notice, that the smaller radius was used, the better the accuracy of created model is. On the other hand, for the smallest values of radius, the number of blank nodes was too high for that model to be acceptable. It can be assumed that optimal results were obtained for the radius of 0.6–1.0 m.

The computation time strongly depends on the search radius and initially increases rapidly (almost exponentially) with the increase of the search radius. Further increase in the computation time (for larger values of search radius) is slower, as the number of points during interpolation is constrained from above to 64. The total time required to create the test models is shown in Figure 6.

Figure 6. Calculation time for test surfaces depending on the search radius value.

As can be seen, only for the small values of the search radius is the computation time short (under 3 min); in all the other cases creating of the model took much more time, up to 16 min. Hence, determining the appropriate value of search radius turns out to be crucial for speeding up the kriging method.

In the next stage of the research, the influence of minimum required number of points that were needed to compute the node value was analysed (the maximum amount of points was set to 64). The best performing search radius size (based on all surfaces) was used for further research (0.8 m). The results are presented in Figure 7.
the number of blank nodes was too high for that model to be acceptable. It can be assumed that optimal results were obtained for the radius of 0.6–1.0 m.

The computation time strongly depends on the search radius and initially increases rapidly (almost exponentially) with the increase of the search radius. Further increase in the computation time (for larger values of search radius) is slower, as the number of points during interpolation is constrained from above to 64. The total time required to create the test models is shown in Figure 6.

![Figure 6](image)

Figure 6. Calculation time for test surfaces depending on the search radius value.

As can be seen, only for the small values of the search radius is the computation time short (under 3 min); in all the other cases creating of the model took much more time, up to 16 min. Hence, determining the appropriate value of search radius turns out to be crucial for speeding up the kriging method.

In the next stage of the research, the influence of minimum required number of points that were needed to compute the node value was analysed (the maximum amount of points was set to 64). The best performing search radius size (based on all surfaces) was used for further research (0.8 m). The results are presented in Figure 7.

![Figure 7](image)

Figure 7. Results for all three tested surfaces with different number of minimum points required inside the search radius.

As can be seen in the Figure 7, the value of blank nodes only slightly depends on search radius. For the ‘swinging’ and ‘wrecks’ surfaces there were always at least eight measurement points within the tested 0.8 m radius, therefore there were no blank nodes in the created model. Only for the ‘gate’ surface, when the required number of points was set to three or higher, did the model created contain 19% of blank nodes. In such cases, a possible solution could consist in slightly increasing the search radius or performing interpolation using just two available measurement points.

When analysing the accuracy of created models it becomes clear, that the accuracy does not depend on the minimum number of points taken for the kriging process, except for one case, when it was set to one for the ‘gate’ surface. It should be noted though, that in that particular case what was tested was not the influence of the exact number of points used during the interpolation, but only the influence of the minimum number of points on the number of created blank nodes. To sum up, for two of the surfaces that influence was not found, and for the third one (‘gate’), the radius of 0.8 m turned out to be too small, which resulted in the significant increase of the number of blank nodes. It could be generally stated that it is relatively difficult to set an optimal search radius for interpolation, as it highly depends on the density of measurement points.

During the next stage of research, the influence of the exact numbers of points used during the interpolation on the accuracy of created model and the number of blank nodes was thoroughly examined. For the experiments the search radius was set to 1.0 m and the tests were performed for the number of points equal to 1, 2, 3, 5, 7, 10, 20, 30, and 50. The obtained results are presented in Figure 8.

![Figure 8](image)

Based on the obtained results it can be concluded that the accuracy of the model is lowest when only one point is used for interpolation (in such case the averaging occurs), and for the number of points equal to three or higher, the accuracy increases very slowly (‘gate’) or remains constant (‘wrecks’) or even slightly decreases (‘swinging’). At the same time, along with the increase of the number of measurement points, the computation time increases significantly (an almost linear correlation). It could be assumed that for five points or less the time is sufficiently short. Considering the above, it can be concluded that the optimal number of points used for interpolation is between 3 and 8, which allows to speed up computation significantly while maintaining a high quality of the model.
As can be seen in the Figure 7, the value of blank nodes only slightly depends on search radius. However, for values of search radius lower than 1 m, the number of blank nodes increases considerably. This can be observed for the ‘swinging’ surface, when the required number of points was set to three or higher, did the model created contain more blank nodes than for the others. For the ‘gate’ surface, when the required number of points was set to one for the ‘gate’ surface. It should be noted though, that in that particular case what was tested was not the influence of the exact number of points used during the interpolation, but only the influence of the minimum number of points on the number of created blank nodes. To sum up, for the surfaces that the influence was not found, and for the third one (‘gate’), the radius of 0.8 m was set to one for the ‘gate’ surface. It should be noted though, that in that particular case what was tested was not the influence of the exact number of points used during the interpolation, but only the number of measurement points used for the interpolation only slightly influences the accuracy of created model, except for the case when the number is too small (between 1 and 3); the value of search radius, combined with the number of measurement points used for interpolation, has the biggest impact on the computation time. Considering the above, a new approach to interpolation method has been proposed, consisting in replacing a constant search radius with an adaptive, growing radius. In the proposed approach, the size of interpolation window grows, starting from the size of $3 \times 3$ points up until it encloses enough measurement points or until it reaches the pre-set upper bound. Only certain number $P$ of points (set by the user) located inside such a frame and placed the closest to the point of interest will be considered during the interpolation. If there are still not enough points, a blank node will be inserted.

The algorithm of adaptive kriging variant begins with declaration of:

- minimum number of points used for calculations $P$,
- start radius size $R_{\text{MIN}}$,
- maximum radius size $R_{\text{MAX}}$,

In the next step, points that fall within the search area are ordered according to the squared radius (see Figure 9a). Then, $P$ points are chosen, that are the closest inside the search area denoted by radius $R$ (Figure 9b). If the number of points within the search area is greater or equal $P$, kriging interpolation is performed using $P$ nearest points. Otherwise, the $R$ is enlarged by $R_{\text{STEP}}$; as long as $R \leq R_{\text{MAX}}$ or the required number of points is greater or equal $P$, kriging interpolation is done using these points (Figure 9c), otherwise the blank node is set.

### 3.5. Proposal of Improved Variant of Kriging—‘Growing Radius’

Based on the research performed so far, several important conclusions can be drawn:

- the value of search radius has no significant influence on the accuracy of the model;
- a too small search radius results in many blank nodes being created, which prevents creating a correct model;
- increasing the value of search radius results in a considerably longer computation time;
- the number of measurement points used for the interpolation only slightly influences the accuracy of created model, except for the case when the number is too small (between 1 and 3);
- the value of search radius, combined with the number of measurement points used for interpolation, has the biggest impact on the computation time.

![Figure 8. Kriging results for all three tested surfaces for different numbers of points.](image)
3.6. The Tests of Presented Method

The empirical verification of the proposed approach consisted in creating several test models using the modified kriging method, and calculating the accuracy by comparing the results to the ones obtained using conventional methods. A series of modified interpolation tests was performed with the following parameters: \( P = 1 \) to \( 5 \) points, \( R_{MIN} = 3 \times 3 \) points, \( R_{MAX} = 10 \times 10 \) points (corresponding search radius = 1 m), and \( R_{STEP} = 1 \) point. The obtained results are presented in Table 2 (bold denotes the best results).

![Figure 9](image_url)

**Figure 9.** Behaviour of adaptive kriging algorithm. (a) Minimum search radius; (b) The number of points in search radius is too low; (c) The search radius is enlarged to contain a certain number of points.

Simplified scheme of the proposed method is shown in Figure 10.

![Figure 10](image_url)

**Figure 10.** Simplified scheme of optimization of the Kriging method using ‘growing radius’.

| Parameters | 95% Confidence Level | Error | Calculation Time |
|------------|----------------------|-------|-----------------|
| \( P \) = 1 | \( R_{MIN} = 3 \times 3 \) | \( R_{MAX} = 10 \times 10 \) | \( R_{STEP} = 1 \) |
| \( R_{MIN} = 3 \times 3 \) | \( R_{MAX} = 10 \times 10 \) | \( R_{STEP} = 1 \) |
Table 2. The comparison of the modified kriging and ordinary kriging results (95% confidence level error and time).

| Number | Parameters | 95% Confidence Level Error and Calculation Time |
|--------|------------|-----------------------------------------------|
|        | Search Radius | Points Required | Gate (cm, s) | Swinging (cm, s) | Wrecks (cm, s) |
| 1      | 1           | 2               | 6.83 (10.56) | 2.32 (9.92)     | 5.20 (11.68)   |
| 2      | 1           | 5               | 6.52 (21.92) | 2.31 (21.92)    | 3.35 (21.28)   |
| 3      | 0.6         | 2               | 6.91 (10.20) | 2.32 (9.4)      | 5.20 (11.20)   |
| 4      | 0.6         | 5               | 6.54 (19.82) | 2.31 (20.65)    | 3.35 (20.96)   |
| 5      | improved kriging | 1 | 7.44 (6.51) | 3.32 (7.5)    | 5.20 (8.3)    |
| 6      | adaptive kriging | 2 | 6.83 (6.90) | 2.31 (7.6)    | 3.35 (8.6)    |
| 7      | adaptive kriging | 3 | 6.62 (7.06) | 2.31 (7.9)    | 3.06 (9.0)    |
| 8      | adaptive kriging | 4 | 6.49 (7.22) | 2.30 (8.2)    | 3.06 (10.21)  |
| 9      | adaptive kriging | 5 | 6.52 (7.26) | 2.31 (8.5)    | 3.09 (10.55)  |

Based on the results, the following conclusions can be drawn:

- the best results (the smallest error) were obtained when the closest 3–4 points were taken for interpolation,
- dimensions of the window (growing radius) for which the best results were obtained were approximately 0.3–0.6 m,
- the depth accuracy in created models (using improved variant of kriging) is higher by approximately 1–2 cm,
- calculation time for optimal results when using the improved variant of kriging is 2–3 times shorter,
- the more points are used for interpolation, the slower the algorithm; however, the time increase is rapid when using a fixed search radius, and slow for a growing radius variant.

It should be pointed out that using the proposed interpolation method speeds up the interpolation process to some extent as compared with conventional methods of interpolation (with constant search radius). The size of the frame adapts to measurement point density, which can vary even for data coming from one survey, not to mention data obtained for various surfaces within separate surveys. The proposed approach allows the operator to decide how many points should be taken into consideration when calculating a new node and to define the conditions for creating a blank node ($R_{MAX}$).

3.7. Surface Smoothing

As the source data (obtained from MBES) are affected with a certain small random error (about 2–5 cm at a 10 m depth), complementing the interpolation with an additional surface smoothing method can increase the accuracy of created model (while only slightly increasing computational time). That is why in the last part of research using a smoothing filter was considered. Three smoothing methods were analysed:

- Gaussian with mask $3 \times 3$,
- 5-Node + Averaging $3 \times 3$,
- Median filter $3 \times 3$.

The tests were performed using the ‘growing radius’ method, with the optimal number of points required for interpolation. The results are presented in Table 3 (bold denotes the best results).

Utilizing an additional smoothing filter results in the increase in model’s accuracy by approximately 0.5 cm, wherein the computation time increases by approximately 20–30%. The best results were obtained using Gaussian and median filters. Since the quality gain is quite small (relative accuracy increase of just 0.05%), with an accompanying significant increase in computation time using the additional smoothing filter could be an option left to end-user choice.
Table 3. The comparison of the modified kriging results with and without smoothing (95% confidence level error and time).

| No | Smoothing Method     | Search Radius | Point Required | Gate (cm, (s)) | Swinging (cm, (s)) | Wrecks (cm, (s)) |
|----|----------------------|---------------|----------------|----------------|-------------------|-----------------|
| 1  | Gaussian (3 × 3)     | growing       | 4              | 6.15 (8.81)    | 2.17 (10.90)      | 2.91 (13.6)     |
| 2  | 5-NODE (3 × 3)       | growing       | 4              | 6.23 (8.40)    | 2.22 (10.99)      | 2.94 (12.8)     |
| 3  | Median (3 × 3)       | growing       | 4              | 6.13 (8.86)    | 2.17 (10.08)      | 2.90 (12.9)     |
| 4  | None                 | growing       | 4              | 6.49 (7.22)    | 2.30 (8.2)        | 3.08 (10.21)    |

4. Conclusions

The paper presents a research on kriging method variants in case of digital terrain model creation using bathymetric data obtained from MBES. The method was verified using surfaces of varying shapes, hence the experiments proved the proposed method variants to be valid. Furthermore, the performance of kriging method for tested surfaces was very good, with satisfying 95% confidence level of error (respectively, less than 7 cm, 3 cm, and 3 cm for the ‘gate’, ‘swinging’ and ‘wrecks’ surfaces, respectively). According norms set by International Hydrographic Organization (IHO) [24], the error rate of interpolated grid must be less than about 20 cm, for tested surfaces. The error rate resulting for each of tested surfaces was much below that constraint, which means that kriging can be used for the kind of interpolation in question.

Kriging with proposed ‘growing radius’ method and optimal number of points required as well as with median smoothing applied was chosen as the best kriging variant.

Considering the results of the extensive research carried out by the author (part of which is outside the scope of this paper), the following conclusions can be drawn:

- Increasing the search radius beyond 1 m results in a slightly larger errors and very long computation time; the reason for that is the high density of measurement data coming from MBES, reaching as high as 40 points per square meter;
- Too many measurement points considered during interpolation also result in a larger error, accompanied by a significant increase in computation time (10 times or more);
- The best results are obtained for approximately 3–5 measurement points lying in the closest proximity (radius about 0.3–0.6 m);
- Using the modified kriging method (with ‘growing radius’) results in only minor increase in model’s accuracy, but more importantly, it reduces the computation time considerably (long computation time being the main disadvantage of the kriging method with typical settings).

Based on the above the hypothesis has been proposed, that the kriging method can be optimized by eliminating fixed size of search radius and focusing instead on several closest measurement points (the operator specifies the number of measurement points required and their maximum distance from the node being calculated).

The proposed approach is aimed at improving the kriging method resulting from the observations of conventional kriging method’s behaviour. As the experiments have proven, the application of proposed modification results in a slightly higher accuracy of obtained grid, which fits to the real seabed surface better (comparing to results without kriging optimization), together with almost 3 times lower calculation time.

A comparison with other author’s research (based on exactly the same measurement data and the same hardware platform) [11], it should be emphasized that optimized kriging method is still 2–4 times slower than other, widely used interpolation methods (moving average, Inverse Distance to a Power). On the other hand, we obtain more accurate DTM (10–20% more precise). It seems that it is justified claim, that in cases when we expect the most accurate results, the application of optimized kriging method gives the satisfying results.

A comparison of the proposed method with other approaches described in the literature is extremely complicated. The experiments should, in this case, be based on the same test data (of just
the data collected in the similar areas). Created models should also have the same properties (in terms of resolution and size of the created model).

The proposed adaptive kriging method (called “growing radius”) can be implemented in GIS systems for modeling surfaces based on large amounts of measurement data.

**Funding:** This research received no external funding.

**Conflicts of Interest:** The authors declare no conflicts of interest.

**References**

1. Hamilton, E. Geoacoustic modeling of the sea floor. *J. Acoust. Soc. Am.* **1980**, *68*, 1313–1340. [CrossRef]

2. Jiang, Y.; Yang, Z.; Liu, Z.; Yang, C. High-resolution bottom detection algorithm for a multibeam echo-sounder system with a U-shaped array. *Acta Oceanol. Sin.* **2018**, *37*, 78–84. [CrossRef]

3. Brian, C. On the uncertainty of archive hydrographic data sets. *J. Ocean. Eng.* **2006**, *31*, 249–265.

4. Lucieer, V.; Roche, M.; Degrendele, K.; Malik, M.; Dolan, M.; Lamarche, G. User expectations for multibeam echo sounders backscatter strength data-looking back into the future. *Mar. Geophys. Res.* **2018**, *39*, 23–40. [CrossRef]

5. Chen, P.; Li, Y.; Shen, P.; Wang, R.; Jiang, Y. Comparison and Analysis of Gridding Methods of Multi-beam Echo Sounder. In Proceedings of the Chinese Control and Decision Conference, Qingdao, China, 23–25 May 2015; pp. 2576–2579.

6. Blaszczyk-Bak, W.; Soberaj-Zlobinska, A.; Wieczorek, B. The Optimum Dataset method—Examples of the application. In Proceedings of the Baltic Geodetic Congress, Gdansk, Poland, 22–25 June 2017.

7. Bakula, K.; Olszewski, R.; Bujak, Ł.; Gnat, M.; Kietlinska, E.; Stankiewicz, M. DTM generalization in a development of the methodology for the representation of terrain shape. *Arch. Photogramm. Cartogr. Remote Sens.* **2013**, *25*, 19–32.

8. Papadogiorgaki, M.; Partisinevelos, P. Adaptive DTM generalization methods for tangible GIS applications. *Earth Sci. Inf.* **2017**, *10*, 483–494. [CrossRef]

9. Pajak, K.; Blaszczak-Bak, W.; Soberaj-Zlobinska, A. Evaluation of the Semivariogram Selection on the Kriging Interpolation. In Proceedings of the International Multidisciplinary Scientific GeoConference-SGEM, Albena, Bulgaria, 18–24 June 2015; pp. 235–246.

10. Gosiewski, D. Reduction of deformations of the digital terrain model by merging interpolation algorithms. *Comput. Geosci.* **2013**, *64*, 61–71. [CrossRef]

11. Maleika, W.; Koziański, M.; Forczmański, P. A Multiresolution Grid Structure Applied to Seafloor Shape Modeling. *ISPRS Int. J. Geo-Inf.* **2018**, *7*, 119. [CrossRef]

12. Yang, C.; Kao, S.; Lee, F.; Hung, P. Twelve different interpolation methods: A case study of Surfer 8.0. In Proceedings of the XXth ISPRS Congress, Istanbul, Turkey, 12–23 July 2004; pp. 778–785.

13. Wlodarczyk-Sielecka, M.; Stateczny, A. Comparison of Selected Reduction Methods of Bathymetric Data Obtained by Multibeam Echosounder. In Proceedings of the Baltic Geodetic Congress, Gdansk, Poland, 2–4 June 2016; pp. 73–77.

14. Maleika, W.; Palczynski, M.; Frejlichowski, D. Interpolation Methods and the Accuracy of Bathymetric Seabed Models Based on Multibeam Echosounder Data. In Proceedings of the Intelligent Information and Database Systems, Kaohsiung, Taiwan, 19–21 March 2012; pp. 466–475.

15. Rishikeshan, C.A.; Katiyar, S.K.; Mahesh, V.N. Detailed evaluation of DEM interpolation methods in GIS using DGPS data. In Proceedings of the International Conference on Computational Intelligence and Communication Networks, Bhopal, India, 14–16 November 2014; pp. 666–671.

16. Zhu, K.; Cui, Z.; Jiang, B.; Yang, G.; Chen, Z.; Meng, Q.; Yao, Y. A DEM-based residual kriging model for estimating groundwater levels within a large-scale domain: A study for the Fuyang River Basin. *Clean Technol. Environ. Policy* **2013**, *15*, 687–698. [CrossRef]

17. Jassim, F.A.; Aliaany, F.H. Image Interpolation Using Kriging Technique for Spatial Data. *Can. J. Image Process. Comput. Vis.* **2013**, *4*, 16–21.
19. Van Beers, W.C.M.; Kleijnen, J.P.C. Kriging for interpolation in random simulation. J. Oper. Res. Soc. 2003, 54, 255–262. [CrossRef]
20. Oliver, M.A.; Webster, R. Kriging: A method of interpolation for geographical information systems. Int. J. Geogr. Inf. Syst. 2007, 4, 313–332. [CrossRef]
21. Hengl, T.; Heuvelink, G.B.; Rossiter, D.G. About regression-kriging: From equations to case studies. Comput. Geosci. 2007, 33, 1301–1315. [CrossRef]
22. Maleika, W. The influence of track configuration and multibeam echosounder parameters on the accuracy of seabed DTMs obtained in shallow water. Earth Sci. Inf. 2013, 6, 47–69.
23. Maleika, W.; Palczynski, M.; Frejlichowski, D. Multibeam Echosounder Simulator Applying Noise Generator for the Purpose of Sea Bottom Visualisation. In Proceedings of the International Conference on Image Analysis and Processing, Ravenna, Italy, 14–16 September 2011; Spring: Berlin/Heidelberg, Germany, 2011; pp. 285–293.
24. IHO Standards for Hydrographic Surveys, Publication No. 44 of International Hydrographic Organization, 4th Edition. 1998. Available online: https://www.oceanbestpractices.net/handle/11329/388 (accessed on 20 June 2018).

© 2018 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).