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Abstract—In this paper we consider a distributed convex optimization problem over time-varying networks. We propose a dual method that converges R-linearly to the optimal point given that the agents’ objective functions are strongly convex and have Lipschitz continuous gradients. The proposed method requires half the amount of variable exchanges per iterate than methods based on DIGing, and yields improved practical performance as empirically demonstrated.

I. INTRODUCTION

Solving optimization problems in a distributed manner has become relevant in many engineering applications. These include power system control [9], distributed resource allocation [13], distributed estimation [7], [10], statistical inference and learning [3] among others [12], [4]. In these set-ups partial information of the problem is available to different agents in the network. Further, having a fusion center in which all information is gathered may not be affordable for several reasons. In some instances, the nodes may have gathered massive amounts of data, making the communication of it expensive. In others, the nodes may have to communicate via a wireless network resulting in communication costs. Additionally, due to the random nature of the wireless channel, some communication links may fail. Therefore, procedures that allow for the agents to collaboratively solve optimization problems while exchanging limited amounts of information via an unreliable network are required.

In this paper we focus on the distributed optimization problem

$$\min_{\bar{x} \in \mathbb{R}^n} \bar{f}(\bar{x}) = \sum_{i=1}^{n} f_i(\bar{x}),$$

(1)

where each function $f_i$ is known exclusively to a single agent of the network. The agents’ goal is to collaboratively by communicating only with their direct neighbors find a solution to (1) without explicitly exchanging the functions $f_i$. We will represent the network connecting the different agents via a time-varying graph. This allows for applications such as sensor and vehicle networks in which some communication links may come and go.

Many methods that solve problems of the form of (1) have been proposed in recent years. First order primal methods typically require diminishing step-sizes to converge to a solution even if the functions $f_i$ are strongly convex and have Lipschitz continuous gradients [8], [2]. While both [8] and [2] have been shown to converge given time-varying networks, selecting a diminishing step-size will lead to slow convergence rates. Dual and primal-dual methods typically converge to the optimal solution using a constant step-size [14], [16], [6], [17], [21], [5]. However, extensions of these methods that converge linearly under time varying graphs have not been proposed. This said, several methods that converge under time varying graphs have been recently proposed [18], [15], [11], [22]. In [18] the authors propose a primal-dual algorithm that achieves sub-linear convergence rates. By proposing a different error correction scheme than that in [14], the authors of [15] propose the decentralized inexact gradient tracking (DIGing), a method which converges linearly to the optimal solution even when the graph is time varying. In-network nonconvex optimization (NEXT) [11] is a method to solve non-convex problems of the form (1) on undirected graphs. In [22] the authors propose the successive convex approximation over time-varying digraphs (SONATA) to solve non-convex optimization problems over time-varying directed graphs. SONATA can be particularized to yield the same iterates as Push-DIGing [15] which modifies DIGing to be applicable to directed graphs. Under the assumption that the functions $f_i$ are strongly convex and have Lipschitz continuous gradients NEXT, SONATA and DIGing will converge linearly to the optimal point. Further, the three of them are primal methods that rely on tracking the average primal variable and the average gradient. This procedure, while effective, requires that the agents exchange the primal variables and the gradients at each iterate.

In this paper, we propose primarily averaged network dual ascent (PANDA), a novel linearly converging dual ascent-based method for distributed optimization over time varying undirected graphs. PANDA can be shown to converge linearly to the optimal point of (1) given that the $f_i$ are strongly convex and have Lipschitz continuous gradients. When compared to DIGing, PANDA requires only the exchange of the primal variables, at the expense of iterates that are computationally more expensive. In terms of rate, PANDA performs better in practice as shown in our experiments. Further, in [17] the authors establish that, given a static connected network, a Nesterov accelerated version of dual ascent achieves optimal convergence rates. This further motivates the proposal of a dual method that can deal with time-varying graphs. The theoretical analysis of the convergence properties of an accelerated version are left for future work. However, we verify experimentally
that we obtain a convergence gain by applying Nesterov’s acceleration scheme.

The remaining of the paper is structured as follows. In Section II we provide an intuition for the derivation of PANDA and give its formal introduction. After that, in Section III we formally present the assumptions under which this paper’s main theorem holds. Then, the main theorem containing the algorithm’s convergence result is stated. In Section IV we provide a rough sketch of the proof of the main theorem. Details are omitted due to space constraints. In order to experimentally verify the findings of this paper we provide empirical evidence of the convergence of PANDA in Section V. Finally, the paper ends with some concluding remarks in Section VI.

II. ALGORITHM AND ALGORITHM INTUITION

In this section we will lay out the intuition for PANDA. We start by reformulating (1) in the usual way corresponding to solving it using distributed dual ascent [17], [21], [13]. Once we have done this, we will observe the main inconveniences with dealing with the standard reformulation when we are solving the problem over a time-varying graph. Avoiding these inconveniences will lead us to a different problem formulation that relies on the fully connected network. Finally, by approximating the effect of a fully connected network we obtain the desired algorithm.

To this end, let the nodes $i = 1, \ldots, n$ be connected via the undirected graph $G(V, E)$ with vertices $V \triangleq \{1, \ldots, n\}$ and edges $E$. Two nodes $i$ and $j$ can only communicate directly with each other if the edge $(i, j) \in E$. Further, let $U$ denote the graph’s communication matrix with the following properties.

Assumption I (Communication Matrix $U$ [17]): The matrix $U$ fulfills the following properties:

1. $U$ is an $n \times n$ symmetric matrix,
2. $U$ is positive semi-definite,
3. $\text{null}(U) = \text{span}(1_n)$, where $(1, \ldots, 1)^T = 1_n \in \mathbb{R}^n$,
4. $U$ is defined on the edges of the network, i.e., $u_{ij} \neq 0$ only if $(i, j) \in E$.

Under Assumption I the problem in (1) can be equivalently written as

$$\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) = \sum_{i=1}^n f_i(x_i) \\
\text{s.t.} & \quad \left( U^{1/2} \otimes I_p \right) x = 0,
\end{align*}$$

where $x^T = (x_1^T, \ldots, x_n^T)$, $I_p \in \mathbb{R}^{p \times p}$ denotes the identity matrix and $U^{1/2}$ is a symmetric matrix such that $U^{1/2} U^{1/2} = U$. Note that each vector $x_i$, $i = 1, \ldots, n$ denotes the local copy of the variable $\mathbf{x}$ (c.f. (1)) held by node $i$. Togethert, all local copies $x_i$ constitute the global variable $x \triangleq (x_1^T, \ldots, x_n^T)^T$. The constraint (2b) enforces $x$ to be consensual, i.e., enforces that all nodes agree $x_1 = x_2 = \ldots = x_n$. Problems (1) and (2) are equivalent in the sense that if $\mathbf{x}^*$ solves (1), then $x^* = (x^T_1, \ldots, x^T_n)^T$ solves (2). The problem in (2) can be solved in a distributed fashion using distributed dual ascent by performing the iterates

$$\begin{align*}
x_i(k+1) & := \min_{x_i \in \mathbb{R}^p} \quad f_i(x_i) - y_i(k)^T x_i, \quad i = 1, \ldots, n \\
y_i(k+1) & := y_i - c \sum_{j \in N_i \cup \{i\}} u_{ij} x_j(k+1)
\end{align*}$$

where $N_i \triangleq \{j : (j, i) \in E\}$ denotes the neighborhood of $i$, $c > 0$ is an appropriately selected step-size and $u_{ij}$ is the weight node $i$ assigns to the information coming from node $j$. The quantity $u_{ij}$ corresponds to the element $(i, j)$ of matrix $U$. Note that in order to perform the dual ascent step $u_{ij}$ the nodes have to exchange their update $x_i(k+1)$ with their immediate neighbors.

If we now assume that the graph $G(k) = (V, E(k))$ is allowed to change over time and to become disconnected in some instances, (P3) in Assumption I would not be fulfilled anymore. This would break the equivalence between problems (1) and (2). Hence, (3) would be performing an iterate to solve independent optimization problems across the network instead of attempting to approximate the behavior of solving (2). This problem is essentially due to two factors which we summarize as:

- the problem formulation in (2) is graph dependent,
- there is no averaging effect in (3) across time to take advantage of the structure of the different graphs $G(k)$.

Addressing the first concern can be done by seeing what all connected graphs have in common. For this we write the dual of (2)

$$\min_{\lambda \in \mathbb{R}^{np}} \quad f^* \left( \left( U^{1/2} \otimes I_p \right) \lambda \right),$$

where

$$f^*(y) \triangleq \sup_{y \in \mathbb{R}^{np}} y^T \mathbf{x} - f(\mathbf{x})$$

denotes the convex conjugate of $f$ and $\lambda$ denotes the dual multiplier associated to (2b). The dual can be re-formulated by introducing an additional variable as

$$\min_{y \in \mathbb{R}^{np}, \lambda \in \mathbb{R}^{np}} \quad f^*(y) \quad \text{s.t.} \quad \left( U^{1/2} \otimes I_p \right) \lambda = y.$$  

Since $U^{1/2}$ spans the orthogonal complement of the consensual vectors, for any underlying connected network the constraint $(U^{1/2} \otimes I_p) \lambda = y$ can be replaced by the constraint $(\Pi_{1_n} \otimes I_p) y = 0$, where $\Pi_{1_n} \triangleq \frac{1}{2} (1_n \otimes 1_n)$, yielding the optimization problem

$$\min_{y \in \mathbb{R}^{np}, \lambda \in \mathbb{R}^{np}} \quad f^*(y) \quad \text{s.t.} \quad (\Pi_{1_n} \otimes I_p) y = 0,$$

which can be solved using projected gradient descent by performing the iterate

$$y(k+1) := \left( \Pi_{1_n}^+ \otimes I_p \right) (y(k) - c \nabla f^*(y(k))),$$

where $\Pi_{1_n}^+ \triangleq I_n - \Pi_{1_n}$. If $y(0)$ fulfills $(\Pi_{1_n}^+ \otimes I_p) y(0) = y(0)$, the iterate can be written as

$$y(k+1) := y(k) - c \left( \Pi_{1_n}^+ \otimes I_p \right) \nabla f^*(y(k)).$$
which corresponds to applying dual ascent to the problem

\begin{align}
\min_{x \in \mathbb{R}^n} & \quad f(x) \\
\text{s.t.} & \quad \left( \Pi_{I_n}^\perp \otimes I_p \right) x = 0.
\end{align}

Note that (10) implicitly assumes that the underlying graph that connects the nodes is fully connected. This is implied by constraint (10b). However, if the graph is connected (but not fully connected) the reformulation (10), while not practically useful, fulfills (P1)-(P3) in Assumption[1] Hence, the reformulation in (10) can be interpreted as being “graph independent” in the sense that from the dual problem formulated in (11) for any connected graph we can go to the equivalent dual problem in (10).

By applying dual gradient ascent to (11) we obtain the iterates

\begin{align}
x_i(k + 1) & := \arg \min_{x_i \in \mathbb{R}^n} f_i(x_i) - y_i(k)^T x_i, \quad i = 1, \ldots, n \\
y_i(k + 1) & := y_i(k) - c \left( x_i(k + 1) - \frac{1}{n} \sum_{j=1}^n x_j(k + 1) \right)
\end{align}

which is an equivalent reformulation of (11). Clearly, (11b) needs to be modified in order to account for a time varying (and not fully connected) network. For this purpose, we require a scheme that can track \( \frac{1}{n} \sum_{j=1}^n x_j(k + 1) \) and that is distributed in nature. Hence, we have the following

\begin{align}
x(k + 1) & := \arg \min_{x \in \mathbb{R}^n} f(x) - y(k)^T x \\
z(k + 1) & := z(k) + \frac{1}{n} \sum_{j=1}^n \tilde{z}_j(k + 1) \\
y(k + 1) & := y(k) - c (x(k + 1) - z(k + 1)),
\end{align}

where we now need to establish which properties are desired of the iterate \( z(k) \). Clearly, we require that \( z(\infty) = (\Pi_{I_n}^\perp \otimes I_p) x(\infty) \). Further, we wish that \( x(\infty) = x^* = (\Pi_{I_n}^\perp \otimes I_p) x^* \). However, other properties may also be desirable. Let \( \mathcal{Y} = \{ y : (\Pi_{I_n} \otimes I_p) y = 0 \} \). When dealing with the iterates in (11) a bound on \( \| x(k + 1) - x(k) \| \) will imply a bound on the quantity \( \| y(k - 1) - y(k - 1) - c x(k) \| \), where \( [.]_\mathcal{Y} \) denotes the projection on the set \( \mathcal{Y} \), under suitable assumptions on \( f \). This is relevant because the quantity \( \| y(k - 1) - y(k - 1) - c x(k) \|_\mathcal{Y} \) is commonly used as a measure of sub-optimality of dual ascent [26] and can be used to bound \( \| x(k) - x^* \| \). Hence, if \( z(k) \) is close to \( z(\infty) \) when the variations \( \| x(k + 1) - x(k) \| \) are small we are essentially preserving the relevance of bounding \( \| x(k + 1) - x(k) \| \) from the iterates in (11) for the iterates in (12).

The work in [15] uses the scheme of [27] in order to track the average gradient of \( f \) using the following scheme

\begin{align}
\nabla f(x(k + 1)) = (W(k) \otimes I_p) \nabla f(x(k)) + \nabla f(x(k + 1)) - \nabla f(x(k)),
\end{align}

or alternatively

\begin{align}
\nabla f_i(x(k + 1)) = \sum_{j \in \mathcal{N}_i \cup \{ i \}} w_{ij}(k) \nabla f_j(x_j(k)) + \nabla f_i(x(k + 1)) - \nabla f_i(x(k)),
\end{align}

where \( W(k) \in \mathbb{R}^{n \times n} \) is a mixing matrix whose properties we will formally introduce later on. Element \( (i, j) \) of \( W(k) \), i.e., \( w_{ij}(k) \), is the weight node \( i \) assigns to the information coming from node \( j \). This scheme has the two properties we desire, i.e. \( \nabla f(x(\infty)) = (\Pi_{I_n} \otimes I_p) \nabla f(x(\infty)) \) and as the differences \( \nabla f(x(k + 1)) - \nabla f(x(k)) \) become small \( \nabla f(x(k + 1)) \) converges to \( \nabla f(x(\infty)) \) [15]. We will therefore, for PANDA, use an analogous scheme to track \( (\Pi_{I_n} \otimes I_p)x(k) \). The estimated network average at iterate \( k + 1 \) will be

\begin{align}
z(k + 1) := (W(k) \otimes I_p) z(k) + x(k + 1) - x(k),
\end{align}

which requires that the nodes exchange their previous estimate with that of their neighbor. The precise iterates with clarifications on what can be computed in a distributed manner and what information is to be exchanged are given in Algorithm 1 which can be more compactly expressed as

\begin{align}
x(k + 1) := \arg \min_{x \in \mathbb{R}^n} f(x) - (y(k))^T x \\
z(k + 1) := (W(k) \otimes I_p) z(k) + x(k + 1) - x(k)
\end{align}

\begin{align}
y(k + 1) := y(k) - c (x(k + 1) - z(k + 1)),
\end{align}

Now that PANDA has been formally introduced we will provide its convergence properties. However, before doing so we will formally introduce the assumptions under which the convergence statement holds. This is done in the following section.

### III. CONVERGENCE RATE

In this section we formalize PANDA’s convergence properties in the form of a theorem. For this we first provide the assumptions under which the theorem holds. The assumptions

---

**Algorithm 1 PANDA**

1. Choose step size \( c > 0 \) and pick \( z(0) = x(0) = 0 \) and \( y(0) \) such that \( (\Pi_{I_n} \otimes I_p) y(0) = 0 \).
2. for \( k = 0, 1, \ldots \) do Each agent \( i \):
   3. Computes
      \[ x_i(k + 1) := \arg \min_{x_i \in \mathbb{R}^n} f_i(x_i) - y_i(k)^T x_i \]
   4. Exchanges \( z_i(k) \) with \( \mathcal{N}_i \).
   5. Computes
      \[ z_i(k + 1) := \sum_{j \in \mathcal{N}_i \cup \{ i \}} w_{ij}(k) z_j(k) + x_i(k + 1) - x_i(k) \]
   6. Computes
      \[ y_i(k + 1) := y_i(k) - c(\mathbf{x}(k + 1) - \mathbf{z}_i(k + 1)) \]
7. end for

---
present in this section are identical to the assumptions in [15].
To this end, consider a time-varying graph sequence \( G(k) = \{V, \mathcal{E}(k)\} \). Note that the set of agents \( V = \{1, \ldots, n\} \) remains static. If node \( i \) can communicate with node \( j \) at time \( k \), \((i,j) \in \mathcal{E}(k) \). Let \( \{W(k)\} \) denote a mixing matrix sequence.

**Assumption 2 (Mixing matrix sequence \{W(k)\} [15]):**
For any \( k = 0, 1, \ldots \), the mixing matrix \( W(k) \in \mathbb{R}^{n \times n} \) satisfies the following relations:

1. **Decentralized property:** if \( i \neq j \) and \((j, i) \notin \mathcal{E}(k)\), \( w_{ji}(k) = 0 \).
2. **Double stochasticity:** \( W(k)1_n = 1_n \), \( 1_n^T W(k) = 1_n^T \).
3. **Joint spectrum property:** Let \( \sigma_{\text{max}}(\cdot) \) denote the largest singular value of a matrix and let
\[
W_{b}(k) \triangleq W(k)W(k-1) \ldots W(k-b+1) \geq 0,
\]
for \( k \geq 0 \) and \( b \geq 1 \), with \( W_{b}(k) = I_n \) for \( k < 0 \) and \( W_{b}(0) = I_n \). Then, there exists a positive integer \( B \) such that
\[
\sup_{k \geq B-1} \sigma_{\text{max}} \left\{ W_{B}(k) - \frac{1}{n} 1_n 1_n^T \right\} < 1. \tag{19}
\]

Realistic scenarios in which Assumption 2 holds are provided in [15]. Note however, that the assumption is much weaker than each \( G(k) \) being connected.

Note that as opposed to the communication matrices in Assumption 1 we do not require that the matrices \( W(k) \) are positive semi-definite. However, we do obtain better bounds for the convergence rate if the mixing matrices are picked to be positive semi-definite.

We will now introduce an assumption on \( f \) which will in turn give us desired properties of \( f^* \). These will be announced and exploited in Section IV.

**Assumption 3 (Strong convexity and smoothness):** The functions \( f \) (cf. (2)) is proper closed strongly convex and Lipschitz differentiable, i.e.
\[
f(x) \geq f(y) + \langle \nabla f(y), x - y \rangle + \frac{\mu}{2} \|x - y\|^2 \tag{20}
\]
and
\[
\|\nabla f(x) - \nabla f(y)\| \leq L \|x - y\| \tag{21}
\]
\( \forall x, y \in \mathbb{R}^p \) where \( \mu > 0 \) and \( L < \infty \) are the strong convexity and Lipschitz constant respectively.

Assumption 3 is a standard assumption when obtaining linear convergence using first order methods.

**Theorem 1 (PANDA converges R-linearly):** Let Assumptions 2 and 3 hold. Also, let
\[
\delta \triangleq \sup_{k \geq B-1} \left\{ \sigma_{\max} \left\{ W_{B}(k) - \frac{1}{n} 1_n 1_n^T \right\} \right\}. \tag{22}
\]

Finally let \( \kappa \triangleq \frac{\delta^2}{4B^2} \) denote the condition number of \( f \). Then, for any step-size
\[
c \in \left(0, \frac{\mu \sqrt{\kappa}}{4B^2} (1 - \delta^2)\right], \tag{23}
\]
the sequence \( \{y(k)\} \) converges to \( y^* \), the unique solution of (7) and \( \{x(k)\} \) converges to \( x^* \), the unique solution of (10) at a global R-linear rate \( O(\lambda^k) \), where \( \lambda \) is given by
\[
\lambda = \begin{cases} 
2\sqrt{\frac{1 - \frac{\mu}{L}}{2}} & \text{if } c \in (0, \alpha] \\
\sqrt{\delta + \frac{2\delta^2}{\mu \kappa}} & \text{if } c \in (\alpha, \frac{2\sqrt{\kappa}}{\mu \kappa} (1 - \delta^2)] \end{cases}, \tag{24}
\]
where
\[
\alpha \triangleq 2\sqrt{\kappa} \mu \left(\sqrt{(1 - \delta^2)\kappa^2/3} + 8B^2 - 8\delta B \right)^2 \left(\kappa^{3/2} + 8B^2\right). \tag{25}
\]
A sketch of the proof of Theorem 1 is provided in Section IV. The full details are omitted due to space constraints.

Note that neither the convergence rates nor the step-size of PANDA depend explicitly on the size of the network. However, via the parameters \( \delta \) and \( B \) the rate and the step-size may depend on the network size. The bounds in (24) are not tight but they provide a rate dependence on the objective function's condition number and network parameters. While it would be interesting to establish for which problem and network parameters PANDA obtains better convergence bounds than DIGing the amount and discrepancy of parameters in (24) and [15], and the additional tunable parameters in [15] make the task of obtaining an explicit expression difficult. This is therefore left for future work.

**IV. PROOF SKETCH**

In this section we provide a sketch of the proof of Theorem 1. This proof essentially relies on the small gain theorem and has many elements in common with the convergence proof in [15]. Due to space restrictions we do not provide the entire proof here but do discuss the main steps involved and provide some intuition behind it.

Just like [15] we require the small gain theorem, which we introduce here for completeness. However, we first need to define two norms. Let \( s^i = \{s^i(0), s^i(1), \ldots\} \) denote an infinite sequence of vectors \( s^i(k) \in \mathbb{R}^{np} \), \( \forall i \). Further, let
\[
\|s^i\|_{\lambda, K} \triangleq \sup_{k=0, \ldots, K} 1 \lambda^k \|s^i(k)\| \tag{26}
\]
and
\[
\|s^i\|_{\lambda, K} \triangleq \sup_{k \geq 0} 1 \lambda^k \|s^i(k)\|. \tag{27}
\]

**Theorem 2 (Small Gain Theorem [15]):** Suppose \( s^1, \ldots, s^m \) are vector sequences such that for all positive integers \( K \) and for each \( i = 1, \ldots, m \), we have an arrow \( s^i \rightarrow s^{(i \mod m) + 1} \), that is,
\[
\|s^{(i \mod m) + 1}\|_{\lambda, K} \leq \gamma_i \|s^i\|_{\lambda, K} + \omega_i, \tag{28}
\]
where the constants \( \gamma_1, \ldots, \gamma_m \) and \( \omega_1, \ldots, \omega_m \) are independent of \( K \). Further, suppose that the constants \( \gamma_1, \ldots, \gamma_m \) are nonnegative and satisfy
\[
\gamma_1 \gamma_2 \cdots \gamma_m < 1. \tag{29}
\]
Then we have that
\[
\|s^t\|^\lambda \leq \frac{1}{1 - \gamma_1 \gamma_2 \ldots \gamma_m + \omega_2 \gamma_3 \gamma_4 \ldots \gamma_m + \ldots + \omega_{m-1} \gamma_m + \omega_m},
\]
(30)
Due to the cyclic nature of (28) similar bounds hold for the remaining sequences.
Note that if a sequence \( s^t \) fulfills \( \|s^t\|^\lambda < \infty \), the sequence converges to 0 geometrically fast at rate \( O(\lambda^t) \) [15]. By establishing (28) and (29) for every \( K \) and some \( \lambda < 1 \) the small gain theorem can be used to conclude that the sequences \( s^1, \ldots, s^m \) converge to 0 at rate \( O(\lambda^t) \).

In the context of PANDA and DIGing, one must define sequences of residuals such that we can derive a bound of the type of (29) for every \( K \). Then, if the gains fulfill (29) we will be capable of establishing the geometric decrease of all residuals. Obviously, an essential residual of interest is the dual residual, i.e. \( y(k) - y^\ast \). The sequences of residuals we have used to establish Theorem 1 are
\[
r(k) \triangleq y(k) - y^\ast \quad (31\text{a})
\]
\[
x^\perp(k+1) \triangleq (\Pi_{1n} \otimes I_p)x(k+1) \quad (31\text{b})
\]
\[
\Delta y(k+1) \triangleq y(k+1) - y(k) \quad (31\text{c})
\]
\[
z^\perp(k+1) \triangleq (\Pi_{1n} \otimes I_p)z(k+1) \quad (31\text{d})
\]
\[
\Delta z^\perp(k+1) \triangleq x^\perp(k+1) - z^\perp(k+1), \quad (31\text{e})
\]
for \( k \geq 0 \). We adopt the convention \( x^\perp(0) = \Delta y(0) = z^\perp(0) = \Delta z^\perp(0) = 0 \). Since the goal is to ultimately establish that \( \|r(k)\| \rightarrow 0 \) R-linearly we will start the circle of arrows with the sequence \( r(k) \) and then proceed as
\[
r \rightarrow x^\perp \rightarrow \Delta x^\perp \rightarrow \Delta y \rightarrow z^\perp \rightarrow r. \quad (32)
\]
More specifically we establish the following relations
(A1) \( \|x^\perp\|^\lambda \lambda, K \leq \gamma_1 \|r\|^\lambda, K + \omega_1 \), where \( \gamma_1 = \frac{1}{\mu_\lambda} \) and \( \omega_1 = 0 \).
(A2) \( \|\Delta x^\perp\|^\lambda \lambda, K \leq \gamma_2 \|x^\perp\|^\lambda, K + \omega_2 \), where \( \gamma_2 = \frac{\lambda^{\frac{1}{\lambda}} - 1}{(1 - \lambda)^{1/\lambda}} \) and \( \omega_2 = \frac{\lambda^{\frac{1}{\lambda}}}{\mu_\lambda} \sum_{t=1}^{B} \lambda^{1-t} \|x^\perp(t-1)\| \), for \( \lambda B > \delta \).
(A3) \( \|\Delta y\|^\lambda \lambda, K \leq \gamma_3 \|\Delta x^\perp\|^\lambda, K + \omega_3 \), where \( \gamma_3 = c \) and \( \omega_3 = 0 \).
(A4) \( \|z^\perp\|^\lambda \lambda, K \leq \gamma_4 \|\Delta y\|^\lambda, K + \omega_4 \), where \( \gamma_4 = \frac{\lambda^{\frac{1}{\lambda}} - 1}{(1 - \lambda)^{1/\lambda}} \) and \( \omega_4 = \frac{\lambda^{\frac{1}{\lambda}}}{\mu_\lambda} \sum_{t=1}^{B} \lambda^{1-t} \|z(t-1)\| \), for \( \lambda > \delta \).
(A5) \( \|r\|^\lambda \lambda, K \leq \gamma_5 \|z^\perp\| + \omega_5 \), where \( \gamma = \sqrt{L_\mu} \) and \( \omega_5 = 2\|r(0)\| \) for \( \lambda \in \left[ 1 - \frac{1}{2}, 1 \right] \) and \( \omega_5 \in \left( 0, \frac{\mu}{2} \right] \).

Under Assumption 3 the convex conjugate \( f^\ast \) can be shown to be \( \frac{1}{\lambda} \)-strongly convex and \( \frac{1}{\mu_\lambda} \)-Lipschitz continuous. Relation (A1) can be shown to hold true by relying on this fact. This establishes that we can use the dual residual to bound the disagreement within the network.

Relation (A2) relies on Assumption 2 which gives the sequence \( \{W(k)\} \) some averaging properties. Using these properties and setting \( \lambda B > \delta \) the bound is obtained following a similar procedure to that in [15]. (A3) simply uses the iterates (17c) to bound the variation \( \|y(k) - y(k-1)\| \). Note that the inclusion of \( c \) in the term \( \gamma_1 \ldots \gamma_5 \) is critical to the fulfillment of (29). (A2) and (A3) together imply that the more the nodes of the network agree the less the two consecutive dual iterates differ from each other. This in turn will imply that the quantity \( \|y(k-1) - y(k-1) - cx(k) + cz(k)\| \) is small. Recall from the discussion in Section III that in classic dual ascent the quantity \( \|y(k-1) - y(k-1) - cx(k)\| \) is used as a sub-optimality measure. The two following arrows, (A4) and (A5), are therefore aimed at relating PANDA to dual ascent. In order to do this we equivalently re-write the iterate in (17c) as
\[
y(k+1) := y(k) - c(\Pi_{1n} \otimes I_p)(x(k+1) - z^\perp(k+1)). \quad (33)
\]
The proof of this statement is omitted due to space restrictions but it relies on the shape of the iterates \( \{z(k)\} \), the properties of the sequence \( \{W(k)\} \) and the fact that \( \Pi_{1n} \) is idempotent.

(A4) establishes that the gradient error \( z^\perp(k+1) \) is small if the quantity \( \|\Delta y(k+1)\| \) is small. Note that by seeing (33) as dual ascent with an oracle that provides inexact gradient information a bound on \( \|z^\perp(k+1)\| \) implies a bound on the error. This interpretation is exploited by using the framework in [23] to establish the bound (A5). Finally, we find values of \( \lambda \) and \( c \) that fulfill all the restrictions in (A1)-(A5) and that lead to \( \gamma_1 \ldots \gamma_5 < 1 \) concluding this proof sketch.

V. NUMERICAL EXPERIMENTS
In this section we experimentally verify the theoretical findings in the previous sections. We consider a network in which agent \( i \in \{1, \ldots, n\} \) has its own measurement \( m^{(i)} \), measurement equation
\[
m^{(i)} = H^{(i)} x + e^{(i)}, \quad (34)
\]
where \( H^{(i)} \in \mathbb{R}^{p \times p} \) denotes agent \( i \)'s measurement matrix and \( e^{(i)} \) denotes its measurement noise. The goal is for the nodes to cooperatively estimate \( x \). This will be done by solving the optimization problem
\[
\min_{x \in \mathbb{R}^p} \sum_{i=1}^{n} \frac{1}{2} \|H^{(i)} x - m^{(i)}\|^2. \quad (35)
\]
The matrices \( H^{(i)} \) are set to be of size 5 × 5 and have been, just as \( w^{(i)} \), randomly generated following the standard Gaussian distribution. We have generated as many random matrices required to obtain all \( H^{(i)} \) with a condition number smaller than or equal to 100. The sequence of graphs \( G(k) \) is modeled using an i.i.d. stochastic process. Each \( G(k) \) is generated based on the fully connected network where each of the links will be independently removed with probability 0.2. For a randomly generated optimization problem [35] the step-sizes and acceleration weight for PANDA and DIGing have been hand optimized in order to obtain the plots in Figure control and decision conference [1] From Figure 1 we can see that PANDA converges at a faster rate than DIGing does. We can also see that we do obtain a gain in the speed of...
convergence by using Nesterov’s acceleration scheme [25, 17]. In particular, we have used the scheme
\begin{align}
    x(k+1) &:= \arg \min_{x \in \mathbb{R}^p} f(x) - \bar{y}(k)^T x \quad (36a) \\
    z(k+1) &:= (\mathbf{W}(k) \otimes I_p)z(k) + x(k+1) - x(k) \quad (36b) \\
    y(k+1) &:= y(k) - \eta (x(k+1) - z(k+1)) \quad (36c) \\
    \bar{y}(k+1) &:= (1+\eta)y(k+1) - \eta y(k), \quad (36d)
\end{align}
for \( \eta = 0.2 \). When it comes to communication cost, recall that both PANDA and its accelerated counterpart require the exchange of half as many real numbers per iteration as DIGing implying that the communication cost per iterate is cut by half. Since PANDA does not converge slower than DIGing this implies that the only downside of using PANDA is the additional computational cost each of the iterates have. We can conclude therefore that we are trading communication for computation.

VI. CONCLUSIONS AND FURTHER WORK
In this paper we proposed PANDA, a dual ascent based method for time varying graphs. We studied its convergence properties and compared its experimental performance to that of DIGing. One of the advantages of PANDA is that it requires communicating half as many quantities as DIGing per iteration. On the other hand, PANDA’s iterates are in general computationally more expensive than those of DIGing. This implies that while DIGing may be more suitable for scenarios in which the computation cost is high PANDA may be more suitable for scenarios in which the communication cost is high. We have also experimentally seen that we can speed up PANDA’s convergence by using Nesterov’s acceleration scheme. Proving this is left for future work.

APPENDIX
This appendix is attached for review purposes only and, if accepted, will be removed from the paper. We are aware that the sketches of the proofs contained here contain only the essential steps to establish the results and are not detailed enough to be followed comfortably. We will use that \( f^* \) is \( \frac{1}{\mu} \)-strongly convex and has \( \frac{1}{L} \)-Lipschitz continuous gradients, which can be proven by combining Theorem 6 in [24] and Theorem 2.1.5. in [25]. We also require the use of Lemma 3.4 in [15] to establish both (A2) and (A4).

PROOF SKETCH OF (A1)
Since \( f^* \) has \( \frac{1}{\mu} \)-Lipschitz continuous gradients we have
\[
\|x(k+1) - x^*\| \leq \frac{1}{\mu} \|y(k) - y^*\|,
\]
(37)
since \( ((\Pi_{I_n}^T \otimes I_p)x(k+1))^T(x^* - (\Pi_{I_n}^T \otimes I_p)x(k+1)) = 0 \), by adding and subtracting \( \Pi_{I_n^T}x(k+1) \) in the LHS of (37) it can be established that
\[
\|x^+(k+1)\| \leq \frac{1}{\mu} \|r(k)\|. 
\]
(38)
By following a procedure similar to that of the proof of Lemma 3.9 in [15] we establish
\[
\|x^+\|^\lambda \leq \frac{1}{\lambda \mu} \|r\|^\lambda, \forall \lambda \in (0,1). 
\]
(39)

PROOF SKETCH OF (A2)
By recursively applying the iterate (17b) on the definition of \( \Delta^+_{zz}(k+1) \), we have that
\[
\Delta^+_{xz}(k+1) = (\Pi_{I_n}^T \mathbf{W}(k) \otimes I_p)\Delta^+_{xz}(k+1 - B) + \sum_{t=k+1-B}^k (\Pi_{I_n}^T \mathbf{W}_{k-(t+1)}(k)(I_n - \mathbf{W}(t)) \otimes I_p)x^{+}(t). 
\]
(40)
By using the triangle inequality and the fact that \( \{\mathbf{W}(k)\} \) is doubly stochastic we obtain the following bound
\[
\|\Delta^+_{xz}(k+1)\| \leq \|\mathbf{W}(k) - \Pi_{I_n} \otimes I_p\|\Delta^+_{xz}(k+1 - B)\| + \sum_{t=k+1-B}^k \|\Pi_{I_n}^T \mathbf{W}_{k-(t+1)}(k)(I_n - \mathbf{W}(t)) \otimes I_p\| x^{+}(t)\|. 
\]
(41)
Again since \( \{\mathbf{W}(k)\} \) are doubly stochastic it holds that
\[
\|\Pi_{I_n}^T \mathbf{W}_{k-(t+1)}(k)(I_n - \mathbf{W}(t)) \otimes I_p\| x^{+}(t)\| \leq \rho(\mathbf{W}_{k-(t+1)}(k))\rho(I_n - \mathbf{W}(t))\| x^{+}(t)\| \leq 2\| x^{+}(t)\|, \text{ where } \rho(\cdot) \text{ denotes the spectral radius, }
\]
(42)
Hence, (41) is upper bounded by
\[
\sum_{t=k+1-B}^k 2\| x^{+}(t)\|. 
\]
(43)
Note that if the sequence of matrices \( \{\mathbf{W}(k)\} \) is such that each matrix is positive semi-definite the factor 2 in (42) is replaced by a 1 since \( \rho(I_n - \mathbf{W}(t)) \leq 1 \). From here a procedure similar to that in the proof of Lemma 3.10. in [15] can be followed to yield
\[
\|\Delta^+_{xz}\|^\lambda \leq \frac{2(1 - \lambda B)}{(1 - \lambda)(L - \delta)} \| x^{+}\|^\lambda + \frac{\lambda B}{\lambda B - \delta} \sum_{t=1}^B \lambda^{1-t}\| x^{+}(t-1)\|, \forall \lambda \in (\delta^{1/B},1). 
\]
(43)
Note that the term $\sum_{t=1}^{B} \lambda^{1-t}||x(t-1)||$ is bounded since it involves a bounded number of bounded iterates.

**Proof Sketch of (A3)**

(A3) follows from applying iterate (17c).

**Proof Sketch of (A4)**

Using the iterates (17b) on the definition of $z^{+}(k + 1)$, $z^{+}(k + 1)$ can be expressed as

$$z^{+}(k + 1) = (\Pi_{1_n} W_{b}(k) \otimes I_{p})z^{+}(k + 1 - B) + \sum_{t=k-B+1}^{k} (\Pi_{1_n} W_{k-t}(k) \otimes I_{p})(x(t + 1) - x(t)).$$

Following similar steps as in the Proof sketch of (A2) we obtain

$$||z^{+}(k + 1)|| \leq \delta||z^{+}(k + 1 - B)|| + \sum_{t=1}^{B} ||x(k + 2 - t) - x(k + 1 - t)||,$$

implying, following the procedure from the Proof sketch of (A2), that

$$||z^{+}||_{\lambda,K} \leq \frac{(1 - \lambda^{B})}{\mu(1 - \lambda)(\lambda^{B} - \delta)}||\Delta y||_{\lambda,K} + \frac{\lambda^{B}}{\lambda^{B} - \delta} \sum_{t=1}^{B} \lambda^{1-t}||z^{+}(t-1)||,$$

where $\mu \geq 0$ is chosen sufficiently large.

**Proof Sketch of (A5)**

Before proving that (A5) is true we establish that the iterate (17a) can indeed be expressed as (33). To see this let us express $x(k + 1) - x(k + 1)$ as the function of the iterates $x(t)_{t=0}^{k}$. In particular, by applying (17b) iteratively we obtain

$$x(k + 1) - z(k + 1) = ((I_{n} - W(k)) \otimes I_{p})x(k) + (W(k)(I_{n} - W(k - 1)) \otimes I_{p})x(k - 1) + \sum_{t=0}^{k-1}(W(k) \ldots W(t + 2)(I_{n} - W(t + 1)) \otimes I_{p})x(t + 1),$$

where we have only used the fact that $(A \otimes B)(C \otimes D) = AC \otimes BD$ for matrices of compatible dimensions. Then, the equivalence between (17a) and (33) follows from the sequence of matrices $\{W(k)\}$ being doubly stochastic and $\Pi_{1_n}$ being idempotent. Further, (33) can be equivalently written as

$$y(k + 1) := \arg \min_{y \in \mathcal{Y}} (\nabla f^{*}(y(k)) + e(k))^{T}(y - y(k)) + \frac{1}{2\epsilon}||y - y(k)||^{2},$$
which can be particularized for $y^*$ yielding
\[
(y(k+1) - y(k))^T (y(k+1) - y^*) \leq c(\nabla f^*(y(k)) + \epsilon(k))^T (y^* - y(k+1)).
\] (56)

Using (54) and (56) yields
\[
r^2(k+1) \leq r^2(k) + 2c(\nabla f^*(y(k)) + \epsilon(k))^T (y^* - y(k)) - 2c(\nabla f^*(y(k)) - \epsilon(k))^T (y(k+1) - y(k)) + \frac{1}{2c}\|y(k+1) - y(k)\|^2.
\] (57)

By using (53) with $y = y(k+1)$ on (55) it holds that
\[
r^2(k+1) \leq r^2(k) + 2c(\nabla f^*(y(k)) + \epsilon(k))^T (y^* - y(k)) - 2c(f^*(y(k+1)) - f^*_\text{en}(y(k), \epsilon(k)) - \frac{\mu}{2}\|\epsilon(k)\|^2),
\] (59)

as long as $c \in (0, \frac{\mu}{2})$. By using (53) with $y = y^*$ we further obtain
\[
r^2(k+1) \leq (1 - \frac{c}{2L})r^2(k) + 2c(f^*(y^*) - f^*(y(k+1))) + c\mu\|\epsilon(k)\|^2.
\] (60)

From here using the fact that $\nabla f^*(y^*)^T (y^* - y) = 0, \forall y \in \mathcal{Y}$ we proceed as in the proof of Lemma 3.12 in [15] yielding
\[
||r||^2 \leq 2(||r(0)|| + \sqrt{L\mu}||z||^L))^K,
\] (61)

for $\lambda \in [\sqrt{1-\frac{c}{2L}}, 1)$ and $c \in (0, \frac{\mu}{2})$.

**Proof sketch of Theorem**

The proof of Theorem 1 relies on using the statements (A1)-(A5) and showing that one can select parameters $c$ and $\lambda$ such that (29) is fulfilled. In particular the following set of inequalities need to hold
\[
c(1 - \lambda^B)^2 \leq \frac{\mu}{2}\sqrt{\frac{\mu}{L}} (\lambda^B - \delta)^2 \leq \lambda(1 - \lambda)^2 (\lambda^B - \delta)^2 \leq \mu \sqrt{\frac{\mu}{L}} \leq 0 < c \leq \frac{\mu}{2}
\] (62a)
\[
\lambda \geq \sqrt{1 - \frac{c}{2L}}
\] (62b)
\[
\delta^1/2 < \lambda < 1.
\] (62c)

Note that (62d) is monotonically decreasing in $\lambda$. Hence one can always select a sufficiently small $c$ and large $\lambda > 1$ to enforce that (62) hold. While this guarantees that PANDA converges R-linearly it does not provide information of how to select the step-size nor the convergence rate. In order to obtain an explicit expression we renounce some tightness on the bounds. In particular, we use the fact that for $0.5 \leq \lambda \leq 1$ it holds that
\[
(1 - \lambda^B)^2 / (\lambda(1 - \lambda)^2) \leq 2B^2.
\]

From here the analysis is very similar to that in [15].
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