L-VALUES OF HARMONIC MAASS FORMS

NIKOLAOS DIAMANTIS AND LARRY ROLEN

Abstract. Bruinier, Funke, and Imamoglu have proved a formula for what can philosophically be called the “central L-value” of the modular j-invariant. Previously, this had been heuristically suggested by Zagier. Here, we interpret this “L-value” as the value of an actual L-series, and extend it to all integral arguments and to a large class of harmonic Maass forms which includes all weakly holomorphic cusp forms. The context and relation to previously defined L-series for weakly holomorphic and harmonic Maass forms are discussed. These formulas suggest possible arithmetic or geometric meaning of L-values in these situations. The key ingredient of the proof is to apply a recent theory of Lee, Raji, and the authors to describe harmonic Maass L-functions using test functions.

1. Introduction

Some of the most important quantities associated to a modular form are its Fourier coefficients and its L-values. Their Fourier coefficients give important sequences in number theory, combinatorics, and physics, whereas L-values often encode deep geometric and arithmetic information which is the subject of conjectures such as those by Birch–Swinnerton-Dyer and by Beilinson.

Particularly rich insight can be derived when L-values appear as Fourier coefficients of other modular forms (e.g. in Shimura correspondence). A situation of similar nature, in the setting of harmonic Maass forms, occurred in [8], where a harmonic Maass form was constructed based on modular traces and cycle integrals of weakly holomorphic modular forms. There, some of the Fourier coefficients of the constructed harmonic Maass form were expressed as the “central value” of an undefined “L-function” of a weakly holomorphic form. That expression allowed for a geometric interpretation of those coefficients.

We recall the expression established in [8], maintaining their notation. We let $C_Q$ denote the imaginary axis and let $J(z) := j(z) - 744$ be the Hauptmodul for $\text{SL}_2(\mathbb{Z})$. By analogy with the Mellin transform expression for the value of a weight $k$ cusp form at $k/2$, the authors of [8] define the “central L-value” of $J$ as the regularized integral

$$\int_{C_Q}^{\text{reg}} J(\tau) \frac{d\tau}{\tau} := 2 \sum_{n \neq 0} a(n) \mathcal{E} \mathcal{I}(2\pi n)$$

(1.1)

where $\mathcal{E} \mathcal{I}$ is the special function

$$\mathcal{E} \mathcal{I}(w) := \int_w^{\infty} e^{-t} \frac{dt}{t} = \begin{cases} E_1(w) & \text{if } w > 0 \\ -\text{Ei}(-w) & \text{if } w < 0. \end{cases}$$

(1.2)

Here $E_1$ stands for the exponential integral (see (4.1) and (4.2) below for the general definition of $E_n(z)$) and Ei for the “complementary” exponential integral defined as the Cauchy
principal value of the integral (see §6.2(i) of [19]). Then, Th. 1.1 of [8] implies

\begin{equation}
\int_{CQ}^{\text{reg}} J(\tau) \frac{d\tau}{\tau} = -\int_i^{i+1} J(\tau) (\psi(\tau) + \psi(1-\tau)) d\tau = -2\text{Re} \left( \int_i^{i+1} J(\tau) \psi(\tau) d\tau \right),
\end{equation}

where \(\psi(z)\) is the Euler Digamma function \(\psi(z) := \Gamma'(z)/\Gamma(z)\). That expression generalized a formula suggested to the authors of [8] by D. Zagier. More recently, a similar formula was proved for general harmonic Maass forms in [1] in the context of their work on a Shintani correspondence of harmonic Maass forms. In that work too, the crucial element was an explicit characterization of the “central value” of a hypothetical “\(L\)-function” attached to a harmonic Maass form.

As pointed out in [8] and [1], the reason that the above explicit formulas could be considered as \(L\)-values only by analogy is that, at the time, there was no systematic construction of \(L\)-series for harmonic Maass forms. Recently, however, the authors jointly with M. Lee and W. Raji have defined and studied actual \(L\)-series for general harmonic Maass forms ([11]). In this paper, we will use the theory of [11] to interpret the expressions established in [8] and [1] in the framework of a properly defined \(L\)-series. We will further extend those explicit expressions beyond the “central value” to include, in particular, all integer points.

The main results in their full generality will be given in Sections 4 and 5. Here, we offer a special case for weakly holomorphic modular forms. To this end, let

\begin{equation}
f(z) = \sum_{\substack{n=-\infty \\atop n \neq 0}}^\infty a_f(n)e^{2\pi i nz}
\end{equation}

be an element of \(S_k^!(N)\), the space of weight \(k\) weakly holomorphic cusp forms, i.e., the space of weakly holomorphic modular forms with vanishing constant terms at the cusps. For each \(s, w \in \mathbb{C}\), let

\(\varphi^w_s(t) := 1_{[1,\infty)}(t)e^{-wt}t^{s-1}\), for \(t > 0\).

where \(1_S\) denotes the characteristic function of \(S \subset \mathbb{R}\). Then we set

\begin{equation}
L_f(\varphi^w_s) := \sum_{\substack{n=-\infty \\atop n \neq 0}}^\infty a_f(n)(\mathcal{L}\varphi^w_s)(2\pi n)
\end{equation}

where \(\mathcal{L}(g)\) denotes the standard Laplace transform of \(g\) (see (3.8) below). With this definition, we have the following result, where

\(\zeta(s, a, z) := \sum_{m=0}^\infty e^{2\pi i ma}(z + m)^{-s}\)

is the Lerch zeta function.

**Theorem 1.1.** Let \(f \in S_k^!(N)\). Then, for each \(s \in \mathbb{R}\) and each \(w\) with \(\text{Im}(w) > 0\) we have

\(L_f(\varphi^w_s) = i^{-s} \int_i^{i+1} f(z)e^{iwz}\zeta \left( 1 - s, \frac{w}{2\pi}, z \right) dz\).
As applications, we show Zagier-like formulas for forms of all weights \( k \) and integer \( L \)-values \( s \) which generalize (1.3) of [8]. To describe this, for \( \varphi^w \) as above, set

\[
L^*(f, s) := L_f(\varphi^0_s) = \sum_{n = -n_0}^{\infty} a_f(n) E_{1-s}(2\pi n),
\]

(the star superscript added to indicate the analogy with the “completed” version of the classical \( L \)-series, rather than with the \( L \)-series itself). Then, in Section 5 we will prove the following formula, where \( \zeta^*(a, z) \) denotes the constant term in the Laurent expansion at \( s = a \) of the Hurwitz zeta function \( \zeta(s, z) = \zeta(s, 0, z) \), i.e. \( \zeta^*(a, z) \) equals \( \zeta(a, z) \), if \( a \neq 1 \), and \( -\psi(z) \), when \( a = 1 \).

**Theorem 1.2.** Let \( f \in S_k^!(N) \). Then for each \( m \in \mathbb{Z} \), we have

\[
L^*(f, m) = i^{-m} \int_i^{i+1} f(z) \zeta^*(1-m, z) \, dz.
\]

**Remark 1.1.** As explained in Remark 5.1 below, since \( \zeta^*(1, a) = -\psi(a) \), Theorem 1.2 directly implies (1.3).

The geometric interpretation of the expression (1.3) established in [8], combined with the systematic approach to \( L \)-series of harmonic Maass forms of [11] that we apply here, suggests a deeper arithmetic meaning of the \( L \)-values considered which is worth studying further.

### 2. Context and motivation

As mentioned above, the Fourier coefficients and \( L \)-values of classical holomorphic modular forms are fundamental invariants. For concreteness, let \( f(z) \) be a cusp form of weight \( k \), having Fourier expansion \( f(z) = \sum_{n \geq 1} a_f(n) q^n \) with \( q := e^{2\pi iz} \). Then the \( L \)-series for \( f \) is defined for \( \text{Re}(s) > k + 1/2 \) by

\[
L(f, s) := \sum_{n \geq 1} \frac{a_f(n)}{n^s}.
\]

This has a functional equation relating the values at \( s \) and \( k-s \), and an analytic continuation to \( \mathbb{C} \). The critical \( L \)-values may also be given by the following integral expressions:

\[
L(f, j + 1) = \frac{(2\pi)^{j+1}}{j!} \int_0^\infty f(it) t^j \, dt, \quad (1 \leq j \leq k - 1).
\]

These integrals are often called the *periods* of \( f \). While there is a vast literature on the periods of holomorphic modular forms, little is known about non-holomorphic extensions. However, there is growing evidence that \( L \)-series in such cases arise in important connections with physics, and that an arithmetic theory may be lurking. In particular, modular forms which have exponential growth near the cusps play an increasingly important role in applications. Often, physical theories require one to allow such singularities. In this situation, integrals such as the right hand side of (2.1) no longer make sense. The concept of renormalization in physics requires mollifying divergent integrals ([13]) and it was a key ingredient in Borcherds’ famous paper on automorphic forms with singularities on Grassmannians [3]. Borcherds’ work was pivotal for the field of harmonic Maass forms, including
Bruinier and Ono’s construction of generalized Borcherds products [9]. This has fundamental applications, for example the construction of harmonic Maass forms which interpolate central critical \( L \)-values and \( L \)-derivatives of elliptic curves.

Our work aims to begin a more systematic study of modular \( L \)-values when there is exponential growth at the cusps. Recently, Lee, Raji, and the authors developed [11] a new theory of \( L \)-series in such cases. The key idea was to use a distributional definition, rather than think of \( L \)-series as functions on \( \mathbb{C} \). This distributional definition allowed the development of structures that are critically important for holomorphic modular forms, e.g. functional equations, converse theorems, Voronoi-type summation formulas. Here, we apply the approach of [11] to study periods.

Several early hints on the structure of periods of weakly holomorphic modular forms can be found in the literature. Much has been written about the traces of singular moduli for modular forms introduced in [\( J \)]. Instead, the behavior of this series (and, thus, of (\( J \))) leads to an extension to all integer (and, in some cases, non-integer) values, and, further, to central critical \( L \)-values and

\[
- q^{-1} + 2 - 248q^3 + 492q^4 + \ldots \in M^1_{\frac{1}{2}}(\Gamma_0(4)).
\]

The analogous situation of positive discriminants gives rise to the theory of cycle integrals, which Kohnen [15] and Kohnen-Zagier [16] showed to be closely tied to certain period integrals of holomorphic modular forms. An important work of Duke, Imamoglu, and Tóth [12] studied the cycle integrals of \( J(z) \). More recently, the “square discriminant” cases were studied by Bruinier, Funke, and Imamoglu [8]. In the case of \( J(z) \), this allowed them to prove a formula, discovered heuristically by Zagier. This gave a cycle integral of \( J(z) \) in discriminant 1, which philosophically can be thought of as a critical \( L \)-value of \( J(z) \):

\[
"L(J, 0)" = 2 \int_1^\infty J(z) \frac{dz}{z} = 2 \sum_{n \neq 0} a_J(n) \int_{2\pi n} e^{-t} \frac{dt}{t} = -2 \text{Re} \left( \int_i^{i+1} J(z) \psi(z) dz \right).
\]

This work recasts the above formula in terms of genuine \( L \)-series associated with weakly holomorphic forms according to the theory developed in [11]. As outlined in Sect. 1, this leads to an extension to all integer (and, in some cases, non-integer) values, and, further, to general harmonic Maass forms, thereby re-interpreting an analogous formula of [1].

Our approach also sheds light to an earlier version of an \( L \)-series of weakly holomorphic modular forms introduced in [6] and applied to various settings (e.g. [4, 10]). That version, for a weight \( k \) holomorphic cusp form \( f \) with Fourier expansion (1.4), was given by

\[
(2.2) \quad \tilde{L}_f(s) := \sum_{n=1}^{\infty} a_f(n) E_{1-s}(2\pi n) + i^k \sum_{n=1}^{\infty} a_f(n) E_{1-k+s}(2\pi n).
\]

We observe that \( \tilde{L}_f(s) \), when \( k = s = 0 \), is similar to (1.1) except that the former has been symmetrized to ensure it satisfies a functional equation \( s \rightarrow k - s \). Indeed, the first series in the RHS of (2.2), i.e., the function \( L^*(f, s) \) of Th. 1.2, does not satisfy a functional equation. Instead, the behavior of this series (and, thus, of (1.1)) under the transformation \( s \rightarrow k - s \) is fully characterized once it is incorporated into the framework of the \( L \)-series defined by (1.5). Interpreted in this way, it does satisfy a functional equation which is stated and proved in Prop. 4.2 below. For this reason, we consider as our principal object the \( L \)-series \( L_f(\varphi_s^w) \)
and not $L^*(f, s)$. The latter is mainly introduced to interpret our results in the setting of [8] and [1] which were the inspiration of our work.

Another advantage of our method as applied here is that it formalizes the regularization processes employed in both [8] and [6] (and [4]) thus benefiting from the insight gained by their use. From this standpoint, regularization amounts to evaluating $L$-series at families of mappings instead of specific values, which, as seen in the present note, allows for greater flexibility and for understanding the behavior under the transformation $s \to k - s$.

The structure of the note is as follows. In the next section, we review the theory of $L$-series associated with harmonic Maass cusp forms as introduced in [11]. The main theorem (Th. 4.4) is formulated and proved in Section 4. In Section 5, we apply Th. 4.4 to retrieve (1.3) of [8] and extend it to other integer values. However, from our perspective, the “correct” viewpoint is to consider Th. 4.4 as the actual extension of (1.3) of [8]. The results of Sect. 5 may appear more similar in form to (1.3), but they provide only part of the information contained in Th. 4.4. Finally, in Section 6, we extend (1.3) of [8] in a different direction, by evaluating our $L$-series at compactly supported test functions and deriving a formula analogous to (1.3).
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3. HARMONIC MAASS CUSP FORMS AND THEIR $L$-SERIES

We recall the basic definitions and properties of harmonic Maass modular forms. For simplicity, we will focus only on cuspidal forms in this paper. These basic facts can all be found in Bruinier-Funke’s work [7]; see also [5] for a general reference on harmonic Maass forms.

Let $\mathbb{H}$ denote the complex upper half-plane and set

$$\mathbb{H}^+ := \{ w \in \mathbb{H}; \text{Re}(w) > 0 \} \quad \text{and} \quad \mathbb{H}_0^+ := \{ w \in \mathbb{H}; \text{Re}(w) \geq 0 \}.$$  

For $k \in \mathbb{Z}$, we consider the action $|k \gamma|$ of $\text{SL}_2(\mathbb{R})$ on smooth functions $f : \mathbb{H} \to \mathbb{C}$, given by

$$(f|k \gamma)(z) := j(\gamma, z)^{-k} f(\gamma z), \quad \text{for } \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{R}).$$

Here $\gamma z = \frac{az + b}{cz + d}$ is the Möbius transformation and $j(\gamma, z) := cz + d$. We also let $\Delta_k$ denote the weight $k$ hyperbolic Laplacian on $\mathbb{H}$ given by

$$\Delta_k := -4y^2 \frac{\partial}{\partial z} \frac{\partial}{\partial \bar{z}} + 2iky \frac{\partial}{\partial \bar{z}},$$

where $z = x + iy$ with $x, y \in \mathbb{R}$.

With this notation we state the following.

Definition 3.1. Let $N \in \mathbb{N}$. A harmonic Maass form of weight $k$ for $\Gamma_0(N)$ is a smooth function $f : \mathbb{H} \to \mathbb{C}$ such that:
i). For all \( \gamma \in \Gamma_0(N) \), we have \( f|_k \gamma = f \).
ii). We have \( \Delta_k(f) = 0 \).
iii). For each \( \gamma = (\ast \ast) \in \text{SL}_2(\mathbb{Z}) \), there is a polynomial \( P(z) \in \mathbb{C}[q^{-1}] \), such that
\[
f(\gamma z)(cz + d)^{-k} - P(z) = O(e^{-\varepsilon y}), \quad \text{as} \ y \to \infty, \text{ for some } \varepsilon > 0.
\]
We let \( H_k(N) \) denote the space of harmonic Maass forms with weight \( k \) for \( \Gamma_0(N) \).

To describe the Fourier expansions of the elements of \( H_k(N) \), we recall the definition and the asymptotic behavior of the incomplete Gamma function. For \( r, z \in \mathbb{C} \) with \( \text{Re}(r) > 0 \), we define the incomplete Gamma function as
\[
\Gamma(r, z) := \int_z^\infty e^{-t}t^{r-1} \frac{dt}{t}.
\]
When \( z \neq 0 \), \( \Gamma(r, z) \) is an entire function of \( r \) (see [19] §8.2(ii)). We note the asymptotic relation for \( x \in \mathbb{R} \) (see (8.11.2) of [19]):
\[
(3.4) \quad \Gamma(s, x) \sim x^{s-1}e^{-x} \quad \text{as } |x| \to \infty.
\]

With this notation we can state the following theorem.

**Theorem 3.2 ([7]).** Let \( k \in \mathbb{Z} \). For each \( f \in H_k(N) \), we have
\[
(3.5) \quad f(z) = \sum_{n \geq -n_0} a_f(n)e^{2\pi inz} + \sum_{n < 0} b_f(n)\Gamma(1 - k, -4\pi ny)e^{2\pi inz}
\]
for some \( a_f(n), b_f(n) \in \mathbb{C} \) and \( n_0 \in \mathbb{N} \). Analogous expansions hold at the other cusps.

The first sum is sometimes called the “holomorphic part” of \( f \) and the second, the “non-holomorphic part.”

The subspace we will be dealing with, for simplicity, in this paper is the space \( HC_k(N) \) of harmonic Maass cusp forms of weight \( k \) and level \( N \). It consists of \( f \in H_k(N) \) which have vanishing constant terms at all cusps. Another subspace of particular importance is the space \( S^w_k(N) \) of weakly holomorphic cusp forms with weight \( k \in \mathbb{Z} \) and level \( N \). It consists of \( f \in HC_k(N) \) that are holomorphic on \( \mathbb{H} \).

The growth of the coefficients \( a_f(n), b_f(n) \) of \( f \) in (3.5) is given by
\[
(3.6) \quad a_f(n), b_f(-n) = O\left(e^{C_f \sqrt{n}}\right), \quad \text{as } n \to \infty \text{ for some } C_f > 0.
\]

We next recall an important mapping sending forms of weight \( k \) to forms of weight \( 2 - k \): Let \( f \) be an element of \( HC_k \) with Fourier expansion (3.5) and set
\[
(\xi_k f)(z) := 2iy^k \frac{\partial f}{\partial \bar{z}}.
\]
Then, this induces a surjective map
\[
\xi_k : HC_k(N) \to S_{2-k}(N),
\]
and the output cusp form has Fourier expansion given explicitly by
\[
(3.7) \quad (\xi_k f)(z) = -\sum_{n < 0} (-4\pi n)^{1-k}b_f(n)e^{-2\pi inz}.
\]
An implication of this fact is that, when \( k \geq 2 \), \( \xi_k f \) vanishes (since then \( S_{2-k}(N) = \{0\} \)) and thus, \( f \) is a weakly holomorphic cusp form.
Finally, $f^c$ will denote the harmonic Maass form obtained by taking the complex conjugate of the coefficients of $f$, i.e.,

$$f^c(z) := \overline{f(-\overline{z})}.$$  

We will now recall the $L$-series attached to harmonic Maass cusp forms as defined in [11]. We require some additional definitions to describe the set-up. Let $C(\mathbb{R}, \mathbb{C})$ be the space of piece-wise smooth complex-valued functions on $\mathbb{R}$. Let $\mathcal{L}$ be the Laplace transform mapping each $\varphi \in C(\mathbb{R}, \mathbb{C})$ to

$$(\mathcal{L}\varphi)(s) := \int_0^\infty e^{-st} \varphi(t) dt$$  

for each $s \in \mathbb{C}$ for which the integral converges absolutely.

For each function $f : \mathbb{H} \to \mathbb{C}$ given by an absolutely convergent series of the shape

$$f(z) = \sum_{n \geq -n_0} a_f(n)e^{2\pi inz} + \sum_{n<0} b_f(n)\Gamma(1-k,-4\pi ny)e^{2\pi inz}$$  

for some $k \in \mathbb{Z}$ and a $n_0 \in \mathbb{N}$, let $\mathcal{F}_f$ be the space of functions $\varphi \in C(\mathbb{R}, \mathbb{C})$ such that the following series converges:

$$\sum_{n \geq -n_0 \atop n \neq 0} |a_f(n)|(|\mathcal{L}|\varphi|(2\pi n)|)^{1-k} \int_0^\infty \frac{(\mathcal{L}|\varphi_{2-k}|)(-2\pi n(2t+1))}{(1+t)^k} dt.$$

Remark 3.1. For the functions $f$ we will be considering, the space $\mathcal{F}_f$ contains the compactly supported functions.

A useful expression for the “non-holomorphic” part of the series is (cf. (4.14) of [11]):

$$(-4\pi n)^{1-k} \int_0^\infty \frac{\mathcal{L}\varphi_{2-k}(-2\pi n(2t+1))}{(1+t)^k} dt = \int_0^\infty \Gamma(1-k,-4\pi ny)e^{-2\pi ny}\varphi(y) dy.$$

With this notation, we are now able to define our $L$-series and recall some basic facts on them, which were given in [11].

**Definition 3.3.** Let $f$ be a function on $\mathbb{H}$ given by the Fourier expansion (3.9). The $L$-series of $f$ is defined to be the map $L_f : \mathcal{F}_f \to \mathbb{C}$ such that, for $\varphi \in \mathcal{F}_f$,

$$L_f(\varphi) = \sum_{n \geq -n_0 \atop n \neq 0} a_f(n)(\mathcal{L}\varphi)(2\pi n)$$

$$+ \sum_{n<0} b_f(n)(-4\pi n)^{1-k} \int_0^\infty \frac{(\mathcal{L}\varphi_{2-k})(-2\pi n(2t+1))}{(1+t)^k} dt.$$

The analogue of Mellin transform expression for this $L$-series is the following.

**Lemma 3.4.** Let $f$ be a function on $\mathbb{H}$ as a series in (3.9). For $\varphi \in \mathcal{F}_f$, the $L$-series $L_f(\varphi)$ can be written as

$$L_f(\varphi) = \int_0^\infty f(iy)\varphi(y) dy.$$
Before stating the functional equation of $L_f$ for $f \in HC_k(N)$, we introduce the action of a Fricke involution in this setting. For each $a \in \mathbb{Z}$, $M \in \mathbb{N}$ and $\varphi : \mathbb{R}_{>0} \to \mathbb{C}$, we define

$$
(\varphi|_a W_M)(x) := (Mx)^{-a}\varphi\left(\frac{1}{Mx}\right) \quad \text{for all } x > 0.
$$

**Remark 3.2.** The reader should note that there is a change in sign convention from earlier in this paper, when $W_M$ was considered to act on functions on $\mathbb{H}$.

With this notation in mind, the final result about our $L$-series that we require is the following functional equation, proved, in more generality, in [11] (Th. 4.3).

**Theorem 3.5.** Fix $k \in \mathbb{Z}$ and $N \in \mathbb{N}$. Suppose that $f$ is an element of $HC_k(N)$ with expansion (3.9). Consider the map $L_f : \mathcal{F}_f \to \mathbb{C}$ given by Definition 3.3. Set $g := f|_k W_N$

and

$$
\mathcal{F}_{f,g} := \{ \varphi \in \mathcal{F}_f : \varphi|_{2-k} W_N \in \mathcal{F}_g \}.
$$

Then $\mathcal{F}_{f,g} \neq \{0\}$ and, for each $\varphi \in \mathcal{F}_{f,g}$ we have

$$
L_f(\varphi) = i^k N^{1-k/2} L_g(\varphi|_{2-k} W_N),
$$

**4. The main formula**

The basic definitions and structure of harmonic Maass cusp forms and their $L$-series having been set up, we are nearly in position to begin deriving our main result, Theorem 4.4. Firstly, however, we require some notation and basic facts about the generalized exponential integral.

For $\Re(z) > 0$, we define the generalized exponential integral by

$$
E_s(z) := z^{s-1} \Gamma(1-s, z) = \int_1^\infty \frac{e^{-zt}}{t^s} \, dt
$$

The function $E_s(z)$ has an analytic continuation to $\mathbb{C} - (-\infty, 0]$ as a function of $z$ to give the principal branch of $E_s(z)$. With (8.19.8) and (8.19.10) of [19], this analytic continuation can be given by the formula:

$$
E_s(z) = \begin{cases} 
  z^{s-1} \Gamma(1-s) - \sum_{0 \leq k} \frac{(-z)^k}{k!(1-s+k)} & \text{for } s \in \mathbb{C} - \mathbb{N}, \\
  \frac{(-s)^{s-1}}{(s-1)!} (\psi(s) - \log(z)) - \sum_{0 \leq k \neq s-1} \frac{(-z)^k}{k!(1-s+k)} & \text{for } s \in \mathbb{N}.
\end{cases}
$$

Since the two series on the right hand side give entire functions, (4.2) allows us to continuously extend each function $E_s(z)$ to $\mathbb{R}_{<0}$, once we select a branch for the (implied) logarithm. We will fix this branch to be the principal one.

The function $E_s(z)$ differs from $\mathcal{E}I(z)$ only in the values in $\mathbb{R}_{<0}$. Specifically, by (6.2.7) [19], for $n < 0$, we have

$$
\mathcal{E}I(2\pi n) = -\text{Ei}(-2\pi n) = \text{Ein}(2\pi n) - \log(-2\pi n) - \gamma = E_1(2\pi n) + \pi i,
$$

where $\text{Ein}(z) := \int_0^z \frac{1-e^{-t}}{t} \, dt$ is the complementary exponential integral. By (8.11.2) of [19], we also have the bound

$$
E_s(z) = O(e^{-z}), \quad \text{as } z \to \infty \text{ in the wedge } \arg(z) < 3\pi/2.
$$
Now for \( k \in \mathbb{Z} \) let \( f \in HC_k(N) \) be a harmonic Maass cusp forms of weight \( k \) for \( \Gamma_0(N) \). Set \( g := f|_k W_N \). Exactly as in the classical case, we can show that \( g \in HC_k(N) \) and therefore, \( g \) will have a Fourier expansion of the form (3.9). We then define

\[
\varphi_s^w(t) := 1_{[1, \infty)}(t)e^{-wt}t^{s-1}, \quad \text{for } t > 0.
\]

Using this, we show the following basic lemma which shows the suitability of our test function for convergence.

**Lemma 4.1.** With the above notation, for each \( w \) with \( x := \text{Re}(w) > \max(2\pi n_0, C_g^2N/(2\pi)) \) and \( s \in \mathbb{C} \), the map \( \varphi_s^w : \mathbb{R}_{>0} \to \mathbb{C} \) belongs to \( F_{f,g} \).

**Proof.** For each \( n \geq -n_0 \) we have

\[
\mathcal{L}(|\varphi_s^w|(2\pi n)) = \int_1^\infty e^{-2\pi nt-xt}t^{\sigma-1}dt = E_{1-\sigma}(2\pi n + x),
\]

where \( \sigma := \text{Re}(s) \). Thus, with (4.4) and (3.6), the series

\[
\sum_{n \geq -n_0} |a_f(n)|\mathcal{L}(|\varphi_s^w|(2\pi n))
\]

converges. Furthermore, we have \(|(\varphi_s^w)_{2-k}| = \varphi_{\sigma-k+1}^x = (\varphi_{\sigma}^x)_{2-k} \) and hence, by (3.4), we have

\[
\int_1^\infty \Gamma(1-k, -4\pi ny)e^{-(2\pi ny+x)y}y^{\sigma+1}dy \ll \int_1^\infty e^{-(2\pi |n|+x)y}y^{\sigma-1-k}dy
\]

\[
= O\left(e^{-C_1|n|}\right), \quad (\text{as } n \to -\infty).
\]

Using (3.6) and (3.11), we deduce that the second series of (3.10) converges. Therefore, \( \varphi_s^w \in F_f \).

On the other hand,

\[
(\varphi_s^w|_{2-k}W_N)(t) = \varphi_s^w(1/(Nt))(Nt)^{k-2} = 1_{[0,1/N]}(t)e^{-w/(Nt)}(Nt)^{k-s-1}, \quad \text{for } t > 0.
\]

Hence, \( |\varphi_s^w|_{2-k}W_N| = |\varphi_{\sigma}^x|_{2-k}W_N \). Therefore, we have

\[
\mathcal{L}\left(|\varphi_s^w|_{2-k}W_N\right)(2\pi n) = \int_0^{1/N} e^{-2\pi nt-x/N}t^{-k+1-\sigma}dt = (x/N)^{k-\sigma}\int_x^\infty e^{-t-2\pi nt/N}t^{\sigma-1-k}dt.
\]

It is clear that the final integral converges for each \( n \in \mathbb{Z} \) and that, if \( n > 0 \), it is bounded from above by

\[
(x/N)^{k-\sigma}\int_0^\infty e^{-t-2\pi nt/N}t^{\sigma-1-k}dt = 2\left(\frac{2\pi nx}{x}\right)^{\alpha-k}K_{\alpha-k}\left(2\sqrt{\frac{2\pi nx}{N}}\right)
\]

where \( K_{\alpha}(z) \) is the standard K-Bessel function. Then, using (10.40.2) of [19], we deduce that, for \( n > 0 \),

\[
\mathcal{L}\left(|\varphi_s^w|_{2-k}W_N\right)(2\pi n) \ll e^{-2\sqrt{\frac{2\pi nx}{N}}}n^{\frac{\sigma-k-1}{2}}.
\]

Using the bound (3.6) and that \( x > C_g^2N/(2\pi) \), we find that the series

\[
\sum_{n \geq -n_0} |a_g(n)|\mathcal{L}\left(|\varphi_s^w|_{2-k}W_N\right)(2\pi n)
\]
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converges. Further, by (4.6) we have
\[ |(\varphi^w|_{2-k}W_N)_{2-k}(t)| = 1_{(0,1/N)}(t)e^{-x/(Nt)}N^{k-\sigma-1}t^{-\sigma} \]
and thus, for \( n < 0 \), we compute
\[
\frac{8}{\sqrt{N}} \int_0^\infty \frac{d}{(1 + t)^k} dt
\]
\[
= \int_0^\infty \frac{1}{(1 + t)^k} \int_0^t N^{k-\sigma-1}y^{-\sigma}e^{-\frac{x}{Ny}}-2\pi(n(2t+1))y dy dt
\]
where, for the inner integral we applied the change of variables \( y \rightarrow x/(Ny) \). The inner integral is bounded from above by
\[
2\left(\sqrt{\frac{2\pi n(2t+1)x}{N}}\right)^{\sigma-1}K_{1-\sigma} \left(\sqrt{\frac{8\pi n(2t+1)x}{N}}\right) \ll (|n|(2t+1))^{2\sigma-3}e^{-\sqrt{\frac{2n}{3N}}\sqrt{2n(2t+1)}}
\]
as \( n \rightarrow -\infty \), where we also made use of (10.40.2) of [19]. The basic inequality
\[
-\sqrt{|n|(2t+1)} \leq \frac{-1}{2}\sqrt{|n|} + \frac{-1}{2}\sqrt{(2t+1)}
\]
then gives
\[
\sum_{n<0} b_g(n)(-4\pi n)^{1-k} \int_0^\infty \frac{(\mathcal{L}|(\varphi^w|_{2-k}W_N)_{2-k}|)(-2\pi n(2t+1))}{(1 + t)^k} dt
\]
\[
\ll \sum_{n<0} |b_g(n)||n|^{2\sigma+1-4k} e^{-\sqrt{\frac{2n}{3N}}} - \frac{2\pi n(2t+1)}{N} \int_0^\infty e^{-\sqrt{\frac{2n}{3N}}} dt
\]
By (3.6) this converges for \( x > C_g^2N/(2\pi) \), which proves that \( \varphi^w|_{2-k}W_N \in \mathcal{F}_g \). \( \square \)

This lemma allows us to apply Theorem 4.5 of [11] to deduce our functional equation.

**Proposition 4.2.** Fix \( k \in \mathbb{Z} \) and \( N \in \mathbb{N} \). Suppose that \( f \) is an element of \( HC_k(N) \) and that \( g = f|_kW_N \) with expansions (3.9). Further suppose that \( C_f, C_g \) are positive constants such that (3.6) holds. Then, for each \( w \) with \( \text{Re}(w) > \max(2\pi n_0, NC_g^2/(2\pi)) \), we have
\[
L_f(\varphi^w_s) = i^k N^{1-\frac{k}{2}}L_g(\varphi^w_s)_{2-k}W_N.
\]

We now prove a lemma that extends the crucial identity employed in the proof of Th. 3.2 of [8]. Here and in the sequel, the implied branch of the logarithm is the principal one.

**Lemma 4.3.** For each \( w \in \mathbb{H} \), we have
\[
i^aE_{1-a}(w) = \int_i^{i+\infty} e^{iwx}z^{a-1}dz.
\]
for all \( a \in \mathbb{R} \). If \( \text{Im}(w) = 0 \) and \( \text{Re}(w) > 0 \), then (4.9) holds for all \( a < 0 \).
We can now prove our main formula for \( L_f(\varphi_s^w) \). We assume that \( w \in \mathbb{H} \) and, in the first
instance, that \( \text{Re}(w) > \max(2\pi n_0, C_g^2 N/(2\pi)) \). By Lemma 4.1 , \( L_f(\varphi_s^w) \) is well-defined for
all \( s \in \mathbb{R} \). Using (3.11), we split up the \( L \)-value as

\[
L_f(\varphi_s^w) = I_1 + I_2,
\]

where

\[
I_1 := \sum_{\substack{n \geq n_0 \\mod \lambda \neq 0 \\mod \lambda}} a_f(n)(\mathcal{L}\varphi_s^w)(2\pi n) = \sum_{\substack{n \geq n_0 \\mod \lambda \neq 0 \\mod \lambda}} a_f(n) \int_1^\infty e^{-(2\pi n + w)t} s^{-1} dt
\]

and

\[
I_2 := \sum_{n < 0} b_f(n) \int_0^\infty \Gamma(1 - k, -4\pi n t) e^{-2\pi nt} \varphi_s^w(t) dt
\]

\[
= \sum_{n < 0} b_f(n) \int_0^\infty \Gamma(1 - k, -4\pi n t) e^{-(2\pi n + w)t} s^{-1} dt.
\]

By Lemma 4.3, applied with \( 2\pi n + w \) and \( s \) in place of \( w \) and \( a \) respectively, we deduce that

\[
I_1 = i^{-s} \sum_{\substack{n \geq n_0 \\mod \lambda \neq 0 \\mod \lambda}} a_f(n) \int_i^{i+\infty} e^{i(2\pi n + w)z} z^{-1} dz.
\]
We now turn to $I_2$. For each $n < 0$, it is easy to see (first for $\Re(w) > -2\pi n$ and, by analytic continuation for all $w \in \mathbb{H}_0^+$), that

$$
\int_1^\infty \Gamma (1-k, -4\pi nt) e^{-(2\pi n+w)t} \frac{ds}{t}
= \Gamma (1-k, -4\pi n) E_{1-s}(2\pi n + w) - (4\pi n)^{1-k} \int_1^\infty e^{4\pi nt}s^{-k} E_{1-s}((2\pi n + w)t)dt.
$$

With Lemma 4.3, this becomes

$$
i^{-s} \Gamma (1-k, -4\pi n) \int_i^{i+\infty} e^{i(2\pi n+w)t} s^{-1} dt - (4\pi n)^{1-k} \int_1^\infty e^{4\pi nt}s^{-k} E_{1-s}((2\pi n + w)t)dt.
$$

Since $w \in \mathbb{H}_+$, the bounds (3.6), (3.4) and (4.4) imply that we can interchange summation and integration in $I_1$ and $I_2$ to deduce that $L_f(\varphi_s^w)$ equals

$$
i^{-s} \int_i^{i+\infty} f(z) e^{i\varphi_z w} s^{-1} dz - \sum_{n<0} b_f(n)(-4\pi n)^{1-k} \int_1^\infty e^{4\pi nt}s^{-k} E_{1-s}((2\pi n + w)t)dt.
$$

Here and in the sequel, the path of integration of the first integral is fixed to be $\{i+t; t \in \mathbb{R}_{>0}\}$ so that $\Re(z) = 1$.

The first term of the right hand side of (4.12) can be expressed as an integral over a finite interval as follows:

$$
i^{-s} \sum_{m=0}^{\infty} \int_{i+m}^{i+m+1} f(z) e^{i\varphi_z w} s^{-1} dz = i^{-s} \int_{i}^{i+1} f(z) e^{i\varphi_z w} (1-s, \frac{w}{2\pi}, z) dz.
$$

The values of the parameters that appear in (4.12) belong to the domain of absolute convergence of the defining series of $\zeta(s, a, c)$.

The second term of the right hand side of (4.12) does not appear if $f$ is weakly holomorphic, but, when it does, it can be explicitly computed for integer values of $s$. This will be done in the next section. However, it can also be written as an integral over the same finite interval in terms of $\zeta_k f$, to give a more unified appearance to the general formula of $L_f(\varphi_s^w)$.

Specifically, as above, we can apply Lemma 4.3 to $E_{1-s}((2\pi n + w)t)$ and, since, for $w \in \mathbb{H}_0^+$, it is legitimate to interchange the order of integration, we obtain

$$
\int_1^\infty e^{4\pi nt}s^{-k} E_{1-s}((2\pi n + w)t)dt = i^{-s} \int_{i}^{i+\infty} \int_1^\infty e^{i(2\pi n+w)t + 4\pi nt}s^{-1} t^{-k} dt dz.
$$

Applying (3.7), we deduce that

$$
R(w, s) := -\sum_{n<0} b_f(n)(-4\pi n)^{1-k} \int_1^\infty e^{4\pi nt}s^{-k} E_{1-s}((2\pi n + w)t)dt
= i^{-s} \int_{i}^{i+\infty} \int_1^\infty (\zeta_k f^c)(t(2i-z)) e^{itw}t^{-k} s^{-1} t^{-k} dt dz = i^{-s} \int_{i}^{i+\infty} \int_1^\infty e^{itw}t^{-k} R_t(z, w) dt dz,
$$

where

$$
R_t(z, w) := \sum_{m=0}^{\infty} \frac{(\zeta_k f^c)(t(2i-z-m))}{(z+m)^{1-s}} e^{itm}.
$$
It is routine to check that interchanges of summation and integrations are justified once we recall that $\xi_k f^c$ is a holomorphic cusp form.

We now note that (4.12) defines an analytic function in $\mathbb{H}^+$ with a continuous extension to $\mathbb{H}_0^+$. Indeed, the Lerch zeta function is analytic in the region it is evaluated in and the second term of (4.12) is shown in (4.14) to equal an analytic function of $w \in \mathbb{H}^+$ with a continuous extension to $\mathbb{H}_0^+$. Further, for fixed $s$, $L_f(\varphi_s^w)$ can be analytically continued, as a function of $w$, to an open set containing $\mathbb{H}_0^+$: By (4.11), we have that, for all $w \in \mathbb{H}$ with $\operatorname{Re}(w) > \max(2\pi n_0, C_g^2N/(2\pi))$, we have

\begin{equation}
L_f(\varphi_s^w) = \sum_{\substack{n \geq -n_0 \\ n \neq 0}} a_f(n)E_{1-s}(2\pi n + w) + I_2.
\end{equation}

The first series in the right hand side of (4.16) converges in compacta for $w \in \mathbb{H}$, because each term is well-defined and, by (3.6) and (4.4),

$$a_f(n)E_{1-s}(2\pi n + w) \ll e^{\sqrt{n} - 2\pi n}$$

as $n \to \infty$.

Further, by two applications of (3.4), we see that, for $w$ in a compact subset of $\mathbb{H}_0^+$, we have that, for some $K > 0$,

$$\int_0^\infty \Gamma(1 - k, -4\pi nt) e^{-2\pi nt} \varphi_s^w(t) dt \ll e^K n$$

as $n \to -\infty$.

Therefore, both series in (4.16) can be analytically continued to $\mathbb{H}_0^+$ with a continuous extension to $\mathbb{H}_0^+$.

Since, as we proved above, $L_f(\varphi_s^w)$ equals (4.12) when $\operatorname{Re}(w) > \max(2\pi n_0, C_g^2N/(2\pi))$ and $\operatorname{Im}(w) > 0$, by analytic continuation and continuity we have shown our main result:

**Theorem 4.4.** Let $f \in HC_k(N)$. Then, for each $s \in \mathbb{R}$ and each $w \in \mathbb{H}_0^+$, we have

$$L_f(\varphi_s^w) = i^{-s} \int_i^{i+1} (f(z)e^{izw}\zeta(1 - s, \frac{w}{2\pi}, z) + \int_1^\infty e^{izw}t^{s-k}R_{t}(z, w) dt) dz$$

where the path of integration of the outer integral is fixed to be $\{i + t; t \in [0, 1]\}$. Here $\varphi_s^w(t) = I_{[1, \infty)}(t)e^{-w t^{2s-1}}, \zeta(s, a, c)$ is the Lerch zeta function and $R_{t}$ is defined by (4.15).

**Remark 4.1.** As $S_k^l(N) \subset HC_k(N)$ and the restriction to $w \in \mathbb{H}_0^+$ is required only for the treatment of the “non-holomorphic part” of $f$, Theorem 4.4 includes Theorem 1.1 as a special case.

5. **The values of $L^*(f, s)$**

In this section, we will apply the general set up and main theorem we proved in the last section to evaluate values at specific $s \in \mathbb{R}$. We will treat separately the following cases: $s = 0$ (which corresponds to the setting considered in [8]), $s = 1 + m$, with $m \in \mathbb{N}_0$ and $s < 0$ (not necessarily integral). Those cases together imply Th. 1.2. These results could be extended to all harmonic Maass forms but we will do so only in the case of $s = 1 + m$ with $m \in \mathbb{N}_0$, because the technicalities considerably increase in the other cases, due to the presence of infinite sums, without adding any substantially new idea.
5.1. **The case** $s = 0$. We first retrieve the “$L$-value” and its formula discussed in [8]. As mentioned in the introduction, given a weakly holomorphic modular form $g$, the authors of [8] constructed a series of the form (1.1) which is crucial for their main result and which can be thought off as a “central $L$-value” of $g$, although no $L$-series is defined there. Within our framework, this now becomes an actual $L$-value.

Specifically, as mentioned above, if $f$ is a weakly holomorphic cusp form, then for each $s \in \mathbb{R}$, $L_f(\varphi_s^w)$ has an analytic continuation to $\mathbb{H}$ and it is continuously extendable to $\mathbb{R} - \{2\pi n; n = \pm 1, \pm 2, \ldots \}$. This implies that, for each $s \in \mathbb{R}$, $L_f(\varphi_0^w)$ is well-defined and, for $s = 0$, it equals the $L$-value $L^*(f, 0)$ as defined in (1.6).

On the other hand, Th. 4.4 implies that, for $x > 0$,

$$L_f(\varphi_0^w) = \int_{i}^{i+1} f(z)e^{-xz}\zeta\left(1, \frac{ix}{2\pi}, z\right)dz.$$  

Since $f$ has a vanishing constant term in its Fourier expansion, we have

$$\int_{i}^{i+1} f(z)dz = 0.$$  

Therefore,

$$\int_{i}^{i+1} f(z)e^{-xz}\zeta\left(1, \frac{ix}{2\pi}, z\right)dz = \int_{i}^{i+1} f(z)e^{-xz}\left(\zeta\left(1, \frac{ix}{2\pi}, z\right) - \zeta\left(1, \frac{ix}{2\pi}, 1\right)\right)dz + \int_{i}^{i+1} f(z)(e^{-xz} - 1)\zeta\left(1, \frac{ix}{2\pi}, 1\right)dz.$$  

We now observe that $\zeta\left(1, \frac{ix}{2\pi}, 1\right) = -e^x \log(1 - e^{-x})$, and hence

$$(e^{-xz} - 1)\zeta\left(1, \frac{ix}{2\pi}, 1\right) = \frac{e^{-xz} - 1}{e^{-x} - 1}e^x(1 - e^{-x}) \log(1 - e^{-x}) \to 0 \quad \text{(as } x \to 0^+).$$  

We then expand

$$\zeta\left(1, \frac{ix}{2\pi}, z\right) - \zeta\left(1, \frac{ix}{2\pi}, 1\right) = (1 - z) \sum_{m=0}^{\infty} \frac{e^{-xm}}{(z + m)(1 + m)},$$

which converges uniformly to $\sum_{m=0}^{\infty}((z + m)^{-1} - (1 + m)^{-1})$. This and (5.2), together with (5.1) imply that

$$\lim_{x \to 0^+} \int_{i}^{i+1} f(z)e^{-xz}\zeta\left(1, \frac{ix}{2\pi}, z\right)dz = -\int_{i}^{i+1} f(z)\psi(z)dz,$$

where we used that the digamma function $\psi(w)$ can be expanded as

$$\psi(w) = \frac{\Gamma'(w)}{\Gamma(w)} = -\gamma + \sum_{m=0}^{\infty} \left(\frac{1}{m+1} - \frac{1}{m+w}\right).$$

This implies the following proposition which, in the case of the $j$-invariant, is a version of a formula suggested by Zagier generalized to all weight 0 weakly holomorphic modular forms in [8].
Proposition 5.1. Let $k \in \mathbb{Z}$ and let $f \in S_k^!(N)$. Then,

\begin{equation}
L_f(\varphi^0) = -\int_i^{i+1} f(z)\psi(z)dz.
\end{equation}

Remark 5.1. The difference of the appearance of (5.4) from that of (1.3) (and more generally, of Th. 1.1 of [8]) is explained by (4.3). The identity (1.3) involves $\mathcal{E}(2\pi n)$, for $n < 0$, whereas ours uses $E_1(2\pi n)$ whose real part, by (4.3), is $\mathcal{E}(2\pi n)$. Since, further, $\int_i^{i+1} j(z)\psi(1 - z)dz$ is the complex conjugate of $\int_i^{i+1} j(z)\psi(z)dz$, we see that the two formulas are consistent.

5.2. The case $s = 1 + m$ (with $m \in \mathbb{N}$). In this case, we will work with a general harmonic Maass cusp form.

We first compute the “principal part” and constant term in the expansion in $e^{-x}$ of $e^{-xz}\zeta(-m, ix/(2\pi), z)$ around 1. For $0 < y < \epsilon$ and $z \in \mathbb{H}^+$, set

$$\phi(-m, y, z) := \sum_{n \geq 0} y^{n+z}(n + z)^m.$$

Then $e^{-xz}\zeta(-m, ix/(2\pi), z) = \phi(-m, e^{-x}, z)$ and

\begin{equation}
y \frac{d}{dz} \phi(-m, y, z) = \phi(-m - 1, y, z).
\end{equation}

Then we have

Lemma 5.2. For each $m \in \mathbb{N}_0$, $z \in \mathbb{H}^+$ and $0 < y < \epsilon$, there are $a_j$ ($1 \leq j \leq m + 1$) and polynomials $b_j(z)$ ($j \in \mathbb{N}_0$) such that

$$\phi(-m, y, z) = \sum_{j=1}^{m+1} \frac{a_j}{(1 - y)^j} + \sum_{j \geq 0} b_j(z)(1 - y)^j.$$

Proof. We first see that, with the binomial series, there are polynomials $b_j(z)$ such that,

$$\phi(0, y, z) = \frac{y^z}{1 - y} = \frac{1}{1 - y} - z + \sum_{j \geq 1} b_j(z)(1 - y)^j.$$

Assume that the statement holds for $m \geq 0$, i.e.

$$\phi(-m, y, z) = \sum_{j=1}^{m+1} \frac{a_j}{(1 - y)^j} + \sum_{j \geq 0} b_j(z)(1 - y)^j.$$

Then, with (5.5), we have

$$\phi(-m - 1, y, z) = \frac{(m + 1)a_{m+1}}{(1 - y)^{m+2}} + \sum_{j=1}^{m+1} \frac{(j - 1)a_{j-1} - ja_j}{(1 - y)^j} + \sum_{j \geq 1} j b_j(z)((1 - y)^j - (1 - y)^{j-1}).$$

By induction, we deduce the lemma. \qed

Next, we will prove the following:
**Lemma 5.3.** With the notation of Lemma 5.2, we have

$$b_0(z) = -\frac{B_{m+1}(z) - B_{m+1}}{m+1}$$

where $B_{m+1}(z)$ is the standard Bernoulli polynomial and $B_{m+1} = B_{m+1}(0)$ the Bernoulli number.

**Proof.** We will use Th. 6 of [14], which asserts that

$$\phi(-m, y, z) = \sum_{r=0}^{m} \sum_{h=r}^{m} \binom{m}{h} S(h, r) z^{m-h} \frac{r!y^{r+z}}{(1-y)^{1+r}}$$

where $S(h, r)$ is the Stirling number of the second kind. With the binomial series applied to $y^{r+z} = (1 - (1 - y))^{r+z}$, we deduce

$$\phi(-m, y, z) = \sum_{\ell \geq 0} \sum_{r=0}^{m} \sum_{h=r}^{m} \binom{m}{h} S(h, r) z^{m-h} \frac{r!(-1)^{\ell}}{\ell!(1-y)^{1+r-\ell}}(r + z - \ell + 1)_{l}$$

where $(a)_{n}$ stands for the Pochhammer symbol. This implies that $b_0(z)$ equals

$$\sum_{r=0}^{m} \frac{(-1)^{r+1}}{r+1} \left( \sum_{h=r}^{m} \binom{m}{h} S(h, r) z^{m-h} \right) (z)_{r+1} = \sum_{r=0}^{m} \binom{m}{h} z^{m-h} \sum_{r=0}^{h} \frac{(-1)^{r+1}}{r+1} \left( z \right)_{r+1} S(h, r).$$

The identity (see, e.g. (26.8.35) and (24.4.7) of [19])

$$B_{n+1}(x) = B_{n+1} + \sum_{k=0}^{n} \frac{(-1)^{k+1}(n+1)}{k+1} S(n, k)(-x)_{k+1}$$

implies that the inner sum equals $(B_{h+1}(-z) - B_{h+1})/(h+1)$. Therefore,

$$b_0(z) = \frac{1}{m+1} \sum_{h=0}^{m} \binom{m+1}{h+1} z^{m-h}(B_{h+1}(-z) - B_{h+1}(0))$$

$$= \frac{1}{m+1} \sum_{h=0}^{m+1} \binom{m+1}{h} z^{m-h+1}(B_{h}(-z) - B_{h}(0))$$

By the translation property of Bernoulli polynomials ((24.4.12) of [19]), we deduce that this is equal to

$$\frac{1}{m+1} \left( B_{m+1}(0) - B_{m+1}(z) \right).$$

□
Theorem 4.4, combined with the last two lemmas, implies
\[
L_f(x^x_{1+m}) = i^{-m-1} \int_0^{i^{i+1}} f(z) e^{-x \zeta} \left(-m, \frac{ix}{2\pi}, z\right) dz + R(ix, 1 + m)
\]
(5.6)
\[
= i^{-m-1} \left(\frac{B_{m+1}}{m+1} + \sum_{j=1}^{m+1} \frac{a_j}{(1 - e^{-x})^j}\right) \int_0^{i^{i+1}} f(z) dz
\]
\[
+ i^{-m-1} \int_0^{i^{i+1}} f(z) \left(\frac{-B_{m+1}(z)}{m+1} + \sum_{j \geq 1} b_j(z)(1 - e^{-x})^j\right) dz + R(ix, 1 + m)
\]
where we recall that \( R \) is defined in (4.14). The first integral on the right hand side of (5.6) is 0, because of (5.1). Therefore, the limit of the first two terms as \( x \to 0^+ \) is
\[
(5.7)
- i^{-m-1} \int_0^{i^{i+1}} f(z) \frac{B_{m+1}(z)}{m+1} dz.
\]

To deal with \( R(ix, 1 + m) \), we first note that this is present only if \( k \leq 0 \), therefore, for the remainder of the proof of Th. 5.4, we will assume so. With (8.4.8) of [19],
\[
E_{-m}(2\pi n + ix) = m!(2\pi n + ix)^{-1-m} e^{-(2\pi n + ix)t} \sum_{\ell=0}^{m} \frac{(2\pi n + ix)^{\ell}}{\ell!}.
\]
Therefore, with (4.1),
\[
(5.8)
\int_{1}^{\infty} e^{4\pi nt^{1+m-k}} E_{-m}(2\pi n + ix)t dt = m! \sum_{\ell=0}^{m} \frac{(2\pi n + ix)^{\ell}}{\ell!} E_{k-\ell}(ix - 2\pi n).
\]
Equation (8.4.8) of [19] implies, for all \( z \in \mathbb{H} \)
\[
E_{k-\ell}(z) = \frac{(\ell - k)!}{(1 + m - k)!} z^{1+m-\ell} E_{k-1-m}(z) - e^{-z} \sum_{j=0}^{m-\ell} \frac{z^j}{(j + \ell - k + 1)!} (\ell - k)!
\]
and, thus, (5.8) becomes
\[
(5.9)
m! \sum_{\ell=0}^{m} \frac{(2\pi n + ix)^{\ell}}{\ell!} \frac{(\ell - k)!}{(1 + m - k)!} (ix - 2\pi n)^{1+m-\ell} E_{k-1-m}(ix - 2\pi n)
\]
\[
- e^{2\pi n - ix} m! \sum_{\ell=0}^{m} \frac{(2\pi n + ix)^{\ell}}{\ell!} \sum_{j=0}^{m-\ell} (ix - 2\pi n)^j \frac{(\ell - k)!}{(\ell - k + j + 1)!}.
\]
We first determine the contribution of the first term of (5.9) to the final formula. Using Lemma 4.3, we get
\[
(5.10)
- \sum_{n<0} b_f(n)(-4\pi n)^{1-k} \sum_{\ell=0}^{m} \frac{(2\pi n + ix)^{\ell}}{\ell!} \frac{m!(\ell - k)!}{(1 + m - k)!} (ix - 2\pi n)^{1+m-\ell} E_{k-1-m}(ix - 2\pi n)
\]
\[
= -ik^{-m} \sum_{\ell=0}^{m} \frac{m!(\ell - k)!}{(1 + m - k)!} \int_{i}^{i^{i+\infty}} (\xi_k f^c)(\ell, ix; z) e^{-xz^{1+m-k}} dz
\]
where

\begin{equation}
(\xi_k f^c)(\ell, ix; z) := - \sum_{n < 0} (-4\pi n)^{1-k} b_f(n) \left( \frac{2\pi n + ix}{-2\pi n + ix} \right) \ell^{-1-m} e^{-\pi i n z}
\end{equation}

is a twisted version of $\xi_k f^c$. It is easy to see that this series is absolutely and uniformly convergent in terms of both $x$ and $z$ and that its limit as $x \to 0^+$ exists and equals $(-1)^{\ell-m-1}(\xi_k f^c)$.

As in the proof of Th. 4.4 and thanks to the periodicity of $(\xi_k f^c)(\ell, ix; z)$ in $z$, we deduce

\[ \int_i^{i+\infty} (\xi_k f^c)(\ell, ix; z)e^{-xz}z^{1+m-k}dz = \int_i^{i+1} (\xi_k f^c)(\ell, ix; z)\zeta(k-1-m, \frac{ix}{2\pi n}, z)e^{-xz}dz. \]

With Lemmas 5.2 and 5.3, we see that $e^{-xz}\zeta(k-1-m, ix/(2\pi), z)$ equals

\[ \sum_{j=1}^{m+2-k} \frac{a_j}{(1-e^{-x})j} + \frac{B_{m+2-k}}{m+2-k} - \frac{B_{m+2-k}(z)}{m+2-k} + \sum_{j \geq 1} b_j(z)(1-e^{-x})^j \]

for some constants $a_j$ and polynomials $b_j(z)$. Since the constant term in the Fourier series $(\xi_k f)(\ell, ix; z)$ vanishes, we have $\int_i^{i+1} (\xi_k f)(\ell, ix; z)dz = 0$ for all $x > 0$. Therefore, the limit of (5.10) as $x \to 0^+$ is

\begin{equation}
(5.12) c_{k,m} \int_i^{i+1} (\xi_k f^c)(z)\frac{B_{2m-k}(z)}{m+2-k}dz,
\end{equation}

where

\[ c_{k,m} := - \sum_{\ell=0}^m \frac{m!(\ell-k)!i^{k+m+2\ell}}{(1+m-k)\ell!}. \]

For the second term of (5.9), we first observe that, because of the exponential decay of $e^{2\pi n}$, as $n \to -\infty$ and the polynomial growth of $(-4\pi n)^{1-k}$ and $(2\pi n)^{\ell}$, the series

\[ \sum_{n < 0} b_f(n)(-4\pi n)^{1-k}e^{2\pi n-ix}m! \sum_{\ell=0}^m (2\pi n + ix)^{\ell-m-1} \ell! \sum_{j=0}^{m-\ell} (ix - 2\pi n)^j \frac{(\ell-k)!}{(\ell-k+j+1)!} \]

converges absolutely and uniformly in terms of $x$ and $z$, and the limit as $x \to 0^+$ equals

\[ m! \sum_{\ell=0}^m \sum_{j=0}^{m-\ell} (-1)^{\ell-m-1}2^{1-j-\ell+m} \frac{(\ell-k)!}{\ell!(\ell-k+j+1)!} \sum_{n < 0} b_f(n)(-4\pi n)^{\ell-m-k+j}e^{2\pi n}. \]

Because of the expansion $B_r(x) = -r!(2\pi i)^{-r} \sum_{j \neq 0} e^{2\pi i jx}j^{-r}$ (e.g. (24.8.3) of [19]), the last expression becomes

\begin{equation}
(5.13) \sum_{\ell=0}^m \sum_{j=0}^{m-\ell} d_{\ell,j} \sum_{n < 0} b_f(n)(-4\pi n)^{1-k}e^{2\pi n} \int_0^1 e^{-2\pi inx} B_{1-\ell+m-j}(x)dz
\end{equation}

\[ = - \sum_{\ell=0}^m \sum_{j=0}^{m-\ell} \int_i^{i+1} (\xi_k f^c)(z)B_{1-\ell+m-j}(x)dz \]

where $x$ here stands for the real part of $z$ and

\[ d_{\ell,j} := m! \frac{(-1)^{j-1}(\ell-k)!}{\ell!(j+\ell-k+1)!(1-\ell+m-j)!}. \]
Therefore, upon taking the limit as \(x \to 0^+\) in the right hand side of (5.6) and combining (5.7), (5.12) and (5.13), we deduce

**Theorem 5.4.** Let \(f \in HC_k(N)\). For each \(m \geq 1\), we have

\[
L_f(\varphi_{1+m}^0) = -i^{-m-1} \int_i^{i+1} f(z) \frac{B_{m+1}(z)}{m+1} dz + \int_i^{i+1} (\xi_k f^c)(z) \left( c_{k,m} \frac{B_{2+m-k}(z)}{2+m-k} - \sum_{\ell=0}^{m} \sum_{j=0}^{\ell} d_{\ell,j} B_{1-\ell+m-j}(x) \right) dz
\]

where \(x\) denotes the real part of \(z\).

**Remark 5.5.** When comparing with the results of [1], one should keep in mind that they work with forms of positive weight and a slightly different version of harmonic Maass forms (those called of moderate growth in [5]). The harmonic Maass forms we are studying here are weakly holomorphic when the weight is positive. Therefore, in the non-holomorphic case, our formulas cannot be compared directly with theirs. However, their respective structure is entirely compatible.

In the case of a weakly holomorphic cusp form \(f\), the formula simplifies to give

**Corollary 5.6.** Let \(f \in S_k^1(N)\). For each \(m \geq 1\), we have

\[
L_f(\varphi_{1+m}^0) = -i^{-m-1} \int_i^{i+1} f(z) \frac{B_{m+1}(z)}{m+1} dz.
\]

**Remark 5.7.** By the well-known formula \(\zeta(-m,a) = -B_{m+1}(a)/(m+1)\), for the Hurwitz zeta function, we notice that the formula of this theorem is the same one we would have arrived at, if we directly set \(w = 0\) in the formula of Th. 4.4. However, that would not be a valid proof because it would require the continuity of \(\zeta(-m, \frac{w}{2\pi}, z)\) as \(x \to 0^+\), which does not hold.

### 5.3. The case \(s = 1\).

**Corollary 5.8.** Let \(f \in HC_k(N)\). Then, we have

\[
L_f(\varphi_1^{ix}) = i \int_i^{i+1} f(z) dz - \frac{1}{1-k} \int_i^{i+1} (\xi_k f^c)(z) \left( i^k \frac{B_{2-k}(z)}{2-k} + x \right) dz
\]

where \(x\) denotes the real part of \(z\).

**Proof.** As above, the \(L_f(\varphi_s^{ix})\) is well-defined as \(x \to 0^+\). We next note that for all \(m \in \mathbb{N}_0\), we have

\[
\zeta(-m, \frac{w}{2\pi}, z) = e^{-iw} Li_m(e^{iw}, z),
\]

where

\[
Li_n(a, z) = \sum_{k=0}^{\infty} \frac{a^{k+1}}{(z + k)^n}
\]

is the \(z\)-deformed negative polylogarithm ([17]). Since \(Li_0(e^{iw}, z) = e^{iw}(1 - e^{iw})^{-1}\), Prop. 4.4 implies that, for \(x > 0\)

\[
L_f(\varphi_1^{ix}) = i^{-1} \int_i^{i+1} f(z) e^{-xz} \frac{1}{1 - e^{-x}} dz + R(ix, 1) = i^{-1} \left( \int_i^{i+1} f(z) \frac{e^{-xz} - 1}{1 - e^{-x}} dz \right) + R(ix, 1),
\]
where, for the last equality we used (5.1). The limit of the fraction inside the last integral is $-z$ and thus

$$L_f(\varphi_0) = i \int_i^{i+1} f(z)dz + \lim_{x \to 0^+} R(ix, 1).$$

We now observe that all arguments used in the proof of Th. 5.4 to compute the limit of $R(ix, 1 + m)$ are valid when $m = 0$. Therefore, by specializing the outcome of that computation to $m = 0$, and recalling that, if this part is present, then $k \leq 0$, we deduce

$$\lim_{x \to 0^+} R(ix, 1) = -\frac{1}{1 - k} \int_i^{i+1} (\xi_k f^c)(z) \left( ik \frac{B_{2-k}(z)}{2-k} + x - \frac{1}{2} \right) dz.$$ 

This, together with (5.1) and (5.15) implies the corollary. \hfill \Box

**Remark 5.2.** Cor. 5.8 can be written in the same way as Cor. 5.9, because of the identity $\zeta(0,a) = \frac{1}{2} - a$ and (5.1).

5.4. **The case $s < 0$.** In this case, we can even express non-integer values in the form of Prop. 5.1:

**Corollary 5.9.** Let $f \in S_k^I(N)$. Then, for each $s < 0$, we have

$$L_f(\varphi_0^s) = i^{-s} \int_i^{i+1} f(z) \zeta(1-s, z)dz.$$ \label{eq:5.16}

**Proof.** As mentioned above, $L_f(\varphi_0^s)$ is well-defined as the limit of $L_f(\varphi_0^{ix})$, as $x \to 0^+$. On the other hand, for $s > 0$, the series defining $\zeta(1-s, ix/(2\pi), z)$ converges absolutely and uniformly to the Hurwitz zeta function, as $x \to 0^+$. From Th. 4.4, we deduce the result, by taking the limit as $w = ix \to 0$ (with $x > 0$). \hfill \Box

**Remark 5.10.** When $s$ is a (negative) integer, we have $(-s)!\zeta(1-s, 0, z) = (-1)^{1-s}\psi(-s)(z)$, where $\psi^{(m)}(w)$ denotes the polygamma function

$$\psi^{(m)}(w) := \frac{d^{m+1}}{dz^{m+1}} \log(\Gamma(z)).$$

Therefore, (5.16) can be rewritten as

$$L_f(\varphi_0^s) = \frac{i^{2-s}}{(-s)!} \int_i^{i+1} f(z) \psi(-s)(z)dz$$

For $s = 0$ (in which case, the proof of the corollary does not apply), this coincides with the identity of Prop. 5.1.

**Proof of Theorem 1.2.** Theorem 1.2 now follows immediately upon combining Prop. 5.1, Cor. 5.6, Cor. 5.8 and Cor. 5.9. \hfill \Box

6. **Compactly supported values of the $L$-series**

As an extension in a different direction, we compute the values of $L_f$ at real-analytic compactly-supported functions $\varphi$. Let $f \in S_k^I(N)$ with Fourier expansion

$$f(z) = \sum_{n \geq -n_0} a_n e^{2\pi i nz}. $$
Also, let \( \varphi \) be a real-analytic function supported in \([a, b]\) so that, if \( y \in [a, b] \), \( \varphi(y) = \Phi(iy) \) for a holomorphic \( \Phi: \mathbb{H} \to \mathbb{C} \). Further assume that

\[
|\Phi(z)| < |z|^{-1-\varepsilon} \quad \text{for } \text{Im}(z) \in [a, b].
\]

Since \( \varphi \in F_f \), by Lemma 3.4 we have

\[
L_f(\varphi) = \int_0^\infty f(iy)\varphi(y)dy = \int_a^b f(iy)\varphi(y)dy.
\]

Then we get,

\[
\int_a^b f(iy)\Phi(iy)dy = -i \int_{ia}^{ib} f(z)\Phi(z)dz = -i \left( \int_{ia}^{ia+T} + \int_{ia+T}^{ib+T} + \int_{ib+T}^{ib} \right) f(z)\Phi(z)dz
\]

\[
= -i \left( \int_{ia}^{ia+T} - \int_{ib}^{ib+T} \right) f(z)\Phi(z)dz + I_T,
\]

where

\[
I_T := -i \int_{ia+T}^{ib+T} f(z)\Phi(z)dz = \int_a^b f(T+it)\Phi(T+it)dt.
\]

By the periodicity of \( f \) we have

\[
|I_T| = O\left( \int_a^b |\Phi(T+it)|dt \right)
\]

with the implied constant independent of \( T \). This, with (6.1), implies

\[
L_f(\varphi) = -i \left( \int_{ia}^{ia+\infty} - \int_{ib}^{ib+\infty} \right) f(z)\Phi(z)dz.
\]

The first integral is

\[
\int_{ia}^{ia+\infty} f(z)\Phi(z)dz = \sum_{n \geq 0} \int_{ia}^{ia+1} f(z+n)\Phi(z+n)dz = \int_{ia}^{ia+1} f(z)\tilde{\Phi}(z+n)dz,
\]

where

\[
\tilde{\Phi}(z) := \sum_{n \geq 0} \Phi(z+n).
\]

By (6.1), this converges for all \( \text{Im}(z) \in [a, b] \). Repeating the computation for the integral depending on \( b \), we deduce

**Proposition 6.1.** Let \( f \in S_k^1(N) \). Let \( \varphi \) be a real-analytic function supported in \([a, b]\) such that, for all \( y \in [a, b] \), \( \varphi(y) = \Phi(iy) \) for some holomorphic \( \Phi: \mathbb{H} \to \mathbb{C} \) satisfying (6.1). Then

\[
L_f(\varphi) = -i \left( \int_{ia}^{ia+1} f(z)\bar{\Phi}(z)dz - \int_{ib}^{ib+1} f(z)\bar{\Phi}(z)dz \right).
\]
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