A hierarchical network heuristic for solving the orientation problem in genome assembly
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Abstract

In the past several years, the problem of genome assembly has received considerable attention from both biologists and computer scientists. An important component of current assembly methods is the scaffolding process. This process involves building ordered and oriented linear collections of contigs (continuous overlapping sequence reads) called scaffolds and relies on the use of mate pair data. A mate pair is a set of two reads that are sequenced from the ends of a single fragment of DNA, and therefore have opposite mutual orientations. When two reads of a mate-pair are placed into two different contigs, one can infer the mutual orientation of these contigs. While several orientation algorithms exist as part of assembly programs, all encounter challenges while solving the orientation problem due to errors from mis-assemblies in contigs or errors in read placements. In this paper we present an algorithm based on hierarchical clustering that independently solves the orientation problem and is robust to errors. We show that our algorithm can correctly solve the orientation problem for both faux (generated) assembly data and real assembly data for *R. sphaeroides* bacteria. We demonstrate that our algorithm is stable to both changes in the initial orientations as well as noise in the data, making it advantageous compared to traditional approaches.

Author Summary

Constructing an organism’s entire DNA sequence from raw genome sequencing data, like the data produced in the Human Genome Project, is a challenging task. The type of data generated in the sequencing process has changed substantially over the years as a result of various technological improvements. The computer programs that convert such data into assembled sequencing must continuously be revised to keep pace with the changing nature of the data. This paper builds upon current methods from the emerging field of network science to develop a new way of analyzing and correcting sequencing data. We show that our algorithm is both more robust to erroneous data, and more accurate overall, compared to current techniques.

1 Introduction

In the late 1990’s and early 2000’s, the Human Genome Project made headlines worldwide. The goal of the project was to determine the sequence of chemical base pairs in human DNA [1]. In that era it took years to completely sequence an individual organism’s DNA structure [2,3]. Now, with a new generation of genome sequencers that recombine different types of data using revised algorithms [4], it is possible to sequence a genome in several weeks or less [5]. However, despite these improvements, current technologies for genome sequencing still involve significant errors. In this paper we offer an improvement on current sequencing algorithms.
At the most basic level sequencing a genome is a step by step method for solving a puzzle. Since technological limitations prohibit sequencing an entire chromosome one base-pair at a time, current sequencing technologies involve breaking the DNA into many small fragments which then are partially sequenced. Various algorithms are then used to assemble these sequenced pieces of DNA [4, 5]. In the past several years, researchers have progressed from sequencing small organisms such as the *Rhodobacter sphaeroides* with $4.42 \times 10^6$ base-pairs [6] to humans with $3.3 \times 10^9$ base-pairs [2] to even larger, more recent projects such as conifers with $2.4 \times 10^{10}$ base-pairs [7]. As state of the art sequencing has changed, the computational challenges have grown immensely [5, 8]. As a result, we need efficient, accurate computational approaches to problems that previously could be handled with relatively simple, easily implemented algorithms [5]. There are a number of different steps in the genome sequencing process that could be examined and tested for improvement. These include identifying errors in the base-pair reads eg. [9, 10], determining which pieces are repeat DNA eg. [11, 12] or overlap eg. [13], deciding the order in which pieces should be placed [14–16], or finally, our focus, determining the relative orientation of pieces in the assembly process [17, 18].

We will provide a formal definition of the orientation problem in Section 3 but first here is a simple analogy to keep in mind. Imagine opening a new jigsaw puzzle (representing DNA) that has an image on each side, call them side A and side B. When you dump the puzzle out, in order to properly assemble it, the pieces must all have either the A side up or the B side up. Sequencing an entire genome is like putting together a puzzle of the short sequenced reads. Since DNA is double stranded, for each sequenced read, we have to figure out if it comes from the “top” or “bottom” strand. Hence, the orientation problem in genome assembly is analogous to determining which side is up for all of the puzzle pieces. If we have correctly fit together two pieces of the jigsaw puzzle, then we know that both pieces must have the same side facing up. Similarly, sequencing data includes information (called linking-pairs, which we will describe later), that indicate the relative orientation between individual pieces. In our approach to genome assembly, we encode this sequencing data into a network of interactions. In this network, nodes are the sequenced pieces of DNA and each edge encodes information about the appropriate relative orientation for the node pair it connects.

While the concept of orienting pieces is easily grasped, errors in real data can lead to a high level of conflicting information and turn solving the orientation problem into a hard computational challenge. (The problem has been show to be NP-Complete [17, 18].) Because of this, we must use a heuristic method to find an overall orientation. Kececioglu and Myers [18] have considered the orientation problem explicitly and have discussed various methods for solving it. In general, the orientation problem has been solved in conjunction with other components of the assembly process. In fact, nearly all the other major methods we find (with the exception of Huson et al. [17] who describe the method used in Celera) describe their orientation algorithm as part of a larger scaffolding program [14–16, 19]. Two methods of particular interest are used by *Bambus* [19] and SOPRA [15]. *Bambus*’s method, which we call “Node-Centric Greedy”, is the most commonly used and what we will use as our baseline method. An explanation of both methods, and their limitations is presented in Section 4.

Properties of partially processed genome sequence data

In order to better understand the computation problem we face, let us examine the current DNA sequencing process. That is, the process by which a series of DNA base-pairs are determined. The leading approach for generating genome sequence data is Whole Genome Shotgun sequencing (WGS). Our explanation here is a paraphrase of material from several review articles: [4, 5, 8]. In WGS, many nearly identical copies of DNA from a large number of cells get shredded randomly into fragments of 200-20000 bases long. The fragments are then size selected to obtain a libraries with known size means and standard deviations. Then 100-400 bases on both ends of the fragments are sequenced, forming the basic data unit—a mate pair of reads. This process is shown in Figure 1. Note that the mate-pairs are generated by reading inward from both ends of each DNA fragment, thereby having an inherent relative orientation.
Figure 1. An abstraction of the process of sequencing a genome: First the genome is split into fragments, and then the ends of the fragments are sequenced. These paired end sequences are called ‘mate-pairs’.

By design, we know the mean base-pair length and the standard deviation for the fragment distribution as well as the mutual orientation of mate pairs. The first computational step in the assembly process is to build larger contiguous segments (contigs) from the read sequences by overlapping and combining fragments as shown in Figure 2. The process of building contigs is usually followed by a ‘scaffolding’ process in which the contigs are ordered and oriented into larger components (called scaffolds). During scaffolding, the mate-pairs for which the two mates ended up in two different contigs are vital to the reassembly process as they are used to determine the correct order and orientation for the collection of contigs. We call such mate-pairs linking mates. A linking mate specifies the relative orientation and approximate relative position of two contigs. A set of contigs connected by linking mates can be used to form a contig network.

Figure 2. Sequenced fragments are overlapped, and reassembled into ‘contigs’, then full genomes. The mate-pair information is vital in this reassembly process to determine orientation and placement.

When mate-pair reads are originally generated the two reads have opposite orientations since they are read from opposing directions on the same fragment of DNA (as shown in the bottom of Figure 1). A linking mate is therefore satisfied if the orientations of the two contigs where the reads are placed and the orientations of the two mates within these contigs imply that the linking mates are oppositely oriented. A linking mate is unsatisfied if the implied orientations of the two reads are the same. These two situations are shown in Figure 3 (a). In general some linking mates could be conflicting due to errors in generating or reporting the mates, repeated genomic sequence that may lead to incorrect read placement, etc. This conflict from a combination of the satisfied and unsatisfied links occurring in an assembled contig is shown...
in Figure 3(b). We informally define the orientation problem as finding an orientation for each contig that minimizes the total number of unsatisfied mate-pairs. A formal definition is found in Section 3.

![Diagram showing satisfied and unsatisfied mate-pairs](image)

**Figure 3.** (a) Shows two pairs of examples. The top pair show two ways reads can be oriented (opposite directions) so that the mate-pair is satisfied. The bottom pair are two ways that reads can be oriented (same direction) which makes them unsatisfied. (b) Shows how satisfied and unsatisfied mate-pairs combine to form conflicting data between contigs.

The remainder of the paper is structured as follows: Section 2 compares our new algorithm (Hierarchical Greedy) to Node-Centric Greedy on both experimental data (*Rhodobacter sphaeroides* bacteria) and generated faux data. Our methods are described in Section 3, beginning with a formal definition of the orientation problem and followed by a description the basic structure of our algorithm and an elaboration of the algorithms details. Finally, in Section 4 we provide a detailed description of two other existing methods, and their comparative limitations, followed by a short summary.

## 2 Results

In this section we report the performance of our method on two sets of data. First we apply the method to contigs of *Rhodobacter sphaeroides* bacteria, produced by the MSR-CA assembler and show that the resulting orientation agrees with the finished sequence for that bacteria. We then use a faux genome assembly we generated for which the correct answer is known before any errors are introduced. We study the performance and stability of our algorithm on this faux assembly and compare its performance to the Node-Centric Greedy method as we vary the initial conditions (initial designations for the contig orientations) and introduce noise (conflicting mate pairs) into the generated data.

**Rhodobacter Sphaeroides bacteria**

We used the MSR-CA assembler version 1.8.3 to produce contigs and scaffolds from Illumina data for *Rhodobacter sphaeroides* bacteria. The data has been downloaded from the NCBI Short Read Archive. The data consisted of (1) a paired end library (PE), in which reads were generated from both ends of 180-bp DNA fragments (SRA accession SRR081522); and (2) a “jumping” library (SJ) in which paired
ends were sequenced from 3600-bp fragments, (SRA accession SRR034528). We down-sampled both libraries to 45x genome coverage. The available finished sequence for the organism allowed us to evaluate the correctness of our orientation solution.

Since the MSR-CA assembler reports read positions in the final assembled contigs it was easy to convert the contigs into a graph. We ignored single (weight 1) mate pair links between the contigs, and excluded mate-pairs that are interior to the contigs or whose read placements indicate that they cannot plausibly (within five standard deviations) link contigs in a non-overlapping fashion. We performed our orientation studies on the biggest chromosome of the *R. sphaeroides*, 3.2Mb long. The MSR-CA assembler created a single scaffold for that chromosome and, according to the mapping of contigs in the scaffold to the finished sequence, all contigs in the scaffold were assembled and oriented correctly.

The scaffold that we were using contained 260 contigs connected with 8829 mate pair links. This is approximately 34 mate-pairs per contig. This is a real sequencing data set and it is expected that some portion of the data is in chimeric or misoriented pairs, and the orientation algorithm must have enough skill to correctly resolve the conflicting data.

Using this data set of contigs from the primary scaffold we performed two experiments. We first used data from *pre*-Celera orientation and scaffolding as initial conditions to compute orientations using the Node-Centric Greedy and Hierarchical Greedy methods. Both methods achieved a solution in complete agreement with the known solution and did correct several initially incorrect contig orientations. The second experiment, shown in Figure 4, was to randomize the initial contig orientations from a correct solution. With this experiment, the Node-Centric Greedy algorithm is unable to find the correct solution. Figure 4 shows three examples of final solutions from the Node-Centric Greedy and one from Hierarchical Greedy.

A horizontal plot that matches the known solution would have all green (all same) or red (all reversed, 

![Relative Orientation of Contigs on Largest Scaffold](image)

**Figure 4.** Results of applying Node-Centric Greedy and Hierarchical Greedy to *R. sphaeroides* assembly data. Orientations are plotted as a function of the known contig position on the scaffold, with red/green represent orientations of -1 & +1 respectively. The top three rows show results from using the Node-Centric Greedy algorithm starting from three different random initial conditions. Note the high variance in the solutions. The bottom row shows results of the Hierarchical method which are the same for any initial condition. Several contigs in between positions 1 and 50 had no orientation information available and are not shown.
matching within an overall flip). A few contigs (in positions between 1 and 50) had no mate-pair information available, and therefore are not shown. All randomized initial conditions led to the same correct solution for our Hierarchical Greedy method, while the Node-Centric Greedy method produced a variety of different solutions, all incorrect (three of which are shown as an example).

**Faux data**

We produced a faux contig (and related mate-pair) data set using the same base length and library distributions for the constructing fragments as those in *Rhodobacter sphaeroides bacteria*. In our base network, all contigs were correctly oriented in the ‘positive’ direction and the mate-pair data did not contain any conflicting mate-pairs. Hence, if the base network is used as input to either Node-Centric Greedy or Hierarchical Greedy, the output orientations of all the contigs remains unchanged, since the system is already correctly oriented. Starting from the base network, we modified the input to our algorithm in two ways, 1) by varying the initial conditions (initial orientations of the contigs) and 2) introducing noise (conflicting links) into the data. These are demonstrated in Figure 5.

In order to introduce modifications in the initial conditions we start with the base network configuration and randomly flip the orientation of some fraction of the contigs. This initial change in orientation forces all the mate-pairs connecting the contig to its neighbors to become unsatisfied. This means that a final (correct) solution should still have zero unsatisfied mate-pairs, and the correct solution should indicates that any initially flipped contig should be flipped again (returned to the ‘positive’ orientation). This type of modification is shown in Figure 5(b).

For the other modification to the dataset we introduce noise by switching the orientations for one (or more) of the reads in some linking mate-pairs. This creates a subset of mate-pairs which have conflicts. The conflicts make a perfect solution no longer possible in most cases as shown in Figure 5(c). For the results shown below we introduced this noise randomly into each of the 20 trials, so the best possible solution, in terms of satisfied mate-pairs, does vary.

When these modifications are combined as in 5(d), we get more complex input configurations which cause problems in simple orientation schemes (see Section 4 for more details). To summarize: any orientation algorithm that is working well should produce an optimal solution regardless of any changes in the initial conditions from the base configuration (since we have not introduced conflicting data). However, when we introduce noise, the original solution may no longer be optimal and we should expect that a different solution from the original may better satisfy the new mate pair data.

Figure 6 shows a comparison between the Hierarchical Greedy (open circles) and Node-Centric Greedy (filled squares) algorithms. The colors differentiate between 10% difference (black) and 15% difference (red) from perfect initial conditions. For both (a) and (b) the x-axis shows an increasing noise rate (conflicting information) in the data, i.e. more mate-pairs which become impossible to satisfy. Figure 6(a) shows the count of unsatisfied mate-pairs on the y-axis, for which Hierarchical Greedy always ties or out-performs the Node-Centric Method. On this figure, we would expect a straight line with slope=1 through the origin if the method is correcting all possible swapped orientations ([c] in Figure 5). We can see that the Hierarchical Greedy method achieves this, while the Node-Centric Greedy method does not. Node-Centric Greedy does achieve a slope of approximately 1, however it does not correctly orient all the mate-pairs even with 0% noise. Figure 6(b) on the y-axis shows the percentage of incorrectly oriented contigs in the final solution, based on the original base solution.
Figure 5. Examples of errors introduced in faux data. Orientations are indicated by green pluses or orange minuses. Edge values report the number of satisfied - unsatisfied mate pairs between the contigs. Satisfied/Unsatisfied counts are given in parenthesis. (a) Shows a base network with no conflicting links in which all contigs are properly oriented. (b) Shows how swapping an initial orientation of node D changes the configuration from the base network. (c) Shows how introducing noise on edges $B \leftrightarrow D$ and $C \leftrightarrow E$ changes the configuration from the base network. (d) Shows how a more complex input configuration can be generated by both varying initial orientations and introducing noise (used later in Section 4).
3 Materials and Methods

The orientation problem

Before describing our new algorithm, we formally define our problem:

Given a collection of contigs \( C \) and the satisfied \( (S^0) \) and unsatisfied \( (U^0) \) mate-pairs connecting them given an initial orientation, define a coupling strength between two contigs \( i \) and \( j \):

\[
c_{ij} = f(S^0_{ij}, U^0_{ij})
\]  

**Figure 6.** In both (a) & (b) two pairs of lines are shown. The solid, square points show average solutions for the Node-Centric Greedy algorithm. The empty circles show average solutions for the Hierarchical Greedy method. The two colors (black & red) represent starting with 10\% and 15\% randomized initial conditions (like (b) in Fig 5). The x-axis shows increasing noise (from (c) in Fig 5). In (a) the y-axis is the percent of unsatisfied mate-pairs. In (b) the y-axis is the percent incorrectly oriented compared to the base, expected solution.
Further, we denote the orientation of a contig \( i \) as \( \sigma_i \) and use the values of \( \pm 1 \) to represent the two possible orientations. Without loss of generality, we set the initial orientation (when the coupling strength is defined) of all contigs to \(+1\). The orientation problem then is to identify the set of orientations that maximize the sum:

\[
S = \sum_{i,j \in C} c_{ij}\sigma_i\sigma_j
\]  

(2)

Note that the coupling strengths are fixed (after contig assembly) according to our definition above. Also, while we have indicated the coupling strength should be a function of satisfied and unsatisfied mate-pairs, there could be additional genomic information that affects orientations, e.g., mate-pairs initially deemed unreliable. Such additional information could be incorporated through appropriate modifications to the \( c_{ij} \).

In order to better illustrate how the sum defined by Eq. (2) may be increased by flipping the orientations of some of the contigs, we find it useful to explicitly define a simple \( c_{ij} \) as \( S^0_{ij} - U^0_{ij} \). We can then write the terms \( c_{ij}\sigma_i\sigma_j \) as:

\[
c_{ij}\sigma_i\sigma_j = (S^0_{ij} - U^0_{ij})\sigma_i\sigma_j = S_{ij}(\sigma_i, \sigma_j) - U_{ij}(\sigma_i, \sigma_j)
\]  

(3)

Here, for the specified orientations \( \sigma_i \) and \( \sigma_j \), the term \( S_{ij}(\sigma_i, \sigma_j) \) gives the number of satisfied mate pairs connecting contigs \( i \) and \( j \) and \( U_{ij}(\sigma_i, \sigma_j) \) gives the number of unsatisfied mate pairs connecting them. Ideally a final orientation solution will have every \( c_{ij}\sigma_i\sigma_j \) term positive. This would occur either by having a positive \( c_{ij} \) and matching \( \sigma_i, \sigma_j \) (both \(+1\) or \( -1 \)) or by having a negative \( c_{ij} \) and different \( \sigma_i, \sigma_j \). In \( c_{ij}\sigma_i\sigma_j \) reversing a contig’s (e.g., \( j \)) orientation would change the sign of \( \sigma \) (e.g., \( \sigma_j \)) and thereby change the sign on both terms on the right hand side in Equation (3). In other words, reversing a contig’s orientation makes all the unsatisfied mate-pairs connected to it become satisfied and all the satisfied mate-pairs connected to it become unsatisfied. Thus, we can say that finding the maximum of the sum in Eq. (2) above is equivalent to finding the set of orientations that minimizes the number of unsatisfied mate pairs.

The notation here is reminiscent the spin-glass problem in physics. Alternative formulations have been presented by Huson et al. [17] and Kececioglu and Myers [18]. Both sets of authors map their definitions to NP-Complete problems. Also, Delorme and Poljak have shown a version of the Max-Cut problem (a traditional NP-complete problem) analogous to our formulation [20].

**Basic Algorithm**

Our new algorithm for solving the orientation problem is based on the process of hierarchical clustering. Hierarchical clustering was originally proposed and used for phylogenetic studies [21] and now related methods are utilized in many different areas such as information retrieval, multi-variate data analysis and community finding in networks [22–24]. The central idea is to build a tree-like structure, called a dendrogram, which is a meaningful ordering of merges for the nodes that creates progressively larger and larger sets (clusters) upon which one can continue to make merging decisions [25].

Given a matrix of interaction data, there are two important elements to finding an ordering of merges, a weighting metric for determining relationships between single nodes and a re-weighting scheme for computing weights between merged clusters. Traditional hierarchical clustering approaches require that all weights are non-negative, allowing various agglomerative re-weighting schemes. In these schemes, one can compute the weights between cluster pairs independent of the order of prior merges. Here, we wish to introduce a variant of hierarchical clustering, in which the nodes have signs (orientations) and the weights between node clusters depend on previous join steps and orientation decisions. This prevents us from using standard re-weighting schemes, such as average linkage clustering [21,26] directly. Instead we introduce a combined weighting, orienting, and re-weighting scheme.
The rationale motivating our weighting scheme is as follows:

- If there is no conflicting information for a node pair, the metric should be proportional to the number of the mate pairs connecting the pair.
- If a node pair has conflicting mate pair information, the link weight for the node pair should be reduced (indicating that the orientation information is not completely trustworthy).
- Conflicts leading to equal number of satisfied and unsatisfied mate-pairs should produce zero weight (no connection).
- Link weights between clusters of contigs should be comparable in scale to link weights between individual contigs.

With these in mind, we propose the following method for determining the link weight between contig clusters:

Given two clusters of contigs $A$ and $B$, and the orientations of the nodes within them, we define the “net between-cluster edge satisfaction”:

$$\Delta_{AB} := \sum_{i \in A, j \in B} (S_{ij}^0 - U_{ij}^0) \sigma_i \sigma_j = \sum_{i \in A, j \in B} S_{ij} - U_{ij} = S_{AB} - U_{AB} \quad (4)$$

Define the “total mate-pair count” (which does not depend on orientations):

$$\tau_{AB} := \sum_{i \in A, j \in B} (S_{ij} + U_{ij}) = S_{AB} + U_{AB} \quad (5)$$

Finally, define a scaling factor:

$$f_{AB} := \frac{|\Delta_{AB}|}{\tau_{AB}} \quad (6)$$

Then the weight on an edge is the magnitude of the difference scaled by this factor, divided by the number of elements in $A$ and $B$:

$$w_{AB} := \frac{1}{|A||B|} |\Delta_{AB}| f_{AB} = \frac{1}{|A||B|} \frac{(S_{AB} - U_{AB})^2}{S_{AB} + U_{AB}} \quad (7)$$

Note that $w_{AB}$ is computed every time we create a new cluster (by merging singleton nodes, or previous clusters), thus defining the ‘new’ weight from that cluster to every other cluster. In the following discussions we will use the term ‘cluster’ to refer to both unmerged (singleton) and combined contigs.

Having defined a weighting metric and a re-weighting scheme our algorithm is as follows:
Hierarchical Greedy Algorithm

1. Choose the edge with the maximum weight* using the given metric and identify the two clusters on either side, call them clusters $A$ and $B$.

2. Determine if either cluster should be flipped. If yes (i.e., if the number of unsatisfied edges, $U_{AB}$, is greater than the number of satisfied edges, $S_{AB}$):
   - Determine the best cluster to flip, based on the effect on the remaining network. (Choose the cluster that results in the fewest unsatisfied edges between $AB$ and the other nodes in the network.)
   - Flip the identified cluster (i.e., flip the orientations of all nodes in the cluster).

3. Merge the two clusters into a new cluster.

4. Zero out the edge chosen for merging (now an internal edge).

5. Recompute the edge weights connecting the new cluster to every other cluster according to the weighting metric.

6. Repeat steps 1-5 until no edges remain (this may leave more than one cluster, if some clusters have no edges connecting them).

* See the following section for a more in-depth discussion of this choice in the case of ties.

As stated in step 6, the merging process is repeated until each connected component in the network has been merged into a single cluster. Figure 7 illustrates the step-by-step application of our method to the small sample network for which the Node-Centric Greedy method fails (see Section 4).

This iterative process of merging and reorienting is where the novelty of our procedure arises. By merging previously oriented elements and revising their weights relative to other nodes (which depends on the orientations), it becomes impossible to precompute all the joins as in standard hierarchical clustering methods. Furthermore, the merging into orientable groups introduces an important and novel approach to genome orientation. The merging forces the algorithm to fix relative orientations between elements, maintaining correctness while allowing any connection which has not been evaluated to be correctly oriented later.

Algorithm details

Due to the nature of sequencing and contig assembly data we are not working with a broad distribution of edge weights in the network. This means that in many cases, step 1 of the algorithm will actually find two (or more) edges with equal weights to merge. An example of this situation can be seen in Figure 8(a), where both edge $B\rightarrow C$ and $C\rightarrow D$ have weight 5. The two potential merges are given in parts (b) and (c) of the figure.

A simple initial solution to this issue is to randomly choose among all equally weighted edges at any iteration. This can produce a distribution of final solutions. An alternative is to perform all equally weighted merges in a parallel fashion. We have found this second option to actually produce solutions that are significantly worse (with a higher unsatisfied edge count) compared to the random choice method. Because we are interested in stable and accurate performance of our algorithm, we want an appropriate deterministic method for breaking ties between equally weighted edges. To achieve this, we introduce a 'Maximum Options Remaining' (MOR) measure.

The MOR measure tracks the number of unsatisfied mate pairs that remain unfixed. Once two nodes are placed in the same cluster, their relative orientations are fixed and any unsatisfied mate pairs between
Orienting a Sample Network using Hierarchical Greedy

Figure 7. This figure illustrates how our hierarchical method orients a network that causes trouble for Node-Centric Greedy. We start with an all + orientations (upper left), showing each merge and redefinition of weights until we have merged all the nodes together (lower right). This gives us a final solution shown in the upper right. Note: To improve readability in the figure the edge weights we show use ∆AB rather than Eq. (7), however the join order would be the same if Eq. (7) were used instead. Negative signs indicate that the number of unsatisfied mate pairs is greater than the number of satisfied mate pairs for that configuration.

them can never become satisfied in subsequent merges. Using the MOR principle, we delay fixing mate pairs as unsatisfied until further information has been incorporated into the orientation choices through subsequent merges. For example, applying the the MOR principle in Figure 8 we would choose the merge shown in (c). We can see that in part (c) fewer unsatisfied edges (one, B ↔ D, instead of two, B ↔ D and A ↔ C) have been merged into other edges. This also has the effect of maintaining the largest absolute weight on the edges, indicating that further choices will be able to make larger changes.

We can express the MOR principle mathematically in the following way. Given a potential merge, AB, in which A and B are sets of contigs, along with the orientations that would be set by that merge, we denote the set of shared neighbors between A and B as X. We define R, ‘options remaining’, as:

\[ R_{AB} = |S_{AX} - U_{AX} + S_{BX} - U_{BX}| \] (8)

Then when comparing two merges AB and CD, AB is chosen if:

\[ R_{AB} > R_{CD} \] (9)

Otherwise, merge CD is chosen.

Utilizing the MOR principle, nearly all equal choices can be given a relative ordering. While it is still possible to find two edges with equal weight and equal options remaining, the occurrences are far
Figure 8. This figure shows a network (a) that is challenging for Hierarchical Greedy to merge properly if no method for breaking ties between equally weighted links is used. Two different potential merges (b & c) are shown. (b) is worse because it loses more potential edge information by combining in two sets of negative and positive edges while (c) only merges one negative and positive edge.

less frequent. This low collision rate occurs due to the sparse nature of our network, and, under testing, arbitrarily choosing between them has not shown any affect on the final solution.

4 Discussion

Breakdowns in existing algorithms

In the introduction, we mentioned several other existing algorithms, most notably the Node-Centric Greedy from Bambus [19] and the one used by SOPRA [15]. In this part of the discussion section, we will give more details about these methods, highlighting problems that Hierarchical Greedy can overcome. We begin with details on the Node-Centric Greedy method and several examples, then discuss SOPRA's method.

The Node-Centric Greedy method works on a contig network in the following way:

1. Sum $S_{ij}(\sigma_i, \sigma_j) - U_{ij}(\sigma_i, \sigma_j)$ for each $i \in C$ (node in graph)
2. Choose the most negative (most unsatisfied) contig.
3. Reorient that contig (and fix it).
4. Recalculate node-sums of all connected nodes.
5. If any node has a negative sum return to step 2

To elaborate a little, step one adds up the information from all of the mate-pairs that are incident on a contig. From the definition of the orientation problem in Section 3, this corresponds to finding all the $z_i$ where $z_i = \sum_{j \in O} c_{ij} \sigma_i, \sigma_j$. By keeping a master-list of all these sums, the algorithm can pick the most unsatisfied contig (the one with the most negative $z$ value) and reorient that contig. This has a trickle
down effect of changing the contig sum for any connected contigs.

Overall this method is fairly effective, fixing the biggest problems first, and continuing to fix problems until there do not appear to be any problems remaining. However, the method suffers from the flaw of data agglomeration. What we mean is that by examining the sum, and only orienting those contigs with a negative sum, it becomes possible to ‘bury’ some of the information in unsatisfied mate pairs. The small network shown in Figure 9 illustrates this point, and shows a case in which Node-Centric Greedy can return an incorrect orientation.

**Problem Network**

*for Node-Centric Greedy*

| Node-Centric Solution | Correct Solution |
|-----------------------|------------------|
| Net satisfied mates: 2| Net satisfied mates: 10 |

Sum of all edge values incident to each node is positive ($\Sigma(3) + (-2) = 1$), so no nodes are reoriented using Node-Centric Greedy

The optimal orientation would be: A & B oppositely oriented to C & D

E.g.: A (+) B (+) C (-) D (-)

**Figure 9.** This figure shows two versions of a small graph. Values on the edges represent the $c_{ij}$ as defined from Eqn. (3). The left version demonstrates how the Node-Centric Greedy will not impose any orientation change while the right shows an optimal final orientation.

Another issue with Node-Centric Greedy is its sensitivity to initial conditions. We already demonstrated in the results section how robust our new algorithm is, but a simple addition of a spur to the network in Figure 9 can demonstrate this. The modified network is shown in Figure 10. When the spur between node D & E is positive (left), the nodes maintain a positive edge-sum just like in the previous graph. However, changing the initial condition to be negative over that edge produces a negative node-sum on node D, and allows the entire network to be solved correctly (it breaks the symmetry). Since this edge change could be produced by a simple changing of node E’s initial condition producing a disturbing initial conditions problem. Both graphs permit a solution with all positive mate-pairs.

While the node-centric method is demonstratively flawed, the method presented in by Dayarian et al. in [15] is a bit more robust. The method in [15] is actually two different ideas combined. The first part of the method finds articulation points that break the network into smaller components. By breaking the network into components in this manner they produce several significantly smaller sub-graphs (see [27–29] and others for details on articulation points and components). Because these sub-graphs generally have a much smaller number of nodes and edges, solving the orientation problem exactly on these sub-graphs can often be accomplished quickly even though the sub-problems remain NP hard (because N is small). It can be proven mathematically that if the sub-parts can be solved exactly, then breaking the problem into pieces that are then subsequently reassembled does not produce a worse orientation than solving the whole problem directly, and the reassembly process can be done in linear time. This means that if the contig network can be broken completely into small, quickly solvable pieces the overall orientation process will be significantly faster than if the algorithm used does not break the problem into sub-parts.
Initial Condition Problem for Node-Centric:

![Diagram showing two versions of a small graph. Values on the edges represent the $c_{ij} \sigma_i \sigma_j$ from Eqn. (3). In the left version, Node-Centric Greedy will not impose any orientation change, while the right shows a change in initial conditions that allows Node-Centric Greedy to find a correct final orientation.]

Figure 10. This figure shows two versions of a small graph. Values on the edges represent the $c_{ij} \sigma_i \sigma_j$ from Eqn. (3). In the left version, Node-Centric Greedy will not impose any orientation change, while the right shows a change in initial conditions that allows Node-Centric Greedy to find a correct final orientation.

The second part of their method, however, leaves significant room for improvement. While breaking the network allows most subgraphs to be solved exactly, some are still too large, therefore Dayarian et al. utilize a heuristic method to solve them. They chose to implement a standard Ising model approach to properly orient their remaining large graphs. As the authors themselves state, the Ising model approach they use may not give optimal solutions if “there are highly-connected components of moderate or large size” [15]. Other investigations (not detailed here) have shown that mammalian genomes exhibit exactly this trait.

Basically, their approach to problem reduction is fully dependent on the quality of the actual method to find orientations in the subgraphs. As a demonstration, we present a slightly modified version of Figure 9 that shows one additional node added on. If we perform articulation on the network (which, in this case, corresponds to breaking that node back off), and we then use Node-Centric Greedy as our component-solving method, we are again left with an incorrect solution. Figure 11 shows this process.

Summary

Our results clearly show that a Node-Centric Greedy algorithm performs poorly for both random initial conditions and noisy data. Our new approach provides several advantages that can address these concerns. First, by focusing on edges (mate-pairs), we can capitalize on the fact that some areas of the genome are easier to sequence correctly. These correctly sequenced regions will have a high agreement, and high coverage. Second, by joining based on edges we only lock in correct relative solutions, rather than a potential mix of good and bad solutions. Finally, our technique can be incorporated into any assembly program to provide partial or complete solutions to the orientation problem at several different stages since it does not depend on placement of contigs in a scaffold or contig assembly (if applied to orienting read fragments) to produce an orientation.
Articulation will disconnect node “A” The remaining graph is already known to not orient correctly with node-centric.

Node “A” will be flipped when re-attached, but the final orientation will still be imperfect.

Figure 11. This figure shows a 5-node network that the articulation method can break apart (left breaks into the right). However, the resulting sub-networks will not be oriented correctly if the node-centric algorithm is used as the component-solving method. This means when recombined, even though node A will be reoriented, the whole network will be non-optimally oriented.
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