Numerical exploration of spontaneous broken symmetries in multi-orbital Hubbard models
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We study three proposals for broken symmetry in the cuprate pseudogap – oxygen antiferromagnetism, \( \Theta_{II} \) orbital loop currents, and circulating currents involving apex oxygens – through numerical exploration of multi-orbital Hubbard models. Our numerically exact results show no evidence for the existence of oxygen antiferromagnetic order or the \( \Theta_{II} \) phase in the three-orbital Hubbard model. The model also fails to sustain an ordered current pattern even with the presence of additional apex oxygen orbitals. We thereby conclude that it is difficult to stabilize the aforementioned phases in the multi-orbital Hubbard models for parameters relevant to cuprate superconductors. However, the \( \Theta_{II} \) phase might be stabilized through explicit flux terms. We find an enhanced propensity for circulating currents with such terms in calculations simulating applied stress or strain, which skew the copper-oxygen plane to resemble a kagome lattice. We propose an experimental viewpoint to shed additional light on this problem.

PACS numbers: 74.20.Mn, 74.72.-h, 74.72.Kf

I. INTRODUCTION

One intriguing open question in cuprate superconductors concerns the nature of the enigmatic pseudogap regime,1–4 which may be key to understanding the mechanism of high-temperature superconductivity. A variety of theories have been proposed, falling into two broad categories. The first describes the pseudogap as a region of preformed Cooper pairs that lack phase coherence above \( T_c \), but cross over to the superconducting state below it.5 The second proposes that the pseudogap arises from a competing order, where possible ground states include antiferromagnetic (AFM) spin order on oxygen [Fig. 1(a)], 6 \( \Theta_{II} \) orbital loop currents [Fig. 1(b)], 7–10 currents that circulate between the planar and apex oxygens [Fig. 1(c)], 11 d-density waves, 12,13 and charge density waves or nematic orders. 14–16

To unravel this mystery, various experimental techniques have been employed. Probes of electronic structure, such as x-ray diffraction, resonant inelastic x-ray scattering (RIXS), angle-resolved photoemission spectroscopy (ARPES), and scanning tunneling microscopy, have uncovered evidence for a static or fluctuating charge density wave in the pseudogap regime. 17–24 A magneto-optic Kerr effect study has reported time-reversal symmetry breaking 25 that follows a similar temperature dependence as pseudogap-related features from ARPES and optical spectroscopy. 26 Here the sign of the Kerr signal cannot be trained by magnetic fields, suggesting a connection to striped phases 27 or chiral charge orders. 28–31 Neutron scattering studies of \( \text{YBa}_2\text{Cu}_3\text{O}_{6+\delta} \), \( \text{HgBa}_2\text{CuO}_{4+\delta} \), and \( \text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+\delta} \) have seen evidence of intra-unit-cell magnetic order 32–34 with an out-of-plane moment \( \sim 0.1 \mu_B \). 35 This order breaks time-reversal symmetry but preserves translational lattice symmetry with a \( \mathbf{q} = 0 \) ordering vector.

These experiments have provoked great interest in the \( \Theta_{II} \) phase because it is compatible with broken time-reversal symmetry (seen also by one ARPES study with circularly polarized photons 36) while preserving translational symmetry, as observed in neutron scattering. However, while accompanied by several distinct experimental features, 37–43 the circulating current phase is still highly disputed, as no experiments can directly probe such an order parameter. In addition, the \( \Theta_{II} \) phase (a \( \mathbf{q} = 0 \) Fermi surface instability) faces the challenge of explaining the excitation gap in the pseudogap regime. Intense effort has been devoted to searching indirectly for orbital loop currents, using techniques such as nuclear magnetic resonance 44–46 and muon spin rotation, 47–49 but their existence in the cuprates remains inconclusive.

To complement the experimental efforts, various simulations have been performed to search for \( \Theta_{II} \) currents but lead to contradictory results. Variational Monte Carlo studies have found orbital currents in multi-orbital Hubbard models that include axial orbitals involving the apical oxygen, copper \( d_{x^2-r^2} \), or copper 4s orbitals. 11,50 A bosonization study of a copper-oxygen ladder finds orbital currents over a large region of the phase diagram. 51 Self-consistent mean field theory also finds the \( \Theta_{II} \) orbital current in the three-orbital Hubbard model in a certain parameter range, although the interaction strengths
required to stabilize the phase are too large for the cuprates.\textsuperscript{52} However, an exact diagonalization study of the three-orbital $t-J$ model\textsuperscript{53,54} fails to find such a phase as the ground state. This is consistent with the results of a variational cluster approximation study\textsuperscript{55} and a density matrix renormalization group study of a copper-oxygen ladder.\textsuperscript{56} The debate continues, though, as the physics of a ladder may not represent that in the copper-oxygen plane, and the down-folded $t-J$ Hamiltonian cannot properly account for charge fluctuations and the multi-orbital nature of the problem.\textsuperscript{11}

Here we investigate this issue by studying the multi-orbital Hubbard model using exact diagonalization (ED) and numerically exact determinant quantum Monte Carlo (DQMC) on small clusters. These techniques have the advantages of treating the two-dimensional system as opposed to ladders, as well as the full multi-band model as opposed to downfolded models, enabling us to shed new light on the question. We focus on the scenarios suggested by neutron scattering experiments: oxygen antiferromagnetism, $\Theta_{II}$ orbital loop currents, and circulating currents that involve the apex oxygens. From the results of this study, we conclude that it is unlikely for these phases to be stabilized as the ground state for parameters relevant to cuprate superconductors.\textsuperscript{57} On the other hand, the circulating current phase can be stabilized on a skewed kagome lattice when flux terms are included in the Hamiltonian. We thereby propose experiments with stress or strain\textsuperscript{31,58} applied along the oxygen-oxygen bonds to elucidate the problem.

The paper is organized as follows: Section II introduces the three-orbital model and the numerical techniques employed to solve the Hamiltonian. Section III discusses magnetic ordering on copper and oxygen, as determined by spin-spin correlation functions. Section IV focuses on the $\Theta_{II}$ phase and current-current correlations. Results obtained with extensions of the three-orbital model are discussed in Sections V and VI, for calculations with an apex oxygen and with staggered flux applied to a skewed kagome lattice, respectively. Section VII summarizes our findings with additional remarks.

\section{Model and Numerical Methods}

Most of the relevant physics in the cuprates is believed to occur in the copper-oxide planes;\textsuperscript{59} as a starting point, we consider the three-orbital Hubbard model:\textsuperscript{60–62}

\begin{equation}
H = -t_{pd} \sum_{\langle i,j \rangle, \sigma} (d_{i,\sigma}^\dagger c_{j,\sigma} + h.c.) -t_{pp} \sum_{\langle j,j' \rangle, \sigma} (c_{j,\sigma}^\dagger c_{j',\sigma} + h.c.) + (\epsilon_d - \mu) \sum_{i, \sigma} n_{i,\sigma}^d + (\epsilon_p - \mu) \sum_{j, \sigma} n_{j,\sigma}^p + U_{dd} \sum_i n_{i,\sigma}^d n_{i,\bar{\sigma}}^d + U_{pp} \sum_j n_{j,\sigma}^p n_{j,\bar{\sigma}}^p, \label{eq:Hamiltonian}
\end{equation}

where $d_{i,\sigma}^\dagger (d_{i,\sigma})$ creates (destroys) a hole with spin $\sigma$ on a copper orbital at site $i$ and $c_{j,\sigma}^\dagger (c_{j,\sigma})$ creates (destroys) a hole with spin $\sigma$ on an oxygen orbital at site $j$. The first term in the Hamiltonian describes the hopping between copper $3d_{x^2-y^2}$ and oxygen $2p_{x,y}$ orbitals with an energy governed by $t_{pd}$. The second term describes the hopping between oxygens with an energy controlled by $t_{pp}$. $\epsilon_d$ and $\epsilon_p$ are the site energies on the copper $3d_{x^2-y^2}$ and oxygen $2p_{x,y}$ orbitals, and $U_{dd}$ and $U_{pp}$ parametrize the copper and oxygen on-site interactions. For simplicity, the unit cell length is set as $a = 1$.

Unless noted otherwise, the parameters used in the simulations are (in units of eV) $U_{dd} = 10.5$, $U_{pp} = 4$, $t_{pd} = 1.5$, $t_{pp} = 0.65$, $\epsilon_d = 0$, and $\epsilon_p = 3.6$.\textsuperscript{57} Note, however, that our conclusions remain the same with different parameter sets proposed for the cuprates.\textsuperscript{63–65} The effect of changes to these parameters will be examined in this manuscript. The model is studied at 0% and 12.5% hole doping by the complementary, numerically exact techniques of DQMC and ED, where the filling is set by the chemical potential $\mu$ in the former and by the particle number sector (e.g. 5 spin up and 4 spin down holes for 12.5% hole doping) in the latter. The ED calculations also include an inter-site interaction term, $V_{pd} \sum_{<ij>, \sigma} n_{i,\sigma} n_{j,\bar{\sigma}}$, with $V_{pd} = 1.2$.

ED is a wave-function-based technique performed on finite-size clusters at zero temperature.\textsuperscript{59} This study uses Cu$_8$O$_{16}$ [Fig. 1(d)] and Cu$_{16}$O$_{24}$ (including additional apex oxygens) small clusters with periodic boundary conditions. The Hamiltonian matrices are constructed in a basis of momentum eigenstates, and the resulting matrix eigenvalue problem is solved by iterative Krylov subspace methods.\textsuperscript{66} DQMC is an imaginary-time, auxiliary-field method that computes observables from Green’s functions.\textsuperscript{67–70} It accesses larger system sizes (Cu$_{16}$O$_{32}$ and Cu$_{36}$O$_{72}$ [Fig. 1(e)]) but suffers from the fermion
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\caption{Cartoons of three proposed scenarios for the pseudogap: (a) oxygen antiferromagnetism, (b) $\Theta_{II}$ orbital loop currents, and (c) circulating currents involving apex oxygens. The copper (blue) atoms. (d) Cu$_{16}$O$_{16}$ small cluster used in exact diagonalization. (e) Cu$_{36}$O$_{72}$ small cluster used in determinant quantum Monte Carlo. The small cluster calculations are performed with periodic boundary conditions.}
\end{figure}
FIG. 2: Spin-spin correlation functions calculated by ED on copper [(a)-(b)] and oxygen [(c)-(d)]. At 0% doping [panel (a)], the copper spins show (π,π) AFM correlations, which are suppressed at 12.5% hole doping [panel (b)]. On the other hand, the oxygen spins do not exhibit AFM correlations at either doping level. The box indicates the Cu$_8$O$_{16}$ cluster. Values are referenced to the Cu 3$d_{x^2-y^2}$ and O 2$p_x$ orbitals in the $r=(r_x, r_y) = (0, 0)$ unit cell for copper and oxygen spin-spin correlations, respectively.

FIG. 3: Spin-spin correlation functions on copper [(a)-(b)] and oxygen [(c)-(d)] from DQMC simulations at an inverse temperature $\beta = 8/t_{pd}$. At 0% doping [panel (a)], the copper spins show (π,π) AFM correlations, which are suppressed at 12.5% hole doping [panel (b)]. In contrast, the oxygen spins do not exhibit AFM correlations at either doping level. Values are referenced to the Cu 3$d_{x^2-y^2}$ and O 2$p_x$ orbitals in the $r=(r_x, r_y) = (0, 0)$ unit cell for copper and oxygen spin-spin correlations, respectively. (e) The copper (π,π) spin structure factor. It peaks increasingly sharply at half filling with increasing $N$ (number of unit cells) or decreasing temperature. $\langle n \rangle$ is the number of holes per unit cell.

III. OXYGEN ANTIFERROMAGNETISM

We first examine the scenario of intra-unit-cell oxygen antiferromagnetic (AFM) order [Fig. 1(a)] by studying the real-space spin-spin correlation functions $S^{zz}(i,j) \equiv \langle S_i^z S_j^z \rangle - \langle S_i^z \rangle \langle S_j^z \rangle$. We note that on general grounds, spins in a two-dimensional Heisenberg system do not order at temperature $T \neq 0$. The spin correlation length remains finite but does grow exponentially with decreasing temperature as $\exp(C/T)$. Therefore, even on finite-size clusters, it is possible to identify long-range ordered phases from the behavior of the correlations as a function of cluster size or temperature.
12.5% hole doping [Fig. 3(b)]. There are no apparent AFM correlations on oxygen, as shown in Figs. 3(c) and (d), and the correlations are at least an order of magnitude smaller than those on copper. With DQMC we have confirmed that $(\pi, \pi)$ represents the dominant spin ordering wave vector on copper at half filling. Although the peak in the structure factor is suppressed rapidly upon either hole or electron doping [Fig. 3(e)], it peaks increasingly sharply with increasing system size $N$ or decreasing temperature, showing the expected trend toward Néel order at half filling. This demonstrates the capability of DQMC to identify low-temperature ordered phases even with simulations performed at higher temperatures.\textsuperscript{77}

It is evident from Figs. 2 and 3 that spins do not develop intra-unit-cell AFM order on oxygen, and the correlations would be too weak to explain the experimentally observed magnetic moment of $\sim 0.1 \mu_B$. Thus, our calculations do not support oxygen antiferromagnetism as a viable explanation for the cuprate pseudogap.

IV. $\Theta_{II}$ ORBITAL LOOP CURRENTS

We next study an explanation for the pseudogap based on the $\Theta_{II}$ orbital loop currents, where circulating currents spontaneously develop and flow in a pattern similar to that depicted in Fig. 1(b). Such a phase breaks the $C_4$ rotational and time-reversal symmetries, but preserves the product symmetry, as well as translational symmetry. If present, a tendency towards this symmetry breaking can be identified from the current-current correlation functions $\langle j_{\text{ii}}(r)j_{\text{mn}}(r') \rangle$, where the oxygen-oxygen and copper-oxygen current operators at site $i$ are defined as:

$$
j_{\alpha\alpha'} = \frac{i t_{pp}}{\hbar} \sum_{\sigma} (c_{i\sigma \alpha}^\dagger c_{j\sigma \alpha'} - c_{j\sigma \alpha'}^\dagger c_{i\sigma \alpha}),$$

$$
j_{\alpha d} = \frac{i t_{pd}}{\hbar} \sum_{\sigma} (d_{i\sigma \alpha}^\dagger c_{j\sigma \alpha} - c_{j\sigma \alpha}^\dagger d_{i\sigma \alpha}),$$

(2)

where $\alpha$ indicates a $p_x$ or $p_y$ orbital. The correlation functions are referenced to an oxygen-oxygen current in the $r = (r_x, r_y) = (2,2)$ and $(0,0)$ unit cells for ED and DQMC, respectively.

Figure 4(a) shows the current-current correlation functions obtained from ED. The magnitudes decrease rapidly away from the reference current, and the results show no sign of particular orbital loop current patterns. This agrees qualitatively and semi-quantitatively with previous ED studies of the three-orbital $t-J$ model.\textsuperscript{53} To compare to experiments, an upper bound on the magnetic moment is calculated from the correlations $\langle j^2 \rangle < 5 \times 10^{-4} \text{(eV/\hbar)^2}$, obtained using the oxygen currents farthest from the reference link. With a copper-oxygen bond length $\sim 1.9$ Å, the magnetic moment induced by the currents is found to be at most $\sim 0.025 \mu_B$ per unit cell. This number is approximately four times smaller than that derived from experiments, indicating that in this parameter regime, the current-induced moments would be too weak to explain the neutron scattering results.\textsuperscript{35}

FIG. 4: Current-current correlations calculated by ED at 12.5% hole doping for (a) $\Delta = 3.6$ eV and (b) $\Delta = 0$. The arrow length represents the correlation strength on a logarithmic scale, and the arrow head shows the current direction. The reference oxygen-oxygen current is shown as a red arrow, whose length is 9.364 (eV/\hbar)^2 and 16.398 (eV/\hbar)^2 in (a) and (b), respectively. The pink square indicates the Cu$_8$O$_{16}$ cluster, and the copper (green) circles represent the copper (oxygen) atoms. From a comparison of (a) and (b), the correlations are enhanced when $\Delta$ decreases, but the currents do not exhibit the $\Theta_{II}$ pattern.
A systematic exploration of parameters to enhance the circulating currents can be guided by mean-field theory. In particular, a smaller charge-transfer gap $\Delta \equiv \epsilon_p - \epsilon_d$ has been suggested to favor the $\Theta_{II}$ phase. We have performed ED calculations with $\Delta = 0$, shifting more holes from copper to oxygen. Indeed, most current-current correlations increase from those obtained with $\Delta = 3.6$ eV from $\sim 50\%$ up to one order of magnitude [Fig. 4(b)]. However, the requirement that the undoped system be a charge-transfer insulator with an indirect band gap $\sim 2$ eV strongly constrains the value of $\Delta$. Unlike the $\sim 2$ eV spectral energy gap obtained with $\Delta = 3.6$ eV, the calculated gap with $\Delta = 0$ is much smaller ($< 0.3$ eV) than that experimentally observed, ruling out the possibility of a vanishingly small $\Delta$.

In addition to $\Delta$, we study the impact of on-site oxygen repulsion $U_{pp}$, as well as inter-site interactions $V_{pd}$ and $V_{pp}$. Also in agreement with mean-field theory, our ED study finds a slight enhancement of most correlations when $U_{pp} = 0$, demonstrating that a strong $U_{pp}$ could hinder the formation of circulating currents. When $U_{pp} = 0$, the local correlation strength can be increased by $\sim 5-10\%$, and the correlations one unit cell away along the diagonal direction are more strongly enhanced ($\sim 20-100\%$). In contrast to $U_{pp}$, $V_{pd}$ and $V_{pp}$ slightly increase the relevant current-current correlations, but not to an extent that would qualitatively alter our conclusions.

To study the effect of larger system sizes, we perform DQMC calculations on the Cu$_{16}$O$_{32}$ and Cu$_{36}$O$_{72}$ clusters. In agreement with the Cu$_{8}$O$_{16}$ ED results, correlations are suppressed rapidly upon moving away from the reference current. In fact, they decrease nearly to zero just one unit cell away along the diagonal. Moreover, the directions do not show an appropriately ordered pattern [Fig. 5], particularly that for the $\Theta_{II}$ phase. Quantitatively, the correlation strengths decrease up to $\sim 20\%$ as the system grows from Cu$_{16}$O$_{32}$ to Cu$_{36}$O$_{72}$.

In DQMC, the current-current correlations are enhanced as $\Delta$ decreases, in agreement with ED and mean-field theory. However, the increase is less significant than that in ED, ranging from $\sim 50-100\%$, which results from thermal fluctuations weakening any orbital loop order. We also compare the correlations at $U_{pp} = 0$ and $U_{pp} = 4$ eV. Through our exploration of $\Delta$, $U_{pp}$, and $V_{pd}$, we gain insights into the microscopic physics governing the formation of circulating currents in these systems.
eV and determine that a significant decrease in the oxygen on-site repulsion leads to only a few percent increase in most current-current correlations. Given this observation, we set $U_{pp} = 0$ to access lower temperatures. Here the correlations are only weakly temperature-dependent, suggesting that the $\Theta_{II}$ phase may not develop even in lower-temperature simulations.

Note that in both ED and DQMC, varying the parameters affects the magnitudes of the correlations, but never changes the current directions to those expected in the $\Theta_{II}$ phase, regardless of $\Delta$, $U_{pp}$, $V_{pd}$, $V_{pp}$, system size $N$, and temperature (see Table I for a summary). From these results, we conclude that for parameters relevant to the cuprates, the three-orbital Hubbard model does not support a spontaneous $\Theta_{II}$ loop current ground state.

### V. CIRCULATING CURRENTS INVOLVING APICAL OXYGENS

To stabilize the circulating current phase, it may be necessary to extend the three-orbital model. Polarized neutron scattering experiments have found a magnetic moment whose direction is tilted with respect to the crystal $c$-axis. This could be explained by currents looping around the planar and apex oxygens [Fig. 1(c)]. To test this scenario, we extend our ED calculations by using a Cu$_8$O$_{24}$ cluster that includes additional apex oxygen $2p_z$ orbitals. With an apex oxygen site energy $\epsilon_{p_z} = 3.6$ eV, we find that the current-current correlations between the planar and apex oxygens are two orders of magnitude smaller than the correlations between just the planar oxygens. Therefore, the moment associated with the currents looping around the apical sites would be too weak to account for the experimentally observed moment of 0.1 $\mu_B$. In addition, there is no sign of an ordered pattern.

Although we use $\epsilon_{p_z} = \epsilon_{p}$ in the simulation, the apical oxygen hole density is only $\sim 0.3\%$, whereas the planar oxygen hole density is $\sim 30\%$. This significant difference is mainly due to the additional hybridization pathway between the $2p_{x,y}$ and $3d_{x^2-r^2}$ orbitals. On the other hand, the apical oxygen hole density can be stabilized by the copper $3d_{x^2-r^2}$ orbital. Rather than increase the model’s complexity by adding yet another orbital, this effect can be included by using a smaller apex oxygen site energy. Figure 6 shows the current-current correlations computed with $\epsilon_{p_z} = 0$ and $\epsilon_{p} = 3.6$ eV, where a substantial number of holes are transferred onto the apical sites. While the correlations are enhanced compared to the calculation with $\epsilon_{p_z} = \epsilon_{p} = 3.6$ eV, there is no circulating current pattern as depicted in Fig. 1(c), indicating that the presence of apex oxygen orbitals is not enough to stabilize the loop current phase.

### VI. FLUX APPLIED TO A SKEWED KAGOME LATTICE

In a final attempt to stabilize the $\Theta_{II}$ orbital loop currents, we add explicit staggered flux terms to the Hamiltonian. Specifically, we replace the hybridization terms of the original three-orbital model by the time-reversal...
symmetry-breaking Hamiltonian $H'$:

$$H' = - \sum_{(i,j),\sigma} t_{ij}^p e^{i\phi_{pd}} (d_{i,\sigma}^d c_{j,\sigma} + h.c.) - \sum_{(j,j'),\sigma} t_{jj'}^p e^{i\phi_{pp}} (c_{j,\sigma}^\dagger c_{j',\sigma} + h.c.),$$

where the sign and distribution of the phases $\phi_{pd}$ and $\phi_{pp}$ are chosen to correspond to the current pattern in Fig.

\[7(a)\]. We then compute the current-current correlations with ED by varying the strength of the phases. Figure 7(c) shows the results with $\phi_{pd} = \phi_{pp}$ and $\Delta \phi = 2\phi_{pd} + \phi_{pp} = 0.5\pi$, where the copper-oxygen currents do flow in an ordered pattern, implying a tendency towards the $\Theta_{II}$ phase enhanced by the staggered flux terms. However, the oxygen-oxygen currents cannot fully develop a $\Theta_{II}$ phase pattern, suggesting that the ground state still fails to sustain ordered circulating currents. A variational cluster approximation study of a similar Hamiltonian reached the same conclusion.\[35\] This can be attributed to the saddle point of the self-energy functional grand potential always being located at $\Delta \phi = 0$; therefore, no spontaneous time-reversal symmetry-breaking phases are found in the variational calculations.

One should note that the current flow in the $\Theta_{II}$ phase assumes the shape of a skewed kagome lattice consisting of corner-sharing triangles [Fig.

\[7(a)\]]. On such a lattice, states with a $\mathbf{q} = 0$ ordering vector could become the leading instability, where it would correspond to intra-unit cell ordering. (For recent studies on the kagome Hubbard model see Refs. 78,79, as well as related flux pattern approaches to stabilize spin liquids on the kagome geometry.\[80\].) This implies that applying uni-axial stress or strain\[31,58\] parallel to the anapole moment direction\[81,82\] to distort the copper-oxygen plaquettes [Fig.

\[7(b)\]] could enhance the experimentally observed time-reversal symmetry-breaking signal, if it is indeed a result of the $\Theta_{II}$ phase.

This idea is further substantiated by ED calculations where the effect of lattice distortions is simulated by simultaneously increasing oxygen-oxygen hybridization along (110) and decreasing it along (110). The resulting correlation strengths are enhanced for currents flowing in the same directions as those in Fig.

\[7(a)\], whereas it is reduced for currents flowing in the “wrong” directions. Thus, in the limit that the (110) oxygen-oxygen hopings are fully blocked and the hybridization pathways are exactly those on a kagome lattice, the staggered flux terms can stabilize the $\Theta_{II}$ phase, which still leaves open the ultimate question whether these currents could form spontaneously.

\[VII. \ \text{CONCLUSION}\]

We have employed numerically exact techniques to study different proposals for the cuprate pseudogap. These calculations rule out intra-unit-cell oxygen antiferromagnetism, as oxygen spin correlations are found to be too weak to explain the experimentally observed magnetic moment. The calculations find no $\Theta_{II}$ phase stabilized in the ground state, as the current-current correlations do not show any tendency towards such an order for the system sizes considered here. Indeed, the $\Theta_{II}$ phase does not become the dominant order even when values for the charge-transfer gap $\Delta$, the on-site oxygen repulsion $U_{pp}$, or the inter-site interactions $V_{pd}$ and $V_{pp}$ are chosen to favor circulating currents. These results suggest that physics beyond the three-orbital model may be necessary to support a circulating current phase. One variant of the orbital loop currents, proposed to explain the tilted magnetic moment seen by neutron scattering, is based on loop currents that circulate around the planar and apex oxygens. To simulate this scenario, we have included additional apex oxygen $2p_z$ orbitals with a site energy $\epsilon_{p_z}$ that varies from 0 to 3.6 eV. However, none of the calculations exhibits the expected pattern of out-of-plane orbital loop currents. We thereby conclude that the multi-orbital Hubbard model does not sustain an orbital loop current ground state for parameters relevant to cuprate superconductors.

Essentially, charge in the $\Theta_{II}$ phase would flow in a path resembling the structure of a skewed kagome lattice. On such a lattice, circulating currents can be stabilized by including additional staggered flux terms. The necessity of the staggered flux suggests that orbital loop currents do not occur naturally as a ground state in these models, but must be driven explicitly by terms with broken time-reversal symmetry. This would also imply that applying uni-axial stress or strain parallel to the anapole moment could enhance the experimentally observed time-reversal symmetry-breaking signals, if they are indeed caused by spontaneous orbital loop currents.

Given our findings, it may be necessary to turn to alternative explanations for the cuprate pseudogap, or to consider effects such as coexisting orders, impurity scattering, and extra orbital degrees of freedom. However, our study does not preclude the existence of orbital loop currents in other systems.\[81,83,84\] For these reasons, exploration of circulating current phases with spontaneously broken time-reversal symmetry will continue to be a topic of much interest.
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