DS-MVSNet: Unsupervised Multi-view Stereo via Depth Synthesis
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ABSTRACT
In recent years, supervised or unsupervised learning-based MVS methods achieved excellent performance compared with traditional methods. However, these methods only use the probability volume computed by cost volume regularization to predict reference depths and this manner cannot mine enough information from the probability volume. Furthermore, the unsupervised methods usually try to use two-step or additional inputs for training which make the procedure more complicated. In this paper, we propose the DS-MVSNet, an end-to-end unsupervised MVS structure with the source depths synthesis. To mine the information in probability volume, we creatively synthesize the source depths by splattering the probability volume and depth hypotheses to source views. Meanwhile, we propose the adaptive Gaussian sampling and improved adaptive bins sampling approach that improve the depths hypotheses accuracy. On the other hand, we utilize the source depths to render the reference images and propose depth consistency loss and depth smoothness loss. These can provide additional guidance according to photometric and geometric consistency in different views without additional inputs. Finally, we conduct a series of experiments on the DTU dataset and Tanks & Temples dataset that demonstrate the efficiency and robustness of our DS-MVSNet compared with the state-of-the-art methods.
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Figure 1: The procedure of depth synthesis and image rendering. In other methods, they regress the depth map of the reference view and use it to render the source view images. Furthermore, we synthesize the depth map of each source view and render their corresponding reference image.

1 INTRODUCTION
Multi-view stereo (MVS) is a fundamental topic in computer vision, which tackles the problem of dense 3D model reconstruction of a scene from a set of different-view images, with known camera parameters. The applications in augmented reality, autonomous driving, and robotics have been studied for decades [25].

While traditional MVS methods [8, 9, 24, 32, 42] have achieved excellent performance, they are mainly limited by their hand-crafted features, which make dense matching intractable and thus lead to incomplete reconstructions. Inspired by the success of CNNs, learning-based supervised MVS methods [11, 27, 29, 36, 37] first extract image features and build cost volumes to capture geometric structures in different views. Then they generate the probability volume by cost volume regularization and regress reference depth. Although the results of these methods are significantly better than traditional methods, their success relies heavily on ground truth.
Currently, more and more attention has focused on unsupervised MVS methods that do not require ground-truth depth as input. UnSup-MVS [14], M^3VSNet [12] proposed a robust photometric consistency loss to minimize the difference of the 3D point in different views. Furthermore, [31, 35] employed a two steps framework to apply the advantage of the complementary information between multi-views. They first generate the initial pseudo depths by unsupervised learning and then use them as the supervised depth to train again. Although these methods achieve superior performance, they cannot be trained in an end-to-end manner. Furthermore, some methods utilize additional inputs besides the multi-images, such as pre-processed optical flow [31], augmented data which infer two times[30] in training, and the pre-trained image semantic segmentation backbone [30]. These methods make the training more complicated and need more additional information.

Generally, the above two categories of methods both train the network by extracting supervised information from the images or other additional inputs. By contrast, we mine effective supervision information by digging into the current backbone. Current supervised or unsupervised methods predict reference depths by using the probability volume as shown in the left column in Fig. 1. However, the probability volume aggregates the similarity information between different view images by warping the source features to reference view. Therefore, we utilize the inherent information in the probability volume to synthesize the source depths, see Fig. 1. Finally, we conduct accurate synthetic source depths and realistic rendered reference images as illustrated in Fig. 2, and these images are valid to be the supervision information in training.

To this end, we propose the DS-MVSNet, a simplified end-to-end unsupervised MVS structure with the source depths synthesis. Specifically, we conduct the synthetic source depths by splattering the reference probability volume and depth hypotheses to source views, which can mine the inherent information in the probability volume. In this procedure, we propose the adaptive Gaussian sampling and improved adaptive bins sampling approach to improve the accuracy of the predicted reference depth and synthetic source depths. Moreover, we utilize the source depths to render the reference images and then help to train our network with photometric consistency loss on both reference and source views. Furthermore, we propose depth consistency loss to minimize the depth difference of pixels belonging to the same 3D point in different views. Finally, we propose depth smoothness loss with the reference image smoothness module, which can reduce the effect of shadows.

In summary, our contributions are the following:

- We creatively synthesize the source depth by splattering probability volume and depth hypotheses, and propose the adaptive Gaussian sampling and improved adaptive bins sampling approach to improving the depths hypotheses efficacy.
- We propose depth consistency and depth smoothness loss, which can provide additional guidance based on the geometric and photometric consistency in different views and ground truth images.
- We propose a simplified unsupervised MVS structure, DS-MVSNet, which is trained in an end-to-end manner and performs the dense reconstruction experiments on MVS datasets and achieves the best overall performance.

2 RELATED WORK

We review the most related works in the literature from traditional MVS, supervised, and unsupervised learning-based MVS.

2.1 Traditional MVS

According to output scene representations, there are mainly four types of reconstruction methods, volumetric representation [10, 16, 26], point cloud [8, 17], mesh [5, 7, 13] and depth map [3, 9, 23, 24, 32]. In particular, volumetric based methods usually use two steps to reconstruct the scene, they first discretize 3D space into regular grids and then decide whether a voxel belongs to the near surface. However, space discretization is memory intensive. Point based methods usually start from a sparse set of matched key points and gradually densify the reconstruction by propagation, which limits the capacity of parallel points processing. Mesh based methods try to directly reconstruct surface meshes. These reconstructed surfaces often look smoother and lack high-frequency details. In contrast, depth-based methods show more flexibility in reconstruction. It reduces the MVS reconstruction into per-view depth map estimation and can be further fused to point cloud [3]
or the volumetric reconstructions [2]. Although stable results can be achieved, the traditional pipeline mainly relies on hand-crafted similarity metrics, which make dense matching intractable and lead to incomplete reconstructions.

2.2 Supervised learning-based MVS
Recent supervised learning-based multi-view networks have shown great potential with better results. In particular, 3D cost volumes are widely used in these methods. As a representative work, MVS-Net [37] constructs a 3D cost volume from features of different views via differentiable homography and regularizes the volume with 3D CNN for depth regression. However, the memory consumption for 3D cost volume grows cubically. To reduce memory consumption, some variants have been proposed recently, e.g. recurrent and coarse-to-fine methods. Recurrent MVSNet architectures [29, 34, 38] sequentially regularize cost maps along the depth dimension with recurrent networks replacing the regularization network with cubic 3D convolutions. Recurrent based methods suffer from time consumption in exchange for low memory cost. In contrast, coarse-to-fine methods [11, 27, 36, 39] preserve regularization with cubic 3D CNN. They first predict a low resolution depth map with a large depth interval and iteratively incremental resolution with decreasing depth range, which has high efficiency in time and memory. Meanwhile, another line of research explores the performance of the pipeline. such as [4, 33] proposed effective depth sampling approach, [19, 20, 40] used attention strategy improving the representation ability of the feature for images, [41] considered the visibility around different views using a uncertainty part.

2.3 Unsupervised learning-based MVS
To get rid of the dependence on ground truth and improve the generalization ability of the model, unsupervised learning-based methods have emerged as an alternative based on the fundamental assumption of photometric consistency and achieved competitive results. For instance, UnSup-MVS [14], the first end-to-end learning-based unsupervised MVS network, minimizes the difference of photometric between the real and warped images according to predicted reference depth. M³VSNet [12] enforce the consistency between surface normal and depth map to regularize the MVS pipeline. Different views of a scene can be constrained to each other to improve depth accuracy. Self-supervised CVP-MVSNet [35], U-MVS [31] proposed a two steps framework. They first generate initial pseudo labels and then refine the pseudo labels by iteration. However, these methods cannot be trained in an end-to-end manner. JDACS [30] proposed an end-to-end network, supervised by photometric consistency, segmentation map and augmentation data. However, it requires a pretrained feature extraction backbone for segmentation and inferring two times due to data augmentation.

3 METHOD
For the task of multi-view image reconstruction, we propose the DS-MVSNet, a novel end-to-end structure of the unsupervised learning-based MVS method. The overall framework is depicted in Fig. 3. In this section, we first describe the overall architecture of the DS-MVSNet. Then we describe the details of the source depth synthesis module in Sec. 3.2, which includes probability volume splattering and adaptive depth hypotheses sampling. Finally, we introduce the unsupervised training loss in Sec. 3.3.

3.1 Network Architecture
Recent coarse-to-fine method [11] mainly inherited from MVSNet [37] and contains three coarse-to-fine stages with four common procedures including feature extraction, cost volume construction, cost regularization, and depth regression. Meanwhile, the CasMVSNet [11] is friendly to GPU memory and can infer high-resolution outputs with more accurate predicted depth maps. Thus, we utilize it as the backbone of our unsupervised framework. As shown in Fig. 3, our DS-MVSNet contains three stages with incremental resolution generated by repeating the above four procedures. Moreover,
the depth hypotheses with decreasing depth range are sampled based on the depth map predicted by the previous stage.

To start with, given the input of \( N \) images of size \( H \times W \), we use \( I_1 \) and \( \{ I_i \}_{i=2}^N \) to denote the reference and source images which take from different viewpoints. First, we extract multi-scale features \( \{ F_{i,k} \}_{i=1}^M \) of all images through a small FPN [18] with shared weights and the resolutions of these corresponding features are \( H/4 \times W/4, H/2 \times W/2 \) and \( H \times W \) respectively.

After that, we construct the 3D cost volumes, which is a critical step for learning-based MVS [37]. For this purpose, we first conduct the adaptive depth hypotheses sampling to get \( M \) depth hypotheses \( \{ d_{j,k} \}_{j=1}^M \), sampled from the whole known depth range. While \( d_{i,k} \) represents the minimum depth and \( d_{M,k} \) represents the maximum depth at the \( k \)-th stage, we ignore the stage index \( k \) to simplify the description in the following formulation. With these hypotheses, we construct a set of feature volumes \( \{ V_i \}_{i=1}^N \) by differentiable warping the 2D source image features to the reference camera views. Meanwhile, the homography between the features of \( i \)-th source and reference image at depth \( d \) is followed as:

\[
 H_i(d) = dK_iT_iT_i^{-1}K_i^{-1}
\]

where \( K_i, T_i \) denote the intrinsic matrix of reference and \( i \)-th source image, and \( T_1, T_j \) refer to extrinsic matrix of reference and \( i \)-th source image respectively.

In order to handle an arbitrary number of input views, their multiple feature volumes \( \{ V_i \}_{i=1}^N \) need to be aggregated to one 3D cost volume \( V \). Thus, we use the variance-based aggregation strategy same as CasMVSNet [11], which can be modeled as:

\[
 V = \frac{1}{N} \sum_{i=1}^N (V_i - \bar{V})^2
\]

Where \( \bar{V} \) denotes the average feature volume.

Next, we regularize the cost volume with a 3D U-Net [22] and produce a probability volume \( P \) following a softmax-based function. Specifically, the probability volume is the weight of different depth hypotheses and is used for reference depth regression. Finally, the regressed depth in reference view at pixel \( p_r \) is calculated as:

\[
 D_r(p_r) = \sum_{j=1}^M d_j \cdot P(p_r, j)
\]

### 3.2 Source depths prediction via Synthesizing

As aforementioned, the probability volume aggregates the similarity and difference information between reference and source images. However, both supervised and unsupervised MVS networks only used it to infer the reference depth and cannot fully exploit its information. To solve this shortcoming, we propose a reasonable module for synthesizing source depths from the probability volume, which is comprised of the probability volume splattering and adaptive depth hypotheses sampling.

**Probability volume Splattering.** As shown in Fig. 4 (a), we propose the probability volume splattering to project the pixel in reference view at different depths hypotheses to the source views. Let \( p_r \) be the pixel in reference view, \( \{ d_j \}_{j=1}^M \) and \( \{ w_j \}_{j=1}^M \) are the depth hypotheses and the corresponding probability values of \( p_r \). Then we can compute its projected position \( p_s \) and projected depth \( d_r \) in source view by Eq. 1. The projected probability value in source view \( w' \) is the same as the reference view.

For more details, \( p_s \) is a sub-pixel, located in four neighbor pixels, we splat the four pixels to the neighbor pixels \( \{ p_{s,i} \}_{i=1}^4 \), which is an inverse process of bilinear interpolation, as illustrated in Fig. 5. For the source pixel \( p_s \), let \( D \) and \( W \) represent the set of splatting depth hypotheses and corresponding probability values in the source view respectively. However, many reference points may contribute to the same source pixel and some pixels may have no corresponding points due to the occlusion between different views and the discreteness of depth hypotheses. Thus, we use a binary mask \( M_d' \) to ignore such pixels. And we compute the synthetic depth of source pixel \( p_s \) as:

\[
 D_s(p_s) = M_d' \cdot \frac{\sum_{d'} w', d'}{\sum_{w'} + \epsilon}, \quad d' \in D, w' \in W
\]

where \( M_d' = \begin{cases} 1 & \text{if } \sum_{w'} > \tau, w' \in W \\ 0 & \text{otherwise} \end{cases} \)

The small \( \epsilon \) in the denominator ensures numerical stability for source pixels that correspond to no splatted points. And \( \tau \) indicates the probability threshold.
**Adaptive depth hypotheses sampling.** Depth hypotheses play a vital role in reference depth prediction and source depths synthesis. Learning-based methods utilize uniform sampling to get the depth hypotheses which are discrete and lots of them are far from real depth. In general, these faraway hypotheses have a small probability in the probability volume and then have less contribution for the pixel matching. Furthermore, their matched pixels may get an inaccurate depth and be even ignored with \( M(p_r) = 0 \), according to Eq. 4 and Eq. 5. Therefore, we generate more effective depth hypotheses based on improved adaptive bins sampling and our proposed adaptive Gaussian sampling, as shown in Fig. 4(b).

In coarse stage \((k = 1)\), we implement the improved adaptive bins sampling to generate \( M \) depth hypotheses for reference view. Instead of the depth hypotheses being the same for all pixels in AdaBins [2], our improved adaptive bins sampling can generate different hypotheses for each pixel. First, we obtain \( M \) bin-widths \( \{b_j\}^M_{j=1} \) for each pixel using a CNNs block. The input of the CNNs is the coarse reference feature \( F \), and the output has \( M \) channels at each pixel. Finally, the depth hypotheses \( d_j \) of \( p \) are defined as:

\[
d_j = d_{\text{min}} + (d_{\text{max}} - d_{\text{min}})(b_1/2 + \sum_{j=1}^M b_j)
\]

(6)

Furthermore, we propose an adaptive Gaussian sampling used in the fine stage \((k = 2, 3)\) to generate more effective hypotheses. As shown in Fig. 3, the depth range is decreased based on the predicted reference depth map in the previous stage. For each pixel, we first define a Gaussian distribution whose mean is zero and the variance is set to one. Since the initial depth of the hard samples may be inaccurate in the occlusion or texture-less area, we compute an entropy map \( E \) to measure the uncertainty, following as:

\[
E(p_r) = -\sum_{m=1}^M P(p_r, j) \log(P(p_r, j))
\]

(7)

According to entropy map, we adaptively adjust the interval of Gaussian distribution \([-1 - E(p_r), 1 + E(p_r)]\). Then, we calculate the bin-widths for the cumulative distribution function of the Gaussian distribution interval by uniform sampling and normalize by softmax. Then, generate adaptive depth hypotheses by Eq. 6 same as the coarse stage. Finally, the depth hypotheses are dense near the initial depth value and sparse away from the center as shown in Fig. 4(b), which leads to highly efficient spatial partitioning.

### 3.3 Training loss

Previous works only pay attention to predicted reference depth by warping reference images. We further utilize the rendered source images and synthetic source depths to optimize our model.

In general, our unsupervised loss contains four components, photometric consistency loss \( L_{pc} \) for reference and source views, structure similarity loss \( L_{ssim} \) in reference and source views, depth consistency loss \( L_{dc} \) and depth smoothness loss \( L_{ds} \), at each scale \( k \). The total loss forms as the sum of \( L = \sum^k_{k=1} L_k \). Our loss module at each scale is computed as:

\[
L_k = \lambda_1 L_{pc} + \lambda_2 L_{ssim} + \lambda_3 L_{ds} + \lambda_4 L_{dc}
\]

(8)

Where \( \lambda_i \) is the hyperparameter to weight the respective loss term.

**Reference and source images rendering.** For a pair of reference and source images \((I_1, I_2)\), we first compute the rendered source image \( \hat{I}_1 \) from the real reference image \( I_1 \) with camera parameters \( ([K_1, T_1], [K_t, T_t]) \) and predicted reference depth \( D_r \). Meanwhile, we also use the homography Eq. 1 to find corresponding pixels in the source view, and the rendered source image \( \hat{I}_1 \) can be calculated via the reference pixel texture splatting such as the Probability volume Splattering in Sec. 3.2. In addition to the rendered image \( \hat{I}_1 \), we generate a binary mask \( M_i^j \) to mask out invalid pixels that are projected outside the source image bounds.

To this end, each source image have a corresponding rendered image in \( \{\hat{I}_1^i\}_{i=2}^N \) and we generate \( N - 1 \) rendered reference images \( \{\hat{I}_1^i\}_{i=2}^N \) by source images, synthetic source depths and corresponding camera matrix respectively.

**Reference image smoothness module.** As shown in Fig. 6 (a), the shadows in different view images are different due to the lighting effects, which lead to incorrect guidance in the depth prediction. Furthermore, the shadow boundaries in these images are not consistent with the smooth boundaries in the depth map. Thus, we propose the reference image smoothness module to attenuate the influence of shadows in the reference image. Benefit from reference images rendering, we generate a smooth reference image \( \hat{I}_1 \) via the rendered reference images \( \{\hat{I}_1^i\}_{i=2}^N \):

\[
\hat{I}_1(p_r) = 0.5 \cdot I_1 + 0.5 \cdot \frac{\sum_{i=2}^N \hat{I}_1^i(p_r) \cdot M_i^1(p_r)}{\sum_{i=2}^N M_i^1(p_r)}
\]

(9)

As shown in Fig. 6 (b), Our smoothed reference image becomes more continuous and more suitable as a guide for depth smoothness.

**Appearance Match Cost.** The core of appearance match aims at minimizing the difference between the rendered image and the real image. Inspired by [6, 12, 14], we use a combination of a photometric consistency loss \( L_{pc} \) and single scale SSIM term \( L_{ssim} \) [28] as our appearance match cost for both reference and source views.
We evaluate our model on DTU [1] and Tanks and Temples [15] with a fixed camera trajectory. It consists of 124 different scenes with comprehensive experiments and verifies the effectiveness of the proposed DS-MVSNet. We first train our backbone method [11]. As shown, benefit from probability volume splattering, our network using Pytorch, utilize a batch size of 8, and trained on our network using Pytorch, utilize a batch size of 8, and trained on Adam optimizer for 8 epochs with a learning rate of 0.0001, and halved iteratively at the 6th, 7th, and 8th epochs. All experiments were conducted on a server computer equipped with four NVIDIA TITAN RTX 24GB graphics cards.

### 4.3 Evaluation on DTU dataset

In this section, we compare our proposed DS-MVSNet with the state-of-the-art methods including supervised and unsupervised methods on the DTU dataset. Note that, we use 7 neighboring views and set the image size to be $1152 \times 864$ in the test set. The metric evaluates point clouds using official evaluation scripts of DTU [1]. It compares the distance between ground-truth point clouds and the produced point clouds. The state-of-the-art comparison results are shown in Table 1. In the unsupervised sections, the first four methods are one-stage approaches, the others are coarse-to-fine approaches. All of the methods are not use data augmentation. As shown in Table 1, DS-MVSNet achieves the best accuracy, completeness, and overall score among coarse-to-fine supervised methods. Especially for completeness, the metric is improved by 10% compared with U-MVSNet-MS [30]. And in Fig. 7, we can see that our model can generate more complete point clouds with finer details.

Table 1 shows the comparison of GPU memory and runtime with our backbone network. These are obtained by running the official code on a TITAN RTX graphics card, with one batch size.

\[
L_{ssim} = \sum_{i=2}^{N} \left[ 1 - SSIM(\hat{I}_i^1, I_i) \right] + \left[ 1 - SSIM(\hat{I}_i^2, I_i) \right] \quad (10)
\]

\[
L_{pe} = \sum_{i=2}^{N} \left\| (\nabla \hat{I}_i^1 - \nabla I_i) \otimes M_i^2 \right\| + \left\| (\nabla I_i^1 - I_i) \otimes M_i^1 \right\| + \left\| (\nabla \hat{I}_i^2 - \nabla I_i) \otimes M_i^2 \right\| + \left\| (\nabla I_i^2 - I_i) \otimes M_i^1 \right\| \quad (11)
\]

**Depth Consistency loss.** Benefit from our novel source depth synthesis branch, we propose the depth consistency loss with L1 reference-source depth consistency penalty to ensure the depth coherence in reference-source depth. First, we projected the predict reference depth to the source views $\hat{D}_{i}^1$, and all of the networks are trained with separate sampled 48, 32, and 8 depth intervals from the first stage intermediate set, which consists of eight scenes for comparison.

**Depth Smoothness loss.** Similar to [21], to encourage smoother gradient changes, we propose the depth smoothness loss which is an edge-aware smoothness term based on smoothness reference image $I_1$ and employed as:

\[
L_{dc} = \frac{1}{N-1} \sum_{i=2}^{N} \left| \hat{D}_{i}^1 - D_i \right| \quad (12)
\]

\[
L_{ds} = e^{\| \nabla \hat{I} \|} \cdot \nabla \hat{D} + e^{\| \nabla I \|} \cdot \nabla D \quad (13)
\]

4 EXPERIMENTS

This section demonstrates the performance of our proposed DS-MVSNet with comprehensive experiments and verifies the effectiveness of proposed modules through ablation studies. We first introduce the datasets and implementation details and then analyze our results.

### 4.1 Datasets

We evaluate our model on DTU [1] and Tanks and Temples [15] benchmark. The DTU dataset is a large-scale indoor multi-view stereo dataset collected under well-controlled laboratory conditions with a fixed camera trajectory. It consists of 124 different scenes and each scene has 49 images or 64 images under 7 different light conditions. We adopt the same training, validation, and evaluation split as defined in [37]. Tanks and Temples are collected in a more complex realistic environment, contain both indoor and outdoor scenes, and are split into intermediate and advanced. We evaluate the generalization ability of our proposed method on the intermediate set, which consists of eight scenes for comparison.

### 4.2 Implementation Details

The proposed DS-MVSNet is trained on the DTU dataset. We first scale the DTU images to $640 \times 512$ resolution, and then generate coarse ground truth maps following the previous MVS methods [11, 37]. In this paper, DS-MVSNet is implemented in 3 stages with 1/4, 1/2, and 1 of original input image resolution respectively. We separately sampled 48, 32, and 8 depth intervals from the first stage to the third stage. And all of the networks are trained with $N = 3$. In probability volume splattering, the probability threshold $\tau$ is set to 0.001. The weight hyperparameters $\lambda_1, \lambda_2, \lambda_3, \lambda_4$ of the loss term are set to 12.0, 6.0, 0.05 and 0.01, respectively. Finally, we implemented our model using Pytorch, utilize a batch size of 8, and trained on Adam optimizer for 8 epochs with a learning rate of 0.0001, and halved iteratively at the 6th, 7th, and 8th epochs. All experiments were conducted on a server computer equipped with four NVIDIA TITAN RTX 24GB graphics cards.

Table 2: Comparison of GPU memory and runtime on DTU with our backbone. These are obtained by running the official code on a TITAN RTX graphics card, with one batch size.

| Method           | Acc. | Comp. | Overall |
|------------------|------|-------|---------|
| CasMVSNet [11]   | 0.325| 0.385 | 0.355   |
| JDACS-MS [30]    | 0.433| 0.389 | 0.416   |
| Ours             | 0.374| 0.344 | 0.361   |

Table 1: Quantitative reconstruction results on DTU. Lower means better and the best result is bold. The sections are partitioned into supervised and end-to-end unsupervised. All methods do not use data augmentation. The results other than ours are from previously published literature.
Figure 7: Comparison of reconstructed results with unsupervised method (U-MVSNet), supervised method (CasMVSNet), and ground truth on scan 10 and scan 62 in DTU dataset.

Table 3: Quantitative results of F-scores (higher means better) on intermediate subsets of Tanks and Temples.

| Methods       | Mean  | Fam.  | Fra.  | Hor.  | Lig.  | M60  | Pan.  | Pla.  | Tra.  |
|---------------|-------|-------|-------|-------|-------|------|-------|-------|-------|
| Supervised    |       |       |       |       |       |      |       |       |       |
| MVSNet [37]   | 43.48 | 55.99 | 28.55 | 25.07 | 50.79 | 53.96| 50.86 | 47.90 | 34.69 |
| CasMVSNet [11]| 56.42 | 76.36 | 58.45 | 46.20 | 55.53 | 56.11| 54.02 | 58.17 | 46.56 |
| CVP-MVSNet [36]| 54.03 | **65.00** | 47.74 | 36.34 | 55.12 | 57.28| 54.02 | 58.17 | 46.56 |
| PatchmatchNet | 53.15 | 66.99 | 52.64 | 43.24 | 54.87 | 57.28| 54.02 | 58.17 | 46.56 |
| Unsupervised  |       |       |       |       |       |      |       |       |       |
| MVS2 [6]      | 37.21 | 47.74 | 21.55 | 19.50 | 44.54 | 44.86| 46.32 | 43.38 | 29.72 |
| M3VSNet [12]  | 37.67 | 47.74 | 24.38 | 18.74 | 44.42 | 43.45| 44.45 | 49.39 | 30.31 |
| JDACS-MS [30] | 45.48 | 66.62 | 38.25 | 36.11 | 46.12 | 46.66| 45.25 | 47.69 | 37.16 |
| Ours          | 54.76 | 74.99 | 59.78 | 42.15 | 53.66 | 53.52| 52.57 | 55.38 | 46.03 |

4.4 Evaluation on Tanks and Temples dataset

Furthermore, we evaluate the generalization ability of our DS-MVSNet method by using the model trained on the DTU dataset without fine-tuning process and reconstructing point clouds on the intermediate Tanks and Temples dataset. The input image size is 1920 x 1056 and the number of views N is 7. We use the camera parameters provided by MVSNet [37] as the input and use the F-score [15] as the evaluation metric to measure the accuracy and completeness of the Tanks and Temples dataset.

We compare our method to state-of-the-art supervised and end-to-end unsupervised methods. In our method, we mine information from the probability volume and provide additional guidance, which fully confirms the generalization ability of our method. The corresponding quantitative results on intermediate are reported in Tab. 3. Our method achieves state-of-the-art performance among all existing MVS methods and yields first place in all scenes. Our anonymous evaluation on the official leaderboard of Tanks and Temples benchmark is named as DS-MVSNet. Qualitative results of our point cloud reconstructions are shown in Fig. 8.

4.5 Ablation study

Here we provide ablation studies analysis by evaluating the contribution of each part in our DS-MVSNet for the final reconstruction quality. Unless specified, all the following studies are done on DTU evaluation dataset.

Table 4: Ablation study of different components in our module on DTU evaluation set. RS: reference image smoothness. AS: adaptive depth hypotheses sampling.

| Method     | Views | RS | AS | Acc. | Comp. | Overall |
|------------|-------|----|----|------|-------|---------|
| Baseline   | 5     |    |    | 0.424| 0.383 | 0.403   |
| Baseline+RS| 7     | ✓  |    | 0.401| 0.363 | 0.382   |
| Baseline+AS| 7     |    | ✓  | 0.412| 0.354 | 0.383   |
| Baseline+AS+AS| 7 | ✓  | ✓  | **0.374** | **0.347** | **0.361** |

Effective of Different Modules Components Tab. 4 shows the improved reconstruction performances through the number of views, the reference image smoothness module, and the adaptive sampling. Observed from Tab. 4, more different views can improve the reconstruction result. So for other analyses, the number of views is all set to 7. Besides, the reference image smoothness module helps to reconstruct more accurate points by weakening the effect of shadows, mentioned in Sec. 3.3. And the completeness of reconstruction results improves obviously under the adaptive sampling module, which can provide more accurate depth hypotheses.

Effective of Adaptive Depth Hypotheses Sampling. To quantitatively measure the effectiveness of the manner in depth sampling, five experiments are executed as shown in Tab. 5. In the
method Comb-A, we used uniform sampling for all stages. Then, for the first stage, we replaced it with adaptive bins sampling. As shown in Comb-A and Comb-B, we achieved better results than the uniform sampling. Because adaptive gaussian sampling depends on the initial value, so we only compared uniform and adaptive bins sampling in the first stage. For the second stage, we compared uniform, adaptive bins, and adaptive Gaussian sampling. Illustrated in Comb-(B, C, D), adaptive bins and gaussian sampling can achieve comparable results, but adaptive gaussian is a better choice because of no learnable parameters. However, the adaptive bins sampling cannot be trained in the third stage since the 24GB GPU memory can’t meet its memory overhead with increasing resolution, and it also cannot be used even on the 32GB V100s GPU. Thus, we only compared uniform and adaptive gaussian sampling in the third stage, and Comb-(D, E) shows that adaptive Gaussian sampling achieves a performance improvement.

**Effective of Different Loss components** In Tab. 6, we discuss the influence of different losses in the network for the final geometry reconstruction. Here, five experiments are executed to study the contribution of the reference match cost loss, source match cost loss, depth smoothness loss, and depth consistency loss. There are two components in the cost loss, including photo consistency loss and ssim loss. In our network, we generate the depth and image of the source view through the reference depth hypotheses, thus we add the reference match cost loss compared to other networks. As shown in Tab. 6, we can easily observe that the reference match cost loss plays an important role in the approach compared with source match cost loss. Based on reference match cost, source match cost loss can provide additional supervision to help generate more points. Besides, depth smoothness components can effectively improve the performance on completeness metrics, and depth consistency loss achieves a good balance between accuracy and completeness.

**5 CONCLUSION**

In this paper, we propose an end-to-end unsupervised MVS structure with the source depths synthesis. Compared with previous unsupervised methods, our proposed method can simplify the training process benefits from inherent information of probability volume. For example, we don’t need to generate the pseudo depth labels, and not require data augmentation, processed optical flow and pre-trained network. The DS-MVSNet achieves competitive performance compared with unsupervised networks, and we have shown this through the state-of-the-art performance on DTU and Tanks and Temples benchmarks. One current limitation of our approach is handling the occlusion between different views as the depth synthesis and image rendering fail in these areas. Besides, the difference in the multiple views is limited for the texture-less areas, thus it’s still a challenge in MVS task, as the Horse scene in Fig. 8. We will address these in the future.

**ACKNOWLEDGMENTS**

This work is supported by the Strategic Priority Research Program of the Chinese Academy of Sciences (No. XDA23090304), the National Natural Science Foundation of China (U2003109, U21A20515, 62102393), the Youth Innovation Promotion Association of the Chinese Academy of Sciences (Y201935), the State Key Laboratory of Robotics and Systems (HIT) (SKLRS-2022-KF-11), and the Fundamental Research Funds for the Central Universities.
REFERENCES

[1] Henrik Aanæs, Rasmus Rambøl Jensen, George Vogiatzis, Engin Tola, and Anders Bjørholm Dahl. 2016. Large-scale data for multiple-view stereopsis. International Journal of Computer Vision 120, 2 (2016), 159–180.

[2] Shuqin Farooq Bhat, Ibrahim Alshamih, and Peter Wonka. 2021. Adabins: Depth estimation using adaptive bins. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 4009–4018.

[3] Neill DF Campbell, George Vogiatzis, Carlos Hernandez, and Roberto Cipolla. 2008. Using multiple hypotheses to improve depth-maps for multi-view stereo. In European Conference on Computer Vision. Springer, 766–779.

[4] Shao Cheng, Zexiang Xu, Shilin Zhu, Zhiwen Li, Li Erran Li, Ravi Ramamoorthi, and Hao Su. 2020. Deep stereo using adaptive thin volume representation with uncertainty awareness. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2524–2534.

[5] Brian Curless and Marc Levoy. 1996. A volumetric method for building complex models from range images. In Proceedings of the 23rd annual conference on Computer graphics and interactive techniques. 303–312.

[6] Yuchao Dai, Zhidong Zhu, Zhibo Rao, and Bo Li. 2019. Mvs2: Deep unsupervised multi-view stereo with multi-view symmetry. In 2019 International Conference on 3D Vision (3DV). IEEE, 1–9.

[7] Pascal Fua and Yvan G Leclerc. 1995. Object-centered surface reconstruction: Combining multi-image stereo and shading. International Journal of Computer Vision 16, 1 (1995), 35–56.

[8] Yanzhi Fu and Jean Ponce. Accurate, dense, and robust multiview stereopsis. IEEE transactions on pattern analysis and machine intelligence 32, 8 (2009), 1362–1376.

[9] Silvano Galliani, Katrin Lasinger, and Konrad Schindler. 2015. Massively parallel multiview stereopsis by surface normal diffusion. In Proceedings of the IEEE International Conference on Computer Vision. 873–881.

[10] Michael Goesele, Brian Curless, and Steven M Seitz. 2006. Multi-view stereo revisited. In 2006 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’06). Vol. 2. IEEE, 2402–2409.

[11] Xiaodong Gu, Zhwen Fan, Suyi Zhu, Zuozhao Dai, Feitong Tan, and Ping Tan. 2020. Cascade cost volume for high-resolution multi-view stereo and stereo matching. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2495–2504.

[12] Baichuan Huang, Hongwei Yi, Can Huang, Yijia He, Jingbin Liu, and Xiao Liu. 2021. M*MVSNet: Unsupervised multi-metric multi-view stereo network. In 2021 IEEE International Conference on Image Processing (ICIP). IEEE, 3163–3167.

[13] Michael Kazhdan, Matthew Bolitho, and Hugues Hoppe. 2006. Poisson surface reconstruction. In Proceedings of the Fourth Eurographics Symposium on Geometry Processing, Vol. 7.

[14] Tejas Khot, Shubham Agrawal, Shubham Tulsiani, Christoph Mertz, Simon Lucey, and Neill DF Campbell. 2020. Learning unsupervised multi-view stereopsis via robust photometric consistency. arXiv preprint arXiv:1905.02706 (2019).

[15] Arno Knipitsch, Jasiak Park, Qian-Yi Zhou, and Vladlen Koltun. 2017. Temporal and temporal: Benchmarking large-scale scene reconstruction. ACM Transactions on Graphics (ToG) 36, 4 (2017), 1–13.

[16] Kirakos N Kutulakos and Steven M Seitz. 2000. A theory of shape by space carving. International journal of computer vision 38, 3 (2000), 199–218.

[17] Maxime Hussellier and Long Quan. 2005. A quasi-dense approach to surface reconstruction from uncalibrated images. IEEE transactions on pattern analysis and machine intelligence 27, 3 (2005), 418–433.

[18] Tsung-Yi Lin, Piotr Dollár, Ross Girshick, Kaiming He, Bharath Hariharan, and Trevor Darrell. 2014. Microsoft COCO: Common objects in context. In European Conference on Computer Vision. Springer, 674–689.

[19] Jingyang Zhang, Yao Yao, Shuwei Li, Zixin Luo, and Tian Fang. 2020. Visibility-aware multi-view stereo network. arXiv preprint arXiv:2008.07928 (2020).

[20] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. 2015. U-net: Convolutional networks for biomedical image segmentation. In International Conference on Medical image computing and computer-assisted intervention. Springer, 234–241.

[21] Johannes L Schonberger and Jan-Michael Frahm. 2016. Structure-from-motion revisited. In Proceedings of the IEEE conference on computer vision and pattern recognition. 4104–4113.

[22] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. 2015. U-net: Convolutional networks for biomedical image segmentation. In International Conference on Medical image computing and computer-assisted intervention. Springer, 234–241.

[23] Steven M Seitz and Charles R Dyer. 1999. Photorealistic scene reconstruction by voxel coloring. International Journal of Computer Vision 35, 2 (1999), 151–173.

[24] Steven M Seitz and Charles R Dyer. 1999. Photorealistic scene reconstruction by voxel coloring. International Journal of Computer Vision 35, 2 (1999), 151–173.

[25] Fangzhong Yu, Silvano Galliani, Christoph Vogel, Pablo Speciale, and Marc Pollefeys. 2021. Patchmatchnet: Learned multi-view patchmatch stereo. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 14194–14203.

[26] Zhou Wang, Alan C Bovik, Hamid R Sheikh, and Eero P Simoncelli. 2004. Image quality assessment: from error visibility to structural similarity. IEEE transactions on image processing 13, 4 (2004), 600–612.

[27] Qingshan Xu, Zhipeng Zhou, Yu Qiao, Wenxiong Kang, and Qixu Wu. 2021. Self-supervised multi-view stereo via effective co-segmentation and data augmentation. In Proceedings of the AAAI Conference on Artificial Intelligence, Vol. 2. 6.

[28] Zixiang Wu, Qingshan Xu, Zhipeng Zhou, Yali Wang, Wenxiong Kang, Baigui Sun, Hao Li, and Yu Qiao. 2021. Diving into Uncertainty in Self-supervised Multi-view Stereo. In Proceedings of the IEEE/CVF International Conference on Computer Vision. 6078–6087.

[29] Qingshan Xu and Wenhong Tao. 2019. Multi-scale geometric consistency guided multi-view stereo. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 5483–5492.

[30] Qingshan Xu and Wenhong Tao. 2020. Learning inverse depth regression for multi-view stereo with correlation cost volume. In Proceedings of the AAAI Conference on Artificial Intelligence, Vol. 34. 12508–12515.

[31] Jianfeng Yan, Zixiang Wu, Hongwei Yi, Mengyu Ding, Runze Zhang, Yisong Chen, Guoping Wang, and Yu-Wing Tai. 2020. Dense hybrid recurrent multi-view stereo net with dynamic consistency checking. In European Conference on Computer Vision. Springer, 674–689.

[32] Jiayu Yang, Jose M Alvarez, and Miaoao Liu. 2021. Self-supervised Learning of Depth Inference for Multi-view Stereo. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 5525–5534.

[33] Jiayu Yang, Wei Mao, Jose M Alvarez, and Miaoao Liu. 2020. Cost volume pyramid based depth inference for multi-view stereo. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 4877–4886.

[34] Qingshan Xu and Wenbing Tao. 2019. Multi-scale geometric consistency guided multi-view stereo. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 5483–5492.

[35] Qingshan Xu and Wenhong Tao. 2020. Learning inverse depth regression for multi-view stereo with correlation cost volume. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 5525–5534.

[36] Qingshan Xu and Wenhong Tao. 2020. Learning inverse depth regression for multi-view stereo with correlation cost volume. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 5525–5534.

[37] Qingshan Xu and Wenhong Tao. 2020. Learning inverse depth regression for multi-view stereo with correlation cost volume. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 5525–5534.

[38] Qingshan Xu and Wenhong Tao. 2020. Learning inverse depth regression for multi-view stereo with correlation cost volume. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 5525–5534.

[39] Qingshan Xu and Wenhong Tao. 2020. Learning inverse depth regression for multi-view stereo with correlation cost volume. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 5525–5534.