Accelerating Coordinate Descent via Active Set Selection for Device Activity Detection for Multi-Cell Massive Random Access
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Abstract—We propose a computationally efficient algorithm for the device activity detection problem in the multi-cell massive multi-input multi-output (MIMO) system, where the active devices transmit their signature sequences to multiple BSs in multiple cells and all the BSs cooperate to detect the active devices. The device activity detection problem has been formulated as a maximum likelihood maximization (MLE) problem in the literature. The state-of-the-art algorithm for solving the problem is the (random) coordinate descent (CD) algorithm. However, the CD algorithm fails to exploit the special sparsity structure of the solution of the device activity detection problem, i.e., most of devices are not active in each time slot. In this paper, we propose a novel active set selection strategy to accelerate the CD algorithm and propose an efficient active set CD algorithm for solving the considered problem. Specifically, at each iteration, the proposed active set CD algorithm first selects a small subset of all devices, namely the active set, which contains a few devices that contribute the most to the deviation from the first-order optimality condition of the MLE problem thus potentially can provide the most improvement to the objective function, then applies the CD algorithm to perform the detection for the devices in the active set. Simulation results show that the proposed active set CD algorithm significantly outperforms the state-of-the-art CD algorithm in terms of the computational efficiency.

Index Terms—Active set, coordinate descent, device activity detection, massive random access.

I. INTRODUCTION

Massive machine-type communication (mMTC) is expected to play a crucial role in the fifth-generation (5G) and beyond cellular systems [1]. A challenge in mMTC is massive random access, in which a large number of devices with sporadic data traffic wish to connect to the network in the uplink [2]. This task can be accomplished by a pilot stage, during which the active devices transmit their preassigned non-orthogonal signature sequences, and the network then identifies the active devices based on the received signals at the base-stations (BSs) [3]. The non-orthogonality of the sequences inevitably causes both intra-cell and inter-cell interference that impair the detection performance. This paper considers a cloud radio-access network (C-RAN) architecture to alleviate the inter-cell interference, and proposes a novel device activity detection algorithm, which is more computationally efficient than the state-of-the-art algorithm.

The device activity detection problem can be formulated as a compressed sensing problem, in which the instantaneous channel state information (CSI) and the device activity are jointly recovered by exploiting the sparsity in the device activity [4]–[7]. When the CSI is not needed and the BSs are equipped with a large number of antennas, it is also possible to jointly estimate the device activities and the channel large-scale fading components by exploiting the channel statistical information via maximum likelihood estimation (MLE). This approach is proposed in [8] and termed as the covariance approach because the detection relies on the sample covariance matrix of the received signal. As compared to the compressed sensing approach, this covariance approach has the advantage of detecting many more active devices due to its quadratic-like scaling law [9]. While [8] considers the covariance approach in the single-cell scenario, the extensions to the multi-cell systems are studied in [10], [11], where the large-scale fading components are further assumed available and the cooperation among BSs are allowed.

In the covariance approach, the coordinate descent (CD) algorithm that iteratively updates the activity indicator of each device is commonly used since it can achieve excellent detection performance; see [8], [12], [13] for more details. In the single-cell scenario, the CD algorithm is also computationally efficient because it admits a closed-form solution for each update. Moreover, the computational efficiency of CD can further be improved by carefully designing the sampling strategy for coordinate selection [14] or employing the active set technique to update only a subset of the coordinates [15]. However, in the multi-cell scenario with BS cooperation, the CD algorithm becomes less appealing as it is generally impossible to get a closed-form solution for each coordinate update, which involves a polynomial function whose degree depends on the number of BSs [10], [11].

In this paper, we propose a computationally efficient active set algorithm for solving the activity detection problem in the multi-cell scenario. By noting that most of devices are inactive, we exploit the sparsity in the device activity to reduce the computations on the inactive devices to improve the computational efficiency. To this end, with the same motivation as in [15], we design a novel active set selection strategy to
accelerate the CD algorithm. Specifically, at each iteration, the proposed active set CD algorithm first selects a small subset of all devices, termed as the active set, which contains a few devices that contribute the most to the deviation from the first-order optimality condition of the optimization problem thus potentially can provide the most improvement to the overall objective function, then applies the CD algorithm to perform the detection for the devices in the active set. Simulation results show that the proposed active set CD algorithm significantly outperforms the state-of-the-art CD algorithm in terms of the computational efficiency without any detection performance loss. We also establish the finite termination property of the proposed active set CD algorithm.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

Consider an uplink massive MIMO multi-cell consisting of \textit{B} cells. Each cell contains one BS equipped with \(M\) antennas and \(N\) devices each equipped with a single antenna. We assume a C-RAN architecture, in which all \(B\) BSs are connected to a central unit (CU) via fronthaul links such that the received signals can be collected and jointly processed at the CU for inter-cell interference mitigation. Let \(g_{ibn}\) denote the channel between device \(n\) in cell \(b\) and BS \(i\), where \(g_{ibn} \geq 0\) is the large-scale fading coefficient depending on path-loss and shadowing, and \(h_{ibn} \in \mathbb{C}^M\) is the Rayleigh fading component following \(\mathcal{CN}(0, \mathbf{I})\). Assume that only \(K \ll N\) devices are active during any coherence interval. Let \(a_{bn}\) indicate the activity of device \(n\) in cell \(b\), i.e., \(a_{bn} = 1\) if the device is active and \(a_{bn} = 0\) otherwise. For device identification, each device is preassigned a unique signature sequence \(s_{bn} \in \mathbb{C}^L\) with \(L\) being the sequence length.

In the uplink pilot stage, all active devices transmit their signature sequences as random access requests. Assuming that the sequences are transmitted synchronously, the received signal at BS \(b\) can be expressed as

\[
\mathbf{Y}_b = \sum_{n=1}^{N} a_{bn} s_{bn} g_{ibn} h_{ibn}^T + \sum_{j \neq b}^{B} \sum_{n=1}^{N} a_{jn} s_{jn} g_{bjn} h_{bjn}^T + \mathbf{W}_b.
\]

In the above, \(\mathbf{S}_j = [s_{j1}, \ldots, s_{jN}] \in \mathbb{C}^{L \times N}\) is the signature sequence matrix of the devices in cell \(j\), \(\mathbf{A}_j = \text{diag}\{a_{j1}, \ldots, a_{jN}\}\) is a diagonal matrix that indicates the activity of the devices in cell \(j\), \(\mathbf{G}_j = \text{diag}\{g_{b1j}, \ldots, g_{bNj}\}\) contains the large-scale fading coefficients between the devices in cell \(j\) and BS \(b\), \(\mathbf{H}_{bj} = [h_{b1j}, \ldots, h_{bNj}]^T \in \mathbb{C}^{N \times M}\) is the Rayleigh fading channel between the devices in cell \(j\) and BS \(b\), and \(\mathbf{W}_b\) is the additive Gaussian noise.

Let \(\mathbf{A}_j = [a_{j1}, \ldots, a_{jN}]^T \in \mathbb{R}^{BN}\) indicate the activity of all the devices, where \(a_j = [a_{j1}, \ldots, a_{jN}]^T\) denotes the diagonal entries of \(\mathbf{A}_j\).

B. Problem Formulation

In this paper, we consider the activity detection problem with known large-scale fading coefficients, i.e., we assume \(\mathbf{G}_{bj}\), for all \(b\) and \(j\) are known at the BS. In this case, the activity detection problem is to detect the active devices in the system based on the received signals \(\mathbf{Y}_b\), \(b = 1, \ldots, B\), and is equivalent to estimating the activity indicator vector \(\mathbf{a}\).

As shown in [11], the above activity detection problem can be mathematically formulated as the MLE problem. Notice from (1) that for each BS \(b\), the received signals at the \(M\) antennas are i.i.d. due to the fact that the Rayleigh fading components are i.i.d. over the antennas. Let \(y_{bm}\) denote the received signal at the \(m\)-th antenna. Then one can show that \(y_{bm} \sim \mathcal{CN}(0, \Sigma_b)\), where \(\Sigma_b\) is given by

\[
\Sigma_b = \frac{1}{M} E \left[ \mathbf{Y}_b \mathbf{Y}_b^H \right] = \frac{1}{B} \sum_{j=1}^{B} \mathbf{S}_j \mathbf{A}_j \mathbf{G}_{bj} \mathbf{S}_j^H + \sigma^2_n \mathbf{I},
\]

and the likelihood function of \(\mathbf{Y}_b\) can be expressed as

\[
p(\mathbf{Y}_b | \mathbf{a}) = \frac{1}{|\pi \Sigma_b|^M} \exp \left( -\text{tr} \left( M \Sigma_b^{-1} \Sigma_b \right) \right).
\]

The maximization of the log-likelihood function, which is equivalent to the minimization of \(-\frac{1}{M} \log p(\mathbf{Y}_1, \ldots, \mathbf{Y}_B | \mathbf{a})\), can be formulated as

\[
\min_{\mathbf{a}} \sum_{b=1}^{B} \left( \log |\Sigma_b| + \text{tr} \left( \Sigma_b^{-1} \Sigma_b \right) \right)
\]

subject to \(a_{bn} \in [0, 1], \forall b, n\) (4a)

where the box constraint (4b) is a continuous relaxation of the binary constraint \(a_{bn} \in \{0, 1\}\). The approach of estimating activity devices based on solving problem (4) is called the covariance based approach, because the solution of problem (4) depends on the received signal \(\mathbf{Y}_b\) only through its sample covariance \(\Sigma_b\). The above problem (4) looks similar to its single-cell counterpart at the first glance, but in reality problem (4) is much more difficult to solve.

Let \(f(\mathbf{a})\) denote the objective function of problem (4). Then, for any \(b = 1, 2, \ldots, B, n = 1, 2, \ldots, N\), the gradient of \(f(\mathbf{a})\) with respect to \(a_{bn}\) is

\[
\nabla f(\mathbf{a})_{bn} = \sum_{j=1}^{B} \mathbf{q}_{jbn} \left( \mathbf{S}_b^H \Sigma_b^{-1} s_{bn} - \mathbf{s}_{bn}^H \Sigma_b^{-1} \mathbf{S}_j \Sigma_b^{-1} \mathbf{s}_{bn} \right).
\]

The first-order optimality condition of problem (4) is

\[
\nabla f(\mathbf{a})_{bn} \geq 0, \quad \text{if } a_{bn} = 0;
\]

\[
\nabla f(\mathbf{a})_{bn} \leq 0, \quad \text{if } a_{bn} = 1; \quad \forall b, n,
\]

which is equivalent to

\[
\text{Proj}(\mathbf{a} - \nabla f(\mathbf{a})) - \mathbf{a} = \mathbf{0},
\]

where \(\text{Proj}(\cdot)\) is the projection operator onto the interval \([0, 1]\.\)
III. PROPOSED ACTIVE SET CD ALGORITHM

The basic idea of the proposed active set CD algorithm for solving problem \(4\) is to fully exploit the special structure of its solution, i.e., most components of the solution will be located at the boundary of the box constraint. In principle, the active set idea can be applied to accelerate any algorithm for solving problem \(4\) which does not exploit the special structure of its solution. Since the random CD algorithm is the state-of-the-art algorithm for solving problem \(4\), this paper devotes to further accelerate the random CD algorithm by the active set strategy. Below, we first introduce the random CD algorithm in details.

A. Random CD Algorithm

Random permuted CD [16] is one of the most efficient variants of the CD type of algorithms for solving problem \(4\). At each iteration, the algorithm randomly permutes the indices of all variables and then updates the variables one by one according to the order in the permutation. In particular, for any given coordinate \((b, n)\), we need to solve the following one-dimensional problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{j=1}^{B} \left( \log(1 + d \gamma_{b,j,n}^2 
\sigma_j^{-1} s_{bn}) 
- \frac{d \gamma_{b,j,n}^2 
\sigma_j^{-1} s_{bn}}{1 + d \gamma_{b,j,n}^2 
\sigma_j^{-1} s_{bn}} \right) \quad (6a) \\
\text{subject to} & \quad d \in [-a_{bn}, 1 - a_{bn}] 
(6b)
\end{align*}
\]

in order to possibly update \(a_{bn}\). The closed-form solution for the above problem does not exist, which is different from the single-cell case. However, as the derivative of the objective function of \(6\) involves a polynomial function of degree \(2B-1\), we can find the desired \(d\) by a root-finding algorithm. The CD algorithm is terminated when

\[
\| \text{Proj}(a - \nabla f(a)) - a \|_2 < \varepsilon 
(7)
\]

is satisfied, where \(\varepsilon > 0\) is the error tolerance. The details of the random CD algorithm are summarized in Algorithm 1.

Algorithm 1: Random CD algorithm for solving problem \(4\)

1: Initialize: \(a = 0\), \(\Sigma_b^{-1} = \sigma_w^{-2} I\), \(b = 1, \ldots, B\), and \(\varepsilon > 0\);
2: repeat \{one iteration\}
3: Randomly select a permutation \(\{i_1, i_2, \ldots, i_{2B}N\}\) of the coordinate indices \(\{1, 2, \ldots, 2BN\}\) of \(a\);
4: for \(n = 1 \text{ to } BN\) do
5: \hspace{1em} Solve problem \(6\) to obtain \(d\);
6: \hspace{1em} \(a_{bn} \leftarrow a_{bn} + d\);
7: \hspace{1em} \(\Sigma_b^{-1} \leftarrow \Sigma_b^{-1} - \frac{d \Sigma_b^{-1} \Sigma_j^{-1} s_{bn}}{1 + d \Sigma_b^{-1} \Sigma_j^{-1} s_{bn}}\), \(b = 1, \ldots, B\);
8: end for
9: until \(\| \text{Proj}(a - \nabla f(a)) - a \|_2 < \varepsilon\)
10: Output: \(a\).

B. Proposed Algorithm

Notice that, at each iteration, Algorithm 1 treats all coordinates equally and tries to update all of them. However, due to the special structure of the solution of problem \(4\), there will be quite a lot of coordinates \((b, n)\) with which problem \(6\) has been solved but \(a_{bn}\) does not change, i.e., the corresponding solution of problem \(6\) is zero. This kind of computation is unnecessary and slows down Algorithm 1. The goal of this paper is to use the active set selection strategy to reduce the unnecessary computations and accelerate Algorithm 1.

In contrast to Algorithm 1, at each iteration, the active set CD algorithm first judiciously selects an active set, then uses Algorithm 1 to update the coordinates in the active set once. Due to the special structure of the solution of problem \(4\), it is expected that the cardinality of the selected active set will be significantly less than the total number of devices \((i.e., BN)\), and more importantly will gradually decrease as the iteration goes on. Therefore, the active set CD algorithm will save much unnecessary computational cost in Algorithm 1 and significantly accelerates it.

1) Active Set Selection: In principle, the desirable active set should contain coordinates that contribute the most to the deviation from the optimality condition in \(5\) at each iteration, so that their updates would improve the objective function as much as possible; on the other hand, its cardinality should be as small as possible in order to avoid unnecessary computation and improve the computational efficiency. Therefore, there is a trade-off in selecting the coordinates that violate \(5\) into the active set. In practice, our selection strategy of the active set \(A_k\) at a given feasible point \(a_k\) is mainly based on the degree of the violation of the first-order optimality condition \(5\).

Specifically, at the \(k\)-th iteration, (i) in case \(a_{bn}^k = 0\), we only choose coordinates with a sufficiently large negative gradient into the active set; (ii) similarly, in case \(a_{bn}^k = 1\), we choose coordinates with a sufficiently large positive gradient into the active set; and (iii) in case \(a_{bn}^k \in (0, 1)\), we choose coordinates with the absolute value of the gradient being large enough into the active set. Mathematically, the proposed selection strategy of the active set \(A_k\) can be expressed as

\[
\begin{align*}
A_k = \{ (b, n) \mid a_{bn}^k = 0 \text{ and } \nabla f_{bn}^k < -\delta_{bn}^k \} \\
\cup \{ (b, n) \mid a_{bn}^k = 1 \text{ and } \nabla f_{bn}^k > \delta_{bn}^k \} \\
\cup \{ (b, n) \mid 0 < a_{bn}^k < 1 \text{ and } \nabla f_{bn}^k > \delta_{bn}^k \} ,
\end{align*}
\]

where \(\nabla f_{bn}^k\) denotes \(\nabla f(a_k)\) and \(\delta_{bn}^k \in \mathbb{R}^{BN}_+\) is a threshold vector which changes with iteration.

The choice of the threshold vector \(\delta^k\) in \(8\) plays an important role in balancing the competing goals of decreasing the objective function and reducing the cardinality of the active set (thus the computational cost) at the \(k\)-th iteration. If the components of \(\delta^k\) are large, the cardinality of the active set at the \(k\)-th iteration will be small (and the iteration will need less computations), but the decrease of the objective function will also be small. The reverse is also true. In particular, if \(\delta^k = 0\), all coordinates that violate \(5\) will be chosen in the active set. A way of choosing the parameter \(\delta^k\) is to set a relatively large initial \(\delta^0\) and then gradually decrease \(\delta^k\) at each iteration.

2) Active Set CD Algorithm: Based on the above analysis, we propose the active set CD algorithm for solving problem \(4\), which is detailed in Algorithm 2.
Algorithm 2: Proposed active set CD algorithm for solving problem $\mathbf{p}_4$

1. Initialize: $\mathbf{a}^0 = 0$, $k = 0$, and $\varepsilon > 0$;
2. repeat \{one iteration\}
3. Update $\mathbf{δ}^k$;
4. Select the active set $\mathcal{A}^k$ according to (8).
5. Apply Algorithm 1 to update all coordinates in $\mathcal{A}^k$ only once;
6. Set $k \leftarrow k + 1$;
7. until $\|\text{Proj}(\mathbf{a}^k - \nabla f^k) - \mathbf{a}^k\|_2 < \varepsilon$
8. Output: $\mathbf{a}^*.$

The convergence property of the proposed active set CD Algorithm 2 is presented in the following Theorem 1. Note that a poor choice of the active set might lead to oscillation and even divergence of the corresponding algorithm. The following finite termination property of the proposed Algorithm 2 is mainly because of the active set selection strategy in (8) (and careful choices of vectors $\mathbf{δ}^k$), and the convergence property of Algorithm 1. Due to the space limitation, we omit the rigorous proof of Theorem 1.

**Theorem 1.** For any given error tolerance $\varepsilon > 0$, suppose that the threshold vector $\mathbf{δ}^k$ in (8) satisfy that $\|\mathbf{δ}^k\|_2$ decreases monotonically with $k$ and $\lim_{k \to \infty} \|\mathbf{δ}^k\|_2 < \varepsilon$, then the proposed active set CD Algorithm 2 will terminate within a finite number of iterations.

Finally, it is worth mentioning that the motivation of Algorithm 2 in this paper is similar to that of [15], which also uses the sporadic nature of the device activities to lower the complexity in algorithmic design. However, the philosophy of selecting the active set in the two algorithms substantially differs from each other. In particular, the active set in [15] aims to contain all the active devices, while the active set in Algorithm 2 aims to contain devices whose activities are most likely to be incorrect. The reason for the difference is that the large-scale fading coefficients are assumed to be known in this paper, so that $0 \leq \mathbf{a} \leq 1$, but in [15] the large-scaling fading coefficients need to be estimated. This difference further leads to a totally different convergence behavior of the active set in the two algorithms: the cardinality of the active set in [15] will converge to a constant (which is in the same order as the number of active devices) but the cardinality of the active set in Algorithm 2 will converge to zero, i.e., there will be no (uncertain) devices which will violate the optimality condition when the algorithm terminates.

**IV. SIMULATION RESULTS**

In this section, we demonstrate the efficiency of our proposed active set CD algorithm via numerical simulations. The parameters in simulations are the same as those in [11]. More specifically, we consider a multi-cell system consisting of $B = 7$ hexagonal cells with wrap-around at the boundary, and $N$ devices uniformly distributed within each cell. The radius of each cell is 250m; the channel path-loss is modeled as $128.1 + 37.6 \log_{10}(d)$, where $d$ is the corresponding BS-device distance in km; the transmit power of each device is set as 23dBm, and the background noise power is $-169$dBm/Hz over 10MHz; and the number of antennas at each BS is $M = 512$. In all simulations, all signature sequences are sampled from i.i.d. complex Gaussian distribution with zero mean and unit variance. The tolerance is $\varepsilon = 10^{-3}$ and in the proposed Algorithm 2, the threshold vector $\mathbf{δ}^k$ is chosen as

\[ \mathbf{δ}^k_{bn} = \begin{cases} 10^{-k-2} \times \max \{ |\nabla f^k_{bn}| \mid a^k_{bn} = 0 \}, & \text{if } a^k_{bn} = 0; \\ 10^{-k-2} \times \max \{ |\nabla f^k_{bn}| \mid a^k_{bn} = 1 \}, & \text{if } a^k_{bn} = 1; \\ \max \{5^{-k}, \varepsilon/\sqrt{0.3BN} \}, & \text{otherwise,} \end{cases} \]

which satisfies the conditions in Theorem 1.

Fig. 1 plots the conditions in Theorem 1.

Fig. 1. Average CPU time comparison of the proposed active set CD algorithm and the random CD algorithm.

Fig. 2. The detection performance of the proposed active set CD algorithm and the random CD algorithm.

Fig. 2. The detection performance of the proposed active set CD algorithm and the random CD algorithm.
algorithms in Fig. 2 with $N = 200$, $K = 20$, and $L = 20$. A trade-off between missed detection and false alarm can be obtained by selecting different thresholds. We can observe from Fig. 2 that the detection performance curves of these two algorithms completely overlap, which shows that both the active set CD algorithm and the random CD algorithm converge to the same solution of problem (4) (albeit the problem is generally nonconvex).

To reveal why and how the active set selection helps significantly reduce the computational cost, we present more details on the update of each variable and classify it into two different cases: case (i) where the variable is successfully updated and case (ii) where unnecessary check/computation is done (and the variable is not updated). The dominant computational cost in case (i) consists of solving the roots of the polynomial function with degree $2B - 1$ and doing rank-one updates to the matrix $\Sigma^{-1}$ for all $b$ and the dominant computational cost in case (ii) is to solve the roots of the polynomial function.

Fig. 3(a) plots the numbers of cases (i) and (ii) that happened in different algorithms on a (randomly generated) problem instance with $N = 200$, $K = 20$, and $L = 20$. It can be clearly seen from Fig. 3(a) that the number of unnecessary checks is significantly greater than the number of successful updates in the random CD algorithm, which shows that a lot of unnecessary computations are done in it. This is not surprising, as many entries of the solution of problem (4) are either 0 or 1 but the random CD algorithm fails to exploit this special structure by treating all entries equally. We can also observe from Fig. 3(a) that the proposed active set CD algorithm can significantly reduce the number of unnecessary checks thus significantly improving the computational efficiency of the random CD algorithm. This shows the importance of exploiting the special structure of problem (4) as well as the efficiency of the proposed active set selection strategy.

Fig. 3(b) shows the cardinality of the active set at each iteration in the proposed active set CD algorithm. We can observe from Fig. 3(b) that the cardinality of the active set gradually decreases and becomes zero when the algorithm terminates, which is in sharp contrast to that in [15]. Fig. 3(b) also demonstrates the active set CD algorithm can converge quickly and verifies the finite termination property of the algorithm in Theorem [1].

V. Conclusions

This paper proposes an efficient active set CD algorithm for solving covariance based device activity detection in a cooperative multi-cell massive MIMO system. The proposed algorithm selects those coordinates that can potentially most improve the objective function in the active set and only updates the coordinates in the active set at each iteration, which is in contrast to the random CD algorithm which updates all coordinates at each iteration. Numerical results show that the proposed active set CD algorithm can achieve the same detection performance as the state-of-the-art random CD algorithm but with a significant less CPU time.
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