We report the hydrophobically-tagged Plk1 PBD inhibitor Poloxin-2HT+, which selectively degrades the tumor target Plk1 and induces apoptosis in human tumor cells with higher potency than the hydrophobically-tagged inhibitor Poloxin-2HT. Our data provide further evidence that hydrophobically tagged inhibitors of protein–protein interactions can target and destroy disease-relevant proteins.

The serine/threonine kinase Plk1 is overexpressed in many human tumors and has been established as an adverse prognostic marker for cancer patients. Since inhibition of Plk1 induces mitotic arrest and apoptosis in tumor cells, substantial drug development efforts have been made towards the modulation of Plk1 activity in tumor cells. Most Plk1 inhibitors target the enzyme’s ATP binding site, and some compounds have even progressed to clinical trials. However, the conserved nature of the ATP binding site in protein kinases and other ATP hydrolyzing enzymes often results in ATP-competitive inhibitors experiencing selectivity problems.

In addition to its enzymatic domain, Plk1 has a protein–protein interaction domain, the polo-box domain (PBD), by which the enzyme binds to some of its targets and its intracellular anchorage sites. Because the PBD is essential for Plk1 functions and the viability of tumor cells, its inhibition has been proposed as an approach by which to induce apoptosis in tumor cells. Since the PBD is unique to the polo-like kinase family, the Plk1 PBD can be postulated to have a higher intrinsic potential for selective targeting by small-molecule inhibitors than the ATP binding site. This has inspired the development of small-molecule inhibitors and peptide-based inhibitors of the Plk1 PBD.

Hydrophobic tagging of small molecules has been demonstrated to be a powerful approach by which to degrade, rather than inhibit, the target proteins of small bioactive molecules. The hydrophobic tag attached to the protein-bound small molecule is displayed on the surface of the protein, and is mistaken for a partially unfolded protein by the cell’s protein repair machinery. After a failed refolding attempt by chaperones, the protein is targeted for proteasomal degradation.

We recently presented the first application of hydrophobic tagging to an existing inhibitor of a protein–protein interaction domain. By adding a hydrophobic adamantyl tag to Poloxin-2, an established selective inhibitor of the Plk1 PBD, we created the fusion molecule Poloxin-2HT (1, Fig. 1A). The design of 1 was based on the previously reported structure–activity profile of Poloxin and derivatives. We had previously demonstrated that Poloxin-type molecules are irreversible inhibitors of the Plk1 PBD, and had identified two possible modes of action: either a nucleophilic attack of an amino acid within the PBD to the activated ester functionality, leading to protein acylation (Fig. 1B, upper panel), or nucleophilic addition to the imino quinone system (Fig. 1B, lower panel). Protein acylation (Fig. 1B, upper panel) appears to be more likely based on the structure–activity relationships of Poloxin and derivatives, mass spectrometric analysis, and attempts to soak Poloxin into the Plk1 PBD. Via either mechanism, fusion of the hydrophobic tag (HT) to the α-toluoyl moiety would display the tag on the protein surface of Plk1 after binding of the fusion molecule to Plk1 within the cell (Fig. 1B). The validity of the design principle was confirmed by cell-based data obtained after treatment with 1, which led to selective degradation of Plk1 in a human tumor cell line, and exerted a stronger effect on cell viability and the induction of apoptosis than the parent compound Poloxin-2.

The hydrophobic tag used in the design of 1 (HyT13, Fig. 1A) was shown by Crews and coworkers to degrade fusions between various proteins and HaloTag2, a modified bacterial dehalogenase that covalently reacts with halogenated alkanes. In a subsequent study, the Crews group demonstrated that an adamantyl tag with a methyl group in the
α-position to the peptide carbonyl group (HyT36, Fig. 1A) was superior to HyT13 in degrading HaloTag7 fusion proteins, which are more resistant to degradation than HaloTag2 fusion proteins.21 Similarly, HyT36 was more effective than HyT13 in degrading the pseudokinase Her3 when fused to a covalently binding ligand of Her3.32

In this study, we aimed to explore whether the superior degradation-targeting properties of HyT36 over HyT13 also apply to chimeras between the hydrophobic tags and Poloxin-2. To this end, we synthesized a chimera consisting of Poloxin-2 and HyT36 (compound 2, Fig. 1C), in order to compare its ability to degrade Plk1 with that of 1, the chimera between Poloxin-2 and HyT13 (Fig. 1A).26

For synthesis of 2, HyT3620 was converted to the corresponding azide 3 (Fig. 2). This was coupled to the alkyne 4 via Cu(I)-catalyzed [3 + 2]-cycloaddition. Esterification of the triazole 5 with the oxime 6 produced the target compound 2. In addition, we reacted the azide 3 with the methyl ester 7 to furnish the negative control compound 8 lacking the reactive parts of Poloxin-2.

2 was tested in competitive binding assays based on fluorescence polarization (FP) against the PBDs of Plk1, Plk2, and Plk3.34,35 2 showed slight selectivity for the Plk1 PBD (apparent IC₅₀ = 48.2 ± 4.9 µM) over the Plk2 PBD (apparent IC₅₀ = 54.8 ± 11.0 µM), and substantially higher selectivity over the Plk3 PBD (34 ± 4% inhibition at 100 µM, the highest concentration tested, Fig. 3A). The decrease in activity against Plk1 of 2 as compared to Poloxin-2 (apparent IC₅₀ = 1.4 µM)27 and 1 (app. IC₅₀ = 10.5 µM)26 demonstrates that the presence of a hydrophobic tag, as well as the tag’s precise chemical structure, can influence the binding characteristics of the fusion molecules (Table S1†). Reduction of in vitro binding affinity of a bioactive molecule by addition of hydrophobic tags has previously been reported.23 The negative control compound 8 showed little activity against the Plk1 PBD (14 ± 4% inhibition at 100 µM, the highest concentration tested, Fig. 3B), demonstrating the importance of the protein-reactive parts of Poloxin-2 for inhibition of the Plk1 PBD.

Functional inhibition of the Plk1 PBD by small molecules in cells induces mitotic arrest.19 Since Plk1 is upregulated in mitosis, occupancy-driven Plk1 PBD inhibitors lead to increased cellular Plk1 levels, as was reported for Poloxin-2.26 In contrast, exposure of HeLa cells to the hydrophobically tagged compound 2 for 24 h revealed a strong and dose-dependent reduction in Plk1 protein levels (apparent IC₅₀ = 20.3 ± 3.9 µM), which exceeded the Plk1-degrading potency of 1 (apparent IC₅₀ = 39.4 ± 2.5 µM) by twofold (Fig. 4A and B). Exposure to 50 µM 2 degraded approximately 85% of Plk1 after 24 h, while approximately 60% of Plk1 was degraded in the presence of 1. Thus, despite the lower activity of 2 compared to
1 against the Plk1 PBD in FP assays, the Plk1 degradation-targeting capabilities of HyT36 in the context of the Poloxin-2-linked chimera are superior to those of HyT13. The moderately higher activity of 2 in the cell-based assays (apparent IC$_{50}$ = 20.3 ± 3.9 µM) than in the FP assays (apparent IC$_{50}$ = 48.2 ± 4.9 µM) can be explained by both the longer exposure times (24 h as compared to 2 h 15 min), and the higher temperature used in the cell-based assay (37 °C) than in the FP assays (~22 °C). Both factors, time and temperature, are expected to increase the activity of a protein-reactive compound such as 2 according to the laws of reaction kinetics. However, formal verification of this explanation is hampered by insufficient stability of the Plk1 PBD under the FP assay conditions for extended periods of time. Another possible reason for the higher activity of 2 in cells is intracellular accumulation caused by irreversible Plk1 binding.

Degradation of Plk2 (Fig. 4C and D) and Plk3 (Fig. 4E and F) under the same conditions was substantially lower than degradation of Plk1. Comparison of the selectivity of 2 for Plk1 over Plk2 in vitro (Fig. 3A) and in cell-based degradation assays (Fig. 4A–D) demonstrates a higher selectivity in cells. A similar observation has been reported for a PROTAC (proteolysis targeting chimera) between JQ1, a pan-selective inhibitor of the Bromo- and Extra-terminal (BET) proteins Brd2, Brd3, and Brd4, and a ligand of the E3 ubiquitin ligase von Hippel-Lindau (VHL). The selectivity of the PROTAC, dubbed MZ1, for degrading Brd4 in cells was higher than the selectivity of MZ1 in vitro. This was rationalized by either more efficient polyubiquitination of Brd4 by MZ1 compared to Brd2 and Brd3, or alternatively, more productive formation of the ternary complex consisting of the PROTAC, its target protein Brd4, and VHL. The mechanism by which hydrophobic tagging induces protein degradation differs from that of
PROTACs, and is still not fully understood.\textsuperscript{38,39} However, we hypothesize that, in a similar manner to that described in the PROTAC case study,\textsuperscript{37} protein degradation upon binding to 2 is more efficient for Plk1 than it is for Plk2. The negative control compounds 8, corresponding to 2, and 9 (Fig. S1\textsuperscript{†}), corresponding to 1, did not cause Plk1 degradation (Fig. 4A), providing further indication for the specificity of Plk1 degradation by 2 and 1.

Since Plk1 is required for tumor cell proliferation and survival, its degradation by the hydrophobically tagged compound should reduce cell viability. Exposure of HeLa cells to 2 for 24 h induced a dose-dependent reduction of HeLa cell viability (IC\textsubscript{50} = 9.2 ± 0.9 µM), which is a stronger effect than was observed for 1 (IC\textsubscript{50} = 14.0 ± 0.6 µM, Fig. 5A). Similarly, flow cytometry assays revealed that 2 is a significantly more potent inducer of apoptosis in HeLa cells than 1 at concentrations up to 20 µM (Fig. 5B and Fig. S2\textsuperscript{†}). Cells treated with 5 µM and 10 µM of 2 showed approximately the same percentage of apoptotic cells as cells treated with 10 µM and 20 µM 1, respectively. In order to induce apoptosis or cause cell death in virtually all tumor cells, only 20 µM of 2 was required, compared to 30 µM 1. The lower percentage of apoptotic cells upon treatment with 30 µM 2 as compared to 30 µM 1 can be ascribed to a more effective and rapid induction of apoptosis by 2, which results in a higher number of dead cells at the time of analysis. The negative control compounds 8 and 9 (Fig. S1\textsuperscript{†}) did not affect cell viability or the apoptotic rate of HeLa cells, excluding the possibility of non-specific effects as the cause of the biological activities of 2 and 1 (Fig. 5A and B).

In conclusion, we generated compound 2 by fusing the Plk1 PBD inhibitor Poloxin-2 to the hydrophobic tag HyT36.\textsuperscript{21} Since 2 was more potent in selectively degrading Plk1 in a human tumor cell line than Poloxin-2HT (1),\textsuperscript{26} and also had a stronger effect on cell viability and the induction of apoptosis, it was dubbed Poloxin-2HT\textsuperscript{+}. Our data support the notion that the hydrophobic tag HyT36 provides more potent degradation of targeted proteins than HyT13.\textsuperscript{21,32}
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