A Newton derivative scheme for shape optimization problems constrained by variational inequalities
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Abstract
Shape optimization problems constrained by variational inequalities (VI) are non-smooth and non-convex optimization problems. The non-smoothness arises due to the variational inequality constraint, which makes it challenging to derive optimality conditions. Besides the non-smoothness there are complementary aspects due to the VIs as well as distributed, non-linear, non-convex and infinite-dimensional aspects due to the shapes which complicate to set up an optimality system and, thus, to develop fast and higher order solution algorithms. In this paper, we consider Newton-derivatives in order to formulate optimality conditions. In this context, we set up a Newton-shape derivative scheme. Examples show the application of the proposed scheme.
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1 Introduction
Optimal control problems with constraints in the form of variational inequalities (VI) are challenging, since classical constraint qualifications for deriving Lagrange multipliers generically fail. Therefore, not only the development of stable numerical solution schemes but also the development of suitable first order optimality conditions is an issue. By usage of tools of modern analysis, such as monotone operators in Banach spaces, significant results on properties of the solution operator of variational inequalities have been achieved since the 1960s (cf. [6, 7, 31]). Comprehensive studies of variational inequalities and more references can be found in [15, 26, 27, 44]. The generic non-smoothness and non-convexity in the feasible set described by variational inequalities causes difficulties already in finite dimensional versions of the problem. In fact, finite dimensional bilevel optimization (i.e., optimization with optimization problems in the constraints) is its own field of research since the 1970s (cf., e.g., [5]) and has been generalized to mathematical programming with equilibrium constraints (MPECs) for the optimization of stationary systems of constrained problems in [10]. For a survey on bilevel programming and MPECs see, e.g., [35]. In [45], the authors concentrate on the typical complementarity structure
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of variational inequalities and derive a hierarchy of stationarity concepts (depending on constraint qualification conditions) for the more general problem class of mathematical programs with complementarity constraints (MPCCs). During the last decade, these concepts have partly been transferred to respective concepts in function space in [19, 20, 21]. The optimal control of variational inequalities that are posed in function space has been studied since the 1970s and necessary stationarity conditions have been derived by use of penalty and smoothing techniques and strengthened by the usage of instruments from convex analysis and differentiability, see, e.g., [2, 38, 42]. The conditions that a solution can be shown to verify have a complex structure and the problem to find candidates for solutions leads to a system of non-linear and non-smooth equations. This demands for the development of numerical algorithms and a proper mathematical analysis on their convergence behavior, see, e.g., the discussion in [28, 43].

In this paper, we consider shape optimization problems constrained by variational inequalities. These problems are non-smooth and non-convex optimization problems. The non-smoothness arises due to the variational inequality constraint, which makes it challenging to derive optimality conditions. Moreover, besides the non-smoothness there are complementary aspects due to the VIs as well as distributed, non-linear, non-convex and infinite dimensional aspects due to the shapes which complicate to set up an optimality system. In particular, one cannot expect for an arbitrary shape functional depending on solutions to VIs the existence of the shape derivative or to obtain the shape derivative as a linear mapping. In addition, the adjoint state can generally not be introduced and, thus, an optimality system cannot be setted up. In this paper, we consider Newton derivatives instead of classical derivatives in order to formulate optimality conditions. The proposed Newton derivative scheme enables the analytical and computational treatment of shape optimization problems constrained by VIs which are non-shape differentiable in the classical sense such that these can handled and solved without any regularization techniques leading often only to approximated shape solutions.

So far, there are only very few approaches in literature to the problem class of VI constrained shape optimization problems. In [29], shape optimization of 2D elasto-plastic bodies is studied, where the shape is simplified to a graph such that one dimension can be written as a function of the other. In [47, Chap. 4], shape derivatives of elliptic variational inequality problems are presented in the form of solutions to again variational inequalities. In [39], shape optimization for 2D graph-like domains are investigated. Also [32, 33] present existence results for shape optimization problems which can be reformulated as optimal control problems, whereas [12, 14] show existence of solutions in a more general set-up. In [40, 41], level-set methods are proposed and applied to graph-like two-dimensional problems. Moreover, [22] presents a regularization approach to the computation of shape and topological derivatives in the context of elliptic variational inequalities and, thus, circumventing the numerical problems in [47, Chap. 4]. In [17], the analysis of state material derivatives is significantly refined over [47, Chap. 4]. All these mentioned problems have in common that one cannot expect for an arbitrary shape functional depending on solutions to VIs to obtain the shape derivative as a linear mapping (cf. [47, Example in Chap. 1]). In general, the shape derivative for the obstacle problems fails to be linear with respect to the normal component of the vector field defined on the boundary of the domain under consideration. In order to circumvent the problems related to the non-linearity of the shape derivative and in particular the non-existence of the shape derivative of a VI constrained shape optimization problem, this paper sets up a Newton (shape) derivative scheme in shape spaces. This would also open the door for formulating higher order optimization methods on shape spaces, e.g., the semi-smooth Newton method. With the help of a Newton derivative scheme, VI constrained shape optimization problems which
are non-shape differentiable in the classical sense can handled and solved without any regularization techniques.

This paper is structured as follows. In section 2, we set up a novel Newton derivative framework (including its necessary rules like the chain rule) for non-smooth shape optimization problems. In particular, we define a Newton material derivative and also a Newton shape derivative. The developed framework allows the formulation of optimality conditions to VI constrained shape optimization problems in section 3. Finally, we apply the Newton shape derivative framework to a shape optimization problem constrained by VIs of first kind in section 4. More precisely, based on the Newton derivative framework of section 2 we set up the optimality system of section 3 for the obstacle-type problem.

2 Newton derivative calculus

A main focus in shape optimization is in the investigation of shape functionals. A shape functional on an arbitrary shape space $\mathcal{U}$ is given by a function $J: \mathcal{U} \rightarrow \mathbb{R}$, $u \mapsto J(u)$. In general, a shape optimization problem can be formulated by

$$
\min_{u \in \mathcal{U}} J(u).
$$

Often, shape optimization problems are constrained by equations, e.g., equations involving an unknown function of two or more variables and at least one partial derivative of this function. The objective may depend not only on the shapes $u$ but also on the state variable $y$, where the state variable is the solution of the underlying constraint. We concentrate on constraints in the form of variational inequalities in this paper. These problems are in particular highly challenging because one cannot expect for an arbitrary shape functional depending on solutions to VIs the existence of the adjoint and of the shape derivative or to obtain the shape derivative as a linear mapping. In this section, we consider Newton derivatives instead of classical derivatives in order to be able to formulate optimality conditions in section 3.

We start by defining generally a Newton derivative and its necessary rules in subsection 2.1, which ends in formulating necessary conditions of optimality for Newton differentiable objective functions (cf. theorem 2.11). In subsection 2.2, we concentrate on shape optimization and extend the Newton derivative concepts to shape calculus.

2.1 Newton derivative calculus

In this subsection, we first define generally a Newton derivative and formulate some rules like the chain and product rule. Based on the Newton derivative, we introduce the Newton gradient. The new objects are demonstrated on some examples.

We follow [9] for the definition of a Newton derivative.

**Definition 2.1 (Newton derivative).** Let $(X, \|\cdot\|_X)$ and $(Y, \|\cdot\|_Y)$ be Banach spaces. Let $L(X; Y)$ denote the set of all linear mappings from $X$ to $Y$. We call $F: X \rightarrow Y$ Newton differentiable in $x \in X$ if there exists a neighborhood $U \subset X$ of $x$ and a
mapping $D_N F: U \to \mathbb{L}(X;Y)$ such that

$$\lim_{\|h\|_X \to 0} \frac{\|F(x + h) - F(x) - D_N F(x + h)h\|_Y}{\|h\|_X} = 0.$$  

We then call $D_N F(x)$ a Newton derivative of $F$ at $x$.

**Remark 2.2.** We notice that the Newton derivative differs from the Fréchet derivative. At first, the evaluation in the Newton derivative is in $x + h$ and not in $x$. In addition, there are no requirements on a connection between $D_N F$ and $F$, while there is a link for the Fréchet derivative of $F$ due to the directional derivative of $F$. Furthermore a Newton derivative is not unique, e.g., changing one point in a Newton derivative $D_N F$ does not change the fact that the resulting function $D_N F$ is still a Newton derivative.

**Remark 2.3.** Obviously, if a function is Fréchet differentiable then it is also Newton differentiable. Thanks to [4, Theorem 14.8] we also know that a piecewise differentiable function $F: \mathbb{R}^N \to \mathbb{R}$ is Newton differentiable for all $x \in \mathbb{R}^N$.

As stated in [9], there is a chain rule for the Newton derivative.

**Lemma 2.4 (Chain rule).** Let $X, Y$ and $Z$ be Banach spaces. Moreover, let $F: X \to Y$ be Newton differentiable at $x \in X$ with Newton derivative $D_N F(x)$ and $G: Y \to Z$ be Newton differentiable at $y := F(x) \in Y$ with Newton derivative $D_N G(y)$. If $D_N F(x), D_N G(y)$ are uniformly bounded in a neighborhood of $x, y$, respectively, then $G \circ F$ is also Newton differentiable at $x$ with Newton derivative

$$D_N (G \circ F)(x) = D_N G(y) \circ D_N F(x).$$

In addition, we provide a product rule in the following lemma.

**Lemma 2.5.** Let $X$ and $Y$ be Banach spaces such that $\|xy\|_Y = \|x\|_X \|y\|_Y$ holds for all $x, y \in Y$. Moreover, let $F, G: X \to Y$ be Newton differentiable at $x \in X$ with Newton derivative $D_N F(x), D_N G(x)$, respectively. If

$$\frac{\|F(x + h) - F(x)\|_Y \|D_N G(x + h)h\|_X}{\|h\|_X} \to 0 \quad \text{for} \quad \|h\|_X \to 0$$

and $F, D_N G$ are uniformly bounded in a neighborhood of $x$, then

$$D_N (EF)(x) = F(x)D_N G(x) + D_N F(x)G(x).$$

**Proof.** If we considering the numerator and adding a zero we obtain

$$\|F(x + h)G(x + h) - F(x)G(x) - F(x)D_N G(x + h)h - D_N F(x + h)hG(x)\|_Y$$

$$= \|F(x + h)G(x + h) - F(x)G(x) - F(x + h)G(x) + F(x + h)G(x)\|_Y$$

$$- F(x)D_N G(x + h)h - D_N F(x + h)hG(x)\|_Y$$

$$= \|F(x + h)(G(x + h) - G(x)) - F(x)D_N G(x + h)h\|_Y$$

$$+ (F(x + h) - F(x) - D_N F(x + h))G(x)\|_Y.$$  

Adding $F(x + h)D_N G(x + h)h - F(x + h)D_N G(x + h)h$ after using the triangle inequality leads to

$$\|F(x + h)(G(x + h) - G(x)) - F(x)D_N G(x + h)h\|_Y$$

$$+ (F(x + h) - F(x) - D_N F(x + h))G(x)\|_Y$$

$$\leq \|F(x + h)(G(x + h) - G(x)) - F(x)D_N G(x + h)h\|_Y$$

$$+ \|((F(x + h) - F(x) - D_N F(x + h))G(x)\|_Y$$

$$= \|F(x + h)(G(x + h) - G(x)) - F(x)D_N G(x + h)h + F(x + h)D_N G(x + h)h - F(x + h)D_N G(x + h)h\|_Y$$

$$+ \|((F(x + h) - F(x) - D_N F(x + h))G(x)\|_Y.$$
Figure 1: Graph of $F$ (left) and $D_N F$ (right) in $[-2, 2]$. The blue line represents a choice of $\delta \in \mathbb{R}$ at 0.

The triangle inequality yields again

\[ \|F(x + h)(G(x + h) - G(x)) - F(x)D_N G(x + h)h + F(x + h)D_N G(x + h)h - F(x + h)D_N F(x + h)hG(x)\|_Y + \|(F(x + h) - F(x) - D_N F(x + h)h)G(x)\|_Y \]
\[ \leq \|F(x + h)(G(x + h) - G(x)) - F(x)D_N G(x + h)h\|_Y + \|F(x + h)D_N G(x + h)h\|_Y + \|(F(x + h) - F(x) - D_N F(x + h)h)G(x)\|_Y \]
\[ = \|F(x + h)\|_Y \|G(x + h) - G(x) - D_N G(x + h)h\|_Y \]
\[ + \|F(x + h)\|_Y \|D_N G(x + h)h\|_Y \]
\[ + \|F(x + h) - F(x) - D_N F(x + h)h\|_Y \|G(x)\|_Y \]

Since $F$ as well as $G$ are Newton differentiable at $x$ and $F$ as well as $D_N G$ are uniformly bounded near $x$ and $\|F(x + h)\|_Y \|D_N G(x + h)h\|_Y \to 0$ for $\|h\| \to 0$, we finally obtain

\[ \lim_{\|h\| \to 0} \frac{\|F(x + h)G(x + h) - F(x)G(x) - F(x)D_N G(x + h)h - D_N F(x + h)hG(x)\|_Y}{\|h\|_X} \]
\[ \leq \lim_{\|h\| \to 0} \left( \frac{\|F(x + h)\|_Y \|G(x + h) - G(x) - D_N G(x + h)h\|_Y}{\|h\|_X} \right) \]
\[ + \frac{\|F(x + h)\|_Y \|D_N G(x + h)h\|_Y}{\|h\|_X} \]
\[ + \frac{\|F(x + h) - F(x) - D_N F(x + h)h\|_Y \|G(x)\|_Y}{\|h\|_X} \]
\[ = \lim_{\|h\| \to 0} \frac{\|F(x + h)\|_Y \|G(x + h) - G(x) - D_N G(x + h)h\|_Y}{\|h\|_X} \]
\[ + \lim_{\|h\| \to 0} \frac{\|F(x + h)\|_Y \|D_N G(x + h)h\|_Y}{\|h\|_X} \]
\[ + \lim_{\|h\| \to 0} \frac{\|F(x + h) - F(x) - D_N F(x + h)h\|_Y \|G(x)\|_Y}{\|h\|_X} \]
\[ = 0. \]

For a better understanding we give some examples of the novel objects.

**Example 2.6.** Let $F(x) := \max\{0, x\}$ with $x \in \mathbb{R}$. The Newton derivative $D_N F$ of $F$ is given by

\[ D_N F(x) = \begin{cases} 
1, & x > 0 \\
\delta, & x = 0 \\
0, & x < 0 
\end{cases} \]  \hspace{1cm} (2.2)
In order to verify (2.2), thanks to definition 2.1 we need to show
\[ \lim_{h \downarrow 0} \frac{|F(x + h) - F(x) - D_N F(x + h)h|}{h} = 0, \]
where \( |\cdot| \) denotes the absolute value. We consider three cases:

- **If** \( x > 0 \), **we know** \( x + h > 0 \) for any \( h > 0 \). As a result we have
  \[ \lim_{h \downarrow 0} \frac{|F(x + h) - F(x) - D_N F(x + h)h|}{h} = \lim_{h \downarrow 0} \frac{|x + h - x - h|}{h} = 0. \]

- **If** \( x < 0 \), **then** \( x + h < 0 \) for sufficiently small \( h \). Therefore, we have
  \[ \lim_{h \downarrow 0} \frac{|F(x + h) - F(x) - D_N F(x + h)h|}{h} = \lim_{h \downarrow 0} \frac{0 - 0}{h} = 0. \]

- **If** \( x = 0 \), **then** \( x + h = h \) and so we have
  \[ \lim_{h \downarrow 0} \frac{|F(x + h) - F(x) - D_N F(x + h)h|}{h} = \lim_{h \downarrow 0} \frac{|h - h|}{h} = 0. \]

Therefore we can choose any value \( \delta \in \mathbb{R} \) and define \( D_N F(0) = \delta \).

**Example 2.7.** Let \( F \) be given as in example 2.6, i.e., \( F(x) := \max\{0, x\} \) with \( x \in \mathbb{R} \). In addition, let \( H \) be the periodic continuation of \( h : [-2, 2] \rightarrow \mathbb{R}, x \mapsto |x| - 1 \).

A calculation similar to the one of \( D_N F \) in example 2.6 gives the Newton derivative of \( H \):

\[ D_N H(x) = \begin{cases} 
1, & x \in (2z, 2z + 1) \\
-1, & x \in (2z - 1, 2z) \\
\delta, & \text{else} \end{cases} \]

for any value \( \delta \in \mathbb{R} \) and for \( z \in \mathbb{Z} \); see figure 4 for a visualization. We should note here that \( \delta \) may change from point to point. In this example, we focus on the calculation of the Newton derivative of the composition \( F \circ H \). The composition \( F \circ H \) is given by

\[ F(H(x)) = \begin{cases} 
0, & x \in \bigcup_{z \in \mathbb{Z}} [-1 + 4z, 1 + 4z] \\
H(x), & x \in \bigcup_{z \in \mathbb{Z}} (-3 + 4z, -1 + 4z) \end{cases}. \]

Without using the chain rule (cf. lemma 2.4) the Newton derivative of \( F(H(x)) \) is given by

\[ G_1(x) = \begin{cases} 
0, & x \in \bigcup_{z \in \mathbb{Z}} (-1 + 4z, 1 + 4z) \\
1, & x \in \bigcup_{z \in \mathbb{Z}} (-3 + 4z, -2 + 4z) \\
-1, & x \in \bigcup_{z \in \mathbb{Z}} (-2 + 4z, -1 + 4z) \\
\delta, & \text{else} \end{cases} \]
for some $\delta \in \mathbb{R}$; see figure 3 for a visualization. Using the chain rule given in lemma 2.4 leads to

$$G_2(x) = \begin{cases} 
0, & x \in \bigcup_{z \in \mathbb{Z}} (-1 + 4z, 1 + 4z) \\
1, & x \in \bigcup_{z \in \mathbb{Z}} (-3 + 4z, -2 + 4z) \\
-1, & x \in \bigcup_{z \in \mathbb{Z}} (-2 + 4z, -1 + 4z) \\
\delta, & x = 2z + 1 \text{ for } z \in \mathbb{Z} \\
\sigma, & \text{else}
\end{cases}$$

for some $\delta, \sigma \in \mathbb{R}$. Both $G_1$ and $G_2$ are Newton derivatives of $F \circ H$; see figure 4 for a visualization.

**Remark 2.8.** Example 2.7 shows that changing any separate point of a Newton derivative $D_N F$ of a function $F$ does generally not change the fact that $D_N F$ is a Newton derivative of $F$. More precisely, a Newton derivative is only unique up to a set of measure zero and, thus, every change of a measure zero set does not change the Function $D_N F$ in a Newton derivative sense. Since a Newton derivative is unique up to a set of measure zero, integral equations containing the Newton derivative hold for every point.

Thanks to the Newton derivative definition we are able to formulate the Newton gradient.

**Definition 2.9 (Newton gradient).** Let $(X, \langle \cdot, \cdot \rangle_X)$ be a Hilbert space. Moreover, let $F : X \to \mathbb{R}$ be Newton differentiable in $x \in X$. The Newton gradient of $F$ at $x \in X$ is denoted by $\nabla_N F(x)$ and defined by

$$\langle \nabla_N F(x), v \rangle_X = D_N F(x)v \quad \forall v \in X.$$ 

Thanks to the chain rule in lemma 2.4 and the product rule in lemma 2.5 we obtain a chain rule and a product rule for the Newton gradient.

**Lemma 2.10.** Let $X$ be a Banach space. Moreover, let $F, G : X \to \mathbb{R}$ be Newton differentiable functions at $x \in X$ with Newton derivative $D_N F(x), D_N G(x)$, respectively. Moreover, let $H : \mathbb{R} \to \mathbb{R}$ be Newton differentiable at $y := F(x) \in \mathbb{R}$ with Newton derivative $D_N H(y)$. 

![Figure 3: Graph of $F \circ H$ (left) and $D_N(F \circ H)$ in $[-2, 2]$ without using the chain rule. The violet lines represents a choice of $\delta_i \in \mathbb{R}$ for $i \in \mathbb{N}$.](image)

![Figure 4: Graph of $D_N(F \circ H)$ in $[-2, 2]$ using the chain rule. The violet lines represents a choice of $\delta_i \in \mathbb{R}$ for $i \in \mathbb{N}$ and the blue line represent an additional choice of $\sigma \in \mathbb{R}$ for $i \in \mathbb{N}$.](image)
(i) Let $D_N F(x)$, $D_N H(y)$ be uniformly bounded in a neighborhood of $x$, $y$, respectively. Then $\nabla_N (H \circ F)(x) = D_N H(F(x)) \nabla_N F(x)$ holds.

(ii) If $F$ as well as $D_N G$ are uniformly bounded in a neighborhood of $x$ and if $\|F(x) - F(x+h)\|_X \rightarrow 0$ for $\|h\|_X \rightarrow 0$, then $\nabla_N (F G)(x) = F(x) \nabla_N G(x) + \nabla_N F(x) G(x)$ holds.

Next, we consider an optimization problem in the following form:

$$\min_{x \in X} J(x), \quad (2.3)$$

where $X$ is a Banach space and $J : X \rightarrow \mathbb{R}$ is assumed to be Newton differentiable. Following standard reasoning, now we can formulate necessary conditions of optimality for the optimization problem (2.3).

**Theorem 2.11.** We assume that the function $J : X \rightarrow \mathbb{R}$, where $X$ is a Banach space, is Newton differentiable and that $\hat{x} \in X$ is a local minimum of $J$. Then, there holds

$$\lim_{t \rightarrow 0} D_N J(\hat{x} + tv)v \geq 0 \quad \forall v \in X.$$

**Proof.** Since $\hat{x}$ is minimum, there holds $J(z) \geq J(\hat{x})$, for all $z \in X$. We choose in particular $z := \hat{x} + tv$ for an arbitrary $v \in X$ and $t > 0$. From this, we conclude

$$\frac{1}{t} (J(\hat{x} + tv) - J(\hat{x})) \geq 0,$$

and thus by definition of the Newton derivative

$$\lim_{t \rightarrow 0} D_N J(\hat{x} + tv)v \geq 0.$$

It is no surprise that the necessary condition of optimality does not come in the form of a point-wise condition on the Newton derivative, since the Newton derivative is not unique at a specific point.

### 2.2 Newton shape derivative calculus

In this subsection, we concentrate on shape optimization and extend the Newton derivative concepts from subsection [2.1] to shape calculus. We set up notation and terminology of novel Newton shape optimization concepts. For a detailed introduction into classical shape calculus, the reader is referred to the monographs [11, 47].

We will introduce the concept of Newton shape derivatives. In order to define these derivatives, we define shapes $u$ as (Lebesgue-)measurable subdomains of a hold-all domain $D \subset \mathbb{R}^n$ in the following. In addition, we consider a family $\{F_t\}_{t \in [0,T]}$ of mappings $F_t : \overline{D} \rightarrow \mathbb{R}^n$ such that $F_0 = \text{id}$, where $\overline{D}$ denotes the closure of $D$ and $T > 0$. This family transforms shapes $u$ into new perturbed shapes

$$F_t(u) = \{F_t(x) : x \in u\}.$$

Such a transformation can be described by the velocity method or by the perturbation of identity; cf. [47] pages 45 and 49. In the following, the perturbation of identity is considered. It is defined by $F_t = F_t^V := \text{id} + tV$, where $V : \overline{D} \rightarrow \mathbb{R}^n$ denotes a sufficiently smooth vector field.
Definition 2.12 (Newton shape derivative). Let $k \in \mathbb{N} \cup \{\infty\}$. We call a shape functional $J: u \to \mathbb{R}$ Newton shape differentiable of class $C^k$ at $u$ if there exists a family of mappings $D_N J$ such that
\[
\lim_{t \to 0} \frac{|J(u_t) - J(u) - D_N J(u)[t V]|}{|t|} = 0,
\]
where $D_N J(u): C^k_0(D_\infty, \mathbb{R}^n) \to \mathbb{R}$ is linear and continuous and $u_t := F_t(u)$. In this case, the expression $D_N J(u)[V]$ is called the Newton shape derivative of $J$ at $u$ in direction $V \in C^k_0(D_\infty, \mathbb{R}^n)$.

Our next step is to generalize some well-known concepts from classical shape calculus. We start by generalizing the material and shape derivative of a generic function to the Newton derivative setting.

Definition 2.13 (Material Newton derivative). Let $\{p_t: u \to \mathbb{R}: t \leq T\}$ denote a family of mappings and $p(\equiv p_0): u \to \mathbb{R}$. In addition, let $\Phi_p(t, x) := (p_t \circ F_t)(x)$. The material Newton derivative at $x \in u$ is a family of mappings of Newton derivatives $D_N \Phi_p(0, x)$ such that
\[
\lim_{t \to 0} \frac{|(p_t \circ F_t)(x) - p(x) - D_N \Phi_p(t, x)[t]|}{|t|} = 0
\]
holds. We denote the material Newton derivative of $p$ by $D_{Nm} p$.

Lemma 2.14 (Shape Newton derivative). The shape Newton derivative of a function $p: u \to \mathbb{R}$ in the direction of a sufficiently smooth vector field $V$ is denoted by $D_{Ns} p$ and given by
\[
D_{Ns} p = D_{Nm} p - V^\top \nabla_{NP}.
\]

Proof. Let $t \in [0, T]$ and $x \in u$. We define
\[
\Phi_p(t, x) := (p_t \circ F_t)(x),
R(t, x) := p_t(x),
A(t, x) := (t, x + tV(x))^\top.
\]
In the following, we denote the Newton derivative of the i-th component of a function by $D_{Ni}$. Then, for all $x \in u$ we get
\[
D_{Nm} p(x) = D_N \Phi_p(0, x) = D_N (R \circ A)(0, x) = D_N R(A(0, x)) D_N A(0, x)
= D_N R(A(0, x)) \begin{pmatrix} 1 \\ V(x) \end{pmatrix} = \begin{pmatrix} D_{Ni} R(A(0, x)) \\ D_{Nz} R(A(0, x)) \end{pmatrix} \cdot \begin{pmatrix} 1 \\ V(x) \end{pmatrix}
= \begin{pmatrix} D_{Ni} R(A(0, x)) \\ \nabla_{NP}(x) \end{pmatrix} \cdot \begin{pmatrix} 1 \\ V(x) \end{pmatrix} = D_{Ns} p(x) + V^\top(x) \nabla_{NP}(x),
\]
for $D_{Ni} R(A(0, x)) := D_{Ns} p(x)$. 

Next, we formulate material Newton derivative rules, which are generalizations of the results in [4] regarding the material derivative.

Lemma 2.15. Let $p, q: u \to \mathbb{R}$ denote two functions. derivative. Let the Newton derivative of $\Phi_p(t) := p_t \circ F_t$ be continuous in a neighborhood of $0 \in \mathbb{R}$. Moreover, let the Newton derivative of $\Phi_p(t)$ and the Newton derivative of $\Phi_q(t) := q_0 \circ F_t$ be uniformly bounded in a neighborhood of $0 \in \mathbb{R}$.
(i) For the material Newton derivative the product rule holds, i.e.,
\[ D_{Nm}(pq) = D_{Nm}p \, q + p \, D_{Nm}q. \]

(ii) Let \( V_j \) denote the \( j \)th component of \( V \). The Newton material derivative does not change with the gradient but the following equality holds:
\[ D_{Nm}(\partial_i p) = \partial_i D_{Nm}(p) - \sum_{j=1}^{n} \partial_j p \, \partial_i V_j \quad \text{for } i = 1, \ldots, n, \]
which is equivalent to
\[ D_{Nm} \nabla_N p = \nabla_N D_{Nm}p = \nabla_N V^\top \nabla_N p. \]

(iii) The following equality holds:
\[ D_{Nm}(\nabla_N q^\top \nabla_N p) = \nabla_N p^\top \nabla_N D_{Nm}q - \nabla_N q^\top (\nabla_N V + \nabla_N V^\top) \nabla_N q + \nabla_N q^\top \nabla_N D_{Nm}p. \]

Proof. (i) Thanks to Definition 2.13, the material Newton derivative of \( p, q \) is given by \( D_N \Phi_p(0), D_N \Phi_q(0) \), respectively. Using the product rule lemma 2.5, we get for all \( x \in \mathbb{U} \)
\[ D_{Nm}(pq)(x) = D_N(\Phi_p \Phi_q)(s, x)|_{s=0} = (\Phi_p(s, x)D_N \Phi_q(s, x) + D_N \Phi_p(s, x)\Phi_q(s, x))|_{s=0} = p(x) D_{Nm}q(x) + D_{Nm}p(x) q(x). \]

(ii) Definition 2.13 gives
\[ 0 = \lim_{t \downarrow 0} \frac{|\partial_i (p_t \circ F_t) - \partial_i p - \partial_i D_N(p_t \circ F_t)t|}{t}. \]
Therefore, we have
\[ 0 = \partial_i \lim_{t \downarrow 0} \frac{|p_t \circ F_t - p - D_N(p_t \circ F_t)t|}{t} \]
for \( i = 1, \ldots, n \). We can use the Moore-Osgood theorem to obtain
\[ 0 = \lim_{t \downarrow 0} \frac{|\partial_i(p_t \circ F_t) - \partial_i p - \partial_i D_N(p_t \circ F_t)t|}{t}. \]
Let \( \delta_{i,j} \) denote the Kronecker delta. The (multi-valued) chain rule leads to
\[ 0 = \lim_{t \downarrow 0} \frac{|\partial_i(p_t \circ F_t) - \partial_i p - \partial_i D_N(p_t \circ F_t)t|}{t} \]
\[ = \lim_{t \downarrow 0} \frac{|\sum_{j=1}^{n} ((\partial_j p_t \circ F_t)\partial_i F_t) - \partial_i p - \partial_i D_N(p_t \circ F_t)t|}{t} \]
\[ = \lim_{t \downarrow 0} \frac{|\sum_{j=1}^{n} ((\partial_j p_t \circ F_t)(\delta_{i,j} + t\partial_i V_j)) - \partial_i p - \partial_i D_N(p_t \circ F_t)t|}{t} \]
\[ = \lim_{t \downarrow 0} \frac{|\sum_{j=1}^{n} ((\partial_j p_t \circ F_t)\delta_{i,j} + (\partial_j p_t \circ F_t)t\partial_i V_j) - \partial_i p - \partial_i D_N(p_t \circ F_t)t|}{t} \]
\[ = \lim_{t \downarrow 0} \frac{|(\partial_i p_t \circ F_t) + \sum_{j=1}^{n} ((\partial_j p_t \circ F_t)t\partial_i V_j) - \partial_i p - \partial_i D_N(p_t \circ F_t)t|}{t} \]
\[ = \lim_{t \downarrow 0} \frac{|\partial_i p_t \circ F_t - \partial_i p - (\partial_i D_N(p_t \circ F_t)t - \sum_{j=1}^{n} ((\partial_j p_t \circ F_t)t\partial_i V_j))t|}{t} \]
and, thus, to
\[ \partial_i D Nm p = \partial_i D N(p) - \sum_{j=1}^{n} (\partial_j p \partial_i V_j) \]
for \( i = 1, \ldots, n \).

(iii) The combination of the product rule in (i) together with equality in (ii) proofs the claim. \( \square \)

As already mentioned above, shape optimization problems are often constrained by equations. Thus, we provide the following lemma.

**Lemma 2.16.** Let assumptions and notation be as in lemma 2.15. Given coefficient functions \( a_{i,j}, d_i, b \in L^\infty(u) \) of a strongly elliptic bilinear form that fulfill the weak maximum principle, the following equality holds:

\[
D Nm \left( \sum_{i,j} a_{i,j} \partial_i p \partial_j q + \sum_i d_i (\partial_i p q + p \partial_i q) + b p q \right) = \\
\sum_{i,j} a_{i,j} \left( \partial_i D Nm p - \sum_{l=1}^{n} \partial_h p \partial_i V_l \right) \partial_j q + \partial_i p \left( \partial_j D Nm q - \sum_{l=1}^{n} (\partial_h q \partial_i V_l) \right) + \\
\sum_i d_i \left( \partial_i D Nm p - \sum_{l=1}^{n} \partial_h p \partial_i V_l \right) q + \partial_i p \left( D Nm p + D Nm q \right) \partial_i q + \\
b(D Nm p q + p D Nm q) + \\
+ b(D Nm p q + p D Nm q)
\]

**Proof.** The combination of the product rule in lemma 2.15 (i) together with equality in lemma 2.15 (ii) proofs the claim. \( \square \)

Next, we formulate a Newton shape derivative formula. For this purpose, we need to consider perturbed objective functions due to definition 2.12.

**Lemma 2.17.** Let the mappings \( F_t \) of transformations be differentiable in the usual sense. We define the domain integral \( J(u) = \int_u p d x \) for a function \( p: u \to \mathbb{R} \). Then, we have

\[ D N J(u)[V] = \int_u D Nm p + \text{div } V p \ d x. \]

**Proof.** A straight forward calculation like in the proof of [49, Theorem 4.11] using common analysis, the product rule 2.5 as well as definition 2.13 gives the result. \( \square \)

### 3 Newton optimality system

In this section, we focus on necessary optimality conditions for non-smooth shape optimization problems. In theorem 2.11, we observe that the (shape) Newton derivative can be used to characterize necessary optimality conditions. We consider constrained shape optimization problems of the following form:

\[
\min_{u \in \mathcal{U}} \ J(u, y) \quad (3.1)
\]

s.t. \( b(c(u, y), p) = 0 \quad \forall p \in \mathcal{H}(u) \) \quad (3.2)

\[ \text{Such a bilinear form is defined in 4.15.} \]
Here, $\mathcal{H}(u)$ is a Hilbert space defined on the shape $u$ containing the state variable $y \in \mathcal{H}(u)$ and $b(\cdot, \cdot)_u$ is a bilinear and in $\mathcal{H}(u)$ a coercive form. Moreover, $\mathcal{U}$ is the set of admissible shapes, i.e., an appropriate shape space. In this section, we follow the linear deformation space framework as investigated in [46], i.e., we consider a space $Y$ as an appropriate vector space of deformations, such that the set $\mathcal{U}$ of admissible shapes $u$ is constructed as $\mathcal{S}_{\text{adm}} = \{ W(u_0^0) : W \in Y \}$, where $u_0^0$ is a reference starting domain, which is assumed to be a subset of the hold-all domain $D$. We assume that the mapping $c$ is semismooth and Newton differentiable, and that the constraint (3.2) defines a unique solution $y(u,f)$ on any shape $u$ under consideration.

Because $y(u)$ is assumed to satisfy the constraint, we may write for arbitrary $p(u) \in \mathcal{H}(u)$

$$J(u,y(u)) = J(u,y(u)) + b(c(u,y(u)),p(u))_u.$$  

In order to derive necessary conditions of optimality, we differentiate the right-hand side with respect to $u$ and simplify the expressions by introducing the notation $L(u,y,p) := J(u,y) + b(c(u,y),p)_u$, where we keep in mind the implicit dependence of $y,p$ on $u$.

Thus, the chain rule yields

$$D_N L(u,y,p)[V] = \partial^1_N L(u,y,p)[V] + \partial^2_N L(u,y,p)D_{Nm}y + \partial^3_N L(u,y,p)D_{Nm}p$$

for all $V \in Y$, where $\partial^i_N$ denote the Newton partial derivative with respect to the $i$-th argument ($i \in \{1, 2, 3\}$).

Since $y$ satisfies the state equation (3.2) in variational form, which is linear in $p$, we observe

$$\partial^3_N L(u,y,p)D_{Nm}p = 0. \tag{3.3}$$

Furthermore, we obtain

$$\partial^2_N L(u,y,p)D_{Nm}y = \partial^3_N J(u,y)D_{Nm}y + b(\partial^3_N c(u,y)D_{Nm}y,p)_u$$

and, thus, we may obtain $p$ from the Newton adjoint equation in variational form:

$$\partial^2_N J(u,y)p + b(\partial^3_N c(u,y)p)_u = 0 \quad \forall \tilde{y} \in \mathcal{H}(u) \tag{3.4}$$

The solvability of the Newton adjoint equation is in question in this rather general set-up. Therefore, we take it for granted now and show solvability, when confronted with a particular model problem as in the next section. Now, if $y$ satisfies the state equation (3.2) and $p$ satisfies the Newton adjoint equation (3.4), then the Newton shape derivative is given by

$$D_N L(u,y,p)[V] = \partial^1_N L(u,y,p)[V].$$

Nevertheless, it is a manually easier way to compute the Newton shape derivative of the full Lagrangian by employing shape and Newton calculus and later on eliminate expressions relating to the state and Newton adjoint equation, as exemplified in the next section. From Theorem 2.11 we conclude now the necessary condition of optimality for an optimal shape $u$ as

$$\lim_{t \searrow 0} D_N L((id + tv)(u,y,p))[V] \geq 0 \quad \forall V \in Y, \tag{3.5}$$

where $y$ satisfies the state equation (3.2) and $p$ satisfies the Newton adjoint equation (3.4).
In many cases, as is demonstrated in the next section, the Newton shape derivative is continuous in \( t \downarrow 0 \), although the constraints of the shape optimization problem are only semismooth. Then, the necessary condition is just the usual homogeneity of the shape derivative. In this case, the (Newton) shape derivative can be used in order to define a descent direction for algorithmical purposes. Nevertheless, finding a descent direction from the Newton derivative is a challenge in general.

In the next section, we study weak formulations of elliptic problems. These are typically formulated in the Sobolev space \( H^1(u) \) of weakly differentiable \( L^2 \)-functions. For the standard elliptic heat-equation-type problem, the solution is mostly in \( H^2(u) \subset H^1(u) \) and, thus, their material derivative again in \( H^1(u) \) due to Lemma 2.14. However, in the context of variational inequalities, the solution is only piecewise \( H^2(u) \), which means that material derivatives cannot be used as test functions like in (3.3). A similar problem arises in discontinuous Galerkin approximations, from where we borrow the notion of a “broken” Sobolev space here, which is analyzed in detail in [8]. This concept is based on a disjoint partitioning \( u_h \) of open subsets \( K \subset u \) with Lipschitz boundaries such that \( \bigcup K \in u_h \). Then one defines

\[
H^1(u_h) := \{ u \in L^2(u) : u|_K \in H^1(K), K \in u_h \}
\]

In [8], this space is used as test space and shown that a resulting weak formulation of the standard elliptic problem exists which inherits stability and, thus, existence of a unique solution. Thus, we mean this more general weak formulation in the following, whenever a test function is used, which is only piecewise \( H^1 \).

### 4 Application of the Newton derivative scheme

We consider a tracking-type shape optimization problem constrained by a variational inequality of the first kind, a so-called obstacle-type problem. Applications are manifold and arise, whenever a shape is to be constructed in a way not to violate constraints for the state solutions of partial differential equation depending on a geometry to be optimized. Just think of a heat equation depending on a shape, where the temperature is not allowed to surpass a certain threshold. This example is basically the model problem already considered in [34] and that we are formulating in the following. In contrast to [34], which formulates an optimization approach based on the convergence of state, adjoint and shape derivative of the regularized problem to limit objects, we do not consider regularized versions of the VI. We apply our new developed Newton derivative scheme to the model problem and are able to formulate the optimality system. We will see that this system is in line with the limit objects of [34].

**Problem class.** Let \( X \subset \mathbb{R}^n \) be a bounded domain equipped with a sufficiently smooth boundary \( \partial X \). This domain is assumed to be partitioned in a subdomain \( X_{\text{out}} \subset X \) and an interior domain \( X_{\text{int}} \subset X \) with boundary \( \Gamma := \partial X_{\text{int}} \) such that \( X_{\text{out}} \cup \Gamma \sqcup X_{\text{int}} = X \), where \( \sqcup \) denotes the disjoint union. The closure of \( X \) is denoted by \( \bar{X} \). We consider \( X \) depending on \( \Gamma \), i.e., \( X = X(\Gamma) \). In the following, the boundary \( \Gamma \) of the interior domain is called the *interface*. In the setting above, the shape \( u \) is represented by the interior domain \( X_{\text{int}} \). In contrast to the outer boundary \( \partial X \), which is assumed to be fixed, the inner boundary is variable. If \( \Gamma(= \partial u) \) changes, then the subdomains \( u, X_{\text{out}} \subset X \) change in a natural manner.

Let \( \nu > 0 \) be an arbitrary constant. For the objective function \( J(y,u) := \)
\( J(y,u) + J_{\text{reg}}(\Gamma) \) with

\[
J(y,u) := \frac{1}{2} \int_X (y - \bar{y})^2 \, dx, \quad (4.1)
\]

\[
J_{\text{reg}}(\Gamma) := \nu \int_{\Gamma} 1 \, ds (4.2)
\]

we consider

\[
\min_{u \in U} J(y,u) \quad (4.3)
\]

constrained by the obstacle type variational inequality

\[
a(y,v - y) \geq \langle f,v - y \rangle \quad \forall v \in K := \{ \theta \in H^1_0(X) : \theta(x) \leq \varphi(x) \text{ in } X \}, \quad (4.4)
\]

where \( y \in K \) is the solution of the VI, \( f \in L^2(X) \) is explicitly dependent on the shape, \( \langle \cdot, \cdot \rangle \) denotes the duality pairing and \( a(\cdot, \cdot) \) is a general strongly elliptic, i.e. coercive, symmetric bilinear form

\[
a: H^1_0(X) \times H^1_0(X) \rightarrow \mathbb{R}
\]

\[
(y,v) \mapsto \int_X \sum_{i,j} a_{i,j} \partial_i y \partial_j v + \sum_i d_i (\partial_i y v + y \partial_i v) + b v \, dx \quad (4.5)
\]

defined by coefficient functions \( a_{i,j}, d_j, b \in L^\infty(X) \), fulfilling the weak maximum principle.

With the tracking-type objective \( J \) the model is fitted to data measurements \( \bar{y} \in H^1(X) \). The second term \( J_{\text{reg}} \) in the objective function \( J \) is a perimeter regularization. In \( 4.3 \), \( \varphi \) denotes an obstacle which needs to be an element of \( L^1_{\text{loc}}(X) \) such that the set of admissible functions \( K \) is non-empty (cf. \cite{47}). If additionally \( \partial X \) is Lipschitz and \( \varphi \in H^1(X) \) with \( \varphi_{|\partial X} \geq 0 \), then there is a unique solution to \( 4.4 \) satisfying \( y \in H^1_0(X) \), given that the assumptions from above hold (cf. \cite{23, 10, 48}). Further, \( 4.4 \) can be equivalently expressed as

\[
a(y,v) + (\lambda,v)_{L^2(X)} = \langle f,v \rangle_{L^2(X)} \quad \forall v \in H^1_0(X) \quad (4.6)
\]

\[
\lambda \geq 0 \quad \text{in } X
\]

\[
y \leq \varphi \quad \text{in } X
\]

\[
\lambda(y - \varphi) = 0 \quad \text{in } X
\]

with \( \langle \cdot, \cdot \rangle_{L^2(X)} \) denoting the \( L^2 \)-scalar product and \( \lambda \in L^2(X) \). It is well-known, e.g., from \cite{10}, that under these assumptions there exists a unique solution \( y \) to the obstacle type variational inequality \( 4.4 \) and an associated Lagrange multiplier \( \lambda \). We assume this situation, which is also found in \cite{24}, giving us \( \lambda \in L^2(X) \). It can be easily verified that this in turn gives the possibility to summarize the conditions \( 4.7 \) equivalently into a single condition of the form

\[
\lambda = \max \left( 0, \lambda + c(y - \varphi) \right) \quad \text{for any } c > 0. \quad (4.8)
\]

In the following, we denote the active set corresponding to \( 4.6 \) and \( 4.7 \) by

\[
A := \{ x \in X : y - \varphi \geq 0 \}.
\]
Newton adjoint equation. Since the perimeter regularization (4.2) is only used due to technical reasons to overcome ill-posedness of inverse problems (cf., e.g., [1]) and does not influence the adjoint system, we omit it for our investigations in the following. Thus, we consider the (reduced) Lagrangian function to the minimization of (4.1) constrained by
\[
a(y, v) + (\max (0, \lambda + c(y - \varphi)), v)_{L^2(\mathcal{X})} = (f, v)_{L^2(\mathcal{X})} \quad \forall v \in H^1_0(\mathcal{X}),
\]
which is given by
\[
\mathcal{L}(u, y, v) = \frac{1}{2} \int_{\mathcal{X}} (y - \bar{y})^2 \, dx - a(y, v) - \int_{\mathcal{X}} f v \, dx - \int_{\mathcal{X}} \max\{0, \lambda + c(y - \varphi)\} v \, dx,
\]
(4.10)
to formulate the Newton adjoint equation to the model problem (4.3)–(4.4) by computing \(\partial^N_2 \mathcal{L}(u, y, v)\).

In order to compute \(\partial^N_2 \mathcal{L}(u, y, v)\), we consider a variation of \(y\). Let \(t > 0\) and \(\bar{y} \in H^1_0(\mathcal{X})\). Then, we get
\[
\partial^N_2 \mathcal{L}(u, y, v) = \frac{\partial^N}{\partial t} \bigg|_{t=0^+} \mathcal{L}(u, y + t\bar{y}, v)
\]
\[
= \int_{\mathcal{X}} (y - \bar{y}) \bar{y} \, dx - a(\bar{y}, v) + \int_{\mathcal{X}} (\max\{0, \lambda + c(y + t\bar{y} - \varphi)\} v) \, dx.
\]
Using the chain rule in lemma 2.3, we obtain
\[
\frac{\partial^N}{\partial t} \bigg|_{t=0^+} (\max\{0, \lambda + c(t\bar{y} - \varphi)\} v) = D_N(\max\{0, \cdot\})(\lambda + c(t\bar{y} - \varphi)) v
\]
\[
= D_N(\max\{0, \cdot\})(\lambda + c(y - \varphi)) c\varphi v.
\]
Combining the Newton derivative of the maximum function given in (2.2) with the equality
\[
\max\{0, \lambda - c(y - \varphi)\} = \begin{cases} 
\lambda + c(y - \varphi) & \text{in } A,
0 & \text{in } \mathcal{X} \setminus A
\end{cases}
\]
(4.11)
gives
\[
\partial^N_2 \mathcal{L}(u, y, v) = \int_{\mathcal{X}} (y - \bar{y}) \bar{y} \, dx - a(\bar{y}, v) + \int_{\mathcal{X}} \mathbb{1}_A cv \bar{y} \, dx,
\]
where \(\mathbb{1}_A\) denotes the indicator function on the active set \(A\). Thus, the Newton adjoint equation is given in its weak form by
\[
\int_{\mathcal{X}} (y - \bar{y}) \bar{y} \, dx - a(\bar{y}, v) = - \int_{\mathcal{X}} \mathbb{1}_A cv \bar{y} \, dx \quad \forall \bar{y} \in H^1_0(\mathcal{X}).
\]
(4.12)

Newton shape derivative. In order to set up the optimality system to the model problem (4.3)–(4.4), we need the Newton shape derivative of the (full) Lagrangian \(\mathcal{L}_{\text{full}}(y, u, v) = \mathcal{L}(y, u, v) + \mathcal{J}_{\text{reg}}(\Gamma)\), where \(\mathcal{L}\) denotes the (reduced) Lagrangian (4.10). The Newton shape derivative of \(\mathcal{L}_{\text{full}}\) is given by the sum of the Newton shape derivative of the (reduced) Lagrangian (4.10) and the shape derivative of \(\mathcal{J}_{\text{reg}}\). Standard calculation techniques yield the shape derivative of \(\mathcal{J}_{\text{reg}}\).
Lemma 4.1. Let $\varphi \in H^2(\mathcal{X})$, $f \in L^2(\mathcal{X})$, $\bar{y} \in H^1(\mathcal{X})$, $v \in H^1_0(\mathcal{X})$ and $\lambda \in L^2(\mathcal{X})$. Then,

$$D_N\mathcal{L}(u, y, v)[V] = \int_{\mathcal{X}} \text{div}(V) \left[ \frac{1}{2} (y - \bar{y})^2 + \nabla y^T \nabla v - f v \right] \, dx$$

$$- \int_{\mathcal{X}} (y - \bar{y}) \nabla \bar{y}^T V \, dx + \int_{\mathcal{X}} \nabla f^T V v \, dx$$

$$- \int_{\mathcal{X}} \sum_{i,j} a_{i,j} \left( -\partial_j v \sum_l \partial_l y \partial_i V_l - \partial_j y \sum_l \partial_l v \partial_i V_l \right) \, dx \quad (4.13)$$

$$- \int_{\mathcal{X}} \sum_i d_i \left( -v \sum_l \partial_l y \partial_i V_j - y \sum_l \partial_l v \partial_i V_j \right) \, dx$$

$$+ \int_A (\varphi - \bar{y}) \nabla \varphi^T V \, dx.$$ 

Proof. For an easier understanding and notation purpose we define

$$\chi(y, v) := \sum_{i,j} a_{i,j} \partial_i y \partial_j v + \sum_i d_i (\partial_i y v + y \partial_i v) + b y v$$

such that

$$a(y, v) = \int_{\mathcal{X}} \chi(y, v) \, dx.$$ 

Let

$$G(u)[V] := \int_{\mathcal{X}} D_Nm \left( \frac{1}{2} (y - \bar{y})^2 - \chi(y, v) + f v + \max\{0, \lambda + c(y - \varphi)\} v \right)$$

$$+ \text{div}(V) \left[ \frac{1}{2} (y - \bar{y})^2 + \chi(y, v) - f v \right] \, dx \quad (4.14)$$

We consider a variation $u_t = F_t(u)$ of $u$ in the following. Since $\mathcal{X}$ depends on $u$, we also use the notation $\mathcal{X}_t := F_t(\mathcal{X})$. We get

$$\lim_{t \searrow 0} \left| \frac{\mathcal{L}(u, y, v) - \mathcal{L}(u_t, y, v) - G(u_t)[V]}{t} \right|$$

$$= \lim_{t \searrow 0} \left| \frac{1}{2} \int_{\mathcal{X}_t} (y - \bar{y})^2 - \frac{1}{2} \int_{\mathcal{X}_t} (y_t - \bar{y}_t)^2 \, dx - \int_{\mathcal{X}_t} \chi(y, v) \, dx - \int_{\mathcal{X}_t} \chi(y_t, v_t) \, dx \right.$$ 

$$- \int_{\mathcal{X}} f v \, dx - \int_{\mathcal{X}_t} f_t v_t \, dx$$

$$+ \int_{\mathcal{X}} \text{max}(0, \lambda + c(y - \varphi)) v \, dx - \int_{\mathcal{X}_t} \text{max}(0, \lambda_t + c_t(y_t - \varphi)) v_t \, dx$$

$$- G(u)[V] \right|$$

Using the definition of $G$ together with the definition of the material Newton derivative (cf. definition 2.13) as well as lemma 2.17 we see

$$\lim_{t \searrow 0} \left| \frac{\mathcal{L}(\mathcal{X}) - \mathcal{L}(\mathcal{X}_t) - G(\mathcal{X}_t)[V]}{t} \right| = 0.$$ 

Therefore, the Newton derivative $D_N\mathcal{L}$ is given by $G$. Combining lemma 2.15 and lemma 2.14 with the state equation (4.9) and adjoint equation (2.2) leads to the expression on the right-hand side of (4.13) for $G(u)[V]$. We refer to the appendix A for the calculation and details.
Remark 4.2. It is worth to mention that the Newton adjoint equation (4.12) and the Newton shape derivative given in lemma 4.1 are the limit object in [34, Theorem 3.3] and [34, Theorem 3.5], respectively. Consequently, if we consider the special case $a(y,v) := \int_X \nabla y^\top \nabla v \, dx$ as in [34, section 4], the Lagrangian is given by $L(y,u,v) = \int_X \frac{1}{2} (y - \bar{y})^2 - \nabla y^\top \nabla v - fv + \max \{0, \lambda + c(y - \varphi)\} v \, dx$. Then, lemma 4.1 yields the Newton shape derivative

$$D_N L(u,y,v)[V] = \int_X - (y - \bar{y})\nabla \bar{y}^\top V - \nabla y^\top (\nabla V^\top + \nabla V) \nabla p$$

$$+ \text{div}(V) \left[ \frac{1}{2} (y - \bar{y})^2 + \nabla y^\top \nabla v - fv \right] \, dx + \int_A (\varphi - \bar{y}) \nabla \varphi^\top V \, dx,$$

which confirms the limit object given in [34, equality (43)].

Newton optimality system. Here, we summarize the optimality conditions. For a solution shape $u$ to problem (4.3)–(4.4), there holds the Newton adjoint variational equation (4.12). Since the Newton shape derivative $D_N L(u,y,v)[V]$ given in lemma 4.1 is continuous in $V$, we obtain from (3.5) the following necessary condition for the optimal shape $u$:

$$0 = D_N L(u,y,v)[V] \quad \forall V \in H^1(u, \mathbb{R}^n)$$

The Newton adjoint equation, this necessary condition and the state equation (4.4) define together a set of equations, which is used for the computation of the solution in [34], where a perturbation approach is used for construction of $D_N L(u,y,v)[V]$. We observe also that $D_N L(u,y,v)[V]$ is an integral on $\mathcal{X}(u)$, where the integrand is Newton differentiable with respect to $u$ and which lacks standard differentiability only at the the boundary of the active set $A$, which is a set of Lebesgue measure zero. Thus, $D_N L(u,y,v)[V]$ is a shape derivative and can therefore be used, in order to define a descent direction by employing an appropriate scalar product.

In [34], the same expression has been derived in a perturbation approach, which necessitates a safeguard technique. The fact observed here that the resulting step is a descent direction justifies also theoretically, why the safeguard technique has never been activated in the numerical computations in [34].

5 Conclusions

The Newton derivative for semismooth functions is a cornerstone for the semismooth Newton method which is used for the numerical solution of necessary conditions for optimization problems for variational inequalities. In this paper, the concept of Newton derivative is generalized to a Newton shape derivative calculus. This enables the definition of a Newton shape derivative, a Newton material derivative as well as a Newton gradient. In addition to the chain rule given in [9], we provide a product rule. Further, rules for the material derivative calculus given in [4] are generalized to the Newton material derivative setting. This paper provides also an equation to calculate the Newton material derivative of two functions twisted by a general strongly elliptic bilinear form. One of the major advantages of the Newton scheme developed in this paper is that one no longer need to regularize variational inequality contained optimization problems and a limit process as in [34] can be avoided. Beyond that, this paper explains the limiting expression for the shape derivative given in [34] now as an expression derived from a Newton adjoint and, thus, safeguarding techniques as in [34] are no longer necessary. These observations
open the door for further potential usage of Newton derivatives for more complicated variations inequalities than studied in section 4 and of Newton shape derivatives of even higher order.
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A Derivation Newton shape derivative expression

We consider the problem class stated in section 4. Let $\varphi \in H^2(\mathcal{X})$, $f \in L^2(\mathcal{X})$, $\bar{y} \in H^1(\mathcal{X})$, $v \in H^1_0(\mathcal{X})$ and $\lambda \in L^2(\mathcal{X})$. In this appendix, we show that $G$ defined in (4.14) is given by the right-hand side of (4.13).

Let $\chi(y, v) := \sum_{i,j} a_{i,j} \partial_i y \partial_j v + \sum_i d_i (\partial_i y v + y \partial_i v) + byv$ such that $a(y, v) = \int_{\mathcal{X}} \chi(y, v) \, dx$.

Then, lemma 2.15 and lemma 2.16 lead us to

$$G(u)[V] = \int_{\mathcal{X}} \text{div}(V) \left[ \frac{1}{2} (y - \bar{y})^2 + \chi(y, v) - f v \right]$$

$$+ D_{Nm} \left( \frac{1}{2} (y - \bar{y})^2 \right) - D_{Nm}(\chi(y, v)) + D_{Nm}(f v)$$

$$+ D_{Nm}(\max\{0, \lambda + c(y - \varphi)\}) \, dx$$

$$= \int_{\mathcal{X}} \text{div}(V) \left[ \frac{1}{2} (y - \bar{y})^2 + \chi(y, v) - f v \right]$$

$$+ (y - \bar{y}) D_{Nm} y - (y - \bar{y}) D_{Nm} \bar{y} + v D_{Nm} f + f D_{Nm} v$$

$$- D_{Nm} \left( \sum_{i,j} a_{i,j} \partial_i y \partial_j v + \sum_i d_i (\partial_i y v + y \partial_i v) + byv \right)$$

$$+ D_{Nm}(\max\{0, \lambda + c(y - \varphi)\}) v + \max\{0, \lambda + c(y - \varphi)\} D_{Nm} v \, dx$$

$$= \int_{\mathcal{X}} \text{div}(V) \left[ \frac{1}{2} (y - \bar{y})^2 + \chi(y, v) - f v \right]$$

$$+ (y - \bar{y}) D_{Nm} y - (y - \bar{y}) D_{Nm} \bar{y} + v D_{Nm} f + f D_{Nm} v$$

$$- \chi(D_{Nm} y, v) + \chi(y, D_{Nm} v)$$

$$- \sum_{i,j} a_{i,j} \left( -\partial_i v \sum_l \partial_l y \partial_l V_l - \partial_i y \sum_l \partial_l v \partial_l V_l \right)$$

$$- \sum_i d_i (\partial_i y D_{Nm} v + D_{Nm} y \partial_i v)$$

$$+ D_{Nm}(\max\{0, \lambda + c(y - \varphi)\}) v + \max\{0, \lambda + c(y - \varphi)\} D_{Nm} v \, dx$$

Combining the Newton derivative of the maximum function given in 2.2 with the
equality (4.11) gives
\[
\int_X D_{Nm} \left( \max \{0, \lambda + c(y - \varphi)\} \right) v \, dx = \int_X \mathbb{1}_A (D_{Nm} \lambda + c(D_{Nm} y - D_{Nm} \varphi)) v \, dx.
\]
In addition, lemma 2.14 gives
\[
D_{Nm} \bar{y} = \nabla \bar{y}^\top V \quad \text{and} \quad D_{Nm} f = \nabla f^\top V
\]
if we assume \( \bar{y} \) and \( f \) independent of the shape. Thus, thanks to the state equation (4.9) and the Newton equation (4.12) we get
\[
G(u)[V] = \int_X \text{div}(V) \left[ \frac{1}{2} (y - \bar{y})^2 + \nabla y^\top \nabla v - f v \right] - (y - \bar{y}) \nabla \bar{y}^\top V + v \nabla f^\top V
\]
\[
- \sum_{i,j} a_{i,j} \left( -\partial_j v \sum_l \partial_i y \partial_l V_l - \partial_i y \sum_l \partial_j v \partial_l V_l \right)
\]
\[
- \sum_l d_l \left( -v \sum_l \partial_i y \partial_l V_j - y \sum_l \partial_i v \partial_l V_j \right) \, dx
\]
\[
+ \int_A (y - \bar{y}) D_{Nm} y \, dx.
\]
In the active set \( A \), we have \( y = \varphi \). Moreover, \( D_m \varphi = \nabla \varphi^\top V \) thanks to lemma 2.14. Thus, the integral over the active set is given by
\[
\int_A (y - \bar{y}) D_{Nm} y \, dx = \int_A (\varphi - \bar{y}) \nabla \varphi^\top V \, dx.
\]
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