DIOPHANTINE EQUATIONS IN PRIMES: DENSITY OF PRIME POINTS ON AFFINE HYPERSURFACES II
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Abstract. Let $F \in \mathbb{Z}[x_1, \ldots, x_n]$ be a homogeneous form of degree $d \geq 2$, and let $V^*_F$ denote the singular locus of the affine variety $V(F) = \{z \in \mathbb{A}^n_\mathbb{C} : F(z) = 0\}$. In this paper, we prove the existence of integer solutions with prime coordinates to the equation

$$F(x_1, \ldots, x_n) = 0$$

provided $F$ satisfies suitable local conditions and

$$n - \dim V^*_F \geq 7d(2d - 1)4^d + 4(d-1)(12d-1)2^d + 12d.$$

The result is obtained by using the identity $\Lambda = \mu^* \log$ for the von Mangoldt function and optimizing various parts of the argument in the author’s previous work, which made use of the Vaughan identity and required $n - \dim V^*_F \geq 283^4 5^2 2^d 3 (2d - 1)^2 4^d$.

1. Introduction

Let $F \in \mathbb{Z}[x_1, \ldots, x_n]$ be a homogeneous form of degree $d \geq 2$. In this paper, we are interested in the problem of finding prime solutions, which are integer solutions with prime coordinates, to the equation

$$F(x_1, \ldots, x_n) = 0.$$  

First we introduce some notation in order to state our result. Let $\mathcal{P}$ denote the set of prime numbers. Let $\mathbb{Z}_p^\times$ be the units of $p$-adic integers. We consider the following condition.

Local conditions ($\star$): The equation (1.1) has a non-singular real solution in $(0, 1)^n$, and also has a non-singular solution in $(\mathbb{Z}_p^\times)^n$ for every $p \in \mathcal{P}$.

Let $V^*_F$ denote the singular locus of $V(F) = \{z \in \mathbb{A}^n_\mathbb{C} : F(z) = 0\}$, i.e. it is the affine variety defined by

$$V^*_F = \{z \in \mathbb{A}^n_\mathbb{C} : \nabla F(z) = 0\},$$

where $\nabla F = \left(\frac{\partial F}{\partial x_1}, \ldots, \frac{\partial F}{\partial x_n}\right)$. We also define the following class of smooth weights.

Definition 1.1. Let $\delta, c > 0$ and $M_0 \in \mathbb{Z}_{\geq 0}$. We define $S^+(\delta; M_0; c)$ to be the set of smooth functions $\omega : \mathbb{R} \to [0, \infty)$ satisfying

(i) $\operatorname{supp} \omega = [-\delta, \delta]$,
(ii) for any $k \in \{0, \ldots, M_0\}$ we have $\|\partial^k \omega / \partial x^k\|_{L^\infty(\mathbb{R})} \leq c$.

Let $X > 1$. Let $x_0 = (x_{0,1}, \ldots, x_{0,n}) \in (0, 1)^n$ and $\omega \in S^+(\delta; n; c)$, and we define

$$\psi_i(x_i) = \omega \left(\frac{x_i}{X} - x_{0,i}\right) \quad (1 \leq i \leq n).$$
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Let $\Lambda$ denote the von Mangoldt function, where $\Lambda(x) = \log p$ if $x$ is a power of $p \in \wp$ and 0 otherwise. Given $\mathcal{X} \subseteq \mathbb{C}^n$, we let $1_{\mathcal{X}}$ be the characteristic function of $\mathcal{X}$, i.e. $1_{\mathcal{X}}(x) = 1$ if $x \in \mathcal{X}$ and 0 otherwise.

In this paper, we prove the following result by the Hardy-Littlewood circle method.

**Theorem 1.2.** Let $F \in \mathbb{Z}[x_1, \ldots, x_n]$ be a homogeneous form of degree $d \geq 2$ satisfying
\begin{equation}
 n - \dim V_F^* \geq 7d(2d-1)4^d + 4(d-1)(2d-1)^2 + 12d, \tag{1.4}
\end{equation}
and the local conditions $(\star)$. Let $x_0 \in (0,1)^n$ be a non-singular real solution to the equation (1.1). Let $\delta, c > 0$ and $\omega \in S^+(\delta; n; c)$, where $\delta$ is sufficiently small with respect to $F$ and $x_0$, and let $\psi_1, \ldots, \psi_n$ be as in (1.3). Then for any $A > 0$ we have
\begin{equation}
\sum_{x \in [0,X]^n} \prod_{1 \leq i \leq n} \psi_i(x_i) \Lambda(x_i) \cdot 1_{V(F)}(x) = c(F; \omega, x_0) X^{n-d} + O\left( \frac{X^{n-d}}{(\log X)^{A}} \right), \tag{1.5}
\end{equation}
where $c(F; \omega, x_0) > 0$ is a constant depending only on $F, \omega$ and $x_0$.

The result improves on the author’s previous work [25] in which the above asymptotic formula (1.5) was obtained with
\begin{equation}
 n - \dim V_F^* \geq 2^8 3^4 5^2 6^3 (2d-1)^2 4^d
\end{equation}
instead of (1.4). The first result in this direction for a general degree $d$ was obtained by Cook and Magyar [5], where they required $n - \dim V_F^*$ to be an exponential tower in $d$. For results when $d = 2$, we refer the reader to see [4], [9], [16] and [26]. One day after the author’s work [25] appeared on the arXiv in May 2021 (we note that [25] was submitted in January 2019 and accepted in March 2021), a preprint by Liu and Zhao [17] appeared on the arXiv, where they developed an intricate, and different, method establishing the result with
\begin{equation}
 n \geq 16d^2 4^d
\end{equation}
when $\dim V_F^* = 0$. We remark that the results in [5] and [17] are obtained for systems of forms of equal degrees and without smooth weights. As mentioned in [25], we expect that these differences can be overcome with additional technical effort. Also we may deduce the existence of prime solutions from Theorem 1.2 we refer the reader to see [25] for the details. It may be possible to further improve on Theorem 1.2 by combining the work of this paper with the method developed by Liu and Zhao. Another potential approach to further improve on Theorem 1.2 is described in the final paragraph of this paper.

The main ideas of this paper go back to the author’s previous work [25]. The result is proved by incorporating several technical simplifications and improvements to optimize various parts of the argument in [25], one of the changes being the use of the identity $\Lambda = \mu * \log$, i.e.
\begin{equation}
\Lambda(x) = \sum_{m \mid x} \mu(m) \log(x/m),
\end{equation}
where $\mu$ denotes the Möbius function (defined in (4.9)), instead of the Vaughan identity. In Sections 2 and 4 we prepare for the major and minor arcs analyses respectively, and treat them in the subsequent sections. We complete the proof of Theorem 1.2 in Section 6. The following exponential sum
\begin{equation}
S(\alpha) = \sum_{x \in [0,X]^n} \prod_{1 \leq i \leq n} \psi_i(x_i) \Lambda(x_i) \cdot e(\alpha F(x)), \tag{1.6}
\end{equation}
where \( e(z) = e^{2\pi iz} \) for \( z \in \mathbb{R} \), is central to our study. In particular, it will be relevant in Sections 3-6.

**Notation.** Throughout the paper, we use \( \ll \) and \( \gg \) to denote Vinogradov’s well-known notation, i.e. the statement \( f \ll g \) means there exists a positive constant \( C \) (it may depend on parameters which are regarded as fixed) such that \( |f| \leq Cg \) for all values under consideration, and the statement \( g \gg f \) is equivalent to \( f \ll g \). We also make use of the \( O \)-notation; the statement \( f = O(g) \) is equivalent to \( f \ll g \). All the implicit constants in \( \ll, \gg \) and the \( O \)-notation are independent of \( X \). Given a homogeneous form \( G \in \mathbb{C}[x_1, \ldots, x_m] \), we denote

\[
\text{codim} V_G^* = m - \dim V_G^*.
\]

Also for \( f \in \mathbb{C}[x_1, \ldots, x_m] \), we let \( f^{[j]} \) denote the degree \( j \) homogeneous portion of \( f \). By \( A_m^\infty \) we mean the affine \( m \)-space over \( \mathbb{C} \), i.e. the set \( \mathbb{C}^m \) with the Zariski topology, and for any \( f \in \mathbb{C}[x_1, \ldots, x_m] \) we denote

\[
V(f) = \{ x \in A_m^\infty : f(x) = 0 \}.
\]

Given a function \( \varrho : \mathbb{R} \to \mathbb{R} \), we let \( \text{supp} \varrho = \overline{\{ z \in \mathbb{R} : \varrho(z) \neq 0 \}} \), i.e. the closure of the set \( \{ z \in \mathbb{R} : \varrho(z) \neq 0 \} \). We shall refer to \( \mathcal{B} \subseteq \mathbb{R}^m \) as a box if \( \mathcal{B} \) is of the form \( \mathcal{B} = I_1 \times \cdots \times I_m \), where each \( I_j \) is a closed, open or half open/closed interval. Finally, \( \varepsilon \) will always be a sufficiently small (with respect to relevant parameters) positive number, even when it is not explicitly stated so, and also we do not assume it to be fixed line by line. In other words, we allow it to vary from one expression/inequality to the next. For example, we may write \( X^{2^\varepsilon} \ll X^\varepsilon \ll X^{1-\varepsilon} \) and the three \( \varepsilon \) that appear should not necessarily be interpreted as the same real number.
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## 2. Preliminaries for the major arcs analysis

Let \( q \in \mathbb{N} \) and \( \chi^0 \) be the principal character modulo \( q \). We consider \( \chi^0 \) as a primitive character modulo \( q \) only when \( q = 1 \), and not otherwise. We will use the following zero-free region estimate of the Dirichlet \( L \)-functions. The proof is given in [25, Theorem 7.1] with the main input being [13].

**Theorem 2.1.** Let \( s = \sigma + it, \; M \geq 3, \; T \geq 0 \) and \( \mathcal{L} = \log M(T + 3) \). Then there exists an absolute constant \( c_1 > 0 \) such that \( L(s, \chi) \neq 0 \) whenever

\[
\sigma \geq 1 - \frac{c_1}{\log M + (\mathcal{L}\log 2\mathcal{L})^{3/4}} \quad \text{and} \quad |t| \leq T
\]

for all primitive characters \( \chi \) of modulus \( q \leq M \), with the possible exception of at most one primitive character \( \widetilde{\chi} \) modulo \( \widetilde{r} \). If such \( \widetilde{\chi} \) exists, then \( L(s, \widetilde{\chi}) \) has at most one zero in \( \{2, 3\} \) and the exceptional zero \( \widetilde{\beta} \) is real and simple, and \( \widetilde{r} \) satisfies \( M \geq \widetilde{r} \gg_A (\log M)^A \) for any \( A > 0 \).

**Remark 2.2.** Let \( M = X^{\psi_0} \) for a fixed \( \psi_0 > 0 \) and \( X \) sufficiently large. Then we have \( \widetilde{r} \gg_A (\log X)^A \) for any \( A > 0 \) (the subscript in \( \gg_A \) is to indicate that the implicit constant depends on \( A \)). In particular, the exceptional zero will not occur for the Dirichlet \( L \)-functions associated to primitive characters of modulus \( 1 \leq q \leq (\log X)^D \) with \( D > 0 \). It also follows
from Siegel’s theorem (see [25, Remark 7.2]) that
\begin{equation}
0 < 1 - \tilde{\beta} < \frac{1}{2}. \tag{2.2}
\end{equation}

Let
\begin{equation}
B_T = \{ s = \sigma + it : 0 \leq \sigma \leq 1, |t| \leq T \}.
\end{equation}

Let \( N_\chi(\alpha, T) \) denote the number of zeros, with multiplicity, of \( L(s, \chi) \) in the rectangle \( \alpha \leq \sigma \leq 1 \) and \( |t| \leq T \). For the remainder of this paper, we let \( \sum'_\rho \) denote the sum over the non-exceptional zeros (with respect to Theorem 2.1), with multiplicity, of \( L(s, \chi) \) in \( B_T \) and let \( \Re \rho = \beta \). Let \( \sum^*_{\chi(\mod r)} \) denote the sum over the primitive characters \( \chi \) modulo \( r \). The proof of the following lemma is given in [25, Lemma 7.3] with the main inputs being [12] and [15].

**Lemma 2.3.** Let \( \xi, D, A > 0 \). Let \( M = X^{\vartheta_0} \) and \( T = X^{\gamma} \), where \( \vartheta_0, \gamma > 0 \) satisfy \( 2\vartheta_0 + \gamma < \frac{5}{12} \). Then we have
\begin{align*}
i) & \sum_{1 \leq r \leq M} \sum^*_{\chi(\mod r)} \sum'_{\rho}(\xi X)^{\beta - 1} \ll 1, \\
j) & \sum_{1 \leq r \leq \left(\log X\right)^D} \sum^*_{\chi(\mod r)} \sum_{\rho \in B_T}_{L(\rho, \chi) = 0}(\xi X)^{\beta - 1} \ll \left(\log X\right)^{-A},
\end{align*}
where the sum \( \sum_{\rho \in B_T}_{L(\rho, \chi) = 0} \) is over all the zeros, with multiplicity, of \( L(s, \chi) \) in \( B_T \). Here the implicit constants may depend on \( \xi, D \) and \( A \).

Let \( \varphi \) be Euler’s totient function. Let \( U_q = (\mathbb{Z}/q\mathbb{Z})^* \), the group of units in \( \mathbb{Z}/q\mathbb{Z} \). The following lemma is proved in [25, Lemma 7.4].

**Lemma 2.4.** Let \( F \in \mathbb{Z}[x_1, \ldots, x_n] \) be a homogeneous form of degree \( d \geq 2 \). Let \( q \in \mathbb{N} \) and \( a \in \mathbb{Z} \) be such that \( \gcd(a, q) = 1 \). Let \( \chi_1, \ldots, \chi_n \) be any Dirichlet characters modulo \( q \), and let
\begin{equation}
S = \sum_{h \in (\mathbb{Z}/q\mathbb{Z})^n} \chi_1(h_1) \cdots \chi_n(h_n) e \left( \frac{aq}{q} F(h_1, \ldots, h_n) \right). \tag{2.3}
\end{equation}

Then for any \( \varepsilon > 0 \) we have
\begin{equation}
|S| \ll q^{-\frac{1}{2(2d-1)d^2 \text{codim} V^*_F + \varepsilon}},
\end{equation}
where the implicit constant is independent of the choice of \( \chi_1, \ldots, \chi_n \).

The following proposition on oscillatory integrals is proved as the main result in [24].

**Proposition 2.5.** Let \( F \in \mathbb{Z}[x_1, \ldots, x_n] \) be a homogeneous form of degree \( d \geq 2 \) satisfying \( n - \dim V^*_F > 4 \). Let \( r_j \in [-1, 0] \) and \( t_j \in \mathbb{R} \) \( (1 \leq j \leq n) \). Suppose \( x_0 = (x_{0, 1}, \ldots, x_{0, n}) \in (0, 1)^n \) is a non-singular real solution to the equation \( F(x) = 0 \). Let \( \omega \in S^+(\delta; n; c) \). Then provided \( \delta \) is sufficiently small, we have
\begin{equation}
\left| \int_0^\infty \cdots \int_0^\infty \prod_{1 \leq j \leq n} \omega(x_j - x_{0,j}) \cdot x_1^{r_1 + it_1} \cdots x_n^{r_n + it_n} e(\tau F(x)) \, dx \right| \ll \min \{ 1, |\tau|^{-1} \},
\end{equation}
where the implicit constant is independent of \( r_1, \ldots, r_n, t_1, \ldots, t_n \) and \( \tau \).
The key feature of the result is that the bound is uniform in \( t \); the estimate can be deduced easily for a fixed \( t \in \mathbb{R}^n \).

3. Major arcs

Let \( F \in \mathbb{Z}[x_1, \ldots, x_n] \) be a homogeneous form of degree \( d \geq 2 \) satisfying (1.4) and the local conditions (*). Let \( x_0, \delta, \omega \) and \( \chi_1, \ldots, \chi_n \) be as in the statement of Theorem 1.2. Let

\[
\Lambda^*(x) = \begin{cases} \log x & \text{if } x \in \wp, \\ 0 & \text{otherwise}. \end{cases}
\]

We define

\[
S^*(\alpha) = \sum_{x \in \mathbb{N}^n} \varpi(x) \prod_{1 \leq i \leq n} \Lambda^*(x_i) \cdot e(\alpha F(x)),
\]

where

\[
\varpi(x) = \prod_{1 \leq i \leq n} \psi_i(x_i) = \prod_{1 \leq i \leq n} \omega_i \left( \frac{x_i}{X} - x_{0,i} \right).
\]

Clearly we have

\[
S(\alpha) = S^*(\alpha) + O(X^{n-\frac{5}{12}}).
\]

We define

\[
\kappa = \frac{\text{codim } V_F^*}{2(2d - 1)4^d} - 1 - \kappa_0,
\]

where \( \kappa_0 > 0 \) is sufficiently small. In particular, we have \( \kappa > 2 \). Let \( \vartheta_0, \gamma, \lambda > 0 \) be such that

\[
2\vartheta_0 + \gamma < \frac{5}{12} \quad \text{and} \quad \gamma > 2\vartheta_0 + 2\lambda.
\]

We set

\[
M = X^{\vartheta_0} \quad \text{and} \quad T = X^{\gamma},
\]

and let \( \tilde{\chi}, \tilde{r} \) and \( \tilde{\beta} \) be as in Theorem 2.1. We define the following extended major arcs

\[
\mathcal{M}^+(\vartheta_0) = \bigcup_{1 \leq q \leq X^{\vartheta_0}} \bigcup_{0 \leq a \leq q} \mathcal{M}^+_{q,a}(\vartheta_0),
\]

where

\[
\mathcal{M}^+_{q,a}(\vartheta_0) = \left\{ \alpha \in [0, 1) : \left| \alpha - \frac{a}{q} \right| < X^{\vartheta_0 + \lambda - d} \right\}.
\]

It can be verified that the arcs \( \mathcal{M}^+_{q,a}(\vartheta_0) \) are disjoint for \( X \) sufficiently large (see for example [1, Lemma 4.1] for the argument). In this section, we prove the following.

**Proposition 3.1.** Suppose \( F \) is as in the statement of Theorem 1.2. Let \( \vartheta_0, \gamma, \lambda > 0 \) be such that (3.6) is satisfied. Then for any \( A > 0 \) we have

\[
\int_{\mathcal{M}^+(\vartheta_0)} S(\alpha) \, d\alpha = c(F; \omega, x_0) X^{n-d} + O \left( \frac{X^{n-d}}{(\log X)^A} \right),
\]

where \( c(F; \omega, x_0) > 0 \) is a constant depending only on \( F, \omega \) and \( x_0 \).
Let \( m, \ell \in \mathbb{Z}_{\geq 0} \) be such that \( m + \ell \leq n \). We denote \( j = (j_1, \ldots, j_m), k = (k_1, \ldots, k_\ell) \) and \( i = (i_1, \ldots, i_{n-m-\ell}) \) satisfying

(3.9) \[ \{1, \ldots, n\} = \{i_1, \ldots, i_{n-m-\ell}\} \cup \{j_1, \ldots, j_m\} \cup \{k_1, \ldots, k_\ell\}. \]

For each such triple \((i, j, k)\) and Dirichlet characters \( \chi_1, \ldots, \chi_m \) modulo \( q \), we define

(3.10) \[ A(q, a; i; (j_1, \chi_1), \ldots, (j_m, \chi_m); k) = \sum_{\chi \in \mathbb{U}_q} \chi_1(h_{j_1}) \cdots \chi_m(h_{j_m}) \chi_0(h_{k_1}) \cdots \chi_0(h_{k_\ell}) e\left(\frac{aq}{q}\right) \]

if \( \overline{r} \nmid q \), then we only consider \((i, j, k)\) with \( k = \emptyset \), i.e. \( \ell = 0 \). We also define

(3.11) \[ W(\tau; i; (j_1, \chi_1), \ldots, (j_m, \chi_m); k) = \int_{0}^{\infty} \cdots \int_{0}^{\infty} \sum_{x_{j_1}, \ldots, x_{j_m} \in \mathbb{N}} \overline{\varpi}(x) \prod_{1 \leq v \leq m} \chi_v(x_{j_v}) A^*(x_{j_v}) \cdot x_{k_1}^{\overline{\tau}-1} \cdots x_{k_\ell}^{\overline{\tau}-1} e(\tau F(x)) dx_{j_1} \cdots dx_{j_m} dx_{k_1} \cdots dx_{k_\ell}, \]

where for each \( 1 \leq v \leq m \) we replace \( \chi_v(x_{j_v}) A^*(x_{j_v}) \) with \( (\chi^0(x_{j_v}) A^*(x_{j_v}) - 1) \) when \( \chi_v = \chi^0 \), and with \( (\overline{\chi} \chi^0(x_{j_v}) A^*(x_{j_v}) + x_{j_v}^{\overline{\tau}-1}) \) when \( \chi_v = \overline{\chi} \). We extend this definition to allow each \( \chi_v \) to be a primitive character modulo \( r_v \) as follows

(3.12) \[ W(\tau; i; (j_1, \chi_1), \ldots, (j_m, \chi_m); k) = \int_{0}^{\infty} \cdots \int_{0}^{\infty} \sum_{x_{j_1}, \ldots, x_{j_m} \in \mathbb{N}} \overline{\varpi}(x) \prod_{1 \leq v \leq m} \chi_v(x_{j_v}) A^*(x_{j_v}) \cdot x_{k_1}^{\overline{\tau}-1} \cdots x_{k_\ell}^{\overline{\tau}-1} e(\tau F(x)) dx_{j_1} \cdots dx_{j_m} dx_{k_1} \cdots dx_{k_\ell}, \]

where for each \( 1 \leq v \leq m \) we replace \( \chi_v(x_{j_v}) A^*(x_{j_v}) \) with \( (A^*(x_{j_v}) - 1) \) when \( r_v = 1 \), and with \( (\overline{\chi}(x_{j_v}) A^*(x_{j_v}) + x_{j_v}^{\overline{\tau}-1}) \) when \( \chi_v = \overline{\chi} \). With these notation we have the following technical estimate; the result is essentially [25, Lemma 8.1] except that the range of \( \tau \) is \(|\tau| < X^{\vartheta_0+\lambda-d}\) instead of \(|\tau| < X^{\vartheta_0-d}\).

**Lemma 3.2.** Let \( \alpha \in [0, 1) \), where \( \alpha = \frac{a}{q} + \tau \), \( 0 \leq a \leq q \leq X^{\vartheta_0} \), \( \gcd(a, q) = 1 \) and \(|\tau| < X^{\vartheta_0+\lambda-d}\). Then we have

(3.13) \[ S^*(\alpha) = \frac{1}{\varphi(q)^n} A(q, a; (1, \ldots, n); \emptyset; \emptyset) W(\tau; (1, \ldots, n); \emptyset; \emptyset) + \sum_{(j, k)} \frac{(-1)^\ell}{\varphi(q)^n} S_{j, k}(\alpha) + O(X^{n+\vartheta_0+\lambda-1}), \]

where

\[ S_{j, k}(\alpha) = \sum_{\chi_1, \ldots, \chi_m \pmod{q}} A(q, a; i; (j_1, \chi_1), \ldots, (j_m, \chi_m); k) W(\tau; i; (j_1, \chi_1), \ldots, (j_m, \chi_m); k), \]

and the sum \( \sum_{(j, k)} \) in (3.13) is over all \((j, k)\) satisfying \((m, \ell) \neq (0, 0)\) and (3.9) with an additional condition \( \ell = 0 \) if \( \overline{r} \nmid q \) or the exceptional zero does not exist.
Proof. Here we only consider the case where the exceptional zero does exist and \( r | q \); the proof for the cases \( r \nmid q \) or the exceptional zero does not exist are identical to this case with only slight modifications. First note if \( x_u \in \varphi \cap \{x_{0,u} - \delta \}X, (x_{0,u} + \delta)X \), then \( \gcd(x_u, q) = 1 \) because \( q \leq X^{0 \circ} \). Therefore, we obtain the following via the orthogonality relation of the Dirichlet characters

\[
S^*(\alpha) = \frac{1}{\phi(q)^n} \sum_{\chi_1, \ldots, \chi_n \pmod{q}} \sum_{h \in \mathbb{Z}_n} \overline{\chi_1(h_1)} \cdots \overline{\chi_n(h_n)} e\left( \frac{q}{h} F(h) \right) \cdot \sum_{\chi \in \mathbb{Z}_n} \varpi(\chi) \prod_{1 \leq u \leq n} \chi_u(x_u) \Lambda^*(x_u) \cdot e(\tau F(x)) .
\]

Let \( i' = (i'_1, \ldots, i'_{s'}) \), \( j' = (j'_1, \ldots, j'_{m'}) \), \( k' = (k'_1, \ldots, k'_{\ell'}) \), \( k = (k_1, \ldots, k_\ell) \) and \( i = (i_1, \ldots, i_{n-s'-m'-\ell'-\ell}) \), where

\[
\{1, \ldots, n\} = \{i_1, \ldots, i_{n-s'-m'-\ell'-\ell}\} \cup \{i'_1, \ldots, i'_{s'}\} \cup \{j'_1, \ldots, j'_{m'}\} \cup \{k'_1, \ldots, k'_{\ell'}\} \cup \{k_1, \ldots, k_\ell\} .
\]

We remark that \( s', m', \ell', \ell \) and \( n - s' - m' - \ell' - \ell \) are allowed to be 0. Now we break up the summands of the inner sum \( \sum_{\chi \in \mathbb{Z}_n} \) using the identities

\[
\chi^0(x_u) \Lambda^*(x_u) = (\chi^0(x_u) \Lambda^*(x_u) - 1) + 1
\]

when \( \chi_u = \chi^0 \), and

\[
\widetilde{\chi} \chi^0(x_u) \Lambda^*(x_u) = \left( \widetilde{\chi} \chi^0(x_u) \Lambda^*(x_u) + x_u^{\beta-1} \right) - x_u^{\beta-1}
\]

when \( \chi_u = \widetilde{\chi} \chi^0 \) (If \( r \nmid q \) or the exceptional zero does not exist, then we simply ignore this second identity); we do this for each \( 1 \leq u \leq n \) and obtain

\[
\sum_{x \in \mathbb{Z}_n} \varpi(x) \prod_{1 \leq u \leq n} \chi_u(x_u) \Lambda^*(x_u) \cdot e(\tau F(x))
\]

\[
= \sum_{(i,i',j',k',k)} \sum_{x \in \mathbb{Z}_n} \varpi(x) \prod_{w \in \{i'_1, \ldots, i'_{s'}\}} \chi_w(x_v) \Lambda^*(x_v) \cdot \prod_{v \in \{j'_1, \ldots, j'_{m'}\}} \widetilde{\chi} \chi^0(x_u) \Lambda^*(x_u) \cdot \prod_{u \in \{k'_1, \ldots, k'_{\ell'}\}} \chi_u(x_u) \Lambda^*(x_u) \cdot (-1)^{\ell} x_{k_1}^{\beta-1} \cdots x_{k_\ell}^{\beta-1} e(\tau F(x)) ,
\]

where the sum \( \sum_{(i,i',j',k',k)} \) is over all \((i_i, i', j', k', k)\) satisfying

\[
\{w : \chi_w = \chi^0\} = \{i_1, \ldots, i_{n-s'-m'-\ell'-\ell}\} \cup \{i'_1, \ldots, i'_{s'}\},
\]

\[
\{v : \chi_v \neq \chi^0, \widetilde{\chi} \chi^0\} = \{j'_1, \ldots, j'_{m'}\}
\]

and

\[
\{u : \chi_u = \widetilde{\chi} \chi^0\} = \{k'_1, \ldots, k'_{\ell'}\} \cup \{k_1, \ldots, k_\ell\},
\]

and the convention regarding \( \chi^0(x_w) \Lambda^*(x_w) \) and \( \widetilde{\chi} \chi^0(x_u) \Lambda^*(x_u) \) described in the sentence following (3.11) is being used. By substituting (3.16) into (3.14) and changing the order of
where the sum \( \sum_{i,i',j',k',k} \) is over all \((i, i', j', k', k)\) satisfying (3.15). Let us set \( j = (i', j', k') \). Then for fixed \( h \in \mathbb{U}_q^n, x \in \mathbb{N}^n \) and \((i, k)\), it follows that

\[
\sum_{(i,j',k',k)} \sum_{\chi_{j_1, \ldots, j_{m'}} \neq \chi_{\overline{0}}, \overline{\chi}_{\overline{0}}} \sum_{h \in \mathbb{U}_q^m} \prod_{u \in \{k_1' \ldots k_{r'}\}} \overline{\chi}_0^0(h_u) \cdot \prod_{v \in \{j_1' \ldots j_{r'}\}} \chi_v(x_v) \Lambda^*(x_v) \cdot \prod_{u \in \{k_1' \ldots k_{r'}\}} \overline{\chi}_0^0(h_u) \overline{\chi}_0^0(x_u) \Lambda^*(x_u) = \sum_{(i,j',k',k)} \prod_{v \in \{j_1' \ldots j_{r'}\}} \chi_v(x_v) \Lambda^*(x_v) \cdot \prod_{u \in \{k_1' \ldots k_{r'}\}} \overline{\chi}_0^0(h_u) \chi_v(x_v) \Lambda^*(x_v) \cdot \prod_{u \in \{k_1' \ldots k_{r'}\}} \overline{\chi}_0^0(h_u) \overline{\chi}_0^0(x_u) \Lambda^*(x_u) = \sum_j \sum_{\chi_{j_1, \ldots, j_{m'}}(\text{mod } q) = j_{j_1, \ldots, j_{m'}}} \prod_{v \in \{j_1' \ldots j_{r'}\}} \overline{\chi}(h_v) \chi_v(x_v) \Lambda^*(x_v),
\]
where the sum \( \sum_j \) is over all \( j \) satisfying (3.9). Therefore, we obtain

\[
S^*(\alpha) = \sum_{(i,j,k)} \sum_{\chi_{j_1, \ldots, j_{m'}}(\text{mod } q)} \sum_{h \in \mathbb{U}_q^m} \prod_{u \in \{k_1, \ldots, k_l\}} \overline{\chi}_0^0(h_u) \cdot \prod_{v \in \{j_1, \ldots, j_{m'}\}} \chi_v(x_v) \Lambda^*(x_v) \cdot (-1)^{\ell} \prod_{v \in \{j_1, \ldots, j_{m'}\}} x_{k_1}^{\overline{3}-1} \cdots x_{k_l}^{\overline{3}-1} e(\tau F(x)) = \sum_{x \in \mathbb{N}^n} \overline{\omega}(x) \prod_{v \in \{j_1, \ldots, j_{m'}\}} \chi_v(x_v) \Lambda^*(x_v) \cdot (-1)^{\ell} \prod_{v \in \{j_1, \ldots, j_{m'}\}} x_{k_1}^{\overline{3}-1} \cdots x_{k_l}^{\overline{3}-1} e(\tau F(x))
\]
where the sum \( \sum_{(j,k)} \) is over all \((j, k)\) satisfying \((m, \ell) \neq (0, 0)\) and (3.9). We also switched the notation from \( \chi_{j_{m'}^m} \) to \( \chi_m \) to get the second equality. Each summand of the sum \( \sum_{(j,k)} \)
in (3.18) can also be expressed as
\[
\frac{(-1)^\ell}{\phi(q)^m} \sum_{h \in \mathbb{U}_q^n} \overline{\chi^0}(h_{k_1}) \cdots \overline{\chi^0}(h_{k_t}) e\left(\frac{a}{q} F(h)\right) \\
\sum_{x_j \in \mathbb{N}} \prod_{1 \leq v \leq m} \Lambda^*(x_{j_v}) \sum_{\chi_v \bmod q} \overline{\chi}(h_{j_v}) \chi_v(x_{j_v}) \sum_{x_u \in \mathbb{N}} \varpi(x) x_{k_1}^{\beta_1-1} \cdots x_{k_t}^{\beta_t-1} e(\tau F(x)).
\]
where we used the orthogonality relation of the Dirichlet characters to obtain the latter expression. Next we apply the following estimate which can be deduced from the mean value theorem along with (2.2).

**Lemma 3.3.** For each \(x_1, \ldots, x_m \in \mathbb{N}\), we have
\[
\sum_{x_u \in \mathbb{N}} \varpi(x) x_{k_1}^{\beta_1-1} \cdots x_{k_t}^{\beta_t-1} e(\tau F(x)) \quad \leq \quad \int_0^\infty \cdots \int_0^\infty \varpi(x) x_{k_1}^{\beta_1-1} \cdots x_{k_t}^{\beta_t-1} e(\tau F(x)) dx_{i_1} \cdots dx_{i_m} + O(X^{n-m+\theta_0+\lambda-1}),
\]
where the implicit constant is independent of \(x_1, \ldots, x_m\).

**Proof.** We deal with one variable at a time. By the mean value theorem, it follows that
\[
\sum_{x_{k_1} \in \mathbb{N}} \varpi(x) x_{k_1}^{\beta_1-1} e(\tau F(x))
\]
\[
= \sum_{t \in \mathbb{N}} \int_t^{t+1} \varpi(x) x_{k_1}^{\beta_1-1} e(\tau F(x)) dx_{k_1} + O\left(\sup_{x_{k_1} \in [t, t+1]} \left| \frac{\partial}{\partial x_{k_1}} \left( \varpi(x) x_{k_1}^{\beta_1-1} e(\tau F(x)) \right) \right| \right)
\]
\[
= \int_0^\infty \varpi(x) x_{k_1}^{\beta_1-1} e(\tau F(x)) dx_{k_1} + O\left( X \sup_{x_{k_1} \in [1, X]} \left| \frac{\partial}{\partial x_{k_1}} \left( \varpi(x) x_{k_1}^{\beta_1-1} e(\tau F(x)) \right) \right| \right).
\]
By (2.2) and the assumption \(|\tau| < X^{\theta_0+\lambda-d}\), we have
\[
\sup_{x_{k_1} \in [1, X]} \left| \frac{\partial}{\partial x_{k_1}} \left( \varpi(x) x_{k_1}^{\beta_1-1} e(\tau F(x)) \right) \right| \ll |\tau| X^{d-1} \ll |X^{\theta_0+\lambda-1}|.
\]
Therefore, we obtain
\[
\sum_{x_u \in \mathbb{N}} \varpi(x) x_{k_1}^{\beta_1-1} \cdots x_{k_t}^{\beta_t-1} e(\tau F(x))
\]
\[
= \int_0^\infty \sum_{x_u \in \mathbb{N}} \varpi(x) x_{k_1}^{\beta_1-1} \cdots x_{k_t}^{\beta_t-1} e(\tau F(x)) dx_{k_1} + O(X^{n-m+\theta_0+\lambda-1}).
\]
The result follows by repeating this procedure for each of the remaining variables. □

We now apply Lemma 3.3 to both terms on the right hand side of (3.18); the first term becomes

\[
\frac{1}{\phi(q)^n} A(q, a; (1, \ldots, n); \varnothing; \varnothing) \sum_{x \in \mathbb{N}^n} \omega(x) e(\tau F(x))
\]

\[
= \frac{1}{\phi(q)^n} A(q, a; (1, \ldots, n); \varnothing; \varnothing) W(\tau; (1, \ldots, n); \varnothing; \varnothing) + O(X^{n+\vartheta_0+\lambda-1}),
\]

and each summand of the sum \(\sum_{(j,k)}\) (see the expression above Lemma 3.3) becomes

\[
\frac{(-1)^\ell}{\phi(q)^n} \sum_{x_1, \ldots, x_m \equiv (j_1, \chi_1), \ldots, (j_m, \chi_m) \pmod{q}} A(q, a; i; (j_1, \chi_1), \ldots, (j_m, \chi_m); k) \cdot \\
\sum_{x \in \mathbb{N}^n} \omega(x) \chi_1(x_{j_1}) \Lambda^*(x_{j_1}) \cdots \chi_m(x_{j_m}) \Lambda^*(x_{j_m}) x_{k_1} \cdots x_{k_\ell} e(\tau F(x))
\]

\[
= \frac{(-1)^\ell}{\phi(q)^n} \sum_{x_1, \ldots, x_m \equiv (j_1, \chi_1), \ldots, (j_m, \chi_m) \pmod{q}} A(q, a; i; (j_1, \chi_1), \ldots, (j_m, \chi_m); k) \cdot W(\tau; i; (j_1, \chi_1), \ldots, (j_m, \chi_m); k)
\]

\[
+ O \left( \frac{X^{n-m+\vartheta_0+\lambda-1}}{\phi(q)^{n-m}} \sum_{h \in U_q} \prod_{1 \leq v \leq m} \sum_{1 \leq x_{j_v} \leq X \atop x_{j_v} \equiv h_{j_v} \pmod{q}} \Lambda^*(x_{j_v}) \right).
\]

Therefore, we see that we have obtained the result apart form the error term. For each \((j, k)\), we have by the prime number theorem that

\[
\frac{X^{n-m+\vartheta_0+\lambda-1}}{\phi(q)^{n-m}} \sum_{h \in U_q} \prod_{1 \leq v \leq m} \sum_{1 \leq x_{j_v} \leq X \atop x_{j_v} \equiv h_{j_v} \pmod{q}} \Lambda^*(x_{j_v})
\]

\[
= X^{n-m+\vartheta_0+\lambda-1} \prod_{1 \leq v \leq m} \sum_{h_{j_v} \in U_q} \sum_{1 \leq x_{j_v} \leq X \atop x_{j_v} \equiv h_{j_v} \pmod{q}} \Lambda^*(x_{j_v})
\]

\[
\leq X^{n-m+\vartheta_0+\lambda-1} \left( \sum_{1 \leq x \leq X} \Lambda(x) \right)
\]

\[
\ll X^{n+\vartheta_0+\lambda-1}.
\]

From this bound it follows that the error term is as in the statement of the lemma. □
It follows from Lemma 3.2 that

\begin{equation}
\int_{\mathbb{R}^+} S^*(\alpha) \, d\alpha
= \sum_{1 \leq q \leq X^{0_0}} \sum_{1 \leq a \leq q \atop \gcd(a,q)=1} \frac{1}{\varphi(q)^n} A(q,a; (1, \ldots, n); \varnothing; \varnothing) \cdot \int_{|\tau| < X^{0_0+\lambda-d}} W(\tau; (1, \ldots, n); \varnothing; \varnothing) \, d\tau
\end{equation}

\begin{align*}
&+ \sum_{(j, \varnothing)} \sum_{1 \leq q \leq X^{0_0}} \sum_{1 \leq a \leq q \atop \gcd(a,q)=1} \frac{1}{\varphi(q)^n} \int_{|\tau| < X^{0_0+\lambda-d}} S_{j,\varnothing} \left( \frac{a}{q} + \tau \right) \, d\tau \\
&+ \sum_{(j,k) \neq (\varnothing)} \sum_{1 \leq q \leq X^{0_0}} \sum_{1 \leq a \leq q \atop \gcd(a,q)=1} \frac{(-1)^{\ell}}{\varphi(q)^n} \int_{|\tau| < X^{0_0+\lambda-d}} S_{j,k} \left( \frac{a}{q} + \tau \right) \, d\tau \\
&+ O(X^{n-d+4\theta_0+2\lambda-1}),
\end{align*}

where the sum \( \sum_{(j,k)} \) is as in the statement of Lemma 3.2 (If the exceptional zero does not exist, then the sum \( \sum_{k \neq \varnothing} \) is an empty sum.). We prove that the first term on the right hand side of (3.19) contributes the main term, while the remaining terms are error terms. We consider the contribution from each \((j,k)\) separately, where we deal with the case \( k = \varnothing \) in Section 3.1 and the case \( k \neq \varnothing \) in Section 3.2. Finally, Proposition 3.1 is established in Section 3.3.

3.1. Case \( k = \varnothing \). Since \((m, \ell) \neq (0,0)\), we necessarily have \( m > 0 \). Without loss of generality let \( j = (1, \ldots, m) \). In this case, we have

\begin{equation}
\left| \sum_{1 \leq q \leq X^{0_0}} \sum_{1 \leq a \leq q \atop \gcd(a,q)=1} \frac{1}{\varphi(q)^n} \int_{|\tau| < X^{0_0+\lambda-d}} S_{j,\varnothing} \left( \frac{a}{q} + \tau \right) \, d\tau \right|
= \left| \sum_{1 \leq q \leq X^{0_0}} \sum_{1 \leq a \leq q \atop (a \equiv x_0 \pmod{q}, \gcd(a,q)=1)} \frac{1}{\varphi(q)^n} A(q,a; (1, \chi^0_1, \ldots, \chi^0_m); \varnothing) \cdot \int_{|\tau| < X^{0_0+\lambda-d}} W(\tau; (1, \chi^0_1, \ldots, \chi^0_m); \varnothing) \, d\tau \right|
\end{equation}

Let us denote \( \chi^0_v = \chi^0 + \delta \), where \( \chi^0 \) is the primitive character modulo \( r_v \) which induces \( \chi^0_v \), and \( \chi^0 \) is the principal character modulo \( q \). We also denote

\begin{equation}
R = \text{lcm}(r_1, \ldots, r_m).
\end{equation}

We let

\( \delta_{\text{min}} = \min_{1 \leq u \leq n} (x_{0,u} - \delta) \).

Let \( p \in [(x_{0,u} - \delta)X, (x_{0,u} + \delta)X] \) be a prime. Since \( q \leq X^{0_0} < \delta_{\text{min}}X \), we have \( \gcd(p,q) = 1 \) and it follows that \( \chi^0_v(p)\chi^0(p) = \chi^0_v(p) \). Consequently, we obtain

\( W(\tau; (1, \chi^0_1, \ldots, \chi^0_m); \varnothing) = W(\tau; (1, \chi^0_1, \ldots, \chi^0_m); \varnothing) \)

\begin{align*}
&= W(\tau; (1, \chi^0_1, \ldots, \chi^0_m); \varnothing) \\
&= W(\tau; (1, \chi^0_1, \ldots, \chi^0_m); \varnothing).
\end{align*}
Recall the definition of $\kappa$ given in \cite{25}. Since $q/\phi(q) \ll \varepsilon q^\varepsilon$ for any $\varepsilon > 0$, it follows from Lemma 2.4 that

\begin{equation}
\sum_{1 \leq q \leq X_0 \atop R \mid q} \sum_{1 \leq a \leq q \atop \gcd(a, q) = 1} \frac{1}{\phi(q)^n} A(q, a; i; (1, \chi_1 \chi^0), \ldots, (m, \chi_m \chi^0); \emptyset) \ll \sum_{1 \leq q \leq X_0 \atop R \mid q} \sum_{1 \leq a \leq q \atop \gcd(a, q) = 1} \frac{q^{-\operatorname{codim} V^*_{q, \emptyset}}}{} \frac{1}{\phi(q)^n} A(q, a; i; (1, \chi_1 \chi^0), \ldots, (m, \chi_m \chi^0); \emptyset) \ll \sum_{1 \leq q \leq X_0 \atop R \mid q} q^{-\operatorname{codim} V^*_{q, \emptyset} + 1 + \kappa_0} \ll R^{-\kappa}.
\end{equation}

Therefore, the term on the right hand side of \eqref{3.20} can be rewritten as

\begin{equation}
\frac{1}{\phi(q)^n} A(q, a; i; (1, \chi_1 \chi^0), \ldots, (m, \chi_m \chi^0); \emptyset) \cdot \int_{|\tau| < X_0^{\chi_0 + \lambda - d}} |\mathcal{W}(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); \emptyset)| d\tau \ll \sum_{1 \leq r_1, \ldots, r_m \leq X_0^{\chi_0 \atop (1 \leq v \leq m)}} R^{-\kappa} \sum_{\chi_v \left(\text{mod } r_v\right) \atop \leq a \leq q \atop \gcd(a, q) = 1} \frac{1}{\phi(q)^n} A(q, a; i; (1, \chi_1 \chi^0), \ldots, (m, \chi_m \chi^0); \emptyset) \ll R^{-\kappa} \sum_{1 \leq r_1, \ldots, r_m \leq X_0^{\chi_0 \atop (1 \leq v \leq m)}} R^{-\kappa} \sum_{\chi_v \left(\text{mod } r_v\right) \atop \leq a \leq q \atop \gcd(a, q) = 1} |\mathcal{W}(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); \emptyset)| d\tau.
\end{equation}

We will make use of the following explicit formula (for example, it can be deduced from \cite{27} §17 and §19): Let $1 \leq q \leq Y$ and $2 \leq T' \leq Y^{1/2}$. For any primitive character $\chi$ modulo $q$, we have

\begin{equation}
\sum_{y \leq Y} \Lambda^*(y) \chi(y) = \delta_{\chi = \chi^0} Y - \sum_{\rho \in B_{T'}} \frac{Y^\rho}{\rho} + \mathfrak{R}(Y),
\end{equation}

where $\delta_{\chi = \chi^0} = 1$ if $\chi = \chi^0$ and 0 otherwise, and

\begin{equation}
|\mathfrak{R}(Y)| \ll E(Y) = \frac{Y (\log Y)^2}{T'}.
\end{equation}

Here the sum $\sum_{\rho \in B_{T'}}$ is over all the zeros, with multiplicity, of $L(s, \chi)$ in $B_{T'}$. We will be using \eqref{3.24} with $T' = T$ and $X \ll Y \ll X$.

With these notation (also recall the notation introduced in the paragraph preceding Lemma 2.3) we obtain the following lemma, which is essentially \cite{25} Lemma 8.2; the result is obtained by replacing $\vartheta_0$ in the proof of \cite{25} Lemma 8.2 with $\vartheta_0 + \lambda$. Note we do not assume that $k = \emptyset$ for this lemma, and recall the notation introduced in the paragraph following \eqref{2.2}.

**Lemma 3.4.** Without loss of generality let $j = (1, \ldots, m)$ and $k = (m + 1, \ldots, m + \ell)$, where $m > 0$ and $\ell \geq 0$. Suppose $\chi_v$ is a primitive character modulo $r_v$ ($1 \leq v \leq m$). Let
where

\[ \tilde{E} = \sum_{\epsilon \in \{0,1\}^{m}\setminus\{0\}} X^n X^{(\theta_0 + \lambda - 1)\epsilon_1 + \cdots + \epsilon_m} E(X)^{\epsilon_1 + \cdots + \epsilon_m} \prod_{\epsilon_j = 0}^{} \sum_{\rho_j}^{'} \left( \delta_{\min} X \right)^{\beta_j - 1} \]

and Re \( \rho_j = \beta_j \).

Recall the definition of \( \varpi \) given in (3.3). We substitute (3.26) into (3.23), and apply Proposition 2.5 to the first of the resulting terms in the following manner.

\[
\begin{align*}
(3.27) \int_{|\tau| < X^{\theta_0 + \lambda - d}} \left| \int_{\tau_0}^{\infty} \cdots \int_{\tau_0}^{\infty} \prod_{v=1}^{m} \sum_{\rho_v}^{'} x_{\tau_v - 1} \cdot \varpi(x) e(\tau F(x)) \, dx \right| \, d\tau \\
= \left| X^{n-d} \int_{|\tau| < X^{\theta_0 + \lambda}} \left| \int_{\tau_0}^{\infty} \cdots \int_{\tau_0}^{\infty} \prod_{v=1}^{m} \sum_{\rho_v}^{'} (X x_{\tau_v})^{\rho_v - 1} \cdot \prod_{1 \leq u \leq n} \omega(x - x_{\tau_0}) \cdot e(\tau F(x)) \, dx \right| \, d\tau \\
\ll X^{n-d} \sum_{\rho_1, \ldots, \rho_m}^{'} \left| X^{\rho_1 - 1} \cdots X^{\rho_m - 1} \right| \cdot \\
\int_{|\tau| < X^{\theta_0 + \lambda}} \left| \int_{\tau_0}^{\infty} \cdots \int_{\tau_0}^{\infty} x_{\tau_1}^{\rho_1 - 1} \cdots x_{\tau_m}^{\rho_m - 1} \prod_{1 \leq u \leq n} \omega(x - x_{\tau_0}) \cdot e(\tau F(x)) \, dx \right| \, d\tau \\
\ll X^{n-d} (\log X) \sum_{\rho_1, \ldots, \rho_m}^{'} X^{\beta_1 - 1} \cdots X^{\beta_m - 1}.
\end{align*}
\]

Therefore, by combining (3.20), (3.23), (3.26) and (3.27), we obtain

\[
(3.28) \left| \sum_{1 \leq q \leq X^{\theta_0}} \sum_{1 \leq a \leq q}^{\gcd(a,q) = 1} \frac{1}{\phi(q)^n} \int_{|\tau| < X^{\theta_0 + \lambda - d}} S_{1, \omega} \left( \frac{a + \tau}{q} \right) \, d\tau \right| \\
\ll \sum_{1 \leq x_v (\mod \, \tau_v) \leq X^{\theta_0}} \sum_{(1 \leq v \leq m)}^{*} X^{n-d} (\log X) \sum_{\rho_1, \ldots, \rho_m}^{'} X^{\beta_1 - 1} \cdots X^{\beta_m - 1} \\
+ \sum_{1 \leq x_v (\mod \, \tau_v) \leq X^{\theta_0}}^{*} \sum_{(1 \leq v \leq m)}^{*} \int_{|\tau| < X^{\theta_0 + \lambda - d}} \tilde{E} \, d\tau.
\]

We begin by bounding the first term on the right hand side of (3.28). By the definition of \( R \) given in (3.21), we clearly have \( R^{-\kappa} \leq r_1^{-\kappa} \). Let \( D > 1 \) and \( A > 0 \). Then by Lemma 2.3
and Remark 2.2 we obtain

\begin{equation}
\sum_{1 \leq r_1, \ldots, r_m \leq X^{\alpha_0}} R^{-\kappa} \sum_{\chi \pmod{r_i}} X^{n-d} \sum_{\rho_1, \ldots, \rho_m} X^{\beta_1-1} \ldots X^{\beta_m-1}
\end{equation}

\[
\ll X^{n-d} (\log X) \left( \sum_{1 \leq r_1 \leq X^{\alpha_0}} r_1^{-\kappa} \sum_{\chi \pmod{r_1}} \sum_{\rho_1} X^{\beta_1-1} \right) \prod_{2 \leq v \leq m} \sum_{1 \leq r_v \leq X^{\alpha_0}} \sum_{\chi \pmod{r_v}} \sum_{\rho_v} X^{\beta_v-1}
\]

\[
\ll X^{n-d} (\log X) \sum_{1 \leq r_1 \leq X^{\alpha_0}} r_1^{-\kappa} \sum_{\chi \pmod{r_1}} \sum_{\rho_1} X^{\beta_1-1}
\]

\[
\ll X^{n-d} (\log X) \sum_{1 \leq r_1 \leq (\log X)^\rho} \sum_{\chi \pmod{r_1}} \sum_{\rho_1 \in B_{\gamma}} X^{\beta_1-1}
\]

\[
+ X^{n-d} (\log X)^{-D_{\kappa+1}} \sum_{1 \leq r_1 \leq X^{\alpha_0}} \sum_{\chi \pmod{r_1}} \sum_{\rho_1} X^{\beta_1-1}
\]

\[
\ll X^{n-d} (\log X)^{-A} + X^{n-d} (\log X)^{-D_{\kappa+1}}.
\]

Next we bound the second term on the right hand side of (3.28). We define

\[
R_{\epsilon} = \text{lcm}(r_{\epsilon_1}, \ldots, r_{\epsilon_{\gamma}+\ldots+\epsilon_m}),
\]

where

\[
\{\epsilon_1, \ldots, \epsilon_{\gamma}+\ldots+\epsilon_m\} = \{1 \leq i \leq m : \epsilon_i = 1\}.
\]

We have from (3.7) and (3.25) that

\[
E(X) \ll (\log X)^2 X^{1-\gamma}.
\]

Then by Lemma 2.3 it follows that

\begin{equation}
\sum_{1 \leq r_1, \ldots, r_m \leq X^{\alpha_0}} R^{-\kappa} \sum_{\chi \pmod{r_i}} X^{n-d+\varrho_0+\lambda} \sum_{\rho_1, \ldots, \rho_m} X^{\beta_1-1} \sum_{j=1}^{\delta_{\text{min}} X} \beta_j-1
\end{equation}

\[
\ll \sum_{\epsilon \in \{0,1\}^m \setminus \{0\}} X^{n-d+\varrho_0+\lambda} X^{(\varrho_0+\lambda-1)(\epsilon_1+\ldots+\epsilon_m)} E(X)^{\epsilon_1+\ldots+\epsilon_m}.
\]

\[
\ll R_{\epsilon}^{-\kappa} \prod_{\epsilon_i=1} X \sum_{\epsilon_j=0} \sum_{1 \leq r_j \leq X^{\alpha_0}} \sum_{\rho_j} \sum_{\delta_{\text{min}} X} \beta_j-1
\]

\[
\ll \sum_{\epsilon \in \{0,1\}^m \setminus \{0\}} X^{n-d+\varrho_0+\lambda} X^{(\varrho_0+\lambda-1)(\epsilon_1+\ldots+\epsilon_m)} E(X)^{\epsilon_1+\ldots+\epsilon_m} \sum_{1 \leq r \leq X^{\alpha_0}} R_{\epsilon}^{-\kappa} \prod_{\epsilon_i=1} \phi(r_i)
\]

\[
\ll (\log X)^2 \sum_{\epsilon \in \{0,1\}^m \setminus \{0\}} X^{n-d+\varrho_0+\lambda} X^{(\varrho_0+\lambda-\gamma)(\epsilon_1+\ldots+\epsilon_m)} \sum_{1 \leq r \leq X^{\alpha_0}} R_{\epsilon}^{-\kappa} \prod_{\epsilon_i=1} \phi(r_i).
\]

In order to estimate the final expression, we use the following.

**Lemma 3.5.** Let \( t \in \mathbb{R}_{>1} \) and \( h \in \mathbb{N} \). Then

\[
\sum_{1 \leq x_1 \leq B} \ldots \sum_{1 \leq x_h \leq B} \frac{\phi(x_1) \cdot \phi(x_h)}{\text{lcm}(x_1, \ldots, x_h)^t} \ll \begin{cases} B^\varepsilon & \text{if } t \geq h+1, \\ B^{h-\varepsilon+t+1} & \text{if } t < h+1. \end{cases}
\]
Proof. First we recall the following well-known estimate for the divisor function

$$\sum_{m \mid x} 1 \ll x^\varepsilon.$$ 

Suppose $t \geq h + 1$. Then since

$$\phi(x_1) \cdots \phi(x_h) \leq \frac{1}{\operatorname{lcm}(x_1, \ldots, x_h)^t},$$

it follows that

$$\sum_{1 \leq x_1 \leq B} \cdots \sum_{1 \leq x_h \leq B} \frac{\phi(x_1) \cdots \phi(x_h)}{\operatorname{lcm}(x_1, \ldots, x_h)^t} \leq \frac{\sum_{m \mid x} 1}{x} \ll \frac{B^h}{x^\varepsilon}.$$ 

On the other hand, suppose $t < h + 1$. Then since

$$\phi(x_1) \cdots \phi(x_h) \leq \frac{\phi(x_1) \cdots \phi(x_{h-[t-1]})}{\operatorname{lcm}(x_1, \ldots, x_h)^{1+(t-1)-[t-1]}} \leq \frac{x_1 \cdots x_{h-[t-1]}}{\operatorname{lcm}(x_1, \ldots, x_h)x_1^{1-[t-1]}},$$

it follows that

$$\sum_{1 \leq x_1 \leq B} \cdots \sum_{1 \leq x_h \leq B} \frac{\phi(x_1) \cdots \phi(x_h)}{\operatorname{lcm}(x_1, \ldots, x_h)^t} \leq \frac{B^{h-[t-1]-1}}{x^{[t-1]-1}} \sum_{1 \leq x_1 \leq B} \cdots \sum_{1 \leq x_h \leq B} \frac{x_1}{\operatorname{lcm}(x_1, \ldots, x_h)x_1^{[t-1]-1}} \leq B^{h-[t-1]-[t-1]} \frac{1}{\operatorname{lcm}(x_1, \ldots, x_h)} \sum_{1 \leq x_1 \leq B} \cdots \sum_{1 \leq x_h \leq B} \frac{1}{\operatorname{lcm}(x_1, \ldots, x_h)} \leq B^{h-[t-1]} \sum_{1 \leq x \leq B^h} \frac{\# \{(x_1, \ldots, x_h) \in \mathbb{N}^h : \operatorname{lcm}(x_1, \ldots, x_h) = x\}}{x} \leq B^{h-t+1} \frac{\left(\sum_{m \mid x} 1\right)^h}{x} \ll B^{h-t+1+\varepsilon}.$$
We now estimate the summands in (3.30). Suppose $\kappa \geq 1 + \epsilon_1 + \cdots + \epsilon_m$. In this case, by Lemma 3.5 we have

$$
X^{n-d + \vartheta_0 + \lambda} X^{(\vartheta_0 + \lambda - \gamma)(\epsilon_1 + \cdots + \epsilon_m)} \sum_{1 \leq r_i \leq X^{\theta_0}} R_{\epsilon_i}^{-\kappa} \prod_{\epsilon_i = 1} \phi(r_i)
$$

(3.31)

$$
\ll X^{n-d + \vartheta_0 + \lambda + (\vartheta_0 + \lambda - \gamma)(\epsilon_1 + \cdots + \epsilon_m) + \epsilon}
$$

$$
\ll X^{n-d - \epsilon},
$$

because $\gamma > 2\vartheta_0 + 2\lambda$. On the other hand, suppose $\kappa < 1 + \epsilon_1 + \cdots + \epsilon_m$. In this case, by Lemma 3.5 we have

$$
X^{n-d + \vartheta_0 + \lambda} X^{(\vartheta_0 + \lambda - \gamma)(\epsilon_1 + \cdots + \epsilon_m)} \sum_{1 \leq r_i \leq X^{\theta_0}} R_{\epsilon_i}^{-\kappa} \prod_{\epsilon_i = 1} \phi(r_i)
$$

(3.32)

$$
\ll X^{n-d + \vartheta_0 + \lambda + (2\vartheta_0 + \lambda - \gamma)(\epsilon_1 + \cdots + \epsilon_m) - (\kappa - 1)\vartheta_0 + \epsilon}
$$

$$
\ll X^{n-d + \vartheta_0 + \lambda + (2\vartheta_0 + \lambda - \gamma)(\kappa - 1) - (\kappa - 1)\vartheta_0 + \epsilon}
$$

$$
\ll X^{n-d + \vartheta_0 + \lambda + (\vartheta_0 + \lambda - \gamma)(\kappa - 1) + \epsilon}
$$

$$
\ll X^{n-d - \epsilon},
$$

because $\gamma > 2\vartheta_0 + 2\lambda$ and $\kappa > 2$. Therefore, by combining (3.28), (3.29), (3.30), (3.31) and (3.32), we obtain

$$
\left| \sum_{1 \leq q \leq X^{\vartheta_0}} \sum_{1 \leq a \leq q \atop \gcd(a,q) = 1} \frac{1}{\phi(q)^n} \int_{|\tau| < X^{\theta_0 + \lambda - d}} S_{j,\varnothing} \left( \frac{a}{q} + \tau \right) d\tau \right| \ll X^{n-d} (\log X)^{-C}
$$

(3.33)

for any $C > 0$.

3.2. Case $k \neq \emptyset$. In this case, we only need to consider $q$ divisible by $\bar{r}$. Without loss of generality let $j = (1, \ldots, m)$ and $k = (m + 1, \ldots, m + \ell)$. First we suppose $m = 0$. By the same calculations as in (3.22), we have

$$
\sum_{1 \leq q \leq X^{\vartheta_0} \atop \bar{r}|q} \sum_{1 \leq a \leq q \atop \gcd(a,q) = 1} \frac{1}{\phi(q)^n} |A(q, a; \emptyset; (1, \ldots, \ell))| \ll \bar{r}^{-\kappa}.
$$
Therefore, by Proposition 2.3, we obtain

\begin{equation}
\left| \sum_{1 \leq q < X^{\delta_0}} \sum_{\substack{1 \leq a \leq q \atop \gcd(a, q) = 1}} \frac{(-1)^\ell}{\phi(q)^n} \int_{|\tau| < X^{\delta_0 + \lambda - d}} S_{\varphi, k} \left( \frac{a}{q} + \tau \right) d\tau \right|
\end{equation}

\begin{align*}
&\leq \sum_{1 \leq q < X^{\delta_0}} \sum_{\substack{1 \leq a \leq q \atop \gcd(a, q) = 1}} \frac{(-1)^\ell}{\phi(q)^n} |A(q, a; \varnothing; (1, \ldots, \ell))| \\
&\times \int_{|\tau| < X^{\delta_0 + \lambda - d}} \left| \int_0^\infty \cdots \int_0^\infty x_1^\gamma \cdots x_\ell^\gamma \omega(x) e(\tau F(x)) \right| d\tau \\
&\ll \tilde{r}^{-\kappa} X^{n-d+\ell(\tilde{\beta}-1)} \int_{|\tau| < X^{\delta_0 + \lambda}} \left| \int_0^\infty \cdots \int_0^\infty x_1^\gamma \cdots x_\ell^\gamma \right| d\tau \\
&\ll \tilde{r}^{-\kappa} X^{n-d+\ell(\tilde{\beta}-1)} (\log X) \\
&\ll X^{n-d}(\log X)^{-A}
\end{align*}

for any $A > 0$, where the final inequality follows from Remark 2.2.

3.2.1. Case $\ell > 0$ and $m > 0$. In this case, we have

\begin{equation}
\left| \sum_{1 \leq q < X^{\delta_0}} \sum_{\substack{1 \leq a \leq q \atop \gcd(a, q) = 1}} \frac{(-1)^\ell}{\phi(q)^n} \int_{|\tau| < X^{\delta_0 + \lambda - d}} S_{j, k} \left( \frac{a}{q} + \tau \right) d\tau \right|
\end{equation}

\begin{align*}
&= \sum_{1 \leq q < X^{\delta_0}} \sum_{\substack{1 \leq a \leq q \atop (\mod q) \chi \equiv \chi_1, \ldots, \chi_m \mod q \atop \gcd(a, q) = 1}} \sum_{\substack{1 \leq a \leq q \atop \gcd(a, q) = 1}} \frac{(-1)^\ell}{\phi(q)^n} A(q, a; i; (1, \chi_1), \ldots, (m, \chi_m); k) \\
&\times \int_{|\tau| < X^{\delta_0 + \lambda - d}} W(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); k) d\tau.
\end{align*}

As in Section 3.1, let us denote $\chi'_v = \chi_v \chi^0$, where $\chi_v$ is the primitive character modulo $r_v$ which induces $\chi'_v$, and $\chi^0$ is the principal character modulo $q$. We also denote

$$R = \text{lcm}(r_1, \ldots, r_m).$$

We let

$$\delta_{\text{min}} = \min_{1 \leq u \leq n} (x_{0,u} - \delta).$$

Let $p \in [(x_{0,u} - \delta)X, (x_{0,u} + \delta)X]$ be a prime. Since $q \leq X^{\delta_0} < \delta_{\text{min}} X$, we have $\gcd(p, q) = 1$ and it follows that $\chi_v(p) \chi^0(p) = \chi_v(p)$. Consequently, we obtain

$$W(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); k) = W(\tau; i; (1, 1), \ldots, (m, \chi_m); k).$$

By the same calculations as in (3.22), we have

$$\sum_{1 \leq q < X^{\delta_0}} \sum_{\substack{1 \leq a \leq q \atop \gcd(a, q) = 1}} \frac{1}{\phi(q)^n} |A(q, a; i; (1, \chi_1 \chi^0), \ldots, (m, \chi_m \chi^0); k)| \ll R^{-\kappa}.$$
Therefore, the term on the right hand side of (3.35) can be rewritten as

\[
\sum_{1 \leq r_1, \ldots, r_m \leq X^{\alpha_0}} \sum_{\chi_v \pmod{r_v}} \sum_{1 \leq a \leq q_0} \sum_{\text{gcd}(a, q) = 1} \frac{(-1)^d}{\phi(q)^n} A(q, a; (1, \chi_1), \ldots, (m, \chi_m); k) \cdot \\
\int_{|\tau| < X^{\alpha_0 + \lambda - d}} |W(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); k)\rangle d\tau
\]

We substitute (3.26) into (3.36), and apply Proposition 2.5 to the first of the resulting terms in the following manner

\[
\int_{|\tau| < X^{\alpha_0 + \lambda - d}} |W(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); k)\rangle d\tau
\leq \sum_{1 \leq r_1, \ldots, r_m \leq X^{\alpha_0}} R^{-\kappa} \sum_{\chi_v \pmod{r_v}} \int_{|\tau| < X^{\alpha_0 + \lambda - d}} |W(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); k)\rangle d\tau.
\]

We substitute (3.26) into (3.36), and apply Proposition 2.5 to the first of the resulting terms in the following manner

\[
\sum_{1 \leq r_1, \ldots, r_m \leq X^{\alpha_0}} \sum_{\chi_v \pmod{r_v}} \sum_{1 \leq a \leq q_0} \sum_{\text{gcd}(a, q) = 1} \frac{(-1)^d}{\phi(q)^n} A(q, a; (1, \chi_1), \ldots, (m, \chi_m); k) \cdot \\
\int_{|\tau| < X^{\alpha_0 + \lambda - d}} |W(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); k)\rangle d\tau
\]

We substitute (3.26) into (3.36), and apply Proposition 2.5 to the first of the resulting terms in the following manner

\[
\sum_{1 \leq r_1, \ldots, r_m \leq X^{\alpha_0}} \sum_{\chi_v \pmod{r_v}} \sum_{1 \leq a \leq q_0} \sum_{\text{gcd}(a, q) = 1} \frac{(-1)^d}{\phi(q)^n} A(q, a; (1, \chi_1), \ldots, (m, \chi_m); k) \cdot \\
\int_{|\tau| < X^{\alpha_0 + \lambda - d}} |W(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); k)\rangle d\tau
\]

We substitute (3.26) into (3.36), and apply Proposition 2.5 to the first of the resulting terms in the following manner

\[
\sum_{1 \leq r_1, \ldots, r_m \leq X^{\alpha_0}} \sum_{\chi_v \pmod{r_v}} \sum_{1 \leq a \leq q_0} \sum_{\text{gcd}(a, q) = 1} \frac{(-1)^d}{\phi(q)^n} A(q, a; (1, \chi_1), \ldots, (m, \chi_m); k) \cdot \\
\int_{|\tau| < X^{\alpha_0 + \lambda - d}} |W(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); k)\rangle d\tau
\]

We substitute (3.26) into (3.36), and apply Proposition 2.5 to the first of the resulting terms in the following manner

\[
\sum_{1 \leq r_1, \ldots, r_m \leq X^{\alpha_0}} \sum_{\chi_v \pmod{r_v}} \sum_{1 \leq a \leq q_0} \sum_{\text{gcd}(a, q) = 1} \frac{(-1)^d}{\phi(q)^n} A(q, a; (1, \chi_1), \ldots, (m, \chi_m); k) \cdot \\
\int_{|\tau| < X^{\alpha_0 + \lambda - d}} |W(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); k)\rangle d\tau
\]

We substitute (3.26) into (3.36), and apply Proposition 2.5 to the first of the resulting terms in the following manner

\[
\sum_{1 \leq r_1, \ldots, r_m \leq X^{\alpha_0}} \sum_{\chi_v \pmod{r_v}} \sum_{1 \leq a \leq q_0} \sum_{\text{gcd}(a, q) = 1} \frac{(-1)^d}{\phi(q)^n} A(q, a; (1, \chi_1), \ldots, (m, \chi_m); k) \cdot \\
\int_{|\tau| < X^{\alpha_0 + \lambda - d}} |W(\tau; i; (1, \chi_1), \ldots, (m, \chi_m); k)\rangle d\tau
\]
for any $C > 0$.

3.3. **Proof of Proposition 3.1** We combine \((3.1)\) and \((3.19)\) with the estimates from Sections \(3.1\) and \(3.2\), namely \((3.33)\), \((3.34)\) and \((3.39)\). As a result, we obtain

\[(3.40)\]

\[
\int_{\mathbb{R}^+} S(\alpha) \, d\alpha = \int_{\mathbb{R}^+} S^*(\alpha) \, d\alpha + O\left(X^{n-d+3\theta_0+\lambda-\frac{1}{2}}\right)
\]

\[
= \sum_{1 \leq q \leq X^{\theta_0}} \sum_{1 \leq a \leq q} \frac{1}{\phi(q)^n} A(q, a; (1, \ldots, n); \emptyset; \emptyset) \cdot \int_{|\tau| < X^{\theta_0+\lambda-d}} \mathcal{W}(\tau; (1, \ldots, n); \emptyset; \emptyset) \, d\tau
\]

\[
+ O\left(X^{n-d+4\theta_0+2\lambda-1} + X^{n-d+3\theta_0+\lambda-\frac{1}{2}} + \frac{X^{n-d}}{(\log X)^A}\right)
\]

for any $A > 0$. We now estimate the singular series and the singular integral by standard arguments; we keep the details to a minimum. We begin with the singular series (see for example [5, Section 7] for more details). Since $\text{codim} \, V_F^* > 4(2d-1)4^d$, by invoking\(^1\) Lemma

---

\(^1\)We may invoke [5, Lemma 10] instead, but since the proof contains a minor oversight and Lemma 2.4 suffices for our purpose, we take this approach. In the final paragraph in the proof of [5, Lemma 10], they make the following statement under the assumptions that $t \in \mathbb{Z}_{>d}$ and $a_1, \ldots, a_r \in U_q$: Set $P = p^{t-1}$ and $q_1 = p^{t-d}$. Then, for each $i = 1, \ldots, r$,

\[2|q' a_i - a'_i q_1| \leq P^{-(d-1)+(d-1)r\theta}\]

and

\[1 \leq q' \leq P^{(d-1)r\theta}\]

cannot be satisfied if $\theta < 1/(d-1)r$.

However, this statement can be seen to be not true by the following counterexample. Let $d \geq 2$, $r = 1$ and $t = d-1$. Then we can choose

\[q' = q_1 = p^{t-d} = p^{(t-1)(d-1)} \leq P^{(d-1)\theta} \quad \text{and} \quad a'_1 = a_1,
\]

which yields $q' a_1 - a'_i q_1 = 0$. 

---
it follows that there exists $\xi_1 > 0$ such that
\[
\sum_{1 \leq q \leq X^{\theta_0}} \sum_{1 \leq a \leq q \atop \gcd(a, q) = 1} \frac{1}{\phi(q)^n} A(q, a; (1, \ldots, n); \emptyset; \emptyset)
= \sum_{1 \leq q \leq X^{\theta_0}} \sum_{1 \leq a \leq q \atop \gcd(a, q) = 1} \frac{1}{\phi(q)^n} \sum_{h \in U_q^n} e\left(\frac{a}{q} F(h)\right)
= c_1(F) + O \left( \sum_{q > X^{\theta_0}} \sum_{1 \leq a \leq q \atop \gcd(a, q) = 1} \frac{1}{\phi(q)^n} q^{-\frac{\operatorname{codim} V_F^*}{2(2d-1)d^\alpha} + \varepsilon} \right)
= c_1(F) + O \left( \sum_{q > X^{\theta_0}} q^{-\frac{\operatorname{codim} V_F^*}{2(2d-1)d^\alpha} + \varepsilon} \right)
= c_1(F) + O(X^{-\xi_1}),
\]
where $c_1(F) \geq 0$ is a constant depending only on $F$.

Next we deal with the singular integral (see for example [3] Section 5 or [21, §2] for more details). The same argument to establish [3, (5.5)] yields
\[
\int_0^\infty \cdots \int_0^\infty \prod_{1 \leq u \leq n} \omega(x_u - x_{0,u}) \cdot e(\tau F(x)) \, dx \ll \min \left(1, |\tau|^{-\frac{\operatorname{codim} V_F^*}{(d-1)2d^\alpha} + \varepsilon} \right).
\]
Therefore, since $\operatorname{codim} V_F^* > (d-1)2^{d-1} + 1$, it follows that there exists $\xi_2 > 0$ such that
\[
\int_{|\tau| < X^{\theta_0 + \lambda - \varepsilon}} \mathcal{W}(\tau; (1, \ldots, n); \emptyset; \emptyset) \, d\tau
= X^{n-d} \int_{|\tau| < X^{\theta_0 + \lambda}} \int_0^\infty \cdots \int_0^\infty \prod_{1 \leq u \leq n} \omega(x_u - x_{0,u}) \cdot e(\tau F(x)) \, dx \, d\tau
= c_2(F; \omega, x_0) X^{n-d} + O \left( X^{n-d} \int_{|\tau| \geq X^{\theta_0 + \lambda}} \min \left(1, |\tau|^{-\frac{\operatorname{codim} V_F^*}{(d-1)2d^\alpha} + \varepsilon} \right) \, d\tau \right)
= c_2(F; \omega, x_0) X^{n-d} + O(X^{n-d-\xi_2}),
\]
where $c_2(F; \omega, x_0) \geq 0$ is a constant depending only on $F$, $\omega$ and $x_0$. The constant $c_1(F)c_2(F; \omega, x_0)$ is a product of local densities; in fact, $c_1(F)c_2(F; \omega, x_0) > 0$ provided $F$ satisfies the local conditions (\#) and $\varpi$ is as in this section. Therefore, by combining these estimates with [3,40], we obtain Proposition 3.1 with $c(F; \omega, x_0) = c_1(F)c_2(F; \omega, x_0)$.

4. Preliminaries for the minor arcs analysis

We collect some definitions and results from [23], which we will need in the next section. Let $F \in \mathbb{Z}[x_1, \ldots, x_n]$ be a homogeneous form. Given partitions of variables $x = (z, w)$ and $z = (s, t)$, let us denote
\[
F_z(z) = F(z, 0) = F(x)|_{w=0}
\]
and
\[
\mathcal{G}(s, t) = F_z(s, t) - F_z(s, 0) - F_z(0, t).
\]
It is clear that \( G(s, 0) \) and \( G(0, t) \) are the zero polynomials. With these notation we consider two cases based on the structure of \( F \).

**Definition 4.1.** We define a structural dichotomy of \( F \) with respect to \( C_0 > 0 \) as follows:

(I) There exist partitions of variables \( x = (z, w) \) and \( z = (s, t) \) such that \( \text{codim } V^*_G > C_0 \).

(II) Given any partitions \( x = (z, w) \) and \( z = (s, t) \), we have \( \text{codim } V^*_G \leq C_0 \).

Let us set
\[
C_0 = 4(d - 1)2^d + 1.
\]

The situation when \( F \) satisfies (I) is easier to handle, and this is dealt with in Section 6. We deal with the more challenging case when \( F \) satisfies (II) in Section 5. The following result \([25, Lemma 4.3]\) played a crucial role in the author’s previous work \([25]\).

**Lemma 4.2.** Let \( F \in \mathbb{Z}[x_1, \ldots, x_n] \) be a homogeneous form of degree \( d \geq 2 \) satisfying (II) of Definition 4.1. Suppose we have a partition of the \( x \) variables into \( H \) sets \( x = (y_0, \ldots, y_{H-1}) \). For each \( 0 \leq i \leq H - 1 \), let us denote
\[
F_i(y_i) = F(x)|_{y_i=0 (i \neq i)}.
\]

Then there exists \( j_0 \in \{0, 1, \ldots, H - 1\} \) satisfying
\[
\text{codim } V^*_{F_{j_0}} \geq \frac{\text{codim } V^*_{F} - (H - 1)C_0}{H}.
\]

Let \( G(u; v) \) be a polynomial in variables \( u = (u_1, \ldots, u_h) \) and \( v = (v_1, \ldots, v_h) \), and say it is bihomogeneous of bidegree \((d_1, d_2)\) if
\[
G(au; bv) = a^{d_1}b^{d_2}G(u; v)
\]
for all \( a, b \in \mathbb{C} \). We define the following affine variety
\[
V^*_{G, 2} = \left\{(u, v) \in \mathbb{A}^{2h}_\mathbb{C} : \frac{\partial G}{\partial v_i}(u; v) = 0 \ (1 \leq i \leq h)\right\}.
\]

We take the partial derivatives with respect to the second set of variables (in the notation of \( G \)) for \( V^*_{G, 2} \). The following was the key estimate in establishing the main result in \([23]\); we present a different proof which improves \([23, Theorem 5.1]\) by almost a factor of 2 under the additional assumption that \( F \) satisfies (II) of Definition 4.1.

**Proposition 4.3.** Let \( F \in \mathbb{Z}[x_1, \ldots, x_n] \) be a homogeneous form of degree \( d \geq 2 \) satisfying (II) of Definition 4.1. Let \( z = (z_1, \ldots, z_h) \) with \( h \geq 1 \). We let \( x = (z, w) \) be a partition of variables and denote
\[
\mathcal{F}(z) = F_z(z) = F(z, 0) = F(x)|_{w=0}.
\]

Let us define a bihomogeneous form
\[
G(u; v) = \mathcal{F}(u_1v_1, \ldots, u_hv_h).
\]

Then
\[
\text{codim } V^*_{G, 2} \geq \text{codim } V^*_{\mathcal{F}} - C_0.
\]

**Proof.** We begin by proving the following result.
Lemma 4.4. Let $G_j \in \mathbb{C}[v_1, \ldots, v_k]$ be a homogeneous form for each $1 \leq j \leq s$. We define

\[ L = \{(v_1, \ldots, v_k) \in \mathbb{A}^k_C : G_j(v_1, \ldots, v_k) = 0 \quad (1 \leq j \leq s)\} \]

and

\[ \tilde{L} = \{(u_1, \ldots, u_k, v_1, \ldots, v_k) \in \mathbb{A}^{2k}_C : G_j(u_1v_1, \ldots, u_kv_k) = 0 \quad (1 \leq j \leq s)\}. \]

Then

\[ \dim \tilde{L} \leq \dim L + k. \]

Proof. Let $W$ be an irreducible component of $\tilde{L}$. Suppose there exists $1 \leq i \leq k$ such that

\[ (4.5) \quad W \subseteq V(u_i) \cap V(v_i). \]

Without loss of generality let us suppose $i = 1$. Then $W$ is of the form

\[ W = \{(0, u', 0, v') \in \mathbb{A}^{2k}_C : (u', v') \in W'\}, \]

where $u' = (u_2, \ldots, u_k)$, $v' = (v_2, \ldots, v_k)$ and $W' \subseteq \mathbb{A}^{2k-2}_C$ is an irreducible affine variety. It is easy to see that

\[ W \subseteq \{(0, u', v_1, v') \in \mathbb{A}^{2k}_C : v_1 \in \mathbb{A}_C, (u', v') \in W'\} \subseteq \tilde{L}, \]

and this is a contradiction because

\[ \{(0, u', v_1, v') \in \mathbb{A}^{2k}_C : v_1 \in \mathbb{A}_C, (u', v') \in W'\} \cong \mathbb{A}_C \times W' \]

is irreducible; here $\cong$ denotes an isomorphism of affine varieties. Therefore, we obtain that $(4.5)$ does not hold for any $1 \leq i \leq k$. In particular, this means that there exists $(\eta_1, \ldots, \eta_k, \zeta_1, \ldots, \zeta_k) \in W$ such that either $\eta_i \neq 0$ or $\zeta_i \neq 0$ for each $1 \leq i \leq k$ by the following reason. Let us suppose otherwise, in which case it follows that

\[ W = \bigcup_{1 \leq i \leq k} W \cap (V(u_i) \cap V(v_i)). \]

Then

\[ W = W \cap (V(u_{i_0}) \cap V(v_{i_0})) \]

for some $1 \leq i_0 \leq k$, because $W$ is irreducible; however, this contradicts the fact that $(4.5)$ does not hold for any $1 \leq i \leq k$. Without loss of generality let us suppose $\eta_i \neq 0$ for all $1 \leq i \leq k$. Then we obtain

\[ W \cap \bigcap_{1 \leq i \leq k} V(u_i - \eta_i) \]

\[ \subseteq \{(\eta_1, \ldots, \eta_k) \times (v_1, \ldots, v_k) \in \mathbb{A}^k_C : G_j(\eta_1v_1, \ldots, \eta_kv_k) = 0 \quad (1 \leq j \leq s)\} \]

\[ \cong L, \]

and by [10] Proposition I.7.1 that

\[ \dim W - k \leq \dim \left(W \cap \bigcap_{1 \leq i \leq k} V(u_i - \eta_i)\right). \]

Therefore, we have

\[ \dim W - k \leq \dim L. \]

Since this holds for any irreducible component $W$ of $\tilde{L}$, the result follows. \qed
By the definitions of $G$ and $V_{G,2}^*$, we have

$$V_{G,2}^* = \left\{ (u, v) \in \mathbb{A}^{2h}_{\mathbb{C}} : u_i \frac{\partial \mathcal{F}}{\partial v_i}(u_1v_1, \ldots, u_kv_h) = 0 \quad (1 \leq i \leq h) \right\} = \bigcup_{I \subseteq \{1, \ldots, h\}} Z_I,$$

where

$$Z_I = \left\{ (u, v) \in \mathbb{A}^{2h}_{\mathbb{C}} : \frac{\partial \mathcal{F}}{\partial v_i}(u_1v_1, \ldots, u_kv_h) = 0 \quad (i \in I) \right\} \bigcap \bigcap_{i \notin I} V(u_i).$$

Let us fix a choice of $I$ and without loss of generality we assume $I = \{1, \ldots, k\}$, where $0 \leq k \leq h$ (we let $I = \emptyset$ if $k = 0$). Let us suppose $k \geq 1$. Then

$$Z_I \cong \left\{ (u_1, \ldots, u_k, v_1, \ldots, v_k) \in \mathbb{A}^{2k}_{\mathbb{C}} : \frac{\partial \mathcal{F}}{\partial v_i}(u_1v_1, \ldots, u_kv_h, 0) = 0 \quad (1 \leq i \leq k) \right\} \times \mathbb{A}^{h-k}_{\mathbb{C}}.$$

Let us define

$$T_k = \left\{ (v_1, \ldots, v_k) \in \mathbb{A}^k_{\mathbb{C}} : \frac{\partial \mathcal{F}}{\partial v_i}(v_1, \ldots, v_k, 0) = 0 \quad (1 \leq i \leq k) \right\}$$

and

$$T'_k = \left\{ (v_{k+1}, \ldots, v_h) \in \mathbb{A}^{h-k}_{\mathbb{C}} : \frac{\partial \mathcal{F}}{\partial v_i}(0, v_{k+1}, \ldots, v_h) = 0 \quad (k+1 \leq i \leq h) \right\}.$$ 

Then by Lemma 4.4 it follows that

$$\dim Z_I \leq \dim T_k + h.$$

The result follows on proving

$$(4.6) \quad \dim T_k \leq \dim V_{\mathcal{F}}^* + C_0.$$ 

With this estimate it follows that

$$\dim Z_I \leq \dim V_{\mathcal{F}}^* + h + C_0;$$

note the inequality is trivial when $k = 0$, because $Z_I \cong \mathbb{A}^h_{\mathbb{C}}$ in this case. Since this holds for all $I \subseteq \{1, \ldots, h\}$, we then obtain

$$\dim V_{G,2}^* \leq \dim V_{\mathcal{F}}^* + h + C_0,$$

and equivalently

$$2h - \dim V_{G,2}^* \geq h - \dim V_{\mathcal{F}}^* - C_0.$$

We now prove (4.6) and complete the proof. We assume $1 \leq k < h$ as the inequality is trivial when $k = h$. Let us consider the following partition of variables $v = (s, t)$, where $s = (v_1, \ldots, v_k)$ and $t = (v_{k+1}, \ldots, v_h)$. Let

$$\mathcal{F}_1(v_1, \ldots, v_k) = \mathcal{F}(v_1, \ldots, v_k, 0), \quad \mathcal{F}_2(v_{k+1}, \ldots, v_h) = \mathcal{F}(0, v_{k+1}, \ldots, v_h)$$

and

$$\mathcal{G}(v) = \mathcal{F}(v) - \mathcal{F}_1(v_1, \ldots, v_k) - \mathcal{F}_2(v_{k+1}, \ldots, v_h).$$

Then on recalling the definition of $\mathcal{F}$, we see that

$$\mathcal{G}(v) = \mathcal{G}(s, t) = \mathcal{F}(s, t) - \mathcal{F}(s, 0) - \mathcal{F}(0, t)$$

as defined in (4.1). Therefore, since $F$ satisfies (II) of Definition 4.1 it follows that

$$(4.7) \quad h - \dim V_{\mathcal{G}}^* = \text{codim } V_{\mathcal{G}}^* \leq C_0.$$
We define the following homogeneous forms:
\[ \lambda_i(v) = \frac{\partial \mathcal{F}}{\partial v_i}(v) \quad (1 \leq i \leq h), \quad \tau_i(v) = \frac{\partial \mathcal{G}}{\partial v_i}(v) \quad (1 \leq i \leq h), \]
\[ \varphi_i(v) = \frac{\partial \mathcal{H}}{\partial v_i}(v_1, \ldots, v_k) \quad (1 \leq i \leq k), \quad \varphi_i(v) = \frac{\partial \mathcal{H}}{\partial v_i}(v_{k+1}, \ldots, v_h) \quad (k + 1 \leq i \leq h), \]
Clearly \( \lambda_i = \varphi_i + \tau_i \) (\( 1 \leq i \leq h \)). Let us define the following ideals:
\[ I_1 = (\varphi_1, \ldots, \varphi_k), \quad I_2 = (\varphi_{k+1}, \ldots, \varphi_h) \quad \text{and} \quad J = (\tau_1, \ldots, \tau_h). \]
Then we have
\[ V(I_1) \cong T_k \times \mathbb{A}_{\mathbb{C}}^{h-k}, \quad V(I_2) \cong T'_k \times \mathbb{A}_{\mathbb{C}}^{k}, \quad V(J) = V_{\Phi}^* \]
and
\[ V(I_1) \cap V(I_2) \cap V(J) = V(I_1 + I_2 + J) \subseteq V(\lambda_1, \ldots, \lambda_h) = V_{\Phi}^* \subseteq \mathbb{A}_{\mathbb{C}}^h. \]
Therefore, by [10, Proposition I.7.1] we obtain
\[
\dim V_{\Phi}^* \geq \dim (V(I_1) \cap V(I_2) \cap V(J)) \\
\geq \dim V(I_1) + \dim V(I_2) + \dim V(J) - 2h \\
= \dim T_k + (h - k) + \dim T'_k + k - h - (h - \dim V_{\Phi}^*) \\
\geq \dim T_k + \dim T'_k - (h - \dim V_{\Phi}^*) \\
\geq \dim T_k - C_0,
\]
where the final inequality follows from (4.7).

Next we recall the following identity for the von Mangoldt function
\[
(4.8) \quad \Lambda(x) = \sum_{m \ell = x} \mu(m) \log \ell,
\]
where \( \mu \) denotes the Möbius function, i.e.
\[
(4.9) \quad \mu(m) = \begin{cases} 0 & \text{if } p^2 \mid m \text{ for some } p \in \varphi, \\ 1 & \text{if } m = 1, \\ (-1)^s & \text{if } m \text{ is a product of } s \text{ distinct primes.} \end{cases}
\]
In order to apply this identity, we mainly follow the exposition in [19, Section 3] for the remainder of this section. We fix a constant \( \Theta > 1 \). Let \( \Psi : \mathbb{R} \to \mathbb{R} \) be a smooth function such that \( \supp \Psi = [-\Theta, \Theta] \),
\[ \Psi(y) = 1 \quad (y \in [-1, 1]) \]
and obeys the derivative estimates
\[ |\Psi^{(s)}(y)| \ll 1 \quad (y \in \mathbb{R}) \]
for any fixed \( s \geq 0 \), where the implicit constant depends only on \( s \). We then have a smooth partition of unity
\[ 1 = \sum_{T \in \mathcal{D}} \Psi_T(x) \quad (x \in \mathbb{N}) \]
indexed by the multiplicative semigroup
\[ \mathcal{D} = \{ \Theta^t : t \in \mathbb{Z}_{\geq 0} \}, \]
where
\[ \Psi_T(x) = \Psi\left(\frac{x}{T}\right) - \Psi\left(\frac{\Theta x}{T}\right). \]
Let \( x \) and \( \psi_1, \ldots, \psi_n \) be as in the statement of Theorem 1.2 and let
\[
\text{supp } \psi_i = [a_i X, b_i X] \quad (1 \leq i \leq n).
\]
Let \( 1 \leq i \leq n \). Then
\[
(4.11) \quad \Lambda(x) \psi_i(x_i) = \sum_{m_i n_i = x_i} \mu(m_i)(\log n_i) \psi_i(x_i)
\]
\[
= \sum_{(M_i, N_i) \in \mathcal{D}^2} \sum_{m_i n_i = x_i} \mu(m_i) \Psi_M(m_i)(\log n_i) \Psi_N(n_i) \psi_i(m_i n_i).
\]
For each \( (M_i, N_i) \in \mathcal{D}^2 \), the summand vanishes unless
\[
(4.12) \quad a_i X \Theta^{-2} \leq M_i N_i \leq b_i X \Theta^2.
\]
We define \( \Xi(a_i X, b_i X) \) to be the set of all \( (M_i, N_i) \in \mathcal{D}^2 \) satisfying (4.12). We can easily deduce that
\[
(4.13) \quad \# \Xi(a_i X, b_i X) \ll (\log X)^2,
\]
where the implicit constant depends only on \( \Theta \). We also have by the well-known estimate for the divisor function that
\[
(4.14) \quad \sum_{\Theta^{-1} M_i \leq m_i \leq \Theta M_i} \sum_{\Theta^{-1} N_i \leq n_i \leq \Theta N_i} 1_{[a_i X, b_i X]}(m_i n_i) \ll X^{1+\epsilon}
\]
for \( (M_i, N_i) \in \Xi(a_i X, b_i X) \).

For each \( 1 \leq i \leq n \), let us write (4.11) as
\[
(4.15) \quad \Lambda(x) \psi_i(x_i) = \sum_{(M_i, N_i) \in \Xi(a_i X, b_i X)} \sum_{\Theta^{-1} U_i \leq u_i \leq \Theta U_i} K_i(u_i) L_i(v_i) \psi_i(u_i v_i),
\]
where \( U_i = \min(M_i, N_i) \) and \( V_i = \max(M_i, N_i) \),
\[
u_i = n_i, \quad L_i(v_i) = (\log n_i) \Psi_N(n_i)
\]
if \( M_i \leq N_i \), and
\[
u_i = m_i, \quad L_i(v_i) = (\log n_i) \Psi_M(m_i)
\]
if \( M_i > N_i \). In particular, it follows from (4.12) that
\[
(4.16) \quad 1 \leq U_i \ll X^{\frac{1}{2}}, \quad U_i \leq V_i, \quad \frac{X}{U_i} \ll V_i \ll \frac{X}{U_i},
\]
where the implicit constants depend only on \( a_i, b_i \) and \( \Theta \). We also have
\[
K_i(u_i), L_i(v_i) \ll \log X
\]
for all \( \Theta^{-1} U_i \leq u_i \leq \Theta U_i \) and \( \Theta^{-1} V_i \leq v_i \leq \Theta V_i \). For clarity we note that the definitions of \( K_i \) and \( L_i \) depend on \( U_i \) and \( V_i \) respectively, though we do not make this explicit in the notation.
In this section, we prove the following result.

**Proposition 5.1.** Suppose $F$ is as in the statement of Theorem 4.12. Furthermore, suppose $F$ satisfies (II) of Definition 4.1. Then there exist $\vartheta_0, \gamma, \lambda > 0$ satisfying (5.6) such that

$$
\int_{[0,1]^{2d}(\vartheta_0)} |S(\alpha)| \, da \ll X^{n-d-\varepsilon}.
$$

We begin by substituting (4.15) into the definition of $S$ given in (1.6), and obtain

$$
S(\alpha) = \sum_{(M,N) \in \Xi(aX,bX)} S(M,N; \alpha),
$$

where

$$
S(M,N; \alpha) = \sum_{\Theta^{-1} \leq U_i \leq \Theta U_i, 1 \leq i \leq n} \prod_{\Theta^{-1} \leq V_i \leq \Theta V_i, 1 \leq i \leq n} K_i(u_i)L_i(v_i)\psi_i(u_i)v_i) \cdot e(\alpha F(u_1v_1, \ldots, u_nv_n)),
$$

and

$$
\Xi(aX,bX) = \Xi(a_1X,b_1X) \times \cdots \times \Xi(a_nX,b_nX)
$$

We prove that given any $(M,N) \in \Xi(aX,bX)$, the sum $S(M,N; \alpha)$ satisfies the statement of Proposition 3.1 in place of $S(\alpha)$. Then Proposition 5.1 follows by noting (see (4.13)) that

$$
#\Xi(aX,bX) \ll (\log X)^{2n}.
$$

Let $H \in \mathbb{N}$ to be chosen later and set

$$
\sigma = \frac{1}{2H}.
$$

We consider the partition of $x = (x_1, \ldots, x_n)$ into $H$ sets $y = (y_0, \ldots, y_{H-1})$, where $y_j$ is the collection of $x_i$ such that $i$ satisfies

$$
X^\sigma \ll U_i \ll X^{(j+1)\sigma},
$$

where the implicit constants depend only on $a_1, \ldots, a_n, b_1, \ldots, b_n$ and $\Theta$. Then by Lemma 4.2 there exists $j_0 \in \{0, 1, \ldots, H-1\}$ satisfying

$$
\text{codim} V_{F_{j_0}}^* \geq \frac{\text{codim} V_F^* - (H-1)C_0}{H},
$$

where

$$
F_{j_0}(y_{j_0}) = F(x)|_{y_i = a (i \neq j_0)}.
$$

Without loss of generality let $y_{j_0} = (x_1, \ldots, x_h)$. In particular, it then follows from (4.16) and (5.5) that

$$
X^{j_0\sigma} \ll U_i \ll X^{(j_0+1)\sigma} \quad \text{and} \quad X^{1-(j_0+1)\sigma} \ll V_i \ll X^{1-j_0\sigma} \quad (1 \leq i \leq h).
$$

By estimating every other variable trivially, we obtain

$$
S(M,N; \alpha) \ll X^{n-h+\varepsilon} \max_{\Theta^{-1} \leq U_i \leq \Theta U_i} \sum_{\Theta^{-1} \leq V_i \leq \Theta V_i, 1 \leq i \leq h} \prod_{\Theta^{-1} \leq U_i \leq \Theta U_i, (h+1 \leq i \leq n)} K_i(u_i)L_i(v_i)\psi_i(u_i)v_i) \cdot e(\alpha G(u,v)),
$$
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where \( \mathbf{u} = (u_1, \ldots, u_h), \, \mathbf{v} = (v_1, \ldots, v_h) \),

\[
G(\mathbf{u}, \mathbf{v}) = F(u_1v_1, \ldots, u_hv_h, \overline{x})
\]

and

\[
(5.9) \quad \overline{x} = (u_{h+1}v_{h+1}, \ldots, u_nv_n).
\]

In particular, the coefficients of the lower degree terms of \( G \) may depend on \( \overline{x} \). The degree 2\( d \) homogeneous portion of \( G(\mathbf{u}, \mathbf{v}) \) is \( G^{[2d]}(\mathbf{u}, \mathbf{v}) = F_{j_0}(u_1v_1, \ldots, u_hv_h) \). With this set-up it follows from Proposition 4.3 and (5.6) that

\[
(5.10) \quad \text{codim } V^{*}_{G^{[2d]},2} \geq \text{codim } V^{*}_F - \mathcal{C}_0 \geq \frac{\text{codim } V^{*}_F - (2H - 1)\mathcal{C}_0}{H}.
\]

Next step is a technical improvement that simplifies the argument by the author in [25]. Let

\[
U_{\min} = \min_{1 \leq j \leq h} U_j, \quad W_{i,\ell_i} = \Theta^{-1} U_i + \ell_i \Theta U_{\min},
\]

\[
V_{\min} = \min_{1 \leq j \leq h} V_j, \quad W'_{i,\ell'_i} = \Theta^{-1} V_i + \ell'_i \Theta V_{\min}
\]

for each \( 0 \leq \ell_i \leq \frac{U_i}{U_{\min}}, \quad 0 \leq \ell'_i \leq \frac{V_i}{V_{\min}} \) and \( 1 \leq i \leq h \). In particular, we have

\[
U_i V_{\min} \leq U_i V_i \ll X \quad (1 \leq i \leq h).
\]

We partition the range of summation in (5.8) for each \( 1 \leq i \leq h \) as follows

\[
\sum_{\Theta^{-1} U_i \leq u_i \leq \Theta U_i} \sum_{\Theta^{-1} V_i \leq v_i \leq \Theta V_i} K_i(u_i)L_i(v_i)\psi_i(u_i,v_i)
\]

\[
= \sum_{0 \leq \ell_i \leq \frac{U_i}{U_{\min}}} \sum_{W_{i,\ell_i} \leq u_i < W_{i,\ell_i} + \Theta U_{\min}} \sum_{0 \leq \ell'_i \leq \frac{V_i}{V_{\min}}} \sum_{W'_{i,\ell'_i} \leq v_i < W'_{i,\ell'_i} + \Theta V_{\min}} K_i(u_i)L_i(v_i)\mathbb{1}_{[\Theta^{-1} U_i, \Theta U_i]}(u_i)\mathbb{1}_{[\Theta^{-1} V_i, \Theta V_i]}(v_i)\psi_i(u_i,v_i).
\]

Let us denote \( \ell = (\ell_1, \ldots, \ell_h), \quad \ell' = (\ell'_1, \ldots, \ell'_h), \quad U = \Theta U_{\min}, \quad V = \Theta V_{\min} \) and

\[
\mathcal{E}_{\overline{x},\ell,\ell'}(\alpha)
\]

\[
= \prod_{W_{i,\ell_i} \leq u_i < W_{i,\ell_i} + U \quad 1 \leq i \leq h} K_i(u_i)L_i(v_i)\mathbb{1}_{[\Theta^{-1} U_i, \Theta U_i]}(u_i)\mathbb{1}_{[\Theta^{-1} V_i, \Theta V_i]}(v_i)\psi_i(u_i,v_i) \cdot c(\alpha G(\mathbf{u}, \mathbf{v})).
\]
Then (5.8) becomes

\[
(5.13) \quad |S(M, N; \alpha)| \ll X^{n-h+\varepsilon} \max_{\theta^{-1}U_j \leq u_j \leq \theta U_j} \sum_{0 \leq h \leq \frac{V_{h min}}{\varepsilon}} |\xi_{\alpha, h}^{\rho}(\alpha)|
\]

\[
\ll X^{n-h+\varepsilon} \frac{U_1 \cdots U_h}{V_{h min}^{\rho}} \max_{\theta^{-1}V_j \leq v_j \leq \theta V_j} \sum_{0 \leq h \leq \frac{V_{h min}}{\varepsilon}} |\xi_{\alpha, h}^{\rho}(\alpha)|
\]

\[
\ll \frac{X^{n+\varepsilon}}{U V} \max_{\theta^{-1}U_i \leq u_i \leq \theta U_i} |\xi_{\alpha, h}^{\rho}(\alpha)|
\]

Let us fix a choice of $\tilde{\alpha}$ (defined in (5.9)), $\ell$ and $\ell'$ as in the maximum of (5.13). We define $w, w' \in \mathbb{Z}^h$ by setting

\[
w_i = [W_{i\ell_i}] \quad \text{and} \quad w'_i = [W'_{i\ell'_i}]
\]

for each $1 \leq i \leq h$. In particular, it follows easily from the definition that

\[
w_i \ll W_{i\ell_i} \ll U_i \quad (1 \leq i \leq h).
\]

Then we have

\[
E_{\alpha}(\alpha) = \xi_{\alpha}^{\rho}(\alpha) = \sum_{u \in [0, U]^h \atop v \in [0, V]^h} K(u) L(v) \psi(u; v) \varepsilon(\alpha g(u, v)),
\]

where

\[
g(u, v) = G(u + w, v + w'),
\]

\[
K(u) = \prod_{1 \leq i \leq h} K_i(u_i + w_i) 1_{[\theta^{-1}U_i - u_i, \theta U_i - u_i]}(u_i) 1_{[0, W_{i\ell_i} + U - w_i]}(u_i),
\]

\[
L(v) = \prod_{1 \leq i \leq h} L_i(v_i + w'_i) 1_{[\theta^{-1}V_i - v_i, \theta V_i - v_i]}(v_i) 1_{[0, W'_{i\ell'_i} + V - w'_i]}(v_i)
\]

and

\[
\psi(u; v) = \prod_{1 \leq i \leq h} \psi_i(u_i + w_i)(v_i + w'_i).
\]

It is clear that $g(u, v)$ is a degree $2d$ polynomial in $u$ and $v$, and its degree $2d$ homogeneous portion is

\[
g^{[2d]}(u; v) = G^{[2d]}(u; v) = F_{j_0}(u_1 v_1, \ldots, u_h v_h) = F(u_1 v_1, \ldots, u_h v_h, 0, \ldots, 0).
\]

Therefore, by (5.10) we have

\[
codim V_{g^{[2d]}, 2}^* = \frac{\varepsilon V_{F^*} - (2H - 1)C_0}{H}.
\]
We now estimate $\mathcal{E}(\alpha)$ by the standard argument in [1]; we use a slight variant of the bihomogeneous version of the argument developed by Schindler in [20].

5.1. Weyl Differencing and Geometry of Numbers. We let $j = (j_1, \ldots, j_d)$ and $k = (k_1, \ldots, k_d)$, and denote

$$g^{[2d]}(u; v) = \sum_{j_1=1}^{h} \cdots \sum_{j_d=1}^{h} \sum_{k_1=1}^{h} \cdots \sum_{k_d=1}^{h} G_{j,k} \ u_{j_1} \cdots u_{j_d} \ v_{k_1} \cdots v_{k_d}$$

$$= \sum_{1 \leq j \leq h} \sum_{1 \leq k \leq h} G_{j,k} \ u_{j_1} \cdots u_{j_d} \ v_{k_1} \cdots v_{k_d}$$

with each $G_{j,k} \in \mathbb{Q}$ symmetric in $(j_1, \ldots, j_d)$ and also in $(k_1, \ldots, k_d)$. Note we have $(d!)^2 G_{j,k} \in \mathbb{Z}$. Also $G_{j,k} = 0$ unless $(j_1, \ldots, j_d)$ is a permutation of $(k_1, \ldots, k_d)$; this is because $g^{[2d]}(u; v) = F(u_1 v_1, \ldots, u_k v_k, 0, \ldots, 0)$.

Let us define

$$U = [0, U]^h \quad \text{and} \quad V = [0, V]^h.$$

By Hölder’s inequality we obtain

$$|\mathcal{E}(\alpha)|^{2d-1} \ll X^\varepsilon V^{h(2d-1)} \sum_{v \in V} |T_v(\alpha)|^{2d-1},$$

where

$$T_v(\alpha) = \sum_{u \in U} K(u) \psi(u; v) e(\alpha g(u, v)).$$

Next we use a form of Weyl’s inequality as in [22, Lemma 11.1] to bound $|T_v(\alpha)|^{2d-1}$. Given a subset $\mathcal{X} \subseteq \mathbb{R}^h$, we denote $\mathcal{X}^D = \mathcal{X} - \mathcal{X} = \{z - z' : z, z' \in \mathcal{X}\}$. Also for any $z_1, \ldots, z_t \in \mathbb{R}^h$, we let

$$\mathcal{X}(z_1, \ldots, z_t) = \cap_{\varepsilon_1 \in \{0, 1\}} \cdots \cap_{\varepsilon_t \in \{0, 1\}} (\mathcal{X} - \epsilon_1 z_1 - \cdots - \epsilon_t z_t).$$

In particular, it follows that

$$\mathcal{X}(z_1, \ldots, z_t) = \mathcal{X}(z_1, \ldots, z_{t-1}) \cap (\mathcal{X}(z_1, \ldots, z_{t-1}) - z_t).$$

Let

$$\tilde{F}(u) = \alpha g(u, v)$$

and

$$F(u) = \alpha g^{[2d]}(u; v) = \alpha \sum_{1 \leq j \leq h} \left( \sum_{1 \leq k \leq h} G_{j,k} \ v_{k_1} \cdots v_{k_d} \right) u_{j_1} \cdots u_{j_d}.$$

Then, viewing these as polynomials in $u$, we have

$$\tilde{F}^{[d]}(u) = F(u) + G_v(u),$$

where $G_v(u)$ is a polynomial of degree at most $d - 1$ in $v$ for a fixed $u$. For each $t \in \mathbb{N}$ we denote

$$\tilde{F}_t(u_1, \ldots, u_t) = \sum_{\varepsilon_1 \in \{0, 1\}} \cdots \sum_{\varepsilon_t \in \{0, 1\}} (-1)^{\varepsilon_1 + \cdots + \varepsilon_t} \tilde{F}(\varepsilon_1 u_1 + \cdots + \varepsilon_t u_t),$$
and let \( \tilde{F}_0 \) be the zero polynomial. In particular, it follows that

\[
(5.23) \quad \tilde{F}_t(u_1, \ldots, u_t) = \tilde{F}_{t-1}(u_1, \ldots, u_{t-1}) - \sum_{\epsilon_1 \in \{0,1\}} \cdots \sum_{\epsilon_{t-1} \in \{0,1\}} (-1)^{\epsilon_1 + \cdots + \epsilon_{t-1}} \tilde{F}(\epsilon_1 u_1 + \cdots + \epsilon_{t-1} u_{t-1} + u_t)
\]

\[
= \tilde{F}_{t-1}(u_1, \ldots, u_{t-1}) - \tilde{F}_{t-1}(u_1, \ldots, u_{t-2}, u_{t-1} + u_t) + \tilde{F}_{t-1}(u_1, \ldots, u_{t-2}, u_t).
\]

We let

\[
\psi_{u_1}(z; v) = \psi(z; v) \psi(u_1 + z; v)
\]

and recursively define

\[
(5.24) \quad \psi_{u_1, \ldots, u_t}(z; v) = \psi_{u_1, \ldots, u_{t-1}}(z; v) \psi_{u_1, \ldots, u_{t-1}}(u_t + z; v) = \prod_{\epsilon \in \{0,1\}} \psi(\epsilon_1 u_1 + \cdots + \epsilon_t u_t + z; v)
\]

for \( t \geq 2 \). We also define \( K_{u_1, \ldots, u_t} \) in a similar manner. By following the proof of [22, Lemma 11.1], while taking into account the weights, we obtain

\[
(5.25) \quad |T_v(\alpha)|^{d-1} \leq |U|^d |U|^d \sum_{u_1 \in U} \cdots \sum_{u_{d-1} \in U} \sum_{u_t \in U} K_{u_1, \ldots, u_{d-1}}(u_t) \psi_{u_1, \ldots, u_{d-1}}(u_t; v) e \left( \tilde{F}_t(u_1, \ldots, u_t) \right)
\]

for each \( t \geq 1 \). Then it follows by taking the square of the inequality (with \( t = d - 1 \)) and applying the Cauchy-Schwarz inequality that

\[
(5.26) \quad |T_v(\alpha)|^{d-1} \leq |U|^d |U|^d \sum_{u_1 \in U} \cdots \sum_{u_{d-1} \in U} \sum_{u_{d-2} \in U} \left| \sum_{z \in U(u_1, \ldots, u_{d-2})} K_{u_1, \ldots, u_{d-2}}(z) \psi_{u_1, \ldots, u_{d-2}}(z; v) e \left( \tilde{F}_{d-1}(u_1, \ldots, u_{d-2}, z) \right) \right|^2
\]

\[
= |U|^d |U|^d \sum_{u_1 \in U} \cdots \sum_{u_{d-1} \in U} \sum_{u_{d-2} \in U} \sum_{z, z' \in U(u_1, \ldots, u_{d-2})} K_{u_1, \ldots, u_{d-2}}(z) K_{u_1, \ldots, u_{d-2}}(z') \psi_{u_1, \ldots, u_{d-2}}(z; v) \psi_{u_1, \ldots, u_{d-2}}(z'; v) \cdot e \left( \tilde{F}_{d-1}(u_1, \ldots, u_{d-2}, z) - \tilde{F}_{d-1}(u_1, \ldots, u_{d-2}, z') \right).
\]

Given \( z, z' \in U(u_1, \ldots, u_{d-2}) \), let us set \( u_{d-1} = (z' - z) \in U(u_1, \ldots, u_{d-2}) \) and

\[
u_d = z \in U(u_1, \ldots, u_{d-2}) \cap (U(u_1, \ldots, u_{d-2}) - u_{d-1}) = U(u_1, \ldots, u_{d-1}).
\]

It also follows from (5.23) that

\[
\tilde{F}_{d-1}(u_1, \ldots, u_{d-2}, z) - \tilde{F}_{d-1}(u_1, \ldots, u_{d-2}, z')
\]

\[
= \tilde{F}_{d-1}(u_1, \ldots, u_{d-2}, u_d) - \tilde{F}_{d-1}(u_1, \ldots, u_{d-2}, u_{d-1} + u_d)
\]

\[
= \tilde{F}_{d}(u_1, \ldots, u_{d-1}, u_d) - \tilde{F}_{d-1}(u_1, \ldots, u_{d-1}).
\]
Therefore, we obtain

\[
\left| \sum_{z \in U(u_1, \ldots, u_{d-2})} K_{u_1, \ldots, u_{d-2}}(z) \psi_{u_1, \ldots, u_{d-2}}(z, \nu) e\left( \xi_{d-1}(u_1, \ldots, u_{d-2}, z) \right) \right|^2
\]

\[
= \sum_{u_{d-1} \in U(u_1, \ldots, u_{d-2})^D} \sum_{u_d \in U(u_1, \ldots, u_{d-1})} K_{u_1, \ldots, u_{d-1}}(u_d) \psi_{u_1, \ldots, u_{d-1}}(u_d; \nu) \cdot e\left( \xi_{d-1}(u_1, \ldots, u_{d-1}) - \xi_{d-1}(u_1, \ldots, u_{d-1}) \right),
\]

and (5.26) becomes

\[
|T(\alpha)|^{2^{d-1}} \leq |U^D|^{2^{d-1}-d} \sum_{u_1 \in U^D} \cdots \sum_{u_{d-2} \in U^D} \sum_{u_{d-1} \in U(u_1, \ldots, u_{d-2})^D} \sum_{u_d \in U(u_1, \ldots, u_{d-1})} K_{u_1, \ldots, u_{d-1}}(u_d) \psi_{u_1, \ldots, u_{d-1}}(u_d; \nu) \cdot e\left( \xi_{d-1}(u_1, \ldots, u_{d-1}) - \xi_{d-1}(u_1, \ldots, u_{d-1}) \right).
\]

We note that \( U^D, U(u_1, \ldots, u_{d-2})^D \) are boxes contained in \([-U, U]^h \), and \( U(u_1, \ldots, u_{d-1}) \) is a box contained in \([0, U]^h \).

Let

\[
\xi_d(u_1, \ldots, u_d) = \sum_{(j_1, \ldots, j_d) \in \mathbb{Z}^h} (-1)^{\epsilon_1 + \cdots + \epsilon_d} \xi \left(\epsilon_1 u_1 + \cdots + \epsilon_d u_d\right)
\]

and

\[
(\xi_d)(u_1, \ldots, u_d) = \sum_{(j_1, \ldots, j_d) \in \mathbb{Z}^h} (-1)^{\epsilon_1 + \cdots + \epsilon_d} (\xi)(\epsilon_1 u_1 + \cdots + \epsilon_d u_d).
\]

By [22] Lemma 11.4, the polynomial \( \xi_d \) is the unique symmetric multilinear form associated to \( \xi_d \), i.e. \( \xi_d \) satisfies

\[
(5.28) \quad \xi_d(u_1, \ldots, u_d) = (-1)^d d! \xi_{d-1}(u_1, \ldots, u_d).
\]

Recalling (5.21) and making use of [22] Lemma 11.2 and [22] Lemma 11.4, it follows that

\[
\tilde{\xi}_d(u_1, \ldots, u_d) = \xi_d(u_1, \ldots, u_d) + (\xi_d)(u_1, \ldots, u_d)
\]

\[
= (-1)^d d! \alpha \sum_{1 \leq j \leq h} \left( \sum_{1 \leq k \leq h} G_{j,k} v_k \cdots v_k \right) u_{1,j} \cdots u_{d,j} + (\xi_d)(u_1, \ldots, u_d),
\]

where (\( G_d \))(u_1, \ldots, u_d) is a polynomial of degree at most \( d - 1 \) in \( v \) for fixed \( u_1, \ldots, u_d \). Let us denote

\[
-\tilde{\xi}_{d-1}(u_1, \ldots, u_{d-1}) = \alpha \sum_{1 \leq k \leq h} v_k \cdots v_k \tilde{H}_k(u_1, \ldots, u_{d-1}) + (\xi_d)(u_1, \ldots, u_{d-1}),
\]

where (\( \xi_d \))(u_1, \ldots, u_{d-1}) is a polynomial of degree at most \( d - 1 \) in \( v \) for fixed \( u_1, \ldots, u_{d-1} \), and each \( \tilde{H}_k(u_1, \ldots, u_{d-1}) \) is symmetric in \((k_1, \ldots, k_d)\). Clearly \( \tilde{H}_k \) and \( \xi_d \) are polynomials of degrees at most \( d \) in \((u_1, \ldots, u_{d-1})\).

Let us write \( u_j = (u_1, \ldots, u_d) \). We substitute the inequality (5.21) into (5.18), and we interchange the order of summation moving the sum over \( v \) inside the sums over \( u_j \). Then
we apply Hölder’s inequality to obtain
\[(5.29) \quad |E(\alpha)|^{2d-2} \ll X^\varepsilon U^h(2^{d-2} - d) V^h(2^{d-2} - d) \sum_{u_1 \in U} \cdots \sum_{u_d \in U} \sum_{u_{d-1} \in U} |F_u(\alpha)|^{2d-1},\]
where
\[F_u(\alpha) = \sum_{v \in V} \psi_{u_1, \ldots, u_{d-1}}(u_d; v) e \left( \alpha \sum_{1 \leq k \leq h} v_{k_1} \cdots v_{k_d} H_k(\mathbf{u}) + (G_v)_d(\mathbf{u}) + \mathfrak{F}_v(u_1, \ldots, u_{d-1}) \right)\]
and
\[(5.30) \quad H_k(\mathbf{u}) = \sum_{1 \leq j \leq h} G_{j,k} (-1)^d d! u_{1,j_1} \cdots u_{d,j_d} + \tilde{H}_k(u_1, \ldots, u_{d-1}).\]
Let us set \(\tilde{u} = (u_1, \ldots, u_{d-1})\). Let \(\tilde{\psi}_{\tilde{u}}(u_d; v) = \psi_{u_1, \ldots, u_{d-1}}(u_d; v)\). Similarly as before we let
\[\psi_{\tilde{u}, v_1}(u_d; z) = \psi_{\tilde{u}}(u_d; z) \psi_{\tilde{u}}(u_d; v_1 + z)\]
and recursively define
\[(5.31) \quad \psi_{\tilde{u}, v_1, \ldots, v_t}(u_d; z) = \psi_{\tilde{u}, v_1, \ldots, v_{t-1}}(u_d; z) \psi_{\tilde{u}, v_1, \ldots, v_{t-1}}(u_d; v_t + z) = \prod_{e \in \{0,1\}^t} \psi_{\tilde{u}}(u_d; e_1 v_1 + \cdots + e_t v_t + z)\]
for \(t \geq 2\). We also set \(\tilde{v} = (v_1, \ldots, v_{d-1})\) and \(v = (v_1, \ldots, v_d)\). Let \(\tilde{\psi}_{\tilde{u}, v}(u_d; z) = \psi_{\tilde{u}, v_1, \ldots, v_{d-1}}(u_d; z)\). We now apply the same differencing process as before to \(T_u(\alpha)\). This time, instead of \(5.20\), we use
\[(5.32) \quad \tilde{F}(v) = \alpha \sum_{1 \leq k \leq h} H_k(\mathbf{u}) v_{k_1} \cdots v_{k_d} + (G_v)_d(\mathbf{u}) + \mathfrak{F}_v(u_1, \ldots, u_{d-1}).\]
Then
\[(5.33) \quad \tilde{F}^{[d]}(v) = \alpha \sum_{1 \leq k \leq h} H_k(\mathbf{u}) v_{k_1} \cdots v_{k_d}\]
and we let
\[(5.34) \quad L(\mathbf{u}; \mathbf{v}) = \tilde{F}(v_1, \ldots, v_d) = (-1)^d d! \alpha \sum_{1 \leq k \leq h} H_k(\mathbf{u}) v_{1,k_1} \cdots v_{d,k_d},\]
where the second equality follows by \cite{22} Lemma 11.4]. Therefore, by the same argument as in obtaining \(5.25\) and substituting \(t = d\) yield
\[|T_u(\alpha)|^{2d-1} \leq |V^D|^{2d-2} \sum_{v_1 \in V^D} \cdots \sum_{v_{d-1} \in V^D} \left| \sum_{v_d \in V(v_1, \ldots, v_{d-1})} \psi_{\tilde{u}, v}(u_d; v_d) e(L(\mathbf{u}; \mathbf{v})) \right|,\]
and \(5.29\) becomes
\[(5.35) \quad |E(\alpha)|^{2d-2} \ll X^\varepsilon U^h(2^{d-2} - d) V^h(2^{d-2} - d) \sum_{u_1 \in U} \cdots \sum_{u_d \in U} \sum_{u_{d-1} \in U} \sum_{v_1 \in V^D} \cdots \sum_{v_{d-1} \in V^D} \left| \sum_{v_d \in V(v_1, \ldots, v_{d-1})} \psi_{\tilde{u}, v}(u_d; v_d) e(L(\mathbf{u}; \mathbf{v})) \right|\].
We note that $\mathcal{V}^D$ is a box contained in $[-V, V]^h$, and $\mathcal{V}(v_1, \ldots, v_{d-1})$ is a box contained in $[0, V]^h$. We now change the order of summation in (5.35), and bound the exponential sum
\begin{equation}
(5.36) \quad \sum_{u_d \in \mathcal{U}(u_1, \ldots, u_{d-1})} \left| \sum_{v_d \in \mathcal{V}(v_1, \ldots, v_{d-1})} \psi_{\mathcal{U}, \mathcal{V}}(u_d; v_d) e(\mathcal{L}(u; v)) \right|.
\end{equation}
Recall (1.3), (5.15), (5.24) and (5.31). First we have
\begin{equation}
\psi_{\mathcal{U}, \mathcal{V}}(u_d; v_d) = \prod_{\epsilon \in \{0,1\}^{d-1}} \prod_{\epsilon' \in \{0,1\}^{d-1}} \psi(\epsilon_1 u_1 + \cdots + \epsilon_{d-1} u_{d-1} + u_d; \epsilon'_1 v_1 + \cdots + \epsilon'_{d-1} v_{d-1} + v_d)
\end{equation}
where each $\psi$ is the $v$-th unit vector in $\mathbb{R}^h$. Given $z \in \mathbb{R}$, let
\begin{equation}
\|z\| = \min_{y \in \mathbb{Z}} |z - y|.
\end{equation}
It is clear from (5.34) that
\begin{equation}
\mathcal{L}(u; \mathbf{v}, v_d, e_i) = \mathcal{L}(u; \mathbf{v}, e_i)v_d.
\end{equation}
Therefore, by partial summation we obtain
\begin{equation}
(5.38) \quad \left| \sum_{v_d \in \mathcal{V}(v_1, \ldots, v_{d-1})} \Omega_i(v_d) e(\mathcal{L}(u; \mathbf{v}, v_d, e_i)) \right| \ll \left( \sup_{v_d \in [0, V]} \Omega_i(v_d) + \int_0^V \left| \frac{d\Omega_i}{dz}(v_d) \right| dv_d \right) \cdot \min \left( V, \|\mathcal{L}(u; \mathbf{v}, e_i)\|^{-1} \right).
\end{equation}
Recall (5.12) and (5.13). Then since
\begin{equation}
\left( \sum_{1 \leq s \leq d-1} \epsilon_s u_{s,i} + u_{d,i} + w_i \right) \frac{V}{X} \ll \frac{(U + U_i)V}{X} = \frac{(\Theta U_{\min} + U_i)V_{\min}}{X} \ll \frac{U_i V_{\min}}{X} \ll 1
\end{equation}
for any $\epsilon$ and $u$ under consideration, we have
\begin{equation}
\int_0^V \left| \frac{d\Omega_i}{dz}(v_d) \right| dv_d \ll \frac{U + U_i}{X} \int_0^V 1 dv_d \ll 1.
\end{equation}
Let
\[
\psi_{\tilde{u}_{\tilde{v}}}(u_d; v_d) \in (L(u; \tilde{v}))
\]
Then we obtain that the right hand side of (5.39) is bounded by
\[
\sum_{u_d \in U(u_1, \ldots, u_{d-1})} \prod_{1 \leq i \leq h} \min \left( V, \| L(u_i; \tilde{v}, e_i) \|^{-1} \right),
\]
where the implicit constant is independent of \(u\) and \(\tilde{v}\).

For \(z \in \mathbb{R}\) we define its fractional part to be
\[
\{z\} = z - \max_{y \leq z} y.
\]

Given \(c = (c_1, \ldots, c_h) \in \mathbb{Z}^h\) with \(0 \leq c_i < V\) \((1 \leq i \leq h)\), we let \(\mathcal{R}(\tilde{u}; \tilde{v}; c)\) be the set of \(u_d \in U(u_1, \ldots, u_{d-1})\) satisfying
\[
\frac{c_i}{V} \leq \{L(u_i; \tilde{v}, e_i)\} < \frac{c_i + 1}{V} \quad (1 \leq i \leq h).
\]

Then we obtain that the right hand side of (5.39) is bounded by
\[
\# \mathcal{R}(\tilde{u}; \tilde{v}; c) \cdot \prod_{1 \leq i \leq h} \min \left( V, \max \left( \frac{V}{c_i}, \frac{V}{V - c_i - 1} \right) \right).
\]

Next we obtain a bound for \#\(\mathcal{R}(\tilde{u}; \tilde{v}; c)\). We define the multilinear form
\[
\Gamma(u; \tilde{v}) = (d!)^2 \sum_{1 \leq i \leq h} \sum_{1 \leq k \leq h} G_{j,k} u_{1,j_1} \cdots u_{d,j_d} v_{1,k_1} \cdots v_{d,k_d}.
\]

When \(u = u_1 = \cdots = u_d\) and \(v = v_1 = \cdots = v_{d-1}\), we have
\[
\Gamma((u_1, \ldots, u_1); (v_1, \ldots, v_1)) = (d!)^2 \frac{\partial |d|}{\partial u_i} (u; v) \quad (1 \leq i \leq h).
\]

If \#\(\mathcal{R}(\tilde{u}; \tilde{v}; c)\) = 0, then there is nothing to prove. Thus we suppose \#\(\mathcal{R}(\tilde{u}; \tilde{v}; c) > 0\) and let \(z \in \mathcal{R}(\tilde{u}; \tilde{v}; c)\). Then for any \(z' \in \mathcal{R}(\tilde{u}; \tilde{v}; c)\), we have
\[
z - z' \in U(u_1, \ldots, u_{d-1})^D \subseteq [-U, U]^h
\]
and
\[
\| L(\tilde{u}; z; \tilde{v}, e_i) - L(\tilde{u}; z'; \tilde{v}, e_i) \| < V^{-1} \quad (1 \leq i \leq h).
\]

Let \(M(\tilde{u}; \tilde{v})\) be the number of integral vectors \(u \in [-U, U]^h\) such that
\[
\| \alpha \Gamma(\tilde{u}; u; \tilde{v}, e_i) \| < V^{-1} \quad (1 \leq i \leq h).
\]
Given any $v_d \in \mathbb{R}^h$, we have
\[
\mathcal{L}(\hat{u}, z; \hat{v}, v_d) - \mathcal{L}(\hat{u}, z'; \hat{v}, v_d) = (-1)^d \alpha \sum_{1 \leq k \leq h} (H_k(\hat{u}, z) - H_k(\hat{u}, z')) v_{1,k} \cdots v_{d,k} \\
= (d!)^2 \alpha \sum_{1 \leq k \leq h} \sum_{1 \leq j \leq h} G_{j,k} (u_{1,j_1} \cdots u_{d-1,j_{d-1}} z_{j_d} - u_{1,j_1} \cdots u_{d-1,j_{d-1}} z'_{j_d}) v_{1,k} \cdots v_{d,k} \\
= \alpha \Gamma(\hat{u}, z - z'; \hat{v}, v_d),
\]
where we recall (5.30) for the second equality. Thus (5.42) becomes
\[
\|\alpha \Gamma(\hat{u}, z - z'; \hat{v}, e_i)\| < V^{-1} \quad (1 \leq i \leq h),
\]
and it follows that the vector $z - z'$ is counted by $M(\hat{u}; \hat{v})$ for all $z' \in \mathcal{R}(\hat{u}; \hat{v}; c)$; therefore, we have
\[
\# \mathcal{R}(\hat{u}; \hat{v}; c) \leq M(\hat{u}; \hat{v})
\]
for any $c$ under consideration. Therefore, by combining (5.39) and (5.40), we obtain
\[
\sum_{u_d \in U(u_1, \ldots, u_{d-1})} \left| \sum_{v_d \in V(v_1, \ldots, v_{d-1})} \psi_{\hat{u}, \hat{v}}(u_d; v_d) e(\mathcal{L}(u; v)) \right| \ll \sum_{0 \leq c_1, \ldots, c_h < V} M(\hat{u}; \hat{v}) \prod_{1 \leq i \leq h} \min \left( V, \max \left( \frac{V}{c_i}, \frac{V}{V - c_i - 1} \right) \right) \ll M(\hat{u}; \hat{v}) \prod_{1 \leq i \leq h} V \log V.
\]
Let us define $M(\alpha; U'; V'; P)$ to be the number of integral vectors
\[
\mathbf{u} \in [-U', U']^{hd} \quad \text{and} \quad \hat{v} \in [-V', V']^{h(d-1)}
\]
satisfying
\[
\|\alpha \Gamma(\mathbf{u}, \hat{v}, e_i)\| < P \quad (1 \leq i \leq h).
\]
By substituting (5.43) into (5.35), it then follows that
\[
\mathcal{E}(\alpha)^{2d-2} \ll X^h U^{h(2d-2-d)} V^{h(2d-2-d+1)} M(\alpha; U; V; V^{-1}).
\]

The following lemma on geometry of numbers was obtained in [21]; this is a generalization of [6] Lemma 12.6.2.

Lemma 5.2. [21] Lemma 2.4] Let $\mathcal{L}_1, \ldots, \mathcal{L}_h$ be symmetric linear forms given by $\mathcal{L}_i = c_{i,1} y_1 + \cdots + c_{i,h} y_h$ ($1 \leq i \leq h$), i.e. $c_{i,j} = c_{j,i}$ ($1 \leq i, j \leq h$). Let $\gamma_1, \ldots, \gamma_h \in \mathbb{R}_{>1}$. We denote by $\mathcal{Y}(Z)$ the number of integer solutions $y_1, \ldots, y_{2h}$ to the system of inequalities
\[
|y_i| < \gamma_i Z \quad (1 \leq i \leq h) \quad \text{and} \quad |\mathcal{L}_i - y_{h+i}| < \gamma_i^{-1} Z \quad (1 \leq i \leq h).
\]
Then for $0 < Z_1 \leq Z_2 \leq 1$ we have
\[
\frac{\mathcal{Y}(Z_2)}{\mathcal{Y}(Z_1)} \ll \left( \frac{Z_2}{Z_1} \right)^h,
\]
where the implicit constant depends only on $h$.2.
Let $0 < Q_1, Q_2 \leq 1$ to be set in due course. By applying Lemma 5.2 (with $\gamma_1 = \cdots = \gamma_h$) $(d - 1)$-times with $Q_1$ and then $d$-times with $Q_2$, we obtain

\begin{equation}
\mathcal{M}(\alpha; U; V; V^{-1}) \ll Q_1^{h(d-1)} Q_2^{-h} \mathcal{M}(\alpha; Q_2 U; Q_1 V; Q_1^{-1} Q_2^d V^{-1}).
\end{equation}

With this estimate we obtain the following lemma. For simplicity let us denote

\begin{equation}
V_2^* = V_{g[2d]; 2}.
\end{equation}

**Lemma 5.3.** Let $0 < \vartheta < 1$. Let $\varepsilon > 0$ be sufficiently small. Then for $X$ sufficiently large, at least one of the following alternatives holds:

i) One has the upper bound

$$|\mathcal{E}(\alpha)| \ll X^{\varepsilon} U^h V^{h} V^{- \vartheta \text{codim} V_2^* / 2^{d-2}}.$$ 

ii) There exist $1 \leq q \leq V^{\vartheta(2d-1)}$ and $a \in \mathbb{Z}$ with gcd$(a, q) = 1$ such that

$$|qa - a| \leq X^{-d+\vartheta d} V^{\vartheta(2d-1)}.$$ 

**Proof.** If

$$X^{\frac{\vartheta}{4}} \geq V^{\vartheta \text{codim} V_2^* / 2^{d-2}},$$

then the result is trivial. Therefore, let us suppose otherwise and set

$$\vartheta' = \vartheta - \frac{\varepsilon}{2} \cdot \frac{\log X}{\log V} \cdot \frac{2^{d-2}}{\text{codim} V_2^*}.$$ 

Note from (5.7) and (5.11) we have

\begin{equation}
X^{\frac{\vartheta}{4}} \ll V \ll X.
\end{equation}

Consider the affine variety $Z$ defined by

$$Z = \left\{ (u, \hat{v}) \in \mathbb{A}_C^{h(2d-1)} : \Gamma(u, \hat{v}, e_i) = 0 \quad (1 \leq i \leq h) \right\}.$$ 

Let us define

$$\mathcal{N}(Z) = \left\{ (u, \hat{v}) \in \mathbb{Z}^{h(2d-1)} \cap Z : u_1, \ldots, u_d \in [-Q_2 U, Q_2 U]^h, v_1, \ldots, v_{d-1} \in [-Q_1 V, Q_1 V]^h \right\}.$$ 

In this proof, we set $Q_1 = V^{\vartheta'}$ and $Q_2 = V^{\vartheta} U^{-1}$.

Suppose we have that every point counted by $\mathcal{M}(\alpha; Q_2 U; Q_1 V; Q_1^{-1} Q_2^d V^{-1})$ is contained in $\mathcal{N}(Z)$. Then we apply [2, (3.1)]; this bound is independent of the coefficients of the polynomials defining the affine variety (depending only on the dimension and the degree). As a result, we obtain

\begin{equation}
\mathcal{M}(\alpha; Q_2 U; Q_1 V; Q_1^{-1} Q_2^d V^{-1}) \leq \# \mathcal{N}(Z) \ll V^{\vartheta' \text{dim} Z}.
\end{equation}

Therefore, it follows from (5.44), (5.45) and (5.48) that

\begin{equation}
|\mathcal{E}(\alpha)|^{2^{d-2}} \ll X^{\varepsilon} U^{h(2d-2)} V^{h(2d-2) - d} V^{h(d-1) - h(d-1) \vartheta'} U^{hd} V^{h(2d-2) - d} V^{\vartheta' \text{dim} Z} = X^{\varepsilon} U^{h2^{d-2}} V^{h2d-2} V^{\vartheta' (-h(d-1) - hd + \text{dim} Z)}.
\end{equation}

Let

\begin{equation}
\mathcal{D} = \left\{ (u, \hat{v}) \in \mathbb{A}_C^{h(2d-1)} : u_1 = \cdots = u_d, v_1 = \cdots = v_{d-1} \right\}.
\end{equation}
Then from (5.41) and (4.4) we have

$$\dim V_2 = \dim(\mathbb{Z} \cap D) \geq \dim \mathbb{Z} - h(d-1) - h(d-2) = -h(d-1) - hd + \dim \mathbb{Z} + 2h.$$  

With this inequality, (5.49) becomes

$$|E(\alpha)|^{2d-2} \ll X^{\varepsilon} U^{h2d-2} V^{h2d-2} V^{-\vartheta' \cdot \text{codim} V_2^*},$$

and the estimate in i) follows immediately from the definition of $\vartheta'$.

On the other hand, suppose there exists $(u, \hat{v})$ counted by $M(\alpha; Q_2 U; Q_1 V; Q_1^{d-1}Q_2^{d-1}V^{-1})$ which is not contained in $\mathcal{N}(\mathbb{Z})$, i.e. there exists $1 \leq i_0 \leq h$ such that

$$\Gamma(u, \hat{v}, e_{i_0}) \neq 0.$$  

Let us write

$$\alpha \Gamma(u, \hat{v}, e_{i_0}) = a + \xi,$$

where $a \in \mathbb{Z}$ and $|\xi| < Q_1^{d-1}Q_2^{d-1}V^{-1}$. Let $q$ be the absolute value of $\Gamma(u, \hat{v}, e_{i_0})$. Then

$$1 \leq q \ll Q_1^{d-1}Q_2^{d-1}U^d V^{d-1} = V^{\vartheta'(2d-1)}.$$  

It follows from (5.7) and (5.11) that $X^{1-\vartheta} \ll UV$. Therefore, we obtain

$$|\xi| < Q_1^{d-1}Q_2^{d-1}V^{-1} = \frac{V^{\vartheta'(2d-1)}}{U^d V^{d-1}} \ll X^{-d+\sigma} V^{\vartheta'(2d-1)}.$$  

Finally, since $\vartheta' < \vartheta$, it follows that $1 \leq q \leq V^{\vartheta'(2d-1)}$ and $|\xi| \leq X^{-d+\sigma} V^{\vartheta'(2d-1)}$ for $X$ sufficiently large; we have obtained the statement in ii).

By combining (5.13) and Lemma 5.3 we obtain the following.

**Proposition 5.4.** Let $0 < \vartheta < 1$. Let $\varepsilon > 0$ be sufficiently small. Then for $X$ sufficiently large, at least one of the following alternatives holds:

i) One has the upper bound

$$|S(M, N; \alpha)| \ll X^{n+\varepsilon} V^{-\vartheta' \cdot \text{codim} V_2^*}.$$  

ii) There exist $1 \leq q \leq V^{\vartheta'(2d-1)}$ and $a \in \mathbb{Z}$ with $\gcd(a, q) = 1$ such that

$$|q\alpha - a| \leq X^{-d+\sigma} V^{\vartheta'(2d-1)}.$$  

We let $\nu = \frac{\log V}{\log X}$. Then from (5.47) it follows that

$$\frac{1}{2 + \varepsilon} < \nu < 1 + \varepsilon.$$  

We define $\mathfrak{M}(\vartheta)$ to be the set of $\alpha \in [0, 1)$ satisfying ii) in Proposition 5.4 i.e. there exist $1 \leq q \leq X^{(2d-1)\vartheta}$ and $a \in \mathbb{Z}$ with $\gcd(a, q) = 1$ such that

$$|q\alpha - a| \leq X^{(2d-1)\vartheta+\sigma-d}.$$
5.2. Sliding scale argument. We begin by setting \( K = \frac{\text{codim} \, V^{*}_2}{2^{2d-2}} \).

For any \( 0 < \vartheta < 1 \), the Lebesgue measure of \( M^{(\vartheta)} \) is bounded by the following quantity

\[
\text{meas}(M^{(\vartheta)}) \ll \sum_{1 \leq q \leq X^{(2d-1)\vartheta}} \sum_{0 \leq a \leq q \atop \gcd(a, q) = 1} q^{-1} X^{-d+ds+(2d-1)\vartheta}.
\]

We then define a sequence \( 0 < \vartheta < \vartheta_1 < \cdots < \vartheta_J < 1 \) satisfying

\[
\frac{\tau}{2} > 2(2d-1)\vartheta_1 - \vartheta, \quad \frac{\tau}{2} > 2(2d-1)\vartheta_{j+1} - \vartheta_j \quad (1 \leq j \leq J - 1)
\]

and

\[
1 - \tau < \vartheta_J < 1,
\]

where \( \tau > 0 \) is sufficiently small. In particular, \( J \ll 1 \). Then, under the assumption that \( K > 2(2d-1) \) holds, by Proposition 5.4 and (5.52) we have

\[
\int_{[0,1) \backslash M^{(\vartheta)}} |S(M, N; \alpha)| \, d\alpha \ll X^{n-K\vartheta + \varepsilon} + X^{n-d+ds-(K-2(2d-1))\vartheta + \varepsilon}
\]

\[
\ll X^{n-d-\varepsilon} + X^{n-d+ds-(K-2(2d-1))\vartheta + \varepsilon}.
\]

Now we define \( 0 < \vartheta'_0 < 1 \) by

\[
\vartheta'_0 = \frac{(2 + \varepsilon)\sigma}{K - 2(2d-1)}.
\]

On recalling (5.51) we see that

\[
\frac{d\sigma}{K - 2(2d-1)} < \vartheta'_0
\]

is satisfied. We further need \( \vartheta'_0 \) to satisfy

\[
2(2d-1)\vartheta'_0 + d\sigma < \frac{5}{24},
\]

or equivalently

\[
K > \frac{4d\sigma(2d-1)}{5} + 2(2d-1) > 2(2d-1).
\]
Recall the definition of $C_0$ given in (4.2). Let us set $H = td$ with $t \in \mathbb{N}$ so that $\sigma = 1/(2td)$ (recall (5.4)). Then from (5.16), which states
\[
\text{codim} V_2^* \geq \frac{\text{codim} V_F^* - (2H - 1)C_0}{H},
\]
we see that (5.56) is satisfied provided
\[
\text{codim} V_F^* > H 4^{d-1} \left( \frac{4d\sigma(2d - 1)}{2t} - d\sigma + 2(2d - 1) \right) + (2H - 1)C_0
\]
\[
= d(2d - 1)4^d \left( \frac{H\sigma}{2t} - \frac{H}{2d} \right) + (2td - 1)C_0
\]
\[
= d(2d - 1)4^d \left( \frac{\frac{t}{2}}{2t - 1} + \frac{t}{2} \right) + (2td - 1)C_0
\]
\[
= d(2d - 1)4^d \frac{t(5t + 12)}{2(5t - 12)} + (2td - 1)C_0.
\]

Let us choose $t = 6$, in which case (5.57) becomes
\[
\text{codim} V_F^* > 7d(2d - 1)4^d + (12d - 1)C_0,
\]
which is precisely (1.4); therefore, it follows that (5.55) and (5.56) hold.

Let us set $\lambda = d\sigma = 1/12$ in the definition of $M^+(\vartheta_0)$ given in (3.8). Let $\vartheta_0 = (2d - 1)\vartheta'_0(1 + \varepsilon)$. Then from (5.55), which we now know to hold assuming (1.4), it follows that
\[
2\vartheta_0 + (2\vartheta_0 + 2\lambda + \varepsilon) < \frac{5}{12},
\]
i.e. (3.6) is satisfied with $\vartheta_0$ and $\lambda$ as in this section and $\gamma = 2\vartheta_0 + 2\lambda + \varepsilon$. It is easy to see from the definition of $M^{(II)}(\vartheta)$ and (5.51) that
\[
M^{(II)}(\vartheta'_0) \subseteq M^+(\vartheta_0),
\]
hence
\[
m^+(\vartheta_0) = [0, 1) \setminus M^+(\vartheta_0) \subseteq [0, 1) \setminus M^{(II)}(\vartheta'_0).
\]

Therefore, by (5.53), (5.54) and (5.56) we obtain
\[
\int_{m^+(\vartheta_0)} |S(M, N; \alpha)| \, d\alpha \leq \int_{[0, 1) \setminus M^{(II)}(\vartheta'_0)} |S(M, N; \alpha)| \, d\alpha \ll X^{n-d-\varepsilon}.
\]

As mentioned in the first paragraph of this section, it then follows from (5.11), (5.3) and (5.58) that
\[
\int_{m^+(\vartheta_0)} |S(\alpha)| \, d\alpha \leq \sum_{(M, N) \in \Xi(aX, bX)} \int_{m^+(\vartheta_0)} |S(M, N; \alpha)| \, d\alpha \ll X^{n-d-\varepsilon},
\]
this completes the proof of Proposition 5.1.
6. Conclusion

By combining Propositions 3.1 and 5.1 we obtain Theorem 1.2 when $F$ satisfies (II) of Definition 4.1. We now deal with the remaining case. Suppose $F$ satisfies (I) of Definition 4.1. Let us denote $w = (w_1, \ldots, w_t)$, $s = (s_1, \ldots, s_m)$ and $t = (t_1, \ldots, t_{n-m})$. We also let $s' = (s'_1, \ldots, s'_m)$ and $t' = (t'_1, \ldots, t'_{n-m})$. Let 

$$g_w(s, s', t, t') = F(s, t, w) - F(s, t', w) - F(s', t, w) + F(s', t', w).$$

Then

$$g_w^d(s, s', t, t') = \mathcal{G}(s, t) - \mathcal{G}(s, t') - \mathcal{G}(s', t) + \mathcal{G}(s', t')$$

for each fixed $w$, where $\mathcal{G}$ is defined in (4.1). By applying the Cauchy-Schwarz inequality twice, we obtain

$$|S(\alpha)|^4 \ll X^{2n+\ell+\varepsilon} \sum_{w \in [0,X]^{\ell}} \sum_{s, s' \in [0,X]^m} \sum_{t, t' \in [0,X]^{n-m}} e(\alpha g_w(s, s', t, t'))$$

$$\ll X^{2n+2\ell+\varepsilon} \max_{w \in [0,X]^{\ell}} \sum_{s, s' \in [0,X]^m} \sum_{t, t' \in [0,X]^{n-m}} e(\alpha g_w(s, s', t, t')).$$

Since $g_w^d(s, 0, t, 0) = \mathcal{G}(s, t)$, it follows from [25] Lemma 3.1 that

$$\text{codim } V_{\mathcal{G}}^* \geq \text{codim } V_{\mathcal{G}}^* > C_0$$

for each fixed $w$. Then we obtain the following as an immediate consequence of [1] Lemma 4.3 (additional explanation can be found in the proof of [25] Lemma 4.2).

Lemma 6.1. Let $F \in \mathbb{Z}[x_1, \ldots, x_n]$ be a homogeneous form of degree $d \geq 2$ satisfying (I) of Definition 4.1. Let $0 < \zeta < 1$. Let $\varepsilon > 0$ be sufficiently small. Then for $X$ sufficiently large, at least one of the following alternatives holds:

i) One has the upper bound

$$|S(\alpha)| \ll X^{n-\varepsilon -2 - \zeta C_0 + \varepsilon}.$$

ii) There exist $1 \leq q \leq X^{(d-1)\zeta}$ and $a \in \mathbb{Z}$ with $\gcd(a, q) = 1$ such that

$$|qa - a| \leq X^{-d+(d-1)\zeta}.$$

We define $\mathcal{M}^{(I)}(\zeta)$ to be the set of $\alpha \in [0, 1)$ satisfying ii) in Lemma 6.1 i.e. there exist $1 \leq q \leq X^{(d-1)\zeta}$ and $a \in \mathbb{Z}$ with $\gcd(a, q) = 1$ such that

$$|qa - a| \leq X^{-d+(d-1)\zeta}.$$

6.1. Sliding scale argument. For any $0 < \zeta < 1$, the Lebesgue measure of $\mathcal{M}^{(I)}(\zeta)$ is bounded by the following quantity

$$\text{meas}(\mathcal{M}^{(I)}(\zeta)) \ll \sum_{1 \leq q \leq X^{(d-1)\zeta}} \sum_{0 \leq a < q, \gcd(a, q) = 1} q^{-1} X^{-d+(d-1)\zeta} \ll X^{-d+(d-1)\zeta}.$$
where \( \tau > 0 \) is sufficiently small. In particular, \( J \ll 1 \). From the definition of \( C_0 \) given in (4.2), it is clear that

\[
2^{-1-d}C_0 > d \quad \text{and} \quad 2^{-1-d}C_0 - 2(d-1) > 0.
\]

Then by Lemma 6.1 and (6.3) we have

\[
\int_{[0,1) \setminus \mathcal{M}^0(\varsigma)} |S(\alpha)| \, d\alpha = \int_{[0,1) \setminus \mathcal{M}^0(\varsigma)} |S(\alpha)| \, d\alpha + \sum_{j=0}^{J-1} \int_{\mathcal{M}(\varsigma_{j+1}) \setminus \mathcal{M}(\varsigma_j)} |S(\alpha)| \, d\alpha \ll X^{n-2^{-1-d}C_0+\varepsilon} + X^{n-d-(2^{-1-d}C_0-2(d-1))\varsigma+\varepsilon} \ll X^{n-d-\varepsilon}.
\]

Let \( \vartheta_0, \gamma, \lambda > 0 \) be such that (3.6) is satisfied. Let us set \( 0 < \varsigma < \vartheta_0/(d-1) \) so that

\[
\mathcal{M}(\varsigma) \subseteq \mathcal{M}(\vartheta_0),
\]

hence

\[
m^+(\vartheta_0) = [0, 1) \setminus \mathcal{M}(\vartheta_0) \subseteq [0, 1) \setminus \mathcal{M}(\varsigma).
\]

Therefore, we obtain from (6.4) that

\[
\int_{m^+(\vartheta_0)} |S(\alpha)| \, d\alpha \leq \int_{[0,1) \setminus \mathcal{M}(\varsigma)} |S(\alpha)| \, d\alpha \ll X^{n-d-\varepsilon}.
\]

By combining this estimate with Proposition 3.1 we obtain Theorem 1.2 when \( F \) satisfies (I) of Definition 4.1 as well; this completes the proof of Theorem 1.2.

Finally, we remark that it may be possible to further improve on Theorem 1.2 by using the Heath-Brown identity. The strategy would be to combine it with a combinatorial result such as [19, Lemma 3.1] or its extensions (The range of \( \sigma \) in [19, Lemma 3.1] can be extended at the cost of additional cases as explained in [19, Remark 3.2]), and deal with the resulting exponential sums. The method of this paper is suitable when the weights correspond to the Type I/II alternative in [19, Lemma 3.1]. However, in order to make further progress with this approach, one would need to be able to deal with the exponential sums of the form \( S(\alpha) \) with (variants of) divisor functions as weights without resorting to the methods of this paper, that is to make use of the bihomogeneous structure to remove all the weights. If this can be done, then it may be possible to establish Theorem 1.2 with \( \text{codim} V_F = O(d^2-\Delta 4^d) \) for some \( \Delta > 0 \).
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