Design of Early Warning Platform for College Students' Achievement Based on Data Mining
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Abstract. With the acceleration of the application of information technology in Colleges and universities in China, the efficiency of higher education is constantly improving. The focus of teaching management in Colleges and universities is to continuously improve the teaching level of colleges and universities, and the key is to strengthen the management of students' performance. Performance warning is a form of student performance management. In recent years, data mining technology is more and more mature, and its application is also very wide. Many students have applied data mining technology to university management. In this paper, we apply data mining technology to college students' performance early warning, and use Apriori algorithm in association rules to design and build college students' performance early warning platform, and select two classes of students as the research object to verify. In this study, we choose the English course scores of two classes as the test data, and define the performance warning, which is based on the score below 60. The results show that six students in class a will be subject to performance warning, while seven students in class B will be subject to performance warning. In addition, the performance early warning platform designed by this method, the early warning accuracy rate is as high as 92.85%, the accuracy rate is high, has certain application advantages.
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1. Introduction
In recent years, the popularization of higher education has not only caused a sharp increase in the number of college students, but also caused a continuous decline in the quality of college students. It is an indisputable fact that a small number of students fail to pass many courses in the final examination or even fail to retake due to their maladjustment to college study and life [1-2]. How to conduct scientific, reasonable, timely and effective monitoring and supervision on students' academic performance has increasingly become a thorny and very important problem faced by colleges and universities, especially the teaching management department of colleges and universities [3]. In order to ensure the normal teaching order of the school, prevent the occurrence and continuous deterioration of the poor performance of a few students, and achieved certain results [4-5].
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We know that education big data is usually generated in the whole education activities, which can be said to be all the data collection collected according to the needs of education, which can be used for the development of education and create great potential value [6]. At present, data mining technology has developed more mature, and is widely used in the information management system. It mainly processes a large number of data, obtains useful information from the data, and discovers the internal rules and operation mode of data, so as to provide decision-making information for data users [7-8]. Applying data mining technology to college students' performance early warning, we can calculate the possibility of different performance levels through the early warning mechanism. In this way, we can use the initial performance data to infer the future performance trend, and then we can find out the association rules corresponding to this course as early warning factors to establish an early warning system. It is very convenient and timely to evaluate the students' academic performance, which has very important theoretical significance and application value [9-10].

This paper first introduces data mining, association rules and Apriori algorithm, and designs an early-warning platform for college students' achievement by using Apriori algorithm of association rules. In order to verify the effectiveness of this method, we choose two classes of computer major as the research object, and take their relatively weak English courses as test data. In the research, in order to better research, we defined the performance early warning, taking the score below 60 as the boundary to carry out the performance early warning. After verification, the results show that the performance early warning platform designed by this method, the early warning accuracy rate is as high as 92.85%, the accuracy rate is high, has certain application advantages.

2. Data mining and apriori algorithm of association rules

2.1. Data mining

Many subjects integrate and promote each other, which leads to data mining. The progress of data mining technology not only promotes the rapid development of data mining, but also makes data mining widely used in practice to solve the problems of all levels of society. The general definition of data mining is: the process of extracting hidden information that people do not know in advance but may be useful from a large number of noisy, incomplete, random and fuzzy practical application data. Data mining is a process of extracting previously unknown rules and knowledge from a large number of data, which may further support the enrichment of existing knowledge or decision-making. It mainly includes the following four steps.

(1) Determine mining target.
Data mining is based on the understanding of real business problems and business data. Only by understanding business, can we put forward problems according to business needs, make clear the goal of data mining, and carry out data mining blindly for the purpose of mining is meaningless and valuable.

(2) Data preparation and processing.
We know that data is the basis of data mining, so the data preparation and data cleaning stage is the key step of data mining, and also the key factor affecting the data results. It can be said that the preparation work in the first stage is very important, and the quality of the results will directly affect the accuracy and efficiency of data mining results. On the other hand, data preparation and processing are also the key links and important steps in the implementation process of data mining. The quality of the data sorted in this link is the prerequisite for data mining to get the correct results. The main links include data selection, preprocessing, conversion and so on.

1) Data selection. This step includes collecting the original data (including internal and external data) related to the studied business, selecting and integrating the data related to the studied business and suitable for data mining from the collected data, and establishing the data mining database.

2) Data preprocessing. According to the needs of data mining tasks, the data records in the database are sorted out, and the attributes not related to the mining tasks are cleared, and the incomplete data records are sorted out.
Data conversion. The main work of data conversion is to find the feature representation of data according to the task and goal of data mining, so as to meet the requirements of data format in data mining work. This is the key to the smooth implementation of data mining and the successful results.

(3) Data mining.
At this stage, it can be said that it is the work of mining the data. Before mining, we need to study and analyze the mining algorithm, and we need to select the appropriate mining algorithm according to the mining task and mining target, followed by the data mining algorithm. In this stage, the selection of algorithm is very important, which will directly affect the quality of the final mining results.

(4) Result analysis.
The purpose of data mining is to find useful data that is valuable to customers. These data can't be described by numbers, which is not intuitive and meaningful to customers. The last step of data mining is the expression and interpretation of data results. Generally, data can be described visually rather than symbolically, and rules can be used to explain customers' actual business. There will be many results of data mining. This process requires selecting the data that customers care about most to express, and removing the data that customers don't care about, so as to reduce the annoyance caused by too much data. If the customer is not satisfied with the final data result or has data missing, they need to repeat the above steps to carry out a new round of data mining on the data until the result is satisfactory.

2.2. Association rules and apriori algorithm
(1) Association rules.
Association rule analysis is one of the most active fields in data mining. The objective relationship between things is usually called connection. Association rules are used to describe the relationship between the data elements hidden in the database and analyze its rules. The analysis of association rules usually refers to the identification and analysis of the data that can meet the requirements in the transaction database D, the so-called meeting the requirements usually refers to meeting the set minimum support threshold (min)\_Support and minimum confidence threshold (min)\_Confidence of the association rules.

Suppose the transaction database is called transaction set D, and the elements of T are called items. Let the set of all items in d be I. obviously, transaction T belongs to I.

Let the itemset of D be A, and the support of itemset A is the percentage of all transactions of D that contain a in D.

\[
\text{Support}(A) = \frac{|\{T:A \subseteq T, T \in D\}|}{|D|} = P(A)
\]  

Association rules, in short, are implicative expressions in the form of $A \Rightarrow B$, in which the intersection of the two is an empty set. A is the condition of association rules, B is the conclusion of association rules.

Support describes the representativeness of rules in all cases. It is A measure of importance, while confidence is A measure of accuracy. Therefore, the higher the support, the more important the rules are:

\[
\text{Support}(A \Rightarrow B) = \frac{|\{T:A \cup B \subseteq T, T \in D\}|}{|D|} = \text{upsort}(A \cup B) = P(A \cup B)
\]  

The credibility of association rules includes both A and B transactions. The percentage of itemset A in the transaction is as follows:

\[
\text{Confidence}(A \Rightarrow B) = \frac{|\{T:A \cup B \subseteq T, T \in D\}|}{|\{T:A \subseteq T, T \in D\}|} = \frac{\text{Support}(A \Rightarrow B)}{\text{Support}(A)} = P(A|B)
\]  

(2) Apriori algorithm.
Apriori algorithm is the most influential classical algorithm for mining frequent itemsets of association rules. It uses the iterative method of layer by layer search to find all frequent itemsets.
The basic idea of Apriori algorithm is as follows:
1) The first step is to find all frequent itemsets.
2) In the second step, the frequent itemsets are used to generate strong association rules with minimum support and confidence.
   In this process, the first step is the key link.
   In short, the essence of Apriori algorithm is: if an item set is frequent, then all its non empty subsets should be frequent. In other words, if an itemset is not frequent, then all its supersets cannot be frequent. In other words, if element set B does not meet the minimum support, then B is not frequent. If a set is added to B, the result item set (BA) cannot appear more frequently than B. Therefore, BA is not frequent.

\[ P(B \cup A) < \text{Min}_\text{support} \] (4)

Apriori algorithm scans transaction database d many times to find frequent itemsets, and at the same time, it processes candidate itemsets by many times of join operation, which is the key to restrict the efficiency of the algorithm.

3. The design of experimental object and score division
(1) Subjects.
   This paper chooses two classes of computer major as the research object, which are class A and class B. There are 32 students in class A and 33 students in class B. In the process of investigation, we find that the College English public course of computer majors is relatively weak, and some students often fail to take it again. This paper will take the English course of these two classes as an example to warn the students' grades.
   (2) The design of students' grade division.
   In the selected student achievement, the student achievement is uneven, in order to more clearly express the student's achievement, we divide the achievement into four categories. Students' grades are usually based on the hundred point system. Then, we divide the grades into: if a student's grades are lower than 60, then the students' grades are divided into grade 4; if a student's grades are greater than or equal to 60 but less than 80, then the students' grades are divided into grade 3; if a student's grades are greater than or equal to 80 but less than 90 if a student's score is greater than or equal to 90, then the student's score is divided into Level 2; if a student's score is greater than or equal to 90, then the student's score is divided into level 1. If the student's score is in grade 4, then it is necessary to carry out performance warning.

4. Analysis of the early warning platform of students' performance

4.1. Student performance analysis
The results are shown in Table 1 and Figure 1.

| Grades | Class A | Class B |
|--------|---------|---------|
| Level 1| 4       | 6       |
| Level 2| 8       | 7       |
| Level 3| 14      | 13      |
| Level 4| 6       | 7       |
Figure 1. Student achievement analysis

It can be seen from Table 1 and Figure 1 that the number of class A in Grade 1 is 4, and the number of class B in Grade 1 is 6. The number of class A in Level 2 is 8, and the number of class B in Level 2 is 7. The number of class A in Level 3 is 14, and the number of class B in Level 3 is 13. The number of class A in grade 4 is 6, and the number of class B in grade 4 is 7. That is to say, in class A, according to the rules, six students in class A will be subject to performance warning, while seven students in class B will be subject to performance warning.

4.2. Analysis of early warning results of student achievement

This paper uses the method of the above two classes of students' English course performance early warning, and compares it with the actual number of people who need early warning. The results are shown in Table 2 and Figure 2.

Table 2. Results of performance warning

| Class                        | Class A |
|------------------------------|---------|
| In this paper, the number of early warning results | 6       |
| Actual number of people in need of early warning | 6       |
| Early warning accuracy       | 100%    |

| Class                        | Class B |
|------------------------------|---------|
| Actual number in need of early warning | 7       |
| Early warning accuracy       | 85.7%   |

Figure 2. Result analysis of performance warning
It can be seen from Table 2 and Figure 2 that in this method, the number of grade early warning in class A is 6, and the number of grade early warning in class B is 6, while the number of grade early warning in class A is 6, and the number of grade early warning in class B is 7. The accuracy of this method is 100% in class A and 85.7% in class B. In general, the accuracy of this method is as high as 92.85%.

5. Conclusion
With the development of science and technology, data mining technology is more and more mature, and its application is more and more widely. At present, in order to better manage the students, many colleges and universities have set up a certain performance warning mechanism. Through the performance warning mechanism, they manage the students with poor performance and urge them to study better. On the basis of data mining, this paper uses Apriori algorithm in association rules to design and build the early warning platform of College Students' performance, and selects two classes of students as the research object to verify. The results of this paper show that the accuracy of the performance early warning platform designed by this method is as high as 92.85%, which has certain application advantages. The results of this paper will provide some reference value for the research of College Students' performance early warning.
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