Criticality-enhanced quantum sensing in ferromagnetic Bose-Einstein condensates: role of readout measurement and detection noise
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We theoretically investigate estimation of the control parameter in a ferromagnetic Bose-Einstein condensate near second order quantum phase transitions. We quantify sensitivity by quantum and classical Fisher information and using the error-propagation formula. For these different metrics, we find the same, beyond-standard-quantum-limit (SQL) scaling with atom number near critical points, and SQL scaling away from critical points. We find that both depletion of the $m_f=0$ Zeeman sub-level and transverse magnetization provide signals of sufficient quality to saturate the sensitivity scaling. To explore the effect of experimental imperfections, we study the scaling around criticality at nonzero-temperature and with nonzero detection noise. Our results suggest the feasibility of sub-SQL sensing in ferromagnetic condensates with current experimental capabilities.

I. INTRODUCTION

In quantum sensing and metrology, a classical parameter such as an externally applied field, an energy level separation, or the elapsed time, is estimated from measurements on a quantum system consisting of $N > 1$ particles. The precision of the estimation is closely related to the sensitivity of the quantum state to the parameter. It is well known, for example, that entangled states of $N$ two-state particles can estimate a single-particle phase $\phi$ with variance $\delta\phi^{-2} = N^2$, known as the Heisenberg limit (HL), while non-entangled states in the same scenario can at best achieve $\delta\phi^{-2} = N$, known as the standard quantum limit (SQL). This difference is due to the extreme phase sensitivity of entangled states, for example “NooN” states, which become self-orthogonal under a phase shift of $\phi = \pi/N$, when a single particle would become self-orthogonal after a phase shift of $\pi$. Such states are very sensitive to decoherence, and while it is possible to achieve sensitivities beyond the SQL with large $N$, the scaling with $N$ returns to the SQL scaling in the presence of very small decoherence.

A less-studied scenario, of relevance especially to atomic quantum sensing, is when the quantum state being measured is the result of interactions that act at the same time as the parameter to be measured. This is the scenario for example in a non-linear interferometer, in which the particles interact while experiencing a phase shift. Such system can show counter-intuitive behaviours. For example, if the unknown parameter is itself the strength $\kappa$ of a particular $k$-body interaction, estimation without entanglement yields $\delta\kappa^{-2} \propto N^{2k-1}$, which shows better scaling than the HL already with the simplest two-body interactions, and without entanglement.

Arguably the most natural scenario in which one finds high sensitivity to external parameters is in critical systems, e.g. near a quantum phase transition. These are by nature interacting many-body systems, and we may expect to find advantageous scaling even without entanglement. In the case of second-order (continuous) phase transition, the sensitivity in the estimation of control parameter $q$ scales as $\delta q^{-2} \propto N^{2/d\nu}$, where $d$ is the spatial dimension and $\nu$ is the critical exponent of the correlation length. It has already been reported that several many-body models are characterized by $2/d\nu > 1$, and therefore advantageous scaling relative to uncorrelated particles. In the case of first-order phase transition, to the best of our knowledge there is no known bound on $\delta q^{-2}$.

In this paper, we theoretically estimate the sensitivity of measurement of coupling constant in a spin-1 Bose-Einstein condensate system with ferromagnetic interaction. To this end, we make use of the underlying continuous phase transitions and apply the approach mentioned above. In particular, we concentrate on the zero longitudinal magnetization case when the phase diagram of ground states exhibits two second-order phase transitions, namely between broken-axisymmetry/antiferromagnetic and longitudinal polar/broken-axisymmetry phases. In order to quantify the sensitivity, we make use of the quantum and classical Fisher information as well as the error propagation formula. The quantum Fisher information (QFI) is known as a pivotal parameter of quantum metrology which is linked to the ultimate HL. However, it is not always easy to find the optimal measurement to saturate the upper bound and extract it in practice. This concerns the fact that in order to find the QFI in experiment, one needs to make a full state tomography of the density matrix which is difficult for large systems. In this case, it is more convenient to use the classical Fisher information (CFI) or error propagation formula which are more easily accessible by making measurement on the appropriate signals.

For our ferromagnetic spin-1 BEC system with finite
size $N$, we derive the QFI and find the best sensitivity in estimation of order parameter as $N^{-4/3}$ (implying the sub-shot noise limit) around the critical points. However away from the critical regions, the sensitivity scales as $N^{-1}$ referring to the SQL. This is expected since with no criticality, the neighbor states are indistinguishable with respect to the control parameter and the sensitivity decreases to the classical limit. We confirm this result using the quantum perturbation approach for small values of coupling constant. In addition, we numerically calculate the classical Fisher information as well as the error propagation formula for two particular signals: (i) the number of atoms in the $m_f = 0$ Zeeman state and (ii) transverse magnetization. Both quantities can be used as the order parameter of our system, and we prove that they are both optimal choices of measurement observables in the critical system \cite{17}. We show that these sensitivity tools lead to the same power law scaling versus $N$ as the quantum Fisher information which confirms the results in Ref. \cite{17}. In particular, our scaling of the sensitivity of coupling constant around criticality $\sim N^{-4/3}$ gives the same value as for Lipkin-Meshkov-Glick \cite{20}, Dicke \cite{27} and bosonic Josephson junction \cite{17} models as well as the antiferromagnetic spin-1 condensates \cite{22} around continuous quantum phase transitions. In this sense, our results suggest that the universal behaviour of the QFI belongs to the same class as aforementioned critical systems.

From the experimental point of view, we propose different types of measurements with respect to our signals, namely the population counting of particles (using absorption imaging or fluorescence imaging) and paramagnetic Faraday rotation \cite{25,29}. In addition, in order to model the realistic conditions, we include the thermal and Gaussian detection noises in our work. We show that a large enough thermal noise (compared to the quantum gap) suppresses the sensitivity as expected. Moreover, for the case of finite temperature, our results indicate significant decrease of sensitivity by considering either of the signals. In particular, for a finite system of 500 atoms, we show that atom number counting procedure would require the detection noise $\lesssim 6$ atoms to keep the sub-SQL sensitivity. This is a hard task in practice but still accessible with current experimental techniques.\cite{31,34}. On the other hand regarding the Faraday measurement, the detection noise up to the level of $\sigma \sim 10^3$ would not affect the sensitivity. Consequently, our results suggest that the evaluation of the control parameter is possible in a real experiment with sub-SQL sensitivity using the current state of the art capabilities.

The paper is organized as follows. We start with the introduction to the system, model Hamiltonian, and numerical methods in Section II. We review the basis of estimation theory in Section III. Next, in Section IV we show how the theory can be applied to ferromagnetic condensate at zero temperature. Finally, in Section VI we carefully analyze the effects of non zero temperature and detection noise with the respect to the relevant experimental realization of the method. The summary and conclusion are given in Section VII.

II. SYSTEM, MODEL AND NUMERICAL METHOD

We consider the spin-1 Bose-Einstein condensate (atoms in the $F = 1$ manifold) in the presence of a homogeneous transverse magnetic field $B$. The system is described by the field vector $\Psi = [\Psi_1, \Psi_0, \Psi_{-1}]^T$ which components describe atoms in the $m_f = 0, \pm 1$ Zeeman states. We assume the total atoms number to be of the order up to few thousands when the generation of spin domains are energetically costly. We use the single mode approximation (SMA) for the system description \cite{23}. In the SMA the external and internal spin degrees of freedom can be decoupled and the components of the field vector transform to $\hat{\Psi}_{m_f} = \phi(r) \hat{a}_{m_f}$, where $\hat{a}_{m_f}$ is the bosonic annihilation operator of an atom in the $m_f$-th Zeeman state. In this case, the system Hamiltonian casts in the following form \cite{23,25},

$$\hat{H}(q) = \frac{\text{sign}(c_2)}{2N} J^2 - q \hat{N}_0, \quad (1)$$

which is composed of two terms: the first term resulting from the contact interaction between atoms and the second term indicating the effect of a quadratic Zeeman shifts on the energy levels. We set the energy unit to $c = N|c_2| \int \text{d}r |\phi(r)|^4$, which is proportional to the density $c \propto \rho = N/V$ for homogeneous systems, and the spin-dependent interaction coefficient $c_2$ which is defined in terms of the s-wave scattering lengths.\cite{4} In the following, the negative value of $c_2$ is considered which stands for the ferromagnetic interaction \cite{23,25}. In equation (1), the total pseudo-spin operator squared $\hat{J}^2 = \hat{J}_x^2 + \hat{J}_y^2 + \hat{J}_z^2$ can be expressed in terms of annihilation (creation) operators $\hat{a}_{m_f} (\hat{a}_{m_f}^\dagger)$ of an atom in the $m_f$-th Zeeman component, namely

$$\hat{J}_x = \frac{1}{\sqrt{2}} (\hat{a}_{-1}^\dagger \hat{a}_0 + \hat{a}_{-1}^\dagger \hat{a}_{-1} + \hat{a}_0^\dagger \hat{a}_1 + \hat{a}_1^\dagger \hat{a}_0), \quad (2)$$
$$\hat{J}_y = \frac{i}{\sqrt{2}} (\hat{a}_{-1}^\dagger \hat{a}_0 - \hat{a}_{-1}^\dagger \hat{a}_{-1} - \hat{a}_0^\dagger \hat{a}_1 - \hat{a}_1^\dagger \hat{a}_0), \quad (3)$$
$$\hat{J}_z = \hat{a}_{-1}^\dagger \hat{a}_1 - \hat{a}_{1}^\dagger \hat{a}_{-1}. \quad (4)$$

In addition, $\hat{N}_{m_f} = \hat{a}_{m_f}^\dagger \hat{a}_{m_f}$ is the number operator of atoms in the $m_f$-th Zeeman state, $N$ is the total atom number operator being the eigenvalue of $\hat{N} = \sum_{m_f} \hat{N}_{m_f}$ and the coupling constant $q$ is the strength of the quadratic Zeeman energy. In practice, the parameter $q$ can be expressed as a sum of two terms, $q = q_B + q_M$,

$^1$ The explicit form of $c_2$ is given by $c_2 = 4 \pi \hbar^2 (a_0 - a_2)/3m$, where $m$ is the mass of each particle and $a_0 (a_2)$ is the s-wave scattering length for spin-1 atoms colliding in symmetric channels of total spin $J = 0 (J = 2)$. 

as it can be tuned using an applied magnetic field or an off-resonant microwave dressing field \[36, 37\]. Therefore, the value of \( q \) can be controlled experimentally from negative to positive values \[34, 37\]. The model can be realized with ultra-cold \(^{87}\)Rb atoms populating the three magnetic sublevels of the \( F = 1 \) ground state manifold \[38, 39\].

The \( z \) component of pseudo-spin \( \hat{J}_z \) is a constant of motion, as \([\hat{H}, \hat{J}_z] = 0\). The eigenvalues of \( \hat{J}_z \) correspond to the longitudinal magnetization of the system \( M = N_z + 1 - N_z - 1 \) which is conserved and, therefore, can be used to label the Hamiltonian eigenstates. In this case, the system Hamiltonian has the block diagonal structure while eigenstates can be considered in the subspace of fixed magnetization. This is also justified based on the fact that the spin-dependent interaction has rotational symmetry as long as the spin-1 system is isolated from its environment and dipolar interactions are neglected \[40\]. Therefore, the linear Zeeman energy acts as a constant shift on the energy levels. In this paper, we consider even values of the total number of atoms \( N \) and zero longitudinal magnetization \( \langle \hat{J}_z \rangle \equiv M = 0 \).

In order to describe numerically the system Hamiltonian and extract its eigenstates, we employ the Fock basis constituted by all eigenstates of the atomic number operators \( \hat{N}_m \). We use the parametrization \( |n\rangle = |N_1, N_0, N_{-1}\rangle = |n, N + M - 2n, n - M\rangle \), with \( n \in [n_{\text{min}}, n_{\text{max}}] \) where \( n_{\text{min}} = \max(0, M/2, M) \) and \( n_{\text{max}} = \min(N, (M + N)/2, N + M) \). Subsequently, we build up the Hamiltonian in this basis and numerically diagonalize it to obtain the respective eigenenergies \( E_\alpha \) and eigenstates \( |\psi_\alpha\rangle \). The ground state (GS) \( |\psi_0\rangle \) is used to estimate the sensitivity at zero temperature. When the temperature value is non-zero, the quantum state is represented by the canonical Gibbs density matrix

\[
\hat{\rho}(q, T) = \sum_\alpha \frac{e^{-E_\alpha(q)/k_B T}}{Z} |\psi_\alpha\rangle \langle \psi_\alpha|,
\]

where the \( \alpha \)-th eigenstate is weighted by \( w_\alpha = e^{-E_\alpha(q)/k_B T}/Z \) and \( Z = \sum_\alpha e^{-E_\alpha(q)/k_B T} \) is the partition function with the Boltzmann constant \( k_B \). Note that in the zero temperature limit, the quantum state of the system approaches GS while in the high temperature limit the quantum state is maximally mixed with equally populated eigenstates, i.e. they have the same weight \( w_\alpha \).

The phase diagram of ground states of the Hamiltonian \[1\] is presented in Fig. 1. The three phases can be distinguished: the longitudinal polar, broken-axisymmetry (BA) and antiferromagnetic (AFM) one \[24, 33\]. In particular, for the zero magnetization case, \( M = 0 \), two phase transitions occur between BA/AFM and longitudinal polar/BA phases at the values of control parameter \( q_c = -2 \) (the left critical point) and \( q_c = 2 \) (the right critical point), respectively. These two critical points are our central interest in this work.

In the next section, we give a brief review of the basics of the quantum estimation theory which we use to estimate the sensitivity of measurement of \( q \) around criticality.

### III. QUANTUM ESTIMATION THEORY

When a physical system crosses a critical point by varying a control parameter, the ground state of the system changes abruptly, indicating the presence of a quantum phase transition. A direct consequence of this fact is significant distinguishability of the lowest energy eigenstates of the system around criticality. It has been reported that this distinguishability can be used to enhance the precision in estimation of the control parameter around criticality \[41, 42\]. In the following we recall the building-blocks of the estimation theory used in the paper.

Let us start with the generic Hamiltonian

\[
\hat{H} = \hat{H}_0 + q \hat{H}_q,
\]

for which a corresponding state \( \hat{\rho} \) exhibits a quantum phase transition around the critical value of \( q = q_c \). This means that a change of the control parameter \( q \) around \( q_c \) by infinitesimaly small amount \( \delta_q \) leads to a magnificant change between the respective ground states, say \( \hat{\rho}(q) \) and \( \hat{\rho}(q + \delta_q) \). The amount of distiguishibility between these two states is quantified by the fidelity \[14, 15\],

\[
F_q = \text{tr} \left[ (\sqrt{\hat{\rho}(q)}) (\sqrt{\hat{\rho}(q + \delta_q)}) 1/2 \right].
\]
In the special case of pure state $|\psi(q)\rangle$, the fidelity simplifies to $F_q = |\langle\psi(q)|\psi(q + \delta_q)\rangle|$. In the estimation theory, the notion of fidelity is used to evaluate the best precision in estimation of the $q$ parameter and is set by the quantum Fisher information \cite{46,49}

$$F_q = -4 \frac{\partial^2 F_q}{\partial \delta_q^2} |_{\delta_q \to 0}.$$  

(8)

More precisely, the precision is determined by the inverse of the QFI, i.e. the larger the value of the QFI, the better the precision. The QFI value increases around criticality because of the abrupt change of ground states of the system around the critical points. Therefore, the QFI can be used as a criterion for distinguishability of the quantum states around phase transitions. Subsequently, the pivotal role of QFI in the theory is precise evaluation of the best possible sensitivity for evaluation of $q$ \cite{46,50}. The QFI determines the upper bound on the sensitivity in the parameter estimation which is the quantum Cramer-Rao bound (QCRB) \cite{46,50}. The usage of quantum resources might overcome the ultimate limit for the precision reachable with the uncorrelated particles, namely the so-called SQL.

In practice, the measurement of the QFI is a complex task and it requires a full quantum state tomography which is not very feasible for large systems using the current experimental techniques. In this case, it is more convenient to consider the classical Fisher information introduced based on the probability distributions of being $\hat{\rho}$ in eigenstates of observable $\hat{S}$, namely $P(s|q) = \langle s|\hat{\rho}(q)|s\rangle$ (here, $|s\rangle$ and $s$ are eigenstates and eigenvalues of $\hat{S}$, respectively). The CFI is defined as

$$F_c = -4 \frac{\partial^2 F_c}{\partial \delta_q^2},$$

(9)

where the fidelity between two neighbor probability distributions in statistical space is

$$F_c = \sum_s \sqrt{P(s|q)P(s|q + \delta_q)}. $$

(10)

In order to evaluate the probability distribution $P(s|q)$, one requires the knowledge of the whole basis of $\hat{S}$. In real experiments, the CFI can be indirectly evaluated based on measurements of the Hellinger distance between probability distributions of the measured observable $\hat{S}$ for neighbouring states $\hat{\rho}(q)$ and $\hat{\rho}(q + \delta_q)$ \cite{51,52}. The QFI is defined as the maximization of the CFI over all possible $\hat{S}$ \cite{50}. In the case of single parameter estimation, it is proved that there is always one measurement basis which saturated the QCRB. However, since the optimal measurement basis is not always evident, choosing the best one is a non-trivial task on its own \cite{50}. In addition, the precision in the estimation of an unknown parameter $q$ can also be evaluated using the standard error-propagation formula

$$\delta q^2 = \frac{\Delta^2 \hat{S}}{|\partial_q \langle \hat{S} \rangle|^2},$$

(11)

with $\Delta^2 \hat{S} = \langle \hat{S}^2 \rangle - \langle \hat{S} \rangle^2$ representing the variance of $\hat{S}$.

In this work, we consider the two different observables: (i) the atomic population in the $m_F = 0$ Zeeman component $\hat{N} = \hat{N}_0$, and (ii) the transverse magnetization $\hat{j}_x^2 = \hat{j}_x^2 + \hat{j}_y^2$. An average value of both the observables,

$$n_0 = \frac{\langle \hat{N}_0 \rangle}{N}, \quad j = \frac{\sqrt{\langle \hat{j}_x^2 \rangle}}{N} = \frac{\sqrt{\langle \hat{j}_z^2 \rangle}}{N},$$

(12)

have already been recognized as the order parameters to characterize the respective two phase transitions at $q = \pm 2$ \cite{53,54}. Note the equivalence of $\langle \hat{j}_z^2 \rangle$ with $\langle \hat{j}_z^2 \rangle$ which arises due to the fact that we are considering $\langle \hat{j}_z \rangle = 0$ and the assumption of fixed magnetization $\hat{S}$.

In Fig. 2 we show the change of both order parameters with respect to the coupling constant $q$. The first order parameter $n_0$, can be measured experimentally by measuring the atomic population in the $m_F = 0$ Zeeman state. The transverse magnetization $j$ can be obtained using paramagnetic Faraday rotation measurements (we discuss the details in Section V).
the error-propagation formula gives the lowest sensitivity while it needs only measurement of the first and second moments of the observable $\hat{S}$ which is a bonus from the experimental point of view. Meanwhile, evaluating the CFI relies on the extracting the higher moments of $\hat{S}$ which leads to higher sensitivity than the signal-to-noise ratio evaluation. In the following, we discuss the enhancement in the estimation of the control parameter $q$ using the quantum estimation theory around criticality.

IV. PRECISE ESTIMATION OF COUPLING CONSTANT AROUND CRITICAL POINTS

In this section, we employ the QFI, CFI, and error-propagation formula to discuss characteristic features of precision in the estimation of $q$ around two critical regions for zero temperature. In Fig. 3 we present the numerical value of these quantities for $\hat{S} = \hat{N}_0$ and $\hat{S} = \hat{J}_z$ as a function of $q$ for $N = 500$. The significant increase of all three quantities at the two critical points around $q = \pm 2$ is observed. The appearance of peaks reflects the significant distinguishability of the ground states around each critical point. The heights of peaks are different because ground states on both sides of critical points have various character: BA/AFM for the left and polar/BA for the right critical points.

The almost ideal overlap among all curves can be noticed in Fig. 2 and it demonstrates that the CFI saturates the QCRB while $\delta q^{-2}$ is slightly reduced by the same amount for both signals. Still, results presented in Fig. 3 show that the measurement of both order parameters leads to the estimation of $q$ with sub-SQL sensitivity around the critical points (more details in the following). Interestingly, both signals give the same value for the CFI and $\delta q^{-2}$. Specifically, for the error propagation formula

$$\frac{\Delta^2 \hat{N}_0}{|\partial_q(\hat{N}_0)|^2} \approx \frac{\Delta^2 \hat{J}_z}{|\partial_q(\hat{J}_z)|^2},$$

(14)

can be explained analytically. This is shown in Appendix A using the fact that variation of the Hamiltonian $\hat{H}$ tends to zero and estimating the first and second moments of $\hat{S}$ by using mean-field approximation. Although theoretically, the choice of order parameter seems neutral for both $\hat{N}_0$ and $\hat{J}_z$, the respective measurements are inherently different from an experimental point of view. This has implications when considering the effect of the noise in the detection process. This point will be discussed in Section V.

On the other hand, it is expected that the maximum value of the Fisher information with respect to number of particles $N$ is subject to a power-law scaling $\hat{S} \in \{\hat{N}_0, \hat{J}_z\}$, and estimate $q$ in the spinor BEC would follow the steps: (i) State preparation. A sample of atoms is cooled down through forced evaporation to reach the BEC phase in its polar state i.e $|0, N, 0\rangle$ and $q(t = 0) > 2$; (ii) Adiabatic evolution. An external field such as microwave dressing field is used to adiabatically change the control parameter to a final value $q(t_f)$. This change needs to be slow enough to fulfill the adiabaticity condition $\Delta H \ll h/\tau$, and specifically at the quantum phase transition $\Delta t \ll h/\Delta_{\min}$ [36, 37]; (iii) Detection. Perform a measurement of $\hat{S}$, to find the specific realization $S_i$. (iv) Estimation. Apply a suitable estimator, e.g. the maximum-likelihood estimator, to find the estimate $q_t = \hat{q}(S_i)$. The measurement can be repeated to obtain a collection of estimates $\{q_t\}$, from which the variance $\delta q^2$ demonstrates how the sensitivity changes by varying the total number of atoms, in insets of Figs. 3(b) and 3(c), we show the logarithmic values for $F_q^\text{max}$, $F_c^\text{max}$ and $(\delta q^{-2})^\text{max}$ versus $\log N$. Indeed, we observe the power-law scaling of the QFI with $\mu = 4/3$. The same scaling exponent for the QFI (or equivalently fidelity susceptibility) in the Lipkin-Meshkov-Glick [28], Dicke [25], bosonic Josephson junction [17], or antiferromagnetic spinor condensate [57] models. Moreover, we have extracted the same scaling law for the other estimating tools in vicinity of the criticality, say $F_q^\text{max} \sim F_c^\text{max} \sim (\delta q^{-2})^\text{max} \sim N^{4/3}$. This result confirms the findings in [17], that the scaling of the maxima for CFI and signal-to-noise ratio with $N$ coincides with the scaling for QFI provided that the signal is chosen as the order parameter of corresponding continuous phase transition. In this sense, the order parameter gives the optimal measurement basis for evaluating CFI or error-propagation formula.

We would like to stress that the scaling of the sensitivity around critical points with either of these metrological tools beats the scaling of SQL. On the other hand, we can show that the sensitivity is of the order of SQL in between the two critical points. In particular, using perturbation theory around $q = 0$, we can prove that $F_q \sim F_c \sim \delta q^{-2} = N/4$ which is in agreement with the numerical predictions presented in Fig. 3 (the details of analytical calculations are discussed in Appendix B). Consequently, by tuning the coupling constant from the positive to negative values [36, 37], the sensitivity of estimating $q$ around the critical point is enhanced.

Up to now, we have considered the theoretical $q$-estimation protocol under ideal conditions, that is the zero temperature regime and perfect measurements of the signals. In the following, we will carefully address the effect of detection noise and finite temperature. These are real experimental constraints that can reduce the signal-to-noise ratio and thus reduce the sensitivity.

V. EXPERIMENTAL PROTOCOL AND SOURCES OF NOISE

The experimental protocol to measure $\hat{S} \in \{\hat{N}_0, \hat{J}_z\}$, and estimate $q$ in the spinor BEC would follow the steps: (i) State preparation. A sample of atoms is cooled down through forced evaporation to reach the BEC phase in its polar state i.e $|0, N, 0\rangle$ and $q(t = 0) > 2$; (ii) Adiabatic evolution. An external field such as microwave dressing field is used to adiabatically change the control parameter to a final value $q(t_f)$. This change needs to be slow enough to fulfill the adiabaticity condition $\Delta H \ll h/\tau$, and specifically at the quantum phase transition $\Delta t \ll h/\Delta_{\min}$ [36, 37]; (iii) Detection. Perform a measurement of $\hat{S}$, to find the specific realization $S_i$. (iv) Estimation. Apply a suitable estimator, e.g. the maximum-likelihood estimator, to find the estimate $q_t = \hat{q}(S_i)$. The measurement can be repeated to obtain a collection of estimates $\{q_t\}$, from which the variance $\delta q^2$
can be estimated. A similar protocol has been used to demonstrate sub-shot noise sensitivity in interferometric measurements [58].

This experimental protocol, even if performed with extreme care and by a skilled experimentalist, will suffer from several limitations. First, no real experiment works more resilient against these sources of noise. And detection noise affect the measurement of both observables and discuss which detection method could be

In the following, we show how the finite temperature and detection noise diminish the sensitivity of the measurement. Thus, it is compelling to address the effects of these constraints theoretically.

Although we have considered the average value of both signals $\hat{S} = \hat{N}_0$, $J_0^z$ as the order parameters of the system, there are fundamental differences between the two. In fact, taking $\hat{N}_0$ as our observable leads to a detection process based on the population counting of particles, typically done in ultra-cold quantum gases experiments using absorption imaging or fluorescence imaging. On the other hand, measurements of $J_0^z$ can be performed using paramagnetic Faraday rotation.

In the following, we show how the finite temperature and detection noise affect the measurement of both observables and discuss which detection method could be more resilient against these sources of noise.

A. Effect of non-zero temperature

The effect of finite temperature is assessed using the density matrix formalism within the canonical Gibbs ensemble [59]. The overall behavior of $F_q$, $F_c$ and $\delta q^{-2}$ as a function of the control parameter $q$ for $k_B T/c = 0.5$ is presented in Fig. 4. In general, we observe that the non-zero temperature introduces two characteristic features: (i) reduction of the QFI, CFI, $\delta q^{-2}$ values and (ii) appearance of a dip for the CFI and $\delta q^{-2}$ when $\hat{S} = J_0^z$ around $q \sim 0$ as compared to zero temperature case shown in Fig. 3 (both for $N = 500$). Since we are mostly interested in the estimation of $q$ with sub-SQL sensitivity which takes place around critical points, we skip more details about the properties of the dip at $q \sim 0$ in the main text. Its origin as well as characteristics at non-zero temperature is explained in Appendix [52] using perturbation theory.

In Fig. 3 we show the temperature dependence of the maxima of the QFI, CFI and $\delta q^{-2}$ around the left (a) and right (b) critical points. Clearly, the finite temperature diminishes the sensitivity for either of the signals due to the fact that the pure ground state transfers to the classical mixture [9]. The three different regimes can be distinguished depending on the ratio between temperature and the energy gap between the ground and first excited state $\Delta_{min}$: (i) the quantum regime for $k_B T/c \ll \Delta_{min}$, (ii) the intermediate when $k_B T/c \approx \Delta_{min}$ and (iii) the classical one for $k_B T/c \gg \Delta_{min}$. In the quantum regime, the QFI, CFI and $\delta q^{-2}$ are robust against thermal fluctuations while by increasing the temperature, the QFI, CFI and $\delta q^{-2}$ decrease. We observe that the rate of change with temperature is similar at both critical points.

In the high temperature limit, all the three quantities show similar behaviour. This is illustrated in the left upper inset where the logarithms of maxima of $F_q$, $F_c$ and $\delta q^{-2}$ versus logarithm of temperature are plotted for different values of the total atoms number $N = 500, 1500$ and 3500. In fact, the maxima are supposed to be subject to the scaling law $F_q^{max}/N \sim F_c^{max}/N \sim (\delta q^{-2})^{max}/N \sim T^\eta$, with $\eta = (d\nu - 2)/(2\nu)$, in terms of $\nu$ and $z$ as the correlation and dynamical critical exponents and $d$ as the effective spatial dimension [44]. In the case of ferromagnetic system, one has $d\nu = 3/2$ and $\nu = 1/2$ [53] [56].
FIG. 4. The sensitivity quantified by the QFI, CFI and \( \delta q^{-2} \) at non-zero temperature \( k_B T/c = 0.5 \), with both \( \hat{S} = \hat{N}_0, J_2^1 \), around the left critical point (a), \( q = 0 \) (b) and the right critical point (c). All quantities are divided by \( N \). Note the appearance of a dip for the CFI and \( \delta q^{-2} \) when \( \hat{S} = \hat{J}_2^1 \) around \( q \sim 0 \) as compared to zero temperature case, Fig. 3. We observe a shift of critical points (defined as maxima of the QFI) due to non-zero temperature. which leads to \( T^{-1} \) as demonstrated in the insets of Fig. 5. The maxima of \( F_c \) and \( \delta q^{-2} \) are insignificantly smaller than \( F_q \) (not noticeable in insets of Fig. 3), and are subject to the same scaling laws as with a slightly smaller pre-factors. It is worth to note that antiferromagnetic spinor condensates exhibit the same scaling laws as reported in [22].

On the other hand to investigate the classical high temperature limits, in Fig. 5 we have present the logarithmic values of \( F_{q, max} \), \( F_{c, max} \) and \( (\delta q^{-2})_{max} \) versus \( \log N \) in the bottom left insets for \( k_B T/c = 0.5 \) and \( N = 500 \). As compared to the quantum limit shown in the subsets of Figs. 3 our numerical results confirm that in the classical limit, the finite-size scaling of sensitivity decreases from \( N^{4/3} \) (sub-SQL) to \( N \) (SQL).

**B. Effect of detection noise**

In addition to the temperature, we also consider the effect of detection noise \( \sigma \). This noise can have several origins. Here we will assume that it is strictly related to the imperfection detection process, and we do not take into account the shot to shot noise in typical experimental repetitions. In order to include the effect in our theory, we consider the Gaussian blurring of the probability density function, which leads to

\[
F_q \sim F_q(\hat{S}) \exp\left(-\frac{\sigma^2}{2}ight)
\]

This blurring affects the sensitivity, and we can calculate the new QFI, CFI, and \( \delta q^{-2} \) with the added noise. The effect of this blurring is to reduce the sensitivity, and we can show that the scaling laws remain the same, but with a slightly smaller pre-factor. This is similar to the effect of temperature.

The SQL is marked by the horizontal solid gray line. The values of energy gap \( \Delta_{min}/c = 0.36 \) (a) and \( \Delta_{min}/c = 0.48 \) (b) are marked by the vertical dashed lines. The upper right insets demonstrate scaling of the best sensitivity versus \( T \) in the high temperature limit, when \( k_B T \gg \Delta_{min} \). The power law scaling \( T^\eta \) is expected [44, 56]. We observe \( \eta \sim 0.93 \) for \( N = 500 \), \( \eta \sim 0.95 \) for \( N = 1500 \) and \( \eta \sim 0.97 \) for \( N = 3500 \) at the left critical point (a). Similarly, we obtained \( \eta \sim 0.88 \) \( (N = 500) \), \( 0.92 \) \( (N = 1500) \) and \( 0.95 \) \( (N = 3500) \) at the right critical point (b). The difference between the scaling of left and right peaks seems to be consequence of the depth of high temperature limit with respect to the respective gaps. The lower left insets gives the scaling with the total atoms number \( N \) in the classical high temperature limit for \( k_B T/c = 0.5 \). We observe the scaling approaches SQL, \( F_q \sim N^{1/2} \), as for uncorrelated particles.

**FIG. 5.** Effect of non-zero temperature on the best sensitivity around the left (a) and right (b) critical points. The values of the maxima of the QFI, CFI and \( \delta q^{-2} \) with \( \hat{S} = \hat{N}_0, J_2^1 \) versus temperature \( k_B T/c \) for \( N = 500 \) and \( M/N = 0 \). All quantities are divided by \( N \). The same markings as in Fig. 4 is used. We have removed the superscript max for the case of simplicity. The SQL is marked by the horizontal solid gray line. The values of energy gap \( \Delta_{min}/c = 0.36 \) (a) and \( \Delta_{min}/c = 0.48 \) (b) are marked by the vertical dashed lines. The upper right insets demonstrate scaling of the best sensitivity versus \( T \) in the high temperature limit, when \( k_B T \gg \Delta_{min} \). The power law scaling \( T^\eta \) is expected [44, 56]. We observe \( \eta \sim 0.93 \) for \( N = 500 \), \( \eta \sim 0.95 \) for \( N = 1500 \) and \( \eta \sim 0.97 \) for \( N = 3500 \) at the left critical point (a). Similarly, we obtained \( \eta \sim 0.88 \) \( (N = 500) \), \( 0.92 \) \( (N = 1500) \) and \( 0.95 \) \( (N = 3500) \) at the right critical point (b). The difference between the scaling of left and right peaks seems to be consequence of the depth of high temperature limit with respect to the respective gaps. The lower left insets gives the scaling with the total atoms number \( N \) in the classical high temperature limit for \( k_B T/c = 0.5 \). We observe the scaling approaches SQL, \( F_q \sim N^{1/2} \), as for uncorrelated particles.
distribution $P(s|q) = \langle s|\hat{\rho}|s\rangle$ as \[50, 59\]

$$\hat{P}(s|q) = \frac{1}{N} \sum_{s'} e^{-\frac{(s-s')^2}{2\sigma^2}} P(s'|q)$$ (16)

with $N = \sum_s e^{-\frac{(s-s')^2}{2\sigma^2}}$ being the normalization factor. In order to include Gaussian detection noise in the CFI, one has to replace the probability distribution $P(s|q)$ with $\hat{P}(s|q)$ in the fidelity \[10\]. Moreover, in the error propagation formula \[11\], we change $\langle \hat{S}^2 \rangle$ and $\langle \hat{S} \rangle$ making use of \[10\]. It means that the $k$th moment of $\hat{S}$ under the detection noise reads

$$\langle \hat{S}^k \rangle_{dn} = \sum_s s^k \hat{P}(s|q).$$ (17)

Note that the effect of detection noise on moments of the operator $\hat{S}$ in thermodynamic limit is the same as if it was replaced by $\hat{S} = \hat{S} + \delta S$, where $\delta S$ is an independent Gaussian operator satisfying $\langle \delta S^2 \rangle = 0$ and $\langle \delta S^k \rangle = \sigma^k (2k-1)!! \[60\]. However, in our calculations, we employ \[17\] since the ensembles is of finite size and not necessarily in the thermodynamic limit.

In Fig. 6, we show how the maxima of the CFI and $\delta q^{-2}$ varies with the strength of the noise $\sigma$ for both signals $\hat{S} = \hat{N}_0$ and $\hat{S} = \hat{J}_\perp^2$, when $N = 500$ and $k_B T/c = 0.02$ (quantum regime) and $k_B T/c = 0.5$ (classical regime). The sensitivity decreases by increasing the detection noise, as expected. In the limit of totally imperfect detectors, ($\sigma \gg 1$) the sub-SQL enhancement is lost. In this case, we see that the detection noise dominates the temperature effect and different curves for a fixed signal $\hat{S}$ overlap. However, for both of the left (a) and right (b) critical points, the depth of change strongly depends on the chosen signal. Assuming a value of $\sigma$ in both scenarios, this could imply that $\hat{S} = \hat{J}_\perp^2$ is more robust against the presence of detection noise than $\hat{N}_0$. However, this is a false analogy due to different nature of signals. In the next subsection we discuss this point in more details.

### C. Analysis of the noise effect

From an experimental point of view, our results suggest that one needs to achieve both a sufficiently cold initial sample, and a low detection noise in order to get the sub-SQL sensitivity. In the following, we discuss these limits and their implications in real experiments.

Regarding the temperature of the sample, thermometry in trapped bosonic quantum gases well below the condensation point is a difficult task. This occurs when

\[4\] This arises due to the general normalization condition over probability distributions $\sum_s P_s = 1$.

the fraction of thermal atoms is negligible and therefore impossible to be distinguished from the condensate part. Some record low temperature measurements have been achieved by different techniques \[61, 62\] relying on the thermal fraction of the system components. However, a reliable and simple experimental way of measuring temperatures of trapped Bose-Einstein condensates is still missing. Despite of that, the proposed protocol gives rise to collisional-induced entanglement \[62\], which is easier to detect and is a clear indication that the phase transition is crossed adiabatically implying that $k_B T/c < \Delta_{\min} \[64\].

Additionally, Fig. 6 suggests that an experiment based
on atom number counting i.e measuring $\hat{N}_0$ would require the detection noise $\Delta N \leq 6$ atoms. Single atom imaging resolution has been achieved in the context of single trapped atoms and optical lattices using fluorescence imaging \[31,32\], and also in the context of mesoscopic ensembles in a cavity, where the number of atoms is determined from shifts in the cavity frequency \[33\]. More recently, near single atom resolution has been achieved in trapped quantum gases \[34\]. Nevertheless, this measurement resolution requires very careful calibrations, post-processing of images in order to filter the background noise, and at best it is restricted to very low atom numbers (up to $\simeq 1000$).

On the contrary, measurements of $\hat{J}_z^2$ would require less demanding experimental conditions, and they have been demonstrated in ultra-cold quantum gases experiments using non-demolition paramagnetic Faraday rotation \[28,30\]. In this text, we propose to examine the technique used in \[30,62,66\]. This type of measurement is remarkably different from the fluorescence imaging method, since our observable does not belong to the system under study, but it is coupled to it. In Faraday probing, the observable is the Stokes parameter $\hat{S}_q$ of the probe laser beam, that changes due to an induced birefringence effect caused by the atomic ensemble. This change corresponds to the rotation of the linear polarization, and it is proportional to the projection of the collective spin of the ensemble $\hat{J}$ along the propagation direction of the beam (see Appendix \[C\] for a detailed analysis). Measuring along one of the perpendicular directions, for instance $\hat{y}$, will allow to measure the amplitude of $\hat{J}_\perp$. Under the appropriate experimental conditions of detection and input state of the probe beam, the detection noise can be expressed as $\Delta \hat{J}_\perp \approx 2 G_1^2 N_L \tilde{\gamma}$, where $G_1$ is an experimental calibration factor that depends on the geometry of the probing beam, $N_L$ is the number of photons in the pulse, and $2/\sqrt{N_L}$ is the readout shot noise in the photodetector. For recent works in the literature, using about $10^6$ photons, and calibrated coupling factor $G_1 \approx 5 \times 10^{-7}$, the reported uncertainties are $\approx 10^3$. Although we measure $\hat{J}_\perp$, we are considering $\hat{J}_\perp^2$ as our theoretical observable. The variance of a function of a random variable can be approximated as $\Delta^2 \hat{J}_\perp^2 \approx (2 \hat{J}_\perp)^{2} \Delta^2 \hat{J}_\perp$. Now, we have to consider that this quantity, in our experimental realization will be zero for $|\hat{q}| > 2$, and at the two critical points $q \sim 2, -2 \rightarrow |\hat{J}_\perp| \simeq O(1)$ as shown in Fig. 2. Therefore, at the phase transition $\Delta^2 \tilde{\gamma} \sim \Delta^2 \hat{J}_\perp$. According to Fig. 9 detection noise at this level $\sigma \simeq 10^3$, would result in negligible effect in the measurements of CFI and $\delta \hat{q}^{-2}$.

All in all, achievable detection noise limits still allow the successful realization of such an experiment using both observables. However, in the case of measuring $\hat{N}_0$, it requires a lot of effort to achieve such a resolution, and increasing the total number of atoms in the sample beyond $\sim 10^5$ will make it even more complex. On the other hand measuring $\hat{J}_\perp^2$ using Faraday imaging, would allow for a more robust scheme, which in addition, can support samples of $\sim 10^5 - 10^6$ atoms. Another possible advantage of Faraday imaging is its non-destructive nature, that allows to probe the system continuously, measuring within the same experimental realization the continuous change in the observable as a function of the control parameter \[67\].

VI. SUMMARY AND CONCLUSION

In this work, we showed how the sensitivity in measuring the control parameter $q$ can be enhanced around critical points in the ferromagnetic spin-1 Bose-Einstein condensate. In order to quantify the sensitivity in the estimation of the coupling constant, we used the

FIG. 7. Scaling of the QFI around the left (a) and right (b) critical points for different number of atoms as indicated in the legend. We observe that $F_q = F_q^{\max} g(N^2 \epsilon)$, where $g(N^2 \epsilon)$ is an universal function and $\epsilon = q - q^{\max}$ is a distance from the critical point. The results confirm $F_q^{\max} \sim N^{4.33}$ and $\gamma = 2/3$. Insets demonstrate scaling of the energy gap $\Delta_{\text{min}}$. (c) The QFI for various magnetizations as indicated in the legend. The right maximum of the QFI disappears because there is no phase transition around $q = 2$ for macroscopic magnetization, see in Fig. 1.
quantum and classical Fisher information and the error propagation formula. We explored two different measurement observables, namely the atomic population in $|F = 1, m_F = 0\rangle$ Zeeman substate and the total spin $J^z_\perp$ when the longitudinal magnetization is fixed to zero.

We paid special attention to the scaling properties of sensitivity close to the critical points, where the maximum value of the QFI is expected to scale with the total atom number as $F'^{\text{max}}_q \sim N^{\mu}$. Our results confirm this property by numerically extracting the maxima of the QFI and obtaining $F'^{\text{max}}_q \sim N^{4/3}$. Away from criticality, however, we recover the classical SQL scaling $F'^{\text{max}}_q \sim N$. It is worth noting that the overall variation of the QFI versus $q$ is subject to a scaling law $F_q/F'^{\text{max}}_q = g(N^{\gamma} \epsilon)$, where $g(x)$ is the scaling function, $\epsilon = q - q_{\text{max}}$ is a distance from critical point and $\gamma$ is a scaling exponent [24, 68]. This is demonstrated in Fig. 7 using $\gamma = 2/3$. Similar value of scaling exponent is found for other systems belonging to the same universality class, e.g. Lipkin-Meshkov-Glick [20], Dicke [27], Bosonic Josephson junction [17] and Hamiltonian of the antiferromagnetic condensate [22] around second-order phase transitions. All of these systems are fully-connected models with no spatial degrees of freedom [24]. Our system has the same properties and this could suggests that our system belongs to the same universality class as the ones mentioned above. Moreover, the same scaling laws exponents are valid also for CFI and $\delta q^{-2}$, which we have proved analytically for $q \sim 0$ making use of perturbation theory.

Furthermore, we investigated the effects of temperature and detection noise on the sensitivity. In particular, we discussed that the effect of finite temperature gives rise to different regimes of sensitivity depending on the value of the energy gap compared to the temperature. In the low temperature limit $k_B T/e \ll \Delta_{\text{min}}$ the sensitivity given by the QFI (and similarly the CFI and signal-to-noise ratio) is quite robust against thermal noise. By increasing the temperature, the sensitivity diminishes and eventually approaches the SQL. At finite temperature, we also noticed the appearance of a dip around $q_{\text{opt}}$, which is explained analytically using perturbation theory. On the other hand, we have included the effect of detection noise and evaluated the sensitivity respective to the two different observables. Our results indicate that measurements of the total spin operator $J^z_\perp$ are more robust than measurements of the $\hat{N}_0$ population for samples with the same number of particles. Let us remind that while we concentrate our work on the zero magnetization case, samples with finite magnetization can also be used. In this case, the underlying phase diagram restricts to the left critical point for the BA/AFM transition. This behaviour can be reflected in the behavior of the QFI for different macroscopic magnetization which is presented in Fig. 10. Note that the right peak only appears in the case of $M = 0$, while the left peak moves rightward in equivalence to the phase diagram given in Fig. 11.

Last but not least, our work suggests the feasibility of experiments with sensitivities below the SQL exploiting criticality. In this sense, a direct application could be the precise estimation of the critical point $q_c$ with sub-SQL sensitivity, or indirect evaluation of quantities that determine it. Moreover, the criticality of the system can lead to an atomic amplification process that boosts a weak signal which is not be detectable because of the noise [71, 72]. In addition, this work can provide a way for potential applications in the context of quantum thermometry [71, 72] in spinor BEC systems.
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Appendix A: Analytical proof of equation \[(13)\]

for $M = 0$

In this appendix, we prove that when the system is in the ground state, the error propagation formula \[(11)\] for both $\hat{N}_0$ and $\hat{J}_z^2$ signals leads to the same result \[(13)\]. Here, we consider the system in the subspace of zero magnetization $\langle \hat{J}_z \rangle = 0$ and $\langle \hat{J}_z^2 \rangle = 0$ which implies $\langle \hat{J}_z^2 \rangle = \langle \hat{J}_z \rangle$. Let us start with the variance of the Hamiltonian

$$\Delta^2 \hat{H} = \langle \hat{H}^2 \rangle - \langle \hat{H} \rangle^2 \quad (A1)$$

which is zero for the system in the ground state. It can be expressed as

$$\frac{\Delta^2 \hat{H}}{e^2} = \frac{\Delta^2 \hat{J}_z^2}{2N^2} + q^2 \Delta^2 \hat{N}_0 + \frac{q}{2N} \left( \langle \hat{J}_z^2, \hat{N}_0 \rangle - 2 \langle \hat{J}_z^2 \rangle \langle \hat{N}_0 \rangle \right). \quad (A2)$$
The expression on the right hand site can be shown to be

\[ q \left( \langle \hat{J}_z^2, \hat{N}_0 \rangle - 2 \langle \hat{J}_z^2 \rangle \langle \hat{N}_0 \rangle \right) = -\frac{1}{N} \Delta^2 \hat{J}_z^2, \quad (A3) \]

when using \( q\hat{N}_0 = \frac{\hat{J}_z^2}{2N} - \frac{\hat{H}}{2} \), and \( \langle \hat{J}_z^2 \hat{H} \rangle = \langle \hat{J}_z^2 \rangle \langle \hat{H} \rangle \).

The latter can be extracted using the identity operator, \( \hat{I} = |\psi_0\rangle \langle \psi_0 | + \sum_{\alpha \neq 0} |\psi_\alpha \rangle \langle \psi_\alpha | \), where \( |\psi_0 \rangle \) and \( |\psi_{\alpha \neq 0} \rangle \) refers to the ground and excited states respectively. Therefore one has

\[ \Delta^2 \hat{H} = \frac{\Delta^2 \hat{J}_z^2}{(2N)^2}, \quad (A4) \]

which in the limit \( \Delta^2 \hat{H} \to 0 \) reads

\[ \frac{\Delta^2 \hat{J}_z^2}{(2N)^2} = q^2 \Delta^2 \hat{N}_0, \quad (A5) \]

in agreement with numerical results given in Fig. 8

On the other hand, the average values of the two signals \( \hat{S} = \hat{N}_0 \) and \( \hat{J}_z^2 \) in the denominator of (14) can be approximated on the mean field level which is expected to be valid for large \( N \). The mean-field approach can be performed by expressing annihilation and creation operators in (11) according to \( \hat{a}_{m_f} \to \sqrt{N_{m_f}} e^{i\theta_{m_f}} \), where \( N_{m_f} \) is the number of atoms in the \( m_f \) Zeeman component and \( \theta_{m_f} \) is the phase. It was shown that \( \theta_1 + \theta_1 - 2\theta_1 = 0 \) [24]. In this case, the operator \( \hat{J}_z^2 = N + \hat{J}_z^2 + \hat{N}_0(2N+1-2\hat{N}_0)+2(\hat{a}_0^2\hat{a}_1\hat{a}_1 + \hat{a}_0\hat{a}_0^\dagger\hat{a}_1^\dagger) \)
transforms to \( \hat{J}_z^2 \to N + N_0 + 2N_0(\sqrt{N_1} + \sqrt{N_1}) \) while \( \hat{H}/(cN) \to \hat{F} \) with the following energy functional

\[ \mathcal{F}(n_0, q) = -2n_0(1-n_0) - qn_0. \quad (A6) \]

To obtain the above form we have introduced fractional population of the \( m_f \)-th Zeeman level \( n_{m_f} = N_{m_f}/N \) and imposed the condition \( M/N = n_1 - n_{-1} = 0 \), such that \( n_1 = n_{-1} \) and consequently \( 2n_1 = 1 - n_0 \), due to \( n_1 + n_0 + n_{-1} = 1 \). Minimization of the energy functional with respect to \( n_0 \) approximates the mean value of the atoms number in the \( m_F \) = 0 Zeeman component. It gives

\[ n_0(q) = \begin{cases} 0, & q < -2, \\ \frac{q}{2}, & q \in [-2, 2], \\ 1, & q > 2. \end{cases} \quad (A7) \]

On the other hand, the energy functional can be expressed in terms of the mean field value of \( \langle \hat{J}_z^2/N \rangle \) \( \to \hat{j}^2 \), which gives \( j^2 = 4n_0(1 - n_0) \) and sets \( n_0 = (1 + \sqrt{1 - j^2})/2 \). Therefore, it is enough to use the latter in (A7) to obtain variation of \( j^2 \) versus \( q \). More formally the energy functional \( \mathcal{F} \) can also be expressed in terms of \( j^2 \) to cast in the following form

\[ \mathcal{F}(j^2, q) = -\frac{j^2}{2} - \frac{q}{2} \left( 1 + \sqrt{1 - j^2} \right). \quad (A8) \]

Minimization of the above expression with respect to \( j^2 \) leads to

\[ j^2 = \begin{cases} 0, & |q| > 2, \\ 1 - \frac{q^2}{4}, & q \in [-2, 2]. \end{cases} \quad (A9) \]

In Fig. 2 we compare the mean-field expressions (A7) and (A9) to exact quantum numerical results for \( N = 500, 1500 \). The excellent agreement can be noticed.

All in all, the derivatives of \( \langle \hat{N}_0 \rangle /N \) and \( \langle \hat{J}_z^2 \rangle /N^2 \), which are present in the denominator of (14), proved to fulfill the relation

\[ \left| \partial_q \langle \hat{J}_z^2 \rangle \right|^2 \approx \left| \partial_q \langle \hat{N}_0 \rangle \right|^2 \quad (A10) \]

when the mean-field results for the average values of both signals, \( \langle \hat{N}_0 \rangle /N \approx n_0 \) and \( \langle \hat{J}_z^2 \rangle /N^2 \approx j^2 \), are used. Consequently, the relation between signal-to-noise ratio for both signals considered here (14) is proved taking into account (A10) and (A4).

The derivation we presented here is performed for the system ground state, but we can expect that it also holds in the low temperature limit at the canonical ensemble.

**Appendix B: Sensitivity at \( q \to 0 \): perturbative approach**

In this appendix, we provide eigenstates and eigenvalues of the Hamiltonian (11) around \( q = 0 \) using perturbation theory. Next, we use them to analytically extract the sensitivity in the same vicinity.

It is convenient to consider the BEC spinor system in the Dicke states basis which are equivalent to the eigenstates of total spin operator \( \hat{j}^2/N, \hat{J}, \hat{M} = \hat{J}(\hat{J} + 1)/2N, \hat{J}, \hat{M} \), and its \( z \)-projection \( \hat{J}_z = \hat{J}_z/N, \hat{J}, \hat{M} \).

Equivalently, one could use the Fock basis which are the eigenstates of atomic number operators \( \hat{N}_{m_f} \), namely \( |n\rangle = |N_{+1}, N_0, N_{-1} \rangle = |n, N + M - 2n, n - M \rangle \). The Dicke states are defined as \( 40, \ 42 \)

\[ |N, \hat{J}, \hat{M} \rangle = \frac{1}{N^{1/2}(\hat{J}_-)^P(\hat{A}_+^\dagger)^Q(\hat{a}_+^\dagger)^J)(\text{vac}), \quad (B1) \]

where \( P = \hat{J} - \hat{M}, 2Q = N - \hat{J} \) while \( \hat{J}_- = \sqrt{2}(\hat{a}_- \hat{a}_0 + \hat{a}_0^\dagger \hat{a}_1) \) is the spin lowering operator, \( \hat{A}_+^\dagger = \hat{a}_0^\dagger - 2\hat{a}_-^\dagger \hat{a}_1^\dagger \) is the singlet spin operator and \( (\text{vac}) \) refers to the vacuum Fock state. The respective normalization factor is given by

\[ \mathcal{N} = \frac{\hat{J}!(N - \hat{J})!(N + \hat{J} + 1)!(\hat{J} - \hat{M})!(2\hat{J}!)!(2\hat{J} + 1)!(\hat{J} + \hat{M})!}{(2\hat{J} + 1)!((\hat{J} + \hat{M})!)^2} \quad (B2) \]

where \( ! \) represent the double fractional.

In order to analyze the sensitivity around \( q = 0 \), we set \( q \) as a small parameter of the perturbation theory. Consequently, \( \hat{H}_0 = -\hat{J}^2/(2N) \) is the unperturbed Hamiltonian while \( \hat{H}_q = -\hat{N}_0 \) represents the perturbation. Then,
Consequently, the eigenstates of the unperturbed Hamiltonian can be considered as the Dicke states correspondent to eigenvalues $E_J = -J(J+1)/2N$. The lowest energy state is when $J = N$ which can be expressed in terms of the Fock state basis as \[ |N, J = N, M = 0 \rangle = \sum_{n=0}^{N/2} c_n |n, N - 2n, n \rangle, \] with \[ c_n = \frac{2^n N!}{n! \sqrt{(N - 2n)!} \sqrt{(2N)!}}. \] Consequently, the eigenstates $|\psi_J \rangle$ of the system Hamiltonian approximated by the perturbation theory up to the second-order correction of $q$ as \[
abla \begin{aligned}
abla \psi_J &= \left[ 1 - \frac{q^2}{2} \left( C_-(J)^2 + C_+(J)^2 \right) \right] |J \rangle \\
abla - qC_-(J) \left[ 1 + qF(J) \right] |J - 2 \rangle \\
abla - qC_+(J) \left[ 1 + qF(J + 2) \right] |J + 2 \rangle \\
abla + q^2 C_-(J) C_-(J - 2) \left( \frac{E_{J-2} - E_{J-4}}{E_J - E_{J-4}} \right) |J - 4 \rangle \\
abla + q^2 C_+(J) C_+(J + 2) \left( \frac{E_{J+2} - E_{J+4}}{E_J - E_{J+4}} \right) |J + 4 \rangle,
abla \end{aligned} \] for the case of $M = 0$. Here, we introduced the notation $|J \rangle = |N, J, M = 0 \rangle$. Moreover, the respective eigenvalues $E_{\psi_J}$ read \[
abla \begin{aligned}
abla E_{\psi_J} = E_J - q^2 \langle J | \hat{N}_0 | J \rangle \\
abla + q^2 \left( (E_J - E_{J-2}) C_-(J)^2 + (E_J - E_{J+2}) C_+(J)^2 \right).
abla \end{aligned} \] In the above equations, we introduced the notations \[
abla \begin{aligned}
abla C_-(J) &= \langle J - 2 | \hat{N}_0 | J \rangle, \\
abla C_+(J) &= \langle J + 2 | \hat{N}_0 | J \rangle, \\
abla F(J) &= \langle J | \hat{N}_0 | J \rangle - (J - 2 | \hat{N}_0 | J - 2),
abla \end{aligned} \] in terms of \[
abla \begin{aligned}
abla \langle J | \hat{N}_0 | J \rangle &= A_+(J) + A_-(J), \\
abla \langle J + 2 | \hat{N}_0 | J \rangle &= \sqrt{A_-(J + 2) A_+(J)}, \\
abla \langle J - 2 | \hat{N}_0 | J \rangle &= \sqrt{A_+(J - 2) A_-(J)},
abla \end{aligned} \]
and \[
abla \begin{aligned}
abla A_-(J) &= \frac{(J^2 - M^2)(N + J + 1)}{(2J - 1)(2J + 1)}, \\
abla A_+(J) &= \frac{(J + 1)^2 - M^2)(N - J)}{(2J + 1)(2J + 3)}.
abla \end{aligned} \] Note that $\langle J | \hat{N}_0 | J \rangle = (J + 2 | \hat{N}_0 | J \rangle$ \cite{75}. In our calculations, we have also used the expression involving an average of $\hat{N}_0^2$ \[
abla \begin{aligned}
abla \langle J | \hat{N}_0^2 | J \rangle &= [A_+(J) + A_-(J)]^2 \\
abla &+ A_-(J + 2) A_+(J) + A_-(J) A_+(J - 2).
abla \end{aligned} \] In the following we use these perturbative terms to derive the sensitivity of measurement $q$ around 0.

### 1. Zero temperature

In this subsection, we give the analytical results for the sensitivity around $q = 0$ when the system is in the ground state, i.e. $T = 0$. We employ perturbation theory and consider QFI, CFI and error propagation formula with $\hat{S} = \hat{N}_0, \hat{J}_z^2$. In this case, the ground state energy of the system is for $J = N$ \cite{13} and we explicitly get \[
abla E_{\psi_N} = -\frac{N}{2} - q^2 \frac{N}{2} - q^2 \frac{N^2}{8}. \] Correspondingly, the ground state \cite{14} is evaluated as \[
abla |\psi_N \rangle = \left( 1 - \frac{q^2 N}{32} \right) |N \rangle + q \sqrt{\frac{N}{4}} |N - 2 \rangle + q^2 \frac{N}{16 \sqrt{2}} |N - 4 \rangle, \]
in the large atoms number limit (\(N \gg 1\)). In Fig. 9 we demonstrate validity of the above approximated results for the ground state by comparing them to the exact numerical results for energy and an average value of \(\hat{N}_0\). Clearly, an agreement between the numerical and approximated results in the limit of \(q \sim 0\) can be noticed.

![FIG. 9. Validity of the perturbation theory for \(N = 500\). (a) The ground state energy. (b) An average value of \(\hat{N}_0\) over GS. The exact numerical result is marked by the black solid line and analytical one from perturbation theory by the dashed red line.](image)

In order to analyze the sensitivity around \(q = 0\), it is more straightforward to consider an alternative expression for the QFI valid for pure states \(^5\)

\[
F_q = 4 \left( \partial_q \langle \psi | \partial_q \psi \rangle - \langle \psi | \langle \partial_q \psi \rangle | \psi \rangle \right)^2.
\]

(B13)

Subsequently by replacing \([B12]\) and its derivative, one easily obtains

\[
F_q \big|_{q \to 0} = \frac{N}{4}.
\]

(B14)

On the other hand in order to get CFI, it is convenient to use the following definition

\[
F_c(\hat{S}) = \sum_s \frac{1}{P(s|q)} \left( \frac{\partial P(s|q)}{\partial q} \right)^2.
\]

(B15)

The CFI value depends on the particular choice of the operator \(\hat{S}\) as mentioned before. Let us start with \(\hat{S} = \hat{J}^2\). Using \([B12]\), probability \(P(\hat{J}|q) = |\langle \hat{J} | \psi_N \rangle|^2\) reads

\[
P(\hat{J}|q) = \left( 1 - q^2 \frac{N}{32} \right)^2 \delta_{\hat{J},N}^2 + q^2 \frac{N^3}{4} \delta_{\hat{J},N-2} + \left( \frac{q^2 N}{16 \sqrt{8}} \right)^2 \delta_{\hat{J},N-4},
\]

(B16)

where, \(\delta_{\hat{J}, \hat{J}'}\) refers to the Kronecker delta function. By inserting \([B16]\) and its derivative with respect to \(q\) into equation \([B15]\), one gets

\[
F_c(\hat{J}^2) \big|_{q \to 0} = \frac{N}{4}.
\]

(B17)

On the other hand, when the measurement signal is taken as the operator of number of atoms in the \(m_F = 0\) Zeeman component, \(\hat{S} = \hat{N}_0\), it is easier to work using the Fock state basis which is the eigenbasis of atomic number operators \(\hat{N}_m = \hat{a}_m^\dagger \hat{a}_m\) as we show it in Eq.\([B3]\). Note, the coefficients of decomposition are normalized to one, i.e. \(\sum_n |c_n|^2 = 1\). The probability can be treated as

\[
P(n|q) = |\langle n | \psi_N \rangle|^2 = \left( 1 - q^2 \frac{N}{32} \right) c_{n,N} + q \frac{\sqrt{N}}{4} c_{n,N-2} + \frac{N}{16 \sqrt{8}} c_{n,N-4}^2.
\]

(B18)

After computing the derivative of \(P(n|q)\) with respect to \(q\), one can compute the CFI by using \([B15]\) and normalization condition for coefficients \(c_n\). This leads to

\[
F_c(\hat{N}_0) \big|_{q \to 0} = \sum_n \frac{1}{c_{n,N}} \left( \frac{\sqrt{N}}{2} c_{n,N}^2 c_{n,N-2} \right)^2 = \frac{N}{4}.
\]

(B19)

Consequently, putting all results together \([B14]\), \([B19]\), and \([B17]\), we get \(F_Q = F_c(\hat{N}_0) = F_c(\hat{J}^2)\) when \(q \to 0\). It is in an agreement with the numerical results presented in Fig. 9 Note, while the sensitivity around \(q \to 0\) is of the order of SQL \(\sim N\), the scaling around critical points exceed this limit, i.e. \(\sim N^{4/3}\). This is due to the fact that the neighbour states differ significantly when varying \(q\) around critical points, while they do not change much around \(q \sim 0\).

Finally, for the sake of completeness, we also derive the sensitivity considering error propagation formula \([11]\). Let us start with \(\hat{S} = \hat{J}^2\). Using the perturbative states \([B12]\), we calculate the first \(\langle \psi_N | \hat{J}^2 | \psi_N \rangle\) and the second \(\langle \psi_N | \hat{J}^4 | \psi_N \rangle\) moments of the signal \(\hat{S} = \hat{J}^2\). By keeping the leading terms in \(q\), we obtain the variance as \(\Delta^2 \hat{J}^2 = q^2 N^3\) and the signal derivative as \(\partial_q \langle \hat{J}^2 \rangle^2 = q^2 N^3/4\). The two latter result in \(\delta q^{-2} = N/4\) for signal-to-noise ratio. In the case of the operator \(\hat{S} = \hat{N}_0\), the calculations can also be performed using \([B17]\) and \([B11]\) to obtain the first and second moments. The calculations are quite tedious while finally one finds that the leading terms in \(q\) are the same as previously, namely \(\Delta^2 \hat{N}_0 = q^2 N^3\) and \(\partial_q \langle \hat{N}_0 \rangle^2 = q^2 N^3/4\), which gives \(\delta q^{-2} = N/4\).

2. Finite temperature

Here, we explain the appearance of the dip around \(q = 0\) for \(F_c(\hat{J}^2)\) and \(\delta q^{-2}(\hat{J}^2)\) in the case of finite temperature. In the Dicke basis, a thermal equilibrium state of the system described by the density matrix \([5]\) is given by

\[
\rho = \sum_{\hat{J}} \omega_{\hat{J}} | \psi_{\hat{J}} \rangle \langle \psi_{\hat{J}} |,
\]

(B20)

where, \(\omega_{\hat{J}} = e^{-E_{\psi_{\hat{J}}} / k_B T} / Z\). We take the high temperature limit, say \(k_B T / c \rightarrow \infty\).
In finite temperature, it is useful to employ the following definition of the QFI \( \delta_q^2 \) \[\begin{align*}
F_q &= \sum_{J} \left( \frac{\partial \omega_J}{\omega_J} \right)^2 \\
&+ 2 \sum_{\omega_J, \omega_{J'} > 0} \frac{\omega_J - \omega_{J'}}{\omega_J + \omega_{J'}} |\langle \psi_J | \psi_{J'} \rangle|^2,
\end{align*}\] which is valid for mixed states. Making use of the above definition, we obtain
\[ F_q \big|_{q \to 0} = \sum_{J} \frac{\tilde{\omega}_J c}{k_B T} \left( \langle J | \tilde{N}_0 | J \rangle - \sum_{J'} \langle J' | \tilde{N}_0 | J' \rangle \tilde{\omega}_{J'} \right)^2 \]
\[ + 2 \sum_{J} \left[ \frac{(\tilde{\omega}_J - \tilde{\omega}_{J-2})^2}{\tilde{\omega}_J + \tilde{\omega}_{J-2}} C^2_J + \frac{(\tilde{\omega}_J - \tilde{\omega}_{J+2})^2}{\tilde{\omega}_J + \tilde{\omega}_{J+2}} C^2_J \right] \]
\[ \begin{equation} \label{eq:FqMix}
\end{equation}\]
where, \( \tilde{\omega}_J := \omega_J |_{q \to 0} \). The above expression shows that \( F_q \) is finite around \( q = 0 \) when the temperature is non-zero, even if it is very small. This is because the coefficient in the first line is finite since both of \( \tilde{\omega}_J \) and \( T \) are non-zero. While, the expression inside parenthesis is non zero because \( J \neq J' \) and \( \tilde{\omega}_{J'} < 1 \). On the other hand, one can observe that the QFI tends to zero in the high temperature limit, i.e. \( k_B T/c \to \infty \). This is due to \( \partial_q \tilde{\omega}_J |_{q \to 0} = 0 \) while \( \tilde{\omega}_J - \tilde{\omega}_{J'} |_{q \to 0} \to 0 \) as a result of having a totally mixed state. In Fig. 10 we present the analytical and numerical result for the QFI value around \( q = 0 \) versus the temperature value. The perfect agreement can be noticed.

Moreover, in order to get the sensitivity when \( S = \hat{J}_z \) \( (q = 0) \), we use the signal-to-noise ratio \[\begin{align*}
\delta q \big|_{q \to 0} &= \frac{\partial_q (\hat{J}_z)}{\Delta^2 \hat{J}_z} |_{q \to 0}
\end{align*}\]
We start with the variance \( \Delta^2 \hat{J}_z = \langle \hat{J}_z^2 \rangle - \langle \hat{J}_z \rangle^2 \) with \( \langle \hat{J}_z^2 \rangle = \text{tr} (\hat{J}_z^2) \) \((l = 1, 2)\). Using \[\begin{align*}
\delta q \big|_{q \to 0} &= \frac{\partial_q (\hat{J}_z)}{\Delta^2 \hat{J}_z} |_{q \to 0}.
\end{align*}\]
which tends to zero for the pure state when \( J = N \) (see previous subsection). However any mixed state makes the variance non-zero, although it can be very small. One can also show that the derivative of an average value of \( J \) with respect to \( q \) is equal to
\[ \begin{align*}
\partial_q \langle J \rangle \big|_{q \to 0} &= \sum_{J} \sum_{J'} \frac{\tilde{\omega}_J c}{k_B T} \left( \langle J | \tilde{N}_0 | J' \rangle - \sum_{J''} \langle J' | \tilde{N}_0 | J'' \rangle \tilde{\omega}_{J''} \right) \\
&= \sum_{J} \sum_{J'} \frac{\tilde{\omega}_J c}{k_B T} \left( \langle J | \tilde{N}_0 | J' \rangle - \sum_{J''} \langle J' | \tilde{N}_0 | J'' \rangle \tilde{\omega}_{J''} \right).
\end{align*}\]
Consequently, for any non-zero temperature we get \( \partial_q \langle J \rangle \big|_{q \to 0} \to 0 \) due to \( \sum_{J} \tilde{\omega}_J = 1 \). Therefore, the inverse of signal-to-noise ratio \[\begin{align*}
\delta q \big|_{q \to 0} &= \frac{\partial_q (\hat{J}_z)}{\Delta^2 \hat{J}_z} |_{q \to 0}.
\end{align*}\]
In addition, we derive the CFI \[\begin{align*}
\Delta^2 \hat{J}_z \big|_{q \to 0} &= \sum_{J} \frac{\tilde{\omega}_J c}{k_B T} \left( \langle J | \tilde{N}_0 | J \rangle - \sum_{J'} \langle J' | \tilde{N}_0 | J' \rangle \tilde{\omega}_{J'} \right).
\end{align*}\]
which tends to zero for the pure state when \( J = N \) (see previous subsection). However any mixed state makes the variance non-zero, although it can be very small. One can also show that the derivative of an average value of \( J \) with respect to \( q \) is equal to
\[ \begin{align*}
\partial_q \langle J \rangle \big|_{q \to 0} &= \sum_{J} \sum_{J'} \frac{\tilde{\omega}_J c}{k_B T} \left( \langle J | \tilde{N}_0 | J' \rangle - \sum_{J''} \langle J' | \tilde{N}_0 | J'' \rangle \tilde{\omega}_{J''} \right) \\
&= \sum_{J} \sum_{J'} \frac{\tilde{\omega}_J c}{k_B T} \left( \langle J | \tilde{N}_0 | J' \rangle - \sum_{J''} \langle J' | \tilde{N}_0 | J'' \rangle \tilde{\omega}_{J''} \right).
\end{align*}\]
for any non-zero temperature.

Lastly, we show that the inverse of signal-to-noise ratio and the CFI for \( \tilde{N}_0 \) gives a non-zero value. The first one can be shown to be non-zero, because the derivative in the perturbation theory reads
\[ \begin{align*}
\partial_q \langle \psi_N | \psi_N \rangle |_{q \to 0} &= 2 \sum_{J} \tilde{\omega}_J \left[ C_+ (J) (E_J - E_{J+2}) + C_- (J) (E_J - E_{J-2}) \right] \\
&= \sum_{J} \tilde{\omega}_J \left[ C_+ (J) (E_J - E_{J+2}) + C_- (J) (E_J - E_{J-2}) \right] \\
\Delta^2 \tilde{N}_0 |_{q \to 0} &= \langle J | \tilde{N}_0 | J \rangle - \langle J | \tilde{N}_0 | J \rangle^2 \neq 0.
\end{align*}\]
which is a non-zero value since \( E_J \neq E_{J+2} \). Therefore, the variance is \( \Delta^2 \tilde{N}_0 |_{q \to 0} \neq 0 \) using \[\begin{align*}
\delta q \big|_{q \to 0} &= \frac{\partial_q (\hat{J}_z)}{\Delta^2 \hat{J}_z} |_{q \to 0}.
\end{align*}\]
We have not brought the final expression here because they are lengthy but instead
in Fig.10 we demonstrate $\delta q^{-2}(\hat{N}_0)$ depending on temperature when $q \sim 0$. Clearly, at any temperature $\delta q^{-2}(\hat{N}_0)$ is equal to the QFI value. Consequently due to the inequality relation \[\text{(13)},\] we conclude that the CFI for $\hat{S} = \hat{N}_0$ equals to the QFI as well, at $q = 0$ and for any temperature.

Appendix C: Mathematical description of Faraday measurements

As usual, we describe the system using the collective spin operators $\hat{J}_x$, $\hat{J}_y$, $\hat{J}_z$ and the light using the Stoke operators:

$$\hat{S}_\mu = \frac{1}{2} (\hat{a}_+^\dagger \hat{a}_-^\dagger) \sigma_\mu (\hat{a}_+ \hat{a}_-)^T,$$

\[\text{(C1)}\]

where $\sigma_\mu$ are the Pauli matrices, and $\hat{a}_\pm$ are anihilation operators of photons in $\sigma_\pm$ polarization states. The interaction Hamiltonian describing atom-light interaction under dipole approximation can be decomposed into three parts proportional to the scalar, tensor and vector parts of the polarizability tensor $\hat{H}_\text{int} = \hat{H}_0 + \hat{H}_1 + \hat{H}_2$, see \[\text{(27, 78)}\] for mode details. The relevant interaction term is the vector part $\hat{H}_1$ (because $\hat{H}_0$ commutes with all Stokes parameters and the small magnitude of the $\hat{H}_2$ under certain experimental conditions i.e off resonant interaction and appropriate input polarization state):

$$\hat{H}_1 = \frac{\hbar G_1}{\tau_p} \hat{S}_z \hat{J}_y,$$

\[\text{(C2)}\]

where $\tau_p$ is the probing time, and $G_1$ is a calibrated factor that takes into account the polarizability and the geometry of the beam, i.e it is like an effective coupling factor between the atoms and the probe beam. A pulse of off-resonant polarized light will experience a rotation of its polarization vector, compared to its quantum components. The evolution of the Stokes operators under the given Hamiltonian can be calculated using the evolution operator $\hat{U}(t) = e^{-i\hat{H}_1 t}/\hbar$ following the usual prescription $\hat{S}_i(t) = \hat{U}^\dagger \hat{S}_i(0) \hat{U}$. When the input light is polarized along the $x$ axis, one has $\langle \hat{S}_x(0) \rangle = \langle \hat{S}_z(0) \rangle = 0$, $\langle \hat{S}_y(0) \rangle = N_L/2$ where $N_L$ the total number of photons at the input. The small change in the rotation angle $\phi$ can be defined as $\phi \approx \langle \hat{S}_y \rangle / \langle \hat{S}_z \rangle$. On the other hand, the evolution of $\hat{S}_y$ for a time $\tau_p$ can be written as:

$$\hat{S}_y(t) = \hat{S}_y(0) \sin G_1 \hat{J}_y \tau_p.$$

When one assume an initial atomic state fully polarized along the $z$-direction, perpendicular to the quantization axis $x$, then the following relation can be obtained

$$\langle \hat{J}_y \rangle = \frac{1}{G_1} \langle \hat{S}_y \rangle,$$

\[\text{(C4)}\]

in the small angle approximation. This links the small rotation angle with an average value of atomic pseudo-spin component.
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