Elucidating galaxy assembly bias in SDSS
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We investigate the level of galaxy assembly bias in the Sloan Digital Sky Survey (SDSS) main galaxy sample using ELUCID, a state-of-the-art constrained simulation that accurately reconstructed the initial density perturbations within the SDSS volume. On top of the ELUCID haloes, we develop an extended Hod model that includes the assembly bias of central and satellite galaxies, parameterized as $Q_{\text{c}}$ and $Q_{\text{s}}$, respectively, to predict a suite of one- and two-point observables. In particular, our fiducial constraint employs the probability distribution of the galaxy number counts measured on $8h^{-1}$ Mpc scales $N_h^c$ and the projected cross-correlation functions of quintiles of galaxies selected by $N_h^c$ with our entire galaxy sample. We perform extensive tests of the efficacy of our method by fitting the same observables to mock data using both constrained and non-constrained simulations. We discover that in many cases the level of cosmic variance between the two simulations can produce biased constraints that lead to an erroneous detection of galaxy assembly bias if the non-constrained simulation is used. When applying our method to the SDSS data, the ELUCID reconstruction effectively removes an otherwise strong degeneracy between cosmic variance and galaxy assembly bias in SDSS, enabling us to derive an accurate and stringent constraint on the latter. Our fiducial ELUCID constraint, for galaxies above a stellar mass threshold $M_*=10^{10.2} h^{-2} M_\odot$, is $Q_{\text{c}}=-0.09 \pm 0.05$ and $Q_{\text{s}}=0.09 \pm 0.10$, indicating no evidence for a significant ($>2\sigma$) galaxy assembly bias in the local Universe probed by SDSS. Finally, our method provides a promising path to the robust modelling of the galaxy-halo connection within future surveys like DESI and PFS.
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1 Introduction

As one of the most successful models of the galaxy-halo connection [1], the halo occupation distribution (HOD) provides a convenient yet precise analytic framework for interpreting modern galaxy surveys (e.g., refs. [2-15]). In its simplest form, the standard HOD model assumes that the galaxy occupation inside dark matter haloes depends solely
on halo mass. The physical basis for this assumption can be traced back to early theories of structure formation (e.g., refs. [16-22]) in which the gravitational collapse and spatial clustering of dark matter halos are determined by the peak height in the initial density field. Since then, various numerical studies have robustly detected the so-called “halo assembly bias” effect using cosmological N-body simulations—halo clustering also depends on halo properties (e.g., concentration, formation time, spin, etc.) other than the mass (e.g., refs. [23-36]). If galaxy occupation inside haloes of the same mass varies with respect to a secondary halo property that manifests strong halo assembly bias the resulting “galaxy assembly bias” will make the clustering predictions of a standard HOD model inaccurate; HOD prescriptions and other models of the galaxy-halo connection would need to be modified accordingly. The potential existence of galaxy assembly bias is thus an important source of systematic uncertainty in cosmological interpretation of current and future galaxy surveys [37-39]. In this paper, we extend the standard HOD prescription to include both central and satellite assembly biases, and we constrain the level of galaxy assembly bias in the local Universe observed by the Sloan Digital Sky Survey (SDSS) using a novel combination of one and two-point statistics.

Observationally, many studies have attempted to detect galaxy assembly bias directly from SDSS, but the results so far are inconclusive or even in contradiction with one another. Using the SDSS Main Galaxy Sample, Zentner et al. [40] constrained galaxy assembly bias by fitting the galaxy clustering of different volume-limited galaxy samples with the galaxy assembly bias prescription of Hearn et al. [41]. They found that the $M_{\ast} < -20$ sample favors non-zero central assembly bias at roughly the 3$\sigma$ level, while the $M_{\ast} < -19$ sample favors non-zero satellite assembly bias at a weaker level. Focusing on the central galaxies of SDSS groups [42], Lin et al. [43] found little difference between the large-scale clustering of early and late-forming central galaxies that reside in haloes of the same weak lensing mass (but see ref. [44]). However, applying a similar detection philosophy to the more massive luminous red galaxy sample in the SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS), [45], Niemiec et al. [46] claimed that the galaxies exhibit significant large-scale clustering discrepancies when divided into two subsamples based on stellar age [47].

Aside from galaxy clustering, the observed large-scale correlation of galaxy colour (a.k.a. “galactic conformity” [49]) had been regarded as potential evidence of galaxy assembly bias [50]. However, Zu and Mandelbaum [51] found that the HOD framework of ref. [15] can successfully explain the large-scale galactic conformity phenomenon, by combining the environmental dependence of the halo mass function [52-55] and the halo mass quenching model [56], without any need for galaxy assembly bias. Other studies have reached similar conclusions with different methods [57-59]. Furthermore, Alam et al. [60] studied the dependence of galaxy clustering on density and geometric environment within SDSS. They found that the same HOD + halo quenching model can also reproduce the colour-dependent clustering of galaxies selected by large-scale overdensity as well as tidal anisotropy, which N-body studies show to be one of the most important drivers of halo assembly bias [61]. Therefore, any galaxy assembly bias effect appears to be weak in comparison to the environmental dependence of the halo mass function, which can be fully accounted for in the standard HOD.

Since the SDSS Main Galaxy Sample probes a relatively small volume ($\sim (650 h^{-1}$ Mpc)$^3$; [62]) with a significant presence of cosmic variance in the large-scale structures [63], at least some of the inconsistencies among various detection results may arise from the fact that the cosmic variance in the halo clustering could be misinterpreted as evidence for galaxy assembly bias. In this paper, we mitigate such confusion by utilizing ELUCID, a state-of-the-art constrained simulation that accurately reconstructs the initial density perturbations of the SDSS volume. ELUCID provides a high-fidelity input halo catalogue that faithfully reproduces the large-scale environment of each individual halo in SDSS, effectively removing the impact of cosmic variance on our analysis.

Despite the lack of strong observational evidence of galaxy assembly bias, a wide variety of models have been proposed to extend traditional methods of galaxy-halo connection to allow different forms of its existence, from the “age-matching model” that introduced maximum correlation between galaxy colours and halo formation time [64], to the modifications to subhalo abundance matching proposed by Contreras et al. [65], to various proposed modifications to the HOD that introduce a secondary dependence of the occupation on a halo internal property at fixed halo mass [41, 66]. Alternatively, many studies have looked for insights on galaxy assembly bias from hydrodynamic simulations and semi-analytic models, but its behavior differs among models depending on the exact details of the galaxy formation recipe [67-76]. Instead of choosing a specific halo internal property as our proxy for galaxy assembly bias, following Wibking et al. [77], we adopt a more general/agnostic approach by parameterising central and satellite assembly biases as the variation of their halo occupation with the dark.
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1) For the small scale counterpart to this effect see ref. [48].
matter overdensity defined within a radius of $8.0 \ h^{-1} \ Mpc$ (see also refs. [76, 78, 79]).

To further enhance our constraining power, in addition to the commonly used galaxy two-point correlation function $w_p(r_p)$, we also include the probability density function of large-scale galaxy number counts $p(N^l_q)$. Wang et al. [80] showed that the combination of one and two-point galaxy statistics can greatly improve on constraints from two-point statistics alone. Therefore, we anticipate that by combining correlation functions with galaxy observables that incorporate the one-point large-scale galaxy number count $N^l_q$ we can produce more stringent constraints on galaxy assembly bias. Inspired by Abbas and Sheth [81], we also employ the galaxy number count dependent correlation functions $w_p(r_p|N^l_q)$, in hopes of extracting overdensity-dependent HODs in an analogous fashion to deriving global HOD parameters from the overall galaxy clustering.

The paper is organised as follows. In the next section we describe the data and simulations we use. In particular, sect. 2.1 describes the SDSS-DR7 stellar mass limited galaxy catalog, while sect. 2.2 describes the Bolshoi and ELUCID simulations and the methods of halo identification applied to both simulations to produce halo catalogs. Sect. 3 provides a detailed description of our HOD modelling methodology, including our extensions to the HOD to model galaxy assembly bias. Sect. 4 describes the galaxy clustering statistics we utilize in our analysis. Sect. 5 details the methods of our Markov chain Monte Carlo (MCMC) analysis. We present the results of fitting our data vectors to mock galaxy catalogs and SDSS data in sects. 6 and 7 respectively. We summarize our results in sect. 8.

2 Data and simulations

2.1 SDSS main galaxy sample

We make use of the final data release of the SDSS I/II [82], which contains the completed data set of the SDSS-I and SDSS-II. In particular, we employ the Main Galaxy Sample [83] data from the dr72 large-scale structure sample bright0 of the “New York University Value Added Catalogue” (NYU-VAGC), constructed as described in Blanton et al. [84]. We apply the “nearest-neighbour” scheme to correct for the 7% of galaxies that are without redshifts due to fibre collisions, and use data exclusively within the contiguous area in the North Galactic Cap and regions with angular completeness greater than 0.8.

We employ the stellar mass estimates from the latest MPA/JHU value added galaxy catalogue[2]. The stellar masses were estimated based on fits to the SDSS photometry following the methods of Kauffmann et al. [85] and Salim et al. [86], and assuming the Chabrier [87] Initial Mass Function (IMF) and the Bruzual and Charlot [88] Stellar Population Synthesis (SPS) model.

We select all the SDSS galaxies within the redshift range $z = [0.01, 0.09]$ and with stellar mass above $M^\text{min}_* = 10^{10.2} \ h^{-2} \ M_\odot$, yielding a sample of 82294 galaxies in total. Based on the stellar mass completeness limit estimated by Zu and Mandelbaum [15], we believe this cut in redshift produces a galaxy sample that is roughly volume complete down to $M^\text{min}_*$. The volume of the resulting sample is $\sim (230 \ h^{-1} \ Mpc)^3$. Note that by extending the maximum redshift of our sample to 0.09, we will include the “Sloan Great Wall” [SGW, [89]] at $z \sim 0.08$ in our analysis. As one of the densest regions within the SDSS volume, galaxies in the SGW could potentially reveal the strongest galaxy assembly bias signal within our sample.

2.2 Simulations: ELUCID vs. Bolshoi

One of the key ingredients of our fiducial model is the constrained simulation ELUCID [90], which is a $500^3 \ h^{-3} \ Mpc^3$ cubic box containing 3072^3 particles with a particle mass of $3.088 \times 10^8 \ h^{-1} \ M_\odot$. The ELUCID cosmology is based on the results of the WMAP5 [91, 92]: a flat Universe with $\Omega_k = 0$, $\Omega_{m,0} = 0.258$, $\Omega_{\Lambda,0} = 0.742$, $h = 0.72$, $n_s = 0.96$, and $\sigma_8 = 0.80$. Below we will briefly describe the ELUCID reconstruction, and refer to Wang et al. [93] for technical details of the method.

The ELUCID simulation reconstructs the density field of the nearby Universe using the SDSS DR7 group catalog of Yang et al. [42] and the Hamiltonian Markov Chain (HMC) Monte Carlo with Particle Mesh (PM) dynamics algorithm of Wang et al. [93]. The reconstruction was performed between $z=0.01$ and 0.12, where the group catalog is roughly volume-complete above $M_\text{g}=10^{12} \ h^{-1} \ M_\odot$. Following Wang et al. [95], the redshift space distortions were statistically removed to estimate the real space distances to the groups. To reconstruct the present-day dark matter density field from the galaxy groups, ELUCID employed a halo-domain reconstruction method which partitions the local volume into a set of domains such that each domain contains exactly one halo and every point within the domain is closer to its halo than to any other using the distance metric $r/R_h$ where $R_h$ is the virial radius of the domain halo. Subsequently, pre-computed

\[ \text{https://home.strw.leidenuniv.nl/~jarle/SDSS/} \]
simulated halo–matter profiles are used to produce a density profile within each domain based on the mass of the domain halo. Finally, the HMC+PM method of Wang et al. [93] is applied to this present-day density field to reconstruct the initial density field at \( z_{\text{ini}} = 100 \), which is then evolved to \( z = 0 \) using L-GADGET, a memory optimized version of GADGET-2 [96].

To compare with our fiducial results from ELUCID, we also use the publicly available Bolshoi-Planck simulation [97]4), which is a 250\(^3\) h\(^{-3}\) Mpc\(^3\) cubic box with 2048\(^3\) particles, each 1.35 \times 10^8 h\(^{-1}\) M\(_{\odot}\) in mass. The Bolshoi-Planck cosmology is based off of Planck 2016 [98], with \( \Omega_k = 0, \Omega_{m,0} = 0.3071, \Omega_{\Lambda,0} = 0.6929, h = 0.70, n_s = 0.96, \) and \( \sigma_8 = 0.82 \). We will refer to this simulation simply as “Bolshoi” for the rest of the paper. For both simulations, we use the spherical overdensity halo catalogues produced by the standard Rockstar halo finder [99]. Our halo mass is defined so that the average density enclosed within the halo radius is 200 times the mean background density of the Universe.

Despite the slight differences in cosmology and mass resolution, we emphasize that the most important difference between these two simulations is the density reconstruction—ELUCID provides a dark matter density field that faithfully reproduces the large-scale environment of each individual group-sized halo observed in SDSS while Bolshoi does not. Therefore, any difference in the constraints on the galaxy-halo connection obtained using the two simulations should be driven primarily by cosmic variance, i.e., by the difference between structure in the SDSS volume modeled by ELUCID and the random realization of a periodic cube in Bolshoi. By comparing results from Bolshoi and ELUCID we are able to determine the extent to which cosmic variance can bias constraints and potentially produce erroneous detections of galaxy assembly bias.

Figure 1 illustrates the effectiveness of the ELUCID reconstruction. Each panel shows the distribution of galaxies color-coded by a measurement of their large-scale galaxy number count \( N_g^L \) (described in detail in sect. 4.2), with red points existing in the most dense regions and purple in the least dense regions. The left panels show the distribution of the SDSS galaxies in our sample, while the middle panels show the distribution of mock galaxies within the SDSS-constrained region of ELUCID (note that this volume is not exactly the same as in data), generated using the best-fitting parameters of our fiducial constraint. The right panels show the distribution of Bolshoi mock galaxies populated using the same parameters as used for ELUCID. The visual similarities between the SDSS and ELUCID panels are striking, indicating that the ELUCID reconstruction, combined with our best-fitting HOD parameters, provides a high-fidelity galaxy density field that closely mimics the SDSS observation. While the ELUCID reconstruction is not perfect, especially in the low density regions where few groups above \( M_h = 10^{12} h^{-1} M_{\odot} \) exist, the cosmic variance effect should be greatly reduced in the intermediate and high-density regions where the signal-to-noise of our measurements is the highest. In contrast, the Bolshoi simulation exhibits a typical large-scale structure pattern formed in \( \Lambda \)CDM, but it clearly fails to capture the most prominent structures in SDSS (e.g., the SGW). Naively, one might think that the Bolshoi simulation is adequate for constraining galaxy assembly bias if the galaxy sample is cut off at \( z = 0.075 \) to avoid the SGW. However, the strong cosmic variance effect cannot be mitigated by deliberately removing the SGW from our analysis using Bolshoi, which could still produce a biased constraint on galaxy assembly bias due to the lack of high-density environments within the data.

3 Populating simulations with galaxies

We populate simulated haloes with mock galaxies according to an extended HOD framework. We will briefly describe the standard HOD component in sect. 3.1 and introduce our extension for incorporating galaxy assembly bias in sect. 3.2.

3.1 Halo occupation distribution

Following the standard practice (e.g., refs. [11, 62, 100, 101]), we separate galaxies into centrals and satellites, so that for a stellar mass-threshold sample haloes have an average probability \( \langle N_{\text{cen}}(M_h) \rangle \) of hosting a central and the mean satellite occupation \( \langle N_{\text{sat}}(M_h) \rangle \) is an increasing power law in mass. We parametrize the two mean galaxy occupation numbers of haloes as:

\[
\langle N_{\text{cen}}(M_h) \rangle = \frac{1}{2} \left( 1 + \exp \left( \frac{\log M_h - \log M_{\text{min}}}{\sigma_{\log M}} \right) \right),
\]

\[
\langle N_{\text{sat}}(M_h) \rangle = \langle N_{\text{cen}}(M_h) \rangle \left( \frac{M_h - M_1}{M_1} \right)^{\alpha},
\]

where \( M_{\text{min}} \) refers to the characteristic mass to host a central (i.e., \( \langle N_{\text{cen}}(M_h) = 0.5 \rangle \)), \( \sigma_{\log M} \) is the width of the transition from \( \langle N_{\text{cen}} \rangle = 0.0 \) to \( \langle N_{\text{cen}} \rangle = 1.0 \), \( M_1 \) is the normalization of the satellite-occupation power-law, \( M_0 \) truncates the satellite power-law, and \( \alpha \) is the power-law index.

The number of centrals is sampled from a Bernoulli distribution. The number of satellites placed into an individual halo is sampled from a Poisson distribution centered on
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4) [https://www.cosmosim.org/cms/simulations/bolshoip/](https://www.cosmosim.org/cms/simulations/bolshoip/)
the mean satellite occupation. We place central galaxies at the minimum of the potential of their host haloes. Satellites are distributed according to a Navarro-Frenk-White (NFW, [102]) shape parametrized by halo concentration $c_{200m} = r_{200m} / r_s$ and truncated at $r_{200m}$ the halo radius that encloses average density equal to 200 times the mean background density of the Universe. We measure halo concentrations directly from the simulations and include an additional parameter $A_{\text{cen}}$ to allow for the profiles of hosted satellite galaxies to differ from the dark matter profiles of their host haloes

$$
N_{\text{gal}}^{SDSS} = A_{\text{cen}} \times c_{200m}^{\text{DM}}.
$$

Finally, we include the effect of redshift space distortions in our mocks. In both ELUCID and Bolshoi we measure the dark matter three dimensional velocity dispersion of each of our halos $\sigma_{\text{DM}}$. We assign central and satellite velocities following the work of Guo et al. [103]. For each central galaxy, the velocity $v_{\text{cen}}$ relative to that of its host halo is drawn from an exponential distribution

$$
p(v_{\text{cen}} - v_h) = \frac{1}{\sqrt{2\pi} \sigma_{\text{DM}}} \exp \left(-\frac{\sqrt{2}|v_{\text{cen}} - v_h|}{\sigma_{\text{DM}}} \right),
$$

where $v_h$ is the relevant component of host halo velocity. For each satellite galaxy we draw the velocity components relative to that of the host from a Gaussian distribution with dispersion $\sigma_{\text{DM}}$. Guo et al. [103] include parameters to model central and satellite velocity bias, but since we have found these parameters to have very little effect on our observables we set them to zero and unity respectively. We displace the positions of our mock galaxies using the line-of-sight components of the assigned velocities. In ELUCID we assume the position of the observer is at Earth, and in Bolshoi we adopt the $z$-axis as the line-of-sight direction.

### 3.2 Modeling galaxy assembly bias

For the purpose of our analysis, galaxy assembly bias refers to the potential dependence of the galaxy occupation on properties other than halo mass. Properties that are often considered in the literature include internal properties like halo formation time and concentration, but this definition does not exclude environmental properties such as the large scale overdensity or tidal anisotropy. When such a secondary property exhibits a halo assembly bias signal at fixed mass, the clustering of galaxies will be modified from the standard HOD prediction on both small and large scales. In particular, in the absence of galaxy assembly bias, the linear galaxy bias $b_s(M_h)$ at fixed halo mass $M_h$ is equal to the linear halo bias $b_h(M_h)$. However, a galaxy assembly bias with respect to halo property $x$ will introduce some covariance between $N_{\text{gal}}(x|M_h)$ and $b(x|M_h)$, producing a linear galaxy bias.
\(b_e^2(M_h)\) that is modified from \(b_e(M_h)\)

\[
b_e^2(M_h) = \sum_{i=0}^{N_h} N_{\text{gal}}(x_i | M_h) b(x_i | M_h) / \sum_{i=0}^{N_h} N_{\text{gal}}(x_i | M_h)
\]

\(= b_e(M_h + \text{cov}(N_{\text{gal}}, b | M_h)) / (N_{\text{gal}}(M_h))\)

\[
= b_e(M_h) + \text{cov}(N_{\text{gal}}, b | M_h) / (N_{\text{gal}}(M_h)),
\]

where \(\text{cov}(N_{\text{gal}}, b | M_h)\) is the covariance between galaxy occupation \(N_{\text{gal}}(x, M_h)\) and \(b(x, M_h)\) at \(M_h\), and \(N_{\text{gal}}(M_h)\) is the average galaxy occupation at \(M_h\). If we further assume the galaxy occupation follows the Poisson distribution, which is an accurate approximation for high-occupancy haloes, the extra term on the right can be expressed by

\[
\Delta b_e = b_e^2(M_h) - b_e(M_h)
\]

\[
= \rho_{bc} \sigma(b | M_h) / \sqrt{(N_{\text{gal}}(M_h))},
\]

where \(\rho_{bc}\) and \(\sigma(b | M_h)\) are the cross-correlation coefficient and the scatter in halo bias at \(M_h\), respectively. On small scales, galaxy assembly bias will increase the second moment of the galaxy occupation \(N_{\text{gal}}^2(M_h)\) while minimally affecting the mean occupation, thereby boosting galaxy clustering in the 1-halo regime by adding more satellite-satellite pairs [7].

It is unclear which halo internal property is most responsible for galaxy assembly bias if it exists. A variety of studies have examined galaxy assembly bias within hydrodynamic simulations and semi-analytic models and produced valuable insights (e.g., refs. [67-76]), but as of yet we lack a physical and observational understanding of galaxy assembly bias. Although halo formation time and concentration are some of the most commonly-used secondary variables for modeling galaxy assembly bias (e.g., refs. [40, 41, 80]), there is no observational evidence suggesting that one variable is more physically-motivated than another. Therefore, we will take a more agnostic approach and look for a generic variable that is mathematically more convenient. According to eq. (6), we would want a variable that exhibits a very strong (anti-)correlation with halo bias, i.e., \(\rho_{bc} \rightarrow 1\). The obvious candidate variable is the halo bias itself defined on the basis of individual haloes, i.e., the large-scale dark matter overdensity. In particular, we implement a modified version of the parameterization of Wibking et al. [77] (see also refs. [76, 78, 79]). Wibking et al. [77] allow \(M_{\text{min}}\) to vary on a halo-by-halo basis according to the large scale matter overdensity measured on 8 h^{-1} Mpc scales \(\delta^e_s\). This environmental dependence is written as:

\[
\log M_\text{min} = \log M_{\text{min}, 0} + Q_{\text{cen}} (\delta^e_s - 0.5),
\]

where \(Q_{\text{cen}}\) expresses the strength of the dependence of \(M_{\text{min}}\) on environment and \(\delta^e_s \in [0, 1]\) is the normalized rank of \(\delta^e_s\) within a narrow mass bin. Using the rank of \(\delta^e_s\) has the advantage of being less sensitive to the particular choice of 8 h^{-1} Mpc. When \(Q_{\text{cen}}\) is positive haloes in dense environments are less likely to host centrals, and vice versa when it is negative. The case of \(Q_{\text{cen}} = 0.0\) corresponds to having no assembly bias. Similar to Xu et al. [76] we extend this parameterization by allowing \(M_1\) to also vary according to environment:

\[
\log M_1 = \log M_{1, 0} + Q_{\text{sat}} (\delta^e_s - 0.5).
\]

In the top two panels of Figure 2, we illustrate the effect of the two galaxy assembly bias parameters on the total (solid lines), central (dashed) and satellite (dotted) halo occupations for galaxies selected by their large scale matter overdensity \(\delta^e_s\). We plot the predicted occupation for \(Q_{\text{cen}} = Q_{\text{sat}} = 0.0\) (black lines), \(Q_{\text{cen}} = Q_{\text{sat}} = 0.5\) (red) and \(Q_{\text{cen}} = Q_{\text{sat}} = 0.5\) (blue), respectively, while keeping all the other HOD parameters fixed. The top left panel shows variations of the HOD for galaxies in underdense environments while the top right panel shows variations for those in overdense environments. By design, when \(Q_{\text{cen}} = Q_{\text{sat}} = 0\) there is no variation in HOD for different environments. However, when \(Q_{\text{cen}} = Q_{\text{sat}} = 0.5\) both \(M_{\text{min}}\) and \(M_1\) are increased (decreased) in underdense (overdense) environments. This has the effect of boosting the galaxy occupation of haloes of a given mass that are in overdense environments. When \(Q_{\text{cen}} = Q_{\text{sat}} = 0.5\) we observe the opposite behavior, with both \(M_{\text{min}}\) and \(M_1\) decreased (increased) in underdense (overdense environments).

4 Observables

4.1 Galaxy clustering

We compute the projected galaxy correlation functions \(w_p\) by integrating the real-space correlation function along the line of sight

\[
w_p(r_p) = 2 \int_0^{\Delta r_{\text{bin}}} \xi(r_p, \pi) d\pi,
\]

where \(r_p\) and \(\pi\) are the projected pair separation and the line-of-sight distance, respectively, and \(\xi\) is the real-space isotropic correlation function. We compute \(\xi\) with the Natural estimator

\[
\xi(r) = \frac{DD(r)}{RR(r)} - 1,
\]

where \(DD(r)\) and \(RR(r)\) are the number of galaxy-galaxy and random-random pairs with pair separation \(r\), respectively. When computing \(w_p\) in the ELUCID and SDSS
volumes we compute the random-random term using random catalogs constructed with the same geometry as ELUCID and SDSS respectively. When computing $w_p$ in Bolshoi we analytically compute the random-random term as $\text{RR} = 2 \pi \Pi_{\text{max}} (r^2_{p,\text{max}} - r^2_{p,\text{min}}) (N^2_p / \ell^2_{\text{box}})$.

We choose to set the integration limit $\Pi_{\text{max}} = 30 h^{-1} \text{Mpc}$. This value is chosen to balance the need to have a large enough $\Pi_{\text{max}}$ to mitigate the uncertainties in our modelling of the redshift-space distortions and to suppress noise arising from uncorrelated structure along the line of sight. We calculate $\xi(r_p, \pi)$ using corgpec [104] in 201 logarithmically-spaced bins from $r_{p,\text{min}} = 0.3 h^{-1} \text{Mpc}$ to $r_{p,\text{max}} = 30.0 h^{-1} \text{Mpc}$ and in $1.0 h^{-1} \text{Mpc}$-wide bins in $\pi$, respectively.

### 4.2 Galaxy number counts

To enhance the constraining power of our HOD model with ELUCID, we supplement the two-point galaxy statistic $w_p$ with a one-point statistic—the probability density distribution (PDF) of galaxy number counts measured on $8 h^{-1} \text{Mpc}$ scales around each galaxy $N^*_k$. When computing $N^*_k$ for galaxies in the SDSS-constrained volume of ELUCID we include neighbour galaxies outside of the SDSS-constrained volume. Although this technically means our measurement of $N^*_k$ in ELUCID includes contributions from non-constrained regions, the number of galaxies affected is small.

Motivated by the results of Abbas and Sheth [81] and Alam et al. [60], we use the quantity $N^*_k$ to define count-selected subsamples of galaxies and compute their clustering statistics. Specifically, we divide our galaxies into quintiles of $N^*_k$ and compute their projected cross-correlation functions with the global sample. We denote these correlation functions as $w_p(r_p, N^*_k)$, where $N^*_k$ refers to the $i$-th quintile selected by $N^*_k$. In addition to the global clustering $w_p$ and the probability distribution of galaxy overdensity $p(N^*_k)$, we use these count-selected quintile cross-correlation functions to constrain assembly bias. We anticipate that the clustering of the most extreme over/underdense regions should be...
particularly sensitive to galaxy assembly bias because it is in those regions that the HOD is most significantly modified from the standard form if galaxy assembly bias exists (see eqs. (7) and (8)).

4.3 Impact of galaxy assembly bias on observables

The bottom two panels of Figure 2 illustrate the effects of the galaxy assembly bias parameters on our observables. The bottom left panel shows the variation among the cross-correlation functions between the global sample and the bottom 20% of galaxies selected by \( N^e_h \) as predicted by the three galaxy assembly bias models shown in the top left panel. Similarly, the bottom right panel shows the cross-correlation variation for the top 20% of galaxies selected by \( N^e_h \), with their HODs shown in the top right panel. In both sets of panels, black lines show results for \( Q_{cen}=Q_{sat}=0.0 \) (i.e., zero galaxy assembly bias), red lines show results for \( Q_{cen}=Q_{sat}=-0.5 \), and blue lines for \( Q_{cen}=Q_{sat}=0.5 \). In each case we keep all other HOD parameters fixed. Note that these variations in \( Q_{cen} \) and \( Q_{sat} \) are exaggerated compared to the values allowed by the data for illustrative purposes. We also show the effects of assembly bias on the PDF of galaxy number count \( p(N^e_h) \) in the inset of the bottom left panel.

For the galaxies in the bottom quintile of \( N^e_h \), the correlation functions are negative at large scales and we plot the amplitude of these negative values with dashed lines. On small scales, the cross-correlation effectively measures the 1-halo term of the typical host halo. For the \( Q_{cen}=Q_{sat}=0.5 \) case, the galaxies on average live in haloes of much lower mass than those in the \( Q_{cen}=Q_{sat}=-0.5 \) case, producing a significantly lower clustering on scales below \( 3 \, h^{-1} \) Mpc. On large scales, the \( Q_{cen}=Q_{sat}=0.5 \) case exhibits a stronger cross-correlation (i.e., less negative). This is consistent with the inset panel where the average \( N^e_h \) of the bottom quintile in the \( Q_{cen}=Q_{sat}=0.5 \) case is higher than the other two, because the model places more galaxies in low-density regions.

The effects of \( Q_{cen} \) and \( Q_{sat} \) on the clustering of the highest galaxy quintile selected by \( N^e_h \) are shown in the bottom right panel of Figure 2. In the case of \( Q_{cen}=Q_{sat}=-0.5 \), the clustering of galaxies in the top \( N^e_h \)-quintile is boosted at all scales. At large scales this is because the occupation of haloes in overdense environments has been boosted. On small scales, since haloes that host galaxies in high-\( N^e_h \) environments are generally more massive, and the number of satellite pairs at fixed halo mass is higher compared to the zero-assembly-bias mock, the galaxy clustering is also strongly boosted. For the \( Q_{cen}=Q_{sat}=0.5 \) galaxies, the clustering signal decreases at all scales relative to \( Q_{cen}=Q_{sat}=0.0 \). However, the difference is the least significant at the smallest scales of \( r_p \). This is because at these small scales the effect of positive \( Q_{sat} \) on \( \langle N^c_{gal} \rangle \) also acts to boost the number of satellite pairs, which compensates for the impact from having a lower average halo occupation in dense regions. At large scales the clustering is influenced only by the latter effect, and therefore the effect of setting \( Q_{sat}=Q_{cen}=0.5 \) is opposite in sign to that of setting \( Q_{sat}=Q_{cen}=-0.5 \), albeit with similar amplitude.

Galaxy assembly bias also modifies the relative fraction of the low vs. high overdensity environments, by shifting the galaxy population into halos in low or high density regions. The inset of the bottom left panel of Figure 2 shows such effects on the PDF of \( N^e_h \) from setting non-zero values of \( Q_{cen} \) and \( Q_{sat} \). When \( Q_{cen}=Q_{sat}=-0.5 \) the PDF is broadened with the density increasing at large values of \( N^e_h \) relative to the PDF for \( Q_{cen}=Q_{sat}=0.0 \). This increase is driven by the fact that negative values of \( Q_{cen} \) and \( Q_{sat} \) cause highly clustered haloes to have higher occupations which increases the overall values of \( N^e_h \). This effect is mitigated however by the fact that the PDF has an explicit integral constraint. The effect of setting \( Q_{cen}=Q_{sat}=0.5 \) on the halo occupation is the opposite, causing less clustered haloes to have higher occupations for their mass. This causes the PDF to narrow and decreases the number of galaxies with high \( N^e_h \).

To summarize, Figure 2 demonstrates that, in the absence of other systematic uncertainties, the combination of the PDF of \( N^e_h \) and the cross-correlation functions of galaxies selected by \( N^e_h \) is a very sensitive probe of galaxy assembly bias. Any deviation of \( Q_{cen} \) and \( Q_{sat} \) from zero will generate coherent variation in the HOD between high and low density regions of the Universe. This galaxy assembly bias effect in the HOD, coupled with the environmental modulation of the halo mass function, produces a unique set of phenomena in the overdensity distribution and density-dependent cross-correlation functions that can potentially be detected within the SDSS data.

4.4 Distinguishing cosmic variance and galaxy assembly bias

Cosmic variance can also significantly affect the measurements of one and two-point statistics in the SDSS volume, including the stellar mass function [63] and the two-point correlation function of the faint red galaxies [105]. Therefore, a slight tendency of SDSS galaxies to reside in high (low) density regions due to cosmic variance could be misinterpreted as evidence for negative (positive) values of \( Q_{cen} \) and \( Q_{sat} \).

To mitigate the confusion due to cosmic variance, we utilize the ELUCID constrained simulation as an input to our fiducial HOD analysis. As shown in Figure 1, ELUCID reproduces most of the specific structure observed in the local SDSS volume, in sharp contrast with the Bolshoi simulation that does not. Because Bolshoi and ELUCID have reason-
ably similar cosmologies this difference is primarily driven by cosmic variance. It is possible for this cosmic variance to bias constraints on assembly bias (or other HOD parameters) obtained from fitting our galaxy observables. This is particularly the case for the \( N_{\delta} \)-selected correlation functions, because they are very sensitive to the extremely low or high-density structures. For example, Zehavi et al. [62] identified that the Sloan Great Wall is the most significant cosmic variance effect on their measurements of the global \( w_p \), and we thus expect a much stronger impact on the \( w_p \) of galaxies in the top quintile of \( N_{\delta} \).

Figure 3 shows a more quantitative comparison of the cosmic variance and galaxy assembly bias effects on the five \( N_{\delta} \)-selected correlation functions. Circles with errorbars are the measurements from a mock galaxy sample constructed using ELUCID without galaxy assembly bias. Using this measurement as our mock observables, we derive constraints \( Q_{\text{con}} = -0.15^{+0.06}_{-0.06} \) and \( Q_{\text{sat}} = 0.18^{+0.17}_{-0.16} \) with our extended HOD model using the Bolshoi simulation. The solid lines are the predictions from the best-fitting model with \( Q_{\text{con}} = -0.15 \) and \( Q_{\text{sat}} = 0.18 \). As a consistency check, dotted lines indicate the prediction from the best-fitting HOD model that uses ELUCID haloes as input (a fit that favors no assembly bias by recovering the true values of \( Q_{\text{con}} = Q_{\text{sat}} = 0.0 \)). Clearly, the Bolshoi best-fit does a very poor job describing the \( w_p \) of galaxies in the top (red) and bottom (purple) quintiles, largely due to cosmic variance between Bolshoi and ELUCID. However, once we apply the Bolshoi best-fit as is directly to the ELUCID haloes, the predictions, indicated by the dashed lines, provide a reasonably good description of the data points without any fitting. The significant reduction of \( \chi^2 \) from 82.10 to 49.09 suggests that the cosmic variance effect is the main hurdle to obtaining a satisfactory goodness of fit for the HOD model, especially for galaxies in the highest density regions. Because of cosmic variance, the Bolshoi fit spuriously favors a non-zero value of \( Q_{\text{con}} \) at 2.5σ significance, and even with the freedom allowed by assembly bias it cannot achieve a good match to the data. The ELUCID mock with incorrect parameters reproduces the data better but is nonetheless distinguishable at high significance from the correct model.

One can argue that instead of describing the Bolshoi fit results as biased, we should simply say that our observational errors are under-estimated. To overcome such short-comings, we can either compute the covariance matrix from a large number of simulations with different initial conditions, or base our analysis on a constrained simulation like ELUCID that faithfully reproduces the large-scale structure in the SDSS volume. However, the former approach is computationally prohibitive, while the latter approach, which we adopt in this paper, has the added benefit that we can estimate the covariance matrix via jackknife re-sampling of the data (see Appendix A1), as is commonly done by similar analyses in the literature, whether it be HOD modelling or detecting galaxy assembly bias.

5 Gaussian likelihood model

In both our mock tests and our data constraints we consider four different combinatorial data vectors.

1. The combination of projected galaxy two-point function and galaxy number density \( \langle w_p(r_p), N_{\delta} \rangle \).

2. The combination of projected galaxy two-point function, PDF of galaxy overdensity, and galaxy number density \( \langle w_p(r_p), \rho(N_{\delta}), N_{\delta} \rangle \).

3. The cross-correlation functions between galaxies in quintiles of \( N_{\delta} \) and the global sample, and the galaxy number density \( \langle w_p(r_p|N_{\delta}^0), N_{\delta} \rangle \).

4. The cross-correlation functions between galaxies in quintiles of \( N_{\delta} \) and the global sample, the PDF of galaxy overdensity, and the galaxy number density \( \langle w_p(r_p|N_{\delta}^0), \rho(N_{\delta}^0), N_{\delta} \rangle \). This is our fiducial data vector.
To constrain HOD and galaxy assembly bias parameters we fit to these four data vectors measured from either SDSS galaxies or mock galaxies constructed using ELUCID haloes. In each case we use the appropriate covariance matrix described in Appendix A1 and assume 5% Gaussian errors on \( n_g \), uncorrelated with errors in other observables. We assume a Gaussian likelihood model, \( L \propto e^{-\chi^2/2} \), where

\[
\chi^2 = \frac{(n_g^\text{mock} - n_g^\text{obs})^2}{0.05 \times n_g^\text{obs}} + \sum_{ij} \Delta \mathcal{D}(x_j) \left[ C^{-1} \right]_{ij} \Delta \mathcal{D}(x_i),
\]

where \( C^{-1} \) is the inverse covariance matrix and \( \Delta \mathcal{D}(x_i) \equiv \mathcal{D}^\text{mock}(x_i) - \mathcal{D}(x_i) \) is the difference between mock and measured data vector \( \mathcal{D} \). We measure \( w_p \), and \( w_p(r_p|N_q^*|) \) in 20 logarithmically spaced bins from 0.3 to 30.0 h\(^{-1}\) Mpc with \( \Pi_{\text{max}} = 30.0 h^{-1}\) Mpc. We measure \( p(N_q^*) \) in 20 linearly spaced bins from \( N_q^* = 0.0 \) to \( N_q^* = 160.0 \). When measuring any of our data vectors in ELUCID we only use galaxies within the SDSS constrained volume and within redshift range \( 0.01 \leq z \leq 0.09 \). This choice is made to match to the volume of our SDSS data sample. When using Bolshoi we use the entire volume of the cubic box.

We infer posterior parameter distributions for our model parameters by performing Markov Chain Monte Carlo (MCMC) sampling using the parallel affine-invariant ensemble sampler of Goodman and Weare [106] implemented in the emcee python module [107]. In all cases we use 1000 walkers and remove the first \( 10^5 \) burn-in samples.

We have found that the parameter \( M_0 \) has negligible effect on all of our observables and is poorly constrained; we therefore fix \( \log M_0 = 11.40 \) in all cases. We also adopt a Gaussian prior on \( \mathcal{A}_\text{cont} \), centered at \( \mathcal{A}_\text{cont} = 0.86 \) with standard deviation 0.12. This prior is motivated by the results of Zu et al. [108] who applied an HOD analysis to the clustering and lensing data for the same SDSS-DR7 catalog that we use. For all other parameters we adopt uniform priors listed in Table 1.

### Table 1 Parameter priors used in our likelihood analysis and input values of HOD parameters to our two ELUCID galaxy mocks, one built without galaxy assembly bias (Mock A) and the other with strong galaxy assembly bias (Mock B)

| Parameter       | Prior          | Mock A | Mock B |
|-----------------|----------------|--------|--------|
| \( \sigma_{\log M} \) | \((0.01, 0.80)\) | 0.20   | 0.20   |
| \( \log M_{\text{min}} \) | \((11.0, 12.5)\) | 11.95  | 11.95  |
| \( \log M_1 \) | \((12.0, 13.5)\) | 13.15  | 13.15  |
| \( \sigma \) | \([0.6, 2.0]\) | 1.0    | 1.0    |
| \( \mathcal{A}_\text{cont} \) | \(N(0.86, 0.12^2)\) | 0.86   | 0.86   |
| \( Q_{\text{cen}} \) | \([-2.0, 2.0]\) | 0.0    | -0.5   |
| \( Q_{\text{sat}} \) | \([-2.0, 2.0]\) | 0.0    | +0.5   |

\(^5\) A value of \( |Q_{\text{cen}}| = 2.0 \), for instance, would mean that the effective value of \( M_{\text{min}} \) could vary by an entire order of magnitude at fixed mass based on large scale overdensity.

### 6 Model tests using ELUCID mock galaxies

Before analysing data from SDSS, we perform a variety of mock tests that will be described below. In addition to allowing us to confirm the robustness of our method, these mock tests compare the relative precision of different data vectors, and investigate the level of systematic bias in parameter estimation due to cosmic variance. The values of the HOD parameters used to populate the two mocks, one with zero and the other with strong galaxy assembly bias, are listed in Table 1.

We select the values of input HOD parameters for our mock with no galaxy assembly bias (Mock A) that produce reasonably good agreement with our observables measured in SDSS, and only change the values of \( Q_{\text{cen}} \) and \( Q_{\text{sat}} \) while keeping the other parameters fixed for our mock with strong galaxy assembly bias (Mock B). In what follows we will refer to our HOD analysis as “fitting ELUCID or Bolshoi haloes to ELUCID or SDSS galaxies”. By this we mean that we populate ELUCID or Bolshoi haloes with our HOD prescription to compute model likelihoods to fit to data vectors calculated using either ELUCID mock galaxies or SDSS galaxies. For each of the four data vectors, we perform four separate mock tests, two by fitting ELUCID haloes to ELUCID mock galaxies constructed with and without galaxy assembly bias, and the other two by fitting Bolshoi haloes to the same ELUCID mock galaxies. The results of our 16 mock constraints from this section are listed in Table 2 using Mock A and Table 3 using Mock B; values quoted correspond to parameter posterior modes and 68% confidence intervals. The results of an analogous set of tests for Mock B, but with the values of \( Q_{\text{cen}} \) and \( Q_{\text{sat}} \) kept fixed to zero, can be found in Appendix A2.

#### 6.1 The \( \{w_p(r_p), n_g\} \) data vector

All the standard HOD parameters listed in Tables 2 and 3 are correctly recovered in all four cases, albeit sometimes with large uncertainties (especially \( \sigma_{\log M} \)) or dominated by priors (e.g., \( \mathcal{A}_{\text{cont}} \)). In each case, the constraint is statistically limited, so that the cosmic variance between ELUCID and Bolshoi is not discernible in either the goodness of fit or the
size of the uncertainties. For all four cases, the marginalized 1D constraints on $Q_{cen}$ and $Q_{sat}$ are consistent with the input, but the large uncertainties render the constraint largely useless.

The marginalized 2D joint constraints in the $Q_{cen}$ vs. $Q_{sat}$ plane are highlighted in Figure 4 as yellow contours in each panel. A strong degeneracy of anti-correlation between the two parameters emerges in the 2D constraints, and in the Bolshoi case the degeneracy drives a ~1.5σ deviation from the true values of $Q_{sat}$ and $Q_{cen}$ (black circle and star in the top and bottom panels, respectively). The degeneracy track is unsurprising, as a change in $Q_{cen}$ can always be partially compensated by a change of $Q_{sat}$ of the opposite sign. The deviation, however, is either a result of the slight difference in cosmology or of cosmic variance. We consider it unlikely that this difference is caused by cosmic reasons for two reasons. Firstly, the actual difference in cosmological parameters between the two simulations is reasonably small (e.g., $\sigma_{\log M} = 0.80$ vs. $0.82$) relative to the expected sensitivity of $w_p$ on these parameters$^6$. Secondly, if the discrepancy were attributable to cosmology we would expect that our other HOD parameters would be similarly affected if not more so. Unlike our four traditional HOD parameters, both $Q_{cen}$ and $Q_{sat}$ act to couple the one and two-halo scales, and they also introduce a unique scale dependence to the correlation function. Therefore, we believe that any discrepancy between the ELUCID and Bolshoi constraints is primarily driven by the cosmic variance as observed in Figure 1.

Overall, we find that $(w_p, r_p)$ is not very effective at constraining galaxy assembly bias for an SDSS-like sample, but it provides the baseline constraints that we will compare to when examining the constraints from more advanced data vectors below.

6.2 The $(w_p(r_p), p(N_h^s), n_z)$ data vector

We now turn to mock tests performed with the $(w_p(r_p), p(N_h^s), n_z)$ data vector. Compared to the $(w_p(r_p), n_z)$ tests, adding $p(N_h^s)$ produces drastically improved precision of the constraints. Our constraint on $\log M_{min}$ has sharpened to 25%, an improvement of a factor of five. Similarly the constraints on the parameters $\log M_{min}$ and $\log M_1$ have sharpened considerably by a factor of about three, while the constraint on $\alpha$ has also improved by a factor of 2-3.

Focusing on our galaxy assembly bias parameters $Q_{cen}$ and $Q_{sat}$, Figure 4 shows their constraints in green contours

---

6 See, for example, Figure 4 of ref. [79].
in each panel. The \((w_p(r_p), p(N^b_e), n_e)\) data vector also significantly improves the precision of the constraints in all cases, but the inclusion of \(p(N^b_e)\) tends to shift the constraints towards the high-\(Q_{cen}\), low-\(Q_{sat}\) direction in the Bolshoi fits (right panels). For Mock A with zero galaxy assembly bias, the 2D joint constraint is still consistent with the input at \(\pm 1\sigma\) (top right panel), but the shift produces a much stronger bias \(>2\sigma\) for Mock B when the input is far from \(Q_{sat} = Q_{cen} = 0\) (bottom right panel). In the two left panels when ELUCID haloes are used, the \((w_p(r_p), p(N^b_e), n_e)\) data vector yields constraints that are not only tightened but also stay unbiased.

Therefore, despite the difference of detail between \(p(N^b_e)\) and the count-in-cell statistics used by Wang et al. [80], we confirm their finding that by combining one and two-point statistics one can obtain an improved constraint on galaxy assembly bias, but with the caveat that the impact of cosmic variance is greatly mitigated.

6.3 The \((w_p(r_p|N^b_e)_{i=1-5}, n_e)\) data vector

Next we examine mock tests performed with the \((w_p(r_p|N^b_e)_{i=1-5}, n_e)\) data vector. Overall, the 1D constraints on the standard HOD parameters are very similar compared to those using \((w_p(r_p), p(N^b_e), n_e)\), suggesting that the constraining power on the global HOD is comparable between \(w_p(r_p) + p(N^b_e)\) and \(w_p(r_p|N^b_e)_{i=1-5}\). This is unsurprising because the combination of five count-dependent correlation functions should contain all the information encoded in the global \(w_p(r_p)\) and some of the key information on the shape of the galaxy number count distribution.

In the left panels of Figure 4, the constraints derived using \((w_p(r_p|N^b_e)_{i=1-5}, n_e)\) (blue contours) also exhibit similar levels of accuracy compared to those using \((w_p(r_p), p(N^b_e), n_e)\) (green contours), with the input values of \(Q_{cen}\) and \(Q_{sat}\) correctly recovered regardless of having zero (top left) or strong (bottom left) galaxy assembly bias. When the Bolshoi...
haloes are used (right panels); however, the constraints using $w_p(r_p)N^e_{i=1-5}$ shift to the low-$Q_{cen}$-high-$Q_{sat}$ regime, in the opposite direction compared to the shift caused by including $p(N^e)$ (green contours). This shift produces a ~2σ bias in the $Q_{cen}$-$Q_{sat}$ plane when there is no galaxy assembly bias (top right), but stays within 1σ when the galaxy assembly bias is strong (bottom right).

Combining the test results from using $[w_p(r_p), p(N^e), n_5]$ (green contours) and $[w_p(r_p)N^e_{i=1-5}, n_5]$ (blue contours), we find that although each data vector can produce biased constraints at the 2σ level in the presence of strong cosmic variance, $p(N^e)$ and $w_p(r_p)N^e_{i=1-5}$ shift the constraint in the opposite direction with each other. This behavior indicates that the galaxy assembly bias information present in the two observables is relatively independent, and by combining the two (i.e. our fiducial data vector below) we can potentially break some of the degeneracy between galaxy assembly bias and cosmic variance.

6.4 The $[w_p(r_p)N^e_{i=1-5}, p(N^e), n_5]$ data vector

Finally, we examine the mock tests performed with $[w_p(r_p)N^e_{i=1-5}, p(N^e), n_5]$, the input data vector that will be adopted for our fiducial constraint when analysing the SDSS data. In general, the constraints on the standard HOD parameters are marginally improved compared to the $[w_p(r_p)N^e_{i=1-5}, n_5]$ case, except for $\sigma_{logM}$, for which the constraint improves by about a factor of two.

More important, this data vector provides more robust constraints on the galaxy assembly bias parameters. For the ELUCID fit to Mock A (top left), the derived constraint is $Q_{cen} = -0.00_{-0.06}^{+0.05}$ and $Q_{sat} = 0.01_{-0.07}^{+0.07}$ in excellent agreement with the input values. For the Bolshoi fit to Mock A (top right), adding $p(N^e)$ brings the constraints significantly closer to the input values compared to the large discrepancy observed when only $[w_p(r_p)N^e_{i=1-5}, n_5]$ is used, from $Q_{cen} = -0.15_{-0.06}^{+0.06}$ and $Q_{sat} = 0.18_{-0.15}^{+0.18}$, a 2σ deviation in this 2D space, to $Q_{cen} = 0.02_{-0.05}^{+0.05}$ and $Q_{sat} = -0.06_{-0.12}^{+0.10}$ (i.e., within 1σ deviation). This improvement is reassuring—the residual cosmic variance between ELUCID and SDSS should be much smaller than that between Bolshoi and ELUCID, so we expect the amount of bias in our constraints on $Q_{cen}$ and $Q_{sat}$ to be significantly smaller than the statistical uncertainties. Meanwhile, the fits to Mock B exhibit similar results, except that the deviation increases in the Bolshoi fit (bottom right) but still within 2σ.

To summarize, through a variety of mock tests with ELUCID and Bolshoi haloes, we find that our galaxy assembly bias constraints from the $[w_p(r_p), n_5], [w_p(r_p), p(N^e), n_5]$, and $[w_p(r_p)N^e_{i=1-5}, n_5]$ data vectors are sensitive to the impact of cosmic variance. In contrast, the constraints from the $[w_p(r_p)N^e_{i=1-5}, p(N^e), n_5]$ data vector are largely unbiased, despite the strong level of cosmic variance between ELUCID and Bolshoi. Among the four data vectors, $[w_p(r_p)N^e_{i=1-5}, p(N^e), n_5]$ also produces the most stringent constraints on the galaxy assembly bias parameters. Therefore, for our analysis of the real data, we will apply our extended HOD model to the ELUCID simulation to fit the $[w_p(r_p)N^e_{i=1-5}, p(N^e), n_5]$ data vector measured from SDSS as our fiducial analysis.

7 Galaxy assembly bias constraint from SDSS

Informed by the extensive mock tests conducted in sect. 6, we conclude that the $[w_p(r_p)N^e_{i=1-5}, p(N^e), n_5]$ data vector is the optimal choice for the input measurements to our fiducial constraint. We nonetheless fit ELUCID and Bolshoi haloes to the SDSS data using all four data vectors listed in sect. 5. We summarize the results of the 1D constraints in Table 4 and show the 2D constraints for all the parameter pairs in Figure 5, respectively. Overall, the constraints derived from the SDSS galaxies are very similar to those in the mock tests from the ELUCID mock galaxies, in terms of both the precision using each data vector and the trends with data vectors/simulations.

Table 4 Posterior constraints of model parameters from the SDSS data. The column "Haloes" refers to the simulation used to compute the likelihood. Values quoted are posterior modes with 68% confidence intervals. The value of $\chi^2/d.o.f.$ is calculated from the mean of the posterior samples.

| Data vector | Haloes | $\sigma_{logM}$ | $\log M_{min}$ | $\log M_1$ | $\alpha$ | $Q_{cen}$ | $Q_{sat}$ | $A_{cen}$ | $\chi^2/d.o.f.$ |
|-------------|--------|-----------------|----------------|-------------|----------|------------|-----------|-------------|----------------|
| $[w_p(r_p), r_5]$ | ELUCID | 0.38_{-0.02}^{+0.04} | 11.99_{-0.11}^{+0.11} | 13.28_{-0.12}^{+0.12} | 1.09_{-0.09}^{+0.09} | -0.06_{-0.06}^{+0.06} | 0.40_{-0.04}^{+0.04} | 0.81_{-0.12}^{+0.12} | 14.23_{-14}^{+14} |
| $[w_p(r_p), r_5]$ | Bolshoi | 0.30_{-0.02}^{+0.02} | 11.92_{-0.09}^{+0.09} | 13.24_{-0.13}^{+0.13} | 1.10_{-0.08}^{+0.08} | -0.08_{-0.08}^{+0.08} | 0.26_{-0.05}^{+0.05} | 0.85_{-0.13}^{+0.13} | 13.75_{-14}^{+14} |
| $[w_p(r_p), p(N^e), r_5]$ | ELUCID | 0.54_{-0.03}^{+0.03} | 12.09_{-0.06}^{+0.06} | 13.19_{-0.07}^{+0.07} | 1.04_{-0.06}^{+0.06} | -0.17_{-0.08}^{+0.08} | 0.08_{-0.12}^{+0.12} | 0.74_{-0.11}^{+0.11} | 46.48_{-34}^{+34} |
| $[w_p(r_p), p(N^e), r_5]$ | Bolshoi | 0.25_{-0.02}^{+0.02} | 11.94_{-0.06}^{+0.06} | 13.12_{-0.05}^{+0.05} | 1.02_{-0.06}^{+0.06} | -0.11_{-0.08}^{+0.08} | 0.20_{-0.10}^{+0.10} | 0.78_{-0.09}^{+0.09} | 41.13_{-34}^{+34} |
| $[w_p(r_p)N^e_{i=1-5}, r_5]$ | ELUCID | 0.26_{-0.04}^{+0.05} | 11.95_{-0.05}^{+0.05} | 13.16_{-0.04}^{+0.04} | 1.01_{-0.05}^{+0.05} | -0.04_{-0.04}^{+0.04} | 0.26_{-0.11}^{+0.11} | 0.77_{-0.08}^{+0.08} | 76.28_{-94}^{+94} |
| $[w_p(r_p)N^e_{i=1-5}, r_5]$ | Bolshoi | 0.19_{-0.04}^{+0.04} | 11.97_{-0.03}^{+0.03} | 13.07_{-0.05}^{+0.05} | 0.93_{-0.03}^{+0.03} | -0.14_{-0.04}^{+0.04} | 0.29_{-0.14}^{+0.14} | 0.74_{-0.08}^{+0.08} | 152.31_{-94}^{+94} |
| $[w_p(r_p)N^e_{i=1-5}, p(N^e), r_5]$ | ELUCID | 0.27_{-0.04}^{+0.04} | 12.02_{-0.02}^{+0.02} | 13.18_{-0.04}^{+0.04} | 1.02_{-0.04}^{+0.04} | -0.09_{-0.05}^{+0.05} | 0.09_{-0.13}^{+0.13} | 0.76_{-0.08}^{+0.08} | 125.11_{-114}^{+114} |
| $[w_p(r_p)N^e_{i=1-5}, p(N^e), r_5]$ | Bolshoi | 0.20_{-0.03}^{+0.03} | 11.98_{-0.02}^{+0.02} | 13.12_{-0.04}^{+0.04} | 0.99_{-0.03}^{+0.03} | -0.11_{-0.04}^{+0.04} | 0.02_{-0.08}^{+0.08} | 0.77_{-0.09}^{+0.09} | 167.22_{-114}^{+114} |
The constraints on the galaxy assembly bias parameters are highlighted in the left (ELUCID) and right (Bolshoi) panels of Figure 6, with the red filled contours indicating the results from our fiducial data vector \( \{w_p(r_p), p(N^r_{sh}), n_y\} \). In each panel, yellow, green, and blue open contours represent the constraints from using \( \{w_p(r_p), n_y\} \), \( \{w_p(r_p), p(N^r_{sh}), n_y\} \), and \( \{w_p(r_p, N^r_{sh})\}_{i=1-5}, n_y \), respectively. Again, we observe similar behavior of each data vector using either simulation as in Figure 6. In particular, the \( \{w_p(r_p), n_y\} \) constraints are the weakest with strong degeneracy exhibited between \( Q_{\text{cen}} \) and \( Q_{\text{sat}} \). Adding \( p(N^r_{sh}) \) tightens the constraints significantly while bringing the contours into \(~1.5\sigma\) tension with the zero values of \( Q_{\text{cen}} \) and \( Q_{\text{sat}} \). Swapping \( w_p(r_p, N^r_{sh}) \) for \( p(N^r_{sh}) \) further tightens the constraints, and exhibits similar deviation from \( Q_{\text{cen}} = Q_{\text{sat}} = 0 \)—the blue contours are inconsistent with zero galaxy assembly bias at the \( 1.5\sigma \) (ELUCID) and \( > 2\sigma \) (Bolshoi) levels, respectively. However, because of the analogous but well-understood behaviors shown in our high-fidelity mock tests, we can safely attribute the discrepancy largely to the (residual) cosmic variance between the simulations and SDSS. Finally, the fiducial ELUCID constraints with \( \{w_p(r_p, N^r_{sh})\}_{i=1-5}, p(N^r_{sh}), n_y \) (red filled contours on the left panel) are consistent with \( Q_{\text{cen}} = Q_{\text{sat}} = 0 \) at \( 1\sigma \). Analogous constraints using Bolshoi (red filled contours on the right panel) are in \( 2\sigma \) tension with \( Q_{\text{cen}} = Q_{\text{sat}} = 0 \) a difference attributable to the large cosmic variance between Bolshoi and SDSS.
Therefore, based on our fiducial SDSS analysis using the constrained simulation ELUCID, we obtain a stringent marginalized 1D constraint of $Q_{\text{cen}} = -0.09^{+0.13}_{-0.09}$ and $Q_{\text{sat}} = 0.09^{+0.10}_{-0.05}$, hinting at a significant detection of galaxy assembly bias at above 1σ level and close to 2σ (at least for the centrals). However, the marginalized 2D constraint on the $Q_{\text{cen}}$-$Q_{\text{sat}}$ plane (red contours on the left panel of Figure 6) is consistent with having no assembly bias at 1σ and well within 2σ. Given that there is still some residual impact of cosmic variance between ELUCID and SDSS that is not included in our uncertainties, our current fiducial constraint indicates no evidence for having a strong halo assembly bias in the local Universe for the population of galaxies selected by $M_r \geq 10^{10.2}$ $h^{-2} M_\odot$, typical of galaxies in the SDSS Main Galaxy redshift survey. In Figure 7 we show the comparison between the overdensity-dependent cross-correlation functions predicted by our best-fitting model with ELUCID (coloured curves) and the data (circles with errorbars). The inset panel shows the comparison for the PDF of galaxy overdensity. The best-fitting prediction yields a value of $\chi^2$/d.o.f. $= 134.95/114$, indicating a satisfactory goodness of fit to the data, with each of the observables well described at all scales. This is an impressive testament to the ability of the combination of our HOD model and the ELUCID reconstruction to describe the distribution and clustering of galaxies in the local Universe, without the need to invoke any strong galaxy assembly bias effect. Previous successes of HOD models in reproducing the global $w_p(r_p)$ and 1-point PDF did not guarantee success in reproducing the observed correlation functions of galaxies in $N_r$ quintiles, which provide a much more detailed characterization of environment-dependent clustering.

8 Conclusions

In this paper, we have investigated the level of galaxy assembly bias in the local Universe by performing a comprehensive HOD modelling of the overdensity environment and projected clustering of SDSS galaxies using the state-of-the-art constrained simulation ELUCID that accurately reconstructed the initial density perturbations of the SDSS volume.

For modelling galaxy assembly bias, we extend the standard HOD prescription by including separate levels of central and satellite assembly bias, parametrized by $Q_{\text{cen}}$ and $Q_{\text{sat}}$, respectively. In particular, we extend the galaxy assembly bias parametrization of Wibking et al. [77] and Salcedo et al. [79] to include satellite assembly bias in the form of the parameter $Q_{\text{sat}}$ (see also ref. [74]). The parameter $Q_{\text{sat}}$ allows the satellite occupation to vary at fixed mass based on the large scale environment by varying log $M_1$ on a halo-by-halo basis. The parameter $Q_{\text{cen}}$ (called $Q_{\text{cen}}$ in refs. [77,79]) acts similarly by modifying log $M_{\text{min}}$.

We have employed a variety of data vectors consisting of one and two-point galaxy statistics. Extensive mock tests demonstrate that using a non-constrained simulation could potentially show false evidence of galaxy assembly bias for some of the data vectors that are sensitive to the cosmic variance. Among the four data vectors we tested, we identify the combination of correlation functions of galaxy quintiles selected by galaxy number count $N_r$, the probability density distribution of $N_r$, and the overall galaxy number density $n$, as the fiducial input for our analysis with the SDSS data, because of its stringent constraining power.

Applying our extended HOD model on the ELUCID simulation to fit the SDSS galaxies, our fiducial analysis yields
stringent constraints of the level of galaxy assembly bias in SDSS, with \( Q_{\text{cen}} = -0.09^{+0.05}_{-0.06} \) and \( Q_{\text{sat}} = 0.09^{+0.11}_{-0.04} \), respectively. Therefore, we do not find evidence for the existence of a strong (> 2\( \sigma \)) galaxy assembly bias within the SDSS main galaxy sample, despite examining statistics that would be sensitive to such bias if it were present. The best-fitting model provides an excellent description of the overdensity environment of each individual observed galaxy, as well as the projected clustering of galaxies within different overdensity environments, ranging from voids to average field to clusters and super-clusters.

Although the combined one- and two-point statistics measured from SDSS are consistent with having no galaxy assembly bias, our constraint is dominated by the statistical uncertainties, with residual cosmic variance effect due to imperfect ELUCID reconstruction in the underdense regions. With current and upcoming spectroscopic surveys like Dark Energy Spectroscopic Instrument (DESI, [109]) and the Prime Focus Spectrograph (PFS, [110]), the uncertainties of our method will be greatly reduced due to the orders-
of-magnitude increase in the observed number of spectra, as well as a thorough removal of the cosmic variance with the ever-increasing survey volume.
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Appendix

A1 Covariance matrices

We use the jackknife resampling technique to compute covariance matrices for our observables. In our analysis, we utilize measurements from the SDSS galaxy sample as well as a mock sample derived from the ELUCID simulation. In either case, we compute two jackknife re-sampled covariance matrices, one for \( w_p \) and \( p(N^8_s) \) and the other for the five \( N^8_s \)-selected correlation functions \( w_p(r_p|N^8_s) \) at \( u = 1-5 \). Using multiple realizations of our ELUCID mock sample, we have computed the contribution to the covariance from using a single random realization of the HOD. We have found that this realization contribution to the error is strongly subdominant at all scales for all of our observables and is therefore ignored.

The covariance matrices computed on different mocks and the SDSS catalog generally exhibit similar behaviors. However, it should be noted that quantitatively there are important differences. The sample variance for our observables will obviously scale with their signal, but the presence or absence of assembly bias will also have an effect. Two mocks with the same signal but different values of our assembly bias parameters will have different observable covariance matrices. If we consider the example of \( w_p \), we see that these two mocks will have different covariances because assembly bias is adding to the spatial variation of \( w_p \), due to the large scale density. In the case of the distribution of \( N^8_s \), the effect is even more direct because any galaxy assembly bias acts to boost the variance of \( N^8_s \).

The correlation matrices measured in SDSS for \( (w_p, p(N^8_s)) \) and \( w_p(r_p|N^8_s) \) at \( u = 1-5 \) are shown in Figures a1 and a2, respectively. Turning towards Figure a1 we see that for \( w_p \) there are significant correlations among bins within the 1-halo regime and bins within the 2-halo regime, but there is little correlation between bins across these two regimes. For \( p(N^8_s) \) we see that the covariance is mostly diagonal with minor correlations between nearby bins. We also see that there are negative correlations between large and small \( N^8_s \) bins. This reflects the explicit integral constraint on the probability distribution function.

Overall, the covariance between the two types of observables is weak but exhibits some structure. There are negative covariances between all bins of \( w_p \) and bins of low \( N^8_s \) and positive covariance between all bins of \( w_p \) and bins of high \( N^8_s \). This is because galaxies with high values of \( N^8_s \) are in high density regions and therefore have stronger clustering, while those with low values of \( N^8_s \) are in low density regions and have weaker clustering.

Figure a2 shows the correlation matrix of our five \( N^8_s \)-selected correlation functions. Going from left to right, the correlation matrix for increasing quintiles of \( N^8_s \) starts with the bottom quintile on the far left and ends with the top quintile on the far right. In all cases we see roughly the same structure; we observe for the global \( w_p \), there are significant correlations between nearby bins but little correlation between large and small scales. Additionally, the low-quintile correlation functions are more diagonally dominated than the high-quintile correlation functions. This is because the shot-noise component, which is diagonal and constant across the five quintiles, becomes more dominant when the sample-variance component, which scales with the signal, is weaker. Using jackknife resampling we have also calculated the covariance between our five \( N^8_s \)-selected cross-correlation functions. We have found these errors to be extremely noisy and near zero. Therefore we chose to set them equal to zero in what follows.

A2 Model tests with standard halo occupation distribution

In sect. 6 we performed a variety of mock tests using two ELUCID mocks, one without and the other with strong galaxy assembly bias. During those mock tests, we allow \( Q_{\text{cm}} \) and \( Q_{\text{sat}} \) to vary freely. For the sake of completeness...
here we include analogous mock tests by fitting a standard HOD model with fixed values of $Q_{\text{cen}} = Q_{\text{sat}} = 0$ to the ELUCID mock with strong galaxy assembly bias ($Q_{\text{cen}} = -0.50$, $Q_{\text{sat}} = 0.50$). The results of these mock constraints are listed in Table a1; values quoted correspond to parameter posterior modes and 68% confidence intervals. Input values for the HOD parameters are listed in the final row of the table.

![Figure a2](image)

**Figure a2** (Color online): Correlation matrix of the projected cross-correlation function between galaxy quinques selected by $N_\ell^s$ and the overall galaxy sample, $w_p(r_p|N_\ell^s=1-5)$, with the correlation coefficients color-coded by the colour bar on the far right. Each panel bin from left (top) to right (bottom) correspond to 20 logarithmically spaced bins of $w_p(r_p|N_\ell^s)$ from $r_p=0.3h^{-1}$ Mpc to $r_p=30.0h^{-1}$ Mpc.

**Table a1** Posterior constraints of model parameters from an ELUCID mock catalog with significant levels of galaxy assembly bias used as data. Likelihoods are calculated using ELUCID and Bolshoi haloes with $Q_{\text{cen}}$ and $Q_{\text{sat}}$ fixed to zero. Values quoted are posterior modes with 68% confidence intervals. The value of $\chi^2$/d.o.f is calculated from the mean of the posterior samples. Input values are listed in the last row.

| Data vector | Haloes | $\sigma_{\log M}$ | $\log M_{\text{min}}$ | $\log M_1$ | $\sigma$ | $Q_{\text{cen}}$ | $Q_{\text{sat}}$ | $A_{\text{cen}}$ | $\chi^2$/d.o.f |
|-------------|--------|-------------------|------------------------|-------------|---------|------------------|------------------|----------------|-----------------|
| $\{w_p(r_p), n_p\}$ | ELUCID | 0.26$^{+0.17}_{-0.13}$ | 12.00$^{+0.04}_{-0.05}$ | 13.00$^{+0.01}_{-0.12}$ | 0.90$^{+0.009}_{-0.009}$ | -- | -- | 0.87$^{+0.12}_{-0.12}$ | 13.01/16 |
| $\{w_p(r_p), n_p\}$ | Bolshoi | 0.19$^{+0.17}_{-0.13}$ | 12.01$^{+0.01}_{-0.06}$ | 12.80$^{+0.11}_{-0.08}$ | 0.80$^{+0.009}_{-0.008}$ | -- | -- | 0.87$^{+0.12}_{-0.12}$ | 42.23/16 |
| $\{w_p(r_p), p(N_\ell^s), n_p\}$ | ELUCID | 0.26$^{+0.10}_{-0.10}$ | 12.03$^{+0.05}_{-0.06}$ | 12.79$^{+0.08}_{-0.09}$ | 0.80$^{+0.009}_{-0.008}$ | -- | -- | 0.81$^{+0.13}_{-0.12}$ | 36.99/36 |
| $\{w_p(r_p), p(N_\ell^s), n_p\}$ | Bolshoi | 0.19$^{+0.09}_{-0.11}$ | 11.97$^{+0.05}_{-0.04}$ | 12.72$^{+0.07}_{-0.07}$ | 0.79$^{+0.005}_{-0.005}$ | -- | -- | 0.83$^{+0.08}_{-0.07}$ | 54.51/36 |
| $\{w_p(r_p|N_\ell^s=1-5); n_p\}$ | ELUCID | 0.16$^{+0.08}_{-0.07}$ | 12.03$^{+0.03}_{-0.03}$ | 12.96$^{+0.08}_{-0.09}$ | 0.85$^{+0.005}_{-0.005}$ | -- | -- | 0.74$^{+0.12}_{-0.14}$ | 65.38/96 |
| $\{w_p(r_p|N_\ell^s=1-5); p(N_\ell^s), n_p\}$ | Bolshoi | 0.17$^{+0.07}_{-0.07}$ | 12.01$^{+0.03}_{-0.03}$ | 12.81$^{+0.07}_{-0.09}$ | 0.79$^{+0.004}_{-0.005}$ | -- | -- | 0.69$^{+0.04}_{-0.15}$ | 141.51/96 |
| $\{w_p(r_p|N_\ell^s=1-5); p(N_\ell^s), n_p\}$ | ELUCID | 0.26$^{+0.07}_{-0.07}$ | 12.00$^{+0.02}_{-0.03}$ | 12.84$^{+0.08}_{-0.06}$ | 0.83$^{+0.004}_{-0.004}$ | -- | -- | 0.71$^{+0.14}_{-0.14}$ | 96.57/116 |
| $\{w_p(r_p|N_\ell^s=1-5); p(N_\ell^s), n_p\}$ | Bolshoi | 0.19$^{+0.08}_{-0.08}$ | 11.96$^{+0.03}_{-0.02}$ | 12.75$^{+0.04}_{-0.05}$ | 0.81$^{+0.003}_{-0.004}$ | -- | -- | 0.69$^{+0.15}_{-0.14}$ | 175.98/116 |

**Input value**

|                | 0.20 | 11.95 | 13.15 | 1.0 | -0.50 | 0.50 | 0.86 | - |