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The resonant state expansion (RSE), a rigorous perturbative method in electrodynamics, is formulated for Transverse Electrodynamic modes of an effectively 2-dimensional system. The RSE is a perturbation theory based on the Lippmann Schwinger Green’s function equation and requires knowledge of the Green’s function of the unperturbed system constructed from Resonant-states. I use the analytic Green’s function for the magnetic field to normalize the modes appearing in the corresponding spectral Green’s function. This use of the residue and cut of the analytic Green’s function is a solution to the failure of the flux volume integral method of normalization for continuum states, a problem which is discussed in detail in this manuscript. In brief, the flux volume integral fails for continuum states because they are not true resonance. An analytic relation between normalized magnetic and electric modes is developed as part of the solution to these difficulties. The complex eigenfrequencies of modes are calculated using the RSE for the case of a homogeneous perturbation.

PACS numbers: 03.50.De, 42.25.-p, 03.65.Nk

I. INTRODUCTION

Dielectric microcavities have attracted significant interest since 1989 when they were found to support whispering gallery modes (WGMs) [1], particularly with regards to the development of hybrid optoelectronic circuits [2]. Perturbed microcavities have proved to be the most promising direction of research since their emissions are not isotropic [3–9]. Other uses of 2-dimensional optical microcavities include miniature lasing devices [10].

Recently there has been developed the Resonant-state-expansion (RSE) a theory for calculating the resonances of open optical systems [15–20]. That the RSE is suitable for use with the RSE Born approximation, to calculate the far field scattering, has been demonstrated in Ref.[21–23]. The RSE Born approximation is a rigorous perturbation method for electromagnetic scattering, which becomes the exact solution of Maxwell’s wave equations in the far field, in the limit of an infinite number of resonance being taken into account in the Born approximation expansion.

In this paper I report extending the RSE to the Transverse Electric (TE) modes of effectively two-dimensional (2D) systems (i.e. 3D systems translational invariant in one dimension) which are not reducible to effective 1D systems. I only treat systems with zero wavevector along the translational invariant direction at present. I use a dielectric cylinder with uniform dielectric constant in vacuum as unperturbed system and calculate perturbed Resonant-states (RSs) for homogeneous perturbations in order to demonstrate the method.

The treatment in this manuscript is restricted to 2-dimensional systems, however for the modes of a cavity with mode wavelength only a small fraction of the thickness of the cavity it is possible to make the mathematical approximation to an effectively 2-dimensional system [11, 12]. A consequence of this approximation for the mathematical treatment is that the refractive index \( n_r \) has to be replace with an appropriately calculated \( n_{eff} \) which takes into account the thickness of the resonator, for the detailed mathematics, see Ref.[11, 12].

In this manuscript dispersion in the refractive index is not treated directly, however it is straight-forward to add dispersion using the method from Ref.[20], which I developed in collaboration with E. A. Muljarov, based on my successful initial independent work incorporating dispersion into the RSE.

Interestingly the RSE is a near identical translation to electrodynamics of a much earlier theory from Quantum Mechanics by More, Gerjuoy, Bang, Gareev, Gizatkulov and Goncharov Ref.[13, 14]. The only difference between the two approaches is the choice of RS normalisation method. The RSE [13, 14] is a perturbation theory based on the Lippmann Schwinger Green’s function equation and requires knowledge of the Green’s function (GF) of the unperturbed system constructed from RSs. I was able to show in Ref.[21] that the general normalisation of RSs which I derived in Ref.[17] is the most numerically stable available normalisation method. The general normalisation which I derived in Ref.[17] is based on a prototype normalisation which appeared in Ref.[19].

One difficulty in formulating an RSE for 2D systems, is the presence of a one-dimensional continuum in the manifold of RSs. This continuum is specific to 2D systems and is required for the completeness of the basis and thus for the accuracy of the RSE applied in 2D, as discussed when similar observations were previously made for Transverse Magnetic (TM) modes of a microcylinder in my Ref.[16].

In Ref.[16, 17] it was shown that the continuum states in the RSE cannot be normalised by the flux volume nor-
nalisation,
\[
1 + \delta_{k_n,0} = \int_{A} \mathbf{E}_n(r) \left. \frac{\partial \alpha_n^2 \hat{\mathbf{E}}(r, \omega)}{\partial \omega^2} \right|_{\omega = \omega_n} \mathbf{E}_n(r) \, d\mathbf{r} \tag{1}
\]
\[
+ \lim_{k \to k_n} \int_{L_A} \mathbf{E}_n \cdot \nabla \mathbf{E} - \mathbf{E} \cdot \nabla \mathbf{E}_n \, d\mathbf{L}
\]
I will discuss the reason for this in more detail in Sec. III. Instead of using Eq. (1), it is necessary to make a comparison of the residue and contour integral between the spectral GF
\[
\hat{G}_k(r, r') = \sum_n \frac{\mathbf{E}_n(r) \otimes \mathbf{E}_n(r')}{2k(k - k_n)} \approx \sum_n \frac{\phi_n \mathbf{E}_n(r) \otimes \mathbf{E}_n(r')}{2k(k - k_n)}
\tag{2}
\]
and the analytically derived GF. The electrodynamic wave function \(\mathbf{E}_n\) is the solution to
\[
\nabla \times \nabla \times \mathbf{E}_n(r) = \kappa_n^2 \hat{\mathbf{r}}(r) \mathbf{E}_n(r)
\tag{3}
\]
with outgoing boundary conditions (BCs) and \(\hat{G}_k(r, r')\) is the corresponding GF for Eq. (3).

Unfortunately it is not possible to derive the analytic GF for the electric \(\mathbf{E}\)-field since for 2-dimensional TE modes of an open system Maxwell’s wave equation is not reducible to one dimension whilst in the electric field description. However the magnetic \(\mathbf{H}\)-field GF is available and in Appendix A I use physical arguments to construct an analytic formula linking normalised magnetic modes \(\mathbf{H}_n\) to normalised electric modes \(\mathbf{E}_n\). The analytic Green’s function for the homogeneous 2-dimensional microcylinder is given in Appendix B.

This manuscript is organised as follows Sec. II outlines the derivation of the RSE perturbation theory, Sec. III explains the special provisions made for the normalisation of the \(\mathbf{E}_n\) modes, Sec. IV gives the basis modes of the 2-dimensional RSE, Sec. V contains the numerical validation of the rigorous analytics provided in this manuscript, Appendix A and B derive the normalisation of the TE \(\mathbf{E}_n\) modes, Appendix C gives perturbation matrix elements required to reproduce the numerical results of Sec. V. Appendix D gives the evaluation of an important expression in Appendix A. Appendix E gives a new and valuable numerical recipe used in the production of numerical results for this manuscript.

II. THE RSE PERTURBATION METHOD

In this section I give a brief account of the derivation of the RSE [13, 14]. The method of derivation is built upon the Lippmann Schwinger Green’s function equation. For a more detailed account of these derivations I direct the interested reader to Ref.[13–23].

The perturbation method which I have briefly outlined was recently translated from Quantum Mechanics [13, 14] and has now become known as the Resonant-state-expansion.

III. MAXWELL’S WAVE EQUATION FOR MAGNETIC FIELD

In this section I discuss the numerical and analytic difficulties associated with constructing an electrodynamic RSE perturbation theory for magnetic resonances.
If we examine Maxwell’s wave equation for magnetic field $\mathbf{H}(r)$,
\[
-\nabla \times \nabla \times \mathbf{H}(r) + \hat{\varepsilon}(r)^{-1} \nabla \hat{\varepsilon}(r) \times (\nabla \times \mathbf{H}(r)) + k^2 \hat{\varepsilon}(r) \mathbf{H}(r) = \nabla \times \mathbf{J}(r) - \hat{\varepsilon}(r)^{-1} \nabla \hat{\varepsilon}(r) \times \mathbf{J}(r) \tag{13}
\]
it would at first sight seem of no use to the RSE. In Eq. (13) we can see $\nabla \hat{\varepsilon}(r)$ which has prevented me from formulating an equation analogous to Eq. (8) relating the perturbed eigenmodes of magnetic field to their unperturbed GF and perturbation in the dielectric profile. Therefore as I am considering perturbations in the dielectric profile I am forced to formulate the RSE in terms of electric modes $\mathbf{E}_n(r)$.

However even in light of the previous paragraph I do need to consider Eq. (13) in this paper because the cut poles cannot be normalised using [17, 22]
\[
1 + \delta_{k_n,0} = \int_A E_n(r) \left( \frac{\partial \hat{\varepsilon}_n^2(\hat{r}, \omega)}{\partial \omega^2} \right)_{\omega = \omega_n} | \hat{r} = \hat{r}_n | d\hat{r} (14)
+ \lim_{k \to k_n} \int_{L_A} E_n \cdot \nabla E - E \cdot \nabla E_n \frac{dL}{k^2 - k_n^2}
\]
The method of normalisation will thus make use of Eq. (13). The reason I can’t use Eq. (14) for the cut poles is that they are not true resonances of the system. This problem can be intuitively understood if we assume we can normalise a single cut pole with Eq. (14) and observe the resulting logical contradiction. If the discretisation of the cut is made finer by increasing the number of cut poles by several orders of magnitude, logically the normalisation of the chosen cut pole should be drastically reduced as its weight is further shared between many of these extra poles. This final remark gives the contradiction because the normalisation calculated from Eq. (14) cannot change, it is fixed.

In light of the problems normalising cut poles I am forced to normalise the basis modes in this chapter by comparing spectral GFs of the form [16]
\[
G^H_k(r, r') = \sum_n \frac{E_n(r) \otimes E_n(r')}{2k(k - k_n)} \approx \sum_n \frac{\phi_n E_n(r) \otimes E_n(r')}{2k(k - k_n)} \tag{15}
\]
which will still hold true for cut poles, with the analytic GF of magnetic field calculated in Appendix B. Unlike the TM case where the analytic GF for the electric field $G^E_k(r, r')$ is available, I can only derive the analytic GF for the magnetic field $G^H_k(r, r')$ in the case of transverse electric (TE) polarisation. The reason for this is that a scalar GF equation is available for $G^H_k(r, r')$ but not for $G^E_k(r, r')$ in the TE case. Fortunately in Appendix A I have been able to derive a method of expressing the electric field basis modes $\mathbf{E}_n$ in terms of the magnetic field basis modes $\mathbf{H}_n$.

The Green’s function for the magnetic component of an electrodynamic system is a tensor $G^H_k$ which satisfies the outgoing wave boundary conditions and Maxwell’s wave equation with a delta function source term
\[
-\nabla \times \nabla \times \hat{G}^H_k(r, r') + \hat{\varepsilon}(r)^{-1} \nabla \hat{\varepsilon}(r) \times (\nabla \times \hat{G}^H_k(r, r')) + k^2 \hat{\varepsilon}(r) \hat{G}^H_k(r, r') = \delta(r - r') \tag{16}
\]
following the derivation for the spectral representation of $G^H_k$ in Appendix B we find
\[
G^H_k(r, r') = \sum_n \frac{\phi_n H_n(r) \otimes H_n(r')}{2k(k - k_n)} \tag{17}
\]
where the field $H_n(r)$ satisfies,
\[
-\nabla \times \nabla \times H_n(r) + \hat{\varepsilon}(r)^{-1} \nabla \hat{\varepsilon}(r) \times (\nabla \times H_n(r)) + k^2 \hat{\varepsilon}(r) H_n(r) = 0 \tag{18}
\]
with outgoing BCs. In Appendix A I will make use of $H_n$ defined in Eq. (16), Eq. (17) and Eq. (18) to normalise $E_n$.

I will briefly explain the idea behind the analytics in Appendix A and direct the interested reader to that relevant appendix where I give my detailed mathematics. The $\mathbf{E}$ and $\mathbf{H}$ fields are both generated by an electric current $\mathbf{J}$. By using an identical current to generate $\mathbf{E}$ and $\mathbf{H}$ fields and letting the electric current amplitude tend to zero as its harmonic wave number of oscillation tends to $k_n$ we can compare residues of $G^H_k$ and $G^E_k$ in order to relate normalised $E_n$ and $H_n$. The $H_n$ modes, including the continuum modes, discussed in Appendix B, can be normalised by comparing the residue of the spectral GF and the residue of the analytic GF, derived in Appendix B.

IV. UNPERTURBED BASIS FOR 2D SYSTEMS

In this section I will use the approach outlined in Sec. III to formulate the basis states for both TE, TM polarizations. For completeness of the basis I include longitudinal electric modes which are curl free static modes satisfying Maxwell’s wave equation for $k_n = 0$. Longitudinal electric modes have zero magnetic field.

Splitting off the time dependence $\propto e^{-iw't}$ of the electric fields $\mathbf{E}$ and $\mathbf{D}$ and magnetic field $\mathbf{H}$, the first pair of Maxwell’s equations can be written in the form
\[
\nabla \times \mathbf{E} = i\kappa \mathbf{H}, \quad \nabla \times \mathbf{H} = -i\kappa \mathbf{D} - \mathbf{J} \tag{19}
\]
where $k = \omega/c$ and $D(r) = \hat{\varepsilon}(r)E(r)$. Combining them leads to
\[
-\nabla \times \nabla \times \mathbf{E}(r) + k^2 \hat{\varepsilon}(r) \mathbf{E}(r) = i\kappa \mathbf{J}(r) \tag{20}
\]
and
\[
\nabla \times \nabla \times \mathbf{E}_n(r) = k_n^2 \hat{\varepsilon}(r) \mathbf{E}_n(r) \tag{21}
\]
which satisfy the outgoing wave boundary condition, and to
\[ \mathbf{G}_k(r, r') = \sum_n \mathbf{E}_n(r) \otimes \mathbf{E}_n(r') \approx \sum_n \frac{\phi_n \mathbf{E}_n(r) \otimes \mathbf{E}_n(r')}{2k(k - k_n)} \]
for the corresponding GF.

For \( k_z = 0 \), these three groups of modes of a homogeneous dielectric cylinder can be written as
\[ \begin{align*}
\text{TM} : & \quad \mathbf{E}_r = f e_z , \\
\text{TE} : & \quad \mathbf{H}_r = f e_z , \\
\text{LE} : & \quad \mathbf{E}_r = -\nabla f ,
\end{align*} \]
where \( f(r) \) is a scalar function satisfying the Helmholtz equation
\[ \nabla^2 f + k^2 \varepsilon f = 0 \]
with the dielectric susceptibility of the sphere in vacuum
\[ \varepsilon(\rho, \varphi) = \begin{cases} 
n^2 & \text{for } \rho \leq R , \\
1 & \text{for } \rho > R \end{cases} \]
and
\[ f(r) = R_m(\rho, k_n) \chi_m(\varphi) \]
The angular parts are defined by
\[ \chi_m(\varphi) = \begin{cases} 
\pi^{-1/2} \sin(m\varphi) & \text{if } m < 0 , \\
(2\pi)^{-1/2} & \text{if } m = 0 , \\
\pi^{-1/2} \cos(m\varphi) & \text{if } m > 0 ,
\end{cases} \]
where there is no \( m = 0 \) mode for the TE case. The \( \chi_m(\varphi) \) are orthonormal according to
\[ \int_0^{2\pi} \chi_m(\varphi) \chi_{m'}(\varphi) d\varphi = \delta_{mm'} \]
The radial components satisfy,
\[ \left[ \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{m^2}{\rho^2} + \varepsilon(\rho) k^2 \right] R_m(\rho, k) = 0 \]
and have the form
\[ R_m(\rho, k) = \begin{cases} 
\frac{J_m(n, k\rho)}{H_m(n, k\rho)} & \text{for } \rho \leq R , \\
\frac{J_m(n, k\rho)}{H_m(n, k\rho)} & \text{for } \rho > R \end{cases} \]
in which \( J_m(z) \) and \( H_m(z) \equiv H_1^{(1)}(z) \) are, respectively, the cylindrical Bessel and Hankel functions of the first kind. \( H_m(z) \) is a multiple valued function, with multiple values corresponding to a range of possible boundary conditions at infinity. In order to obtain the correct boundary conditions for the RSE I provide a numerical recipe in Appendix E.

I treat in this work all polarisations, however only TM and LE polarisations mix due to the perturbations treated being strictly scalar in dielectric permittivity. If the perturbation left the dielectric profile as a tensor then all polarisations would mix.

The unperturbed RS wave functions factorise as
\[ \begin{align*}
\text{TM} : & \quad \mathbf{E}_n(r) = A_{TM} R_m(\rho, k_n) \chi_m(\varphi) e_z \\
\text{TE} : & \quad \mathbf{H}_n(r) = A_{TM}^* (\kappa_n) R_m(\rho, k_n) \chi_m(\varphi) e_z
\end{align*} \]
I normalized the wave functions from the analytic TM (TE) Green’s function in Appendix B with normalisation constants \( A(k) \)
\[ A_{TM} = \frac{1}{R} \sqrt{\frac{2}{n^2 - 1}} \]
The two boundary conditions at the surface of the cylinder, the continuity of the electric field and its radial derivative, produce a secular equation for the RS wave number eigenvalues \( k_n \), which has the form
\[ D_{TM}^R(k_n, R) = 0 \]
\[ D_{TE}^R(k_n, R) = 0 \]
where
\[ D_{TM}^R(z) = n_r J_m'(n_r z) H_m(z) - J_m(n_r z) H_m'(z) \]
\[ D_{TE}^R(z) = J_m'(n_r z) H_m(z) - n_r J_m(n_r z) H_m'(z) \]
and \( J_m'(z) \) and \( H_m'(z) \) are the derivatives of \( J_m(z) \) and \( H_m(z) \), respectively. Here \( z \) represents a complex argument, as opposed to the spatial coordinate used earlier.

In cylindrical coordinates, the electric vector field \( \mathbf{E}(r) \) can be written as
\[ \mathbf{E}(\rho, \varphi, z) = \mathbf{E}_r e_r + \mathbf{E}_\varphi e_\varphi + \mathbf{E}_z e_z = \begin{pmatrix} E_r \\ E_\varphi \\ E_z \end{pmatrix} \]
Therefore the TM modes can be written as
\[ \mathbf{E}_n^{TM}(r) = A_{TM} \begin{pmatrix} 0 \\ 0 \\ R_m(\rho, k_n) \chi_m(\varphi) \end{pmatrix} \]
Since I am considering a homogeneous micro-cylinder and TE modes, I can now calculate the normalised \( \mathbf{E}_n \) from the \( \mathbf{H}_n \) using the following simple relations derived in Appendix A
\[ \nabla \times \mathbf{H}_n(r) = M_{k_n} \kappa_n^{1/2} \mathbf{E}_n(r) \]
which gives, inside the homogeneous cylinder only,

\[
E_{n}^{\text{TE}}(r) = \frac{A^{\text{TE}}}{M_k k_n^2} \left( \frac{R_m(\rho, k_n) d\chi_m(\varphi)}{\frac{\partial R_m(\rho, k_n)}{\partial \rho} \chi_m(\varphi)} \right) \tag{40}
\]

The unknown \( M_k \) is calculated analytically in Appendix A and Appendix D.

The \( k = 0 \) LE modes are given by, inside the homogeneous cylinder only,

\[
E_{n}^{\text{LE}}(r) = \sqrt{\frac{n^2 - 1}{n^2}} \lim_{k_n \to 0} E_{n}^{\text{TE}}(r) \tag{41}
\]

which follows from Eq. (14), in the limit of \( k = 0 \), noting the fast attenuation of the RS far field in this \( k = 0 \) case.

For both the TM and TE case, treated here, the full GF of the homogeneous dielectric cylinder, which is defined via Maxwell’s equation with a line current source term, is given by \( G_k = G_k e_z \otimes e_z \), in which

\[
G_k(\rho, \rho') = \sum_m G_m(\rho, \rho'; k) \chi_m(\varphi) \chi_m(\varphi') \tag{42}
\]

and the radial components have the following spectral representation

\[
G_m(\rho, \rho') = \sum_n \frac{[A_m(k_n)]^2 R_m(\rho, k_n) R_m(\rho', k_n)}{2k(k - k_n)} \\
+ \int_{-\infty}^{0} \frac{[A_m(k)]^2 R_m(\rho, k') R_m(\rho', k')}{2k(k - k')} \sigma_m(k') dk' \\
= \sum_n \left[ \frac{[A_m(k_n)]^2 R_m(\rho, k_n) R_m(\rho', k_n)}{2k(k - k_n)} \right] \tag{43}
\]

derived in Appendix B. For TE modes I take \( A_m(k) = A_{m}^{\text{TE}}(k) \) and for the TM modes I take \( A_m(k) = A_{m}^{\text{TM}} \), then

\[
\sigma_m(k) = \frac{8 J_m(n_c R k^2)}{\pi^2 k^2 R^2 D_{m}^{n_c}(k) D_{m}^{n_c}(k) A_{m}(k)^2} \tag{44}
\]

Here \( D_{m}^{n_c}(z) \) are the two limiting values of \( D_m(z') \) for \( z' \) approaching point \( z \) on the cut from its different sides \( \text{Re} z' \geq 0 \). \( D_{m}^{n_c}(z) \) are taken to be \( D_{m}^{n_c}(k) \) or \( D_{m}^{n_c}(k) \) in the case of TE or TM cut pole respectively.

I use the same method to discretised this continuum into cut poles \( k_n \) and cut pole strengths \( \phi_n^{(m)} \) as in my Ref.[18]

\[
k_n^{(m)} = \int_{q_n^{(m)}}^{q_{n+1}^{(m)}} k \sigma_m(k) dk \bigg/ \phi_n^{(m)} \tag{45}
\]

where the cut pole strength \( \phi_n^{(m)} \) is defined as

\[
\phi_n^{(m)} = \int_{q_n^{(m)}}^{q_{n+1}^{(m)}} \sigma_m(k) dk \tag{46}
\]

\[\text{FIG. 1: (a): Cut poles } k_n \text{ (stars) representing the cut of the GF of a homogeneous dielectric cylinder with } n_c = 2, \text{ in the complex wave-number plane for } m = 0, 10, \text{ and } 20. \text{ Normal poles } k_n \text{ (open squares) are also shown. (b): Cut pole density } \sigma_m(k) \text{ (solid curves) and the cut pole strength } \phi_n^{(m)} \text{ (stars), for the same values of } m.\]

An example of cut poles assigned for \( m = 0, 10, \) and 20 is given in Fig. 1(a). The cut poles contribute to the RSE in the same way as the normal poles.

In the numerical calculation in Sec. V, I use \( N_n^{(m)} \sim \mathcal{N}^{(m)} \), where \( \mathcal{N}^{(m)} \) is the number of normal poles in the basis for the given \( m \) and \( N_c^{(m)} \) is the number of cut poles, in order to demonstrate the convergence towards the exact solution.

The next section discusses results of the RSE for different effective 2D systems. We consider a homogeneous dielectric cylinder of radius \( R \) and refractive index \( n_c = 2 (\varepsilon = 4) \) with a homogeneous perturbation of the whole cylinder in Sec. V. Explicit forms of the matrix elements for these perturbations and details of their calculation are given in Appendix C.

V. HOMOGENEOUS CYLINDER PERTURBATION

In this section I present my numerical results which support the validity of the analytic results relating to the 2-dimensional TE RSE which I have provided in this manuscript.

The perturbation we consider in this section is a ho-
homoegenous change of \( \varepsilon \) over the whole cylinder, given by

\[
\Delta \varepsilon(\rho, \varphi) = \Delta \varepsilon(R - \rho) = \begin{cases} 
\Delta \varepsilon & \text{for } \rho < R, \\
0 & \text{for } \rho > R 
\end{cases} \tag{47}
\]

with the strength \( \Delta \varepsilon = 4 \) used in the numerical calculation. For \( \varphi \)-independent perturbations, modes with different azimuthal number \( m \) are decoupled, and so are even and odd (cosine and sine). I show only the sine modes here, and use for illustration \( m = 20 \). The matrix elements of the perturbation are calculated analytically and given by Eq. (12). The homogeneous perturbation does not change the symmetry of the system, so that the perturbed modes obey the same secular equation Eq. (34) with the refractive index \( n_r \) of the cylinder changed to \( \sqrt{n_r^2 + \Delta \varepsilon} \), and thus the perturbed wave numbers \( \kappa_\nu \) calculated using the RSE can be compared with the exact values \( \kappa_\nu^{(\text{exact})} \).

We choose the basis of RSs for the RSE in such a way that for the given azimuthal number \( m \) and the given number of normal RSs \( N \) we find all normal poles \( |k_n| < k_{\max}(N) \) with a suitably chosen maximum wave vector \( k_{\max}(N) \) and then add the cut poles. We find that as we increase \( N \), the relative error \( |\kappa_n/\kappa_\nu^{(\text{exact})} - 1| \) decreases as \( N^{-3} \). Following the procedure described in Ref.[18] we can extrapolate the perturbed wave numbers. The resulting perturbed wave numbers are shown in Fig. 2. The perturbation is strong, creating 3 additional WGMs with \( m = 20 \) having up to 4 orders of magnitude narrower linewidths. For \( N = 800 \), the RSE reproduces about 100 modes to a relative error in the \( 10^{-7} \) range, which is decreasing by one or two orders of magnitude after extrapolation. The contribution of the cut and zero frequency mode is significant: Ignoring these modes leads to a relative error of the poles in the \( 10^{-3} \) range. The fact that the relative error improves by 4-5 orders of magnitude after taking into account the cut in the form of the cut poles shows the validity of the reported analytical treatment of cuts in the RSE, and the high accuracy of the discretisation method into cut poles.

\section{VI. SUMMARY}

I have applied the resonant state expansion (RSE) to effective two-dimensional (2D) open optical systems, such as dielectric micro-cylinders and micro-disks with perturbations, by finding a formula linking the normalisation of resonant states appearing in the magnetic and electric Green’s functions which describe identical systems. These analytic formulas allow us to take advantage of an analytic Green’s function of the magnetic field of the homogeneous micro-cylinder to normalise the modes appearing in the spectral representation of the Green’s function for the electric field, electric modes which when normalised form the basis of the RSE.

Using the analytically known basis of resonant states (RSs) of an ideal homogeneous dielectric cylinder – a complete set of eigenmodes satisfying outgoing wave boundary conditions – I have treated an effectively 1D homogeneous perturbations. I investigated the convergence for this perturbations and compared the RSE with analytic solutions. I have found agreement between the RSE and analytic solutions.
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\begin{figure}[h]
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\caption{(a): Perturbed RS wave numbers for the homogeneous perturbation Eq. (47) calculated via the RSE with \( N = 800 \) (only sine modes are shown). The perturbed poles with (+) and without (×) the cut contribution are compared with the exact solution (open squares). Unperturbed wave numbers are also show (open circles with dots). Inset: Dielectric constant profile for the unperturbed and perturbed systems. (b): Relative error in the calculated perturbed wave numbers with (heptagons) and without (triangles) contribution of the cut. Relative error for a simulation including the cut and improved by extrapolation is also shown (crossed circles).}
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Appendix A: Normalised electric modes expressed in terms of normalised magnetic modes

In this appendix I provide the analytic formula relating the normalised \( E_n \) and normalised \( H_n \) modes. The basic principles of my derivation are as follows, let us consider the case where the \( E \) and \( H \) fields are both generated by an oscillating electric current \( J \). By using an identical current to generate \( E \) and \( H \) fields and letting the current tend to zero as its harmonic wavenumber of oscillation tends to the resonant wavenumber \( k_0 \) we can compare residues of \( G_k^E \) and \( G_k^H \) in order to relate normalised \( E_n \) and \( H_n \). The \( H_n \) modes, including the continuum modes, discussed in Appendix B, can be normalised by comparing the residue of the spectral GF and the residue of the analytic GF, derived in Appendix B. The detailed mathematics will now be thoroughly explained.

Our starting point for finding a relation between the correct normalisation of the modes appearing in the spectral Green's function for the magnetic \( H(r) \)-field and electric \( E(r) \)-field of a homogeneous dielectric micro-cylinder is Maxwell's equations of electrodynamic,

\[
\nabla \times E = i k H, \quad \nabla \times H = -i k D - J \quad (A1)
\]

where we have assumed harmonic oscillation of the driving current with respect to time, so that the time derivative in Eq. (A1) can be replaced with \( i k \).

For the \( E(r) \)-field with a current source \( J(r) \) oscillating at frequency \( k \) we have according to Maxwell,

\[-\nabla \times \nabla \times E(r) + k^2 \varepsilon E(r) = i k J(r) \quad (A2)\]

and also the corresponding wave equation with a source for the \( H(r) \)-field,

\[-\nabla \times \nabla \times H(r) + \frac{\nabla \varepsilon(r)}{\varepsilon(r)} \times (\nabla \times H(r)) + k^2 \varepsilon(r) H(r) = \nabla \times J(r) - \frac{\nabla \varepsilon(r)}{\varepsilon(r)} \times J(r) \quad (A3)\]

The GF for Eq. (A2) is,

\[-\nabla \times \nabla \times \hat{G}_k^E(r, r') + k^2 \hat{\varepsilon}(r) \hat{G}_k^E(r, r') = 1 \delta(r - r') \quad (A4)\]

and for Eq. (A3)

\[-\nabla \times \nabla \times \hat{G}_k^H(r, r') + \hat{\varepsilon}(r) \nabla \times (\nabla \times \hat{G}_k^H(r, r')) + k^2 \hat{\varepsilon}(r) \hat{G}_k^H(r, r') = 1 \delta(r - r') \quad (A5)\]

The formulas for the \( E(r) \)-field and \( H(r) \)-field in terms of their respective Green's functions are given as the following convolutions with the source,

\[E(r) = \int \hat{G}_k^E(r, r') i k J(r') \, dr' \quad (A6)\]

\[H(r) = \int \hat{G}_k^H(r, r') \left[ \nabla \times J(r') - \frac{\nabla \varepsilon(r')}{\varepsilon(r')} \times J(r') \right] \, dr' \quad (A7)\]

Since at this stage \( J(r) \) is arbitrary we can set \( J(r) = 0 \) when \( \rho > R_- \) where \( R_- \) is some radius \( R_- < R \) is the radius of the micro-cylinder. Also since we choose our basis system to be a homogeneous micro-cylinder, importantly for Eq. (A11) \( \nabla \varepsilon(\rho, \varphi) = 0 \) when \( \rho < R \). At this stage \( k \) is also arbitrary so let it be \( k = k_n + \Delta k, \Delta k \to 0 \). To simplify our discussion let \( W(r) \) be a function related to \( J(r) \) by,

\[i k J(r) = 2 k_n \Delta k W(r) \quad (A8)\]

Eq. (A8) allows \( J(r) \) to meet the requirements that I have just set out.

In light of Eq. (A8) Eq. (A6) becomes

\[
\lim_{\Delta k \to 0} \int_{R_-} \left[ \sum_m \frac{\phi_m E_m(r) \otimes E_m(r')} {2 k_m (k_n - k_n + \Delta k)} \right] 2 k_n \Delta k W(r') \, dr' = \phi_n E_n(r) \int_{R_-} E_n(r') \cdot W(r') \, dr' = E(r) \quad (A9)
\]

where we have replaced \( \hat{G}_k^E(r, r') \) with its spectral representation

\[\hat{G}_k^E(r, r') = \sum_n \frac{E_n(r) \otimes E_n(r')} {2 k(k - k_n)} \approx \sum_n \frac{\phi_n E_n(r) \otimes E_n(r')} {2 k(k - k_n)} \quad (A10)\]

Similarly Eq. (A7) becomes

\[H(r) = \lim_{\Delta k \to 0} \int_{R_-} \left[ \sum_m \frac{\phi_m H_m(r) \otimes H_m(r')} {2 k_m (k_n - k_n + \Delta k)} \right] \left[ \frac{2 k_n \Delta k \nabla \times W(r')} {i k} \right] \, dr' = \phi_n H_n(r) \int_{R_-} \frac{H_n(r') \cdot (\nabla \times W(r'))} {i k_n} \, dr' \quad (A11)\]

where we have replaced \( \hat{G}_k^H(r, r') \) with its spectral representation

\[\hat{G}_k^H(r, r') = \sum_n \frac{\phi_n H_n(r) \otimes H_n(r')} {2 k(k - k_n)} \quad (A12)\]

Eq. (A11) and Eq. (A9) can be substituted in Eq. (A1) to give,

\[[\nabla \times E_n(r)] \int_{R_-} E_n(r') \cdot W(r') \, dr' = H_n(r) \int_{R_-} H_n(r') \cdot (\nabla \times W(r')) \, dr' \quad (A13)\]
We now make the substitution \( W(r) = \Gamma(\rho)E_n(r) \), where,
\[
\Gamma(\rho) = \begin{cases} 
1 & \text{for } \rho \leq R_-, \\
0 & \text{for } \rho > R_-
\end{cases}
\] (A14)

We can calculate the curl of \( W(r) \) analytically. First note for a given mode we can evaluate Eq. (A1) to be equivalently (in this case)
\[
\nabla \times E_n(r) = \frac{n^2H_n(r)}{M_{kn}}
\] (A15)

where \( M_{kn} \) is an unknown to be found.

Using Eq. (A15) we can write the following identity for \( W(r) \):
\[
\nabla \times W(r) = \nabla \Gamma(\rho) \times E_n(r) + \Gamma(\rho) \nabla \times E_n(r) = -\delta(\rho - R_-)e_\rho \times E_n(r) + \Gamma(\rho) \frac{n^2H_n(r)}{M_{kn}}
\] (A16)

Substituting Eq. (A16) into Eq. (A13) and cancelling common factors of \( H_n(r) \) gives
\[
\left[ \frac{n^2}{M_{kn}} \right] \int_{R_-} E_n(r')^2 \, dr' = -\int_{R_-} H_n(r') \cdot \delta(\rho - R_-)e_\rho \times E_n(r') \, dr' + \int_{R_-} \Gamma(\rho) \frac{n^2[H_n(r')]^2}{M_{kn}} \, dr'
\] (A17)

Substituting Eq. (40) into Eq. (A17)
\[
\int_{R_-} E_n(r')^2 \, dr' = \int_{-\pi}^{\pi} R_- d\varphi \chi_m(\varphi)\chi_m(\varphi) \frac{A^2 J_m(nkR_-)}{n^2 k^2} \frac{\partial J_m(nkR_-)}{\partial \rho} + \int_{R_-} H_n(r')^2 \, dr'
\] (A18)

Eq. (40) was generated by Eq. (A21), where \( M_{kn} \) is the unknown we are trying to find. In Eq. (A18) we took
\[
H_n(r) = A_n J_m(nkR_-)\chi_m(\varphi)e_z
\] (A19)

and re-calculated \( E_n \) according to Eq. (A21).

Calculating the first integral in Eq. (A18) by making substitutions from Eq. (40)
\[
\int_{R_-} E_n(r')^2 \, dr' = \frac{A(kn)^2}{M_{kn}^2 k^2} \int_{R_-} \left[ \frac{n^2 J_m^2(nkR_-)}{\rho'} + \rho' \left[ \frac{\partial J_m(nkR_-)}{\partial \rho'} \right]^2 \right] \, d\rho'
\] (A20)

having made use of
\[
\nabla \times H_n(r) = M_{kn} k^2 n^2 E_n(r)
\] (A21)

which comes from taking the curl of Eq. (A15) and using the definition of RSs, specifically, inside the homogeneous cylinder,
\[
\nabla \times \nabla \times E_n(r) = k_n^2 n^2 E_n(r)
\] (A22)

Eq. (A20) is not instantly recognisable as a standard integral, however if we make use of the two following general properties of Bessel functions,
\[
J_{m-1}(z) - J_{m+1}(z) = 2J'_m(z)
\] (A23)
\[
J_m(z) = \frac{2m}{z} J_m(z)
\] (A24)

we see that
\[
\int_{R_-} E_n(r')^2 \, dr' = \frac{A(kn)^2 n^2}{2M_{kn}^2 k^2} \int_{R_-} \left[ J_{m-1}^2(nkR_-) + J_{m+1}^2(nkR_-) \right] \rho' \, d\rho'
\] (A25)

which is a standard integral given in Appendix C.

In the last integral in Eq. (A18) we can make substitutions from Eq. (23) and Eq. (30) to obtain the following standard integral given in Appendix C,
\[
\int_{R_-} H_n(r')^2 \, dr' = A(kn)^2 \int_{R_-} J_m^2(nkR_-) \rho' \, d\rho'
\] (A26)

Finally we use Eq. (A25) and Eq. (A26) to solve Eq. (A18) for \( M_{kn} \)
\[
\frac{2M_{kn}^2}{n^2} = \int_{R_-} \left[ J_{m-1}^2(nkR_-) + J_{m+1}^2(nkR_-) \right] \rho' \, d\rho'
\] (A27)

or
\[
M_{kn}^2 = \frac{n^2}{k^2}
\] (A28)

I evaluate analytically the integral in Eq. (A27) in Appendix D.

Hence our analytics in this section have reached their conclusion. We can now mathematically relate normalised \( E_n \) modes to normalised \( H_n \) modes with the analytic formula,
\[
\nabla \times H_n(r) = M_{kn} k^2 n^2 E_n(r)
\] (A29)

I make use of this valuable derived Eq. (A29) in Appendix B, Sec. III, Sec. IV and Sec. V, to translate the correctly normalised \( H_n \) modes therein derived, into correctly normalised \( E_n \) modes.
Appendix B: Green’s function of a homogeneous cylinder

In this appendix I nearly exactly repeat the derivation I made with E. A. Muljarov in Ref.[16] and derive an analytic GF for 2-dimensional cylindrical homogeneous electromagnetic resonators.

The only difference between the analytics here and the analytics of Appendix B Ref.[16] is that here I am restricted to the magnetic H-field GF of the 2-dimensional TE modes of the cylinder, while in Appendix B of Ref.[16] we were restricted to the E-field TM modes of a mathematically identical system.

The reason for the difference in approach between this appendix and Ref.[16] is that to formulate the homogeneous equation which requires the recasting of the equation into a set of decoupled 1-dimensional problems.

The TE component of the GF of a homogeneous cylinder in vacuum satisfies the following equation for magnetic field

\[- \nabla \times \nabla \times \mathbf{G}_k^H(\mathbf{r}, \mathbf{r}') + \nabla \nabla (\varepsilon(\mathbf{r}) \times (\nabla \times \mathbf{G}_k^H(\mathbf{r}, \mathbf{r}'))) \]

\[= k^2 \varepsilon(\mathbf{r}) \mathbf{G}_k^H(\mathbf{r}, \mathbf{r}') = 1 \delta(\mathbf{r} - \mathbf{r}') \]  
(B1)

with

\[\varepsilon(\rho) = \begin{cases} n_2^2 & \text{for } \rho \leq R, \\ 1 & \text{for } \rho > R \end{cases} \]  
(B2)

Using the angular basis Eq. (26) the GF can be written as

\[G_k^H(\rho, \rho') = \frac{1}{\sqrt{\rho_2}} \sum_m \tilde{G}_m^H(\rho, \rho'; k) \chi_m(\varphi) \chi_m(\varphi') \]  
(B3)

similar to Eq. (42). Note that we redefined here the radial part as \(G_m^H(\rho, \rho'; k) = \sqrt{\rho_2} G_m^H(\rho, \rho'; k)\) which satisfies

\[\left[ \frac{d^2}{d\rho^2} - \frac{m^2 - 1/4}{\rho^2} + \frac{1}{\varepsilon(\rho)} \frac{d\varepsilon(\rho)}{d\rho} \right] G_m^H(\rho, \rho'; k) + \]

\[\left[ k^2 \varepsilon(\rho) - \frac{1}{\varepsilon(\rho)} \frac{d\varepsilon(\rho)}{d\rho} \right] \tilde{G}_m^H(\rho, \rho'; k) = \delta(\rho - \rho') \]  
(B4)

Using two linearly independent solutions \(f_m(\rho)\) and \(g_m(\rho)\) of the corresponding homogeneous equation which satisfy the asymptotic boundary conditions

\[f_m(\rho) \propto \rho^m n^{m+1/2} \text{ for } \rho \to 0, \]

\[g_m(\rho) \propto \rho^m e^{i\rho k} \text{ for } \rho \to \infty \]

the GF can be expressed as

\[\tilde{G}_m^H(\rho, \rho'; k) = \frac{f_m(\rho) g_m(\rho')}{W(f_m, g_m)} \]  
(B5)
in which \(\rho_2 = \min\{\rho, \rho'\}\), \(\rho_2 = \max\{\rho, \rho'\}\), and the Wronskian \(W(f, g) = f g' - f' g\). For TE polarization, a suitable pair of solutions is given by

\[f_m(\rho) = \sqrt{\rho} \left[ J_m(n_m \rho k) - a_m J_m(n_m \rho k)\rho \leq R, \]

\[g_m(\rho) = \sqrt{\rho} \left[ c_m J_m(n_m \rho k) + d_m J_m(n_m \rho k) \right] \rho > R \]

where

\[a_m(k) = [H_m(n, \rho) - J_m(n, \rho)] \pi x / 2n, \]

\[b_m(k) = [J_m(n, \rho) - H'_m(n, \rho)] \pi x / 2n, \]

\[c_m(k) = [n, J_m(n, \rho) - H'_m(n, \rho)] \pi x / 2n, \]

\[d_m(k) = [n, J_m(n, \rho) - H'_m(n, \rho)] \pi x / 2n \]

with \(x = kR\). The Wronskian is calculated to be

\[W(f_m, g_m) = 2n^2 a_m(k) = -n x D_m(x) / \pi, \]  
(B6)

with \(D_m(x)\) defined in Eq. (36). Inside the cylinder, the GF then takes the form

\[\tilde{G}_m^H(\rho, \rho'; k) = \frac{\pi}{2n} \sqrt{\rho_2} \left[ J_m(n, \rho k) H_m(n, \rho k) \right] \]

\[- \frac{c_m(k)}{a_m(k)} J_m(n, \rho k) - J_m(n, \rho k) J_m(n, \rho k) \]  
(B7)

The GF has simple poles \(k_n\) in the complex \(k\)-plane which are the wave vectors of RSs, given by \(a_m(k_n) = 0\), an equation equivalent to Eq. (34). The residues \(Res_n\) of the GF at these poles are calculated using

\[r_m(k_n) = - \frac{c_m(k)}{a_m(k)} \left[ \frac{\pi}{2n} \right] \]

\[- \frac{1}{2} \left( n^2 - 1 \right) \left( J_m(n k_n R)^2 + R^2 k_n \left[ J_m'(n k_n R)^2 \right] \right) \]  
(B8)

which can be seen by noting that inside the resonator Eq. (B5) and Eq. (A12) are equal as \(k \to k_n\) as they are equal for all \(k\), at every point in space inside the resonator.

In addition to the poles, the GF has a cut in the complex \(k\)-plane along the negative imaginary half-axis. The cut is due to the Hankel function \(H_m(z)\).

Owing to the cut of the Hankel function \(H_m(z)\) the GF also has a cut along the negative imaginary half-axis in the complex \(k\)-plane, so that on both sides of the cut \(G_m\) takes different values: \(G_m^+\) one the right-hand side and \(G_m^-\) one the left-hand side of the cut. The step \(\Delta G_m = G_m^+ - G_m^-\) over the cut can be calculated using the corresponding difference in the Hankel function:

\[\Delta H_m(z) = H_m^+(z) - H_m^-(z) = 4 J_m(z) \]
The result is
\[ \Delta G_{m}(\rho, \rho'; k) = \frac{\pi}{2i} \sqrt{pp'} J_{m}(n_{r}k_{p}r_{c}) J_{m}(n_{r}k_{p}r_{c}) \Delta Q_{m}(k) \]
where
\[ \Delta Q_{m}(k) = \left[ 4 - \frac{a_{m}'}{a_{m}} + \frac{c_{m}}{a_{m}} \right] = -\left( \frac{4}{\pi kR} \right)^{2} \frac{1}{D_{m}(k)D_{m}(k)} \]
with \( D_{m}(k) \) given by Eq. (36).

Note that in second part of the above equation we have made use of the residue theorem, expressing the closed-loop integral in the left-hand side in terms of a sum over residues at all poles inside the contour. Using Eq. (B11) the GF can be expressed as
\[ \tilde{G}_{m}^{H}(\rho, \rho'; k) = \sum_{n} \text{Res}_{n} \frac{1}{2\pi i} \int_{-\infty}^{0} \frac{\Delta \tilde{G}_{m}^{H}(\rho, \rho'; k')dk'}{k - k'} \]
which is a generalization of the Mittag-Leffler theorem.

In conclusion then, the residues \( \text{Res}_{n} \) of the GF contributing to Eq. (B12) are calculated as
\[ \text{Res}_{n} = \frac{\pi}{2i} \sqrt{pp'} J_{m}(n_{r}k_{p}r_{c}) J_{m}(n_{r}k_{p}r_{c}) r_{m}(k_{n}) \]
with \( r_{m}(k_{n}) \) found in Eq. (B8). Given that the spatial dependence of the GF, as described by Eqs. (B12), (B13), and (B9), is represented by products of the RS wave functions \( R_{m}(\rho, k) \) and their analytic continuations \( R_{m}(\rho, k) \) with \( k \)-values taken on the cut, we arrive at the GF in the form of Eqs. (43) and (44) which are then used in the RSE, once the modes have been converted into \( E_{n} \) form using the analytics in Appendix A.

**Appendix C: Homogeneous cylinder perturbation**

In this appendix we give the perturbation matrix elements for the homogeneous perturbation of the TE modes of a homogeneous cylinder. I give the analytic expression for the perturbation matrix elements required to produce the numerical results in Sec. V, numerical results which validate the analytics which I developed for this manuscript.

The homogeneous perturbation Eq. (47) does not mix different angular momentum \( m \)-values. The matrix elements between RS with the same azimuthal number \( n \) are given by the radial overlap integrals
\[ V_{mn} = \frac{A_{TE}^{m}(k_{n}) A_{TE}^{m}(k'_{n})}{2} \int \gamma(k_{n}) \gamma(k'_{n}) \Delta \zeta \]
\[ \times [I_{m-1}(k_{n}, k'_{n}) + I_{m+1}(k_{n}, k'_{n})] \]
where,
\[ \gamma(k_{n}) = \left\{ \begin{array}{ll}
\sqrt{\frac{m}{4} (\pi k R)^{2}} - 1 & \text{for } k_{n} = 0, \\
1 & \text{otherwise}
\end{array} \right. \]

and
\[ I_{j}(k_{n}, k_{n'}) = \int R_{j}(nk_{n} r_{c}) R_{j}(nk'_{n} r_{c}) r_{m}(k_{n}) \rho' d\rho' \]
yielding for identical basis states (\( n = n' \))
\[ I_{m}(k_{n}, k_{n'}) = \frac{R^{2}}{2} [J_{m}(n_{r}k_{n} r_{c})]^{2} - J_{m-1}(n_{r}k_{n} r_{c}) J_{m+1}(n_{r}k_{n} r_{c}) \]
\[ I_{m}(k_{n}, k_{n'}) \]
and for different basis states (\( n \neq n' \))
\[ \frac{R}{k_{n}^{2} - k_{n'}^{2}} \frac{k_{n'}}{n_{r}} J_{m}(n_{r}k_{n} r_{c}) J_{m-1}(k_{n'} n_{r} R) \]
\[ = I_{m}(k_{n}, k_{n'}) \]

When \( k_{n} = 0 \) we can use the asymptotic form of the Bessel function,
\[ J_{m}(z) = \frac{(z/2)^{m}}{\Gamma(m + 1)} \]
\[ \Gamma(m + 1) = m! \]
from which we see \( k_{n} \rightarrow 0 \) cancels out everywhere in \( V_{mn} \).

**Appendix D: Evaluating Equation A26**

In this appendix I analytically evaluate the important integral equation Eq. (A27)
\[ 2M_{\ell}^{2} \bar{s}_{k} = \frac{1}{n_{r}^{2}} \int J_{m-1}(n_{r}k_{n} r_{c}) J_{m+1}(n_{r}k_{n} r_{c}) \rho' d\rho' \]
\[ \frac{R_{m}(n_{r}k_{n} r_{c})}{n_{r}} \frac{\partial J_{m}(n_{r}k_{n} r_{c})}{\partial r} + k_{n}^{2} \frac{1}{n_{r}^{2}} \int J_{m}(n_{r}k_{n} r_{c}) \rho' d\rho' \]
\[ = \frac{2}{n_{r}^{2} k_{n}^{2}} \]
\[ \frac{A_{TE}^{m}(k_{n})}{J_{m}(n_{r}k_{n} r_{c})} = A_{TE}^{m}(k_{n}) \] (C8)

Hence with the analytic integrals in this appendix we are able to completely reproduce the analytic results in Sec. V.
In order to evaluate Eq. (D2) let us consider the numerator in the above integral, taking into account standard integrals,

\[ 2 \int_0^R \left[ J_{m-1}(n_r k_n \rho') + J_{m+1}(n_r k_n \rho') \right] \rho' d\rho' = \left( R^2 - \left( \frac{m-1}{k_n n_r} \right)^2 \right) J_{m-1}^2(n_r k_n R) + R^2 \left[ J_{m-1}^2(n_r k_n R) \right] \]

with rearrangement and use of the following identities

\[ J_m(z) - J_{m+1}(z) = 2J_m(z) \quad \text{(D3)} \]

\[ J_m(z) + J_{m+1}(z) = \frac{2m}{z} J_m(z) \quad \text{(D4)} \]

we arrive at,

\[ \int_0^R \left[ J_{m-1}^2(n_r k_n \rho') + J_{m+1}^2(n_r k_n \rho') \right] \rho' d\rho' = \frac{R^2}{2m} \left[ J_{m-1}^2(n_r k_n R) - J_{m+1}^2(n_r k_n R) \right] \]

\[ - \frac{R^2 J_m(n_r k_n R)}{n_r k_n R} \left[ (m-1) J_{m-1}(n_r k_n R) + (m+1) J_{m+1}(n_r k_n R) \right] \]

\[ + \frac{(n_r k_n R)^2}{4m^2} \left[ J_{m-1}(n_r k_n R) + J_{m+1}(n_r k_n R) \right]^2 \quad \text{(D5)} \]

Further use of the identities Eq. (D3), Eq. (D4) and rearrangement gives

\[ \int_0^R \left[ J_{m-1}^2(n_r k_n \rho') + J_{m+1}^2(n_r k_n \rho') \right] \rho' d\rho' = \frac{R^2}{2} \left[ J_{m-1}^2(n_r k_n R) - J_{m+1}^2(n_r k_n R) \right] \]

\[ - R^2 J_{m+1}(n_r k_n R) J_{m-1}(n_r k_n R) \]

\[ + \frac{(n_r k_n R)^2}{4m^2} \left[ J_{m-1}(n_r k_n R) + J_{m+1}(n_r k_n R) \right]^2 \quad \text{(D6)} \]

Next we move on to the denominator

\[ R J_m(n_r k_n R) \frac{\partial J_m(n_r k_n R)}{\partial \rho} + k_n^2 \int_0^R J_m^2(n_r k_n R) d\rho' \]

\[ = \frac{(n_r k_n R)^2}{4m^2} \left[ J_{m-1}^2(n_r k_n R) - J_{m+1}^2(n_r k_n R) \right] \]

\[ + \frac{(n_r k_n R)^4}{8m^2} \left[ J_{m-1}(n_r k_n R) + J_{m+1}(n_r k_n R) \right]^2 \]

\[ - \frac{(n_r k_n R)^2}{2} J_{m-1}(n_r k_n R) J_{m+1}(n_r k_n R) \quad \text{(D7)} \]

where again I have made use of standard integrals, the identities Eq. (D3), Eq. (D4) and rearrangement.

Hence making use of these evaluations we arrive at the important result,

\[ \frac{2M_{k_n}^2}{n_r^2} = \frac{R \int \left[ J_{m-1}^2(n_r k_n \rho') + J_{m+1}^2(n_r k_n \rho') \right] \rho' d\rho'}{\int R \cdot J_m(n_r k_n R) \frac{\partial J_m(n_r k_n R)}{\partial \rho} + k_n^2 \int J_m(n_r k_n \rho') \rho' d\rho'} \]

\[ = \frac{2}{n_r^2 k_n^2} \quad \text{(D8)} \]

\[ M_{k_n}^2 = \frac{n_r^2}{k_n^2} \quad \text{(D9)} \]

Where \( M_{k_n}^2 \) is the factor that links \( E_n \) to \( H_n \) in Eq. (A29).

**Appendix E: Rotating the cut**

In this section I explain how to find the correct sheet of the Hankel function, this corresponds to rotating the cut in the Hankel function on the complex plane. The correct sheet of the Hankel function gives purely outgoing plane cylindrical waves, infinitely far from the resonator.

First of all let us consider how the Hankel function is defined. The Hankel function can be expressed as [24]

\[ H_m(z) = J_m(z) + iN_m(z) \quad \text{(E1)} \]

using a multiple-valued Neumann function

\[ N_m(z) = \tilde{N}_m(z) + \frac{2}{\pi} J_m(z) \ln \frac{z}{2} \quad \text{(E2)} \]

where \( \tilde{N}_m(z) = z^m F_m(z^2) \) is a single-valued polynomial [24] while \( \ln z \) is a multiple-valued function defined on an infinite number of Riemann sheets.

However considering Eq. (E2), since we know,

\[ \ln \frac{z}{2} = \ln z e^{i2\pi M} = \ln \frac{z}{2} + 2\pi M i \quad \text{(E3)} \]

where \( M \) is an integer, we can also say that,

\[ H_m(z) = [J_m(z) + iN_m(z)] - 4M J_m(z) \quad \text{(E4)} \]

Hence by Eq. (E4) we can add any multiple of \( 4J_m(z) \) to \( H_m(z) \) and still obtain a valid solution to the following defining equation

\[ \left[ \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{m^2}{\rho^2} + k_n^2 \right] H_m(\rho k) = 0 \quad \text{(E5)} \]

Let us investigate the meaning of this result further. Since

\[ \lim_{\rho \to \infty} J_m(\rho k) = \sqrt{\frac{2}{\pi k\rho}} (e^{ik} + e^{-ik}) \quad \text{(E6)} \]
we can see from Eq. (E4) that changing the value of the integer $M$ corresponds to altering the boundary condition for the solution of Eq. (E5) such that as $M \to \infty$ we have an equal balance between incoming and outgoing waves, infinitely far from the cylinder.

Hence in order to find the Hankel function with the correct boundary conditions we must consider the general solution to Eq. (E5) in the limit of $\rho \to \infty$, where Eq. (E5) becomes

$$\left[ \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} + k^2 \right] H_m(\rho k) = 0 \quad (E7)$$

and

$$\lim_{\rho \to \infty} H_m(\rho k) = \sqrt{\frac{2}{\pi \rho}} \left( A e^{-i\rho k} + Be^{i\rho k} \right) \quad (E8)$$

is the sum of incoming and outgoing plane waves.

We require in Eq. (E8) $A = 0$. We achieve this by first calculating the ratio $A/B$ and then adding or subtracting multiples of $4 J_m(\rho k)$ to $H_m(\rho k)$ in order to obtain a solution with the correct boundary conditions.

The calculation of $A/B$ is as follows,

$$\lim_{\rho \to \infty} \frac{H_m(-\rho k_n)}{H_m(+\rho k_n)} = \frac{A e^{i\rho k_n} + B e^{-i\rho k_n}}{A e^{-i\rho k_n} + B e^{i\rho k_n}} = \frac{A}{B} \quad (E9)$$

noting $\Im(k_n) \leq 0$. If $A/B = 0$ we have the correct sheet of the Hankel function. The Eq. (E9) should be evaluated numerically on the computer for large values of $\rho$, convergence will be quick due to the exponential nature of the functions involved.

Hence I have formulated a numerical recipe to rotate the cut and find the correct sheet of the Hankel function. The correct sheet of the Hankel function is the sheet which provides us with outgoing boundary condition for use in the calculation of the RS eigenmodes (see pairs Eq. (33) and Eq. (35), Eq. (34) and Eq. (36)).
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