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Abstract—Text-based visual question answering (VQA) requires to read and understand text in an image to correctly answer a given question. However, most current methods simply add optical character recognition (OCR) tokens extracted from the image into the VQA model without considering contextual information of OCR tokens and mining the relationships between OCR tokens and scene objects. In this paper, we propose a novel text-centered method called RUArt (Reading, Understanding and Answering the Related Text) for text-based VQA. Taking an image and a question as input, RUArt first reads the image and obtains text and scene objects. Then, it understands the question, OCRed text and objects in the context of the scene, and further mines the relationships among them. Finally, it answers the related text for the given question through text semantic matching and reasoning. We evaluate our RUArt on two text-based VQA benchmarks (ST-VQA and TextVQA) and conduct extensive ablation studies for exploring the reasons behind RUArt’s effectiveness. Experimental results demonstrate that our method can effectively explore the contextual information of the text and mine the stable relationships between the text and objects.

Index Terms—Attention mechanism, computer vision, machine reading comprehension, natural language processing, visual question answering.

I. INTRODUCTION

VISUAL question answering (VQA) is a comprehensive problem involving natural language processing and computer vision. It requires to analyze both the natural language question and the image visual content simultaneously and answer the question about the image [1]. In recent years, VQA has witnessed a lot of success [2]–[6]. Text-based VQA [7]–[10] is a specific type of VQA, which needs reading and understanding the textual content in an image and answering the given question. However, the current VQA models fail catastrophically on text-based questions [7], [8]!

For scene text-based VQA, two competitions ST-VQA [7] and TextVQA [8]...

Fig. 1: Text understanding, relation reasoning, semantic matching and reasoning are critical to answer the given question in text-based VQA. Examples are from ST-VQA [7] and TextVQA [8].

The generic VQA [11] mostly focuses on the questions about recognition of objects, attributes and activities in the image. And the text-based VQA is a little different that asks questions about the text embedded in the image, as displayed in Fig. 1. Therefore, the key points of previous VQA models are mostly related to the localization of relevant object regions and the fine-grained object recognition, while the key to solving text-based VQA task is text recognition and machine reading comprehension. This is one of the reasons why text-based VQA task cannot be solved by existing VQA models, which cannot effectively read and utilize textual content in the image [8]. Therefore, text-based VQA is still a very challenging task, and requires more attention to the reading comprehension of the OCRed text.
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and TextVQA\cite{8} were put forward recently. The VTA method, the winner of ST-VQA\cite{12}, encodes the question and the text with BERT\cite{13}, and decodes the answer with a similar model of the Bottom-Up and Top-Down strategy\cite{3}. LoRRA\cite{8} adopts the same architecture of the VQA components for getting fused OCR-question features and image-question features, and concatenates these two fused features to train a classifier. However, these methods simply add OCR tokens into the existing VQA models as the separate input, and do not make use of the relationships between OCR tokens. More recently, Gao et al.\cite{14} proposed a multi-modal graph neural networks (MM-GNN) to represent three modalities (i.e., visual, semantic, and numeric) in an image, and three aggregators to guide the flow of information between the various modalities. Hu et al.\cite{15} introduced a multi-modal transformer architecture (M4C), which fuses different modalities homogeneously by doing self-attention to model inter- and intra-modality context. These methods begin to realize the importance of the relationships between OCR tokens, but they still treat the OCR tokens as independent objects, rather than ordered words in a sentence which can convey more rich semantic information. In addition, although they explore the relationship between OCR features and object visual features, they ignore the natural semantic information of object properties (i.e., names and attributes). Moreover, the majority of these methods still solve the text-based VQA as a classification task, rather than a semantic matching and reasoning task. Specifically, the current models for text-based VQA have the following three limitations:

1) They pay less attention to the text reading comprehension. In many cases, the text embedded in the image may be one or more sentences, it is necessary to understand the context of OCR tokens to answer the given question. For example, to answer the question “Who may turn right?” in Fig.1(a), the model needs to read and comprehend the whole OCR text “No right turn except buses” within the image.

2) They ignore the relationships between the text and the corresponding object properties. In reality, the majority of images contain multiple objects and texts, such as the example in Fig.1(b). And the object properties (i.e., names and attributes) contain rich semantic information, which is in the same semantic space as OCR text and questions, so it is reliable to establish the relationships between them.

3) They normally select answers from a fixed answer pool by training a classifier, and lack text semantic matching and reasoning in answer prediction. However, to answer the text-based questions, the model requires capturing the semantic association between the question and the answer candidates, or even reasoning based on the relevant OCR tokens, such as the examples in Fig.1(c) and 1(d).

To deal with the above issues and answer the question with the true text, we propose a novel text-centered solution named RUArt (Reading, Understanding and Answering the Related Text) for text-based VQA. Taking an image and a question as input, RUArt first reads the image and obtains text and scene objects. Then, it understands the question and OCRRed text by reading the context of the text, and makes relational reasoning between the text and the object based on semantics and position. Finally, it answers the related text for the given question through text semantic matching and reasoning. In summary, the main contributions of this work are three-fold:

- To exactly understand the text embedded in the image, we construct the OCR context according to the natural reading order of the text, and fully explore the contextual information of OCR tokens via a machine reading comprehension model. Here, SDNet\cite{16} is used as a typical technique for machine reading comprehension.

- To really capture the dependence between the text and its corresponding objects, we mine the relationships between the OCR tokens and the objects in a scene by conducting semantic and positional attentions.

- To fully utilize a variety of semantic information (question, text, and object) in answer prediction, we unify the multi-modal input into the context-dependent text, and predict the answer through text semantic matching and reasoning.

The rest of the paper is organized as follows: Section II summarizes the related work. Section III elaborates our work. In Section IV, we demonstrate experimental results on several datasets. Finally, we conclude our work in Section V.

II. RELATED WORK

A. Visual Question Answering

Visual question answering is to provide an accurate natural language answer by understanding the given image and the question. Since one early VQA dataset was released in 2015 [11], VQA has attracted a large number of researchers from the natural language processing and computer vision communities. There have been a lot of successes in VQA in recent years. Yang et al.\cite{17} proposed a stacked attention network to learn the attention iteratively. Fukui et al.\cite{18}, Kim et al.\cite{19}, Yu et al.\cite{20} and Ben et al.\cite{4} exploited different multimodal bilinear pooling methods that integrate the visual features from the image with the textual features from the questions to predict the attention\cite{2}. Anderson et al.\cite{3} introduced a combined bottom-up and top-down attention mechanism that enables attention to be calculated at the level of objects and other salient image regions. Liang et al.\cite{21} proposed a focal visual-text attention model for sequential data, which makes use of a hierarchical process to dynamically determine what media and what time focused on in the sequential data to answer the question. Nevertheless, how to model the complex interactions between these two different modalities is not an easy work. Li et al.\cite{1} represented the image content explicitly by the natural language using the image captioning method. Almost all VQA algorithms pose it as a classification problem in which each class is synonymous with a particular answer\cite{10}. In our work, we consider text-based VQA task as a semantic matching problem rather than a classification problem.
B. Text-Based Visual Question Answering

Text-based VQA requires reading and understanding the textual information in an image that could have an incorrect answer towards the given question. For scene text-based VQA, two competitions ST-VQA [7] and TextVQA [8] are put forward recently. According to the published technical reports of these two competitions, the majority of the current approaches integrate the OCRRed text into the existing VQA model to solve this new problem. LoRRA [8] uses the same architecture of the VQA components to get the combined OCR-question features and image-question features. The winning team of TextVQA 2019 followed the framework of LoRRA and applied multimodal factorized high-order pooling [22] for multimodal fusion. For the ST-VQA challenge [12], the VTA method proposed by the winner is similar to the Bottom-Up and Top-Down method [3] with the BERT [13] to encode the question and text. Different from the above methods, the QAQ [12] method uses an unified end-to-end trainable oriented text spotting network for simultaneous detection and recognition. The Clova AI OCR [12] method adopts MAC network [23] for combining visual cues and questions embedded with BERT [13], and uses pointer network for pointing coordinates of text boxes that match answers. More recently, Gao et al. [14] proposed a multi-modal graph neural networks to represent three modalities (i.e., visual, semantic, and numeric) in an image, and three aggregators to guide the flow of information between the various modalities. Hu et al. [15] introduced a multi-modal transformer architecture (M4C), which fuses different modalities homogeneously by doing self-attention to model inter- and intra-modality context. However, modeling the complex interactions between different modalities is not an easy work [1]. In contrast to struggling on multimodal feature fusion, in our work, we unify all the input information by the plain text so as to convert text-based VQA into a text-only question answering (QA) problem, and a lot of QA [16], [24]–[26] techniques are available and can be used.

C. Object and OCR Relation Modeling

Relations between objects in an image have been explored in many works for high-level applications, such as image retrieval, image captioning and VQA. Chen et al. [27] proposed an object relation network, a graph model representing the most probable meaning of the objects and their relations in an image. Hu et al. [28] dealt with a set of objects simultaneously through interactions between their appearance features and geometries, thus modeling their relations. The semantics induced learner module [29] subtly incorporates semantics dependencies into the predicate classification model to predict object relations in one-shot manner. Li et al. [5] proposed a graph-based relation encoder to learn both explicit and implicit relations between visual objects via graph attention networks. Song et al. [30] investigated object-to-object relations for scene recognition, including co-occurring frequency and sequential representation of object-to-object relations. CRA-Net, proposed by [31], devises two question-adaptive relation attention modules that can extract not only the fine-grained and binary relations but also the more sophisticated trinary relations. Han et al. [32] proposed a VSA-Net to detect relations in the image and designed a novel SO-layer to distinguish between the subject and the object. Jin et al. [33] took into account the object relations in video question answering task, in order to capture motions and other potential relations among the objects. To the best of our knowledge, there are few studies on the relations between OCRRed text and objects in the image. Singh et al. [34] integrated visual cues, textual cues and rich knowledge bases, and performed reasoning using a gated graph neural networks. However, it only learns relevant facts from prior knowledge, but ignores relations that may only exist in the given image, such as the price of a product. This kind of relationship is sometimes the information we want to obtain more when we look at the picture, which is one of the research focuses of this paper.

III. APPROACH

A. Overview of RUArt

In this section, we introduce the architecture of our novel model RUArt for text-based VQA. At a high level, our model contains three components: (i) a reading component to extract the OCR tokens and objects from the image via the pre-trained OCR models and object detection models; (ii) an understanding component to understand the information conveyed by the question, OCRRed text and objects. This component is divided into three modules: question understanding for comprehending the meaning of the question (Sec. B), OCR and object understanding for exploring the contextual information of the OCR tokens and the objects via a machine reading comprehension model (Sec. C), and relational reasoning for finding the relationships between the OCR tokens and the objects (Sec. D); (iii) an answering component to answer questions by selecting responses from the OCRRed text or additional text (Sec. E). The overall model is shown in Fig. 2. Note that the text recognition module and the object detection module can be any OCR model and any object detection model, and they are not jointly trained in our experiments.

B. Question Understanding

Given a question, question understanding module serves to comprehend the meaning of the sentence and produce the representation of the question. In order to generate a high level of understanding of the question, the multi-layer BiLSTMs [35] is used and followed by a self-attention layer [36].

In detail, we first encode each word of the question with 300-dim GloVe [37] embedding and 768-dim BERT-Base [38] contextual embedding similar to [16]. Then we adopt the three-layer BiLSTMs to capture contextual information within question. Suppose the word embeddings of the question are \( \{w_1^Q, \ldots, w_n^Q\} \), we can obtain a question representation \( \{h_1^Q, \ldots, h_n^Q\} = \text{BiLSTM}(\{w_1^Q, \ldots, w_n^Q\}) \). Next, we conduct self-attention on the question to extract relationships between words and capture important concepts of the question. The attended vectors from the question to itself are \( \{h_1^Q, \ldots, h_n^Q\} \), defined as,

\[
\alpha_{ij} = \text{softmax}(\text{ReLU}(Uh_i^Q)D\text{ReLU}(Uh_j^Q)), \\
\hat{h}_i^Q = \sum_j \alpha_{ij}h_j^Q, 
\] (1)
where $D \in \mathbb{R}^{k \times k}$ is a diagonal matrix and $U \in \mathbb{R}^{d \times k}$, $k$ is the attention hidden size [38]. Finally, we condense the question representation into one vector, $u^Q = \sum_j \beta_j \tilde{h}_j^Q$, where $\beta_j \propto \exp(w^T \tilde{h}_j^Q)$ and $w$ is a parameterized vector.

Similar to [16], to simplify notation, we define the attention function above as $\text{Attn}(A, B, C)$, which means we compute the attention weight $\alpha_{ij} = \text{Attn}(i \in A, j \in B, \{h_j^Q\}_j \subset C)$, from question to context are $\{w_i^Q, \ldots, w_{C}^Q\}_i \subset R^d$, and then the word-level attention is $\tilde{w}_i^C = \text{Attn}(w_i^C, \{w_j^Q\}_j \subset C, \{h_j^Q\}_j = \{h_j^Q\}_j \subset C)$, where Attn() is defined above. Thereafter, the attended vectors from question to context are $\{\tilde{w}_1^C, \ldots, \tilde{w}_m^C\}$.  

**Multilevel Attention.** After word-level attention, we use two separate BiLSTMs to form contextual understanding for question and context (OCR tokens or objects). There are

$$
\begin{align*}
    h_i^{c,k} &= \text{BiLSTM}(h_i^{c,k-1}, \ldots, h_i^{c,K}), \\
    h_j^q,k &= \text{BiLSTM}(h_j^q,k-1, \ldots, h_j^q,K-1), \\
    h_i^q,0 &= [f_j^C, b_i^C, \tilde{w}_i^C, f_{w_i}^C], \\
    h_j^q,0 &= [g_j^Q, b_j^Q],
\end{align*}
$$

where $1 \leq k \leq K$ and $K$ is the number of BiLSTM layers. $f_j^C$, $g_j^Q$, $b_i^C$ and $b_j^Q$ are the fastText word embedding, GloVe word embedding and BERT contextual embedding, respectively. $f_{w_i}^C$ is a feature vector, including 12-dim POS embedding and 8-dim NER embedding [24].

Multiple layers of BiLSTMs can extract different levels of understanding of each word. An approach that utilizes all the information from the word embedding level up to the highest level representation would be substantially beneficial for understanding both the question and the context, which has been proven many times in MRC [16], [38]. In order to fuse all levels of information in the question to the context (OCR tokens or objects), we follow the approach in FusionNet [38] and conduct $K+1$ times of multilevel attention from question to context, defined as,

$$
\begin{align*}
    m_i^{(k),C} &= \text{Attn}(\text{HoW}^C_i, \{\text{HoW}^Q_j\}_j = \{h_j^q, k\}_j = 1),
\end{align*}
$$

where $1 \leq k \leq K + 1$ and history-of-word vectors are $\text{HoW}^C_i = [f_j^C, b_i^C, \tilde{w}_i^C, f_{w_i}^C], \text{HoW}^Q_j = [g_j^Q, b_j^Q, \ldots, h_j^Q, k-1]$.  

Similar to the question understanding, we conduct self-attention on OCR tokens and objects to establish direct correlations between all pairs of words, respectively. An additional RNN layer is applied to obtain the contextual representation for OCR tokens and objects.
D. Relational Reasoning

The output representations of OCR and object understanding module already contain rich information about the OCR tokens, objects and the question. However, the correlations between OCR tokens and objects have not been found, including semantic and positional relationships. To model these two relations between them, we conduct semantic attention and positional attention from objects to OCR tokens to obtain attended features \( \hat{u}_i^O \), \( \hat{u}_i^P \) respectively.

Semantic Attention. We conduct semantic attention from objects to OCR tokens based on semantic embeddings of them, which are the output of the OCR and object understanding module. Suppose the semantic embeddings of the OCR tokens and objects are \( \{u_i^O, \ldots, u_n^O\} \subset \mathbb{R}^d \) and \( \{u_j^P, \ldots, u_j^P\} \subset \mathbb{R}^d \), respectively, the attended feature is obtained as:

\[
\hat{u}_i^O = \text{Attn}(u_i^O, \{u_j^P\}_{j=1}^n, \{u_j^P\}_{j=1}^n).
\]  

(4)

Positional Attention. We conduct positional attention from objects to OCR tokens based on positional embeddings and semantic embeddings of them. The positional embedding is a 8-dimensional location feature based on the OCR token’s relative bounding box coordinates, which is defined as \( [x_1/W_{im}, y_1/H_{im}, \ldots, x_4/W_{im}, y_4/H_{im}] \). Suppose the positional features of OCR tokens and objects are \( \{p_i^O, \ldots, p_n^O\} \subset \mathbb{R}^8 \) and \( \{p_j^P, \ldots, p_j^P\} \subset \mathbb{R}^8 \), respectively, the attended feature is obtained as:

\[
\hat{u}_i^P = \text{Attn}(p_i^O, \{p_j^P\}_{j=1}^n, \{p_j^P\}_{j=1}^n).
\]  

(5)

Then the final attended object embedding is the sum of them, \( \hat{u}_i^O = \hat{u}_i^O + \hat{u}_i^P \).

E. Answer Prediction

The answering component serves to calculate the probability that each answer candidate is an answer to a given question, where each candidate may be either an OCRRed text within the image or an additional text. As the questions may not be answered directly using OCRRed text, we add some relevant text retrieved by the QA system as additional answer candidates. Following classical QA systems, we use an efficient retrieval system Elasticsearch\(^1\) to get results related to the question. The QA dataset we use here is composed of (question, answer) pairs in the ST-VQA and TextVQA training sets, although any generic QA dataset could equally be applied. In our experiment, the OCRRed text contains only one token or two tokens that are adjacent in the image according to natural reading order of text (i.e., from left to right and top to bottom).

Semantic Matching. In this module, the OCRRed text embedding and its attended object embedding are concatenated as the input to a fully connected layer, then we obtain the OCRRed answer candidate representation \( u_i^A = \text{FC}([u_i^O; \hat{u}_i^O]) \). We compute the probability that the \( i \)-th OCRRed text is the answer to the question,

\[
P_i^A = \text{softmax}((u_i^Q)^T W_A u_i^A),
\]  

(6)

where \( u_i^Q \) is the question vector and \( W_A \) is a parameterized matrix.

Semantic Reasoning. At times, the answer to the question is not composed of the OCR tokens within the image, but needs to be inferred based on the OCRRed text. Therefore, in this module, OCRRed texts are used to predict possible answers from the additional texts retrieved by the QA system. Specifically, we fuse the OCRRed text probabilities into the computation of additional text probability via a GRU,

\[
t_i^O = \text{GRU}(u_i^O; \sum_j P_A^i u_j^A).
\]  

Moreover, for text-based VQA dataset, the answer could also be affirmation "yes", negation "no" or no answer "unanswerable". We separately generate three probabilities \( P_Y, P_N, P_U \) corresponding to these three scenarios respectively, following the approach in SDNet\(^{16}\). For instance, to generate the probability that the answer is "yes", \( P_Y \), we use:

\[
P_Y = \text{softmax}(u_i^Q)^T W_Y u_i^A
\]  

(8)

where \( W_Y \) and \( w_Y \) are the parameterized matrix and vector, respectively. Finally, we select the text with the highest probability from above answer candidates as the final answer to the given question. The binary cross entropy loss is employed here as the objective function to train the model.

IV. EXPERIMENTS

A. Datasets and Evaluation Metrics

We evaluate our RUArt on ST-VQA (Scene Text Visual Question Answering)\(^7\) and TextVQA\(^8\) datasets, where questions can be answered based on the text embedded in the image. The ST-VQA challenge was structured as 3 tasks of increasing difficulty. The local dictionaries task (Task 1) provides for each image a different dictionary of 100 words that includes the correct answer among a number of distractors. The open dictionary task (Task 3) is the most generic and challenging one among all the three tasks, since no dictionary is provided\(^12\). In ST-VQA dataset, the majority of our experiments are conducted on Task 3. The ST-VQA dataset comprises images from different standard datasets that contain scene text, such as COCO-Text\(^{40}\), VizWiz\(^{41}\), ICDAR 2013\(^{42}\), ICDAR 2015\(^{43}\) and IIIT Scene Text Retrieval\(^{44}\) dataset, as well as images from generic datasets such as ImageNet\(^{45}\) and Visual Genome\(^{46}\), where each selected image contains at least two text instances. ST-VQA contains about 23k images with up to three question-answers pairs per image, and is split into the training set (about 19k images and 26k QA pairs) and the test set (about 3k images and 4k QA pairs per task). The training and validation sets of TextVQA are collected from the training set of the Open Images v3 dataset\(^{47}\), while the test set is collected from the Open Images’ test set. TextVQA contains about 28k images with up to two question-answers pairs per image, and is split into the training set (about 22k images and 34k QA pairs), the
validation set (about 3k images and 5k QA pairs) and the test set (about 3k images and 5k QA pairs).

The evaluation metric in TextVQA is the same as the VQA accuracy metric \[^{[48]}\], i.e.,

\[
\text{Acc}(\text{ans}) = \min \{ \frac{\# \text{ humans that said ans}}{3}, 1 \} \tag{9}
\]

The evaluation metric in ST-VQA is the ANLS (average normalized Levenshtein similarity) \[^{[12]}\].

\[
\text{ANLS} = \frac{1}{N} \sum_{i=0}^{N} \left( \max \{ s(a_{ij}, o_{q_i}) \} \right) \tag{10}
\]

\[
s(a_{ij}, o_{q_i}) = \begin{cases} 
1 - \text{NL}(a_{ij}, o_{q_i}) & \text{if } \text{NL}(a_{ij}, o_{q_i}) < \tau \\
0 & \text{if } \text{NL}(a_{ij}, o_{q_i}) \geq \tau 
\end{cases}
\]

where \( N \) is the total number of questions, \( M \) is the total number of GT answers per question, \( a_{ij} \) is the ground truth answer, \( o_{q_i} \) is the network’s answer for the \( i^{th} \) question \( q_i \), \( \text{NL}(a_{ij}, o_{q_i}) \) is the normalized Levenshtein distance between the strings \( a_{ij} \) and \( o_{q_i} \), and \( \tau = 0.5 \). In our experiments, only the results of TextVQA are evaluated using the VQA accuracy metric, and the other results are evaluated using the ANLS metric.

**B. Implementation Details**

The implementation of RUArt is based on PyTorch. We utilize the Adamax \[^{[49]}\] optimizer with a batch size of 16, and the initial learning rate is set to 2e-3 and the weight decay is 0. The number of epochs is set to 30. All the experiments are conducted on one NVIDIA GTX 1080Ti GPU.

**C. Ablation Studies**

As text and objects within the images are the basis of RUArt, we first conduct extensive experiments on ST-VQA data sets to explore the performance of various different OCR and object detection models used in RUArt \[^{[9]}\] (shown in Table I).

**OCR Models:** We firstly adopt an end-to-end scene text spotting method, Mask TextSpotter \[^{[50]}\]. In addition, PMTD \[^{[51]}\] and CRAFT \[^{[52]}\] models are used for text detection, while MORAN \[^{[53]}\] and ASTER \[^{[54]}\] models are used for text recognition. In Table I we compare the performance of these models on the test set of ST-VQA (task3). The text detection and recognition models are presented in the first row. For instance, PMTD-MORAN represents a two-stage text recognition method, where the model PMTD \[^{[51]}\] is used in the text detection stage and the model MORAN \[^{[53]}\] is used in the text recognition stage. As can been seen from Table I the OCR text obtained by different OCR models has a great impact on the performance of the subsequent text-based VQA model, and PMTD-ASTER obtains the best performance (0.2931 and 0.2887) with different object detection models.

**Object Detection Models:** We use the pre-trained open source yolov3 model \[^{[55]}\] and the bottom-up attention model \[^{[3]}\] to obtain objects in images. The bottom-up attention model, based on Faster R-CNN \[^{[56]}\] with ResNet-101 \[^{[57]}\], are trained on ImageNet \[^{[58]}\] and Visual Genome \[^{[46]}\] for predicting attribute classes in addition to object classes, such as “red bus”. In Table I we compare the performance of these two object detection models on the test set of ST-VQA (task3). The bottom-up attention model performs better than the yolov3 model with any OCR model.

Next, we perform a number of ablation studies (shown in Table I) to analyze the reasons for the improvements of our RUArt. We use RUArt-base with PMTD-ASTER (the OCR model) and the bottom-up attention method (the object detection model) as the initial model, and we use the OCRed text of “1 or 2 tokens” as answers. Here, the training data is the ST-VQA training set.

**Input Component:** First, we augment ST-VQA data set with TextVQA dataset to train the RUArt model, and the performance is improved from 0.2931 to 0.3108. Next, all other ablation experiments (except the previous data augmentation experiment) are trained only on the ST-VQA data set. In our initial experiment, we select the OCRed text containing 1 or 2 tokens extracted from images as answers. If we only use 1-token OCRed text as answers, the performance is reduced to 0.2750. Of course, we can also add the OCRed text including 3 or more tokens to the answer candidates. But for the balance of performance and complexity, we only consider answer candidates of 1 or 2 OCR tokens.

**OCR and Object Understanding:** The OCR and object understanding module employs several attention mechanisms to integrate the information of OCR tokens, objects and the

| Models          | Mask TextSpotter | PMTD-MORAN | CRAFT-ASTER | PMTD-ASTER |
|-----------------|------------------|------------|-------------|------------|
| Yolov3          | 0.2807           | 0.2703     | 0.2840      | 0.2887     |
| Bottom-Up       | 0.2868           | 0.2800     | 0.2882      | 0.2931     |

**TABLE II: Ablation studies of RUArt on ST-VQA Task 3 test set with the metric ANLS, where "-" means removing the module from RUArt.**

| Model                   | ANLS  |
|-------------------------|-------|
| RUArt-base              | 0.2931|
| Input Component         |       |
| +TextVQA Training Data  | 0.3108|
| Only 1-token answers    | 0.2750|
| OCR and Object Understanding |  |
| -Word-level Attention    | 0.2882|
| -Multilevel Attention    | 0.2867|
| -Self-Attention          | 0.2879|
| -Above Three Attentions  | 0.2838|
| Relational Reasoning    |       |
| -Semantic Attention      | 0.2896|
| -Positional Attention    | 0.2877|
| Replacing Relational Reasoning with Object | |
| Weighted Sum            | 0.2865|
| Answer Prediction       |       |
| -Attended Object Embedding | 0.2854|
| -OCRed Text Embedding   | 0.2890|
| +Semantic Reasoning     | 0.3133|
D. Results and Analysis

The word-level attention is used to learn the initial relationship between each OCR token/object and the question, the multilevel attention is used to learn the relationships between different layers of the OCR token/object and the question, and the self-attention is used to establish direct correlations between all pairs of OCR tokens/objects. As shown in Table [I] when any attention part is removed, the performance is somewhat reduced. When three attention parts are removed simultaneously, the performance drops to 0.2838.

Relational Reasoning: In the relational reasoning module, we conduct positional attention and semantic attention from objects to OCR tokens, respectively. As illustrated in Table [II] when the semantic attention is removed, the performance drops to 0.2896, while when the positional attention is removed, the performance drops to 0.2877. These results show that the positional relations are a little more important than the semantic relations between OCR tokens and objects in the image for text-based VQA. When we replace OCR-object relational reasoning with the object weighted sum, where the weight of i-th object is \( \alpha_i \propto \exp(w^\top u_i) \) and \( w \) is a parameterized vector, the performance drops from 0.2931 to 0.2865. This indicates that in the use of the object information, finding the relationships between OCR tokens and objects is important.

Answer Prediction: As mentioned above, our RUArt-base only selects answers from the OCRRed text, so we first perform ablation experiments that remove OCRRed text embedding and attended object embedding respectively in semantic matching. As can be seen from Table [II] removing any of these embeddings may reduce the performance, and the performance drops more when ignoring the attended object embedding. This is because the attended object embedding learns the relationships between OCR tokens and objects, while the majority of questions involve both text and objects. Next, we retrieve the answers related to the question by the QA system and add them as additional text to the answer candidates. Finally, we adopt semantic reasoning, which infers answers from additional text based on OCR tokens, to answer questions that cannot be directly answered with OCRRed text. And we achieve a score of 0.3133, which is around 2% (absolute) higher than that of RUArt-base.

D. Results and Analysis

In this section, we compare our RUArt model with the state-of-the-art methods on ST-VQA and TextVQA. In the experiment of ST-VQA, we use the PMTD \cite{51} text detection model, the ASTER \cite{54} text recognition model and the Bottom-Up object detection \cite{3} model. The training data of ST-VQA is used to train the model. And answer candidates are from the OCRRed text of “1 or 2 OCR tokens” or additional text (including ‘yes’, ‘no’, ‘unanswerable’ and top-10 retrieved results).

From the results in Table III, we can see that RUArt (with ANLS 0.313) obtains an obvious improvement over the majority of state-of-the-art methods on the ST-VQA Task 3 test set. Notably, the VTA method is the winner of the ST-VQA challenge 2019. And we also conduct experiment on Task 1 to further verify the performance of our method. As the answer candidates dictionary for each image is provided in Task 1, we directly replace the OCR tokens with the dictionary (its positions are filled with 0) for experiment. It achieves a score of 0.482, which is lower than that of the VTA. One of the reason is that the provided dictionary is generated by multiple methods \cite{12}, and it cannot form a reasonable text context, which affects the learning of the contextual information of OCR tokens. On the other hand, the positions of the text in the image are not provided, so the relationship between the text and objects based on the positions cannot be explored.

And our method is lower than the M4C, it is affected by many factors. For example, M4C replaces many low-quality images from COCO-Text (around 1/3 of all images) with high-quality images as inputs to object detection and OCR systems \cite{15}, while our method still use the images provided in ST-VQA. And M4C predicts the answer for less than 13 OCR tokens, while our method only predicts the answer of 1 or 2 OCR tokens. It is worth noting that our method focuses on text-centered semantic understanding and reasoning, and it is not mutually exclusive but complementary to other multi-modal methods. Therefore, in order to prove the generality and effectiveness of our method, we simply add the key modules in RUArt (i.e., OCR understanding, relational reasoning, semantic matching and reasoning) to the M4C model for experiments. Specifically, we first add the OCR embeddings obtained through text understanding and relational reasoning as the OCR text feature to M4C method. Then, the semantic matching between the question and the OCR tokens is added to enhance the guiding role of the question semantics in the answer prediction stage. Finally, the semantic reasoning based on OCR tokens is added to select the answer from the fixed dictionary. Consequently, this improved method (marked as RUArt-M4C) achieves a score of 0.481 (shown in Table III), which is around 2% (absolute) higher than that of M4C.

We also present some qualitative samples of ST-VQA Task 3 test set in Fig. 5 which indicates that our method performs better than others in relational reasoning, text semantic understanding and reasoning. The first two examples require mining the relationship between the text and the object. It can be seen that RUArt has excellent performance in relational reasoning. In addition, when the RUArt’s key modules are added to the M4C method (marked as RUArt-M4C), the prediction

| Methods       | Task 1 | Task 3 |
|---------------|--------|--------|
| USTB-TQA      | 0.455  | 0.170  |
| Clova AI OCR  | -      | 0.215  |
| QAQ           | -      | 0.256  |
| MM-GNN        | -      | 0.207  |
| VTA           | 0.506  | 0.282  |
| M4C           | -      | 0.462  |
| RUArt         | 0.482  | 0.313  |
| RUArt-M4C     | -      | 0.481  |

\footnote{The inference model of our RUArt is available at https://github.com/xiaojino/RUArt.
Fig. 3: Qualitative comparison of RUArt and other participants on the ST-VQA Task 3 test set. Green text indicates that the answer is correct, red text indicates that the answer is wrong, and orange text indicates that the answer is partially correct. Our model presents great performance in relational reasoning, text semantic understanding and reasoning.

TABLE IV: Comparison of RUArt and RUArt* on different subsets of ST-VQA Task 3 test set, where the number in bracket is the accuracy (%) of OCR.

| Data   | COCO-Text | ICDAR | Other | Total |
|--------|-----------|-------|-------|-------|
| Ratio  | 34%       | 5%    | 61%   | 100%  |
| RUArt  | 0.169 (5.9) | 0.465 (90.5) | 0.381 | 0.313 |
| RUArt* | 0.538 (100) | 0.487 (100) | 0.379 | 0.438 |

Fig. 4: Performances of RUArt* with different accuracy of OCR on the COCO-Text subset of ST-VQA Task 3 test set. Errors of the M4C on such questions can also be corrected. The last two samples require text understanding, semantic matching and reasoning. Other methods select the prominent or frequently appearing words in the dataset as the answers without understanding the question. On the contrary, RUArt achieves better performance when answering such questions, and it can even be learned that “dugong” is an animal in the last case. As for the RUArt-M4C method, although the “dugong” is not found correctly, the selected answer “snake” also belongs to the animal, which also verifies that our modules are really helpful for the understanding of the question.

In order to quantitatively evaluate the impact of OCR tokens on a text-based VQA model, we add 38% and 39% ground truth of OCR tokens (from COCO-Text and ICDAR data) to the training set and test set respectively, to train and conduct inference for the model, marked as RUArt*. It achieves a surprising score of 0.438, which is 40% higher than that of the RUArt. To analyze the specific reasons for the large improvement, we compare RUArt and RUArt* on different sub-sets of the ST-VQA test set, as presented in Table IV. The COCO-Text data accounts for 34% of the ST-VQA test set, whereas the accuracy of the OCR model (PMTD-ASTER) on the COCO-Text test set is only 5.9%. This is because many images from COCO-Text in the ST-VQA data are resized to $256 \times 256$, which degrades the image quality and distorts their aspect ratios. On the basis of such low-quality OCR results, the RUArt still achieves a performance of 0.169. Without changing the accuracy of the OCR model on the test set, we use RUArt* to conduct inference, and the performance on the COCO-Text subset of test set is improved from 0.169 to 0.173. When we improve the accuracy of the OCR on the COCO-Text subset by random adding some ground truth of OCR tokens, the performance of RUArt* on the COCO-Text subset increases accordingly, as shown in Fig. 4. If the accuracy of the OCR reaches 100%, the RUArt* can achieve the performance of 0.538 on the COCO-Text subset, and the performance on the entire dataset is improved to 0.438. Meanwhile, when the accuracy of OCR on the ICDAR subset is improved from 90.5% to 100%, the performance of our method is improved from 0.465 to 0.487. In addition, we can see from Table IV that RUArt also has a good performance on other subsets without any ground truth of OCR.

Finally, we evaluate our model on TextVQA with the accuracy metric. In the experiment of TextVQA, we use the OCR tokens obtained by Rosetta-en, which is provided in its dataset. The training data of TextVQA is used to train the model. And answer candidates are from the OCR text of “1 or 2 OCR tokens” or additional text (including ‘yes’, ‘no’, ‘unanswerable’ and top-10 retrieved results). Consequently, our RUArt achieves a score of 33.54%, which also verifies that our proposed method can effectively explore the contextual information of the text and mine the stable relationships between the text and objects.
TABLE V: Comparison with participants of TextVQA on the test set with the metric accuracy (%).

| Methods     | Accuracy (%) |
|-------------|--------------|
| Image Only  | 5.88         |
| Pythia      | 14.01        |
| LoRRRA      | 27.63        |
| Schwail     | 30.54        |
| MM-GNN      | 31.10        |
| DCD_ZJU (DCD) | 31.44      |
| MSFT_VTI    | 32.46        |
| M4C         | 39.10        |
| RUArt       | 33.54        |

The performance of M4C method is 5.6% higher than ours. One of the reasons is that it uses rich OCR representation (including fastText vector, Pyramidal Histogram of Characters vector, appearance feature and location feature), which gives around 4% (absolute) accuracy improvement compare with using only fastText features [15]. Another reason is that it uses an iterative decoding method for answer prediction, which leads to around 4% (absolute) higher accuracy than single-step classifier [15]. In addition, the classification-based VQA models are prone to overfit the fixed answer pool in TextVQA, which enables impressive performance, but poor generalized to other datasets [59]. There is no doubt that appearance feature and character feature may introduce new information, and iterative prediction can expand the range of answer candidates, improving the upper bound of method performance. Similarly, fusion of new features and multi-step prediction can further improve the performance of our RUArt, which will be one of our future work.

V. CONCLUSION

In this paper, we propose a novel text-centered framework (RUArt) for text-based visual question answering. Our approach unifies all the input into the pure text, enhances semantic fusion of different inputs, and makes reasoning more interpretable. In addition, we are the first to explore the relationships between OCR tokens and object properties via semantic and positional attention. Our method achieves comparable performance on current available datasets, i.e., ST-VQA and TextVQA.

In addition to enriching OCR features and making multi-step predictions, the quality of OCR is also very important, as shown in Fig. 4. However, individual character missing and recognition errors still exist in current OCR models. Sometimes, OCR tokens can be corrected according to the edit distances from the words in the dictionary. However, if multiple words have the same edit distance from one OCR token, the contextual information must be considered to obtain a more stable OCR result. Therefore, a future work is to add the modification of OCR tokens as a sub-module into our framework, and get better OCR modification results via subsequent-task training.
