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ABSTRACT
To ensure accountability and mitigate harm, it is critical that diverse stakeholders can interrogate black-box automated systems and find information that is understandable, relevant, and useful to them. In this paper, we eschew prior expertise- and role-based categorizations of interpretability stakeholders in favor of a more granular framework that decouples stakeholders’ knowledge from their interpretability needs. We characterize stakeholders by their formal, instrumental, and personal knowledge and how it manifests in the contexts of machine learning, the data domain, and the general milieu. We additionally distill a hierarchical typology of stakeholder needs that distinguishes higher-level domain goals from lower-level interpretability tasks. In assessing the descriptive, evaluative, and generative powers of our framework, we find our more nuanced treatment of stakeholders reveals gaps and opportunities in the interpretability literature, adds precision to the design and comparison of user studies, and facilitates a more reflexive approach to conducting this research.
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• Human-centered computing → User models; HCI theory, concepts and models.

KEYWORDS
interpretability; explainability; machine learning; expertise; knowledge; needs; goals; framework

1 INTRODUCTION
Automated systems based on machine learning (ML) and artificial intelligence (AI) are often described as “black boxes” due to the difficulty of extracting the logic behind their outputs in an understandable way. The inscrutability of such systems makes it difficult for them to facilitate effective trust-building and to be held accountable for the decisions they affect. A growing body of recent work has focused on tackling these issues through model interpretability, which involves producing visual explanations about a model’s behavior for its users. But to design effective interpretability mechanisms, we need to first consider the question: who, exactly, are the stakeholders involved, and what are they trying to achieve?

Take, for example, an ML-based medical decision-making tool. The physicians using the system need to be able to align the output with their own clinical expectations and justify their recommendations to patients. Patients, then, need to have some confidence in the validity of these recommendations, and may want to explain decisions to family members. Other medical staff need to understand the decision-making processes insofar as it affects the treatment they administer to the patient. The developers who created the system should be able to monitor its performance and understand how to make improvements. Physicians and patients, as well, may want and be well-suited to provide feedback about on-the-ground errors the system makes. And there are undoubtedly other people involved in or affected by this system, from external legal agencies to all the people whose data went into training the ML model.

Existing methods for model interpretability, however, often do not explicitly identify or describe their intended user. As a result, many of these methods inadvertently end up being more understandable to the people that build them (i.e., ML researchers or developers). In other cases, the recipient of the interpretability system is described generally as a “layperson” or “end user”; resulting methods may produce simpler visuals, but experimental studies have shown they too often are not useful for people in practice [23, 72, 95, 110]. In our prior example, doctors, patients, and medical staff may all be considered “end users,” but have significantly different needs and goals when interpreting, understanding, and reacting to the output of the ML model. Indeed, when it comes down to it, many organizations say they want to give users insight into ML systems through interpretability mechanisms, but these methods are only actually used internally by developers [17].

Part of this disconnect stems from the difficulty in identifying and characterizing different stakeholders and their interpretability needs. A growing body of work has engaged with this problem,
proposing an ecosystem of stakeholders [96, 113], and conducting literature surveys [44, 57, 87, 131] and interview studies [27, 58, 114] to understand their goals. Resultant frameworks typically adopt one of two approaches: they either categorize stakeholders by their expertise (using labels such as “experts”, “novices”, or “non-experts” [57, 87, 131]) or by their functional role in the ecosystem (e.g., “executives” and “engineers” [17], model “breakers” and “consumers” [58], or model “operators” and “executors” [113]). Stakeholder needs and goals then follow from these categories. While usefully advancing our understanding of the stakeholders involved, these initial frameworks are limited in their descriptive and generative powers [14]. For instance, role-based frameworks implicitly conflate a person’s expertise with what they need from the system, with roles often depicted as a relatively static constructs. And expertise-based categories typically portray stakeholders lying on roughly linear scales that only account for cognitive notions of expertise and, thus, do not acknowledge the rich tacit knowledge and lived experience they may possess.

In response, we introduce a framework with a more granular and composable vocabulary to characterize the stakeholders of interpretable machine learning, and their needs. Our framework comprises two components. First, we decompose stakeholder expertise into two dimensions that describe the types of knowledge a stakeholder may possess (i.e., formal, instrumental, and personal knowledge), and the contexts in which this knowledge manifests (i.e., machine learning, the data domain, and the milieu). Second, we define stakeholder needs using a three-level typology of long-term goals, shorter-term objectives that target these goals, and immediate tasks that stakeholders perform to meet their objectives.

To understand the implications of our framework, we assess its descriptive, evaluative, and generative powers — three properties of interaction models first described by Michel Beaudouin-Lafon [14]. We code 58 papers describing interpretability systems or users, and find that our framework is consistently able to describe stakeholders’ knowledge and interpretability needs while adding granularity and drawing new connections between them. We describe how our framework’s abstractions can allow us to design more precise application-grounded evaluations [38], including bringing precision to participant recruiting and providing a structure to operationalize comparative studies. And finally, we demonstrate that our framework generates a rich intersection of user expertise and needs for study, and can also be turned inwards to facilitate a more reflexive design process.

2 BACKGROUND AND MOTIVATION
Researchers have recognized that more precisely defining “interpretability” or “explainability” is a key challenge for the field [80]. Although some work seeks to develop formal or technical definitions of interpretability [36, 38, 47], and though the burgeoning set of interpretability techniques often do not name specific target users or tasks [9, 42, 100, 133, 137], there is a growing recognition for the need to approach this problem space in a human-oriented manner. In this section, we motivate our contribution by surveying prior work and describing the limitations we observe with current approaches for defining the why and who of machine learning interpretability.

In early definitions, Lipton [80] and Doshi-Velez & Kim [38] identified that the need for interpretability primarily stems from a mismatch between the formal definition of the machine learning model, and its output and real-world impact. Lipton further expanded on this need by enumerating a set of desiderata for interpretability including building trust in the model, inferring causal relationships between the input and output, improving model transferability and generalizability, providing introspection, and finally to facilitate fair and ethical decision-making. Others have since contributed to this list in a variety of ways including detailing how different interpretability methods can be chosen to mitigate particular cognitive biases [119], proposing taxonomies of questions used to arrive at an appropriate interpretability method [7], discussing how applications with different contexts or levels of automation might necessitate different design decisions [77, 106], and grounding the need for explanations in the social sciences [83].

Most relevant to our paper is a body of work that seeks to better define interpretability by studying the specific users involved. In surveying this work, we identified two distinct approaches to doing so. First are a group of papers that characterize users based on their expertise. For instance, both Yu & Shi [131] and Hohman et al. [57] classify users on roughly linear scales of machine learning expertise (from beginner to expert for Yu & Shi, while Hohman et al. adopt the terms “model developers and builders,” “model users,” and “non-experts”). Similarly, Mohseni et al. [87] identify “AI Novices” and “AI Experts” and add “Data Experts” to the mix. With all of these schemes, a user’s needs then stem from their expertise. For instance, novices are typically described as needing educational or teaching tools, whereas experts require tools for debugging or deploying models, or assessing model performance.

The second category of papers characterize users based on their functional role instead. For instance, Tomsett et al. [113] posit an ecosystem of stakeholders including model creators, operators, executors and examiners, as well as the decision and data subjects that are affected by the model or whose data the model was trained with, respectively. Similarly, through semi-structured interviews, Bhatt et al. [17] identify four categories of stakeholders (executives, ML engineers, end users, and others) while Hong et al. [58] identify model builders, breakers, and consumers. Across this work, the role a person inhabits within an organization (or the role they play during the human-AI interaction) determines their interpretability needs. For example, model creators/builders/engineers are said to want introspection of the level of individual instances and features, model operators/breakers may wish to monitor the performance of the model including authoring test cases, and finally model examiners/consumers want to be able to have confidence and trust in the model. Cai et al. [27] and Tonekaboni et al. [114] follow this approach of role-based needfinding as well by interviewing clinicians.

While both expertise-oriented and role-oriented frameworks have usefully brought further definition to the problem of machine learning interpretability, we can observe limitations to their descriptive and generative powers (i.e., the degree to which they describe existing points, and help us identify new points in the problem space, respectively [14]). Role-based frameworks, for instance, do not break the problem space down into sufficiently granular and composable units. As a result, several roles appear to implicitly
conflate expertise and interpretability needs — for example, model “creators” are likely most expert with machine learning, and thus need debugging tools at the level of individual instances or features; but, one could imagine “auditors” appreciating insight at this level of abstraction even if they lack an equivalent level of machine learning expertise. Similarly, consider the domain of clinical diagnoses: model “consumers” could equally describe doctors and patients despite these users likely requiring different explanations of the model’s output as a result of different levels of medical expertise. Here, model “executors” does not provide much more precision as both doctors and patients are tasked with making decisions informed by the model — doctors about what treatment to prescribe, and patients about whether they do indeed wish to proceed with the treatment. Finally, although most role-based frameworks explicitly note that roles are not mutually exclusive (i.e., a single role may map to more than one individual, and one person may play several roles), roles are nevertheless depicted as relatively static constructs. Not only might an individual user’s role change over time but, even if they remain in the same role(s), their interpretability needs may change through repeated exposure to and increased familiarity with the models they are working with, or the situations in which these models are deployed.

Expertise-based frameworks exhibit similar limitations. In particular, a key concern is how these frameworks portray expertise as a linear scale from “novice” to “expert.” Several external literatures have articulated concerns with this framing of expertise. For instance, in critiquing the influential Dreyfus linear model of skill acquisition [40], Dall’Alba & Sandberg note that “[s]tage models of development appear to assume we know what skillful performance entails for each area of skill” and that the “focus on stages veils more fundamental aspects of development; it directs attention away from the skill that is being developed” [34]. Moreover, Dall’Alba & Sandberg point to the fact that such models are primarily concerned with cognitive development and fail to acknowledge expertise gained through embodied practice of a skill [34]. We see a form of this latter critique in the literature on participatory design as well, which advocates that all stakeholders in a design process possess valuable expertise through their lived experience and tacit knowledge [69, 108]. Finally, although recent frameworks usefully consider domain expertise in addition to machine learning expertise, such a clean decoupling does not account for the ways expertise may transfer. For example, Cai et al. find that while medical practitioners express a desire for an “AI primer”, they are nevertheless able to bring some of their training and experience working with other clinical technologies to bear — for instance, in understanding that the output of a model will not be perfect, or in enumerating “test cases” for an AI assistant [27]. Similarly, as AI/ML-enabled technologies increasingly permeate every day life, this ubiquity and familiarity will shape users’ interpretability needs in ways that current expertise-based frameworks leave unaddressed.

And, across the two types of frameworks, interpretability needs or goals are determined primarily by the category a user falls within. While many frameworks allow for categories to overlap, this approach nevertheless obscures the fact that many goals can cut across several roles or expertise. For instance, almost every stakeholder involved will likely want to have trust in the model, and want to be able to assess the degree to which it may be biased — we see explicit evidence for this for machine learning experts [57] and data experts [87], model creators and breakers [58], model operators [27, 114], as well as for decision- and data-subjects who may wish to contest a decision or otherwise seek recourse [6, 69]. Similarly, while current frameworks primarily pose debugging and improving the model as goals model creators, builders, or any other traditionally-“expert” stakeholders may have, one could imagine that activists and other groups with non-traditional expertise may also wish to assess the outcome of domain-specific test cases.

In summary, recent work has recognized that better defining the problem space is a key challenge for machine learning interpretability, and has advanced our understanding by contributing frameworks for describing the stakeholders involved and their goals or needs. However, in analyzing the descriptive and generative powers of these frameworks, we see several limitations. In particular, by not providing a sufficiently granular or composable vocabulary, existing frameworks poorly distinguish the rich intersection that exists between attributes of the stakeholder (e.g., their expertise), the role that they may play (e.g., model creator or consumer), and their ultimate goals or needs with regards to interpretability (e.g., debugging the model, or building trust).

3 A FRAMEWORK TO CHARACTERIZE THE STAKEHOLDERS OF INTERPRETABLE ML

To develop a more granular and composable vocabulary for describing the stakeholders of interpretable machine learning, we engaged in an iterative process with alternating phases to diverge and converge our thinking. In particular, we began by surveying the literature on interpretability summarized in the previous section, and extracting passages that described users and stakeholders, as well as their needs, actions, and goals. To diverge our thinking, we looked to domains outside of interpretability and computer science, including the literatures on expertise and pedagogy [18, 34, 43, 45, 52, 53, 64, 120, 123, 128, 129], critical theory [6, 74, 85, 90, 111], law [31, 39, 55, 118, 132], and participatory action research [50, 60]. To converge our thinking, we reflected on how concepts from these external domains could be adapted within interpretability. This reflection process involved alternating phases of open coding to map external concepts to the passages we had initially extracted, affinity diagramming to identify recurring groupings and patterns between codes, analytic memo writing, and weekly hour-long conversations between all authors.

Our framework comprises two halves. First, it describes the knowledge stakeholders may possess and the contexts this knowledge may manifest in. And, second, it enumerates the long-term goals stakeholders may have, and breaks these goals down into shorter-term objectives and specific tasks they can perform.

3.1 Decomposing Stakeholder Expertise into Knowledge and Context

Prior work has identified, either explicitly [57] or implicitly via roles [58, 87, 113], that expertise is a defining attribute of interpretable ML stakeholders. To provide a more granular treatment
of expertise, we adapt models of expertise from Fleck [45] and Ernaut [43] to decompose a singular notion of expertise into three constituent types of knowledge. **Formal** knowledge comprises an understanding of codified theories, embodied in text or diagrams such as those found in textbooks, and is acquired through a prolonged educational process. **Instrumental** knowledge is an understanding of how to "apply" formal knowledge. It is embodied in the use of tools or other instruments, and is learnt through demonstration and practice. Finally, **personal** knowledge describes information that is entirely embodied in individual people, and is gained through their participation in specific domains. It is difficult to codify [43] as it consists of a person’s lived experience (e.g., memories of specific events, self-knowledge about the way they may react in certain scenarios, etc.) as well as values that may be distributed in the cultures and societies they are a member of.

These types of knowledge manifest in contexts, or the domains or situations that determine what knowledge is relevant. We identify three contexts: **machine learning**, or the knowledge required to research, develop, operate, or deploy machine learning models; the **data domain**, or the knowledge necessary to collect, organize, analyze, and communicate the data the model was trained with or makes decisions about; and **milieus**, which refer to the environments that the human-AI interaction may be occurring within. These environments include both the physical surroundings (e.g., a home, bank, courthouse, doctor’s office, etc.) as well as the broader sociocultural context (e.g., mass incarceration, redlining, gerrymandering, etc.).

Our framework provides a more expansive yet precise treatment of expertise in interpretable ML. While prior expertise- or role-based approaches latently encode notions of formal and instrumental knowledge, by explicitly articulating these concepts, our framework facilitates teasing apart differences and understanding the implications on interpretability design. For example, "model users" [57] and "model breakers" [58] cover an extremely broad range of possible stakeholders including model architects, trainers, engineers, data scientists, and machine learning artists [57], as well as domain experts, product managers, and auditors [58], respectively. These categories appear primarily focused on stakeholders’ instrumental knowledge and, by analyzing contexts, we can separate machine learning instrumentalists (model architects, trainers) from data domain instrumentalists (artists, domain experts, product managers), and those that may span the two (data scientists, auditors). Doing so suggests that these stakeholder groups may have different interpretability needs that the broader categories of "model users" or "model breakers" obscured. For instance, perhaps interfaces for machine learning instrumentalists should be articulated in terms of the components exposed by popular toolkits. Similarly, for data domain instrumentalists, how might we analogize interpretability to tools and systems that they already work with in order to enable expertise transfer (akin to how Cai et al. found medical practitioners reasoning about uncertainty [27])?

Moreover, our framework explicitly recognizes the personal knowledge stakeholders may have — including "tricks of the trade" a person may have acquired, their experiences and memories, or the more distributed values of the cultures and societies they are a member of — as an important consideration when designing for interpretability. Critically, by placing it alongside formal and instrumental knowledge, our framework identifies it as an *equally important* form of knowledge. As a result, one might consider designing for stakeholders’ personal knowledge — for instance, using example-based explanations such that a stakeholder might better "see themselves" in the data [2, 94, 99]. But our framework also suggests designing with stakeholders, to better account for personal knowledge that designers do not have — a position advocated for by various communities including participatory action research [50] & design [69, 108]. For instance, members of the general public might have different notions of what constitutes an "error" based on their personal knowledge [51].

Our framework also highlights that interpretability design must attend to more than the immediate contexts of machine learning and the data domain — explanations must be situated in stakeholders’ milieu. Here, we draw an analogy to data visualization. Researchers and data journalists consider annotations to be a crucial component of effective visualization design because it helps readers understand the broader context associated with the visualized data. As Amanda Cox, Data Editor for The New York Times, says, "*the annotation layer is the most important thing we do ... otherwise it’s a case of here it is, you go figure it out* [33]. We believe this property holds true for interpretability as well — it is insufficient for an explanation to be articulated purely in terms of the model or data if it misses critical aspects of the milieu. For instance, consider an ML-backed loan

| **Context** | **Formal** | **Instrumental** | **Personal** |
| --- | --- | --- | --- |
| ML | The math behind model architectures, optimization and training processes, etc. | Familiarity with ML toolkits, off-the-shelf models, etc. | Tricks of the trade (e.g., hyperparameter values, feature engineering, etc.) |
| Data Domain | Theories relevant to the data domain (e.g., symptoms and treatments, case law and legal precedent, etc.) | Experience working with other related technology (e.g., medical devices, document mining tools, etc.) | Lived experience (e.g., prior memories of similar events) |
| Milieu | Sociocultural theories (e.g., redlining, gerrymandering, mass incarceration, etc.) | Familiarity with broader ML-enabled systems (e.g., virtual assistants, recommendation algorithms, etc.) | Lived experience and cultural knowledge (e.g., values, attitudes) |

Table 1: Examples of how the three types of knowledge manifest in the three contexts described by our framework.
evaluation system: explanations in the ML context would articulate the output decision in terms of model components, while explanations in the data domain might also discuss distributions in the training or test set and how this may lead to biased output. However, under our framework, we would consider these explanations to be incomplete if they were not situated the broader sociocultural milieu — for instance, how disparities in data distributions have occurred through policies such as redlining, or in the difficulty ex-offenders have in finding employment.

Finally, by decoupling knowledge and context as two orthogonal dimensions of the problem space, our framework enables a more systematic analysis of the stakeholders of interpretability. It eschews prior easily-quantifiable linear scales in favor of more descriptive treatments of expertise. Designers can work with each dimension individually — for example, how might interpretability help stakeholders formalize their personal knowledge in the data domain by scaffolding example-based explanation with featured-based saliency methods akin to faded worked examples [8]; or, as described previously, how might instrumental knowledge in the data domain transfer to the machine learning context [27]. And, by considering the intersection of the two dimensions as well, our framework can help us identify the ways in which expertise recurs in the interpretability ecosystem.

3.2 Distilling Stakeholder Needs into Goals, Objectives, and Tasks

Through our open coding and reflection process, we distilled a three-level typology of interpretability needs. The first level identifies two long-term goals: understanding the model (G1) and building trust in the model (G2). These goals are high-level and difficult to define precisely, but we include them in our framework to acknowledge that they underlie almost every single piece of work we read. We do not expect stakeholders to be able to directly accomplish these goals, nor do we imagine that future methods or systems will address them squarely. Rather, these goals function like substrates which inform and influence the two lower levels of needs we describe below. For instance, we expect stakeholders to develop an understanding of models over time — through repeated exposure and interactions. And much work has framed trust as something society as a whole needs in order to realize errors and devise appropriate fixes, as opposed to developers for whom the errors typically have no direct consequence [50].

(O2) Ensure compliance with standards or regulations. Auditing, or ensuring that the development, deployment, and results of a certain system are compliant with a particular set of standards (whether they are legal, ethical, safety, or other) is already necessary in other areas such as finance or aerospace, and is emerging as an important objective for ML systems as well. The introduction of the GDPR, for example, has established a set of legal standards that automated systems must comply with. And it is not only external watchdog agencies or governments that are interested in ensuring such compliance. Individuals or groups within an organization may also have their own internal standards they want to ensure are met — for example, Raji et al. [97] describe the design of an internal auditing pipeline.

(O3) Understand how to incorporate the model’s output into downstream actions. Several prior papers mention the need for guidance on whether and how to incorporate model predictions into further actions — whether that involves relating the model’s output to relevant and actionable decisions, or understanding how much weight to place on the model’s prediction [17, 21, 58, 76, 114]. This objective emerged as important for a number of different types of stakeholders, such as doctors using a diagnostic aid [58, 114], people applying for health insurance that involves automated screening [17], or for those subjected to automated decisions more generally [118].

(O4) Justify or explain actions influenced by a model’s output. Through interviews with Intensive Care Unit and Emergency Department clinicians, Tonekaboni et al. [114] describe clinicians’ desire to justify decisions influenced by a model’s output to patients or colleagues. Similarly, by interviewing the head of AI at a bank using automated credit evaluations, Hong et al. [58] identify the need to justify to customers decisions that were influenced by the model. In addition to the immediate stakeholders acting on the model output (executors according to Tomsett et al. [113]), this goal can also stem from people about whom a decision was made (decision subjects). For example, Zarsky [132] frames the need to provide someone with an explanation of a decision or action that affects them as one that is necessary in order to respect their autonomy.

(O5) Understand how one’s data is being used. Zarsky [132] grounds this objective in the theoretical premise of information privacy rights, framing it as an extension of individual autonomy. The need to have control over one’s personal data
Figure 1: A visualization of the latent chronology in goals and objectives. Categories along the horizontal axis are relevant phases of the ML process. Colored cells indicate the phase in which a particular goal or objective typically occurs. Phases need not occur linearly, may be iteratively revisited, and many different stakeholders may be involved at any given phase.

We break tasks out as a separate level of the typology to make clear that tasks do not map to objectives in a one-to-one fashion; rather, the same task may be used to accomplish several different objectives. For instance, detecting discrimination or other undesirable behavior in a model’s prediction is likely to be a necessary task for both contesting a decision (O7) but also for understanding whether or how to incorporate model output in downstream actions (O3). Although the task is shared across these objectives, the specific type of discriminatory behavior a stakeholder may wish to detect, and the manner in which it is exposed and communicated, may differ based on the domain, the higher-level objective, and the stakeholder’s knowledge. Here, we describe several such underlying tasks that we found to recur in the literature and give examples of how they can be relevant for multiple objectives. As with objectives, we expect this level of the typology to grow as ML continues to be deployed in new situations.

(T1) **Assess reliability of a given prediction.** Understanding the reliability of a given prediction is important for deciding how (or whether) to incorporate the model’s output into further actions (O3), to prevent harmful outcomes or over-reliance [23, 135]. Similarly, the ability to assess a given prediction and show, for example, that it may not have been reliable, is likely to provide important evidence for contesting a decision (O7).

(T2) **Detect mistaken, discriminatory, or arbitrary behavior.** The ability to detect discrimination or other unwanted logic codified in a model is considered a crucial tool for being able to contest an automated decision (O7) [39]. Similarly, ensuring that predictions are not being made arbitrarily is likely necessary to ensure compliance with ethical or legal standards (O2). In other cases, detecting incorrect reasoning was a way to guide model debugging and elucidate areas for improvement (O1) [27]. Some papers also frame this task as its converse, i.e., verifying that predictions are sensible and/or fair (by some definition) [101].

(T3) **Understand the extent of the information the model is using.** Understanding details and extent of features used...
emerged as important for explaining actions influenced by the model (O4). Tonekaboni et al. [114], for example, describe how doctors felt that understanding the clinically relevant model features that were used was critical to first rationalizing the predictions to themselves, and then explaining them to patients. Depending on the context, recognizing higher-level groups of features (e.g., “demographic information,” “patient medical history”) may be more understandable and feasible than individual features. We can also imagine that developing this understanding will also be an important way for stakeholders to identify what aspects of their personal data are being incorporated into a specific system (O5) [55].

(T4) Understand the influence of different factors on the model’s output. For stakeholders who are interested in generating new insights about a domain (O6), understanding how different factors influence the output is key. Roscher et al. [102] provide several examples of deriving scientific or medical insights by investigating the impact of scientifically-meaningful factors on predictive outcomes. This task is also important for ensuring compliance with particular standards or regulations (O2), which may detail when/how it is acceptable to use certain features. Unlike T3, this task may not provide a comprehensive understanding of the features used (e.g., perhaps just listing the most important) and is more focused on the ways those features influence the output.

(T5) Understand model strengths and limitations. Understanding the model’s overall potential weaknesses is critical for understanding how to incorporate its output into further actions (O3). For example, Cai et al. [27] describe how doctors consistently wanted to know the proposed AI tool’s specific limitations so that they could anticipate and account for them during decision-making. Understanding areas of weakness is likely to also be useful for debugging and improving the model (O1), e.g., by guiding additional data collection or training.

Note that specific implementations (e.g., counterfactual explanations [118]) are not included at the task-level; rather, they are used to implement a particular task. For example, counterfactual explanations might be one way to implement the task “detect discriminatory behavior” (T2), but might be more or less appropriate depending on the stakeholder’s knowledge, their overarching objective, and the surrounding context. Section 4.3 (Generative Power) further discusses the implications our framework might have on choosing particular methods.

While several prior literature surveys have sought to collate and organize a list of interpretability needs, our framework makes some key advances to provide a more nuanced understanding these needs. First, where prior surveys focus primarily on computer science sub-disciplines [44, 57, 87], our framework incorporates these insights and extends them by looking to the legal literature [31, 55, 118, 132] and research on participatory action and design [50, 108]. As a result, our framework is able to surface objectives such as “contesting a decision” (O7) or “understanding how one’s data is being used” (O5) that prior surveys did not identify.

Second, and more importantly, where prior approaches define interpretability needs as a function of stakeholder expertise or role, our framework defines these needs as an independent component of the problem space. As a result, and as the examples above illustrate, our framework helps reveal that interpretability needs can cut across several different stakeholders. For instance, model debugging (O1) is one of the most frequently identified interpretability goals; but, prior work has primarily categorized it as a need for machine learning experts (or model builders and developers) have. In contrast, our framework identifies that although certain stakeholders may not have much formal or instrumental machine learning knowledge, their personal knowledge may be crucial for identifying or fixing model errors. Similarly, while it may have previously been tempting to think that contesting a decision (O7) is a need primarily expressed by decision subjects, our framework highlights that other stakeholders (including lawyers, judges, and activists) may wish to do so as well to affect systemic change.

Finally, in contrast to the uniform treatment of prior interpretability surveys, our framework provides new levels of abstraction for discussing interpretability needs. In doing so, we can distinguish that these needs form a hierarchy: immediate tasks help stakeholders accomplish short-term objectives which, over time, achieve long-term goals. As with other multi-level typologies [20], this structure surfaces the compositionality latent in this space. For instance, as described above, there is a many-to-many relationship between goals, objectives, and tasks: one task may apply to several objectives; many tasks may be required to accomplish a single objective; and, together, they are all necessary to achieve goals. Similarly, our three-level sequence allows for describing interpretability needs as sequences of action. For example, to improve a model (O1), a stakeholder may wish to understand its strengths and limitations (T3) by repeatedly assessing the reliability of individual predictions (T1); or, a stakeholder’s trust in the model (G2) may increase or decrease as a result of better understanding how it works (G1).

While we do not ascribe objectives to specific roles or expertise levels as in prior work, we note that they nevertheless exhibit a latent temporal structure — for example, the need to understand how a model’s output should be incorporated into a decision (O3) occurs before someone wishing to contest that decision (O7). However, formalizing this latent chronology is not straightforward, as a given objective may (re)occur at several different stages during the ML process. And, there is a risk of unintentionally recapitulating prior stakeholder categorizations as particular roles or expertise may be implicitly associated with different stages of the ML process.

As a result, the chronology we settle on, shown in Figure 1, is more flexible and refers to broad phases of the ML process. Rather than provide a precise ordering, it is meant to lend some helpful structure to the many stakeholder objectives. We indicate the phase(s) in which a particular objective typically occurs, and note that these phases are likely to unfold iteratively. For example, the development and deployment stages may be revisited after observing a system’s downstream impact. Furthermore, many different stakeholders may be involved in each phase. For example, beyond engineers with formal ML or data knowledge, downstream users with significant personal knowledge may provide input to the development phase of a particular system if they report bugs or provide feedback that is used to retrain the model. We omit tasks from this chronology to preserve the many-to-many mapping between objectives and tasks.
We found a range of expertise and backgrounds under our framework, highlighting information that might be lost if XAI work can be used to generate new combinations of personas and which the framework can be used.

Table 2: Knowledge types and contexts for interpretability stakeholders, with examples identified in our literature survey.

| Context          | Knowledge                                                                 |
|------------------|---------------------------------------------------------------------------|
| ML               | model developers [107], computer science students [122], machine learning scientists and researchers [38, 83, 87, 101], model builders/engineers [17, 19, 44, 98, 102, 113, 127], model analyst [63], general [131] (18/58) |
| Data Domain      | biologists [107], robotics [112], scientists [102], doctors [27, 38, 63, 109, 117, 126], "enrolled in law school" [75], judges [12], agronomic engineers [19], regulatory [17], HR managers who produce expert estimates [115], energy data operators [16], "business logic" [113], game theorists [121], general [11, 101] (19/58) |
| Milieu           | students studying information policy [122], ethicists [98], bodies like institutional review boards or ethics committees [117], "understanding requirements arising from social contexts other than just from usability or human cognitive psychology" [3] (4/58) |
|                  | "model novices" interested in applying ML to specific domains [107], "deep knowledge of the circumstances for employee retention" [7], sign-language learners [93], domain knowledge to verify ML results qualitatively [104], "only specialists in part of the underlying process" [19], internal financial auditors [97], clinicians [27, 38, 105, 114], "increasingly adopt ML for optimizing and producing scientific outcomes" [102], operators [113, 130], peer grading in online education [65], general [29, 58, 115] (17/58) |
|                  | "community hospital small groups, to academic medical centers" [27], "use AI products in daily life" [67], UX/design practitioners [76, 127], data subject [98, 113], product managers [58], examiners/auditors [113], departmental decision-support technologies [114], use of AI in government and industry [21] (18/58) |
|                  | "intuition of how the network looks" [131], "[ML researchers'] intuition of what constitutes a 'good explanation'" [83] (2/58) |
|                  | "without accurate mental models, social factors can rationalize suspicious observations [about explanations]" [61], "how well the system's conceptual model fits their mental model" [30], mental models of the system to generalize the AI behavior [83, 130], patient/client/decision subject [21, 101, 105, 113, 117, 121], "held preconception of what constitutes useful explanations for decisions" [76], "prognosticating their patient's condition in their personal experience" [114] (12/58) |
|                  | "different cultural, demographic or phenotype groups" [97], recommender system users [68, 136], "actors bring their own points of view and own priorities" [125], "people employ certain biases and social expectations" [83], "anticipating the situated, user-encountered capability of AI is difficult" [127], familiarity with privacy and personal data issues [44], individual fatigue and workflow issues in healthcare [114], general [12, 103, 115] (13/58) |

4 EVALUATION & EXAMPLE APPLICATIONS OF THE FRAMEWORK

To assess the implications of our framework, we look to the three powers of interaction models described by Beaudouin-Lafon [14]: the descriptive power, or how much coverage the framework achieves over existing points in the problem space; the evaluative power, or how well the framework helps us compare two points in the problem space; and, the generative power, or how the framework helps us envision new or previously unexplored points in the problem space. In addition to an evaluation of the framework, the evaluative and generative powers also serve as a demonstration of ways in which the framework can be used.

We find that our framework is able to describe over 50 existing papers on interpretability, and further provides a more granular treatment of relevant stakeholders. We then illustrate how our framework gives us a language with which to more carefully evaluate interpretability systems. Finally, we demonstrate how our framework can be used to generate new combinations of personas and needs, how it may suggest ways of designing future interpretability interfaces, and how it may be turned inwards to facilitate a more reflexive design process.

4.1 Descriptive Power

We assess our framework’s descriptive power by using it to characterize the users and goals described by existing work on interpretable ML. We collected papers using a mix of explicit keyword searches in academic search engines and libraries (e.g., Google Scholar and arXiv), following the citation graph of collected entries, and by compiling the bibliographies of previous literature surveys [44, 57]. Our final list of papers span several research contribution types [75, 124] including frameworks that define interpretability desiderata or key considerations (e.g., Arya et al. [7], Lipton [80], Tomsett et al. [113]), evaluations of specific interpretability techniques (e.g., Balog and Radlinski [10], Cai et al. [26], Cheng et al. [29]) and user-case studies that provide insights into pertinent human factors in interpretability (e.g., Hong et al. [58], Liao et al. [76], Tonekaboni et al. [114]). We excluded any papers that introduced novel interpretability techniques without discussing target users or user-centric considerations (e.g., [133, 134]). Similarly, we excluded papers that included only a passing reference to user characteristics (e.g., “interpretability is important for doctors”) without explicitly discussing them. We aimed collect a representative sample of current interpretability research directions, going beyond the papers we used to initially develop the framework, and sought out references across different applications, data domains, and computer science disciplines including machine learning, data...
Table 3: Goals, objectives, and tasks for interpretability stakeholders. Our literature survey identified instances of theoretical and systems work that discuss or address these needs.

| Stakeholder Need | References |
|------------------|------------|
| G1: Understanding the model | "machine models" [86, 122], "understand the agent’s behavior and responses enough to participate in the mixed-initiative execution process" [48], "to attain scientific outcomes with ML one wants an understanding" [102], "understand the ‘algorithmic decision model’" [29], general [3, 11, 21, 26, 27, 35, 38, 47, 89, 121, 130] (16/58) |
| G2: building trust in the model | mechanisms for steering trust building [107], build appropriate trust [12, 24], mechanistic interpretation needed for trust building [117], trust for tool adoption and continued use [65], ensure that ML models reflect appropriate values [63], general [3, 10, 21, 25, 26, 29, 35, 44, 47, 48, 58, 73, 76, 80, 83, 87, 89, 113, 114, 130] (26/58) |
| O1: Debug or improve a model | model refinement [63, 107], help data experts to tune ML parameters for the data [87, 109, 131], "identify issues with a model and how to fix it" or debug and optimize [57, 58, 89, 103, 112, 121, 122], improve an aspect or part of a system [44], general [5, 17, 30, 76, 98, 101, 102] (21/58) |
| O2: Ensure compliance with standards or regulations | adherence to standards and laws like GDPR and "right to explanation" [5, 38, 44, 47, 68, 97, 101, 103], forensics [113], justify clinical validation of ML in medical studies [117], facilitate monitoring for safety standards [121], general [17, 21, 80, 98, 102, 107] (17/58) |
| O3: Understand how to incorporate the model's output into downstream actions | learn "factors that could be changed to improve their profile for possible approval in the future" [7], learn how to correct actions based on model feedback [93], apply own domain-related decision-making using the XAI or not [24], make better or faster decisions [89], understand impact of prediction on other system components [76], understand how to get a desired outcome [116], understand consequences [101], understand errors for safety-oriented task [38], directing use in patient or medical work practice [109, 114, 126], general [10, 115] (13/58) |
| O4: Justify or explain actions influenced by a model's output. | justify the user’s decision-making [7, 107, 114], reason about data outputs [61], explaining findings to collaborators [19], "enables the user to consider counterfactual explanations... why one decision was made instead of another" [25], explain causes of an event [3, 83, 121], recommend treatment options to patient [113], "justify the result" [5, 24, 26, 136], general [12, 27, 35, 57, 58, 102, 131] (21/58) |
| O5: Understand how one’s data is being used | "disclose what user data is being used in algorithmic decision-making" [87], know how one’s data is being used to make decisions about others [113], understand whether certain user data is collected [136], general [7, 30, 80] (6/58) |
| O6: Learn about a domain | learn about sign language and how to use it correctly [93], learning about ML [131], explanation "as a vehicle to generate insights about the phenomena described by the data" [58, 80], learn how to solve a task [105], learn game strategy (Go) [103], learn new facts/gain knowledge [5, 38, 101], learn design strategies [16] (10/58) |
| O7: Contest a decision made based on the model's output | "when I see things I don’t completely agree with" [27], "present an incontrovertible subset of reasons to the bank employee" [30], contest a discriminatory decision [116], general [80, 113, 121, 125] (7/58) |
| T1: Assess reliability of a given prediction | identify and explain an outlier [19], increase or decrease trust in the model based on observed accuracy, relative or not to one’s own performance [12, 130], "to ensure the scientific value of the outcome" [102], assess the AI’s judgment [76] (5/58) |
| T2: Detect mistaken, discriminatory, or arbitrary behavior. | "anticipate ethics-related failures before launch" [97], bias or mistake detection [89, 101, 103, 125], understand skewness and biases in input data [35], find unknown vulnerabilities and flaws [5, 38] (8/58) |
| T3: Understand the extent of the information the model is using | data entanglement [97], be informed when the ML is not suitable for particular systems [102], understand "what the system was sensing to the phenomena described by the data" [58, 80], learn how to solve a task [105], learn game strategy (Go) [103], learn new facts/gain knowledge [5, 38, 101], learn design strategies [16] (10/58) |
| T4: Understand the influence of different factors on the model's output. | explore counterfactuals and how changes to data points affect predictions [122], understand model prediction mechanisms [29, 58], "factors influencing their individual decision" [26, 30, 116], "inspect how output changes with instance changes" [76, 80], "how drift in feature distributions would impact model outcomes" [17], "did the factor ‘race’ influence the outcome of the system" [98], "feedback can help people understand and predict what is going to happen" [3] (11/58) |
| T5: Understand model strengths and limitations | understand model error from predictions [11], know when to trust the prediction or be skeptical [12, 58], understand limitations [76], "clarify around why the model under-performs" [114] (5/58) |

Visualization, human-computer interaction, and scientific computing.

In total, we selected 58 papers, and each paper was coded by at least two authors of this paper. Each coder used the framework to identify instances of stakeholder knowledge types and contexts, as well as goals, objectives, and tasks. When the coders disagreed on a designation for the entry, they discussed the conflicts until there was agreement on the code. Where possible, we collected snippets of the papers corresponding to a description or discussion of stakeholder knowledge or needs. The outcome of this coding process, including snippets, is shown in Tables 2 and 3.

We found that the vocabulary provided by our framework was able to describe stakeholders and needs that appeared in prior work. All knowledge type-context intersections and goal/objective/task categories appeared in more than one paper. The most observed knowledge categories were ML-Instrumental (23 of 58 papers), Data Domain-Formal (19/58), and Data Domain-Instrumental (17/58).

1Quotations in the snippets may be paraphrased, and should be interpreted as describing a common theme in cases where multiple references are grouped together.
Figure 2: A state of an interactive figure, included in supplementary material, that visualizes the results of the analysis of our framework’s descriptive power. We see how the two halves of the framework (knowledge-contexts and goals-objectives-tasks) provide a more granular and composable vocabulary with which to describe 58 papers from the literature on ML interpretability. Light grey links represent the set of all papers, and connect codes that appear together. The width of the link corresponds to the number of papers it represents. We use “code undetermined” to indicate cases where we were not able to code a particular category (e.g., if a paper did not explicitly specify a knowledge-context). In the interactive figure, hovering over a code selects all papers that contain the code, and highlights links to visualize the co-occurrence of other codes (e.g., “O2” shown here).

which capture substantial technical expertise. The most observed objectives were justifying or explain decisions influenced by model output (O4, 21/58) and debugging and model improvement (O1, 21/58). The most common tasks were understanding factors that influence the model output (T4, 11/58) and detecting mistaken/arbitrary behavior (T2, 8/58). We note, however, that there were some goals or objectives that arose which we were not able to categorize given our current framework, such as persuading the user [89, 105]. In the current version, we have chosen not to explicitly integrate this into the framework because it was presented as a need imposed upon a stakeholder by, e.g., the company deploying a particular system, while the current needs we describe are driven by the stakeholder themselves.

Beyond its comprehensiveness, the framework is often able to add an additional layer of granularity. For example, whereas many papers describe people with various types of milieu knowledge as “lay users,” we are able to recognize and tease apart the different types of expertise they possess. In other cases, we are able to provide consistency and draw similarities between concepts that were previously obscured — for example, from looking at Table 3, we can see that there are many papers that use different terminology to ultimately refer to the same goal.

In using our framework as a descriptive instrument, we found that users’ personal knowledge is often the most challenging to define due to the subtle ways it may interact with its context. For example, personal knowledge in a particular domain may cross over into the milieu in cases where a decision domain intersects with everyday functions in society, like finance (“loan applicants”, who learn to interact with banking ecosystems). At the same time, another decision subject such as a medical patient might acquire personal domain knowledge by learning about a medical condition that affects them and relating that knowledge to their own symptoms and experiences. Personal knowledge may also be less observable by experimenters who are evaluating and developing systems using traditional processes; however, we believe developing methods for eliciting this knowledge is an under-explored opportunity for human-centered design.

Our framework also helps reveal patterns of under- and over-representation of certain stakeholders and needs in current interpretability research. For example, we noticed a relative lack of interpretability methods specifically focused on objectives like understanding how one’s data is being used (O5) and contesting a decision based on the model’s output (O7). The papers that did cover these areas were primarily justifying these needs from a legal perspective, rather than systems or methods development to help meet them. Similarly, while users with formal ML and data domain knowledge are mentioned frequently, there is significantly less attention paid to those with formal knowledge in the milieu. These stakeholders, however, are likely to have a deep understanding of the broader sociotechnical context in which systems are deployed. Our framework gives us the vocabulary to consciously recognize these gaps, and subsequently, work towards filling them.

Figure 2 uses a parallel coordinates display to summarize the framework’s descriptive power, and connect its two halves. Axes correspond to the four components of the framework (knowledge-contexts, goals, objectives, and tasks) and nodes correspond to individual codes used during our qualitative process. Lines connect nodes to represent papers which contain these codes, with line
width encoding the number of papers. In a supplemental interactive version of the figure\(^2\), hovering over specific node selects all papers that contain the code, and highlights links to visualize the co-occurrence of other codes. In doing so, the figure demonstrates the composable, many-to-many nature of our framework.

### 4.2 Evaluative Power

Our framework’s evaluative power comes from its ability to help design more ecologically valid and appropriately-scoped evaluations of interpretability systems/methods.

Similar to prior work [38], we noticed three methods that are primarily used to evaluate interpretability techniques when coding the interpretability literature. The most popular approach does not involve human evaluation. Instead, example outputs generated by the technique are used to illustrate its performance [28, 42, 46, 49, 78, 133, 134] and capabilities including how expressive the technique is [91, 92]. The next-most frequent style of evaluation are user studies conducted with proxy stakeholders (e.g., sourced from Amazon Mechanical Turk or a similar online platform) and/or proxy tasks (e.g., guessing a model’s outcome) [26, 29, 37, 71, 79, 95, 130]. Recent work, however, has demonstrated the fallibility of using proxies — as Bučinca et al. [24] describe, proxies induce a different style of cognition, forcing participants to explicitly attend to explanations and the AI rather than implicitly incorporating them as part of the overall process.

The current gold standard evaluative methodology are application-grounded studies [38] in which domain experts engage with real-world tasks which include interpretable ML. For example, Bussone et al. [23], Wang et al. [119], and Lundberg et al. [81] evaluate interpretability methods by asking healthcare professionals to engage in hypothetical diagnostic scenarios. Although these studies often elicit richer and more relevant feedback about a system’s real-world implications, they remain relatively rarely used. We posit that this lack of adoption is due, in part, to the difficulty of designing such studies — there is little principled guidance on how to recruit participants, particularly when the real-world situation requires specific types of expertise. Moreover, when comparing interpretability techniques, it can be difficult to design a task that is equitable for the various conditions. And, even when studies are successfully conducted, it can be difficult to understand how the results generalize or inform future work.

We believe our framework’s vocabulary begins to make addressing these issues more tractable. In particular, stakeholder knowledge and context offers a more precise way of defining the participant pool, including identifying vectors along which it may be acceptable to introduce proxying. For instance, consider an ML-enabled clinical diagnosis; if it were difficult to recruit a sufficient number of doctors to participate in the study, our framework suggests that residents or medical students might also be viable participants because of their shared formal data domain knowledge (medicine). Similarly, consider evaluating explanations for loan applications; our framework helps identify that a study may not be ecologically valid if participants do not draw from similar pools of personal knowledge of the milieu.

Finally, our three-level typology of goals, objectives, and tasks provides a structure to operationalize comparative studies. For example, to evaluate the relative effectiveness of similar interpretability techniques (e.g., the plethora of saliency and attribution methods) in a human-centric manner, our framework’s tasks may be the appropriate level of abstraction to target — they describe operations that can be performed directly and measured through quantitative and qualitative means, and are thus conducive for A/B testing style experiments. On the other hand, for larger-scale interpretability systems, it may be more appropriate to target objectives as the specific sequence of operations a participant performs will likely vary significantly between conditions; thus, results will likely be generated qualitatively, through observation and conversation.

### 4.3 Generative Power

Finally, we operationalize our framework to imagine either novel futures or futures underexplored by the existing work.

#### Generating new personas.

Where prior literature has treated “non-experts” (i.e., stakeholders without expertise in either machine learning or the data domain) as a single, homogeneous group, and has designed for them as such, our framework makes explicit how heterogeneous this group may be. By introducing the context of the general milieu, and considering how instrumental and personal knowledge may manifest in it, we can generate new persona

 personas and imagine the implications on interpretability design. For instance, consider everyday people who have some familiarity or exposure to coding, or have tinkered with the Maker movement; we might describe them as having developed mental models for “computational thinking,” or instrumental knowledge in the milieu under our framework. As a result of this knowledge, perhaps they would be more amenable to interpretability interfaces that promoted interactive question-answering by manipulating inputs. Similarly, consider someone who has been closely following mainstream media reporting on the propensity of social media recommendation algorithms to radicalize individuals — our framework would describe them as having rich personal knowledge in the milieu. Perhaps as a result of this knowledge, this person would be initially suspicious of an ML model. In this case, instead of starting with a tabula rasa, perhaps an interpretability interface would be initialized with summaries of the model’s strengths and weaknesses (akin to a model card [84]).

#### Generating new persona-need combinations.

Deriving needs from definitions of stakeholders has led to a relatively rigid set of interpretability needs that are recognized and developed for. But, by decoupling needs from stakeholder attributes, our framework allows for a much richer intersection of concerns than prior approaches. For example, consider the objective of debugging or improving a model (O1) — prior work has typically viewed this as a need faced by ML experts, and debugging tools are thus built to primarily serve them. Under our framework, we might describe these prior target users as having formal or instrumental ML knowledge; but our framework also exposes other stakeholders who might wish to address this objective as well: people with personal knowledge in the data domain or milieu. Indeed, this aligns with theories of personal and formal knowledge in Participatory Action Research. As Greenwood and Levin say, \(\text{“precisely because local stakeholders} \)
may be further compounded if they have little formal ML or data domain knowledge. We can begin to see, then, that interpretability methods that put the onus on the individual to change things about themselves in order to receive a better outcome (e.g., “Had your income been $3000 higher, you would have received the loan”) help uphold, rather than subvert, existing hierarchies. Interpretability methods that instead shift their gaze upwards and focus on alerting affected stakeholders to potentially discriminatory or arbitrary behaviors by the algorithm might provide much stronger evidence to fight against the reigning power differentials [13].

Generating a more reflexive design process. The scope of interpretable ML should not be imagined by researchers or engineers alone—building interpretability systems that challenge power hinge on the involvement of stakeholders with different goals and knowledge. Indeed, people with formal knowledge (e.g., interpretability researchers, developers and designers, and the institutions within which they work) are often precisely the ones in positions of power over those with more personal knowledge (often those most directly affected by algorithmic systems). The concept of interest convergence, which stems from critical race theory, holds that those in power tend to support goals that serve their own interests [90]. In other words, without actively involving stakeholders whose interests are in opposition to existing power structures, and considering their input crucial, resultant interpretability systems will fit the standards and needs of those in power—for example, executives with a vested interest in maintaining the status quo, or engineers and researchers who might communicate about model decisions in a way that is not understandable to people without formal ML knowledge. Involving stakeholders with different interests first requires reflexivity, or explicitly acknowledging what our own backgrounds and interests are. However, doing so in the abstract can be difficult. While our framework was primarily designed to describe the external stakeholders of interpretable ML, we believe it can also be turned to focus internally on the participants of the interpretability design process. By using it to describe our knowledge and goals, we can more clearly recognize gaps in our own knowledge and, thus, the additional people we must deliberately include.

5 LIMITATIONS AND FUTURE WORK

In this paper, we present a framework to characterize the stakeholders of interpretable ML, and their needs. Our framework depicts stakeholder expertise as a two-dimensional space that describes the knowledge they possess (formal, instrumental, and personal knowledge), and the contexts in which this knowledge manifests (ML, the data domain, and the milieu). Our framework also details stakeholder needs as a three-level typology of long-term goals (understanding the model, and building trust in it), shorter-term objectives that build towards these goals (e.g., debugging a model, or contesting a decision), and finally immediate tasks that stakeholders can perform to meet their objectives (e.g., assess prediction reliability, and detect mistakes). In evaluating our framework, we find that it suitably covers a sample of 58 papers on ML interpretability, and its granular structure reveals gaps in the literature. Moreover, while speculative, we believe the framework offers the necessary vocabulary to assist in more precisely comparing and conducting
user-focused evaluations of interpretability systems. Finally, we find that the framework offers a richer intersection of stakeholder expertise and needs than prior approaches, and that it can be turned inward to facilitate a more reflexive design process.

Our framework takes the next step in better defining who the users of interpretable ML are, and its limitations point to promising opportunities for future work. In particular, we do not consider our framework to be an exhaustive description of the problem space, but rather a “living” artifact that will grow and adapt as interpretability matures as a research field. For example, we expect new goals, objectives, and tasks to be added to the framework as ML is deployed more deeply in existing domains, and as it reaches new domains. Indeed, when coding the interpretability literature, we found occasional instances of needs that do not precisely fit into our current framework (e.g., persuasion, adoption). But, more evidence is needed to determine at what level of the typology these needs fit into, and whether they are specific instances of a more general or fundamental need.

Similarly, while our framework begins to decompose expertise into knowledge and contexts, the models we base it on provide even more granularity. For example, Fleck [45] names several additional types of knowledge including informal knowledge, contingent knowledge, tacit knowledge, and meta-knowledge; and Erat [43] identifies cultural and tacit knowledge, and the degree to which either have or have not been codified. Under our framework, these different types all lie within personal knowledge as we did not find sufficient evidence in the interpretability literature to warrant the additional granularity. The milieu context is similarly broad—covering physical, social, and cultural contexts in the literature. As additional work on interpretable ML is conducted, these two broad categories may come under the same pressure we initially identified with prior expertise- and role-based approaches: they may begin to conflate otherwise independent concerns. By identifying recurring instances of these tensions, we can begin to disentangle them and enumerate other knowledge types and contexts that are meaningful for interpretability.

Finally, our framework’s model of expertise is grounded only in epistemology; but the literature on expertise has also argued that expertise is constructed rhetorically. As Johanna Hartelius describes, “[a] speaker is only able to exercise expertise and enjoy expert status to the extent that she can persuade an audience to grant such things” [52]. Rhetoric undoubtedly plays an important role in interpretability, and we can see evidence for this in the adjacent domain of data visualization [32]. Researchers have argued that the clean, minimalist aesthetic of modern visualizations lends them an air of authority and certainty [62] that contributes to their “persuasive and seductive rhetorical force” [41]. Through close readings of visualizations, researchers have shown how citing sources and representing uncertainty can signal transparency and impartiality [59], and with empirical studies, researchers have demonstrated that even seemingly-innocuous elements like titles can frame or slant reading visualizations [66] and can impact trust and recall [67]. How to adapt and replicate these findings for interpretability is a fertile ground for future work, and interpretability poses its own unique considerations. In particular, unlike visualizations, the rhetorical performance of an interpretability interface may sometimes be shared with or mediated by a human (e.g., an “operator” [113] or through reports [58], respectively).
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