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Abstract

We propose a novel deep neural network architecture for speech recognition that explicitly employs knowledge of the background environmental noise within a deep neural network acoustic model. A deep neural network is used to predict the acoustic environment in which the system is being used. The discriminative embedding generated at the bottleneck layer of this network is then concatenated with traditional acoustic features as input to a deep neural network acoustic model. Through a series of experiments on Resource Management, CHiME-3 task, and Aurora4, we show that the proposed approach significantly improves speech recognition accuracy in noisy and highly reverberant environments, outperforming multi-condition training, noise-aware training, 1-vector framework, and multi-task learning on both in-domain noise and unseen noise.

Index Terms: robust speech recognition, noise adaptation

1. Introduction

In many speech recognition tasks, despite an increase in the variability of the training data, it is still common to have significant mismatches between test environment and training environment, e.g. ambient noise and reverberation. This environmental distortion results in the performance degradation of automatic speech recognition (ASR). Various techniques have been introduced for increasing robustness in this situation.

Over the years, prior works on improving robustness under environmental distortion has generally fallen into three categories: feature enhancement, transformation, and augmentation with auxiliary information. Feature enhancement approaches try to attenuate the corrupting noise in the observation and develop more robust feature representation in order to minimize the mismatches between training and test conditions. Many of these methods have been proposed to suppress noise, for example, the model-based compensation methods, Vector Taylor Series (VTS), attempt to model the nonlinear environment function and then apply the compensation for the effects of noise \cite{2, 3}, the noise robust feature extraction algorithms based on the different characteristics of speech and background noise have been developed \cite{4, 5, 6}, and the missing feature approaches, attempt to mask or impute the unreliable regions of the spectral components because of degradation due to noise have been proposed \cite{4, 5, 6}. Transformation approaches attempt to transform the feature or model space adaptively according to each speaker or each utterance \cite{7, 8}.

One recent approach involves augmenting the acoustic features with auxiliary information that characterizes the testing conditions, such as a noise estimates \cite{9}. This approach attempts to enable the Deep Neural Network acoustic model \cite{10, 11, 12} to learn the relationship between noisy speech and noise directly from the data by giving additional cues. Instead of providing the preprocessed or normalized feature to the network, the network figures out the normalization during training by using its exceptional modeling power. In order to do that, the network is informed by the noise identity features. The Noise-Aware Training (NAT) proposed in \cite{9} uses an estimate of the noise for the noise identity feature. In this work we extend the prior work, NAT, with an improved method to model and represent dynamic environmental noise.

Related work includes the use of identity vector (i-vector) representation based on the Gaussian Mixture Models (GMMs). The i-vector is a popular technique for speaker verification and speaker recognition, and it captures the acoustic characteristics of a speaker’s identity in a low-dimensional fixed-length representation. For this reason, it has been used for speaker adaptation, not to noise adaptation. The success of the i-vector framework in speaker adaptation of DNN acoustic models motivated us to look at their applicability to noise adaptation.

In this work, we propose a noise adaptation framework that can dynamically adapt to various testing environments. Our framework incorporates environmental acoustics during the DNN acoustic model to improve robustness in environmental distortion. The model explicitly employs knowledge of the background noise and learns the low-dimensional noise feature from the discriminatively trained DNN, which we call noise embeddings. Through a series of experiments on Resource Management (RM) \cite{13}, CHiME-3 task \cite{14}, and Aurora4 datasets \cite{17}, we show that our proposed approach improves speech recognition accuracy in various types of noisy environments. In addition, we also compare our approach with the NAT \cite{9}, the i-vector framework \cite{18, 19}, and a multi-task learning framework that jointly predicts noise type and context-dependent triphone states.

The paper is organized as follows. In Section 2, we review other noise adaptation systems, NAT, i-vector framework and our proposed noise adaptation framework. In Section 3, we evaluate the performance of the proposed approach. Finally, we draw conclusions and discuss future work in Section 4.

2. Environmental Noise Adaptation

2.1. Noise Aware Training

One framework that has been used for the noise adaptation is Noise-Aware Training (NAT) which is proposed in \cite{9}. NAT is designed to make the DNN acoustic model automatically learn the relationship between each observed input and the noise present in the signal by augmenting an additional cue, the noise estimates. This noise estimate is simply computed by averag-
The acoustic feature vectors $x_t \in \mathbb{R}^D$ are seen as samples generated from a universal background model (UBM) represented as a GMM with $K$ diagonal covariance Gaussians. The key of the i-vector algorithm is to assume a linear dependence on the input features. We take advantage of this fact to generate the low-dimensional secondary feature vector. To make the bottleneck feature vector embed the discriminative acoustic characteristics of background noise instead of the phonetic characteristics, the task of the network is to classify different noise conditions.

First, we learn the noise embeddings at each frame from a narrow bottleneck hidden layer in $D_{noise}$, given various types of noisy speech data. We start with training $D_{noise}$ with the regular acoustic feature, $X$, to classify the different ground-truth categorical labels, the noise types, $Y^N$. We use a bottleneck neural network for $D_{noise}$. A bottleneck neural network is a kind of multi-layer perceptron (MLP) in which one of the internal layers has a small number of hidden units, relative to the size of the other layers. The common approach to extracting the feature vectors is to use the activations of the bottleneck hidden units as features [19]. It has been shown that the features generated from the bottleneck network can be classified into a low-dimensional representation by forcing this small layer to create a constriction in the network. Consequently it can be represented as a nonlinear transformation and leads to dimensionality reduction of the input features. We take advantage of this fact to generate the low-dimensional secondary feature vector. To make the bottleneck feature vector embed the discriminative acoustic characteristics of background noise instead of the phonetic characteristics, the task of the network is to classify different noise conditions.

Once the $D_{noise}$ is optimized, we extract the noise embeddings $X^N$ at each input frame from the bottleneck hidden layer in $D_{noise}$. The learned noise embeddings $X^N$ are then concatenated to each corresponding original acoustic feature frame. The noise estimates keep changing over the time frame; our noise adaptation technique does not require the assumption that the noise is stationary.

Finally, we train $D_{phoneme}$ with input features $X$ and $X^N$ to classify the phonetic states, $Y^P$, as in usual acoustic modeling. In the decoding step, the noise label is not required and we can obtain the noise embedding by forwarding the acoustic features to the optimized $D_{noise}$. The Figure 1b illustrates the overall architecture.
2.4. Multi-task learning

We recognize that our framework described in Section 2.3 is sequentially training two parts of the same network. First we train the environmental embeddings, and then we fix it and train the triphone network. As a comparator, we also attempt joint optimization. Here the two components of the network are jointly optimized. This joint optimization approach can be effectively a multi-task learning setup which is a method that jointly learns more than one problem together at the same time using shared representation. It has been applied to various speech-related tasks, and our setup MTL is similar to these other multi-task learning solutions [20], except that we are considering environment as the variable.

Figure 1b shows the architecture of our MTL approach. We jointly optimize the network to predict the noise label while to predict the triphone states, so that the network can learn noise-related structure. As a secondary task, the noise label classification task is designed to predict the acoustic environmental type $Y^{\text{N}}$ from the current acoustic observation $X$. For the fair comparison to our framework, +N_DNN, we build the same size of the network in which the two hidden layers are shared across two different task. Especially we make the second shared-hidden-layer has the same dimension as that of our noise embedding feature, so that this second shared-hidden-layer can serve as environmental noise information. Once the network is optimized to minimize both the noise prediction error and the triphone states error, two shared-hidden-layers and the right side of three hidden layers are used for the decoding.

3. Experiments

3.1. Dataset

We investigate the performance of our noise embedding technique on three different databases, RM [15], CHiME-3 task [16], Aurora4 [17], in two main ways: in-domain noise experiment, and unseen experiment. In-domain noise experiment, we perform the experiments on the test set with the same types of noises when the model is trained. For the unseen noise test, we trained the model on the CHiME-3 dataset, and then tested it with the evaluation set of the Aurora4 task.

We first evaluated our method on the in-domain experiments on the noisy data that have been derived from RM. We artificially mixed the clean speech with eight different types of noisy background, including: white noise at 0 dB, and 10 dB SNR, street noise at 0 dB, and 10 dB SNR, background music at 0 dB, and 10 dB, and simulated reverberation with 1.0 s reverberation time and 600 ms reverberation time. The street noise and the background music segments was obtained from public databases.

For another comparator +N_GMM, the online i-vector framework +N_GMM_ON, the of noise adaptation features for the CHiME3 training set without any of the environment information of the Aurora4 task. We followed the standard way of representing speech by using Kaldi toolkit [22] with their standard recipe. Every +5 and -5 consecutive MFCC feature frames are spliced together and projected down to 40 dimensions using LDA, then fMLLR transform is computed on top of the features.

3.2. System training

To evaluate the proposed techniques, we built six different systems: baseline, noise-aware-training +N_NAT, the offline i-vector framework +N_GMM, the online i-vector framework +N_GMM_ON, our proposed system, +N_DNN and MTL.

For our baseline, we trained the DNN acoustic model without any auxiliary adaptation data. The network contains 7 hidden layers that have 2,048 units each. We trained the network using the cross-entropy objective with mini-batch based stochastic gradient descent (SGD). We followed the same baseline pipeline provided by the CHiME-3 organizer [16] and matched up WER with the official baseline.

For +N_NAT, we estimated the noise the same way as previous work [9]. We simply averaged the first and last ten frames of each utterance, creating an estimate that was fixed over the utterance.

For another comparator +N_GMM and +N_GMM_ON, we followed the standard offline and the online i-vector extraction method [14, 18]. We built a Universal Background Model (UBM) using 2,048 Gaussians and extracted a 40 dimensional i-vector of the corresponding noise type. For online i-vector, we use 10 frames of speech as a window.

For our proposed model +N_DNN, we built a DNN that has a narrow bottleneck hidden layer, allowing for the extraction of more tractable, high-level noise context information. It has five
hidden layers. The fourth layer is a bottleneck with 40 units. Other layers have 1024 units each. Once the network was optimized, the discriminative noise features of every training and test set were concatenated to each corresponding original feature set. Unlike previous noise estimates [9], our noise features were focused on capturing the background information optimized by different objectives, classifying the noise types, and estimating every input frames without assuming that the noise is stationary.

For the multi-task learning system, MTL, we shared two layers as described in Figure 1b. For the fair comparison, the number of model parameters are matched approximately.

### 3.3. Results

![Figure 3: Comparison of the final input features of in-domain noise (RM) between baseline and +N_DNN. The randomly selected 100 input features projected in 2-dimensional space by LDA.](image)

Before we evaluated the recognition accuracy, we first visualized the final input features of different systems. Figure 3 shows the final input feature of in-domain noise set (RM) of baseline and N_DNN. The figure shows that adding noise embeddings helps the input feature set be significantly more discriminative with respect to the different environments. Figure 4 shows the final input feature of unseen noise set (Aurora4 evaluation set) of baseline, +N_NAT, +N_GMM, and +N_DNN. The figure shows that the input features augmented with the noise feature based on +N_DNN are relatively more discriminative with respect to the different environments and it indicates that the model is work well on even unseen noise case.

Table 1 compares the recognition accuracy obtained using three models: baseline, MTL, and +N_DNN. It can be seen that at all SNRs and all noise types +N_DNN outperforms the others even in clean datasets. We note that the improvements in recognition accuracy are greater at the lower SNRs. For example, we obtained 2.92% of WER improvement in the dataset with background music at 0 dB SNR, whereas only 0.19% of WER improvement in the clean dataset.

### 4. Conclusions

We proposed a novel noise adaptation approach, N_DNN, in which we train a Deep Neural Network that dynamically adapts the speech recognition system to the environment in which it is being used. We verified the effectiveness of our proposed framework with improved recognition accuracy in noisy environments. We also compared our approach to offline and online i-vector framework N_GMM, N_GMM_ON, and +N_DNN. Although the improvement of the unseen noise case (relative improvement: 0.9%) is less than the gain of the in-domain noise case (relative improvement: 2.2%), it is clear that our noise adaptation approach +N_DNN is superior to other noise adaptation techniques. This result is also due to insufficient noise diversity, so we expect further improvement can be achieved by using additional noise types during model training. Also, +N_NAT (12.6%) and +N_GMM (12.4%) are worse than Baseline and this result suggests that our proposed system could be more robust adaptation technique even when the test environments are mostly unknown.

Table 2 compares the WER obtained using Baseline, +N_GMM, +N_NAT, and +N_DNN. We note that our approach +N_DNN provided an additional 2.2% relative reduction in WER compared to Baseline. Also, it can be seen that the performance of +N_NAT is highly relies on the dataset and it does not work on CHiME-3 task. Unlike speaker adaptation results, the +N_GMM showed worse performance than even Baseline. This result is due to insufficient noise diversity in noise vector training whereas relatively more available speaker diversity (e.g. 87 speakers are available in CHiME-3 task).

The right-most column in Table 2 shows WER obtained using Baseline, +N_GMM, +N_NAT, and +N_DNN. Although the improvement of the unseen noise case (relative improvement: 0.9%) is less than the gain of the in-domain noise case (relative improvement: 2.2%), it is clear that our noise adaptation approach +N_DNN is superior to other noise adaptation techniques. This result is also due to insufficient noise diversity, so we expect further improvement can be achieved by using additional noise types during model training. Also, +N_NAT (12.6%) and +N_GMM (12.4%) are worse than Baseline and this result suggests that our proposed system could be more robust adaptation technique even when the test environments are mostly unknown.
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