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Abstract—Video Prediction is a challenging but interesting task of predicting future frames from a given set context frames that belong to a video sequence. Video prediction models have prospective applications in maneuver planning, healthcare, autonomous navigation and simulation. One of the major challenges in future frame generation is the high dimensional nature of visual data. To handle this, we propose a Mutual Information Predictive Auto-Encoder (MIPAE) framework that reduces the task of predicting high dimensional video frames by factorising video representations into content and low dimensional pose latent variables. Our approach leverages the temporal structure in the latent generative factors of video sequences by applying a novel mutual information loss to learn disentangled video representations. A standard LSTM network is used to predict these low dimensional pose representations. Content and the predicted pose representations are decoded to generate future frames. We also propose a metric based on mutual information gap (MIG) to quantitatively assess the effectiveness of disentanglement on DSprites and MPI3D-real datasets. MIG scores corroborate the visual superiority of frames predicted by MIPAE. We also compare our method quantitatively on LPIPS, SSIM and PSNR evaluation metrics.

I. INTRODUCTION

Humans through experience learn to predict possible future states of the visual world by conditioning on the past. This key foresight has helped us in planning our actions ahead of time in highly dynamic real-world settings [1]. In this work, our goal is to design an intelligent system that is capable of predicting future frames of a video sequence. That is, given a sub-sequence of context frames, a generative model is trained to predict plausible future frames. This problem of video frame prediction has been studied in variety of different contexts such as anomaly detection [2], [3], robotics [4], [5], and healthcare [6]. Recent advancements in predictive auto-encoder based generative modelling methods such as the advent of GANs [7] and VAE [8] have substantially improved the visual quality of the predicted frames. However, modelling the predictive distribution of future frames is challenging due to the high-dimensional nature of video frames.

Concurrent video prediction methods overcome the challenge of making predictions in high dimensional pixel space by factorising video representations into a low dimensional temporally varying component and another temporally consistent component. Tulyakov et al. [9] factorised video representations into time dependent pose and time independent content representations. Similarly, Vondrick-Pirsiavash et al. [10]
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Fig. 1. pose/content disentanglement by MIPAE framework: Position latent variables form the target sequence(top) are combined with content representation of object from the second sequence. The object in the generated sequence (bottom) follows the pose description of the target sequence.

DRNET [11] disentangled video representation into time dependent pose and time independent content latent representations. In their work, an adversarial loss is applied on the pose latent variables to achieve pose/content disentanglement. The adversarial objective enforces the pose latent variables to be indiscriminate for different video sequences, ensuring that they do not encode any content information. In the proposed work, the application of adversarial loss on pose latent representations has been formalised as reducing mutual information between pose representations across time. This ensures that pose latent factors contain minimum mutual information, thus enforcing that they should not contain any content information (Fig. 1). We train a LSTM model conditioned on the content latent representation of the last observed frame to predict the low dimensional pose representation for future frames. The predicted pose and content representation is used to generate the next frame of the video sequence.

Mutual Information (MI) is a fundamental measure in Information theory that quantifies the amount of dependency between two random variables. By virtue of the recent advancements in deep learning, a number of methods [12]–[14] use Neural Estimators to approximate MI. The ability of these methods in approximating MI between two random variables, given samples from the joint and marginal distributions has inspired multiple applications of mutual information based loss
term for learning disentangled data representations [15], [16], [17]. In the proposed MIPAE framework, Jensen-Shannon lower bound estimate of MI [14] is penalised between pose latent representations across time for proper pose/content factorisation. The contributions of this paper are as follows:

- To the best of our knowledge, this work is the first to propose and empirically validate that minimising mutual information between pose latent variables across time in predictive auto-encoder setting for the task of frame prediction leads to factorised latent space representation of videos.
- We adopt and present a metric based on Mutual Information Gap [15] to quantitatively measure the effectiveness of disentanglement between the factorized latent variables - pose and content. This score has also been used for conclusive evaluation of our disentanglement method.

II. RELATED WORK

A. Video Prediction

Previously reported methods predicted future frames by minimising reconstruction error in predictive auto-encoder or recurrent network setting [18]–[20]. These methods assume the process of video generation to be deterministic. This assumption leads to blurry frame predictions on real-world videos exhibiting scene with stochastic dynamics as the model predicts an average of the possible future frames. [21], [22] used VAE-based latent variable models to account for the inherent stochasticity in real world video sequences. While, these networks can model distributions over possible futures, the predictive distribution is still fully factorized over pixels which tends to produce blurry predictions. To alleviate this issue of blurry frame prediction, SAVP [23] used adversarial training in a VAE-GAN setting to produce sharp and stochastic predictions. The aim of our MIPAE framework is to not only obtain visually sharp frame predictions but also produce proper disentanglement of video representations that significantly reduces the complexity of visual frame prediction.

Transformation based methods predict subsequent frames by transforming previous frame through a constrained geometric transformation [4], [24]. These methods primarily focus on modeling motion rather than on reconstructing appearances by exploiting the temporal consistency in video sequences. Finn-Goofdellow et al. [4] modeled motion of masked out groups of pixels in a Conv-LSTM framework by predicting transformation kernels at each time step in an action conditioned setting. Vondrick-Torralba et al. [24] generated transformations for each pixel using adversarial training to constraint the set of plausible transformations. Learning non-linear transformations between consecutive frames in a video sequence that exhibit stochastic dynamics is extremely challenging due to the high-dimensionality of video frames. Complementary to these methods, our framework predicts a single low dimensional pose vector rather than predicting non-linear transformations between consecutive frames.

Disentangling representation for the task of video prediction has been explored by [9], [11], [25], [26]. MCNet [25] disentangled video into content and motion representations by explicitly modelling flow using image difference and use a single content encoding for future frame prediction. Similarly, MOCOGAN [9] disentangled video by sampling content representations once for the whole video sequence and motion representation for each frame, realism of the predicted frames is enforced using adversarial training. DRNET [11] disentangled video into content and pose representations by using an adversarial loss term which aims to confuse a discriminator classifying pose vectors between same and different video sequences. DDPAE [26] decomposed the video into constituent set of objects and learn disentangled representations of content and pose for these objects. In contrast to these methods we learn to factorise video into content/pose by adopting the DRNET video generation architecture and penalising mutual information (MI) between pose latent variables across time.

B. Disentangling Representations

Unsupervised learning of disentangled data representations is a well explored area in AI research [27], [28]. InfoGAN [17] maximized MI between latent code and observations to disentangle the latent generative factors. Recent research has also used different variations of Evidence lower bound (ELBO) proposed by Kingama [8] to enforce such disentanglement. β-VAE [29] proposed a method based on using a high multiplicative constant for KL-divergence in ELBO to limit the capacity of latent information channel, thus enforcing highly factorised latent space representations. Total correlation based penalty between latent variables to attain disentanglement effect has also been explored by β-TCVAE [15] and FactorVAE [16]. However, [30] theoretically explained that it is impossible to disentangle latent factors of data generation without exploiting the structure of the true generative factors. [11], [31]–[33] exploit such known structural relationships between factors of data generation to learn factorised latent representations. In our proposed MIPAE framework, video representations are factorized by considering the temporal structure of the content and pose generative factors, that is, the time independence of content and time dependence of pose.

C. Mutual Information Estimation

Mutual Information(MI) features prominently in ICA literature, such as [34], but they failed to provide a general method for computationally estimating mutual information from samples of two random variables. [35], [36] proposed a non-parametric method to estimate mutual information between two random variables using k-nearest neighbour approach. But these methods do not scale well for large and high dimensional data.

Recent works have used variational estimation coupled with deep neural networks for tractable estimation of MI. [37] proposed variational lower bound to estimate f-divergences, F-GAN [38] utilised this to estimate common instances of f-divergence like KL-divergence or Jensen-Shannon divergence given samples from two different distributions. MINE [12] used Donsker-Vardhan [39] dual formulation for estimating MI, which is expressed as KL-divergence between joint distribution and the product of marginal distributions over a couple of
random variables. Methods based on variational lower bounds use a deep neural network as critic to estimate MI. However, updating the critic using gradients of the F-GAN formulation is unstable. Hence, [14] proposed to use GAN objective instead of using gradients from F-GAN to train the critic, we use this estimate of MI in our work. For comprehensive overview on variational bounds of MI, readers are requested to refer to [14].

### III. OUR APPROACH

Our task is to generate the next $T$ frames, $\hat{x}^{C+1:C+T} = (\hat{x}^{C+1}; \hat{x}^{C+2}; \ldots; \hat{x}^{C+T})$ of a video sequence conditioned on a sub-sequence of $C$ context frames, $x^{1:C} = (x^1; x^2; \ldots; x^C)$. Making predictions in the high dimensional image space pose a major challenge to auto-regressive models. We propose some simplifying assumptions to overcome this challenge of learning a predictive distribution over possible futures in image-pixel space. It is assumed that the identity of the constituent objects in the video sequence do not change with time, whereas the pose of these objects keep varying throughout the video sequence. Hence, the true generative factors for a video sequence can be considered to be time independent content factor, $c$, and time dependent pose factors, $f(x)$. On top of the aforementioned assumption, we also consider that the video sequences are generated by a two step random process: (1) samples of the generative factors - content $c$ and pose $f(x)$ are drawn from their true underlying joint distribution $P(f(x), c)$. (2) after having obtained these factors, video frames are generated from the true conditional distribution $P(x^{1:C}|f(x), c)$.

Based on these simplifying assumptions and two step video generative process, the latent space representation of video sequences are factorised into two factors, time independent content, $z_c$, and time dependent pose, $z_p^{1:C+T}$. This factorisation simplifies the task of making predictions in high dimensional pixel-space to predicting low dimensional pose representation $z_p^{C+1:C+T}$ of the sequence. Future frames $\hat{x}^{C+1:C+T}$ are reconstructed from the predicted pose $\hat{z}_p^{C+1:C+T}$ and content $z_c$ representations. In the proposed framework, the time independent content factor $z_c$ is acquired by training a content encoder $E_c$ such that $z_c$ is acquired from a single frame $x^C$. Here $z_c$ is considered to be consistent for all the future frames. We also train a pose encoder $E_p$, which is applied to all frames independently to get the pose representations $z_p^{1:C+T}$. As the second step of the generative process under consideration, a decoder $D$ is trained to reconstruct $\hat{x}^t$ from $z_c$ and $z_p^t$, where $z_p^t$ denotes the pose representation for the frame $x^t$.

It is essential to note that in context of video prediction, proper pose/content disentanglement refers to a situation where any change in the true generative factors $f$ or $f^c$ should lead to change only in the learned content $z_c$ or pose $z_p^t$ representations, respectively. However, Locatello-Bauer et al. [30] showed that disentangling the generative factors of data in a completely unsupervised manner is impossible. This is because for any true generative factor $f$, one can always specify another equivalent set of generative factors $\hat{f}$ by trivially applying a deterministic function on $f$ such that $\hat{f} = g(f)$. Here, $\hat{f}$ is completely entangled with $f$. In unsupervised learning where only data samples are given, the learned latent representations $z$ cannot distinguish the true generative factors $f$ from their transformed versions $\hat{f}$. Hence, it will be entangled with either $f$ or $\hat{f}$. In view of the above, it is proposed to disentangle video representations into pose $z_p^{1:C+T}$ and content $z_c^t$ latent representations by exploiting the temporal structure of the true underlying generative factors - time independence of content $c$ and time dependence of the pose $f(x)$.

Formally, in MIPAE framework we enforce this temporal structure by applying similarity loss $L_{sim}$ between the content latent representations $z_c$ of different frames from a given sequence and by minimizing the proposed Mutual Information Loss $L_{MI}$ between the pose latent representations $z_p^t$ across time. $L_{sim}$ in Fig. 2 (Left), is the $l_2$ loss minimised between encoded frames $z_c^t, z_c^{t+k}$ acquired by encoding frames $x^t, x^{t+k}$ by the content encoder $E_c$. $L_{sim}$ enforces the content encoder $E_C$ to extract temporally invariant content
features from the video sequence. However, this alone does not ensure proper pose/content disentanglement, as the pose latent representation of frames can still encode some aspect of the temporally invariant content information. Any content information in pose representations can be modeled as the mutual information between them. The pose encoder $E_p$ is restrained from encoding any content information by penalizing the mutual information between $z_p^t$ and $z_p^{t+k}$ for some random offset $k$. As shown in Fig. 2 (Left), to calculate the mutual information between $z_p^t$ and $z_p^{t+k}$, we acquire the joint $(z_p^t, z_p^{t+k})$ and marginal samples $(z_p^t, x)$ and $(z_p^{t+k}, x)$, where $i$ and $j$ denote they belong to two distinct video sequences. A critic, $C$, is trained to discriminate between the joint and marginal samples. We use the critic outputs to estimate mutual information using $\mathcal{L}_{MI}$ as described in Eq. 3. Application of $\mathcal{L}_{MI}$ is essential for proper pose/content factorisation of video representation, as the pose encoder $E_p$ and content encoder $E_c$ are explicitly constrained to encode complementary set of information for proper frame reconstruction. To ensure proper reconstruction, $l_2$ reconstruction error $\mathcal{L}_{recon}$ is minimised between the ground truth and decoded frame. Similarity loss $\mathcal{L}_{sim}$, reconstruction loss $\mathcal{L}_{recon}$ and proposed mutual information loss $\mathcal{L}_{MI}$ have been explained in section below.

A. Models and Architecture

The proposed architecture and loss terms are similar to DRNET except for their adversarial loss which is replaced with our mutual information objective. The different loss terms are explained below as follows:

**Similarity Loss:** To enforce time invariance of content representation we penalize change in content representation between two different frames from the same video sequence that are separated by random offset $k \in [0, K]$ time steps:

$$\mathcal{L}_{sim} = \mathbb{E}_{P(x^t, x^{t+k})} \left[ \| E_c(x^t) - E_c(x^{t+k}) \|_2^2 \right]$$  \hspace{1cm} (1)

**Mutual Information Loss:** We now introduce the proposed Mutual Information loss term which is applied on the pose latent variables across time to achieve proper pose/content factorisation. For estimating the mutual information between $z_p^t$ and $z_p^{t+k}$, we first train a critic $C$ to classify whether $z_p^t$ and $z_p^{t+k}$ are sampled from joint distribution $P(z_p^t, z_p^{t+k})$ or the product of marginal distributions $P(z_p^t)P(z_p^{t+k})$ for some random offset $k \in [0, K]$ using standard GAN discriminator objective [7]. In practice, samples of $(z_p^t, z_p^{t+k})$ from $P(z_p^t, z_p^{t+k})$ are acquired by encoding frames $x^t$ and $x^{t+k}$ belonging to the same video sequence, whereas samples from the $P(z_p^t)P(z_p^{t+k})$ is acquired by encoding frames from two different video sequences, as shown in Fig. 2 (Left). The GAN discriminator objective is maximized for the optimal critic, $C^* = \frac{\partial}{\partial P(z_p^t, z_p^{t+k})} \log(P(z_p^t, z_p^{t+k})/P(z_p^t)P(z_p^{t+k}))$. The expectation of $C^*$ with respect to $P(z_p^t, z_p^{t+k})$ is the definition of MI. The critic objective is described below where $\sigma(\cdot)$ is the sigmoid function which is applied on critic output:

$$\mathcal{L}_C = \mathbb{E}_{P(x^t, x^{t+k})} \left[ \sigma (C(E_p(x^t), E_p(x^{t+k}))) \right] + \mathbb{E}_{P(x^t)} P(x^{t+k}) \left[ 1 - \sigma (C(E_p(x^t), E_p(x^{t+k}))) \right]$$  \hspace{1cm} (2)

Unlike [16], instead of estimating MI using monte-carlo estimation of the expectation of $C^*$ with respect to $P(z_p^t, z_p^{t+k})$ we use a variational lower bound of MI, $I_{JS}$ proposed in [14]. $I_{JS}$ exhibits lower variance in comparison to F-GAN and monte-carlo estimates:

$$\mathcal{L}_{MI} = \mathbb{E}_{P(z_p^t, z_p^{t+k})} \left[ C(z_p^t, z_p^{t+k}) \right] - \mathbb{E}_{P(z_p^t)} P(z_p^{t+k}) \left[ \exp(C(z_p^t, z_p^{t+k})) \right]$$  \hspace{1cm} (3)

By minimizing this MI estimate, $E_p$ is restricted from encoding any content information.

**Reconstruction Loss:** We use pixel-wise $l_2$ loss between decoded frame $D(E_c(x^t), E_p(x^t))$ and the ground truth frame $x^t$.

$$\mathcal{L}_{recon} = \mathbb{E}_{P(x^t)} \left[ \| D(E_c(x^t), E_p(x^t)) - x^t \|_2^2 \right]$$  \hspace{1cm} (4)

**Training Methodology:** The overall training objective for $E_c$, $E_p$ and $D$ is as follows:

$$\min_{E_c, E_p, D} \mathcal{L}_{recon} + \alpha \mathcal{L}_{sim} + \beta \mathcal{L}_{MI}$$  \hspace{1cm} (5)

Training object for the critic $C$ is given by:

$$\max_C \mathcal{L}_C$$  \hspace{1cm} (6)

**LSTM training procedure:** The LSTM $L$ is trained separately after training the main network, $E_c$, $E_p$ and $D$. To predict a future frame $\hat{x}^{t+1}$, first the LSTM $L$ predicts $z_p^{t+1}$ from previous frame’s pose $z_p^{t-1}$ and content representation $z_c^t$ of the last known frame $x^t\hat{\cdot}$. Where $z_p^{t-1}$ is the pose representation $z_p^{t-1}$ acquired from $E_p$ if $t-1 \in [1, C]$, else $z_p^{t-1}$ is $z_p^t$, the pose representation predicted by $L$ for the frame $t-1$.

$$z_p^{t+1} = L(x^t\hat{\cdot}, z_p^{t-1})$$  \hspace{1cm} (7)

The training objective for $L$ is to minimize the $l_2$ loss between predicted poses, $z_p^{t+1}$ and poses inferred from ground truth frames, $z_p^{t+1}\hat{\cdot}$. Decoder $D$ is used to generate the future frame $x^{t+1}$ from the content $z_c^t$ and the predicted pose representation $z_p^{t+1}$ of the future frame, such that $x^{t+1} = D(x^t\hat{\cdot}, z_p^{t+1})$. Note that content representation $z_c^t$ is fixed from the last known frame $x^t\hat{\cdot}$, while pose representations are predicted in a recurrent manner. Fig. 2 (Right) depicts the future frame generation process. Model architecture for $E_p$, $E_c$, $C$ and $L$ are given in Section IV-A.

**B. Evaluation Metric**

A popular method to evaluate disentanglement is latent traversal where change in image reconstruction is observed against change in one dimension of the latent space by holding other dimensions constant. This evaluation method is effective in finding methods that are unable to disentangle the generative factors of data but does not provide any quantitative measure of the effectiveness of disentanglement. Previous methods [15], [16], [29] propose various metrics to quantitatively evaluate the effectiveness of disentanglement for datasets with known generative factors. Methods in [11], [29] trained a classifier to predict ground truth factors from latent variables and
use the classification accuracy as an indicator of effective disentanglement. As pointed out by [15], these methods fail to detect cases where latent representations and true factors are not axis-aligned. These methods also depend extensively on weight initialization and training hyperparameters. H. Kim et al. [16] used a majority vote classifier to avoid the dependency on hyperparameters and also deal with the axially unaligned case. However, these classification based evaluation techniques generally need further improvements.

T. Q. Chen et al. [15] proposed a generic metric Mutual Information Gap metric (MIG). In this formulation, mutual information is calculated between each pair of dimensions of the true factors and learned representations. MIG can be used in scenarios where mutual information can be calculated (i.e., where factors of data generation are known a priori). The generic MIG metric is modified to evaluate the effectiveness of disentanglement for video prediction methods. In our adaptation of the MIG metric for video prediction, mutual information is calculated between generative factors and the learned pose, content representations, instead of independent dimensions. We use this adapted version of MIG metric to quantitatively evaluate the effectiveness of disentanglement between the learned pose and content latent representations. Any subsequent reference to the mutual information gap (MIG) metric refers to the modified version described below:

\[
MIG = 0.5 \frac{H(f_c)}{\text{ conditional entropy}} \left( I(f_c, z_c) - I(f_c, z_p) \right) + 0.5 \frac{H(f_p)}{\text{ conditional entropy}} \left( I(f_p, z_p) - I(f_p, z_c) \right)
\]  

In the above formulation of MIG, \(H(.)\) refers the entropy of a random variable and \(I(., .)\) denotes mutual information between two random variables. Any model that fails to learn proper pose/content disentanglement of video representation will exhibit low score in the proposed MIG metric. The first term will have small value when pose latent variables partially encode content descriptions. Similarly, if content latent variable encodes pose descriptions, the second additive term will have small value. In either case of improper pose/content disentanglement, the MIG score will exhibit low score. In our experiments, true generative factors \(f_c\) and \(f_p\) are discrete random variables whereas learned representations \(z_c\) and \(z_p\) are continuous random variable, so we use [36] to estimate the mutual information between them, while [40] is used to calculate entropy of the discrete generative factors.

### IV. Experiments

We evaluate our MIPAE framework quantitatively and qualitatively on two synthetic datasets, moving MNIST, Dsprites [41], and one real-world moving MPI3D-Real [42] dataset. We use the LPIPS distance [43] measure between predicted and ground truth frames to substantiate the visual superiority of predicted frames by our method on all three datasets. Previous works have evaluated the fidelity of their frame predictions by using PSNR and SSIM scores. PSNR and SSIM metric based evaluations show poor correspondence with the visual quality of the predicted frames [23]. However, for the purpose of completeness, PSNR and SSIM scores have also been calculated for comparative evaluation of our MIPAE. We provide quantitative comparison on the effectiveness of disentanglement achieved by MIPAE with DRNET by using the proposed MIG score on datasets with known generative factors namely, DSprites and MPI3D-Real.

Code for MIPAE and the experiments are available at https://cvit.iiti.ac.in/projects/mutualInfo/.

![Fig. 3. Qualitative comparison on moving MNIST dataset. Figures (a) and (b) demonstrate pose-content disentanglement in DRNET and our model respectively. Each image in the grid is generated by taking pose latent variable from sequence highlighted in green and content latent variable from images highlighted in red. It can be seen that our model generates sharp frames in contrast to blurry predictions by DRNET in frames involving complex interactions between MNIST digits due to better content/pose disentanglement. Figure (c) shows future frame predictions by our model and DRNET on two sequences. It is visually evident that our model produces future frames closer to ground truth frames over longer horizon.](image-url)
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Fig. 4. Qualitative comparison of disentanglement on moving DSprites. Figures (a) and (b) demonstrate pose-content disentanglement in DRNET and our model respectively. Each image in the grid is generated by taking pose latent variable from sequence highlighted in green and content latent variable from images highlighted in red. It can be seen that DRNET is unable to produce accurate shape of different objects, whereas our model produces sharp reconstructions capturing true object shapes due to proper pose/content factorisation. Figure (c) shows future frames generated by our method and DRNET on moving DSprites dataset. It can be seen that in comparison to DRNET, MIPAE generates coherent and stable long range predictions.

Fig. 5. Quantitative comparison on SM-MNIST, DSprites and MPI3D-Real datasets of future frame prediction over long range. Left graph shows the LPIPS distance (lower is better) between ground truth frames and predicted frames. Middle and Right graphs show the PSNR and SSIM metric (higher is better) between ground truth and predicted frames.

A. Training Details

For moving MNIST and DSprites datasets, \( E_c \), and \( E_p \) all use DCGAN [44] architecture with \( \|z_c\| = 128 \) and \( \|z_t^p\| = 5 \). \( D \) is the mirrored version of the encoder where sub-sampling convolutional layers are replaced with deconvolutional layers.

For moving MPI3D-Real, \( E_p \) is ResNet-18 [45] architecture and \( E_c \) and \( D \) are VGG-16 [46] architecture with \( \|z_c\| = 128 \) and \( \|z_t^p\| = 10 \). Decoder \( D \) is the mirrored version of the content encoder \( E_c \). In the decoder network, spatial upsampling layers are used instead of pooling layers. We also provide skip-connection from content encoder to decoder in U-Net [47] style architecture.

In all experiments, the critic \( C \) is a multi-layer perceptron with two hidden layers of 512 units each and RELU activation function. We use Adam optimizer [48] with learning rate 0.002 and \( \beta_1 = 0.5 \). We choose \( \alpha = 1 \) and \( \beta = 0.0001 \) for our training objective as described in equation 5.

Recurrent pose prediction network \( L \) is a two layer LSTM network with 256 cells each, with linear input and output embedding layers. The proposed MIPAE is trained to observe 5 context frames to predict 10 future frames. For fair comparison, both MIPAE and DRNET are trained for the same number of video frames and hyper-parameters.

B. Moving MNIST

Moving MNIST dataset consists of two MNIST digits bouncing independently in a 64x64 image. MNIST digits move with constant velocity and undergo mirror reflection upon collision with frame boundaries. This dataset has been widely used by previous works [11], [26] to substantiate their disentanglement claims. Fig. 3(a) and Fig. 3(b) qualitatively demonstrate the pose/content disentanglement of DRNET and our model respectively. In these figures new frames in the grid are generated by taking position latent variables \( z_t^1, \ldots, z_t^T \) from the sequence highlighted in green and content latent variables \( z_c \) from the images highlighted in red. In our predictions, digits in the generated sequences imitate the pose of digits in the source sequence (highlighted in green) irrespective of the input content. This indicates that our pose representations are truly content agnostic. As mentioned in [11], DRNET requires additional information in the form of colored digits to learn disentangled representations. Fig. 3 shows that DRNET produces blurry results when trained without color, in contrast to our method which produces sharp digits even without color information. This is indicative of the fact that our model attains a better pose/content disentanglement even without additional color coding of the MNIST digits.
Fig. 3(c) shows frame prediction by our model and DRNET on two sequences. Our model produces predictions closer to ground truth for longer horizons, as depicted in the first predicted sequence, indicating that higher pose/content disentanglement helps in sustained long range prediction. This can be verified quantitatively in Fig. 5, that frames predicted by our model has lower LPIPS distance with ground truth frames over longer horizon. Further, in Fig. 3(c) it is noteworthy that our model is able to generate distinct digits in video sequences containing multiple instances of the same digit, whereas DRNET is unable to keep track and confuses between these multiple instances due to lack of colour information in the content representation of MNIST digits. We are unable to evaluate the effectiveness of disentanglement using the proposed MIG metric due to partial knowledge of the generative factors for MNIST videos, specifically, the true content generative factors \( f_c \) of MNIST digits are unknown.

C. Moving DSprites

DSprites [41] is a procedurally generated dataset with known generative factors. The dataset contains 3 different shapes, at 6 scales and 40 rotational orientations. Video sequences form this dataset are generated in a controlled manner by moving the shapes with constant velocity which undergo mirror reflection upon collision with frame boundaries. Fig. 4(a) and Fig. 4(b) shows qualitative disentanglement results of DRNET and our model respectively. DRNET is unable to produce accurate reconstruction of the shapes, whereas our method produces sharp and accurate reconstruction of different objects in the frames. This shows that our method is able to capture better content representations \( z_c \) due to effective pose/content disentanglement. Our disentanglement claim is validated by the proposed MIG metric as the true generative factors for this dataset are known apriori. MIG metric score of our method and DRNET can be found in Tab. I along with the estimated MI between generative factors and learned representations. Our method has a higher MIG score as compared to DRNET indicating better pose/content disentanglement. This finding is further supported by visual comparison of generated future frames by both methods, as depicted in Fig. 4(c), it can be seen that DRNET is unable to sustain frame prediction over longer horizons. MIPAE outperforms DRNET on PSNR, SSIM and LPIPS metrics, shown in Fig. 5.

D. Moving MPI3D-Real

MPI3D-Real [42] is a real world dataset with known generative factors. It contains images of different objects mounted on a rotating robotic arm at different angular positions. Video sequences are generated by rotating the robotic arm with constant angular velocity which undergoes mirror reflection upon collision with ground. Fig. 6(a) and Fig. 6(b) show the qualitative disentanglement results of DRNET and our method respectively. It can be seen that DRNET is unable to reconstruct accurate object shape, specifically in the third and fourth objects from the top where it reconstructs a cube as a cylinder, whereas our method is able to produce sharp reconstruction of the cube. The quantitative comparison of future frames predicted can be found in Fig. 5. MIG scores in Tab.I also indicate that our method has attains better disentanglement than DRNET.

V. CONCLUSION AND FUTURE WORK

In this work, we propose MIPAE framework, that reduces the task of predicting high dimensional future frames by disentangling video representations into content and low dimensional pose latent factors which are easier to predict. This pose/content factorisation is achieved by penalising mutual information between pose latent variables across time. We also adopt Mutual Information Gap (MIG) metric to quantitatively compare the effectiveness of disentanglement of the proposed method with DRNET to conclusively demonstrate that our method learns substantially better disentangled latent representations, which in turn leads to visually sharp and realistic frame prediction. These improvement over DRNET are achieved by replacing their adversarial loss with our mutual information loss without making any significant training procedure or architectural changes. The simplicity of this mutual information loss based disentanglement approach lends itself to easy integration with other video prediction models. In future we would like to extend our approach to VAE-based stochastic video prediction models.
