ON A CONJECTURAL SOLUTION TO OPEN KDV AND VIRASORO
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Abstract. In this note, we present a recursive formula for the full partition function $Z$ of descendent integrals over moduli spaces of open and closed Riemann surfaces, assuming the conjecture recently proposed by Pandharipande, Solomon and Tessler that $Z$ satisfies the open KdV and Virasoro equations.
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1. Introduction

The study of intersection theory on moduli spaces of closed Riemann surfaces has a long history. Let $\overline{M}_{g,l}$ be the Deligne-Mumford moduli space of stable pointed curves of genus $g$ with $l$ distinct nonsingular marked points, which has (complex) dimension $3g-3+l$. Note that it is nonempty if and only if $2g-2+l > 0$ (stability condition). Let $\psi_i$ be the first Chern class of the cotangent line bundle at the $i$-th marked point. The descendent integrals are defined by

$$\langle \tau_{a_1} \cdots \tau_{a_l} \rangle^c_{g} = \int_{\overline{M}_{g,l}} \psi_1^{a_1} \cdots \psi_l^{a_l}.$$ 

Consider the generating series

$$F^c(u; t_0, t_1, \cdots) = \sum_{g=0}^{\infty} u^{2g-2} \langle \exp(\sum_{i=0}^{\infty} t_i \tau_i) \rangle^c_g.$$ 

Witten conjectured that the partition function $Z_{WK} = \exp(F^c)$ is a tau-function of the KdV hierarchy [W], which was first proved by Kontsevich [K]. Dijkgraaf, Verlinde and Verlinde showed that Witten’s conjecture is equivalent to Virasoro constraints [DVV]. Using Virasoro constraints, Alexandrov found a recursive formula for $Z_{WK}$ in terms of a cut-and-join type differential operator [A], by assigning suitable degrees to the variables in a clever way. Inspired by this result, Zhou was able to obtain an explicit formula for $Z_{WK}$ [Z].
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The study of intersection theory on moduli spaces of open Riemann surfaces was initiated only recently by Pandharipande, Solomon and Tessler [PST]. They have constructed the compactification of moduli spaces of open Riemann surfaces in the case $g = 0$, and defined a theory of open descendent integration for pointed disks, which was also solved completely. Although the full theory of open descendent integration is not constructed yet, Pandharipande et al. conjectured that the full partition function $Z$ satisfies two different types of equations, which are open analog of KdV and Virasoro equations. It is important to determine geometrically interesting solutions to these equations. Buryak has shown that these two types of equations are equivalent [B].

In this note, assuming that $Z$ satisfies open Virasoro equations, we follow the idea of [A] to obtain a recursive formula for $Z$ (Proposition 3.3). We will investigate the explicit formula for $Z$ in the future.

2. MODULI OF OPEN RIEMANN SURFACES

In this section, we briefly describe some basic materials on the moduli spaces of open Riemann surfaces. We refer readers to [PST] for more details.

Let $\Delta \subset \mathbb{C}$ be the open unit disk, and let $\Delta$ be its closure. An extendable embedding of $\Delta$ in a closed Riemann surface $C$ is a holomorphic embedding $\Delta \hookrightarrow C$ which extends to a holomorphic embedding of an open neighborhood of $\Delta$ in $C$. Two extendable embeddings in $C$ are said to be disjoint if the images of $\Delta$ are disjoint.

An open Riemann surface is a Riemann surface with boundary $(X, \partial X)$, which is obtained by removing finitely many disjoint extendably embedded open disks from a connected closed Riemann surface. The boundary $\partial X$ is the union of images of the unit circle boundaries of embedded disks.

Given an open Riemann surface $(X, \partial X)$, we can canonically construct the double $D(X, \partial X)$ via Schwarz reflection through the boundary, which is a connected closed Riemann surface. The double genus of $(X, \partial X)$ is defined to be the usual genus of $D(X, \partial X)$.

On an open Riemann surface $(X, \partial X)$, we consider two types of marked points. The marked points of interior type are points of $X \setminus \partial X$, and the marked points of boundary type are points of $\partial X$.

Let $M_{g,k,l}$ be the moduli space of open Riemann surfaces of doubled genus $g$ with $k$ distinct boundary marked points and $l$ distinct interior marked points, which is a real orbifold with real dimension $3g - 3 + k + 2l$. The moduli space is not compact, and may be disconnected and non-orientable. Note that it is nonempty if and only if $2g - 2 + k + 2l > 0$ (stability condition).

Note that the cotangent line bundles on $M_{g,k,l}$ at interior marked points are well-defined. The authors of [PST] do not consider cotangent line bundles at boundary marked points. Naively, open descendent integrals are expected to be defined by

$$\langle \tau_{a_1} \cdots \tau_{a_l} \sigma^k \rangle_g = \int_{M_{g,k,l}} \psi_{a_1}^{a_1} \cdots \psi_{a_l}^{a_l},$$
where $\overline{M}_{g,k,l}$ is a suitable compactification of $M_{g,k,l}$, and $\psi_i$ is the first Chern class of the cotangent line bundle at the $i$-th interior marked point.

To define the open descendent integrals rigorously, at least three significant steps must be taken:

- A natural compactification $M_{g,k,l} \subset \overline{M}_{g,k,l}$ must be constructed, since $M_{g,k,l}$ is not compact.
- For integration over $\overline{M}_{g,k,l}$ to be well-defined, boundary conditions of the integrands along $\partial \overline{M}_{g,k,l}$ must be specified.
- Orientation problems for $M_{g,k,l}$ must be solved, since $M_{g,k,l}$ may be non-orientable.

The authors of [PST] have completed the above steps in the case $g = 0$ and obtained a complete description of open descendent integrals for pointed disks.

Consider the generating series

$$F^o(u; s; t_0, t_1, \cdots) = \sum_{g=0}^{\infty} u^{g-1} \langle \exp(s\sigma + \sum_{d=0}^{\infty} t_d \tau_d) \rangle^o_{g,k,l}. $$

Though the full theory of open descendent integration is not constructed yet, the authors of [PST] conjectured that the full partition function $Z = \exp(F^c + F^o)$ satisfies open KdV and Virasoro equations.

### 3. Derivation of the Recursive Formula

The Virasoro constraint for $Z_{WK}$ is as follows:

$$\frac{(2n+3)!!}{2n+1} \partial_{n+1} Z_{WK} = \hat{L}_n Z_{WK}, \quad n \geq -1,$$

where

$$\hat{L}_n = \sum_{m=0}^{\infty} \frac{\Gamma(m+n+\frac{3}{2})}{\Gamma(m+\frac{1}{2})} t_m \partial_{m+n} + \frac{u^2}{2n+2} \sum_{a+b=n+1} (2a+1)!!(2b+1)!! \partial_a \partial_b + \frac{1}{2u^2} \delta_{n,-1} t_0^2 + \frac{1}{16} \delta_{n,0},$$

and $\partial_a = \frac{\partial}{\partial t_a}$. $Z_{WK}$ is uniquely determined by the Virasoro equations and the initial data $Z_{WK}|_{t_0=t_1=\cdots=0} = 1$.

$s$ extension of the above constraints gives the open Virasoro constraint for $Z$.

**Conjecture 3.1.** (Conjecture 1 in [PST]) The full partition function $Z = \exp(F^c + F^o)$ satisfies the following equations:

$$\frac{(2n+3)!!}{2n+1} \partial_{n+1} Z = \tilde{L}_n Z, \quad n \geq -1,$$

where each $\tilde{L}_n$ is an $s$ extension of $L_n$:

$$\tilde{L}_n = \tilde{L}_n + u^n s \frac{\partial^{n+1}}{\partial s^{n+1}} + \frac{3n+3}{4} u^n \frac{\partial^n}{\partial s^n}.$$
Assuming Conjecture 3.1, \( Z \) is uniquely determined by the open Virasoro equations and the initial data \( Z|_{t_0=t_1=\cdots=0} \). Note that by the stability conditions and dimension constraints, we have

\[
F^c|_{t_0=t_1=\cdots=0} = 0, \\
F^o|_{t_0=t_1=\cdots=0} = \frac{\langle \sigma^3 \rangle_0^6}{6} u^{-1} s^3,
\]

where \( \langle \sigma^3 \rangle_0^6 = 1 \) as computed in \([PST]\). This gives the initial data

\[
Z|_{t_0=t_1=\cdots=0} = \sum_{m=0}^{\infty} \frac{u^{-k} s^{3k}}{k! 6^k},
\]

(1)

Set \( \deg u = 0 \) and \( \deg t_n = 2^n + 1 \) as in \([A]\), and set \( \deg s = \frac{2}{3} \). Then \( \hat{\mathcal{L}}_n \) is homogeneous of degree \(-2^n \frac{2}{3}\). Moreover, note that \( \langle \tau_{a_1} \cdots \tau_{a_l} \rangle^c \neq 0 \) only if \( a_1 + \cdots + a_l = 3g - 3 + l \), which gives \( 2a_1 + \cdots + 2a_l = 2g - 2 + l \), and \( \langle \tau_{a_1} \cdots \tau_{a_l} \sigma^{k^c} \rangle^c \neq 0 \) only if \( 2a_1 + \cdots + 2a_l = 3g - 3 + k + 2l \), which gives \( 2a_1 + \cdots + 2a_l = g - 1 + k + l \). So \( F^c, F^o \in \mathbb{Q}[u^{-1}, u][[s, t_0, t_1, \cdots]] \) have positive integral degrees by the stability condition. The low degree terms can be computed recursively:

\[
F^c = (u^{-2} \frac{t_0^3}{6} + \frac{t_1}{24}) + (u^{-2} \frac{t_0^3 t_1}{6} + \frac{t_0 t_2}{24} + \frac{t_1^2}{48}) + \text{higher degree terms}, \\
F^o = (u^{-1} s t_0 + \frac{t_1}{2}) + (u^{-1} s^3 + u^{-1} s t_0 t_1 + \frac{t_0 t_2}{2} + \frac{t_1^2}{4}) + \text{higher degree terms}.
\]

We also have a natural grading for \( Z \in \mathbb{Q}[u^{-1}, u][[s, t_0, t_1, \cdots]] \):

\[
Z = \sum_{d=0}^{\infty} Z_d \text{ with } Z_0 = 1.
\]

Let \( E = \frac{2}{3} s \frac{\partial}{\partial s} + \sum_{n=0}^{\infty} \frac{2n+1}{3} t_n \partial_n \) be the Euler vector field. Then we have

\[
EZ_d = dZ_d, \quad d \geq 0.
\]

Set

\[
\mathcal{W} = \sum_{n=0}^{\infty} \frac{2n+1}{3} t_n \cdot \frac{2n}{(2n+1)!!} \hat{\mathcal{L}}_{n-1}.
\]
Then \( W \) is a homogeneous operator of degree one, and Conjecture 3.1 gives
\[
WZ = (E - \frac{2}{3}s\frac{\partial}{\partial s})Z \Rightarrow WZ_d = (d + 1 - \frac{2}{3}s\frac{\partial}{\partial s})Z_{d+1}.
\]

For \( d \geq 0 \), define operators \( \mathcal{O}_{d+1} \) as follows:
\[
\mathcal{O}_{d+1}\left(\sum_{k=0}^{\infty} c_k s^k\right) = \begin{cases} \sum_{k=0}^{\infty} \frac{c_k}{d+1-\frac{2}{3}k}s^k, & \text{d even}, \\ \frac{d+1}{(d+1)!} s^{\frac{1}{2}(d+1)} + \sum_{0<k<\infty \atop k \neq d+1} \frac{c_k}{(d+1-k)s^k}, & \text{d odd}. \end{cases}
\]

**Lemma 3.2.**
\[
\mathcal{O}_{d+1}WZ_d = Z_{d+1}.
\]

**Proof.** The case \( d \) even is clear. When \( d \) is odd, write
\[
Z_{d+1} = \sum_{k=0}^{\infty} c_k s^k.
\]

Then
\[
WZ_d = \sum_{0<k<\infty \atop k \neq \frac{1}{2}(d+1)} (d + 1 - \frac{2}{3}k)c_k s^k.
\]

By degree constraint, \( c_{\frac{1}{2}(d+1)} \) does not contain \( t_0, t_1, \cdots \). So from the initial data (1), we have
\[
c_{\frac{1}{2}(d+1)} s^{\frac{1}{2}(d+1)} = \frac{u_{\frac{1}{2}(d+1)} s^{\frac{1}{2}(d+1)}}{(d+1)!} \cdot 6^{d+1},
\]
which proves the lemma. \( \square \)

From the above lemma, we obtain the following recursive formula:

**Proposition 3.3.**
\[
Z = 1 + \sum_{d=1}^{\infty} (\mathcal{O}_d W) \cdots (\mathcal{O}_1 W) 1.
\]

We point out that we need the initial data (1) to construct operators \( \mathcal{O}_d \).
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