Continuity Points of Typical Bounded Functions
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Abstract. Kostyrko and Šalát showed that if a linear space of bounded functions has an element that is discontinuous almost everywhere, then a typical element in the space is discontinuous almost everywhere. We give a topological analogue of this theorem and provide some examples.

1 Introduction

The study of typical continuous functions has been one of the most popular topics in classical real analysis. Several people have also investigated typical behaviour in other families of functions, such as those of bounded functions of Baire class 1, of bounded Darboux functions of Baire class 1, and of bounded derivatives, where the topology is given by the supremum norm.

Kostyrko and Šalát [2] proved a theorem, applicable to general families of bounded functions, on the continuity points of typical functions. They showed that if a linear space of bounded functions has an element that is discontinuous almost everywhere, then a typical element in the space is discontinuous almost everywhere (what they actually proved is slightly stronger than this; see below for the precise statement). Our aim in this paper is to give a topological analogue of this theorem, by showing that if a linear space of bounded functions has an element that is discontinuous everywhere in a residual set, then a typical element in the space is discontinuous everywhere in a residual set (again, we in fact show a slightly stronger result).

Let us fix notation and give the precise statements of the theorem of Kostyrko and Šalát and of our main theorem. By a function we shall always mean a real-valued function defined on the unit interval \([0, 1]\). Let \(b\) denote the Banach space of all bounded functions, equipped with the supremum norm. For a function \(f\), we write \(C(f)\) and \(D(f)\) for the sets of all continuity and discontinuity points of \(f\) respectively. The Lebesgue measure on \([0, 1]\) will be denoted by \(\mu\).

Theorem 1.1 ([2, Theorem]). If \(X\) is a linear subspace of \(b\) such that

\[
\inf_{f \in X} \mu(C(f)) = 0,
\]

then the set

\[
\{ f \in X \mid \mu(C(f)) = 0 \}
\]

is a residual \(G_\delta\) subset of \(X\).
Remark 1.2. The hypothesis is clearly fulfilled if there exists \( f \in X \) for which \( \mu(C(f)) = 0 \). Note also that the residual \( G_\delta \) subset in the conclusion may be empty because \( X \) is not assumed to be a closed subspace of \( b \).

Our topological analogue is the following:

**Theorem 1.3 (Main Theorem).** Let \( X \) be a linear subspace of \( b \) such that for each nonempty open subset \( U \) of \([0, 1]\), there exists \( f \in X \) such that \( C(f) \) is not residual in \( U \). Then the set

\[
\{ f \in X \mid C(f) \text{ is nowhere dense} \}
\]

is a residual \( G_\delta \) subset of \( X \).

## 2 Proof of the main theorem

**Definition 2.1.** Let \( f \) be a function. For each \( x \in [0, 1] \), we define the oscillation \( \omega(f, x) \) of \( f \) at \( x \) by

\[
\omega(f, x) = \inf\{ \text{diam} \ f(U) \mid U \text{ is an open neighbourhood of } x \} \in [0, \infty],
\]

where \( \text{diam} \ f(U) \) denotes the diameter of \( f(U) \). For each \( t \in \mathbb{R} \), we write

\[
D_t(f) = \{ x \in [0, 1] \mid \omega(f, x) \geq t \}.
\]

We denote by \( \mathbb{Q}_+ \) the set of all positive rational numbers.

**Lemma 2.2.** Let \( f \) be a function. Then \( D_t(f) \) is closed for every \( t \in \mathbb{R} \), and we have

\[
\bigcup_{t>0} D_t(f) = \bigcup_{t \in \mathbb{Q}_+} D_t(f) = D(f).
\]

It follows that \( D(f) \) is \( F_\sigma \) and \( C(f) \) is \( G_\delta \).

**Proof.** Obvious (see [3, Theorem 7.1] for details).

**Lemma 2.3.** If \( f \) and \( g \) are functions and \( t \in \mathbb{R} \), then \( D_t(f) \subset D_{t-2\|f-g\|}(g) \).

**Proof.** Let \( x \in D_t(f) \). Given \( \varepsilon > 0 \) and a neighbourhood \( U \) of \( x \), we have

\[
\text{diam} \ f(U) \geq \omega(f, x) \geq t > t - \varepsilon,
\]

which implies that there exist \( x_1, x_2 \in U \) with \( |f(x_1) - f(x_2)| > t - \varepsilon \). It follows that

\[
\text{diam} \ g(U) \geq |g(x_1) - g(x_2)| \geq |f(x_1) - f(x_2)| - 2\|f - g\| > t - 2\|f - g\| - \varepsilon.
\]

Taking the infimum over all neighbourhoods \( U \), we obtain \( \omega(g, x) \geq t - 2\|f - g\| - \varepsilon \). Since \( \varepsilon \) was arbitrary, we see that \( \omega(g, x) \geq t - 2\|f - g\| \), i.e. \( x \in D_{t-2\|f-g\|}(g) \).
Let $X$ be a linear subspace of $b$ satisfying the assumption of Theorem 1.3.

In what follows, by a subinterval we shall always mean a nondegenerate closed subinterval of $[0, 1]$ with rational endpoints. For each subinterval $I$, we write

$$X_I = \{ f \in X \mid C(f) \text{ is not residual in } I \} = \{ f \in X \mid D(f) \text{ is nonmeagre in } I \}.$$

**Lemma 2.4.** The set $X_I$ is open in $X$ for every subinterval $I$.

**Proof.** Let $f \in X_I$ be given. Since $D(f) = \bigcup_{t \in \mathbb{Q}^+} D_t(f)$ is nonmeagre in $I$, there exist $t \in \mathbb{Q}^+$ and a subinterval $J \subset I$ such that $D_t(f) \supset J$. If $g \in X$ satisfies $\|g - f\| < t/2$, then Lemma 2.3 shows that $J \subset D_t(f) \subset D_t - 2\|g - f\|(g) \subset D(g)$, and so $g \in X_I$. \quad \blacksquare

**Lemma 2.5.** The set $X_I$ is dense in $X$ for every subinterval $I$.

**Proof.** Given $f \in X$ and $\varepsilon > 0$, we need to find $h \in X_I$ with $\|f - h\| < \varepsilon$. We may assume that $f \notin X_I$, i.e. $C(f)$ is residual in $I$. By the assumption on $X$, there exists $g \in X$ for which $C(g)$ is not residual in $I$. Choose $c > 0$ so small that $c\|g\| < \varepsilon$, and set $h = f + cg$. Observe that $h \in X$ because $X$ is a linear space. Now $C(h)$ cannot be residual in $I$ since $C(f) \cap C(h) \subset C(g)$.

**Proof of Theorem 1.3.** By Lemmas 2.4 and 2.5 it suffices to show that $C(f)$ is nowhere dense if and only if it is not residual in any subinterval. If $C(f)$ is nowhere dense, then in any subinterval it is not dense and so not residual. If $C(f)$ is not nowhere dense, then in some subinterval it is dense $G_\delta$ by Lemma 2.2 and so residual. \quad \blacksquare

### 3 Examples

If a linear subspace $X$ of $b$ consists entirely of functions of Baire class 1, then $C(f)$ is residual for every $f \in X$ (see [3, Theorem 7.3]), and so $X$ does not satisfy the assumption of our main theorem. Let us consider the family $X = bB_2$ of all bounded functions of Baire class 2. Since the characteristic function of $\mathbb{Q}$ is a nowhere continuous function of Baire class 2, the theorem shows that $C(f)$ is nowhere dense for a typical $f \in bB_2$. In fact, it turns out that a much stronger result holds:

**Proposition 3.1.** If $\alpha$ is an ordinal with $2 \leq \alpha < \omega_1$ and $bB_\alpha$ denotes the family of all bounded functions of Baire class $\alpha$, then $C(f) = \emptyset$ for a typical $f \in bB_\alpha$. In other words, a typical $f \in bB_\alpha$ is nowhere continuous.

**Remark 3.2.** The space $bB_\alpha$ is closed in $b$ and therefore complete.
Proof of Proposition 3.1. Note first that the set
\[ \{ f \in bB_\alpha \mid D_t(f) = [0, 1] \text{ for some } t > 0 \} \]
is open because of Lemma 2.3. Consequently, it suffices to prove that the set is dense as well.

Let \( f \in bB_\alpha \) and \( \varepsilon > 0 \) be given. Take \( a, b \in \mathbb{R} \) with \( f([0,1]) \subset (a,b) \), and choose an integer \( n \geq 2 \) so large that \( 2(b-a)/n < \varepsilon \). Put \( h = (b-a)/n \).

For each \( k = 0, \ldots, n-2 \), set
\[ A_k = \{ x \in [0,1] \mid a + kh < f(x) < a + (k+2)h \}. \]
Then \( A_k \in \Sigma_{\alpha+1}^0 \) for every \( k \) and \( \bigcup_{k=0}^{n-2} A_k = [0,1] \). By the reduction property of \( \Sigma_{\alpha+1}^0 \) (see [1, Theorem 22.16]), we may find disjoint sets \( B_k \in \Sigma_{\alpha+1}^0 \) such that \( B_k \subset A_k \) for every \( k \) and \( \bigcup_{k=0}^{n-2} B_k = [0,1] \).

Define a function \( g \) by
\[ g(x) = \begin{cases}  a + kh  & \text{if } x \in B_k \cap \mathbb{Q}; \\  a + (k + 1/2)h & \text{if } x \in B_k \setminus \mathbb{Q}. \end{cases} \]
Note that \( g \in bB_\alpha \) because \( \mathbb{Q} \in \Sigma_{\alpha+1}^0 \subset \Delta_{\alpha+1}^0 \) due to \( \alpha \geq 2 \). Observe that \( \|f - g\| < 2h < \varepsilon \).

Given any \( x \in [0,1] \) and a neighbourhood \( U \) of \( x \), we shall find \( y \in U \) with \( |g(y) - g(x)| \geq h/2 \); this implies that \( D_{h/2}(g) = [0,1] \) and finishes the proof. Take the unique \( k \) with \( x \in B_k \).
If there exists \( y \in U \setminus B_k \), then \( |g(y) - g(x)| \geq h/2 \). Otherwise, choosing \( y \in U \) so that exactly one of \( x \) and \( y \) is rational, we obtain \( |g(y) - g(x)| = h/2 \).

The same method also works for some other families:

**Proposition 3.3.**

1. A typical \( f \in b \) is nowhere continuous.
2. A typical Lebesgue measurable \( f \in b \) is nowhere continuous.
3. A typical \( f \in b \) with the Baire property is nowhere continuous.

**Proof.** Mimic the proof of Proposition 3.1.

**Remark 3.4.** Statement (3) is clearly stronger than Corollary IV in [2], which asserts that in the space of all bounded functions with the Baire property, the functions discontinuous almost everywhere form a residual \( G_\delta \) subset.

Now we give an example of \( X \) for which the assumption of our main theorem holds but none of whose members is nowhere continuous:

**Proposition 3.5.** If \( A \) is a nowhere dense \( G_\delta \) subset of \([0,1]\), then the family
\[ X = \{ f \in b \mid C(f) \supset A \}\]
satisfies the hypothesis of Theorem 1.3.

**Proof.** Remember that every \( G_\delta \) set is the set of continuity points of some \( f \in b \) (see [3, Theorem 7.2]).

**Remark 3.6.** The space \( X \) is a closed subspace because if \( f_n \in X \) and \( f_n \to f \) uniformly, then \( C(f) \supset \bigcap_{n=1}^{\infty} C(f_n) \supset A \).
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