Abstract

We discuss the possibility of a Lifshitz regime, where the dispersion relation for Goldstone bosons and related fields has a minimum at nonzero momenta. Studies with the Functional Renormalization Group suggest that this occurs over a wide region in the plane of temperature and baryon chemical potential. Conversely, the FRG finds that the region in which fluctuations from a critical endpoint are significant is rather small. We suggest that this is due generically to the narrowness of the tricritical region in the chiral limit. Even if particles are produced in thermal equilibrium, a dispersion relation which is non-monotonic in momenta produces what appears to be non-thermal behavior.
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1. Introduction

The phase diagram of QCD at nonzero chemical potential and temperature is one of the subjects of fundamental importance for the collisions of heavy ions. While at zero baryon density the chiral transition is only crossover, in the chiral limit for two massless flavors the transition could be of second order. As the baryon chemical potential increases, the transition could become first order. This would imply the existence of a tricritical point, where the lines of second and first order transitions meet. Away from the chiral limit, the tricritical point becomes a critical endpoint [1, 2].

In this paper we consider a possibility that besides a critical endpoint, that the phase diagram could also include a Lifshitz regime. In such a regime, there are spatially inhomogeneous condensates. The basic point of this note, however, is that the region in which effects of the Lifshitz regime can affect experimental signals is much larger than the region in which these condensates occur. We suggest the region in which effects of the Lifshitz regime occur are much larger greater than those of a tricritical/critical endpoint, and show how this leads to what is apparently non-thermal behavior.

2. Effective Lagrangians

The effective Lagrangian is a sum of two terms, \( \mathcal{L} = \mathcal{L}_0 + \mathcal{L}_{HD} \), where \( \mathcal{L}_0 \) has the usual form,

\[
\mathcal{L}_0 = \frac{1}{2} \left( \partial_i \phi \right)^2 + \frac{Z}{2} \left( \partial_i \bar{\phi} \right)^2 - h \bar{\phi} \cdot \phi_0 + \frac{1}{2} m^2 \bar{\phi}^2 + \frac{1}{4} \lambda (\bar{\phi}^2)^2 + \frac{1}{6} \kappa (\bar{\phi}^2)^3 .
\]

(1)
The potential is standard. In three spatial dimensions, which is relevant to phase transitions at nonzero temperature, the six-point coupling $\kappa$ is dimensionless, and so renormalizable.

What is of interest are the kinetic terms. In order to have a causal theory, there can only be terms quadratic in the time derivatives. For the spatial derivatives, however, we introduce the wave function renormalization constant, $Z$. In vacuum Lorentz (or Euclidean) invariance implies that $Z = 1$. In a medium, however, generally $Z \neq 1$. What is unusual is that we will assume that $Z$ can be negative.

When $Z < 0$, it is necessary to add terms with higher derivatives to stabilize the theory

$$L_{\text{HD}} = \frac{1}{2M^2} (\partial_i \phi_i)^2 + \frac{1}{M_1} \phi^2 (\partial_i \phi_i)^2 + \frac{1}{M_2} (\partial_i \phi_i)^2. \tag{2}$$

These are all non-renormalizable couplings. The dimensions are those for a scalar field in three dimensions, where $\phi \sim \sqrt{\text{mass}}$. In four dimensions, where $\phi \sim \text{mass}$, the coefficients of these terms would be $1/M_1^2$, $1/M_2^2$, and $1/M_3^2$, respectively.

If $Z$ is positive, then the usual analysis goes through. Start first with the chiral limit, $h = 0$. When the quartic coupling is positive, $\lambda > 0$, then there is a second order phase transition as $m^2$ vanishes. The six-point coupling $\kappa$ is assumed to be positive, and thus ensures stability. When the quartic coupling $\lambda$ is negative, there is a first order transition when $m^2$ is positive.

When $m^2$ and $\lambda$ both vanish, there is a tricritical point. The critical fluctuations at this point are controlled by $\kappa$, and runs logarithmically when $\lambda$ vanishes. This generates logarithmic corrections to the critical exponents of mean field theory.

Away from the chiral limit, $h \neq 0$, the second order transition is washed out, and for sufficiently small $h$, becomes cross-over. The line of first order transitions persists, although it does become weaker and shifts. The point is that this must then end in a critical endpoint.

As $\lambda$ can become negative, the same is true for $Z$. This is not so surprising. A fermion loop has a negative sign relative to that for a boson loop, so that at large quark chemical potential, this can dominate. Indeed, that $Z < 0$ at nonzero density is generic in $1 + 1$ dimensions [3].

When the mass squared is negative, the theory lowers its energy by generating a condensate, which is constant in space. When $Z$ is negative, the theory lowers the energy by generating a condensate in $(\partial_i \phi_i)^2$. This implies that not only the internal symmetry, but also rotational symmetry, is spontaneously broken. The analysis of Goldstone bosons is then more involved than if only the internal symmetry is broken [4, 5]. There is always a phonon, which arises from the longitudinal degrees of freedom.

### 3. Size of Lifshitz/critical regime

One might think that the width of the region for a critical endpoint could be arbitrary, and in particular, rather wide [7]. It is useful, though, to consider the chiral limit. In this case, along the line of second
order transitions the width of the critical region is defined by the Ginzburg criterion. It is approximately proportional to the bare \( \lambda \), and thus shrinks as the tricritical point is reached. In whatever direction in which one approaches the tricritical point, the width of the tricritical region is necessarily small, vanishing as either \( m^2 \) or \( \lambda \) vanishes.

In particular, for QCD the \( \sigma \) meson is very heavy in vacuum. Along the critical line, where \( \lambda \) is positive, the \( \sigma \) becomes massless. However, we are interested in the tricritical point, where \( \lambda \) vanishes. Thus the width of the tricritical region is defined by a Ginzburg criterion involving \( \lambda \). Without computing in detail, it is necessarily narrow, overwhelmed by the critical region.

In the chiral limit pions are massless in the broken phase and at the critical point. Away from the chiral limit the pions are massive, and the only critical mode is the \( \sigma \) at the critical endpoint. Again, the Ginzburg criterion can be computed, but presumably a necessary condition for the fluctuations at the critical endpoint to become large is for the mass of the \( \sigma \) to be small, at least near that of the pion. Even so, the width of the critical region for the critical endpoint is bound to be smaller than for the tricritical point, and thus small. This has been observed in mean field theory for some time [3].

In contrast, consider the Lifshitz regime. For a condensate to occur, it is not only necessary for \( Z \) to be negative. In addition, the dispersion relation for the pion must vanish at some nonzero momentum. Further, a condensate is not necessarily special to the chiral limit, and generically occurs as a type of Overhauser/Migdal condensate [9, 10]. What we emphasize later in this note, however, is that physically measurable effects can occur as long as \( Z \) is negative, even without the formation of a condensate.

Since we need to compute the phase diagram at nonzero chemical potential, numerical simulations are of limited utility. An analysis using the Functional Renormalization Group in QCD has been carried out recently by Fu, Pawlowski, and Rennecke [6]. The most interesting result is shown in Fig. 1. In accord with the general arguments above, the width of the critical region for the critical endpoint is very small. This is because it is difficult the \( \sigma \) is heavy in vacuum, and tends to remain so.

The region where \( Z < 0 \) is indicated by the (blue) shaded region. Their analysis of \( Z < 0 \) is only valid for \( T > T_{cr} \) and \( \mu < \mu_{cr} \), where \((T_{cr}, \mu_{cr})\) is the position of the critical endpoint. In particular, it is very difficult explicitly computing the nature of the phase with spatial inhomogeneities [11]: it is necessary to explicitly solve for a nonlinear, spatially varying field. The region with such a chiral spiral may occur even in the (red) hatched region, and certainly does for for \( T < T_{cr} \) and \( \mu \sim \mu_{cr} \).

What is most striking is that in a large region, the wave function renormalization \( Z \) is negative. The analysis of Ref. [6] does not apply for \( T < T_{cr} \) or \( \mu > \mu_{cr} \), but it is very difficult to believe that, simply by continuity, \( Z < 0 \) does not also extend well into this region as well.

### 4. Signals of the Lifshitz Regime

How can one observe the Lifshitz regime, where \( Z < 0 \)? It is first necessary to minimize the effective Lagrangians of Eqs. (1) and (2). The simplest solution is a chiral spiral, characterized by a momentum along a given direction, \( \hat{k} \). The fluctuations about this solution are unexpected, and show that the Lifshitz regime is a type of “quantum chiral liquid” [12]. This analysis shows that the dispersion relation for the fluctuations is given by

\[
\Delta_{\text{Lifshitz}}(\omega, \hat{k}) = \frac{1}{\omega^2 + (\hat{k}^2)^2/M^2 + \lambda^2 + m^2_{\text{eff}}} .
\]  

(3)

To illustrate the effects possible, we take what is admittedly an extreme example, and consider a field where the dispersion relation is

\[
E_{\text{Lifshitz}}(\hat{k}) = \frac{(\hat{k}^2 - k_0^2)^2}{2M^2} + m^2 \quad ; \quad M = k_0 = 10m .
\]

(4)

This dispersion relation is illustrated in the left hand panel of Fig. 2. We stress that this is not typical: by taking \( M = k_0 = 10m \), we are in a limit close to where a spatially inhomogeneous condensate first arises. Nevertheless, such an extreme example is useful to demonstrate the type of effects which are possible.
Since this dispersion relation is positive everywhere, it does not lead to a spatially inhomogeneous condensate. This would happen if there were a momentum where the energy vanishes. In this case, though, $E(k_0) > 0$, and it is simply a non-monotonic dispersion relation.

In Euclidean space-time, such as with numerical simulations on the lattice, it would direct to see this non-monotonicity. Typically, correlation functions fall off exponentially with distance, because the poles of the propagator are purely imaginary. With a propagator such as Eq. (3), though, even purely spatial correlation function has poles which have both real and imaginary parts. This produces correlation functions which are oscillatory function times an exponential, which should be evident.

Similarly, a modified dispersion relation produce sharp differences experimentally. For the dispersion relation, the usual Bose-Einstein statistical distribution function is peaked not at zero momentum, but at nonzero momentum, about $k_0$: see the right hand panel in Fig. (2). Needless to say, since our example is so extreme, the differences need not be so dramatic. Nevertheless, even small deviations from the dominant success of thermal models [13] might be a hint to the presence of a Lifshitz regime.

The authors are funded by the U.S. Department of Energy under contract de-sc0012704.

References

[1] M. Asakawa, K. Yazaki, Chiral Restoration at Finite Density and Temperature, Nucl. Phys. A504 (1989) 668–684. doi:10.1016/0375-9474(89)90002-4
[2] M. A. Stephanov, K. Rajagopal, E. V. Shuryak, Signatures of the tricritical point in QCD, Phys. Rev. Lett. 81 (1998) 4816–4819. arXiv:hep-ph/9806219
[3] G. Basar, G. V. Dunne, M. Thies, Inhomogeneous Condensates in the Thermodynamics of the Chiral NJL(2) model, Phys. Rev. D79 (2009) 105012. arXiv:0903.1868
[4] Y. Hidaka, K. Kamikado, T. Kanazawa, T. Noumi, Phonons, pions and quasi-long-range order in spatially modulated chiral condensates, Phys. Rev. D92 (3) (2015) 034003. arXiv:1505.00848
[5] T.-G. Lee, E. Nakano, Y. Tsue, T. Tatsunami, B. Friman, Landau-Peierls instability in a Fulde-Ferrell type inhomogeneous chiral condensed phase, Phys. Rev. D92 (3) (2015) 034024. arXiv:1504.03185
[6] W.-j. Fu, J. M. Pawlowski, F. Rennecke, The QCD phase structure at finite temperature and density, arXiv:1909.02991
[7] P. Parotto, M. Bluhm, D. Mroczek, M. Nahrgang, J. Noronha-Hostler, K. Rajagopal, C. Ratti, T. Schfer, M. Stephanov, Lattice-QCD-based equation of state with a critical point, [arXiv:1805.05249]
[8] B.-J. Schaefer, J. Wambach, Susceptibilities near the QCD (tri)critical point, Phys. Rev. D75 (2007) 085015. arXiv:hep-ph/0603256
[9] A. W. Overhauser, Structure of nuclear matter, Phys. Rev. Lett. 4 (1960) 415–418. doi:10.1103/PhysRevLett.4.415
[10] G. E. Brown, C.-H. Lee, M. Rho, Recent Developments on Kaon Condensation and Its Astrophysical Implications, Phys. Rept. 462 (2008) 1–20. arXiv:0708.3137
[11] M. Buballa, S. Carignano, Inhomogeneous chiral symmetry breaking in dense neutron-star matter, Eur. Phys. J. A52 (3) (2016) 87. arXiv:1508.04361
[12] R. D. Pisarski, S. Valgushev, A. Tsvelik, to appear (2020)
[13] A. Andronic, P. Braun-Munzinger, K. Redlich, J. Stachel, Decoding the phase structure of QCD via particle production at high energy, Nature 561 (7723) (2018) 321–330. arXiv:1710.09425 doi:10.1038/s41586-018-0491-6