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ABSTRACT

We introduce new classes of games, called zero-sum equivalent games and zero-sum equivalent potential games, and prove decomposition theorems involving these classes of games. Two games are “strategically equivalent” if, for every player, the payoff differences between two strategies (holding other players’ strategies fixed) are identical. A zero-sum equivalent game is a game that is strategically equivalent to a zero-sum game; a zero-sum equivalent potential game is a potential game that is strategically equivalent to a zero-sum game. We also call a game “normalized” if the sum of one player’s payoffs, given the other players’ strategies, is zero. One of our main decomposition results shows that any normal form game, whether the strategy set is finite or continuous, can be uniquely decomposed into a zero-sum normalized game, a zero-sum equivalent potential game, and an identical interest normalized game, each with distinctive equilibrium properties.
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1. Introduction

When two people start a joint venture, their interests are aligned. In the division of a pie or unclaimed surpluses, however, someone’s gain always comes at the expense of somebody else. So-called identical interest games—games in which all players have the same payoff function—and zero-sum games serve as polar models for studying these social interactions. Two games can be regarded as “strategically equivalent” if, for every player, the payoff differences between two strategies (holding other players’ strategies fixed) are identical. That is, in two strategically equivalent games, strategic variables such as best responses of players are the same. Potential games—a much-studied class of games in the literature—are precisely those games that are strategically equivalent to identical interest games. We also introduce a class of games, called “normalized” games, in which the sum of one player’s payoffs, given the other players’ strategies, is always zero.

We are interested in zero-sum games and their variants—(i) games that are strategically equivalent to a zero-sum game, accordingly named zero-sum equivalent games, (ii) potential games that are strategically equivalent to a zero-sum game,
named zero-sum equivalent potential games and (iii) zero-sum normalized games. Our interest in zero-sum equivalent games is motivated by their definition being analogous to the definition of potential games. Potential games retain all the attractive properties of identical interest games (e.g., the existence of a potential function) because they are strategically equivalent to identical interest games. Thus, zero-sum equivalent games are expected to possess similar desirable properties of zero-sum games as well. It is well-known that two-player zero-sum games with a finite number of strategies have a mini-max solution which is the same as a Nash equilibrium.2

To examine these classes of zero-sum related games more systematically, we develop decomposition methods of normal form games and obtain several constituent components belonging to these classes. We also study the equilibrium properties of these new games such as the uniqueness/convexity of Nash equilibria and the existence of a dominant equilibrium. Based on these, we provide two specific applications: (i) equilibrium analysis of two-player finite strategy games and (ii) equilibrium analysis of contest games. In the first application, we illustrate that decomposition can isolate the effect of component games on the Nash equilibrium of the original game (see Figs. 1 and 2) and show that the total number of Nash equilibria of a given game, depending on some conditions in terms of its decomposition component games, can be maximal or minimal. In the second application, the uniqueness of Nash equilibria for rent-seeking games is shown by using the special property of zero-sum equivalent games. This highlights that identifying a zero-sum equivalent game via decomposition facilitates equilibrium analysis.

One of our main decomposition results (Theorem 2.1) shows that any normal form game, whether the strategy set is finite or continuous, can be decomposed as follows: (i) an identical interest “normalized” component (I in Table 1), (ii) a zero-sum “normalized” component (Z in Table 1), (iii) a zero-sum equivalent potential component—component equivalent to both a zero-sum and identical interest game (B in Table 1) and (iv) a nonstrategic component (E in Table 1). Most popular zero-sum games, such as Rock-Paper-Scissors games and Matching Pennies, belong to the class of zero-sum normalized games (see also Cyclic games in Hofbauer and Schlag (2000)).

This study makes the following contributions. First, we develop a more general way of decomposing normal form games than existing methods. Existing decomposition methods of normal form games, such as in Sandholm (2010a), Candogan et al. (2011) and Hwang and Rey-Bellet (2011), are limited to finite strategy set games, relying on decomposition methods of tensors (or matrices) or graphs. Our new insights lie in viewing the set of all games as an abstract space—a vector space. In the vector space of games, we decompose a game into a constituent game and its algebraic complement, and our decompositions correspond to direct sum representations of the vector space (Theorem 2.1). In this space, commuting projection mappings are used to single out subspaces and their algebraic complementary subspaces.3 This approach allows us to obtain decomposition results which hold for an arbitrary normal form game, whether finite or continuous (Theorem 2.1). In this way, our method shows a unified and transparent mechanism of decompositions of games, which may be modified to decompose other classes of games.

Second, we provide explicit expressions for projections whose ranges and kernels are subspaces of potential games, zero-sum normalized games, identical interest normalized games, zero-sum equivalent games, and zero-sum equivalent potential games. These explicit formulas provide algorithms to extract the component games from a given game as well as yield tests for potential games and zero-sum equivalent games. Then, the extracted components can be used to understand the equilibrium properties of the original games (see Section 4).

Third, to derive explicit expressions for projections, we find useful characterizations of various games. In particular, we provide new characterizations (to our knowledge) of potential games (Proposition 2.2, equations (20), (21)). These new

---

1. Recently, there have been generalizations of these properties and characterizations for a special class of n-player zero-sum games (Bregman and Fokin (1998); Cai et al. (2016)).
2. Sandholm (2010a) also uses orthogonal projections to obtain decomposition components; however, the orthogonal projections in that paper cannot extract potential games and zero-sum equilibrium. The decomposition by Candogan et al. (2011) relies on the Helmholtz decomposition of flows on the graph for games with finite strategy sets and uses Moore inverses of matrix operators. They also provide orthogonal projections onto the potential component space and harmonic component space. However, their definition of potential component games is different from the definition by Monderer and Shapley (1996) (see the online appendix). Besides, decomposition results of these two existing studies are limited to finite strategy games.
characterizations, along with existing tests and characterizations, may be used to shed light on the structures of potential games—the topic that we leave for future research.

The remainder of this paper is organized as follows. In Section 2, we present a basic setup and the main decomposition results, along with an example illustrating strategic equivalence. Section 3 presents our results on the equilibrium properties of component games. In Section 4, we provide the two applications and Section 5 concludes the paper. To streamline the presentation, we relegate most of the proofs to the appendix. Also, in the online appendix, we compare our results to existing decomposition results.

2. Decomposition theorems

2.1. Basic setup: payoff function space

Consider a collection of measurable spaces $S_i$ with a $\sigma$-algebra for $i = 1, \ldots, n$. Let the product measurable space with the product $\sigma$-algebra be $S := \prod_{i=1}^{n} S_i$. For each $i$, $f^{(i)} : S \rightarrow \mathbb{R}$ is a real-valued measurable function and let $f := (f^{(1)}, f^{(2)}, \ldots, f^{(n)})$. An $n$-player game $(N, S, f)$ is specified by a set of players, $N = \{1, 2, \ldots, n\}$; a set of strategy profiles, $S$; and a payoff function, $f$. Thus, given $N$ and $S$, a game is uniquely identified by a vector-valued payoff function $f$. For each $i$, let $m_i$ be a measure on $S_i$ and $m$ be the product measure, $dm = \prod_{i=1}^{n} m_i$. We succinctly write an $n$-fold integration as follows:

$$\int f^{(i)} dm = \int \cdots \int f^{(i)}(s_1, \ldots, s_n) dm_1(s_1) \cdots dm_n(s_n).$$

We will consider a set of games with integrable payoff functions and thus define a semi-norm of a payoff function, $\| \cdot \|$, as follows

$$\| f \| := \sum_{i=1}^{n} \int |f^{(i)}| dm$$

and consider the following vector space of games:

$$\mathcal{L} := \{ f : S \rightarrow \mathbb{R}^n \text{ measurable and } \| f \| < \infty \}. \quad (1)$$

We assume that $S_i$ is either a finite set or a subset of $\mathbb{R}$ and associate a specific measure with each case as follows. If $S_i$ is a finite set, we suppose that $m_i$ is the counting measure with the natural $\sigma$-algebra of all subsets of $S_i$. If $S_i$ is a subset of $\mathbb{R}$, we assume that $S_i$ is bounded and choose $m_i$ to be the Lebesgue measure restriction on the Borel $\sigma$-algebra of $S_i$. We call a game with finite numbers of strategies a finite game and a game with continuous strategy spaces a continuous game. We next introduce several classes of games of interest. Following the standard convention, $s_{-i}$ denotes the strategy profile of all players except player $i$.

**Definition 2.1.** We define the following subspaces of $\mathcal{L}$:

(i) The space of identical interest games, $\mathcal{I}$, is defined by

$$\mathcal{I} := \{ f \in \mathcal{L} : f^{(i)}(s) = f^{(j)}(s) \text{ for all } i, j \text{ and for all } s \}.$$

---

4 A common interest game is sometimes used to refer to an identical interest game (see Sandholm (2010b)). However, Aumann and Sorin (1989) define a common interest game as a game that has a single payoff pair that strongly Pareto dominates all other payoff pairs. We appreciate an anonymous referee for pointing out this.
(ii) The space of zero-sum games, $\mathcal{Z}$, is defined by

$$ \mathcal{Z} := \{ f \in \mathcal{L} : \sum_{i=1}^{n} f^{(i)}(s) = 0 \text{ for all } s \} . $$

(iii) The space of normalized games, $\mathcal{N}$, is defined by

$$ \mathcal{N} := \{ f \in \mathcal{L} : \int f^{(i)}(t_1, s_{-i}) dm_i(t_1) = 0 \text{ for all } s_{-i}, \text{ for all } i \} . $$

(iv) The space of nonstrategic games, $\mathcal{E}$, is defined by

$$ \mathcal{E} := \{ f \in \mathcal{L} : f^{(i)}(s_i, s_{-i}) = f^{(i)}(s'_i, s_{-i}) \text{ for all } s_i, s'_i, s_{-i}, \text{ for all } i \} . $$

Identical interest games in $\mathcal{I}$ and zero-sum games in $\mathcal{Z}$ are familiar games, with cooperative and competitive interactions, respectively. A normalized game is a game in which the sum of one player’s payoffs, given the other players’ strategies, is always zero. A non-strategic game in $\mathcal{E}$, (also sometimes called a passive game), is a game in which each player’s payoff does not depend on his own strategy choice (Sandholm (2010a); Candogan et al. (2011)). Thus, each player’s strategy choice plays no role in determining her payoff. Because of this property, the players’ strategic relations remain unchanged if we add the payoff of a non-strategic game to that of another game. This leads us to the definition of strategic equivalence (and thus notation, $\mathcal{E}$).

**Definition 2.2.** We say that game $g$ is strategically equivalent to game $f$ if

$$ g = f + h \text{ for some } h \in \mathcal{E}. $$

We write this relation as $g \sim f$.

Note the following simple, but useful, characterization for non-strategic games: a function does not depend on a variable if and only if the value of the integral of the function with respect to that variable gives the same value of the function. We write $|S_i| := m_i(S_i)$.

**Lemma 2.1.** A game $f$ is a non-strategic game if and only if

$$ f^{(i)}(s) = \frac{1}{|S_i|} \int f^{(i)}(t_1, s_{-i}) dm_i(t_1) \text{ for all } i, \text{ for all } s. $$

**Proof.** Suppose that $f$ satisfies (4). Then, clearly, $f^{(i)}$ does not depend on $s_i$ for all $i$. Now let $f \in \mathcal{E}$. Then there exist $\zeta$ such that $f^{(i)}(s) = \zeta^{(i)}(s_{-i})$ for all $s$, which does not depend on $s_i$, for all $i$. Thus, by integrating, we see that (4) holds. $\square$

As mentioned, it is well-known that two-player zero-sum games have desirable properties and thus, in addition to potential games, we also consider a class of zero-sum equivalent games—games that are strategically equivalent to zero-sum games and a class of zero-sum equivalent potential games—potential games that are strategically equivalent to zero-sum games. Given two subspaces $\mathcal{A}$ and $\mathcal{A}'$, the sum of two subspaces is defined to be

$$ \mathcal{A} + \mathcal{A}' := \{ f + f' : f \in \mathcal{A}, f' \in \mathcal{A}' \} . $$

**Definition 2.3.** We have the following definitions:

(i) The space of potential games (identical interest equivalent games) is defined by

$$ \mathcal{I} + \mathcal{E}. $$

(ii) The space of zero-sum equivalent games is defined by

$$ \mathcal{Z} + \mathcal{E}. $$

(iii) The space of games that is strategically equivalent to both an identical interest game and a zero-sum game, called zero-sum equivalent potential games, is denoted by $\mathcal{B}$:

$$ \mathcal{B} = (\mathcal{I} + \mathcal{E}) \cap (\mathcal{Z} + \mathcal{E}). $$

---

5 One can study different strategic equivalences. For example, Monderer and Shapley (1996) introduce the concept of $w$—potential games in which the payoff changes are proportional for each player. Morris and Uli (2004) also study the best response equivalence of games in which players have the same best-responses. We choose our definition of strategic equivalence since it is most natural with the linear structure of the space of all games.
The following example illustrates strategic equivalence.

**Example (Strategic equivalence: Cournot oligopoly).** Consider a quasi-Cournot oligopoly game with a linear demand function for which the payoff function for the $i$-th player, for $i = 1, \ldots, n$, is given by

$$f_i(s) = (\alpha - \beta \sum_{j=1}^{n} s_j - c_i(s_i)),$$

where $\alpha, \beta > 0$, $c_i(s_i) \geq 0$ for all $s_i \in [0, \bar{s}]$ for all $i$ and for some sufficiently large $\bar{s}$. It is well-known that this game is a potential game (Monderer and Shapley 1996); i.e., it is strategically equivalent to an identical interest game. But it is also strategically equivalent to a zero sum game (if $n \geq 3$) as follows. To show this, when $n = 3$, we write the payoff function as

$$f_i(s) = (\alpha - \beta s_1) s_1 - c_1(s_1) - (\beta s_2 s_2 - c_2(s_2) - (\alpha - \beta s_3) s_3 - c_3(s_3)),$$

or

$$f_i(s) = (\alpha - \beta s_1) s_1 - c_1(s_1) - (\beta s_2 s_2 - c_2(s_2) - (\alpha - \beta s_3) s_3 - c_3(s_3)),$$

and

$$f_i(s) = (\alpha - \beta s_1) s_1 - c_1(s_1) - (\beta s_2 s_2 - c_2(s_2) - (\alpha - \beta s_3) s_3 - c_3(s_3)).$$

The payoffs in (8) and (9) are payoffs for an identical interest game and a zero-sum game, respectively. They are obtained from the self-interaction term by adding payoffs that do not depend on the player’s own strategy, and thus are strategically equivalent (see Definition 2.2).

In a similar way, the payoff component describing the interactions between players 1 and 2 is strategically equivalent to the payoff for an identical interest game and the payoff for a zero-sum game. For example,

$$\begin{pmatrix} \beta s_1 s_2 \\ \beta s_1 s_2 \\ \beta s_2 s_2 \end{pmatrix}, \quad \begin{pmatrix} \beta s_1 s_2 \\ \beta s_1 s_2 \\ \beta s_2 s_2 \end{pmatrix}, \quad \text{and} \quad \begin{pmatrix} \beta s_1 s_2 \\ \beta s_1 s_2 \\ -2 \beta s_1 s_2 \end{pmatrix},$$

are all strategically equivalent. A similar computation holds for the last two terms in equation (7) involving the interactions between players 1 and 3 as well as between players 2 and 3. As a consequence, the quasi-Cournot oligopoly game is strategically equivalent to both an identical interest game and a zero-sum game.

### 2.2. Decomposition results

In this section, we present our main decomposition results. For the convenience of readers, we also present some basic properties of projection operators in a vector space in Appendix A. In the context of game theory, the following two kinds of decompositions receive much attention in the literature: (i) identical interest games versus zero-sum games (Kalai and Kalai 2010) and (ii) normalized games versus non-strategic games (Hwang and Rey-Bellet 2011; Candogan et al. 2011):

(i) $L = I \oplus Z$, 
(ii) $L = N \oplus E$

where $\oplus$ denotes the direct sum in which every element in $L$ can be uniquely written as the sum of one element in $I$ (or $N$) and another element in $Z$ (or $E$).

---

6 Here, quasi-Cournot games allow the negativity of the price (Monderer and Shapley, 1996). Further, we can choose $\bar{s}$ to ensure that the unique Nash equilibrium lies in the interior $[0, \bar{s}]$ as follows. Suppose that $c_i(s_i)$ is linear; that is, $c_i(s_i) = a_i s_i$ for all $i$. We assume that $\alpha > n \min_{i} c_i - (n - 1) \max_{i} c_i$, which ensures that the Nash equilibrium, $s^*$, is positive. If we choose $\bar{s}$ such that $(n + 1) \beta \bar{s} > \alpha - n \min_{i} c_i + (n - 1) \max_{i} c_i$, then $s^* \in (0, \bar{s})$ for all $i$. 
To explain how projections on $\mathcal{L}$ induce decompositions in (11), we first introduce an operator which averages one player’s payoffs with equal weights, given all other players’ strategies. More precisely, for a scalar valued function $u : S \to \mathbb{R}$, we introduce operator $T_i$ which acts on scalar valued functions:

$$(T_i u)(s) = \frac{1}{|S_i|} \int u(t_i, s_{-i}) dm_i(t_i)$$

for each $i$ (see Lemma 2.1). Then $T_i u$ does not depend on $s_i$. Note that if we define the following operators on $\mathcal{L}$, which act on vector valued functions,

$$S f := \left\{ \frac{1}{n} \sum_{i=1}^{n} f(i), \cdots, \frac{1}{n} \sum_{i=1}^{n} f(i) \right\}, \quad P f := (T_1 f^{(1)}, \cdots, T_n f^{(n)})$$

then $S$ and $P$ are projections on $\mathcal{L}$ (see Lemmas A.2 and A.3). Then, the decompositions in (11) can be expressed as the ranges and kernels of projections as follows:

$$\mathcal{L} = R(S) \oplus K(S), \quad \mathcal{L} = K(P) \oplus R(P)$$

where $R$ and $K$ denote the range and kernel of the operators, respectively. That is, the spaces of identical interest games and zero-sum games are the range and kernel of the operator $S$, while the spaces of non-strategic games and normalized games are the range and kernel of the operator $P$ (by Lemma 2.1). This shows how a given projection induces a decomposition of the space of games into the range and kernel of the projection.

We would like to extend decompositions in (11) and (14) to decompositions involving the subspaces of various games defined in Section 2.1 and Table 2. Hence, our first task is to find projections onto these subspaces, and then the decomposition results are induced by these projections. To streamline the presentation, we first state our decomposition results and then provide explicit expressions for projections onto the subspaces of various games in the subsequent propositions.

**Theorem 2.1.** We have the following decomposition results:

- **D1:** $\mathcal{L} = (\mathcal{I} \cap \mathcal{N}) \oplus (\mathcal{Z} + \mathcal{E})$
- **D2:** $\mathcal{L} = (\mathcal{I} + \mathcal{E}) \oplus (\mathcal{Z} \cap \mathcal{N})$
- **D3:** $\mathcal{L} = (\mathcal{I} \cap \mathcal{N}) \oplus (\mathcal{Z} \cap \mathcal{N}) \oplus \mathcal{B}$

where we recall $\mathcal{B} = (\mathcal{I} + \mathcal{E}) \cap (\mathcal{Z} + \mathcal{E})$

**Proof.** See Appendix A. $\square$

To explain the idea of decompositions in Theorem 2.1, we start with a natural way to represent the payoff function into a sum of payoffs, which aggregates strategic interactions among players in the various subset of $M$.

Note the following partition of identity $I$

$$I = \prod_{l=1}^{n} (T_l + (I - T_l)) = \prod_{M \subseteq N \exists M} \prod_{l \notin M} T_l \prod_{k \in M} (I - T_k).$$

which is obtained by expanding the product and using the commutative property of $T_i$’s in (12). Using (15), $u : S \to \mathbb{R}$ can be written as

$$u = \sum_{M \subseteq N} u_M \text{ where } u_M = \prod_{l \notin M} T_l \prod_{k \in M} (I - T_k)u.$$  

(see also Proposition 2.7 in Sandholm (2010a)). Observe that $u_M$ is normalized with respect to $s_k$ for all $k \in M$ and $u_M$ does not depend on $s_l$ for all $l \notin M$. That is, $u_M$ normalizes the payoff function $u$ with respect to the strategies of players in $M$ and renders the payoff function $u$ independent of the strategies of players outside of $M$ by integrating out those strategies. Also note that for $u : S \to \mathbb{R}$,

$$\sum_{M \ni i} u_M = (I - T_i)u, \quad \sum_{M \notin i} u_M = T_i u.$$  

7 For example, Sandholm (2010a) decomposes an $n$-player finite strategy game into $2^n$ component games in which each subset of players is “active”. Ui (2000) also expresses a potential game as a sum of component games in which payoffs depend only on the subsets of players.
where \( \sum_{M \ni i} \) (or \( \sum_{M \ni i} \)) is the summation which runs over all subsets of \( N \) containing \( i \) (or all subsets of \( N \) not containing \( i \), respectively).

First, consider the subspace of identical interest normalized games \( \mathcal{I} \cap \mathcal{N} \) in Theorem 2.1 D1. From (11) and (14), we have \( \mathcal{I} \cap \mathcal{N} = R(S) \cap R(P) \). If \( S \) and \( P \) were commuting, \( SP \) would be a projection and thus \( \mathcal{I} \cap \mathcal{N} = R(S) \cap R(P) = R(SP) \) would hold. However, since \( S \) and \( P \) do not commute, \( SP \) is not a projection onto \( \mathcal{I} \cap \mathcal{N} \). Fortunately, it turns out that the following projection \( G \) can be used to define a projection onto the subspace of identical interest normalized games:

\[
Gf := \left( \prod_{i=1}^{n} (I - T_i)f^{(1)} \right) \cdots \left( \prod_{i=1}^{n} (I - T_i)f^{(n)} \right).
\]  

(18)

The projection \( G \) normalizes each player’s payoff function with respect to all players’ strategies. Also, it is easy to check that \( G \) commutes with \( S \), hence \( SG \) becomes a projection on \( \mathcal{L} \), and we also show that the range and kernel of \( SG \) are the subspaces of identical interest normalized games and zero sum-equivalent games, summarized in the following proposition.

**Proposition 2.1 (Decomposition D1).** We have the following results.

(i) \( SG \) is a projection.

(ii) \( \mathcal{I} \cap \mathcal{N} = R(S) \cap R(P) = R(SG) \) and \( \mathcal{Z} + \mathcal{E} = K(S) + K(P) = K(SG) \).

**Proof.** See Lemma A.3, Proposition A.2 and Proposition A.3. \( \square \)

The characterizations in Proposition 2.1 induce Theorem 2.1 D1, decomposing \( \mathcal{L} \) as the direct sum of the range and kernel of the projection, \( SG \).

Next, consider the subspace of potential games, \( \mathcal{I} + \mathcal{E} \). Again, note that \( \mathcal{I} + \mathcal{E} = R(S) + R(P) \). Thus if \( S \) and \( P \) were commuting and \( SP = 0 \) held, \( S + P \) would be the projection onto \( \mathcal{I} + \mathcal{E} \) and \( \mathcal{I} + \mathcal{E} = R(S) + R(P) = R(S + P) \) would hold (see the condition in Lemma A.1). Instead, we managed to find new characterizations for potential games, which can be used to derive an explicit expression for the projection onto the potential game subspace (equations (20), (21)). In Proposition 2.2, we establish equivalence between these new characterizations and the existing test for potential games in Hwang and Rey-Bellet (2020) (equation (19)).

**Proposition 2.2 (Potential games).** The following statements are equivalent.

(i) \( f \) is a potential game.

(ii) \[
(I - T_i)(I - T_j)f^{(i)} = (I - T_i)(I - T_j)f^{(j)} \text{ for all } i, j.
\]

(19)

(iii) \[
f^{(i)}_M = \frac{1}{|M|} \sum_{j \in M} f^{(j)}_M \text{ and for all } i \in M, \text{ for all non-empty } M \subset N.
\]

(20)

(iv) For all \( i \),

\[
f^{(i)} = \sum_{M \ni i} \frac{1}{M} \sum_{j \in M} f^{(j)}_M + \sum_{M \ni i} f^{(i)}_M = \sum_{M \ni i} \frac{1}{M} \sum_{j \in M} T_i \prod_{k \in M} (I - T_k) f^{(j)} + T_i f^{(i)}
\]

(21)

**Proof.** See Proposition A.4. \( \square \)

Implicit in Proposition 2.2 (see equation (21)) is the following operator \( V \) on \( \mathcal{L} \),

\[
Vf := \left( \sum_{M \ni i} \frac{1}{M} \sum_{j \in M} f^{(j)}_M \right) \cdots \left( \sum_{M \ni i} \frac{1}{M} \sum_{j \in M} f^{(j)}_M \right)
\]

(22)

and it is straightforward to check that \( V \) is a projection (i.e., \( V^2 = V \)), that \( V \) and \( P \) commute and that \( VP = 0 \) (see Lemma A.3). Then, Proposition 2.2 implies that \( V + P \) is a projection onto the subspace of potential games, and we also show that \( K(V + P) \) is equal to the subspace of zero-sum normalized games:

**Proposition 2.3 (Decomposition D2).** We have the following results.

(i) \( V + P \) is a projection.

(ii) \( \mathcal{I} + \mathcal{E} = R(S) + R(P) = R(V + P) \) and \( \mathcal{Z} \cap \mathcal{N} = K(S) \cap K(P) = K(V + P) \).
Table 3

Summary of projection mappings.

|                          | $\mathcal{I} \cap \mathcal{N}$ | $K(\text{SG})$ |
|--------------------------|---------------------------------|-----------------|
| Identical interest normalized games | $\mathcal{I} \cap \mathcal{N}$ | $K(\mathcal{V} + \mathcal{P})$ |
| Zero-sum normalized games | $\mathcal{I} \cap \mathcal{N}$ | $K(\mathcal{V} + \mathcal{P})$ |
| Potential games          | $\mathcal{I} + \mathcal{E}$    | $K(\mathcal{V} + \mathcal{P})$ |
| Zero-sum equivalent games | $\mathcal{I} + \mathcal{E}$    | $K(\mathcal{V} + \mathcal{P})$ |
| Zero-sum equivalent potential games | $\mathcal{I} + \mathcal{E}$ | $K(\text{SG} \cap R(\mathcal{V} + \mathcal{P}))$ |

Table 4

Summary of component games. In the first row, $f^{(i)}$ is decomposed into three components, $f^{(i)}_{\mathcal{I} \cap \mathcal{N}}, f_B$, and $f_{\mathcal{I} \cap \mathcal{E}}$. Then $f_{\mathcal{I} \cap \mathcal{E}}$ is obtained by adding the first two components and $f_{\mathcal{I} \cap \math{E}}$ is obtained by adding the last two components.

| $\frac{1}{2} \sum_{i=1}^{n} f_{Z}^{(i)}$ | $\frac{1}{2} \sum_{i=1}^{n} f_{Z}^{(i)} + T_i f^{(i)}$ | $(I - T_i) f^{(i)} - \frac{1}{2} \sum_{i=1}^{n} T_i f^{(i)}$ |
|---------------------------------------|-------------------------------------------------|--------------------------------------------------|
| $f_{\mathcal{I} \cap \mathcal{N}}$   | $f_B$                                           | $f_{\mathcal{I} \cap \mathcal{E}}$               |
| $f_{\mathcal{I} \cap \mathcal{E}}$   | $f_B$                                           | $f_{\mathcal{I} \cap \mathcal{E}}$               |

**Proof.** See Lemma A.3, Proposition A.4, and Proposition A.5. \(\square\)

Again, from Proposition 2.3 we obtain the decomposition in Theorem 2.1, D2.

Finally, to obtain decomposition D3, we show that $\text{SG}$ and $\mathcal{I} - (\mathcal{V} + \mathcal{P})$ commute and $\text{SG}(\mathcal{I} - (\mathcal{V} + \mathcal{P})) = 0$. This implies that the range of $\text{SG} + \mathcal{I} - (\mathcal{V} + \mathcal{P})$ is equal to the direct sum of the identical interest normalized game subspace and the zero-sum normalized game. We also show that the kernel of $\text{SG} + \mathcal{I} - (\mathcal{V} + \mathcal{P})$ is the subspace of zero-sum equivalent potential games:

**Proposition 2.4 (Decomposition D3).** We have the following results.

(i) $\text{SG}$ and $\mathcal{I} - (\mathcal{V} + \mathcal{P})$ commute and $\text{SG}(\mathcal{I} - (\mathcal{V} + \mathcal{P})) = 0$.

(ii) $(\mathcal{I} \cap \mathcal{N}) \oplus (\mathcal{Z} \cap \mathcal{N}) = R(\text{SG}) \oplus K(\mathcal{V} + \mathcal{P}) = R(\text{SG} + \mathcal{I} - (\mathcal{V} + \mathcal{P}))$.

$B = (\mathcal{I} + \mathcal{E}) \cap (\mathcal{Z} + \mathcal{E}) = K(\text{SG}) \cap R(\mathcal{V} + \mathcal{P}) = K(\text{SG} + \mathcal{I} - (\mathcal{V} + \mathcal{P}))$.

**Proof.** See Proposition A.1 and Lemma A.3. \(\square\)

Then, decomposition D3 again follows from the range and kernel decomposition of projection $\text{SG} + \mathcal{I} - (\mathcal{V} + \mathcal{P})$. We summarize the ranges and kernels of these operators as follows in Table 3.

Decompositions in Theorem 2.1 are of great importance in practice since they provide algorithms to extract the component games from a given game. In other words, the component games can be interpreted as “closest” potential, zero-sum equivalent, zero-sum equivalent potential, identical interest normalized, and zero-sum normalized games to the original games. Concretely, by applying projections, we obtain each component game as follows:

$$f = \frac{\text{SG}}{e_{\mathcal{I} \cap \mathcal{N}}} f + \frac{(\mathcal{I} - (\mathcal{V} + \mathcal{P}))}{e_{\mathcal{I} \cap \mathcal{N}}} f + \frac{(\mathcal{V} + \mathcal{P} - \text{SG})}{e_B} f.$$ 

Table 4 summarizes how to find each component game.

**Remark 2.1.** In the special case of 2-player games, $n = 2$, we have the indentity

$$\mathcal{V} + \mathcal{P} = \mathcal{I} - (\mathcal{I} - \mathcal{S}) \mathcal{G}$$

and all subspaces can be described by using the projections $\mathcal{S}, \mathcal{G}$, yielding much simpler characterizations for D2 and D3:

$$\text{D2'} \quad \mathcal{L} = (\mathcal{I} + \mathcal{E}) \oplus (\mathcal{Z} \cap \mathcal{N}) = K((\mathcal{I} - \mathcal{S}) \mathcal{G}) \oplus R((\mathcal{I} - \mathcal{S}) \mathcal{G})$$

$$\text{D3'} \quad \mathcal{L} = (\mathcal{I} \cap \mathcal{N}) \oplus (\mathcal{Z} \cap \mathcal{N}) \oplus B = R(\text{SG}) \oplus R((\mathcal{I} - \mathcal{S}) \mathcal{G}) \oplus K(\mathcal{G}). \square$$

**Remark 2.2.** If we introduce the following scalar product of payoff functions

$$\langle f, g \rangle := \sum_{i} \int f^{(i)} g^{(i)} \, dm,$$

then the decompositions, D1, D2 and D3, become orthogonal. Orthogonal decompositions are useful in the sense that we can naturally characterize a class of games by examining their orthogonal complements. For example, the sufficiency and necessity of the well-known Monderer and Shapley cycle condition for potential games (Theorem 2.8 in Monderer and Shapley (1996)) can be proved by showing that this condition requires that potential games are orthogonal to all zero-sum normalized games (see Section 4.1 and Hwang and Rey-Bellet (2011)). \(\square\)
3. Equilibrium properties of component games

3.1. Zero-sum equivalent games

In this section, we discuss the equilibrium properties of component games in Definitions 2.1 and 2.3 (see Table 5 for the summary). When we study Nash equilibria of finite games, we will consider both pure and mixed strategies. To this purpose, for finite games we let \( \Delta_i = \{ \sigma_i \in \mathbb{R}^{S_i} \mid \sum_{s_i \in S_i} \sigma_i(s_i) = 1, \sigma_i(s_i) \geq 0 \text{ for all } s_i \} \) with \( \sigma_i(s_i) \) being the probability that player \( i \) uses strategy \( s_i \). We also follow the usual convention of extending the domain of the payoff \( f \) from \( S \) to \( \Delta = \prod_{i=1}^n \Delta_i \) by defining

\[
 f^{(i)}(\sigma) := \sum_{s_i \in S_i} f^{(i)}(s) \prod_k \sigma_k(s_k). 
\]

(24)

For continuous strategy games, we consider mainly the set of Nash equilibria in pure strategies (except for Proposition 3.3).\(^\text{8}\) Hereafter, for a continuous game we denote by \( s \) a pure strategy profile, while for a finite game we denote by \( s = \sigma \) a mixed strategy profile by abuse of notation.

To study the equilibrium properties of zero-sum equivalent games, for a given zero-sum equivalent game \( f = w + h \) where \( w \in \mathcal{Z} \) and \( h \in \mathcal{E} \), we introduce

\[
 \Phi_f(s) := \max_{t \in S} \sum_{i=1}^n w^{(i)}(t_i, s_{-i}) = \sum_{i=1}^n \max_{t_i \in S_i} w^{(i)}(t_i, s_{-i}). 
\]

(25)

The function in (25) has been used by various authors to examine the existence of a Nash equilibrium for a game.\(^\text{9}\) We will show that \( \Phi_f \) provides some useful characterizations for the class of zero-sum equivalent games. Note that

\[
 \Phi_f(s^*) = \min_k \Phi_f(s) = 0 \iff s^* \text{ is a Nash equilibrium for } f = w + h. 
\]

(26)

Using (26), we will study the conditions under which a zero-sum equivalent game admits a unique Nash equilibrium or a convex set of Nash equilibria. To do this, we will show that the (strict) convexity of \( w^{(i)}(s_i, s_{-i}) \) in \( s_{-i} \) for all \( i \) implies the (strict) convexity of \( \Phi_f(s) \) in (25). This follows from the simple fact that the value function of a maximization problem (in (25)) is convex in a parameter if the objective function itself is convex in that parameter. The same principle yields the convexity of the profit function in the basic microeconomics context since the objective profit function is convex in prices. Then, since the set of optimizers of a (strictly) convex function is convex (singleton), the relationship in (26) shows that a sufficient condition for the convexity or uniqueness of Nash equilibria is the convexity or strict convexity of \( w^{(i)}(s_i, s_{-i}) \) in \( s_{-i} \) for all \( i \).

**Proposition 3.1.** (Nash equilibria for zero-sum equivalent games). Suppose that \( f \) is a zero-sum equivalent game, where \( f = w + h \); \( w \) is a zero-sum game and \( h \) is a non-strategic game. Suppose that \( f \) has a Nash equilibrium.

(i) If \( w^{(i)}(s_i, s_{-i}) \) is convex in \( s_{-i} \) for all \( s_i \) for all \( i \), the set of Nash equilibria is convex.

(ii) If \( w^{(i)}(s_i, s_{-i}) \) is strictly convex in \( s_{-i} \) for all \( s_i \) for all \( i \), there exists a unique Nash equilibrium for \( f \).

**Proof.** See the online appendix. \( \square \)

We next further explore the consequences of Proposition 3.1 for two-player finite games. Though a class of two-player finite games, often called bi-matrix games, is one of the simplest classes, in general, it is acknowledged that even bi-matrix games are hard to solve (Savani and von Stengel, 2006). We also focus on a class of non-degenerate games. There are several notions of non-degeneracy for finite games, depending on contexts and problems—such as equilibrium characterizations and classifications of dynamics.\(^\text{10}\) Since we wish to study the equilibrium properties of two-player finite games, we adopt the following non-degeneracy assumption introduced by Quint and Shubik (1997) (see also Shapley (1974)). Let \( |\text{supp}(\sigma_i)| \) be the size of the support of a mixed strategy \( \sigma_i = s_i \) for finite games.

---

\(^{8}\) There are existing results for the sufficient conditions ensuring the existence of a pure strategy Nash equilibrium (Debreu (1952), Glicksberg (1952), Fan (1952), Dasgupta and Maskin (1986), Reny (2003) and Duggan (2007)). Rather than imposing specific conditions, we simply require that a continuous game possess a pure strategy Nash equilibrium if necessary.

\(^{9}\) See Nikaido and Isoda (1955), Rosen (1965), Bregman and Fokin (1998), Myerson (1997), Barron (2008), Cai et al. (2016).

\(^{10}\) Wu and Jiang (1962) define an essential game—a game whose Nash equilibria all change only slightly against a smaller perturbation to the game and show that almost all finite games are essential; i.e., the set of all essential games is an open and dense subset of the space of games. Wilson (1971) introduces a non-degeneracy assumption regarding payoff matrices (more precisely tensors) and shows that almost all games have an odd (hence finite) number of Nash equilibria. In the context of evolutionary game theory, Zeeman (1980) also defines a stable game whose dynamic remains structurally unchanged against a small perturbation.
Condition (N). Suppose that \( f \) is a two-player finite game. If \( |\text{supp}(\sigma_1)| = k \), then there are no more than \( k \) pure strategy best responses for player 2 against \( \sigma_1 \). Similarly, if \( |\text{supp}(\sigma_2)| = k \), there are no more than \( k \) pure strategy best responses for player 1 against \( \sigma_2 \).

Then Lemma 2.2 in Quint and Shubik (1997) shows that a two-player finite game has a finite number of Nash equilibria under Condition (N). A straightforward consequence of Proposition 3.1 is that, generically, two-player finite zero-sum equivalent games have a unique Nash equilibrium.

Corollary 3.1 (two-player finite zero-sum equivalent games). Suppose that \( f \) is a two-player finite zero-sum equivalent game. Then the set of Nash equilibria for \( f \) is convex. If \( f \) satisfies Condition (N), the Nash equilibrium is unique.

Proof. See the online appendix. ⊓⊔

3.2. Zero-sum equivalent potential games and normalized games

We denote by \( \zeta : S \to \mathbb{R} \) a function that does not depend on \( s_i \), that is, \( \zeta_i := T_i g \) for some \( g \) (recall \( T_i \) is defined in (12)). In Section 2, we show that the quasi-Cournot model is a potential game which is also strategically equivalent to a zero-sum game (see equations (8), (9), and (10)). Note that the payoff function in (7) can be written as\(^{11}\)

\[
(f^{(1)}, f^{(2)}, f^{(3)}) \sim (\xi_2 + \xi_3, \xi_1 + \xi_3, \xi_1 + \xi_2) \tag{27}
\]

From equation (27), we find an identical interest game which is strategically equivalent to \( f \) as follows:

\[
(f^{(1)}, f^{(2)}, f^{(3)}) \sim (\xi_1 + \xi_2 + \xi_3, \xi_1 + \xi_2 + \xi_3, \xi_1 + \xi_2 + \xi_3)
\]

since \( \zeta \) does not depend on \( s_i \). Similarly, we can find a zero-sum game which is strategically equivalent to \( f \):

\[
(f^{(1)}, f^{(2)}, f^{(3)}) \sim (\xi_2 + \xi_3 - 2\xi_1, \xi_1 + \xi_3 - 2\xi_2, \xi_1 + \xi_2 - 2\xi_3)
\]

\[
= (-\xi_1 + \xi_2, \xi_1 - \xi_2, 0) + (-\xi_1 + \xi_3, 0, \xi_1 - \xi_3) + (0, -\xi_2 + \xi_3, \xi_2 - \xi_3).
\]

The following statement makes these observations more general and precise.

Proposition 3.2 (n-player zero-sum potential equivalent games). An \( n \)-player game with is a zero-sum equivalent potential game if and only if

\[
(f^{(1)}, f^{(2)}, \ldots, f^{(n)}) \sim \sum_{i=1}^{n} (\zeta_i, \zeta_i, \ldots, \zeta_i) \sim \sum_{i<j} (0, \cdots, 0, -\zeta_i + \zeta_j, 0, \cdots, 0, -\zeta_j + \zeta_i, 0, \cdots, 0), \tag{28}
\]

where \( \zeta_i(\cdot) \) does not depend on \( s_i \).

Proof. See the online appendix. ⊓⊔

\(^{11}\) Indeed, we can choose \( \zeta_1 = -\beta_2 s_3 + (\alpha - \beta_3) s_2 - c_3(s_3), \zeta_2 = -\beta_3 s_2 + (\alpha - \beta_3) s_2 - c_1(s_3), \zeta_3 = -\beta_3 s_2 + (\alpha - \beta_3) s_2 - c_2(s_2).\)
A similar expression to (28) for potential functions is in Ui (2000) (see the potential function in Theorem 3 in the cited paper: Appendix D). The immediate consequences of Proposition 3.2 for two-player games are as follows.

**Corollary 3.2 (Two-player zero-sum equivalent potential games).** We have the following results:

(i) Consider a two-player zero-sum equivalent potential game with

\[ f = (f^{(1)}, f^{(2)}) \sim \sum_{l=1}^{2} (\xi_l, \xi_l). \]

If \((s_1^*, s_2^*) \in (\arg \max_{s_1} \xi_2(s_1), \arg \max_{s_2} \xi_1(s_2))\) exists, then \((s_1^*, s_2^*)\) is a Nash equilibrium.

(ii) Suppose that a two-player finite zero-sum equivalent potential game satisfies Condition (N). Then the game has a strictly dominant strategy Nash equilibrium.

**Proof.** See the online appendix. □

Intuitively, when two players have both identical and conflicting interests, the strategic interdependence effects completely offset each other as in the Prisoner’s Dilemma game. Interestingly, Alger and Weibull (2013), in their study on preference evolution, identify a set of games in which “the right thing to do”, is simply to choose a strategy that maximizes one’s own payoff (p.2281 in Alger and Weibull (2013)), and games in this set are strategically equivalent to those games in Corollary 3.2 (i). In this way, our decompositions can also be used to provide helpful characterizations for a class of interesting games in applications.

Finally, we show that every zero-sum normalized game and identical interest normalized game possess a uniform mixed strategy Nash equilibrium. When an identical interest game is normalized, this game is normalized with respect to all players’ strategies and player i’s interim payoff becomes zero against all other players’ uniform mixed strategies. Similarly, when a zero-sum game is normalized, one player’s payoff can be expressed as the sum of all the other player’s payoffs, each normalized with respect to her own strategy, and this again causes player i’s interim payoff to be zero.

**Proposition 3.3 (Zero-sum normalized games and identical interest normalized games).** Suppose that a game is a zero-sum normalized game or an identical interest normalized game. Then the uniform mixed strategy profile is always a Nash equilibrium.

**Proof.** See the online appendix. □

4. Applications

4.1. Two-player finite strategy games

In this section, we present applications of the decomposition results in Section 2 and equilibrium characterizations in Section 3. We first show that a two-player finite game can be uniquely decomposed into component games with distinctive equilibrium properties. Then we show that the total number of Nash equilibria for a given game, depending on some conditions in terms of its decomposition component games, can be maximal or minimal. 12

The following statement shows that a given game can be decomposed into three components: the first one with pure strategy Nash equilibria, the second one with a unique uniform mixed Nash equilibrium and the third one with a dominant Nash equilibrium (see Fig. 1 for an illustration of Theorem 4.1).

**Theorem 4.1 (Two-player finite strategy games; Nash equilibria).** Suppose that \( f \) is a two-player finite strategy game. Then, \( f \) can be uniquely decomposed into three components:

\[ f = f_{I\cap N} + f_{Z\cap N} + f_B \]

where \( f_{I\cap N} \) is an identical interest normalized game, \( f_{Z\cap N} \) is a zero-sum normalized game and \( f_B \) is a zero-sum equivalent potential game. Suppose that all three component games satisfy Condition (N). Then, \( f_{I\cap N} \) has a finite number of Nash equilibria with a uniform mixed strategy, \( f_{Z\cap N} \) has a unique uniform mixed strategy Nash equilibrium and \( f_B \) has a strictly dominant strategy Nash equilibrium.

**Proof.** This follows from the decomposition theorem, Theorem 2.1, Corollary 3.1, Corollary 3.2 and Proposition 3.3. □

12 For the maximum number of Nash equilibria of finite games, see Quint and Shubik (1997, 2002), Savani and von Stengel (2006), McLennan and Park (1999).
shows We with its of. Also, strategy (potential) shows that zero-sum games. Next, to illustrate this relationship more explicitly, we present Fig. 2 in which Nash equilibria are computed under various values of \( \zeta \) and \( \delta \) for a symmetric game, defined by

\[
\begin{pmatrix}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{pmatrix} + \zeta
\begin{pmatrix}
0 & -1 & 1 \\
1 & 0 & -1 \\
-1 & 1 & 0
\end{pmatrix} + \delta
\begin{pmatrix}
1 & 1 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Here, a two-player symmetric game \( f = (f^{(1)}, f^{(2)}) \) satisfies \( f^{(1)}(x, y) = f^{(2)}(y, x) \) and a matrix can specify a bi-matrix game in Fig. 1. Note that when \( \zeta = 1 \) and \( \delta = 1 \), the game in (30) becomes the finite game presented in Fig. 1. Fig. 2 shows that when a game is close to the identical interest normalized game, equilibrium properties—the numbers of pure strategy and mixed strategy Nash equilibria—of this game are the same as the identical interest normalized game (Region I). Also, when the effect of the zero-sum normalized game, \( \zeta \), is sufficiently strong, the corresponding game admits a unique uniform mixed strategy (the property of zero-sum normalized games; Region VI). Similarly, in the case where the effect of a zero-sum equivalent potential game is prevalent, the corresponding game has a unique dominant strategy (the property of zero-sum equivalent potential games; Region V).

Next, motivated by Fig. 2, we establish a more precise relationship between Nash equilibria of a given game and those of its component games. If we consider two player symmetric games with \( l \) strategies, then a game can be succinctly identified with an \( l \times l \) matrix as in (30). Then we can explicitly find basis games for subspaces of \( I \cap N \), \( Z \cap N \) and \( B \) as follows.

We first define games \( S^{(ij)}_{kk'} \) for identical interest normalized games and games \( Z^{(ij)}_{kk'} \) for zero-sum normalized games:

\[
S^{(ij)}_{kk'} = \begin{cases} 
1 & \text{if } (k, k') = (i, i) \text{ or } (j, j) \\
-1 & \text{if } (k, k') = (i, j) \text{ or } (j, i) \\
0 & \text{otherwise},
\end{cases} \quad Z^{(ij)}_{kk'} = \begin{cases} 
-1 & \text{if } (k, k') = (1, i) \text{ or } (i, 1) \text{ or } (j, 1) \\
1 & \text{if } (k, k') = (1, j) \text{ or } (i, 1) \text{ or } (j, i) \\
0 & \text{otherwise}.
\end{cases}
\]
Note that $Z^{(ij)}$ is a Rock-Paper-Scissor game involving strategies 1, \(i\) and \(j\) (see Table 1 in the online appendix) and, as mentioned, the condition for a two player symmetric game to be a potential game can be obtained by the requirement that a game is orthogonal to all $Z^{(ij)}$'s (see Hwang and Rey-Bellet (2011)). We also define the games, $D^{(i)}$ and $E^{(i)}$, for $B$: 

$$D^{(i)}_{kk'} = \begin{cases} 1, & \text{if } k = i \\ 0, & \text{otherwise} \end{cases}, \quad E^{(i)}_{kk'} = \begin{cases} 1, & \text{if } k' = i \\ 0, & \text{otherwise} \end{cases}.$$ 

Then, we obtain the following bases for each subspace.

**Lemma 4.1.** We have the following results:
(i) The set of games \(\{S^{(ij)}\}_{i=1,\ldots,l,j=1,\ldots,l} \) forms a basis for \(I \cap N\).
(ii) The set of games \(\{Z^{(ij)}\}_{i=2,\ldots,l,j=1,\ldots,l} \) forms a basis for \(Z \cap N\).
(iii) The set of games \(\{D^{(i)}\}_{i=1,\ldots,l,j=1,\ldots,l} \) forms a basis for \(B\).

**Proof.** See the online appendix. □

The proof of Lemma 4.1 involves counting the dimension of each subspace and checking whether basis games are independent. Thus, for a given $G$, by our decomposition results, there exists a unique set of coefficients \(\{\gamma_{ij}\}, \{\zeta_{ij}\}, \{\delta_i\} \) and \(\{\eta_i\}\) such that

$$G = \sum_{i=1}^{l} \sum_{j=i+1}^{l} \gamma_{ij} S^{(ij)} + \sum_{i=2}^{l} \sum_{j=1}^{i} \zeta_{ij} Z^{(ij)} + \sum_{i=1}^{l-1} \delta_i D^{(i)} + \sum_{i=1}^{l} \eta_i E^{(i)} \quad \quad \quad (31)$$

and $G$ is strategically equivalent to $S + Z + D$: $G \sim S + Z + D$. Denote by \(\#(G)\), the number of Nash equilibria of $G$. First note that if $G$ is a symmetric game, then \(\#(G) \leq 2^l - 1\) (See Lemma 2 (d) and the Theorem in Quint and Shubik (2002)). Let

$$\gamma := \min_{k} \min_{j \neq k} \gamma_{kj}, \quad \delta = \max_{i} \delta_i, \quad \zeta = \frac{(l-1)(l-2)}{2} \max_{j} |\zeta_{ij}|$$

The following proposition identifies conditions under which the equilibrium property of an identical interest normalized component game determines the equilibrium property of the original game.

**Proposition 4.1.** Consider the decomposition in (31).
(i) Suppose that $\gamma_{ij} < 0$ for all $i, j$. Then $\#(G) = 1$.
(ii) Suppose that $\gamma_{ij} > 0$ for all $i, j$. Suppose that $\delta_i \geq 0$ for all $i$ and $\gamma > \delta + \zeta$. Then $\#(G) = 2^l - 1$.

**Proof.** See the online appendix. □
The result (i) in Proposition 4.1 is partially known in the literature. Hofbauer and Sandholm (2009) define a class of games, strictly stable games, and show that a strictly stable game possesses a unique mixed strategy Nash equilibrium (for the definition of strictly stable games, see the online appendix.). In addition, Proposition 4.1 (i) shows that a sufficient condition for the strict stability of a game is given by the negative coefficients assigned to identical interest normalized basis games in decomposition. Proposition 4.1 (ii) also identifies the conditions under which the equilibrium properties of identical interest normalized component game determine equilibrium property of the original game. Kandori and Rob (1998) shows that a class of coordination games—games satisfying the total bandwagon property—possesses \( 2^k - 1 \) number of Nash equilibria. Proposition 4.1 (ii) shows that (1) the identical interest normalized games with the positive coefficients assigned to basis games satisfy the total bandwagon property and (2) a game sufficiently close to an identical interest normalized game also satisfies the total bandwagon property. In other words, Proposition 4.1 (ii) shows how decomposition can be used to find a class of coordination games which satisfies the total bandwagon property.

4.2. Contest games

In this section, we study a class of games, called contest games, which include Tullock contests and all-pay auctions as special cases (Konrad, 2009). A contest game is an \( n \) player game in which payoff functions are given by

\[
f^{(i)}(s) = p^{(i)}(s_i, s_{-i})v - c_i(s_i) \quad \text{for } i = 1, \cdots, n,\]

where \( \sum p^{(i)}(s) = 1 \) and \( p^{(i)}(s) \geq 0 \) for all \( s \geq 0, v > 0, c_i(0) = 0 \) and \( c_i(\cdot) \) is continuous, increasing and convex. Then, it is easy to verify that a contest game is a zero-sum equivalent game, since

\[
f^{(i)} \sim (p^{(i)}(s_i, s_{-i}) - \frac{1}{n})v - \frac{1}{n-1} \sum_{j \neq i} (c_i(s_i) - c_j(s_j)) := w^{(i)}(s_i, s_{-i}).
\]

Thus, Proposition 3.1 may be applicable for equilibrium analysis. The existing literature extensively studies the uniqueness of Nash equilibria under specific assumptions about \( p^{(i)} \) (e.g., Hillman and Riley (1989), Szidarovszky and Okuguchi (1997)). When \( p^{(i)}(s) \) is given by

\[
p^{(i)}(s) = \begin{cases} 
\frac{s_i}{\sum s_i}, & \text{if } s_i > 0 \text{ for some } i \\
\frac{1}{n}, & \text{if } s_i = 0 \text{ for all } i,
\end{cases}
\]

the contest game is called a rent-seeking game. Using Proposition 3.1, we present a completely different way of showing uniqueness of Nash equilibria for rent-seeking games from the existing literature (Szidarovszky and Okuguchi (1997), Cornes and Hartley (2005)). While the existing literature shows the uniqueness of Nash equilibria by using the property of aggregative games, we establish the uniqueness by using the strategic equivalence of the rent-seeking game to a zero-sum game \( w \) and the convexity of \( w \). Thus, our approach shows that recognizing zero-sum equivalent games via decomposition facilitates equilibrium analysis.

Though we adopt a rather simplifying assumption that \( c_i(s_i) \) is linear, i.e.,

\[c_i(s_i) = c_i s_i,\]

where \( c_i > 0 \) for all \( i \), we believe that our method can be extended to the case where \( c_i(\cdot) \) is convex (or non-linear) or to other classes of zero-sum equivalent games. We also set \( v = 1 \) for simplicity.

The idea of showing the uniqueness of Nash equilibria is as follows. First, we show that \( w^{(i)}(s_i, s_{-i}) \) in (33) is convex in \( s_{-i} \) and thus, the set of Nash equilibria is convex (Lemma C.4 in the online appendix). Second, we show that when we study the Nash equilibrium of the contest games using the \( \Phi_f \) function, it is enough to examine the \( \Phi_f \) function defined over the set of players whose action levels are strictly positive, namely the active player set, denoted by \( P \), where \( P \subset \{1, \cdots, n\} \) and \( |P| \geq 2 \) (Lemma C.5 in the online appendix). Then we show that the \( \Phi_f \) function defined over \( P \) is strictly convex (Lemma C.6 in the online appendix). This implies that each \( P \) set admits at most one Nash equilibrium (Lemma C.7 in the online appendix). That is, if we define \( S(P) \)

\[S(P) := \{s_1, \cdots, s_n : s_i > 0 \text{ for } i \in P \text{ and } s_j = 0 \text{ for } j \notin P\},\]

then each \( S(P) \) contains at most one Nash equilibrium. Finally, if there exist two different Nash equilibria, \( s^* \) and \( t^* \), such that \( s^* \in S(P) \) and \( t^* \in S(P) \) and \( P \neq P' \), then the convexity of Nash equilibria implies that there are infinitely many Nash equilibria, which contradicts the fact that each distinct \( P \) can admit at most one Nash equilibrium. Thus, there exists a unique Nash equilibrium for rent-seeking games defined by (34) (Proposition 4.2). We provide all detailed steps and lemmas in the online appendix.

**Proposition 4.2.** The Nash equilibrium for a rent-seeking game defined in (34) is unique.

**Proof.** See the online appendix. \( \square \)
5. Conclusion

In this study, we developed decomposition methods for classes of games such as zero-sum equivalent games, zero-sum equivalent potential games, zero-sum normalized games, and identical interest normalized games. Our methods rely on the properties of commuting projections in the vector space of games, and identifications of subspaces of games by the ranges and kernels of these projections. The identifications are based on the characterizations for various classes of games.

Next, we showed that two-player finite zero-sum equivalent games have a unique Nash equilibrium. We then studied the class of zero-sum equivalent potential games and showed that two-player finite zero-sum equivalent potential games have generically a unique strictly dominant Nash equilibrium. We also showed that identical interest normalized games and zero-sum normalized games have a uniform mixed strategy Nash equilibrium. Based on these, we provide two specific applications. In the first application, we demonstrate that decomposition can single out the effect of component games on the Nash equilibrium of the original game. In the second application, the uniqueness of Nash equilibria for rent-seeking games is shown based on the special property of zero-sum equivalent games.

Appendix A. Decomposition results

A.1. Decomposition via projections

Let \( V \) be a vector space. We say that \( V \) is the direct sum of \( V_1 \) and \( V_2 \) and write \( V = V_1 \oplus V_2 \) if any \( x \in V \) can be written uniquely as \( x = x_1 + x_2 \) with \( x_i \in V_i \), \( i = 1, 2 \). Recall that a linear map \( P : V \to V \) is a projection if \( P^2 = P \). Then \( I - P \) is also a projection and from writing \( x = Px + (I - P)x \) we obtain the direct sum decomposition:

\[
V = R(P) \oplus K(P) = R(P) \oplus R(I - P) = K(I - P) \oplus K(P),
\]

where \( R(P) \) and \( K(P) \) are the range and kernel of the map \( P \), respectively. Note the following elementary properties for projections.

Lemma A.1. Let \( P_1 \) and \( P_2 \) be two commuting projections on the vector space \( V \).

(i) Then \( P_1 P_2 \) is a projection and

\[
R(P_1 P_2) = R(P_1) \cap R(P_2),
\]

\[
K(P_1 P_2) = K(P_1) + K(P_2).
\]

(ii) \( P_1 + P_2 \) is a projection if and only if \( P_1 P_2 = 0 \), in which case we have

\[
R(P_1 + P_2) = R(P_1) \oplus R(P_2),
\]

\[
K(P_1 + P_2) = K(P_1) \cap K(P_2).
\]

Proof. Some of results are presented, for example, in Chapter 9 in Kreyzig (1989). For completeness, we present the complete proof of all statements.

(i) We have \((P_1 P_2)^2 = P_1^2 P_2 = P_1 P_2\) so \( P_1 P_2 \) is a projection. To prove (A.2) note that if \( x \in R(P_1 P_2) \) then \( x = P_1 P_2 x = P_2 P_1 y \) and thus \( x \in R(P_1) \cap R(P_2) \). Conversely if \( x \in R(P_1) \cap R(P_2) \) then \( x = P_1 y = P_2 z \) and thus \( x = P_1 y = P_1 P_2 y + P_1 (I - P_2) y = P_1 P_2 y + (I - P_2) P_2 z = P_1 P_2 y \) and thus \( x \in R(P_1 P_2) \).

To prove (A.3) note that if \( x \in K(P_1) \) then \( P_1 P_2 x = 0 \) and then \( x = P_2 x + (I - P_2)x \in K(P_1) + K(P_2) \) since \( P_1 P_2 x = 0 \) and \( P_2 (I - P_2)x = 0 \). Conversely if \( x \in K(P_1) \cap K(P_2) \) then \( x = y + z \) with \( P_1 y = P_2 z = 0 \) and thus \( P_1 P_2 x = P_1 P_2 y + P_2 P_1 z = 0 \).

(ii) Since \((P_1 + P_2)^2 = P_1^2 + 2P_1 P_2 + P_2^2\), \( P_1 + P_2 \) is a projection if and only if \( P_1 P_2 = 0 \). The statements in (ii) by applying (i) to the projections \( I - P_1 \) and \( I - P_2 \) since \( P_1 P_2 = 0 \) implies that \((I - P_1)(I - P_2) = I - (P_1 + P_2) \). More specifically, to prove (A.4) we use (A.3) to obtain

\[
R(P_1 + P_2) = K((I - P_1)(I - P_2)) = K(I - P_1) + K(I - P_2)
\]

\[
= R(P_1) \oplus R(P_2) = R(P_1) \oplus R(P_2),
\]

where in the last equality we used that by (A.2) \( R(P_1) \cap R(P_2) = R(P_1 P_2) = \{0\} \). To prove (A.5) we use (A.2) and obtain

\[
K(P_1 + P_2) = R((I - P_1)(I - P_2)) = R(I - P_1) \cap R(I - P_2)
\]

\[
= K(P_1) \cap K(P_2).
\]

From Lemma A.1 we obtain the following vector decompositions.
**Proposition A.1.** Let $P_1$ and $P_2$ be commuting projections such that $P_1(I - P_2) = 0$. Then we have

$$D_1 \quad V = R(P_1) \oplus K(P_1), \quad \text{(A.8)}$$

$$D_2 \quad V = R(P_2) \oplus K(P_2), \quad \text{(A.9)}$$

$$D_3 \quad V = R(P_1) \oplus K(P_2) \oplus (K(P_1) \cap R(P_2)). \quad \text{(A.10)}$$

**Proof.** The decompositions (A.8) and (A.8) are immediate from (A.1). For (A.10) note that $P_1$ commute with $I - P_2$ and thus by Lemma A.1 $P_1 + I - P_2$ is a projection. From (A.4) and (A.5) we obtain

$$K(P_1 + I - P_2) = K(P_1) \cap K(I - P_2) = K(P_1) \cap R(P_2)$$

$$R(P_1 + I - P_2) = R(P_1) \oplus R(I - P_2) = R(P_1) \oplus K(P_2)$$

from Lemma A.1 (ii) and thus (A.10) by (A.1). □

**A.2. Game-theoretic applications**

Let $f := (f^{(1)}, \ldots, f^{(n)}) : S \rightarrow \mathbb{R}^n$ where $f^{(i)} : S \rightarrow \mathbb{R}$ for $i = 1, \ldots, n$. We let

$$\|f\|_1 := \int |f^{(i)}| \, dm, \quad \|f\| := \sum_{i=1}^n \int |f^{(i)}| \, dm. \quad \text{(A.11)}$$

We let $L(S, \mathbb{R}; m) = \{u : S \rightarrow \mathbb{R} ; u \text{ is measurable and } \|u\|_1 < \infty\}$ and consider the space of games payoffs given by the following vector space:

$$\mathcal{L} := L(S, \mathbb{R}^n ; m) = \{f : S \rightarrow \mathbb{R}^n ; f \text{ is measurable and } \|f\| < \infty\}.$$ 

Note that $f \in \mathcal{L}$ if and only if $f^{(i)} \in L(S, \mathbb{R} ; m)$, for each $i = 1, 2, \ldots, n$. Recall the operator $T_i u = \frac{1}{|S_i|} \int_{S_i} u(s) \, dm_i(s_i)$ given in equation (12).

**Lemma A.2.** We have the following results:

(i) The operators $T_i$ are projections on $L(S, \mathbb{R} ; m)$.

(ii) The projections $T_i$ and $T_j$ commute for any $i, j$ and any product of the form $T_{i_1} \cdots T_{i_k}(I - T_{j_1}) \cdots (I - T_{j_l})$ is a projection on $L(S, \mathbb{R} ; m)$.

**Proof.** (i) If $u \in L(S, \mathbb{R}, m)$ then by Fubini theorem $u(s) = u(s_i, s_{-i})$ is integrable with respect to $m_i(s_i)$ (for almost every $s_{-i}$) so that $T_i u$ is well defined and by Fubini theorem again, $T_i u$ is integrable with respect to $\prod_{i \neq i} m_i(s_i)$. Since $T_i u$ does not depend on $s_i$, $T_i u$ is integrable with respect to $m_i$ and we have $T_i^2 u = T_i u$ and we have $|T_i u| \leq T_i |u|$. By Fubini theorem again

$$\|T_i u\| = \int |T_i u| \, dm = \int |T_i u| \, dm_i(s_i) \prod_{i \neq i} \, dm_i(s_i) \leq \int |T_i u| |m_i(s_i)| \prod_{i \neq i} \, dm_i(s_i) = \|u\|_1,$$

and thus, $T_i$ is bounded. □

In the next lemma we prove the basic properties of the projections introduced in Section 2, see the operators $S$ and $P$ defined in (13), $G$ defined in (18) and $V$ defined in (22). Also recall the convenient notation from (16): for any $M \subset N = \{1, \cdots, n\}$ we set $u_M = \prod_{i \in M} T_i \prod_{k \in M} (I - T_k)u$. By Lemma A.2 the map $u \mapsto u_M$ is a projection.

**Lemma A.3.** We have the following results:

(i) $S$, $P$, and $G$ are projections.

(ii) $S$ and $G$ commute and hence $SG$ is a projection.

(iii) $V$ is a projection.

(iv) $V$ and $P$ commute and $VP = 0$, hence $V + P$ is a projection.

(v) $SG$ and $I - V - P$ commute and $SG(I - V - P) = 0$.

**Proof.** (i) It is easy to check that $S$ is a projection and for $P$ and $G$ this follows from Lemma A.2 since $(Pf)^{(i)} = T_i f^{(i)}$

$$(Gf)^{(i)} = f^{(i)}_{|N}$$

(ii) We have
(SGf)^{(i)} = \frac{1}{n} \sum_{j=1}^{n} (I - T_i) f^{(j)} = \prod_{i=1}^{n} (I - T_i) \frac{1}{n} \sum_{j=1}^{n} f^{(j)} = (GSf)^{(i)}. \\

(iii) First observe that

$$\left( u_M \right)_{M'} = \begin{cases} 0, & \text{if } M \neq M' \\ u_M, & \text{if } M = M' \end{cases}.$$  \hspace{1cm} (A.12)

Equation (A.12) implies that

$$\langle h^{(1)}, \ldots, h^{(n)} \rangle = Vf = \left( \sum_{M \neq 1} \frac{1}{|M|} \sum_{j \in M} f^{(j)} \right) \ldots \left( \sum_{M \neq n} \frac{1}{|M|} \sum_{j \in M} f^{(j)} \right)$$

then for any $M$ and $i, j \in M$ we have $h^{(i)}_M = h^{(j)}_M = \frac{1}{|M|} \sum_{j \in M} f^{(j)}$ which does not depend on $i, j$. Therefore

$$\frac{1}{|M|} \sum_{j \in M} h^{(i)}_M = \frac{1}{|M|} \sum_{j \in M} f^{(j)}.$$ 

This implies that $V^2 = V$ and thus $V$ is a projection.

(iv) Note that if $i \in M$ we have

$$T_i u_M = T_i \prod_{l \neq i} T_l \prod_{k \in M} (I - T_k)u = \prod_{l \in M} T_l \prod_{k \in M} (I - T_k)(T_i u)_M = 0$$

where the last inequality follows from $T_i \prod_{k \in M} (I - T_k) = T_i (I - T_i) \prod_{k \in M} (I - T_k) = 0$. Therefore

$$\langle PVf^{(i)} \rangle = T_i (Vf^{(i)}) = T_i \frac{1}{|M|} \sum_{j \in M} f^{(j)} = 0$$  \hspace{1cm} (A.13)

$$\langle VPf^{(i)} \rangle = \sum_{M \neq i} \frac{1}{|M|} \sum_{j \in M} (T_j f^{(j)})_M = 0$$  \hspace{1cm} (A.14)

Thus $PV = VP = 0$ and by Lemma A.1 $V + P$ is a projection.

(v) Note first that the fact $SGP = PSG = 0$ is proved exactly as in (iv) since $(SGf)^{(i)} = \frac{1}{|M|} \sum_{j \in M} f^{(j)}$. Moreover, if we let

$$\langle Df^{(i)} \rangle = \sum_{M \neq N} \frac{1}{|M|} \sum_{j \in M} f^{(j)}$$

we have $V = SG + D$. Therefore we have

$$SG(I - V + P) = SGD \quad \text{and} \quad (I - V + P)SG = DSG$$  \hspace{1cm} (A.15)

To conclude, recall that $(u_M)_{M'} = 0$ if $M \neq M'$ in (A.12). From the definition of $D$ we note that $(Df^{(i)})_N = 0$ and thus

$$\langle SGDf^{(i)} \rangle = \frac{1}{|N|} \sum_{j \in N} (Df^{(j)})_N = 0.$$ 

On the other hand we have $(SGf^{(i)})_M = 0$ if $M \neq N$ and thus

$$\langle DSGf^{(i)} \rangle = \sum_{M \neq N} \frac{1}{|M|} \sum_{j \in M} (SGf^{(j)})_M = 0$$

This proves that $SGD = DSG = 0$ and therefore by (A.15) (v) holds. 

**Proof of Theorem 2.1.** We let

$$P_1 = SG, \quad P_2 = V + P$$

in (A.8), (A.9), and (A.10). From Lemma A.3 and Proposition A.1, we have the following decomposition:
\[ D1 \quad \mathcal{L} = R(SG) \oplus K(SG) \]  
(A.16)

\[ D2 \quad \mathcal{L} = R(V + P) \oplus K(V + P) \]  
(A.17)

\[ D3 \quad \mathcal{L} = R(SG) \oplus K(V + P) \oplus (K(SG) \cap R(V + P)) \]  
(A.18)

Then from Propositions A.2, A.3, A.4, and A.5, proven below we obtain the decompositions in Theorem 2.1. □

Note that we also have

\[ K(SG) \cap R(V + P) = K(SG) \cap K(I - (V + P)) = K(I - (D + P)) = R(D + P). \]  
(A.19)

Next, we will show that each of these ranges and kernels in (A.16), (A.17), and (A.18) are indeed equivalent to the corresponding subspaces presented in Theorem 2.1.

**Proposition A.2 (Identical interest normalized games).** We have

\[ R(SG) = \mathcal{I} \cap \mathcal{N}. \]

**Proof.** Let \( f \in R(SG) \). Then \( f = SGf = GSf \). Thus \( f \in \mathcal{I} \cap \mathcal{N} \). Suppose that \( f \in \mathcal{I} \cap \mathcal{N} \). Then \( f = (h, \ldots , h) \) for some scalar valued function \( h \) such that

\[ \int_{S_i} h(s) dm_i(s_i) = 0 \quad \text{for all } i. \]

Thus, \( Sf = f \). Also since \( (I - T_1)h = h - \int f h dm_i = h \) for all \( i \), we have \( Gf = f \). Thus \( SGf = Gf = f \) and we have \( f \in R(SG) \). □

**Proposition A.3 (Zero-sum equivalent games).** We have

\[ K(SG) = \mathcal{Z} + \mathcal{E} \]

**Proof.** We first have the following equivalence: \( f \in K(SG) \iff SGf = 0 \). Thus we will show that \( SGf = 0 \iff f \in \mathcal{Z} + \mathcal{E} \) or equivalently,

\[ \sum_{i=1}^{n} f(i) \in K(\prod_{i=1}^{n} (I - T_1)) \iff f \in \mathcal{Z} + \mathcal{E} \]

(\( \leftarrow \)) If \( f \in \mathcal{Z} + \mathcal{E} \), then \( f(i) = g(i) + h(i) \), where \( \sum_{i=1}^{n} g(i) = 0 \) and \( h(i) \in R(T_1) \). Therefore, we have

\[ \sum_{i=1}^{n} f(i) = \sum_{i=1}^{n} T_i q(i), \]

for some \( q^{(1)}, \ldots , q^{(n)} \), and clearly, we have \( (\prod_{i=1}^{n} (I - T_1)) (\sum_{i=1}^{n} T_i q^{(i)}) = 0. \)

(\( \rightarrow \)) Conversely, suppose that \( \sum_{i=1}^{n} f(i) \in K(\prod_{i=1}^{n} (I - T_1)) \). Then, for each \( i \),

\[ f(i) = \prod_{l=1}^{n} (I - T_1)f(i) + (I - \prod_{l=1}^{n} (I - T_1)) f(i) =: m(i) + n(i). \]

Then \( \sum_{i=1}^{n} m(i) = \sum_{i=1}^{n} \prod_{i=1}^{n} (I - T_1)f(i) = 0 \) because \( \sum_{i=1}^{n} f(i) \in K(\prod_{i=1}^{n} (I - T_1)). \) Also since \( n(i) \in K(\prod_{i=1}^{n} (I - T_1)) = R(T_1) + \cdots + R(T_n) \), we have, for each \( i \),

\[ n(i) = \sum_{j=1}^{n} T_j n_j^{(i)}, \]

for some \( \{n_j^{(i)}\}_{j=1}^{n}. \) In this way, we find \( \{n_j^{(i)}\}_{j=1}^{n}. \) For each \( i \), we write

\[ n(i) = \left( \sum_{j=1}^{n} T_j n_j^{(i)} - \sum_{j=1}^{n} T_i n_j^{(i)} \right) + \sum_{j=1}^{n} T_i n_j^{(i)}. \]
Then, we have
\[ \sum_{i=1}^{n} \left( \sum_{j=1}^{n} T_{j}n_{i}^{(j)} - \sum_{j=1}^{n} T_{i}n_{j}^{(j)} \right) = 0. \]

Thus \( f = (f^{(1)}, \ldots, f^{(n)}) \) can be written as
\[ f = (m^{(1)}, \ldots, m^{(n)}) + \sum_{j=1}^{n} T_{j}n_{j}^{(1)} + \sum_{j=1}^{n} T_{j}n_{j}^{(n)} + \sum_{j=1}^{n} T_{j}n_{j}^{(j)} + \sum_{j=1}^{n} T_{j}n_{j}^{(j)} \]
\[ \in \mathcal{E} \]
\[ \sum_{j=1}^{n} T_{j}n_{j}^{(j)} + \sum_{j=1}^{n} T_{j}n_{j}^{(j)} \]
\[ \in \mathcal{E} \]

This shows that \( f \in \mathcal{Z} + \mathcal{E} \), and concludes the proof of the claim. \( \square \)

The following proposition gives detailed characterizations for potential games.

**Proposition A.4 (Potential games).** The following statements are equivalent.

(i) \( f \) is a potential game.

(ii)
\[ (I - T_{i})(I - T_{j})f^{(i)} = (I - T_{i})(I - T_{j})f^{(j)} \text{ for all } i, j. \]

(A.20)

(iii)
\[ f^{(i)} = \frac{1}{|M|} \sum_{j \in M} f^{(j)} \text{ and for all } i \in M \text{ for all non-empty } M. \]

(A.21)

(iv)
\[ f^{(i)} = T_{i}f^{(i)} + \sum_{M \ni i} \frac{1}{|M|} \sum_{j \in M} f^{(j)} \text{ for all } i. \]

(A.22)

Thus we have
\[ R(\mathbf{V} + \mathbf{P}) = \mathcal{I} + \mathcal{E}. \]

**Proof.** ((i) \( \implies \) (ii)) Suppose that \( f \) is a potential game. Then for all \( i \), \( f^{(i)}(s) = \phi + T_{i}h^{(i)} \) for some \( h^{(i)} \). Thus we have
\[ (I - T_{i})(I - T_{j})(f^{(i)}(s) - f^{(j)}(s)) = (I - T_{i})(I - T_{j})(T_{i}h^{(i)}(s_{-i}) - T_{j}h^{(j)}(s_{-j})) = 0 \]

((ii) \( \implies \) (iii)) Suppose that condition (A.20) holds and let \( M \ni \{i, j\} \). Then
\[ f^{(i)} = \prod_{l \notin M} T_{l} \prod_{k \in M} (I - T_{k})f^{(i)} \]
\[ = \prod_{l \notin M} T_{l} \prod_{k \in M} (I - T_{k})(I - T_{i})(I - T_{j})f^{(i)} \]
\[ = \prod_{l \notin M} T_{l} \prod_{k \in M} (I - T_{k})(I - T_{i})(I - T_{j})f^{(j)} = f^{(j)} \]

and therefore \( f^{(i)} \) is independent of \( i \) if \( i \in M \) and thus (A.21) holds.
((iii) \(\implies\) (iv)) If (A.21) holds, we have
\[
\begin{align*}
  f^{(i)} &= T_i f^{(i)} + (I - T_i) f^{(i)} \\
    &= T_i f^{(i)} + \sum_{M \ni i} f_{M}^{(i)} \\
    &= T_i f^{(i)} + \sum_{M \ni i} \frac{1}{|M|} \sum_{j \in M} f_{M}^{(j)},
\end{align*}
\]
which establishes (A.22).

((iv) \(\implies\) (i)) Suppose that (A.22) holds. Then
\[
  f^{(i)} = \sum_{M \ni i} \frac{1}{|M|} \sum_{j \in M} f_{M}^{(j)} + T_i f^{(i)} = \sum_{M \ni i} \frac{1}{|M|} \sum_{M \ni j \in M} f_{M}^{(j)} - \sum_{M \ni i} \frac{1}{|M|} \sum_{j \in M} f_{M}^{(j)} + T_i f^{(i)}
\]
\[
\begin{align*}
  &= \phi \\&= \hat{h}^{(i)}
\end{align*}
\]
where the first term \(\phi\) does not depend on \(i\) and the second term \(\hat{h}^{(i)}\) satisfies \(\hat{h}^{(i)} = T_i \hat{h}^{(i)}\) since \(f_{M}^{(j)} = T_i f_{M}^{(i)}\) if \(i \not\in M\). This shows that \(f\) is a potential game. \(\Box\)

**Proposition A.5 (Zero-sum normalized games).** We have
\[
K(V + P) = Z \cap \mathcal{N}
\]

**Proof.** We will show that \(f\) is a zero-sum normalized game if and only if
\[
\sum_{M \ni i} \frac{1}{|M|} \sum_{j \in M} f_{M}^{(j)} + T_i f^{(i)} = 0 \tag{A.23}
\]
for all \(i\). Suppose that \(f\) is a zero-sum normalized game. Let \(i\) be fixed. Then since \(f\) is normalized, \(T_i f^{(i)} = 0\). Also if \(j \not\in M\), then \(f_{M}^{(j)} = 0\), again since \(f\) is normalized. Thus if \(f\) is normalized, then
\[
\sum_{j \not\in M} f_{M}^{(j)} = 0.
\]
Thus we find that
\[
\sum_{M \ni i} \frac{1}{|M|} \sum_{j \in M} f_{M}^{(j)} = \sum_{M \ni i} \frac{1}{|M|} \sum_{j = 1}^{n} f_{M}^{(j)} = 0
\]
since \(f\) is a zero-sum game.

Now suppose that (A.23) holds. Let \(i\) be fixed and \(M' \ni i\). Applying \(\prod_{j \not\in M'} T_j \prod_{k \in M'} (I - T_k)\) at (A.23), from (A.12), we find that
\[
\frac{1}{|M'|} \sum_{j \in M'} f_{M'}^{(j)} = 0
\]
Thus for all \(M' \ni i\), we have \(\frac{1}{|M'|} \sum_{j \in M'} f_{M'}^{(j)} = 0\). Thus \(T_i f^{(i)} = 0\). That is, \(f\) is normalized. By varying \(i\), we also find that
\[
\sum_{j \in M} f_{M}^{(j)} = 0\] for all \(M \neq \emptyset\). Also note that since \(f\) is normalized, \((\sum_{j = 1}^{n} f_{M}^{(j)})_{M} = 0\) and \(\sum_{j \not\in M} f_{M}^{(j)} = 0\). Thus, we find that
\[
\sum_{M \ni i} (\sum_{j = 1}^{n} f_{M}^{(j)})_{M} = \sum_{M \ni i} (\sum_{M \ni j \in M} f_{M}^{(j)}) = \sum_{M \ni i} (\sum_{M \ni j \in M} f_{M}^{(j)}) = 0
\]
Thus we have \(\sum_{j = 1}^{n} f_{M}^{(j)} = 0\). \(\Box\)

**Appendix B. Supplementary material**

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.geb.2020.05.003.
