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Abstract

We address the problem of classifying complete $\mathbb{C}$-subalgebras of $\mathbb{C}[[t]]$. A discrete invariant for this classification problem is the semigroup of orders of the elements in a given $\mathbb{C}$-subalgebra. Hence we can define the space $R_\Gamma$ of all $\mathbb{C}$-subalgebras of $\mathbb{C}[[t]]$ with semigroup $\Gamma$. After relating this space to the Zariski moduli space of curve singularities and to a moduli space of global singular curves, we prove that $R_\Gamma$ is an affine variety by describing its defining equations in an ambient affine space in terms of an explicit algorithm. Moreover, we identify certain types of semigroups $\Gamma$ for which $R_\Gamma$ is always an affine space, and for general $\Gamma$ we describe the stratification of $R_\Gamma$ by embedding dimension. We also describe the natural map from $R_\Gamma$ to the Zariski moduli space in some special cases. Explicit examples are provided throughout.
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Introduction

In this paper we consider the following algebraic problem: the classification of complete $\mathbb{C}$-subalgebras of the ring of formal power series in one variable $\mathbb{C}[[t]]$. As is often the case for classification problems in algebraic geometry, the problem can be broken down into two steps. First, we search for a discrete invariant which provides an initial coarse classification of the objects. Then, for each fixed value of the invariant, we search for an algebraic variety which parametrises all objects with this given value. A discrete invariant for our problem is given by a semigroup in $\mathbb{N}$, obtained by taking the orders of elements of a given $\mathbb{C}$-subalgebra of $\mathbb{C}[[t]]$.

Definition 0.1. Let $R$ be a $\mathbb{C}$-subalgebra of $\mathbb{C}[[t]]$. The semigroup of $R$ is the set $\Gamma_R \subseteq \mathbb{N}$ defined by

$$\Gamma_R := \{ n \in \mathbb{N} \mid \exists f \in R^* \text{ with } \text{ord} f = n \}.$$

This set has the structure of a semigroup since if $f, g \in R$ have orders $n$ and $m$ respectively, then $fg \in R$ has order $n + m$. For example, the semigroup of the $\mathbb{C}$-subalgebra $R = \mathbb{C}[[t^2, t^5]]$ is the semigroup $\Gamma_R$ generated by 2 and 5, which we denote $(2, 5)$. 
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The semigroup of a \( \mathbb{C}\)-subalgebra \( R \) of \( \mathbb{C}[t] \) is indeed an invariant of our classification problem as it is computed directly from the elements of \( R \). Moreover, any semigroup \( \Gamma \subseteq \mathbb{N} \) gives rise to a complete \( \mathbb{C}\)-subalgebra of \( \mathbb{C}[t] \) simply by taking the \( \mathbb{C}\)-subalgebra generated by all monomials of the form \( t^n \) for \( n \in \Gamma \). Thus the problem of classifying complete \( \mathbb{C}\)-subalgebras of \( \mathbb{C}[t] \) can be reduced to the problem of classifying complete \( \mathbb{C}\)-subalgebras of \( \mathbb{C}[t] \) with a given semigroup \( \Gamma \subseteq \mathbb{N} \). This is the guiding problem of this paper.

**Main problem.** For a given semigroup \( \Gamma \subseteq \mathbb{N} \), describe the space

\[
\mathcal{R}_\Gamma := \{ \text{complete } \mathbb{C}\text{-subalgebras of } \mathbb{C}[t] \text{ with semigroup } \Gamma \}.
\]

We will describe \( \mathcal{R}_\Gamma \) for a particular type of semigroup, so-called numerical semigroups. In the above example, the ring \( R \) has semigroup \( \Gamma_R := \{2, 5\} = \{2, 4, 5, 6, 7, 8, \ldots\} \). In this case, \( n \in \Gamma_R \) for all \( n \geq 4 \), but \( 3 \not\in \Gamma_R \). In general, a semigroup \( \Gamma \) in \( \mathbb{N} \) containing an element \( c \) with \( c - 1 \not\in \mathbb{N} \) but \( n \in \Gamma \) for all \( n \geq c \) is called a *numerical* semigroup, and \( c \) is called the *conductor* of \( \Gamma \). Our reason for restricting our study to numerical semigroups and for working over the complex numbers is motivated by geometry. A unibranch singularity on a curve defined over the complex numbers gives rise to a \( \mathbb{C}\)-subalgebra of \( \mathbb{C}[t] \) via its complete local ring (see Section 1.1), and thus to a semigroup in \( \mathbb{N} \). Semigroups arising from unibranch curve singularities are exactly the numerical semigroups (see \[2\] Section 2), and that is why we are primarily interested in describing \( \mathcal{R}_\Gamma \) for such semigroups. From here on, we will always assume that our semigroups are numerical. While we will work over \( \mathbb{C} \) throughout, all results from Section 2 hold true for an algebraically closed field of arbitrary characteristic.

The structure of the paper is as follows. The aim of Section 1 is to motivate the study of the space \( \mathcal{R}_\Gamma \) by showing how it relates to two important and previously studied classification problems: one relating to curve singularities (Section 1.1), the other to global singular curves (Section 1.2). In Section 2 we will show that in the case of numerical semigroups, the set \( \mathcal{R}_\Gamma \) is in bijection with the points of an affine variety (Theorem 2.22). We will prove this directly by providing an algorithm which, given a semigroup \( \Gamma \), determines the polynomials \( g_1, \ldots, g_n \in \mathbb{C}[x_1, \ldots, x_M] \) such that \( \mathcal{R}_\Gamma = V(g_1, \ldots, g_n) \subseteq \mathbb{C}^M \). In Section 3 we will work through some examples to show how, in practice, these results can be used to explicitly compute \( \mathcal{R}_\Gamma \). In Section 4 we will investigate properties of the space \( \mathcal{R}_\Gamma \). Section 4.1 addresses the question of whether or not \( \mathcal{R}_\Gamma \) can always be identified with an affine space. Section 4.2 describes how the space \( \mathcal{R}_\Gamma \) admits a stratification by locally closed subsets, corresponding to subalgebras with a fixed number of generators. This stratification is finite and starts with \( \mathcal{R}_\Gamma^{plane} \), the subset of \( \mathcal{R}_\Gamma \) consisting of subalgebras which can be generated by just two elements (these correspond geometrically to plane curve singularities). Finally, Section 4.3 explores the relationship between \( \mathcal{R}_\Gamma \) and the Zariski moduli space \( \mathcal{M}_\Gamma \), viewed as the quotient of \( \mathcal{R}_\Gamma \) by the action of the automorphism group of \( \mathbb{C}[t] \). We will explicitly compute the quotient map in two cases.

After completion of this paper, a paper \[7\] by Ishii from 1980 was brought to my attention. This earlier paper considers the same algebraic problem addressed in the present paper, and the conclusions overlap: Theorem 3 of \[7\] shows that the moduli functor associated with the classification problem is representable by an affine scheme (cf. Theorem 2.22), and Corollaries 4 and 5 identify this affine scheme as an affine space in the same two cases which we consider in Theorem 5.2 and Proposition 1.1. However, the perspective taken in the present paper is different. Firstly, we emphasise the links between the space \( \mathcal{R}_\Gamma \) and moduli spaces involving curve singularities on the one hand and global singular curves on the other, while the perspective in \[7\] is purely algebraic. Secondly, we adopt a concrete algorithmic approach to the problem, similar to that in \[14\] and in \[6\], which yields an explicit description of the generators for the affine variety \( \mathcal{R}_\Gamma \) solely in terms of the data of the semigroup \( \Gamma \). This contrasts with the more abstract and scheme-theoretic nature of the results in \[7\]. It should also be noted that \[7\] does not answer Question 4 regarding whether or not the space \( \mathcal{R}_\Gamma \) is always an affine space for semigroups with three generators, and more generally which semigroups give rise to an affine space. Thus this question remains open.
Acknowledgements. I would like to thank David Smyth for suggesting this problem to me, for his continued support and guidance, and for allowing me to complete part of this work as a Research Assistant to him funded under an Australian Research Council grant (number DE140100259). I would also like to thank Joshua Jackson for bringing [7] to my attention. Finally, I am very grateful to an anonymous referee for their insight and helpful suggestions.

1 Geometric relevance of the space $\mathcal{R}_\Gamma$

1.1 $\mathcal{R}_\Gamma$ and the Zariski moduli space $\mathcal{M}_\Gamma$ of curve singularities

Given a curve $X$ (a one-dimensional abstract variety) and a unibranch singularity $p \in X$, we can associate to $p$ its complete local ring $\hat{\mathcal{O}}_{X,p}$. Let $\tilde{p}$ denote the preimage of $p$ under the normalisation map $\pi : \tilde{X} \to X$. The map $\pi$ induces an injection $\hat{\mathcal{O}}_{X,p} \hookrightarrow \hat{\mathcal{O}}_{\tilde{X},\tilde{p}} \cong \mathbb{C}[[t]]$

where we fix an isomorphism $\hat{\mathcal{O}}_{\tilde{X},\tilde{p}} \cong \mathbb{C}[[t]]$ using the Cohen Structure Theorem. Thus we can identify $\hat{\mathcal{O}}_{X,p}$, which we denote $\mathcal{O}$ for simplicity, as a $\mathbb{C}$-subalgebra of $\mathbb{C}[[t]]$.

The semigroup of the singularity is the semigroup $\Gamma_\mathcal{O}$ as introduced in Definition 1.1. This is well-defined because automorphisms of $\mathbb{C}[[t]]$ correspond to power series of order 1, and these preserve orders.

Both the complete local ring of a curve singularity and its semigroup are important geometric invariants, the former a continuous invariant and the second a discrete invariant. Indeed, the complete local ring encodes the analytic type of a curve singularity, while in the case of plane curve singularities the semigroup encodes its topological type.

Definition 1.1. Let $C$ and $C'$ be two curves embedded in $\mathbb{C}^n$ with singularities at the origin. These singularities are topologically equivalent (respectively analytically equivalent) if there exist neighbourhoods $U$ and $U'$ of 0 in $\mathbb{C}^n$ and a homeomorphism (respectively analytic isomorphism) $\phi : U \to U'$ such that $\phi(U \cap C) = U' \cap C'$.

It is well known that two curve singularities are analytically equivalent if and only if they have isomorphic complete local rings [5, Theorem 1.3]. For plane curve singularities, the fact that the topological type is encoded by its semigroup is much more surprising. It was proven by Zariski in 1965 for unibranch plane curve singularities, and subsequently generalised to all plane curve singularities by Waldi in 1973 [14, 12]. The topological significance of the semigroup in the non-planar case does not appear to have been studied. Nevertheless, both in the planar and non-planar case, the semigroup is a discrete invariant and thus we can consider the problem of classifying curve singularities with a given semigroup up to analytic equivalence.

This problem was first considered in the case of unibranch plane curve singularities by Zariski in [15], but can be stated for unibranch curve singularities of arbitrary embedding dimension.

Zariski’s problem. Let $\Gamma$ be a numerical semigroup. Describe the space

$$\mathcal{M}_\Gamma = \{\text{unibranch curve singularities with semigroup }\Gamma\}/\text{analytic equivalence.}$$

The space $\mathcal{M}_\Gamma$ is called the Zariski moduli space. Zariski considers this problem in [14] in the case of plane curve singularities, which he studies via their parametrisations. The complete local ring $\mathcal{O}$ of any unibranch plane curve singularity can be identified as a quotient $\mathbb{C}[[x,y]]/(f)$ for some irreducible power series $f \in \mathbb{C}[[x,y]]$ converging in a neighbourhood of the origin in $\mathbb{C}^2$. As seen above, there is an injection from $\mathcal{O} \cong \mathbb{C}[[x,y]]/(f)$ into $\mathbb{C}[[t]]$ via the normalisation map. If we denote by $x(t)$ and $y(t)$...
y(t) the power series corresponding to the images of the elements [x] and [y] in $\mathbb{C}[x, y]/(f)$ under this injection, then $O \cong \mathbb{C}[x(t), y(t)] \subseteq \mathbb{C}[t]$.  

By definition the power series $x(t)$ and $y(t)$ satisfy the property that $f(x(t), y(t)) = 0$.  The pair $(x(t), y(t))$ is called a parametrisation of the singularity. A parametrisation $(x(t), y(t))$ defines a homomorphism $\varphi : \mathbb{C}[x, y] \to \mathbb{C}[t]$ given by $x \mapsto x(t)$ and $y \mapsto y(t)$. For simplicity, we often identify a parametrisation $(x(t), y(t))$ with the corresponding homomorphism $\varphi$ and write $\varphi = (x(t), y(t))$. The semigroup of a parametrisation $\varphi = (x(t), y(t))$ is just the semigroup of the ring $\varphi(\mathbb{C}[x, y]) = \mathbb{C}[[x(t), y(t)]]$.

The notion of analytic equivalence can easily be transferred to parametrisations. Two parametrisations $\varphi = (x(t), y(t))$ and $\varphi' = (x'(t), y'(t))$ define analytically equivalent singularities if and only if there exist automorphisms $\rho \in \text{Aut} \mathbb{C}[t]$ and $\sigma \in \text{Aut} \mathbb{C}[x, y]$ such that the following diagram commutes:

$$
\begin{array}{ccc}
\mathbb{C}[x, y] & \xrightarrow{\varphi} & \mathbb{C}[t] \\
\sigma \downarrow & & \downarrow \rho \\
\mathbb{C}[x, y] & \xrightarrow{\varphi'} & \mathbb{C}[t].
\end{array}
$$

If such automorphisms exist, then the parametrisations are said to be $A$-equivalent and we write $\varphi \sim_A \varphi'$. Thus the classification of plane curve singularities with semigroup $\Gamma$ up to analytic equivalence amounts to describing the set of parametrisations with semigroup $\Gamma$, denoted $\Sigma_\Gamma$, up to $A$-equivalence. This equivalence relation is given by the group action of $\text{Aut} \mathbb{C}[t] \times \text{Aut} \mathbb{C}[x, y]$ on $\Sigma_\Gamma$ defined by $(\rho, \sigma) \cdot \varphi = \sigma \circ \varphi \circ \rho^{-1}$ where $\varphi \in \Sigma_\Gamma$.

Zariski’s approach in [14] to describing $\Sigma_\Gamma/\sim_A$ is to find, for each parametrisation $\varphi \in \Sigma_\Gamma$, the simplest parametrisation in its orbit under the above group action. Note that given a curve singularity defined by $f$, finding an explicit parametrisation $\varphi$ to start with is a non-trivial problem. This can be done using the Newton-Puiseaux method which, given $f \in \mathbb{C}[x, y]$, produces a pair $(t^N, y(t))$ where $y \in \mathbb{C}[t]$ satisfying $f(t^N, y(t)) = 0$. Such parametrisations are called Puiseaux parametrisations. The first part of [14] is devoted to finding various ingenious elimination criteria which provide ways of simplifying a given Puiseaux parametrisation $(t^N, y(t))$ whilst preserving $A$-equivalence. In 2007, building on Zariski’s results, Hefez and Hernandez obtained a complete set of elimination criteria, thus providing an explicit set-theoretic description of $\mathcal{M}_\Gamma$ in the case of plane curve singularities. The complete set of elimination criteria appears in [6].

After equipping $\mathcal{M}_\Gamma$ with a suitable topology, Zariski shows that the space is not in general separated. In order to obtain a separated moduli space, one must restrict to so-called “general branches”, defined in terms of the dimension of their module of deformations [15, 13]. The corresponding subset $\mathcal{M}^\text{gen}_\Gamma$ is open and dense in $\mathcal{M}_\Gamma$. The main questions posed by Zariski are whether this subset is an algebraic variety, and if so whether an explicit formula for its dimension can be determined. Zariski answers these questions in a number of special cases (all of which correspond to semigroups with just two generators) through explicit and detailed calculations. In 1978, building on Zariski’s calculations, Delorme obtained in [4] an explicit formula for the dimension of $\mathcal{M}^\text{gen}_\Gamma$ in the case of semigroups $\Gamma = \langle v_0, v_1 \rangle$. In 1988, Laudal, Martin and Pfister described the structure of $\mathcal{M}_\Gamma$ as an algebraic variety for such $\Gamma = \langle v_0, v_1 \rangle$. More precisely, they showed that $\mathcal{M}_\Gamma$ in this case admits a stratification defined by fixing the Tjurina number $\tau$ of the singularity, and moreover that on each open stratum a good quotient exists and that it is a quasi-smooth algebraic variety [8]. Two years later, Luengo and Pfister obtained an explicit description for $\mathcal{M}_\Gamma$ for $\Gamma = \langle 2p, 2q, 2pq + d \rangle$ with $p < q$, $\gcd(p, q) = 1$ and $d$ odd: it is the quotient of an affine space $\mathbb{C}^N$ by a suitable action of the group $\mu_d$ of $d$-roots of unity [9]. However, these results aside, very little is known about the space $\mathcal{M}_\Gamma$, neither its dimension for general semigroups $\Gamma$, nor whether or not it is irreducible.

It may be possible to further our understanding of the space $\mathcal{M}_\Gamma$ by viewing it as the quotient of $\mathcal{R}_\Gamma$ by the automorphism group of $\mathbb{C}[t]$. We do so explicitly in Section 123 in two examples.
1.2 \( R_\Gamma \) and the moduli space of global singular curves

The geometric relevance of \( R_\Gamma \) is not limited to its relation to the Zariski moduli space \( M_\Gamma \). We will see in this section that the space \( R_\Gamma \) parametrises the different ways in which a singular point can be “glued on” to a given smooth curve.

We can associate to any given abstract curve \( X \) with just one singular point \( p \in X \) its normalisation \( \tilde{X} \) and the complete local ring \( \tilde{O}_{X,p} \) of its singular point. A logical question to ask is whether \( \tilde{X} \) and \( \tilde{O}_{X,p} \) suffice to determine the isomorphism type of \( X \). While it may seem at first sight that a singular curve should be completely determined by its smooth locus (encoded by \( \tilde{X} \)) and by its singular locus (encoded by the complete local rings of each of its singularities), this is not the case: a curve is more than just the sum of its parts, and the missing piece is precisely the space \( R_\Gamma \) which captures how singular points can be “glued on” to smooth curves.

**Example 1.2.** Let \( X_1 = \text{Spec} \mathbb{C}[t,t^2] \) and let \( X_2 = \text{Spec} \mathbb{C}[t^2 + t^3, t^5] \). Both curves have just one singular point at the origin, with complete local rings \( \mathcal{O} = \mathbb{C}[t^2, t^5] \) and \( \mathcal{O}' = \mathbb{C}[t^2 + t^3, t^5] \) respectively. We will show that despite having analytically equivalent singularities and isomorphic pointed normalisations, \( X_1 \) and \( X_2 \) are not isomorphic.

Consider the automorphism \( \rho \) of \( \mathbb{C}[t] \) given by \( t \mapsto \sqrt{t^2 + t^3} = t + \frac{1}{2} t^2 - \frac{1}{8} t^3 + \cdots \). Then \( \rho(\mathcal{O}') = \mathbb{C}[[\rho(t^2), \rho(t^5)]] = \mathbb{C}[[t^2 + t^3, t^5 + \frac{1}{2} t^6 + \cdots]] \). Since \( \rho(\mathcal{O}') \) and \( \mathcal{O} \) have semigroup \( (2,5) \) which has conductor 4, the ideal \( (t^4) \) is contained in both \( \rho(\mathcal{O}') \) and \( \mathcal{O} \) (see Proposition 2.1.1). Thus \( \rho(t^5) = t^5 + \frac{1}{2} t^6 + \cdots \) is an element of both \( \mathcal{O} \) and \( \rho(\mathcal{O}') \), and so both rings are equal. Therefore \( \mathcal{O}' \cong \mathcal{O} \), that is, \( X_1 \) and \( X_2 \) have analytically equivalent singularities.

The rings \( \mathbb{C}[t^2, t^5] \) and \( \mathbb{C}[t^2 + t^3, t^5] \) both have \( \mathbb{C}(t) \) as their fraction field, and hence \( \mathbb{C}[t] \) as their integral closure since \( t \) is integral over both rings. Thus \( X_1 \) and \( X_2 \) have isomorphic normalisations, corresponding to \( \text{Spec} \mathbb{C}[t] = \mathbb{A}^1 \).

Nevertheless, \( X_1 \) and \( X_2 \) are not isomorphic. If they were, then there would be an induced isomorphism \( \mathbb{C}[t^2, t^5] \to \mathbb{C}[t^2 + t^3, t^5] \). By the universal property of normalisation, this isomorphism would lift to an isomorphism of their integral closure \( \mathbb{C}[t] \) of the form \( t \mapsto at \) for some \( a \in \mathbb{C} \). Under such a map, \( \mathbb{C}[t^2, t^5] \) would be sent to \( \mathbb{C}[a^2 t^2, a^5 t^5] \), which cannot contain \( t^2 + t^3 \). Thus \( \mathbb{C}[t^2, t^5] \not\cong \mathbb{C}[t^2 + t^3, t^5] \) and so \( X_1 \not\cong X_2 \).

In this example, the two non-isomorphic curves \( X_1 \) and \( X_2 \) were obtained by taking two distinct \( \mathbb{C} \)-subalgebras of \( \mathbb{C}[t] \) with semigroup \( (2,5) \), which are isomorphic as subrings of \( \mathbb{C}[t] \), but not isomorphic when viewed as subrings of \( \mathbb{C}[t] \). It is the existence of such subalgebras which in general gives rise to a parameter space of “gluing”, and which leads to the following classification problem.

**Classification problem.** Let \( \Gamma \subseteq \mathbb{N} \) be a numerical semigroup and let \( Y \) be a smooth curve with a marked point \( q \in Y \). Describe the space

\[
\mathcal{M}_{(Y,q),\Gamma} := \left\{ \begin{array}{l}
\text{Morphisms } \pi : (Y,q) \to (X,p) \text{ where } X \text{ is a curve with } \\
\text{a marked point } p \in X \text{ and } \pi^{-1}(p) = \{q\} \text{ such that:} \\
(i) \text{ } X \text{ has normalisation } \pi : Y \to X; \\
(ii) \text{ } p \in X \text{ is a singular point with semigroup } \Gamma; \\
(iii) \text{ } |\pi_\setminus\{q\} : Y \setminus \{q\} \to X \setminus \{p\} \text{ is an isomorphism};
\end{array} \right\} / \sim,
\]

where \( (X_1, \pi_1) \sim (X_2, \pi_2) \) if and only if there exists an isomorphism \( \phi \) from \( X_1 \) to \( X_2 \) such that the following diagram commutes:

\[
\begin{array}{ccc}
Y & \xleftarrow{\pi_1} & X_1 \\
\Downarrow{\phi} & & \Downarrow{\cong} \\
Y & \xrightarrow{\pi_2} & X_2
\end{array}
\]

Intuitively, the space \( \mathcal{M}_{(Y,q),\Gamma} \) consists of the different isomorphism classes of curves that can be obtained by gluing a singularity of a topological type \( \Gamma \) onto the curve \( Y \) fixing the marked point.
However, the equivalence relation on this space is stronger than that of curve isomorphism: by taking the quotient of $\mathcal{M}_{(Y, q), \Gamma}$ by the group of automorphisms of $Y$, we obtain the set of pairs $(X, \pi)$ satisfying conditions (i) to (iii) in the definition of $\mathcal{M}_{(Y, q), \Gamma}$, up to the more familiar equivalence relation of curve isomorphism.

The advantage of this stronger equivalence relation is that, defined in this way, $\mathcal{M}_{(Y, q), \Gamma}$ has a very simple description:

**Proposition 1.3.** The space $\mathcal{M}_{(Y, q), \Gamma}$ is in bijection with $\mathcal{R}_{\Gamma}$.

*Proof.* Given a pair $(X, \pi) \in \mathcal{M}_{(Y, q), \Gamma}$, a point in $\mathcal{R}_{\Gamma}$ is obtained simply by taking the complete local ring $\hat{\mathcal{O}}_{X, p}$ of the singular point of $X$ and identifying it as a subring of $\mathbb{C}[t]$ via the injection induced by the normalisation map. The inverse map can be described as follows. Let $\mathcal{O} \subseteq \mathbb{C}[t]$ and choose an affine neighbourhood $\text{Spec} A$ of $q \in Y$. Then $\hat{\mathcal{O}}_{m_q} \cong \hat{\mathcal{O}}_{Y, q} \cong \mathbb{C}[t]$ and under this identification we have that $\mathbb{C}[t]/(t^c) \cong \hat{\mathcal{O}}_{m_q}/m_q^c \cong A/m_q^c$. Thus we can view $\mathcal{O}/(t^c)$ as a subring of $A/m_q^c$. We define the ring $B$ to be the preimage in $A$ of $\mathcal{O}/(t^c)$ under the quotient map $A \to A/m_q^c$; by construction it is finitely generated and the integral closure of $A$ in its fraction field. The inclusion $B \subseteq A$ induces the normalisation map $\text{Spec} A \to \text{Spec} B$ and we let $p$ denote the image of $q$ under this map. Then $\text{Spec} A \setminus \{p\} \cong \text{Spec} B \setminus \{q\}$. Indeed, choosing a uniformiser $t$ for $m_q$ and noting that $t^c \in m_q^c \subseteq B$, we see that $B$ and $A$ become equal after localising at $t^c$, where $t^c$ is viewed as a function on $\text{Spec} A$ (respectively $\text{Spec} B$) which vanishes only at $q$ (respectively $p$) to order $c$. A curve $X$ with normalisation $Y$ is then obtained by gluing $\text{Spec} B$ onto $Y \setminus \{q\}$ along the isomorphism $\text{Spec} A \setminus \{q\} \cong \text{Spec} B \setminus \{p\}$. \qed

In this way, the space $\mathcal{R}_{\Gamma}$ parametrises the different ways in which a singular point with a given semigroup can be glued on to a given curve $Y$. The space $\mathcal{R}_{\Gamma}$ thus plays an important role in the study of compact moduli spaces of singular curves, as it parametrises certain boundary strata of the moduli spaces. For example, explicit descriptions of the space $\mathcal{R}_{\Gamma}$ for the elliptic $m$-fold point and the ramphoid cusp have permitted the application of intersection theory to the study of the relevant moduli spaces \cite{10,11}. The methodology developed here should be useful for carrying out further steps of the Hassett-Keel Program \cite{1}.

## 2 $\mathcal{R}_{\Gamma}$ is an affine variety

In this section we will show that for a numerical semigroup $\Gamma$, $\mathcal{R}_{\Gamma}$ is in bijection with the points of an affine variety. First, we will show that any ring $R \in \mathcal{R}_{\Gamma}$ can be generated by a unique set of $g + 1$ polynomials in so-called “normal” form with respect to $\Gamma$ (Proposition 2.1), where $g + 1$ is the size of the set of minimal generators for $\Gamma$. Then, we will identify necessary and sufficient conditions for a set of $g + 1$ polynomials in this normal form to generate a ring $R$ with semigroup $\Gamma$ (Proposition 2.17). By doing so, we will see that $\mathcal{R}_{\Gamma}$ can be identified with a subset of $\mathbb{C}^{|\Gamma|}$ defined by the vanishing of a finite number of polynomial functions on $\mathbb{C}^{|\Gamma|}$ (Theorem 2.12).

We start by providing an alternative but equivalent definition of $\mathcal{R}_{\Gamma}$ which will be more convenient to work with. It relies on the following standard result (cf. \cite{15} Proposition 1.2).

**Proposition 2.1.** Let $\Gamma$ be a numerical semigroup with conductor $c$ and suppose that $R \in \mathcal{R}_{\Gamma}$. Then the ideal $(t^c)$ is contained in $R$ and coincides with the conductor ideal of $R$ in $\mathbb{C}[t]$, namely the annihilator $\text{Ann}_R(\mathbb{C}[t]/R)$.

We can now extend the definition of the semigroup of a $\mathbb{C}$-subalgebra of $\mathbb{C}[t]$ to $\mathbb{C}$-subalgebras $R$ of $\mathbb{C}[t]/(t^c)$ by defining:

$$\Gamma_R := \{n \in \mathbb{N} \mid \exists f \in R \text{ with } \text{ord } f = n\} \cup \{n \in \mathbb{N} \mid n \geq c\}.$$
By Proposition 2.4, there is a one-to-one correspondence between \(C\)-subalgebras of \(C[[t]]\) with semigroup \(\Gamma\) and \(C\)-subalgebras of \(C[[t]]/(t^e)\) with semigroup \(\Gamma\). The latter perspective is more convenient for our purposes, so we will think of \(\mathcal{R}_\Gamma\) in the following way:

\[
\mathcal{R}_\Gamma = \{C\text{-subalgebras of } C[[t]]/(t^e) \text{ with semigroup } \Gamma\}.
\]

**Set-up.** From hereon, we fix a numerical semigroup \(\Gamma = \langle v_0, \ldots, v_g \rangle\), where we assume that \(v_0, \ldots, v_g\) is a set of minimal generators for \(\Gamma\) and that \(v_i < v_{i+1}\). We let \(c\) denote the conductor of \(\Gamma\) and denote by \(\{n_1, \ldots, n_k\}\) the set of elements of \(\Gamma\) strictly smaller than \(c\), in increasing order (in particular \(n_1 = v_0\)). An integer \(\delta \in \mathbb{N}\) is a gap of \(\Gamma\) if \(\delta \notin \Gamma\) and we denote by \(\{\delta_1, \ldots, \delta_l\}\) the set of gaps of \(\Gamma\), in increasing order.

We start by showing that any ring \(R \in \mathcal{R}_\Gamma\) can be generated by a unique set \(\{x_0(t), \ldots, x_g(t)\}\) in so-called normal form with respect to \(\Gamma\).

**Definition 2.2.** Let \(x_0(t), \ldots, x_g(t) \in C[[t]]/(t^e)\). The set \(\{x_0(t), \ldots, x_g(t)\}\) is in normal form (with respect to \(\Gamma\)) if for each \(i\) the following two conditions hold:

(i) \(x_i(t)\) is a monic polynomial of order \(v_i\);

(ii) aside from its leading term \(t^{v_i}\), the only powers appearing in \(x_i(t)\) with non-zero coefficients are gaps of \(\Gamma\).

**Example 2.3.** Let \(\Gamma = \langle 4, 11, 14 \rangle\). The gaps of \(\Gamma\) are \(\{5, 6, 7, 9, 10, 13, 17, 21\}\), and so a set \(\{x_0(t), x_1(t), x_2(t)\}\) is in normal form if and only if there exists constants \(a_i, b_i, c_i \in C\) such that:

\[
\begin{align*}
x_0(t) &= t^4 + a_3 t^5 + a_6 t^6 + a_9 t^9 + a_{10} t^{10} + a_{13} t^{13} + a_{17} t^{17} + a_{21} t^{21}; \\
x_1(t) &= t^{11} + b_3 t^{13} + b_{17} t^{17} + b_{21} t^{21}; \\
x_2(t) &= t^{14} + c_1 t^{17} + c_{21} t^{21}.
\end{align*}
\]

**Proposition 2.4.** Let \(R \in \mathcal{R}_\Gamma\). Then there exists a unique set \(\{x_0(t), \ldots, x_g(t)\}\) in normal form such that \(R = C[x_0(t), \ldots, x_g(t)]\).

**Proof.** Since \(R\) has semigroup \(\Gamma\) there exists a basis \(\{y_1(t), \ldots, y_k(t)\}\) for the vector subspace \(R \subseteq C[[t]]/(t^e)\) such that \(y_i(t)\) is monic and of order \(n_i\). With respect to this basis for \(R\) and to the basis \(\{1, t, t^2, \ldots, t^{e-1}\}\) for \(C[[t]]/(t^e)\), the transpose of the matrix representing to the inclusion of \(R\) into \(C[[t]]/(t^e)\) is in row echelon form. Reducing it to its unique reduced row echelon form provides a unique basis \(\{y'_1(t), \ldots, y'_k(t)\}\) of \(R\) in normal form with respect to \(\Gamma\).

Let \(x_i(t) = y'_i(t)\) for \(i = 0, \ldots, g\). Then \(\{x_0(t), \ldots, x_g(t)\}\) is also in normal form with respect to \(\Gamma\). We now show that the polynomials \(x_i(t)\) generate \(R\) as a \(C\)-subalgebra. First note that for each \(n_i\), there exists a monic polynomial \(f_i(t) \in C[x_0(t), \ldots, x_g(t)]\) of order \(n_i\), obtained by choosing a \((g + 1)\)-tuple \((i_0, \ldots, i_g) \in \mathbb{N}^{g+1}\) satisfying \(n_i = \sum_{j=0}^g i_j v_j\). Suppose that \(r(t) \in R\) has maximal order \(n_k\), and for simplicity assume it is monic. Then it must coincide with \(f_k(t)\) since otherwise \(r(t) - f_k(t) \in R\) would have order a gap of \(\Gamma\). Given \(r(t) \in R\) monic and of order \(n_k\), we have that \(r(t) - f_i(t)\) has order strictly greater than \(n_k\). By descending induction on the order of elements of \(R\), we can assume that \(r(t) - f_i(t) \in R\), from which it follows that \(r(t) \in R\).

**Remark 2.5.** While this proposition implies that \(x_0(t), \ldots, x_g(t)\) are generators for \(R\), they may not minimally generate \(R\). For example, take \(\Gamma = \langle 4, 6, 13 \rangle\), which has conductor 16, and set \(x_0(t) = t^4, x_1(t) = t^6 + t^7\) and \(x_2(t) = t^{13} - \frac{1}{4} t^{15}\). Let \(R = C[x_0(t), x_1(t), x_2(t)]\). In this case, we have that:

\[
x_1(t)^2 - x_0(t)^3 - x_0(t)x_1(t) = 2 t^{13} - t^{15} = 2 x_2(t),
\]

where we only compute up to order 15 since \(R \subseteq C[[t]]/(t^{16})\). Thus \(x_2(t) \in C[x_0(t), x_1(t)]\) and so \(R\) is already generated by \(x_0(t)\) and \(x_1(t)\).

\footnote{The leading term of a power series \(f \in C[[t]]\) refers to the monomial with the smallest power.}
We will consider this phenomenon in greater generality in Section 4.2 where necessary and sufficient conditions for a ring \( R \in \mathcal{R}_\Gamma \) to be generated by just two polynomials are determined, in the case when \( \Gamma \) has three generators.

In light of Proposition 2.4, describing \( \mathcal{R}_\Gamma \) amounts to determining when a set \( \{x_0(t), \ldots, x_g(t)\} \) in normal form generates a ring \( R = \mathbb{C}[x_0(t), \ldots, x_g(t)] \) with semigroup \( \Gamma \). Given such a set, it is clear that \( \Gamma \) is contained in \( \mathcal{R}_\Gamma \). This inclusion may be strict however, that is, \( R \) may have a semigroup with a larger set of generators than \( \{v_0, \ldots, v_g\} \). For instance, consider the semigroup \( \Gamma = \langle 4, 6, 13 \rangle \) which has conductor 16, and the set \( \{x_0(t), x_1(t), x_2(t)\} \) where \( x_0(t) = t^4, x_1(t) = t^6 + t^7 \) and \( x_2(t) = t^{13} \). This set is in normal form. Let \( R \) denote the generated ring. We have:

\[
x_1(t)^2 - x_0(t)^3 - 2x_2(t) - x_0(t)^2x_1(t) = t^{15}.
\]

Thus \( 15 \in \Gamma_R \), but \( 15 \notin \Gamma = \langle 4, 6, 13 \rangle \). In this case, \( \Gamma \subsetneq \Gamma_R \).

The reason that we were able to obtain an element in \( R \) with order lying outside of \( \langle 4, 6, 13 \rangle \) stems from the presence of two distinct polynomials in \( R \) with equal order: \( x_0(t)^3 \) and \( x_1(t)^2 \), both of order 12. In general, for \( R \) to satisfy \( \Gamma_R \subsetneq \Gamma \), there must be some cancellation of elements giving rise to "new" orders. To make this precise, we introduce the following notation and definition:

**Notation 2.6.** Given a set \( \{x_0(t), \ldots, x_g(t)\} \) in normal form with respect to \( \Gamma \), let \( R \) denote the ring \( \mathbb{C}[x_0(t), \ldots, x_g(t)] \) and \( \phi_R \) the induced ring homomorphism \( \mathbb{C}[x_0, \ldots, x_g] \to \mathbb{C}[t]/(t') \) defined by \( x_i \mapsto x_i(t) \), so that \( \phi_R \) is a surjection \( \mathbb{C}[x_0, \ldots, x_g] \to R \).

**Definition 2.7.** Let \( f \in \mathbb{C}[x_0, \ldots, x_g] \), where \( \mathbb{C}[x_0, \ldots, x_g] \) is viewed as a graded ring with \( v_i \) the weight of the variable \( x_i \). The polynomial \( f \) can be written as a finite sum of homogeneous (with respect to the weighted degree) polynomials: \( f = f_d + f_{d+1} + \cdots + f_{e-1} \), where each \( f_i \) is homogeneous of weighted degree \( i \) and \( f_d \neq 0 \). We call \( d \) the **weighted order** of \( f \). The polynomial \( f \) is **deceptive** (with respect to \( \Gamma \)) if the weighted order of \( f \) is strictly larger than the order of \( \phi_R(f) \) for any \( R \) as in Notation 2.6. The ideal generated by deceptive polynomials is denoted \( \mathcal{I}_{\text{dec}}(\Gamma) \).

**Remark 2.8.** Note the following two alternative definitions for a deceptive polynomial: a polynomial \( f = f_d + \cdots + f_{e-1} \in \mathbb{C}[x_0, \ldots, x_g] \) with \( f_d \neq 0 \) is deceptive if and only if the sum of the coefficients of monomials in \( f_d \) is equal to zero, or equivalently if and only if \( f_d(1, \ldots, 1) = 0 \).

**Example 2.9.** Let \( \Gamma = \langle 4, 6, 13 \rangle \). Then \( x_0, x_1, x_2 \in \mathbb{C}[x_0, x_1, x_2] \) have weights 4, 6 and 13 respectively. The element \( x_1^2 - x_0^3 \) in \( \mathbb{C}[x_0, x_1, x_2] \) is deceptive and homogeneous, and hence lies in \( \mathcal{I}_{\text{dec}}(\Gamma) \).

Any element of \( R \) can be written as the image of a polynomial in \( \mathbb{C}[x_0, \ldots, x_g] \) under \( \phi_R \). It is clear that if \( q \in R \) has as its order a gap of \( \Gamma \), then it must be the image of a deceptive polynomial. Nevertheless, a deceptive polynomial in \( \mathbb{C}[x_0, \ldots, x_g] \) need not map to an element of \( R \) having as its order a gap of \( \Gamma \), as shown below:

**Example 2.10.** Take \( \Gamma = \langle 4, 6, 13 \rangle \) and consider the set \( \{x_0(t), x_1(t), x_2(t)\} \) in normal form with \( x_0(t) = t^4, x_1(t) = t^6 + t^7 \) and \( x_2(t) = t^{13} \). Let \( R = \mathbb{C}[x_0(t), x_1(t), x_2(t)] \). The polynomial \( x_1^2 - x_0^3 \) is deceptive with respect to \( \Gamma \), and we have: \( \phi_R(x_1^2 - x_0^3) = x_1(t)^2 - x_0(t)^3 = 2t^{13} + t^{14} \), which has as its order an element of \( \Gamma \).

However, if the image of a deceptive polynomial under \( \phi_R \) does have as its order an element of \( \Gamma \), then we can successively remove from it all powers lying in \( \Gamma \):

**Example 2.11.** In the previous example, we saw that \( \phi_R(x_1^2 - x_0^3) = 2t^{13} + t^{14} \). Since \( 13 \in \Gamma \), we can remove this power by subtracting an appropriate element of \( R \), in this case \( x_2(t) \):

\[
\phi_R(x_1^2 - x_0^3) - 2x_2(t) = t^{14}.
\]

Again, \( t^{14} \) lies in \( \Gamma \) so it can be removed by subtracting an element in \( R \) of order 14, in this case \( x_0(t)^2x_1(t) \):

\[
\phi_R(x_1^2 - x_0^3) - 2x_2(t) - x_0(t)^2x_2(t) = t^{15},
\]
which has as its order a gap of $\Gamma$, since $15 \notin \Gamma$. Thus while the image of the deceptive element $x_1^2 - x_3^3$ has as its order an element of $\Gamma$, after subtracting those powers lying in $\Gamma$, we obtain an element still in $R$, with order a gap of $\Gamma$.

The process of removing powers lying in $\Gamma$ using elements of $R$ illustrated in the above example is completely algorithmic and can be used to define a ‘reduction’ map for elements of $R$ (see Definition 2.13). As we will see in Proposition 2.14, the condition then for a ring $R$ to have semigroup $\Gamma$ is that the image of deceptive elements of $\mathbb{C}[x_0, \ldots, x_g]$ in $R$ is mapped to zero under the reduction map.

**Algorithm 2.12.** Let \( \{x_0(t), \ldots, x_g(t)\} \) be in normal form and let \( R = \mathbb{C}[x_0(t), \ldots, x_g(t)] \). Recall, as in the proof of Proposition 2.4 that for each $n_i$ there exists a monic polynomial $f_i(t) \in R$ of order $n_i$, corresponding to a solution $(i_0, \ldots, i_g) \in \mathbb{Z}^{g+1}$ of the equation \( \sum_{j=0}^{g} i_j v_j = n_i \). To make the choice of $f_i(t)$ unique, we require that $f_i(t)$ corresponds to the smallest solution $(i_0, \ldots, i_g)$ with respect to reverse lexicographic ordering. Note that if $(i_0, \ldots, i_g)$ is such a solution, then $f_i(t) = \phi_R(F_i)$ where

\[
F_i = \prod_{j=0}^{g} x_0^{i_0} \cdots x_g^{i_g} \in \mathbb{C}[x_0, \ldots, x_g].
\]

Let $r(t) \in \mathbb{C}[t]/(t^e)$. The algorithm consists in successively removing, in increasing order, each power $n_i$ appearing in $r(t)$ with a non-zero coefficient by subtracting the appropriate multiple of $f_i(t)$. This produces a uniquely determined polynomial in $R$ satisfying the property that each power appearing with a non-zero coefficient is a gap of $\Gamma$.

**Definition 2.13.** Given $R \in \mathbb{R}_\Gamma$ and for each $n_i$ a corresponding $f_i(t) \in R$ of order $n_i$ defined as in Algorithm 2.12 the reduction map associated to $R$ is the map $\text{red}_R : R \to R$ mapping a polynomial $r(t) \in R$ to the polynomial obtained by applying Algorithm 2.12 to it. The polynomial $\text{red}_R(r(t))$ is called the reduced form of $r(t)$ with respect to $R$.

We record the following properties of the map $\text{red}_R$, which will be used to prove Proposition 2.17

**Proposition 2.14.** Given $r(t) \in R$, the polynomial $\text{red}_R(r(t))$ satisfies the following properties:

(i) There exists a polynomial $F_{r(t)}$ in $\mathbb{C}[x_0, \ldots, x_g]$, determined by $r(t)$, such that $\text{red}_R(r(t)) = r(t) - \phi_R(F_{r(t)})$ and moreover such that the weighted order of $F_{r(t)}$ is strictly larger than the order of $r(t)$;

(ii) The coefficients of $r(t)$ are polynomials in the coefficients of $x_0(t), \ldots, x_g(t)$.

**Proof.** For the first part, we note that by definition of $\text{red}_R(r(t))$ in terms of Algorithm 2.12, the polynomial $\text{red}_R(r(t))$ is obtained by removing from $r(t)$ a linear combination of the polynomials $f_i(t)$, say $\sum_{j=0}^{m} a_j f_j(t)$. By definition $f_j(t) = \phi_R(F_j)$ where $F_j \in \mathbb{C}[x_0, \ldots, x_g]$ of weighted order $n_i$ is determined by a solution to the equation $\sum_{j=0}^{g} i_j v_j = n_i$. Thus $\sum_{j=0}^{m} a_j f_j(t) = \phi_R(\sum_{j=0}^{m} a_j F_j)$ and so $\text{red}_R(r(t)) = r(t) - \phi_R(F_{r(t)})$ where $F_{r(t)} = \sum_{j=0}^{m} a_j F_j$. Moreover, the lowest weighted order of any $F_j$ appearing with non-zero coefficient in $F_{r(t)}$ is strictly greater than the order of $r(t)$, since only powers strictly greater than the order of $r(t)$ are removed when applying Algorithm 2.12.

For the second part, since $R = \mathbb{C}[x_0(t), \ldots, x_g(t)]$, the polynomial $r(t)$ can be written as a polynomial in $x_0(t), \ldots, x_g(t)$. Thus its coefficients are polynomials in the coefficients of the generators $x_i(t)$. Moreover, the coefficients of the above polynomial $\sum_{j=0}^{m} a_j f_j(t)$ are also polynomials in the coefficients of the generators $x_i(t)$ since $f_j(t) \in R$ for each $i$. The result then follows from the first part, since $\text{red}_R(r(t)) = r(t) - \sum_{j=0}^{m} a_j f_j(t)$.

We now introduce a slight generalisation of Algorithm 2.12 which will be needed in Section 4.2 when identifying the subset of $\mathcal{R}_\Gamma$ consisting of plane curve singularities.

**Algorithm 2.15 (Generalisation of Algorithm 2.12).** Let $\Gamma = \langle v_0, \ldots, v_g \rangle$ and let $\{v_{i_1}, \ldots, v_{i_k}\}$ be an ordered subset of $\{v_1, \ldots, v_g\}$. Let $R = \mathbb{C}[x_0(t), \ldots, x_g(t)]$ where $\{x_0(t), \ldots, x_g(t)\}$ is in normal form with respect to $\Gamma$. Given an element $r(t) \in \mathbb{C}[t]/(t^e)$, we construct a new polynomial denoted
red_{(v_0,\ldots,v_g)}(r(t)) as follows. Instead of successively removing all powers \( n < c \) lying in \( \Gamma = (v_0,\ldots,v_g) \) as in the definition of red\(_{R}(r(t))\), we only remove those powers lying in \( (v_1,\ldots,v_k) \). In this way, we only use the polynomials \( x_1(t),\ldots,x_k(t) \) to remove powers from \( f(t) \).

**Remark 2.16.** By definition red\(_{R}(v_0,\ldots,v_g) = red_{R} \) as linear maps from \( R \) to itself. Moreover, the properties of red\(_{R} \) given in Proposition 2.14 also hold for red\(_{\Gamma}, \) with the difference that the polynomial \( F_r(t) \) lies in \( \mathbb{C}[x_1,\ldots,x_k] \) rather than \( \mathbb{C}[x_0,\ldots,x_g] \), and that the coefficients of red\(_{R}(v_0,\ldots,v_g)(r(t)) \) are polynomials in the coefficients of \( x_1(t),\ldots,x_k(t) \) only, instead of \( x_0(t),\ldots,x_g(t) \).

With the reduction map in hand, we can now precisely formulate when a set \( \{x_0(t),\ldots,x_g(t)\} \) in normal form generates a ring with semigroup \( \Gamma \).

**Proposition 2.17.** Let \( \{f_i\}_{i \in S} \) be generators of \( I_{dec}(\Gamma) \subseteq \mathbb{C}[x_0,\ldots,x_g] \). Then the following are equivalent:

(i) \( R \in R_{\Gamma}; \)

(ii) \( \text{red}_R(\phi_R(f)) = 0 \) for all deceptive \( f \in \mathbb{C}[x_0,\ldots,x_g]; \)

(iii) \( \text{red}_R(\phi_R(f)) = 0 \) for all \( i \in S. \)

**Proof.** (i) \( \Rightarrow \) (ii) Suppose that \( R \) has semigroup \( \Gamma \), and let \( f \) be deceptive. Then by definition of the map red\(_{R} \), the only non-zero powers of red\(_{R}(\phi_R(f)) \) are gaps of \( \Gamma \). Thus red\(_{R}(\phi_R(f)) \) must be zero to ensure that \( \Gamma_R = \Gamma. \)

(ii) \( \Rightarrow \) (iii) This follows immediately from the fact that \( f_i \in I_{dec}(\Gamma) \) for all \( i \in S \) and hence is deceptive.

(iii) \( \Rightarrow \) (i) Suppose that \( \text{red}_R(\phi_R(f_i)) = 0 \) for all \( i \in S. \) Suppose, in order to reach a contradiction, that there exists some \( q \in R \) with \( \text{ord}_q = n \notin \Gamma. \) We can choose a preimage \( \overline{q} \in \mathbb{C}[x_0,\ldots,x_g] \) of \( q \) under \( \phi_R \) which has maximal weighted order. Such a \( \overline{q} \) exists, since the weighted order of any preimage of \( q \) is bounded above by \( n. \) We write \( \overline{q} = q_d + q_{d+1} + \cdots \) where each \( q_i \) is weighted homogeneous of degree \( d_i. \) The polynomial \( \overline{q} \) is deceptive, since otherwise the order of \( q \) would lie in \( \Gamma. \) Now \( q_d \) is a homogeneous deceptive element, therefore \( q_d \in I_{dec}(\Gamma). \) Thus there exists elements \( r_1,\ldots,r_n \in R \) and \( f_1,\ldots,f_n \in \{f_i\}_{i \in S} \) such that \( q_d = \sum_{i=1}^n r_i f_i. \) By Proposition 2.13 there exists for each \( i \) a polynomial \( F_{\phi_R(f_i)} \in \mathbb{C}[x_0,\ldots,x_g] \) of weighted order strictly larger than that of \( f_i \) such that \( \text{red}_R(\phi_R(f_i)) = \phi_R(f_i) - \phi_R(F_{\phi_R(f_i)}). \) To simplify notation we set \( F_i = F_{\phi_R(f_i)}. \) Since by assumption \( \text{red}_R(\phi_R(f_i)) = 0 \) for all \( i \in S, \) it follows that \( \phi_R(f_i) = \phi_R(F_i) \) for each \( i. \)

Let \( Q = \sum_{i=1}^n r_i F_i \), and let \( \overline{Q} = Q + q_{d+1} + \cdots \) so that \( \overline{Q} \) has weighted order strictly greater than that of \( \overline{q} \) by assumption on the \( F_i. \) Then by construction we have: \( \phi_R(\overline{Q}) = \phi_R(\overline{q}) = q. \) This contradicts the choice of \( \overline{q} \) as a preimage with maximal weighted order. Thus there can be no element \( q \in R \) with order lying outside of \( \Gamma. \)

Hence to determine whether a set \( \{x_0(t),\ldots,x_g(t)\} \) in normal form generates a ring with semigroup \( \Gamma \), it suffices to check that \( \text{red}_R(\phi_R(f_i)) = 0 \) for any set of generators \( \{f_i\}_{i \in S} \) of \( I_{dec}(\Gamma). \) We now explicitly identify a generating set of elements for \( I_{dec}(\Gamma). \)

**Definition 2.18.** Let \( \Gamma = (v_0,\ldots,v_g) \) be a numerical semigroup with conductor \( c. \) We define the subset \( S_{dec}(\Gamma) \) of \( I_{dec}(\Gamma) \subseteq \mathbb{C}[x_0,\ldots,x_g] \) by:

\[
S_{dec}(\Gamma) := \left\{ x_0^{i_0} \cdots x_g^{i_g} - x_0^{i_0'} \cdots x_g^{i_g'} \mid (i_j, i_j') \in \mathbb{N} \text{ and } (i_0,\ldots,i_g) \neq (i_0',\ldots,i_g') \right. \\
\left. (ii) i_m < i_m' \text{ where } m \text{ is the smallest } j \text{ such that } i_j \neq i_j' \right. \\
\left. (iii) \sum_{j=0}^g i_j v_j = \sum_{j=0}^g i_j' v_j \right\}.
\]

\[\text{Since } \mathbb{C}[x_0,\ldots,x_g] \text{ is noetherian, a finite generating set exists but the finiteness hypothesis is not needed here.}\]
Condition (iii) ensures that polynomials in $S_{\text{dec}}(\Gamma)$ are deceptive, while conditions (i) and (ii) simply ensure that $S_{\text{dec}}(\Gamma)$ does not contain both a polynomial and its negative.

**Example 2.19.** Let $\Gamma = \langle 3, 5 \rangle$, and let $\{x_0(t), x_1(t)\}$ be in normal form. Then $x_0(t)$ has order 3 and $x_1(t)$ has order 5, so $x_1^3 - x_0^5 \in \mathbb{C}[x_0, x_1]$ is an element of $S_{\text{dec}}(\Gamma)$, as is $x_1^3 - x_0^5$ and so on.

**Proposition 2.20.** The polynomials in $S_{\text{dec}}(\Gamma)$ generate the ideal $I_{\text{dec}}$.

**Proof.** Since by definition $I_{\text{dec}}(\Gamma)$ is the ideal generated by the deceptive homogeneous polynomials of $\mathbb{C}[x_0, \ldots, x_g]$, it suffices to show that any deceptive homogeneous polynomial $f$ lies in the ideal generated by the elements of $S_{\text{dec}}(\Gamma)$, denoted $(g)_{g \in S_{\text{dec}}(\Gamma)}$. The polynomial $f$ can be written as a sum of complex multiples of monic monomials $f_1, \ldots, f_n$: $f = \sum_{i=1}^{n} a_i f_i$ for some $a_i \in \mathbb{C}$. Since $f$ is deceptive, we must have that $\sum_{i=1}^{n} a_i = 0$, so that $a_1 = -(a_2 + \cdots + a_n)$. Thus $f = a_2(f_2 - f_1) + a_3(f_3 - f_1) + \cdots + a_n(f_n - f_1)$. Each $f_i - f_1$ is, up to multiplication by $-1$, an element of $S_{\text{dec}}(\Gamma)$. Thus $f$ lies in $(g)_{g \in S_{\text{dec}}(\Gamma)}$. It follows that elements of $S_{\text{dec}}(\Gamma)$ generate the ideal $I_{\text{dec}}(\Gamma)$.

Applying Proposition 2.17 we can conclude that $R = \mathbb{C}[x_0(t), \ldots, x_g(t)]$, with $\{x_0(t), \ldots, x_g(t)\}$ in normal form, lies in $R_\Gamma$ if and only if $\text{red}_R(\phi_R(f)) = 0$ for all $f \in S_{\text{dec}}(\Gamma)$. Note that if $f \in S_{\text{dec}}(\Gamma)$ has weighted degree larger than the conductor $c$ of $\Gamma$, then $\text{red}_R(\phi_R(f))$ is automatically zero. Thus to ensure that $R$ has semigroup $\Gamma$, it suffices to check that $\text{red}_R(\phi_R(f)) = 0$ for those $f \in S_{\text{dec}}(\Gamma)$ with weighted degree less than or equal to $c$.

We have thus obtained an algorithmic procedure to determine whether or not a given set in normal form generates a ring with semigroup $\Gamma$: it suffices to check whether the reduced forms of a finite number of polynomials is zero or not. This can be done by a computer, and the following example illustrates the procedure.

**Example 2.21.** Let $\Gamma = \langle 4, 6, 13 \rangle$. The conductor of $\Gamma$ is 16. Suppose that a relation of the form $4i + 6j + 13k = 0$ holds for some $(i, j, k) \in \mathbb{Z}^3$. Suppose first that $i \leq 0$ and that $j, k \geq 0$, so that we have $4(-i) = 6j + 13k$ with both sides of the equation positive. The only such relation to hold below the conductor is obtained by taking $i = -3, j = 2$ and $k = 0$. Thus $y^3 - x_3 \in S_{\text{dec}}(\Gamma) \subseteq \mathbb{C}[x, y, z]$. Now suppose that $j \leq 0$ and that $i, k \geq 0$. The equation $6(-j) = 4i + 13k$ is satisfied below the conductor only when $j = -2, i = 3$ and $k = 0$, which yields the same polynomial as above. Finally, there is no solution to the equation $13(-k) = 4i + 6j$ with $k \leq 0$ and $i, j \geq 0$ which holds below the conductor. Thus the only polynomial in $S_{\text{dec}}(\Gamma)$ with order smaller than 16 is $y^2 - x^3$.

Given a triple $\{x(t), y(t), z(t)\}$ in normal form, to determine whether or not the generated ring $R$ has semigroup $\Gamma$, it suffices therefore to check whether $\text{red}_R(\phi_R(3y^2 - x^3))$ is zero or not.

Since the conductor of $\Gamma$ is $c = 16$, any set $\{x(t), y(t), z(t)\}$ in normal form with respect to $\Gamma$ satisfies:

\[
\begin{align*}
x(t) &= t^4 + a_5 t^5 + a_7 t^7 + a_9 t^9 + a_{11} t^{11} + a_{15} t^{15}; \\
y(t) &= t^6 + b_7 t^7 + b_9 t^9 + b_{11} t^{11} + b_{15} t^{15}; \\
z(t) &= t^{13} + c_{15} t^{15}.
\end{align*}
\]

for some $a_i, b_i, c_i \in \mathbb{C}$. Setting $R = \mathbb{C}[x(t), y(t), z(t)]$, we can compute the following:

\[
\text{red}_R(\phi_R(y^2 - x^3)) = (5a_5^3 + 3a_9^2 b_7 - 2a_5 b_7^2 + 3a_5 c_{15} - 3a_7 - b_7^2 - 2b_7 c_{15} + 2b_9) t^{15}.
\]

Thus $R \in R_\Gamma$ if and only if $5a_5^3 + 3a_9^2 b_7 - 2a_5 b_7^2 + 3a_5 c_{15} - 3a_7 - b_7^2 - 2b_7 c_{15} + 2b_9 = 0$.

The main result of this section is now just a simple corollary of Proposition 2.20. Note that this set-theoretic result overlaps with the scheme-theoretic Theorem 3 of [7] which shows that the moduli functor associated with this classification problem is representable by an affine scheme.
Theorem 2.22. Let $f_1, \ldots, f_n$ denote the polynomials of $S_{\text{dec}}(\Gamma)$ of weighted degree less than the conductor of $\Gamma$, and let $f_1^{(i)}, \ldots, f_{r_i}^{(i)}$ denote the coefficients of red$_R(\phi_R(f))$ for $i = 1, \ldots, n$. Moreover, let

$$M(\Gamma) = \sum_{i=0}^{g} \# \text{ gaps of } \Gamma \text{ greater than } v_i.$$ 

Then $R_\Gamma$ is in bijection with the $C$-points of the affine subvariety

$$V(f_1^{(1)}, \ldots, f_{r_1}^{(1)}, \ldots, f_1^{(n)}, \ldots, f_{r_n}^{(n)}) \subseteq C^{M(\Gamma)}.$$ 

Proof. By Propositions 2.17 and 2.20 we have:

$$R_\Gamma \leftrightarrow \{ \{x_0(t), \ldots, x_g(t)\} \text{ in normal form } | \text{ red}_R(\phi_R(f)) = 0 \text{ for all } f \in S_{\text{dec}}(\Gamma) \text{ with ord } f < c \}.$$ 

The set of all sets $\{x_0(t), \ldots, x_g(t)\}$ in normal form can naturally be identified with $C^{M(\Gamma)}$ for $M(\Gamma) = \sum_{i=0}^{g} \# \text{ gaps of } \Gamma \text{ greater than } v_i$. Thus $R_\Gamma$ is a subset of $C^{M(\Gamma)}$, consisting of those $M(\Gamma)$-tuples such that the corresponding polynomials $x_0(t), \ldots, x_g(t)$ satisfy $\text{red}_R(\phi_R(f)) = 0$ for all $f \in S_{\text{dec}}(\Gamma)$, where $R = \mathbb{C}[x_0(t), \ldots, x_g(t)]$ and $\phi_R : \mathbb{C}[x_0, \ldots, x_g] \to \mathbb{C}[t]/(t^r)$ denotes the induced ring homomorphism.

By Proposition 2.14 the coefficients $f_1^{(i)}, \ldots, f_{r_i}^{(i)}$ of each $\text{red}_R(\phi_R(f))$ are polynomials in the coefficients of $x_0(t), \ldots, x_g(t)$. Hence each $f_i^{(i)}$ can be viewed as a function on $C^M$. The set $R_\Gamma$ can therefore be identified with the subset of $C^{M(\Gamma)}$ consisting of the vanishing locus of the functions $f_1^{(1)}, \ldots, f_{r_1}^{(1)}, \ldots, f_1^{(n)}, \ldots, f_{r_n}^{(n)}$. \hfill \square

3 Computing $R_\Gamma$: examples

In this section we explicitly determine the affine variety corresponding to $R_\Gamma$ for various semigroups $\Gamma$, by computing the polynomials $f_1^{(1)}, \ldots, f_{r_1}^{(1)}, \ldots, f_1^{(n)}, \ldots, f_{r_n}^{(n)}$.

Example 3.1 ($\Gamma = \langle 3, 5 \rangle$). The conductor of $\Gamma$ is $c = 8$. Thus any set $\{x(t), y(t)\}$ in normal form satisfies $x(t) = t^3 + a_4t^4 + a_7t^7$ and $y(t) = t^5 + b_7t^7$ for some $a_i, b_j \in \mathbb{C}$. An element of $S_{\text{dec}}(\Gamma)$ of weighted degree smaller than the conductor is of the form $x^iy^j - x'^iy'^j$ for some $i, j, i', j' \in \mathbb{N}$, with $3i + 5j = 3i' + 5j'$ $< 8$. The latter equation can be rearranged so that it is of the form $3i = 5j$ for some $(i, j) \in \mathbb{N}^2$. The smallest integer at which $3i = 5j$ is the least common multiple of 3 and 5, equal to 15, which is strictly larger than the conductor. Thus no relation between 3 and 5 holds below the conductor, and so $S_{\text{dec}}(\Gamma)$ is empty.

Using the notation from Theorem 2.22 we have that

$$M = \# \text{ gaps of } \Gamma \text{ larger than } 3 + \# \text{ gaps of } \Gamma \text{ larger than } 5 = 2 + 1 = 3.$$ 

Thus from Theorem 2.22 we have that

$$R_\Gamma \leftrightarrow V(\emptyset) \subseteq \mathbb{C}^3$$

with the map $\leftarrow$ given by

$$(a, b, c) \mapsto \mathbb{C}[t^3 + at^4 + bt^7, t^5 + ct^7] \subseteq \mathbb{C}[t]/(t^8).$$

This result can be generalised to an arbitrary numerical semigroup with two generators, a generalisation which overlaps with [2 Corollary 5].

Theorem 3.2. Let $\Gamma = \langle v_0, v_1 \rangle$ be a numerical semigroup. Then $R_\Gamma \leftrightarrow C^{M(\Gamma)}$ where

$$M(\Gamma) = \# \text{ gaps of } \Gamma \text{ greater than } v_0 + \# \text{ gaps of } \Gamma \text{ greater than } v_1.$$
Proof. The conductor of $\Gamma$ is $c = (v_0 - 1)(v_1 - 1)$. The smallest relation involving $v_0$ and $v_1$ occurs at the least common multiple of $v_0$ and $v_1$, equal to $v_0 v_1$, which is strictly larger than $c$. Thus $S_{\text{dec}}(\Gamma)$ contains no polynomial of weighted degree smaller than the conductor, and so

$$\mathcal{R}_\Gamma \leftrightarrow V(\emptyset) \subseteq \mathbb{C}^M(\Gamma) \leftrightarrow \mathbb{C}^M(\Gamma)$$

by Theorem 2.22.

We now compute $\mathcal{R}_\Gamma$ for a semigroup with three generators.

Example 3.3 ($\Gamma = \{4, 6, 13\}$). We have: $\sum_{i=0}^{2} \# \text{gaps of } \Gamma > v_i = 5 + 4 + 1 = 10$. As seen in Example 2.21,

$$R = \mathbb{C}[t^4 + a_5 t^5 + a_7 t^7 + a_9 t^9 + a_{11} t^{11} + a_{15} t^{15}, t^6 + b_7 t^7 + b_9 t^9 + b_{11} t^{11} + b_{15} t^{15}, t^{13} + c_{15} t^{15}]$$

has semigroup $\Gamma$ if and only if $5a_3^2 + 3a_5^2 b_7 - 2a_5 b_9^2 + 3a_5 c_{15} - 3a_7 - b_2^2 - 2b_7 c_{15} + 2b_9 = 0$. That is,

$$\mathcal{R}_\Gamma \leftrightarrow V(5a_3^2 + 3a_5^2 b_7 - 2a_5 b_9^2 + 3a_5 c_{15} - 3a_7 - b_2^2 - 2b_7 c_{15} + 2b_9) \subseteq \mathbb{C}^{10},$$

where $\mathbb{C}^{10}$ is given coordinates $a_5, a_7, a_9, a_{11}, a_{15}, b_7, b_9, b_{11}, b_{15}, c_{15}$. Consider the projection map

$$p : V(5a_3^2 + 3a_5^2 b_7 - 2a_5 b_9^2 + 3a_5 c_{15} - 3a_7 - b_2^2 - 2b_7 c_{15} + 2b_9) \rightarrow \mathbb{C}^9$$

obtained by omitting the coordinate $b_9$. This map is invertible: its inverse is obtained by setting

$$b_9 = -\frac{1}{2} (5a_3^2 + 3a_5^2 b_7 - 2a_5 b_9^2 + 3a_5 c_{15} - 3a_7 - b_2^2 - 2b_7 c_{15}}.$$

Thus

$$\mathcal{R}_\Gamma \leftrightarrow \mathbb{C}^{9}.$$  

In the above example, there was only one polynomial in $S_{\text{dec}}(\Gamma)$ of weighted degree less than the conductor. We now consider an example of a three generator semigroup for which $S_{\text{dec}}(\Gamma)$ has two polynomials of weighted degree less than the conductor.

Example 3.4 ($\Gamma = \{9, 16, 19\}$). The conductor of $\Gamma$ is $c = 59$. The gaps of $\Gamma$ are:

$\mathbb{N} \setminus \Gamma = \{1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 14, 15, 17, 20, 21, 22, 23, 24, 26, 29, 30, 31, 33, 39, 40, 42, 49, 58\}$.

Any set $\{x(t), y(t), z(t)\}$ in normal form satisfies:

$$x(t) = t^9 + a_{10} t^{10} + a_{11} t^{11} + a_{12} t^{12} + a_{13} t^{13} + a_{14} t^{14} + a_{15} t^{15} + a_{17} t^{17} + a_{20} t^{20} + a_{21} t^{21} + \ldots + a_{58} t^{58};$$

$$y(t) = t^{16} + b_{17} t^{17} + b_{20} t^{20} + b_{21} t^{21} + b_{22} t^{22} + b_{23} t^{23} + b_{24} t^{24} + b_{26} t^{26} + b_{29} t^{29} + b_{30} t^{30} + \ldots + b_{58} t^{58};$$

$$z(t) = t^{19} + c_{20} t^{20} + c_{21} t^{21} + c_{22} t^{22} + c_{23} t^{23} + c_{24} t^{24} + c_{26} t^{26} + c_{29} t^{29} + c_{30} t^{30} + c_{31} t^{31} + \ldots + c_{58} t^{58}$$

for some $a_i, b_j, c_k \in \mathbb{C}$. We now must determine the elements of $S_{\text{dec}}(\Gamma) \subseteq \mathbb{C}[x, y, z]$. These are determined by solutions $(i, j, k, i', j', k') \in \mathbb{N}^6$ to the equation $9i + 16j + 19k = 9i' + 16j' + 19k'$ satisfying $9i + 16j + 19k < 59$. Any such solution can be obtained from a solution of $(i, j, k) \in \mathbb{N}^3$ to an equation in $\mathbb{N}[i, j, k]$ of one of the following three forms: (i) $9i = 16j + 19k < 59$, (ii) $16j = 9i + 19k < 59$ and (iii) $29k = 9i + 16j < 59$. Straightforward computation shows that equation (ii) does not admit a solution below $c = 59$, and that (i) and (iii) admit a unique solution below the conductor: (i) $9 \times 6 = 16 + 19 \times 2$ and (iii) $19 \times 3 = 9 + 16 \times 3$. Thus $S_{\text{dec}}(\Gamma)$ consists of exactly two polynomials:

$$S_{\text{dec}}(\Gamma) = \{x^6 - y z^2, z^3 - x y^3\}.$$
Let \( f := x^6 - yz^2 \) and let \( g := z^3 - xy^3 \). Using a programme devised in Python which computes the reduced form of polynomials with respect to a given semigroup, we obtain:

\[
\text{red}_R(\phi_R(f)) = (-2a_1^{10} - 4a_1^3b_17 + 4a_1^5b_17 + 6a_1^7b_17 + 6a_1^9b_17 - 13a_1^{11}b_17c_20 + 10a_1^{12}c_20 - 2a_1^{13}c_21 + 18a_1^{14}b_17 - 24a_1^{15}c_20 + 6b_17^2c_20 = 7a_1^{17}c_20 + 3a_1^{18}b_17c_21 - 4a_1^{19}c_20 + 8a_1^{20}c_20c_21 - 4a_1^{21}c_22 + 3a_1^{22} - 12a_1^{17}b_17c_20 - 8a_1^{18}c_21 - 14a_1^{19}b_17 + 8a_1^{20}c_20 + 6a_1^{21}b_17c_20 + 7b_17^3c_20 - 12b_17c_20c_21 + 5b_17c_33 - b_20 - 3c_20^2 - 2c_23^2 + 3c_21^2 - 2c_23^2)^{t^{58}},
\]

\[
\text{red}_R(\phi_R(g)) = (-a_1^{10} - 3b_17 + 3c_20)^{t^{58}}.
\]

Let \( g_1 \) denote the coefficient in front of \( t^{58} \) in \( \text{red}_R(\phi_R(f)) \) and let \( g_2 \) denote the coefficient in front of \( t^{58} \) in \( \text{red}_R(\phi_R(g)) \). By Theorem 2.22 \( R_\Gamma \leftrightarrow V(g_1, g_2) \subseteq \mathbb{C}^{53} \), since \( 53 = \sum_{i=0}^{2} \# \text{ gaps of } \Gamma \text{ greater than } v_i \). Since \( g_1 \) and \( g_2 \) depend linearly on \( a_{13} \) and \( c_{20} \) respectively, and moreover since the linear parts of \( g_1 \) and \( g_2 \) are linearly independent, the projection map \( \mathbb{C}^{53} \rightarrow \mathbb{C}^{51} \) obtained by omitting the variables \( a_{13} \) and \( c_{20} \) is invertible. Thus

\[ R_\Gamma \leftrightarrow \mathbb{C}^{51}. \]

We now consider a semigroup with four generators.

**Example 3.5** (\( \Gamma = \langle 8, 9, 10, 11 \rangle \)). The conductor of \( \Gamma \) is \( c = 24 \) and its gaps are:

\[
N \setminus \Gamma = \{1, 2, 3, 4, 5, 6, 7, 12, 13, 14, 15, 23\}.
\]

Any set \( \{x(t), y(t), z(t), w(t)\} \) in normal form satisfies:

\[
x(t) = t^8 + a_{12}t^{12} + a_{13}t^{13} + a_{14}t^{14} + a_{15}t^{15} + a_{23}t^{23};
\]

\[
y(t) = t^9 + b_{12}t^{12} + b_{13}t^{13} + b_{14}t^{14} + b_{15}t^{15} + b_{23}t^{23};
\]

\[
z(t) = t^{10} + c_{12}t^{12} + c_{13}t^{13} + c_{14}t^{14} + c_{15}t^{15} + c_{23}t^{23};
\]

\[
w(t) = t^{11} + d_{12}t^{12} + d_{13}t^{13} + d_{14}t^{14} + d_{15}t^{15} + d_{23}t^{23},
\]

for some \( a_i, b_i, c_i, d_i \in \mathbb{C} \). Elements of \( S_{dec}(\Gamma) \subseteq \mathbb{C}[x, y, z, w] \) of weighted degree less than \( c \) are determined by solutions \( \{i, j, k, l, i', j', k', l'\} \in \mathbb{N}^8 \) to the equation \( 8i + 9j + 10k + 11l = 8i' + 9j' + 10k' + 11l' \) satisfying \( 8i + 9j + 10k + 11l < 24 \). There are three such solutions:

(i) \( 9 \times 2 = 8 \times 1 + 10 \times 1 \);

(ii) \( 8 \times 1 + 11 \times 1 = 9 \times 1 + 10 \times 1 \);

(iii) \( 10 \times 2 = 9 \times 1 + 11 \times 1 \).

Thus \( S_{dec}(\Gamma) \) consists of three polynomials:

\[
S_{dec}(\Gamma) = \{g^2 - xz, xw - yz, z^2 - yw\}.
\]

Let \( f_1 := g^2 - xz, f_2 := xw - yz \) and \( f_3 := z^2 - yw \). With our Python programme we obtain:

\[
\text{red}_R(\phi_R(f_1)) = (2a_{12}d_{12} - a_{13} - 2b_{12}c_{12} + 4b_{12}d_{12}^2 - 2b_{12}d_{13} - 4b_{13}d_{12} + 2b_{14} - 4c_{12}d_{12} + 3c_{13}c_{13} - 2c_{13}d_{12} + c_{13}d_{13} + 2c_{14}d_{12} - c_{15})^{t^{29}};
\]

\[
\text{red}_R(\phi_R(f_2)) = (a_{12} + 2b_{12}d_{12} - b_{13} + c_{12}d_{12} + 2c_{12}d_{12} - c_{14} + 2d_{12}d_{13} - 2d_{12}d_{14} - d_{13} + d_{15})^{t^{29}};
\]

\[
\text{red}_R(\phi_R(f_3)) = (-b_{12} - 3c_{12}d_{12} + 2c_{13} - 2d_{12} - 3d_{12}d_{13} - d_{14})^{t^{23}}.
\]

Let \( g_1, g_2 \) and \( g_3 \) denote the coefficients in front of \( t^{23} \) in \( \text{red}_R(\phi_R(f_1)) \), \( \text{red}_R(\phi_R(f_2)) \) and \( \text{red}_R(\phi_R(f_3)) \) respectively. By Theorem 2.22 \( R_\Gamma \leftrightarrow V(g_1, g_2, g_3) \subseteq \mathbb{C}^{15} \) since \( 15 = \sum_{i=0}^{2} \# \text{ gaps greater than } v_i \).
The coordinates of \( \mathbb{C}^{15} \) are given by \((a_{12}, \ldots, a_{23}, b_{12}, \ldots, b_{23}, c_{12}, \ldots, c_{23})\). Since \( g_1, g_2 \) and \( g_3 \) depend linearly on \( b_{14}, d_{15} \) and \( c_{13} \) respectively, and moreover since the linear components of the coefficients \( g_i \) are linearly independent, it follows that the projection map \( p : \mathbb{C}^{15} \to \mathbb{C}^{12} \) defined by omitting the variables \( b_{14}, d_{15} \) and \( c_{13} \) is invertible. Thus

\[
\mathcal{R}_\Gamma \leftrightarrow V(g_1, g_2, g_3) \leftrightarrow \mathbb{C}^{12}.
\]

## 4 Properties of \( \mathcal{R}_\Gamma \)

### 4.1 When is \( \mathcal{R}_\Gamma \) an affine space?

In each of the above examples, the affine variety corresponding to \( \mathcal{R}_\Gamma \) is affine space \( \mathbb{C}^{N(\Gamma)} \) for some \( N(\Gamma) \) determined by numerical properties of the semigroup \( \Gamma \). In the case of semigroups with two generators we know this to always be the case by Theorem 3.21 since there are no elements in \( S_{\text{dec}}(\Gamma) \) of smaller weighted order than the conductor. If there is just one element in \( S_{\text{dec}}(\Gamma) \) of weighted order strictly less than the conductor, then \( \mathcal{R}_\Gamma \) is also an affine space, the dimension of which can be explicitly determined in terms of \( \Gamma \) as per Proposition 4.1 below. We note that the result that \( \mathcal{R}_\Gamma \) is an affine space for such semigroups \( \Gamma \) appears in [7, Corollary 4].

**Proposition 4.1.** Let \( \Gamma = \langle v_0, \ldots, v_g \rangle \) be a semigroup such that \( S_{\text{dec}} \) contains a single polynomial strictly less than the conductor \( c \) of \( \Gamma \) and let \( d \) denote its weighted order. Then

\[
\mathcal{R}_\Gamma \leftrightarrow \mathbb{C}^{N(\Gamma)} \subseteq \mathbb{C}^{M(\Gamma)}
\]

where

\[
M(\Gamma) = \sum_{i=0}^{g} \# \text{ gaps of } \Gamma \text{ greater than } v_i
\]

and

\[
N(\Gamma) = M(\Gamma) - \# \text{ gaps of } \Gamma \text{ greater than } d.
\]

**Proof.** The unique polynomial in \( S_{\text{dec}}(\Gamma) \) of weighted order less than the conductor can be denoted by

\[
f = x_{i_1}^{k_1} \cdots x_{i_s}^{k_s} - x_{j_1}^{l_1} \cdots x_{j_t}^{l_t} \in \mathbb{C}[x_0, \ldots, x_g]
\]

where \( i_1, \ldots, i_s \) and \( j_1, \ldots, j_t \) lie in \( \{0, \ldots, g\} \) with \( \{i_1, \ldots, i_s\} \cap \{j_1, \ldots, j_t\} = \emptyset \), all powers \( k_i \) and \( l_i \) are non-zero and \( \sum_{n=1}^{s} v_{i_n} k_n = \sum_{n=1}^{t} v_{j_n} l_n < c \).

Let \( R = \mathbb{C}[x_0(t), \ldots, x_g(t)] \) with \( \{x_0(t), \ldots, x_g(t)\} \) in normal form with respect to \( \Gamma \). Then \( R \in \mathcal{R}_\Gamma \) if and only if \( \text{red}_R(\phi_R(f)) = 0 \). Thus it suffices to analyse the coefficients of \( \text{red}_R(\phi_R(f)) = 0 \), which we denote by \( f^{(1)}, \ldots, f^{(p)} \). By tracking through polynomial multiplication and the reduction algorithm, it can be shown that each coefficient of \( \text{red}_R(\phi_R(f)) \) depends linearly on the highest indexed coefficient of \( x_{i_1}(t) \) appearing in its expansion as a polynomial in the coefficients of the generators \( x_0(t), \ldots, x_g(t) \).

Thus in \( \mathcal{R}_\Gamma = V(f^{(1)}, \ldots, f^{(p)}) \) the coefficients of \( x_{i_1}(t) \) corresponding to gap powers of \( \Gamma \) larger than \( d \) can be expressed in terms of coefficients of the remaining \( x_{i_1}(t) \) and of coefficients of \( x_{i_1}(t) \) involving strictly smaller indices. It follows that \( \mathcal{R}_\Gamma \) is in bijection with \( \mathbb{C}^{N(\Gamma)} \) where \( N(\Gamma) = M(\Gamma) - \# \text{ gaps of } \Gamma \text{ greater than } d \). \( \square \)

In general, when \( S_{\text{dec}}(\Gamma) \) contains a larger number of polynomials of weighted order smaller than the conductor, explicitly identifying the affine variety corresponding to \( \mathcal{R}_\Gamma \) becomes more difficult. To simplify the task, a logical first step is to search for a minimal generating set for \( I_{\text{dec}}(\Gamma) \). In the case of semigroups with three generators, it can be shown that \( I_{\text{dec}}(\Gamma) \) is minimally generated by exactly three polynomials.
Proposition 4.2. Let $\Gamma = \langle v_0, v_1, v_2 \rangle$. Let $k_0$ be the smallest integer such that the equation $k_0 v_0 = iv_1 + jv_2 \in \mathbb{Z}[i, j]$ admits a solution $(m_0, m_1) \in \mathbb{N}^2$, let $k_1$ be the smallest integer such that the equation $k_1 v_1 = iv_0 + jv_2 \in \mathbb{Z}[i, j]$ admits a solution $(n_0, n_1) \in \mathbb{N}^2$ and let $k_2$ be the smallest integer such that the equation $k_2 v_2 = iv_0 + nv_1 \in \mathbb{Z}[i, j]$ admits a solution $(p_0, p_1) \in \mathbb{N}^2$. Then

$$I_{\text{dec}}(\Gamma) = \langle f_1, f_2, f_3 \rangle$$

where

$$f_1 := x^{k_0} - y^{m_0} z^{m_1};$$
$$f_2 := y^{k_1} - x^{n_0} z^{n_1};$$
$$f_3 := z^{k_2} - x^{p_0} y^{p_1}.$$ 

Proof. Since any element of $I_{\text{dec}}(\Gamma)$ can be expressed as a linear combination of deceptive homogeneous polynomial, to show that $I_{\text{dec}}(\Gamma) = \langle f_1, f_2, f_3 \rangle$ it suffices to show that $g \in \mathbb{C}[x, y, z]$ homogeneous polynomial $g = x^i y^j z^k - x^{i'} y^{j'} z^{k'}$, where $d = iv_0 + jv_2 + k = iv_0 + jv_2 + k'v_2$. Given such a deceptive polynomial $g$, one can factor out monomials from $g$ in order to obtain a product of a monomial and of a homogeneous deceptive polynomial of weighted degree strictly lower than $d$, unless $g$ was already one of the $f_i$. By induction we can then conclude that $g$ lies in $I_{\text{dec}}(\Gamma)$. \qed

In each of the cases for semigroups with three generators which we have considered, the equations arising from the equalities $\text{red}_R(\phi_R(f_i)) = 0$ for $i \in \{1, 2, 3\}$ have proven to be compatible in the sense that a number of ‘dependent’ coefficients could be expressed in terms of the remaining ‘free’ coefficients. This provided an identification of $\mathcal{R}_\Gamma$ with an affine space by omitting the dependent coefficients. Thus we pose the following question:

Question 4.3. For semigroups with three generators, is $\mathcal{R}_\Gamma$ always an affine space? Moreover, for general semigroups, is there a numerical criterion, extending Proposition 4.1, for determining when $\mathcal{R}_\Gamma$ is an affine space?

An example where the space $\mathcal{R}_\Gamma$ fails to be an affine space is provided in [7, Example 3], where it is stated that for $\Gamma = \langle 9, 12, 15, 25, 28, 31 \rangle$ the space $\mathcal{R}_\Gamma$ is isomorphic to an irreducible hypersurface of degree 2 in an affine space, which is singular.

4.2 Stratification of $\mathcal{R}_\Gamma$ by embedding dimension

Given a semigroup $\Gamma = \langle v_0, \ldots, v_g \rangle$, any ring $R \in \mathcal{R}_\Gamma$ can be generated by $g + 1$ polynomials $x_0(t), \ldots, x_g(t)$ in normal form with respect to $\Gamma$. Nevertheless, as noted in Remark 2.3 these polynomials may not minimally generate $R$.

Recall from Section 1.2 that we can interpret $R$ geometrically as the data of the complete local ring of a curve singularity, together with a choice of how to glue it on to a given smooth curve. From this perspective, if a ring $R$ is generated by $g + 1$ polynomials, then a neighbourhood of the corresponding singular point can be embedded in $\mathbb{C}^{g+1}$. If $R$ can be generated by fewer, say $r < g + 1$ polynomials, then the singularity can in fact be embedded in $\mathbb{C}^r \subseteq \mathbb{C}^{g+1}$. In particular, if $R$ can be generated by just two polynomials, then we can think of $R$ as corresponding to a plane curve singularity. This motivates the following definition.

Definition 4.4. Let $\Gamma = \langle v_0, \ldots, v_g \rangle$. We denote by $\mathcal{R}_\Gamma^{\text{plane}}$ the subset of $\mathcal{R}_\Gamma$ consisting of rings $R$ which can be generated by just two polynomials. More generally, for any $3 \leq n \leq g + 1$, we denote by $\mathcal{R}_\Gamma^{(n)}$ the subset of rings $R$ which can be generated by $n$ elements.

Remark 4.5. Note that these subsets could well be empty for certain semigroups $\Gamma$. Indeed, not all semigroups $\Gamma$ can arise as the semigroup of a plane curve singularity for example. To see this, take $\Gamma = \langle 4, 6, 11 \rangle$ which has conductor 14. If a ring $R = \mathbb{C}[x(t), y(t), z(t)] \in \mathcal{R}_\Gamma$ to be in $\mathcal{R}_\Gamma^{\text{plane}}$, we must
have that $z(t) \in \mathbb{C}[x(t), y(t)]$ by order considerations. That is, $z(t)$ must be the image under $\phi_R$ of a polynomial $z(x, y) \in \mathbb{C}[x, y]$: $z(t) = z(x(t), y(t))$. Since $z(t)$ has order 11 \( \not\in \langle 4, 6 \rangle \), the polynomial $z$ must be deceptive. However, the smallest weighted degree of an element of $S_{\text{dec}}(\Gamma)$ is 12, the least common multiple of 4 and 6. Thus $z(t)$ must have order strictly greater than 12, a contradiction. Therefore the semigroup $\Gamma = \langle 4, 6, 11 \rangle$ is not the semigroup of a plane curve singularity, that is, $\mathcal{R}_\Gamma^{\text{plane}} = \emptyset$.

In fact, there exist explicit criteria for determining whether or not a given semigroup $\Gamma$ can arise as the semigroup of a plane curve singularity. Such criteria were first obtained by Teissier in [15, Appendix], and later presented in a simpler form in [2]: a semigroup $\Gamma = \langle v_0, \ldots, v_g \rangle$ is the semigroup of a plane curve singularity, that is it satisfies $\mathcal{R}_\Gamma^{\text{plane}} \neq \emptyset$, if and only if the following two conditions hold:

1. Let $e_i = \gcd(v_0, \ldots, v_i)$ for all $i \in \{1, \ldots, g\}$. Then $e_1 > e_2 > \cdots > e_g = 1$;
2. $v_i > \text{lcm}(e_{i-2}, v_{i-1})$ for all $i \in \{2, \ldots, g\}$.

In general however, given $d < g + 1$, no such criteria are known for determining whether or not $\mathcal{R}_\Gamma^{(d)}$ is empty, that is, whether or not $\Gamma$ can arise as the semigroup of a curve singularity of embedding dimension $d$ [3, Problem 2.4]. Nevertheless, if $\Gamma$ is the semigroup of a plane curve singularity (i.e. satisfying (i) and (ii) above), we have a non-trivial stratification of the space $\mathcal{R}_\Gamma$:

$$\emptyset \neq \mathcal{R}_\Gamma^{\text{plane}} \subseteq \mathcal{R}_\Gamma^{(3)} \subseteq \cdots \subseteq \mathcal{R}_\Gamma^{(g)} \subseteq \mathcal{R}_\Gamma.$$

Given a ring $R = \mathbb{C}[x_0(t), \ldots, x_g(t)]$ with $\{x_0(t), \ldots, x_g(t)\}$, by Proposition 2.17 we have an algorithm for determining whether or not $R \in \mathcal{R}_\Gamma$. Similarly, one may ask if an algorithm can be found to determine when such a ring $R$ lies in $\mathcal{R}_\Gamma^{\text{plane}}$. The following example suggests an approach one might take.

**Example 4.6.** Let $\Gamma = \langle 4, 6, 13 \rangle$ and let $R \in \mathcal{R}_\Gamma$. As seen in Example 2.21, $R$ can be written in the form $\mathbb{C}[x(t), y(t), z(t)]$ where

$$x(t) = t^4 + a_5t^5 + a_7t^7 + a_9t^9 + a_{11}t^{11} + a_{15}t^{15},$$

$$y(t) = t^6 + b_7t^7 + b_9t^9 + b_{11}t^{11} + b_{15}t^{15}$$

and

$$z(t) = t^{13} + c_{15}t^{15}$$

satisfy the following:

$$b_9 = -\frac{1}{2}(5a_5^2 + 3a_7^2b_7 - 2a_5b_7^2 + 3a_5c_{15} - 3a_7 - b_7^2 - 2b_7c_{15} + 2b_9).$$

We claim that $R \in \mathcal{R}_\Gamma^{\text{plane}}$ if and only if $\phi_R(y^2 - x^3) = y(t)^2 - x(t)^3$ has order 13. It is easy to see that if the latter is true, then $R$ is generated by just two elements. Indeed, if $y(t)^2 - x(t)^3$ has order 13, then removing powers larger than 13 lying in $\Gamma$ using the method described in the proof of Proposition 2.4 we must obtain the polynomial $z(t)$ by uniqueness of the triple $\{x(t), y(t), z(t)\}$ in normal form. Thus $z(t) \in \mathbb{C}[x(t), y(t)]$, and so $R \in \mathcal{R}_\Gamma^{\text{plane}}$.

Conversely, suppose that $R \in \mathcal{R}_\Gamma^{\text{plane}}$. Then by order considerations, the only possible pair of generators which can generate $R$ is $\{x(t), y(t)\}$. So $R = \mathbb{C}[x(t), y(t)]$. Suppose now, in order to reach a contradiction, that $\text{ord}(y(t)^2 - x(t)^3) > 13$. Since $z(t) \in \mathbb{C}[x(t), y(t)]$, there must exist some $q \in \mathbb{C}[x, y]$ such that $\phi_R(q) \in \mathbb{C}[x(t), y(t)]$ has order 13. We can write $q = q_d + q_{d+1} + \ldots$ where each $q_i$ is a homogeneous polynomial of weighted degree $i$. Moreover, we can choose $q$ so that $d$ is maximal, that is, so that no other polynomial $q'$ of weighted order $d' > d$ can satisfy $\text{ord} \phi_R(q') = 13$. Thus we can assume $\text{ord} q_d = 13$.  
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Since \( \phi_R(q) \) has order 13 \( \notin \langle 4, 6 \rangle \), the polynomial \( q_d \) must be deceptive and as it is homogeneous, it lies in \( \mathcal{I}_{\text{dec}}(\Gamma) \). As we have seen in Example 2.21, the only generator of \( \mathcal{I}_{\text{dec}}(\Gamma) \) of weighted degree smaller than the conductor is \( y^2 - x^3 \). Thus \( q_d = r(y^2 - x^3) \) for some \( r \in \mathbb{C}[x, y] \). If \( r \) is a constant, then \( 13 = \text{ord } q_d = \text{ord}(y^2 - x^3) > 13 \), a contradiction. Otherwise, we have:

\[
\text{ord } \phi_R(q) = \text{ord } \phi_R(q_d) = \text{ord } \phi_R(r(y^2 - x^3)) = \text{ord } \phi_R(r) \times \text{ord } \phi_R(y^2 - x^3) > 13,
\]

which again contradicts the assumption that \( \text{ord } \phi_R(q) = 13 \). Hence \( y(t)^2 - x(t)^3 \) has order 13. This proves the claim.

Direct computation yields:

\[
y(t)^2 - x(t)^3 = (-3a_5 + 2b_7)t^{13} + (-3a_5^2 + b_7^2)t^{14} + (-a_5^3 - 3a_7 + 2b_9)t^{15}.
\]

Thus we have: \( R \in \mathcal{R}_\Gamma^{\text{plane}} \) if and only if \( b_7 \neq \frac{3}{2}a_5 \).

As seen in Example 4.3, we can identify \( \mathcal{R}_\Gamma \) with \( \mathbb{C}^9 \) via the map sending \( R \) to the 9-tuple of coefficients \((a_5, a_7, a_9, a_{11}, b_7, b_{11}, b_{15}, c_{15})\). Since from above \( R \in \mathcal{R}_\Gamma \) if and only if \( b_7 \neq \frac{3}{2}a_5 \), it follows that we can identify \( \mathcal{R}_\Gamma^{\text{plane}} \) with the subset \( \mathbb{C}^* \times \mathbb{C}^8 \) of \( \mathbb{C}^9 \) via the map sending \( R \) to \( (2b_7 - 3a_5, a_7, a_9, a_{11}, b_7, b_{11}, b_{15}, c_{15}) \). Thus

\[
\mathcal{R}_\Gamma^{\text{plane}} \leftrightarrow \mathbb{C}^* \times \mathbb{C}^8 \subseteq \mathbb{C}^9 \leftrightarrow \mathcal{R}_\Gamma.
\]

The above example can be generalised to arbitrary semigroups with three generators. That is, given \( \Gamma = \langle v_0, v_1, v_2 \rangle \) and \( \{x(t), y(t), z(t)\} \) in normal form, \( R = \mathbb{C}[x(t), y(t), z(t)] \in \mathcal{R}_\Gamma^{\text{plane}} \) if and only if \( \text{red}_{\langle v_0, v_1 \rangle} (\phi_R(y^{v_1} - x^{v_0})) \) has order \( v_2 \). Analysing the form of the coefficient in front of \( t^{v_2} \) in \( \text{red}_{\langle v_0, v_1 \rangle} \phi_R(y^{v_1} - x^{v_0}) \) then shows that if \( \mathcal{R}_\Gamma \leftrightarrow \mathbb{C}^N \), the space \( \mathcal{R}_\Gamma^{\text{plane}} \) can be identified with \( \mathbb{C}^* \times \mathbb{C}^N \).

For arbitrary semigroups \( \Gamma = \langle v_0, \ldots, v_g \rangle \) the following two questions remain.

**Question 4.7.** Can we explicitly write down polynomials \( f_d, \ldots, f_g \in \mathbb{C}[x_0, \ldots, x_g] \) such that \( R = \mathbb{C}[x_0(t), \ldots, x_g(t)] \) lies in \( \mathcal{R}_\Gamma^{(d)} \) if and only if \( \text{ord } \text{red}_{\langle v_0, \ldots, v_{i-1} \rangle} (\phi_R(f_i)) = v_i \) for all \( i \in \{d, \ldots, g\} \)?

If so, then by letting \( h_i \) denote the leading coefficient of \( \text{red}_{\langle v_0, \ldots, v_{i-1} \rangle} (\phi_R(f_i)) \), we would obtain:

\[
\mathcal{R}_\Gamma^{(d)} \leftrightarrow D(h_2, \ldots, h_g) \subseteq \mathcal{R}_\Gamma.
\]

That is, \( \mathcal{R}_\Gamma^{(d)} \) is an open subvariety of \( \mathcal{R}_\Gamma \).

**Question 4.8.** If \( \mathcal{R}_\Gamma \) is in bijection with an affine space \( \mathbb{C}^N \), can we always identify \( \mathcal{R}_\Gamma^{(d)} \) with the space \( (\mathbb{C}^*)^{g+1-d} \times \mathbb{C}^{N-g+d-1} \)?

### 4.3 The map from \( \mathcal{M}_\Gamma \) to \( \mathcal{R}_\Gamma \)

In Section 3.1 we defined the Zariski moduli space to be the space of unibranch curve singularities with semigroup \( \Gamma \) up to analytic equivalence. We then showed that \( \mathcal{M}_\Gamma \) can be interpreted as the quotient of \( \mathcal{R}_\Gamma \) by the action of \( \text{Aut } \mathbb{C}[[t]] \). Note that automorphisms of \( \mathbb{C}[[t]] \) consist of power series of order one. The action of an element \( \rho(t) \in \text{Aut } \mathbb{C}[[t]] \) on a \( \mathbb{C} \)-subalgebra \( R = \mathbb{C}[[x_0(t), \ldots, x_g(t)]] \subseteq \mathbb{C}[[t]] \) is defined by \( \rho(t) : R = \mathbb{C}[[x_0(\rho(t)), \ldots, x_g(\rho(t))]] \subseteq \mathbb{C}[[t]] \).

Thus there is a quotient map from \( \mathcal{R}_\Gamma \) to \( \mathcal{M}_\Gamma \). In the two examples below, we explicitly compute this map.

**Example 4.9.** Let \( \Gamma = \langle 3, 7 \rangle \). As computed by Zariski in his monograph [15], the space \( \mathcal{M}_\Gamma \) consists of two points \( \mathbb{C}[[t^3, t^7]] \) and \( \mathbb{C}[[t^3, t^7 + t^8]] \), with the former lying in the closure of the latter. By Theorem 3.2 we know that \( \mathcal{R}_\Gamma \) is in bijection with \( \mathbb{C}^6 \) with coordinates \((a_4, a_5, a_8, a_{11}, b_8, b_{11})\).

To compute the map \( \mathcal{R}_\Gamma \to \mathcal{M}_\Gamma \) we must determine which conditions on the coefficients \( a_i \) and \( b_i \) ensure that the corresponding ring \( R \in \mathcal{R}_\Gamma \) is isomorphic to \( \mathbb{C}[[t^3, t^7]] \) rather than \( \mathbb{C}[[t^3, t^7 + t^8]] \). To do
so, we simply follow Zariski’s method for characterising $\mathcal{M}_\Gamma$, a method in three steps [15, Proposition V.1.2]. First, we find an automorphism $\phi$ of $C[[t]]$ which sends $x(t)$ to $t^3$. By recursively solving for the coefficients of an automorphism with this property, we can set:

$$\phi(t) = t - \frac{1}{3}a_4 t^2 + \frac{1}{3}(a_4^2 - a_5) t^3 + \cdots.$$ 

Thus we have:

$$R \cong \phi(R) = C[[t^3, \phi(y(t))]],$$

where:

$$\phi(y(t)) = t^7 + \left(-\frac{7}{3}a_4 + b_8\right)t^8 + \cdots$$

by direct computation.

The second step is to remove as many powers of $\phi(y(t))$ as possible whilst ensuring that the generated ring stays in the same isomorphism class, i.e. that the resulting parametrisation is in the same $A$-equivalence class (see Section 1.1). This is achieved via Zariski’s “elimination criteria”, neatly summarised in [6], which determine when certain powers appearing in $\phi(y(t))$ can be removed whilst preserving $A$-equivalence. In the present example, the elimination criteria imply that all of the terms of orders 9 and higher can be removed from $\phi(y(t))$. Thus:

$$\phi(R) \cong C[[t^3, t^7 + \left(-\frac{7}{3}a_4 + b_8\right)t^8]].$$

The third step is to observe that if $-\frac{7}{3}a_4 + b_8 \neq 0$, then:

$$C[[t^3, t^7 + \left(-\frac{7}{3}a_4 + b_8\right)t^8]] \cong C[[t^3, t^7 + t^8]]$$

under an automorphism of $C[[t]]$ of the form $t \mapsto \alpha t$ for an appropriately chosen $\alpha \in C$. It follows that $R$ is isomorphic to $C[[t^3, t^7]]$ if and only if $b_8 = \frac{7}{3}a_4$. The map $\mathcal{R}_\Gamma \to \mathcal{M}_\Gamma$ can therefore be written down explicitly:

$$C[[t^3 + a_4t^4 + a_5t^5 + a_8t^8 + a_{11}t^{11}, t^7 + b_8t^8 + b_{11}t^{11}]] \mapsto \begin{cases} 
C[[t^3, t^7]] & \text{if } b_8 \neq \frac{7}{3}a_4 \\
C[[t^3, t^7 + t^8]] & \text{if } b_8 = \frac{7}{3}a_4.
\end{cases}$$

**Example 4.10.** Let $\Gamma = \langle 4, 9 \rangle$. Applying Hefez and Hernandez’s elimination criteria from [6], we know that $\mathcal{M}_\Gamma$ consists of three components:

- I : $C[[t^{10} + t^{11} + \alpha t^{11}]]$
- II : $R_0 = C[[t^4, t^9]]$
- III : $R_1 = C[[t^4, t^9 + t^{11}]].$

The $C$-subalgebras of type I are in bijection with points of $C$. Thus $\mathcal{M}_\Gamma = C \cup \{ R_0, R_1 \}$.

By Theorem 3.2, we know that $\mathcal{R}_\Gamma$ is in bijection with $C^{17}$ with coordinates:

$$a = (a_5, a_6, a_7, a_{10}, a_{11}, a_{14}, a_{15}, a_{19}, a_{21}, b_{10}, b_{11}, b_{14}, b_{15}, b_{19}, b_{21}, b_{23}) \in C^{17}.$$

As in the previous example, we can apply Zariski’s method in three steps, to obtain that the map $\mathcal{R}_\Gamma \to \mathcal{M}_\Gamma$ is given by:

$$a \mapsto \begin{cases}
\frac{135a_5^2 - 72a_6 - 80a_5b_{10} + 32b_{11}}{2(9a_5 - 4b_{10})^2} & \text{if } 9a_5 \neq 4b_{10} \\
R_0 & \text{if } 9a_5 = 4b_{10} \text{ and } b_{11} = -\frac{9}{32}a_5^2 - \frac{9}{4}a_6 - \frac{5}{2}a_5b_{10} \\
R_1 & \text{otherwise}.
\end{cases}$$

Thus on $D(9a_5 - 4b_{10}) \subseteq \mathcal{R}_\Gamma$, the function $\frac{135a_5^2 - 72a_6 - 80a_5b_{10} + 32b_{11}}{2(9a_5 - 4b_{10})^2}$ is invariant under the action of $\text{Aut } C[[t]]$. 
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It would be interesting if the theory of non-reductive Geometric Invariant Theory could be applied to construct the GIT quotient $\mathcal{R}_\Gamma / \text{Aut} \mathcal{C}[[t]]$, which would be a separated, geometrically tractable subset of the Zariski moduli space $\mathcal{M}_\Gamma$. For example, in the case considered above, it appears that $\mathcal{R}_\Gamma^{ss}$ should correspond to the locus of points determined by the equation $9a_5 \neq 4b_{10}$.
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