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Summary. As part of the supplementary material, we first compare additional SOTA models trained with uniform sampling and discuss runtime speed/memory of different models in Section 1. We analyze the effects of pretrained models in Section 2. Moreover, we expand Table 7 of the main paper with the FLOPs and parameters for different temporal aggregations in Table 3. We then describe the datasets and benchmarks in Section 3 and Section 4, respectively. Section 5 describes the model implementation used in the Mini-Datasets benchmark. Figure 2 shows the results of all the models on Mini datasets.

1. More Results on SOTA Models

We argue in the main paper that the effect of input sampling (i.e., uniform or dense sampling) should be considered for fair comparison of action recognition models. Following this practice, we add TSM [7] and TAM [2] to Figure 8 of the main paper, which is shown here as Figure 1. Like I3D, TAM and TSM work well with both uniform and dense sampling. When uniform sampling is considered for TAM and TSM, they are slightly worse than SlowFast in accuracy but at the same efficiency in FLOPs.

Moreover, we also benchmark the runtime speed and memory consumption for a more comprehensive comparison among different models. Table 1 shows throughput, FLOPs and max batch size that can be fitted on a GPU. The numbers are conducted based on a NVIDIA V100 32G GPU with CUDA 10.1, cudnn 7.6.5, and PyTorch 1.5; and the throughput is measured under maximum batch size. SlowFast achieved better speed and memory usage; on the other hand, even though TAM-R50 has only half FLOPs of I3D-R50, their throughputs are similar. This is because the 3D-depthwise convolution used in TAM is not yet optimized\(^1\).

| Models         | Accuracy (%) | FLOPs (G) | Throughput (clips/sec) | Maximum batch size |
|----------------|--------------|-----------|------------------------|--------------------|
| TSN-ResNet50-tp | 74.9         | 73.9      | 53.5                   | 40                 |
| TAM-ResNet50   | 76.2         | 171.5     | 14.2                   | 48                 |
| I3D-ResNet50   | 76.6         | 335.3     | 16.1                   | 44                 |
| SlowFast-ResNet50-8x8 | 76.4        | 65.7      | 48.9                   | 96                 |

Table 1: Speed and memory complexity of models.

| Model          | Pretrain |
|----------------|----------|
| I3D-ResNet50   | ImageNet |
| TAM-ResNet50   | None     |

Table 2: Top-1 Accuracy (%) of I3D and TAM models trained with and without ImageNet weights on Kinetics.

2. Effects of Pretrained Models

It is shown in [5] that when there is enough training data and the training is sufficiently long, then pretraining from ImageNet is not necessary for producing competitive performance in a downstream task like object detection. Here we conduct a similar experiment to train I3D-ResNet50 and TAM-ResNet50 from scratch for 196 epochs. As can be seen from Table 2, I3D-ResNet50 does not benefit much from a pretrained ImageNet model. For TAM-ResNet50, when trained from scratch, it degrades its accuracy by \(\sim 0.5\), which is not significant. Thus our results seem to echo a similar observation that pretraining is not crucial for large-scale video action recognition as long as the training is allowed to be sufficiently long.

3. Datasets

Table 4 illustrates the characteristics of the datasets used in the paper. The SSV2 dataset contains a total of 192K videos of 174 human-object interactions, captured in a sim-

\(^1\)https://github.com/pytorch/pytorch/pull/40801
Figure 1: Model performance tested using 3 256×256 spatial crops and different number of clips. 'U': uniform sampling; 'D': dense sampling. Best viewed in color.

| Dataset          | Frames | InceptionV1 | ResNet50 |
|------------------|--------|-------------|----------|
|                  |        | None | I3D | Conv. | TAM | None | I3D | Conv. | TAM | TSM | NLN |
| Mini-SSV2        | f=8    | 33.1 | 56.4 | 58.2 | 59.7 | 33.9 | 62.6 | 61.6 | 65.4 | 64.1 | 53.0 |
|                  | f=16   | 34.7 | 61.8 | 63.7 | 63.9 | 35.3 | 66.2 | 65.7 | 68.6 | 67.4 | 55.0 |
| Mini-Kinetics    | f=8    | 70.4 | 68.1 | 68.3 | 68.8 | 72.1 | 73.3 | 71.5 | 74.1 | 74.1 | 73.7 |
|                  | f=16   | 70.5 | 70.9 | 70.7 | 70.0 | 72.5 | 75.5 | 73.4 | 76.4 | 75.6 | 74.5 |
| FLOPs (G)        | f=8    | 12.0 | 33.6 | 32.2 | 12.0 | 32.7 | 64.2 | 107.0 | 32.8 | 32.7 | 196  |
| Parameters (M)   | f=8    | 5.7  | 12.4 | 17.2 | 5.7  | 23.7 | 46.3 | 71.5  | 23.7 | 23.7 | 31.0 |

Table 3: Performance of different temporal aggregation strategies w/o temporal pooling. FLOPs of 16-frame are the double of 8-frame models, and number of parameters are the same.

A simple setup without much background information. It has been shown that temporal reasoning is essential for recognition on this dataset [12]. Kinetics has been the most popular benchmark for deep-learning-based action approaches. It consists of 240K training videos and 20K validation videos of 400 action categories, with each video lasting 6-10 seconds. Interestingly, approaches without temporal modeling such as TSN [10] achieves strong results on this dataset, implying that modeling temporal information is not that important on this dataset. MIT is a recent collection of one million labeled videos, involving actions from people, animals, objects or natural phenomena. It has 339 classes and each clip is trimmed to 3 seconds long. These datasets cover a wide range of different types of videos, hence are suitable for studying various spatio-temporal representations.

We extract video frames via the FFMPEG packages and then resize the shorter side of an image to 256 while keeping the aspect ratio of the image.

4. Training and Evaluation

4.1. Mini-Datasets

Training. Table 5 illustrates the training protocol we use for all the models in our experiments. We train most of our models using a single compute node with 6 V100 GPUs and a total of 96G GPU memory with a batch size of 72 or the maximum allowed for a single node (a multiple of 6). For some of the large models (for example, I3D-ResNet50) using 32 or 64 frames, we limit the number of nodes to no more than 3, i.e. 18 GPUs, and apply synchronized batch normalization in training at a batch size of 36. We observe that such a setup generally leads to comparable model accuracy to the approaches studied in this work. Following the practice in TSN [10], we apply multi-scale augmentation and randomly crop the same 224×224 region of whole input images for training. In the meanwhile, temporal jittering is used to sample different frames from a video. Afterward, the input is normalized by the mean and standard deviation used in the original ImageNet-pretrained model.

Evaluation. In the clip-level accuracy setting, we sample f frames either with uniform sampling or dense sampling and then crop a 224×224 region centered at each image after resizing the shorter side of the image to 224. For uniform sampling, we choose the middle frame of each segment to form a clip while for dense sample the first clip is used. In the video-level accuracy setting, m clips need to be prepared. For dense sampling, we uniformly select m points and then take f consecutive frames starting at each point.
### 4.2. Full Datasets

To enable SOTA results on Kinetics, we follow the practices in the SlowFast paper [3] to train the models. During training, we take 64 consecutive frames from a video and sample every other frame as the input, i.e., 32 frames are fed to the model. The shorter side of a video is randomly resized to the range of \([256, 320]\) while keeping aspect ratio, and then we randomly crop a 224\(\times\)224 spatial region as the training input. We trained all models for 196 epochs, using a total batch size of 1024 with 128 GPUs, i.e. 8 samples per GPU. Batch normalization is computed on those 8 samples. We warm up the learning rate from 0.01 to 1.6 with 34 epochs linearly and then apply half-period cosine annealing schedule for the remaining epochs. We use synchronized SGD with momentum 0.9 and weight decay 0.0001. During the evaluation, we uniformly sample 10 clips from a video, and then take 3 256\(\times\)256 crops from each clip whose shorter side of each clip is resized 256. The accuracy of a video is computed by averaging over 30 predictions. On the other hand, for SSV2 dataset, we only sample 2 clips since the video length of SSV2 is shorter.

### 4.3. Transfer Learning

In transfer learning study, we used the models described in Section 6.2, i.e., 32-frame models trained with Kinetics, as the pretrained weights. Then, we finetuned 45 epochs with cosine annealing learning rate schedule starting with 0.01, and trained the models with a batch size of 48 with synchronized batch normalization on a 6 GPUs machine.

### 5. Model Implementation

**Implementation.** We follow the original published papers as much as we can to implement the approaches in our analysis. However, due to the differences in the backbones, some modifications are necessary to ensure a fair comparison under a common experimental framework. Here we describe how we build the networks including three backbones (InceptionV1, ResNet18 and ResNet50), four video architectures (I3D, S3D, TAM and TSN), and where to perform temporal pooling. For three backbones, we used those 2D models available on the torchvision repository (googlenet, resnet18, resnet50), and then used the weights in the model zoo for initializing the models either through inflation (I3D and S3D) or directly loading (TAM and TSN). Note that, for inflation, we simply copy the weights along the time dimension. Moreover, we always perform the same number of temporal pooling at the similar locations across all the backbones while training models with temporal pooling. For each backbone, there are five positions to perform spatial pooling, we add maximum temporal pooling along with the last three spatial Poolings (kernel size is set to 3).

#### I3D

We follow I3D paper to re-implement the network [1]. We convert all 2D convolutional layer into 3D convolutions and set kernel size in temporal domain to 3 while using same spatial kernel size. For I3D-ResNet-50, we convert all 2D convolutional layer into 3D convolutions and set kernel size in temporal domain to 3. For I3D, we follow the idea of the original 3D convolution in the re-implemented models [1, 9]; thus, each 3D convolution in I3D becomes one 2D spatial convolution and one 1D temporal convolution. Nonetheless, the first convolution of the network is not factorized as the original papers. For InceptionV1 backbone, the difference from the original paper is the location of temporal pooling of backbone [11]. More specifically, in our implementation, we remove the temporal stride in the first convolutional layer and then add an temporal pooling layer to keep the same temporal downsampling ratio over the model. On the other hand, for ResNet backbone, we do not follow the R(2+1)D paper to expand the channels to have similar parameters to the corresponding I3D models, we simply set the output channels to the original output channel size [9] which helps us to directly load the ImageNet-pretrained weights into the model.
TAM. We follow the original paper to build TAM-ResNet [2], the TAM module is inserted at the non-identity path of every residual block. For TAM-InceptionV1, we add TAM modules after every inception module.

TSN. It does not have any temporal modeling, so it directly uses 2D models.
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