Biomarkers for rhythmic and discrete dynamic primitives in locomotion
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Rehabilitation can promote brain plasticity and improve motor control after central nervous system injuries. Our working model is that motor control is encoded using dynamic primitives: submovements, oscillations, and mechanical impedances. We hypothesize that therapies focusing on these primitives can achieve greater motor recovery. At the observational level, these primitives lead to discrete and rhythmic movements. Here, we propose two novel biomarkers to evaluate rhythmic and discrete movements in gait based on the feet forward position: the smoothness of their relative position, using the mean-squared jerk ratio (MSJR), to assess rhythmicity; and the angle between principal components of consecutive trajectories (dPCA), to detect discrete movements amidst rhythmic motion. We applied these methods to kinematic data collected with healthy individuals during experiments employing the MIT-Skywalker: level-ground walking at five speeds, with and without imposed ankle stiffness; walking at constant speed on ascending, descending, and laterally tilted slopes; and performing sidesteps. We found a decrease in MSJR as speed increases, related to increased rhythmicity, even with imposed stiffness. Rhythmicity seems unaffected by the terrain perturbations imposed. Finally, dPCA successfully detects sidesteps, discrete events amidst rhythmic movement. These biomarkers appear to accurately assess rhythmic and discrete movements during walking and can potentially improve clinical evaluation and rehabilitation of neurological patients.

Injuries to the central nervous system often have deleterious effects on motor function. Stroke is the most common of these injuries resulting in almost 800,000 new injuries per year in the USA alone, of which 80% will have some form of motor impairment1. Depending on the size and location of the lesion, movement impairment can occur in the upper limb, lower limb, or both. There are several mechanisms of post-stroke recovery. Initially during the acute phase, there is the resolution of harmful local factors and edema. The recovery of partially damaged nerves and clearance of cytotoxins can result in large motor improvements2. The second mechanism of recovery involves neuroplasticity, the ability of the nervous system to modify its structural and functional organization either through sprouting of collateral synaptic connections to de-innervated tissue or the usage of previously latent neural pathways3. Multiple studies have shown that in both humans and animals this restructuring is use-dependent and benefits from both forced use and functional training, and it might occur during the acute, sub-acute, and chronic stroke1. The neural plasticity benefits resulting from experience dependent training is part of the reason justifying the attempts to reduce impairments rather than using exclusively techniques that promote substitution and compensation3. While many different methods of physical therapy exist, the employment of robotics during training is a rapidly developing field. For the upper extremity, robot-assisted therapy is recommended since 2010 as an adjunct treatment by the American Heart Association4,5. One such device, the MIT-Manus, has been shown to provide long-lasting benefits to motor function when used in both acute and chronic phases of stroke as compared with usual care4–14. Currently, the same cannot be said of the lower extremity (LE); both the American Heart Association and the Veterans Administration guidelines for post-stroke care do not endorse the use of robotic devices since they have yet to demonstrate any advantage over usual care as practiced in the US14–15. This apparent immaturity of LE robotic therapy reflects the fact that, to date, knowledge of human motor control has not been applied to LE robotic therapy. Our final goal is to codify a competent model that is customizable to individuals with different biomechanical and impairment characteristics. We envision the customized models providing a rationale for targeting LE therapy and assistive devices to specific deficits identified within the model framework, hence improving outcomes. The MIT-Skywalker is an attempt to fill
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this gap in post-stroke treatment affording therapeutic training focused on purported primitives of movement, namely: oscillations, submovements, and mechanical impedance\textsuperscript{16–20}.

These dynamics primitives of motion represent our working model on how the central nervous system (CNS) commands and controls human movement\textsuperscript{16–20}. These primitives lead, at the end-effector observational level, to discrete and rhythmic movements\textsuperscript{16–20}.

Discrete movements are, by definition, movements of non-negligible duration, preceded and succeeded by distinct postures, i.e., periods of no movement. Rhythmic movements can be described as an attractor that exhibits almost periodic motion. To generate motion, we consider the conjecture that the CNS is commanding a virtual trajectory for the limbs to follow for a combination of submovements and/or oscillations\textsuperscript{48,20}. A mechanical impedance primitive drives the limb towards the virtual trajectory and might also account for stable contact with the environment (for more details of our working model see Supplementary Fig. S1). There has been a great effort to develop approaches to identify the ankle mechanical impedance in healthy and stroke patients\textsuperscript{19,23–25}. Here, we will examine approaches to differentiate discrete from rhythmic movements.

Evidence suggests that a rhythmic movement is not a composition of discrete movements but it is a primitive on its own, as they recruit different areas of the brain\textsuperscript{19}, and thus injuries may affect these primitives differently\textsuperscript{29}. Therapy may be designed to promote the improvement of a particular deficit associated with a particular primitive. The concept of rhythmicity and discreteness of movements has been extensively studied for the upper limb\textsuperscript{20,24–33}, with several metrics being proposed to characterize them. Smoothness of movement in both end-effector and joint coordinates can be used to quantify rhythmicity\textsuperscript{20,24,31,34}. Previous approaches characterize gait rhythmicity based on temporal features of gait, such as stride and swing time variability, gait asymmetry or phase coordination\textsuperscript{35–41}. Such temporal features do not account for the kinematics of movement, which is of particular importance in the scope of our dynamic primitives model. This work introduces a novel methodology to assess the rhythmicity and discreteness of walking gait\textsuperscript{20,24–33} using kinematic data, suitable for different walking scenarios, and to detect discrete events that might occur amidst rhythmic gait. The MIT-Skywalker was used in this study to allow for a range of different walking scenarios\textsuperscript{46}. We hypothesize that walking gait on level ground at low speeds is a sequence of discrete movements and that, as speed increases, the movement becomes more rhythmic.

Furthermore, the introduction of slopes or laterally tilted surfaces should not affect rhythmicity when walking at a comfortable speed, but introduce some discrete components. In addition, we assume that a sidestep occurring amidst a rhythmic walking gait is a discrete event. Finally, considering our working model, where the virtual trajectory is composed of a combination of submovements and oscillations, and the mechanical impedance is an independent primitive that attracts the foot towards this trajectory, we expect that an externally imposed ankle stiffness will not affect the virtual trajectory of the foot, and hence rhythmicity or discreteness of gait should not be affected.

Walking gait is mostly periodic at any given speed, although at slower speeds it will present periods of posture, where both feet are immobile on the ground\textsuperscript{43}. As speed increases, this period will be greatly reduced, and the relative position between the two feet along time will become closer to a sinusoidal wave, which would represent an ideal rhythmic behavior. We propose taking the smoothness of the relative position between the two feet to analyze rhythmicity, computing the mean-squared jerk ratio (MSJR) between the movement and an ideally rhythmic behavior. The MSJR can be associated to a level of rhythmicity or discreteness of the resulting movement\textsuperscript{43}. Evaluating the forward position of one foot against another in a 2D graph, a figure-8 pattern arises, highly repeatable in unimpaired subjects, but also in patients with spinal cord injuries during body-weight support (but not unloading) treadmill training\textsuperscript{42,43}. This 2D rhythmic spatial trajectory encodes interlimb coordination, unlike other cyclic representations such as cyclograms\textsuperscript{44}. A discrete movement, such as a sidestep, will disrupt the typical pattern and hence it is detectable by an increase in the angle between the principal components of the trajectories in consecutive steps (dPCA).

**Results**

The algorithms to compute mean-squared jerk ratio, MSJR, and the angle difference between the Principal Components of the spatial trajectories, dPCA, described in "Methods", were applied to the data from the different experiments. The kinematic data included in this study is summarized in Supplementary Table S1, which presents the number of strides considered for each subject in each experiment.

**MSJR.** The box-plots for the computed MSJR for the different trials are shown in Fig. 1. Figure 2 shows the kinematic data from three strides of a subject walking on level ground at 0.4 mph (0.64 km/h) and at 1.4 mph (2.25 km/h), and the MSJR for each stride. Level walking at different speeds (Fig. 1a) reveals a common trend for all subjects: high MSJR (> 150) at the lowest speed and monotonically decreasing as the speed increases. For speeds ≥ 1.4 mph (~ 2.25 km/h), MSJR remains constant or slightly decreases below 20 for every subject. At 0.8 mph (~ 1.29 km/h), the median MSJR values assumed are highly dependent on the subject, ranging from 20 to 100. For level-ground walking with imposed impedance at different speeds (Fig. 1c), MSJR values are similar to those found in free walking. At 0.8 mph (1.29 km/h), MSJR increases slightly for each subject when compared to free walking trials, although still within the same range of values. The two-way repeated measures analysis of variance (ANOVA) for MSJR revealed a statistically significant effect of Speed (F\textsubscript{1,015,4.060} = 41.073, p = 0.003), but not of ankle Impedance (F\textsubscript{1,4} = 0.857, p = 0.407). Furthermore, the interaction effect between Speed and ankle Impedance was not significant (F\textsubscript{1,007,4.029} = 0.753, p = 0.435). Analyzing the effect of Speed, there is no statistically significant difference between speeds 1.4, 1.8 and 2.2 mph (2.25, 2.90, 3.54 km/h) (p > 0.22), with MSJR close to 9.95, and significant differences otherwise. The mean difference in MSJR between 0.4 mph (0.65 km/h) and 1.4, 1.8 and 2.2 mph (2.25, 2.90, 3.54 km/h) is 409.61, and between 0.8 mph (1.29 km/h) and 1.4,
1.8 and 2.2 mph (2.25, 2.90, 3.54 km/h) is 41.15. Finally, there is a mean difference in MSJR of 368.46 between speeds 0.4 and 0.8 mph (0.65 and 1.29 km/h).

In order to explain the range of MSJR values found at the different speeds, the step amplitude and the ratio between swing time and stride period were computed for all strides of every subject in level walking at different speeds (Fig. 3). Swing time is computed from the forward position as the time between a negative peak and the following positive peak. The difference in forward position between these two points is the step amplitude. The period is computed as described in “Methods” for the sine wave period. The stride swing/period ratio (Fig. 3a)
follows the same trend for each subject, increasing monotonically with speed, approaching 0.4 as the speed increases, with inter-subject variability. For speeds $\geq 1.4$ mph ($\sim 2.25$ km/h), the ratio tends to stabilize or increase slightly for every subject. The step amplitude (Fig. 3b) tends to increase with speed, although between 0.4 and 0.8 mph (0.65 and 1.29 km/h) and between 0.8 and 1.4 mph (1.29 and 2.25 km/h), some subjects keep a constant amplitude. However, from 1.4 mph (2.25 km/h) onwards, the amplitude increase seems to follow a linear model in every subject, unlike the stride swing/period ratio.

The MSJR computed for the different experiments performed at 1.4 mph (2.25 km/h) is presented in Fig. 1b, showing that the median MSJR remains below 30 for all experiments, hence within the range of values for level-walking. The ANOVA revealed no significant difference between experiments ($F_{2,712.0849} = 3.225, p = 0.069$). Harmonicity was computed for level-ground walking at different speeds (Supplementary Fig. S2)\textsuperscript{31}. Although

![Figure 2. Example of left ($x_L$) and right ($x_R$) foot position time evolution for two speeds, in level ground walking. The relative position between both feet, $x_{RL}$ is taken to compute the MSJR with respect to a sine wave, $f_{\sin}$, a maximally smooth rhythmic movement.](image)

![Figure 3. Features from level-ground walking at different speeds, 0.4 mph (0.65 km/h), 0.8 mph (1.29 km/h), 1.4 mph (2.25 km/h), 1.8 mph (2.90 km/h) and 2.2 mph (3.54 km/h), for each subject: (a) stride swing/period ratio; (b) step amplitude. Data from Subject 5 was invalid in these trials and therefore not used (see Supplementary Table S1).](image)
harmonicity is low (< 0.3) for speeds ≤ 0.8 mph (~ 1.29 km/h), its median value is low as speed increases, and its variability high, lying within the complete range of possible values (between 0 and 1).

**dPCA.** A typical 2D spatial trajectory of the forward position of both feet resulting from many strides in level ground walking is shown in Supplementary Fig. S3 for five different speeds. The amplitude of the orbits increases with speed, but the main direction of the principal components remains relatively constant across speeds.

The angular difference between the principal components of two consecutive orbits, dPCA, computed for the different experiments is represented as box-plots in Fig. 4. The median dPCA for level walking at different speeds is low across all subjects (Fig. 4a). Nonetheless, it shows greater variation at lower speeds (< 0.8 mph ~ 1.29 km/h) than higher. Similar behavior is exhibited with imposed ankle impedance (Fig. 4c). The two-way repeated measures ANOVA for dPCA revealed a statistically significant effect of Speed (F4,16 = 139.830, p < 0.001, partial η2 = 0.972), and of ankle Impedance (F1,4 = 18.004, p = 0.013, partial η2 = 0.819). Furthermore, the interaction effect between Speed and ankle Impedance was significant (F4,16 = 9.075, p < 0.001, partial η2 = 0.694). The post-hoc pairwise comparison reveals that dPCA varied significantly with imposed ankle stiffness only at 0.4 mph (0.65 km/h), with mean difference of 2.03°. There is no significant difference between speeds 1.4, 1.8 and 2.2 mph (2.25, 2.90, 3.54 km/h) (p > 0.10), with or without imposed ankle stiffness, with dPCA around 1.32°. There is a significant difference between speed 0.4 mph (0.65 km/h) and 1.4, 1.8 and 2.2 mph (2.25, 2.90, 3.54 km/h), with or without imposed stiffness, with a mean difference of 2.15° when no impedance is imposed, and of 4.12° when ankle stiffness is imposed. For the case imposed impedance, there is a significant difference between speed 0.8 mph and all means (mean difference of 1.87°), whereas no significant difference is found between 0.8 mph (1.29 km/h) and any other speed when no ankle stiffness is added (p > 0.06, mean difference of 1.25°). The experiments performed at 1.4 mph (2.25 km/h) show little variation in dPCA across experiments and subjects (Fig. 4b). The ANOVA revealed no significant difference between experiment types (F4,16 = 1.530, p = 0.241).

For the sidestep experiment, the 2D spatial trajectory and dPCA for consecutive steps are shown in Fig. 5 for each subject. The green stems represent the time instants when an auditory cue was given to perform a sidestep. Sidesteps correspond to orbits that fall outside the rhythmic trajectory, resulting in an increased dPCA. Supplementary Fig. S4 shows an example of the time evolution of the forward position of both feet during a sidestep event.

**Validation of MSJR on simulated gait at different speeds.** As in 14, we show a simulated approach to the smoothness of a signal, now adapted for walking gait on a treadmill. Three consecutive steps (left-right-left) with constant amplitude Astep and duration dstep are taken at equally spaced time intervals and the MSJR is computed. Supplementary Fig. S5 shows representative simulated examples of walking gait at three different speeds. At low speed there are clear periods of no movement, where the velocity is zero. As a result, the MSJR of this movement is much greater than that by the purely sinusoidal movement, hence the MSJR is high. As speed increases, steps occur closer together, and the MSJR decreases. The middle plot shows the theoretical limit for which walking gait is a sequence of back-to-back discrete movements, where the acceleration still goes to zero at the transition between steps. Finally, at a higher speed, the beginning and end of consecutive steps start to overlap in time, resulting in a more rhythmic pattern, accurately represented by a lower MSJR.

In the previous simulation conditions, we considered the three steps to occur at regular intervals, with the same amplitude and duration. Such approach leads to a symmetric profile when the relative position between the two feet is computed, for which a sine wave is a good fit. However, in actual gait such symmetry is hardly met, as observed in Fig. 2: steps will have different amplitudes and durations at a constant speed, which results in slight asymmetries in the position difference signal, including some periods of zero-velocity, and hence increasing the MSJR. In order to simulate different walking approaches to a given speed and determine the influence of Astep and dstep on MSJR, we follow the same procedure to generate walking gait, now adding uniform noise to the step duration (between [− 0.1, 0.1] s) and to the step amplitude (between [− 0.025, 0.025] m) on each foot individually and for each step. The resulting MSJR for the perturbed step amplitude and duration at different speed conditions is represented in Fig. 6, as a function of the ratio between step duration and stride period. These results show that the simulated MSJR decreases exponentially with the stride swing/period ratio. The exponential trend is in accordance with the measured data for different speeds across subjects, as shown in Fig. 1a, although with greater dispersion.

**Validation of dPCA on simulated gait with a sidestep.** Based on the previous results (see Supplementary Fig. S5), the simulated speed of 1.4 mph (2.25 km/h) produces a rhythmic pattern. Therefore, a sequence of left and right steps is taken at constant speed, amplitude, Astep, and duration, dstep, at equally spaced time intervals. The following procedure is used to emulate a sidestep amidst this normal gait: at a given left foot step k, its amplitude is increased to Astep,k+1 = 1.1Astep,k to simulate a sidestep; the following right foot step also has amplitude Astep,k simulating a tandem step; then, the following left foot step k + 1 has amplitude Astep,k+1 = 0.9Astep,k followed by a right foot step of the same length, returning to normal gait. The simulated gait is presented in Fig. 7, showing both the forward position in time and the spatial trajectory of the feet. The MSJR and dPCA computed for the different strides in the simulated trial are also displayed. In the simulated trajectory in Fig. 7, the principal components of two consecutive orbits form an angle, which indicates the sidestep is present. The angle dPCA between the principal component of two consecutive orbits of this simulated trajectory is depicted in Fig. 7, bottom-left plot, which shows an increased angle on the onset of the sidestep and when returning to normal gait. The MSJR values for these strides are very low, even when the sidestep occurs.
Discussion

The MSJR applied to the relative position between the two feet is able to capture the rhythmicity and discreteness of the walking gait in the several different walking conditions studied in this work. Considering level walking at different speeds (Fig. 1a), there is a common trend for each subject: MSJR is high for the slowest speed and becomes lower as the speed increases. At 0.4 mph (0.65 km/h), the high MSJR (> 100), significantly different from higher speeds, shows that walking at such low speeds becomes a sequence of discrete movements. On
the other hand, the low MSJR exhibited at ≥ 1.4 mph (2.25 km/h) (< 20), with no significant difference found between these speeds, but significantly different from lower speeds, indicates that gait at these speeds exhibits a more rhythmic behavior. The 0.8 mph (1.29 km/h) walking speed, significantly different from all other speeds, reveals itself as an interesting turning point for rhythmic and discrete movements. While some subjects exhibit MSJR ∈ [10, 40], within the range of values found at 1.4 mph (2.25 km/h), others present higher MSJR ∈ [40, 100]. The simulated walking model is useful to better understand how speed influences the MSJR values. Simulated walking gait at different speeds with constant step amplitude and swing duration, represented in Supplementary

Figure 5. Feet spatial trajectory of four subjects walking on level-ground, interleaved with sidesteps. The angle between the principal components of the consecutive trajectories, dPCA, below the feet spatial trajectory, with the green lines corresponding to the time the sound signal is given to command the sidestep. The high dPCA values correspond to the sidestep discrete event (orange orbits), which disrupts the normal walking pattern (blue orbits).
Fig. S5, shows that as speed increases and the steps occur closer together, the MSJR decreases. The decrease in MSJR with speed is a consequence of an increase in the ratio between step duration and stride period: as the step duration approaches half of the period, the relative position between the two feet becomes more sinusoidal, hence the MSJR decreases. This relationship is observed when the MSJR is plotted against the stride swing/period ratio (dstep/Tstep) for the experimental data (Fig. 6). Perturbations in the step amplitude and duration in the simulated model introduce asymmetries and lead to variations in MSJR for the same dstep/Tstep.

The simulated model considers a smoothest discrete step and a final foot velocity that matches that of the treadmill. In practice, the step movement and foot contact with the ground will introduce a greater jerk, and hence greater MSJR, than accounted for in the simulation. Nonetheless, for the experimental data in level walking at different speeds, dstep/Tstep in Fig. 3a and MSJR in Fig. 1a are consistent with the simulated model; lower speeds lead to smaller dstep/Tstep and higher MSJR, higher speeds result in increasing dstep/Tstep and lower MSJR. dstep/Tstep increases towards 0.5 for all subjects as the speed goes over 1.4 mph (2.25 km/h), remaining fairly constant for the three highest speeds. At this point, a step takes almost half of the stride period and the only way to increase the speed is increasing the step amplitude, which is consistent with the results in Fig. 3. At 0.8 mph (1.29 km/h), the subjects can adopt different strategies to maintain the pace, as shown by the plots of dstep/Tstep and amplitude (Fig. 3): either take larger steps but at a reduced frequency, resulting in lower dstep/Tstep ratio, which implied that the stance duration in a complete stride increases, or alternatively lower amplitude and more frequent steps (higher dstep/Tstep ratio). Subjects that adopt a higher dstep/Tstep (Subjects 1, 2, 4) have lower MSJR and also exhibit a smaller step amplitude than the other subjects. These results are coherent with the simulated gaits with different amplitudes and swing duration, where the MSJR decreases as dstep/Tstep increases (Fig. 6).

Such results show that for the lowest speed, all subjects adopt a sequence of discrete steps strategy and that for speeds ≥ 1.4 mph (2.25 km/h), gait is forcefully rhythmic. At 0.8 mph (1.29 km/h), gait for some subjects will remain a sequence of discrete steps, while others will transition to a more rhythmic movement. Harmonicity is consistently low for all subjects at slow speeds, as expected for discrete movements (Supplementary Fig. S2). However, as the speed increases, harmonicity median value is low and its variability high, ranging the entire spectrum of possible values, between 0 and 1, thus it is not a robust metric to assess the rhythmicity/discreteness of the walking gait. Rhythmicity is maintained for the different experiments at 1.4 mph (2.25 km/h) (Fig. 1b); low MSJR (< 30), consistent with the values in level walking at 1.4 mph (2.25 km/h), with no significant difference between experiments. Sidesteps do not introduce an increase in MSJR, which is supported by the simulation results (Fig. 7). As previously reported in39, when a discrete movement is introduced amidst a rhythmic behavior, it tends to occur at a preferred phase, synchronized with the ongoing rhythmic movement. In this case, the sidestep does not start in the ongoing swing phase. Rather, it is synchronized with the onset of a step, not changing the jerk profile significantly. Interestingly enough, while slopes and the laterally tilted surface introduce different joint coordination patterns, they achieve a similar foot position profile and thus MSJR is not altered by such perturbations. Finally, an externally imposed ankle stiffness (Fig. 1c) results in a similar gait pattern and MSJR values as observed in free level-ground walking across the different speeds (Fig. 1a), with no statistically significant difference due to imposed stiffness. Such results are coherent with the paradigm of dynamic primitives, where the mechanical impedance is added to a virtual trajectory, composed of rhythmic and discrete...
movements defined by the CNS, and so the imposed ankle impedance does not significantly change the planned virtual trajectory and hence rhythmicity.

The dPCA computed on the 2D spatial trajectory of both feet is able to identify discrete events that occur amidst rhythmic movements. Regarding level walking at different speeds, the median dPCA is low across all subjects (Fig. 4a). Similar behavior is exhibited with imposed ankle impedance (Fig. 4c), with significant difference found only for 0.4 mph due to imposed stiffness, with low mean difference (2.03°). Nonetheless, it shows greater variation at lower speeds (≤ 0.8 mph–1.29 km/h), revealing statistically significant difference between 0.4 mph and higher speeds, with or without imposed stiffness, and between 0.8 mph and all other speeds when ankle stiffness is imposed. Such result points to the greater difficulty in maintaining a steady, repeatable gait pattern at lower speeds, as seen in the 2D spatial trajectory corresponding to such speeds (Supplementary Fig. S3). The different experiments performed at 1.4 mph (2.25 km/h) also exhibit little variation in dPCA (no significant difference found between experiments), even for the tilt and slopes experiments (Fig. 4b), which shows that these different kinds of gait at this speed are highly repeatable. For the sidestep experiment, dPCA values are low throughout the trial except when a sidestep occurs, as seen in Fig. 5, suddenly increasing to values above 10°. Such events can result in an increase in step amplitude, swing speed or changes in timing of the step onset. These results are supported by simulation (Fig. 7), in which a sidestep results in an orbit outside the rhythmic pattern generated and in an increased dPCA.

Figure 7. Simulated feet position evolution in time during treadmill level walking at constant speed $v_{\text{treadmill}} = 1.4 \text{ mph} = 2.25 \text{ km/h}$, amplitude $A_{\text{step}} = 0.37 \text{ m}$, step duration $d_{\text{step}} = 0.325 \text{ s}$, interleaved with a sidestep at $t = 3 \text{ s}$. The sidestep is represented by a step of increased amplitude $A_{\text{sidestep}} = 1.1A_{\text{step}}$, first on the left foot, L (blue, top-left), then on the right, R (red, top-left). To resume normal walking, a step of amplitude $0.9A_{\text{step}}$ is taken by the left then the right foot, which resumes the normal walking profile. $f_{\sin}$ (yellow, left, second row) approximates $y_{R-L}$ (blue, left, second row). MSJR and dPCA are presented for each step; Top-right plot shows the spatial trajectory of the two feet in level walking (blue), during the sidestep (orange) and the returning step (yellow); The difference between two orbits can be described by the angle between the principal component of the two, as shown in the bottom-right plot.
This work introduces two new biomarkers to assess the level of discreteness or rhythmicity of movement in locomotion, filling a gap existing in the analysis of the purported dynamic primitives of movement in locomotion. A limitation of this study is the relatively small number of subjects included. Nevertheless, these biomarkers appear to accurately assess rhythmic and discrete movements in different walking conditions. The MSJR determines whether the movements are more rhythmic or discrete. In case rhythmicity is high, the dPCA allows to detect discrete movements occurring amidst the rhythmic movements, uncaptured by the MSJR, as they occur in phase with the onset of the step and do not change the jerk profile. These biomarkers should be evaluated on neurologically impaired subjects with gait disorders, as they can be helpful in understanding the extent and location of the lesion, but also in the design and assessment of the outcomes of therapy.

Methods
Experimental design. The focus was to illuminate how the primitives are combined. A reasonable assumption is that rhythmic movements are prominent in forward fast walking on flat ground and that as we slow down, eventually we transition to discrete movements. A single step to the side, e.g., to avoid an obstacle, introduces a discrete movement to be coupled with the ongoing rhythmic stepping. Controlling foot contact with the ground is enabled via the control of ankle impedance. Joint kinematics will be captured in the following conditions: (1) walking overground at different speeds, (2) walking with imposed joint impedance, (3) walking on ascending and descending slopes, (4) walking on a laterally tilted surface, (5) walking with side-stepping. The experiments were conducted on the MIT-Skywalker, a device which includes a novel body-weight support system, duo split dynamic treadmill belts that reposition themselves in order to allow foot clearance, and a frontal rotator. The treadmill system contains five active degrees of freedom. Training can encompass a single primitive or all in order to meet the needs of each individual patient. For a more detailed description of the MIT Skywalker see16.

Selected experiments to this novel experiment are described:

1. Unperturbed Walking at Different Self-Selected Speeds: Subjects walked on the MIT-Skywalker at 5 different speeds: Comfortable speed of 1.4 mph (∼ 2.25 km/h), faster speeds of 1.8 mph (∼ 2.90 km/h) and 2.2 mph (∼ 3.54 km/h), slower speeds of 0.8 mph (∼ 1.29 km/h) and 0.4 mph (∼ 0.65 km/h). Comfortable speed was selected based on a preliminary study on chronic neurological patients training on the MIT-Skywalker, in which they achieved an average self-selected speed of 1.4 mph (∼ 2.25 km/h) at train completion16. Subjects walked bare-footed. While this experiment aimed to elicit rhythmic movements, the slowing of walking speed was expected to induce a transition from smooth oscillatory rhythmic movements to discrete steps, i.e. submovements, as previously documented in arm movements18,20. To evaluate rhythmicity, we examined the time profiles of the feet. It was expected that at slower walking speeds there would be a transition from rhythmic to discrete movements.

2. Walking with Imposed Impedance: The interaction of oscillations with impedance was tested by wearing the anklebot17. The anklebot can be programmed to increase or decrease the impedance at the ankle. We programmed it to add a constant high stiffness of 100Nm/rad, a value greater than ankle stiffness during the swing phase, but lower than during the stance phase, and in particular, toe-off19. Subjects walked at the same 5 instructed speeds but wore the anklebot while walking. We examined whether changing the ankle stiffness affected walking speed and, in particular, the speed at which transitions between rhythmic and discrete movements occurred.

3. Walking on Ascending and Descending Slopes: Walking on non-horizontal surfaces imposes increased stress on the ankle joint and is expected to increase demands on impedance at the ankle, knee, and hip. In addition, by requiring slanted placement of the foot with respect to the tilted surface, an additional discrete element may be coupled to the oscillatory pattern of walking. Subjects walked on a treadmill that was raised to 10° upward or 10° downward slopes. They walked at a comfortable speed of 1.4 mph (∼ 2.25 km/h) for 2 trials for each condition. Slopes of were presented in random order. Analyses focused on changes at foot as a function of slope angle. In particular, the foot trajectories were examined for discrete elements induced by placing the foot.

4. Walking on Laterally Tilted Slopes: One scenario that requires explicit adaptation of ankle impedance is walking on laterally tilted slopes on the MIT-Skywalker. Subjects walked at a comfortable speed of 1.4 mph (∼ 2.25 km/h) on lateral slopes of 5° lateral tilt configuration, again bare-footed. As the surface angle induced supination in one ankle and pronation in the other ankle, subjects walked in both tilts so that each foot experiences both deflections. Subjects performed 2 trials per condition. Changes in oscillation patterns due to changes of impedance as a function of inclination angle will be investigated.

5. Perturbations due to Side-Stepping: Subjects walked at a comfortable speed of 1.4 mph (∼ 2.25 km/h). An auditory signal instructed them to step sideways, as if avoiding an obstacle, i.e., they stepped with the left foot in front of the right (or vice-versa), perform a tandem step and then resume normal waking. The signal was given 5 times at random phases of the stepping cycle to study how such a discrete movement was integrated into steady-state rhythmic walking. Analyses assessed: (1) how the lateral step initiation depended on the signal’s phase, (2) whether the side-step affected the ongoing walking rhythm.

All subjects walked, for about 1 min per trial, on the MIT Skywalker with bodyweight support added for safety (but not unloading), as shown in Fig. 8a.

Experimental subjects. We enrolled seven healthy subjects (age: 32 ± 13), following the suggestion of Poulton for the number of subjects48. The Massachusetts Institute of Technology (MIT) Committee on the Use
of Humans as Experimental Subjects (COUHES) approved the study, in accordance with the Declaration of Helsinki. All volunteers gave written informed consent to participate.

Data collection. Sagittal plane kinematic data was collected using two cameras located on either side of the treadmill, recording at 100 Hz. These cameras were used to track four infrared markers on either leg, two placed on the thigh (markers 1 and 2) and two on the shank (markers 3 and 4), as shown in Fig. 8b. The foot heel forward position in the sagittal plane, \( x \), is then obtained from the hip and knee angles, \( \theta_h \) and \( \theta_k \), respectively, thigh and shank lengths, \( L_T \) and \( L_S \), and markers positions, \((x_i, y_i)\), \( i = \{1, 2, 3, 4\} \), as described in Eq. (1).

\[
\theta_h = \arctan((x_2 - x_1)/(y_2 - y_1)) \\
\theta_k = \theta_h - \arctan((x_4 - x_3)/(y_4 - y_3)) \\
x = L_T \sin(\theta_h) + L_S \sin(\theta_h - \theta_k)
\]

(1)

Notice that the computed forward position is with respect to the body’s midline, i.e., to the hip position, as shown in Fig. 8b.

The kinematic data was then processed in MATLAB (Mathworks, Natick, MA, USA). The position and angle data were filtered to remove outliers and then fitted to a quintic smoothing spline (spaps() function in MATLAB). The position derivatives (velocity, acceleration and jerk) were then computed from the spline and evaluated at the same time points as the position data. The complete acquired data is segmented such that each segment corresponds to a period of constant treadmill speed. For each data segment, the mean position is removed from both left and right foot position.

Mean-squared Jerk Ratio (MSJR). The smoothness of a rhythmic movement can be assessed by computing its mean-squared jerk (MSJ) and dividing it by that of a maximally smooth rhythmic movement, resulting in the unitless mean-squared jerk ratio (MSJR). The smoothness is computed according to Algorithm 1. First, we take the relative position between right and left foot along the trial, \( x_{RL}(t) = x_R(t) - x_L(t) \), and remove the mean. Then, consecutive zero-crossings in \( x_{RL}(t) \) with the same slope sign are used to segment \( x_{RL} \) into movements, \( x_i(t) \). Then, the MSJ of each movement, \( msj_{x_i} \), is computed. The amplitude, \( A_{\sin} \), and the period, \( T_{\sin} \), of the maximally smooth rhythmic movement, a sine function, \( f_{\sin} \), is extracted from \( x_i(t) \), as done in \( \text{20} \). \( T_{\sin} \) matches the duration of \( x_i \). \( A_{\sin} \) is the minimum value between the absolute values of the minimum and maximum of \( x_i(t) \). \( A_{\sin} = \min(\|\max(x_i)\|, ||\min(x_i)||) \). The mean-squared jerk of a sine function over one period is \( msj_{f_{\sin}} = 0.5A_{\sin}^2 + \omega_{\sin}^2 \), \( \omega_{\sin} = 2\pi/T_{\sin} \). The mean-squared jerk ratio MSJR = \( msj_{x_i}/msj_{f_{\sin}} \) ≥ 1 will be high for a movement far from a smooth rhythmic movement, drawing closer to 1 as the movement becomes smoother.
Guiard defined the concept of harmonicity as a measure of rhythmicity or discreteness for movements of the (single) upper limb. Harmonicity is computed on $x_s(t)$ and compared with the MSJR. Consider a window defined by two consecutive zero-crossings in displacement and extract the maximum and minimum acceleration peaks in the window. If there is only one peak, harmonicity is 1; if the maximum and minimum peaks have opposite signs, harmonicity is 0; otherwise, harmonicity is defined as the ratio between the absolute value of the minimum and the maximum acceleration peaks. As harmonicity approaches 0, the movement is considered to be predominantly discrete, whereas more rhythmic movements will have values closer to 1.

Angular difference between principal components of two consecutive orbits (dPCA). The plot of the right versus left foot forward position results in a figure-8-like spatial pattern. An orbit is defined between the points where the distance between the feet is zero ($x_{RL} = 0$) and the slope of the relative position function $x_{RL}(t)$ has the same sign. The algorithm to compute the angle, dPCA, between the principal component of two consecutive orbits is described in Algorithm 2. As done to compute the MSJR, we take the relative position between right and left foot along the trial, $x_{RL}(t)$, and remove the mean. Then, consecutive zero-crossings in $x_{RL}(t)$ with the same slope sign are used to segment the right-left foot orbit ($x_{Rs}, x_{Ls}$). A principal component analysis (PCA) is performed on this orbit to extract the first principal component vector, $v_{PCA}$. Finally, the angle dPCA between $v_{PCA}$ and the first component vector of the previous orbit, $v_{PCA}^{-1}$, is computed.

Statistical analysis. Separate two-way repeated-measures analysis of variance (ANOVA) were conducted for MSJR and dPCA, with Speed (five speeds) and Ankle Impedance (with or without imposed ankle stiffness) as within-subjects factors. The interaction between speed and ankle impedance was examined. Additionally, separate one-way repeated-measures ANOVA were conducted for MSJR and dPCA, with Different Experiments (Level, Tilt, Slope Ascending, Slope Descending, Ankle Impedance) at 1.4 mph (2.25 km/h) as a within-subjects factor. The Greenhouse–Geisser correction factor was applied to the within subjects effects and a Bonferroni adjustment was applied to compensate for multiple comparisons. Significance was set at $\alpha = 0.05$ for all statistical tests. The median of the dependent variables (MSJR and dPCA) over strides was used in the statistical analysis.

Algorithm 1 Mean-squared jerk ratio (MSJR)

1. Compute the difference between Right and Left foot position, $x_{RL}(t)$
2. Remove the trial mean from $x_{RL}(t)$: $x_{RL}(t) = x_{RL}(t) - \bar{x}_{RL}$
3. Detect zeros, $t_i$, in $x_{RL}$
4. For $i=1:2\cdot\text{length}(t_i)-2$
   i. Take the signal between two consecutive zeros with the same sign, $x_s(t) = x_{RL}(t_i : t_{i}(i+2))$
   ii. Compute jerk of $x_s$: $j_s(t) = \frac{d^2x_s(t)}{dt^2}$
   iii. Mean-squared jerk of $x_s$: $msj_s = \frac{1}{T_s} \sum_{t} j_s^2(t)$
   iv. Fit $x_s$ to a sine, $f_{ms}$:
      (a) Compute frequency, $f_{ms} = \frac{2\pi}{T_{ms}}$, $T_{ms} = t_{i}(i+2) - t_{i}(i)$
      (b) Compute amplitude, $A_{ms} = \min(\max(x_s), \min(x_s))$
   v. Mean-squared jerk of $f_{ms}$: $msj_{ms} = 0.5A_{ms}^2 f_{ms}^2$
   vi. Compute mean-squared jerk ratio, $MSJR = msj_{ms} / msj_{ms}^{-1}$

Algorithm 2 Angle between two consecutive orbits (dPCA)

1. Compute the difference between Right and Left foot position, $x_{RL}(t)$
2. Remove the trial mean from $x_{RL}$: $x_{RL}(t) = x_{RL}(t) - \bar{x}_{RL}$
3. Detect zeros, $t_i$, in $x_{RL}$
4. For $i=1:2\cdot\text{length}(t_i)-2$
   i. Take the signal from $x_R(t)$ and $x_L(t)$ (orbit) between two consecutive zeros of $x_{RL}(t)$ with same slope sign:
      $x_{RL}(t) = x_{RL}(t_i : t_{i}(i+2))$
      $x_{RL}(t) = x_{RL}(t_i : t_{i}(i+2))$
   ii. Perform a principal components analysis on the orbit ($x_{RL}, x_{RL}$), to obtain the principal component (eigen)vector, $v_{PCA}$
   iii. Compute the angle, dPCA, between $v_{PCA}$ and $v_{PCA}^{-1}$
Simulation of foot forward position in treadmill walking. Assuming a step amplitude $A_{step}$ and duration $d_{step}$, it is possible to trace the forward position, velocity and acceleration profiles of the foot walking on a treadmill at speed $v_{treadmill}$. For the shape of a step, let us assume a smoothest discrete movement $f_{sm}(t)$, starting at $t = t_0$, with amplitude $A_{step}$ and duration $d_{step}$

$$f_{sm}(t) = A_{step} \left(10 \left(\frac{t-t_0}{d_{step}}\right)^3 - 15 \left(\frac{t-t_0}{d_{step}}\right)^4 + 6 \left(\frac{t-t_0}{d_{step}}\right)^5\right)$$ (2)

The foot movement starts at $t = t_0$ with heel-off, followed by toe-off, initiating the swing phase, which ends with the heel-strike. Since the experiments are conducted on a treadmill, the simulated model considers that, during the stance phase, the foot is pulled back by the treadmill at constant speed, hence the initial velocity of the model is equal to the treadmill speed, $-v_{treadmill}$. The model also considers that the final velocity upon heel-strike matches the treadmill speed, representing foot retraction that occurs naturally in walking. During foot-flat, $t - t_0 > d_{step}$, the foot movement is solely imposed by the treadmill movement. A complete stride, $y_{smooth}$, starting at $t = t_0$ at position $y_{0}$, is then described by,

$$y_{smooth}(t) = \begin{cases} 
    y_0 - v_{treadmill}t + f_{sm}(t), & 0 \leq t - t_0 \leq d_{step} \\
    y_0 - v_{treadmill}t + A_{step}, & t - t_0 > d_{step}
\end{cases}$$ (3)

Such simplified model can be used to better understand how the metrics developed are affected by the changes in parameters, namely the step amplitude, swing duration and speed.

Data availability
We anticipate that the data captured and created by this research will be of broad interest to communities engaged in research on human motor behavior. Data generated by this research project will be made publicly accessible through a portal linked to our lab homepage http://the77lab.mit.edu/. Access to these data will be "read-only" and password protected. Passwords will be made freely available upon submission of a request by email agreement that the source of the data will be acknowledged in any publication arising from use of these data. Please contact H. I. Krebs to request data access.
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