Breakdown of force-free electrodynamics in electric zones

Amir Levinson

School of Physics and Astronomy, Tel Aviv University, Tel Aviv 69978, Israel

ABSTRACT

It is shown that force-free electrodynamics (FFE) breaks down in regions where $B^2 - E^2 < 0$ (electric zones) even if $\mathbf{E} \cdot \mathbf{B} = 0$. Spontaneous creation of such regions will inevitably lead to plasma oscillations that will subsequently decay over a few periods via anomalous heating and, under certain conditions, emission of high energy quanta, until the system relaxes to a state in which $B^2 - E^2 < 0$. For M87, assuming pair plasma, the inverse Compton cooling time is estimated to be shorter than the dynamical time when $E^2 / B^2 - 1 > (10^4 / \sigma)^2$ roughly, where $\sigma$ is the magnetization. If the electric zone is weak, the global system will maintain a nearly force-free state, however, the force-free condition, $F^{\mu \nu} J_\nu = 0$, will be broken at the order of the excess electric field and cannot describe wave dynamics. Our analysis does not support recent claims, that creation of electric zones can trigger a transition to force-free turbulence which, when generated in the ergosphere of a Kerr black hole, can lead to extraction of the black hole rotational energy. Whether some secondary electromagnetic modes produced in the decaying electric zone can extract the BH energy is yet an open question.
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1 INTRODUCTION

Astrophysical plasmas are well described by magnetohydrodynamic theory (MHD). Closure of the MHD equations requires a relation between the electric 4-current and the remaining variables of the MHD flow, known as "generalized Ohm’s law". A proper derivation of the generalized Ohm’s law usually involves multi-fluid considerations (Blackman & Field 1993; Gedalin 1996; Meier 2004; ?), however, simplified prescriptions are commonly adopted in many situations within the framework of single-fluid MHD, most commonly ideal MHD. In certain systems, notably magnetospheres of pulsars and black holes, the electromagnetic field is so strong that the inertia and pressure of the plasma can be ignored. Then, closure of the electromagnetic equations can be obtained by adopting the force-free condition, $F^{\mu \nu} J_\nu = 0$, where $F^{\mu \nu}$ is the electromagnetic tensor and $J^\nu$ the 4-current (Uchida 1997a; Komissarov 2002; Gralla & Jacobson 2014; Gralla & Iqbal 2019). From this condition it readily follows that $\mathbf{E} \cdot \mathbf{B} = 0$ (see below), however, the second invariant, $F = F = B^2 - E^2$, remains unspecified. The reason is that since the electric 4-current $J^\mu$ does not have to be a timelike vector field, existence of a timelike zero eigenvector of $F^{\mu \nu}$ (or a timelike generator of magnetic flux) is not guaranteed (Uchida 1997a). The assumption underlying force-free electrodynamics (FFE) is that charges are sufficiently abundant to screen the electric field, yet exchange negligible stress-energy with the electromagnetic field. The conventional wisdom has been that this condition also implies $B^2 - E^2 > 0$, which guarantees that the equations of FFE are hyperbolic (and, hence, are well-posed) (Uchida 1997a; Komissarov 2002; Pfeiffer & MacFadyen 2013; Gralla & Iqbal 2019).

It has been argued recently (Blandford & Globus 2022, BG22) that the FFE equations remain valid also in regions where $B^2 - E^2 < 0$ (termed "electric zone" in BG22), and that in such regions "a rapid formation of fast magnetosonic (F) and Alfvén (A) modes ensues, with wavelengths on all scales up to the size of the (marginally) electric volume". The inherent assumption underlying this argument is that the inertia associated with the minimum charge density required to carry the electric 4-current (the so-called Goldreich-Julian density) is negligibly small also in such regions. Below we refute these claims by showing that in electric zones the plasma undergoes electrostatic oscillations with a period equal to the relativistic plasma frequency. These oscillations, which are ignored in BG22, violate the force-free condition (to order $|F \cdot F |$, see further discussion below). It is anticipated that under the conditions prevailing in BH magnetospheres, the energy of the oscillating plasma will either be converted to heat via anomalous friction or, if the magnetization is high enough, be quickly radiated away (most likely in the form of gamma-ray emission). At any rate, a spontaneously created electric zone is likely to be screened on skin depth scale (unless forced by the global topology of the magnetic field, e.g., in current sheets). Contrary to the claim made in BG22, that formation of electric zones leads to turbulence via efficient generation of F and A modes, and that the F modes thereby generated can extract the BH rotational energy, we
argue that dissipation in electric zones is governed by plasma oscillations that will convert the excess electric field energy into heat and (non force-free) plasma turbulence. Most likely, dragging of magnetic surfaces into the BH will result in formation of an equatorial current sheet that separates field lines that cross the inner light surface and field lines that remain outside, as seen in recent GRMHD (e.g., Chashkina et al. 2021; Ripperda et al. 2022) and GRPIC (Parfrey et al. 2019; Cuello et al. 2021) simulations.

The reason why FFE breaks down in electric zones can be traced to the dynamics of a test charge in an electromagnetic field. Consider the motion of a charged particle under the influence of constant magnetic and electric fields, \( \mathbf{B}_0 \) and \( \mathbf{E}_0 \), that satisfy \( \mathbf{E}_0 \cdot \mathbf{B}_0 = 0 \). In the case \( B_0^2 > E_0^2 \) a frame moving at a constant 3-velocity \( \mathbf{v}_B = (\mathbf{E}_0 \times \mathbf{B}_0)/B_0^2 \) exists in which the electric field vanishes (Jackson 1999). In this frame, the force acting on a particle moving along the magnetic field direction vanishes, viz., \( \mathbf{v} \times \mathbf{B}_0 = 0 \). For an ensemble of particles moving along the magnetic field direction \( \sum q_i (\mathbf{v}_i \times \mathbf{B}_0) = \mathbf{J} \times \mathbf{B}_0 = 0 \), where \( q_i \) is the charge of the \( i \)-th particle and \( \mathbf{J} \) the electric current. In covariant form it is expressed as \( F_{\mu\nu} J^\mu = 0 \) (since \( \mathbf{E}_0 = 0 \)), indicating that a force-free state can be established in magnetic zones \( (B^2 > E^2) \). On the other hand, in the case \( B_0^2 < E_0^2 \) the electric field cannot be transformed away. In fact, there exists a frame moving at a constant 3-velocity \( \mathbf{v}_E = (\mathbf{E}_0 \times \mathbf{B}_0)/E_0^2 \) in which the magnetic field vanishes. A particle of charge \( q \) in this frame is, inevitably, subject to a force \( q_i \mathbf{E}_0 \) that accelerates it along the direction of the electric field. Summing over an ensemble of particles as before yields \( \mathbf{J} \cdot \mathbf{E} \neq 0 \), or in covariant form \( F_{\mu\nu} J^\mu \neq 0 \). This heuristic argument suggests that the FFE equations are inapplicable in electric zones, as confirmed below by detailed analysis.

A more rigorous argument (by Uchida 1997a), that applies to any spacetime, is as follows: When the electromagnetic tensor is electric, i.e., \( F \cdot F < 0 \), all zero eigenvectors of \( F_{\mu\nu} \) are spacelike. Now, although the description of FFE has no reference to the underlying plasma, physically, plasma must be present to screen the field. Since the velocity of the charged particles, \( \mathbf{u}^\mu \), is a timelike vector field, it must satisfy \( F_{\mu\nu} \mathbf{u}^\nu \neq 0 \). This means that all particles must cross magnetic surfaces and should accelerate along the electric field. This by itself does not, necessarily, imply \( F_{\mu\nu} J^\mu \neq 0 \), but it seems difficult to avoid. A generic proof needs to show that electromagnetically dominated force-free equilibrium is inconsistent with the Vlasov equation and, therefore, nonphysical. Below, we demonstrate this for a cold plasma in flat spacetime.

From the point of view of kinetic theory, the MHD limit applies when the variations of the system are slow, more precisely, when the characteristic frequency of the MHD waves is much smaller than the plasma and gyro frequencies. In magnetic regions \( (B^2 - E^2 > 0) \), the electric conductivity along magnetic field lines diverges like \( \omega/\omega^2 \) as \( \omega \rightarrow 0 \) (for a cold plasma with no friction, see appendix B for details), implying \( \mathbf{E} \cdot \mathbf{B} = 0 \). In the limit of high magnetization, \( \sigma \gg 1 \), the conductivity across magnetic field lines tends to zero as \( \sigma^{-1} \), hence the cross field current vanishes in the limit \( \sigma \rightarrow \infty \), yielding the force-free condition \( F_{\mu\nu} J^\nu = 0 \). In electric zones, on the other hand, particles accelerate along the electric field, implying \( \mathbf{J} \cdot \mathbf{B} \neq 0 \), so the system cannot be force-free. More concretely, creation of electric zones always generates oscillations near or above the plasma frequency, which violate the force-free condition to the order of the excess electric field, roughly \( - \mathbf{F} \cdot \mathbf{F} = E^2 - B^2 \) (see §4). We emphasize that the plasma inertia may be globally insignificant if the electric zone is small, however, it is important at the level of wave dynamics. In reality, even if radiative cooling and pair creation can be ignored, it is anticipated that the oscillations induced by the electric zone will damp quickly, owing to the rapid growth of instabilities induced by the counter oscillating beams of positive and negative charges, and that the bulk kinetic motion of the beams will be converted into heat and turbulence (see §4.3).

In what follows we analyse the dynamics of electric zones using a two-fluid approach. In appendix C we derive the two-fluid equations from the Vlasov equation. We also show there that the exact solution of the Vlasov equation for a uniform cold plasma coincides with that of the two fluid equations.

2 A SIMPLIFIED MODEL FOR PLASMA DYNAMICS

Consider a magnetized plasma consisting of positive and negative charges with masses \( m_+ \) and \( m_- \), respectively (for pair plasma \( m_+ = m_- \)), proper densities \( n_+ \) and \( n_- \) and 4-velocities \( u_+^\mu \), \( u_-^\mu \). For simplicity, let us ignore, for now, pair creation, radiative losses and other resistive effects (the inclusion of radiative losses and anomalous friction is considered in §4.3). The particle number of each species is then conserved,

\[
\partial_\mu (n_\pm u_\mu^\pm) = 0. \tag{1}
\]

In the absence of radiative losses and energy and momentum exchange between the plasma components, energy-momentum conservation of each charged species reads

\[
\partial_\mu T_\pm^{\mu\nu} = \pm e n_\pm F_{\mu\nu} u_\pm^\nu, \tag{2}
\]

where \( T_\pm^{\mu\nu} \) denote the energy momentum tensor of positive (+) and negative (-) charges, and \( F_{\mu\nu} \) is the electromagnetic tensor. It satisfies the covariant Maxwell’s equations (in units with \( c = 1 \),

\[
\partial_\mu F_{\mu\nu} = 4\pi J^\nu, \tag{3}
\]

\[
\partial_\mu * F_{\mu\nu} = 0,
\]

here \(* F_{\mu\nu} \) is the dual electromagnetic tensor and

\[
J^\nu = \epsilon (n_+ u_+^\nu - n_- u_-^\nu) \tag{4}
\]

the electric 4-current. Note that the total energy-momentum tensor of the plasma, \( T^{\mu\nu} = T_+^{\mu\nu} + T_-^{\mu\nu} \), satisfies

\[
\partial_\nu T^{\mu\nu} = F_{\mu\nu} J_\nu. \tag{5}
\]

The above system of equations must be augmented by an equation of state. To illustrate the main point of this paper it is sufficient to invoke a cold plasma. In that case

\[
T^{\mu\nu} = n_\pm m_\pm u_\pm^\mu u_\pm^\nu. \tag{6}
\]

For future purposes it is convenient to express equations (1)-(3) and (6) in terms of the electric and magnetic fields
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components. We then have:

\[ \nabla \cdot E = 4\pi \rho_c, \quad (7) \]
\[ \nabla \cdot B = 0, \quad (8) \]
\[ \partial_t B = -\nabla \times E, \quad (9) \]
\[ \partial_t E = \nabla \times B - 4\pi J, \quad (10) \]
\[ \partial_t (n_{\pm}, \gamma_{\pm}) = -\nabla \cdot (n_{\pm} u_{\pm}), \quad (11) \]
\[ \partial_t u_{\pm} + (v_{\pm} \cdot \nabla) u_{\pm} = \pm \frac{e}{m_{\pm}} (E + v_{\pm} \times B). \quad (12) \]

3 THE FORCE-FREE LIMIT

The force free limit is imposed formally by setting \( \partial_t T^{\mu\nu} = 0 \) in Eq. (5), yielding \( F_{\mu\nu} J^\nu = 0 \), or equivalently \( J \cdot E = 0 \), \( \rho_c E + J \times B = 0 \), from which \( E \cdot B = 0 \) readily follows. Of course, the force-free approximation must be consistent with the full solution of Eqs. (7)-(12). With some manipulations, the evolution equations of the force-free system take the form:

\[ \partial_t B = -\nabla \times E, \quad (13) \]
\[ \partial_t E = \nabla \times B - \frac{\nabla \cdot (E \times B)}{B^2} (14) \]
subject to the initial conditions \( \nabla \cdot E = 4\pi \rho_c \) and \( \nabla \cdot B = 0 \).

To elucidate the wave characteristics of FFE, consider linear perturbations on a background of orthogonal magnetic and electric fields, \( B_0 = B_0 \hat{n}, \quad E_0 = \eta B_0 \hat{\theta}, \quad \hat{n} \cdot \hat{\theta} = 0 \). Here \( \eta = E_0 / B_0 \) measures whether the background force-free equilibrium is magnetically dominated \((\eta < 1)\) or electrically dominated \((\eta > 1)\). For one-dimensional periodic waves, \( \propto e^{i(wt-kx)} \), the linearized equations yield the following dispersion relation, expressed here in terms of the phase velocity \( v = \omega / k \) (see appendix A for details):

\[ (1-v^2)[(v+\eta)n_1 t_2]^2 - n_3^2(1-\eta^2)\sigma^2 = 0. \quad (15) \]

This dispersion equation admits four wave modes: two fast modes with phase velocities \( v_f = \pm 1 \), and two additional modes with

\[ v_a = -\eta n_1 t_2 \pm \sqrt{n_3^2(1-\eta^2) - \frac{v_0^2 E_0^2 + \sqrt{B_0^2 (B_0^2 - E_0^2)}}{B_0^2}}, \quad (16) \]

consistent with the result derived in Komissarov (2002). For \( \eta < 1 \) (i.e., \( B_0^2 - E_0^2 > 0 \)) the phase velocities \( v_a \) are real and the modes correspond to Alfvén waves, indicating that the FFE system is indeed hyperbolic (Uchida 1997b; Komissarov 2002).

On the other hand, for \( \eta > 1 \) and \( n_3 \neq 0 \) (i.e., \( k \cdot B_0 \neq 0 \)) the phase velocities are complex, and it appears that there is a growing mode for each choice of a \( k \) vector. The presumption that FFE is valid in this regime implies that the energy of the growing mode cannot come from the plasma (as also implied by the force-free condition \( J \cdot E = 0 \)). To the understanding of this author, this is the basis for the claim made in BG22, that electric regions should lead to force-free turbulence. Below it is shown that the complex solutions of Eq. (16) obtained for \( \eta > 1 \) stem from an inconsistency between the presumed force-free condition and the full solution of the plasma dynamics equations, Eqs. (7)-(12).

4 THE VALIDITY OF FFE

We now demonstrate that FFE is valid in magnetic zones when the changes of the plasma parameters are slow, owing to a strong confinement by the background magnetic field, but not in electric zones under any circumstances. For simplicity, we suppose that initially the electric and magnetic fields are uniform and orthogonal, \( B_0 = B_0 \hat{n}, \quad E_0 = \eta B_0 \hat{\theta}, \quad \hat{n} \cdot \hat{\theta} = 0 \), and consider the subsequent evolution of the system.

4.1 The case \( B_0 > E_0 \)

In this case a Lorentz transformation can be performed to a frame \( K' \) moving at a 3-velocity \( v_3 = (E_0 / B_0)^2 / B_0^2 \), in which the electric field vanishes, \( E_0' = 0 \), and the magnetic field is given by

\[ B_0' = (1 - E_0^2 / B_0^2)^{1/2} B_0 = (B_0^2 - E_0^2)^{1/2} \hat{n}. \quad (17) \]

Since the frames \( K \) and \( K' \) are related through a proper Lorentz transformation, it is sufficient to compute the dispersion relations in \( K' \).

Wave solutions for cold magnetized plasma are derived in many textbooks. It is well known that in the low frequency limit the plasma waves converge to MHD modes. Here we elucidate the emergence of FFE in highly magnetized plasma, in order to compare with the analysis of electric zones outlined in the succeeding section. In what follows we provide a succinct derivation. The full analysis is outlined in appendix B.

The acceleration of particles driven by a periodic wave having frequency \( \omega \) and amplitude \( e_0 \) can be computed from Eq. (12). For the parallel component (along \( B_0' \)) we obtain

\[ i w \nu_{||} = \left| \frac{e}{m_{||}} \nu_{||} \right|, \quad (18) \]

and for the perpendicular component

\[ i w \nu_{\perp} = \left| \frac{e \omega^2}{m_{\perp} (\omega^2 - \omega_{ce}^2)} \left( \nu_{\perp} \pm \frac{e}{\omega m_{\perp}} \times B_0 \right) \right|, \quad (19) \]

where \( \nu_{||} \) (\( \nu_{\perp} \)) denote the wave electric field component parallel (perpendicular) to the background magnetic field \( B_0' \), with normalization \( e_{\perp}' = e_0^2 \). The second term on the right hand side of Eq. (19) is associated with drift motion and is independent of the sign of the charge. Its contribution to the electric current vanishes identically for symmetric (pair) plasma, and is negligibly small for electron ion plasma in the limit \( \omega \to 0 \) (see Eq. 18). For the Alfvén mode the low frequency limit yields (see appendix B)

\[ e_0 \approx \omega / \omega_{ce} \tan \theta, \quad \eta \ll 1, \quad \omega_{ce} \ll \omega. \quad (18) \]

Consequently, \( |\nu_{\perp}| / |\nu_{||} / \sqrt{\sigma_{\perp} / \sigma_{\parallel}} | \approx (\omega / \omega_{ce})^2 \tan \theta \), where \( \sigma_{\perp} = \sigma_{\perp}^{-1} + \sigma_{\parallel}^{-1} \) (see Eq. B11). We see that in the limit \( \sigma_{\perp} \to \infty \) the particles are confined to move along the background magnetic field \( B_0' \), and \( J_{\perp} = 0 \). The reason is that in this limit the inertia of the plasma becomes vanishingly small. It is also seen that in practice what drives the oscillations of the electric current along the background magnetic field is the tiny electric field component \( e_0 \approx (\omega / \omega_{ce})^2 \tan \theta e_0 \), that formally vanishes as \( \omega \to 0 \). This tiny component is sufficient to generate a finite

1 This relation holds at angles \( \theta \) for which \( \tan \theta \ll (\omega / \omega_{ce})^2 \).
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electric current because the conductivity along $B_0'$ diverges as $\omega_\delta^2/\omega^2$ (see Eq. B10), as also found in (7). To linear order the force acting on the plasma is given by $\mathbf{J} \times \mathbf{B}_0' \sim (\omega/4\pi) B_0/\sigma$, indicating that the deviation from the force-free condition is of order $\sigma^{-1}$.

4.2 The case $B_0 < E_0$

In this case a Lorentz transformation can be performed to a frame $\mathbf{K}'$ moving at a 3-velocity $\mathbf{v}_E = (E_0 \times \mathbf{B}_0')/E_0^2$, in which the magnetic field vanishes, $B_0' = 0$, and the electric field is given by

$$E_0' = (1 - B_0^2/E_0^2)^{1/2} E_0 = (E_0^2 - B_0^2)^{1/2} \hat{\mathbf{t}}, \quad (20)$$

From the equation of motion (12) it is evident that perturbative solutions around the constant field $E_0'$ do not exist (since there is no solution with $E_0' = \text{const}$), unless $E_0'$ itself is small. However, perturbations around a uniform time dependent solution can be sought in general (see appendix D).

Consider first a time dependent, uniform system, $\mathbf{E} = \mathbf{E}(t)$, $\mathbf{B} = \mathbf{B}(t)$. Eq. (9) implies that $\mathbf{B}$ is independent of time, thus $\mathbf{B} = B_0' = 0$. From the continuity equation, $\partial_t (n \pm \gamma \pm) = 0$, we obtain $\gamma_n^+ + \gamma_{n-} = N_0$ for a neutral plasma, and $\mathbf{E} = c(n_u + n_{u-}) = c N_0 (\beta - \beta_0)$ for the electric current. The remaining equations reduce to

$$\begin{align*}
\partial_t \mathbf{E} &= -4\pi \mathbf{J} = -4\pi c N_0 (\beta_+ - \beta_-), \quad (21) \\
\partial_t u_\pm &= \pm \frac{c}{m} E_0 \pm \
\end{align*}$$

As seen, the system undergoes strong plasma oscillations, with $\mathbf{J} \cdot \mathbf{E} = -\partial_t (E^2/8\pi) \neq 0$ and, hence, is not force-free. In fact, the energy oscillates between potential energy of the electric field and kinetic energy of the plasma (Fig. 1). The amplitude of the electric field oscillations is the initial field $E_0'$ and the period (in the relativistic regime) can be readily shown to be $T = E_0'/(2\pi c N_0)$, using energy conservation (from Eq. (5)):

$$N_0 [m_+ (\gamma_+ - 1) + m_- (\gamma_- - 1)] + \frac{E_0'^2}{8\pi} = \frac{E_0'^2}{8\pi} \quad (23)$$

For symmetric plasma, $m_+ = m_- = m$, $\gamma_+ = \gamma_- = \gamma$, the amplitude of the Lorentz factor is

$$\gamma_{\text{max}} = 1 + \frac{E_0'^2}{16\pi m N_0} = 1 + \frac{\eta (\eta^2 - 1)^{1/2}}{2\sigma}, \quad (24)$$

where $\sigma = B_0^2/\pi \gamma (2m_\gamma E N_0)$ is the magnetization of the plasma in the original frame, in which the total density is $2N_0 \gamma E$, and $\gamma_{\mathbf{E}} = (1 - B_0^2/E_0^2)^{-1/2}$ is the Lorentz factor of the frame $\mathbf{K}'$ with respect to the frame in which $B_0$ is measured. We see that the motion of the plasma is relativistic as long as $\eta^2 - 1 > (2/\gamma^2)^2$ roughly.

If the electric zone is small, that the plasma dynamics is non-relativistic ($\gamma_{\text{max}} \sim 1$), then linear wave solutions can be sought. The dispersion relations reduce to those of waves in cold unmagnetized plasma. There are two linear modes; one electrostatic with $\omega = \omega_p$ (which is the nonrelativistic solution of Eqs. 21–22), and one transverse with $\omega^2 = k^2 + \omega_p^2$. Transforming back to the original frame it is seen that these dispersion relations are vastly different than those derived in Eq. (16) for $\gamma > 1$ under the assumption that FFE is valid to all orders in this regime. In particular, the frequency is real and there is no exponential instability; the complex solutions of Eq. (16) are artefacts of the improper Ohm’s law invoked there. At any rate, $\mathbf{J} \times \mathbf{E} \approx (\omega_p^2/4\pi\omega) E_0'^2$, indicating that FFE is broken at the order $F \sim F'$. If the electric zone is small, $\eta^2 - 1 \ll 1$, the system will remain, to a good approximation, in a force-free state ($\sigma \gg 1$ in the original frame), however, the dynamics of waves generated by the creation of the electric zone cannot be described by the FFE equations.

4.3 Dissipation of the electric zone

The fate of the oscillations triggered by creation of an electric zone depend on the conditions in the source and the magnitude of the excess electric field. For illustration, we consider here the inner magnetosphere of a rapidly rotating, supermassive black hole of mass $M = 10^8 M_\odot M_\odot$, Curvature emission is likely unimportant since the particles do not move along magnetic field lines. To estimate the cooling time due to inverse Compton emission, $\tau_{IC}$, we invoke a soft radiation source (the outer disk) of luminosity $L = 10^{42} L_{42}$ erg s$^{-1}$ and radius $R = r_g R = 1.5 \times 10^{14} M_\odot R$ cm. The period in the original frame, $T = \gamma E T'$, can be expressed in terms of the angular velocity of magnetic field lines, $\Omega \approx \omega H/c = 4\pi G \rho$, and the multiplicity $\kappa = n/n_{IC}$, where $n_{IC}$ is the Goldreich-Julian density, as $T \approx \sqrt{\eta^2 - 1/\kappa \Omega} \approx 2 \times 10^4 \eta M_9 / \kappa$ s. For the maximum Lorentz factor in Eq. (24) we then obtain

$$\tau_{IC} \approx 1.5 \frac{M_9 R^2}{L_{42}} \frac{\kappa}{\eta (\eta - 1)} \sigma, \quad (25)$$

Thus, the energy will be radiated away over time shorter than the wave period provided $\eta (\eta - 1) / \sigma > 15\kappa M_9 R^2 / L_{42}$. For M87 $M_9 \approx 6, L_{42} \sim 1, R \sim 5, B_0 \sim 10^2$ G, so $\eta (\eta - 1) \gtrsim 2 \times 10^4 \kappa / \sigma \approx 10^{-11} \kappa^2$ is required to radiate efficiently. Note that to radiate over time shorter that the dynamical time, that is, $\Omega \tau_{IC} < 1$, requires $\eta (\eta - 1)^{1/2} > 10^{-11} \kappa \approx 2 \times 10^4 / \kappa$. So for $\kappa < 10^{10}$, or equivalently $\sigma > 10^4$ even a weak electric zone will decay radiatively.

If the cooling time is considerably longer than the period of plasma oscillations, it is likely that the energy of the os-
cillating plasma will be converted into heat via anomalous friction. Ab initio calculations of such damping requires kinetic plasma simulations with sufficient resolution, which are beyond the scope of this paper. Below we adopt the phenomenological prescription described in Levinson (2020) to model internal friction. In this treatment the friction force is given by

\[ \gamma \equiv \pm \chi m c n_+ n_- (u_-^\mu + u_+^\mu), \]

where \( \chi \) is a dynamical coefficient, assumed to be constant. This force is added to the right hand side of Eq. (2). Since the plasma is heated as a result of this friction, we must include the specific enthalpy \( h_\pm \) in the energy momentum tensors \( T_\mu^\nu_\pm \). For simplicity, we suppose that \( h_+ = h_- = h \) (which is expected in general). Introducing the dimensionless quantities \( \tau = \omega_0 t_\pm \), \( E = E/\sqrt{8\pi m \Omega_0} \) and \( \tilde{\chi} = \chi \Omega_0/\omega_p \), where \( \omega_p = \sqrt{8\pi N_0 e^2/m} \), we arrive at the set of equations

\[
\begin{align*}
\partial_t E &= -\frac{1}{2} (\beta_+ - \beta_-), \\
\partial_t (h u_\pm) &= \pm \frac{\tilde{\chi}}{\gamma_+ \gamma_-} (u_- - u_+), \\
\h_\gamma_+ + \h_\gamma_- - E^2 &= E_\gamma^2 + 2.
\end{align*}
\]

A solution is shown in Fig. 2 for \( \tilde{\chi} = 1 \) and the initial condition \( u_\pm = 0, \ h = 1, \ E = E_\gamma = 10^2 \). From the above equations we find a decay time of \( \tau_{\text{decay}} \approx \tilde{E}_\gamma^2/8\tilde{\chi} \) in the frame \( K' \). In the original frame, the decay time is \( \tilde{t}_{\text{decay}} = \gamma_0 \tilde{E}_\gamma^2 \tau_{\text{decay}} \). In terms of the angular frequency of field lines, \( \Omega \), and the multiplicity, \( \kappa \), the decay time in the BH frame can be expressed as:

\[
\Omega \tilde{t}_{\text{decay}} \approx \frac{\eta^{5/2} \sqrt{\tau}}{32(\eta^2 - 1)^{1/4} / \tilde{\chi}}.
\]

The oscillations will decay over time shorter than the dynamical time provided \( \eta^{-5/2}(\eta^2 - 1)^{1/4} > \sqrt{\tilde{\chi}}/(32 \tilde{\chi}) \), or in case of M87, \( \eta^{-5/2}(\eta^2 - 1)^{1/4} > 3 \times 10^3 / \tilde{\chi} \). However, \( E_\gamma^2 \) must be large enough to generate the instability that couples the two beams.

We emphasize that this simplified model is probably unrealistic, as it ignores the effect of plasma turbulence, anticipated to be generated by the counter-propagating beam instability, on the evolution of the system. In particular, the decaying electric field is not expected to exhibit the coherent oscillations seen in Fig. 2 for times longer than the growth time of the instability. Nonetheless, it demonstrates that the field should decay and that the major fraction of its energy will most likely turn into random kinetic energy. A fraction of the decaying E-zone energy might escape the E-zone in the form of FFE waves. What fraction, and how these waves are transmitted to the magnetic zone is yet an open issue. Some insights might be provided by future PIC simulations with appropriate setup.

5 CONCLUSIONS

The main conclusion is that force-free electrodynamics is valid only in regions where \( B^2 - E^2 > 0 \). Spontaneous creation of electric zones \( (B^2 - E^2 < 0) \) triggers plasma oscillations that transfer the energy of the excess electric field to the plasma. Under conditions anticipated in the magnetospheres of compact astrophysical objects these oscillations are expected to decay quickly (over a few periods) via generation of kinetic turbulence and heat, and/or emission of high-energy photons if the magnetization is high enough. The created electric zone will be subsequently screened and the system will relax into a state where \( B^2 \sim E^2 \).

The analysis in sections 4.2 and 4.3 assumes instantaneous creation of electrically dominated region. In reality, it is expected that formation of the electric zone will occur gradually over the light crossing time of the electric volume. Equation (30) then suggests that dissipation by anomalous friction will prevent the growth of the excess electric field beyond the instability threshold, leading to adiabatic evolution of the system that converts the energy of the excess field to heat. Self-consistent calculations require kinetic plasma simulations.

A particular example, studied recently using kinetic plasma simulations (Li et al. 2021), is collision of nonlinear Alfvén waves. When the amplitude of the colliding waves is large enough, an electric zone forms in the overlapping region of the waves. The simulations confirm that the collision triggers rapid dissipation via particle acceleration, and that the electric field generated in the overlapping zone is indeed screened.

If E-zones in the configuration envisaged by BG22 (rather than equatorial current sheet) indeed form in black hole magnetospheres, the question arises as to why they are not seen in current GRPIC simulations (Parfrey et al. 2019; Cinquand et al. 2021), that resolve the skin depth and are able to identify electrostatic oscillations in starved magnetospheric regions (in which \( E \cdot B \neq 0 \)). All current simulations that invoke physical magnetic field configuration (monopole field excluded) exhibit formation of a current sheet, which to this author seems natural by virtue of the fact that field lines crossing the fast magnetosonic surface cannot be pushed backwards by lack of causality. Nonetheless, it is desirable to think of setups that might be more suitable to test the hypothesis of BG22.
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APPENDIX A: LINEAR FORCE-FREE WAVES

Consider linear perturbations of the force free equations (13)-(14) on the background magnetic and electric fields, \( B_0 = B_0 \hat{\mathbf{n}}, E_0 = \eta B_0 \hat{\mathbf{t}} \), \( \hat{\mathbf{n}} \cdot \hat{\mathbf{t}} = 0 \), and denote the wave fields as \( b(t, \mathbf{r}), e(t, \mathbf{r}) \) (where \( B(t, \mathbf{r}) = B_0 + b(t, \mathbf{r}) \) and \( E(t, \mathbf{r}) = E_0 + e(t, \mathbf{r}) \)). The electric current is expanded as \( J = J_0 + \delta J \), where for the uniform background field \( J_0 = 0 \). The linearized equations read:

\[
\frac{1}{c} \frac{\partial \mathbf{b}}{\partial t} = -\nabla \times \mathbf{e},
\]
\[
\frac{1}{c} \frac{\partial \mathbf{e}}{\partial t} = \nabla \times \mathbf{b} - \nabla \cdot \mathbf{e} (E_0 \times B_0) + (B_0 \cdot \nabla \times \mathbf{b} - E_0 \cdot \nabla \times \mathbf{e}) B_0.
\]

In the short wavelength approximation, \( \mathbf{e}, \mathbf{b} \propto e^{i(\omega - k \cdot r)} \), we have:

\[
\omega \mathbf{b} = k \times \mathbf{e},
\]
\[
\omega \mathbf{e} = -k \times \mathbf{b} + \eta (k \cdot \mathbf{e}) (\hat{\mathbf{t}} \times \hat{\mathbf{n}}) + \hat{\mathbf{n}} \times (k \times \mathbf{b}) n - \hat{\mathbf{n}} \cdot (k \times \mathbf{e}) \hat{\mathbf{n}},
\]
from which we obtain

\[
\omega^2 e = k^2 e - (k \cdot e) k + \eta (k \cdot e) (\hat{\mathbf{t}} \times \hat{\mathbf{n}}) + [(k \cdot e) n - k^2 n \cdot e - \omega \eta \hat{\mathbf{n}} \cdot (k \times e)] n.
\]

For 1D waves propagating in the z-direction, \( k = k \hat{\mathbf{z}} \). Without any loss of generality we can choose \( B_0 \) to lie in the plane \( (x, z) \), so that \( n_2 = 0 \). Then \( n_2^2 = 1 - n_1^2 \), and \( (\hat{\mathbf{t}} \times \hat{\mathbf{n}}) = -t_1/n_3 \). Equation (A3) can be expressed as

\[
\Lambda_{ij \ell j} = 0,
\]
where the matrix \( \Lambda \) is given explicitly by

\[
\Lambda = \begin{pmatrix}
 k^2 n_1^2 - \omega^2 & -\eta \omega k n_1 t_2 & \eta \omega k t_2 n_3 \\
0 & k^2 - \omega^2 & -\eta \omega k t_3 n_2 \\
-(k^2 n_1 + \eta \omega k t_2) n_3 & \eta \omega k t_3 n_2 & -(\omega^2 + \eta \omega k t_2 n_1)
\end{pmatrix}.
\]

The dispersion relation is obtained from the equation

\[
\det \Lambda = (k^2 - \omega^2)[n_2^2(\eta^2 t_2^2 - 1) + (\omega + \eta k n_1 t_2)^2 + \eta^2 k^2 t_2^2] \omega^2 = 0,
\]

which can be written more conveniently in terms of the phase velocity \( v = \omega/k \) as

\[
(1 - v^2) [(v + \eta n_1 t_2)^2 - n_2^2(1 - \eta^2)] v^2 = 0.
\]

APPENDIX B: LOW FREQUENCY LIMIT IN A COLD MAGNETIZED PLASMA

For completeness, we rederive the dispersion equation for waves in cold, magnetized plasma, and show that FFE emerges in the low frequency and high magnetization limit.

As in appendix A, we denote the linear wave fields as \( \mathbf{e} \) and \( \mathbf{b} \), but now choose, for convenience, \( B_0 = B_0 \hat{\mathbf{z}} \) and \( k = k \sin \theta \hat{\mathbf{x}} + \cos \theta \hat{\mathbf{z}} \). To first order Eq. (12) reads:

\[
\partial_t \mathbf{v}_\pm = \pm \frac{e}{m_\pm} (\mathbf{e} + \mathbf{v}_\pm \times \mathbf{B}_0).
\]

For periodic waves it can be readily solved to yield the electric current,

\[
\mathbf{J} = \sigma \frac{\omega}{4\pi} (S - 1 \quad iD \quad 0)
\]

expressed here in terms of the conductivity tensor

\[
\sigma = \frac{i\omega}{4\pi} \begin{pmatrix}
S - 1 & iD & 0 \\
-iD & S - 1 & 0 \\
0 & 0 & P - 1
\end{pmatrix},
\]

with

\[
S = 1 - \frac{\omega_{pl}^2}{\omega^2 - \omega_{e+}^2} - \frac{\omega_{pe}^2}{\omega^2 - \omega_{e-}^2},
\]

\[
D = \frac{\omega_{pe}^2}{\omega^2 - \omega_{e+}^2} - \frac{\omega_{pl}^2}{\omega^2 - \omega_{e-}^2},
\]

\[
P = 1 - \frac{\omega_{pl}^2}{\omega^2 - \omega_{e+}^2} - \frac{\omega_{pe}^2}{\omega^2 - \omega_{e-}^2}.
\]

Here \( \omega_{pl} = (4\pi e^2 n/e_{pl}/m_{\pm})^{1/2} \) is the plasma frequency and \( \omega_{e\pm} = eB_0/m_{\pm} \) the gyro frequency of species (+,-). Substituting into Maxwell’s equation, one finds:

\[
k \times (k \times e) + \omega^2 \left( I - \frac{4\pi i e}{\omega} \right) e = 0.
\]

We denote the angle between \( k \) and \( B_0 \) by \( \theta \) and introduce the refractive index \( n = k/\omega \). Then, Eq. (B5) can be written as \( \Lambda_{ij \ell j} = 0 \), where

\[
\Lambda = \begin{pmatrix}
S - n_2^2 \cos^2 \theta & -iD & n_2^2 \cos \theta \sin \theta \\
iD & S - n_2^2 \cos^2 \theta & 0 \\
n_2^2 \cos \theta \sin \theta & 0 & P - n_2^2 \sin^2 \theta
\end{pmatrix}.
\]
The dispersion relations are now obtained from $\det \Lambda = 0$:
\[
(S - n^2)[SP - n^2(P \cos^2 \theta + S \sin^2 \theta)] - D^2(P - n^2 \sin^2 \theta) = 0.
\] (B7)

In the low frequency limit, $\omega \ll \omega_{p\perp, \omega_{c\perp}}$, we find the following expansion, expressed in terms of the magnetizations $\sigma_{\perp} = (\omega_{p\perp}/\omega_{c\perp})^2 = B_0^2/(\pi m n_{\perp})$:
\[
\begin{align*}
S &\rightarrow 1 + \frac{1}{\sigma_{\perp}} + \frac{1}{\sigma_c} \\
D &\rightarrow \frac{1}{\sigma_{\perp} \omega_{c\perp}} - \frac{1}{\sigma_c \omega_{c\perp}} \\
P &\rightarrow -\frac{\omega_{p\perp}^2}{\omega_{c\perp}^2} - \frac{\omega_{p\perp}^2}{\omega_{c\perp}^2}.
\end{align*}
\] (B8)

Thus, to leading order $D = 0$ and, neglecting terms of order $S/P$, the dispersion equation reduces to
\[
(S - n^2)(S - n^2 \cos^2 \theta) = 0,
\] (B9)

which is equivalent to Eq. (A6) for $\eta = 0$. For $\theta \neq \pi/2$ the first term yields the two fast modes and the second term two Alfvén modes. Note that $\sqrt{1/S} = \sqrt{\sigma/(\sigma + 1)}$, here $\sigma_{\perp} = \sigma_{\perp}^{-1} + \sigma_c^{-1}$ is the total magnetization, is simply the Alfvén speed $v_A$ of the cold plasma, which in the force-free limit, $\sigma \rightarrow \infty$, approaches 1. For the fast modes Eq. B6 yields the polarization $e = (0, 1, 0)$, and for the Alfvén modes $e = (\sqrt{1 - S^2 \tan^2 \theta}/P^2, 0, S \tan \theta/P)$, $\rightarrow (1, 0, 0)$, so $e \cdot B = 0$ in this limit, as required.

It is seen that despite the fact that the component of the wave electric field along the background magnetic field, $e_3$, is vanishingly small, the electric current is actually directed along $B_0$. This is because the parallel conductivity tends to infinity in this limit. More precisely, the leading order of the conductivity tensor is
\[
\sigma_{\parallel} = \frac{i \omega}{4\pi} \begin{pmatrix}
1/\sigma & 0 & 0 \\
0 & 1/\sigma & 0 \\
0 & 0 & P - 1
\end{pmatrix},
\] (B10)

and the electric current,
\[
\mathbf{J} = (i \omega/4\pi)(\sigma^{-1}, 0, \tan \theta)
\] $\rightarrow (i \omega/4\pi)(0, 0, \tan \theta),$
(B11)
in agreement with the result of appendix A.

**APPENDIX C: VLASOV EQUATION**

The collisionless Vlasov equation for species $s$, having mass $m_s$ and electric charge $q_s$, can be expressed as
\[
\rho_s \frac{\partial f_s}{\partial x^\mu} + \mathbf{J} \cdot \frac{\partial f_s}{\partial p^\nu} = 0,
\] (C1)

where $f_s(x, p)$ denotes the phase space density (distribution function), and $Q_s = (q_s/m_s)F^{\mu\nu}p_\nu$ the force acting on the particles.

The mean properties of the system can be described by the leading order moments of the distribution function. The first and second moments correspond, respectively, to the particle flux and the energy-momentum tensor:
\[
\begin{align*}
N_s^\mu &= \int p^\mu f_s \frac{dp}{p^0}, \\
T_s^{\mu\nu} &= \int p^\mu p^\nu f_s \frac{dp}{p^0}.
\end{align*}
\] (C2)

From the Vlasov equation a set of equations for the moments can be derived. Formally, this set is infinite. However, it can be truncated by introducing a closure condition. One usually posits that there exist a local frame in which the distribution function is isotropic. This defines the proper density and pressure (see, e.g., Van Putten et al. 2012). In addition, an equation of state is needed.

Let $\chi(p)$ represent a generic moment of the Vlasov equation:
\[
\int \chi(p) \left\{ \rho_s \frac{\partial f_s}{\partial x^\mu} + Q_s \frac{\partial f_s}{\partial p^\nu} \right\} dp^0 = 0.
\] (C3)

Integrating by parts the second term, noting that $\partial Q_s^\mu/\partial p^\nu = 0$ and using $Q_s^\mu, \partial f_s/\partial p^\nu = \partial(\chi(Q_s, f_s))/\partial p^\nu - Q_s^\mu \partial \chi/\partial p^\nu$, we obtain
\[
\int \chi(p) Q_s^\mu \frac{\partial f_s}{\partial p^\nu} dp^0 = - \int Q_s^\mu \frac{\partial \chi(p)}{\partial p^\nu} dp^0.
\] (C4)

Substituting into Eq. (C3) one finds:
\[
\frac{\partial}{\partial x^\mu} \int \chi(p) p^\nu f_s dp^0 = \int Q_s^\mu \frac{\partial \chi(p)}{\partial p^\nu} dp^0.
\] (C5)

In particular, $\chi(p) = 1$ yields conservation of particle flux,
\[
\partial_x N_s^\mu = 0,
\] (C6)

and $\chi(p) = p^\nu$ the equation for the stress tensor:
\[
\partial_x T_s^{\mu\nu} = q_s F^{\nu\rho} N_s^\rho.
\] (C7)

For $s = \pm$ we obtain Eqs. (1),(5).

The Vlasov equation can be solved using the method of characteristics (e.g., Rendall 1996). In components they are
\[
\begin{align*}
\frac{dX_s^k}{dt} &= P_s^k/P_s^0, \\
\frac{dP_s^k}{dt} &= Q_s^k/P_s^0 = q_s(E^k + \epsilon^{kl} V_s B_l),
\end{align*}
\] (C8)

where $V_s = P_s^i/P_s^0$ is the 3-velocity. The general solution can be written as
\[
f_s(x, t, p^i) = g_s[X_s^i(0, x^i, p^j), P_s^i(0, x^i, p^j)],
\] (C9)

where $g(x^i, p^j)$ is the initial data (i.e., the state of the system at $t = 0$), assumed to be given, and $X^k(t, x^i, p^j)$ is the solution of Eqs. (C8) that satisfies $X^k(t = 0, x^i, p^j) = x^i, P^i(t = 0, x^i, p^j) = p^j$. The electric 4-current is give by
\[
J^\mu = \sum_s q_s N_s^\mu = \sum_s \left\{ q_s \int p^\mu g_s \frac{dp}{p^0} \right\},
\] (C10)

with $g_s$ defined in Eq. (C9). Eqs. (C8),(C10) together with Maxwell’s equations defines a closed set that can be solved.

As an example, consider a uniform electric zone, $B^i = 0$, with a two species neutral plasma, $q_+ = +e, q_- = -e$. Suppose that initially all particles are at rest (zero temperature). Then $g_s(x^i, p^j) = N_0 p^\delta(p)$, where $N_0 = N_+ = N_-$ is the density of each species. From Eq. (C10) we find
\[
J = e N_0 (V_+ - V_-)
\] (C11)
and from eq (C8), after dividing by the mass $m_\pm$,
\[ \frac{dU_\pm}{dt} = \frac{e}{m_\pm} E. \] (C12)
Together with Maxwell’s equation, $\partial_t E = -4\pi J$, we obtain the set (21)-(22). Thus, this is equivalent to the two-fluid description.

**APPENDIX D: LINEAR WAVES AROUND OSCILLATING ELECTRIC FIELD**

Consider initial state with constant electric field $E'_0$ and neutral plasma at rest with density $n_+(0) = n_-(0) = N_0$. Define
\[ E(t, z) = E(t) + \delta E(t, z), \]
\[ B(t, z) = \delta B(t, z), \]
\[ u_\pm(t, z) = u_{0\pm}(t) + \delta u_\pm(t, z), \]
\[ n_\pm(t, z) = n_\pm(t) + \delta n_\pm(t, z) \]
where $\delta E(t, z)$, $\delta B(t, z)$, $\delta u_\pm(t, z)$, $\delta n_\pm(t, z)$ denote linear perturbations around the (time dependent) background solution $n_\pm(t), u_{0\pm}(t), E(t)$, that can be large. The electric current can be expanded as $J^\mu(t) = e(n_+ u_+^\mu - n_- u_-^\mu)$, $\delta J^\mu(t) = e(\delta n_+ u_+^\mu + n_+ \delta u_+^\mu - \delta n_- u_-^\mu - n_- \delta u_-^\mu)$. The lowest order equations for $E(t), u_\pm(t), n_\pm(t)$ reduce to Eqs (21)-(22). The solution yields the background plasma oscillations. The next order yields the equations for the superposed linear waves:
\[ \nabla \cdot \delta E = \delta \rho_e, \]
\[ \nabla \cdot \delta B = 0, \]
\[ \partial_t \delta B = -\nabla \times \delta E, \]
\[ \partial_t \delta E = \nabla \times \delta B - 4\pi \delta J, \]
\[ \partial_t \delta u_\pm = \frac{e}{m_\pm} [\delta E + u_\pm(t) \times \delta B], \]
\[ \partial_t (\delta n_\pm \gamma_\pm + n_\pm \delta \gamma_\pm) = (u_\pm(t) \cdot \nabla) \delta n_\pm + n_\pm(t) \nabla \cdot \delta u_\pm, \]
that can be solved once $n_\pm(t)$ and $u_\pm(t)$ are computed.