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Abstract: The European Power Exchange has introduced day-ahead auctions and continuous trading spot markets to facilitate the insertion of renewable electricity. These markets are designed to balance excess or lack of power in short time periods, which leads to a large stochastic variability of the electricity prices. Furthermore, the different markets show different stochastic memory in their electricity price time series, which seem to be the cause for the large volatility. In particular, we show the antithetical temporal correlation in the intraday 15 minutes spot markets in comparison to the day-ahead hourly market. We contrast the results from Detrended Fluctuation Analysis (DFA) to a new method based on the Kramers–Moyal equation in scale. For very short term (< 12 hours), all price time series show positive temporal correlations (Hurst exponent \( H > 0.5 \)) except for the intraday 15 minute market, which shows strong negative correlations (\( H < 0.5 \)). For longer term periods covering up to two days, all price time series are anti-correlated (\( H < 0.5 \)).
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1. Introduction

Electricity markets have undergone far-reaching changes due to liberalisation and un-bundling of services as well as the transition to renewable energy sources. Short-term electricity spot markets have been established across the world [1–5], including the spot markets of the European Power Exchange (EPEX) [6] and Nord Pool AS [7] serving countries in Central and Northern Europe, respectively. These markets are particularly important for the integration of non-dispatchable renewable power sources as they allow them to participate in the markets and make short-term adjustments [8,9]. Solar energy, for instance, if not aided with storage technologies, can only provide power during the day and generation may differ considerably from day-ahead forecasts [10,11]. Non-dispatchable power suppliers rely comparatively more (or entirely) on the ability to sell their power at an attractive price on the spot markets than long-term producers like fossil fuel and nuclear energy producers, which may rely on over-the-counter futures [3]. The increasing prevalence of spot markets and short-window trading has led to an increased need for accurate price models [12,13], which can capture the full dynamics of prices at long and short time scales [14]. To facilitate the development of prediction models, a more in-depth analysis of different price characteristics is necessary, in particular, to disentangle the effects of stochastic memory and extreme price events [2].

The dynamics of market prices is essentially determined by the load and supply curves, i.e. the total amount of power consumed and generated in the respective bidding zone viewed as a function of the market price [15]. In equilibrium, generation and load are balanced and the market price is found at the intersection point of the load and supply curve [16]. This view can be simplified by noting that the demand is largely inelastic and the generation by variable renewable sources is essentially fixed by the weather [17]. Hence,
market equilibrium is reached when the supply equals the difference of the demand and the variable renewable generation, commonly referred to as the residual load. In this simplified picture, dispatchable generating units are “switched on” according to their variable costs until the residual load is met, which is called the merit-order effect \[18,19\]. The market price then equals the variable costs of the last generating unit, and is a monotonically increasing function of the residual load \[20–22\]. The merit-order effect explains the general dependency of electricity prices on the load and the renewable generation, but it certainly does not cover all aspects of electricity price time series. A recent examination by Kremer et al. \[23\] reveals that particularly the 15-min spot market does not follow a merit-order effect during the night. Furthermore, it cannot explain the occurrence of negative prices or extremely high prices \[24\] and it does not capture the fluctuations around the general trend. In fact, any close examination of price time series unveils its strong stochastic nature \[25–27\].

Electricity price dynamics shows complex behaviour, including extreme peaks, jumps, and negative values as well as persistence and long-range dependence, observed especially in the 15-min spot market prices \[10,28,29\]. Negative electricity prices – that emerge from an inflexible power generation and low demand – have been increasing steadily in frequency and duration in the last 15 years \[30\]. Stochastic models for electricity prices can cover a large range of characteristics \[31–33\], e.g. regime-switching \[34\], jumps \[35\], seasonal components \[36,37\], long-range dependence \[38–42\]. These can be modelled in discrete-time, using for example auto-regressive models \[14,43,44\], or using continuous-time models \[45\].

To design accurate price models, it is fundamental to understand the stochastic nature of prices, in particular the presence of memory, long-range dependence, or persistence \[46–49\]. The presence of temporal correlations in price time series, i.e. the non-Markovian element of prices, is a key aspect, as it dictates the statistics at very short time increments. Correlated increments will lead to repeated dynamics in short time spans. Conversely, anti-correlated increments will generate the opposite behaviour. Correlations and memory effects can be quantified and examined in terms of the Hurst exponent \(H\) which quantifies how the cumulative fluctuations of the increments increase with time \[30–52\].

In this article, we will focus on price fluctuations and show that the dynamics of price fluctuations is very different for the 15-min markets as compare to all the other markets. Particularly, we will focus on long-range dependence and extract the Hurst exponent for different price time series using both the model-independent Detrended Fluctuation Analysis (DFA) and a novel model-dependent description, which we denote Kramers–Moyal (KM) description, since it is based on the eponymous Kramers–Moyal equation for stochastic processes \[53\]. We later connect the Hurst exponents estimated at different time scales with solar ramping effects, particularly to emphasise that the intraday 15-min markets act as balancing system to the larger, longer window markets.

In this article, market and prices will always refer to the electricity markets at EPEX and Nord Pool. The article in organised as follows: In Sec. 2 we introduce the relevant structures of spot markets. In Sec. 3 we present the model-independent DFA and model-dependent KM description to estimate the Hurst exponent. In Sec. 4 we present an analysis centred on the EPEX spot market, with a few remarks on the Nord Pool spot market. Lastly, in Sec. 5 we draw some conclusions on the changes of persistence at the different market schemes in the EPEX and Nord Pool spot markets.

2. Background

The electricity markets in central Europe and the Nordic countries are segmented in different time windows and contract durations \[3,8\]. The over-the-counter market serves a large range of delivery periods, with electricity futures being placed from week-long up to 6 years ahead of the delivery \[20\]. Spot markets are a collection of short-term markets designed to facilitate balancing effects with the increase of renewable electricity in the grid. The total trading volume on the EPEX spot in 2020 was 624.8 TWh \[54\].
The spot market is divided into two distinct schemes, the day-ahead spot market (DA) and the intraday spot market (ID) [55]. The DA market is organised as an auction market, where bids are placed and the market is cleared the day before delivery and consumption. The final DA electricity prices are obtained through the intersection of demand and supply curves. Hence, the last bid that satisfies demand sets the electricity price which is known as the market-clearing price. I would prefer: Since 2011, electricity can also be traded continuously on the ID market, which opens after the DA auction is cleared [56]. On the ID market, electricity is traded continuously up until 5 minutes before delivery. The continuous ID market is further divided into hourly, 30-minutes, and 15-minutes spot markets. This market serves as a balancing system that permits market participants to make real-time adjustments. As part of the continuous trading on the ID markets, every contract entails a different electricity price and different prices for the same time period are possible. As a reference for the price distribution, the EPEX spot publishes indices of the ID price. The indices are the weighted averages over all trades (ID-Index), the last 3 hours prior to the delivery (ID3-Index), and the last hour prior to the delivery (ID1-Index).

The creation and use of short-window markets is directly connected with the increase in penetration of renewable energy generation. Particularly, solar power generation will “ramp” up or down at a high gradient in the morning and evening. Contracts assuming a fixed power delivery for an hour or longer are clearly unsuited in this case. Furthermore, actual generation can differ considerably from day-ahead forecasts such that intra-day adjustments are necessary. Remarkably, in Germany, the increase of renewable energy generation was not associated with an increase in balancing power [22]. Renewables do contribute to balancing power demands, especially solar power ramps and forecast errors [57,58], but the development of short-term ID markets and other changes in market design and system operation overcompensated this development [59].

3. Methods

In this section, we will introduce the auto-correlation function, as well as the two methods employed in this study to extract the Hurst exponent, which is taken as a proxy for the persistence of time series. The following derivations shed light on the question of discerning monofractal and multifractal behaviour, in which persistence and long-range dependence are particular aspects.

3.1. Increment time series, structure function, and auto-covariance

Our analysis is based on the increments of a variable \( x(t) \), whose values compose a time series – in our case, the price. These increments are defined as

\[
\Delta x_{\tau}(t) = x(t + \tau) - x(t).
\]

While the increments of \( x(t) \) form an additional time series for each specific value of \( \tau \), their statistical moments of order \( n \), \( \langle \Delta x^{n}_{\tau} \rangle \), are functions of the incremental lag \( \tau \). In the context of the theory of turbulence and fluid mechanics, \( \langle \Delta x^{n}_{\tau} \rangle \) is also called the structure function, and one of its main features is that it can be written as powers of the incremental lag

\[
S_n(\tau) = \langle \Delta x^{n}_{\tau} \rangle = C_n \tau^{\xi(n)},
\]

with \( C_n \) an amplitude (dependent on \( n \)) and \( \xi(n) \) our function of interest, as it constitutes all the scaling and correlation properties of a time series [60]. Stochastic processes like price time series can be of two natures: monofractal (linear) or multifractal (non-linear). While multifractal processes show a non-linear \( n \)-dependence of \( \xi(n) \), a monofractal process obeys \( \langle \Delta x^{n}_{\tau} \rangle \sim \langle \Delta x^{2}_{\tau} \rangle^{n/2} \), and thus \( \xi(n) = n \xi(2)/2 \), showing a linear growth of the exponent \( \xi(n) \) with \( n \). Thus, monofractal processes are characterised by a single/multi scaling exponent. Multifractal processes require a multitude of exponents to be described.
One particular element of the scaling function $\xi(n)$ is $\xi(2)$, which reflects the memory of a time series, the main focus of this work. To first evaluate the presence of memory effects, we turn to the auto-covariance function, which provides a rough estimate of memory of a time series. For incremental time series the auto-covariance is given by

$$C(t - t') = \langle (\Delta x_T(t) - \mu)(\Delta x_T(t') - \mu) \rangle,$$

with $\mu$ the mean of $\Delta x_T(t)$ and $\langle \cdot \rangle$ the expected value. If the increments are independent then $C(t - t') = 0$, for $t \geq t'$. That is to say, the correlation between any two increments is zero except if these are the same (i.e. $t = t'$) This is called the Markov property and processes or time series with this property are sometimes called “memoryless”. The auto-covariance gives a rough estimation of the memory of the time series, but in order to pin down exactly the strength of correlation or anti-correlation we need a quantitative measure of “memory”. For such we introduce the Hurst exponent.

### 3.2. Hurst exponent, scaling of fluctuations, and correlations

In order to quantify exactly the strength of the correlation in an incremental time series we can examine the Hurst exponent $H \in [0, 1]$ of each time series. The Hurst exponent is a measure of the memory or long-range dependence of a process. A process with vanishing auto-covariance has a Hurst exponent $H = 0.5$. The most common example being the uncorrelated Gaussian noise, which has no memory of the past, such that $H = 0.5$. Processes with a Hurst exponent $H > 0.5$ are positively correlated increments, and conversely processes with $H < 0.5$ are negatively correlated increments. In relation to the scaling function in Eq. (2), the Hurst exponent is $H = \xi(2)/2$ [61].

At this point, it is important to note that a time series can have various Hurst exponents at different time scales. As we have introduced, once we deal with increment statistics we move from a picture in time $t$ to a picture in scale $\tau$. This said, a process can have different Hurst exponents $H$ at different time scales $\tau$. For example, a price time series may have $H > 0.5$, i.e. positively correlated increments, at the shortest scale of $\tau = 1$ hour, but $H < 0.5$, i.e. negatively correlated increments, at $t = 24$ hours. This would imply that the process has two very distinct behaviours at different time steps. On the time scale of few hours ($\tau = 1$ hour), the process tries to repeat itself. This would mean that for price time series the shortest scale of $\tau = 1$ hour we find $H > 0.5$, i.e. positively correlated processes, but at $t = 24$ hours the Hurst exponent is $H < 0.5$, i.e. negatively correlated processes, implying the process has two very distinct behaviours: in the time scales of few hours ($\tau = 1$ hour), the process tries to repeat itself. If the price is going down, it will likely continue to go down, and if it is going up, it will likely continue to go up. On the opposite side, in the timescale of days ($\tau = 24$ hours), the process will try to move in the opposing manner. If prices were going up, these will likely go down and vice versa. It is paramount to note that this information is central to understanding if hedging or arbitraging is conceptually possible in these markets. Knowing the Hurst exponent indicates, statistically, what is the likelihood that a process repeats or opposes itself in different time scales. We remind the reader again that here we are focused on the fluctuations of the prices, thus not the price itself, which generally follows the residual load.

In order to estimate the Hurst exponent $H$ from time series, we now introduce two methods employed in this article.

### 3.3. Multifractal detrended fluctuation analysis

Multifractal detrended fluctuation analysis (MFDFA) [49,62,63] is one of the principal methods to estimate the scaling function $\xi(n)$ of one-dimensional time series. It is well suited for time series with trends, like price time series. It generalises detrended fluctuation analysis [48,64], which can only estimate monofractal properties of time series. In here we only include a brief outline of the MFDFA algorithm, focusing on the properties it unveils, not the actual numerical procedure. The algorithm’s estimation procedure can be found
in the original publication by Kantelhardt et al. [49] and a more descriptive and detailed examination of the algorithm is found in Ref. [62].

The MF DFA algorithm seeks to unveil the scaling of the increments in Eq. (2) by segmenting the data into small snippets of a given size \( \tau \), \( \tau \) here being the same as the incremental lag. (1) To examine the fluctuations “around” the general trend of the data, polynomials are subtracted to the data separately for each snippet. (2) Then the variance of the detrended price time series is calculated for each snippet and the result is averaged over all snippets of the time series. (3) Finally, the procedure is repeated for increasing snippet sizes \( \tau \), which allows one to study the increase in the average variance of the snippets as \( \tau \) increases. This is none other that the function \( \xi(2) \) in Eq. (2). This procedure is denoted DFA\( m \), where \( m \) indicated the choice of order of the aforementioned polynomial fits. The MF DFA includes a variation on this procedure, comprising an additional layer by taking a set of powers whilst averaging the variances. This allows the study of the multifractal structure of the process, i.e. whether \( \xi(n) \) is a linear or non-linear function of \( n \).

3.4. The Kramers–Moyal description of incremental statistics

The Kramers–Moyal (KM) description of incremental time series, which we introduce now, is a novel method in the context of deriving scaling functions, which relies on the description of the increments of the stochastic variable. While it is unable to deal with non-stationary series, this method is computationally far less demanding than MF DFA.

The KM description represents the evolution of the probability density \( \rho(\Delta x_T, \tau) \) of the increments of a time series obeying the Kramers–Moyal equation [61,65–70]

\[
-\frac{\partial \rho(\Delta x_T, \tau)}{\partial \tau} = \sum_{m=1}^{\infty} (-1)^m \frac{\partial^m}{\partial (\Delta x_T^m)} \left[ D_m(\Delta x_T, \tau) \rho(\Delta x_T, \tau) \right],
\]

where the Kramers–Moyal coefficients are given by

\[
D_m(\Delta x_T, \tau) = \frac{1}{m!} \lim_{s \to \tau} \frac{1}{s - \tau} \int (\Delta x_s - \Delta x_T)^m \rho(\Delta x_T, \tau | \Delta x_s, s) d\Delta x_s.
\]

Important to notice is the independent variable of the partial differential equation in Eq. (4). The independent variable of the Kramers–Moyal equation is the incremental lag \( \tau \), instead of the usual time, which can be interpreted as a time scale. Consequently, the Kramers–Moyal equation (4) describes the evolution of price increments (fluctuations) \( \Delta x_T \) through “consecutive” time scales. The evolution of the probability density \( \rho(\Delta x_T, \tau) \) follows from large to small time scales, since the derivative with respect to \( \tau \) is affected by a minus sign.

From here, one obtains a differential relation between the moments \( \langle \Delta x_T^n \rangle \) by multiplying these onto Eq. (4) and integrating with respect to \( \Delta x_T \), resulting in [69,71]

\[
-\frac{\partial \langle \Delta x_T^n \rangle}{\partial \tau} = \sum_{k=1}^{n} \frac{n!}{(n-k)!} \left( \Delta x_T^{n-k} D_n(\Delta x_T, \tau) \right).
\]

For a full derivation, see Refs. [61,69].

If all higher-order Kramers–Moyal coefficients vanish \( D_n(\Delta x_T, \tau) = 0, n > 2 \), i.e. the process is described by the Fokker–Planck equation, the increments of a stochastic time series detail the correlation structure and multifractal properties, given by

\[
D_1(\Delta x_T, \tau) = -H \frac{\Delta x_T}{\tau}, \quad D_2(\Delta x_T, \tau) = b \frac{\Delta x_T^2}{\tau}
\]

with \( b \) a non-negative constant. Inserting Eq. (7) into Eq. (6) yields

\[
\frac{\partial \langle \Delta x_T^n \rangle}{\partial \tau} = [nH - bn(n-1)] \frac{\langle \Delta x_T^n \rangle}{\tau},
\]
which by dividing by $\langle \Delta x_n^2 \rangle$ and discretising the derivative $\partial \ln(\langle \Delta x_n^2 \rangle)/\partial \tau$ results in

$$\xi(n) = nH - bn(n-1).$$

(9)

If the incremental process is described more generally by the full Kramers–Moyal equation, with all Kramers–Moyal coefficient $D_n(\Delta x, \tau)$ being potentially non-vanishing, the relation between $D_n$ and $\xi(n)$ becomes more complex, but $D_1$ and $H$ maintain their relation in Eq. (7). That is, the Hurst exponent $H$ can be obtained unequivocally, regardless of the mono or multifractal nature of the time series. A monofractal process will have $b = 0$ and the second Kramers–Moyal coefficient will be constant (not quadratic).

3.5. Implementation

In order to calculate the Hurst exponent $H$ we employ the two aforementioned methods. Regardless of the fractality of the process we can use DFA (MFDFA with $q = 2$) to estimate the Hurst exponent $H$. Utilising the KM description, we recover the Hurst exponent $H$ by estimating the first Kramers–Moyal coefficient of the increments, also known as drift. We do this by utilising a Nadaraya–Watson estimator with an Epanechnikov kernel [72]. In principle, the Kramers–Moyal coefficients are defined in the limit $\tau \rightarrow 0$. In practical applications the resolution is limited, such that we resort to the smallest increments in the data set [72–74].

Secondly, the MFDFA algorithm, although well adapted to long-term non-stationarity, suffers some drawbacks for periodic signals, as price time series (cf. Ref. [75]). For this matter, the hourly scales are obtained with DFA1 (1st-order polynomial), and the daily scales are obtained with DFA2 (2nd-order polynomial). To obtain some statistics of the range of Hurst exponents using MFDFA, we estimate the Hurst exponent by fitting the $\xi(2)$ function for various ranges of the snippets within the daily and hourly scale. In this way, the results are presented in a box-and-whiskers plot to best quantify the estimation of the Hurst exponents $H$ [63].

4. Persistence at the hourly and daily scales

In Europe, electricity prices generally follow the residual load and thus show a pronounced daily pattern. Electricity is consistently cheaper during the night and more expensive during the day. [10]. However, our analysis shows that price time series paint a far more complex picture of what happens in the markets. First, unlike many other commodities, electricity prices can become negative. Secondly, electricity prices can display very short burst, where the price can increase by one order of magnitude [27].

When carefully examining electricity price time series, a couple of phenomena become clear. Firstly, the distribution of prices follows very leptokurtic distributions (i.e. distributions with large tails). Secondly, prices exhibit strong multifractal behaviour, i.e. large jumps or long “plateaus”. This is a characteristic behaviour for multifractal time series, where occasionally the fluctuations of the prices become very small or very large for a short amount of time. Lastly, the price time series show long-range dependence, i.e. memory effects at very short time scales. We will address this last point here and study the changing behaviour of correlations in price time series in two distinct scales: hourly scale (< 12 hours) and daily scale (12 to 48 hours). We point the reader to Han et al. [27] for a discussion on the distribution and multifractality of price time series. Price extrema can be very large, but are rare events. For the day-to-day operation, understanding the stochastic memory of price development is key [30].

To examine the long-range dependence or persistence in stochastic time series one can examine the time series in their smallest scales. Let $x(t)$ be a price time series in time, where in our case $t$ is discrete, i.e. $x(t)$ takes values every hour or every 15 minutes, depending on the market. To distance ourselves from the daily changes and examine solely the long-range dependence in price time series, we can examine the increments of prices $\Delta x(t)$, as given in Eq. (1). This new process – and in that manner, a new time series – entails only the elements of the stochastic fluctuations of the prices. More importantly, it reflects both the
memory of the system, i.e. its persistence or long-range dependence, as well as its fractal or multifractal structure. To pinpoint the notion of long-range dependence, recall that *prima facie* one often considers in modelling the use of Gaussian white noise, which critically has independent increments, i.e. no memory. This is easily quantifiable, by studying for example the auto-covariance function in Eq. (3). Naturally the question is whether price time series have non-vanishing correlations, i.e. are they Markov processes?

In Fig. 1 we display the the normalised auto-covariance of the price increments $\Delta x_t$ at the shortest incremental lag. (Top) the DA hourly, ID hourly, and ID 15-min prices, (bottom) ID 15-min, ID-3 15-min, and ID-1 15-min prices. The hourly prices show positive correlations of the increments in the first 2 to 3 hours, where all ID 15-min prices show anti-correlated behaviour with the auto-covariance dropping from 1 at $t' = 0$ to negative values at 15, 30, and 45 minutes.

In Fig. 2 we display the Hurst exponent $H$ of (top) the DA hourly, ID hourly prices, and ID 15-min prices, as well as (bottom), the ID 15-min, ID-3 15-min, and ID-1 15-min prices, all for hourly scales (< 12 h) and daily scales (12 h to 48 h). The box-whiskers plots are obtained via MFDFA. The hourly scales use DFA1 (1st-order polynomials) and the daily scales use DFA2 (2nd-order polynomials). The diamond-shaped markers indicate the Hurst exponents calculated using the KM description of increments, which is only possible for small incremental lags.
Table 1: Hurst exponents for the EPEX spot markets (DA hourly, ID hourly, and all 15-min ID indices) and several Nord Pool spot markets (system price (SYS), Danish price (DK), and Lithuanian price (LT)). LT DA hourly shows a discrepancy of $H_{KM}$ and $H_{MFDFA}$. $(H > 0.5)$. This shows that price fluctuations of the hourly markets show a repeating pattern: if one observes a price increment above average in one hour, it will likely remain above average in the following hour.

Conversely follows, if the price increment are below their average in a given hour, they are likely to stay below average in the subsequent hours. In contrast, the 15-min market is anti-persistent, thus a price increment above average at a given time is likely followed by a price increment below average the moment after, giving rise to a characteristic jigsaw-like behaviour around the average price.

This is a direct effect of solar ramps during the day: from sunrise to it peak, solar power generation increases. Within a one-hour trading block, the solar generation in the first 15 minutes of the hour cannot match consumption, making the ID 15-min prices higher than the average set by the hourly market. As the hour advances, solar generation increases. At the last 15-minute block, solar generation is in excess in comparison to the consumption, making the 15-min prices lower than the hourly average. The opposite effect follows from the solar peak to dusk, where there is an excess of solar power generation at the first 15 minutes of the hours, and a lack thereof in the last 15 minutes. This is the manifest difference of the ID 15-min market in comparison with the hourly markets. We note here that this covers solely the effects during the day, where generation/consumption are high. As pointed out in Ref. [23], the price dynamics at night is inextricably coupled with wind-power forecast errors. Where the DA market is use to guarantee the delivery of power, the ID markets serve as a balancing for inapt forecasting of wind generation.

For comparison, we include an identical analysis for the DA hourly markets in Nord Pool. Demonstratively, we include the system price (SYS), the Danish price (DK), and the Lithuanian price (LT), which is part of the Baltic power grid, but has its exchange within Nord Pool. The estimation of the Hurst exponent at the hourly and daily scales are given in Tab. 1. The results are in line with what we have seen thus far. The Hurst exponents $H$ show positive correlation $(H > 0.5)$ at the hourly scale and anti-correlation $(H < 0.5)$ at the daily scale for all DA hourly markets. The weakest memory effects, i.e. the market closes to having no memory is the Lithuanian, yet interestingly, this is the one where $H_{KM}$ seems to differ strongly from the MFDFA results $H_{MFDFA}$. The discrepancy is of unknown cause and could be related to complex multifractal behaviour of the prices, which hinder an accurate estimation of $H$. 

|       | Hourly scale | Daily scale |
|-------|--------------|-------------|
|       | $H_{MFDFA}$  | $H_{KM}$    | $H_{MFDFA}$ |
| EPEX  |              |             |             |
| DA Hour | 0.767 ± 0.058 | 0.775 | 0.247 ± 0.076 |
| ID Hour | 0.760 ± 0.068 | 0.684 | 0.280 ± 0.070 |
| ID 15-min | 0.335 ± 0.035 | 0.441 | 0.179 ± 0.096 |
| ID-3 15-min | 0.398 ± 0.075 | 0.443 | 0.182 ± 0.111 |
| ID-1 15-min | 0.281 ± 0.141 | 0.388 | 0.111 ± 0.090 |
| Nord Pool |              |             |             |
| SYS DA Hour | 0.770 ± 0.068 | 0.775 | 0.262 ± 0.062 |
| DK DA Hour | 0.707 ± 0.049 | 0.826 | 0.235 ± 0.073 |
| LT DA Hour | 0.561 ± 0.043 | 0.927 | 0.421 ± 0.052 |
5. Conclusion

We addressed the fluctuations of price time series in the EPEX spot markets, with a particular focus on the intraday (ID) market and its 15-min trading window, in comparison with the day-ahead (DA) hourly market. We showed that the stochastic memory in price time series in the 15-min window ID market differs strongly from the memory in the hourly markets, both in the DA hourly and ID hourly markets. We utilised both in a model-free approach (using Detrended Fluctuation Analysis) and model-based approach (using Kramers–Moyal equation in scale). The ID 15-min market shows a strong anti-correlation pattern in its increments ($H < 0.5$) both the hourly and the daily time scale. This falls in line with previous observations which showed that, as solar power ramps up at the beginning of the day, it creates a jigsaw-like price phenomenon: for the first 15 minutes of the hour, generation falls short of consumption, making prices higher than average. Conversely, at the last 15 minutes of the hour, solar generation outpaces consumption, and prices lower below the average [19]. Subsequently, from the peak solar hour onward, solar generation is consistently larger than consumption in the first 15 minutes of the hours, and smaller in the last. This inverts the jigsaw, making ID 15-min prices lower than average in the first 15 minutes, and higher than the average in the last 15 minutes. In contrast the hourly markets show a pronounced change in this memory behaviour from correlations at the hourly scale to anti-correlations at the daily scale.

Our examination stresses the need to study and model the ID 15-min prices in a different manner from the longer-term markets prices. Kremers et al. [23] points out that ID 15-min price dynamics at night are mainly driven by electricity prices themselves and wind power forecast errors. Thus, unveiling the memory structures within price time series helps to understand the price dynamics at very short time scales. This is particularly relevant for solar and wind energy producers or vendors, which are highly active on short-term spot markets. Moreover, understanding the short-term dynamics helps to design stochastic prediction models which do not rely on present knowledge of the current power generation, but can actively forecast prices knowing only the price trend. This is important as power grid and energy systems transition into smart-grids, where access to large datasets of prices, production, and weather forecasts are present. As these future models are yet to be implemented, producers only have access to single price time series and small datasets, and thus rely heavily on low-scale stochastic models to predict future electricity prices.
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