Hybrid quantum-classical algorithms for solving quantum chemistry in Hamiltonian-wavefunction space
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Variational quantum eigensolver (VQE) typically optimizes variational parameters in a quantum circuit to prepare eigenstates for a quantum system. Its applications to many problems may involve a group of Hamiltonians, e.g., Hamiltonian of a molecule is a function of nuclear configurations. In this paper, we incorporate derivatives of Hamiltonian into VQE and develop some hybrid quantum-classical algorithms, which exploits both Hamiltonian and wavefunction spaces for optimization. Aiming for solving quantum chemistry problems more efficiently, we first propose mutual gradient descent algorithm for geometry optimization by updating parameters of Hamiltonian and wavefunction alternatively, which shows a rapid convergence towards equilibrium structures of molecules. We then establish differential equations that governs how optimized variational parameters of wavefunction change with intrinsic parameters of the Hamiltonian, which can speed up calculation of energy potential surface. Our studies suggest a direction of hybrid quantum-classical algorithm for solving quantum systems more efficiently by considering spaces of both Hamiltonian and wavefunction.

I. INTRODUCTION

Variational quantum eigensolver opens a promising paradigm for solving eigenstates of Hamiltonians on near-term quantum processors with hybrid quantum-classical optimization [1–6]. It has received intensive studies since it provides a practical avenue to exploit the power of quantum computing for many fundamental problems, ranging from quantum chemistry [7–12], quantum many-body systems [13–15], and many other applications [16–18]. The original VQE is designed to solve the ground state for a single Hamiltonian, and variants of VQE have been developed for solving excited states [19–23], finite-temperature quantum systems [13, 24–28], and so on.

Many practical problems may involve a group of Hamiltonians characterized by intrinsic parameters that describes the system, for instance, electronic Hamiltonian for a molecule is a function of nuclear configurations. The energy dependence of nuclear configurations, namely potential energy curve/surface (PEC/PES) with bond lengths and angles, account for many properties of chemical reaction such as transition states, reaction rate, etc [29]. While it requires VQE for solving molecules under many different configurations and the computational cost can be large, it is possible to explore relations between Hamiltonians to give more efficient algorithm. For instance, collective optimization has been developed to update variational parameters of wavefunctions for different Hamiltonians jointly [30], guided by the continuousness of Hamiltonian. As such a simple strategy works, it is natural to exploit more concrete relations, such as first order derivative of Hamiltonian with bond lengths or angles. While calculations of energy derivatives have been proposed in Ref. [31–33], it is still lack of exploiting Hamiltonian derivatives for variational solving quantum chemistry in an enlarged space of Hamiltonians and wavefunctions, where both variational parameters of wavefunction and intrinsic parameters of Hamiltonians can be searched and optimized.

In this paper, we incorporate Hamiltonian derivative in the framework of VQE, and develop hybrid quantum-classical algorithms for solving quantum chemistry in the space of both Hamiltonians and trial wavefunctions. We first propose mutual gradient descent algorithm for geometry optimization, which aims to find equilibrium structure of molecules more efficiently. As optimized variational parameters of wavefunctions are expected to change continuously with varying Hamiltonians, we also establish differential equations that reveal the relation. With a set of differential equations and an initial condition, we can calculate the energy potential surface without using VQE for every configurations, including both ground state and excited states. By numeral simulations, we demonstrate the algorithms for some representative molecules. Our work suggests Hamiltonian derivative as an important ingredient in VQE for solving quantum chemistry or other physical systems involving a group of Hamiltonians.

The paper is organized as follows. In section. II, we first introduce VQE and propose two new algorithms exploiting Hamiltonian derivatives. In section. III, we apply those methods to molecules such as H₂, LiH and H₄ numerically. Finally, we give a summary of this work in section. IV.
II. VARIATIONAL QUANTUM EIGENSOLVERS WITH HAMILTONIAN DERIVATIVE

Variational quantum eigensolver aims to solve eigenstates for a given Hamiltonian. In quantum chemistry, the Hamiltonian depends on the nuclear configurations of the molecule, as positions of atoms are fixed by the Born-Oppenheimer approximation. Then, we can solve a molecule for a range of nuclear configurations, e.g., to get the energy potential surface. As Hamiltonian will change continuously with the configuration parameters, we can expect accessing the Hamiltonian derivative with respect to a target cost function (here is \( E(\theta; \lambda) \)) which can be obtained with the same quantum circuit on a quantum processor, using the shift rule [34, 35] or numerical differential. The optimization for energy minimization reaches a zero gradient descent

\[
\frac{\partial E(\theta; \lambda)}{\partial \theta} \equiv c^T(\lambda) \frac{\partial \mathcal{L}(\theta)}{\partial \theta} = 0, \tag{4}
\]

which we may call it as wavefunction-matching condition.

B. Mutual gradient descent algorithm for geometry optimization

Geometry optimization is an important task in computational chemistry, which is key to understand molecular structures and chemistry reactions. VQE has been applied for geometry optimization, which optimization along the path of energy potential surfaces [31]. In this work, we propose a more efficient hybrid algorithm by directly minimizing \( E(\theta; \lambda) \) in the enlarged parameter space \((\theta, \lambda)\), without referring to optimize VQE for each fixed \( \lambda \).

We may divide the procedure into wavefunction-matching and Hamiltonian matching processes. The former is just VQE that optimizes \( \theta \) by fixing \( \lambda \). The Hamiltonian matching can be formulated as follows. For a \( \psi(\theta) \), to find a Hamiltonian in the group of Hamiltonians \( H(\lambda) \), we propose the Hamiltonian matching condition,

\[
\frac{\partial E(\theta; \lambda)}{\partial \lambda} \equiv \frac{\partial c^T(\lambda)}{\partial \lambda} \mathcal{L}(\theta) = 0. \tag{5}
\]

To reach this condition, \( \lambda \) can be updated using gradient descent as following,

\[
\lambda^t = \lambda^{t-1} - \eta_B \frac{\partial E(\theta; \lambda)}{\partial \lambda}. \tag{6}
\]

It should be noted that the term \( \frac{\partial c^T(\lambda)}{\partial \lambda} \) is given with classical computers using opensource packages (OpenFermion [36] or HiqFermion [37]). Then, once \( \mathcal{L}(\theta) \) has been evaluated on a quantum process, the optimization with Eq. (6) can be run iteratively on a classical computer. This is in contrast to the optimization process of Eq. (3) where the quantum processor and the classical computer should be used repeatedly. For this reason, finding a best matched Hamiltonian is a task without using quantum resources.
We propose mutual gradient descent for geometry optimization, which start from an initial $\psi(\theta_0)$ for a given Hamiltonian $H(\lambda)$, and optimize $\theta$ and $\lambda$ alternatively. The algorithm is as follow (N, T are hyper-parameters controlling the iterative steps):

**Algorithm 1 Mutual Gradient Descent (MGD)**

**Input:** $\psi(\theta_0), \lambda^0, N, T$

**Output:** $\lambda^t$

1: function MGD($\psi(\theta_0), \lambda^0, N, T$)
2: $\lambda^t \leftarrow \lambda^0$
3: $\theta^t \leftarrow \theta^0$
4: repeat
5:   for $i = 0 \rightarrow N - 1$ do
6:     $\lambda^t = \lambda^{t-1} - \eta_B \frac{\partial E(\lambda^{t-1})}{\partial \lambda}$
7:   end for
8:   for $i = 0 \rightarrow T - 1$ do
9:     $\theta^t = \theta^{t-1} - \eta_A \frac{\partial E(\theta^{t-1}; \lambda)}{\partial \theta}$
10:   end for
11: until Convergence
12: end function

**C. Differential equations for calculating energy potential surface**

We turn to solve the energy potential surface, which lies at the heart of quantum computational chemistry. The energy potential surface describes the dependence of ground or low-energy excited states with bond lengths and angles for a molecule. For VQE, it can be expected that optimized $\theta^*$ vary continuously with intrinsic parameters $\lambda$ of the Hamiltonian, namely $\theta^*(\lambda)$ is a function of $\lambda$. We can reveal explicitly this function, which can very useful for calculating energy potential surface.

For this, we set $\lambda = \lambda + \delta \lambda$ and $\theta^t = \theta + \delta \theta$ for the wavefunction matching condition in Eq. (4), and then expand $c^T(\lambda) \frac{\partial L}{\partial \theta} = 0$ as (omitting second order terms)

$$
\left( c^T(\lambda) + \frac{\partial c}{\partial \lambda} \delta \lambda \right) \left( \frac{\partial L}{\partial \theta} + \frac{\partial^2 L}{\partial \theta^2} \delta \theta \right) = 0. \quad (7)
$$

Then, one can get a differential equation,

$$
\frac{\partial c(\lambda)}{\partial \lambda} \frac{\partial L}{\partial \theta} + c^T(\lambda) \frac{\partial^2 L}{\partial \theta^2} \delta \theta(\lambda) \frac{\partial}{\partial \lambda} = 0. \quad (8)
$$

The system of differential equations of Eq. (8) contains a number of $N \times K$ equations. We can use a simple case $N = K = 1$ to illuminate the meaning of this differential equation. Eq. 8 is simplified as

$$
c(\lambda)^T \frac{d^2 L}{d \theta^2} d \theta = -c(\lambda)^T \frac{d L}{d \theta} d \lambda. \quad (9)
$$

A more inspiring way is to write Eq. (9) as,

$$
\frac{\partial}{\partial \lambda} \frac{\partial E(\theta; \lambda)}{\partial \theta} d \lambda = \frac{\partial}{\partial \lambda} \frac{\partial E(\theta; \lambda)}{\partial \theta} d \lambda \quad (10)
$$

We may take $\kappa_{\theta \lambda} = \frac{\partial}{\partial \lambda} \frac{\partial E(\theta; \lambda)}{\partial \theta}$ and $\kappa_{\theta \theta} = \frac{\partial}{\partial \theta} \frac{\partial E(\theta; \lambda)}{\partial \theta}$ as two elastic coefficients. The numeric algorithm can be done as follows,

$$
\theta^{t+1} = \theta^{t} - (\lambda^{i+1} - \lambda^i) \frac{\kappa_{\theta \lambda}}{\kappa_{\theta \theta}}. \quad (11)
$$

Note that $\kappa_{\theta \lambda}$ and $\kappa_{\theta \theta}$ can be evaluated with a quantum computer (by numeral differential or analytic differential using the shift rule). Calculating each $\theta^{t}$ may inevitably bring some errors. A slightly modification can be made by using gradient descent in Eq. (3) to make sure an optimized $\theta^{t}$ is indeed obtained, which is expected to take very few steps.

Let’s consider cases with higher dimensional parameters. For case of $\theta = (\theta_1, \theta_2)$, apply Eq. (8) to Eq. (10) similarly, we can write the differential equation as follow.

$$
\frac{\partial}{\partial \lambda} \left( \frac{\partial E(\theta; \lambda)}{\partial \lambda} \frac{\partial E(\theta; \lambda)}{\partial \lambda} \right) + \frac{\partial^2 E(\theta; \lambda)}{\partial \theta^2} \frac{\partial}{\partial \theta}(\theta_1; \lambda) \frac{\partial}{\partial \lambda} = 0
$$

$$
\frac{\partial}{\partial \theta}(\theta_1; \lambda) \frac{\partial E(\theta; \lambda)}{\partial \lambda} + \frac{\partial^2 E(\theta; \lambda)}{\partial \theta^2} \frac{\partial}{\partial \theta}(\theta_1; \lambda) \frac{\partial}{\partial \lambda} = 0.
$$

(12)

Apparently, the discussion above can be promoted to cases with any dimension, so a matrix form of the differential equation can be represented as

$$
A \cdot \frac{d \theta}{d \lambda} = -b \cdot \frac{d \lambda}{d \lambda},
$$

where

$$
A = \begin{bmatrix}
\frac{\partial}{\partial \lambda} \frac{\partial E(\theta; \lambda)}{\partial \lambda} & \ldots & \frac{\partial}{\partial \lambda} \frac{\partial E(\theta; \lambda)}{\partial \lambda} \\
\frac{\partial}{\partial \theta} \frac{\partial E(\theta; \lambda)}{\partial \theta} & \ldots & \frac{\partial}{\partial \theta} \frac{\partial E(\theta; \lambda)}{\partial \theta} \\
\vdots & \ddots & \vdots \\
\frac{\partial}{\partial \lambda} \frac{\partial E(\theta; \lambda)}{\partial \lambda} & \ldots & \frac{\partial}{\partial \lambda} \frac{\partial E(\theta; \lambda)}{\partial \lambda}
\end{bmatrix},
$$

$$
b = \begin{bmatrix}
\frac{\partial}{\partial \lambda} \frac{\partial E(\theta; \lambda)}{\partial \lambda} \\
\frac{\partial}{\partial \theta} \frac{\partial E(\theta; \lambda)}{\partial \theta} \\
\vdots \\
\frac{\partial}{\partial \lambda} \frac{\partial E(\theta; \lambda)}{\partial \lambda}
\end{bmatrix}
$$

(14)

one can neatly write the numeral solver as,

$$
\theta^{t+1} = \theta^{t} - (\lambda^{i+1} - \lambda^i) A^{-1} b.
$$

(15)

It can be viewed as a numeral solution for the differential equation with a hybrid quantum-classical algorithm. More advanced numeral methods may be applied for improving the precision.

The differential equations can be readily for solving the energy potential surface with an initial condition, which can be obtained by using VQE for a molecule at a fixed configuration. This avoids to apply VQE for every configuration. Moreover, the different equations are in principal applicable for all eigenstates, which is determined by the initial condition. Thus, different equations can be easily incorporated into VQE for calculating EPS consisting of excited states [20, 23].

**III. NUMERICAL RESULTS**

In this section, we will apply above methods in different systems including molecular hydrogen (H₂ and H₄) and
Lithium Hydride. With those representative molecules, the results show that mutual gradient descent algorithm can search for equilibrium point in PEC in an enlarged parameter space and converge with only a few steps. Moreover, by solving the differential equation, we can calculate the PEC/PES with same accuracy as normal VQE does. This method can also avoid parameters to be trapped in local minima once the initial point is in global minima. Moreover, it is also compatible with existing VQE for calculating excited states.

A. Molecular Hydrogen H₂

We first use H₂ to illustrate basic properties and advantages of two algorithms for geometrical optimization and EPS calculations. We adopt both two and four qubits effective Hamiltonians obtained with OpenFermion package [36] beforehand.

We adopt the unitary coupled cluster(UCC) ansatz with an unitary operator \( U(\theta) = e^{-i\theta \sigma_0 \sigma_1} \) acting on the Hartree-Fock reference state |01\rangle [38]. Bond lengths ranging from 0.2 a.u. to 2.85 a.u. was discretized uniformly into 50 points. Both gradient descent and scientific computing packages such as SciPy are available when using gradient-based methods to optimize the parameter \( \theta \). Fig. 1 shows different processes, including traditional VQE and mutual gradient descent algorithm, of finding the balance point.

Traditional VQE requires to obtain the whole potential energy curve and then locate the minimum energy point while mutual gradient descent could converge to balance point with much fewer steps. To further understand the route of mutual gradient descent, we show the Hamiltonian matching results in the landscape. The blue line is the process of finding best matched bond length with different fixed \( \theta \) which corresponds to find parent Hamiltonian with respect to a specific wavefunction.

What impressed us is mutual gradient descent is following a path between Hamiltonian matching step (blue line) and wavefunction matching step (VQE). The predisposition of the curve is due to the strategy we choose which can further control the portion of consumption between quantum computing resource and classical computing resource (see Fig.1(a)). For comparison, more complicated variational ansatz (4 qubits) and basis (6-31g) are used in MGD. We use results from previous works of equilibrium geometry to compare our methods to traditional ones (see Table. I) [39, 40].

We also apply differential equations which attempt to explicitly establish the dependence of optimized \( \theta \) on \( \lambda \). From our numerical results, we notice that potential surface curve(surface) can be obtained by solving those equations indeed. However, we also find that the deviation of the result becomes larger along the line of integration, which is due to finite step sizes (see Fig.1(b)). Those deviations can be further remedied with a few step of gradient descents.

Excited states. Differential equations can also be used to calculate excited states. Combined with the idea of weighted SSVQE introduced in Ref. [41], which utilize the orthogonality between different eigenstates (Hartree-Fock reference states, in our cases), we use a cost function as a weighted summation of energies,

\[
\mathcal{L}_\omega(\theta) = \sum_{j=0}^{k} \omega_j \langle \psi_j \rangle U(\theta) H U(\theta) \langle \psi_j \rangle
\]  

(16)

instead of Eq.(2) in differential equations. Each state in Eq.(16) required to be orthogonal with each other (\( \langle \psi_i | \psi_j \rangle = \delta_{ij} \)). The weight vector \( \omega \) can be any value in (0,1) and should chosen \( \omega_i < \omega_j \) when \( i < j \). After using Eq.(16) in differential equations, \( |\psi_j\rangle \) will be the \( j \)th excited states. We use H₂ as examples and results can be seen in Fig.1(b). Six orthogonal initial states are chosen \(|1100\rangle, |1010\rangle, |1001\rangle, |0110\rangle, |0101\rangle, |0011\rangle\). As
FIG. 2. (a) Optimization process for finding equilibrium geometry with mutual gradient descent algorithm. Bond length is converge after only a few steps of iterative calculation. (b) The variations of parameters $\theta_1$ and $\theta_2$ as $\lambda$ changes calculated with differential equations. The red dots are VQE results and blue dots are results computed with differential equation. For omitting higher order terms in those equations, there are deviations with respect to VQE results. The green crosses are results by adding a few steps of gradient descent which is almost the same comparing to VQE. (c) PEC calculated with different methods, ED (exact diagonal), DE (differential equations), VQE (variational quantum eigensolver).

TABLE I. Equilibrium geometry of $\text{H}_2$ and LiH

|          | MGD  | MGD  | CID/6-31G | HF/6-31G |
|----------|------|------|-----------|----------|
| $\text{H}_2$ (a.u.) | 0.744(STO-3G) | 0.753(6-31G) | 0.746 | 0.730 |
| LiH (a.u.) | 1.520(STO-6G) | 1.641(6-311G) | 1.649 | 1.636 |

UCC operator keeps the particle number, those parameterized wavefunctions spans a subspace of electronic neutral states of $\text{H}_2$, which correspond to four energy curves in Fig. 1(b), as some of them are degenerate.

B. Lithium Hydride

We now consider a more complicated molecule, LiH. We first use three-qubit effective Hamiltonians (six-qubit Hamiltonian will be used later) that construct with STO-6G and 6-311G basis sets for illustration of geometry optimization. Following Ref. [42], we use an UCC ansatz with two parameters, $U(\theta_1, \theta_2) = e^{-i\theta_2 \sigma_y^0 \sigma_y^1} e^{-i\theta_1 \sigma_y^0 \sigma_y^1}$, and use \ket{001} as Hartree-Fock reference state, more detail of UCC implementation can be seen in Appendix A. Bond lengths ranging from 0.2 a.u. to 3 a.u. are discretized uniformly into 30 points.

In this case, we found the convergence of stationary point only needs a few steps. This is reasonable since it means parameterized wavefunction with different parameters are all in local minima with only slightly different bond length. This may not a general argument but it seems work well in all simple cases we study. Six qubits variational ansatz and 6-311g basis are used in MGD, too. And results from previous works of equilibrium geometry to compare our methods to traditional ones can be seen in Table. I. The optimization process of differential equations for three-qubit Hamiltonian are shown in Fig. 2(a).

We also use differential equations for calculating potential energy curve of LiH (see Fig. 2(c)). By canceling the error produced by finite step size with a few steps of gradient descent, the result is as good as VQE. For more accurate results, we increase the complexity of our quantum circuit. We use a 6 qubits UCC ansatz for calculating the potential energy curve with differential equations and VQE.

C. $\text{H}_4$ molecule

Molecules with many atoms are challenging in quantum chemistry, since the Hilbert space grows exponentially and the wavefunction ansatz should be much more complicated. One protocol model can be multi-hydrogen systems such as hydrogen chain, which may be a benchmark for computational methods and also exhibits interesting physical phenomena [43, 44]. So we apply MGD to a $\text{H}_4$ molecule in order to exhibit the potential of this algorithm.

For simplicity, we constraint this molecule in a way that only need 2 parameters to describe (see Fig. 3). This molecule model is parametrized with bond length $d$ and bond angle $\alpha$. A more complicated unitary coupled clusters ansatz is used here and a 6 qubits quantum circuit is established for simulating it’s eigenstates. The detail of UCC implementation is illustrate in Appendix A.

Bond lengths ranging from 0.3 a.u. to 3 a.u. are discretized uniformly into 24 points and bond angles
FIG. 3. (a) The process of finding equilibrium geometry with mutual gradient descent algorithm. The inset shows H₄ molecule model with four hydrogen atoms located on a broken line with equal distance d, angle β = 60°, d and angle α are two degrees of freedom. (b) First component of θ varies with bond length d and bond angle α.

are discretized uniformly into 25 points from π/20 to 25π/20. The only difference between H₄ and previous examples is that the degrees of freedom become larger when λ = (d, α). Since technically there is no difficult to compute the gradients with higher dimensional parameters, mutual gradient descent algorithm work well in this case too (see Fig.3(a)). MGD can find equilibrium geometry with a few steps in our molecule model. The parameters are continuously moving along the intrinsic degrees of freedom in parameter spaces (see Fig.3(b)).

IV. SUMMARY

To summary, we have proposed hybrid quantum-classical algorithms incorporated Hamiltonian derivative information for solving potential energy surface in quantum chemistry. Firstly, we have developed a method called mutual gradient descent algorithm, which have been shown to be efficient while finding equilibrium geometry under the context of VQE. MGD algorithm has successfully found the equilibrium bond length and bond angle of molecules like H₂, LiH and H₄ with only a few steps of iteration. We have developed differential equations incorporating Hamiltonian derivatives to calculate energy potential surface of molecules, which is also applicable for excited states. The paradigm of solving quantum chemistry in a combined Hamiltonian and wavefunction space on a quantum computer may inspire more practical quantum algorithms on near-term quantum devices. Lastly, we point out that while those quantum algorithms have been demonstrated for quantum chemistry, it is potential for applying them to solve quantum many-body problems with tunable parameters, such as quantum phase transitions.
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Appendix A: Unitary coupled cluster ansatz

In quantum chemistry, unitary coupled cluster (UCC) ansatz is used widely for a parametrization of wavefunction due to its representation power. The variational wavefunction can be written as

$$|\psi(\theta)\rangle = e^{T^\dagger T} |R\rangle,$$

(A1)

where $T = T_1 + T_2$ with

$$T_1 = \sum_{pq} \theta^p_q c^\dagger_p c_q$$

$$T_2 = \sum_{pqrs} \theta^p_{rq} c^\dagger_r c^\dagger_q c_s c_s.$$

(A2)

$T_1$ and $T_2$ represent single particle excitations and double particle excitations, respectively, and $c$ and $c^\dagger$ are fermionic operators. The ansatz we used here also called unitary coupled cluster with single and double excitations (UCCSD).

This expression can not be implemented on quantum devices directly. Wigner transformation (or Bravyi-Kitaev transformation) and trotterization is needed before optimization. Trotter steps can be a single step or
more based on required accuracy, the expression for \( n \) Trotter step is

\[
|\psi(\theta)\rangle = \prod_{k=1}^{n} \prod_{pq} e^{i\theta_{pqk}} \prod_{pqrs} e^{i\theta_{pqks}} |R\rangle.
\]

(A3)

where \( \hat{t}_{pq}^{k} = \theta_{pq}^{k}(c_{pq}^{+}c_{q}-c_{p}^{+}c_{p}) \) and \( \hat{t}_{pqrs}^{k} = \theta_{pqrs}^{k}(c_{pq}^{+}c_{pq}^{+}c_{qr}s-c_{s}^{+}c_{s}^{+}c_{pq}^{+}c_{pq}) \)
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