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Abstract— We address the problem of controlling Connected and Automated Vehicles (CAVs) in conflict areas of a traffic network subject to hard safety constraints. It has been shown that such problems can be solved through a combination of tractable optimal control problem formulations and the use of Control Barrier Functions (CBFs) that guarantee the satisfaction of all constraints. These solutions can be reduced to a sequence of Quadratic Programs (QPs) which are efficiently solved on line over discrete time steps. However, the feasibility of each such QP cannot be guaranteed over every time step. To overcome this limitation, we develop an event-driven approach such that the next QP is triggered by properly defined events and show that this approach can eliminate infeasible cases due to time-driven inter-sampling effects. Simulation examples show how overall infeasibilities can be significantly reduced with the proposed event-triggering scheme, while also reducing the need for communication among CAVs without compromising performance.

I. INTRODUCTION

The emergence of Connected and Automated Vehicles (CAVs) along with new traffic infrastructure technologies [1] over the past decade have brought the promise of resolving long-lasting problems in transportation networks such as accidents, congestion, and unsustainable energy consumption along with environmental pollution [2],[3]. Meeting this goal heavily depends on effective traffic management, specifically at the bottleneck points of a transportation network such as intersections, roundabouts, and merging roadways.

To date, both centralized and decentralized methods have been proposed to tackle the control and coordination problem of CAVs in conflict areas; an overview of such methods may be found in [4]. Platoon formation [5] and reservation-based methods are among the centralized approaches, which are limited by the need for powerful central computation resources and are typically prone to disturbances and security threats. In contrast, in decentralized methods each CAV is responsible for its own on-board computation with information from other vehicles limited to a set of neighbors [6]. Constrained optimal control problems can then be formulated with objectives usually involving minimizing acceleration or maximizing passenger comfort (measured as the acceleration derivative or jerk), or jointly minimizing travel time through conflict areas and energy consumption. These problems can be analytically solved in some cases, e.g., for optimal merging [7] or crossing a signal-free intersection [8]. However, obtaining such solutions becomes computationally prohibitive for real-time applications when an optimal trajectory involves multiple constraints becoming active. Thus, Model Predictive Control (MPC) techniques are often adopted for real-time control execution and the handling of additional constraints [9] [10]. The use of Control Barrier Functions (CBFs) has been recently introduced as an alternative to MPC, largely due to their forward invariance property which provides crucial safety constraint guarantees [11].

An approach combining optimal control solutions with CBFs was recently presented in [12]. In this combined approach (termed OCBF), the solution of an unconstrained optimal control problem is first derived and used as a reference control. Then, the resulting control reference trajectory is optimally tracked subject to a set of CBF constraints which ensure the satisfaction of all constraints of the original optimal control problem. Finally, this optimal tracking problem is efficiently solved by discretizing time and solving a simple Quadratic Problem (QP) at each discrete time step over which the control input is held constant [13]. The use of CBFs in this approach exploits their forward invariance property to guarantee that all constraints they enforce are satisfied at all times if they are initially satisfied. In addition, CBFs are designed to impose linear constraints on the control which is what enables the efficient solution of the tracking problem through a sequence of QPs. This approach can also be shown to provide additional flexibility in terms of using nonlinear vehicle dynamics (as long as they are affine in the control), complex objective functions, and tolerate process and measurement noise. However, the control update interval in the time discretization process must be sufficiently small in order to always guarantee that every QP is feasible. In practice, such feasibility can be often seen to be violated. One way to remedy this issue is to use an event-driven scheme instead. The synthesis of event-triggered control and BFs or Lyapunov functions has been addressed before in [14] with the goal of improving stability and a unified event-driven scheme is proposed in [15] with an Input-to-State barrier function to impose safety under an input disturbance.
The contribution of this paper is to replace the time-driven nature of the discretization that gives rise to QPs in the OCBF approach by an event-triggering scheme, with the aim of achieving QP feasibility independent of a time step choice. Given the system state at the start of a given QP instance, we follow the approach introduced in [16] to define events associated with the states reaching a certain bound, at which point the next QP instance is triggered. We will show that this approach guarantees the forward invariance property of CBFs and eliminates infeasible cases due to time-driven inter-sampling effects (additional infeasibilities are still possible due to potentially conflicting constraints within a QP; this separate issue has been addressed in [17]). In addition, this approach can significantly reduce the number of QPs, thereby reducing the need for unnecessary communication among CAVs. Moreover, the unpredictability of event-triggering relative to a fixed time discretization approach can drastically reduce the potential for external malicious activity, hence improving security.

The paper is organized as follows. In Section II, we provide an overview of the decentralized constrained optimal control for CAVs in any conflict area setting, along with a brief review of CBFs to set the stage for the OCBF approach. We also review the time-driven approach for solving such optimal control problems, motivating the proposed event-driven approach. In Section III, this approach is presented, including the formulation and solution of QPs in an event-driven framework. In Section V, simulation results compare the time-driven and event-driven approaches in terms of infeasible cases and show how constraint violations can be reduced in the latter.

II. PROBLEM FORMULATION AND TIME-DRIVEN CONTROL SOLUTIONS

In this section, we review the setting for CAVs whose motion is cooperatively controlled at conflict areas of a traffic network. This includes merging roads, signal-free intersections, roundabouts, and highway segments where lane change maneuvers take place. We define a Control Zone (CZ) to be an area within which CAVs can communicate with each other or with a coordinator (e.g., a Road-Side Unit (RSU)) which is responsible for facilitating the exchange of information (but not control individual vehicles) within this CZ. As an example, Fig. 1 shows a conflict area due to vehicles merging from two single-lane roads and there is a single Merging Point (MP) which vehicles must cross from either road [7]. More generally, the CZ may include a set of MPs that each CAV has to cross; for instance in a 4-way intersection with two lanes per direction there are 32 total MPs [18].

In such a setting, assuming all traffic consists of CAVs, a finite horizon constrained optimal control problem can be formulated aiming to determine trajectories that jointly minimize travel time and energy consumption through the CZ while also ensuring passenger comfort (by minimizing jerk or centrifugal forces) and guaranteeing safety constraints are always satisfied. Let \( F(t) \) be the set of indices of all CAVs located in the CZ at time \( t \). A CAV enters the CZ at one of several origins (e.g., \( O \) and \( O' \) in Fig. 1) and leaves at one of possibly several exit points (e.g., \( M \) in Fig. 1). The index 0 is used to denote a CAV that has just left the CZ. Let \( N(t) \) be the cardinality of \( F(t) \). Thus, if a CAV arrives at time \( t \), it is assigned the index \( N(t) + 1 \). All CAV indices in \( F(t) \) decrease by one when a CAV passes over the MP and the vehicle whose index is \( -1 \) is dropped.

The vehicle dynamics for each CAV \( i \in F(t) \) along the lane to which it belongs in a given CZ are assumed to be of the form

\[
\begin{bmatrix}
\dot{x}_i(t) \\
\dot{v}_i(t) \\
\dot{u}_i(t)
\end{bmatrix} =
\begin{bmatrix}
v_i(t) \\
u_i(t)
\end{bmatrix},
\]

where \( x_i(t) \) denotes the distance from the origin at which CAV \( i \) arrives, \( v_i(t) \) denotes the velocity, and \( u_i(t) \) denotes the control input (acceleration). There are two objectives for each CAV, as detailed next.

**Objective 1** (Minimize travel time): Let \( t_0^i \) and \( t_f^i \) denote the time that CAV \( i \in F(t) \) arrives at its origin and leaves the CZ at its exit point, respectively. We wish to minimize the travel time \( t_f^i - t_0^i \) for CAV \( i \).

**Objective 2** (Minimize energy consumption): We also wish to minimize the energy consumption for each CAV \( i \):

\[
J_i(u_i(t), t_0^i, t_f^i) = \int_{t_0^i}^{t_f^i} \mathcal{E}_i(u_i(t))dt,
\]

where \( \mathcal{E}_i(\cdot) \) is a strictly increasing function of its argument.

A comfort objective may also be included (e.g., when the CZ includes curved road segments subject to centrifugal forces [19], but we omit it here for simplicity). We consider next the following constraints.

**Constraint 1** (Safety constraints): Let \( i_\mu \) denote the index of the CAV which physically immediately precedes \( i \) in the CZ (if one is present). We require that the distance \( z_{i,i_\mu}(t) := x_{i_\mu}(t) - x_i(t) \) be constrained by:

\[
z_{i,i_\mu}(t) \geq \varphi v_i(t) + \delta,
\forall t \in [t_0^i, t_f^i],
\]

where \( \varphi \) denotes the reaction time (as a rule, \( \varphi = 1.8 \) s is used, e.g., [20]) and \( \delta \) is a given minimum safe distance. If
we define \( z_{i,j} \) to be the distance from the center of CAV \( i \) to the center of CAV \( i_p \), then \( \delta \) depends on the length of these two CAVs (generally dependent on \( i \) and \( i_p \) but taken to be a constant over all CAVs for simplicity).

**Constraint 2** (Safe merging): Whenever a CAV crosses a MP (including one that varies dynamically if a CAV changes lanes as in [18], a lateral collision is possible and we define \( z \) changes lanes as in [18], a lateral collision is possible and there must be adequate safe space for the CAV at this MP to avoid such collision, i.e.,

\[
  z_{i,j}(t_i^m) \geq q(t_i^m) + \delta,
\]

where \( j \) is the index of the CAV that may collide with CAV \( i \) at merging point \( m = \{1,...,n_i\} \) where \( n_i \) is the total number of MPs that CAV \( i \) passes in the CZ. The determination of CAV \( j \) depends on the policy adopted for sequencing CAVs through the CZ, such as First-In-First-Out (FIFO) based on the arrival times of CAVs, the Dynamic Resequencing (DR) policy presented in [8] or any other desired policy. It is worth noting that this constraint only applies at a certain time \( t_i^m \) which obviously depends on how the CAVs are controlled. As an example, in Fig. 1 under FIFO, we have \( j = i-1 \) and \( t_i^m = t_i^f \) since the MP defines the exit from the CZ.

**Constraint 3** (Vehicle limitations): Finally, there are constraints on the speed and acceleration for each \( i \) in \( F(t) \):

\[
  v_{i_{\text{min}}} \leq v_i(t) \leq v_{i_{\text{max}}} \quad \forall t \in [t_i^0, t_i^f]
\]

\[
  u_{i_{\text{min}}} \leq u_i(t) \leq u_{i_{\text{max}}} \quad \forall t \in [t_i^0, t_i^f],
\]

where \( v_{i_{\text{max}}} > 0 \) and \( v_{i_{\text{min}}} \geq 0 \) denote the maximum and minimum speed allowed in the CZ for CAV \( i \), \( u_{i_{\text{min}}} < 0 \) and \( u_{i_{\text{max}}} > 0 \) denote the minimum and maximum control for CAV \( i \), respectively.

**Optimal Control Problem formulation.** Our goal is to determine a control law achieving objectives 1-2 subject to constraints 1-3 for each \( i \) in \( F(t) \) governed by the dynamics [1]. Choosing \( \psi_i(u_i(t)) = \frac{1}{2} u_i^2(t) \) and normalizing travel time and \( \frac{1}{2} u_i^2(t) \), we use the weight \( \alpha \in [0,1] \) to construct a convex combination as follows:

\[
  J_i(u_i(t), t_i^f) = \int_{t_i^0}^{t_i^f} \left( a + \frac{1}{2} (1-\alpha) u_i^2(t) + \frac{\alpha}{2} \max\{u_{i_{\text{max}}}^2, u_{i_{\text{min}}}^2\} \right) dt.
\]

Letting \( \beta := \frac{\alpha \max\{u_{i_{\text{max}}}^2, u_{i_{\text{min}}}^2\}}{2(1-\alpha)} \), we obtain a simplified form:

\[
  J_i(u_i(t), t_i^f) := \beta (t_i^f - t_i^0) + \int_{t_i^0}^{t_i^f} \frac{1}{2} u_i^2(t) dt,
\]

where \( \beta \geq 0 \) denotes a weight factor that can be adjusted to penalize travel time relative to the energy cost. Note that the solution is decentralized in the sense that CAV \( i \) requires information only from CAVs \( i_p \) and \( j \) required in [3] and [4].

Problem [1] subject to [1], [3], [4], [5], and [6] can be analytically solved in some cases, e.g., the merging problem in Fig. 1 [17] and a signal-free intersection [8]. However, obtaining solutions for real-time applications becomes prohibitive when an optimal trajectory involves multiple constraints becoming active. This has motivated an approach which combines a solution of the unconstrained problem [8], which can be obtained very fast, with the use of Control Barrier Functions (CBFs) which provide guarantees that [3], [4], [5] and [6] are always satisfied through constraints that are linear in the control, thus rendering solutions to this alternative problem obtainable by solving a sequence of computationally efficient QPs. This approach is termed Optimal Control with Control Barrier Functions (OCBF) [12].

**The OCBF approach.** The OCBF approach consists of three steps: (i) the solution of the unconstrained optimal control problem [8] is used as a reference control, (ii) the resulting control reference trajectory is optimally tracked subject to the constraint [6], as well as a set of CBF constraints enforcing [3], [4] and [5]. (iii) This optimal tracking problem is efficiently solved by discretizing time and solving a simple QP at each discrete time step. The significance of CBFs in this approach is twofold: first, their forward invariance property [12] guarantees that all constraints they enforce are satisfied at all times if they are initially satisfied; second, CBFs impose linear constraints on the control which is what enables the efficient solution of the tracking problem through the sequence of QPs in (iii) above.

The reference control in step (i) above is denoted by \( u_{i_{\text{ref}}}(t) \). The unconstrained solution to [8] is denoted by \( u_i^*(t) \), thus we usually set \( u_{i_{\text{ref}}}(t) = u_i^*(t) \). However, \( u_{i_{\text{ref}}}(t) \) may be any desired control trajectory and, in general, we use \( u_{i_{\text{ref}}}(t) = h(u_i^*(t), x_i^*(t)) \) where \( x_i(t) = \{x_1(t), v_1(t), x_i(t) \} \times X \in \mathbb{R}^n \) is the state space. Thus, in addition to the unconstrained optimal control and position \( x_i^*(t) \), \( x_i^*(t) \), observations of the actual CAV state \( x_i(t), x_i(t) \) provide direct feedback as well.

To derive the CBFs that ensure the constraints [3], [4], and [5] are always satisfied, we use the vehicle dynamics [1] to define \( f(x_i(t)) = [v_i(t), 0]^T \) and \( g(x_i(t)) = [0,1]^T \). Each of these constraints can be easily written in the form of \( f_0(x(t)) \geq 0 \), \( q \in [1, ..., n] \) where \( n \) stands for the number of constraints and \( x(t) = \{x_1(t), x_2(t), ..., x_{N(t)}(t) \} \). The CBF method (details provided in [12]) maps a constraint \( f_0(x(t)) \geq 0 \) onto a new constraint which is linear in the control input \( u_i(t) \) and takes the general form

\[
  L_f b_q(x(t)) + L_g b_q(x(t)) u_i(t) + \gamma(b_q(x(t))) \geq 0,
\]

where \( L_f, L_g \) denote the Lie derivatives of \( b_q(x(t)) \) along \( f \) and \( g \) respectively and \( \gamma(\cdot) \) stands for any class-\( \mathcal{K} \) function [12]. It has been established [12] that satisfaction of (9) implies the satisfaction of the original problem constraint \( b_q(x(t)) \geq 0 \) because of the forward invariance property. It is worth observing that the newly obtained constraints are sufficient conditions for the original problem constraints, therefore, potentially conservative. We also note that if the relative degree of the function \( b_q(x(t)) \) (i.e., the number of times it needs to be differentiated along its dynamics until the control \( u \) explicitly shows in
the corresponding derivative) in \([9]\) is greater than one, then we need to make use of High Order CBFs (HOCBFs) as detailed in \([12]\). This situation does not arise in the problems considered in this paper.

We now apply \([9]\) to obtain the CBF constraint associated with the safety constraint \([3]\). By setting \(b_1(\mathbf{x}(t), \mathbf{x}_p(t)) = z_{i,p}(t) - \Phi v_i(t) - \delta = x_p(t) - x_i(t) - \Phi v_i(t) - \delta\) and since \(b_1(\mathbf{x}(t), \mathbf{x}_p(t))\) is differentiable, the CBF constraint for \([3]\) is

\[
\frac{v_p(t) - v_i(t)}{L} + \frac{-\Phi}{L} u_i(t) + k_1(z_{i,p}(t) - \Phi v_i(t)) \geq 0, \quad (10)
\]

where the class-\(\mathcal{K}\) function \(\gamma(x) = k_1 x\) is chosen here to be linear.

Deriving the CBF constraint for the safe merging constraint \([4]\) poses a technical challenge due to the fact that it only applies at a certain time \(t^m_i\), whereas a CBF is required to be in a continuously differentiable form. To tackle this problem, we apply a technique used in \([12]\) to convert \([4]\) to a continuous differentiable form as follows:

\[
z_{i,j}(t^m_i) - \Phi(x_i(t)) v_i(t^m_i) - \delta \geq 0, \quad \forall \ t \in [t^0_i, t^m_i), \quad (11)
\]

where \(\Phi: \mathbb{R} \rightarrow \mathbb{R}\) may be any continuously differentiable function as long as it is strictly increasing and satisfies the boundary conditions \(\Phi(x_i(t^0_i)) = 0\) and \(\Phi(x_i(t^m_i)) = \Phi\). In this case, a linear function can satisfy both conditions:

\[
\Phi(x_i(t)) = \frac{x_i(t)}{L} \quad (12)
\]

where \(L\) is the length of road traveled by the CAV from its entry to the CZ to the MP of interest in \([4]\). Then, proceeding as in the derivation of \([10]\), we obtain:

\[
\frac{v_j(t) - v_i(t)}{L} + \frac{-\Phi}{L} u_i(t) + \frac{k_1(z_{i,j}(t) - \Phi v_i(t))}{L} u_i(t) + \frac{k_2(z_{i,j}(t) - \Phi v_i(t))}{L} v_i(t) \geq 0. \quad (13)
\]

The speed constraints in \([5]\) are also easily transformed into CBF constraints using \([9]\) by defining \(b_2(\mathbf{x}(t)) = v_{i_{\text{max}}} - v_i(t)\) and \(b_2(\mathbf{x}(t)) = v_i(t) - v_{i_{\text{min}}}\). This yields:

\[
\frac{1}{L_2 b_2(\mathbf{x}(t))} u_i(t) + k_3(v_{i_{\text{max}}} - v_i(t)) \geq 0, \quad \frac{1}{L_2 b_2(\mathbf{x}(t))} \gamma_2(b_2(\mathbf{x}(t))) u_i(t) + \frac{k_3}{L_2 b_2(\mathbf{x}(t))} v_i(t) \geq 0, \quad (14)
\]

for the maximum and minimum velocity constraints, respectively.

As a last step in the OCBF approach, we can exploit the versatility of the CBF method by using a Control Lyapunov Function (CLF) to track specific state variable in the reference trajectory if desired. A CLF \(V(\mathbf{x}(t))\) is similar to a CBF (see \([12]\)). In our problem, letting \(V(\mathbf{x}(t)) = (v_i(t) - v_{i_{\text{ref}}}(t))^2\) we can express the CLF constraint associated with tracking the CAV speed to a desired value \(v_{i_{\text{ref}}}(t)\) (if one is provided) as follows:

\[
L_f V(\mathbf{x}(t)) + L_g V(\mathbf{x}(t)) u_i(t) + e V(\mathbf{x}(t)) \leq e_i(t), \quad (15)
\]

where \(e > 0\) and \(e_i(t)\) makes this a soft constraint.

Now that all the original problem constraints have been transformed into CBF constraints, we can formulate the OCBF problem as follows:

\[
\min_{u_i(t), e_i(t)} J_i(u_i(t), e_i(t)) := \int_t^{t_f} \left[ \frac{1}{2} (u_i(t) - u_{i_{\text{ref}}})^2 + \lambda e_i^2(t) \right] dt \quad (16)
\]

subject to vehicle dynamics \([1]\), the CBF constraints \([10], [13], [14]\) and CLF constraint \([15]\).

A common way to solve this dynamic optimization problem is to discretize \([t^0_i, t_f]\) into intervals \([t^0_i, t^1_i + \Delta], ... , [t^0_i + k\Delta, t^1_i + (k + 1)\Delta]\) with equal length \(\Delta\) and solving \([16]\) over each time interval. The decision variables \(u_i(k) = u_i(t_i, k)\) and \(e_i(k) = e_i(t_i, k)\) are assumed to be constant on each interval and can be easily calculated at time \(t_i, k = t_i^0 + k\Delta\) through solving a QP at each time step:

\[
\min_{u_i(k), e_i(k)} \frac{1}{2} (u_i(k) - u_{i_{\text{ref}}}(t_i)) d t + \lambda e_i^2(k) \quad (17)
\]

subject to the CBF constraints \([10], [13], [14]\) and control input bounds \([9]\) and CLF constraint \([15]\) where all constraints are linear in the decision variables. We refer to this as the time-driven approach, which is fast and can be readily used in real time.

The main problem with this approach is that any one QP may become infeasible because the decision variable \(u_i(k)\) is held constant over a given time period \(\Delta\). Since this is externally defined, there is no guarantee that it is small enough to ensure the forward invariance property of a CBF; thereby also failing to ensure the satisfaction of the safety constraints. In other words, in this time-driven approach, there is a critical (and often restrictive) assumption that the control update rate is high enough to avoid such a problem. There are several additional issues worth mentioning: (i) imposing a high update rate makes the solution of multiple QPs inefficient since it increases the computational burden, (ii) using a common update rate across all CAVs renders their synchronization difficult, and (iii) the predictability of a time-driven communication mechanism across CAVs makes the whole system susceptible to malicious attacks. Our proposed resolution of this problem is to use an event-driven approach, as described next.

III. EVENT-TRIGGERED CONTROL

There are several possible event-driven mechanisms one can adopt to invoke the solution of the QPs in \([17]\) subject to the CBF constraints \([10], [13] \) and \([14]\) along with control input bounds \([9]\). One idea is to create a self-triggering framework with a minimum inter-event time guarantee by predicting the first time instant that any of the CBF constraints in the QP problem \([17]\) is
violated at \( t_{i,k} \) and select that as the next time instant \( t_{i,k+1} \) when CAV \( i \) communicates with the coordinator and updates the control; this approach is followed in [XXX]. In this paper, we adopt a different event-triggering scheme introduced in [16] such that we only need to solve a QP (with its associated CBF constraints) when one of three possible events (as defined next) is detected. We will show that this provides a guarantee for the satisfaction of the safety constraints which cannot be offered by the time-driven approach described earlier. The key idea is to ensure that the safety constraints are satisfied while the state remains within some bounds and define events which coincide with the state reaching these bounds, at which point the next instance of the QP in (17) is triggered.

Let \( t_{i,k}, k = 1, 2, \ldots \), be the time instants when the QP in (17) is solved. Our goal is to guarantee that the state of CAV \( i \) satisfies the safety constraints (3), (4) and (5) defined as

\[
S_i(t_{i,k}) = \{ y_i \in X : x_i(t_{i,k}) - s_i \leq y_i \leq x_i(t_{i,k}) + s_i \}. \tag{18}
\]

In addition, let \( C_{i,1} \) be the feasible set of our original constraints (3), (4) and (5) defined as

\[
C_{i,1} := \{ x_i \in X : b_j(x_i) \geq 0, \quad q \in \{1, 2, 3, 4\} \}. \tag{19}
\]

Next, we seek a bound and a control law that satisfies the safety constraints within this bound. This can be accomplished by considering the minimum value of each component in (9) for every \( q \in \{1, 2, 3, 4\} \) as shown next.

Let us start with the first term in (9), \( L_f b_q(y_i(t), y_f(t)) \) rewritten as \( L_f b_q(y_i(t), y_f(t)) \) with \( y_i(t) \) as in (15) and \( r \) stands for “relevant” CAVs affecting the constraint of \( i \) (e.g., CAVs \( i_p \) and \( j \) in Fig. 1). Let \( b_{q,fi,\min}(t_{i,k}) \) be the minimum possible value of the term \( L_f b_q(x(t)) \) over the time interval \( (t_{i,k}, t_{i,k+1}) \) for each \( q = 1, 2, 3, 4 \) over the set \( \bar{S}_i(t_{i,k}) \cap \bar{S}_j(t_{i,k}) \):

\[
b_{q,fi,\min}(t_{i,k}) = \min_{y_i \in \bar{S}_i(t_{i,k}) \cap \bar{S}_j(t_{i,k})} L_f b_q(y_i(t), y_f(t)), \tag{21}
\]

where \( \bar{S}_i(t_{i,k}) \) is defined as follows:

\[
\bar{S}_i(t_{i,k}) := \{ y_i \in C_{i,1} \cap S_i(t_{i,k}) \} \tag{22}
\]

Similarly, we can define the minimum value of the third term in (9):

\[
b_{r,gi,\min}(t_{i,k}) = \min_{y_r \in \bar{S}_j(t_{i,k}) \cap \bar{S}_f(t_{i,k})} r_g(y_i(t), y_f(t)), \tag{23}
\]

For the second term in (9), note that \( L_g b_q(x_i) \) is a constant for \( q = \{1, 3, 4\} \), therefore there is no need for any minimization. However, \( L_g b_2(x_i) \) in (13) is state dependent and needs to be considered for the minimization. Since \( x_i(t) \geq 0 \), note that \( L_g b_2(x_i) = -q_i x_i(t) \) is always negative, therefore, we can determine the limit value \( b_{2,gi,\min}(t_{i,k}) \) as

\[
b_{2,gi,\min}(t_{i,k}) = \min_{y_r \in \bar{S}_j(t_{i,k}) \cap \bar{S}_f(t_{i,k})} L_g b_2(y_i(t)), \quad \text{if } u_{i,k} \geq 0 \tag{24}
\]

where the sign of \( u_{i,k} \), \( i \in F(t_{i,k}) \) can be determined by simply solving the CBF-based QP (17) at time \( t_{i,k} \).

Thus, the condition that can guarantee the satisfaction of (10), (13) and (14) in the time interval \( (t_{i,k}, t_{i,k+1}) \) is given by

\[
b_{q,fi,\min}(t_{i,k}) + b_{q,gi,\min}(t_{i,k}) u_{i,k} + b_{r,gi,\min}(t_{i,k}) \geq 0, \tag{25}
\]

for \( q = \{1, 2, 3, 4\} \). In order to apply this condition to the QP (17), we just replace (9) by (25) as follows:

\[
\min_{u_{i,k}, \forall i, k} \left\{ \begin{array}{l}
\frac{1}{2} (u_{i,k} - u_{ref}(t_{i,k}))^2 + \lambda \epsilon_{i,k}^2 \\
\text{s.t.} \quad \text{Eq. (15), Eq. (25), Eq. (6)}
\end{array} \right. \tag{26}
\]

It is important to note that each instance of the QP (26) is now triggered by one of the following three events where \( k = 1, 2, \ldots \) is an event (rather than time step) counter:

**Event 1**: the state of CAV \( i \) reaches the boundary of \( S_i(t_{i,k-1}) \).

**Event 2**: the state of CAV \( i_p \) reaches the boundary of \( S_{i_p}(t_{i,k-1}) \) (if \( i_p \) exists for CAV \( i \)).

**Event 3**: the state of CAV \( j \) reaches the boundary of \( S_j(t_{i,k-1}) \) where \( j \) is the index of the CAV that may collide with \( i \) in [4], e.g., \( j = l - 1 \neq i_p \) in the merging problem case, if such a CAV exists.

As a result, \( t_{i,k}, k = 1, 2, \ldots \) is unknown in advance but can be determined by CAV \( i \) through:

\[
t_{i,k} = \min \left\{ t > t_{i,k-1} : |x_i(t) - x_i(t_{i,k-1})| = s_i \right\} \tag{27}\]

or

\[
| x_{ip}(t) - x_{ip}(t_{i,k-1}) | = s_{ip},
\]

or

\[
| x_j(t) - x_j(t_{i,k-1}) | = s_j,
\]

where \( t_{i,1} = 0 \). The events can be detected through the dynamics in (1) or from on-board state measurements if available, along with state information from relevant other CAVs (e.g., CAVs \( i_p \) and \( j \) in Fig. 1) through the coordinator. Finally, note that because of the Lipschitz continuity of the dynamics in (1) and the fact that the control is constant within an inter-event interval, Zeno behavior does not occur in this framework.

The selection of the parameters \( s_i \) captures the trade-off between computational cost and conservativeness: the larger the value of each component of \( s_i \) is, the smaller the number of events that trigger instances of
the QPs becomes, thus reducing the total computational cost. At the same time, the control law must satisfy the safety constraints over a longer time interval as we take the minimum values in (21), (23), and (24), hence rendering the approach more conservative.

The following theorem formalizes our analysis by showing that if new constraints of the general form (25) hold, then our original CBF constraints (10), (13), and (14) also hold. The proof follows the same lines as that of a more general theorem in [16] and, therefore, is omitted.

**Theorem 1**: Given a CBF \( b_q(x(t)) \) with relative degree one, let \( t_{i,k+1}, k = 1,2, \ldots \) be determined by (27) with \( t_{i,1} = 0 \) and \( b_q.f.min(t_{i,k}), b_q,g.min(t_{i,k}) \) for \( q \in \{1,2,3,4\} \) obtained through (21), (23), and (24). Then, any control input \( u_{i,k} \) that satisfies (25) for all \( q \in \{1,2,3,4\} \) within the time interval \( [t_{i,k}, t_{i,k+1}] \) renders the set \( C_{i,1} \) forward invariant for the dynamic system defined in (1).

**Remark 1**: Expressing (25) in terms of the minimum value of each component separately may become overly conservative if each minimum value corresponds to different points in the decision variable space. Therefore, an alternative approach is to calculate the minimum value of the whole term.

**Communication Protocol**. As mentioned earlier, a coordinator is responsible for exchanging information among CAVs. In an event-driven scheme, frequent communication is generally not needed, since it occurs only when an event is triggered. Each CAV is responsible for checking its own state to detect any violation in its state bounds. When such an event occurs, the CAV updates its control input by re-solving the QP and informs the coordinator with its newly obtained state (i.e., velocity and position). It then becomes the responsibility of the coordinator to provide this information to the relevant CAVs (i.e., those that might be affected). Finally, the notified CAVs decide whether they need to re-solve their QP or maintain their control input until the next triggering event. Note that a triggered event due to an update in CAV \( i \)'s state can affect only CAVs \( l > i \) and the ensuing “event chain” will (at a maximum) stop once \( l \) reaches the last CAV \( l = N(t) \). As an example, suppose CAV 1 in Fig. 1 solves its QP as a result of an event. Then, the newly obtained state is sent to the coordinator and forwarded to CAVs 2 and 4. Next, this new state will be checked separately by CAVs 2 and 4 for a potential bound violation. As a result, they either need to re-solve their QP, hence following the same procedure as CAV 1 and sending their updated state to the coordinator or they carry on with their current control input until the next event.

**IV. SIMULATION RESULTS**

All algorithms in this section have been implemented using MATLAB. We used QUADPROG for solving QPs of the form (17) and (26), LINPROG for solving the linear programming in (21), (23) and (24), FMINCON for a nonlinear optimization problem arising when (21) and (25) become nonlinear, and ODE45 to integrate the vehicle dynamics.

We have considered the merging problem shown in Fig. 1 where CAVs are simulated according to Poisson arrival processes with an arrival rate which is fixed for the purpose of making comparisons between the time-driven approach and the event-driven scheme (over different bound values in (27)). The initial speed \( v_i(t_0) \) is also randomly generated with a uniform distribution over \([15m/s, 20m/s]\) at the origins \( O \) and \( O' \), respectively. The parameters for (15) and (26) are: \( L = 400m, q = 1.8s, \delta = 0m, u_{max} = 4.905m/s^2, u_{min} = -5.886m/s^2, v_{max} = 30m/s, v_{min} = 0m/s, k_1 = k_2 = k_3 = k_4 = 1, \lambda = 10 \). The sensor sampling rate is 20Hz, sufficiently high to avoid missing any triggering event (in general, a proper sampling rate can always be calculated given the CAV specifications, i.e., bounds on velocity and acceleration). The control update period for the time-driven control is \( \Delta t = 0.05s \). We let the bounds \( S = [s_x, s_y] \) be the same for the all CAVs in the network and vary them between the values of \([0.5, 1, 5, 0.5, 2], [0.5, 2.5] \) to allow a comprehensive comparison.

In our simulations, we included the computation of a more realistic energy consumption model [21] to supplement the simple surrogate \( L_2\)-norm \( (u^2) \) model in our analysis: \( f_u(t) = f_{\text{accel}}(t) + f_{\text{cruise}}(t) \), \( f_{\text{cruise}}(t) = \omega_0 + \omega_1 v(t) + \omega_2 v(t)^2 + \omega_3 v(t)^3 \), \( f_{\text{accel}}(t) = (r_0 + r_1 v(t) + r_2 v(t)^2) u_i(t) \) where we used typical values for parameters \( \omega_1, \omega_2, \omega_3, r_0, r_1 \) and, \( r_2 \) as reported in [21].

Table I summarizes our results from 20 separate simulations corresponding to three different methods under the same conditions with different values for the relative weight of energy vs time as shown in the table: the time-driven method, the event-triggering scheme developed in this paper, and a self-triggering scheme described in a companion paper [XXX]. We observe that by using the event-triggering and self-triggering approaches we are able to significantly reduce the number of infeasible QP cases (up to 95%) compared to the time-driven approach. At the same time, the overall number of instances when a QP needs to be solved has also decreased up to 68% and 80% in the event-triggered and self-triggered approach respectively. Note that the large majority of infeasibilities is due to holding acceleration constant over an inappropriate sampling time, which can invalidate the forward invariance property of CBFs over the entire time interval. These infeasible cases were eliminated by the event-triggering and self-triggering schemes. However, another source of infeasibility is due to conflicts that may arise between the CBF constraints and the control bounds in a QP. This cannot be remedied through the proposed event-triggered or self-triggered QPs; it can, however, be dealt with by the introduction of a sufficient condition that guarantees no such conflict, as described in [17].

In Table I, we can also observe some loss of performance in the event-triggering method as the values of the bound parameters increase, hence increasing conser-
vateness. On the other hand, this decreases the computational load expressed in terms of the number of QPs that are solved, illustrating the trade-off discussed in the previous section. Likewise, the performance of the self-triggered scheme with minimum and maximum values are higher under event-triggered and self triggered drive control, whereas the detailed fuel consumption model shows lower values compared to time-driven control. This is due to the fact that \( u^T \) penalizes CAVs when they decelerate, whereas this is not actually the case under a realistic fuel consumption model.

We can also visualize the results presented in the table by showing the variation of the average objective function in (7) with respect to \( \alpha \) for different choices of \([s_v, s_x]\). As seen in Fig. 2 by selecting higher bounds (being more conservative) the objective function will also attain higher values, while the lowest cost (better performance) is reached under time-driven control.

**Constraint violation.** It is worth noting that an “infeasible” QP does not necessarily imply a constraint violation, since violating a CBF constraint does not always imply the violation of an original constraint in (3), (4), and (5). This is due to the conservative nature of a CBF whose intent is to guarantee the satisfaction of our original constraints. In order to explicitly show how an infeasible case may lead to a constraint violation and how this can be alleviated by the event-triggering scheme, we simulated 12 CAVs in the merging framework of Fig. 1 with the exact same parameter setting as before and with \( S = [0.5, 1.5] \) and \( \beta = 5 \). Figure 3 shows the values of the rear-end safety constraint over time. One can see that the satisfaction of safety constraints is always guaranteed with the event-driven approach as there is no infeasible case and the value of \( b_1(\xi(t)) \) is well above the zero line. In contrast, we see a clear violation of the constraint in the time-driven scheme in the cases of CAVs 8 depicted by the blue line.

**Robustness.** We have investigated the robustness of the event-driven scheme with respect to different forms of uncertainty, such as modeling and computational errors, by adding two noise terms to the vehicle dynamics: \( \tilde{x}_i(t) = v_1(t) + w_1(t), \tilde{v}_i(t) = u_1(t) + w_2(t) \), where \( w_1(t), w_2(t) \) denote two random processes defined in an appropriate probability space which, in our simulation, are set to be \( \mathbb{R}^2 \). The problem of controlling CAVs in conflict areas of a traffic network subject to hard safety constraints can

| Item | Event triggered | Self triggered | Time triggered |
|------|----------------|---------------|---------------|
| \( \alpha = 0.1 \) | Ave. Travel time | 19.61 | 19.73 | 19.65 | 19.65 | 19.42 |
| | Ave. Fuel consumption | 4.45 | 4.81 | 5.16 | 5.72 | 3.18 |
| | Num of infeasible cases | 42 | 42 | 43 | 43 | 315 |
| \( \alpha = 0.25 \) | Ave. Travel time | 15.82 | 15.88 | 15.95 | 15.66 | 15.44 |
| | Ave. Fuel consumption | 13.93 | 14.06 | 14.25 | 15.28 | 13.34 |
| | Num of infeasible cases | 32.42 | 31.97 | 34.13 | 55.41 |
| \( \alpha = 0.4 \) | Ave. Travel time | 15.4 | 15.46 | 15.53 | 15.24 | 15.01 |
| | Ave. Fuel consumption | 18.04 | 18.13 | 18.22 | 19.07 | 17.67 |
| | Num of infeasible cases | 53.15 | 52.77 | 52.42 | 54.89 | 56.5 |
| \( \alpha = 0.5 \) | Ave. Travel time | 15.65 | 15.11 | 15.17 | 14.88 | 14.83 |
| | Ave. Fuel consumption | 24.84 | 24.88 | 24.93 | 26.06 | 25.08 |
| | Num of infeasible cases | 53.65 | 53.44 | 53.21 | 54.89 | 56.93 |

TABLE I

CAV METRICS UNDER EVENT-DRIVEN AND TIME-DRIVEN CONTROL.

---

Fig. 2. Average objective function value with respect to \( \alpha \) for different selection of bounds.

V. CONCLUSIONS

The problem of controlling CAVs in conflict areas of a traffic network subject to hard safety constraints can
be solved through a combination of tractable optimal control problems and the use of CBFs. These solutions can be derived by discretizing time and solving a sequence of QPs. However, the feasibility of each QP cannot be guaranteed over every time step. When this is due to the lack of a sufficiently high control update rate, we have shown that this problem can be alleviated through an event-triggering scheme, while at the same time reducing the need for communication among CAVs, thus lowering computational costs and the chance of security threats. Simulation results illustrate how safety constraint violations can be prevented using this event-triggering scheme. Ongoing work is targeted at eliminating all possible infeasibilities through the use of sufficient conditions based on the work in [17] added to the QPs, leading to complete solutions of CAV control problems with full safety constraint guarantees.
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