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ABSTRACT
Population distribution is the most direct indicator used to describe human activities. Grid-based population distribution maps overcome the drawbacks of statistical data and are thus more suitable for integrated analysis with environmental data. However, current modeling methods seeking to improve accuracy ignore the role of many existing products, resulting in the ineffective use of advantageous information from different gridded population maps. In this study, the multisource map fusion method is developed and combined with population mapping to simply and efficiently achieve improved results accuracy by understanding the uncertainty of different gridded products. Three areas in China with significant environmental differences were used as case studies to validate the results. The case studies use representative Granger-Ramanathan (GR), variance weighted (VW), and random forest (RF) algorithms to implement multisource map fusion for three existing population maps – GPW4, LandScan, and WorldPop. The results of the experiments indicate that fusing multisource population maps can produce a more accurate result than input maps. Compared with the highest accuracy input data, the maximum reduction percentages for the RMSE and MAE of fused maps at the grid scale are 13.66% and 20.39% in the Beijing, Tianjin, and Hebei Region (BTHR); 15.47% and 18.29% in Guangdong Province; and 5.05% and 6.15% in Guizhou Province. This study provides new strategies for producing high-accuracy population distribution maps, and its inexpensive features make it especially suitable for developing countries to produce wide-range gridded population maps that are more accurate than existing products using a few surveys.

1. Introduction
Accurate information on population distribution can aid governments in implementing reasonable policies in many areas, such as urban planning, public health, and disaster response (Hay et al. 2005; Jia, Qiu, and Gaughan 2014; Smith et al. 2019). However, official statistics obtained by the census methods used by most countries can only be reported at different levels of administrative units and cannot objectively describe population distribution. This is not conducive to integration with other factors for subsequent spatial analysis and may lead to the modifiable areal unit problem (Wong 2004; Dmowska and Stepinski 2017; Zhao et al. 2020).

To overcome the drawbacks of reporting populations at the administrative unit level, grid-based approaches have been proposed (Zeng et al. 2011; Zhao et al. 2020) and can be described by two realization perspectives: top-down and bottom-up (Wardrop et al. 2018). The top-down perspective usually aims at downscaling of large-scale population data and allocate the population to the grid through methods such as areal weighting (Doxsey-Whitfield et al. 2015), dasymetric mapping (Huang et al. 2020; Mennis 2003), and hybrid approaches (Lu et al. 2021; Stevens et al. 2015; Ye et al. 2019). In contrast, the bottom-up perspective has benefited from recent developments in data collection instruments and machine learning techniques (Huang et al. 2021), which typically use small-scale, high-resolution data and introduce intelligent algorithms to enable the upscaling of demographic information (Weber et al. 2018; Schug et al. 2021). The top-down, perspective-based mapping method is well established and inexpensive, but it has low accuracy and regional differences due to input data limitations (Chen et al. 2020a; Liu et al. 2018a). The bottom-up mapping method is highly accurate, but there are limitations in terms of data acquisition costs and conditions. Therefore, if the strengths of these two
methods can be combined and their advantageous information can be integrated into one map, then the map’s accuracy and scope would be considerable.

Multisource map fusion is an effective strategy for improving single-map modeling (Dobarco et al. 2017; Hagedom, Doblas-Reyes, and Palmer 2005). It is based on the concept of combinatorial forecasting, which can overcome issues of instability, information loss, and target bias that result from the selection of a single product by integrating the strengths and information from multiple products into a single product. (Hjort and Claeskens 2003; Moral-Benito 2015; Zhang and Zou 2011). The idea of combined forecasting first originated in the field of economics in the 1960s, when researchers demonstrated the superiority of combined forecasting by combining two unbiased forecasts (Bates and Granger 1969).

In the field of map fusion, the mean, variance and covariance of the predicted values are usually assumed or estimated first, and then the optimal weights for map fusion are selected by optimization methods to minimize in-sample prediction errors (Fletcher 2019). Weight finding methods can be classified as equal-weight method, variance-weighted method, linear regression method, nonlinear regression method, etc. Since the relative accuracy of map predictions is not considered, the equal-weight method is usually undesirable (Malone et al. 2014). The variance-weighted method assigns weight based on the variance relationship between the sample and the predicted maps, which is more reasonable, but suffers from the requirement of map prediction bias and error (Bates and Granger 1969; Cees and Vrugt 2010; Heuvelink and Bierkens 1992). Linear and nonlinear regression methods are simple to implement and easy to understand. They are complementary and are usually used together to explain the potential relationship between different map predictions (Chen et al. 2020b; Cees and Vrugt 2010; Noi, Degener, and Kappas 2017). Differences in the performances of the various fusion algorithms have been reported and are attributed to different subjects of study, but ideally, the fusion results would be at least as good as any single input map (Malone et al. 2014). Moreover, since multisource map fusion requires minimal field survey data, it is low-cost and high-yield, making it more suitable for economically underdeveloped countries.

In this study, the effectiveness of multisource map fusion is verified for the first time by using the representative Granger-Ramanathan (GR) (Dobarco et al. 2017), optimized variance weighted (VW) (Ge et al. 2014), and random forest (RF) (Chen et al. 2020b) algorithms in the Beijing-Tianjin-Hebei Region (BTHR), Guizhou Province, and Guangdong Province. These case studies were conducted in two stages. The first was the main experiment, using three population maps: Gridded Population of the World version 4 (GPW4), LandScan, and WorldPop. The second stage was an additional experiment with an added impervious surface percentage (ISP) and a number of mobile phone positionings (NP). Independently generated, high-accuracy reference data were used as standard values for both stages to ensure the accuracy of the results. The experiment design was based on three objectives: (1) to apply multisource map fusion to the field of population mapping to achieve a combination of top-down and bottom-up approaches; (2) to provide economically underdeveloped countries with a simple, low-cost method for obtaining high-accuracy population distribution data on a large scale; and (3) to provide additional experimental results, for reference, to countries with additional available data.

2. Datasets and Methodology

2.1. Study area

The study area of this dissertation includes the BTHR, Guangdong Province, and Guizhou Province (Figure 1). The BTHR is located at the center of the Bohai Sea economic circle; it includes Beijing, Tianjin, and Hebei Provinces, and is the most important population concentration area in northern China. The area is characterized by significant differences in the natural environment and a high degree of economic diversification (Xie, Yafen, and Xie 2017; Zhang et al. 2017). Guangdong Province is located at the southernmost point of mainland China and is the most populous province. The province’s topography is predominantly mountainous and hilly, with only 27.2% of the land classified as plains. Like the BTHR, the area includes both the most developed megalopolis clusters in China and government-defined national poverty-stricken counties, each with markedly different economic conditions (Wu et al. 2017; Yang 2017). Guizhou Province is located in southwestern China. The province’s topography is dominated by plateaus and mountains, which account for 92.5% of the total area. The province is economically underdeveloped and contains the largest number of people living below China’s poverty line (Feng and Long 2019; Xu et al. 2020). The unique natural and economic characteristics of these
regions have granted the study area a demographic profile with dense, even, and sparse population distribution patterns. These environmental, economic, and population differences help extend our study’s applicability to more scenarios.

2.2. Datasets

We used four main data types – preexisting primary maps, demographic data, ancillary data, and reference data – which are detailed in Table 1.

2.2.1. Primary population maps

The GPW collection, introduced by the Columbia University Center for International Earth Science Information Network (CIESIN), is the result of the Gridded Population of the World project. GPW4, the fourth version of the project, is currently the only global-scale population grid produced using the area-weighting approach. To ensure that the product exhibits relatively high accuracy, GPW4 uses the population of the lowest available administrative unit as the basic unit of modeling in the production process, which in China is the township level. Since GPW4 simply distributes the census population equally, its accuracy is lowest in most evaluations (Bustos et al. 2020). However, in areas where the population is evenly distributed, it may also reflect their real situation (Bai et al. 2018; Danchun et al. 2020).

LandScan is a global-scale spatial gridded population distribution dataset produced by Oak Ridge National Laboratory. It uses sub-national census data combined with various ancillary variables, such as land cover, roads, and slope, to complete the spatial grid of the census population based on multielement dasymetric mapping. Considering the differences in the importance of these variables under different regional geographic conditions, external intervention was used in the modeling process to make corresponding adjustments to the weighting. This method is also referred to as “intelligent interpolation” technology (Leyk et al. 2019). LandScan tends to underestimate the population more than other datasets, especially in urban areas and urban-rural transition areas (Calka and Bielecka 2019).

WorldPop is a global-scale gridded population mapping project led by a research team at the University of Southampton. Its production integrates the RF algorithm and dasymetric mapping. The RF algorithm is used to fit the relationship between several ancillary variables and population density to obtain a population distribution indicator layer; then, the indicator information obtained
from this layer is used to complete the population distribution (Stevens, et al. 2015). Due to excellent modeling methods and more input variables, WorldPop’s accuracy is usually higher than other common datasets (Gaughan et al. 2016; de Mattos, McArdle, and Bertolotto 2020; Xu et al. 2021).

There are two main reasons for selecting the three aforementioned products: (1) they exhibit wide coverage, matching spatial resolution, and coincidence of time nodes, which are conducive to the processing of map fusion and further promotion; and (2) their modeling methods, modeling scales, and data sources are quite different, and they contain diverse population distribution information, which is conducive to the full utilization of the map fusion effect. Figure 2 shows the profiles of these products in the study area.

### 2.2.2. Demographic data
Multisource map fusion requires actual population data. For this purpose, we collected statistical data from the 2015 national 1% population sample survey, the sixth population census in 2010, and the demographic data from some villages from 2005 to 2015. Population sample surveys and censuses are national-scale survey programs led by the Chinese government and have an authority that cannot be ignored. They are reported at five levels: country, province, city, county, and township. In this study, we selected statistics at the township level to ensure the accuracy of the subsequent data processing results. These township data are dominated by the 2015 national sample data, but due to certain missing data in the study area, we adjusted the 2010 census data with the population growth rates of the higher administrative units and used it to supplement the missing data. Some village statistics were also collected, as not all of the township data met our requirements. The data were obtained from local chronicles, which are usually written by people who know these areas well. As the local chronicles in the study area have not been systematically sorted, and many cannot provide accurate population counts, we had to expand the time range of the data to meet the required number of samples. This is why the time frame was set as 2005–2015. Although this time frame is relatively large, village data will mainly be used in rural areas, where population changes are relatively small, and we will further process to reduce the influence of the time difference.

### 2.2.3. Ancillary data
Impervious surfaces and mobile phone positioning data were used as ancillary variables in the additional fusion experiment conducted to test the effect of the additional information on the accuracy of the results and to construct reference data. Traditional ancillary data, such as elevation, slope, land use, and roads, require complex integration processes due to their weak population indication capabilities (Liu et al. 2018a; Yang et al. 2019), while commonly used nighttime lights also require a series of corrections due to their saturation and blooming effects (Levin and Duke 2012; Sahoo, et al. 2020; Tan et al. 2018). These two types of data are generally used to produce highly accurate population distribution maps because they provide a better representation of population distribution, are easily accessible, and better meet our need for the simple and efficient production of the reference data needed for map fusion (Azar et al. 2010; Chen et al. 2020a; Patel et al. 2017; Wei et al. 2020). The experiment used impervious surface data from 2010 at a 30 m resolution. These data were produced mainly based on LANDSAT images from the Google Earth Engine, which provides archival images from 1985 to 2018 (Gong et al. 2020). However, upon inspection, it was found that many houses in Guizhou province were not detected by the impervious surface data, which may be attributable to a unique local house structure that could not be captured by the corresponding algorithm. Therefore, the GHS_BUILT_S1NODSM_GLOBE_R2018A data generated based on deep learning and image recognition techniques were selected as a supplement, based on their suggestion to set a threshold of 0.2 to

### Table 1. Input datasets for multisource map fusion.

| Name                        | Year(s) | Spatial resolution | Address                                                                 |
|-----------------------------|---------|--------------------|-------------------------------------------------------------------------|
| GPW4                        | 2015    | 30 arc-seconds     | https://sedac.ciesin.columbia.edu/data/collection/gpw-v4/sets/browse     |
| LandScan                    | 2015    | 30 arc-seconds     | https://landscan.ornl.gov/                                             |
| WorldPop                    | 2015    | 30 arc-seconds     | https://www.worldpop.org/?tidsourcetag=s_pctim_aimsg                   |
| Population sample survey data | 2015    | Township           | https://data.cnki.net/                                                 |
| Demographic data            | 2005–2015 | Village            | http://fz.wanfangdata.com.cn/index.do                                |
| Impervious surfaces data    | 2015    | 30 m               | http://data.ess.tsinghua.edu.cn/                                      |
| Mobile phone positioning data | 2015    | 0.01 decimal degree | https://heat.qq.com/                                                   |
extract the population settlement layers that were not captured by the impervious surface data (Corbane et al. 2021). We masked the population settlement layer with 2018 impervious surface data to eliminate the effect of impervious surface expansion due to temporal differences, and the processed settlement data were merged into the 2015 impervious surface to fill in the missing information. Meanwhile, mobile phone location data are considered the most direct indicator for describing population distribution and are used in studies of short-term population migration and resident population distribution (Cheng, Wang, and Yong 2020; Pan and Lai 2019; Song, Chen, and Kwan 2020). According to the 2016 China Communications Yearbook report, the number of mobile phones used in China in 2015 was 93 per 100 people, 103 per 100 people in BTHR, 134 per 100 people in Guangdong Province, and 90 per 100 people in Guizhou Province. Mobile location data were obtained from Tencent, whose location-based services reach approximately 70% of the Chinese population; in some first-tier cities, this value can exceed 93% (Yao et al. 2017). We obtained Tencent location data for all of 2015 to attenuate the potential impact from population movement by means of a long time series.

2.2.4. Reference data

The reference data of the population count is the response variable in each fusion algorithm, and its accuracy is defined as the upper limit of achievable result accuracy; therefore, it plays a significant role throughout the experiment. However, it is very difficult to obtain the real population at the grid scale. Therefore, we propose a method for producing matching reference data based on data accessibility and population distribution.

2.2.4.1. Study area division. Due to the strong spatial heterogeneity of the population distribution in the study area, we first needed to delineate the distribution to use the reference data production methods adapted to the different population distribution profiles, thus improving accuracy. This division was based on the degree of population aggregation (Dou et al. 2018; Liu et al. 2010), which is an indicator that describes population distribution. This can be expressed as follows:

$$PAD_i = \frac{P_i}{P_n}$$

(1)

where $PAD_i$ represents the population concentration of township $i$, $P_i$ represents the population of township $i$, $A_i$ represents the land area of township $i$, $P_n$ represents the

---

**Figure 2.** Distribution maps of the gridded population in the study area: (A) BTRG, (B) Guizhou Province, (C) Guangdong Province; (a) GPW4, (b) LandScan, and (c) WorldPop.
total population of the study area, and \( A_n \) refers to the total study area. Based on the reality of the study area, we divided each area into the following three areas with agglomeration values of 2 and 0.5 as the cutoff points (Wang and Chen 2018), as follows: densely populated area, evenly populated area, and sparsely populated area.

2.2.4.2. Densely populated area. The production of reference data in this area was mainly based on mobile phone positioning data. First, the daily average of Tencent’s mobile phone positioning data in 2015 was calculated as stable positioning information. As the resolution of the positioning data was 0.01°, a bilinear method was used to resample the data to 30 arcsec to match their resolution with those of the population grids. Since location requests may be repeatedly recorded, we referred to He et al. (2020) for further processing. The thus-obtained grids of stable mobile phone positioning count in the study area were aggregated to the township scale, and the ratio of positioning counts within each grid to the total positioning counts in the township was calculated to obtain a weighted layer for population allocation. Then, according to this weighting layer, a township-level census was assigned to each grid from the top-down to obtain the reference data of densely populated area.

2.2.4.3. Evenly populated area. To get as close as possible to the real population distribution, impervious surface data and village demographics at the highest resolution available were used to produce reference data for the area. The preparation of the reference data for evenly populated area involved the following five main steps. (1) Collate the local chronicles from 2005 to 2015 to obtain village-level population data for the corresponding year. (2) Compare the township population recorded in the local chronicles with the 2010 census data to obtain the population change rate, which can be used to correct the time point difference in the village-level population. (3) According to the administrative division code, call the Baidu Map API to obtain the coordinates of all villages in evenly populated area and manually inspect the villages selected in (1). (4) Construct Tyson polygons using the village coordinate points as the base points to represent the village boundary (Dong et al. 2017; Liu et al. 2018b), and superimpose the impervious surfaces over these polygons to obtain the population and village name labels. Then, calculate the population density of the impervious surfaces. (5) Intersect the grids with the impervious surfaces, calculate the area of the impervious surfaces in each grid, and inversely calculate the population to obtain the reference population data of the evenly distributed area (Figure 3).

2.2.4.4. Sparsely populated area. The sparsely populated area mainly comprises highland and mountainous regions, where none of the above-described reference data production methods are applicable due to the harsh natural environment and poor economic conditions. At the same time, to the best of our knowledge, there is no production method for high-precision gridded population data for such an area, so no reference population data are available for this area.

The number of reference population data grids produced using the two methods described above was statistically aggregated to 13,162. By setting the population to exist only on impervious surfaces, the number of grids with population distribution in dense and even areas were 83,763, and the reference data represented 15.71% of the total population distribution grids. The reference data were randomly divided into calibration and validation data according to a 7:3 weighting.

2.3. Methodology

2.3.1. Generic framework

Figure 4 shows the general framework of multisource map fusion, which can be summarized in three parts and five steps. (1) Data collection and preprocessing: Unify all data to the World Geodetic System 1984, with a resolution of 30 arcsec, and use the Asia North Albers equal-area conic projection coordinate system for data calculation. (2) Relative accuracy evaluation: Use township census data to evaluate the relative accuracy of the three input gridded population maps in the area without reference data. (3) Implement the multisource map fusion algorithm; (4) followed by total and zoning-scale accuracy evaluations of the output results and the three input maps; and (5) combine the output result with the highest accuracy and part of the existing population map with the best relative accuracy to obtain the final product.
2.3.2. Fusion algorithms

2.3.2.1. GR algorithm. The GR algorithm, proposed by Granger and Ramanathan (1984), assumes a linear relationship between the products of different models and calibration data, which can be fitted by a multiple linear regression equation, with the regression equation coefficients being the weights of the corresponding products. The outcome \( Y_{GR}(s) \) of the GR algorithm can be calculated as

\[
Y_{GR}(s) = \sum_{i=1}^{p} (\beta_i X_i(s)) + \beta_0 \tag{2}
\]

where \( \beta_i \) and \( p \) are the weights and quantities of the input data, respectively; \( \beta_0 \) is the intercept, and \( X_i(s) \) and \( Y_{GR}(s) \) are the population counts for input data \( i \) and calibration data at position \( s \). As the input data exhibited strong covariance (variance inflation factor > 10), ridge regression was used to solve the equation. The fusion of the GR algorithm was attempted in two cases: Case 1, which included only the three original maps, and Case 2, which had two extra variables – ISP and NP – in addition to the original maps. The variable \( p \) in formula (2) was assigned the values of 3 and 5 for Cases 1 and 2, respectively.

2.3.2.2. VW algorithm. The VW algorithm is an extension of the Bates-Granger algorithm (Bates and Granger 1969; Ge et al. 2014; Heuvelink and Bierkens 1992) and involves two main steps: deviation removal and weighted linear averaging of the input data. The weight is derived from the uncertainty between the calibration data and input data, expressed as the variance and covariance between them. To ensure accuracy, the algorithm adopts the strategy of partition modeling and can further use the partition extrapolation results to fill in some areas with missing data. This can be expressed as follows:

\[
Y_{vw}(s) = \sum_{i=1}^{p} \beta_i (X_i(s) - v_i(s)) \tag{3}
\]

where \( Y_{vw}(s) \) represents the output population at \( s \); \( \beta_i \) and \( p \) are the weight and quantity of the input data, respectively; and \( X_i(s) \) and \( v_i(s) \) are the population counts and bias of input data \( i \) at \( s \). The bias calculation can be expressed as

\[
\hat{v}_i = \frac{1}{n} \sum_{s=1}^{n} (X_i(s) - y(s)) \tag{4}
\]
where \( \hat{\nu}_i \) is the bias of input data \( i \); \( X_i(s) \) and \( y(s) \) represent the population counts of input data \( i \) and calibration data at \( s \), respectively; and \( n \) is the number of calibration points.

The input weight vector \( \beta \) for the different maps can be calculated by minimizing the variance of the estimation error of the fusion results:

\[
\beta(s)^T = \left(1^T C(s)^{-1} \right) ^{-1} 1^T C(s)^{-1} \tag{5}
\]

where \( 1 \) represents a \( p \)-dimensional unit vector and \( C(s) \) is the variance-covariance matrix representing the error, which can be calculated as

\[
\hat{C}_{ij} = \frac{1}{n} \sum_{s=1}^{n} (X_i(s) - y(s))(X_j(s) - y(s)) \tag{6}
\]

where \( ij = 1, \ldots, p \) represents the data entered for the different gridded population distributions.

To ensure the accuracy of the algorithm and the representativeness of the calibration data, we divided the evenly distributed area into a number of different subzones according to the ISP within the grid using natural breaks. There are four in the BTHR (I, II, III, IV), three in Guangdong Province (I, II, III), and two in Guizhou Province (I, II). The densely populated area was divided into two subzones, according to the NP, using natural breaks.

### 2.3.2.3 RF algorithm

RF is a nonlinear and non-parametric modeling method proposed by Breiman (2001), which belongs to the “integrated learning” category. It combines generated single trees into a forest using the “bagging” method, which reserves the best combination of randomly selected variables for each node of each tree and outputs the final prediction by averaging the predictions of single trees:

\[
Y_{RF}(s) = \frac{1}{K} \sum_{k=1}^{K} Y_k(s) \tag{7}
\]

where \( Y_{RF}(s) \) represents the regression prediction of the RF at \( s \), \( K \) represents the number of trees in the forest, and \( Y_k(s) \) indicates the population predicted by the \( k^{th} \) tree at \( s \). Like the GR algorithm, the fusion attempts of the RF algorithm are also classified into Case 1, which contains only three original maps, and Case 2, which contains two ancillary variables and three maps.

### 2.3.3 Validation

To assess the utility of the fusion model, the remaining data in the reference dataset that were not used for calibration need to be used for evaluation. For different purposes, we selected root mean squared error (RMSE), mean absolute error (MAE), and relative error (RE) as the accuracy evaluation metrics. RE is used to measure the similarity of available population products against census values at the township scale. MAE is used to measure the total deviation of the predicted values and RMSE is used to measure the accuracy of the prediction.
3. Results

3.1. Evaluation of sparsely populated area

Due to the lack of valid calibration data for a sparsely populated area, the relative accuracy of the gridded population maps was assessed by upscaling the grid-scale population to townships for comparison with census data. For this purpose, a gridded population map with relatively high accuracy and wide coverage was primarily considered to participate in the synthesis of the final product; thus, a RE with an acceptable lower limit of 50% was chosen as the metric. As shown in Table 2, in a sparsely populated area, WorldPop has a significant advantage over other maps in terms of its high-accuracy coverage. The areas that meet the accuracy requirements account for 86.32% of the entire sparsely populated area in BTHR, 83.49% in Guangdong Province, and 95.04% in Guizhou Province. In addition, the RE is 0 ~ 10% and 10 ~ 30% of the high-precision area; WorldPop’s area percentage is also better than the other two products, whether in BTHR, Guangdong Province, or Guizhou Province. Therefore, WorldPop was selected as the representative data for the sparsely populated area.

3.2. Evaluation of densely and evenly populated areas

To investigate the effectiveness of zonal modeling, evaluations for evenly and densely populated areas were conducted using both total and zonal perspectives, with site zoning divided according to the number of subzones in the VW algorithm. For each zone, the RMSE and MAE values of the input gridded population maps and the output results were calculated from the validation data. At the total scale, in addition to using the above-described evaluation metrics, we also used the Taylor diagram to compare the differences in accuracy between the input maps and output results.

3.2.1. Subzone evaluation

As shown in Figure 5 and Figure 6, the RMSE and MAE values of the GR algorithm and the RF algorithm are significantly different in various subzones. For RMSE, in Guizhou Province, the GR algorithm has higher values in zones I (344.74) and IV (16,738.15) than the RF algorithm in the corresponding partition (337.64) and (14,558.19); similarly, in Guangdong Province, the GR algorithm is higher in zones I (1486.83) and V (17,153.19) than the corresponding 895.59 and 15,433.24 of the RF algorithm. In BTHR, the GR algorithm is lower than the RF algorithm only in zones IV (1254.44) and V (1593.35), and is higher than the corresponding value of RMSE for the RF algorithm in all other subzones. For MAE, the GR and RF algorithms still correspond to RMSE in the two endpoint subzones of BTHR, Guizhou Province, and Guangdong Province, with the GR algorithm remaining higher than the RF algorithm. The difference is that the number of subzones where the GR algorithm is higher than the RF algorithm increases, such as zone III in Guizhou Province, zone IV in BTHR and Guangdong Province. In most subzones of BTHR, Guizhou Province and Guangdong Province, the values of the VW algorithm are significantly lower than the other two algorithms in both RMSE and MAE.

3.2.2. Total evaluation

Table 3 reports the accuracy performance of the input gridded population maps and the map fusion outputs from the total perspective. The

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{z}_i - z_i)^2}
\]

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |\hat{z}_i - z_i|
\]

\[
RE = \frac{|\hat{z}_i - z_i|}{z_i} \times 100\%
\]

where \(n\) represents the number of validation grids, \(\hat{z}_i\) is the population count estimated by the algorithm, and \(z_i\) is its true value.

| Area       | Name       | Relative error | 0~10% | 10~30% | 30~50% | 50% | Total |
|------------|------------|----------------|-------|--------|--------|-----|-------|
| BTHR       | GPW4       | 22.45%         | 42.32%| 16.39% | 81.16% |
|            | LandScan   | 16.13%         | 30.32%| 24.00% | 70.45% |
|            | WorldPop   | 26.58%         | 43.61%| 16.13% | 86.32% |
| Guangdong  | GPW4       | 24.01%         | 37.93%| 16.69% | 80.63% |
| Province   | LandScan   | 15.83%         | 30.97%| 21.56% | 68.35% |
|            | WorldPop   | 24.69%         | 41.75%| 17.05% | 83.49% |
| Guizhou    | GPW4       | 30.53%         | 43.51%| 18.32% | 92.37% |
| Province   | LandScan   | 14.12%         | 25.95%| 26.34% | 66.41% |
|            | WorldPop   | 30.15%         | 46.18%| 18.70% | 95.04% |

Note. Input the number of townships within different relative error intervals on the map as a proportion of the total number of townships in the sparsely populated area.
Figure 5. Heat map representing the root-mean-squared error of different algorithms (a for RF algorithm, b for VW algorithm, c for GR algorithm; A refers to Guizhou Province, B is Guangdong Province, and C is BTHR). Note. The VW algorithm refers to the variance weighted algorithm; GR algorithm is the Granger-Ramanathan algorithm; RF algorithm denotes the random forest algorithm.

Figure 6. Heat map representing the mean absolute error of different algorithms (a for RF algorithm, b for VW algorithm, c for GR algorithm; A refers to Guizhou Province, B is Guangdong Province, and C is BTHR). Note. The VW algorithm refers to the variance weighted algorithm; GR algorithm is the Granger-Ramanathan algorithm; RF algorithm denotes the random forest algorithm.
RMSE and MAE of the input population maps are similar to those reported in existing studies, with WorldPop showing the highest accuracy. The majority of the fusion results have substantially reduced RMSE and MAE values compared to the input prime maps. Among them, compared with the input map with the lowest accuracy, the RMSE and MAE of the fusion map are reduced by a maximum of 24.88% and 32.62% in BTHR, 28.44% and 35.88% in Guangdong Province, and 16.40% and 20.88% in Guizhou Province. Compared to the input map with the highest accuracy, these values change were 13.66% and 20.39%, 15.47% and 18.29%, and 5.05% and 6.15%. When map fusion algorithms were applied to gridded population maps only, the VW algorithm reported the lowest RMSE and MAE values in BTHR, Guangdong Province, and Guizhou Province, where the RMSE was 2469.12, 4810.89, and 2008.07, and the MAE was 958.43, 1816.08, and 562.70. When ancillary variables are involved in each map fusion algorithm, the percentage reductions of RMSE and MAE for the GR algorithm were 6.70% and 16.08% (BTHR), 9.34% and 22.17% (Guangdong Province), and 11.08% and 16.03% (Guizhou Province), while the corresponding values for the RF algorithm were 9.57% and 19.93%, 14.60% and 25.16%, and 7.39% and 17.36%. The RF algorithm has the lowest RMSE and MAE in Guangdong Province, but the RMSE in BTHR and Guizhou Province is slightly higher with 2569.67 and 2130.30 than 2469.12 and 2008.07 for the VW algorithm. Among the three areas, the map fusion algorithm had the least reduction in RMSE and MAE in Guizhou province, with a reduction ratio of only 5.05% and 6.15%, respectively, compared to the most accurate input map. Figure 7 shows that the accuracy of the different input maps and fused maps gradually improves as the reference point with coordinates (1, 0) is gradually approached (Taylor 2001). The highest accuracy reported for all areas is the result of multisource map fusion, with the RF algorithm for Guangdong Province and the VW algorithm for both BTHR and Guizhou Province. Thus, these corresponding results will be stitched together with the most accurate WorldPop data for sparsely populated area into an output product that can finally be used (Figure 8).

4. Discussion

4.1. Weights for primary maps and ancillary variables

Table 4 reports the relative importance of different variables in various areas, using the RF algorithm as representative. In the fusion attempt using only the primary maps, WorldPop reported the highest importance in almost all situations. With the addition of ancillary variables, the importance of the primary maps decreased, and NP became the highest-weighted variable, whereas ISP’s importance was much lower than NP’s importance.

The differences in the importance of the primary maps are mainly attributed to their modeling methods and different input data. WorldPop is significantly more important than the other two gridded population maps due to its more comprehensive modeling techniques. According to the values of zoning weights for the different population maps, WorldPop reports the best results in both the less populated Guizhou Province and the

| Area Name | BTHR | Guangdong | Guizhou |
|-----------|------|-----------|---------|
| GPW4      | 2980.35 | 1098.92  | 5700.71 | 2194.98 | 2402.07 | 651.09 |
| LandScan  | 3287.09 | 1257.21  | 6296.72 | 2443.01 | 2282.40 | 711.22 |
| WorldPop  | 2859.71 | 1064.21  | 5330.00 | 1917.32 | 2114.98 | 542.53 |
| VW algorithm | 2469.12 | 958.43   | 4810.89 | 1816.08 | 2008.07 | 562.70 |
| GR algorithm Case 1 | 2895.09 | 1197.84 | 5593.11 | 2351.01 | 2498.51 | 672.42 |
| RF algorithm Case 1 | 2841.56 | 1057.99 | 5275.79 | 2093.17 | 2300.35 | 616.08 |
| GR algorithm Case 2 | 2701.06 | 1005.27 | 5070.48 | 1829.90 | 2221.68 | 564.61 |
| RF algorithm Case 2 | 2569.67 | 847.17 | 4505.62 | 1566.58 | 2130.30 | 509.14 |

Note. RMSE refers to root mean squared error; MAE is mean absolute error; VW algorithm refers to the variance weighted algorithm; GR algorithm is the Granger-Ramanathan algorithm; RF algorithm denotes the random forest algorithm; Case 1 is map fusion for the input maps only; Case 2 adds two ancillary variables to Case 1.
more populated Guangdong Province due to the many-dimensional ancillary variables, which gives the model greater generalizability. The importance of LandScan in all areas is lower than that of WorldPop, indicating that population modeling at large scales, such as the sub-national level, tends to ignore local spatial variation, leading to large differences in modeling results at the grid scale and in the calibration data. GPW4 has lower importance than WorldPop and LandScan in all areas, but its comparatively higher importance in areas with relatively wide population distribution, such as BTHR and Guangdong Province, indicates the effectiveness of its unique modeling approach in homogeneous population area.

When ancillary variables were added to the GR and RF algorithms, the weight of the input gridded population maps was reduced, which we hypothesize is mainly because some of the information in the calibration data was derived from ancillary variables, resulting in the ISP and NP feeding back a stronger indication of population distribution. However, it is worth noting that ISP, which is also an ancillary

Table 4. Relative importance of different variables for the RF algorithm in BTHR, Guangdong Province, and Guizhou Province.

| Name      | BTHR Case 1 | Guangdong Case 1 | Guizhou Case 1 | BTHR Case 2 | Guangdong Case 2 | Guizhou Case 2 |
|-----------|-------------|------------------|----------------|-------------|------------------|----------------|
| GPW4      | 30%         | 27%              | 27%            | 14%         | 15%              | 20%            |
| LandScan  | 33%         | 28%              | 33%            | 15%         | 16%              | 17%            |
| WorldPop  | 38%         | 45%              | 40%            | 22%         | 24%              | 32%            |
| ISP       | 6%          | 6%               | 6%             | 4%          | 4%               | 4%             |
| NP        | 42%         | 39%              | 39%            | 27%         | 27%              | 27%            |

Note. The GR algorithm refers to the Granger-Ramanathan algorithm; the RF algorithm denotes the random forest algorithm; ISP is the impervious surface percentage; and NP represents the number of mobile phone positionings. The numbers in the table indicate the importance of the variables.

Figure 7. Taylor diagram describing the overall accuracy of the different data. Note. A: GPW4, B: LandScan, C: WorldPop, D: Variance weighted algorithm, E: Granger-Ramanathan algorithm with Case 1, F: Random forest algorithm with Case 1, G: Granger-Ramanathan algorithm with Case 2, H: Random forest algorithm with Case 2; a: BTHR, b: Guizhou Province, c: Guangdong Province.

Figure 8. Final output: The most accurate fusion result is spliced with WorldPop in the sparsely populated area (A: BTHR, B: Guizhou Province, C: Guangdong Province).
variable, is significantly less important than NP, while the amount of calibration data produced according to the impervious surfaces is much greater than the positioning count. Considering that none of the positioning count variables were used in the primary maps modeling, it indicates that the main reason for the large proportion of NP is their new information with a strong population indication.

4.2. Performance evaluation of map fusion algorithms

The majority of the multisource map fusion algorithms positively impacted the accuracy of the gridded population maps, with the accuracy of the final output significantly better than that of any of the three input maps alone. Viewed through a zoned perspective, as global regression classes of fusion algorithms, RF and GR have lower accuracy than the VW algorithm in almost all subzones. This is mainly due to the strong heterogeneity of the population distribution, which makes it difficult to obtain well-fitting results from the whole, and the neglect of local variation is a disadvantage of both algorithms. Furthermore, due to regional differences in the accuracy of the different input products, the effectiveness of the two regression algorithms differs (Chen et al. 2020b). The accuracy of the RF algorithm is higher than that of the GR algorithm in both the sparsely populated zone I and the densely populated zones IV, V, or VI (the most densely populated zones in the three different areas), indicating that the nonlinear RF algorithm is more suitable for modeling the relationship between the input map and the real population in cases of extreme population distribution. This would be attributed to the specificity of such extreme zones, where the predicted population of most existing models varies greatly, with complex correspondence and low accuracy. On the other hand, the GR algorithm is suitable for areas with evenly distributed populations, where the population distribution varies gently and the abundance of input data allows the different models to be fully effective, resulting in a predicted population that is close to the real population in most existing maps, and the relationship between them can be captured using a simple linear method alone.

The results of the total view validate the evaluation of the zonal scale, and the accuracy of the VW algorithm without the participation of ancillary variables is still higher than that of the RF and GR algorithms. When ancillary variables are added to both the GR and RF algorithms, the accuracy of both is further improved, but the RF algorithm improves more than the GR algorithm, indicating the potential for adding ancillary variables to perform fusion algorithm extensions. However, it is worth noting that although the improvement in accuracy resulting from the extension of the RF algorithm by adding ancillary variables is substantial, the reduction in RMSE is less than that of MAE, which means that the ability to handle the extreme values of the error is limited.

The effect of the multisource map fusion algorithm is lowest in Guizhou Province compared to the other two areas, which may be attributable to multiple reasons. On one hand, the population of the area is sparse, but the variation in the distribution is dramatic, which amplifies the effect of the differences of the values on the grid. On the other hand, the prediction results of the existing input maps in sparsely populated area are unsatisfactory (Calka and Bielecka 2019; de Mattos, McArdle, and Bertolotto 2020), where the uncertainties are passed through the fusion algorithm to the output results, and the small amount of reference data for calibration leads to an inability to fully exploit the effect. The VW algorithm may be an effective way to deal with this problem, and the use of zonal modeling reduces the need for calibration data in the same population distribution status zone, a suggestion that can be demonstrated by the comprehensive evaluation of the accuracy of the Taylor diagram of Guizhou Province.

The Taylor diagram synthetically selected the products with the highest accuracy among the three areas, which are the results of the VW algorithm in BTHR and Guizhou Provinces, and the results of the RF algorithm in Guangdong Province, which shows that the multisource map fusion algorithm is effective. The grid-based modeling approach makes it possible to overcome the uncertainty caused by most top-down modeling approaches in assigning populations at the township, county, and city scales (Leyk et al. 2019; Danchun et al. 2020), and gives the results of accuracy evaluation at the grid scale (Bai et al. 2018). At the same time, the integration of superior information from multiple source maps in different areas makes it possible to obtain a large scope of high-quality output, which is not possible with the bottom-up approach (Wardrop et al. 2018). The multisource map fusion algorithm can be effective without ancillary data, but integrating high-quality ancillary data, especially data not involved in existing product modeling,
can further improve its effectiveness, as evidenced by the highest accuracy output obtained by the RF algorithm fusing mobile phone positioning data in Guangdong Province.

4.3. Limitations of multisource map fusion

4.3.1. Limitations of reference data
As sufficient real values of the grid population could not be obtained, we randomly divided the reference data into calibration and validation data. While this may lead to a correlation between the calibration and validation data, the accuracy of the output depends on that of the calibration data. In addition, because we used the highest-resolution, village-level statistical population and location data that highly correlated with the population available in the production of the reference data, their accuracy was reliable. At the same time, we used both top-down and bottom-up modeling perspectives based on data characteristics, representing the way in which most gridded population maps are produced. Therefore, the outputs are closer to the validation values than the input population maps, which indicates the effectiveness of map fusion in this field.

4.3.2. Uncertainty analysis
The uncertainties introduced in the experiments mainly originated from the primary maps and calibration data. The primary maps have differences in uncertainty due to differences in the input data and modeling methods, and the calibration data are used with the aim of reducing these uncertainties. However, as the calibration data are a finite sample, the uncertainties in the primary maps cannot be completely eliminated. Moreover, as standard calibration data, although we used the best variables available and modeling methods appropriate for the different regions, they are not truly representative of the real population, and their uncertainty will propagate to the output results. If the transmission of these uncertainties could be quantified, it would likely be a useful extension to this study.

5. Conclusions

Currently, although multiple population distribution maps are available, their modeling methods and superior information vary considerably. To address this issue, we propose an uncertainty-based fusion method for multisource population maps. Case studies conducted in different areas of China yielded the following results. First, the output accuracy of most fusion algorithms is higher than that of all input gridded population maps, and multisource map fusion of populations is effective. Second, the GR algorithm, as a simple global linear fusion algorithm, has limited effectiveness in fusing existing population maps alone. Third, the zoning modeling strategy of the VW algorithm is effective, and it should be the first fusion algorithm considered in the case of insufficient calibration data. Fourth, by adding ancillary variables, the accuracy of the map fusion results can be improved, especially when the corresponding ancillary variables are not involved in the modeling of the input maps. Fifth, compared to other algorithms, the nonlinear RF algorithm can be more adequately coupled to ancillary variables to achieve a more significant accuracy gain. This algorithm can be given preference when excellent ancillary variables are available. In conclusion, compared to the existing gridded population mapping method, the proposed multisource map fusion-based mapping method is simpler, more effective, and less expensive. This method is ideal for economically challenged countries and can help them obtain a large range of high-precision population products with a small survey of population, where further improvements in accuracy can be achieved by adding the appropriate auxiliary variables to suit their conditions.

In addition, multisource map fusion would ideally require actual population distribution data; however, due to the limitations of data availability, we independently produced reference data to replace these data and randomly divided them into calibration and validation data, which may lead to non-independence between them. Therefore, it will remain an important study direction to obtain sufficient and accurate population distribution data. This may involve issues such as the definition of “sufficient,” the distribution of population samples, and the trade-off between accuracy and cost. Meanwhile, the quantification of uncertainty in the overall fusion process may be another challenging research direction for the future.
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