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Abstract. In this paper we initiate the theory of Crump-Mode-Jagers branching processes (BP) in the setting where no Malthusian parameter exist, i.e., the process grows faster than exponential. A Crump-Mode-Jagers BP is a branching process (in continuous time) where arbitrary dependencies are allowed between the birth-times of the children of a single individual in the population. It is however assumed that these reproduction processes are i.i.d. point processes for different individuals. This paper focuses on determining whether this branching process explodes, that is, the process reaches infinitely many individuals in finite time. We develop comparison techniques between reproduction processes. We study special cases in terms of explosivity such as age-dependent BPs, and epidemic models with contagious intervals. For this, we superimpose a random contagious interval \([I, C]\) on every individual in the BP and keep only the children with birth-times that fall in this interval of the parent. We show that the distribution of the end \(C\) of the contagious interval does not matter in terms of explosion, while the distribution of \(I\) does: the epidemic explodes if and only if the two age-dependent BPs with the original birth-times and birth-times \(I\) explode. We finish studying some pathological examples such as birth-time distributions that are singular to the Lebesgue-measure yet they produce an explosive BP with arbitrary power-law offspring distributions.

1. Introduction and model

1.1. Introduction. The study of branching processes has a long history in probability theory, see e.g. the classical books \([2, 32]\) for a good introduction to the field.

In this paper we study branching processes with general reproduction functions, as described e.g. in \([37, 38]\) or \([47]\). This means that every individual in the population reproduces according to an i.i.d. point process, and no particular assumption is made about the dependencies between the times of arrival of points (the birth-times of consecutive children) of a single individual. We study these branching processes from the point of view of explosion event: we investigate when is it possible that infinitely many individuals are born within a finite time.

It is well-known that if the expected number of children of an individual is finite, then the population grows exponentially time, and the growth rate is called the Malthusian parameter. That is, at time \(t\), the population size will be of order \(\exp\{\lambda t\}\), with \(\lambda\) being the Malthusian parameter. The concept of a Malthusian parameter is wider than finite mean offspring: for a precise definition, see \((3.3)\) below. Under the assumption that a Malthusian parameter exists, the population grows exponentially in time \([38]\), thus explosion does not occur. The behavior of these branching processes is quite well understood, due to the immense work in the ‘70s and ‘80s. In particular, the age-distribution, remaining lifetime distribution, structure of generations and relationships and other general characteristics were studied, see e.g. the
work of Jagers, Nerman, Bühler and Samuels, and others, e.g. [8, 20, 21, 22, 37, 38, 47, 54] for further references.

In this paper we focus on the case when the BP grows faster than exponential. For explosion to happen, an infinite mean offspring is required, but is not sufficient. Even when the number of offspring of a single individual is infinite, the process still might grow exponentially if the birth-times are quite spread out: A Malthusian parameter might still exist, e.g. in the case when each individual reproduces infinitely many times following a homogeneous Poisson process.

The study of infinite mean BP-s that do not have a Malthusian parameter is rather limited: as far as the author is aware of, the literature is restricted to two main directions: Firstly, Galton-Watson branching processes with infinite mean offspring. This is the case when every individual produces all its children after a unit time. The limiting behaviour of these processes has gained reasonable attention in the ’70s and ’80s, see e.g. [23, 56] for further literature. Here, results investigate the (double-exponential) growth of the process and study properties of the limiting variable when some slowly varying function of the number of individuals in the n-th generation is taken. See [56] for further references.

The second direction that gained sufficient attention is the explosion of age-dependent branching processes, with infinite mean offspring. An age-dependent BP is a process where each individual lives an i.i.d. lifetime from some distribution and they produce all their children upon death.

The question of explosivity of age-dependent BPs were studied first in the Russian literature: Sevastanov gave sufficient criterions for explosion, see e.g. [57, 58, 61]. A similar paper in flavour is by Grey [29] to the west of the iron curtain. Later, the study of (minimal) displacement of branching random walks rediscovered the same topic and new results were found: the linear growth of minimal displacement were established for processes with finite mean offspring in [14, 31, 42]. Then, the minimal displacement of branching RWs with possible 0 replacement were studied by [19, 24] and finally [1] provided necessary and sufficient criterions for the explosivity of age-dependent BPs under mild conditions on the offspring distribution.

Other generalisations include the topic branching Markov processes, see Savits [55], and branching processes were a single individual can produce infinite offspring and thus ‘terminate’ the process, see the recent work by Sagitov et al. [52, 53].

From the more applied point of view, the study of complex networks and random graph models has boomed in the last few decades. Most random graph models locally have a tree-like structure and as result can be well-approximated by branching processes: the Erdős-Rényi random graph [27], the configuration model [16], inhomogeneous random graphs [17], preferential attachment models [3] all fall into this category. The first step in the study of the topology of these graph models as well as of the behavior of dynamical processes on them (such as information diffusion, epidemic spreads, etc), is to understand how the graph locally looks like and how the process on it under investigation behaves locally. This local behavior is well-approximated by an appropriately chosen branching process. It is thus crucial to understand the behavior of the approximating branching process.

To give a list of examples where branching processes are used in the analysis of random graphs, we start with the classical example: the phase transition in the size of the giant component in the Erdős-Rényi random graph corresponds to the sub/super/criticality of the corresponding Galton-Watson BP [16, 33]. The same is true for the configuration model [45, 46] and for inhomogeneous random graphs [17, 35].

In weighted random graphs, typical (weighted) distances can be studied by using age-dependent branching processes where the birth-time distribution equals the edge-weight
distribution. For typical distances, one needs to understand the growth rate of the branching process as well as the behavior of certain characteristics, such as the ratio of dead and alive particles, and the age distribution of the currently alive population [8, 37]. Results on these are utilized e.g. in [10, 11, 12, 34, 35]. Further, the number of edges on the least weight path, the hopcount between two vertices, depends on the asymptotic behavior of the generation of the k-th born particle in the corresponding BP, thus the work of Bühler [20, 21, 22] and Kharlamov [41] is used e.g. in [10, 11, 12, 34, 43, 44]. Typical distances in weighted random graphs also correspond to the transmission time for an information or for an epidemic to spread between two vertices: again, branching process results are extensively used to study the behavior of epidemics, as in [5, 13].

A large number of real life networks are known to have power-law degree distributions with power-law exponent in the interval (2, 3). This corresponds to finite asymptotic mean but infinite asymptotic variance for the empirical degree distribution. Examples include the internet on the router level [28], the world wide web [4], cargo ship movements [39], gene regulatory networks [18], citation networks [49], and many more, see more references in [4, 48]. Due to the size-biasing effect (a neighbor vertex in the graph is more likely to have more neighbors), a power-law exponent between (2, 3) for the degrees in the graph corresponds to an approximating branching process with power-law offspring distribution with exponent in (1, 2): that is, the approximating BP has infinite mean offspring. For the study of the random graph models of the above mentioned networks, it is thus crucial to understand the behavior of these branching processes. For example, typical distances and the behavior of spreading processes with deterministic transmission times in the configuration model can be determined in this regime using the results of Davies [23]: see the articles [6, 35, 36] or the book [33].

If we would like to understand the topology of weighted networks with infinite asymptotic variance degrees, we are in the regime of this paper: results on age-dependent or CMJ branching processes with infinite mean offspring are needed. Since the literature is limited to the explosive case [29, 57, 58], or Galton-Watson BPs [23], most results in this setting are also limited to either explosive propagation or deterministic edge-weights [7].

For preferential attachment graphs, CMJ branching processes is probably the most natural way to look at the local neighborhood of a vertex, see e.g. the work of Bhamidi [9], Tóth and Rudas et al [50, 51], Dereich and Mörters [25, 26].

We can conclude one important fact from all these examples: limitations on the knowledge on branching processes result in limitations on our understanding of spreading processes on random graphs. For example, little to almost nothing is known about nondeterministic but non-explosive information diffusion on random graphs with infinite variance degrees [7], and literally nothing is known when we would like to assume dependencies between the transmission times from a vertex to its neighbors. This might easily occur when for instance we investigate an epidemic where each individual has an incubation time: to determine whether an epidemic is explosive is of extreme importance, think of for instance the slow spreading but extremely deadly recent case of Ebola [60] or the latest news about the Zika virus [59].

This paper aims to establish the foundations of the research of this missing area, and is thus part of a long-term project: the recent interest in spreading processes on random graph models make it necessary to extend the current theory on Crump-Mode-Jagers branching processes to the infinite mean offspring case.

1.2. Summary of results. This paper is divided into sections where each section is devoted to one topic and results are presented within the section. To give an overview, we state here informally our results without specifying the detailed conditions on the models.
First, in Section 1.4 we introduce the model and study BPs with general reproduction function: Let us assume that the children of the initial ancestor are born at times $\sigma_i, i \in \mathbb{N}$ (if there are finitely many children, we set the birth-times infinite after the last child is born). We show that explosion can only happen via having infinite rays (line of descendants) with finite total length, see Lemma 1.3 below.

In Section 2, we study the operator $T_\xi$ acting on non-increasing functions with values in $[0, 1]$, corresponding to the distributional identity

$$V \overset{d}{=} \min_{i \in \mathbb{N}} V_i + \sigma_i,$$

that is ensured by the basic branching structure of the process. We show that the process explodes if and only if there is a non-constant fixed point function of this operator, and study the properties of the distribution function of the explosion time. In particular we show that

1) the distribution function of the explosion time is the smallest fixed point function of the operator (Lemma 2.1) and it is non-decreasing (Claim 2.2),
2) explosion can happen arbitrarily fast (Claim 2.3),
3) the BP a.s. explodes on survival (no conservative survival is possible) (Claim 2.4),
4) If two reproduction functions have corresponding operators with one operator dominating the other, then the explosion of the process with dominating operator implies the explosion of the other process (Claim 2.7).

In Section 3 we study BPs with general reproduction processes. In particular, we investigate what happens if $\xi$ has a positive expected mass at 0, or has finite expected mass in some interval around 0, see Theorem 3.1. In particular, Theorem 3.1 implies that a process can never be explosive if the reproduction process has finite expected mass on compact intervals. In this section, we develop a method that we call stochastic domination around the origin and coupling around the origin, respectively, see Definitions 3.4 and 3.6. We prove a general comparison theorem stating that if for some $t_0 > 0$, two point processes can be coupled in such a way that one of them has at least as many points on every interval $[0, t]$, for all $t < t_0$ than the other process has, then the explosion of the latter process implies explosion of the first process, see Theorem 3.7.

In Section 4, we introduce classical examples such as

1) age-dependent branching processes, where each individual has a random number of children with i.i.d. birth-times from distribution $\sigma$.
2) epidemic models with incubation times and/or contagious periods, where each individual has a random number of children with i.i.d. birth times from distribution $\sigma$, but only those are actually born who fall within a random interval $[I, C]$. $I$ is called the incubation time while $C$ is called the end of the contagious period.
3) Backward version of epidemic models, where each individual has a random number of children with i.i.d. birth times from distribution $\sigma$, but child $i$ is only born if it falls within a random interval $[I_i, C_i]$, where the intervals $[I_i, C_i]$ are independent copies of $[I, C]$.

Then, in Section 4.2 we develop very natural comparison theorems saying that the following help the explosion to occur:

1) shorter birth-times $\sigma$ (without incubation times: Theorem 4.6, with incubation times: Theorem 4.10),
2) longer contagious period $C$ (Theorem 4.6),
3) shorter incubation times $I$ (Theorem 4.7),
4) more offspring (Theorem 4.13).

Further, we show that the explosion of the backward process always implies the explosion of the forward process, see Theorem 4.14.
In Section 4.3, we start to investigate the effect of contagious periods and incubation times in more detail. We show that the distribution of $C$, the end of the contagious period, does not matter in terms of explosion: it is impossible to stop the explosion by superimposing a contagious period $C$ on an explosive process (with or without incubation times), see Theorem 4.17 and Corollary 4.19.

On the other hand, we show that incubation times do matter in terms of explosion: any explosive age-dependent BP becomes conservative when we superimpose an incubation time $I$ on it that would constitute a conservative process if it were the birth-time distribution, see Theorem 4.20. Thus, explosivity of the two age-dependent BPs with birth-times $\sigma$ and $I$, respectively, is necessary for the epidemic model with incubation times $I$ to be explosive.

In Section 5, we introduce the notion of minimum-summability, (min-summability in short): a distribution $\sigma$ is min-summable for an infinite sequence $(a_k)_{k \in \mathbb{N}}$, if, taking the minimum of $a_k$ i.i.d. copies of $\sigma$ is summable in $k$ almost surely. This notion was introduced by Amini et al. in [1], where they showed that min-summability of distribution $\sigma$ with respect to the generation sizes of a Galton-Watson BP ($a_k = Z_k$) implies the explosivity of the age-dependent BP with birth times $\sigma$ and offspring as in the Galton-Watson BP, see Theorems 5.6 and 5.7, as long as the offspring distribution has sufficiently heavy tails, that they call plump (Definition 5.2).

We introduce the notion of plump power-law distributions, see Definition 5.3. Roughly speaking, a distribution is a plump power-law if the tail behaves as a power-law, where the exponent can vary infinitely many times between different values, but it can not be much heavier than that, at least eventually. We give a rather transparent integral condition that the distribution of the birth-times $\sigma$ should satisfy that is necessary and sufficient for the explosivity of all age-dependent BPs with plump power-law offspring, see Lemma 5.8. This in particular implies that if a birth-time distribution is explosive for one offspring distribution with power-law exponent $\alpha \in (0, 1)$, then it is explosive for all offspring distribution that are plump power-laws, see Corollary 5.10.

In Theorem 5.11 we show that explosivity is closed under the following operations on the birth-time distribution:
1) multiplication by a positive constant
2) taking the maximum or minimum of two or more independent variables
3) taking the sum of two or more independent variables
4) binomial thinning: each individual is kept only with some fixed probability $p$.

In Section 6, we provide a new proof of the harder direction of Theorems 5.6 by [1]: we show that for plump power-law offspring distributions, min-summability implies explosion. We do this by a generation-dependent thinning approach of the BP. In each generation, we throw away all the edges that have too long birth-times so that each remaining infinite ray has summable total length and show that the thinned process is supercritical. This proof is important since it reveals the robustness of explosivity in the choice of the power-law exponent $\alpha$. Further, it can be adapted to analyse the explosivity of epidemic models with incubation periods, where independence is lost between the birth-times of the children of the same individual.

In Section 7, we investigate epidemic models with incubation times. In Theorem 4.20, we have shown that an explosive process can be stopped by superimposing an incubation time on it that would form a conservative process if it would be used as birth-time distribution. This raises the natural question: can an explosive incubation time distribution stop an age-dependent BP to be explosive? In other words: Assume that two branching processes with the same offspring distribution $X$, birth-time distributions $\sigma$ and $I$, respectively, are
explosive. Is then the epidemic model with offspring distribution \( X \), birth-time distribution \( \sigma \) and incubation time distribution \( I \) always explosive?

The answer turns out to be yes but the current proof is far from trivial and does not cover the full generality. We prove first in Theorem 7.1 that if \( X \) is a plump distribution that forms an explosive BP with both possible birth-time distributions \( \sigma \) and \( I \), then the combination when one of them is used as incubation time produces an explosive backward-process of epidemics. The advantage of the backward process is that it maintains independence across the birth-times of children of an individual. However, since only those edges are kept that are longer than the incubation time on that edge, exactly the long edges are likely to be kept and hence explosivity of the thinned process is not trivial. Somewhat surprisingly, the bad cases are those birth-times that have a very steep distribution function around the origin: these are likely to be small, and hence thinned by an incubation time. The proof goes by verifying the integrability condition developed earlier for the new (thinned) birth-time distribution.

Then, in Theorem 7.2, we prove the same statement for the forward process: namely that two explosive age-dependent BPs, when combined as one of the birth-times serving as incubation time, always forms an explosive forward process of an epidemic. The proof is similar to the new proof of the min-summability Theorem 6.1: here, we perform a generation dependent thinning of vertices: we thin a vertex in generation \( n \) if either its incubation time is longer than \( \delta t_n \), or its birth-time does not fall in the interval \((\delta t_{n-1}, t_{n-1}]\). We choose the thinning thresholds \( t_n \) to be summable in an appropriate way. This thinning ensures that if an infinite ray is not thinned, then all the vertices on it satisfy that their birth-time is larger than the incubation time of their parent vertex, i.e., the forward process of the epidemic can proceed to infinity on any such ray in finite total time. We show that for an appropriate choice of \( t_n \), the thinned process forms a supercritical process, whenever the offspring distribution is a plump power-law.

The combination of Theorems 7.1 and 7.2 shows that for plump power-law offspring distributions, the explosivity of the two age-dependent BPs is necessary and sufficient for the explosivity of the epidemic model with incubation times (both backward and forward versions). For strictly plump distributions, (i.e. those that have heavier tail than power-law, infinitely often, e.g. \( 1 - F(t) = C/\log t \)), the question of sufficiency remains open for the forward process. The backward process is covered in Theorem 7.1 for this case as well. The author conjectures that this is indeed the case.

Finally, in Section 8 we study some interesting examples of birth-time distributions: we show e.g. that singular distributions can easily form an explosive BP with power-law offspring distributions: we go as far as constructing a distribution function that allocates discreet masses on a sequence of points, that have 0 as their only accumulation point.

1.3. Open problems. This paper is essentially only concerned with the question whether a CMJ branching process explodes, and thus can be considered as the first step in the analysis of these processes. From the random graph points of view, there is a need to investigate other characteristics of these processes as well: the generation of the \( k \)th born individual, for instance, is a relevant question in understanding the hopcount between two vertices in the graph. Finer properties of the distribution of the explosion time could be also studied such as its tail-behaviour and its behaviour around the origin.

Further, for conservative BPs with infinite mean offspring, most questions are open, even for the ‘simple’ age-dependent case, when all the individuals have independent birth-times. Here we distinguish two cases: when the support of the distribution of birth-times goes down to 0 or when it does not, i.e., when \( \inf \text{supp } F = 0 \) or when \( \inf \text{supp } F = c > 0 \).
In the first case, from the random graph point of view, it is an urgent need to study the possible asymptotic behavior of the date of birth of the kth individual in the process: in principle this can be any function that grows to infinity not faster than of order log log k. For the time to reach an individual in generation k, the asymptotic behavior is known under some conditions, see the work of Bramson [19] and Dekking and Host [24]. The generation of the kth born individual in this setting is another relevant quantity that needs further investigations.

When the support of the birth-time distribution is strictly above 0, the Dirac-delta case is relatively well-understood: we are in the setting of an infinite mean Galton-Watson BP, see again [23, 56] for further references. If the birth-times are of the form σ = c + X for some random variable X, it seems to the author that the distribution of the additional birth-time X must play an important role in the growth of the process: when this extra time would form an explosive process, we expect that the behaviour of the process will be to a large extent similar to that of the Galton-Watson case. The behaviour of the process when the extra time X would form a conservative BP is for now unknown.

The behavior of conservative general CMJ branching processes is another interesting topic. Some recent work in this direction is that of Dereich et al [25, 26], who investigate condensation phenomenon in certain CMJ processes where no Malthusian parameter exists.

1.4. The model. A general Crump-Mode-Jagers type branching process (BP) is constructed as follows: an initial ancestor, 0, the root of the process, is born at time zero. She is a mother of some children, and her reproduction process, denoted by ξ0, contains the consecutive times of birth. We assume that ξ0 is a copy of a point process ξ. We denote by 0 ≤ σ1 ≤ σ2 ≤ ... the consecutive appearance of points in ξ. We only assume for now that the total number of points in ξ is countable almost surely. If it is finite and equals k, we set σi = α for all i > k. Then for 0 ≤ s ≤ t ≤ ∞ we define

\[ ξ[s, t] := ∑_{i ∈ N} δ_{σ_i} \cdot 1_{σ_i ∈ [s, t]} \]

We abbreviate ξ(t) := ξ[0, t]. Note that ξ[s, t] is a measure valued variable. We write [ξ[s, t]], [ξ(t)] for the total mass in the interval [s, t] and [0, t], respectively.

Each of the children of the root, born on date τi := σi, have their own ‘life story’ given by reproduction processes (ξi)i∈N that start at date τi, and conditioned on τi, they are i.i.d. copies of the point process ξ. More generally, each descendant x of the root reproduces in an i.i.d. manner, following a copy of the point process ξ, shifted to start at the descendant’s birth date τx. We can code the descendants in generation n by words from the alphabet N+: an individual x = i1i2...in is the in-th child of the i_{n-1}th child of the ... of the i1th child of the initial ancestor, and her date of birth is τx = τ_{i1i2...in-1} + 1_{i1i2...in-1} + σ_{i1i2...in-1}, where σ_{i1i2...in-1} denotes the time of appearance of the in-th point in the process ξ_{i1i2...in}. We denote the set of all words of length n by G_n, and the set of all possible words by G, i.e.,

\[ G_n := N^n, \quad G := \{0\} \bigcup_{n ∈ N} G_n. \]

We denote by G∞ the set of words of infinite length, i.e., an infinite sequence i1i2..., and we call these rays. For a word x ∈ G_n, n > k, we denote x|k the truncation of x at length k, that is, if x = i1i2...in then x|k = i1i2...ik. This is the ancestor of x in generation k. Similarly, we write x|_{k−1} for the k-th ancestor of the individual x, i.e., again for x = i1i2...in, x|_{k−1} = i1i2...in−k. Note that x|−1 is the mother of x. In the sequel, we refer to τx as

[1] Jagers and Nerman [38] used this wording. We find it quite natural, so we will stick to mothers and daughters.
the date of birth of $x$, and somewhat misusing the notation, $\sigma_x$ as the birth-time of $x$, i.e., $\sigma_x := \tau_x - \tau_{x-1}$ describes how old was the mother of $x$ when she gave birth to $x$. With these notation in mind, at time $t$, the already born children of individual $x$ are given by $\xi_x(t - \tau_x)$, where we define $\xi := \emptyset$ for $t < 0$. We observe the already existing population at time $t$:

$$D(t) := \bigcup_{x \in G} \mathbb{I}_{\tau_x \leq t}.$$ 

We set $D(t) := |D(t)|$.

**The coming generation.** In the theory of CMJ branching processes, the coming generation at time $t$, $N(t)$, plays a crucial role: these are the individuals who are not yet born but whose mother is already born. Or, the other way round, the future children of already alive individuals, i.e.,

$$N(t) = \bigcup_{x \in G} \xi_x[t - \tau_x, \infty) \mathbb{I}_{\tau_x \leq t}.$$ 

We set $N(t) := |N(t)|$. We comment here on the naming differences: in many papers $D(t)$ is called the set of *dead individuals* while $N(t)$ is called the set of *alive individuals* at time $t$, however, when these names are used, then a mother reproduces upon death and gives rise to its children. In this naming, the set $N(t)$ is already part of the branching process at time $t$. Here we stick to the more mild naming tradition and suppose that mothers give birth during their life process (and we do not assume anything about their death).

**Explosion of the process.** The branching process is called explosive if the event of reaching infinitely many individuals in finite time has positive probability. More precisely,

**Definition 1.1** (Explosive vs. conservative BP). A branching process with reproduction function $\xi$ is called explosive if for some $t > 0$

$$P(D(t) = \infty) > 0.$$ 

Otherwise it is called conservative.

Clearly, if for some $t > 0$, $P(\xi(t) = \infty) > 0$, then the process is explosive, since a single mother can produce infinitely many children. We call this sideways-explosion and we are not concerned with it in this note. We refer the interested reader to the work of Sagitov et al. [52, 53] and references therein.

**Definition 1.2.** Let $M_n := \inf\{t : D(t) \cap G_n \neq 0\}$ denote the first time an individual in $G_n$ is born, i.e., $M_n$ is the time to reach generation $n$. Let $\tau^n$ denote the date of birth of the $n$th appearing new individual in the population, i.e., $\tau^n = \inf\{t : D(t) = n + 1\}$ is the time to reach size $n + 1$ for the population.

Note that $M_\infty$ is the length of the shortest ray to infinity, while $\tau^\infty$ is the explosion time, the first time when $D(t) = \infty$. Here we arrive at our first lemma.

**Lemma 1.3** (Explosion = convergent rays). Assume that almost surely for all $t > 0$, $\xi(t) < \infty$ holds. Then,

$$\lim_{n \to \infty} \tau^n = \lim_{n \to \infty} M_n := V,$$

where $V$ is called the explosion time of the process. This means that the event $\{V \leq t\}$ is equivalent to having an infinite ray with finite total length, i.e.,

$$\{\exists x \in G_\infty : \forall n \in \mathbb{N}, \tau_{x/n} \leq t\}.$$ 

If further $\xi(\infty) < \infty$ holds almost surely, then $\{N(t) = \infty\} \subseteq \{D(t) = \infty\}$. 
Proof. Note that \( \{ \lim_{n \to \infty} \tau^n \leq t \} = \{ D(t) = \infty \} \). We show that this is equivalent to
\[
\bigcap_{k \in \mathbb{N}} \{ \exists x \in G_k, \tau_x \leq t \} = \lim_{n \to \infty} \{|G_k \cap D(t)| \geq 1\} = \{ \lim_{n \to \infty} M_n \leq t \}. \tag{1.2}
\]
The direction where (1.2) implies \( \{ D(t) = \infty \} \) is obvious by noting that the left hand side is a nested sequence. Indeed, if \( x \in G_n \cap D(t) \) then \( x|k \in D(t) \) for all \( k \leq n \), i.e., all the ancestors of \( x \) are already born, hence, \( |G_k \cap D(t)| > 0 \).

For the reverse direction, clearly \( |G_0 \cap D(t)| = 1 < \infty \). Since \( \xi(t) < \infty \) for all \( t \in \mathbb{R}^+ \), with inductive reasoning we also obtain \( |G_n \cap D(t)| < \infty \) for all \( n \in \mathbb{N} \), since
\[
|G_n \cap D(t)| = \bigcup_{x \in G_n} 1_{\tau_x \leq t} = \bigcup_{x \in G_{n-1} \cap D(t)} \xi_x(t - \tau_x) < \infty
\]
since it is a finite union of finitely many points. Since \( D(t) = \sum_{n=1}^{\infty} |G_n \cap D(t)| \) the event \( \{ D(t) = \infty \} \) implies that \( |G_n \cap D(t)| > 0 \) for infinitely many \( n \). Again, if \( x \in G_n \cap D(t) \) then \( x|k \in D(t) \) for all \( k \leq n \), i.e., all the ancestors of \( x \) are also already born, hence, \( |G_k \cap D(t)| > 0 \). As a result, we get that \( \{ D(t) = \infty \} \) implies (1.2).

For the last statement of the lemma, note that \( N(t) = \sum_{x \in D(t)} \xi_x[t - \tau_x, \infty] \). Since each summand is finite, \( \{ N(t) = \infty \} \) implies that the number of summands is infinite. \( \square \)

2. An Operator-approach.

From now on, we will assume \( |\xi(t)| < \infty \) almost surely for all \( t < \infty \). Here we generalise the operator approach used in [29, 58]. In what follows, we write a recursive functional equation for the generating function of \( D(t) \) and \( N(t) \). Note that by the branching property, we can decompose \( D(t) \) and \( N(t) \) using the immediate children of the root
\[
N(t) = \sum_{i \in \mathbb{N}} \left( N^{(i)}(t - \sigma_i) 1_{\sigma_i < t} + 1_{\sigma_i > t} \right) = \int_0^t N^{(x)}(t - x) \xi(dx) + \int_t^\infty 1_x \xi(dx)
\]
\[
D(t) = 1 + \sum_{i \in \mathbb{N}} D^{(i)}(t - \sigma_i) 1_{\sigma_i < t} = 1 + \int_0^t D^{(x)}(t - x) \xi(dx),
\]
where \( N^{(i)}, D^{(i)} \) are i.i.d. copies of \( N(t), D(t) \), and where \( N^{(x)}, D^{(x)} \) abbreviates the fact that we need an i.i.d. copy of \( N, D \) whenever \( \xi \) puts non-zero mass at the point \( x \). Using these definitions, the generating function \( G_D(s, t) := \mathbb{E}[s^{D(t)}] \) for \( s \in [0, 1] \) satisfies
\[
G_D(s, t) = s \mathbb{E} \left[ \mathbb{E} \left[ \sum_{i \in \mathbb{N}} D^{(i)}(t - \sigma_i) 1_{\sigma_i < t} | \xi \right] \right]
\]
\[
= s \mathbb{E} \left[ \prod_{i: \sigma_i < t} G_D(s, t - \sigma_i) \right]
\]
\[
= s \mathbb{E} \left[ \exp \left\{ \int_0^t \log(G_D(s, t - x)) \xi(dx) \right\} \right],
\]
where in the second line we used that given the values of \( \sigma_i \), the processes \( D^{(i)} \) are independent. Similarly, the generating function \( G_N(s, t) := \mathbb{E}[s^{N(t)}] \) for \( s \in [0, 1] \) satisfies
\[
G_N(s, t) = \mathbb{E} \left[ s \sum_{i \in \mathbb{N}} N^{(i)}(t - \sigma_i) 1_{\sigma_i < t} 1_{\sigma_i > t} | \xi \right]
\]
\[
= \mathbb{E} \left[ \prod_{i: \sigma_i < t} G_N(s, t - \sigma_i) \right] s \xi(t, \infty)
\]
\[
= \mathbb{E} \left[ \exp \left\{ \int_0^t \log(G_N(s, t - x)) \xi(dx) + \int_t^\infty \log s \xi(dx) \right\} \right].
\]
We see that \( \phi(t) := G_D(1, t) = \sum_{k=1}^{\infty} \mathbb{P}(D(t) = i) = \mathbb{P}(D(t) < \infty) \) satisfies
\[
\phi(t) = \mathbb{E} \left[ \exp \left\{ \int_0^t \log(\phi(t-x)) \xi(dx) \right\} \right]. \tag{2.1}
\]
Further note that \( \phi_N(t) = G_N(1, t) \) satisfies the exact same equation. Let us introduce the operator \( (T_\xi f)(\cdot) \) acting on functions \( f : \mathbb{R}^+ \to \mathbb{R}^+ \) as follows:
\[
(T_\xi f)(t) = \mathbb{E} \left[ \exp \left\{ \int_0^t \log(f(t-x)) \xi(dx) \right\} \right], \tag{2.2}
\]
and set \( \Omega_{[0,1]} := \{ f : \mathbb{R}^+ \to [0,1] \} \) the space of functions with values in \([0,1]\). Then, \( T_\xi : \Omega_{[0,1]} \to \Omega_{[0,1]} \). Indeed, for any function with values in \([0,1]\), \( \int_0^t \log(f(t-x)) \xi(dx) < 0 \), exponentiation and taking expectation yields the statement. Further, the monotonicity of the logarithm function, integration, exponentiation and expectation implies that if for two functions \( f, g \in \Omega_{[0,1]} \), \( f(t) \leq g(t) \) holds for all \( t \geq 0 \) then also \( (T_\xi f)(t) \leq (T_\xi g)(t) \), that is, \( T_\xi \) preserves ordering.

\( \text{2.0.1. Probabilistic interpretation.} \) Let us note that the explosion time of the branching process can be written as
\[
V := \inf\{t : D(t) = \infty\} = \sup\{t : D(t) < \infty\}
\]
Then, \( \{V > t\} = \{D(t) < \infty\} \) and hence
\[
\mathbb{P}(V \leq t) = \mathbb{P}(D(t) = \infty) = 1 - \phi(t). \tag{2.3}
\]
As a result, we see that \( 1 - \phi(t) \) is the distribution function of \( V \). Note that (2.1) uses the basic branching property of the process: the fact that conditioned on the birth time of the first generation individuals, the different subtrees are independent. It is clear that the BP reaches infinitely many individuals if and only if one of the branches reaches infinitely many individuals, hence, we obtain the distributional identity
\[
V \overset{d}{=} \min_{i \in \mathbb{N}} \{\sigma_i + V_i\},
\]
where \( V_i \) are i.i.d. from the same distribution as \( V \), and \( V_i \) denotes the (possibly infinite) explosion time of the subtree of the \( i \)th child of the root. As a result,
\[
\phi(t) = \mathbb{P}(V > t) = \mathbb{P}(\forall i : V_i + \sigma_i > t) = \mathbb{E} \left[ \prod_{i : \sigma_i \leq t} \phi(t-\sigma_i) \right] = (T_\xi \phi)(t).
\]

In the coming section, we describe some basic methods of determining whether a process explodes or not by analysing the operator \( T_\xi \) more carefully. We also obtain some further properties of explosion times.

\( \text{2.1. Properties of the operator } T_\xi \text{ and the explosion time.} \)

\( \text{Lemma 2.1.} \) The function \( \phi(t) := \mathbb{P}(D(t) < \infty) \) is the smallest function that solves the fixed point equation
\[
\phi(t) = (T_\xi \phi)(t), \tag{2.4}
\]
in the sense that for any other function \( f(t) \in \Omega_{[0,1]} \) with \( f = T_\xi f \), the inequality \( \phi(t) \leq f(t) \) holds for all \( t \geq 0 \). Hence, the branching process with reproduction process \( \xi \) is explosive if and only if there exists a fixed point function \( \phi(t) \neq 1 \in \Omega_{[0,1]} \) that solves (2.4).
Proof. For the special case given in Example 4.1 below, it was observed in [29, 58] that for the following sequence of functions
\[ \phi_0 \equiv 0, \quad \phi_k(t) := (T_\xi \phi_{k-1})(t), \quad \tag{2.5} \]
\( \phi_k(t) \) converges pointwise to \( \phi(t) = \mathbb{P}(D(t) < \infty) \). Indeed, note that the root is born immediately in the process, hence \( |G_0 \cap D(t)| = 1 \). Clearly we have then \( \phi_0(t) = \mathbb{P}(|G_0 \cap D(t)| = 0) \). We prove by induction that \( \phi_k(t) = \mathbb{P}(|G_k \cap D(t)| = 0) \). Indeed, since \( \log(0) = -\infty \) and an empty integral equals 0, we have
\[
\phi_1(t) = \mathbb{E} \left[ \exp \left( \int_0^t \log(0) \xi(dx) \right) \right] = \mathbb{E}[0 \mathbb{1}_{\xi(t) > 0} + 1 \mathbb{1}_{\xi(t) = 0}]
= \mathbb{P}(\xi(t) = 0) = \mathbb{P}(|G_1 \cap D(t)| = 0).
\]
Similarly,
\[
\phi_k(t) = \mathbb{E} \left[ \exp \left\{ \int_0^t \log(\mathbb{P}(|G_{k-1} \cap D^{(s)}(t-x)| = 0)) \xi(dx) \right\} \right]
= \mathbb{E} \left( \prod_{i \leq t} \mathbb{P}(|G_{k-1} \cap D^{(i)}(t-x)| = 0) \right)
= \mathbb{P}(|G_k \cap D(t)| = 0).
\]
Clearly we have \( \{|G_k \cap D(t)| = 0\} \subseteq \{|G_n \cap D(t)| = 0\} \) for all \( n \geq k \), hence, it is easy to see that for any fixed \( t \geq 0 \), \( \phi_k(t) \) is non-decreasing in \( k \). Since also \( 0 < \phi_k(t) < 1 \), the pointwise limit
\[ \phi(t) := \lim_{k \to \infty} \phi_k(t) = \lim_{k \to \infty} \mathbb{P}(|G_k \cap D(t)| = 0) \quad \tag{2.6} \]
exists, and also
\[ \phi(t) = \lim_{k \to \infty} \phi_k(t) = \lim_{k \to \infty} (T_\xi \phi_k)(t) = (T_\xi \phi)(t). \quad \tag{2.7} \]
hence \( \phi(t) = \lim_{k \to \infty} \phi_k(t) \) satisfies the fixed point equation (2.4). It is also the smallest solution of this fixed point equation in \( \Omega_{[0,1]} \). Indeed, for any other fixed point function \( f \in \Omega_{[0,1]} \), \( \phi_0 \leq f \) holds trivially. Apply the operator \( T_\xi \) \( k \) times to both sides to obtain \( \phi_k \leq f \), (recall that \( T_\xi \) preserves ordering), and take the limit to obtain \( \phi \leq f \).

Finally, it is easy to see that \( f(t) \equiv 1 \) always satisfies (2.4). Indeed, since \( \log(1) = 0 \), the integral gives \( \exp\{0\} = 1 \) for all \( t \in \mathbb{R}^+ \). Hence, the process is explosive if and only if there is a solution \( \phi(t) \) to (2.4) with \( \phi(t) < 1 \) for some \( t \in \mathbb{R}^+ \).

Claim 2.2. The function \( \phi(t) = \mathbb{P}(D(t) < \infty) \) is non-increasing in \( t \).

Proof. We use the sequence of functions \( (\phi_k)_{k \geq 0} \) as in the proof of Lemma 2.1. Trivially, \( \phi_0(t) \) is non-increasing, and since \( T_\xi : \Omega_{[0,1]} \to \Omega_{[0,1]} \), \( \phi_k(t) \leq 1 \) for all \( k \in \mathbb{N}, t \in \mathbb{R}^+ \). We write
\[
\phi_{k+1}(t) - \phi_{k+1}(s) = \mathbb{E} \left[ \exp \left\{ \int_0^s \log(\phi_k(t-x)) \xi(dx) \right\} \cdot \left( \exp \left\{ \int_s^t \log(\phi_k(t-x)) \xi(dx) \right\} - 1 \right) \right].
\]
Note that the factor \( \exp \left\{ \int_s^t \log(\phi_k(t-x)) \xi(dx) \right\} - 1 \) on the right hand side is nonpositive (since \( \phi_k(t-x) < 1 \)), hence the right hand side is at most 0. To finish, note that \( \phi(t) = \lim_{k \to \infty} \phi_k(t) \geq \lim_{k \to \infty} \phi_k(s) = \phi(s) \).

A bit more sophisticated statement is to see the following:

Claim 2.3 (Explosion can happen arbitrarily fast). Let \( \phi \) be the smallest solution to (2.4) in \( \Omega_{[0,1]} \). Then either \( \phi(t) \equiv 1 \) or \( \phi(t) < 1 \) for all \( t > 0 \).
Proof. Suppose $\phi(t) \equiv 1$ in an interval $[0, t_0]$ but $\phi(t) < 1$ for $t > t_0$. Consider the function $\psi(t) := \phi(t + t_0)$ for $t > t_0$. Then $\psi(t) < 1$ for all $t > 0$, and further,

\[
(T_\xi \psi)(t) = \mathbb{E}\left[\exp\left\{\int_0^t \log(\phi(t + t_0 - x)) \xi(dx)\right\}\right] \\
= \mathbb{E}\left[\exp\left\{\int_{t_0}^{t+t_0} \log(\phi(t + t_0 - x)) \xi(dx)\right\}\right], \tag{2.8}
\]

since $\phi(t + t_0 - x) = 1$ for $x \in [t, t + t_0]$. But $\int_{t_0}^{t+t_0} \log(\phi(t + t_0 - x)) \xi(dx) = 0$. Note that the rhs of (2.8) equals $\psi(t) = \psi(t)$. As a result, $\psi(t) = (T_\xi \psi)(t)$ is also satisfied. To finish, recall that $\phi(t)$ is per definition the smallest solution to the fixpoint equation (2.4). This is a contradiction, since $\psi(t)$ is also a solution and $\psi(t) < \phi(t)$ on $[0, t_0]$. \qed

As usual in the theory of branching processes, we say that the BP survives if $N(t)$, the size of the coming generation never reaches zero, that is, the event $\{N(t) \geq 1 \forall t \geq 0\}$ holds. Similarly, we say that extinction occurs or the process dies out if $\{\exists t \geq 0, N(t) = 0\}$, that is, the total size of the existing population $D(t)$ eventually stops increasing.

**Claim 2.4** (No conservative survival possible). Let $\xi$ be the reproduction process of an explosive BP, that is, let us assume that the equation $\phi(t) = (T_\xi \phi)(t)$ has a non-trivial solution $\phi(t) < 1$ for $t > 0$. Then, almost surely, the process explodes on survival, that is,

$\mathbb{P}(\{V < \infty\} \cap \{\text{the BP survives}\}) = 0,$

where $A \circ B = (A \setminus B) \cup (B \setminus A)$ is the symmetric difference of the events $A, B$.

*Proof.* First, note that $\mathbb{P}(V = \infty) = \lim_{t \to \infty} \phi(t) := \phi(\infty)$. Per definition, $\phi(\infty)$ satisfies the equation

$$
\phi(\infty) = (T_\xi \phi)(\infty) = \mathbb{E}\left[\prod_{i : \sigma_i < \infty} \phi(\infty)\right] = \mathbb{E}\left[\phi(\infty)^{\xi(\infty)}\right].
$$

Note that this is the exact same recursion as the one that the extinction probability of the BP satisfies. Indeed, the process goes extinct if and only if all the subtrees of the children of the root go extinct. Hence, $\mathbb{P}(\text{extinction occurs}) = \mathbb{P}(V = \infty) = \mathbb{P}(\text{the process does not explode})$. Note also that $\{\text{extinction occurs}\} \subseteq \{V = \infty\}$, since the first event, $\{N(t) = 0\}$ implies that $\{D(t) < \infty\}$ by the last statement of Lemma 1.3. Taking the complement of the events finishes the proof. \qed

2.2. General methods to test explosivity. The operator $T_\xi$ provides a method to show that a particular process is explosive. This is the content of the next lemma, that first appeared in [29] for the special case Example 4.1.

**Claim 2.5** (Test-functions). The branching process with reproduction function $\xi$ is explosive if and only if there exists $t_0 > 0$ and a function $f : [0, t_0] \to [0, 1]$ with $f \neq 1$ and

$$
f(t) \geq (T_\xi f)(t) \tag{2.9}
$$

for all $t \in [0, t_0]$.

**Remark 2.6.** Sometimes it will be easier to analyse the following operator:

$$
(Q_\xi f)(t) := 1 - (T_\xi(1 - f))(t) \tag{2.10}
$$

Note that if $\phi(t)$ solves (2.4) then $\eta(t) := 1 - \phi(t)$ solves $\eta(t) = (Q_\xi \eta)(t)$. As a result, Claim 2.5 can be rephrased using the operator $Q_\xi$: The branching process with reproduction function $\xi$ is explosive if and only if there exists $t_0 > 0$ and a function $f : [0, t_0] \to [0, 1]$ with $f \neq 0$ and $f(t) \leq (Q_\xi f)(t)$ for all $t \in [0, t_0]$. 


Claim 2.7 (Operator domination implies stochastic domination of explosion times). Let \( \xi \) and \( \xi' \) be two reproduction functions with corresponding operators \( T_\xi \) and \( T_{\xi'} \). Suppose there exists a \( t_0 > 0 \) such that for every \( t \in [0, t_0] \), for every non-increasing \( f : [0, t_0] \to [0, 1] \)

\[
(T_\xi f)(t) \geq (T_{\xi'} f)(t)
\]

holds, then the explosivity of \( BP_\xi \) implies the explosivity of \( BP_{\xi'} \) and further, the explosion time \( V_{\xi'} \) of \( BP_{\xi'} \) is stochastically dominated by the explosion time \( V_\xi \) of \( BP_\xi \), that is, \( V_{\xi'} \leq V_\xi \).

Proof of Claim 2.5. If the BP is explosive, then \( \phi(t) = \mathbb{P}(D(t) < \infty) < 1 \) for \( t > 0 \) and it satisfies \( \phi(t) = T_\xi \phi(t) \), see (2.7) and (2.4), hence, necessity follows. The existence of such an \( f \) is sufficient, since then define

\[
\tilde{\phi}_0(t) := f(t) 1_{t \leq t_0} + 1_{t > t_0}.
\]

and then set recursively \( \tilde{\phi}_k(t) := (T_\xi \tilde{\phi}_{k-1})(t) \). Then, \( \tilde{\phi}_0(t) \geq (T_\xi \tilde{\phi}_0)(t) = \tilde{\phi}_1(t) \) for \( t \in [0, t_0] \) by (2.9) and trivially for \( t > t_0 \), since \( 1 = \tilde{\phi}_0(t) \) and \( T_\xi \) maps \( \Omega_{[0,1]} \) into itself. As a result, we see that \( \tilde{\phi}_0(t) \geq \tilde{\phi}_1(t) \) for all \( t \geq 0 \). Apply \( T_\xi \) on both sides to obtain \( \tilde{\phi}_k \geq \tilde{\phi}_{k+1} \) for all \( k \) and \( t > 0 \), since \( T_\xi \) preserves ordering (see below (2.2)). We obtained \( \tilde{\phi}_k(t) \neq 1 \), a sequence of functions non-increasing in \( k \) with values in \([0,1]\), so

\[
\tilde{\phi}(t) := \lim_{k \to \infty} \tilde{\phi}_k(t)
\]

exists and is strictly less than 1 for some \( t > 0 \). Further, by bounded convergence it satisfies (2.4). Hence, there is a nontrivial fixed point function that solves (2.4) and so the process is explosive.

Proof of Claim 2.7. In this proof, every quantity gets a subscript \( \xi \) or \( \xi' \) to indicate to which BP the quantity belongs to. Suppose the domination of the operators holds and \( BP_\xi \) is explosive. Lemma 2.1 implies that \( \phi_\xi(t) := \mathbb{P}(D_\xi(t) < \infty) \neq 1 \), a non-increasing function solves the fixed point equation (2.4). As a result,

\[
\phi_\xi(t) = (T_\xi \phi_\xi)(t) \geq (T_{\xi'} \phi_\xi)(t).
\]

This means that \( \phi_\xi(t) \) serves as a proper test function for the operator \( T_{\xi'} \), and Claim 2.5 implies that \( BP_{\xi'} \) is also explosive. Following the proof of Claim 2.5, setting \( \tilde{\phi}_0(t) := \phi_\xi(t) \) we obtain that \( \tilde{\phi}_\xi(t) \geq \phi_{\xi'}(t) \), the smallest fixed point function of the operator \( T_\xi \). Recall that \( 1 - \phi(t) \) is the distribution function of the explosion time, see (2.3).

\[
\phi_\xi(t) = \mathbb{P}(D_\xi(t) < \infty) = \mathbb{P}(V_\xi > t) \geq \phi_{\xi'}(t) = \mathbb{P}(V_{\xi'} > t)
\]

and the stochastic domination follows. \( \square \)

3. Analysis of general reproduction processes

In this section, we investigate general reproduction processes. First we study what happens if the expected reproduction measure has a mass at 0, as well as it is finite in some neighborhood of the origin. Then, we develop a comparison of point processes that we call stochastic domination around the origin as well as coupling around the origin. We show that this domination implies operator domination in the sense of Claim 2.7. This new notion of coupling enables us to study and compare the behavior of the classical examples with different reproduction functions below in Section 4.
3.1. Mass of $\xi$ at zero. In what follows, we investigate what happens if $\xi$ has a positive mass at 0, i.e., $P(\xi(0) = 0) \neq 1$. The analysis of this problem for age-dependent branching processes, (Example 4.1) was carried out first by Sevast’yanov [58, Theorems 7, 8, 9]. Then, for discrete birth-times, it was re-discovered for branching random walks by Dekking and Host [24]. A good summary is given in the introduction of [1]. Here we provide statements for the general case, i.e., not just for age-dependent BPs but for general reproduction functions.

The next theorem reduces the question to study reproduction functions that have no mass at 0 but the expected number of points in any compact interval $[0, K]$ is infinite.

**Theorem 3.1.** Consider a branching process with reproduction function $\xi$. Then,

(a) The process is explosive if $E[|\xi(0)|] > 1$, (including also the case $E[|\xi(0)|] = \infty$).

(b) The process is conservative if $E[|\xi(0)|] < 1$ and there exists a finite $t_0 > 0$ such that

$$E[|\xi(t_0)|] < \infty,$$

(i.e., $\xi$ has a finite intensity measure in some open neighborhood of the origin).

(c) If $E[|\xi(0)|] = 1$ and

(i) $P(|\xi(0)| = 0) = 0$, then the process is explosive.

(ii) $P(|\xi(0)| = 0) > 0$, and $E[|\xi((0, t_0))|] = 0$ for some $t_0 > 0$, then the process is conservative.

(iii) $P(|\xi(0)| = 0) > 0$, and there exists a finite $t_0 > 0$ such that for all $0 < t < t_0$, $0 < E[|\xi(t)|] < \infty$, (3.2)

(i.e., $\xi$ has a finite but positive intensity measure in some open neighborhood of the origin, then the question whether the process is explosive or conservative can be reduced to study a related process $\xi'$ with $E[|\xi'(0)|] = 0$ and $E[|\xi'(t)|] = \infty$ for all $t > 0$.

**Remark 3.2.** The main message of this theorem is that only those processes might be explosive that either satisfy the criterions of part (c) (i) or (iii) or have $E[|\xi(t)|] = \infty$ for all $t > 0$.

An immediate corollary is the following.

**Corollary 3.3.** Branching processes with finite expected intensity measure can never be explosive. In particular, no Poissonian process can be explosive with locally finite intensity measure.

Inhomogeneous Poisson point processes as reproduction functions that do not have Malthusian parameter are always conservative if the intensity measure is locally finite: for instance, an inhomogeneous Poisson process with intensity measure $\mu(t) = \exp\{x^\alpha\}$ for any $\alpha > 1$, or any function that grows faster than exponential to infinity, is conservative. On the other hand, if e.g. $\mu(t) = 1/(1 - x)$ on $[0, 1)$ then the process explodes ‘sideways’, i.e., already a single individual produces infinitely many offspring in finite time.

We further remark that condition (3.2) is strictly weaker than having finite Malthusian parameter, i.e., the existence of a $\lambda > 0$ such that

$$E\left[\int_0^\infty e^{-\lambda x} \xi(dx)\right] = 1.$$  

(3.3)

Indeed, consider

$$\xi := X_1 \delta_0 + X_2 \delta_1 + \sum_{i=1}^{X_3} \delta_{x_i}$$
for a triple of (not necessarily independent) random variables \((X_1, X_2, X_3)\) with \(\mathbb{E}[X_1] < 1, \mathbb{E}[X_3] < \infty\) and \(X_2 < \infty\) almost surely, but \(\mathbb{E}[X_2] = \infty\) and \(\sigma_i\) i.i.d. from an arbitrary distribution with \(F_2(0) = 0\). That is, an individual gives immediately birth to \(X_1\) many children, she has an additional \(X_2\) many children at time 1, and the rest of her total number of children has finite expectation and zero mass at 0. In this case, since \(\mathbb{E}[X_2] = \infty\), no Malthusian parameter exists, yet the process is conservative since it satisfies the criterions in part (b) of Theorem 3.1.

Proof of Theorem 3.1. Part (a). When \(\mathbb{E}[[\xi(0)] > 1\), consider the fixed point equation (2.4) at 0:

\[
\phi(0) = \mathbb{E}[\exp(\log(\phi(0))\xi(0)))] = \mathbb{E}[\phi(0)^{\xi(0)}].
\]  

(3.4)

Note that this equation describes the extinction probability of a usual Galton-Watson branching process with offspring distribution \(\xi(0)\). Since \(\mathbb{E}[[\xi(0)] > 1\), this BP is supercritical, and hence equation (3.4) has a root in \([0, 1]\). As a result, \(\phi(0) < 1\) and hence the process is explosive. We remark that this means that in the original BP, the subprocess where we consider only those individuals that are born 0 time after their mother, i.e., all birth-times are 0, is supercritical and hence it contains an infinite cluster with positive probability.

Part (b). The conditions guarantee the existence of an \(\varepsilon > 0\) with \(\mathbb{E}[[\xi(\varepsilon)] < 1\). So, we can modify \(\xi\) so that every individual born in \([0, \varepsilon]\) is born at 0 instead, i.e.,

\[
\xi'(\varepsilon) = \delta_0 \cdot \xi(\varepsilon) + \xi(\varepsilon, \infty).
\]

Since every birth-time in the process \(\xi'\) is shorter or equal to the birth-times in process \(\xi\), we have \(T_{\xi'} \leq T_\xi\), by Claim 2.7 and so if \(\xi'\) is conservative, then \(\xi\) is also conservative.

Consider now the sub-process of \(\xi'\) with only zero birth-times. This process is subcritical, since \(\mathbb{E}[[\xi'(0)] < 1\). As a result, each cluster of zero-birth individuals is finite almost surely. This implies that in the BP with reproduction function \(\xi'\), any ray to infinity must intersect infinitely many non-zero birth-times, and each of these have at least length \(\varepsilon\). Hence, the total length of any ray is infinite.

Another, more analytic argument is the following. Even though \(T_{\xi'}\) itself might not be a contraction on \([0, \varepsilon]\), its second and more iterates do contract. Indeed, for any \(t \in [0, \varepsilon]\),

\[
(T_{\xi'} f)(t) - (T_{\xi'} g)(t) = \mathbb{E}[f(0)^{\xi(t)} \cdot g(0)^{\xi(t)}] \leq \mathbb{E}[[\xi(\varepsilon)] \cdot f(0) - g(0)].
\]

Since \(\mathbb{E}[[\xi(\varepsilon)] < 1\), the further iterates of \(T_{\xi'}\) contract. As a result, \(T_{\xi'}\) has a unique fixpoint on \([0, \varepsilon]\): the constant 1 function. Then, by Claim 2.3, this is the only fixpoint on \([0, \infty]\) as well and hence \(BP_{\xi'}\) is conservative. Claim 2.7 implies then that \(BP_{\xi}\) is also conservative.

Part (c). Case (i): In this case, every individual has precisely one child that is born at the same time as her. Call this child the first child. Then, there is an infinite ray with 0 total length, namely, \(x = 11111\ldots\) has \(\tau_x = 0\). Hence the process explodes, see Lemma 1.3.

Case (ii): In this case the argument used in Part (b) can be repeated: now, the clusters of zero-birth time individuals form critical Galton-Watson processes and as a result they are finite almost surely. Hence, there must be infinitely many non-zero birth-times on any infinite ray, and these have at least length \(t_0\). Hence, the process is conservative.

Case (iii): Let us do the following iterative procedure: consider all individuals that are born at the same time as their mother, i.e., \(\tau_x = \tau_{x_{i-1}}\) and collapse these individuals to their mother, that is, the new reproduction function of \(x_{i-1}\) is the union of the reproduction processes of all children of her that are born at the same time as her. Do this iteratively until a non-zero birth time individual is reached. In other words, we “collapse” each cluster \(C\) of zero birth-time individuals into a single individual \(v_C\), and all the non-zero birth-time
children of all individuals in $C$ will be allocated as children of $v_C$. This means that the new reproduction process of the root is given by

$$\xi([0,t]) = \bigcup_{x \in G} \mathbb{1}_{\tau_x = 0} \xi_x([0,t]).$$

Note that $\sum_{x \in G} \mathbb{1}_{\tau_x = 0}$ is the total progeny of a critical branching process, and hence $E[\sum_{x \in G} \mathbb{1}_{\tau_x = 0}] = \infty$. Since $E[|\xi_x([0,t])|] > 0$ and the summands are independent, by Wald’s equality, for any $t > 0$,

$$E[|\xi([0,t])|] = \infty, \quad E[|\xi'(0)|] = 0.$$

Hence, we reduced Part (c) (iii) to a reproduction process with zero expected mass at the origin and infinite expected mass elsewhere. □

In what follows we study reproduction processes that belong to the missing class in Theorem 3.1. That is, from now on we assume that $\xi$ is such that for all $t > 0$

$$E[|\xi([0,t])|] = \infty, \quad E[|\xi'(0)|] = 0. \quad (3.5)$$

3.2. Couplings around 0 and tail coupling. In what follows, we develop comparison techniques to be able to compare two reproduction processes $\xi$ and $\xi'$ in terms of explosion. First we start by defining ‘partial’ couplings of random variables.

**Definition 3.4** (Stochastic domination around the origin). For two nonnegative random variables $X, Y$ with distribution functions $F_X(t), F_Y(t)$ we write

$$X \overset{d,0}{\leq} Y$$

and say that $X$ is stochastically dominated by $Y$ around the origin, if there exists a $t_0 = t_0(F_X, F_Y) > 0$ such that $F_X(t) \geq F_Y(t)$ for all $t \in [0, t_0]$.

Similarly, we say that $X$ is stochastically dominated by $Y$ around infinity, or $X$ is tail-dominated by $Y$, and write

$$X \overset{d,\infty}{\leq} Y,$$

if there exist a $K = K(F_X, F_Y) > 0$ such that $F_X(t) \geq F_Y(t)$ for all $t > K$.

**Lemma 3.5.** (1) $X$ is stochastically dominated by $Y$ around the origin if and only if there exists a $t_0 > 0$ and a coupling $(\tilde{X}, \tilde{Y})$ of $X$ and $Y$ such that $\min\{\tilde{X}, t_0\} \leq \min\{\tilde{Y}, t_0\}$.

(2) Further, $X$ is tail-dominated by $Y$ if and only if there exists a $K > 0$ and a coupling $(\tilde{X}, \tilde{Y})$ of $X$ and $Y$ such that $\max\{\tilde{X}, K\} \leq \max\{\tilde{Y}, K\}$. Let us call such a coupling tail coupling.

**Proof.** Part (1). Suppose there is such a coupling. Then for all $t < t_0$,

$$F_Y(t) = \mathbb{P}(\tilde{Y} \leq t) = \mathbb{P}(\tilde{X} \leq \tilde{Y} \leq t) \leq \mathbb{P}(\tilde{X} \leq t) = F_X(t).$$

For the other way round, let $U \sim U[0,1]$ be a uniform random variable and let us define the generalised inverse of a function as $F^{-1}(s) := \sup\{t : F(t) \leq s\}$. Then the coupling $\tilde{X}, \tilde{Y} = F_X^{-1}(U), F_Y^{-1}(U)$ achieves such a coupling. Indeed, since $F_X(t) \leq F_Y(t)$ for all $t < t_0$, we have $F_X^{-1}(s) \leq F_Y^{-1}(s)$ for all $s \in [0, F_X(t_0)]$. It is straightforward to check that the marginal distributions are what they should be.

The proof of Part (2) is analogous and is left to the reader. □

There is another way to formulate coupling at the origin of two random variables. Consider $X, Y$ as unit masses at locations $X, Y$, and define two point processes $\xi_X, \xi_Y$, each of
which has a unit mass at a single point, namely at $X$ and at $Y$, respectively. With this notation, $X \leq Y$ if and only if there exists a coupling that satisfies

$$|\xi_X(t)| \geq |\xi_Y(t)|$$

for all $t \leq t_0$. We arrived to the crucial tool to compare reproduction processes.

**Definition 3.6** (Stochastic domination of point processes around the origin). Let $\xi$ and $\xi'$ be two point processes. We say that $\xi$ is stochastically dominated by $\xi'$ around the origin and write $\xi \preceq \xi'$ if there exists a $t_0 > 0$ and a coupling of $\xi, \xi'$, denoted by $(\tilde{\xi}, \tilde{\xi}')$ such that

$$|\tilde{\xi}(t)| \geq |\tilde{\xi}'(t)|$$

(3.6)

holds for all $t \in [0, t_0]$ with probability 1 under the coupling.

The advantage of this definition is that it makes sense also for processes $\xi$ that have $E[|\xi(t)|] = \infty$ for all $t > 0$.

**Theorem 3.7.** Let $\xi, \xi'$ be two reproduction processes of two branching processes $BP_\xi$ and $BP_{\xi'}$, respectively. If $\xi' \preceq \xi$ and $BP_\xi$ is explosive, then so is $BP_{\xi'}$. Further, the explosion time $V_{\xi'}$ of the process with $\xi'$ is stochastically dominated by the explosion time $\tilde{V}_{\xi}$ of the process with $\xi$, that is, $V_{\xi'} \preceq V_{\xi}$. If $BP_{\xi'}$ is conservative, then so is $BP_\xi$.

**Proof.** Suppose $\xi' \preceq \xi$, that is, there is a $t_0 > 0$ and a coupling of the processes with $|\xi'(t)| \geq |\xi(t)|$ for all $t \in [0, t]$. Then, for any non-increasing function $f: [0, t_0] \to [0, 1]$ and for $x' < x$ we have $\log f(t - x') \leq \log f(t - x) \leq 0$. By the assumption on stochastic domination around the origin, consider a $t < t_0$. Then under the coupling

$$\int_0^t \log f(t - x)\xi'(dx) \geq \int_0^t \log f(t - x)\xi'(dx)$$

holds with probability 1. Exponentiating and taking expectations on both sides yields that

$$(T_{\xi'}\psi)(t) \geq (T_{\xi}\psi)(t),$$

hence, by Claim 2.7, the operator $T_{\xi}$ dominates $T_{\xi'}$, finishing the proof of the first two statements. The last statement is obvious by contradiction: if $BP_{\xi}$ is conservative but $BP_{\xi'}$ would explode, then by the first statement, $\xi$ would also be explosive, which is a contradiction.

4. Classical examples

In this section we study well-known classical examples in terms of explosiveness. We use the following notation. The (marginal) distribution function of a random variable $Y$ is denoted by $F_Y(t) = P(Y \leq t)$ and its generating function by $h_Y(s) := E[s^Y]$. In the following examples, we assume that $\xi(\infty) := X \geq 0$, a discrete random variable having generating function $h_X(s) = E[s^X]$. The birth times $(\sigma_i)_{1 \leq i \leq X}$ are i.i.d. from distribution $F_\sigma(x) = P(\sigma \leq x)$ and finally, a pair of random variables $(I, C)$ with joint distribution function $F_{I,C}(s, t) = P(I \leq s, C \leq t)$.

**Example 4.1** (Age-dependent branching processes). In a usual age-dependent branching process, the root has a random number of children, $X$, with i.i.d. birth times from distribution $\sigma$. In this case,

$$\xi(t) = \sum_{i=1}^{X} \mathbb{1}_{\sigma_i \leq t}$$

(4.1)
Using this, the operator \( T_\xi f \) is easy to calculate by first conditioning on \( X \) and using the i.i.d. nature of \( \sigma_i \)

\[
(T_\xi f)(t) = E \left[ \prod_{i=1}^{X} (f(t - \sigma_i) \mathbb{I}_{\sigma_i \leq t} + \mathbb{I}_{\sigma_i > t}) \right] = E \left[ \left( \int_0^t f(t-x)f_\sigma(dx) + 1 - F_\sigma(t) \right)^X \right]
\]

and the operator becomes

\[
(T_\xi f)(t) = h_X \left( 1 - \int_0^t 1 - f(t-x)f_\sigma(dx) \right).
\] (4.2)

**Example 4.2** (Epidemics with contagious period). In a model of an epidemic, each individual tries to transmit the infection to \( X \) many other individuals, at i.i.d. times from distribution \( \sigma \), but she can transmit the infection only in a random interval \([0, C]\) after being infected. That is, in this case

\[
\xi(t) = \sum_{i=1}^{X} \mathbb{I}_{\sigma_i \leq t} \mathbb{I}_{\sigma_i \in [0, C]}.
\] (4.3)

Note that setting \( C \equiv \infty \) yields an age-dependent BP as in (4.1). Again, conditioning on \( C, X \), we can use the i.i.d. nature of \( \sigma_i \) to calculate the operator \( T_\xi f \):

\[
(T_\xi f)(t) = E \left[ \prod_{i=1}^{X} (f(t - \sigma_i) \mathbb{I}_{\sigma_i \leq \min(t,C)} + (1 - \mathbb{I}_{\sigma_i \leq \min(t,C)}) \right] \\
= E \left[ \mathbb{I}_{t>C} \prod_{i=1}^{X} (f(t - \sigma_i) \mathbb{I}_{\sigma_i \leq C} + \mathbb{I}_{\sigma_i > C}) + \mathbb{I}_{t<C} \prod_{i=1}^{X} (f(t - \sigma_i) \mathbb{I}_{\sigma_i \leq t} + \mathbb{I}_{\sigma_i > t}) \right] \\
= \int_0^t h_X \left( 1 - \int_0^c 1 - f(t-x)f_\sigma(dx) \right) F_C(dc) + h_X \left( 1 - \int_0^t 1 - f(t-x)f_\sigma(dx) \right) (1 - F_C(t))
\] (4.4)

**Example 4.3** (Epidemics with incubation times). In this model of an epidemic, each individual tries to transmit the infection to \( X \) many other individuals, at i.i.d. times from distribution \( \sigma \), but she can transmit the infection only in a random interval \([I, \infty]\) after being infected. That is, in this case

\[
\xi(t) = \sum_{i=1}^{X} \mathbb{I}_{\sigma_i \leq t} \mathbb{I}_{\sigma_i \in [I, \infty]}.
\] (4.5)

Note that setting \( I \equiv 0 \) yields an age-dependent BP as in (4.1). Again, conditioning on \( I, X \), we can use the i.i.d. nature of \( \sigma_i \) to calculate the operator \( T_\xi f \):

\[
(T_\xi f)(t) = E \left[ \mathbb{I}_{I<t} \prod_{i=1}^{X} (f(t - \sigma_i) \mathbb{I}_{I<\sigma_i < t} + (1 - \mathbb{I}_{I<\sigma_i < t})) + \mathbb{I}_{I> t} \right] \\
= \int_0^t h_X \left( 1 - \int_0^t 1 - f(t-x)f_\sigma(dx) \right) F_I(di) + 1 - F_I(t).
\] (4.6)

**Example 4.4** (Epidemics with incubation times and contagious periods). In this model of an epidemic, each individual tries to transmit the infection to \( X \) many other individuals, at
i.i.d. times from distribution \( \sigma \), but she can transmit the infection only in a (possibly empty or infinite) random interval \([I, C]\) after being infected. That is, in this case

\[
\xi(t) = \sum_{i=1}^{X} \if_{\sigma_{i} \leq t} \if_{\sigma_{i} \in [I, C]}.
\]

(4.7)

Note that setting \( I \equiv 0 \) yields (4.3), setting \( C \equiv \infty \) gives (4.5) and setting \( I \equiv 0, C \equiv \infty \) results in (4.1). For the operator \( T_\xi \) of this process, see (4.9) below.

**Example 4.5** (Backward process of epidemic models). The backward version of the epidemic models above traces how the infection could have reached an individual in the population backward in time, and it was first noted in [5]. That is, an individual has contact with \( X \) many other individuals, at i.i.d. times from distribution \( \sigma \), but she is only infected by the \( i \)th contact if she is in the (possibly empty or infinite) random interval \([I_i, C_i]\) after being infected, where the intervals \([I_i, C_i]\) are independent and independent of \( \sigma_{i,i} \). That is, in this case

\[
\xi(t) = \sum_{i=1}^{X} \if_{\sigma_{i} \leq t} \if_{\sigma_{i} \in [I_i, C_i]}.
\]

(4.8)

Note that setting \( I_i \equiv 0 \) yields the backward version of (4.3), setting \( C_i \equiv \infty \) gives the backward version of (4.5) and setting \( I_i \equiv 0, C_i \equiv \infty \) results in the backward version of (4.1), but in this last case the usual and the backward version are the same. See (4.10) below for the formula for \( T_\xi \) in this case.

### 4.1. Unified notation for classical examples

In the sequel, we shall analyse the classical examples in terms of their explosivity and the relation between them. To do so, we abbreviate each process by a quadruple: the generating function of the total progeny, \( h_X \), the distribution of the lifetime, \( F_\sigma \), the distribution of the incubation time \( F_I \) and finally the distribution of the contagious period \( F_C \). In case \( I \) or \( C \) are equal to a constant with probability 1, then we abuse the notation and write the constant instead of the distribution function. Thus, a quadruple \((h, F_\sigma, F_I, F_C)\) stands for a process as in (4.7) with \( I \) and \( C \) being independent. In case \( I \) and \( C \) are both nontrivial and not independent, we give the joint distribution of \( I, C \) by merging the last two entries \( F_I, F_C \) and write \( F_{[I,C]} \) instead. We add a superscript \( b \) for noting when we refer to a backward process, otherwise we always mean the usual (forward) version. That is, an age-dependent BP as in (4.1) will be shortly denoted by \((h_X, F_\sigma, 0, \infty)\). A process with only incubation times/contagious period will be denoted by \((h_X, F_\sigma, F_I, \infty)\) and \((h_X, F_\sigma, 0, F_C)\), respectively. Their backward version are denoted by \((h_X, F_\sigma, F_I, \infty)^b\) and \((h_X, F_\sigma, 0, F_C)^b\), respectively.

### 4.2. Comparison theorems for the classical examples

In this section we prove comparison theorems for the above listed classical examples. A version of Theorems 4.6 and 4.13 below – without the contagious period \( C \) – appeared first in [29] for age-dependent BPs. His proofs were analytic: he analysed the behaviour of the operator (4.2). Here, whenever possible, we provide new probabilistic proofs using the notion of coupling around the origin. We only fail to do so in Theorem 4.13, that is, there our proof is analogous to that of Grey [29]. We explain in Example 4.12 below why a probabilistic proof using tail-coupling would fail.

The first theorem tells us that decreasing the birth times and making the end of the contagious interval can only help explosion, as long as the incubation times are all 0.

**Theorem 4.6.** Let \( BP_X \) and \( BP_C \) be two age-dependent branching processes or epidemic models with contagious periods as in (4.1) or as in (4.3) with reproduction functions \( \xi \) and
Let us assume that the birth time distributions \( \sigma, \sigma' \) and (possibly infinite) contagious periods \( C, C' \) satisfy
\[
\sigma' \leq d_0, \quad C \leq C'.
\]
If \( BP_\xi = (h_X, F_\sigma, 0, F_C) \) is explosive, then so is \( BP'_{\xi'} = (h_X, F_{\sigma'}, 0, F_{C'}) \), and the explosion time \( V_\xi \) of \( BP_\xi \) is stochastically dominated by the explosion time \( V_{\xi'} \) of \( BP'_{\xi'} \). The same is true for the backward versions of the processes.

Proof. Set \( t_0 \) as the minimum of \( t_0(F_\sigma, F_{\sigma'}), t_0(F_C, F_{C'}) \) from Definition 3.4. Use the same copy of \( X \) for the two processes, and couple \( \sigma, \sigma' \) and \( C, C' \) so that \( \min\{\sigma_i, t_0\} \leq \min\{\sigma'_i, t_0\} \) and \( \min\{C, t_0\} \leq \min\{C', t_0\} \) holds for all \( i \). Then we obtain a coupling with \( 1_{\sigma_i' \leq t} 1_{\sigma_i' \in [0,C']}, 1_{\sigma_i \leq t} 1_{\sigma_i \in [0,C]} \), which yields a coupling between \( \xi \) and \( \xi' \) such that \( |\xi'(t)| \geq |\xi(t)| \) holds almost surely under the coupling for all \( t \in [0,t_0] \). By Theorem 3.7, whenever \( \xi \) is explosive, then so is \( \xi' \), and whenever \( \xi' \) is conservative, then so is \( \xi \). The stochastic domination of the explosion times also follows. For the backward versions, the same coupling results in \( 1_{\sigma_i' \leq t} 1_{\sigma_i' \in [0,C']}, 1_{\sigma_i \leq t} 1_{\sigma_i \in [0,C]} \), and hence the statement follows.

The next theorem says that decreasing the incubation time (and increasing the end of the contagious interval) can only help explosion.

**Theorem 4.7.** Let \( BP_\xi \) and \( BP'_{\xi'} \) be two age dependent branching processes or epidemic models with (possibly zero) incubation times and (possibly infinite) contagious periods as in (4.1) or as in (4.5) with reproduction functions \( \xi \) and \( \xi' \). Let us assume that the (possibly zero) \( I, I' \) and (possibly infinite) contagious periods \( C, C' \) satisfy
\[
I' \leq I, \quad C \leq C'.
\]
If \( BP_\xi = (h_X, F_\sigma, F_I, F_C) \) is explosive, then so is \( BP'_{\xi'} = (h_X, F_{\sigma'}, F_{I'}, F_{C'}) \), and the explosion time \( V_{\xi'} \) of \( BP'_{\xi'} \) is stochastically dominated by the explosion time \( V_{\xi} \) of \( BP_\xi \). The same is true for the backward versions of the processes.

Proof. In this case, using the same copy of \( X \) and copies of \( \sigma_i \) for the two processes, for a small enough \( t_0 \), the indicator variables can be coupled so that \( 1_{\sigma_i \leq t} 1_{\sigma_i \in [I', C']} \) and so \( |\xi'(t)| \geq |\xi(t)| \) for all \( t \) under the coupling. Theorem 3.7 finishes the proof. For the backward versions, the same coupling results in \( 1_{\sigma_i \leq t} 1_{\sigma_i \in [I', C']} \) and hence the statement follows.

An immediate corollary of Theorems 4.6 and 4.7 is the following

**Corollary 4.8.** If at least one of the branching process \((h, F_\sigma, F_{[I,C]}))\) or \((h, F_{\sigma'}, F_{[I',C']})\) is explosive for \((I, C) \neq (0, \infty)\), then so is the age-dependent \(BP\) \((h, F_\sigma, 0, \infty)\).

**Remark 4.9.** We would also like to compare two epidemic models with non-zero incubation times when \( \sigma' \leq d_0 \sigma \). However, with the usual coupling, \( 1_{\sigma_i' \leq t} 1_{\sigma_i' \in [I, \infty]} \geq 1_{\sigma_i \leq t} 1_{\sigma_i \in [I, \infty]} \) and as a result the two processes cannot necessarily be compared.

However, assuming that either the density or the mass at any point is dominated in one process by the other, we obtain the following

**Theorem 4.10.** Let \( BP_\xi \) and \( BP'_{\xi'} \) be two age dependent branching processes or epidemic models with (possibly zero) incubation times and (possibly infinite) contagious periods as in (4.1) or as in (4.5) with reproduction functions \( \xi \) and \( \xi' \). Let us assume that the birth-time distribution \( \sigma, \sigma' \) satisfy for all \( t \in [0,t_0] \)
\[
F_{\sigma'}(dt) \geq F_\sigma(dt).
\]
If $BP_\xi = (h_X, F_\sigma, F_{I, C})$ is explosive, then so is $BP_{\xi'} = (h_X, F_\sigma', F_{I, C})$, and the explosion time $V_{\xi'}$ of $BP_{\xi'}$ is stochastically dominated by the explosion time $V_\xi$ of $BP_\xi$. The same is true for the backward versions of the processes.

Since the proof uses the specific form of the operators $T_\xi$ and $T_{\xi'}$, we postpone the proof after the proof of Theorem 4.14 below.

**Remark 4.11.** Note that the disadvantage of this theorem is that it only allows us to compare two processes if they both have densities and/or if they both put mass on the same set of points.

The next comparison theorem tells us that if the total number of offspring $X'$ has ‘heavier tails’ then $X$, then the explosion of the process with the lighter tail implies the explosion of the process with heavier tails. Intuitively, heavier tail behaviour implies more points around the origin, so we would like to say that if $Y$ tail-dominates $X$ then the BP with total offspring $Y$ is more likely to explode. This is unfortunately not always the case. Consider namely the pair $P(Y = 0) = P(X = K) = p_0$ while $P(Y = K + \ell) = P(X = K + \ell)$ for all $\ell \geq 1$. In this case $Y$ tail-dominates $X$ (and also $X$ tail-dominates $Y$), and a simple calculation shows that $h_Y(s) \geq h_X(s)$ for all $s \in (0, 1)$, hence $h_Y$ is not steeper at 1. We see below in the proof of Theorem 4.13, that when everything else is the same, then the process with steeper generating function at 1 is more likely to explode.

This example is of course very artificial: the tail of the two distributions are eventually the same. One might suspect that when the tail distributions differ enough, then tail-dominance would yield steeper generating functions, but this is still not the case, even if we require that $F_X(\ell) > F_Y(\ell)$ for infinitely many values of $\ell$. The following counterexample provides with such a construction:

**Example 4.12** (Tail-dominance may not imply steeper generating functions). Let $X$ and $Y$ be two nonnegative integer-valued random variables with $X \stackrel{d,\infty}{\leq} Y$, $K$ as in Definition 3.4 be an odd number. Let $P(X = K) = P(Y = 0) = p_0$ and let $F_X(\ell) > F_Y(\ell)$ when $\ell$ is even and $F_X(\ell) = F_Y(\ell)$ when $\ell$ is odd, for all $\ell > K$. Then for all $s$, $h_Y(s) > h_X(s)$, that is, the generating function of $Y$ is not steeper at 1.

**Proof.** Let $K$ be as in the Definition 3.4. Then,

$$E[s^X] - E[s^Y] = E[(s^X - s^Y)1_{Y \leq K}] + E[(s^X - s^Y)1_{K < Y}].$$

The first term might be negative, and is the smallest when $X \equiv K$ and $Y \equiv 0$ on $\{Y \leq K\}$, exactly as described in the example. Then

$$|E[(s^X - s^Y)1_{Y \leq K}]| = (1 - s^K)P(Y \leq K) = K\delta P(Y \leq K)(1 + o(1)),$$

where $\delta := 1 - s$ and $o(1) \to 0$ as $\delta \to 0$. We need a bound on the second term. Since $F_X(\ell) \geq F_Y(\ell)$ for all even $\ell > K$ but $F_X(\ell) = F_Y(\ell)$ for all odd $\ell$, elementary calculation shows that

$$E[(s^X - s^Y)1_{K < Y}] = \sum_{i = \lfloor K/2 \rfloor} s^{2i}(P(X = 2i) - P(Y = 2i))(1 - s) \leq P(X > K)\delta.$$

As a result,

$$h_X(s) - h_Y(s) \leq \delta (P(X > K) - KP(Y \leq K)(1 + o(1))) < 0$$

when $\delta$ is small enough and $p_0 > 1/(K + 1)$.

As a result of this counterexample, we are left with the following comparison theorem about the distribution of the number of offspring:
Theorem 4.13. Let $BP_\xi$ and $BP_{\xi'}$ be two age dependent branching processes or epidemic models with (possibly zero) incubation times and (possibly infinite) contagious periods as in (4.1) or as in (4.5) with reproduction functions $\xi$ and $\xi'$. Let us assume that there exists an $s_0 < 1$ that the generating functions of the total progeny $X, X'$ satisfy for all $s \in (s_0, 1)$ that

$$h_X(s) \leq h_X(s).$$

If $BP_\xi = (h_X, F_\sigma, F_{[I,C]})$ is explosive, then so is $BP_{\xi'} = (h_X', F_\sigma, F_{[I,C]})$, and the The same is true for the backward versions of the processes.

We again postpone the proof. The next theorem say that the backward process explodes faster than the forward process of an epidemic:

Theorem 4.14 (Explosion of the forward process implies explosion of backward process). Suppose $(h_X, F_\sigma, F_{[I,C]})$ is explosive. Then so is $(h_X, F_\sigma, F_{[I,C]})^b$, and the explosion time $V^b$ of the backward process is stochastically dominated by the explosion time of the forward process $V$, i.e., $V^b \overset{d}{\leq} V$. As special cases we obtain that the explosion of $(h_X, F_\sigma, 0, F_C)$ implies the explosion of $(h_X, F_\sigma, 0, F_C)^b$ and the explosion of $(h_X, F_\sigma, F_1, \infty)$ implies the explosion of $(h_X, F_\sigma, F_1, \infty)^b$.

Proof of Theorem 4.14. We show the statement for the general case $[I,C]$. The proof of the special cases is similar/can be reduced from the general case. Let us denote the operator as in (2.2) for the usual process by $T_\xi$, and $T_\nu$ for the backward version. Our goal is to show that the conditions of Claim 2.7 are satisfied and $T_\xi$ dominates $T_\nu$. The key is Jensen’s inequality. Indeed, for a fixed $t > 0$ let us introduce the notation $A(t) := \{(i, c) : 0 \leq i \leq t, i \leq c \leq t\}$ for the triangle in the $(i, c)$ plane with corners $(0, 0), (0, t), (t, t)$, and $B(t) := \{(i, c) : 0 \leq i \leq t, c > t\}$ for the infinite rectangle with corners $(0, t), (t, t), (0, \infty), (t, \infty)$. Finally, let us denote the complement of $A(t) \cup B(t)$ in the first quadrant by $C(t)$. With this notation, using (4.7) and the fact that $h_X(1) = 1$,

$$
(T_\xi f)(t) = \int\int_{(i,c) \in A(t)} h_X(\mathbb{E}[f(t - \sigma_i) \mathbbm{1}_{t_1 < \sigma_i < t_2} + \mathbbm{1}_{\sigma_i > e \cup [0, \sigma_i < i]})F_{[I,C]}(di, dc)
+ \int\int_{(i,c) \in B(t)} h_X(\mathbb{E}[f(t - \sigma_i) \mathbbm{1}_{t_1 \leq \sigma_i \leq t_2} + \mathbbm{1}_{\sigma_i > e \cup [0, \sigma_i < i]})F_{[I,C]}(di, dc)
+ \int\int_{i,c \in C(t)} h_X(1)F_{[I,C]}(di, dc).
$$

Note that $h_X$ is a generating function and hence convex. As a result, exchanging the integration with $h_X$, we have

$$
(T_\xi f)(t) \geq h_X\left(\int\int_{(i,c) \in A(t)} \mathbb{E}[f(t - \sigma_i) \mathbbm{1}_{t_1 \leq \sigma_i \leq t_2} + \mathbbm{1}_{\sigma_i > e \cup [0, \sigma_i < i]})F_{[I,C]}(di, dc)
+ \int\int_{(i,c) \in B(t)} \mathbb{E}[f(t - \sigma_i) \mathbbm{1}_{t_1 \leq \sigma_i \leq t_2} + \mathbbm{1}_{\sigma_i > e \cup [0, \sigma_i < i]})F_{[I,C]}(di, dc)
+ \int\int_{i,c \in C(t)} 1F_{[I,C]}(di, dc)\right) = (T_\nu f)(t).
$$

A direct application of Claim 2.7 finishes the proof.

Proof of Theorem 4.10. We use the same notation as in formulas (4.9) and (4.10). Note that for every $i,c < t_0$, and every function $f : \mathbb{R} \rightarrow [0,1]$ we have that the arguments of
the generating function \( h_X(\cdot) \) are decreased when switching to the distribution \( F_{\sigma'} \). Indeed, since \( F_{\sigma'}(dt) \geq F_{\sigma}(dt) \) and \( 1 - f(t - x) \geq 0 \), we have for instance
\[
\mathbb{E}[f(t - \sigma_i) \mathbb{1}_{i<\sigma_i} + \mathbb{1}_{\sigma_i>\sigma_j<\sigma_i}] = 1 - \int_i^c 1 - f(t - x) F_{\sigma}(dx) \\
\geq 1 - \int_i^c 1 - f(t - x) F_{\sigma'}(dx) \\
= \mathbb{E}[f(t - \sigma_i') \mathbb{1}_{i<\sigma_i'} + \mathbb{1}_{\sigma_i'<\sigma_j<\sigma_i}]
\]
by the monotonicity of \( h_X \), the first and second line of (4.9) and (4.10) are both decreased. Hence, \((T_{\xi} f)(t) \geq (T_{\xi'} f)(t)\) holds for all \( t \in [0, t_0] \). The theorem follows by an application of Claim 2.7.

**Proof of Theorem 4.13.** The assumption that \( h_X(s) \leq h_X(s) \) for all \( s \in (s_0, 1] \) implies that \((T_{\xi} f)(t) \geq (T_{\xi'} f)(t)\) for all small enough \( t > 0 \). Indeed, in formulas (4.9) and (4.10) the arguments of the function \( h_X(\cdot) \) remain the same at every occurrence, we only have to modify \( h_X \) to \( h_X' \) on each location to obtain \( T_{\xi} f \). \( T_{\xi'} f \leq T_{\xi} f \) thus holds if we show that the arguments of \( h_X \) tend to 1 as \( t \to 0 \). This is immediate from the fact that the expectation of the indicators \( \mathbb{1}_{i<\sigma_i} \) and \( i \leq \sigma_i \leq t \) tend to 0 as \( t \to 0 \) (since \( c < t \) holds as well), and that \( f \in [0, 1] \).

4.3. Effect of contagious periods and incubation times. We have already seen in Theorem 4.14 that the explosion of a forward process with contagious periods and/or incubation times implies the explosion of the backward process and also the explosion of the simple age-dependent process.

In what follows, we investigate the opposite direction: under what circumstances can an age-dependent BP be stopped by superimposing incubation times/contagious periods on it? First, we make use of Claim 2.5 to answer the question negatively for BP-s with contagious periods: as long as the total progeny follows a power-law distribution with exponent \( \alpha \in (0, 1) \), no explosive age-dependent BP becomes conservative by superimposing contagious periods on it. We also show that explosion is quite robust in terms of the total offspring distribution as well: the explosion of a process with birth-times following distribution \( F_{\sigma} \) cannot be stopped by changing the offspring distribution \( X \) to have lighter tails, as long as its power-law exponent stays in the interval \([0, 1)\). We mention that the first forms of these theorems were developed by Gulikers and the author and appeared in the Master thesis of Gulikers [30]. The proofs provided here are different. First a definition:

**Definition 4.15** (Power-law tail behavior). We say that the random variable has regularly varying tail with power-law exponent \( \alpha \in (0, 1) \) if there exists a \( K > 0 \) and a function \( L(\cdot) \) that varies slowly at infinity\(^2\) such that for all \( x \geq K \)
\[
\mathbb{P}(X \geq x) = L(x)/x^\alpha.
\] (4.11)

Karamata’s theorem [40] or [15, Theorem 1.7.1] tells us that in this case the generating function of \( X \) satisfies:

**Proposition 4.16.** Let \( X \) be a random variable with tail behavior as in (4.11). Then there exists an \( s_0 \in [0, 1) \) such that the generating function of \( X \) satisfies for all \( s \in [s_0, 1) \)
\[
h_X(s) = 1 - (1 - s)^\alpha L\left(\frac{1}{1-s}\right).
\] (4.12)

\(^2\)For the definition, see below Definition 7.4.
Theorem 4.17 (Contagious periods do not matter ‘at all’). Let \((h_X, F_\sigma, 0, \infty)\) be an age dependent branching process with offspring distribution \(X\) as in (4.11) for some \(\alpha \in (0, 1)\) and let \(F_{[I,C]}\) be the joint distribution function of the incubation time and the contagious period \(I, C\), and \(F_I\) the marginal distribution of \(I\). Let us further require the existence of \(t_0, \delta > 0\) such that the conditional distribution \(P(C > t | I = i) > \delta\) for all \(t < i\) with \(i, t \in [0, t_0]\). Then, the explosivity of the process \((h_X, F_\sigma, F_I, \infty)\) implies the explosivity of the processes \((h_X, F_\sigma, F_{[I,C]})\) and \((h_X, F_\sigma, F_{[I,C]})^b\).

Remark 4.18. Note that the conditions of Theorem 4.17 are satisfied in the following natural cases:

1. \(I\) and \(C\) are independent random variables with \(F_C(t_0) < 1\) for some \(t_0 > 0\), with \(\delta := 1 - F_C(t_0)\). In this case, explosion of the process \((h, F_\sigma, F_I, \infty)\) implies the explosion of \((h, F_\sigma, F_I \times F_C)\).
2. \(C \overset{d}{=} I + Y\) for some nonnegative random variable \(Y\) with \(\delta = P(Y > 0) > 0\) with \(I, Y\) independent. That is, when the starting point \(I\) and the length of the interval \([I,C]\) are independent.

An immediate corollary is the following:

Corollary 4.19 (Contagious periods do not matter). Let \((h_X, F_\sigma, 0, \infty)\) be an age dependent branching process with offspring distribution as in (4.11) for some \(\alpha \in (0, 1)\) and let \(F_C\) be the distribution of the contagious period \(C\) so that \(C \neq 0\), that is, for some \(t_0 > 0\) let \(F_C(t_0) < 1\). Then, the explosivity of the process \((h_X, F_\sigma, 0, \infty)\) implies the explosivity of the processes \((h_X, F_\sigma, 0, F_C)\) and \((h_X, F_\sigma, 0, F_C)^b\).

Below in Corollary 5.10 we show that the precise exponent \(\alpha\) of the degree distribution also does not matter, as long as a lower bound \(P(X \geq x) \geq c/x^\alpha\) hold for some \(\alpha < 1\). As a result, the statement of Corollary 4.19 can be strengthened to hold for plump distributions as in Definition 5.2.

Proof of Theorem 4.17. Let us denote the operator corresponding to \((h_X, F_\sigma, F_{[I,C]})\) by \(T_{[I,C]}\) and the operator corresponding to \((h_X, F_\sigma, F_I, 0)\) by \(T_I\), and define as in Remark 2.6 \((Q_{[I,C]} f)(t) := 1 - (T_{[I,C]}(1 - f))(t), (Q_I f)(t) := 1 - (T_I(1 - f))(t)\). With notation as in the proof of Theorem 4.14, it is elementary to check using (4.6) and (4.9) that for a non-decreasing function \(f\) with values in \([0, 1]\),

\[ (Q_I f)(t) = \int_0^t \left( \int_i^c f(t-x) F_\sigma(dx) \right)^\alpha L \left( 1/ \int_i^c f(t-x) F_\sigma(dx) \right) F_I(di) \tag{4.13} \]

and

\[ (Q_{[I,C]} f)(t) = \int \int_{(i,c) \in A(t)} \left( \int_i^c f(t-x) F_\sigma(dx) \right)^\alpha L \left( 1/ \int_i^c f(t-x) F_\sigma(dx) \right) F_{[I,C]}(di, dc) \]

\[ + \int \int_{(i,c) \in B(t)} \left( \int_i^c f(t-x) F_\sigma(dx) \right)^\alpha L \left( 1/ \int_i^c f(t-x) F_\sigma(dx) \right) F_{[I,C]}(di, dc) \]

\[ \geq \int_0^t P(C > t | I = i) \left( \int_i^c f(t-x) F_\sigma(dx) \right)^\alpha L \left( 1/ \int_i^c f(t-x) F_\sigma(dx) \right) F_I(di), \]

where we obtained the last line by only considering a lower bound on \(B(t)\), since there the integrand does not depend on the value of \(c\). Since we assumed that \(P(C > t | I = i) > \delta\) for all \(i < t, t \in [0, t_0]\), we obtain for \(t \in [0, t_0]\) that

\[ (Q_{[I,C]} f)(t) \geq \delta (Q_I f)(t) . \]
Let us now assume that the process \((h_X, F_\sigma, F_1, \infty)\) explodes. Lemma 2.1 implies that \(\phi(t) = \mathbb{P}(D_I(t) < \infty) \neq 1\) solves \(\phi(t) = T_I \phi(t)\) and hence \(\eta(t) := 1 - \phi(t) \neq 0\) is a non-decreasing function that solves \(\eta(t) = (Q_I \eta)(t)\). Note that if the slowly varying function in (4.13) would not be present, then we would have \((Q_I b \eta) = b^\alpha \eta(t)\) for any constant \(b > 0\).

We thus would like a lower bound on \((Q_I b \eta)\). For this we note that the argument of the slowly varying function is the smallest if \(i = 0\). So let us set for a fixed \(c > 0\),

\[
t_1(b) := \max \left\{ s : \frac{L\left(1/(b \int_0^s \eta(t-x)F_\sigma(dx))\right)}{L\left(1/ \int_0^s \eta(t-x)F_\sigma(dx)\right)} \geq 1/2 \right\},
\]

that is, by the fact that \(\eta\) is non-decreasing, we have that for all \(t < t_1(b)\), the ratio of the slowly varying functions

\[
\frac{L\left(1/(b \int_0^s \eta(t-x)F_\sigma(dx))\right)}{L\left(1/ \int_0^s \eta(t-x)F_\sigma(dx)\right)} \geq 1/2
\]

for all \(i, t < t_1(b)\). Then set \(t_2(b) := \min\{t_0, t_1(b)\}\). We make use Remark 2.6 and show that for a constant \(b, b\eta(t) \neq 0\) satisfies \(b\eta(t) \leq (Q_C b\eta)(t)\) on \([0, t_2(b)]\) and hence the process is explosive for any \(C \neq 1\). Indeed, for \(t \in [0, t_2(b)]\),

\[
(Q_{[1,C]} b \eta)(t) \geq b(\eta(t)) \geq \frac{\delta}{2} b^\alpha \eta(t).
\]

The right hand side is at most \(b\eta(t)\) whenever \(\frac{1}{2} \delta b^{\alpha-1} \geq 1\). This can be satisfied by choosing \(b\) small enough. Hence, the forward process explodes by Claim 2.5. The explosion of the backward process \((h_X, F_\sigma, F_{[1,C]} b)\) then follows by Theorem 4.14.

The next theorem tells us that an explosive phase-dependent BP can be stopped from explosion by superimposing a conservative incubation time on it.

**Theorem 4.20 (Incubation times do matter).** Let \((h_X, F_\sigma, F_1, \infty)\) be an epidemic model with incubation times. If at least one of the phase-dependent processes \((h_X, F_\sigma, 0, \infty), (h_X, F_1, 0, \infty)\) is conservative, then so is \((h_X, F_\sigma, F_1, \infty)\) and \((h_X, F_\sigma, F_1, \infty) b\). In other words, the explosivity of both \((h_X, F_\sigma, 0, \infty)\) and \((h_X, F_1, 0, \infty)\) is necessary for the explosivity of \((h_X, F_\sigma, F_1, \infty)\).

**Proof.** We show that the backward process \((h_X, F_\sigma, F_1, \infty) b\) is conservative if any of the processes \((h_X, F_\sigma, 0, \infty)\) or \((h_X, F_1, 0, \infty)\) is conservative. Then, Theorem 4.14 shows that \((h_X, F_\sigma, F_1, \infty) b\) is also conservative. Indeed, consider the three processes \(\xi(t) = \sum_{i=1}^X \mathbb{I}_{\sigma_i \leq t} \mathbb{I}_{\sigma_i \in [t_i, \infty)}, \ \xi'(t) = \sum_{i=1}^X \mathbb{I}_{\sigma_i \leq t}, \ \xi''(t) = \sum_{i=1}^X \mathbb{I}_{t_i \leq t}\)

and note that both \(|\xi(t)| \leq |\xi'(t)|\) and \(|\xi(t)| \leq |\xi''(t)|\) holds for all \((not just small enough)\) \(t > 0\). As a result, \(\xi\) is stochastically dominated by both \(\xi'\) and \(\xi''\) around the origin. Theorem 3.7 finishes the proof.

5. **Min-summability and its consequences**

A powerful tool to analyse the explosion of phase-dependent branching processes is the so-called *min-summability*, a criterion developed by Amini et al [1]. Here we adapt the needed definitions and the main theorem from [1] to our notations.
**Definition 5.1.** Let \((a_k)_{k \in \mathbb{N}}\) be a sequence of real numbers with \(a_k \to \infty\). We say that the distribution \(F_\sigma\) is \(a_k\)-summable if
\[
\sum_{k=1}^{\infty} \min\{\sigma_{k,1}, \sigma_{k,2}, \ldots, \sigma_{k,a_k}\} < \infty,
\]
where \((\sigma_{k,j})_{k,j \in \mathbb{N}}\) are i.i.d. copies of \(\sigma\).

**Definition 5.2 (Plump distributions).** We say that the distribution of \(X\) is plump if there exist positive constants \(c, \delta, x_0 > 0\) such that for all \(x > x_0\),
\[
\mathbb{P}(X > x) \geq \frac{c}{x^{1-\delta}}. \tag{5.1}
\]

A more restrictive definition is to require from the tail of the distribution to stay between the power-law regime:

**Definition 5.3 (Plump power-laws).** We say that the distribution of \(X\) is plump power-law if there exist positive constants \(c, \delta, x_0 > 0\) such that for all \(x > x_0\),
\[
\frac{c}{x^{1-\delta}} \leq \mathbb{P}(X > x) \leq \frac{c}{x^{\delta}}. \tag{5.2}
\]

**Remark 5.4.** Without loss of generality, (by possibly modifying \(\delta, x_0\)) we can assume that \(c = 1\) in Definitions 5.2 and 5.3.

Note that the notion of plump distributions is much weaker than having a power-law tail behavior. In fact, any distribution that satisfies (4.11) for \(\alpha \in (0, 1)\) is plump, but so are distributions with logarithmic tails, e.g. \(\mathbb{P}(X > x) = c/\log x\) is a plump distribution. The plump power-law definition allows for distributions where the power-law exponent might vary infinitely many times between different values of \(\alpha\) but it only has fatter tails than power-laws finitely many times. The next notion is min-summability of branching process trees: the idea is, that the sum of the minimal birth-time in each generation should be finite.

**Definition 5.5 (Min-summability of random trees).** Let \(T\) be a rooted infinite random tree, and let \(Z_k\) denote the number of vertices at graph distance \(k\) from the root. We say that the random tree with i.i.d. \(\sigma\)-distributed edge-weights is min-summable if
\[
\mathbb{P}\left(\sum_{i=1}^{\infty} \min\{\sigma_{i,1}, \ldots, \sigma_{i,Z_i}\} < \infty\right) = 1.
\]

It is not hard to show (see e.g. [1, Claim 0.1]) that min-summability is a tail event and hence it happens with probability 0 or 1 conditioned on the survival of the BP. Here we rephrase the theorem about the equivalence of min-summability and explosion.

**Theorem 5.6 (Min-summability = explosion,[1]).** Let \(W_M(X)\) denote the set of weight distributions that are min-summable for a Galton-Watson BP conditioned on survival with offspring distribution \(X\), and let \(W_E(X)\) denote the set of weight distributions \(F_\sigma\) such that the age-dependent BP \((h_X, F_\sigma, 0, \infty)\) is an explosive process. Then, if \(X\) is a plump distribution then \(W_M(X) = W_E(X)\).

In the sequel, we write
\[
F^{(-1)}(y) := \inf\{t \in \mathbb{R} : F(t) \geq y\} \tag{5.3}
\]
the generalised inverse of the distribution function \(F\).
Theorem 5.7 (Min-summability criterion, [1]). Given a plump offspring distribution \( X \), let \( x_0 > 1 \) be large enough such that the condition (5.1) holds for all \( x \geq x_0 \). Define the function \( h : \mathbb{N} \to \mathbb{R}^+ \) as follows: \( h(0) = x_0 \) and \( h(n + 1) = F_X^{(-1)}(1 - 1/h(n)) \) for all \( n \geq 1 \). Then for a weight distribution \( F_\sigma \), the branching process \((h_X, F_\sigma, 0, \infty)\) is min-summable and hence also explosive if and only if
\[
\sum_{k=1}^{\infty} F_\sigma^{(-1)}(1/h(n)) < \infty. \tag{5.4}
\]

This theorem is extremely powerful and has many important implications: it shows that explosion is a fairly robust property. This is what we investigate below.

5.1. Explosion is a robust property. In this section, we show that the explosion of the classical examples are quite robust, but before that, we provide an equivalent criterion to (5.4) for plump power-laws that reveals the robustness of this theorem better. After that, we show that explosion is closed under such operations as 1) changing the degree distribution to a different power-law, 2) taking sums, maximum, binomial thinning of birth-time distributions that explode.

Lemma 5.8. For a plump power-law distribution \( X \), and a birth-time distribution \( F_\sigma \), the age-dependent BP \((h_X, F_\sigma, 0, \infty)\) is explosive if and only if for a small enough \( \varepsilon > 0 \), and some arbitrary constant \( C > 0 \),
\[
\int_{0}^{\varepsilon} F_\sigma^{(-1)} \left( \frac{1}{\exp\{C/y\}} \right) \frac{1}{y} dy < \infty. \tag{5.5}
\]
Equivalently, if and only if
\[
\int_{1/\varepsilon}^{\infty} F_\sigma^{(-1)} \left( e^{-C u} \right) \frac{1}{u} du < \infty. \tag{5.6}
\]

Remark 5.9. Note that the value of \( C \) can be scaled out by changing variables.

Proof. We show that (5.5) is equivalent to (5.4) for plump power-law distributions. Without loss of generality we will assume that \( c = 1 \) in the definition of plump power-law distributions. First, let us sandwich the distribution of \( X \) between \( X' \) and \( X'' \) so that \( \mathbb{P}(X' \geq x) = 1/x^{1-\delta} \) and \( \mathbb{P}(X'' \geq x) = 1/x^{-\delta} \) hold for all \( x > x_0 \). Let \( h'(n), h''(n) \) be defined by the same recursion as \( h(n) \), for the distribution \( X' \) and \( X'' \) instead, respectively. Then, \( h'(n) \leq h(n) \leq h''(n) \) holds for all \( n \), hence
\[
F_\sigma^{(-1)}(1/h''(n)) \leq F_\sigma^{(-1)}(1/h(n)) \leq F_\sigma^{(-1)}(1/h'(n))
\]
and so summability of the largest implies summability of the rest and divergence of the smallest implies divergence of the other two.

First we show that convergence of the integral implies explosion of the process \((h_X, F_\sigma, 0, \infty)\). Let \( \alpha := 1 - \delta \), in the definition of plump distribution \( X \). By the defining recursion of \( h'(n) \), we obtain \( h'(n) = (x_0)^{1/\alpha^n} \). Then, we write
\[
\int_{0}^{\varepsilon} F_\sigma^{(-1)} \left( \frac{1}{\exp\{C/y\}} \right) \frac{1}{y} dy = \sum_{n=k}^{\infty} \int_{\alpha^{n+1}}^{\alpha^n} F_\sigma^{(-1)} \left( \frac{1}{\exp\{C/y\}} \right) \frac{1}{y} dy, \tag{5.7}
\]
where \( k \) can be either chosen as \( k := \max\{n : \alpha^n > \varepsilon\} \) or \( k := \min\{n : \alpha^n \leq \varepsilon\} \) depending on which direction of the if-and-only-if we look at. Note that
\[
F_\sigma^{(-1)} \left( \frac{1}{e^{C/\alpha^{n+1}}} \right) (1 - \alpha) \leq \int_{\alpha^{n+1}}^{\alpha^n} F_\sigma^{(-1)} \left( \frac{1}{e^{C/y}} \right) \frac{1}{y} dy \leq F_\sigma^{(-1)} \left( \frac{1}{e^{C/\alpha^n}} \right) \frac{1 - \alpha}{\alpha}, \tag{5.8}
\]
hence, the integral in (5.5) converges if and only if
\[ \sum_{n=k}^{\infty} F_{\sigma}^{-1}(\frac{1}{e^{C/n^\alpha}}) = \sum_{n=k}^{\infty} F_{\sigma}^{-1}(\frac{1}{h'(n)}) < \infty, \] (5.9)
where we have set \( e^{C} := x_0 \). Combination with Theorem 5.7 finishes the proof. For the other direction, note that the previous argument can be repeated with \( \alpha := \delta \) as well, and if the integral diverges, then so does the sum on the rhs of (5.9) with \( h''(n) = (x_0)^{1/\alpha} \).

Conservativeness of the process \((h_{X''}, F_\sigma, 0, \infty)\) and also that of \((h_{X}, F_\sigma, 0, \infty)\) then follows by Theorem 5.7 again.

**Corollary 5.10** (Power-law exponents can be changed). Let \( X \) be a plump power-law distribution and \( F_{\sigma} \) is a weight-distribution. If \((h_{X}, F_\sigma, 0, \infty)\) is explosive, then \((h_{Y}, F_\sigma, 0, \infty)\) is explosive for any other plump power-law distribution \( Y \). In particular, let \( h_{\alpha} \) be the generating function of a random variable \( X \) that has a power-law tail behaviour with exponent \( \alpha \in (0, 1) \), as in (4.11). Then, if \((h_{\alpha}, F_\sigma, 0, \infty)\) is explosive for some \( \alpha \in (0, 1) \), then it is explosive for all \( \alpha \in (0, 1) \). The same holds for \((h_{X}, F_{\sigma_1}, 0, F_C)\) and \((h_{Y}, F_{\sigma_1}, 0, F_C)\) for arbitrary contagious period \( C \) with \( \mathbb{P}(C > 0) > 0 \).

**Proof.** Let \( X \) be a power-law distribution plump distribution lower bound exponent \( \alpha = 1-\delta \) while \( Y \) be a power-law exponent with lower bound exponent \( \alpha' \in (0, 1) \). According to Lemma 5.8 if \((h_{X}, F_\sigma, 0, \infty)\) is explosive, then for some \( C \) the integral in (5.5) converges. Since \( Y \) is also a plump power-law, and the criterion is independent of the value of \( \alpha \), for \( \alpha' \) the same criterion applies and hence the process \((h_{Y}, F_\sigma, 0, \infty)\) also explodes. The second statement follows by setting \( X \) and \( Y \) follow strict power laws as in (4.11). The last statement is a simple combination with Corollary 4.19.

Next we harvest some simple consequences of the min-summability criterion.

**Theorem 5.11** (Max, sum and thinning of birth-times still explodes). Let \( X \) be a plump power-law distribution, \( \sigma, \gamma \) be two (independent) birth-time distributions. Further, let \( \mathbb{1}_p \) be a Bernoulli random variable with mean \( p \in (0, 1) \). Then, if \((h_{X}, F_\sigma, 0, \infty)\) and \((h_{X}, F_\gamma, 0, \infty)\) are both explosive, then the following operations on the birth-time distribution produce an explosive BP:

(a) Multiplying by a nonnegative constant \( C \geq 0 \): \((h_{X}, F_{C\sigma}, 0, \infty)\) is explosive.

(b) Binomial thinning of each individual with probability \( p \in (0, 1) \): \((h_{X}, F_{2\sigma+(1-1)\infty}, 0, \infty)\) is explosive.

(c) Taking the maximum or minimum of two random variables: \((h_{X}, F_{\max(\sigma, \gamma)}, 0, \infty)\) and \((h_{X}, F_{\min(\sigma, \gamma)}, 0, \infty)\) is explosive.

(d) Taking the sum of two independent random variables: \((h_{X}, F_{\sigma+\gamma}, 0, \infty)\) is explosive.

**Remark 5.12.** The theorem remains valid also when we only assume that \( X \) is a plump distribution. In this case, the proof is analogous to the one below, but one has to work with the sum (5.4) directly.

By repeated use of the theorem, we obtain the following corollary.

**Corollary 5.13.** Let \( X \) be a plump power-law distribution and let \( \sigma_1, \sigma_2, \ldots, \sigma_k \) be independent but not necessarily identically distributed birth-time distributions and \( \alpha_i \geq 0 \) nonnegative numbers for \( i \leq k \). Then, if for all \( 1 \leq i \leq k \) the processes \((h_{X}, F_{\sigma_i}, 0, \infty)\) are explosive then the processes \((h_{X}, F_{\max_{1 \leq i \leq k} \alpha_i \sigma_i}, 0, \infty)\) and \((h_{X}, F_{\sum_{1 \leq i \leq k} \alpha_i \sigma_i}, 0, \infty)\) also explode.
Proof of Theorem 5.11. For part (a), note that $F_{c\sigma}(t) = F_{\sigma}(t/C)$ hence $F_{c\sigma}^{(-1)}(u) = CF_{\sigma}^{(-1)}(u)$. For part (b), $F_{1_{\sigma+(1-1)\infty}}(t) = \mathbb{P}(1|\sigma < t) = pF_{\sigma}(t)$. Hence $F_{1_{\sigma+(1-1)\infty}}^{(-1)}(u) = F_{\sigma}^{(-1)}(u/p)$. By Lemma 5.8 if $F_{\sigma}^{(-1)}$ is integrable as in (5.5) then so are these two transforms of it.

For part (c) and (d), we first show that both $F_{\max(\sigma_1,\sigma_2)}^{(-1)}(t) = (F_{\sigma}(t))^{2}$ and $F_{\max(\gamma_1,\gamma_2)}^{(-1)}(t) = (F_{\gamma}(t))^{2}$ form an explosive process with offspring distribution $X$, where $\sigma_i, \gamma_i$ are i.i.d. copies of $\sigma$ and $\gamma$, respectively. Indeed, $F_{\max(\sigma_1,\sigma_2)}^{(-1)}(y) = F_{\sigma}^{(-1)}(y^{1/2})$ and hence

$$\int_0^\infty F_{\max(\sigma_1,\sigma_2)}^{(-1)} \left( \frac{1}{e^{C/y}} \right) \frac{1}{y} dy = \int_0^\infty F_{\sigma}^{(-1)} \left( \frac{1}{e^{C/(2y)}} \right) \frac{1}{y} dy < \infty,$$

and the latter integral is finite by Lemma 5.8 since $(h_X, F_{\sigma}, 0, \infty)$ is explosive. The proof for $(F_{\gamma}(t))^{2}$ is analogous. Then, note that $\mathbb{P}(\max\{\sigma, \gamma\} < t) = F_{\sigma}(t)F_{\gamma}(t)$ and hence for every $t$,

$$\min\{(F_{\sigma}(t))^{2}, (F_{\gamma}(t))^{2}\} \leq F_{\sigma}(t)F_{\gamma}(t) \leq \max\{(F_{\sigma}(t))^{2}, (F_{\gamma}(t))^{2}\}$$

Hence

$$F_{\max(\sigma,\gamma)}^{(-1)}(u) \leq \max\{F_{\max(\sigma_1,\sigma_2)}^{(-1)}(u), F_{\max(\gamma_1,\gamma_2)}^{(-1)}(u)\} \leq F_{\max(\sigma_1,\sigma_2)}^{(-1)}(u) + F_{\max(\gamma_1,\gamma_2)}^{(-1)}(u)$$

Since the rhs is integrable as in (5.5), so is the left-hand side. Hence, the process $(h_X, F_{\max(\sigma,\gamma)}, 0, \infty)$ is also explosive. Clearly $\min\{\sigma, \gamma\} \leq \max\{\sigma, \gamma\}$ and hence by Theorem 4.6 $(h_X, F_{\min(\sigma,\gamma)}, 0, \infty)$ explodes as well. For the sum, it holds that $\sigma + \gamma \leq 2\max\{\sigma, \gamma\}$, and hence

$$F_{\sigma+\gamma}^{(-1)}(u) \leq F_{\max(\sigma,\gamma)}^{(-1)}(u/2).$$

Integrability of the rhs as in (5.5) implies integrability of the lhs and so the process $(h_X, F_{\sigma+\gamma}, 0, \infty)$ is also explosive. 

6. A NEW PROOF OF THE ‘SUFFICIENT PART’ OF THEOREM 5.7

In this section, we give a new proof for the sufficient part of Theorem 5.7 for plump power-law distributions. Note that the proof in [1] holds for all plump distributions not just plump power-laws, so the proof presented here is less general. However, since in nature it is quite different, it reveals a different aspect of explosive branching processes. It provides a thinning argument and thus it enables us to apply it later for processes with incubation periods as well.

The idea of the proof originates from the work of [58] where he applied this thinning method on the BP, however, with different choices of retain probabilities, obtaining thus weaker results. Thus, in this section we re-prove the ‘sufficient’ direction of Theorem 5.7. This is the harder direction for plump power-laws.

**Theorem 6.1** (Weaker version of Theorem 5.7). Given a plump offspring distribution $X$ satisfying (5.1), and a weight distribution $F_{\sigma}$, the branching process $(h_X, F_{\sigma}, 0, \infty)$ is min summable and hence also explosive if there exists an $\varepsilon > 0$ and $C > 0$ such that

$$\int_{1/\varepsilon}^{\infty} F_{\sigma}^{(-1)}(e^{-Cu}) \frac{1}{u} du < \infty.$$

This criterion is necessary and sufficient for the explosivity of the process when we require that $X$ is a plump power-law distribution, as in (5.2).

Before the proof, we need some preparation. Recall that the date of birth of an individual $x$ in the BP is denoted by $\tau_x$, while $\sigma_x = \tau_x - \tau_{|x|}$, the birth-time of $x$, denotes the time difference between the birth date of the individual and its mother.
Definition 6.2. Consider an age-dependent BP with offspring distribution $X$ and birth time distribution $\sigma$. Fix a sequence $(t_n)_{n\in\mathbb{N}}$ with $\sum_{n=1}^\infty t_n := T < \infty$. Let us do a generation dependent thinning on the BP as follows: we keep all the offspring of the root and denote their number by $\eta_1$. We delete the whole subtree of an individual $x \in G_1$ if $\sigma_x > t_1$, and we denote the total number of individuals that are not deleted in $G_2$ by $\eta_2$. Similarly, we delete the whole subtree of an individual $x \in G_n$ if $\sigma_n > t_n$ and denote the total number of individuals in $G_{n+1}$ that have not been deleted in any of the previous steps by $\eta_{n+1}$. Let us denote the sub-branching process of non-thinned vertices by $BP_\eta$.

The next claim is elementary.

Claim 6.3. Let $H_n(s) := \mathbb{E}[s^n]$ be the generating function of $\eta_n$, and let us write $p_n := F_\sigma(t_n)$ for the retention probability of a subtree of a vertex in $G_n$. Then $W_n(s) = 1 - H_n(1-s)$ satisfies the recursion

$$W_{n+1}(s) = W_n(p_n g(s))$$

with $g(s) := 1 - h_X(1-s)$, $W_0(s) := s$ and $p_0 := 1$. For the power-law distribution $h_\alpha(s) := 1 - (1-s)^\alpha$,

$$W_n^{\alpha}(s) = p_1^\alpha p_2^\alpha \cdots p_{n-1}^\alpha s^{\alpha n} = s^{\alpha n} \prod_{i=1}^{n-1} p_i^\alpha.$$  

(6.3)

Proof. If we keep a vertex in $G_n$, because $\sigma < t_n$, then all the children of that vertex belong to $\eta_{n+1}$. Hence the generating function $H_{n+1}$ of $\eta_{n+1}$ satisfies

$$H_{n+1}(s) = \mathbb{E}[(p_n h_X(s) + 1 - p_n)^{\eta_n}] = H_n(1-p_n(1-h_X(s))).$$

Then, with $g(s) = 1 - h_X(1-s)$ and $W_n(s) = 1 - H_n(1-s)$ it is elementary to derive (6.2). The values of $W_0$ and $p_0$ are choices that correspond to the proper initialisation. The second statement, (6.3) is then elementary calculation, since $1 - h_\alpha(1-s) = s^\alpha$. □

The next lemma is the core of the proof of Theorem 6.1.

Lemma 6.4. Suppose that $\sigma$ satisfies the integrability criterion (5.5) in Lemma 5.8 and $X$ is a plump distribution with lower bound $1 - \delta \in (0,1)$ on the power-law exponent, as in (5.1). Let the retention probabilities be defined as $p_n = 1/\exp\{-C/(1-\delta/4)^n\}$. Then, for a sufficiently large $C > 0$, the thinned process $BP_\eta$ of $(h_X, F_\sigma, 0, \infty)$ is supercritical in the sense that $\lim_{n \to \infty} \mathbb{P}(\eta_n = 0) = \mathbb{P}(BP_\eta \text{ goes extinct}) < 1$. Further, all the individuals in $BP_\eta$ can be reached in finite time from the root.

Proof. Since $F_\sigma$ satisfies the integrability criterion (5.5), following the proof of Lemma 5.8, (in particular the bounds in (5.7), (5.8)), the series

$$\sum_{i=1}^\infty P_\sigma^{(-1)}(\exp\{-C/\beta^n\}) := T(\beta, C) < \infty$$

for all $C > 0$ and $\beta \in (0,1)$.

Since $X$ is a plump distribution, the lower bound in (5.1) holds with some $\delta > 0$. So, by Karamata’s Tauberian theorem [15, Theorem 1.7.1], $1 - h_X(s) \geq (1-s)^{1-\delta}$ if $s$ is sufficiently close to 1. This means that we can set $\alpha := 1 - \delta/2$, and define $Y_\alpha$ with $h_X(s) = 1 - (1-s)^\alpha$ such that $h_X(s) \leq h_Y(s)$ holds whenever $s \in [s_0, 1]$, for some $s_0 < 1$. This further implies $g(s) = 1 - h_X(1-s) \geq s^\alpha$ in $[0, 1-s_0]$. Set $\beta := 1 - \delta/4$, and $C > 0$ so large that

$$\exp\left\{-\frac{C}{\beta(1-\alpha/\beta)}\right\} < 1 - s_0$$

(6.4)
holds. Further, we choose the thinning thresholds to be \( t_n := F^{(-1)}_\sigma \left( \exp \{-C/\beta^n\} \right) \) yielding that the retention probability of a subtree of a vertex in \( G_n \) is \( p_n = F_\sigma(t_n) = \exp \{-C/\beta^n\}. \)

We apply the thinning to the BP \((h_X, F_\sigma, \sigma, 0, \infty)\) as described in Definition 6.2. Note that in this case the function \( W_n \) defined in Claim 6.3 can be bounded from below by

\[
W_{n+1}(s) = W_n(p_ng(s)) \geq W_n(p_ns^\alpha)
\]
as long as \( s \in [0, 1 - s_0] \). Continuing the recursion for \( k \) steps, we obtain

\[
W_{n+1}(s) \geq W_{n-k}(p_{n-k}p_{n-k+1} \cdots p_{n+k} s^{\alpha_{k+1}})
\]
and we can continue to lower bound \( W_{n-k} \) by using \( W_{n-k-1} \) as long as

\[
s^{\alpha_{k+1}} \prod_{j=1}^k p_{n-k+j}^{n_j} \in [0, 1 - s_0]
\]
(6.5)
holds, since in this case the argument of \( g(\cdot) \) in the next step will be again in \([0, 1 - s_0]\) and so the lower bound on \( g \) is still valid. We calculate using that \( p_n = \exp \{-C/\beta^n\} \), and that \( \alpha < \beta \),

\[
\prod_{j=1}^k p_{n-k+j}^{n_j} = \exp \left\{ -\frac{C}{\beta^{n-k}} \sum_{j=1}^k (\alpha/\beta)^j \right\} \leq \exp \left\{ -\frac{C}{\beta^{n-k}} \frac{1}{1 - \alpha/\beta} \right\}.
\]
As a result, assuming that \( C \) is large enough for (6.4) to hold, (6.5) holds for all \( k \) and \( s \in [0, 1] \). Thus, we can apply the recursive step \( n \) times to obtain that

\[
W_{n+1}(s) \geq s^{\alpha_{n+1}} \prod_{j=1}^n p_{n+1}^{n_j} = W_n^{(\alpha)}(s)
\]
holds for all \( s \in [0, 1] \) (see (6.3)).

Now we show that the thinned process \( BP_n \) is supercritical with these thinning probabilities. Note that \( W_n(1) = \mathbb{P}(\eta_n > 0) \), is a decreasing sequence of \( n \) and as a result \( \lim_{n \to \infty} W_n(1) := W(1) = \mathbb{P}(\eta_\infty > 0) \) exists and equals the survival probability of the sub-branching process \( BP_n \). Thus, if we show that \( W(1) = \lim_{n \to \infty} \mathbb{P}(\eta_n \neq 0) > 0 \) then the thinned process \( BP_n \) is supercritical in the sense that it survives forever with positive probability.

Finally, all non-deleted individuals in \( G_n \) are accessible from the root by a path of length at most \( \sum_{i=1}^{n-1} t_i < T(\beta, C) < \infty \). Note that in this case

\[
F(T, s) := \mathbb{E}[s^{\sum_{x \in BP} 1_{x \leq T}}]
\]
satisfies that \( F(T, 1) < 1 \), that is, the process is explosive. Indeed, with probability \( W(1) \), there is at least one infinite ray \( x \in G_\infty \cup D(T) \) and as a result \( D(T) = \infty \) with probability \( W(1) \).

It is left to show that \( \lim_{n \to \infty} W_n(1) > 0 \). For this we calculate the lower bound

\[
W_n(1) \geq W_n^{(\alpha)}(1) = \prod_{j=1}^{n-1} p_{n+1}^{n_j} = \exp \left\{ -\frac{C}{\beta} \sum_{j=0}^{n-1} (\alpha/\beta)^j \right\} \to \exp \left\{ \frac{C}{\beta} \frac{1}{1 - \alpha/\beta} \right\} > 0,
\]
since \( \alpha/\beta < 1 \).

\[\square\]

**Remark 6.5.** The core of this thinning argument is that the integral criterion in Lemma 5.8 does not depend on the precise value of \( C \) or on the powers \( \beta \) (or \( \alpha \)). This is reflected in the fact that the explosion is robust in the sense that if a lifetime distribution \( \sigma \) explodes for one value of power-law \( \alpha \) then it explodes for all values, and hence a thinner-tailed BP still explodes. This is essentially the argument also used in the proof of Theorem 5.7 in
the paper [1]. There, they develop an algorithm that thins the BP in a degree-dependent way. The thinning leaves a sub-BP in which the degrees grow according to a thinner tail power-law, and that BP is still explosive.

**Proof of Theorem 6.1.** Suppose $X$ is a plump distribution and $\sigma$ satisfies the integrability criterion in Lemma 5.8. Lemma 6.4 then shows that the integral criterion is sufficient for the explosion of the process. To finish the proof, we need to show that once $X$ follows a plump power-law, it is necessary as well. For this we use the upper bound on the distribution function of $X$, as in (5.2). This bound ensures that one can couple $X$ to a random variable $Y$ that has tail probabilities $\Pr(Y \geq x) = C/x^\delta$ such that $X$ is stochastically dominated by $Y$. And/or, one can use a Tauberian theorem to say that $h_X(s) \geq 1 - (1 - s)^\delta$ in a sufficiently small neighborhood of 1. Either way, by comparison Theorem 4.13, the explosivity of the BP $(h_Y, F, 0, \infty)$ is necessary for the explosivity of $(h_X, F, 0, \infty)$.

We argue that the latter is conservative when the integral criterion (5.6) is not met. Here the easiest argument is the same as the one in the proof of Theorem 5.7 in [1]: the size $Z_k$ of generation $k$ of the Galton-Watson BP with offspring distribution $Y$ grows double-exponentially. More precisely, by [23], there exists a random variable $V$ such that

$$\delta^k \log(\min\{1, Z_k\}) \overset{a.s.}{\longrightarrow} V,$$

and $V > 0$ on survival. As a result, for some $K > 0$, for all $k \geq K$, $Z_k \leq \exp\{2V \delta^{-k}\}$ holds for some $V > 0$. Now we add the i.i.d. edge-weights to the edges of the GW tree, and set $a_k := \exp\{2V \delta^{-k}\}$ Clearly, the process is conservative if the sum of the minimum edge-weight in each generation diverges. This minimum is then at least

$$\sum_{k=K}^{\infty} \min\{\sigma_{k,1}, \sigma_{k,2}, \ldots, \sigma_{k,a_k}\},$$

(6.6)

since in each generation there are at most $a_k$ individuals. Thus, divergence of the sum in (6.6) ensures that the BP $(h_X, F, 0, \infty)$ is conservative. This sum is divergent precisely when the sum $\sum_{k=K}^{\infty} F_{\sigma}^{(-1)}(1/a_k)$ diverges: for this see the proof of [1, Corollary 4.3]. Finally, the equi-convergence of this sum and the integral in Lemma 5.8 is precisely the content of Lemma 5.8. □

7. **Processes with incubation period**

We have seen in Theorem 4.20 that the explosivity of both $(h_X, F, 0, \infty)$ and $(h_X, F_1, 0, \infty)$ is necessary for the explosivity of the incubation model $(h_X, F, F, \infty)$. In this section we aim to show the reverse direction, i.e., that it is also sufficient. The crucial problem to overcome is the following: by superimposing an incubation time on the branching process, exactly the short edges are killed. In fact, the shorter the edge the more likely that it is deleted when incubations come into the picture. This means that the thinning of the BP is not an independent binomial thinning, even in the case of the (simpler) backward process, where the birth-times of children are independent.

The outline of the proof is the following: first we prove that the backward process explodes, given the explosivity of the two BP-s $(h_X, F, 0, \infty)$ and $(h_X, F_1, 0, \infty)$. The proof is based on showing that for the new birth-time distribution, the summability criterion in (5.4) (integral criterion) stays valid.

For the forward process, we use a different argument: we develop a generation based thinning of the BP, similar to the one in the proof of Theorem 6.1.

Our first goal is thus to prove the following:
Theorem 7.1. Consider an epidemic model with offspring distribution $X$ that follows a plump distribution, birth-time distribution $\sigma$ and incubation time distribution $I$. Then, the backward process $(h_X, F_\sigma, F_I, \infty)^b$ explodes if and only if both the processes $(h_X, F_\sigma, 0, \infty)$ and $(h_X, F_I, 0, \infty)$ explode.

Then, we will show the somewhat weaker

Theorem 7.2. Consider an epidemic model with offspring distribution $X$ that follows a plump power-law distribution, birth time distribution $\sigma$ and incubation time distribution $I$. Then, the forward process $(h_X, F_\sigma, F_I, \infty)$ explodes if and only if both the processes $(h_X, F_\sigma, 0, \infty)$ and $(h_X, F_I, 0, \infty)$ both explode, that is, if and only if they satisfy the integrability criterion in (5.4). This integrability condition is sufficient for explosion of $(h_X, F_\sigma, F_I, \infty)$ when the offspring distribution $X$ is plump.

Remark 7.3. This theorem is somewhat weaker since we lost the ‘only if’ direction when the offspring distribution is plump, i.e., it has strictly heavier tails than any power-law. In fact, the proof of Theorem 7.2 below could also work to prove Theorem 7.1, but again, then we would lose the necessity for plump distributions that are not plump power-laws.

In the master thesis of L. Gulikers [30], Gulikers and the author provided a proof of Theorem 7.1 and Theorem 7.2 under different conditions. There, we proved that the explosion of $(h_X, F_\sigma, 0, \infty)$ and $(h_X, F_I, 0, \infty)$ is sufficient for the backward epidemic model $(h_X, F_\sigma, F_I, \infty)^b$ to explode under the more restrictive assumptions that $X$ has a power-law distribution with parameter $\alpha \in (0, 1)$ and either

1) $F_I(t) > F_\sigma(t)$ in some open interval around $0$, or
2) $F_I$ and $F_\sigma$ are absolutely continuous and the densities $f_I, f_\sigma$ satisfy $f_I(t) \leq f_\sigma(t)$ in some open interval around $0$.

Further, we showed that the explosion of the backward epidemic model $(h_X, F_\sigma, F_I, \infty)^b$ implies the explosion of the forward epidemic model $(h_X, F_\sigma, F_I, \infty)$ when $F_\sigma$ is an ageing distribution in some neighborhood of the origin, that is, for some $t_0 > 0$, for all $t \in [0, t_0]$ it holds that

$$(\sigma - t|\sigma \geq t) \xrightarrow{d_0} \sigma.$$ 

In particular, this condition is satisfied if $F_\sigma$ has a density $f_\sigma$ with $f_\sigma(0) = 0$ and $f_\sigma$ non-decreasing in some neighborhood of the origin. Here we give a counterexample below in Example 8.7: an absolutely continuous distribution, with full support, that is locally non-monotonous at the origin yet it produces an explosive BP.

Before we start, we need some preparation and recall some basic theory about regularly varying functions.

Definition 7.4. We say that a function $\ell(x)$ is slowly varying at $0$ if $k(x) := \ell(1/x)$ is slowly varying at infinity, that is, if for all $\lambda > 0$,

$$\lim_{x \to 0} \frac{\ell(\lambda x)}{\ell(x)} = \lim_{x \to \infty} \frac{k(\lambda x)}{k(x)} = 1.$$ 

We say that two functions $f, g$ are asymptotically equivalent if $\lim_{x \to \infty} f(x)/g(x) = 1$, and they are asymptotically equivalent at $0$ if $\lim_{x \to 0} f(x)/g(x) = 1$.

The following theorem gives the characterisation of slowly varying functions, by Karamata [40] that can be found as [15, Theorem 1.3.1].
Theorem 7.5 (Karamata). Let \( k(x) \) be a slowly varying function at infinity. Then \( k(x) \) has the representation
\[
k(x) = \exp \left\{ c(x) + \int_a^x \frac{\varepsilon(t)}{t} \, dt \right\}
\]
with \( \lim_{x \to \infty} c(x) = c \), and \( \lim_{x \to \infty} \varepsilon(x) \to 0 \). Further, \( \varepsilon(x) \) can be chosen to be arbitrarily smooth, and \( \varepsilon(x) \) is eventually negative if \( \lim_{x \to \infty} k(x) = 0 \).

This theorem yields the following corollary:

Corollary 7.6. Let \( \ell(x) \) be a slowly varying function at 0 with \( \ell(0) = 0 \). Then \( \ell(x) \) has the representation
\[
\ell(x) = \exp \left\{ c(x) + \int_{\alpha}^{1/x} \frac{\varepsilon(t)}{t} \, dt \right\}
\]
with \( \lim_{x \to 0} c(x) = c \), and \( \lim_{x \to \infty} \varepsilon(x) \to 0 \). Further, \( \varepsilon(x) \) is eventually negative with \( \varepsilon(x) \to 0 \) but \( \int_0^{\infty} \varepsilon(t)/t \, dt = -\infty \), hence for all \( \beta > 0 \)
\[
\lim_{t \to \infty} |\varepsilon(t)| t^{\beta} = \infty.
\]

Proof. The representation of \( \ell(x) \) is obvious from the representation of \( k(x) \) in (7.1) by noting that since \( c(x) \to c \) in the representation of \( k(x) \), we can re-index this function in the representation of \( \ell \). Further, when \( \ell(0) = 0 \) then \( \lim_{x \to \infty} k(x) = 0 \) is necessary so \( \varepsilon(t) \) is eventually negative and \( \int_0^{\infty} \varepsilon(t)/t \, dt = -\infty \). Formula (7.3) is obvious from the divergence of the integral. \( \Box \)

An elementary property of slowly varying functions is that they are sub-polynomial, i.e., for all \( \alpha > 0 \), \( \lim_{x \to \infty} k(x)x^\alpha = \infty \). They also decrease rather slowly: for all \( \alpha > 0 \), \( \lim_{x \to \infty} k(x)x^{-\alpha} = 0 \). These translates to the fact that all slowly varying functions at 0 with \( \ell(0) = 0 \) are steeper than any polynomial, but tend to 0 when multiplied by one, i.e., for all \( \alpha > 0 \),
\[
\lim_{x \to 0} \frac{\ell(x)}{x^\alpha} = \infty, \quad \lim_{x \to 0} \ell(x)x^\alpha = 0.
\]

Proof of Theorem 7.1. The explosion of both \( (h_X, F_\sigma, 0, \infty) \) and \( (h_X, F_I, 0, \infty) \) is necessary by Theorem 4.20. We yet have to prove that it is sufficient. First note that in the backward process, the distribution of the birth-times across the offspring is i.i.d. from the non-regular distribution function
\[
F_{I<\sigma}(t) := \int_0^t F_I(x) dF_\sigma(dx)
\]
As a result, we can consider the backward process as an age-dependent BP with this new birth-time distribution (that has a positive probability to be infinite). With the usual notation, we need to show that \( (h_X, F_{I<\sigma}, 0, \infty) \) explodes as well. For this, we shall use the fact that multiplying by a constant, or taking the power of a distribution function does not change the summability of (5.4). We have shown this only for plump power-laws using the integrability in Lemma 5.8, in the proof of Theorem5.11. However, it is not hard to see that these properties also remain valid when \( X \) has heavier tails then power-laws, e.g. when \( \mathbb{P}(X > x) = C/|\log x| \). For simplicity we use the integral characterisation valid for plump power-laws as in Lemma 5.8.

We start by partial integration:
\[
F_{I<\sigma}(t) = \int_0^t (F_\sigma(t) - F_\sigma(y)) F_I(dy) \geq (F_\sigma(t) - F_\sigma(at)) F_I(at)
\]
for any \( a \in (0, 1) \). Suppose now that

\[
\exists a \in (0, 1), q \in [0, 1) : \limsup_{t \to 0} \frac{F_\sigma(at)}{F_\sigma(t)} \leq q < 1. \tag{7.5}
\]

Then for a small enough \( t_0 > 0 \), for all \( t \in (0, t_0] \)

\[
F_{I<\sigma}(t) \geq (1 - q)F_\sigma(t)F_\sigma(at). \tag{7.6}
\]

Using the same argument as in the proof of Theorems 5.11 we obtain that the inverse function of \( F_{I<\sigma}^{-1}(z) \) is also integrable in the sense of Lemma 5.8 when \( F_{I}^{-1} \) and \( F_{I}^{-1} \) are both integrable.

1) When (7.5) holds then the previous argument proves the statement of the theorem. Note that this covers the most important ‘borderline’ cases such as \( F_\sigma(x) = \exp\{-c/\gamma x\} \) or \( F_\sigma(x) = \exp\{-C/\gamma x\} \) but also all polynomials, that is, when \( F_\sigma \) is regularly varying at the origin:

\[
F_\sigma(t) = t^\beta \ell(t) \tag{7.7}
\]

holds for some arbitrary \( \beta > 0 \) and slowly varying function \( \ell \) in some neighborhood of the origin.

2) When (7.5) does not hold then

\[
\forall a \in (0, 1) : \lim_{t \to 0} \frac{F_\sigma(at)}{F_\sigma(t)} = 1, \tag{7.8}
\]

where we replaced the lim sup with a lim since \( F_\sigma \) is monotonously increasing. Further, note that (7.8) means precisely that \( F_\sigma \) is slowly varying at 0, in other words, \( G(x) := F_\sigma(1/x) \) is slowly varying at infinity. Plus, since \( F_\sigma(0) = 0, \lim_{x \to \infty} G(x) = 0 \) must hold as well. As a result, by (7.4), we obtain that in this case \( F_\sigma \) is steep at the origin. Examples include \( F_\sigma(x) = 1/\log^\alpha(1/x) \) for some \( \alpha > 0 \) or \( \exp\{-\log^\alpha(1/x)\} \) for \( 0 < \alpha < 1 \).

It is thus natural to prove the explosivity using Theorem 4.10: If we can find an increasing function \( H \) in an interval \([0, t_0]\) that satisfies \( F_\sigma(dt) \geq H(dt) \) and \((h_X, H, F_I, \infty)^b \) is explosive, then so is \((h_X, F_\sigma, F_I, \infty)^b \).

So, let us consider the function

\[
H_\gamma(x) := x^\gamma F_\sigma(x) \tag{7.9}
\]

in some small neighborhood of the origin for some \( \gamma > 0 \). Then, using the representation in (7.2) with smooth \( \varepsilon(\cdot) \),

\[
H_\gamma(dx) = F_\sigma(x) \left(x^{\gamma-1}(\gamma - \varepsilon(1/x))dx + x^\gamma \varepsilon(dx)\right),
\]

\[
F_\sigma(dx) = F_\sigma(x)(-\varepsilon(1/x)/x dx + c(dx)).
\]

Note that for all \( x \in (0, 1) \), \( x^\gamma \varepsilon(dx) < c(dx) \) so the possible non-smooth part in \( F_\sigma \) is decreased. For the other term, we need \( x^{\gamma+1}(|\varepsilon(1/x)|) < |\varepsilon(1/x)| \) where recall from Corollary 7.6 that \( \varepsilon \) is eventually nonpositive. Clearly \( x^{\gamma+1} < |\varepsilon(1/x)|(1 - x^\gamma) \) holds since \( 1 - x^\gamma > 1/2 \) for \( x \) small enough, and then \( \varepsilon(1/x)/x^\gamma = \varepsilon(z)z^\gamma \) tends to infinity with \( z = 1/x \to \infty \) by formula (7.3).

It remains to show that \((h_X, H_\gamma, F_I, \infty)\) is still explosive. For this, first note that \( H_\gamma \) satisfies the integrability criterion in Lemma 5.8, since by (7.4), for all small enough \( x \) and any \( \beta > 0 \), \( H_\gamma(x) \geq x^{\gamma+\beta} \) and hence \( H_\gamma^{-1}(z) \leq z^{1/(\gamma+\beta)} \). This function is clearly integrable as in (5.6) so \((h_X, H_\gamma, 0, \infty)\) is explosive. If \( X \) is a plump distribution but not a plump power-law then \( X \) has heavier tails then a plump power-law and hence \( H_\gamma \) certainly
ensures that setting for the two
hence
\[ \forall a \in (0, 1) : \lim_{x \to 0} \frac{H_\gamma(ax)}{H_\gamma(x)} = a^\gamma < 1. \]
As a result, \((h_X, H_\gamma, F_I, 0)b\) is explosive. This implies that \((h_X, F_\sigma, F_I, 0)b\) is explosive too.

**Proof of Theorem 7.2.** Necessity follows from Theorem 4.20. It is enough to show that the explosivity of both processes is sufficient. By the same argument as in the proof of Theorem 6.1, \(h_X(s) \leq 1 - (1 - s)\delta\) in some small neighborhood of 1. Thus, let us define \(Y\) as a random variable with generating function \(h_Y(s) = 1 - (1 - s)^\alpha\) with \(\alpha = \delta\). By applying comparison Theorem 4.13 for the BP-s with incubation times and Corollary 5.10 for the two age-dependent BPs, it is enough to show that the forward process \((h_X, F_\sigma, F_I, \infty)\) explodes whenever both \((h_Y, F_\sigma, F_I, \infty)\) and \((h_Y, F_I, 0, \infty)\) explode.

Next, we modify \(F_\sigma\) to \(H_\gamma\) from (7.9) when necessary, so that \(F_\sigma\) satisfies (7.5). That is, when \(F_\sigma\) varies slowly at 0 then we rather consider \(H_\gamma(t) = F_\sigma(t) t^\gamma\). In this case, since \(F_\sigma(dt) \geq H_\gamma(dt)\) for all \(t \in [0, t_0]\), by Theorem 4.10, the explosivity of \((h_Y, H_\gamma, F_I, \infty)\) implies the explosivity of \((h_Y, F_\sigma, F_I, \infty)\). Clearly the process \((h_Y, H_\gamma, 0, \infty)\) is also explosive, since it satisfies the criterion (5.5).

Thus, we reduced the problem for showing that \((h_Y, F_\sigma, F_I, \infty)\) is explosive whenever \((h_Y, F_\sigma, 0, \infty)\) and \((h_Y, F_\sigma, 0, \infty)\) explode and the condition in (7.5) is met.

First, we modify the proof of Theorem 6.1 as follows: we develop a similar thinning as in Definition 6.2. Indeed, for the forward process, our new thinning will look as follows:

We fix a sequence \(t_n\) with \(\sum_{n=1}^{\infty} t_n = \tilde{T} < \infty\) and we fix an \(a \in (0, 1)\) from (7.5). We keep the (sub)tree of the root only if its incubation time \(I_0 < a \tilde{t}_1\). We denote the kept vertices in generation 1 by \(\tilde{\eta}_1\). Next, we keep the whole subtree of a vertex \(x\) in \(G_1\) if and only if both \(I_x < a \tilde{t}_2\) and \(\sigma_x \in [a \tilde{t}_1, \tilde{t}_1]\). We denote the number of generation-2 individuals that are kept by \(\tilde{\eta}_2\), and so on. That is, we keep the whole subtree of a vertex \(x\) in generation \(n\) if and only if \(I_x \leq a \tilde{t}_{n+1}\) and \(\sigma_x \in [a \tilde{t}_n, \tilde{t}_n]\). We denote the vertices kept in generation \(n\) by \(\tilde{\eta}_n\). Finally, we denote the subtree of kept individuals by \(BP_{\tilde{\eta}}\).

The crucial idea of this thinning is that for all the vertices in \(BP_{\tilde{\eta}}\), the incubation time of the parent vertex is shorter than the birth-time of the individual. Indeed, for a vertex \(x\) in \(\tilde{\eta}_n\), the parent \(x_{n-1}\) of this vertex must be in \(\eta_{n-1}\) and thus it must have \(I_{x_{n-1}} < a \tilde{t}_n\), while, since the vertex \(x\) is in \(\tilde{\eta}_n\), it must have \(\sigma_x \in [a \tilde{t}_n, \tilde{t}_n]\). As a result, in the forward process of the epidemic with incubation times, all the vertices in \(BP_{\tilde{\eta}}\) will be infected.

The advantage of this thinning is that it leaves an i.i.d. thinning on the subtrees of vertices, just as before in the proof of Theorem 6.1: In this case, the retention probability of a subtree of a vertex in generation \(n\) is, by the condition in (7.5)

\[
F_I(a \tilde{t}_{n+1})(F_\sigma(\tilde{t}_n) - F_\sigma(a \tilde{t}_n)) \geq (1 - q)F_I(a \tilde{t}_{n+1})F_\sigma(\tilde{t}_n) \geq (1 - q)F_I(a \tilde{t}_{n+1})F_\sigma(\tilde{t}_{n+1}) := \bar{p}_n.
\]

It is left to show that for a proper choice of \(\tilde{t}_n\), with \(\sum_{n=1}^{\infty} \tilde{t}_n < \infty\), the thinned process \(BP_{\tilde{\eta}}\) is supercritical again in the sense that \(\lim_{n \to \infty} \mathbb{P}(\eta_n = 0) < 1\). This follows from the following two facts:

1) Define the distribution function \(\tilde{F}(t) := (1 - q)F_I(dt)F_\sigma(t)\). Then \(\tilde{F}(\tilde{t}_{n+1}) = \bar{p}_n\). This distribution function satisfies the integrability criterion of Lemma 5.8, provided both \(F_\sigma\) and \(F_I\) do so as well. The proof of this claim is immediate from the proof of Theorem 5.11, i.e., the proof that the maxima of two distributions also explode.

2) Theorem 6.1 ensures that setting \(t_n = \tilde{F}^{-1}(\exp(C/\beta_n))\) for a sufficiently large \(C > 0\) and \(\beta > \alpha\) yields a thinning of \((h_Y, \tilde{F}, 0, \infty)\) with retention probability \(\bar{p}_n = \exp(C/\beta_n)\)
that produces a supercritical thinned BP. Finally, by possibly modifying \( C \) when necessary, is not hard to see that thinning the BP \((h_Y, \tilde{F}, 0, \infty)\) by shifted indices \( \tilde{t}_n := t_{n+1} \) and \( p_n := p_{n+1} \) also produces a supercritical thinned BP. This finishes the proof. \( \square \)

8. Some educational examples

In this section we investigate some interesting birth-time distributions. We construct a class of birth-time distributions singular to the Lebesque measure that form an explosive BP with plump power-law offspring distributions. We also investigate the ‘borderline’ birth-time distribution for explosivity.

We start with a motivating example from singular distributions. The following construction is known from fractal theory.

**Example 8.1** (Natural measure on the Cantor-set). Consider the distribution function of the natural probability measure on the Cantor set, that is obtained as follows: the \( n \)th approximation of the Cantor set consist of the union of \( 2^n \) many intervals, each of length \( 3^{-n} \).

\[
\bigcup_{x_1, \ldots, x_n; x_i \in \{0,2\}} \left[ \sum_{i=1}^{n} \frac{x_i}{3^i} + \frac{1}{3^n} + \sum_{i=1}^{n} \frac{x_i}{3^i} \right]
\] (8.1)

Consider \( F_n(x) \) as the distribution function of the uniform measure on this \( n \)th approximation i.e., where each interval has measure \( 2^{-n} \). It is not hard to show that the distribution function \( \lim_{n \to \infty} F_n(x) = F_{\text{Cantor}}(x) \) converges pointwise and the limit function \( F_{\text{Cantor}}(x) \) is a continuous, monotone function that only increases on the Cantor set, and is constant otherwise. Thus, \( F_{\text{Cantor}}(x) \) is the distribution function singular to the Lebesque measure.

The next example is another singular distribution function, that is precisely the inverse of \( F_{\text{Cantor}}(x) \): it is a discreet measure of the length of the complement of the Cantor set:

**Example 8.2.** Consider the dyadic expansion of \( x \in (0, 1) \), that is, \( x = \sum_{i=1}^{\infty} x_i/2^i \), where \( x_i \in \{0,1\} \). Let us define the following measure: \( \mu_C(x) := 1/3^n \) if and only if the last non-zero digit in the dyadic expansion of \( x \) is at location \( n \). Then, \( \mu_C \) is a probability distribution singular to the Lebesque measure.

Indeed, there are \( 2^{n-1} \) many real numbers in \((0, 1)\) that have measure \( 1/3^n \), and hence \( \mu((0, 1)) = \sum_{n=1}^{\infty} 2^{n-1}/3^n = 1 \). Here we show that both examples used as birth-time distributions yield explosive branching processes with any plump power-law offspring distribution.

**Claim 8.3.** Let \( X \) be a plump power-law distribution. Then \((h_X, F_{\text{Cantor}}, 0, \infty)\) and \((h_X, \mu_C, 0, \infty)\) are both explosive.

**Proof.** We start with \((h_X, F_{\text{Cantor}}, 0, \infty)\). It is easy to see that for any \( n \geq 1 \), \( F_{n+k}(1/3^n) = 1/2^n \) for any \( k \geq 0 \). Hence, \( F_{\text{Cantor}}(1/3^n) = 1/2^n \) holds as well. As a result, for \( u < 1/2 \),

\[
F_{\text{Cantor}}^{(-1)}(u) \leq 3u^{\log 3/\log 2}.
\]

Then

\[
\int_0^{1/2} F_{\text{Cantor}}^{(-1)}(e^{-1/y}) \frac{1}{y} dy \leq \int_0^{1/2} 3e^{-\log 3 y} \frac{1}{y} dy = 3 \int_0^{\infty} e^{-\log 3 z} \frac{1}{z} dz < \infty.
\] (8.2)

Lemma 5.8 finishes the proof. For the \( \mu_C \), by e.g. using that it is the inverse of \( F_{\text{Cantor}}(x) \), it is not hard to see that \( \mu_C([0, 1/2^n]) = 1/3^n \). The same calculation as in (8.2) with \( \log 2/\log 3 \) in the exponent yields that this process is also explosive. \( \square \)

These examples motivated the following construction, that is an ‘almost’ discreet distribution in the sense that its single accumulation point is 0.
Example 8.4. Let the measure $\nu_\beta$, $\beta > 1$ assign mass to the non-positive powers of $e$: for $n \geq 1$, let $\nu_\beta(e^{-n}) := \exp\{-\exp\{\beta^n\}\}$, and let $\nu_\beta(1) := 1 - \sum_{n=1}^{\infty} \nu_\beta(e^{-n})$. Let $F_\beta$ denote the distribution function of the measure obtained.

Claim 8.5. Let $X$ be a plump power-law distribution. Then $(h_X, F_\beta, 0, \infty)$ is explosive for $\beta < e$ and conservative for $\beta \geq e$.

Proof. Note that for some constant $C > 0$, for any $k \geq 1$,

$$\exp\{-\exp\{\beta^k\}\} < \sum_{n=k}^{\infty} \exp\{-\exp\{\beta^n\}\} \leq C \exp\{-\exp\{\beta^k\}\}.$$ 

Hence, $F_\beta(1/e^n) \geq \exp\{-\exp\{\beta^n\}\}$ and

$$F_\beta^{(1)}(u) \leq C (\log \log (1/u))^{-1/\log \beta}$$

As a result,

$$\int_{e}^{\infty} F_\beta^{(1)}(e^{-u}) \frac{1}{u} du = \int_{e}^{\infty} (\log u)^{-1/\log \beta} \frac{1}{u} du.$$ 

The latter integral converges if $1/\log \beta > 1$ (that is, $\beta < e$) and diverges if $1/\log \beta \leq 1$, that is, if $\beta \geq e$. Lemma 5.8 finishes the proof. \hfill \Box

The next example is the continuous version of the previous example, with $\gamma = \log \beta$. The proof is analogous and left to the reader. This example is important since for plump power-law distributed offsprings it is the boundary case between explosive and conservative BPs. (Of course logarithmic corrections could be added.)

Example 8.6 (Continuous version of Example 8.4). Let $F_{\gamma}(y) := \exp\{-y^{\gamma}\}$. Then, for a plump power-law offspring distribution $X$, $(h_X, F_{\gamma}, 0, \infty)$ is explosive for $\gamma < 1$ and conservative for $\gamma \geq 1$.

We finish the paper by giving an example of a distribution that is absolutely continuous, but its density function is non-monotonous in any small neighborhood of the origin. This example shows an example for a birth-time distribution that does not satisfy the conditions in an older version of Theorem 7.2 in the Master thesis of Gulikers [30]. For a discussion about these conditions, see Section 7.

Example 8.7 (A counterexample). Consider the following absolutely continuous measure: modify the singular distribution described in Example 8.4 for some $\beta < e$, so that the mass $\exp\{-\exp\{\beta^n\}\}$ is distributed uniformly over the interval $(e^{-n}/2, 3e^{-n}/2)$. Call the density of this part $f_\beta(t)$. Further, add another absolutely continuous part as in Example 8.6, now for $\gamma > 1$, with support on $[0, 1]$, let us call the density of this part $f_\gamma(t)$. Then $f_\beta(t) + f_\gamma(t)$ describes the density function for all $t < 1$. Add the remaining mass arbitrarily in an absolutely continuous way over some interval $(1, b]$ for some appropriate $b > 1$. Call the resulting distribution function $F_\omega$.

This distribution function $F_\omega$ is absolutely continuous and has full support on $[0, b]$, plus, it forms an explosive BP with any plump-power law distribution, since already the first part (the modified version of Example 8.4) is explosive. However, $F_\omega$ is not monotone in any small neighborhood of the origin: for all small enough $t$, $f_\gamma(t) \ll f_\beta(t)$ and hence, for arbitrarily small $t_0$, the density $f_\gamma(t) + f_\beta(t)$ is non-monotonous on $[0, t_0]$. 
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