Reconstructing quantum states from single-party information
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The possible compatibility of density matrices for single-party subsystems is described by linear constraints on their respective spectra. Whenever some of those quantum marginal constraints are saturated, the total quantum state has a specific, simplified structure. We prove that these remarkable global implications of extremal local information are stable, i.e. they hold approximately for spectra close to the boundary of the allowed region. Application of this general result to fermionic quantum systems allows us to characterize natural extensions of the Hartree-Fock ansatz and to quantify their accuracy by resorting to one-particle information, only: The fraction of the correlation energy not recovered by such an ansatz can be estimated from above by a simple geometric quantity in the occupation number picture.
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I. INTRODUCTION

The exact treatment of interacting many-body quantum systems is quite challenging. This has its origin in the exponential growth of the total Hilbert space with the system size. Consequently, further physical structure needs to be exploited to allow for a computationally affordable, more efficient (approximate) description. Since physical systems typically exhibit only one- and two-particle interactions, the relevant physical properties are therefore strongly related to the one- and two-particle pictures. In particular, the calculation of the ground state energy amounts to a variational minimization involving only two-particle reduced density matrices (rather than the full \(N\)-particle wave function). Such approaches exploiting reduced-particle pictures are the most natural and successful ones in practice. Prominent examples for the case of fermions are Density-Functional- [1] and Reduced-Density-Matrix-Functional-Theory [2, 3] based on the one-particle picture and for the two-particle picture partial solutions of the two-body \(N\)-representability problem in the form of outer approximation to the set of valid two-particle reduced density matrices (see, e.g., Refs. [4–12]).

A complementary question has gained tremendous physical relevance inspired by the successful development of quantum information theory: How much information in reduced-particle descriptions is required to uniquely determine the total multipartite quantum state? A lot of effort has been spent on this very general and mathematically highly challenging question. Among several important insights [13–30] there is one result which deserves particular attention: It has been shown [31] that (generic) pure multipartite quantum states are uniquely determined given some specific reduced density matrices of a fraction of 2/3 of the parties. Since many experiments, however, measure only single-party observables, one may wonder in which cases and to which extent already single-party information may allow one to reconstruct the total quantum state. In this article, we show that such exceptional incidences exist which can be characterized as so-called “(quasi)extremal local information” (specified below). In particular, we analytically describe the respective structural simplifications for the multipartite state. This first main result has immediate consequences for the description of fermionic quantum systems as explored in the second part of our work: Novel extensions of the Hartree-Fock ansatz based on extremal one-fermion information emerge. Remarkably, the numerical accuracy of those variational ansatzen can be described in the form of a universal estimate of the correlation energy which solely exploits the geometry of the one-particle picture.

II. (QUASI)EXTREMAL LOCAL INFORMATION

In the following we consider a multipartite quantum system consisting of subsystems \(S_1, S_2, \ldots, S_N\). We assume for the moment that these single-party systems are distinguishable and that their respective Hilbert spaces are all finite, \(d\)-dimensional. We also assume that the total system is in a pure state \(|\Psi\rangle \in \mathcal{H}\) and denote the respective single-party reduced density-matrices by \(\rho_{S_1}, \ldots, \rho_{S_N}\). The fact that those marginals originate via partial trace from the same total state \(|\Psi\rangle\) exposes strong relations on them: In a mathematical breakthrough [32–36] it has been shown that given density matrices \(\rho_{S_1}, \ldots, \rho_{S_N}\) are compatible if and only if their set...
considered eigenvalues \(\bar{\lambda} = (\bar{\lambda}_S, \ldots, \bar{\lambda}_{S_N})\) of spectra obeys specific linear constraints (with integer coefficients). By arranging each spectrum in decreasing order those quantum marginal constraints define a high-dimensional polytope \(P \subset \mathbb{R}^{N_d}\) of mathematically possible spectra \(\bar{\lambda}\) (see Ref. [37] for an elementary review). The form of this polytope strongly depends on the dimension of the local Hilbert spaces, the number of subsystems and on possible additional restrictions (as, e.g., symmetries of \(|\Psi\rangle\)). The prime example is the one of \(N\) qubits: Their single qubit-reduced density matrices \(\rho_1, \ldots, \rho_N\) are compatible if and only if their spectra obey the inequalities [38]

\[
D_i(\bar{\lambda}) \equiv -\lambda_i^{(2)} + \sum_{j \neq i} \lambda_j^{(2)} \geq 0, \tag{1}
\]

for all \(i\). Here, \(\lambda_i^{(2)}\) denotes the smaller eigenvalue of the \(i\)-th qubit reduced density matrix \(\rho_i\), \(\lambda_i^{(1)} = 1 - \lambda_i^{(2)}\), and we introduce \(\rho_i \equiv \lambda_i^{(1)}|1\rangle|1\rangle + \lambda_i^{(2)}|2\rangle|2\rangle\).

Particular physical relevance of the quantum marginal constraints is given whenever the total spectral vector \(\bar{\lambda}\) lies on the boundary \(\partial P\) of the polytope \(P\). In case of such “extremal local information” the corresponding physical system is not only limited in its response to external unitary perturbations but remarkable structural simplifications follow for the quantum state of the total system. To demonstrate this, saturation of a constraint \(D_i\) (1) implies a drastic reduction to only \(N\) of the 2\(^N\) product states \(|i_1, \ldots, i_N\rangle\), \(i_k = 1, 2\), which contribute to the total state \(|\Psi\rangle\). For \(i = 1\), e.g., these are \(|1, \ldots, 1\rangle, |2, 1, \ldots, 1\rangle, |2, 2, 1, \ldots, 1\rangle, \ldots, |2, 1, 1, \ldots, 1\rangle\). In general, such selection rules implied by extremal local information can be stated in a compact form: Whenever a constraint \(D(\bar{\lambda}_1, \ldots, \bar{\lambda}_{S_N}) \geq 0\) is saturated, any compatible total state \(|\Psi\rangle\) fulfills [39, 40]

\[
D_\Psi |\Psi\rangle \equiv D\left(\hat{n}_{\Psi,S_1}^{(i)}, \ldots, \hat{n}_{\Psi,S_N}^{(i)}\right) \geq 0, \tag{2}
\]

where, e.g., \(\hat{n}_{\Psi,S_i}^{(i)} = |i\rangle_{S_1}S_1 |i\rangle \otimes S_2 \otimes \ldots \otimes S_N\) with \(|i\rangle_{S_1}\) the eigenvector of \(\rho_{S_1}\) corresponding to its \(i\)-th largest eigenvalue \(\lambda_{S_i}^{(i)}\). Due to the linearity of the quantum marginal constraints, one has \(|\Psi\rangle D_\Psi |\Psi\rangle = D(\bar{\lambda}_1, \ldots, \bar{\lambda}_{S_N})\). Hence, Eq. (2) amounts to a simple selection rule for the product states built up from the local eigenstates \(|i_1, \ldots, i_N\rangle\) of \(\rho_{S_i}\). The general expansion

\[
|\Psi\rangle = \sum_{(i_1, \ldots, i_N) \in I_D} c_{i_1, \ldots, i_N} |i_1, \ldots, i_N\rangle, \tag{3}
\]

restricts to configurations \((i_1, \ldots, i_N) \in I_D\), namely those fulfilling \(D_\Psi |i_1, \ldots, i_N\rangle = 0\) (see example above). This remarkable structural simplification (3) based on (2) has a deep mathematical origin [39]. On the other hand, however, it concerns a set of quantum states of measure zero. The crucial question is therefore the one about the stability of conditions (2) and (3), respectively: Does \(\bar{\lambda}\) close to the polytope boundary (“quasiextremal local information”), \(D(\bar{\lambda}_1, \ldots, \bar{\lambda}_{S_N}) \approx 0\), imply approximately that simplified structure (3)? In the following we answer this question by ‘Yes’. In particular, we derive an estimate of the weight of the total state not having that structure. The respective bound is given by the distance of the “local information” to the polytope boundary. Due to the particular relevance of the quantum marginal constraints for fermions and due to the elegance of the second quantization we present our derivation for the setting of \(N\) identical fermions with an underlying one-particle Hilbert space \(\mathcal{H}_1^{(d)}\) of dimension \(d\). The case of a quantum system without exchange symmetry is treated in the same fashion. Let us now consider one of the quantum marginal constraints, called generalized Pauli constraints,

\[
D(\bar{\lambda}) = \kappa_0 + \sum_{j=1}^d \kappa_j \lambda^{(j)} \geq 0, \tag{4}
\]

with \(\kappa_j \in \mathbb{Z}\). For a fixed state \(|\Psi\rangle \in \wedge^N[\mathcal{H}_1^{(d)}], \) with one-particle reduced density matrix,

\[
\rho_1 \equiv N \text{Tr}_{N-1}[|\Psi\rangle\langle\Psi|] = \sum_{j=1}^d \lambda^{(j)} |j\rangle\langle j|, \tag{5}
\]

we define the corresponding \(D_\Psi\)-operator (2). By introducing the particle number operators \(\hat{n}_\Psi^{(i)}\) in second quantization with respect to the eigenvectors \(|j\rangle\) of \(\rho_1\) it reads

\[
D_\Psi = \kappa_0 \mathbb{1} + \sum_{i=1}^d \kappa_j \hat{n}_\Psi^{(i)}. \tag{6}
\]

The general idea is now to define an artificial time-evolution/flow acting on the total state \(|\Psi\rangle \equiv |\Psi(t = 0)\rangle\) with the effect that the respective vector \(\bar{\lambda}(t)\) of \(|\Psi(t)\rangle\) converges to the polytope facet \(F_\lambda\) (defined by \(D = 0\)). If the change of \(|\Psi(t)\rangle\) is not too large we can then relate \(|\Psi\rangle\) to the state \(|\Psi_{\infty}\rangle = \lim_{t \to \infty} |\Psi(t)\rangle\) which has the simplified structure implied by Eq. (2). As an additional motivation for presenting the following derivation, we would like to stress that the proposed flow-method provides a useful tool for quantum sciences: It allows one to systematically manipulate the total quantum state with the effect that the reduced state approaches a targeted local state.

A promising candidate for such a flow is defined by the differential equation (justified retrospectively),

\[
\frac{d}{dt} |\Psi(t)\rangle = - \left(\mathbb{1} - |\Psi(t)\rangle\langle\Psi(t)|\right) \hat{D}_\Psi |\Psi(t)\rangle. \tag{7}
\]

This differential equation with the initial condition \(|\Psi(0)\rangle = |\Psi\rangle\) has a unique solution as long as \(\bar{\lambda}(t)\) remains nondegenerate. Note that the first factor guarantees that
the $L^2$-norm $\|\Psi(t)\| \equiv \sqrt{\langle \Psi(t)|\Psi(t) \rangle}$ is constant. The one-particle reduced density matrix evolves as

$$\dot{\rho}_1(t) = N\text{Tr}_{N-1} \left[ |\dot{\Psi}(t)\rangle \langle \Psi(t)| + |\Psi(t)\rangle \langle \dot{\Psi}(t)| \right],$$

where the ‘dot’ stands for $d/dt$. By perturbation theory, we can determine the change $d/dt \lambda^{(i)}(t)$ of all eigenvalues and therefore the change of $D(\tilde{\lambda}(t))$, as well. A straightforward but lengthy calculation yields (see Appendix A 1)

$$\frac{d}{dt} D(\tilde{\lambda}(t)) = -2 \text{Var}_{\Psi(t)} \dot{D}_{\Psi(t)} .$$

Eq. (9) justifies retrospectively the definition of the flow (7). It reduces the distance $D(\tilde{\lambda}(t))$ of $\tilde{\lambda}(t)$ to the polytope facet $F_D$ as long as the variance $\text{Var}_{\Psi(t)} \dot{D}_{\Psi(t)}$ is nonnegative, which together with (9) leads to (assuming $D(\tilde{\lambda}(t)) \leq \frac{1}{2}$)

$$\frac{d}{dt} D(\tilde{\lambda}(t)) \leq -2 D(\tilde{\lambda}(t)) \leq -D(\tilde{\lambda}(t)).$$

Eq. (11) implies an exponential decay, $0 \leq D(\tilde{\lambda}(t)) \leq D(\tilde{\lambda}(0)) e^{-t}$. Hence, $D(\tilde{\lambda}(t)) \to 0$ for $t \to \infty$, as we were hoping for.

It is important that the flow (7) does not change the quantum state $|\Psi\rangle$ too much. To confirm this we observe

$$\|\Psi(t)\|^2 = \|(|1 - |\Psi(t)\rangle\langle \Psi(t)|)| \dot{D}_{\Psi(t)} \Psi(t)\|^2 = \text{Var}_{\Psi(t)} \dot{D}_{\Psi(t)} .$$

This allows us by integrating both sides of Eq. (12) between $0 \leq t_1 \leq t_2$, to estimate the change of the quantum state, leading to (see Appendix A 3)

$$\|\Psi(t_2) - \Psi(t_1)\| \leq \sqrt{2D(\tilde{\lambda}(t_2))} - \sqrt{2D(\tilde{\lambda}(t_1))} .$$

Eq. (13) implies that $\Psi_\infty \equiv \lim_{t \to \infty} \Psi(t)$ exists, and

$$\|\Psi_\infty - \Psi\| \leq \sqrt{2D(\tilde{\lambda})} .$$

Eq. (14) is the result we were aiming at. A quantum state $|\Psi\rangle$ is close to a quantum state $|\Psi_\infty\rangle$ exhibiting the simplified structure (3) (implied by Eq. (2)) whenever its occupation number vector $\tilde{\lambda}$ is close to the polytope facet $F_D$.

Note that in the above derivation we have assumed that the eigenvalues $\lambda^{(i)}(t)$ are nondegenerate for all times $t$. This can be ensured if the initial $D(\tilde{\lambda})$ is small compared to $\min_i (\lambda^{(i)} - \lambda^{(i+1)})$, since the latter one depends continuously on $|\Psi\rangle$ and the former puts a uniform (in $t$) upper bound on $\|\Psi(t) - \Psi\|$ (recall Eq. (13)).

There is little doubt that our results also hold in the case of (quasi-)degenerate occupation numbers: In Appendix B we present a brute-force proof for the specific setting $(N,d) = (3,6)$ including the case of degenerate occupation numbers. Monte-Carlo sampling allows us to extend this to the settings $(3,7), (4,7)$.

We also would like to stress that according to Eq. (14) $|\Psi\rangle$ has the approximately simplified structure (3) with respect to the basis $B_1$ given by the natural orbitals of $|\Psi_\infty\rangle$. Hence, the ultimate result states that any multipartite quantum state $|\Psi\rangle$ can be approximated by the structurally simplified form up to an error bounded by

$$1 - \|\tilde{P}_{D}(B_1)|\Psi\|^2 \leq 2D(\tilde{\lambda}) ,$$

namely the distance of $\tilde{\lambda}$ to the corresponding polytope facet $F_D$. Here, $\tilde{P}_{D}(B_1)$ denotes the projection operator on the zero-eigenspace of the corresponding $D_{B_1}$-operator (6) (or (2) for distinguishable subsystems). Only in the case of no approximate spectral degeneracies, $B_1$ is given by the eigenvectors of the single-party marginal(s) of $|\Psi\rangle$.

### III. Extensions of the Hartree-Fock Ansatz

Since our first main result (Eq. (15)) establishes a remarkable connection between the 1-particle and the $N$-particle picture it has immediate consequences for the description of fermionic quantum systems. In particular, it suggests natural extensions of the Hartree-Fock ansatz based on extremal one-particle information. To explain this, note that the Hartree-Fock ansatz restricts the variational ground state search to the manifold $M_{0,0}$ of single Slater determinants. The index $(0,0)$ of $M_{0,0}$ should indicate that the corresponding active space $[41]$ consists of 0 active electrons and 0 active orbitals. Clearly, $|\Psi\rangle \in M_{0,0}$ is equivalent to $\tilde{\lambda} = (1,1,0,0,\ldots) \equiv \tilde{\lambda}_{HF}$. This allows us to characterize the Hartree-Fock ansatz alternatively: It corresponds to $|\tilde{\lambda}_{HF}\rangle$, a (zero-dimensional) facet of the polytope $P$ defined by all those $\tilde{\lambda}$ whose entries $\lambda^{(i)}$ attain one of the bounds 0 or 1 of the Pauli constraints $0 \leq \lambda^{(i)} \leq 1$ for all $i$. In case of increasing correlations the size of the active space needs to be increased. In general, if $r = N - N_a$ electrons are frozen and additional $s \equiv d - d_a - N + N_a$ orbitals are inactive the corresponding quantum states form an active space manifold $M_{N_a,d_a}$. $M_{N_a,d_a}$ can alternatively be characterized by the corresponding facet of $P$ formed by the vectors $\tilde{\lambda} = (1,1,0,0,\ldots)$ saturating the collective Pauli constraint $S_{r,s}(\tilde{\lambda}) \equiv \sum_{i=1}^{r} (1 - \lambda^{(i)}) + \sum_{j=d-s+1}^{d} \lambda^{(j)} \geq 0$. The respective variational method based on $M_{N_a,d_a} \equiv$
\( \mathcal{M}_{S_r} \) is called Complete Active Space Self-Consistent-Field (CASSCF) ansatz [41]. Its relevance and success for the analysis of ground states of atoms and molecules is based on the fact that those systems approximately saturate some of the Pauli constraints. In a similar fashion we can also define extremal parts of the polytope \( \mathcal{P} \) by saturation of one (or more) generalized Pauli constraint(s) \( \mathcal{D} \). This would then give rise to a respective state manifold \( \mathcal{M}_D \) containing all states which have the simplified structure (3) with respect to some local reference basis \( B_1 \). The assumption that some generalized Pauli constraints are approximately saturated in realistic systems is justified as it has been confirmed recently [39, 42–57].

Based on our first main result (15) we will now provide an intriguing estimate of the quality of such extended variational ansatzes defined through extremal one-particle information. By quantitative means, we will show that such an ansatz based on a facet \( F_D \) of \( \mathcal{P} \) corresponding to saturation of some (generalized) Pauli constraint(s) recovers most of the correlation energy when \( \mathcal{D} \) lies close to \( F_D \). For this, we denote by \( |\Psi_D\rangle \) the variational ground state with corresponding vector \( \vec{\lambda}_D \) and energy \( E_D \). Moreover, we introduce the Hartree-Fock ground state \( |\Psi_{HF}\rangle \) which has the energy \( E_{HF} \) (see also Fig. 1).

First, by referring to the energy gap \( E_{ex}^{(+)} - E_0 \) between the ground state and first excited state we can relate for any quantum state \( |\Psi\rangle \) its energy expectation value \( \bar{E} \equiv \langle \Psi | \hat{H} | \Psi \rangle \) relative to the ground state energy to its \( L^2 \)-weight outside the ground state subspace \( \mathcal{H}_{E_0} \) (see Lemma 4 in Appendix C1). Indeed, when \( \bar{E} \) lies close to \( E_0 \) relative to the gap most of the weight of \( |\Psi\rangle \) has to lie within the ground state subspace. Combining this relation between the energy and the \( N \)-particle picture with the relation between the one- and the \( N \)-particle picture derived above (cf. Eq. (15)) leads to a striking relation between the energy and the one-particle picture (assuming \( \hat{H} \) has a unique ground state): The energy error \( \Delta E_D \equiv E_D - E_0 \) of the variational ansatz based on the polytope-facet \( F_D \) is bounded from above (see Appendix C2)

\[
\Delta E_D \leq C \mathcal{D}(\vec{\lambda}_0),
\]

where \( C \equiv 2(E_{ex}^{(+)} - E_0) \). From a geometrical viewpoint, Eq. (16) states that the energy error is linearly bounded from above by the distance \( \mathcal{D}(\vec{\lambda}_0) \) of the spectral vector \( \vec{\lambda}_0 \) of the ground state to the respective facet \( F_D \).

The most prominent measure for the success of a variational ansatz, however, is given by the fraction \( \Delta E_D/E_{corr} \) of the total correlation energy \( E_{corr} \equiv E_{HF} - E_0 \) which is not recovered. By building up on (16), an elegant geometric estimate can be derived (see Appendix C3)

\[
\frac{\Delta E_D}{E_{corr}} \leq K \frac{\mathcal{D}(\vec{\lambda}_0)}{S(\vec{\lambda}_0)},
\]

where \( K \equiv 2N(E_{ex}^{(+)} - E_0)/(E_{ex}^{(+)} - E_0) \). Estimate (17) states that \( \Delta E_D/E_{corr} \) is bounded by the ratio \( \mathcal{D}(\vec{\lambda}_0)/S(\vec{\lambda}_0) \) of \( \vec{\lambda}_0 \)’s distances \( \mathcal{D}(\vec{\lambda}_0) \) to \( F_D \) and \( S(\vec{\lambda}_0) \) to the Hartree-Fock point \( \vec{\lambda}_{HF} \) (see also Fig. 1). We also would like to stress that the universality of (16) and (17), holding for all \( \hat{H} \) with non-degenerate ground state, inevitably implies that the prefactors \( C \) and \( K \) depend linearly on \( E_{ex}^{(+)} \). This is due to the fact that without further specification of the Hamiltonian the small weight of \( |\Psi_D\rangle \) outside the ground state space could, at least in principle, lie on the highest excited state. In practice, however, one can expect that this weight lies mainly on the lowest few excited states which would improve the constants \( C \) and \( K \), significantly.

**IV. SUMMARY AND CONCLUSION**

We have proven by exploiting an elegant flow-method that significant structural simplifications follow for the total, multipartite quantum state whenever the spectra of the single-party marginals lie close to (or even on) the boundary of the allowed region (polytope). This analytically quantified implication of “quasiextremal local information” is remarkable since the unique determination of generic quantum states of, e.g., a 300-party system requires the knowledge of marginals of size possibly up to 200 [31] (which is rather difficult to access in experiments).

A comment is in order regarding the possible presence of quasiextremal local information. In contrast to generic quantum states, typically not exhibiting quasiextremal local information, the situation can be quite different for ground states of physical systems with local interactions. This is for instance the case for systems of confined fermions. There, one observes an (approximate) saturation of some Pauli constraints which has its origin in the strong conflict between energy minimization and
exchange symmetry. This is also the reason for the success of the Complete-Active Space Self-Consistent Field method exploiting the corresponding structural simplifications (‘reduced active space’) based on Eq. (2).

Moreover, motivated by result (15) applied to fermionic quantum systems, we propose a hierarchy of variational ansatzes which are characterized through extremal one-fermion information. The simplest one, the Hartree-Fock ansatz is defined by the 0-dimensional facet $F_{HF} \equiv \{ \{ 1, \ldots, 1, 0, \ldots, 0 \} \}$. By considering facets of larger and larger dimensionality, one obtains in a systematic way better and better variational ansatzes. This is quantitatively confirmed by the estimates (16) and (17), providing two intriguing universal relations between the quality of those variational ansatzes and the distance of the exact spectrum $\lambda$ of the one-fermion density matrix $\rho_1$ to the respective polytope facet. Since the computational cost of those ‘Multi-configurational self-consistent-field’-ansatzes is comparable to the one of the Hartree-Fock ansatz, our proposed ansatzes are particularly promising in terms of computational efficiency.

Last but not least, it shall be noticed that our results based on a quantum information theoretical perspective may stimulate fruitful follow-up ideas concerning the description of many-body physics. Just to name one, recall that Reduced Density Matrix Functional Theory may stimulate fruitful follow-up ideas concerning the description of many-body physics. Just to name one, recall that Reduced Density Matrix Functional Theory seeks an exact functional $F$ of $\rho_1$ whose minimization yields the correct ground state energy and the respective $\rho_1$. While the existence of the polytope $P$ is taken into account so far only by the restriction of the minimization process to $P$ [5], our work shows that the whole vicinity of the polytope boundary $\partial P$ should play an important role: Density matrices $\rho_1$ with natural occupation numbers near $\partial P$ correspond to very specific $N$-fermion quantum states. Hence, the exact functional $F$ needs to include a term with a strongly repulsive behavior close to the polytope-boundary.
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Appendix A: Flow-based proof of the stability

We provide technical details used in the flow-based derivation of the structural implications in case of quasieextremal local information.

1. Proof of Eq. (9)

We recall Eqs. (4-8), in particular the form of the one-particle reduced density matrix $\rho_1(t) = \sum_{i=1}^{d} \lambda^{(i)}(t) |i(t)\rangle \langle i(t)|$, and introduce the particle number operator $n_i(t)$ acting on the $N$-fermion Hilbert space for the eigenstate $|i(t)\rangle$ of $\rho_1(t)$. Rayleigh-Schrödinger perturbation theory applied to $\rho_1(t)$ then yields (where the ‘dot’ stands for $\frac{d}{dt}$)

$$
\frac{d}{dt} D(\lambda(t)) = \sum_{i=1}^{d} \kappa_i \lambda^{(i)}(t)
$$

$$
= \sum_{i=1}^{d} \kappa_i \langle i(t)| \rho_1(t)|i(t)\rangle
$$

$$
= \sum_{i=1}^{d} \kappa_i \text{Tr} \left[ \left| i(t) \right\rangle \left\langle i(t) \right| \rho_1(t) \right]
$$

$$
= N \sum_{i=1}^{d} \kappa_i \text{Tr} \left[ \left| i(t) \right\rangle \left\langle i(t) \right| \right] \text{Tr}_{N-1} \left[ |\Psi(t)\rangle \langle \Psi(t)| \right]
$$

$$
+ \left| \Psi(t) \right\rangle \langle \Psi(t) \right| \text{Tr}_{N-1} \left[ |\bar{\Psi}(t)\rangle \langle \bar{\Psi}(t)| \right]
$$

$$
= \sum_{i=1}^{d} \text{Tr}_N \left[ \kappa_i n_i(t) \left( \left| \Psi(t) \right\rangle \langle \Psi(t) \right| + \left| \Psi(t) \right\rangle \langle \bar{\Psi}(t) \right| \right]
$$

$$
= \text{Tr}_N \left[ \hat{D}_{\Psi(t)} \left( \left( 1 - \left| \Psi(t) \right\rangle \langle \Psi(t) \right| \right) \hat{D}_{\Psi(t)} \left| \Psi(t) \right\rangle \langle \Psi(t) \right| \right]
$$

$$
- \text{Tr}_N \left[ \hat{D}_{\Psi(t)} \left( \left( 1 - \left| \Psi(t) \right\rangle \langle \Psi(t) \right| \right) \hat{D}_{\Psi(t)} \left| \Psi(t) \right\rangle \langle \Psi(t) \right| \right]
$$

$$
= -2 \left\{ \text{Tr}_N \left[ \hat{D}_{\Psi(t)}^2 \left| \Psi(t) \right\rangle \langle \Psi(t) \right| \right] - \left( \text{Tr}_N \left[ \hat{D}_{\Psi(t)} \left| \Psi(t) \right\rangle \langle \Psi(t) \right| \right] \right)^2 \right\}
$$

$$
= -2 \text{Var}_{\Psi(t)} \hat{D}_{\Psi(t)}.
$$

The formula for the first order correction according to Rayleigh-Schrödinger perturbation theory has been used in the second line. In the fourth to last line we have used in particular $\text{Tr}_N \left[ |\Psi(t)\rangle \langle \Psi(t)| \right] = 0$ and in the third to last line the definition of the flow, Eq. (7).

2. Proof of Eq. (10)

Let us first explain why one may expect an estimate of a form similar to Eq. (10). We are considering for a fixed quantum state $|\Psi\rangle$ the operator $\hat{D}_{\Psi}$ given by Eq. (6)
(the time-dependence of those quantities is not relevant and we suppress it). It is crucial that the operator \( \hat{D}_\Psi \) has an integer-valued spectrum following from the fact that the quantum marginal constraints (4) have integer coefficients. Moreover, we have \( \langle \Psi | \hat{D}_\Psi | \Psi \rangle = D(\hat{\lambda}) \). Let us now assume that \( D(\hat{\lambda}) \) has a finite distance to the next integer, i.e. a finite distance to the closest eigenvalue of \( \hat{D}_\Psi \). Consequently, the corresponding quantum state \( |\Psi\rangle \) needs to have weight on at least one eigenstate with an eigenvalue larger than \( D(\hat{\lambda}) \) and on one with an eigenvalue smaller than \( D(\hat{\lambda}) \). Hence, the variance of \( \hat{D}_\Psi \) cannot vanish (recall that the variance of an operator vanishes if and only if the state lies in an eigenspace of that operator). Therefore, the quantity \( D(\hat{\lambda}) \) (by assuming it to be smaller than 1) should provide a lower bound on \( \text{Var}_\Psi \hat{D}_\Psi \). Indeed, the following lemma on random variables which we are going to prove below will establish such a relation (namely Eq. (10)):

**Lemma 1.** Let \( X \) be a real-valued random variable, \( a, b \in \mathbb{R} \) with \( \text{Prob}(X \in (a, b)) = 0 \), \( \mu = \mathbb{E}X \) the expectation value of \( X \) and \( \sigma^2 = \mathbb{E}X^2 - \mu^2 \) its variance such that \( a < \mu < b \). Then

\[
\sigma^2 \geq (\mu - a)(b - \mu)
\]

**Proof.** By assumption, \( \text{Prob}(|X - \frac{a + b}{2}| \geq \frac{b - a}{2}) = 1 \), therefore

\[
\mathbb{E}X^2 - \mu^2 = \mathbb{E}\left[\left(X - \frac{a + b}{2}\right)^2 - \left(\frac{a + b}{2}\right)^2 + (a + b)X\right] - \mu^2
\]

\[
\geq \left(\frac{b - a}{2}\right)^2 - \left(\frac{a + b}{2}\right)^2 + (a + b)\mu - \mu^2
\]

\[
= (\mu - a)(b - \mu).
\]

\[\square\]

We apply Lemma 1 to the random variable \( X \) corresponding to \( (\hat{D}_\Psi, |\Psi\rangle) \). This is the random variable which attains only values \( X \in \text{spec}(\hat{D}_\Psi) \) and those with probabilities \( \langle \Psi | P_\Delta | \Psi \rangle \), where \( P_\Delta \) is the projector on the eigenspace of \( \hat{D}_\Psi \) with eigenvalue \( \Delta \). By choosing \( a = 0 \) and \( b = 1 \) estimate (10) follows (where \( \mu \equiv \langle \Psi | \hat{D}_\Psi | \Psi \rangle = D(\hat{\lambda}) \)).

### 3. Proof of Eq. (13)

To derive Eq. (13) we apply the (second) fundamental theorem of calculus to \( d|\Psi(t)\rangle/dt \equiv |\dot{\Psi}(t)\rangle \) to express for \( 0 \leq t_1 \leq t_2 \) the difference \( |\Psi(t_2)\rangle - |\Psi(t_1)\rangle \) as an integral,

\[
|\Psi(t_2)\rangle - |\Psi(t_1)\rangle = \left| \int_{t_1}^{t_2} |\dot{\Psi}(t)\rangle dt \right|
\]

\[
\leq \int_{t_1}^{t_2} \left| |\dot{\Psi}(t)\rangle \right| dt
\]

\[
= \int_{t_1}^{t_2} \sqrt{\text{Var}_\Psi(t) \hat{D}_\Psi(t)} dt
\]

\[
= \frac{1}{\sqrt{2}} \int_{t_1}^{t_2} \sqrt{\frac{d}{dt} D(\hat{\lambda}(t))} dt
\]

\[
= \frac{1}{\sqrt{2}} \int_{t_1}^{t_2} \frac{d}{dt} D(\hat{\lambda}(t)) dt
\]

\[
\leq \frac{1}{\sqrt{2}} \int_{D(\hat{\lambda}(t_1))}^{D(\hat{\lambda}(t_2))} dD
\]

\[
\leq 2D(\hat{\lambda}(t_1)) - 2D(\hat{\lambda}(t_2))
\]

In the third line we have used Eq. (12), in line four Eq. (9) and in the fourth to last line estimate (11).

### Appendix B: Brute-Force proof of the stability for the setting (3, 6)

The generalized Pauli constraints for the Borland-Dennis setting, \( (N, d) = (3, 6) \), read [38]

\[
\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_6 \geq 0 \quad (B1)
\]

\[
\lambda_1 + \lambda_6 = \lambda_2 + \lambda_5 = \lambda_3 + \lambda_4 = 1 \quad (B2)
\]

\[
D(\hat{\lambda}) \equiv 2 - (\lambda_1 + \lambda_2 + \lambda_4) \geq 0 \quad (B3)
\]

Since the constraints (B2) take the form of equalities they imply universal structural simplifications for any state \( |\Psi\rangle \in \wedge^3(\mathcal{H}_4) \). \( |\Psi\rangle \)’s most general form is namely given by

\[
|\Psi\rangle = \alpha |1, 2, 3\rangle + \beta |1, 2, 4\rangle + \gamma |1, 3, 5\rangle + \delta |2, 3, 6\rangle
\]

\[
+ \nu |1, 4, 5\rangle + \mu |2, 4, 6\rangle + \xi |3, 5, 6\rangle + \zeta |4, 5, 6\rangle \quad (B4)
\]

where the states \( |k\rangle, k = 1, 2, \ldots, 6 \), are the eigenstates of \( \rho_1 \). Hence, (B4) is a self-consistent expansion.

In case of saturation of the generalized Pauli constraint (B3) further simplifications follow according to the selection rule (2) and (3), respectively (with the \( \hat{D}_\Psi \)-operator given by Eq. (6)),

\[
|\Psi\rangle = \alpha |1, 2, 3\rangle + \nu |1, 4, 5\rangle + \mu |2, 4, 6\rangle \quad (B5)
\]

We now prove that every quantum state with \( \hat{\lambda} \) close to the polytope facet corresponding to saturation of (B3)
has approximately the form (B5). Actually, we prove even a stronger statement. We show that every quantum state can be written as

$$|\Psi\rangle = U_{3,4}[\alpha|1, 2, 3\rangle + \nu|1, 4, 5\rangle + \mu|2, 4, 6\rangle] + |\Psi_R\rangle$$  \hspace{1cm} (B6)

where $|i\rangle$ are the eigenstates of the one-particle reduced density matrix of $|\Psi\rangle$, $U_{3,4}$ an appropriate unitary transformation ‘rotating’ in the subspace $|3\rangle, |4\rangle$, and

$$\|\Psi_R\| \leq 2 \frac{D(\bar{\lambda})}{1 - D(\bar{\lambda})} \leq 4 D(\bar{\lambda}).$$  \hspace{1cm} (B7)

To prove this statement we will use some results already derived in Ref. [48]. The eight coefficients $\alpha, \ldots, \zeta$ obey further restrictions (‘self-consistency conditions’), guaranteeing that the eigenvalues of $\rho_1$ are decreasingly ordered and that $\rho_1$ is diagonal with respect to its eigenstates $|k\rangle, k = 1, 2, \ldots, 6$. Consequently, we have

$$\begin{align*}
\lambda_4 &= |\beta|^2 + |\mu|^2 + |\nu|^2 + |\xi|^2 \\
\lambda_5 &= |\gamma|^2 + |\nu|^2 + |\xi|^2 \\
\lambda_6 &= |\delta|^2 + |\mu|^2 + |\xi|^2 + |\zeta|^2
\end{align*}$$  \hspace{1cm} (B8)

and the largest three eigenvalues follow from Eq. (B2). In the following, we choose $\lambda_4, \lambda_5$ and $\lambda_6$ as the free variables.

The following two theorems proven in Ref. [48] will be needed.

**Theorem 2.** For $|\Psi\rangle \in \Lambda^3[\mathcal{H}_1^{(6)}]$ expanded according to Eq. (B4) one has

$$|\xi|^2 + |\zeta|^2 \leq D(\bar{\lambda}).$$  \hspace{1cm} (B9)

and

**Theorem 3.** For $|\Psi\rangle \in \Lambda^3[\mathcal{H}_1^{(6)}]$ expanded according to Eq. (B4) one finds

$$\|\hat{D}_\Psi^{(\psi)}|\pi_{3,4}'D\|^2_{L^2} = |\beta|^2 + |\gamma|^2 + |\delta|^2 \leq \frac{D(\bar{\lambda})}{\lambda_3 - \lambda_4} + 3D(\bar{\lambda}).$$  \hspace{1cm} (B10)

Here, $\pi_{3,4}$ denotes the swapping of the third and fourth entry of the vector $\bar{\lambda} \in \mathbb{P} \subset \mathbb{R}^6$ and $\hat{D}_\Psi$ is the projector onto the zero-eigenspace of the operator $D(\bar{\lambda})$ (6).

The idea is now to first exploit the diagonality of $\rho_1$ with respect to its eigenstates, i.e.

$$\begin{align*}
0 &= \langle 1|\rho_1|6\rangle = \alpha \delta^* + \beta \mu^* + \nu \zeta^* + \gamma \xi^* \quad \text{(B11)} \\
0 &= -\langle 2|\rho_1|5\rangle = \alpha \gamma^* + \beta \nu^* + \delta \zeta^* + \mu \xi^* \quad \text{(B12)} \\
0 &= \langle 3|\rho_1|4\rangle = \alpha \beta^* + \gamma \nu^* + \delta \mu^* + \xi \zeta^* \quad \text{(B13)}
\end{align*}$$

For an approximate saturation of the generalized Pauli constraint $D$ we can (approximately) neglect $\xi, \zeta$ according to Theorem 2. Then, in a second step one can realize an orbital rotation

$$|3\rangle \rightarrow |\tilde{3}\rangle, \quad |4\rangle \rightarrow |\tilde{4}\rangle, \quad |i\rangle \rightarrow |\tilde{i}\rangle = |i\rangle, i = 1, 2, 5, 6,$$  \hspace{1cm} (B14)

such that the state $|\Psi\rangle$ has indeed the structure (B5) (up to a small error of the order $D(\bar{\lambda})$). That such a unitary transformation exists follows from Eqs. (B11), (B12). Now we implement such a transformation for the case of $\xi, \zeta$ finite.

Since any quantum state $|\Psi\rangle$ always carries some significant weight on the $\alpha$ and/or $\beta$-configuration we define

$$\begin{align*}
|3\rangle &= \frac{\alpha |3\rangle + \beta |4\rangle}{\sqrt{\alpha^2 + |\beta|^2}}, \quad |4\rangle &= \frac{-\beta^* |3\rangle + \alpha^* |4\rangle}{\sqrt{\alpha^2 + |\beta|^2}} \quad \text{(B15)}
\end{align*}$$

Alternatively, this means

$$\begin{align*}
|3\rangle &= \frac{\alpha^* |3\rangle + \beta |4\rangle}{\sqrt{\alpha^2 + |\beta|^2}}, \quad |4\rangle &= \frac{\beta^* |3\rangle - \alpha |4\rangle}{\sqrt{\alpha^2 + |\beta|^2}} \quad \text{(B16)}
\end{align*}$$

On the level of $|\Psi\rangle$ the unitary transformation leads to

$$U_{3,4}|\Psi\rangle = \alpha |1, 2, 3\rangle + \beta |1, 2, 4\rangle + \gamma |1, 3, 5\rangle + \delta |2, 3, 6\rangle$$

$$+ \nu |1, 4, 5\rangle + \mu |2, 4, 6\rangle + \xi |3, 5, 6\rangle + \zeta |4, 5, 6\rangle.$$  \hspace{1cm} (B17)

The hope is now that this transformation will not only imply $\beta = 0$, according to construction, but also $\gamma, \delta \approx 0$. Notice that whenever $\gamma, \delta \approx 0$ we also have $\xi, \zeta \approx 0$. In the following we will confirm that this is the case whenever $D(\bar{\lambda})$ is sufficiently small. First, we calculate

$$\begin{align*}
\tilde{\gamma} &= \frac{\alpha^* \gamma + \beta^* \nu}{\sqrt{\alpha^2 + |\beta|^2}}, \quad \tilde{\nu} &= \frac{\beta \gamma - \alpha \nu}{\sqrt{\alpha^2 + |\beta|^2}}, \quad \tilde{\delta} = \frac{\alpha \delta + \beta^* \mu}{\sqrt{\alpha^2 + |\beta|^2}}, \\
\tilde{\mu} &= \frac{\beta \delta - \alpha \mu}{\sqrt{\alpha^2 + |\beta|^2}}, \quad \tilde{\zeta} = \frac{\alpha^* \xi + \beta^* \zeta}{\sqrt{\alpha^2 + |\beta|^2}}.
\end{align*}$$  \hspace{1cm} (B18)

Particularly, combining this with Eqs. (B11), (B12) we find

$$\begin{align*}
\tilde{\gamma} &= -\frac{\delta^* \xi + \mu^* \zeta}{\sqrt{\alpha^2 + |\beta|^2}}, \quad \tilde{\delta} = -\frac{\nu^* \zeta + \gamma^* \xi}{\sqrt{\alpha^2 + |\beta|^2}} \quad \text{(B19)}
\end{align*}$$

This leads to

$$\langle |\alpha|^2 + |\beta|^2 \rangle \langle |\tilde{\beta}|^2 + |\tilde{\gamma}|^2 + |\tilde{\delta}|^2 + |\tilde{\zeta}|^2 \rangle = |\delta \xi^* + \mu \zeta^*|^2 + |\gamma \xi^* + \nu \zeta^*|^2 + |\alpha \xi^* + \beta \zeta^*|^2 |\beta \xi^* - \alpha^* \zeta|^2 \leq (|\alpha|^2 + |\beta|^2 + |\gamma|^2 + |\delta|^2 + |\mu|^2 + |\nu|^2) (|\xi|^2 + |\zeta|^2)$$  \hspace{1cm} (B20)
and thus
\[
|\hat\beta|^2 + |\hat\gamma|^2 + |\hat\delta|^2 + |\hat\xi|^2 + |\hat\zeta|^2 \leq \frac{D(\hat{\lambda})}{|\alpha|^2 + |\beta|^2}.
\] (B21)

For the last estimate, we have used the normalization of the quantum state and Theorem 2.

Eventually, we still need to estimate $|\alpha|^2 + |\beta|^2$. By using $Q = P_{3,4}D$, where $P_{3,4}$ swaps $\lambda_3$ and $\lambda_4$ we obtain
\[
2D(\hat{\lambda}) \geq D(\hat{\lambda}) + Q(\hat{\lambda})
\]
\[
= -|\hat\beta|^2 + |\hat\gamma|^2 + |\hat\delta|^2 + 2|\hat\xi|^2 + |\hat\zeta|^2
\]
\[
= -|\alpha|^2 + |\nu|^2 + |\mu|^2 + 2|\xi|^2 + |\zeta|^2
\]
\[
= -2(|\alpha|^2 + |\beta|^2) + 1 + 2(|\xi|^2 + |\zeta|^2).
\] (B22)

By using Theorem 2 we find
\[
|\alpha|^2 + |\beta|^2 \geq \frac{1}{2} + |\xi|^2 + |\zeta|^2 - D(\hat{\lambda}) \geq \frac{1}{2} - D(\hat{\lambda}) \quad \text{(B23)}
\]
and then eventually
\[
1 - (|\alpha|^2 + |\beta|^2) \leq 2 \frac{D(\hat{\lambda})}{1 - D(\hat{\lambda})},
\] (B24)
which completes the proof.

**Appendix C: Relating energy, N-fermion and one-fermion picture**

### 1. Relating energy and N-particle picture.

The weight of an arbitrary quantum state outside the ground state space of a Hamiltonian can be estimated by the energy expectation value of that state relative to the ground state energy:

**Lemma 4.** Let $\hat{H}$ be a Hamiltonian on a finite Hilbert space $\mathcal{H}$, where $\hat{\pi}_{E_0}$ denotes the projector on the ground state subspace, $E_{cx}^{(+)}$ the energy of the first excited state and $E_{cx}^{(+)}$ the one of the highest excited state. Then for any $|\Psi\rangle \in \mathcal{H}$ with energy expectation value $\hat{E} \equiv \langle \Psi | \hat{H} | \Psi \rangle$ one has
\[
\hat{E} - E_0 - \frac{E_{cx}^{(+)} - E_0}{|\hat{\pi}_{E_0} \Psi\rangle |^2} \leq \hat{E} - E_0 - \frac{E_{cx}^{(-)} - E_0}{|\hat{\pi}_{E_0} \Psi\rangle |^2}, \quad \text{(C1)}
\]

Eq. (C1) is a universal (i.e. for all $\hat{H}$) relation between the energy picture and the N-particle picture.

**Proof.** By using the spectral decomposition of the Hamiltonian, $\hat{H} = \sum_{E'} E' \hat{\pi}_{E'}$, we obtain
\[
\hat{E} \equiv \langle \Psi | \hat{H} | \Psi \rangle
\]
\[
= \sum_{E'} E' \langle \Psi | \hat{\pi}_{E'} | \Psi \rangle
\]
\[
= E_0 \langle \Psi | \hat{\pi}_{E_0} | \Psi \rangle + \sum_{E' > E_0} E' \langle \Psi | \hat{\pi}_{E'} | \Psi \rangle
\]
\[
\leq E_0 \langle \Psi | \hat{\pi}_{E_0} | \Psi \rangle + E_{cx}^{(+)} \langle \Psi | (1 - \hat{\pi}_{E_0}) | \Psi \rangle
\]
\[
= E_0 + (E_{cx}^{(+)} - E_0) (1 - |\hat{\pi}_{E_0} \Psi\rangle |^2). \quad \text{(C2)}
\]

In the second to last line we have estimated every excited energy from above by the maximal excited energy $E_{cx}^{(+)}$ and the lower bound in (C2) follows immediately. Repeating the same derivation but by estimating in the second to last line every excited energy from below by the minimal excited energy $E_{cx}^{(-)}$ yields then the upper bound in (C2).

### 2. Proof of estimate (16)

Let $|\Psi_D\rangle \in \mathcal{M}_D$ be the variational minimizer of the energy expectation value. By denoting the reference basis by $B_1$ (also obtained from the energy minimization), $|\Psi_D\rangle$ lies within the zero-eigenspace of $\hat{D}_{B_1}$. By using the projection operator $\hat{P}_{D}^{(B_1)}$, projecting onto the zero-eigenspace of $\hat{D}_{B_1}$, we define
\[
\hat{\Psi}_D = \hat{P}_{D}^{(B_1)} |\Psi_0\rangle, \quad \text{(C3)}
\]
where $\|\cdot\|$ denotes the $L^2$-norm and $\langle \hat{\Psi}_D | \hat{\Psi}_D \rangle = 1$. Then, by using the spectral decomposition of the Hamiltonian, $\hat{H} = \sum_{E'} E' \hat{\pi}_{E'}$ and by assuming that the ground state is unique, $\hat{\pi}_{E_0} = |\Psi_0\rangle \langle \Psi_0 |$, we obtain
\[
\hat{E}_D \equiv \langle \Psi_D | \hat{H} | \Psi_D \rangle
\]
\[
= \min_{\langle \Phi | \Psi'D\rangle = 1} \langle \Phi | \hat{P}_{D}^{(B_1)} \hat{H} \hat{P}_{D}^{(B_1)} | \Phi \rangle
\]
\[
\leq \langle \hat{\Psi}_D | \hat{P}_{D}^{(B_1)} \hat{H} \hat{P}_{D}^{(B_1)} | \hat{\Psi}_D \rangle
\]
\[
= \langle \hat{\Psi}_D | \hat{H} | \hat{\Psi}_D \rangle
\]
\[
= \sum_{E'} E' \langle \hat{\Psi}_D | \hat{\pi}_{E'} | \hat{\Psi}_D \rangle
\]
\[
\leq E_0 \langle \hat{\Psi}_D | \hat{\pi}_{E_0} | \hat{\Psi}_D \rangle + \sum_{E' > E_0} E_{cx}^{(+)} \langle \hat{\Psi}_D | (1 - \hat{\pi}_{E_0}) | \hat{\Psi}_D \rangle
\]
\[
= E_0 + (E_{cx}^{(+)} - E_0) (1 - |\hat{\pi}_{E_0} \hat{\Psi}_D\rangle |^2). \quad \text{(C4)}
\]

In the second line, for the specific $B_1$, we have used the fact that $|\Psi_D\rangle$ is the variational minimizer of the energy expectation value within the zero-eigenspace of $\hat{D}_{B_1}$ (onto which $\hat{P}_{D}^{(B_1)}$ projects). In the third to last line we have bounded every excited energy from above by the maximal excited energy $E_{cx}^{(+)}$. Estimate (C4) yields the result (16):
\[
\Delta E_D \equiv E_D - E_0 \leq (E_{cx}^{(+)} - E_0) (1 - |\langle \Psi_0 | \hat{\Psi}_D \rangle|^2)
\]
\[
= (E_{cx}^{(+)} - E_0) (1 - \| \hat{P}_{D}^{(B_1)} |\Psi_0\rangle \|^2)
\]
\[
\leq 2(E_{cx}^{(+)} - E_0) D(\hat{\lambda}_0), \quad \text{(C5)}
\]
where we have used the main result, Eq. (15), in the last line.
3. Proof of estimate (17)

To prove estimate (17) we also need to relate the energy picture with the $N$-particle picture for the Hartree-Fock ansatz. Estimate (16) holds of course for any variational ansatz based on extremal local information and therefore in particular for the Hartree-Fock ansatz. Yet, we need for Eq. (17) a reversed version of (16). By following closely (C4) we find

$$E_{HF} \equiv \langle \Psi_{HF} | \hat{H} | \Psi_{HF} \rangle = \sum_{E'} E' \langle \Psi_{HF} | \hat{\pi}_{E'} | \Psi_{HF} \rangle \geq E_0 \langle \Psi_{HF} | \hat{\pi}_{E_0} | \Psi_{HF} \rangle + \sum_{E' > E_0} E_{ex}' \langle \Psi_{HF} | \hat{\pi}_{E'} | \Psi_{HF} \rangle = E_0 \langle \Psi_{HF} | \hat{\pi}_{E_0} | \Psi_{HF} \rangle + E_{ex}'(\lambda_n - \hat{\pi}_{E_0}) \langle \Psi_{HF} | \Psi_{HF} \rangle = E_0 + (E_{ex}'(\lambda_n - E_0)(1 - \langle \Psi_0 | \Psi_{HF} \rangle)^2). \quad (C6)$$

In the last line we have bounded every excited energy from below by the minimal excited energy $E_{ex}'$ and in the last line we have used that the ground state is unique, i.e. $\hat{\pi}_{E_0} \equiv \langle \Psi_0 | \Psi_0 \rangle$. Estimate (C6) then leads to

$$E_{corr} \equiv E_{HF} - E_0 \geq (E_{ex}' - E_0)(1 - \langle \Psi_0 | \Psi_{HF} \rangle)^2). \quad (C7)$$

Now, to connect the $N$-particle picture to the one-particle picture we will need the following lemma

**Lemma 5.** For $| \Psi \rangle \in \wedge^N [\mathcal{H}_1^{d}]$ and any orthonormal basis $\{ | i' \rangle \}_{i=1}^d$ for the one-particle Hilbert space $\mathcal{H}_1^{d}$ we have

$$\frac{S(\bar{\lambda})}{N} \leq 1 - \langle \chi_1, \ldots, \chi_N | \Psi_0 \rangle^2 \equiv 1 - \langle \Psi_{HF} | \Psi_0 \rangle^2. \quad (C8)$$

where $\bar{\lambda} = (\lambda^{(i)}_{d=1})$ is the non-increasingly ordered spectrum of the one-particle reduced density matrix $\rho_1$ (5) of $| \Psi \rangle$ and $| \chi_1, \ldots, \chi_N \rangle$ denotes the Slater determinant built up from the states $| i' \rangle$, $i' = 1, \ldots, N$. $S(\bar{\lambda}) = \sum_{i=1}^N (1 - \lambda^{(i)}) + \sum_{j=N+1}^d \lambda^{(j)}$ is the $l^1$-distance of $\bar{\lambda}$ to the Hartree-Fock point $\bar{\lambda}_{HF} \equiv (1, 1, 0, \ldots, 0)$.

**Proof.** The proof of Lemma 5 is elementary. First, we consider the operator,

$$\tilde{S}' \equiv \sum_{i=1}^N (\hat{1} - n'_i) + \sum_{j=N+1}^d n'_j, \quad (C9)$$

where $n'_i$ denotes the particle number operator for the state $| i' \rangle$ (acting on the $N$-fermion Hilbert space) and we define the occupancies $\bar{\lambda}'_i \equiv \langle \psi | n'_i | \psi \rangle$. Then, by using the spectral decomposition $\tilde{S}' = \sum_{n=0}^{N} s_n \tilde{P}_n$ we find

$$S(\bar{\lambda}') \equiv \langle \psi | \tilde{S}' | \psi \rangle = \sum_{n=1}^N s_n \| \tilde{P}_n \psi \|^2 \leq \sum_{n=1}^N N \| \tilde{P}_n \psi \|^2 \leq N (1 - \| \tilde{P}_n \psi \|^2) \leq N \left(1 - \langle \psi | \chi_1, \ldots, \chi_N | \psi \rangle^2 \right). \quad (C10)$$

Since $\bar{\lambda}$, the vector of non-increasingly ordered eigenvalues of $\rho_1$, majorizes any vector of occupation numbers, as, e.g., $\bar{\lambda}'$, we find $S(\bar{\lambda}) \leq S(\bar{\lambda}')$, which together with estimate (C10) completes the proof of Lemma 5. \hfill $\square$

By choosing in Lemma 5 the Hartree-Fock molecular orbitals $\{| \chi_j \rangle \}_{j=1}^d$ as reference basis $\{| i' \rangle \}_{i=1}^d$ we obtain

$$\frac{S(\bar{\lambda}_0)}{N} \leq 1 - \langle \chi_1, \ldots, \chi_N | \Psi_0 \rangle^2 \equiv 1 - \langle \Psi_{HF} | \Psi_0 \rangle^2. \quad (C11)$$

This together with Eq. (C7) yields

$$E_{corr} \geq \frac{E_{ex} - E_0}{N} S(\bar{\lambda}_0). \quad (C12)$$

Estimate (C12) in combination with Eq. (16) leads to the final result, Eq. (17),

$$\frac{\Delta E_D}{E_{corr}} \leq K \frac{D(\bar{\lambda}_0)}{S(\bar{\lambda}_0)}, \quad (C13)$$

where $E_{corr} \equiv E_{HF} - E_0$ is the correlation energy and $K \equiv 2N(E_{ex}' - E_0)/(E_{ex}' - E_0)$.\hfill $\square$
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