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Abstract—Modern navigation algorithms based on deep reinforcement learning (RL) show promising efficiency and robustness. However, most deep RL algorithms operate in a risk-neutral manner, making no special attempt to shield users from relatively rare but serious outcomes, even if such shielding might cause little loss of performance. Furthermore, such algorithms typically make no provisions to ensure safety in the presence of inaccuracies in the models on which they were trained, beyond adding a cost-of-collision and some domain randomization while training, in spite of the formidable complexity of the environments in which they operate. In this paper, we present a novel distributional RL algorithm that not only learns an uncertainty-aware policy, but can also change its risk measure without expensive fine-tuning or retraining. Our method shows superior performance and safety over baselines in partially-observed navigation tasks. We also demonstrate that agents trained using our method can adapt their policies to a wide range of risk measures at run-time.

I. INTRODUCTION

Deep reinforcement learning (RL) is attracting considerable interest in the field of mobile-robot navigation, due to its promise of superior performance and robustness compared with classical planning-based algorithms [1], [2]. Despite this interest, few existing works on deep-RL-based navigation attempt to design risk-averse policies. This is surprising for several reasons. First, a navigating robot might cause harm to humans, to other robots, to itself or to its surroundings, and risk-averse policies may be safer than risk-neutral policies, while avoiding the over-conservative behaviour typical of policies based on worst-case analyses [3]. Second, in environments with such complex structure and dynamics that it is impractical to provide accurate models, policies optimizing certain risk measures are an appropriate choice, as they actually provide guarantees on robustness to modelling errors [4]. Third, the end-users, insurers and designers of navigation agents are risk-averse humans [5], so risk-averse policies seem to be the natural choice.

To address the issue of risk in RL, recent works [6], [7] have introduced the concept of distributional RL. Distributional RL learns the distribution of accumulated rewards, rather than just the mean of that distribution. By applying an appropriate risk measure, which is simply a mapping from this distribution of rewards to a real number, distributional RL algorithms can infer risk-averse or risk-seeking policies. Distributional RL has shown superior sample efficiency and performance on arcade games [8], simulated robotics benchmarks [9], [10], and real-world grasping tasks [11]. However, the theoretical basis for these excellent results is not understood [12], and it is not clear that these advantages would necessarily extend to navigation tasks. Moreover, one might prefer risk-averse policies in one environment, for instance to avoid scaring pedestrians, but such policies might be too risk-averse to pass through a narrow passage. So, one might need to train policies with different risk measures, suited to each environment, which would be computationally expensive and time-consuming.

In this paper, to efficiently train an agent that can adapt to multiple risk measures, we present the risk-conditioned distributional soft actor-critic (RC-DSAC) algorithm which learns a wide range of risk-sensitive policies concurrently. In our experiments, RC-DSAC showed superior performance and safety compared with both non-distributional and distributional baselines. It could also adapt its policy to different risk measures without retraining.

In summary, our main contributions are:

- A novel navigation algorithm based on distributional RL, that can learn a variety of risk-sensitive policies concurrently;
- Improved performance over baselines in multiple simulation environments;
- Generalization to a wide range of risk measures at runtime.
The next section discusses related work. Subsequent sections, explain our method and present experiments demonstrating its effectiveness.

II. RELATED WORK

A. Risk in Mobile-Robot Navigation

Although this paper takes a deep RL approach to safe and low-risk robot navigation, there is a vast literature on classical model-predictive-control (MPC) and graph-search approaches. This literature considers diverse sources of risk, ranging from simple sensor noise and occlusion [13], [14], to uncertainty about the traversability of the edges (e.g., doors) of a navigation graph [15], and the unpredictability of pedestrian movements [16].

This literature has explored a wide variety of risk measures, ranging from collision probabilities [17] used as chance constraints [18], to entropic risk [19]. Interestingly, [19] took a hybrid approach, coupling deep learning for pedestrian motion prediction with nonlinear MPC, arguing that only such a hybrid approach allows a robot’s risk-metric parameters to be changed at run-time, unlike approaches relying on RL. To the contrary, the results of our paper demonstrate that such run-time parameter-tuning is straightforward for deep RL.

While [3] recently argued that coherent risk measures are well-suited to robotics, and we use coherent risk measures in this paper, the only work that we are aware of that uses a coherent risk-metric coupled with MPC for robot navigation is [20], which extends its authors’ previous work [21], in which risk measures were applied to inventory control.

B. Deep RL for Mobile-Robot Navigation

Deep RL has received much attention in the field of mobile-robot navigation due to its success in many game [22], [23] and robotics [11], [24]–[26] domains. Compared to classic approaches such as MPC, RL methods are known to be able to infer optimal actions without expensive trajectory predictions, and to perform more robustly when the cost or reward has local optima [2], [27], [28].

Recently, several deep-RL-based navigation methods have been proposed that explicitly account for risks arising from uncertainty about the environment. As individual deep networks may make overconfident predictions on far-from-distribution samples, [29] applied MC-dropout [30] and bootstrapping [31] to predict collision probabilities. An uncertainty-aware RL method was proposed in [9], which has an additional observation-prediction model, and uses the prediction variance to adjust the variance of the actions taken by the policy. Meanwhile, [32] designed ‘risk rewards’ that encourage the safe behaviour of autonomous driving policies at lane intersections, and [33] proposed switching between two RL-based driving policies, based on the estimated uncertainty about future pedestrian motions. Although these works show promising performance and improved safety in uncertain environments, they either require an additional prediction model, carefully shaped reward functions, or expensive Monte Carlo sampling at run-time.

In contrast to existing works on RL-based navigation, we use distributional RL to learn computationally-efficient risk-sensitive policies, without using an additional prediction model or a specifically-tuned reward function.

C. Distributional RL and Risk-Sensitive Policies

Distributional RL models the distribution of the accumulated reward, rather than just its mean. While distributional RL was proposed over a decade ago [6], it received only scant mention in a comprehensive review of safe RL [34] from 2015, and it has only been widely studied since its integration with deep learning [8], [35]. Existing distributional RL algorithms rely on the recursion

\[ Z^\pi(s,a) \triangleq r(s,a) + \gamma Z^\pi(S',A'), \]

where the random return \( Z^\pi(s,a) \) is defined as the discounted sum of rewards when starting in state \( s \) and taking action \( a \) under policy \( \pi \), the notation \( A \sim B \) indicates that the random variables \( A \) and \( B \) have identical distributions, \( r(s,a) \) is the random reward given the state-action pair, \( \gamma \in [0,1) \) is the discount factor, the random state \( S' \) follows the transition distribution given \( (s,a) \), and the random action \( A' \) is drawn from policy \( \pi \) in state \( S' \).

Empirically, distributional RL algorithms have shown superior performance and sample efficiency in many game domains [7], [36]. It has been argued that this is because predicting quantiles serves as an auxiliary task that enhances representation learning, but as yet there is little supporting evidence for this conjecture [12].

Of central importance to this paper, is the fact that distributional RL facilitates the learning of risk-sensitive policies. To extract a risk-sensitive policy, [8], [37] learned to predict arbitrary quantiles of the distribution of the random return, and select risk-sensitive actions by estimating various ‘distortion risk measures’ by sampling quantiles. As such sampling must be performed for each potential action, this approach is not possible for continuous action spaces. So instead, [38] recently combined the soft actor-critic (SAC) framework [24] with distributional RL, achieving a new state-of-the-art in risk-sensitive control tasks. In robotics, [39] considered a sample-based distributional policy gradient algorithm and demonstrated improved robustness to actuation noise on OpenAI Gym tasks when using coherent risk measures. Meanwhile, [40] proposed the use of distributional RL to learn risk-sensitive policies for grasping tasks, showing superior performance over non-distributional baselines on real-world grasping data.

Despite the impressive performance demonstrated in these existing works, they are all limited to learning a policy for a single risk measure at a time. This can be problematic since the desired risk measure can vary with the environment and situation. So, in this work, we train a single policy that can adapt to a wide variety of risk measures.

III. APPROACH

In this section, we discuss the problem formulation and proposed method in detail.
A. Problem Formulation

We consider a differential-wheeled robot navigating in two dimensions. The robot’s shape is an octagon (Figure 3a), and its objective is to pass a sequence of waypoints without colliding with obstacles.

We formalize this problem as a partially observed Markov decision process (POMDP) [40], with sets of states $S^{PO}$, observations $\Omega$, and actions $\mathcal{A}$, a reward function $r : S^{PO} \times \mathcal{A} \to \mathbb{R}$, and distributions for the initial state, for state $s_1,a_1$ in $S^{PO}$ given state-action $(s_1,a_1)$ in $S^{PO} \times \mathcal{A}$ and for observation $o_t$ in $\Omega$ given $(s_t,a_t)$. As is typical when applying RL, we treat this POMDP as a Markov decision process (MDP) with set of states $S$ given by the episode-histories of the POMDP:

$$S = \{(o_0,a_0,o_1,a_1,\ldots,o_T) : o_t \in \Omega, a_t \in \mathcal{A}, T \in \mathbb{Z}_{\geq 0}\}.$$  

The MDP has the same action space $\mathcal{A}$ as the POMDP, and its reward, initial-state and transition distributions are those implicitly defined by the POMDP. Note that the reward is random variable for the MDP, even though we define it as a function for the POMDP.

1) States and Observations: The full state, which is a member of the set $S^{PO}$, is the location of all waypoints, coupled with the locations, velocities and accelerations of all obstacles, but real-world agents only sense a fraction of this state. So in this work, an observation consists of range-sensor measurements describing the location of nearby obstacles, measurements of the robot’s location relative of the next two waypoints, and information about the robot’s velocity. Specifically, we define

$$o_{\text{rng},t} = \mathbb{I}\{d_i \in (0.01,3)\text{m}) (2.5 + \log_{10}d_i)\},$$

where $\mathbb{I}\{}$ is the indicator function, $d_i$ is the distance in meters to the nearest obstacle in the angular range $[2\pi \pm 1.2\pi]$ degrees, relative to the $x$-axis of the robot’s coordinate frame, and we set $o_{\text{rng},t} = 0$ if there are no obstacles in the given direction. The waypoint observation is of the form

$$o_{\text{waypoint}} = [\log_{10}\delta_1, \cos\theta_1, \sin\theta_1, \log_{10}\delta_2, \cos\theta_2, \sin\theta_2],$$

where $\delta_1, \delta_2$ are the distances to the next waypoint and the waypoint after that, clipped to $[0.01,100]$m, and $\theta_1, \theta_2$ are the angles of those waypoints relative to the robot’s $x$-axis. Lastly, the velocity observation $o_{\text{velocity}} = [v_c, \omega_c, v_u, \omega_u]$ consists of the robot’s current linear and angular velocities $v_c, \omega_c$, and the desired linear and angular velocities $v_u, \omega_u$ calculated from the agent’s previous action.

2) Actions: We use normalized two-dimensional vectors $a = (u_0,u_1) \in [-1,1]^2 =: \mathcal{A}$ as actions, in terms of which the desired linear and angular velocity of the robot are

$$v_u = w_{\text{min}}(1 - u_0)/2 + w_{\text{max}}(1 + u_0)/2,$$

$$\omega_u = \mathbb{I}\{w_{\text{max}}u_1 \geq 15\text{deg/s} \} w_{\text{max}}u_1,$$

where $w_{\text{min}} = -0.2\text{m/s}, w_{\text{max}} = 0.6\text{m/s}, w_{\text{max}} = 90\text{deg/s}$. These desired velocities are sent to the robot’s motor controller, which clips them to the ranges $[v_c - w_{\text{accy}}\Delta t, v_c + \omega_{\text{accy}}\Delta t]$ and $[\omega_c - w_{\text{accw}}\Delta t, \omega_c + w_{\text{accw}}\Delta t]$ for maximum accelerations $w_{\text{accy}} = 1.5\text{m/s}^2$ and $w_{\text{accw}} = 120\text{deg/s}^2$, where $\Delta t = 0.02\text{s}$ is the control period of the motor controller. The agent’s control period is larger than $\Delta t$, being uniformly sampled from $[0,12,0.14,1.16]s$ when an episode begins in the simulation, and $0.15s$ in real-world experiments.

3) Reward: Our reward function encourages the agent to follow the waypoints efficiently, while avoiding collisions. Omitting dependence on the state and action for brevity, the reward has the form

$$r = r_{\text{base}} + r_{\text{goal}} + r_{\text{waypoint}} \cdot r_{\text{angular}} + r_{\text{coll}}.$$  

The base reward $r_{\text{base}} = -0.02$ is given at every step, to penalize the agent for the time taken to reach the goal (the last waypoint), and $r_{\text{goal}} = 10$ is given when the distance between the agent and the goal is less then $0.15m$.

The waypoint reward is

$$r_{\text{waypoint}} = \max\{-0.1, \max\{0,v_c\} \cos \theta_1\},$$

where $\theta_1$ is the angle of the next waypoint relative to the robot’s $x$-axis and $v_c$ is the current linear velocity. We set $r_{\text{waypoint}}$ to zero when the agent is in contact with an obstacle.

Reward $r_{\text{angular}}$ encourages navigation in straight lines,

$$r_{\text{angular}} = \begin{cases} 1.2 & \text{if } |\omega_t| < 15 \text{deg/s} \\ \max\{0.5,1 - \frac{|\omega_t|}{(120 \text{deg/s})}\} & \text{otherwise} \end{cases}$$

and $r_{\text{coll}} = -10$ is given if the agent collides with an obstacle.

4) Risk-Sensitive Objective: As in [1], let $Z^\pi(s,a)$ be the random return given by

$$Z^\pi(s,a) = \sum_{t=0}^\infty \gamma^t r(S_t,A_t),$$

where $(S_t,A_t)_{t\in\mathbb{Z}_{\geq 0}}$ is the random state-action sequence with $(S_0,A_0) = (s,a)$, given by the MDP’s transition distribution and policy $\pi$, and $\gamma \in [0,1)$ is the discount factor.

There are two main approaches to defining risk-sensitive decisions. Either one defines a utility function $U : \mathbb{R} \to \mathbb{R}$, as in [41] and selects an action $a$ that maximizes $E[U(Z^\pi(s,a))]$ when in state $s$. Alternatively, as in [8, 42] one considers the quantile function of $Z^\pi$, defined by $Z^\pi_{\tau}(s,a) := \inf\{z \in \mathbb{R} : F(Z^\pi(s,a) \leq z) \geq \tau\}$ for quantile fraction $\tau \in [0,1]$. Then one defines a distortion function, which is a mapping $\psi : [0,1] \to [0,1]$ from quantile fractions to quantile fractions, and selects an action $a$ that maximizes the distortion risk measure $\mathbb{E}_U(U([0,1])Z^\pi_{\psi(\tau)}(s,a))$ when in state $s$.

In this work, we focus on two distortion risk measures, each with a scalar parameter $\beta$ that we call the risk-measure parameter. The first is the widely-used [4, 8, 38] conditional value-at-risk (CVaR), which is the expectation of the fraction $\beta$ of least-favourable random returns, and corresponds to the distortion function

$$\psi_{\text{CVaR}}(\tau;\beta) := \beta \tau$$

for $\beta \in [0,1]$.  

Lower $\beta$ results in a more risk-averse policy and $\beta = 1$ gives a risk-neutral policy. The second is the power-law risk measure, given by the distortion function
\[
\phi_{\text{pow}}(\tau; \beta) := 1 - (1 - \tau)^{1/(1 - \beta)} \quad \text{for } \beta < 0,
\]
motivated by its good performance in grasping experiments [11]. For the given parameter ranges, both risk measures are coherent in the sense of [43].

B. Risk-Conditioned Distributional Soft Actor-Critic

To efficiently learn a wide range of risk-sensitive policies, we propose the risk-conditioned distributional soft actor-critic (RC-DSAC) algorithm.

1) Soft Actor-Critic Algorithm: Our algorithm is based on the soft actor-critic (SAC) algorithm [24], the term ‘soft’ indicating entropy-regularized. SAC maximizes the accumulated rewards and the entropy of the policy jointly:
\[
J(\pi) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t [r(s_t, a_t) + \alpha H(\pi(\cdot|s_t))] \right],
\] (3)
where the expectation is over state-action sequences given by the policy $\pi$ and transition distribution, $\alpha \in \mathbb{R}_{\geq 0}$ is a temperature parameter which trades-off the optimization of reward and entropy, and $H(p(\cdot)) := -\mathbb{E}_{a \sim p(\cdot)} \log p(a)$ denotes the entropy of a distribution over actions which is assumed to have a probability density $p(\cdot)$.

SAC has a critic network that learns a soft state-action value function $Q^\pi : S \times A \to \mathbb{R}$, using the soft Bellman operator
\[
T^\pi Q^\pi(s_t, a_t) := \mathbb{E}_\pi \left[ r(s_t, a_t) + \gamma (Q^\pi(s_{t+1}, a_{t+1}) - \alpha \log \pi(a_{t+1}|s_{t+1})) \mid s_t, a_t \right],
\]
and an actor network that minimizes the Kullback-Leibler divergence between the policy and a distribution given by the exponential of the soft value function,
\[
\pi_{\text{new}} = \arg \min_{\pi^* \in \Pi} \mathbb{E}_{s \sim D^\pi, \epsilon \sim \mathcal{N}} \left[ D_{\text{KL}} \left( \pi^*(\cdot|s) \mid \frac{e^{Q^\pi_{\text{old}}(s)}}{Z^\pi_{\text{old}}(s)} \right) \right],
\]
where $\Pi$ is the set of policies that can be represented by the actor network, $D^\pi$ is the distribution over states induced by policy $\pi$ and the transition distribution, which is approximated in practice by experience replay, and $Z^\pi_{\text{old}}(s_t)$ is the partition function normalizing the distribution.

In practice, the reparameterization trick is often used. In that case, SAC samples actions as $a_t = f(s_t, \epsilon_t)$ where $f(\cdot, \cdot)$ is the mapping implemented by the actor network, and $\epsilon_t$ is a sample from a fixed distribution like a spherical Gaussian $\mathcal{N}$. The policy objective then has the form
\[
J(\pi) = \mathbb{E}_{s \sim D^\pi, \epsilon \sim \mathcal{N}} \left[ Q(s, f(s, \epsilon)) - \alpha \log \pi(f(s, \epsilon)|s) \right].
\] (4)
For more details about SAC, we refer the reader to [24], [44].

2) Distributional SAC and Risk-Sensitive Policies: To capture the full distribution of accumulated rewards, rather than just its mean, [38] recently proposed distributional SAC (DSAC). As in previous work on distributional RL [7], [8], [37], DSAC uses quantile regression to learn this distribution. Such previous work is limited to finite action spaces, and DSAC overcomes this limitation using ideas from SAC.

Rather than using the random return $Z^\pi$ from equation (2), DSAC works with the soft random return appearing in (3), given by
\[
Z^{\tau, \pi}(s, a) := \sum_{t=0}^{\infty} \gamma^t \left[ r(S_t, A_t) - \alpha \log \pi(A_t|S_t) \right],
\]
where $(S_t, A_t)_{t \in \mathbb{Z}_{\geq 0}}$ is as in (2).

Like SAC, the DSAC algorithm has an actor and a critic. To train the critic, some quantile fractions $\tau_1, \ldots, \tau_N$ are sampled independently, and the critic minimizes the loss
\[
L(s_t, a_t, r_t, s_{t+1}) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N'} \rho_\tau \left( \delta^{\tau_i, \tau_j} \right),
\] (5)
where for $x \in \mathbb{R}$, the quantile regression loss is
\[
\rho_\tau(x) = |\tau - [x < 0]| \min \{x^2, 2|x| - 1/2 \},
\] (6)
and the temporal difference is
\[
\delta^{\tau, \pi} = r_t + \gamma [\hat{Z}^{\tau'}(s_{t+1}, a_{t+1}) - \alpha \log \pi(a_{t+1}|s_{t+1})] - \hat{Z}_t(s_t, a_t),
\]
where $(s_t, a_t, r_t, s_{t+1})$ is a transition from the replay buffer, $\hat{Z}_t$ is the output of the critic, which is an estimate of the $\tau$-quantile of $Z^{\tau, \pi}(s, a)$, and $\hat{Z}^{\tau'}(s_t, a_t)$ is the output of a delayed version of the critic known as the target critic [24].

To train a risk-sensitive actor network, DSAC works with a distortion function $\psi$. Rather than directly maximizing the corresponding distortion risk measure, DSAC substitutes $Q(s, a) = \mathbb{E}_{T^{\tau-\psi^{-1}}} \hat{Z}^{\psi^{-1}}(s, a)$ in equation (4), where $\mathbb{E}$ denotes the average of a sample.

3) Risk-Conditioned DSAC: Although risk-sensitive policies learnt by DSAC show promising results [38] in multiple simulation environments, DSAC can learn only one type of risk-sensitive policy at a time. This may be problematic for mobile-robot navigation if the appropriate risk-measure parameter differs with the environment, and users wish to tune it at run-time.

To address this issue, we propose the risk-conditioned distributional SAC (RC-DSAC) algorithm, which extends DSAC to learn a wide range of risk-sensitive policies concurrently and can change its risk-measure parameter without retraining. RC-DSAC learns risk-adaptable policies for a distortion function $\psi_{\cdot|s, \beta}$ with parameter $\beta$, by supplying $\beta$ as an input to the policy $\pi_{\cdot|s, \beta}$, the critic $\hat{Z}_t(s, a; \beta)$, and the target critic $\hat{Z}^{\tau'}_t(s, a; \beta)$. Specifically, the critic’s objective (6) becomes
\[
L(s_t, a_t, r_t, s_{t+1}; \beta) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N'} \rho_{\tau}(\delta^{\tau_i, \tau_j; \beta}),
\] (7)
where \( \rho_t(\cdot) \) is as in (6) and the temporal difference is
\[
\delta_t = r_t + \gamma \mathbb{E}_s \left[ Z_t(s_{t+1}, a_{t+1}; \beta) - \log \pi(a_{t+1} | s_{t+1}) \right] - Z_t(s, a_t; \beta),
\]
and the actor’s objective (4) becomes
\[
J(\pi) = \mathbb{E}_s \mathbb{D}^s, e \sim N(0, \beta - \mathcal{B}) \left[ Q(s, f(s, e, \beta); \beta) - \alpha \log \pi(f(s, e, \beta)|s) \right], \quad (8)
\]
where
\[
Q(s, a; \beta) = \mathbb{E}_{\tau \sim U([0, 1])} Z_{\tau}(s, a; \beta) \quad \text{and} \quad \mathcal{B} \quad \text{is a distribution for sampling } \beta \text{ as we now explain.}
\]

During training, the risk-measure parameter \( \beta \) is uniformly sampled from \( \mathcal{B} = U([0, 1]) \) for \( \phi^{\text{CVaR}} \), and \( U([-2, 0]) \) for \( \phi^{\text{pow}} \). As in other RL algorithms, each iteration has a data-collection phase and a model-update phase. In the data-collection phase, we sample \( \beta \) at the start of each episode and fix it until the episode’s end. For the model-update phase, we explore the following two alternatives. The first alternative, called stored, stores the \( \beta \) used in data-collection in the experience-replay buffer, and only uses that stored \( \beta \) for updates. The second alternative, called resampling, samples a new \( \beta \) for each experience in a mini batch at every iteration.

4) Network Architectures: We represent \( \tau \) and \( \beta \) using a cosine embedding, and use element-wise multiplication to fuse these with information about the observation and quantile fraction (Figure 2).

As in DSAC [38], only the critic network of RC-DSAC depends on \( \tau \). However, both the actor and critic networks depend on \( \beta \). So, we calculate embeddings \( \phi^\beta \in \mathbb{R}^{64}, \phi^\tau \in \mathbb{R}^{64} \), with elements \( \phi^\beta_i = \cos(\pi i \beta) \) and \( \phi^\tau_i = \cos(\pi i \tau) \). Then, we apply element-wise multiplication
\[
g^{\text{actor}}(o_{t, 0}) \odot g^{\text{actorRisk}}(\phi^\beta) \quad \text{to the actor network and}
\]
\[
g^{\text{critic}}(o_{t, 0}, u_t) \odot g^{\text{criticRisk}}([\phi^\beta; \phi^\tau]) \quad \text{to the critic network, where}
\]
\[
g^{\text{actor}}(o_{t, 0}, u_t) \in \mathbb{R}^{128} \quad \text{are the embeddings of the observation history (and the current action for the critic) calculated using a gated recurrent unit (GRU) [45] and a fully-connected layer,}
\]
\[
g^{\text{actorRisk}} : \mathbb{R}^{64} \rightarrow \mathbb{R}^{128} \quad \text{and}
\]
\[
g^{\text{criticRisk}} : \mathbb{R}^{128} \rightarrow \mathbb{R}^{128} \quad \text{are fully-connected layers, and}
\]
\[
[\phi^\beta; \phi^\tau] \quad \text{is the concatenation of vectors } \phi^\beta \text{ and } \phi^\tau.
\]

IV. Experiments

In this section, we describe the simulation environment used for the training. Then we compare the performance of our method against baselines and demonstrate the trained policy using a real-world robot.

A. Training Environment

We use the same procedural environment-generation algorithm as in [25], and use PyBullet [46] to simulate the robot dynamics, as shown in Figure 2 (a). To increase the throughput of data collection, we run 10 simulations in parallel. Specifically, for each environment generated, we run 10 episodes in parallel, where the episodes involve agents with distinct start and goal positions, as well as distinct risk- metric parameters \( \beta \). Each episode terminates after 1,000 steps, and a new goal is sampled when an agent reaches its goal.

To study the impact of partial observation on our method, we conduct experiments using two different sensor configurations, as shown in Figure 3 (b,c). The narrow setting zeros out \( o_{\text{rng}, 0, 22, 158} \), and the sparse setting zeros out all \( o_{\text{rng}} \) except those with \( i \equiv 0 \mod 10 \).
B. Training Agents

We compare the performance of RC-DSAC with SAC [24] and DSAC [38]. We also compare with Algorithm 1 in [25], applied to this paper’s reward function, calling this method reward-component-weight randomization (RCWR).

We train two RC-DSAC agents, one for each of the distortion functions \( \psi_{\text{CVaR}} \) and \( \psi_{\text{pow}} \). Then RC-DSAC with \( \psi_{\text{CVaR}} \) is evaluated for \( \beta \in \{0.25, 0.5, 0.75, 1\} \), and RC-DSAC with \( \psi_{\text{pow}} \) is evaluated for \( \beta \in \{-2, -1.5, -1, -0.5\} \).

For DSAC, we use \( \psi_{\text{CVaR}} \) with \( \beta \in \{0.25, 0.75\} \), and \( \psi_{\text{pow}} \) with \( \beta \in \{-2, -1\} \), each DSAC agent being trained and evaluated for a single \( \beta \).

For RCWR, we use only one navigation parameter [25] \( w_{\text{coll}} \sim U([0.1, 2]) \). The reward \( r_{\text{coll}} \) is replaced by \( w_{\text{coll}}r_{\text{coll}} \), when calculating the reward \( r \), with higher values of \( w_{\text{coll}} \) making an agent more collision-averse while still remaining risk-neutral. We use \( w_{\text{coll}} \in \{1, 1.5, 2\} \) for evaluation.

All baselines use the same network architecture as RC-DSAC, with the following exceptions. DSAC does not use \( g_{\text{actorRisk}} \) and \( g_{\text{criticRisk}} \) depends only on \( \beta \). RCWR has an extra 32-dimensional fully-connected layer in its observation encoder for \( w_{\text{coll}} \). Lastly, RCWR and SAC use neither \( g_{\text{actorRisk}} \) nor \( g_{\text{criticRisk}} \).

We use the hyperparameters in Table I for all algorithms.

### Table I: Hyperparameters

| Parameter                  | Value       | Parameter                  | Value       |
|----------------------------|-------------|----------------------------|-------------|
| Learning rate              | \( 3 \times 10^{-4} \) | Quantile fraction samples (\( N, N' \)) | 16          |
| Discount factor (\( \gamma \)) | 0.99       | Experience replay buffer size | \( 5 \times 10^6 \) |
| Target network update coefficient | 0.001     | Mini-batch size         | 100         |
| Entropy target [24]       | -2          | GRU unroll                | 64          |

We train each algorithm for 100,000 weight updates (5,000 episodes in 500 environments). Then we evaluate the algorithms on 50 environments not seen in training. We evaluate for 10 episodes per environment, with agents having distinct start and goal positions, but having a common value for \( \beta \) or \( w_{\text{coll}} \).

To ensure fairness and reproducibility, we use fixed random seeds for training and evaluation, so different algorithms are trained and evaluated on exactly the same sequences of environments, and starting/goal positions.

C. Performance Comparison

Table II presents the mean and standard deviation of the number of collisions and reward of each method, averaged over the 500 episodes across the 50 evaluation environments.

RC-DSAC with \( \psi_{\text{pow}} \) and \( \beta = -1 \) had the highest rewards in the narrow setting, and RC-DSAC with \( \psi_{\text{pow}} \) and \( \beta = -1.5 \) had the fewest collisions in the both settings.

The risk-sensitive algorithms (DSAC, RC-DSAC) all had fewer collisions than SAC, and some of them could achieve this while attaining a higher reward. Also, the results for RCWR suggest that distributional risk-aware approaches can be more effective than simply increasing the penalty for collisions.

We compare DSAC with the two alternative implementations of RC-DSAC by averaging over both risk measures, but only for the two values of \( \beta \) on which DSAC was evaluated. In the narrow setting, RC-DSAC (stored) had a comparable number of collisions (0.95 vs. 0.91) but higher rewards (449.9 vs. 425.0) than DSAC, whereas in the sparse setting RC-DSAC (stored) had fewer collisions (0.44 vs. 0.68) but comparable rewards (498.1 vs. 492.9). Overall, in the narrow setting and 0.26 in the sparse setting, and attained the lowest rewards in the narrow setting (470.0). This shows the algorithm’s ability to adapt to a wide range of risk-measure parameters, without the retraining required by DSAC.

In addition, the number of collisions made by RC-DSAC shows a clear positive correlation with \( \beta \), for the CVaR risk measure. One would expect this, as low \( \beta \) corresponds to risk aversion.

D. Real-World Experiments

To demonstrate the proposed method in the real world, we build a mobile-robot platform and test the agents trained in simulation (as described in Section IV-B), in a challenging office environment (Figure 1). The robot has four depth cameras on its front, and point cloud data from these sensors is mapped into the observation \( o_{\text{ng}} \) corresponding to the narrow setting. Then we deploy RC-DSAC (resampling) and baseline agents. For each agent, we ran two experiments in a course of length 53.7 m, making a run forward and another in the reverse direction.

Table III presents the number of collisions and required time to reach the goal for each agent. As can be seen, SAC had more collisions than distributional risk-averse agents. DSAC had no collisions throughout the experiments but
showed over-conservative behaviour and took the longest time to reach the goal with $\psi^{\text{CVaR}}$ and $\beta = 0.25$. RC-DSAC performed competitively with DSAC except minor collisions in less risk-averse modes, and could adapt its behaviour according to $\beta$.

We refer the supplementary video for the detailed trajectories and characteristics of each agent.

V. CONCLUSION

This paper proposed a novel distributional-RL method that produces agents that can adapt to a wide range of risk measures at run-time. In our experiments, this method showed superior performance over the baselines, as well as adjustable risk-sensitivity. We also demonstrated the method using a real-world robot.
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