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Abstract. This paper is concerned with the following Klein-Gordon-Maxwell system

\[
\begin{align*}
-\Delta u + \left[ m_0^2 - (\omega + \phi)^2 \right] u &= f(u), \quad \text{in } \mathbb{R}^3, \\
\Delta \phi &= (\omega + \phi)u^2, \quad \text{in } \mathbb{R}^3,
\end{align*}
\]

where \(0 < \omega \leq m_0\) and \(f \in C(\mathbb{R}, \mathbb{R})\). By introducing some new tricks, we prove that the above system has 1) a ground state solution in the case when \(0 < \omega < m_0\) and \(f\) is superlinear at infinity; 2) a nontrivial solution in the zero mass case, i.e. \(\omega = m_0\) and \(f\) is super-quadratic at infinity. These results improve the related ones in the literature.

1. Introduction. In this paper, we study the following Klein-Gordon-Maxwell system

\[
\begin{align*}
-\Delta u + \left[ m_0^2 - (\omega + \phi)^2 \right] u &= f(u), \quad \text{in } \mathbb{R}^3, \\
\Delta \phi &= (\omega + \phi)u^2, \quad \text{in } \mathbb{R}^3,
\end{align*}
\]

where \(0 < \omega \leq m_0\), \(u, \phi : \mathbb{R}^3 \to \mathbb{R}\), and \(f : \mathbb{R} \to \mathbb{R}\) satisfies the following basic assumptions:

(F1) \(f \in C(\mathbb{R}, \mathbb{R})\) and there exist constants \(C_0 > 0\) and \(p \in (2, 6)\) such that

\[
|f(t)| \leq C_0 \left(1 + |t|^{p-1}\right), \quad \forall \ t \in \mathbb{R};
\]

(F2) \(f(t) = o(|t|)\) as \(t \to 0\).

Such a system was first introduced by Benci and Fortunato [4] as a model describing solitary waves for the nonlinear Klein-Gordon equation interacting with an electromagnetic field. The presence of the nonlinear term \(f\) simulates the interaction between many particles or external nonlinear perturbations. For more details in the physical aspects, we refer the readers to [4,5].

Under assumptions (F1) and (F2), the weak solutions to (1.1) correspond to the critical points of the energy functional defined in \(H^1(\mathbb{R}^3) \times D^{1,2}(\mathbb{R}^3)\) by

\[
S(u, \phi) = \frac{1}{2} \int_{\mathbb{R}^3} \left\{ |\nabla u|^2 + \left[ m_0^2 - (\omega + \phi)^2 \right] u^2 - |\nabla \phi|^2 \right\} dx - \int_{\mathbb{R}^3} F(u)dx,
\]
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where \( F(u) := \int_0^t f(s) \, ds \). We are interested in finding “ground state” solutions of (1.1), that is a solution \((u_0, \phi_0) \in H^1(\mathbb{R}^3) \times D^{1,2}(\mathbb{R}^3)\) which minimizes the functional \( S \) among all the nontrivial solutions of (1.1).

In the past decades, there has been many existence and nonexistence results on Klein-Gordon-Maxwell systems like (1.1) by variational methods, see for examples [2,3,5,7,8,12–15,18,20,27] and the references therein. For related nonlocal problems, we refer to [9–11,22,24–26,29–31] and so on.

Let us recall some previous results that led us to the present research.

The first result is due to Benci and Fortunato. In [5], they proved that the following special form of (1.1)

\[
\begin{align*}
-\Delta u + \left[ m_0^2 - (\omega + \phi)^2 \right] u &= |u|^{q-2} u, \quad \text{in } \mathbb{R}^3, \\
\Delta \phi &= (\omega + \phi) u^2, \quad \text{in } \mathbb{R}^3,
\end{align*}
\]

possesses infinitely many radially symmetric solutions when \( 0 < \omega < m_0 \) and \( 4 < q < 6 \). Afterwards, D’Aprile and Mugnai [13] obtained the same conclusion when \( 0 < \omega < \sqrt{(q-2)/2} m_0 \) and \( 2 < q \leq 4 \). By a Pohozaev-type argument, D’Aprile and Mugnai [14] showed that (1.3) only has a trivial solution when \( 0 < q \leq 2 \) or \( q \geq 6 \). Inspired by [5, 13], Azzollini and Pomponio [2] proved that (1.3) admits a ground state solution if one of the following conditions holds:

(i) \( 4 \leq q < 6 \) and \( 0 < \omega < m_0 \);
(ii) \( 2 < q < 4 \) and \( 0 < \omega < \sqrt{(q-2)/(6-q)} m_0 \).

Their method consisted in minimizing the corresponding functional associated with (1.3) on the Nehari manifold. Following the ideas of [2], Wang [27] further extended the existence range of \((m_0, \omega)\) for \( 2 < q < 4 \) as follows:

\[ 0 < \omega < \sqrt{4(q-2)/(4-q)^2 + 4(q-2)} m_0. \]

Based on the Pohozaev identity and the “monotonicity trick”, developed by Struwe [23] and Jeanjean [17], Azzollini et al. [3] proved that (1.3) has a nontrivial radial solution under one of the following conditions:

(iii) \( 3 \leq q < 4 \) and \( 0 < \omega < m_0 \);
(iv) \( 2 < q < 3 \) and \( 0 < \omega < \sqrt{(q-2)(4-q)} m_0 \),

which gave a little improvement for the existence results on (1.3) when \( 2 < q < 4 \). We point out that the approaches used in [2,3,27] are heavily dependent on the form \( f(t) = |t|^{q-2} t \), which are no longer applicable for (1.1) with general nonlinearity \( f \), even for the case when \( f(t) = (|t|^{\alpha-2} + |t|^{\beta-2}) t \) with \( 2 < \beta < 4 \) and \( \beta < \alpha < 6 \).

Motivated by the aforementioned works, in the present paper, we will use some new tricks to generalize the above results to (1.1) under the following superlinear condition:

(F3) there exist constants \( r_0 > 0 \) and \( \mu > 2 \) such that

\[
F(t) \geq 0, \quad \forall \, |t| \geq r_0, \quad \text{and} \quad f(t) t - \mu F(t) \geq 0, \quad \forall \, t \in \mathbb{R}.
\]

Our first result is as follows.

**Theorem 1.1.** Assume that (F1)-(F3) hold. Then (1.1) has a ground state solution \((\bar{u}, \phi_\bar{u}) \in H^1(\mathbb{R}^3) \times D^{1,2}(\mathbb{R}^3)\) with positive energy if one of the following conditions holds:

(i) \( 3 \leq \mu < \infty \) and \( 0 < \omega < m_0 \);
(ii) $2 < \mu < 3$ and $0 < \omega < \sqrt{(\mu - 2)(4 - \mu)}m_0$.

**Remark 1.2.** If $f(u) = |u|^q u$ with $2 < q < 6$, then one has $\mu = q$ in (F3). In this case, Theorem 1.1 reduces to the best results (iii) and (iv) for (1.3) which was obtained in [3]. Therefore, Theorem 1.1 generalizes and improves the related ones in the literature.

Next, we are mainly interested to study the limit case $\omega = m_0$, when (1.1) becomes

$$
\begin{align*}
-\Delta u - (2\omega \phi + \phi^2) u &= f(u), \quad \text{in } \mathbb{R}^3, \\
\Delta \phi &= (\omega + \phi) u^2, \quad \text{in } \mathbb{R}^3.
\end{align*}
$$

We notice that, in the first equation, besides the interaction term $(2\omega \phi + \phi^2) u$, there is no linear term in $u$. In this sense the situation described by (1.4) is analogous to the zero mass case for nonlinear field equations (see [6]). In contrast to the case $0 < \omega < m_0$, there are few papers dealing with the limit case $\omega = m_0$, we only find one paper [3]. More precisely, under the following assumption:

(AQ) $f \in C(\mathbb{R}, \mathbb{R})$ and there exist constants $4 < q_0 \leq q_1 < 6 < q_2$ and $C_1, C_2 > 0$ such that

$$f(t)t \geq q_0 F(t), \quad F(t) \geq C_1 \min\{ |t|^{q_1}, |t|^{q_2} \}, \quad \forall t \in \mathbb{R},$$

$$|f(t)| \leq C_2 \min\{ |t|^{q_1 - 1}, |t|^{q_2 - 1} \}, \quad \forall t \in \mathbb{R},$$

Azzollini et al. [3] proved that (1.4) has a nontrivial solution in $\mathcal{D}^{1,2}(\mathbb{R}^3) \times \mathcal{D}^{1,2}(\mathbb{R}^3)$. Notice that the condition $q_0 > 4$ in (AQ) plays a crucial role. In the present paper, instead of (AQ), we will use the following weaker condition:

(F4) $f \in C(\mathbb{R}, \mathbb{R})$ and there exist constants $3 < p_0 \leq p_1 < 6 < p_2$ and $\theta_1, \theta_2 > 0$ such that

$$f(t)t \geq p_0 F(t), \quad F(t) \geq \theta_1 \min\{ |t|^{p_1}, |t|^{p_2} \}, \quad \forall t \in \mathbb{R},$$

$$|f(t)| \leq \theta_2 \min\{ |t|^{p_1 - 1}, |t|^{p_2 - 1} \}, \quad \forall t \in \mathbb{R}.$$

This type of condition goes back to the work by Berestycki and Lions in [6], where the authors proved the following Schrödinger equation with zero mass

$$-\Delta u = g(u) \quad \text{in } \mathbb{R}^N, N \geq 3$$

has a nontrivial radial solution if $g$ behaves like $|t|^{p_1 - 2}t$ for small $t$, and like $|t|^{p_2 - 2}t$ for large $t$ with constants $0 < p_1 < 2N/(N - 2) < p_2$.

We are now in a position to state the second result of this paper.

**Theorem 1.3.** Assume that $\omega = m_0$ and (F4) holds. Then (1.1) has a nontrivial solution $(u_0, \phi_0) \in \mathcal{D}^{1,2}(\mathbb{R}^3) \times \mathcal{D}^{1,2}(\mathbb{R}^3)$.

The paper is organized as follows. In Section 2, we give some preliminary lemmas. We prove Theorems 1.1 and 1.3 in Sections 3 and 4 respectively. Throughout this paper, we let $u(t) := u(tx)$ for $t > 0$, denote the norm of $L^s(\mathbb{R}^3)$ by $\|u\|_s = \left( \int_{\mathbb{R}^3} |u|^s dx \right)^{1/s}$, and positive constants possibly different in different places, by $C_1, C_2, \cdots$. 

2. Preliminary lemmas. Hereafter, $H^1(\mathbb{R}^3)$ is the usual Sobolev space with the standard scalar product and norm

$$(u, v) = \int_{\mathbb{R}^3} (\nabla u \cdot \nabla v + uv) \, dx, \quad \|u\| = \left(\int_{\mathbb{R}^3} (|\nabla u|^2 + u^2) \, dx\right)^{1/2}.$$ 

As it has been done by the aforementioned authors, we apply the “reduction method” developed by Benci and Fortunato [5] in order to avoid the difficulty originated by the strongly indefiniteness of the functional $S$ defined by (1.2). Now, we need the following technical results.

**Lemma 2.1.** [13,14] For any $u \in H^1(\mathbb{R}^3)$, there exists a unique $\phi = \phi_u \in D^{1,2}(\mathbb{R}^3)$ which solves the equation

$$-\Delta \phi + u^2 \phi = -\omega u^2. \tag{2.1}$$

Moreover, the map $\Phi : u \in H^1(\mathbb{R}^3) \mapsto \phi_u \in D^{1,2}(\mathbb{R}^3)$ is continuously differentiable, and

$$-\omega \leq \phi_u \leq 0 \text{ on the set } \{x \in \mathbb{R}^3 : u(x) \neq 0\}. \tag{2.2}$$

Multiplying (2.1) by $\phi_u$ and integrating by parts, we obtain

$$\int_{\mathbb{R}^3} |\nabla \phi_u|^2 \, dx = -\int_{\mathbb{R}^3} \omega \phi_u u^2 \, dx - \int_{\mathbb{R}^3} \phi_u^2 u^2 \, dx. \tag{2.3}$$

By the definition of $S$ and using (2.3), the functional $I(u) = S(u, \phi_u)$ has the form

$$I(u) = \frac{1}{2} \int_{\mathbb{R}^3} \left[|\nabla u|^2 + (m_0^2 - \omega^2)u^2\right] \, dx - \int_{\mathbb{R}^3} \left[\frac{1}{2} \omega \phi_u u^2 + F(u)\right] \, dx, \quad \forall u \in H^1(\mathbb{R}^3). \tag{2.4}$$

**Lemma 2.2.** [2, Lemma 2.7] If $u_n \rightharpoonup u$ in $H^1(\mathbb{R}^3)$, then, up to subsequences, $\phi_{u_n} \rightharpoonup \phi_u$ in $D^{1,2}(\mathbb{R}^3)$. As a consequence, $\Phi'(u_n) \rightharpoonup \Phi'(u)$ in the sense of distributions.

In view of Lemmas 2.1 and 2.2, under (F1) and (F2), we have $I \in C^1(H^1(\mathbb{R}^3), \mathbb{R})$, and

$$\langle I'(u), v \rangle = \int_{\mathbb{R}^3} \left[\nabla u \cdot \nabla v + (m_0^2 - \omega^2)uv\right] \, dx - \int_{\mathbb{R}^3} \left[(2\omega + \phi_u)\phi_u u + f(u)\right] v \, dx. \tag{2.5}$$

Moreover, as in [3, Theorem 2.2], the pair $(u, \phi_u) \in H^1(\mathbb{R}^3) \times D^{1,2}(\mathbb{R}^3)$ is a solution of (1.1) if and only if $u$ is a critical point of $I$, and $\phi = \phi_u$ which is unique. For the sake of simplicity, in many cases we just say $u \in H^1(\mathbb{R}^3)$, instead of $(u, \phi_u) \in H^1(\mathbb{R}^3) \times D^{1,2}(\mathbb{R}^3)$, is a weak solution of (1.1).

In view of [14, (3.25)], any critical point $u$ of $I$ satisfies the following Pohozaev equality:

$$\mathcal{P}(u) = \int_{\mathbb{R}^3} \left[|\nabla u|^2 + 3(m_0^2 - \omega^2)u^2\right] \, dx - \int_{\mathbb{R}^3} (5\omega + 2\phi_u)\phi_u u^2 \, dx$$

$$-6 \int_{\mathbb{R}^3} F(u) \, dx = 0. \tag{2.6}$$
Let
\[ J(u) := \langle I'(u), u \rangle - \frac{1}{2} P(u) \]
\[ = \frac{1}{2} \|\nabla u\|^2_2 - \frac{1}{2} \int_{\mathbb{R}^3} \left( m_0^2 - \omega^2 \right) u^2 \, dx + \frac{\omega}{2} \int_{\mathbb{R}^3} \phi u^2 \, dx \]
\[ + \int_{\mathbb{R}^3} \left[ 3F(u) - f(u)u \right] \, dx \]

(2.7)

and
\[ M := \{ u \in H^1(\mathbb{R}^3) \setminus \{0\} : I'(u) = 0 \}. \]

Then \( J(u) = 0 \), \( \forall u \in M \).

To show \( M \neq \emptyset \), we shall use the following general minimax principle [19, Proposition 2.8], which is a somewhat stronger variant of [28, Theorem 2.8].

Lemma 2.3. Let \( X \) be a Banach space. Let \( M_0 \) be a closed subspace of the metric space \( M \) and \( \Gamma_0 \subset C(M_0, X) \). Define
\[ \Gamma := \left\{ \gamma \in C(M, X) : \gamma|_{M_0} \in \Gamma_0 \right\}. \]

If \( \varphi \in C^1(X, \mathbb{R}) \) satisfies
\[ \infty > c := \inf_{\gamma \in \Gamma} \sup_{u \in M} \varphi(\gamma(u)) > a := \sup_{\gamma_0 \in \Gamma_0} \sup_{u \in M_0} \varphi(\gamma_0(u)), \]

then, for every \( \varepsilon \in (0, (c - a)/2) \), \( \delta > 0 \) and \( \gamma \in \Gamma \) such that
\[ \sup_{M} \varphi \circ \gamma \leq c + \varepsilon, \]

there exists \( u \in X \) such that
\[ a) \quad c - 2\varepsilon \leq \varphi(u) \leq c + 2\varepsilon, \]
\[ b) \quad \text{dist}(u, \gamma(M)) \leq 2\delta, \]
\[ c) \quad \|\varphi'(u)\| \leq 8\varepsilon/\delta. \]

Next, we will apply Lemma 2.3 to obtain a Cerami sequence \( \{u_n\} \) of \( I \) with \( J(u_n) \to 0 \). This idea goes back to Jeanjean [16].

Lemma 2.4. Assume that \( 0 < \omega < m_0 \) and \( f \) satisfies (F1)-(F3). Then there exists a sequence \( \{u_n\} \subset H^1(\mathbb{R}^3) \) satisfying
\[ I(u_n) \to c > 0, \quad \|I'(u_n)/(1 + \|u_n\|)\| \to 0 \quad \text{and} \quad J(u_n) \to 0, \]

(2.8)

where
\[ c := \inf_{\gamma \in \Gamma} \sup_{t \in [0, 1]} C(\gamma(t)), \quad \Gamma := \left\{ \gamma \in C([0, 1], H^1(\mathbb{R}^3)) : \gamma(0) = 0, \; I(\gamma(1)) < 0 \right\}. \]

Proof. First, we prove that \( \Gamma \neq \emptyset \) and \( 0 < c < \infty \). By (F1) and (F2), for every \( \varepsilon > 0 \), there exists a constant \( C(\varepsilon) > 0 \) such that
\[ f(t) \leq \varepsilon t^2 + C(\varepsilon)|t|^p, \quad F(t) \leq \varepsilon t^2 + C(\varepsilon)|t|^p, \quad \forall \; t \in \mathbb{R}. \]

(2.9)

Choosing \( \varepsilon = (m_0^2 - \omega^2)/4 \), by (2.2), (2.4), (2.9), Lemma 2.1 and Sobolev embedding inequality, one has
\[ I(u) \geq \frac{1}{2} \|\nabla u\|_2^2 + \frac{m_0^2 - \omega^2}{4} \|u\|_2^2 - C_1 \|u\|_p^p \]
\[ \geq C_2 \|u\|^2 - C_3 \|u\|_p^p, \quad \forall \; u \in H^1(\mathbb{R}^3). \]

(2.10)
It follows from (2.10) that there exist constants \( \rho_0 > 0 \) and \( a_0 > 0 \) such that
\[
I(u) \geq 0, \quad \forall \|u\| \leq \rho_0 \quad \text{and} \quad I(u) \geq a_0, \quad \forall \|u\| = \rho_0. \tag{2.11}
\]
For any fixed \( u \in H^1(\mathbb{R}^3) \) with \( u \neq 0 \), by (2.2) and (2.4), one has
\[
I(tu) = \frac{t^2}{2} \int_{\mathbb{R}^3} \left[ |\nabla u|^2 + (m_0^2 - \omega^2) u^2 \right] dx - \frac{t^2}{2} \int_{\mathbb{R}^3} \omega \phi_{tu} u^2 dx - \int_{\mathbb{R}^3} F(tu) dx
\leq \frac{t^2}{2} \int_{\mathbb{R}^3} \left[ |\nabla u|^2 + (m_0^2 - \omega^2) u^2 \right] dx + \frac{\omega^2 t^2}{2} \|u\|^2
- \int_{\mathbb{R}^3} F(tu) dx, \quad \forall t > 0,
\]
which, together with (F3), yields
\[
\sup_{t \geq 0} I(tu) < \infty, \quad I(tu) \to -\infty \quad \text{as} \quad t \to +\infty. \tag{2.12}
\]
Using (2.12), we choose \( T > 0 \) be large enough such that \( I(Tu) < 0 \). Let \( \gamma_T(t) = tTu \) for \( t \in [0,1] \). Then \( \gamma_T \in C([0,1], H^1(\mathbb{R}^3)) \) such that \( \gamma_T(0) = 0, I(\gamma_T(1)) < 0 \) and \( \max_{t \in [0,1]} I(\gamma_T(t)) < \infty \). This shows that \( \Gamma \neq \emptyset \) and \( c < \infty \). For every \( \gamma \in \Gamma \), since \( \gamma(0) = 0 \) and \( I(\gamma(1)) < 0 \), then it follows from (2.11) that \( \|\gamma(1)\| > \rho_0 \). By the continuity of \( \gamma(t) \) and the intermediate value theorem, there exists \( t_\gamma \in (0,1) \) such that \( \|\gamma(t_\gamma)\| = \rho_0 \). Thus, we have
\[
\sup_{t \in [0,1]} I(\gamma(t)) \geq I(\gamma(t_\gamma)) \geq a_0 > 0, \quad \forall \gamma \in \Gamma,
\]
which yields
\[
\infty > c = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} I(\gamma(t)) \geq a_0 > 0. \tag{2.13}
\]

Inspired by [16], we define the continuous map
\[
h: \tilde{H} := \mathbb{R} \times H^1(\mathbb{R}^3) \to H^1(\mathbb{R}^3), \quad h(s,v)(x) = e^s v(e^s x)
\]
for \( s \in \mathbb{R} \), \( v \in H^1(\mathbb{R}^3) \) and \( x \in \mathbb{R}^3 \), where \( \tilde{H} \) is a Banach space equipped with the product norm \( \| (s,v) \|_{\tilde{H}} := (|s|^2 + \|v\|^2)^{1/2} \). According to [8, 14], the map \( \Phi \) enjoys the following property:
\[
\Phi[tv] = (\Phi[v])_t, \quad \forall t \in \mathbb{R}^+, \ v \in H^1(\mathbb{R}^3). \tag{2.14}
\]
Then, (2.14) implies
\[
\phi_{h(s,v)}(x) = \phi_v(e^s x), \quad \forall s \in \mathbb{R}, \ v \in H^1(\mathbb{R}^3). \tag{2.15}
\]
We consider the following auxiliary functional:
\[
\Psi(s,v) = I(h(s,v))
\]
\[
= \frac{1}{2} \int_{\mathbb{R}^3} \left[ |\nabla h(s,v)|^2 + (m_0^2 - \omega^2) |h(s,v)|^2 \right] dx
- \frac{1}{2} \int_{\mathbb{R}^3} \omega \phi_{h(s,v)} h(s,v)^2 dx - \int_{\mathbb{R}^3} F(h(s,v)) dx
= \frac{e^s}{2} \int_{\mathbb{R}^3} |\nabla v|^2 dx + \frac{e^{-s}}{2} \int_{\mathbb{R}^3} \left[ (m_0^2 - \omega^2) - \omega \phi_v \right] v^2 dx
- e^{-3s} \int_{\mathbb{R}^3} F(e^s v) dx. \tag{2.16}
\]
It is easy to see that \( \Psi \in C^1(\tilde{H}, \mathbb{R}) \). From (2.7), (2.16) and the definition of \( h \), we deduce that
\[
\partial_s \Psi(s, v) = \frac{e^s}{2} \int_{\mathbb{R}^3} |\nabla v|^2 \, dx - \frac{1}{2e^s} \int_{\mathbb{R}^3} \left[ (m_n^2 - \omega^2) - \omega \phi_c \right] v^2 \, dx \\
+ e^{-3s} \int_{\mathbb{R}^3} [3F(e^sv) - f(e^sv)e^sv] \, dx \\
= J(h(s, v)) \text{ for } s \in \mathbb{R} \text{ and } v \in H^1(\mathbb{R}^3). \tag{2.17}
\]
Moreover, since the map \( v \mapsto h(s, v) \) is linear for fixed \( s \in \mathbb{R} \), we have
\[
\partial_s \Psi(s, v) w = I'(h(s, v)) h(s, w) \text{ for } s \in \mathbb{R} \text{ and } v, w \in H^1(\mathbb{R}^3). \tag{2.18}
\]

Now, we define a minimax value \( \bar{c} \) for \( \Psi \) by
\[
\bar{c} = \inf_{t \in [0, 1]} \max_{\gamma \in \bar{\Gamma}} \Psi(\bar{\gamma}(t)),
\]
where
\[
\bar{\Gamma} = \left\{ \bar{\gamma} \in C([0, 1], \tilde{H}) : \bar{\gamma}(0) = (0, 0), \Psi(\bar{\gamma}(1)) < 0 \right\}.
\]
Since \( \Gamma = \left\{ h \circ \bar{\gamma} : \bar{\gamma} \in \bar{\Gamma} \right\} \), the minimax value of \( I \) and \( \Psi \) coincide, i.e., \( c = \bar{c} \). By the definition of \( c \), for every \( n \in \mathbb{N} \), there exists \( \gamma_n \in \Gamma \) such that
\[
\max_{t \in [0, 1]} \Psi(0, \gamma_n(t)) = \max_{t \in [0, 1]} I(\gamma_n(t)) \leq c + \frac{1}{n^2}.
\]
Next, we apply Lemma 2.3 to \( \Psi, M = [0, 1], M_0 = \{0, 1\} \) and \( \tilde{H}, \bar{\Gamma} \) in place of \( X, \Gamma \). Let \( \varepsilon_n = 1/n^2 \), \( \delta_n = 1/n \) and \( \bar{\gamma}_n(t) = (0, \gamma_n(t)) \). Since (2.13) implies that \( \varepsilon_n = 1/n^2 \in (0, c/2) \) for large \( n \in \mathbb{N} \), Lemma 2.3 yields the existence of \( (s_n, v_n) \in \tilde{H} \) such that, as \( n \to \infty \),
\[
\Psi(s_n, v_n) \to c, \tag{2.19}
\]
\[
\|\Psi'(s_n, v_n)\|_{\tilde{H}'} \cdot (1 + \|(s_n, v_n)\|_{\tilde{H}'}) \to 0, \tag{2.20}
\]
\[
dist((s_n, v_n), \{0\} \times \gamma_n([0, 1])) \to 0. \tag{2.21}
\]
Moreover, (2.21) implies that \( s_n \to 0 \). Since
\[
\langle \Psi'(s_n, v_n), (\tau, w) \rangle = \langle I'(h(s_n, v_n)), h(s_n, w) \rangle + J(h(s_n, v_n)) \tau, \forall (\tau, w) \in \tilde{H}, \tag{2.22}
\]
by (2.17) and (2.18), we can take \( \tau = 1 \) and \( w = 0 \) in (2.22) to obtain
\[
J(h(s_n, v_n)) \to 0 \text{ as } n \to \infty. \tag{2.23}
\]
Let \( u_n := h(s_n, v_n) \). Then it follows from (2.19) and (2.23) that
\[
I(u_n) \to c \text{ and } J(u_n) \to 0 \text{ as } n \to \infty. \tag{2.24}
\]
Finally, for given \( v \in H^1(\mathbb{R}^3) \) we consider \( w_n = e^{-s_n}v(e^{-s_n} \cdot) \in H^1(\mathbb{R}^3) \) and deduce from (2.20) and (2.22) with \( \tau = 0 \) that
\[
(1 + \|u_n\|)(I'(u_n), v) = (1 + \|u_n\|)(I'(u_n), h(s_n, w_n)) = o(1)\|w_n\| \\
= o(1) \left( e^{-s_n/2} \|\nabla v\|_2 + e^{s_n/2} \|v\|_2 \right), \tag{2.25}
\]
which, together with \( s_n \to 0 \), yields
\[
(1 + \|u_n\|)(I'(u_n)) \to 0 \text{ as } n \to \infty.
\]
The proof is thus finished. \( \square \)
Lemma 2.5. Under the assumptions of Theorem 1.1, any sequence \( \{u_n\} \subset E \) satisfying (2.8) is bounded in \( H^1(\mathbb{R}^3) \).

Proof. If \( \mu \geq 4 \) in (F3), then it follows from (F3), (2.2), (2.4), (2.5) and (2.8) that

\[
c + o(1) = I(u_n) - \frac{1}{\mu} I'(u_n), \quad \mu \geq 4 \text{ in (F3)}.
\]

Thus, we deduce from (2.27) that \( \{u_n\} \) is bounded in \( H^1(\mathbb{R}^3) \) when \( \mu \geq 4 \) in (F3).

Now, we consider \( 2 < \mu < 4 \) in (F3). By (2.4), (2.5), (2.7) and (2.8), one has

\[
c + o(1) = I(u_n) + \frac{\mu - 4}{6 - \mu} \langle I'(u_n), u_n \rangle + \frac{2 - \mu}{6 - \mu} J(u_n)
\]

Next, we prove that \( \|u_n\|_2 \) is bounded. To this end, we distinguish two cases:

1. \( 3 \leq \mu < 4 \) and \( 0 < \omega < m_0 \).
2. \( 2 < \mu < 3 \) and \( 0 < \omega < \sqrt{(\mu - 2)(4 - \mu)m_0} \).

**Case 1)** \( 3 \leq \mu < 4 \) and \( 0 < \omega < m_0 \). In this case, one has

\[
(4 - \mu)s^2 + 2(3 - \mu)\omega \geq 0, \quad \forall \ - \omega \leq s \leq 0.
\]

Note that

\[
- \omega \leq \phi_{u_n} \leq 0.
\]

Then, from (F3), (2.28), (2.29) and (2.30), we derive that

\[
c + o(1) \geq \frac{\mu - 2}{6 - \mu} \left( m_0^2 - \omega^2 \right) \|u_n\|_2^2.
\]

**Case 2)** \( 2 < \mu < 3 \) and \( 0 < \omega < \sqrt{(\mu - 2)(4 - \mu)m_0} \). An elementary computation shows that

\[
(\mu - 2) \left( m_0^2 - \omega^2 \right) + (4 - \mu)s^2 + 2(3 - \mu)\omega s
\]

\[
\geq (\mu - 2) \left( m_0^2 - \omega^2 \right) - \frac{(\mu - 3)^2}{4 - \mu} \omega^2
\]

\[
= \frac{(\mu - 2)(4 - \mu)m_0^2 - \omega^2}{4 - \mu} > 0 \quad \text{for} \quad - \omega \leq s \leq 0.
\]
Then, from (F3), (2.28), (2.30) and (2.32), we derive that
\[
c + o(1) \geq \frac{1}{(6 - \mu)(4 - \mu)} \left( \mu - 2 \right) (4 - \mu) m^2_0 - \mu^2 \|u_n\|_2^2. \tag{2.33}
\]
Combining (2.31) with (2.33), we obtain the boundedness of \(\{\|u_n\|_2\}\). Then, by (2.30), one has
\[
0 \leq -\int_{\mathbb{R}^3} \omega \phi_{u_n} u_n^2 \, dx \leq \omega^2 \|u_n\|_2^2 \leq C_1. \tag{2.34}
\]
Thus, it follows from (2.4), (2.5), (2.7), (2.8) and (2.34) that
\[
c + o(1) = I(u_n) - \frac{1}{3} \langle I'(u_n), u_n \rangle + \frac{1}{3} J(u_n) = I(u_n) - \frac{1}{6} P(u_n)
\]
\[
= \frac{1}{3} \|\nabla u_n\|_2^2 + \frac{1}{3} \int_{\mathbb{R}^3} [\omega \phi_{u_n} u_n^2 + \phi_{u_n} u_n^2] \, dx
\]
\[
\geq \frac{1}{3} \|\nabla u_n\|_2^2 - \frac{1}{3} C_1, \tag{2.35}
\]
which implies that \(\{\|\nabla u_n\|_2\}\) is also bounded. Hence, \(\{u_n\}\) is bounded in \(H^1(\mathbb{R}^3)\).

**Lemma 2.6.** Under the assumptions of Theorem 1.1, there exists \(v_0 \in \mathcal{M}\) such that \(I(v_0) \leq c\). Moreover, there exists a constant \(\kappa_0 > 0\) such that
\[
\|u\|_p \geq \kappa_0, \quad \forall u \in \mathcal{M}. \tag{2.36}
\]

**Proof.** In view of Lemmas 2.4 and 2.5, there exists a sequence \(\{u_n\} \subset H^1(\mathbb{R}^3)\) satisfying (2.8) and \(\|u_n\|^2 \leq M_1\) for some constant \(M_1 > 0\). If
\[
\delta := \limsup_{n \to \infty} \sup_{y \in \mathbb{R}^3} \int_{B_2(y)} |u_n|^2 \, dx = 0, \tag{2.37}
\]
then by Lion’s concentration compactness principle [28, Lemma 1.21], \(u_n \to 0\) in \(L^s(\mathbb{R}^3)\) for \(2 < s < 6\). By (2.9), for \(\varepsilon = c/3M_1\), there exists \(C_\varepsilon > 0\) such that
\[
\int_{\mathbb{R}^3} \left| \frac{1}{2} f(u_n) u_n - F(u_n) \right| \, dx \leq \frac{3}{2} \varepsilon \|u_n\|_2^2 + C_\varepsilon \|u_n\|_p^p \leq \frac{c}{2} + o(1). \tag{2.38}
\]
Thus, it follows from (2.3), (2.4), (2.5), (2.8) and (2.38) that
\[
c + o(1) = I(u_n) - \frac{1}{2} \langle I'(u_n), u_n \rangle
\]
\[
= -\frac{1}{2} \|\nabla \phi_{u_n}\|_2^2 + \int_{\mathbb{R}^3} \left[ \frac{1}{2} f(u_n) u_n - F(u_n) \right] \, dx
\]
\[
\leq \frac{c}{2} + o(1). \tag{2.39}
\]
This contradiction shows \(\delta > 0\).

Going if necessary to a subsequence, we may assume the existence of \(y_n \in \mathbb{R}^3\) such that
\[
\int_{B_1(y_n)} |u_n|^2 \, dx \geq \frac{\delta}{2}.
\]
Let \(v_n(x) = u_n(x + y_n)\). Then \(\|v_n\| = \|u_n\|\) and
\[
\int_{B_1(0)} |v_n|^2 \, dx \geq \frac{\delta}{2}. \tag{2.40}
\]
Since \( \phi_{u_n}(x + y_n) = \phi_{u_0}(x) \), by (2.4), (2.5), (2.7) and (2.8), we have
\[
I(v_n) \to c, \quad \|I'(v_n)\|(1 + \|v_n\|) \to 0, \quad J(v_n) \to 0. \tag{2.41}
\]

Passing to a subsequence, we have \( v_n \to v_0 \) in \( H^1(\mathbb{R}^3) \), \( v_n \to v_0 \) in \( L^s_{\text{loc}}(\mathbb{R}^3) \) for \( 2 \leq s < 6 \) and \( v_n \to v_0 \) a.e. on \( \mathbb{R}^3 \). Clearly, (2.40) shows that \( v_0 \neq 0 \). Jointly with Lemma 2.2, we can conclude that \( I'(v_0) = 0 \), and so \( v_0 \in \mathcal{M} \). Moreover, using (2.26), (2.28), (2.29), (2.32), (2.41) and Fatou’s Lemma, it is easy to see that \( I(v_0) \leq c \).

Since \( \langle I'(u), u \rangle = 0 \) for \( u \in \mathcal{M} \), by (2.3), (2.5), (2.9) and Sobolev embedding inequality, one has
\[
\min\{1, m_0^2 - \omega^2\}\|u\|^2 \leq \int_{\mathbb{R}^3} \left[ |\nabla u|^2 + (m_0^2 - \omega^2) u^2 + 2|\nabla \phi_{u}|^2 + \phi_{u}^2 u^2 \right] dx
= \int_{\mathbb{R}^3} f(u)udx
\leq \frac{\min\{1, m_0^2 - \omega^2\}}{2\|u\|^2} + C_2\|u\|_p^p
\leq \min\{1, m_0^2 - \omega^2\}\|u\|^2 + C_3\|u\|_p^p, \quad \forall \ u \in \mathcal{M}, \tag{2.42}
\]
which implies that there exists a constant \( \rho_0 > 0 \) such that
\[
\|u\| \geq \rho_0 > 0, \quad \forall \ u \in \mathcal{M}. \tag{2.43}
\]

Thus, it follows from (2.42) and (2.43) that
\[
\|u\|_p \geq \left( \frac{\min\{1, m_0^2 - \omega^2\}}{2C_2} \|u\|^2 \right)^{1/p} \geq \left( \frac{\min\{1, m_0^2 - \omega^2\}}{2C_2} \rho_0^2 \right)^{1/p} := \kappa_0 > 0, \quad \forall \ u \in \mathcal{M}.
\]

3. **Proof of Theorem 1.1.** In this section, we give the proof of Theorem 1.1.

**Proof of Theorem 1.1.** Since \( \langle I'(u), u \rangle = J(u) = 0 \) for \( u \in \mathcal{M} \), if
\[
3 \leq \mu < 4 \quad \text{and} \quad 0 < \omega < m_0, \quad \text{or} \quad 2 < \mu < 3 \quad \text{and} \quad 0 < \omega < \sqrt{\mu - 2} (4 - \mu) m_0, \tag{3.1}
\]
then it follows from (F3), (2.4), (2.5), (2.7), (2.29) and (2.32) that
\[
I(u) = I(u) + \frac{\mu - 4}{6 - \mu} \langle I'(u), u \rangle + \frac{2 - \mu}{6 - \mu} J(u)
= \frac{1}{6 - \mu} \int_{\mathbb{R}^3} \left[ (\mu - 2) (m_0^2 - \omega^2) u^2 + (4 - \mu) \phi_{u}^2 + 2(3 - \mu) \omega \phi_{u} \right] u^2 dx
+ \frac{2}{6 - \mu} \int_{\mathbb{R}^3} [f(u)u - \mu F(u)] dx > 0, \quad \forall \ u \in \mathcal{M}; \tag{3.2}
\]
if \( \mu \geq 4 \), then it follows from (F3), (2.2), (2.4) and (2.5) that
\[
I(u) = I(u) - \frac{1}{\mu} \langle I'(u), u \rangle
\geq \left( \frac{1}{2} - \frac{1}{\mu} \right) \int_{\mathbb{R}^3} \left[ |\nabla u|^2 + (m_0^2 - \omega^2) u^2 \right] dx > 0, \quad \forall \ u \in \mathcal{M}. \tag{3.3}
\]
\]

\[ \square \]
Combining (3.2) with (3.3), we have

\[ m = \inf_{M} I \geq 0. \]  

(3.4)

Now, we let \( \{u_n\} \subset M \) and \( I(u_n) \to m := \inf_{M} I. \) Since \( I'(u_n) = 0 \), we have \( \langle I'(u_n), u_n \rangle = J(u_n) = 0. \) In the same way as Lemma 2.5, we can prove that \( \{u_n\} \) is bounded in \( H^1(\mathbb{R}^3) \). Next, we claim that \( \{u_n\} \) is a non-vanishing sequence. Otherwise, (2.37) holds. Then by Lion’s concentration compactness principle [28, Lemma 1.21], we have \( u_n \to 0 \) in \( L^s(\mathbb{R}^3) \) for \( 2 < s < 6 \), which contradicts (2.36). Hence, \( \{u_n\} \) does not vanish. Going if necessary to a subsequence, we may assume the existence of \( \bar{y}_n \in \mathbb{R}^3 \) such that

\[ \int_{B_1(\bar{y}_n)} |u_n|^2 dx > \frac{\delta}{2}. \]

Let \( \bar{u}_n(x) = u_n(x + \bar{y}_n) \). Then \( \|\bar{u}_n\| = \|u_n\| \) and

\[ \int_{B_1(0)} |\bar{u}_n|^2 dx > \frac{\delta}{2}. \]

(3.5)

Since \( \phi_{u_n}(x + \bar{y}_n) = \phi_{\bar{u}_n}(x) \), by (2.4), (2.5) and (2.7), we have

\[ I(\bar{u}_n) \to m, \quad I'(\bar{u}_n) = 0, \quad J(\bar{u}_n) = 0. \]

(3.6)

Passing to a subsequence, we have \( \bar{u}_n \rightharpoonup \bar{u} \) in \( H^1(\mathbb{R}^3) \), \( \bar{u}_n \to \bar{u} \) in \( L^s_{\text{loc}}(\mathbb{R}^3) \) for \( 1 \leq s < 6 \) and \( \bar{u}_n \to \bar{u} \) a.e. on \( \mathbb{R}^3 \). Thus, (3.5) implies that \( \bar{u} \neq 0 \). Moreover, by Lemma 2.2, one has, up to subsequences, \( \phi_{\bar{u}_n} \rightharpoonup \phi_{\bar{u}} \) in \( D^{1,2}(\mathbb{R}^3) \), \( \phi_{\bar{u}_n} \to \phi_{\bar{u}} \) in \( L^s_{\text{loc}}(\mathbb{R}^3) \) for \( 1 \leq s < 6 \) and \( \phi_{u_n} \to \phi_{\bar{u}} \) a.e. on \( \mathbb{R}^3 \). From this, one can conclude that \( I'(\bar{u}) = 0 \), and so

\[ \langle I'(\bar{u}), \bar{u} \rangle = J(\bar{u}) = 0, \quad I(\bar{u}) \geq m = \inf_{M} I. \]

(3.7)

On the other hand, if (3.1) holds, then by (2.4), (2.6), (2.29), (2.32), (3.1), (3.2), (3.6), (3.7) and Fatou’s Lemma, we have

\[
m = \lim_{n \to \infty} \left[ I(\bar{u}_n) + \frac{\mu - 4}{6 - \mu} \langle I'(\bar{u}_n), \bar{u}_n \rangle + \frac{2 - \mu}{6 - \mu} J(\bar{u}_n) \right]
= \lim_{n \to \infty} \left\{ \frac{1}{6 - \mu} \int_{\mathbb{R}^3} \left[ (\mu - 2) (m_0^2 - \omega^2) \bar{u}_n^2 \right. \right.
+ (4 - \mu) \phi_{u_n}^2 + 2(3 - \mu) \omega \phi_{\bar{u}_n} \left. \bar{u}_n^2 \right\} dx
+ \frac{2}{6 - \mu} \int_{\mathbb{R}^3} |f(\bar{u}_n)\bar{u}_n - \mu F(\bar{u}_n)| dx
\geq \frac{1}{6 - \mu} \int_{\mathbb{R}^3} \left[ (\mu - 2) (m_0^2 - \omega^2) \bar{u}^2 \right. + (4 - \mu) \phi_{\bar{u}}^2 + 2(3 - \mu) \omega \phi_{\bar{u}} \left. \bar{u}^2 \right\} dx
+ \frac{2}{6 - \mu} \int_{\mathbb{R}^3} |f(\bar{u})\bar{u} - \mu F(\bar{u})| dx
= I(\bar{u}) + \frac{\mu - 4}{6 - \mu} \langle I'(\bar{u}), \bar{u} \rangle + \frac{2 - \mu}{6 - \mu} J(\bar{u}) \geq m; \quad (3.8)\]

if \( \mu \geq 4 \), then it follows from (F3), (2.2), (2.4), (2.5), (3.6), (3.7) and Fatou’s Lemma that

\[ m = \lim_{n \to \infty} \left[ I(\bar{u}_n) - \frac{1}{\mu} \langle I'(\bar{u}_n), \bar{u}_n \rangle \right] \]
Combining (3.8) with (3.9), we derive that \( I(\bar{u}) = m = \inf_{\mathcal{M}} I \). Moreover, by (3.2) and (3.3), we have \( I(\bar{u}) = m = \inf_{\mathcal{M}} I > 0 \). Let \((u, \phi) \in H^1(\mathbb{R}^3) \times D^{1,2}(\mathbb{R}^3)\) be a nontrivial solution for (1.1), by Lemma 2.1, we have \( \phi = \phi_u \). Then, it follows from (1.2), (2.3) and (2.4) that

\[
S(u, \phi) = S(u, \phi_u) = I(u) \geq I(\bar{u}) = S(\bar{u}, \phi_{\bar{u}}) = m.
\]

Hence, under assumptions of Theorem 1.1, \((\bar{u}, \phi_{\bar{u}}) \in H^1(\mathbb{R}^3) \times D^{1,2}(\mathbb{R}^3)\) is a ground state solution for (1.1).

\[ \square \]

4. Proof of Theorem 1.3. In this section, we consider the zero mass case, i.e. \( \omega = m_0 \), and give the proof of Theorem 1.3. In what follows, we assume that \( f \) satisfies (F4). By (F4), there exists \( C_0 > 0 \) such that

\[
|f(t)| \leq C_0 |t|^{p_1 - 1} \quad \text{and} \quad |f(t)| \leq C_0 |t|^p, \quad \forall t \in \mathbb{R}.
\]

Inspired by [3], to find nontrivial solutions for (1.4), we will look for a weak limit of solutions for the following approximating problem

\[
\begin{cases}
-\Delta u + [\varepsilon - (2\omega + \phi)\phi] u = f(u), & \text{in } \mathbb{R}^3, \\
\Delta \phi = (\omega + \phi) u^2, & \text{in } \mathbb{R}^3,
\end{cases}
\]

(4.2) where \( \varepsilon > 0 \). For every \( \varepsilon > 0 \), we define \( I_\varepsilon : H^1(\mathbb{R}^3) \rightarrow \mathbb{R} \) as

\[
I_\varepsilon(u) = \frac{1}{2} \int_{\mathbb{R}^3} [\nabla u]^2 + \varepsilon u^2 \, dx - \int_{\mathbb{R}^3} \left[ \frac{1}{2} \phi \nabla u^2 + F(u) \right] \, dx.
\]

(4.3)

Under (F4), we have \( I_\varepsilon \in C^1(H^1(\mathbb{R}^3), \mathbb{R}) \), and

\[
\langle I'_\varepsilon(u), v \rangle = \int_{\mathbb{R}^3} [\nabla u \cdot \nabla v + \varepsilon uv] \, dx - \int_{\mathbb{R}^3} [(2\omega + \phi)\phi u \cdot u + f(u)] v \, dx,
\]

\forall u, v \in H^1(\mathbb{R}^3). \]

(4.4)

Then, any critical point \( u \) of \( I_\varepsilon \) in \( H^1(\mathbb{R}^3) \) satisfies the following Pohozaev identity

\[
P_\varepsilon(u) = \int_{\mathbb{R}^3} (|\nabla u|^2 + 3\varepsilon u^2) \, dx - \int_{\mathbb{R}^3} (5\omega + 2\phi u) \phi_u u^2 \, dx - 6 \int_{\mathbb{R}^3} F(u) \, dx = 0.
\]

(4.5)

For every \( \varepsilon > 0 \), let

\[
\mathcal{M}_\varepsilon := \{ u \in H^1(\mathbb{R}^3) \setminus \{0\} : I'_\varepsilon(u) = 0 \},
\]

\[
c_\varepsilon := \inf_{\gamma \in \Gamma_\varepsilon} \max_{t \in [0,1]} I_\varepsilon(\gamma(t)), \quad \Gamma_\varepsilon := \{ \gamma \in C([0,1], H^1(\mathbb{R}^3)) : \gamma(0) = 0, I_\varepsilon(\gamma(1)) < 0 \}.
\]
Lemma 4.1. For every $\varepsilon > 0$, (4.2) has a ground state solution $(u_\varepsilon, \phi_\varepsilon) \in H^1(\mathbb{R}^3) \times D^{1,2}(\mathbb{R}^3)$ such that $0 < I_\varepsilon(u_\varepsilon) = \inf_{M_{\varepsilon}} I_\varepsilon \leq c_\varepsilon$. Moreover, there exists a constant $K_0 > 0$ independent of $\varepsilon$ such that $c_\varepsilon \leq K_0$ for all $\varepsilon \in (0, 1]$.

Proof. In view of Lemma 2.6 and Theorem 1.1, for every $\varepsilon > 0$, (4.2) has a ground state solution $(u_\varepsilon, \phi_\varepsilon) \in H^1(\mathbb{R}^3) \times D^{1,2}(\mathbb{R}^3)$ such that $0 < I_\varepsilon(u_\varepsilon) = \inf_{M_{\varepsilon}} I_\varepsilon \leq c_\varepsilon$. Let $\gamma \in \Gamma_1$, since $I_\varepsilon(u) \leq I_1(u)$ for $u \in H^1(\mathbb{R}^3)$ and $\varepsilon \in (0, 1]$, we have $\gamma \in \Gamma_\varepsilon$ for $\varepsilon \in (0, 1]$, and so

$$c_\varepsilon \leq \max_{t \in [0, 1]} I_\varepsilon(\gamma(t)) = I_\varepsilon(\gamma(t_\varepsilon)) \leq I_1(\gamma(t_\varepsilon)) \leq \max_{t \in [0, 1]} I_1(\gamma(t)) := K_0, \quad \forall \varepsilon \in (0, 1],$$

where $t_\varepsilon \in (0, 1)$.

Lemma 4.2. There exists a constant $\kappa_1 > 0$ independent of $\varepsilon$ such that

$$\int_{\mathbb{R}^3} f(u_\varepsilon)u_\varepsilon \, dx \geq \kappa_1, \quad \forall u_\varepsilon \in M_\varepsilon.$$  \hfill (4.6)

Proof. Since $\langle I_\varepsilon'(u_\varepsilon), u_\varepsilon \rangle = 0$ for $u_\varepsilon \in M_\varepsilon$, by (2.3), (4.1), (4.4) and Sobolev embedding inequality, one has

$$\|\nabla u_\varepsilon\|_2^2 \leq \int_{\mathbb{R}^3} \left[ |\nabla u_\varepsilon|^2 + \varepsilon u_\varepsilon^2 + 2|\nabla \phi_\varepsilon|^2 + \phi_\varepsilon^2 u_\varepsilon^2 \right] \, dx = \int_{\mathbb{R}^3} f(u_\varepsilon)u_\varepsilon \, dx \quad \text{(4.7)}$$

$$\leq C_0 \|u_\varepsilon\|^6_6 \leq C_0 S^{-3}\|\nabla u_\varepsilon\|_2^6, \quad \forall u_\varepsilon \in M_\varepsilon,$$

which implies

$$\|\nabla u_\varepsilon\|_2 \geq S^{3/4} C_0^{-1/4}, \quad \forall u_\varepsilon \in M_\varepsilon.$$  \hfill (4.8)

Thus, it follows from (4.7) and (4.8) that

$$\int_{\mathbb{R}^3} f(u_\varepsilon)u_\varepsilon \, dx \geq \|\nabla u_\varepsilon\|_2^2 \geq S^{3/2} C_0^{-1/2} := \kappa_1, \quad \forall u_\varepsilon \in M_\varepsilon,$$

$\Box$

Similar to the proof of [1, Lemma 2], we can establish the following concentration compactness principle, which goes back to P.L. Lions [21].

Lemma 4.3. Assume that (F4) holds and $\{u_n\}$ is bounded in $D^{1,2}(\mathbb{R}^3)$ and there exists a constant $r > 0$ such that

$$\limsup_{n \to \infty} \sup_{y \in \mathbb{R}^3} \int_{B_r(y)} |u_n|^2 \, dx = 0.$$

Then

$$\lim_{n \to \infty} \int_{\mathbb{R}^3} f(u_n)u_n \, dx = 0.$$

Proof of Theorem 1.3. We choose a sequence $\{\varepsilon_n\} \subset (0, 1]$ such that $\varepsilon_n \searrow 0$. In view of Lemma 4.1, there exists a sequence $\{u_{\varepsilon_n}\} \subset M_{\varepsilon_n}$ such that $0 < I_{\varepsilon_n}(u_{\varepsilon_n}) = \inf_{M_{\varepsilon_n}} I_{\varepsilon_n} \leq c_{\varepsilon_n} \leq K_0$. For the sake of simplicity, we use $u_n$ and $\phi_n$ in place of $u_{\varepsilon_n}$ and $\phi_{\varepsilon_n}$. Now, we prove that $\{(u_n, \phi_n)\}$ is bounded in $D^{1,2}(\mathbb{R}^3) \times D^{1,2}(\mathbb{R}^3)$. Since $\langle I_{\varepsilon_n}'(u_n), u_n \rangle = \mathcal{P}_{\varepsilon_n}(u_n) = 0$ for $u_n \in M_{\varepsilon_n}$, it follows from (F4), (4.3), (4.4) and (4.5) that

$$K_0 \geq c_{\varepsilon_n} \geq I_{\varepsilon_n}(u_n) - \frac{2}{3} \langle I_{\varepsilon_n}'(u_n), u_n \rangle - \frac{1}{6} \mathcal{P}_{\varepsilon_n}(u_n)$$

$$= \frac{1}{3} \varepsilon_n \|u_n\|^2 + \frac{1}{3} \int_{\mathbb{R}^3} \phi_n^2 u_n^2 \, dx + \frac{2}{3} \int_{\mathbb{R}^3} [f(u_n)u_n - 3F(u_n)] \, dx$$

$$\geq 2 \left( p_0 - 3 \right) \int_{\mathbb{R}^3} F(u_n) \, dx.$$  \hfill (4.9)
From (4.3) and (4.9), we have
\[
\frac{1}{2}\|\nabla u_n\|^2 - \frac{1}{2} \int_{\mathbb{R}^3} \omega \phi_n u_n^2 \, dx \leq \frac{1}{2}\|\nabla u_n\|^2 + \frac{1}{2} \epsilon_n\|u_n\|^2 - \frac{1}{2} \int_{\mathbb{R}^3} \omega \phi_n u_n^2 \, dx
\]
which, together with (2.3), implies
\[
\|\nabla u_n\|^2 + \|\omega \phi_n\|^2 \leq \|\nabla u_n\|^2 - \int_{\mathbb{R}^3} (\omega + \phi_n) \phi_n u_n^2 \, dx
\]
This shows that \(\{(u_n, \phi_n)\}\) is bounded in \(\mathcal{D}^{1,2}(\mathbb{R}^3) \times \mathcal{D}^{1,2}(\mathbb{R}^3)\). If
\[
\delta := \limsup_{n \to \infty} \sup_{y \in \mathbb{R}^3} \int_{B_2(y)} |u_n|^2 \, dx = 0,
\]
then by Lemma 4.3, we have
\[
\lim_{n \to \infty} \int_{\mathbb{R}^3} f(u_n) u_n \, dx = 0.
\]
This contradicts Lemma 4.2 due to \(u_n \in \mathcal{M}_{\epsilon_n}\). Thus, we have \(\delta > 0\). Going if necessary to a subsequence, we may assume the existence of \(\tilde{y}_n \in \mathbb{R}^3\) such that
\[
\int_{B_1(\tilde{y}_n)} |\nabla u_n|^2 \, dx > \frac{\delta}{2}.
\]
Let \(\tilde{u}_n(x) = u_n(x + \tilde{y}_n)\). Then \(\|\nabla \tilde{u}_n\|_2 = \|\nabla u_n\|_2\)
and
\[
\int_{B_1(0)} |	ilde{u}_n|^2 \, dx > \frac{\delta}{2}
\]
Since \(\phi_{u_n}(x + \tilde{y}_n) = \phi_{\tilde{u}_n}(x)\), we have \(\|\nabla \phi_{\tilde{u}_n}\|_2 = \|\nabla \phi_{u_n}\|_2\)
and
\[
I'_{\epsilon_n}(\tilde{u}_n) = 0; \quad I_{\epsilon_n}(\tilde{u}_n) = c_{\epsilon_n}.
\]
Passing to a subsequence, we have
\[
(\tilde{u}_n, \phi_{\tilde{u}_n}) \rightarrow (u_0, \phi_{u_0}) \text{ in } \mathcal{D}^{1,2}(\mathbb{R}^3) \times \mathcal{D}^{1,2}(\mathbb{R}^3).
\]
Clearly, (4.12) shows that \(u_0 \neq 0\). Similar to the proof of [3, Theorem 1.2], we deduce that \((u_0, \phi_{u_0})\) satisfies
\[
\begin{cases}
\int_{\mathbb{R}^3} (\nabla u_0 \cdot \nabla \psi - 2\omega \phi_0 u_0 \psi - \phi_0^2 u_0^2 \psi) \, dx = \int_{\mathbb{R}^3} f(u_0) \psi \, dx, & \forall \psi \in C_0^\infty(\mathbb{R}^3), \\
\int_{\mathbb{R}^3} (\nabla \phi_0 \cdot \nabla \psi + \phi_0^2 u_0^2 \psi) \, dx = -\int_{\mathbb{R}^3} \omega u_0^2 \psi \, dx, & \forall \psi \in C_0^\infty(\mathbb{R}^3).
\end{cases}
\]
Hence, \((u_0, \phi_{u_0}) \in \mathcal{D}^{1,2}(\mathbb{R}^3) \times \mathcal{D}^{1,2}(\mathbb{R}^3)\) is a nontrivial solution for (1.4). \(\square\)
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