This paper presents an accurate detection of a brain tumor by initial prediction of the tumor stage with the help of tumor infected magnetic resonance (MR) images. The accuracy of any brain tumor segmentation scheme depends on its ability to separately identify different classes of tissues. In fact, segmentation can be considered as the most important process in evaluating the characterization, delineation, and visualization of extracted portion i.e. region of interest from the MR images. This paper evaluates the ability of discrete cosine transformation and lifting wavelet transformation efficiently to segment different tissue classes and detect the tumor infected area through the MR images; thus, providing an improved technique which can help radiologists to accurately identify brain tumor grades, its exact location, size and its current stage. To the best of our knowledge and through the analysis, this is the first study of its kind that utilizes the performance of a discrete cosine transformation (DCT) enabled lifting wavelet transformation based clustering technique in detecting brain tumor. To summarize, our DCT enabled lifting wavelet transformation (LWT) based brain tumor detection algorithm abbreviated as DELWT (DCT Enabled Lifting Wavelet Transformation) provides promising efforts in brain tumor classification, detection, and extraction. It also has the potential for analysis and guiding methodology that are applicable in automatic analysis of larger data sets of MR images. The simulation results prove the significance and efficacy of the proposed mechanism in comparison to the existing techniques.
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**I. INTRODUCTION**

Medical imaging is one of the most important, challenging and interesting areas as far as the detection and extraction of some important information from the magnetic resonance (MR) images or from computed tomography (CT) scan images is concerned [1]. Image segmentation is by far the most convincing and widely used techniques adopted for brain tumor detection from the MR images. In this study, discrete cosine transform enabled, lifting wavelet transformation based image segmentation algorithm is developed for the detection of brain tumor from the MR images and morphological operation in extracting the brain tumor from the MR images. Brain tumor segmentation process involves separating the different tumor tissues like edema, necrosis and solid tumor from the normal brain tissues, such as white matter, gray matter, and cerebrospinal fluid with the help of magnetic resonance images or other imaging modalities [2]–[6]. Unlike other imaging modalities, an MR image is a non-invasive and good soft tissue contrast imaging modality. It invariably provides valuable information about the shape, size, and the location of the brain tumors without exposing the patient to any kind of harmful radiation.

In this study, different MR sequence images are employed for diagnosis, including T1-weighted MR images, T2-weighted MR images, fluid-attenuated inversion recovery (FLAIR)-weighted MR images and proton density-weighted MR images. The detection of a brain tumor at an early stage is a key issue for providing improved treatment. Once a brain tumor is clinically suspected, radiological evaluation is required to determine its location, extent i.e. size and impact on the surrounding areas. On the basis of this information the best therapy, surgery, radiation or chemotherapy, is decided. It is evident that the chances of survival of a tumor infected patient can be increased significantly if the tumor is detected accurately in its early stage [15]. As a result, the study of brain tumors using imaging modalities has gained importance in the radiology department.
The tumor is basically an uncontrolled growth of cancerous cells in any part of the body, whereas a brain tumor is an uncontrolled growth of cancerous cells in the brain. This uncontrolled growth of cells is classified as malignant (cancerous cells) or benign (non-cancerous cells). According to the World Health Organization, the most widely used grading scheme classifies a brain tumor into grade I to grade IV under the microscope. In general, grade I and II are the benign type of brain tumors, whereas grade III and IV are malignant types. The benign brain tumor is also called as low-grade brain tumor and if the low-grade brain tumor is left untreated, it is likely to develop into a high-grade brain tumor i.e. a malignant brain tumor [7], [8].

Although brain tumor can affect any part of the brain, it is mostly found in the posterior fossa in children and in the anterior two-thirds of the cerebral hemispheres in adults [9], [10]. Further, among adults, the most usual type of cancerous tumor is glial tumors, which has a high mortality rate. If a tumor is detected in a person of age 20 years or above, then over 90% of this tumor type is glial tumors [4]. The glial tumor occurs in the glial cells of the brain and spreads rapidly to healthy brain tissues.

Medical image segmentation for detection of brain tumor from the MR images or from other modern medical imaging modalities is a very important process for deciding right therapy at the right time. Madhukumar and Santhiyakumari [2] presented medical MR image segmentation technique based on fuzzy clustering means (FCM) and K - means of clustering and through experimental analysis proves, K - means is better than FCM, whereas, Abdel-Maksoud et al. [1] presented hybrid clustering technique, this combines the effect of K - means with FCM for medical image segmentation. This technique claims minimal computation time for segmentation and improved accuracy.

The extraction of the brain tumor area ejaculated from the processed image requires the segmentation of the brain MR images to two segments. One segment contains the tumor infected cells of the brain and the second contains the normal brain cells with information of gray matter, white matter, and the cerebral spinal fluid (CSF) [1]. Yang et al. [7] proposed a methodology for improved brain tumor clustering based on discrete wavelet transform (DWT). According to them, overall clustering accuracy is 94.8% and a balance error rate is 7.8%. Kong et al. [3] investigated automatic segmentation of brain tissues from MR images using discriminative clustering and future selection approach. Demirhan et al. [4] proposed a new tissue segmentation algorithm using wavelets and neural networks, which segments brain MR images into the tumor, white matter, gray matter, edema, and cerebrospinal fluid. As proposed in the literature [11]–[13] presented a technique which employed texture features, and wavelet transformation algorithm for effective classification of dynamic contrast-enhanced MR images.

In recent years, with the advancement in healthcare systems, the emerging new imaging modalities, such as X - Rays, Ultrasonography, Magneto Encephalography (MEG), Electroencephalography (EEG), Positron Emission Tomography (PET), Computed Tomography (CT), Single Photon Emission Computed Tomography (SPECT) and Magnetic Resonance Imaging (MRI) [9], are used to show the detailed and almost complete information of a brain tumor [14], [16], thereby helping clinical experts to study the mechanism of the brain tumor for providing better treatment to the patients.

The proposed technique has an ability to segment brain tissues into healthy and tumor-infected tissues, and also fast and accurate when compared with the manual detection performed by radiologists or clinical experts. The experimental results conducted on the different MR images and comparison with the other state of the art techniques proves its significance.

II. DEVELOPMENT OF PROPOSED ALGORITHM

Flow diagram of the algorithm is shown in Fig. 1. The test images are magnetic resonance (MR) images of the brain. The magnetic resonance imaging (MRI) is always better than computed tomography (CT) scan images because there is no radiation in the magnetic resonance operation and also, the results obtained using MR images are more informative and clear as compared to CT scan images. These test images are then passed through the histogram equalization process, which is used to enhance the clarity of the images by removing the noises in the images. The magnetic resonance imaging contains a lot of noise, so, in this research, histogram equalization is used to smoothen the image quality. The algorithm to perform the segmentation and extraction of brain tumor from MR images is describes as follows:
A. Pre-processing and Skull Stripping

Preprocessing is used to normalize the intensity range of the MR images to (0 1) range by graduating all intensity values to the possible highest intensity value. Preprocessing also helps to improve the certain parameters of MR images like signal-to-noise ratio, smoothing the inner part of the region and preserving its edges [4].

For the proper analysis of the brain tumor from the MR images, the operation of skull stripping [17]–[19] is also required. Skull stripping is an important process in bio-medical image analysis and requires only in brain images for effective analysis [9]. It is not required in other medical image analysis such as of heart, lungs etc. Skull stripping is a process of eliminating all non-brain tissues from the brain images. With the help of skull stripping, it is possible to remove extra cerebral tissues such as skull, fat, and skin. There are various methods available for skull husking; some of the popular techniques are automatic skull stripping using image contour, skull stripping based on region growing and morphological operation and skull stripping based on histogram analysis or a threshold value. This study uses the skull husking technique that is based on a threshold operation to remove skull tissues.

B. Gradiation and Morphological Operation

Gradiation (gradient magnitude) is a process applied for the detection of the edges of the tumor infected area in the brain. This proposed methodology is designed in such a way that, this algorithm helps to determine the exact location of the tumor and the infected area in the brain.

The morphological operation is used for the extraction of the boundary areas of the brain images. Morphological image processing is a special area of image processing, which is used to process images based on shapes by collecting of non-linear operations related to shape or morphology of features in an image. If the morphological operation is processed on a binary image then it produces or creates a new binary image. The pixel has a non-zero value in a new binary image.
C. Segmentation

Region growing is simple region-based image segmentation technique used for extracting an image region, which is interlinked with each other based on some predefined criteria [15]. These criteria usually depend on intensity information and/or edges in the image. In general, region growing requires a well-defined seed point which is chosen manually by an operator and extracts all pixels connected to the initial seed point, which is also based on some predefined criteria. One possible criterion based on edge detection might be used to grow the region until an edge in the image is met. This kind of segmentation scheme using region growing examines neighboring pixels of initial seed points and then finds the condition whether the pixel neighbors should be added to the region or not. The process is repetitively iterated, in the same manner as general data clustering algorithms.

The discrete cosine transform (DCT) helps to divide the image into sections of varied importance with respect to the images visual quality. The general equation for the one-dimensional DCT is defined as shown in Eq. (1) and the corresponding inverse one-dimensional DCT is shown in Eq. (2).

\[
F(x) = \left(\frac{2}{N}\right)^{\frac{1}{2}} \sum_{i=0}^{N-1} \Lambda(i) \cos\left[\frac{\pi i u}{2N}(2i+1)\right] f(i) \tag{1}
\]

\[
F^{-1}(x) = \Lambda(i) = \begin{cases} 
\frac{1}{\sqrt{2}} & \text{for } e = 0 \\
\Lambda(i) = 1 & \text{otherwise}
\end{cases} \tag{2}
\]

The basic operation of the DCT consists of:

a) The input image is N by M.
b) The pixel value \(f(i,j)\) is the intensity of the pixel in \(i^{th}\) row and \(j^{th}\) column.
c) \(F(x,y)\) is an equivalent DCT coefficient in row \(K1\) and column \(K2\) of the DCT matrix.
d) In DCT most of its signal energy lies at lower frequencies, hence in most of the images, these may appear at the upper left corner of DCT.
e) With permissible distortion, it is possible to achieve the compression in the DCT, since the bottom right values in the DCT represents upper bound frequencies and are often too small, and hence can be neglected.
f) The DCT input is an 8 by 8 array of integers. This array contains gray scale values of each pixel.
g) Pixels in the size of 8 - bits have levels from 0 to 255.

With the help of computers, it is easier to implement more efficient segmentation process, especially applicable to the field of medical and bio-medical imaging, where the higher contrast of the imaging is also an important factor. As DCT transformation is used to separate the images into different parts with the rejection of higher frequency components from the object, this algorithm is effectively suitable for the complicated imaging system.

D. Lifting Wavelet Transformation

A Wavelet is a function that is defined over a finite interval of time and has an average value of zero. The wavelet transformation technique is employed to develop functions, operators, data or information into components of different frequency, which enables studying each component separately. All the wavelets are generated or produced from the basic wavelet \(\Psi(t)\) by scaling and translation process defined by the Eq. (3), basic wavelet is also referred as mother wavelet, because it is the point of origin for other wavelets.

\[
\Psi_{s,r}(t) = \frac{1}{\sqrt{s}} \Psi\left(\frac{t-r}{s}\right) \tag{3}
\]

Where \(s\) and \(r\) is the scale and translation factors, respectively. Lifting wavelet transformation [20] is a second generation wavelet transformation and using it all the classical wavelets can also be generated. Lifting is actually an algorithm through which wavelet transformation can be calculated efficiently [13]. The lifting scheme works entirely on the spatial domain and involves the following three steps for the transformation:

a) Split (Polyphase Decomposition)
b) Predict (P step) and
c) Update (U Step)
These three transformation operations for one-dimensional lifting scheme using linear prediction on the signal $x$ are explained below:

(a) Splitting
Split the input signal $x$ into even and odd samples for even distribution of samples and it helps to process and transform the signals in reduced dimension.

(b) Prediction
Interpolation is used to predict the odd samples and it helps to balance the odd samples in contrast to even samples for processing and transformation.

(c) Update
To preserve the mean value of the samples, even samples must be updated at regular intervals.

The generalized lifting stage of wavelet decomposition and its equivalent inverse wavelet synthesis is shown in Fig. 2.

Fig. 2. Generalized lifting stages: (a) wavelet decomposition, (b) inverse wavelet

III. RESULTS AND DISCUSSIONS

This section presents the results of our proposed image segmentation technique, which are obtained by brain MR images. The dataset used for the experimentation and results obtained are given in the next subsections

A. Dataset
This section presents the materials, the source of brain MR image datasets and the algorithm to perform brain MR tissue segmentation. The test images are magnetic resonance (MR) images of the brain, including T1-weighted MR images with TR/TE: 1740/20, T2-weighted MR images with TR/TE: 5850/130, and FLAIR-weighted MR images with TR/TE: 8500/130. These test images were acquired using a 1.5 Tesla General Electric MR machine. The proposed methodology is applied to real datasets including brain MR images of 512 x 512 pixel size. For the purpose of the analysis and to validate the results of proposed method, we also considered 22 images from the Digital Imaging and Communications in Medicine (DICOM) dataset [24], all of which included are tumor infected brain tissues and 44 images from Brain Web dataset [25].

B. Performance Matrices
To validate the performance of the proposed algorithm, the performance matrices such as mean, standard deviation, mean square error (MSE), peak signal-to-noise ratio (PSNR), median, bit error rate, correlation factor, variance are calculated. The formulas for some of the useful parameters are shown below:

(1) Mean (M):

$$Mean = \frac{1}{n \times m} \sum_{0}^{n-1} \sum_{0}^{m-1} f(n,m)$$

Where $n$ and $m$ are image size. Lower value indicates good amount of noise elimination from in image.

(2) Standard Deviation (SD)

$$SD = \sqrt{\frac{1}{n \times m} \sum_{0}^{n-1} \sum_{0}^{m-1} (f(n,m) - \mu)^2}$$

Higher value indicates better intensity level and high contrast of edges of an image.

(3) Mean Square Error (MSE)

$$MSE = \frac{1}{M \times N} \left[ \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (I(i,j) - I^R(i,j))^2 \right]$$

where $I(i,j)$ and $I^R(i,j)$ indicates original and reconstructed image respectively.
(4) Peak Signal to Noise Ratio (PSNR)

\[
PSNR \text{ in } dB = 20 \log_{10} \left( \frac{2^n - 1}{MSE} \right)
\]  

Lower value of MSE and higher value of PSNR indicates better signal to noise ratio

C. Experimental Results

The proposed algorithm was carried out using Matlab 7.12.0 (R2011a), which runs on Windows 8 operating system, and has an Intel core i3 processor and a 4GB RAM. Fig. 3 shows the preprocessing results for the region of growing effect and Fig. 4 shows the results for the different stages of the operation for the detection of brain tumor and extraction of a region of interest. The cross distance parametric analysis of the extracted area of the brain tumor is shown in Fig. 5. Different performance parameters like mean, standard deviation (SD), median (Med), bit error rate (BER), correlation factor (C), variance (Var), mean squared error (MSE), and peak signal to noise ratio (PSNR) for the tumor detection and for the region of interest is shown in Table I and Table II respectively. For better visualization, lower value of MSE and higher value of PSNR is recommended. Similarly, when the low value is obtained for mean and higher value for the standard deviation (SD) then it indicates high contrast and high intensity respectively. The area of the extracted brain tumor is represented in square cms and a pixel with comparison with the area calculated by the expert radiologist is shown in Table III. The DCT-LWT (DELWT) based techniques give better performance and are more informative as compared to the other available state of the art techniques that are based on watershed segmentation and soft computing [21]–[23].

![Image of pre-processing results](image-url)
Fig. 4. Result of brain detection and extraction: (a) original image (b) cluster image (c) binary gradient image (d) dilated gradient image (e) intense segmented image (f) erosion image (g) subtracted image (h) distortion-less restored image.

Fig. 5. Cross-sectional distance of extracted tumor from brain MR image.

TABLE I. Performance Analysis Parameters for Segmented Tissues

| Image | Size   | No. of iteration | No. of errors | BER  | Correlation | Mean | SD  | Var  | Med  | Elapsed time (in sec) |
|-------|--------|------------------|---------------|------|-------------|------|-----|------|------|-----------------------|
| Im1   | 274 x 278 | 5040          | 18            | 0.017 | 0.9640      | 65.61 | 69.34 | 4808 | 47   | 1.0149                |
| Im2   | 257 x 256 | 720           | 27            | 0.026 | 0.9460      | 43.37 | 57.74 | 3335 | 30   | 1.0128                |
| Im3   | 336 x 407 | 1430          | 30            | 0.029 | 0.9397      | 75.49 | 69.34 | 4808 | 79   | 0.9860                |
| Im4   | 200 x 198 | 1650          | 39            | 0.038 | 0.9231      | 60.30 | 52.48 | 2754 | 43   | 1.0124                |
| Im5   | 336 x 432 | 1400          | 28            | 0.027 | 0.9440      | 68.00 | 72.77 | 5295 | 50   | 1.0034                |
In this study, using the MR images of the brain, we segmented brain tissues into healthy and tumor-infected tissues. Fifteen patients infected with a glial tumor, all in malignant stages, assisted in this study. We used pre-processing to improve the signal-to-noise ratio. We used skull stripping with gradient magnitude to improve the skull stripping performance. Further, we used the discrete cosine transformation and wavelet technique to segment the images and for future extraction. From the experimental results performed on the different images, it is cleared that the analysis for the brain tumor detection is fast and accurate when compared with the manual detection performed by radiologists or clinical experts. The various performance analysis factors also indicate that the DCT-LWT based algorithm provides better result by improving certain parameters such as mean, standard deviation, MSE, and PSNR. Our experimental results show that the DCT-LWT based approach can aid in the accurate and timely detection of brain tumor along with the identification of its exact location. To conclude, our DCT enabled LWT based brain tumor detection algorithm provides improvised analysis for improved brain tumor clustering using single voxel MR spectroscopy, and it is cleared that the analysis for the brain tumor detection is fast and accurate when compared with the manual detection performed by radiologists or clinical experts. The various performance analysis factors also indicate that the DCT-LWT based algorithm provides better result by improving certain parameters such as mean, standard deviation, MSE, and PSNR.
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