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Abstract

In this paper we obtain formulas for the distribution of the left-most up-spin in the Heisenberg-Ising spin-$\frac{1}{2}$ chain with anisotropy parameter $\Delta$, also known as the XXZ spin-$\frac{1}{2}$ chain, on the one-dimensional lattice $\mathbb{Z}$ with domain wall initial conditions. We use the Bethe Ansatz to solve the Schrödinger equation and a recent antisymmetrization identity of Cantini, Colomo, and Pronko [9] to simplify the marginal distribution of the left-most up-spin. In the $\Delta = 0$ case, the distribution $F_2$ arises. In the $\Delta \neq 0$ case, we propose a conjectural series expansion type formula based on a saddle point analysis. The conjectural formula turns out to be a Fredholm series expansion in the $\Delta \to 0$ limit and recovers the result for $\Delta = 0$.

1 Introduction

We consider the dynamics of the Heisenberg-Ising spin-$\frac{1}{2}$ chain with anisotropy parameter $\Delta$, also known as the XXZ spin-$\frac{1}{2}$ chain, on the one-dimensional lattice $\mathbb{Z}$ with domain wall initial conditions. We start with an initial state of $N$ up-spins at the sites $\{1, 2, \ldots, N\}$ in a sea of down-spins; and by utilizing ideas from coordinate Bethe Ansatz [3, 13, 25, 36] to solve the Schrödinger equation, we find the quantum state $\Psi_N(t)$ at time $t$ is

$$\Psi_N(t) = \sum_X \psi_N(X, t) e_X,$$

where the sum is over all $X = \{x_1 < x_2 < \cdots < x_N\}$ and $e_X$ denotes the state with up-spins at $X$. Alternatively we can view a spin up at site $x_j$ as a particle and a spin down as an empty lattice site or hole. The “Bethe-coordinates” $\psi_N(X, t)$ are given below in Theorem 1. They have the interpretation that $|\psi_N(X, t)|^2$ is the probability the system is in state $X$ at time $t$. Observe that the $\psi_N(X, t)$ have the standard
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1Since the Hamiltonian $H_\Delta$ of the Heisenberg-Ising model is a (non-unitary) similarity transformation of the Markov generator of the ASEP [15], the results in [28] give immediately the Bethe coordinates of Theorem 1 once an identification of parameters is made (see Section 3.3).
Bethe Ansatz structure as a sum over the permutation group $S_N$; where now, each term in the summand is an $N$-dimensional contour integral.

### 1.1 One-Point Functions

If $X_1(t)$ denotes the position of the left-most particle at time $t$, then

$$ P_N(X_1(t) = x) = \sum_{X, x_1 = x} |\psi_N(X,t)|^2 $$

where the sum is over all $X = \{x_1 = x < x_2 < \cdots < x_N\}$. In ASEP the analogous quantity involves a single sum over $S_N$ where as now we have a double sum over $S_N$. In [28] an identity involving the sum over the permutation group\(^2\) was used to reduce the sum to a single $N$-dimensional integral. Cantini, Colomo, and Pronko [9] have generalized the single sum permutation identity to a double sum permutation identity, which also generalize to the (spin) Hall-Littlewood functions [20, 35]. Employing this new identity reduces the expression for $P_N(X_1(t) = x)$ to a single $2N$-dimensional integral whose integrand involves the famous Izergin-Korepin determinant [16, 18]. The resulting expression is given in Theorem 2. This part of the paper overlaps the recent work of J. M. Stéphan [22, 24].

For the special case $\Delta = 0$, the analysis simplifies considerably. Using Toeplitz operators and their determinants, we show the $N \to \infty$ limit can be taken resulting in the representation

$$ \lim_{N \to \infty} P_N(X_1(t) \geq x) = \det(I - L) $$

where $L$ is an integral operator whose kernel is the discrete Bessel kernel [4, 6, 17]. (See also Chapter 8 in [2].) This makes connections to the distribution of the length of the longest increasing subsequence in a random permutation [1, 2]. See Theorem 3 below. From this identification it follows that

$$ \lim_{t \to \infty} \lim_{N \to \infty} P_N\left(\frac{X_1(t) + 2t}{t^{1/3}} \geq -y\right) = F_2(y) $$

where $F_2$ is the TW\(_2\) distribution [26, 27]. This last result appears to be well-known in the physics literature since the case $\Delta = 0$ is reducible to a “free fermion” model [12, 21, 22, 33].

### 1.2 Contour Deformations and a Conjecture

Taking the contour integral functions for the one-point function to the infinite time statistics is another major challenge. In the case of the ASEP, this was achieved by Tracy-Widom [29] by deforming the contours to obtain a Fredholm determinant. Then, in a later work by the same authors [30], the Fredholm determinant was further analyzed by deforming the kernels to obtain the Tracy-Widom distribution. We also deform the contour integrals for our one-point function, in Section 7, to obtain a type of series expansion.

\(^2\)See equation (1.6) in [28].
Theorem 4. Let $X_1(t)$ be the location of the left-most particle in the Heisenberg-Ising spin-$1/2$ chain with $N$ particles, initial conditions $Y = (y_1 < y_2 < \ldots < y_N)$, and $\Delta \in \mathbb{R}$ so that $\Delta \neq 0$. Then, $\mathbb{P}(X_1(t) \geq x)$ is equal to

$$\sum_{n=0}^{N} \sum_{\tau \in T_n} \oint_{C_R} \cdots \oint_{C_R} \oint_{C_{R'}} \oint_{C_{R'}} I_N(\xi, \zeta; \tau) f(\xi, \zeta; \tau) \left( \prod_{j \in J} d\zeta_j \right) d^N \xi$$

where the integrand is given by (74), the summation is take over the set of maps $T_n$ given by (68), and the contours $C_R$ and $C_{R'}$ are circles centered at zero with radii $R, R' > 0$ that satisfy the following inequalities

$$\max\{2|\Delta|^{-1}, 2(1 + 2|\Delta|)\} < R < \max\{4|\Delta|^{-1}, 4(1 + 2|\Delta|)\} < R'/2.$$ 

We expect this series expansion to give rise to a series expansion of a Fredholm determinant in the infinite time limit. In fact, we may deform the contours in the previous formula to the steepest descent to contours in an effort to obtain the infinite time limit by a saddle point analysis. The result is given by our Conjecture 8.1. Aside from technical details of certain bounds and approximations, there are some terms that we still can’t control after the saddle point analysis. Recent results [8, 10, 22, 23], based on numerical, hydrodynamic and analytical arguments are inconclusive in the appropriate scaling, i.e. $t^{1/2}$ versus $t^{1/3}$, for the fluctuations of the one-point function in the infinite time limit. Based on our conjecture, we expect the location of the left-most particle to be at $-2t$ with fluctuations on the order of $t^{1/3}$ but the limiting distribution is still unclear.

2 XXZ Quantum Spin-$\frac{1}{2}$ Hamiltonian

The definition of the quantum spin chain Hamiltonian on the infinite lattice $\mathbb{Z}$ requires some explanation since there is the problem of making sense of infinite tensor products in the construction of a Hilbert space of states. The general construction uses the Gelfand-Naimark-Segal (GNS) construction; but in the case considered here, there is an elementary treatment [19] which we now describe.

Let $\mathcal{H}_0 = \mathbb{C}$. For each positive integer $N$ we define

$$\mathcal{X}_N := \{ X = \{x_1, \ldots, x_N \} \in \mathbb{Z}^N : x_1 < \cdots < x_N \}$$

and

$$\mathcal{H}_N := \ell^2(\mathcal{X}_N).$$

The Hilbert space of states is

$$\mathcal{H} := \bigoplus_{N=0}^{\infty} \mathcal{H}_N.$$ 

The normalized state $\Omega = 1 \in \mathcal{H}_0$ is the ground state of all spins down. In physicists’ notation

$$\Omega = |\cdots \downarrow \cdots \downarrow \cdots \downarrow \cdots \rangle.$$ 

Given $N \in \mathbb{Z}^+$ and $X = \{x_1, \ldots, x_N \} \in \mathcal{X}_N$, define $e_X \in \mathcal{H}_N$ by

$$e_X(Y) = \delta_{X,Y}.$$ 

3
The set \( \{ e_X \}_{X \in \mathcal{X}_N} \) defines a natural orthonormal basis of \( \mathcal{H}_N \). The physical interpretation of \( e_X \) is the state with up spins at \( x_1 < \cdots < x_N \) in a sea of down spins:

\[
e_X = | \cdots \uparrow_{x_1} \cdots \uparrow_{x_2} \cdots \uparrow_{x_N} \rangle.
\]

This is a model of a quantum lattice gas (see, for example, §6.1.6 of [25]). We will frequently use this particle interpretation.

We introduce the Pauli operators \( \sigma^\alpha_j, j \in \mathbb{Z}, \alpha = 3, \pm \).

\[
\sigma^3_j e_X = \begin{cases} 
  e_X & \text{if } j \in X = \{x_1, \ldots, x_N\}, \\
  -e_X & \text{otherwise.}
\end{cases}
\]

\[
\sigma^+_j e_X = \begin{cases} 
  0 & \text{if } j \in \{x_1, \ldots, x_N\}, \\
  e_{X^+} & \text{where } X^+ = \{x_1, \ldots, x_k, j, x_{k+1}, \ldots, x_N\}, x_k < j < x_{k+1}
\end{cases}
\]

\[
\sigma^-_j e_X = \begin{cases} 
  0 & \text{if } j \not\in X = \{x_1, \ldots, x_N\} \\
  e_{X^-} & \text{where } X^- = \{x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_N\}, j = x_k
\end{cases}
\]

In words, \( \sigma^+_j : \mathcal{H}_N \rightarrow \mathcal{H}_{N+1} \) acts as the identity except at the site \( j \) where it takes \( \downarrow \rightarrow \uparrow \) and annihilates a \( \uparrow \) state. Similarly, \( \sigma^-_j : \mathcal{H}_N \rightarrow \mathcal{H}_{N-1} \) acts as the identity except at the site \( j \) where it takes \( \uparrow \rightarrow \downarrow \) and annihilates a \( \downarrow \) state. By definition \( \sigma^3_j \Omega = -\Omega, \sigma^-_j \Omega = 0 \) and \( \sigma^+_j \Omega = e_j \). We also recall the Pauli operators \( \sigma_j^+ = \sigma_j^+ + \sigma_j^- \) and \( \sigma_j^3 = -i\sigma_j^+ + i\sigma_j^- \). Define

\[
h_{j,j+1} = \frac{1}{2} (\sigma^3_j \sigma^1_{j+1} + \sigma^2_j \sigma^2_{j+1} + \Delta (\sigma^3_j \sigma^3_j - 1)) = \sigma^+_j \sigma^-_{j+1} + \sigma^-_j \sigma^+_{j+1} + \frac{\Delta}{2} (\sigma^3_j \sigma^3_{j+1} - 1)
\]

and

\[
H_{XXZ} = \sum_{j \in \mathbb{Z}} h_{j,j+1}.
\]

The operator \( H_{XXZ} \) is the Heisenberg-Ising spin-\( \frac{1}{2} \) chain Hamiltonian; or more briefly, the \( XXZ \) spin Hamiltonian. It’s clear from the above definitions that \( H_{XXZ} : \mathcal{H}_N \rightarrow \mathcal{H}_N \). Since the number of particles is conserved under the dynamics of \( H_{XXZ} \), we can work in a sector \( \mathcal{H}_N \).

A state \( \Psi_N = \Psi_N(t) \in \mathcal{H}_N \) can be represented by

\[
\Psi_N(t) = \sum_{X \in \mathcal{X}_N} \psi_N(X,t)e_X.
\]

The initial condition is \( \Psi(0) = e_Y, Y = \{y_1, \ldots, y_N\} \in \mathcal{X}_N \), so that \( \psi_N(X;0) = \delta_{X,Y} \). The dynamics is determined by the Schrödinger equation

\[
\frac{i}{\hbar} \frac{\partial \Psi_N}{\partial t} = H_{XXZ} \Psi_N.
\]
The Hamiltonian $H_{XXZ}$ is self-adjoint and so by Stone’s theorem there exists a unitary operator $U = \exp(-itH_{XXZ})$ such that $\Psi_N(t) = U(t)\Psi_N(0)$. We have
\[
\langle \Psi_N(t), \Psi_N(t) \rangle = \sum_{X \in \mathcal{X}_N} |\psi_N(X; t)|^2 = 1.
\]

The goal is to describe the dynamics $\Psi_{DW}(t)$ starting from the domain wall (DW) initial state $e_N = |\cdots \downarrow \downarrow \uparrow \uparrow \uparrow \cdots \rangle$.

One immediately sees the difficulty in that $e_N$ is not an element of $\mathcal{H}_N$ for any $N$.

If $X_m(t)$ denotes the position of the $m$th particle on the left, we define
\[
P_N(X_m(t) = x) = \lim_{N \to \infty} P\{1, \ldots, N\}(X_m(t) = x).
\]

3 Bethe Ansatz Solution $\Psi_N(t)$

This section closely follows [28, 36]. We first note that
\[
h_{j,j+1}|\cdots \uparrow \uparrow \cdots \rangle_{j,j+1} = 0, \quad (8)
\]
\[
h_{j,j+1}|\cdots \downarrow \downarrow \cdots \rangle_{j,j+1} = 0, \quad (9)
\]
\[
h_{j,j+1}|\cdots \uparrow \downarrow \cdots \rangle_{j,j+1} = -\Delta |\cdots \uparrow \downarrow \cdots \rangle_{j,j+1} + |\cdots \downarrow \uparrow \cdots \rangle_{j,j+1}, \quad (10)
\]
\[
h_{j,j+1}|\cdots \downarrow \uparrow \cdots \rangle_{j,j+1} = -\Delta |\cdots \downarrow \uparrow \cdots \rangle_{j,j+1} + |\cdots \uparrow \downarrow \cdots \rangle_{j,j+1}. \quad (11)
\]

3.1 $N = 1$

Let $\Psi_1(t) = \sum_{x_1} \psi_1(x_1; t)e_{\{x_1\}}$, then
\[
H_{XXZ}\Psi_1(t) = \sum_j h_{j,j+1} \sum_{x_1} \psi_1(x_1; t)e_{\{x_1\}}
\]
\[
= \sum_j \psi_1(j; t)h_{j,j+1}e_{\{j\}} + \psi_1(j + 1; t)h_{j,j+1}e_{\{j+1\}}
\]
\[
= \sum_j \left[ -\Delta \psi_1(j; t) + e_{\{j\}} \right] + \psi_1(j + 1; t) \left[ -\Delta e_{\{j+1\}} + e_{\{j\}} \right]
\]
\[
= \sum_j \left[ -2\Delta \psi_1(j; t) + \psi_1(j - 1; t) + \psi_1(j + 1; t) \right] e_{\{j\}}
\]

Presumably, one could construct a domain wall Hilbert space $\mathcal{H}_{DW}$ by replacing the state $\Omega$ by $e_N$. Unfortunately, we do not know how to proceed with a Bethe Ansatz solution in this space.
Thus the coordinates \( \psi_1(x; t) \) must satisfy
\[
 i \frac{\partial \psi_1(x; t)}{\partial t} = \psi_1(x - 1; t) + \psi_1(x + 1; t) - 2\Delta \psi_1(x; t), \ x \in \mathbb{Z}, t \geq 0,
\]
with initial condition
\[
 \psi_1(x; 0) = \delta_{x,y}.
\]
The solution is
\[
 \psi_1(x; t) = \frac{1}{2\pi i} \int_{C_r} \xi^{x-y-1} e^{-it\varepsilon(\xi)} d\xi = e^{2i\Delta t(-i)^{x-y} J_{x-y}(2t)}
\]  \hspace{1cm} (12)
where
\[
 \varepsilon(\xi) = \xi + \frac{1}{\xi} - 2\Delta
\]
and \( J_\nu(z) \) is the Bessel function of order \( \nu \).

It is obvious probabilistically, and is easily verified analytically, that
\[
 \sum_{x \in \mathbb{Z}} |\psi_1(x; t)|^2 = 1
\]
for all \( y \in \mathbb{Z} \). We also have (setting \( y = 0 \))
\[
 \sum_{x \in \mathbb{Z}} x|\psi_1(x; t)|^2 = 0, \sum_{x \in \mathbb{Z}} x^2|\psi_1(x; t)|^2 = t, \text{ and } \sum_{x \in \mathbb{Z}} x^4|\psi_1(x; t)|^2 = t^2 + 3t^4.
\]

### 3.2 \( N = 2 \)

For \( N = 2 \) we set
\[
 \Psi_2(t) = \sum_{x_1 < x_2} \psi_2(x_1, x_2; t)e_{\{x_1, x_2\}}
\]
For \( x_2 > x_1 + 1 \) the action of \( H_{X\times Z} \) on \( \Psi_2 \) is the same as above in each coordinate \( x_i \):
\[
 i \frac{\partial \psi_2(x_1, x_2; t)}{\partial t} = \psi_2(x_1 - 1, x_2; t) + \psi_2(x_1 + 1, x_2; t) + \psi_2(x_1, x_2 - 1; t) + \psi_2(x_1, x_2 + 1) - 4\Delta \psi_2(x_1, x_2; t). \tag{13}
\]
If \( x_2 = x_1 + 1 \) then due to (8) and (9) there are terms missing with the result that
\[
 i \frac{\partial \psi_2(x_1, x_2; t)}{\partial t} = \psi_2(x_1 - 1, x_2; t) + \psi_2(x_1, x_2 + 1) - 2\Delta \psi_2(x_1, x_2; t). \tag{14}
\]
We now require (13) to hold for all \( (x_1, x_2) \in \mathbb{Z}^2 \) and to satisfy the boundary condition
\[
 \psi_2(x_1, x_1; t) + \psi_2(x_1 + 1, x_1 + 1; t) - 2\Delta \psi_2(x_1, x_1 + 1; t) = 0, \ x_1 \in \mathbb{Z}.
\]
If this last boundary condition is satisfied then in region \( A_2 \) equation (14) is satisfied.
Define (the Yang-Yang S-matrix)

\[
S_{21}(\xi_2, \xi_1) = \frac{-1 + \xi_1 \xi_2 - 2\Delta \xi_2}{1 + \xi_1 \xi_2 - 2\Delta \xi_1}, \quad \xi_1, \xi_2 \in \mathbb{C}.
\] (15)

With this choice of \(S\),

\[
\left\{ \xi_1^{\xi_1 - y_1 - 1} \xi_2^{\xi_2 - y_2 - 1} + S_{21}(\xi_2, \xi_1) \xi_2^{\xi_1 - y_2 - 1} \xi_1^{\xi_2 - y_1 - 1} \right\} e^{-it(\varepsilon(\xi_1) + \varepsilon(\xi_2))}
\]

satisfies (13) and the boundary condition (14); however it does not satisfy the initial condition. We take 4 “linear combinations”

\[
\psi_2(x_1, x_2; t) = \int_{\mathcal{C}_r} \int_{\mathcal{C}_r} \left\{ \xi_1^{\xi_1 - y_1 - 1} \xi_2^{\xi_2 - y_2 - 1} + S_{21}(\xi_2, \xi_1) \xi_2^{\xi_1 - y_2 - 1} \xi_1^{\xi_2 - y_1 - 1} \right\} e^{-it(\varepsilon(\xi_1) + \varepsilon(\xi_2))} d\xi_1 d\xi_2. \tag{16}
\]

A residue calculation shows that in the physical region 5 the initial condition \(\psi(x_1, x_2; 0) = \delta_{x_1, y_1} \delta_{x_2, y_2}\) will be satisfied if the radius of the circle \(\mathcal{C}_r\), centered at the origin, is sufficiently small so that the only singularities of the integrand lying inside \(\mathcal{C}_r\) are those at 0.

### 3.3 General N

The generator of the finite \(N\) asymmetric simple exclusion process (ASEP) is a similarity transformation (not a unitary transformation!) of the Heisenberg-Ising Hamiltonian. Because of this the Schrödinger equation (7) for the quantum spin chain is essentially identical to the master equation (Kolmogorov forward equation) for the Markov process ASEP assuming the identification of parameters

\[
\xi_i = \xi_i'/\sqrt{\tau}, \quad \tau = \frac{p}{q}, \quad 2\Delta = \frac{1}{\sqrt{pq}}, \quad S_{\beta\alpha}^{\text{XXZ}}(\xi_\beta, \xi_\alpha) = S_{\beta\alpha}^{\text{ASEP}}(\xi_\beta', \xi_\alpha'), \quad \varepsilon^{\text{XXZ}}(\xi) = \frac{1}{\sqrt{pq}} \varepsilon^{\text{ASEP}}(\xi').
\]

Thus given the ASEP result [28, 31] and the above identifications, we have

**Theorem 1.** For \(\sigma \in S_N\), define

\[
A_\sigma(\xi) = \prod \{ S_{\beta\alpha}(\xi_\beta, \xi_\alpha) : \{ \beta, \alpha \} \text{ is an inversion in } \sigma \}, \tag{17}
\]

then the solution to (7) satisfying the initial condition \(\psi_N(X; 0) = \delta_{X,Y}\) is

\[
\psi_N(X; t) = \sum_{\sigma \in S_N} \int_{\mathcal{C}_r} \cdots \int_{\mathcal{C}_r} A_\sigma(\xi) \prod_i \xi_{\sigma(i)}^{\xi_i} \prod_i \left( \xi_i^{-y_i - 1} e^{-it\varepsilon(\xi_i)} \right) d\xi_1 \cdots d\xi_N \tag{18}
\]

where \(\mathcal{C}_r\) is a circle centered at zero with radius \(r\) so small that all the poles of \(A_\sigma\) lie outside of \(\mathcal{C}_r\).

\[\text{Here and later all differentials } d\xi \text{ and } d\zeta \text{ incorporate the factor } (2\pi i)^{-1}.\]

\[\text{Note: } x_1 < x_2 \text{ and } y_1 < y_2.\]
Additionally, we have a contour integral formula with large contours instead of small contours as above in Theorem 1. Below, we will use a combination of the small and large contour formulas.

**Theorem 1A.** For \( \sigma \in S_N \), define

\[
A_\sigma(\xi) = \prod \{ S_{\beta\alpha}(\xi_\beta, \xi_\alpha) : \{ \beta, \alpha \} \text{ is an inversion in } \sigma \},
\]

then the solution to (7) satisfying the initial condition \( \psi_N(X; 0) = \delta_{XY} \) is

\[
\psi_N(X; t) = \sum_{\sigma \in S_N} \int_{C_R} \cdots \int_{C_R} A_\sigma(\xi) \prod_i \xi_i^{\varepsilon_i} \prod_i \left( \xi_i^{-y_i - 1} e^{-it\varepsilon_i(\xi_i)} \right) d\xi_1 \cdots d\xi_N
\]

(19)

where \( C_R \) is a circle centered at zero with radius \( R \) so large that all the poles of \( A_\sigma \) lie inside of \( C_R \).

The proof of this statement is an adaptation of the arguments in [28] that give the proof of Theorem 1. For completeness, we give the proof of Theorem 1A in Appendix A.

### 4 Probability \( \mathcal{P}_Y(x, m; t) \)

If the initial state is \( e_Y \in \mathcal{H}_N, Y \in \mathcal{X}_N \), then at time \( t \) the system is in state \( \Psi_N(t) = \sum_{X \in \mathcal{X}_N} \psi_N(X; t)e_X \) where \( \psi_N(X; t) \) is given by (18) or (19). The quantity

\[
|\langle e_X, \Psi_N(t) \rangle|^2 = |\psi_N(X; t)|^2, \ X \in \mathcal{X}_N,
\]

is the probability that the system is in state \( e_X \) at time \( t \).

Denote by \( \mathcal{P}_Y(x, m; t) \) the probability that at time \( t \) the state has the \( m \)th particle from the left at position \( x \) given initially the state is \( Y \). Let \( X = \{x_1, x_2, \ldots, x_N \} \in \mathcal{X}_N, 1 \leq m \leq N \), and define the projection operator

\[
P_{x,m}e_X = \begin{cases} e_X & \text{if } x_m = x, \\ 0 & \text{otherwise}. \end{cases}
\]

(20)

Then the outcome of the measurement yielding “the \( m \)th spin from the left is at position \( x \) at time \( t \)” is that the system is now in state

\[
\Psi_N(x, m; t) := P_{x,m} \Psi_N(t) = \sum_{\substack{X \in \mathcal{X}_N \\\ {x_m = x}}} \psi_N(X; t)e_X.
\]

Thus the probability of this outcome is

\[
\mathcal{P}_Y(x, m; t) := \langle \Psi_N(x, m; t), \Psi_N(x, m; t) \rangle = \sum_{\substack{X \in \mathcal{X}_N \\\ {x_m = x}}} |\psi_N(X; t)|^2.
\]

(21)
4.1 Distribution of left-most particle

We now restrict to the case $m = 1$, i.e. $\mathcal{P}_Y(x; 1; t)$. Let

$$x_1 = x, \; x_2 = x + v_1, \; \ldots, \; x_N = x + v_1 + v_2 + \cdots + v_{N-1}, \; v_i \geq 1,$$

and note that $\Psi_N(x; t) = \Psi_N(x; -t)$. Then, using (18) for $\Psi(x; t)$ and (19) for $\Psi(x; -t)$ with $Rr < 1$, followed by performing the geometric sums (since $Rr < 1$, the summations may be brought inside)

$$\mathcal{P}_Y(x; 1; t) = \sum_{x \in \mathcal{X}_N} \psi_N(X; t) \psi_N(X; -t)$$

$$= \sum_{\sigma, \mu \in \mathcal{S}_N} \int_{\mathcal{C}_R} \cdots \int_{\mathcal{C}_r} A_\sigma(\xi) A_\mu(\zeta) (\xi_{\sigma(2)} \zeta_{\mu(2)})^{v_1} (\xi_{\sigma(3)} \zeta_{\mu(3)})^{v_2} \cdots (\xi_{\sigma(N)} \zeta_{\mu(N)})^{v_{N-1} + v_{N}}$$

$$\times \prod_j (\xi_j \zeta_j)^{x - y_j - 1} e^{-\mathbb{I}(\xi_j - \zeta_j)} d\zeta_1 \cdots d\zeta_N d\xi_1 \cdots d\xi_N$$

$$= \sum_{\sigma, \mu \in \mathcal{S}_N} \int_{\mathcal{C}_R} \cdots \int_{\mathcal{C}_r} A_\sigma(\xi) A_\mu(\zeta) \frac{\xi_{\sigma(2)} \zeta_{\mu(2)} \xi_{\sigma(3)} \zeta_{\mu(3)}^{2} \cdots \xi_{\sigma(N)} \zeta_{\mu(N)}^{N-1}}{(1 - \xi_{\sigma(2)} \zeta_{\mu(2)} \cdots \xi_{\sigma(N)} \zeta_{\mu(N)})(1 - \xi_{\sigma(3)} \zeta_{\mu(3)} \cdots \xi_{\sigma(N)} \zeta_{\mu(N)}) \cdots (1 - \xi_{\sigma(N)} \zeta_{\mu(N)})}$$

$$\times \prod_j (\xi_j \zeta_j)^{x - y_j - 1} e^{-\mathbb{I}(\xi_j - \zeta_j)} d\zeta_1 \cdots d\zeta_N d\xi_1 \cdots d\xi_N$$

In the formulas above, we have $2N$ contour integrals with the contour $\mathcal{C}_r$ for the first $N$ contours and the contours $\mathcal{C}_R$ for the following $N$ contours. Now, at the analogous step in ASEP, an identity\(^6\) was derived that simplified the sum over $\mathcal{S}_N$ resulting in a single multidimensional integral.\(^7\) Now we have a double sum over $\mathcal{S}_N$ and we need a new identity. Fortunately such an identity has been discovered by Cantini, Colomo, and Pronko [9]. Let

$$d(x, y) := \frac{1}{(1 - y)(x + y - 2\Delta x y)}$$

and $D_N(\xi, \zeta) = \det(d(\xi_i, \zeta_j)|_{1 \leq i, j \leq N}), \quad (22)\) then

$$\sum_{\sigma, \mu \in \mathcal{S}_N} A_\sigma(\xi) A_\mu(\zeta) \frac{\xi_{\sigma(2)} \zeta_{\mu(2)} \xi_{\sigma(3)} \zeta_{\mu(3)}^{2} \cdots \xi_{\sigma(N)} \zeta_{\mu(N)}^{N-1}}{(1 - \xi_{\sigma(2)} \zeta_{\mu(2)} \cdots \xi_{\sigma(N)} \zeta_{\mu(N)})(1 - \xi_{\sigma(3)} \zeta_{\mu(3)} \cdots \xi_{\sigma(N)} \zeta_{\mu(N)}) \cdots (1 - \xi_{\sigma(N)} \zeta_{\mu(N)})}$$

$$= \frac{(1 - \prod_i \xi_i \zeta_j) \prod_{i,j=1}^N (\xi_i + \zeta_j - 2\Delta \xi \zeta_j)}{\prod_{i < j} (1 + \xi_i \zeta_j - 2\Delta \xi_i)(1 + \zeta_i \xi_j - 2\Delta \zeta_i)} D_N(\xi, \zeta) \quad (23)\)$$

Remarks:

- The identity (23) is Proposition 6 of [9] (with a change of notation). The identity (23) also appears in a more general setting of (spin) Hall-Littlewood functions in [20, 35], which specializes to the ASEP case as shown in Corollary 7.1 in [20].

---

\(^6\)See (1.6) in [28].

\(^7\)See Theorem 3.1 in [28].
• In Appendix B of [9], the authors show that (23) reduces to (1.6) of [28] in the limit $\xi_j \to \sqrt{2 \xi_j}$ and $\zeta_j \to \sqrt{2 \zeta_j}$.

• The determinant $D_N(\xi, \zeta)$ “is nothing but the well-known Izergin-Korepin determinant [16, 18] in disguise” [34].

We thus have

$$P_Y(x, 1; t) = \int_{\xi_R} \cdots \int_{\xi_L} \frac{(1 - \prod_j \xi_j \zeta_j) \prod_{i,j=1}^N (\xi_i + \zeta_j - 2\Delta \xi_i \zeta_j)}{\prod_{i<j} (1 + \xi_i \xi_j - 2\Delta \xi_i \xi_j)(1 + \zeta_i \zeta_j - 2\Delta \zeta_i \zeta_j)} D_N(\xi, \zeta) \prod_j (\xi_j \zeta_j)^{x-y_j-1}e^{-t(\xi_j(1) + \zeta_j(1))} d^N \xi d^N \zeta \quad (24)$$

The factor $(1 - \prod_j \xi_j \zeta_j)$ is eliminated if we consider

$$F_N(x, t) := P_Y(X_1(t) \geq x) = \sum_{n=x}^{\infty} P_Y(n, 1; t) \quad (25)$$

From [9]

$$\prod_{1 \leq j, k \leq N} (\xi_j + \zeta_k - 2\Delta \xi_j \zeta_k) \cdot D_N(\xi, \zeta) = \frac{\Delta_N(\xi)\Delta_N(\zeta)}{\prod_{j,k} (1 - \xi_j \zeta_k)} Q_N(\xi, \zeta) \quad (26)$$

where $Q_N$ is a “polynomial of degree $N - 1$ in each variable, separately symmetric under permutations of the variables within each set” [9, 34].

Here $\Delta_N(\xi)$ is the Vandermonde product $\prod_{1 \leq j < k \leq N}(\xi_k - \xi_j)$ (not to be confused with the constant $\Delta$). It’s useful to define

$$U(\xi, \xi') := \frac{1 + \xi \xi' - 2\Delta \xi}{\xi' - \xi}.$$  

The identity (23) can be rewritten as

$$\sum_{\sigma, \mu} \prod_{i < j} U(\xi_{\sigma(i)}, \xi_{\sigma(j)}) U(\xi_{\mu(i)}, \xi_{\mu(i)}) \frac{\xi_{\sigma(2)\xi_{\mu(2)}}^2 \xi_{\sigma(3)\xi_{\mu(3)}}^2 \cdots \xi_{\sigma(N)\xi_{\mu(N)}}^2}{(1 - \xi_{\sigma(2)\xi_{\mu(2)}} \cdots \xi_{\sigma(N)\xi_{\mu(N)}})(1 - \xi_{\sigma(3)\xi_{\mu(3)}} \cdots \xi_{\sigma(N)\xi_{\mu(N)}}) \cdots (1 - \xi_{\sigma(N)\xi_{\mu(N)}})}$$

$$= \frac{1 - \prod_j \xi_j \zeta_j}{\prod_{j,k}(1 - \xi_j \zeta_k)} Q_N(\xi, \zeta) \quad (27)$$

The close relationship of (27) to (1.6) of [28] (see also Identity 1_L in [32]) is now clearer. We have proved

\[ Q_1(\xi, \zeta) = 1, \]

$$Q_2(\xi, \zeta) = 4\Delta^2c_1c_2c_3c_4 - 2\Delta c_1c_2c_3 - 2\Delta c_1c_2c_4 - 2\Delta c_1c_3c_4 - 2\Delta c_2c_3c_4 + c_1c_2c_3 + c_1c_2 + c_1c_4 + 1,$$

$Q_3$ in expanded form has 459 terms, and $Q_4$ has 60,820 terms.
THEOREM 2. $F_N(x,t) = P_Y(X_1(t) \geq x)$ equals

$$
\int_{C_R} \ldots \int_{C_r} \frac{\prod_{j,k}(\xi_j + \zeta_k - 2\Delta \xi_j \zeta_k)}{\prod_{j<k}(1 + \xi_j \xi_k - 2\Delta \xi_j)(1 + \zeta_j \zeta_k - 2\Delta \zeta_j)} D_N(\xi,\zeta) \prod_j (\xi_j \zeta_j)^{x-y_j-1}e^{-it(\xi_j-\zeta(\xi_j))} d^N\zeta d^N\xi 
$$

(28)

$$
= \int_{C_R} \ldots \int_{C_r} \frac{\Delta_N(\xi)\Delta_N(\zeta)}{\prod_{j<k}(1 + \xi_j \xi_k - 2\Delta \xi_j)(1 + \zeta_j \zeta_k - 2\Delta \zeta_j)} \prod_j (\xi_j \zeta_j)^{x-y_j-1}e^{-it(\xi_j-\zeta(\xi_j))} d^N\zeta d^N\xi 
$$

(29)

where $C_r$ (resp. $C_R$) is a circle centered at zero with radius $r$ (resp. $R$) so small (resp. large) that all the poles of the integrand except for the the poles at the origin (resp. infinity) lie outside $C_r$ (resp. inside $C_R$) and $Rr < 1$.

5 Special case $\Delta = 0$

When $\Delta = 0$, (29) reduces to

$$
F_N(x,t) \big|_{\Delta=0} = \int_{C_R} \ldots \int_{C_r} \frac{\Delta_N(\xi)\Delta_N(\zeta)}{\prod_{j<k}(1 + \xi_j \xi_k - 2\Delta \xi_j)(1 + \zeta_j \zeta_k - 2\Delta \zeta_j)} \prod_j (\xi_j \zeta_j)^{x-y_j-1}e^{-it(\xi_j-\zeta(\xi_j))} d^N\zeta d^N\xi 
$$

(30)

$$
= \int_{C_R} \ldots \int_{C_r} \det \left( \frac{1}{1 - \xi_j \zeta_k} \right) \prod_j (\xi_j \zeta_j)^{x-y_j-1}e^{-it(\xi_j-\zeta(\xi_j))} d^N\zeta d^N\xi 
$$

(31)

since

$$
\lim_{\Delta \to 0} \frac{Q_N(\xi,\zeta)}{\prod_{j<k}(1 + \xi_j \xi_k - 2\Delta \xi_j)(1 + \zeta_j \zeta_k - 2\Delta \zeta_j)} = 1.
$$

and

$$
\det \left( \frac{1}{1 - \xi_j \zeta_k} \right) = \frac{\Delta_N(\xi)\Delta_N(\zeta)}{\prod_{j,k}(1 - \xi_j \zeta_k)}.
$$

More directly since $A_\sigma|_{\Delta=0} = \text{sgn}(\sigma)$, we use the identity

$$
\sum_{\sigma,\mu} \text{sgn}(\sigma)\text{sgn}(\mu) \frac{\xi_\sigma(2)\xi_\mu(2)\zeta_\sigma^2(3)\zeta_\mu^2(3) \cdots \xi_\sigma^{N-1}(N)\xi_\mu^{N-1}(N)}{(1 - \xi_\sigma(2)\xi_\mu(2) \cdots \xi_\sigma(N))\xi_\mu(2) \cdots (1 - \xi_\sigma(N))\xi_\mu(N)} 
$$

$$
= \det \left( \frac{1}{1 - \xi_j \zeta_k} \right) 
$$

(32)

5.1 Fredholm determinant representation

Define

$$
\phi_j(\xi) = \xi^{x-y_j-1}e^{-it\xi(\xi)} , \quad \psi_j(\zeta) = \zeta^{x-y_j-1}e^{it\zeta(\xi)}
$$
and
\[ K(j, k) = \frac{\phi_j(\xi_j)\psi_k(\zeta_k)}{1 - \xi_j\zeta_k} \] (33)

Thus
\[ \mathcal{F}_N(x, t) \big|_{\Delta = 0} = \int_{C_R} \cdots \int_{C_R} \det(K) d^N \xi \, d^N \zeta = \int_{C_r} \cdots \int_{C_r} \det(K) d^N \zeta \, d^N \xi \] (34)

For the second identity, we deformed the contours from \( C_R \) to \( C_r \) for all the \( \zeta \)-variables. When we deform the contours, we don’t cross any poles since the poles, given by \( 1 - \xi_j\zeta_k = 0 \), are located outside of the contour \( C_R \) since we have taken \( R_r < 1 \). Additionally, note that the variable \( \xi_j \) appears only in row \( j \) and \( \zeta_k \) appears only in column \( k \). It follows that the multiple integral is gotten by integrating each \( K(j, k) \) with respect to \( \xi_j, \zeta_k \). Therefore the multiple integral (34) equals the determinant with \( j, k \) entry
\[ K_N(j, k) = \int_{C_r} \int_{C_r} \frac{\phi_j(\xi)\psi_k(\zeta)}{1 - \xi \zeta} \, d\zeta \, d\xi \]

We consider step initial condition, so that \( y_j = j \). In preparation for taking the limit as \( N \to \infty \), we make the replacements \( j \to j + 1, k \to k + 1 \), so that the indices run for 0 to \( N - 1 \) rather than 1 to \( N \). Then, in preparation for eventual steepest descent, we make the substitutions \( \xi \to i \xi, \zeta \to \zeta/i \). Aside from the factor \( e^{i\pi(j-k)/2} \), which will not affect the determinant, the kernel becomes
\[ L_N(j, k) = \int_{C_1} \int_{C_1} \frac{\xi^{x-j-2}\zeta^{x-k-2}}{1 - \xi \zeta} e^{t(\theta(\xi) + \theta(\zeta))} \, d\zeta \, d\xi, \]

where we have set \( \theta(\xi) = \xi - 1/\xi \). We write the above as
\[ \sum_{\ell=0}^{\infty} \int_{C_1} \int_{C_1} \xi^{x-j+\ell-2}\zeta^{x-k+\ell-2} e^{t(\theta(\xi) + \theta(\zeta))} \, d\zeta \, d\xi. \]

We may take all integrations over the unit circle \( C_1 \) and in the \( \zeta \)-integral make the substitution \( \zeta \to 1/\zeta \). We obtain
\[ L_N(j, k) = \sum_{\ell=0}^{\infty} \int_{C_1} \int_{C_1} \xi^{x-j+\ell-2}\zeta^{x-k-\ell} e^{t(\theta(\xi) - \theta(\zeta))} \, d\zeta \, d\xi. \]

In Toeplitz terms this is the operator
\[ P_NT(a)T(a^{-1})P_N, \]
where \( P_N \) is the projection from \( \ell^2(\mathbb{Z}^+) \) to \( \ell^2([0, \ldots, N-1]) \) and where \( a \) is the symbol
\[ a(\xi) = \xi^{x-1} e^{t\theta(\xi)}. \]

It it known (see, e.g. §5.1 in [7]) that \( T(a)T(a^{-1}) \) is of the form \( I + \text{trace class} \) and so \( \det(K_N) \) has the limit \( \det(T(a)T(a^{-1})) \) on \( \ell^2(\mathbb{Z}^+) \).

\footnote{9\( \mathbb{Z}^+ \) denotes the set of nonnegative integers.}

\footnote{10One can show that for \( x > 1 \) the determinant of the product is zero.}
By a well-known identity, \(T(a)T(a^{-1}) = I - H(a)H(a^{-1})\), where \(H(a)\) denotes the Hankel operator and \(\tilde{a}(\xi) = a(\xi^{-1})\). In this case \(\tilde{a} = a^{-1}\) and the square of \(H(a)\) has kernel\(^{11}\)

\[
L(j, k) = \sum_{\ell=0}^{\infty} \int_{C_1} \int_{C_1} \int_{C_1} \frac{\xi^{x-j-\ell-3} t^{x-k-\ell-3}}{1 - \xi t} e^{t(x(\xi) + y(\xi))} \, d\xi \, d\delta,
\]

and we are interested in \(\det(I - L)\). The substitutions \(\xi \to 1/\xi\), \(\zeta \to 1/\zeta\) give

\[
L(j, k) = \sum_{\ell=0}^{\infty} \int_{C_1} \int_{C_1} \int_{C_1} \frac{\xi^{x+j+\ell+1} \zeta^{x+k+\ell+1}}{1 - \xi \zeta} e^{-t(x(\xi) + y(\xi))} \, d\xi \, d\zeta.
\]

If we take our integrals over \(C_r\) and sum we obtain

\[
L(j, k) = \int_{C_r} \int_{C_r} \frac{\xi^{x+j+1} \zeta^{x+k+1}}{1 - \xi \zeta} e^{-t(x(\xi) + y(\xi))} \, d\xi \, d\zeta.
\]

The kernel \(L(j, k)\) is known as the discrete Bessel kernel \(^{4}\) (see also Chapter 8 in \([2]\)) due to the following representation. Using the Bessel generating function

\[
\exp(t\theta(\xi)) = \sum_{n=-\infty}^{\infty} \xi^{n} J_{n}(2t)
\]

in (35) and the identity, \(\nu \neq \mu\),

\[
\sum_{n=0}^{\infty} J_{\nu+n}(t)J_{\mu+n}(t) = \frac{t}{2(\nu - \mu)} [J_{\nu-1}(t)J_{\mu}(t) - J_{\nu}(t)J_{\mu-1}(t)]
\]

we find

\[
L(j, k) = \frac{J_{j-x+1}(2t)J_{k-x+2}(2t) - J_{j-x+2}(2t)J_{k-x+1}(2t)}{j-k}
\]

For \(j = k\) one lets \(\mu \to \nu\) in (37) to find

\[
L(j, j) = \sum_{n=0}^{\infty} J_{\nu+n}(2t)^2 = \frac{t}{2} \left[ J_{\nu}(2t) \frac{\partial J_{\nu}}{\partial \mu} \bigg|_{\mu=\nu-1} - J_{\nu-1}(2t) \frac{\partial J_{\nu}}{\partial \mu} \bigg|_{\mu=\nu-1} \right], \quad \nu = -x + j + 1.
\]

For \(x \leq 1\) and domain wall initial condition \(Y = N\), we have the Toeplitz representation

\[
\mathbb{P}_N(X_1(t) \geq x) \bigg|_{\Delta=0} = \det(I - L)_{\ell^2((1-x, 2-x, \ldots))} = e^{-t^2} \det(I_{j-k}(2t)) \bigg|_{j,k=0,\ldots,-x}
\]

where the last equality\(^{12}\) was proved in \([5]\).

If \(L(t)\) denotes the length of the longest increasing subsequence of a random permutation of size \(N\) where \(N\) is a Poisson random variable with parameter \(\ell^2\), then \([1, 2, 14]\)

\[
\mathbb{P}(L(t) \leq n) = e^{-t^2} \det(I_{j-k}(2t))_{j,k=0,\ldots,n-1}
\]

\(^{11}\)Recall that the \(i, j\)-entry of \(H(f)\) is \(f_{i+j+1} = \int \xi^{-i-j-2} f(\xi) \, d\xi\).

\(^{12}\)\(I_\nu(z)\) is the modified Bessel function of order \(\nu\).
Theorem 3. For \( x \leq 1 \) and domain wall initial conditions \( Y = N \), we have
\[
\mathbb{P}_N(X_1(t) \geq x) \big|_{\Delta=0} = \mathbb{P}(L(t) \leq 1 - x)
\]
where \( L(t) \) denotes the length of the longest increasing subsequence of a random permutation of size \( N \) so that \( N \) is a Poisson random variable with parameter \( t^2 \).

5.2 Asymptotics

From the classic work of Baik, Deift, and Johnasson [1] (see also Chapter 9 in [2]), we know that the limiting distribution of \( L(t) \) is
\[
\lim_{t \to \infty} \mathbb{P} \left( \frac{L(t) - 2t}{t^{1/3}} \leq x \right) = F_2(x)
\]
where \( F_2 \) is the \( \beta = 2 \) TW distribution [26, 27]. In the present problem, \( \Delta = 0 \), we can therefore conclude that the left-most particle for domain wall initial condition \( Y = N \) has the limiting distribution
\[
\lim_{t \to \infty} \mathbb{P} \left( X_1(t) + \frac{2t}{t^{1/3}} \geq -y \right) = F_2(y).
\]

6 Steepest descent curve

6.1 Spectral functions

We introduce a pair of functions
\[
G(\xi) = x \log \xi - it(\xi + \xi^{-1}), \quad H(\zeta) = -x \log \zeta - it(\zeta + \zeta^{-1}),
\]
which we call the spectral functions. Note that the spectral functions appear in the integrand of the formula for \( \mathcal{F}_N(x,t) \) given by (60). In particular, we have
\[
(\xi_j \zeta_j) e^{-it(\varepsilon(\xi_j) - \varepsilon(\zeta_j))} = \exp \{ G(\xi_j) - H(\zeta_j) \}.
\]
In the following, we will deform the contours in the contour integral formula for \( \mathcal{F}_N \) given by (60) so that the real part of the difference of the spectral function is negative, \( \text{Re}(G - H) < 0 \). Thus, making \( \mathcal{F}_N \) suitable for asymptotic analysis.

6.2 Critical points

The steepest descent contours in the contour integral formula \( \mathcal{F}_N \) given by (28) are determined by the critical points of the spectral functions. We have
\[
G'(\xi) = \frac{-it\xi^2 + x\xi + it}{\xi^2}, \quad H'(\zeta) = \frac{-it\zeta^2 - x\zeta + it}{\zeta^2}.
\]
so that the critical points are given by

\[ \xi = \frac{x \pm \sqrt{x^2 - 4t^2}}{2it}, \quad \zeta = \frac{-x \pm \sqrt{x^2 - 4t^2}}{2it}. \]  

(45)

Note that each function, \( G \) and \( H \), has a double critical point when \( x = \pm 2t \) and the critical point are

\[ \xi_0 = \begin{cases} 
-i, & x = 2t \\
i, & x = -2t
\end{cases}, \quad \zeta_0 = \begin{cases} 
i, & x = 2t \\
-i, & x = -2t
\end{cases}, \]  

(46)

respectively. Physically, we expect the point \( x = -2t \) to correspond to the left-edge of the up-spins and the point \( x = 2t \) to correspond to the right-edge of the up-spins. Thus, we restrict our attention to the critical point given by \( x = -2t \) and take \((\xi_0, \zeta_0) = (i, -i)\).

### 6.3 Steepest descent curve: local

Figure 1: The curves show the directions of large increase of magnitude for the real part of \( G \) (i.e. steepest descent) near the critical point, which is centered to be at the origin. We label the curves so that the sign of \( \text{Re} G \) is clear.

The steepest descent curve depends locally on the value of the third derivative for the double critical points. In particular, we have

\[ G^{(3)}(-2t) = 2it, \quad H^{(3)}(-2t) = 2it. \]  

(47)

This means that the steepest descent curves for both spectral functions are locally the same. That is,

\[ G(\xi) - G(\xi_0) = \frac{it}{3}(\xi - \xi_0)^3 + \mathcal{O}((\xi - \xi_0)^4), \quad H(\zeta) - H(\zeta_0) = \frac{it}{3}(\zeta - \zeta_0)^3 + \mathcal{O}((\zeta - \zeta_0)^4) \]  

(48)

A diagram for the local steepest descent curve is give in Figure 1.
Figure 2: The level curves for the spectral functions, $G$ and $H$, with $\xi_0 = i$, $\zeta_0 = -i$, and $x = -2t$. The component corresponding to the steepest descent path is denoted by red arrows with the direction along the steepest descent.

### 6.4 Steepest descent curve: global

Globally, we obtain the steepest descent curve by an implicit equation through the Cauchy-Riemann equations for holomorphic functions. In short, we have that the direction of greatest change in the real part of a holomorphic function is the same direction of no change in the imaginary part of the same holomorphic function (away from singular points). Therefore, the steepest descent curve is given by the level curves of the imaginary part of the spectral functions:

$$\{ \xi \in \mathbb{C} : \text{Im} \, G(\xi) = \text{Im} \, G(\xi_0) \}, \quad \{ \zeta \in \mathbb{C} : \text{Im} \, H(\zeta) = \text{Im} \, H(\zeta_0) \}$$  \hspace{1cm} (49)

with $(\xi_0, \zeta_0) = (i, -i)$. The level curves will have multiple components, but we are only interested in the components that (i) are closed curves in $\mathbb{C} \cup \{\infty\}$ and (ii) $\text{Re} \, G(\xi) - G(\xi_0) \leq 0$ and $\text{Re} \, H(\zeta) - H(\zeta_0) \geq 0$.

The steepest descent curves are components of the curves given by

$$2 \tan^{-1} \left( \frac{y}{x} \right) + \frac{x^3 + xy^2 + x}{x^2 + y^2} = \begin{cases} \pi, & x > 0 \\ -\pi, & x < 0 \end{cases},$$

$$2 \tan^{-1} \left( \frac{u}{v} \right) - \frac{u^3 + uv^2 + u}{u^2 + v^2} = \begin{cases} -\pi, & u > 0 \\ \pi, & u < 0 \end{cases},$$  \hspace{1cm} (50)

with $\xi = x + iy$ and $\zeta = u + iv$. We plot these curves using Mathematica, see Figure 2. The components of
the level curves corresponding to the steepest descent path is determined by the local behaviour determined in Figure 1.

6.5 Steep descent curve

We want a friendly version of the steepest descent curves given implicitly by (50) or, rather, a more explicit version. We introduce the steep descent contours given by three segments on three regions: in the region near the critical points, we take straight lines coming emanating from the critical point at angles ±π/6 and ±5π/6; in an intermediate region, we take horizontal lines emanating from the end points of the straight lines in region near the critical point; in the region far away from the critical point, we take a segment of the circle C_R that connects with the horizontal lines. We use these contours so that we may explicitly determine the location of the poles when we deform to these steep descent contours. Although these contours don’t follow the path of steepest descent for the real part of the spectral function, we show below that we still have the main property that Re {G(ξ) - G(ξ_0)} ≤ 0 and Re {H(ζ) - H(ζ_0)} ≥ 0 along these steep descent contours.

We now give a precise definition for the steep descent contours. We give a piece-wise description based on the proximity to the critical points. Let B(z, r) be a ball centered at z ∈ C of radius r > 0 and B(z, r)^c be its complement. Then, we take the components

\[
\begin{align*}
\Gamma_\pm^{(1)} &= \{ \pm i + xe^{±\pi i/6} | 0 ≤ x \} \cap B(±i, 1), \\
\Gamma_±^{(2)} &= \{ \pm i + xe^{±5\pi i/6} | 0 ≤ x \} \cap B(±i, 1), \\
\Gamma_±^{(3)} &= \{ \pm i + e^{±\pi i/6} + x | 0 ≤ x \} \cap B(±i, 1)^c \cap B(0, R_±), \\
\Gamma_±^{(4)} &= \{ \pm i + xe^{±5\pi i/6} - x | 0 ≤ x \} \cap B(±i, 1)^c \cap B(0, R_±), \\
\Gamma_±^{(5)} &= C_R \cap \{ z ∈ C | Im \{ z \} ≤ (±1)Im \{ ±i + e^{±\pi i/6} \} \}
\end{align*}
\]

with radii R_± > √3. The bound on the radii is chosen so that the horizontal segments of the contours are non-trivial. Then, the steep descent contours are given by

\[
\Gamma_k = \Gamma_k^{(1)} \cup \Gamma_k^{(2)} \cup \Gamma_k^{(3)} \cup \Gamma_k^{(4)} \cup \Gamma_k^{(5)}
\]

for k = ±. See Figure 3.

**Lemma 6.1** Let x = -2t and take the contours Γ_k, k = ±, given by (51) and (52). Additionally, take t^{-α} ≤ T ≪ 1 with 1/4 < α < 1/3. Then, we have

\[
Re \{ G(ξ) - G(ξ_0) \} ≤ 0, \quad Re \{ H(ζ) - H(ζ_0) \} ≥ 0
\]

if ξ ∈ Γ_+ and ζ ∈ Γ_. Moreover, if ξ ∈ Γ_+ \cap B(i, t^{-α})^c and ζ ∈ Γ_- \cap B(-i, t^{-α})^c, we have

\[
Re \{ G(ξ) - G(ξ_0) \} < -c_1(T) t^{1-3α}, \quad Re \{ H(ζ) - H(ζ_0) \} > c_2(T) t^{1-3α},
\]

for some constants c_1(T), c_2(T) > 0 that depend only on T.
Proof. We prove the bounds by showing that derivative of the real part of the functions are monotone along
the different segments of the contours $\Gamma_\pm$ as parameterized in (51). Since $G(\xi) - G(\xi_0) = 0$ for $\xi = \xi_0$ and
$H(\zeta) - H(\zeta_0) = 0$ for $\zeta = \zeta_0$, the first bounds (53) then follow by monotonicity. Moreover, since the real
part of the functions are monotone, we establish the bounds (54) by bounding the real part of the functions
on the boundary of the segment $\Gamma_\pm \cap B(\pm i, t^{-\alpha})$.

The arguments for both functions are the same, except for some negative signs here and there. So, we focus
solely on the case for the $G$ function. Additionally, the arguments are fairly routine and standard. So, we
just sketch the main idea needed for the bounds.

Take $\xi \in \Gamma_+^{(1)} \cup \Gamma_+^{(2)}$. In this case, we have $\xi = i + xe^{\pi i/6}$ or $\xi = i + xe^{5\pi i/6}$, with $0 \leq x \leq 1$ since
$\Gamma_+^{(1)} \cup \Gamma_+^{(2)} \subset B(i, 1)$. Then, we may write the real part of the $G$ function explicitly and show that it is
monotone by taking its derivative. For instance, we have

$$\frac{d}{dx} \text{Re} \{G(i + xe^{\pi i/6}) - G(i)\} = \frac{t}{2} \left(1 - \frac{2 + 4x}{1 + x + x^2} + \frac{1 + 4x + x^2}{(1 + x + x^2)^2}\right).$$

(55)

One may now check that the derivative is zero when $x = 0$ and negative if $0 < x < 1 + \sqrt{3}$. Thus, the bound
(53) follows for this segment.

Take $\xi \in \Gamma_+^{(3)} \cup \Gamma_+^{(4)}$. In this case, we have $\xi = i + e^{\pi i/6} + x$ or $\xi = i + e^{5\pi i/6} - x$, with $x$ non-negative and
bounded since $\Gamma_+^{(3)} \cup \Gamma_+^{(4)} \subset B(0, R_+)$. Then, we may write the real part of the $G$ function explicitly and
show that it is monotone by taking its derivative. For instance, we have
\[
\frac{d}{dx} \Re \{ G(i + e^{\pi i/6} + x) - G(i) \} = -t \left( 1 - \frac{3(\sqrt{3} + 2x)}{2(3 + \sqrt{3} x + x^2)^2} \right).
\] (56)

Form this, one may show that the derivative is strictly negative for all \( x \geq 0 \). The bound (53) follows for this segment.

Take \( \xi \in \Gamma_+^{(5)} \). In this case, we have \( \xi = R_+ e^{i\theta} \), with \(-\pi/2 \leq \theta \leq \phi_1 \) and \( \pi/2 < \phi_2 \leq \theta \leq 3\pi/2 \) for some constants \( \phi_1 \) and \( \phi_2 \), since \( \Gamma_+^{(5)} \subset \{ z \in \mathbb{C} | \Im \{ z \} \leq \Im \{ i + e^{\pi i/6} \} \} \). In this case, we have
\[
\Re \{ G(\xi) - G(i) \} = -2t \log R_+ + t(R_+ + R_+^{-1}) \sin \theta.
\] (57)

Since \( R_+ > 1 \), one may then show that this function is monotone on \( \theta \) for each of the segments \(-\pi/2 \leq \theta \leq \phi_1 \) and \( \pi/2 < \phi_2 \leq \theta \leq 3\pi/2 \). The bound (53) follows for this segment.

The bound (54), now that we have established that the function is monotone along all the segments of the contours, follows by evaluating the function on the boundary of the segment \( \Gamma_+ \cap B(i, t^{-\alpha}) \). That is, we evaluate the function at the points \( \xi = \xi_0 + t^{-\alpha} e^{\pi i/6} \) and \( \xi = \xi_0 + t^{-\alpha} e^{5\pi i/6} \). In particular, we use the Taylor expansion
\[
G(\xi) - G(\xi_0) = -\frac{1}{3} x^3 t^{1-3\alpha} + \mathcal{O}(t^{1-4\alpha})
\] (58)
to approximate the function at the desired points. Since \( t^{-\alpha} < T \ll 1 \), we obtain the bound (54). \( \square \)

7 Contour Deformations

7.1 Small to Large Contour deformations

We deform the contours in the probability function for the left-most particle given by (28). In particular, we deform the contours \( \mathcal{C}_r \), for the \( \zeta \)-variables, to some contour \( \mathcal{C}_{R'} \) with a large radius \( R' > 0 \). Let
\[
\Omega(\xi) := \mathcal{C}^{(0)} \cup -\mathcal{C}^{(1)} \cup -\mathcal{C}^{(2)} \cup \cdots \cup -\mathcal{C}^{(N)}
\] (59)
be the union of \((N + 1)\) circles so that \( -\mathcal{C}^{(j)} \), for \( j = 1, \ldots, N \), is a negatively oriented circle centered at \( \xi_j^{-1} \) with radius \( r' > 0 \) and \( \mathcal{C}^{(0)} \) is a positively oriented circle centered at the origin with radius \( R' > 0 \). We give precise conditions on the radii in the statement of Lemma 7.1 below. Then, as we deform the \( \mathcal{C}_r \) contour, we will encounter poles at \( \zeta_i = \xi_j^{-1} \) for \( i, j = 1, \ldots, N \). As a result, we obtain the contour \( \Omega(\xi) \) when we deform the contour \( \mathcal{C}_r \) to \( \mathcal{C}_{R'} \). This result and the proof for the contour deformations, given by Lemma 7.1 below, is similar to the contour deformation in [11].
LEMMA 7.1 For $\Delta \neq 0$, $F_N(x, t) = \mathbb{P}_Y(X_1(t) \geq x)$ equals
\[\int_{\mathcal{C}_R} \cdots \int_{\Omega(\xi)} \prod_{j,k} (\xi_j + \xi_k - 2\Delta \xi_j \xi_k) D_N(\xi, \zeta) \prod_j (\xi_j \zeta_j)^{\bar{x} - y_{j_1} - 1} e^{-it(\varepsilon_j - \varepsilon_j)} d^N \xi \] where the contour $\mathcal{C}_R$ for the $\zeta$-variables is a circle centered at zero with radius $R > 0$ and the contour $\Omega(\xi)$ for the $\zeta$-variables is given by (59) with radii $R' > 0$ and $r' = 1/(2R)$, so that the radii satisfy the following inequalities $\max\{2|\Delta|^{-1}, 2(1 + 2|\Delta|)\} < R < \max\{4|\Delta|^{-1}, 4(1 + 2|\Delta|)\} < R'/2$.

Proof: We take formula (28) with radius $R$ as given in the conditions in the Lemma and radius $r > 0$ so that $\max\{4|\Delta|^{-1}, 4(1 + 2|\Delta|)\} < r^{-1} < R'/2$. Note that the conditions on the contours $\mathcal{C}_R$ and $\mathcal{C}_r$ given in THEOREM 2 (i.e. all the poles lie inside/outside of the contours) are satisfied for our choice of radii. Then, we deform the contour in (28) for the $\zeta$-variables to a large radius $R' > 0$, with $R'$ satisfying the conditions given in the Lemma. We begin by deforming the contour for $\zeta_N$, then the contour for $\zeta_{N-1}$, and continue successively until we deform the contour for $\zeta_1$. When we deform the contour for the $\zeta_n$ variable, we encounter three types of poles
\[(a) 1 - \xi_i \zeta_n = 0; \hspace{0.5cm} (b) 1 + \zeta_n \zeta_i - 2\Delta \zeta_i = 0, i < n; \hspace{0.5cm} (c) 1 + \zeta_n \zeta_j - 2\Delta \zeta_n, n < j \] for any $i, j = 1, \ldots, N$. The contribution for a type (a) pole is given by the contour integral with respect to the variable $\zeta_n$ with contour $-\mathcal{C}^{(i)}$, i.e. a negatively oriented circle centered at $\xi_i^{-1}$ with radius $r' > 0$ as given in the conditions of the Lemma. Note that the only pole, with respect to the variable $\zeta_n$, inside the contour $-\mathcal{C}^{(i)}$ is given by $\zeta_n = \xi_i^{-1}$ because $r'$ is chosen to be small enough. The result then follows by showing that the type (b) and (c) poles contribute no residue.

Assume we have already deformed the $\zeta_j$ variables for $j > n$ so that $\zeta_i \in \mathcal{C}_r$ for $i < n$ and $\zeta_j \in \Omega(\xi)$ for $j > n$. We then deform the contour for the $\zeta_n$ variable. Below, we consider the residue contribution from the type (b) and (c) poles.

**Case (b).** We compute the residue at
\[\zeta_n = (2\Delta \zeta_\ell - 1)/\zeta_\ell \]\[\text{for } \ell < n. \] The result is a $(2N - 1)$-fold contour integral with the same integrand, say $I_N(\xi;\zeta; t)$, except that the term $1 + \zeta_\ell \zeta_n - 2\Delta \zeta_\ell$ is replaced by $\zeta_\ell$ and the variable $\zeta_n$ is evaluated at $(2\Delta \zeta_\ell - 1)/\zeta_\ell$ for the rest of the terms.

We then compute the integral with respect to the $\zeta_\ell$ variable for the resulting residue term. The integral is computed by analyzing the poles and residues inside the contour $\mathcal{C}_r$ for $\zeta_\ell$. The possible poles are given by
\[1 - \xi_k \zeta_n = 0, \hspace{1cm} k = 1, \ldots, N \] \[1 + \zeta_k \zeta_\ell - 2\Delta \zeta_\ell = 0, \hspace{0.5cm} \ell < j, \zeta_j \in \Omega(\xi) \] \[1 + \zeta_i \zeta_\ell - 2\Delta \zeta_i = 0, \hspace{0.5cm} i < \ell, \zeta_i \in \mathcal{C}_r \] \[1 + \zeta_n \zeta_\ell - 2\Delta \zeta_n = 0, \hspace{0.5cm} i < n, \zeta_i \in \mathcal{C}_r \] \[1 + \zeta_n \zeta_j - 2\Delta \zeta_j = 0, \hspace{0.5cm} n < j, \zeta_j \in \Omega(\xi) \] \[\zeta_\ell^{x-y_{j_1}} \zeta_n^{x-y_{n_1}} = 0, \hspace{0.5cm} j \neq n. \]
In particular, the location of the possible poles is given by the following

$$\zeta = \frac{\xi_k}{2\Delta \xi_k - 1} \Rightarrow \left| \frac{\xi_k}{2\Delta \xi_k - 1} \right| > r$$

$$\zeta = \frac{1}{2\Delta - \zeta_j} \Rightarrow \zeta_n = 2\Delta - \zeta_j^{-1} = \zeta_j$$

$$\zeta = 2\Delta - \zeta_j^{-1} \Rightarrow \left| 2\Delta - \zeta_j^{-1} \right| > r$$

$$\zeta = \frac{2\Delta - \zeta_j}{4\Delta^4 - 2\Delta \zeta_j - 1} \Rightarrow \left| \frac{2\Delta - \zeta_j}{4\Delta^2 - 2\Delta \zeta_j - 1} \right| > r$$

$$\zeta = \zeta_j^{y_n-y} \Rightarrow y_n - y \geq 1.$$  (64)

We use the assumptions on the radii $R, R', r' > 0$ given in the statement of the Lemma and the condition on the radius $r > 0$ fixed at the beginning of the proof to establish the inequalities above. For the first two inequalities, it suffices to have $R,r^{-1} > 1 + 2|\Delta|$. For the third inequality, we have to consider two cases $\zeta_j \in C^{(0)}$ or $\zeta_j \in C^{(k)}$ with $k \neq 0$. In the first case when $\zeta_j \in C^{(0)}$, we have that $|\zeta_j| = R'$ and we use the bounds $R' > |\Delta|$ and $R' > 8|\Delta|^{-1}$ that follow from the condition on the statement of the Lemma. In the second case when $\zeta_j \in C^{(k)}$ with $k \neq 0$, we have that $|\zeta_j| \leq (3/2)R^{-1}$ and we use the bound $(3/2)R^{-1} < |\Delta|$ that follows from the statement of the Lemma. Then, in all the cases above except for the second and fourth case, the poles lie outside the contour $C_r$, meaning that there is no residue contribution. In the second and fourth cases, the determinant term $D_N(\xi, \zeta)$ vanishes because two columns in the matrix of the determinant are equal to each other since two $\zeta$ variables are equal to each other. In the last case, there is no pole since the exponent is positive. Then, the pole from the denominator and the zero from the determinant cancel out, meaning that these cases don’t produce a residue.

Therefore, by computing the integral with respect to the $\zeta_\ell$ variable, we have that the residues from the type (b) poles vanish.

**Case (c).** We compute the residue at

$$\zeta_n = \frac{1}{2\Delta - \zeta_\ell}$$  (65)

with $n < \ell$. The result is a $(2N - 1)$-fold contour integral with the same integrand, say $I_N(\xi, \zeta; t)$, except that the term $1 + \zeta_n \zeta_\ell - 2\Delta \zeta_n$ is replaced by $2\Delta - \zeta_\ell$ and the variable $\zeta_n$ is evaluated at $1/(2\Delta - \zeta_\ell)$ for the rest of the terms.

In this case, we have have $\zeta_\ell \in \Omega(\xi)$ since $\ell > n$. Thus, we have two possibilities: (i) $\zeta_\ell \in C^{(0)} = C_{R'}$, or (ii) $\zeta_\ell \in -C^{(k)}$ for some $k = 1, \ldots, N$ (i.e. a negatively oriented small circle of radius $r'$ centered at $\xi_k^{-1}$). In the first case, we will not cross a pole in the contour deformation and there will be no residue to consider. In the second case, the pole will cancel out with a zero from the numerator and, again, there will be no residue to consider. We give more details below.

In the first case, when $\zeta_\ell \in C_{R'}$, we have $\zeta_n = 1/(2\Delta - \zeta_\ell)$. This pole lies inside the contour $C_r$ since $R' > 2$ and $r < (1 + 2|\Delta|)^{-1}$. Thus, we don’t cross this pole when we deform the $C_r$ contour to $C^{(0)} = C_{R'}$.  
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In the second case, when \( \zeta_\ell \in -C^{(k)} \), we first compute the residue at \( \zeta_\ell = \xi_k^{-1} \). We obtain an \((2N - 1)\)-fold contour integral with the same integrand, say \( I_N(\xi, \zeta; t) \), except that the determinant \( D_N(\xi, \zeta) \) is replaced the same determinant with the \( k^{th} \) row and the \( \ell^{th} \) removed and multiplied by the factor \((1 + \xi_k^2 - 2\Delta \xi_k)^{-1}\), and the rest of the terms are the same with the variable \( \zeta_\ell \) evaluated at \( \xi_k^{-1} \).

We now deform the contour for \( \zeta_n \) to the contour \( C^{(0)} \). After taking the \( \zeta_\ell = \xi_k^{-1} \) residue, it turns out that the terms giving rise to the pole \( \zeta_n = 1/(2\Delta - \zeta_\ell) \) becomes

\[
(1 + \zeta_n \zeta_\ell - 2\Delta \zeta_n) = \xi_k^{-1} (\xi_k + \zeta_n - 2\Delta \xi_k \zeta_n).
\]

Note that this term also appears in the numerator of the integrand, meaning that this term cancels out and there is no residue in this case.

Therefore, when we deform the contour for the \( \zeta_n \) to infinity, we don’t cross any type \((c)\) poles. Moreover, this, along with the argument for the type \((b)\) poles, means that we only cross the poles due to the type \((a)\) poles. This establishes the result. 

\[
\square
\]

7.2 Series Expansion

We write the contour formula (60) as a summation by expanding the integrals over the contour \( \Omega(\xi) \), given by (59), as a summations of \( N + 1 \) integrals. We introduce some notation to encode the different terms in the summation.

Take the set of all maps from the index set \( \{1, \ldots, N\} \) to the set \( \{0, 1, \ldots, N\} \) and denote it by

\[
T := \{ \tau : \{1, \ldots, N\} \to \{0, 1, \ldots, N\} \} = \text{Hom}(\{1, \ldots, N\}, \{0, 1, \ldots, N\}).
\]

(67)

In the following, a map \( \tau \in T \) will correspond to a term with contours \( C^{(\tau(k))} \), given by (59), for the \( \xi_k \) variable and \( k = 1, \ldots, N \). Moreover, we will show that some contour integrals will vanish for certain \( \tau \in T \).

We consider the set of maps that map injectively to the elements \( \{1, \ldots, N\} \) in the image and the cardinality of the preimage \( \sigma^{-1}(0) \) is fixed;

\[
T_n := \{ \tau \in T \mid |\tau^{-1}(0)| = n; |\tau^{-1}(k)| \leq 1, k = 1, \ldots, N \}.
\]

(68)

\text{Lemma 7.2} For \( \Delta \neq 0 \), \( F_N(x, t) = \mathbb{P}_Y(X_1(t) \geq x) \) equals

\[
\sum_{n=0}^{N} \sum_{\tau \in T_n} \oint_{C_R} \cdots \oint_{C_R} \oint_{\tau(1)} \cdots \oint_{\tau(N)} I_N(\xi, \zeta; x, t) d^N\xi d^N\zeta
\]

(69)

where the integrand \( I_N(\xi, \zeta; x, t) \) is the same integrand as in (60), the summation is take over the set of maps \( T_n \) given by (68), the contour \( C_R \) is a circle centered at zero with radius \( R > 0 \), the contours \( C^{(\tau(k))} \) are given by (59) with radii \( r' = R^{-1}/2 \), \( R' > 0 \) so that the radii satisfy the bounds \( \max\{2|\Delta|^{-1}, 2(1 + 2|\Delta|)\} < R < \max\{4|\Delta|^{-1}, 4(1 + 2|\Delta|)\} < R'/2 \).
We compute the contour integrals with respect to the $\zeta$ as a sum of $N + 1$ integrals with contours given by the right side of (59). The result is a summation over the set of maps $T$ given by (67),

$$
F_N(x, t) = \sum_{\tau \in T} \oint_{C_R} \cdots \oint_{C(R)} \oint_{C(\tau(1))} \cdots \oint_{C(\tau(N))} I_N(\xi, \zeta; x, t) \, d^N\zeta \, d^N\xi.
$$

(70)

The result of this lemma follows by showing that some terms vanish, i.e. if $\tau \notin T_n$ the corresponding contour integral will vanish. Below, we show that a term in the summation representation given by (70) and noting that $\tau(k) > 0$ with $j \neq k$.

Take $\tau \in T$ with $\tau(j') = \tau(k') = \ell > 0$ with $n \neq m$ and $j', k' = 1, \ldots, N$. We show that the term in the summation (70) with this $\tau \in T$ vanishes by taking the integrals with respect to the variables $\zeta_{j'}$ and $\zeta_{k'}$. We take the integral with respect to the $\zeta_{j'}$ and $\zeta_{k'}$ variables by taking the residues at the poles given by $\zeta_{j'} = \xi_\ell^{-1}$ and $\zeta_{k'} = \xi_\ell^{-1}$. Note that the poles given by $\zeta_{j'} = \xi_\ell^{-1}$ and $\zeta_{k'} = \xi_\ell^{-1}$ correspond to the $(\ell, j')$-entry and the $(\ell, k')$-entry of the matrix for the $D_N(\xi, \zeta)$ determinant. First, we take the residue at $\zeta_{j'} = \xi_\ell^{-1}$, the determinant transforms as follows

$$
D_N(\xi, \zeta) = \det \left( \frac{1}{(1-\xi\zeta_{\ell})(\xi_\ell + \zeta_{\ell} - 2\Delta \zeta_{\ell}\xi_{\ell})} \right)^N_{j,k=1} \rightarrow \frac{(-1)^{\tau(j')-j'-1}}{1 + \xi^2 - 2\xi_\ell} \det \left( \frac{1}{(1-\xi\zeta_{\ell})(\xi_\ell + \zeta_{\ell} - 2\Delta \zeta_{\ell}\xi_{\ell})} \right)_{j\neq\ell, k\neq j'}
$$

(71)

For the rest of the factors in the integrand, one evaluates $\zeta_{j'} = \xi_\ell^{-1}$ when we take the residue at $\zeta_{j'} = \xi_\ell^{-1}$. One may check that this doesn’t introduce any poles with respect to the $\zeta_{j'}$ variable inside the $C(\ell)$ contour. Then, the residue at $\zeta_{j'} = \xi_\ell^{-1}$ doesn’t have a pole at $\zeta_{k'} = \xi_\ell^{-1}$ since the pole at $\zeta_{k'} = \xi_\ell^{-1}$ is removed when we take the residue and no other pole is introduced. Thus, by taking the residue at $\zeta_{k'} = \xi_\ell^{-1}$ after taking the residue at $\zeta_{j'} = \xi_\ell^{-1}$, we have that the term vanishes. That is,

$$
\oint_{C_R} \cdots \oint_{C_R} \oint_{C(\tau(1))} \cdots \oint_{C(\tau(N))} I_N(\xi, \zeta; x, t) \, d^N\zeta \, d^N\xi = 0
$$

(72)

if $\tau(n) = \tau(m) = \ell > 0$ with $n \neq m$ and $n, m = 1, \ldots, N$.

The result of the lemma then follows by taking the summation representation given by (70) and noting that the terms with $\tau \notin T_n$ for some $n = 0, 1, \ldots, N$ vanish due to the identities (72). \hfill $\Box$

### 7.3 Residue Computations

We compute the contour integrals with respect to the $\zeta_k$ variables with $\tau(k) \neq 0$ for each of the terms in the series expansion given by (69). First, we introduce some notation to represent the resulting integrand after the residue computations.

Fix $\tau \in T_{N-M}$ with $0 \leq M \leq N$ and $T_{N-M}$ given by (68). Then, define the following sets

$$
K_1 := \tau^{-1}(0), \quad K_2 := K_2 = \{k_1 < \cdots < k_M\}, \quad J_2 = \tau(K_2) = \{\tau_1 = \tau(k_1), \ldots, \tau_M = \tau(k_M)\}, \quad J_1 = J_2.
$$

(73)
We also introduce the following functions

\[ I_N(\xi, \zeta; \tau) = \prod_{j \in J_1, k \in K_1} (\xi_j + \zeta_k - 2\Delta \xi_j \zeta_k) \prod_{j \in J_1, k \neq \tau, \zeta} (1 + \xi_j \zeta_k - 2\Delta \xi_j \zeta_k) \prod_{j \in J_1, k \neq \tau, \zeta} e^{-it\epsilon(\xi_j)} \prod_{k \in K_1} e^{x - y_j - 1} e^{it\epsilon(\zeta_k)} \]

\[ f(\xi, \zeta; \tau) = \prod_{\ell = 1}^{M} \left( \prod_{k \neq \tau_{\ell+1}, \ldots, \tau_M} \left( \frac{1 + \xi_{\tau_{\ell}} \zeta_k - 2\Delta \xi_{\tau_{\ell}} \zeta_k}{1 + \xi_{\tau_{\ell}} \zeta_k - 2\Delta \xi_{\tau_{\ell}} \zeta_k} \right) \prod_{k \neq \tau_{\ell+1}, \ldots, \tau_M} \left( \frac{1 + \xi_j \zeta_k - 2\Delta \xi_j \zeta_k}{1 + \xi_j \zeta_k - 2\Delta \xi_j \zeta_k} \right) \right) \]

\[ D_N(\xi, \zeta; \tau) = (-1)^{\sum_{\ell=1}^M \tau_{\ell} - k_{\ell}} \det(d(\xi_j, \zeta_k))_{j \in J_1, k \in K_1} = (-1)^{\sum_{\ell=1}^M \tau_{\ell} - k_{\ell}} \sum_{\gamma: K_1 \rightarrow J_1, k \in K_1} (-1)^{\gamma(k)} \cdot d(\xi_{\tau_{1}}, \zeta_{k}) \]

(74)

where the function \( d(\xi, \zeta) \) is given by (22), the sum on the last line is taken over all bijections \( \gamma : K_1 \rightarrow J_1 \), and the sets \( K_1, J_1 \) are given by (73). Note that \( I_N(\xi, \zeta; \tau) \) is equal to the integrand of contour integrals (28), (60) and (69) if \( |\tau^{-1}(0)| = N \).

**Lemma 7.3** Fix \( \tau \in T_{N-M} \), with \( 0 \leq M \leq N \), and take the notation from (73). Then, for \( \Delta \neq 0 \), we have

\[ \oint_{C_{R}} \cdots \oint_{C_{R'}} \oint_{\tau^{-1}(N)} I_N(\xi, \zeta) d^N \xi d^N \zeta = \oint_{C_{R}} \cdots \oint_{C_{R'}} \oint_{\tau^{-1}(N)} I_N(\xi, \zeta; \tau) f(\xi, \zeta; \tau) \left( \prod_{k \in K_1} d\zeta_k \right) d^N \xi \]

(75)

where the integral on the left side is a \( 2N \)-fold contour integral and the integral on the right side is a \((N+|K_1|)\)-fold contour integral, the integrand on the left side equal to the integrand in (60) and the integrand on the right side is given by (74), and the contours are the same as in the statement of Lemma 7.2 so that the \( \zeta \) variables are integrated with respect to \( C_{R'} \) contours.

**Proof.** We obtain the identity in this lemma by computing the integrals with respect to the \( \zeta_{k_\ell} \) variables with \( k_\ell \in K_2 \). In particular, the contours are given by \(-C(\tau)\), which are negatively oriented circles of radius \( r' = 1/(2R) \) and centered at \( \xi_{\tau_{1}}^{-1} \), for the integrals with respect to \( \zeta_{k_\ell} \) and \( k_\ell \in K_2 \). Then, we compute the integrals by taking the residues at \( \zeta_{k_\ell} = \xi_{\tau_{1}}^{-1} \). We start by taking the residue at \( \zeta_{k_{M}} = \xi_{\tau_{1}^{-1}} \) and continue successively until we take the residue at \( \zeta_{k_1} = \xi_{\tau_{1}^{-1}} \).

Let’s take the residue with respect to \( \zeta_{k_M} = \xi_{\tau_{1}^{-1}} \). Note that the pole corresponding to this residue comes from the \((\tau_{M}, k_{M})\)-entry of the matrix of the \( D_N(\xi, \zeta) \) determinant. Then, when we take the residue, the determinant is replaced by a determinant of the same matrix with the \( \tau_{M} \)-row and \( k_{M} \)-column removed and a prefactor \((-1)^{\tau_{M}-k_{M}} (1 + \xi_{\tau_{1}} - 2\Delta \xi_{\tau_{1}})^{-1} \). That is,

\[ \det \left( \frac{1}{1 - \xi_i \xi_j} (1 + \xi_i - 2\Delta \xi_i \xi_j) \right)_{i,j=1}^N \rightarrow (-1)^{\tau_{M}-k_{M}-1} \det \left( \frac{1}{1 + \xi_i \xi_j - 2\Delta \xi_i \xi_j} \right)_{i \neq \tau_{M}, j \neq k_{M}} \]

(76)

The other terms of the integrand, when we compute the residue, transform by evaluating \( \zeta_{k_M} = \xi_{\tau_{1}}^{-1} \). Then,
the result after taking the residue is

\[
\frac{\prod_{j \neq \tau_M, k \neq k_M} (\xi_j + \zeta_k - 2\Delta \xi_j \zeta_k)}{\prod_{j,k \neq \tau_M} (1 + \xi_j \xi_k - 2\Delta \xi_j \xi_k)} \prod_{j \neq \tau_M} (1 + \zeta_j \xi_k - 2\Delta \zeta_j \xi_k) \prod_{k \neq k_M} (1 + \zeta_j \zeta_k - 2\Delta \zeta_j \zeta_k)
\]

\[
\times (-1)^{\tau_M - k_M} \det \left( \frac{1}{(1 - \xi_j \xi_k)(\xi_j + \zeta_k - 2\Delta \xi_j \zeta_k)} \right)_{j \neq \tau_M, k \neq k_M}
\]

\[
\times \xi_{\tau_M}^{y_{\tau_M}} \xi_{k_M}^{-y_{k_M} - 1} \prod_{\tau_M < k} \left( \frac{1 + \zeta_j \xi_k - 2\Delta \xi_k}{1 + \xi_j \xi_k - 2\Delta \xi_k} \right) \prod_{k_M < k} \left( \frac{\xi_j + \zeta_k - 2\Delta \xi_j \zeta_k}{\xi_j + \zeta_k - 2\Delta} \right)
\]

The sign in front of the determinant changed by negative one since we are taking the integral over a negatively oriented circle.

We continue taking the integrals with respect to the variables \(\zeta_{k_i}\), successively with \(\ell\) decreasing, and evaluating the residues at \(\zeta_{k_i} = \xi_{\tau_i}^{-1}\). The computations are similar to the base case \(\zeta_{k_M} = \xi_{\tau_M}^{-1}\). In particular, the pole giving rise to residue comes from the \((\tau_{i, k_i})\)-entry of the determinant. Then, when we take the residue, the determinant transforms by removing the \(\tau_{i, k_i}\)-row and the \(k_i\)-column and adding a prefactor. The other terms in the integrand transform by evaluating \(\zeta_{k_i} = \xi_{\tau_i}^{-1}\). We skip the details here since the computations are very similar to the base case. The result follows by computing all the integrals with respect to the \(\zeta_{k_i}\) variable with \(k_i \in K\).

**Theorem 4.** For \(\Delta \neq 0\), \(F_N(x, t) = \mathbb{P}_Y(X_1(t) \geq x)\) equals

\[
\sum_{n=0}^{N} \sum_{\tau \in \mathcal{T}_n} \oint_{\mathcal{C}_R} \cdots \oint_{\mathcal{C}_R} \oint_{\mathcal{C}_{R'}} \cdots \oint_{\mathcal{C}_{R'}} I_N(\xi, \zeta; \tau) f(\xi, \zeta; \tau) \left( \prod_{k \in K_i} d\zeta_k \right) d^N \xi
\]

where the integrand is given by (74), the summation is take over the set of maps \(\mathcal{T}_n\) given by (68), and the contours \(\mathcal{C}_R\) and \(\mathcal{C}_{R'}\) are circles centered at zero with radii \(R, R' > 0\) so that \(\max\{2|\Delta|^{-1}, 2(1 + 2|\Delta|)\} < R < \max\{4|\Delta|^{-1}, 4(1 + 2|\Delta|)\} < R'/2\).

**Proof.** The result is a direct consequence of **Lemma 7.2** and **Lemma 7.3**.

**7.4 Deformation to Steep Descent Contours**

We take the series expansion formula (78) and deform the contours to the steep descent contours given by (52).

Let \(\Gamma\) be a positive oriented rectangle centered at zero, with length equal to \(2L = 2\sqrt{R^2 - 1}\) and height equal to 2, and two half-circle bumps as indicated on Figure 4. The bump centered at \(i\) has radius \(\epsilon_1\) and the bump centered at \(i + 2\Delta\) has radius \(\epsilon_2\) so that \(0 < \epsilon_2 \ll \epsilon_1 \ll 1\).
Lemma 7.5 Fix $\tau \in T_{N-M}$, with $0 \leq M \leq N$, take the notation from (73). Then, for $\Delta \neq 0$, we have

$$\oint_{C_R} \cdots \oint_{C_R} I_N(\xi, \zeta; \tau) f(\xi, \zeta; \tau) d^J \zeta d^N \xi = \oint_{\Gamma_+} \cdots \oint_{\Gamma_-} I_N(\xi, \zeta; \tau) \left( \oint_{\hat{\Gamma}} \cdots \oint_{\hat{\Gamma}} f(\xi, \zeta; \tau) d^J \zeta \right) d^K \zeta d^J \zeta$$

(79)

where the integrand is given by (74), the differentials $d^S \xi$ or $d^S \zeta$ are $|S|$-fold differential over the variables $\xi_s$ or $\zeta_s$ with $s \in S$, the contours $\Gamma_\pm$ are given by (52) with $R_+ = R$ and $R_- = R'$ so that $\xi_j \in \Gamma_+$ and $\zeta_k \in \Gamma_-$ for $j \in J_1$ and $k \in K_1$, the contour $\hat{\Gamma}$ is given by Figure 4, the contours $C_R$ and $C_{R'}$ are circles centered at zero with radii $R, R' > 0$ so that $\max\{2|\Delta|^{-1}, 2(1 + 2|\Delta|)\} < R < \max\{4|\Delta|^{-1}, 4(1 + 2|\Delta|)\} < R'/2$.

Proof. We obtain the result by deforming the contours and showing that we don’t cross any poles. We begin by deforming the contour, for the $\xi_j$ variables with $j \in J_2$, from $C_R$ to $\hat{\Gamma}$. Then, for the $\xi_j$ variables with $j \in J_1$, we deform the contours $C_R$ to the contours $\Gamma_\pm$. Finally, for the $\zeta_k$ variables, we deform the contours $C_{R'}$ to the contours $\Gamma_\pm$.

Consider the integral with respect to $\xi_\ell \in C_R$ and $\ell \in J_2$. We deform the contour $C_R$ to the contour $\hat{\Gamma}$. Note that the factor $I_N(\xi, \zeta; \tau)$ is independent of the $\xi_\ell$ variable. Then, the only possible poles are given by

$$1 + \xi_\ell \xi_k - 2\Delta \xi_\ell = 0, \quad \xi_\ell + \xi_k - 2\Delta = 0.$$  

(80)

In the first case of (80), the location of the pole is given by $(2\Delta - \xi_k)^{-1}$ with $\xi_k \in C_R$ or $\xi_k \in \hat{\Gamma}$, depending on the index and if the contour for the variable has been deformed. If $\xi_k \in C_R$, the location of the pole $(2\Delta - \xi_k)^{-1}$ clearly lies inside the unit circle since $R > 1 + 2|\Delta|$. In particular, we don’t cross this pole when
we deform from the contour $C_R$ to the contour $\hat{\Gamma}$, since the contour $\hat{\Gamma}$ lies outside the unit circle. If $\xi_k \in \hat{\Gamma}$, we note that the location of the pole $(2\Delta - \xi_k)^{-1}$ also lies inside the unit circle except for the region with the small half-circle bump of radius $\epsilon_2$. We then consider $\xi_k$ lying on the small half-circle bump of $\hat{\Gamma}$ and we write $\xi_k = i + 2\Delta + \epsilon_2 e^{i\phi}$. Then, the location of the pole is given by

$$(2\Delta - \xi_k)^{-1} = (-i - \epsilon_2 e^{i\phi})^{-1} = i - \epsilon_2 e^{i\phi} + O(\epsilon_2^2), \quad (81)$$

where the last equality follows from $0 < \epsilon_2 \ll 1$. Moreover, since $\epsilon_2 \ll \epsilon_1$, we have that the location of the pole $(2\Delta - \xi_k)^{-1}$ lies inside the large bump of the contour $\hat{\Gamma}$, when $\xi_k$ lies on the small bump. Then, we have that the pole $(2\Delta - \xi_k)^{-1}$ lies inside the unit circle if $\xi_k$ doesn’t lie on the small bump, and the pole lies inside the large bump if $\xi_k$ lies on the small bump. In particular, if $\xi_k \in C_R \cup \Gamma$, the location of the pole lies inside the contour $\hat{\Gamma}$ and we don’t cross any poles, given by the second case of (80), when we deform form the contour $C_R$ to the contour $\hat{\Gamma}$.

In the second case of (80), the location of the pole is given by $2\Delta - \zeta_k$. Additionally, we have that $\zeta_k \in C_{R'}$. Given the conditions on the radii $R, R' > 0$, it follows that $R < R' - 2|\Delta|$. Then, the pole given by $2\Delta - \zeta_k$ lies outside the contour $C_R$. In particular, we don’t cross the pole when we deform the contour form $C_R$ to $\hat{\Gamma}$. Thus, we don’t cross any poles, given by the second case of (80), when we deform the contours from $C_R$ to $\hat{\Gamma}$.

Consider now the integral with respect to $\xi_\ell \in C_R$ with $\ell \in J_1$. We deform the contour $C_R$ to the contour $\Gamma_+$ with $\xi_j \in \hat{\Gamma}$ for $j \in J_2$. The location of the possible poles are given by

$$(2\Delta - \xi_j)^{-1}, \quad 2\Delta - \xi_j^{-1}, \quad \zeta_k^{-1}. \quad (82)$$

In the first case of (82), the variable $\xi_j$ may lie on the the contours $\Gamma_+$ or $C_R$, depending on the index. In particular, if $\xi_j \in \hat{\Gamma}$, then $j = \tau_k$ for some $k$, see (73). Moreover, $I_N(\xi_j, \zeta; \tau)$ is independent of $\xi_j = \xi_{\tau_k}$ and the pole due to the $f(\xi_j, \zeta; \tau)$ function is of the form $(2\Delta - \xi_{\tau_k})^{-1}$; see (74). Thus, for the first case, $\xi_j$ will never lie on the contour $\hat{\Gamma}$ and only lie on the contours $C_R$ or $\Gamma_+$. If $\xi_j \in C_R$, the location of the pole $(2\Delta - \xi_j)^{-1}$ clearly lies inside the unit circle since $R - 2|\Delta| > 1$. In particular, we don’t cross this pole when we deform from the contour $C_R$ to the contour $\Gamma_+$, since the contour $\Gamma_+$ lies outside the unit circle. If $\xi_j \in \Gamma_+$, the location of the pole $(2\Delta - \xi_j)^{-1}$ will also lie outside the unit circle. This due to the fact the $\Delta$ is a real number and $R - 2|\Delta| > 1$. In particular, if $\xi_j \in C_R \cup \Gamma_+$, we don’t cross a pole, given by the first case of (82) when we deform from the contour $C_R$ to the contour $\Gamma_+$.

In the second case of (82), the variable $\xi_j$ may lie on the the contours $\Gamma_+, C_R$, or $\hat{\Gamma}$, depending on the index. In all three cases, we have that the $-\xi_j^{-1}$ point lies inside the unit circle since the contours lie outside the unit circle. Then, the pole $2\Delta - \xi_j^{-1}$ will lie inside $\Gamma_+$ since $\Delta$ is a real number and $2(1 + 2|\Delta|) < R$. In particular, if $\xi_j \in C_R \cup \Gamma_+ \cup \hat{\Gamma}$, we don’t cross a pole, given by the second case of (82), when we deform from the contour $C_R$ to the contour $\Gamma_+$.

In the third case of (82), we have $\zeta_k \in C_{R'}$. Then, the location of the pole $\zeta_k^{-1}$ lies completely inside the unit circle. Then, since $\Gamma_+$ lies outside the unit circle, we don’t cross a pole when we deform the contour $C_R$ to the contour $\Gamma_+$.  
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Lastly, consider the integral with respect to $\zeta_j \in \mathcal{C}_{R'}$ with $\ell \in K_1$. We deform the contour $\mathcal{C}_{R'}$ to the contour $\Gamma_-$. The location of the possible poles is given by

$$(2\Delta - \zeta_j)^{-1}, \quad 2\Delta - \zeta_j^{-1}, \quad 2\Delta - \xi_k, \quad \xi_k^{-1}$$

(83)

where the variables may lie on different contours depending on the indexes.

In the first case of (83), the variable $\zeta_j$ may lie on the contour $\mathcal{C}_{R'}$ or on the contour $\Gamma_-$. In either case, the location of the pole lies completely inside the unit circle. When $\zeta_j \in \mathcal{C}_{R'}$, this follows from the bound $R > 2(1 + 2|\Delta|)$. When $\zeta_j \in \Gamma_-$, in addition the bound $R > 2(1 + 2|\Delta|)$, we also need the fact that $\Delta$ is a real number, which means that $(2\Delta - \zeta_j)$ lies outside the unit circle for $\zeta_j \in \Gamma_-$. Then, we have that the location of the pole $(2\Delta - \zeta_j)^{-1}$ lies completely inside the unit circle and we don't cross any poles when we deform the contour $\mathcal{C}_{R'}$ to the contour $\Gamma_-$. 

In the second case of (83), the variable $\zeta_j$ may lie on the contour $\mathcal{C}_{R'}$ or on the contour $\Gamma_-$. In either case, we know that $\zeta_j^{-1}$ lies inside the unit circle since $\mathcal{C}_{R'}$ and $\Gamma_-$ lie outside the unit circle. Then, since $\Delta$ is a real number and $4(1 + 2|\Delta|) < R'$, we have that the location of the pole $2\Delta - \zeta_j^{-1}$ lies completely inside the contour $\Gamma_-$. Thus, we don't cross any poles when we deform the contour $\mathcal{C}_{R'}$ to the contour $\Gamma_-$. 

In the third case of (83), the variable $\xi_k$ may lie on $\hat{\Gamma}$ since this pole is due to the $f(\xi, \zeta; \tau)$ factor in the integrand; see (74). In this case, the location of the pole $2\Delta - \xi_k$ lies completely inside the contour $\Gamma_-$ due to bumps of the contour $\hat{\Gamma}$. Since $0 < \epsilon \ll 1$, the large bump of the contour $\hat{\Gamma}$ lies completely above the horizontal section of the contour $\Gamma_-$. Since the small bump in the contour $\hat{\Gamma}$ lies inside the rectangle, the small bump will also lie completely above the V-section of the contour $\Gamma_-$. Additionally, since $R + 2|\Delta| < R'$, the rest of the contour $\hat{\Gamma}$ will lie completely inside the contour $\Gamma_-$. Then, we don't cross any poles when we deform the contour $\mathcal{C}_{R'}$ to the contour $\Gamma_-$. 

In the fourth case of (83), we have $\xi_k \in \Gamma_+$. Then, the location of the pole $\xi_k^{-1}$ lies completely inside the unit circle, since the contour $\Gamma_+$ lies outside the unit circle. Then, since $\Gamma_-$ lies outside the unit circle, we don't cross a pole when we deform the contour $\mathcal{C}_{R'}$ to the contour $\Gamma_-$. 

We have now shown that we don't cross any poles in any case when we deform the contours. Thus, the result follows.

PROPOSITION 7.6 For $\Delta \neq 0$, $F_N(x,t) = \mathbb{P}_Y(X_1(t) \geq x)$ equals

$$
\sum_{n=0}^{N} \sum_{\tau \in T_n} \oint_{\Gamma_+} \cdots \oint_{\Gamma_-} I_N(\xi, \zeta; \tau) \left( \oint_{\Gamma_+} \cdots \oint_{\Gamma_-} f(\xi, \zeta; \tau) d^{j_2} \xi \right) d^{K_1} \zeta \ d^{j_1} \xi
$$

(84)

where the integrand is given by (74), the sets $J_1, J_2, K_1, K_2$ are given by (73), the summation is taken over the set of maps $T_n$ given by (68), and the contours $\Gamma_+ \text{ and } \Gamma_-$ are given by (59) and Figure 4 with $R_+ = R, \ R_- = R'$ so that max\{2|\Delta|^{-1}, 2(1 + 2|\Delta|)\} < R < \max\{4|\Delta|^{-1}, 4(1 + 2|\Delta|)\} < R'/2.$
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8 Asymptotic Analysis, a Conjecture

We believe that the formula for the probability of the left-most particle given by (78) in Theorem 7.6 may be suitable for asymptotic analysis when \( t \ll N \to \infty \). Note that we have decomposed the integrand into two factors, \( I_N(\xi, \zeta; \tau) \) and \( f(\xi, \zeta; \tau) \). In particular, note that that the factor \( f(\xi, \zeta; \tau) \) is independent of time \( t \). Additionally, for the variables of the term \( I_N(\xi, \zeta; \tau) \), we have deformed the contours to steepest descent paths. Thus, in the asymptotic limit, we expect the main contribution for the \( I_N(\xi, \zeta; \tau) \) term to come from the saddle point \((\xi_0, \zeta_0) = (i, -i)\). Moreover, we expect the asymptotic limit of \( I_N(\xi, \zeta; \tau) \) to be given by the Airy kernel. We give some details of the computation below but, unfortunately, we don’t give all the technical details here. The arguments below need more careful consideration.

Fix \( \tau \in T_n \) and let’s consider the contribution of the contour integrals near the saddle point. We use the following notation for the index sets:

\[
K_1 := \tau^{-1}(0), \quad K_2 := (K_1)^c, \quad J_1 := \tau(K_2)^c, \quad J_2 := \tau(K_2)
\]

The sets \( K_1 \) and \( K_2 \) will be used to index the \( \zeta \)-variables and the sets \( J_1 \) and \( J_2 \) will be used to index the \( \xi \)-variables. In particular, variables with index from the sets \( K_1 \) and \( J_1 \) will lie on the contours \( \Gamma \), respectively, and the variables with index from the set \( J_2 \) will lie on the contour \( \hat{\Gamma} \). There are no variables with index from the set \( K_2 \) because these variable have been integrated out, but nonetheless, this index set will appear in our formulas. Note \( K_1 \cup K_2 = J_1 \cup J_2 = \{1, \ldots, N\} \).

Recall that the spectral function \( G \) and \( H \), given in (42), have a double critical point at \( \xi = i \) and \( \zeta = -i \), respectively, when \( x = -2t \). Let \( B(z, r) \) be an open ball centered at \( z \in \mathbb{C} \) of radius \( r > 0 \) and \( B(z, r)^c \) be its complement. Then, we take the following scaling

\[
x = -2t - st^{1/3}, \quad \xi = i + i\tilde{\xi} t^{-1/3}, \quad \zeta = -i + i\tilde{\zeta} t^{-1/3}, \quad y_j + 1 = v_j t^{1/3}
\]

if \( \xi \in B(i, t^{-\alpha}) \) and \( \zeta \in B(-i, t^{-\alpha}) \) with \( 1/3 < \alpha < 1/4 \).

We also have that the integrand \( I_N(\xi, \zeta; \tau) \) is exponentially small if \( \xi_j \in B(i, t^{-\alpha})^c \), for \( j \in J_1 \), or \( \zeta_j \in B(-i, t^{-\alpha})^c \), for \( j \in K_1 \). This follows from Lemma 6.1. Additionally, we may uniformly bound the factor \( f(\xi, \zeta; \tau) \), independently of \( t \), on all the \( \xi \) and \( \zeta \) variables. Then, we may restrict the contours \( \Gamma \) to the a neighborhood around the saddle points and only lose an exponentially small term. That is,

\[
\oint_{\Gamma_{+}} \cdots \oint_{\Gamma_{-}} I_N(\xi, \zeta; \tau) \left( \oint_{\Gamma} \cdots \oint_{\Gamma} f(\xi, \zeta; \tau) d^2 \xi \right) d^K \xi d^K \xi
\]

\[
= \oint_{\Gamma_{+} \cap B(i, t^{-\alpha})} \cdots \oint_{\Gamma_{-} \cap B(-i, t^{-\alpha})} I_N(\xi, \zeta; \tau) \left( \oint_{\Gamma} \cdots \oint_{\Gamma} f(\xi, \zeta; \tau) d^2 \xi \right) d^K \xi d^K \xi + O(e^{-Cr^{1-3\alpha}})
\]

for some positive constant \( C > 0 \), based on Lemma 6.1, and \( 1/3 < \alpha < 1/4 \).
Let us now approximate the integrands \( I_N(\xi, \zeta; \tau) \) and \( f(\xi, \zeta; \tau) \) when \( \xi_j \in \Gamma_+ \cap B(i, t^{-\alpha}) \), for \( j \in J_1 \), and \( \zeta_k \in \Gamma_- \cap B(-i, t^{-\alpha}) \), for \( k \in K_1 \). In particular, we take the scaling (86) for the variables with indexes in the sets \( J_1 \) and \( K_1 \), for the \( \xi \)-variables and \( \zeta \)-variables respectively.

Note that \( I_N(\xi, \zeta; \tau) \) only depends on the variables with indexes from the sets \( K_1 \) and \( J_1 \). Then, we have\( I_N(\xi, \zeta; \tau) = (-1)^{|X_1| + \sum_{j \in \mathbb{Z}_1} \tau(j) - \frac{1}{2} |\mathbb{Z}_1|} \prod_{\gamma : \mathbb{Z}_1 \rightarrow \mathbb{Z}_1} \left( \frac{1}{\xi - \zeta} \right) \quad (88) \)

where the sum is taken over all bijections \( \gamma : K_1 \rightarrow J_1 \). This approximation is obtained by expanding the determinant in the term \( I_N(\xi, \zeta; \tau) \), given by (74) and taking the scaling (86). More details regarding this approximation are given in Appendix B.1.

Now, consider the approximation of the term \( f(\xi, \zeta; \tau) \) when \( \xi_j \in \Gamma_+ \cap B(i, t^{-\alpha}) \), for \( j \in J_1 \), and \( \zeta_k \in \Gamma_- \cap B(-i, t^{-\alpha}) \), for \( k \in K_1 \). We introduce the following function\( f(\xi, \zeta; \tau) = B(\xi; \tau) \prod_{j \in K_2} \left( \frac{\xi_{\tau(j)} - (2\Delta + i)}{2(2\Delta + 1)\xi_{\tau(j)} - i} \right)^{\nu(j; \tau)} \prod_{j \in K_2} \xi_{\tau(j)}^{y_{j-\tau(j)} - 1} + O(t^{-1/3}). \quad (91) \)

This approximation is obtained by applying the scaling (86) and taking the leading term in the \( t^{-1/3} \) expansion of the \( f(\xi, \zeta; \tau) \) function. More details regarding this approximation are given in Appendix B.2.

We now combine the approximations (87), (88) and (91), given above. Note that the leading term of the approximation (91) is independent of the \( \hat{\xi} \) and \( \hat{\zeta} \) variables. We then introduce the term\( F(\tau) = (i)^{|K_2|} \int_{\Gamma} \cdots \int_{\Gamma} B(\xi; \tau) \prod_{j \in K_2} \left( \frac{\xi_{\tau(j)} - (2\Delta + i)}{2(2\Delta + 1)\xi_{\tau(j)} - i} \right)^{\nu(j; \tau)} \prod_{j \in K_2} (i \xi_{\tau(j)})^{y_{j-\tau(j)} - 1} d^2 \xi, \quad (92) \)
where we have taken the leading term of the \( f(\xi, \zeta; \tau) \) function and also incorporated the \((i)^{y_\gamma(k) - y_k}\) term from the approximation of \( I_N(\xi, \zeta; \tau) \) given by (88), noting that \( \sum_{k \in K_1} y_\gamma(k) - y_k + \sum_{k \in K_2} y_\tau(k) - y_k = 0 \).

Then, for fixed \( \tau \in \mathcal{T}_n \), we obtain the following approximation near the saddle point

\[
\int_{\Gamma_+} \cdots \int_{\Gamma_-} I_N(\xi, \zeta; \tau) \left( \int_{\mathcal{F}} \cdots \int_{\mathcal{F}} f(\xi, \zeta; \tau) d^J \xi \right) dK_1 \xi d^J \tau = t^{-n/3} (-1)^{|J_1| + \sum_{k \in K_2} \tau(k) - k} \sum_{\gamma: K_1 \to J_1} \frac{F(\tau)}{k \in K_1} (-1)^{\gamma(k) - k} K_{A_1}(s + v_\gamma(k), s + v_k) + O(t^{(1-n)/3}) + O(e^{-Ct^{1-3\alpha}}). \tag{93}
\]

The \( t^{-n/3} \) term and the Airy kernel \( K_{A_1} \) are obtained by taking the change of variables (86) and the following expression for the Airy kernel

\[
K_{A_1}(x, z) = \int_{-\infty}^{\infty} e^{2\pi i/3} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left( \frac{1}{2} \xi^3 - \frac{1}{2} \zeta^3 - x \xi + z \zeta \right) \xi d\zeta d\xi,
\tag{94}
\]

where the contours for the \( \xi \) (resp. \( \zeta \)) variable starts at \( \infty e^{-\pi i/3} \) (resp. \( \infty e^{-2\pi i/3} \)) goes through the origin and ends at \( \infty e^{\pi i/3} \) (resp. \( \infty e^{2\pi i/3} \)).

Let’s now consider the formula (84) and, in particular, the summation over \( \mathcal{T}_n \) and \( n \). We substitute the term in the summation by the right side of the approximation (93). The result is a summation over \( \mathcal{T}_n \), \( n \), and injective maps \( \gamma : K_1 \to J_1 \). More precisely, the summation is over a pair of bijective maps

\[
\tau : K_2 \to J_2, \quad \gamma : K_1 \to J_1,
\tag{95}
\]

where \( K_1 \cup K_2 = J_1 \cup J_2 = \{1, 2, \ldots, N\} \). This means that we may write the summation, over \( \mathcal{T}_n \), \( n \) and the injective maps \( \gamma : K_1 \to J_1 \) and \( \tau : K_2 \to J_2 \), as the summation over permutations of the set \( [N] = \{1, 2, \ldots, N\} \). In particular, we may uniquely identify a pair of bijective maps \((\tau, \gamma)\) with a permutation \( \sigma \in S_N \) and a subset \( S \subset [N] \) so that \((\tau, \gamma) = (\sigma|_{S^c}, \sigma|_{S})\), where the right side are restrictions of the permutation to the indicated sets. Then, under this identification, we rewrite some of the notation introduced earlier. For \((\sigma, S)\) with \( \sigma|_{S^c} = \tau \), we have

\[
B(\xi; \sigma, S) = B(\xi; \tau) = \prod_{j, k \in S^c, j < k, \sigma(j) > \sigma(k)} \left( 1 + \frac{\xi_\sigma(j) \xi_\sigma(j) - 2\Delta \xi_\sigma(j)}{1 + \xi_\sigma(k) \xi_\sigma(j) - 2\Delta \xi_\sigma(k)} \right).
\tag{96}
\]

Additionally, for \((\sigma, S)\) with \( \sigma|_{S^c} = \tau \), we write the inversion sets as follows,

\[
\nu_1(j; \sigma, S) = \nu_1(j; \tau) = \# \{ j' \in S^c \mid j' < j, \ \sigma(j') > \sigma(j) \}
\nu_2(j; \sigma, S) = \nu_2(j; \tau) = \# \{ j' \in S^c \mid j < j', \ \sigma(j) > \sigma(j') \}
\nu(j; \sigma, S) = \nu(j; \tau) = j - \sigma(j) + \nu_2(j; \sigma, S) - \nu_1(j; \sigma, S). \tag{97}
\]

Lastly, for \((\sigma, S)\) with \( \sigma|_{S^c} = \tau \), we write

\[
F(\sigma, S) = F(\tau) = (i)^{|S^c|} \prod_{\mathcal{F}} B(\xi; \sigma, S) \prod_{\nu_j \in S^c} \left( \frac{\xi_\sigma(j) - (2\Delta + i)}{2\Delta + 1, \xi_\sigma(j) - 1} \right) \nu(\sigma, S) \prod_{\nu_j \in S^c} (i\xi_\sigma(j)^{y_j - y_j'})^{-1} d^{\sigma(S^c)} \xi. \tag{98}
\]
Then, under the identification of the pair of injective maps and the permutations, we have
\[
\sum_{n=0}^{N} \sum_{\tau \in T_n} \oint_{T_+} \cdots \oint_{T_-} I_n(\xi, \zeta; \tau) \left( \oint_{T_1} \cdots \oint_{T_1} f(\xi, \zeta; \tau) d^{K_1} \zeta d^{J_1} \xi \right) d^{k_1} \zeta d^{j_1} \xi \\
= \sum_{\sigma \in S_n} (-1)^{\sigma} \sum_{S \subset [N]} (-1)^{|S|} t^{-|S|/3} F(\sigma, S) \prod_{k \in S} K_{\Ai}(s + \frac{y_{\sigma(k)} + 1}{t^{1/3}}, s + \frac{y_k + 1}{t^{1/3}}) + O(t^{-1/3}) + O(e^{-C t^{1-\alpha}}) .
\]

Assuming that the error terms don’t contribute in the limit, we have the following conjecture.

**Conjecture 8.1** As \( t \ll N \to \infty \), \( F_N(x, t) = P_Y(X_1(t) \geq x) \), with \( x = -2t - st^{-1/3} \) and \( y_j + 1 = v_j t^{1/3} \), equals to the limit of
\[
\sum_{\sigma \in S_n} (-1)^{\sigma} \sum_{S \subset [N]} (-1)^{|S|} t^{-|S|/3} F(\sigma, S) \prod_{k \in S} K_{\Ai}(s + v_{\sigma(k)}, s + v_k)
\]
where \( F \) is given by (92) and the Airy kernel \( K_{\Ai} \) is given by (94).

At the moment, we are not able to control the limit of (100) when \( t \ll N \to \infty \). The main obstacle is the term \( F(\sigma, S) \) on (100). However, under some assumptions, we may simplify (100) as a determinant of the difference of two kernels. For instance, assume
\[
F(\sigma, S) = \prod_{j \in S^c} Q(\sigma(j), j)
\]
for some kernel \( Q \) on the set \( \{1, \ldots, N\} \). Then, we have
\[
\sum_{\sigma \in S_n} (-1)^{\sigma} \sum_{S \subset [N]} (-1)^{|S|} t^{-|S|/3} F(\sigma, S) \prod_{k \in S} K_{\Ai}(s + \frac{y_{\sigma(k)} + 1}{t^{1/3}}, s + \frac{y_k + 1}{t^{1/3}})
= \sum_{\sigma \in S_n} (-1)^{\sigma} \sum_{S \subset [N]} (-1)^{|S|} t^{-|S|/3} \prod_{j \in S^c} Q(\sigma(j), j) \prod_{k \in S} K_{\Ai}(s + \frac{y_{\sigma(k)} + 1}{t^{1/3}}, s + \frac{y_k + 1}{t^{1/3}})
= \sum_{\sigma \in S_n} \prod_{k=1}^{N} \left( Q(\sigma(k), k) - t^{-1/3} K_{\Ai}(s + \frac{y_{\sigma(k)} + 1}{t^{1/3}}, s + \frac{y_k + 1}{t^{1/3}}) \right)
= \det \left( Q(j, k) - t^{-1/3} K_{\Ai}(s + \frac{y_j + 1}{t^{1/3}}, s + \frac{y_k + 1}{t^{1/3}}) \right)^N_{j,k=1}
\]
given the assumption (101). In fact, when \( \Delta = 0 \), one may check the assumption to be true and we have
\[
F(\sigma, S) = 1(\sigma|_{S^c} = \Id_{S^c}) = \prod_{j \in S^c} 1(\sigma(j) = j),
\]

(103)
where the functions with $\mathbb{1}$ are indicator functions. This identity is easy to check since the first two terms in the integrand for $F(\sigma, S)$, given by (92), are identically equal to one when $\Delta = 0$. Then, we have

$$
\det \left( \mathbf{1d}(j, k) - t^{-1/3} K_{A_i} \left( s + \frac{y_j + 1}{t^{1/3}}, s + \frac{y_k + 1}{t^{1/3}} \right) \right)_{j,k=1}^N \\
= \sum_{\sigma \in \mathcal{S}_N} (-1)^{\sigma} \sum_{S \subset [N]} (-1)^{|S|} t^{-|S|/3} F(\sigma, S) \prod_{k \in S} K_{A_i} \left( s + \frac{y_{\sigma(k)} + 1}{t^{1/3}}, s + \frac{y_k + 1}{t^{1/3}} \right)
$$

when $\Delta = 0$. This means that CONJECTURE 8.1 is true when $\Delta = 0$. Moreover, if $\Delta = 0$ and $y_j = j$, we may take the limit $t \ll N \to \infty$. The right side becomes a sum of Riemann integrals, corresponding to the series expansion of a Fredholm determinant. Then, we have

$$
\lim_{N \to \infty} \mathbb{P}_Y \left( \frac{X_1(t) + 2t}{t^{1/3}} \geq -s \right) = \lim_{t \ll N \to \infty} \sum_{\sigma \in \mathcal{S}_N} \sum_{S \subset [N]} t^{-|S|/3} \det \left( K_{A_i} \left( s + \frac{j + 1}{t^{1/3}}, s + \frac{k + 1}{t^{1/3}} \right) \right)_{j,k \in S}
$$

$$
= \det \left( \mathbf{1d} - K_{A_i} \right)_{L^2(s, \infty)}
$$

$$
= F_2(s).
$$

This matches the earlier result (41) for $\Delta = 0$.

We also may compute the terms in (100) when $S = \emptyset$ and $S^c = \{1, \ldots, N\} = [N]$. In that case, the formula for $F(\sigma, \emptyset)$ simplifies as follows

$$
F(\sigma, \emptyset) = \int_{\hat{\Gamma}} \ldots \int_{\hat{\Gamma}} \prod_{1 < j < k}^N \left( \frac{1 + \xi_{\tau(k)} \xi_{\tau(j)} - 2\Delta \xi_{\tau(j)}}{1 + \xi_{\tau(k)} \xi_{\tau(j)} - 2\Delta \xi_{\tau(k)}} \right) \prod_{j=1}^N \xi_{\tau(j)}^{y_j - y_{\tau(j)} - 1} d^N \xi,
$$

where $i, j = 1, 2, \ldots, N$ on the first product of the integrand. Additionally, we may deform the contours $\hat{\Gamma}$ to arbitrarily large circles centered at the origin. Note that $(-1)^\sigma F(\sigma, \emptyset)$ is equal to the integral inside the sum of (19) with $x_i = y_i$, for $i = 1, \ldots, N$, and $t = 0$. Then, by THEOREM 1A, we have

$$
\sum_{\sigma \in \mathcal{S}_N} (-1)^\sigma F(\sigma, \emptyset) = 1
$$

for any $N > 0$.
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A Large Contour Formula

We give a proof for the large contour integral formula for the wave function, given in Theorem 1a by (19). The arguments in this section are almost verbatim the arguments in [28], Section 2. We apply the coordinate Bethe ansatz to obtain contour integral formulas for the wave function. We adapt the argument so that, instead of shrinking contours to zero, we expand contours to infinity. With this in mind, we redefine some objects like the subsets $S(A)$, given by (111), and the change of variables given by (112). Otherwise, all else works the same.

Proof of Theorem 1a. Denote the right side of (19) by $u(X \rightarrow Y; t)$. We may show that the contour formula $u$ is equal to the wave function by checking the Schrödinger equation. In fact, by the Bethe ansatz, it suffices to check the delta initial conditions, 

$$u(X \rightarrow Y; 0) = \delta(X = Y)$$  \hspace{1cm} (108)

for the contour integral to be equal to the wave function. We check this condition in the following Lemma A.1.

A.1 Integral Cancellations

The initial condition is satisfied by the summand in (19) coming from the identity permutation $\text{id}$. So what we have to show is

$$\sum_{\sigma \neq \text{id}} \int_{C_R} \cdots \int_{C_R} A_\sigma(\xi) \prod_i \xi_i^{x_i} \prod_i \left(\xi_i^{-y_i-1} e^{-it\xi_i}\right) d\xi_1 \cdots d\xi_N$$  \hspace{1cm} (109)

when $x_1 < \cdots < x_N$. We write $I(\sigma)$ for the integral corresponding to $\sigma$, so that the above becomes

$$\sum_{\sigma \neq \text{id}} I(\sigma) = 0.$$  \hspace{1cm} (110)

For $1 \leq n < N$, fix $n - 1$ distinct numbers $i_1, \ldots, i_{n-1} \in [2, N]$. Define

$$A = \{i_1, \ldots, i_{n-1}\},$$

and then

$$S_N(A) = \{\sigma \in S_N : \sigma(N) = i_1, \ldots, \sigma(N + 2 - n) = i_{n-1}, \sigma(N + 1 - n) = 1\}.$$  \hspace{1cm} (111)

When $n = 1$ this consists of all permutations with 1 in position $N$, and when $n = N - 1$ it consists of a single permutation. If $B$ is the complement of $A \cup \{N\}$ in $[1, N]$, then $\sigma \in S_N(A)$ is determined by the restriction

$$\sigma|_{[1, N-n]} : [1, N-n] \rightarrow B.$$  

Lemma A.1. For each $A$,

$$\sum_{\sigma \in S_N(A)} I(\sigma) = 0.$$  
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Start of the Proof. When $\sigma \in S_N(A)$ the inversions involving $N$ are the $(i, 1)$ with $i \in B$. Therefore the integrands in $I(\sigma)$ involving these $\sigma$ may be written

$$\prod_{i \in B} S(\xi_i, \xi_1) \times \prod_{i \leq N} \xi_i^{x_i} \times \prod \{S(\xi_k, \xi_\ell) : k > \ell > 1, \; \sigma^{-1}(k) < \sigma^{-1}(\ell)\}.$$

The integrals are taken over $\mathcal{C}_R$ with $R$ so large that all the denominators in the $S$-factors are nonzero on and outside the contour. In these integrals we make the substitution

$$\xi_1 \rightarrow \frac{\eta}{\prod_{1<i} \xi_i},$$

so that $\eta$ runs over a circle of radius $R^N$. The integrand becomes

$$(-1)^{N-n} \prod_{i \in B} \frac{1 + \eta^{-1} \prod_{\ell \neq i} \xi_\ell - 2\Delta \eta^{-1} \prod_{\ell \neq i} \xi_\ell}{1 + \eta^{-1} \prod_{\ell \neq 1,i} \xi_\ell - 2\Delta \xi_i^{-1}} \times \eta^{x+1-n} \prod_{i < N} \xi_i^{x_1-x_2+y_1-y_1} \times \prod \{S(\xi_k, \xi_\ell) : k > \ell > 1, \; \sigma^{-1}(k) < \sigma^{-1}(\ell)\}.$$

(The reason that we still have $-1$ in the exponents in (114) is that $d\xi_1 = \prod_{1<i} \xi_i^{-1} d\eta$)

Sublemma A.1. When $n = N - 1$ we have $I(\sigma) = 0$.

Proof. There is a single $i \in B$ and (113) is analytic inside the $\xi_i$-contour except for a simple pole at $\xi_i = \infty$. The power of $\xi_i$ in (114) is

$$\xi_i^{x_1-x_2+y_1-y_1},$$

and since $x_2 > x_1$ and $y_i > y_1$, the exponent is negative. Therefore the integrand is analytic outside the $\xi_i$-contour, and so the integral is zero.

Sublemma A.2. When $n < N - 1$ all $I(\sigma)$ with $\sigma \in S_N(A)$ are sums of lower-order integrals in each of which (113) is replaced by a factor depending on $A$. The other factors remain the same. In each integral some $\xi_i$ with $i \in B$ is equal to another $\xi_j$ with $j \in B$.

Proof. We may assume that $\Delta \neq 0$. This case follows by a limiting argument. We are going to expand some of the $\xi_i$-contours with $i \in B$ to infinity. Due to the defining property of $R$, the only poles we pass will come from the product (113). In fact, to avoid double poles later we take $\xi_i \in \mathcal{C}_{R_i}$ with the $R_i$ all slightly different.

Take $j = \min B$ and expand the $\xi_j$-contour to infinity. The product (113) has a simple pole at $\xi_j = \infty$ (the $j$-factor has the pole and the $i$-factors with $i \neq j$ are analytic there) and the power of $\xi_j$ in (114) is negative.
as before, so the integrand is analytic at \( \xi_j = \infty \). For each \( k \in B \) with \( k \neq j \) we pass the pole at
\[
\xi_j = \frac{2\Delta \xi_k^{-1} - 1}{\eta^{-1} \prod_{\ell \neq 1,j,k} \xi_{\ell}}. \tag{116}
\]
coming from the \( k \)-factor in (113). (Our assumption on the \( R_i \) assures that there are no double poles.) For the residue we replace the \( k \)-factor by
\[
- \frac{1 + \eta^{-1} \prod_{\ell \neq 1,k} \xi_{\ell} - 2\Delta \eta^{-1} \prod_{\ell \neq 1} \xi_{\ell}}{\eta^{-1} \prod_{\ell \neq 1,j,k} \xi_{\ell}}, \tag{117}
\]
where in this and the \( j \)-factor we replace \( \xi_j \) by the right side of (116). When \( i \neq j,k \) the \( i \)-factor becomes
\[
\frac{1 + \eta^{-1} \prod_{\ell \neq 1,i} \xi_{\ell} - 2\Delta \eta^{-1} \prod_{\ell \neq 1} \xi_{\ell}}{1 - \xi_i^{-1} \xi_k},
\]
and we replace \( \xi_j \) in the numerator by the right side of (116).

We now expand the \( \xi_k \)-contour. There is a pole of order 2 at \( \xi_k = \infty \) coming from (117) and the \( j \)-factor in (113). Since \( 1 < j = \min B < k \), we have \( y_i - y_k \leq -2 \), so the exponent of \( \xi_k \) in (114) is at most \(-2\). Therefore the integrand is analytic at \( \xi_k = \infty \). The factor (117) has no other poles outside \( C_{R_k} \). An \( i \)-factor with \( i \neq j,k \) will have a pole at \( \xi_k = \xi_i \) if \( R_i < R_k \). There is also the pole at
\[
\xi_k = \frac{2\Delta \xi_i^{-1} - 1}{\prod_{\ell \neq q,k,j} \xi_{\ell}}
\]
coming from the \( j \)-factor. But this relation and (116) imply \( \xi_j = \xi_k \).

Thus when we expand the \( \xi_j \)-contour and the \( \xi_k \)-contours to infinity with \( k \neq j \) we obtain \((N-2)\)-dimensional integrals in each of which two of the \( \xi \)-variables corresponding to indices in \( B \) are equal. This proves the sublemma.

Sublemma A.3. For each integral of Sublemma 2.2 there is a partition of \( S_N(A) \) into pairs \( \sigma, \sigma' \) such that \( I(\sigma) + I(\sigma') = 0 \) for each pair.

**Proof.** Consider an integral in which \( \xi_i = \xi_j \). We pair \( \sigma \) and \( \sigma' \) if \( \sigma^{-1}(i) = \sigma'^{-1}(j) \) and \( \sigma^{-1}(j) = \sigma'^{-1}(i) \), and \( \sigma^{-1}(k) = \sigma'^{-1}(k) \) when \( k \neq i,j \). The factor (114) is clearly the same for both when \( \xi_i = \xi_j \), and we shall show that the \( \sigma \)- and \( \sigma' \)-factors in (115) are negatives of each other when \( \xi_i = \xi_j \).

Assume for definiteness that
\[
i < j \quad \text{and} \quad \sigma^{-1}(i) < \sigma^{-1}(j). \tag{118}
\]
(Otherwise we reverse the roles of \( \sigma \) and \( \sigma' \).) Then the factor \( S(\xi_j, \xi_i) \) does not appear for \( \sigma \) in (115) but it does appear for \( \sigma' \). This factor equals \(-1\) when \( \xi_i = \xi_j \).

To complete the proof it is enough to show that for any \( k \neq i,j \) the product of \( S \)-factors involving \( k \) and either \( i \) or \( j \) is the same for \( \sigma \) and \( \sigma' \) when \( \xi_i = \xi_j \). There are nine cases, depending on the position of \( k \).
relative to $i$ and $j$ and the position of $\sigma^{-1}(k)$ relative to $\sigma^{-1}(i)$ and $\sigma^{-1}(j)$. If $k$ is outside the interval $[i, j]$ and $\sigma^{-1}(k)$ is outside the interval $[\sigma^{-1}(i), \sigma^{-1}(j)]$ then the products of $S$-factors for $\sigma$ and $\sigma'$ are clearly the same. There are five remaining cases, with the results displayed in the table below. The first column gives the position of $k$ relative to $i$ and $j$, the second column gives the position of $\sigma^{-1}(k)$ relative to $\sigma^{-1}(i)$ and $\sigma^{-1}(j)$, the third column gives the product of $S$-factors involving $k$ and either $i$ or $j$ for $\sigma$, and the fourth column gives the corresponding product for $\sigma'$. Keep (118) in mind.

| $i < k < j$ | $(k) < (i)$ | $S(\xi_k, \xi_i)$ | $S(\xi_k, \xi_j)$ |
| $i < k < j$ | $(i) < (k) < (j)$ | 1 | $S(\xi_k, \xi_j) S(\xi_i, \xi_k)$ |
| $i < k < j$ | $(j) < (k)$ | $S(\xi_j, \xi_k)$ | $S(\xi_i, \xi_k)$ |
| $k < i$ | $(i) < (k) < (j)$ | $S(\xi_i, \xi_k)$ | $S(\xi_j, \xi_k)$ |
| $k > j$ | $(i) < (k) < (j)$ | $S(\xi_k, \xi_j)$ | $S(\xi_k, \xi_i)$ |

In all cases but the second the $S$-factors are exactly the same for $\sigma$ and $\sigma'$ when $\xi_i = \xi_j$. For the second we use $S(\xi_k, \xi) S(\xi, \xi_k) = 1$.

Sublemmas A.1–A.3 give Lemma A.1.

## B Scaling Functions

We give more detail into the derivation of the approximations (88) and (91), given in Section 8. In the following, we fix the following two partitions

$$J_1 \cup J_2 = K_1 \cup K_2 = \{1, 2, \ldots, N\}$$

so that $|J_i| = |K_i|$ for $i = 1, 2$. Also, we fix a bijection $\tau : K_2 \to J_2$. Then, due to (87), we will take the scaling

$$x = -2t - st^{-1/3}, \quad \xi_j = i + i \tilde{\xi}_j t^{-1/3}, \quad \zeta_k = -i + i \tilde{\zeta}_k t^{-1/3}, \quad y_j + 1 = v_j t^{1/3}$$

for $j \in J_1$ and $k \in K_1$. Otherwise, we don’t scale the variables.

### B.1 Approximation of $I_N(\xi, \zeta; \tau)$

We give more details for the approximation (88). Take the definition of the function $I_N(\xi, \zeta; \tau)$ given by (74). In this case, since all the variables are labelled by the index sets $J_1$ and $K_1$, we take the scaling (120)
for all the variables. The leading order of each term in $I_N(\xi, \zeta; \tau)$ is given by the following:

\[
\prod_{j \in J_1, k \in K_2} (\xi_j + \zeta_k - 2\Delta \xi_j \zeta_k) = (-2\Delta)^{|J_1| + O(t^{-1/3})}
\]

\[
d(\xi_j, \zeta_k) = \frac{t^{1/3}}{(\zeta_k - \xi_j)(-2\Delta)} + O(1)
\]

\[
D_N(\xi, \zeta; \tau) = (-1)^{\sum_{k \in K_2} \tau(k)^{-k}} \sum_{\gamma: K_1 \to J_1} (-2\Delta)^{-|J_1|/3} \prod_{k \in K_1} \left( \frac{(-1)^{\gamma(k)} - k}{\zeta_k - \xi_{\gamma(k)}} + O(t^{-1/3}) \right)
\]

\[
\prod_{j \in J_1} \xi_j^{x_j - y_j - 1} e^{-i\tau_j(\xi_j)} = \prod_{j \in J_1} (i)^{x_j - y_j - 1} \exp \left( \frac{1}{3} \xi_j^3 - (s + v_j) \xi_j O(t^{-1/3}) \right)
\]

\[
\prod_{k \in K_1} \zeta_k^{x_k - y_k - 1} e^{i\tau_k(\zeta_k)} = \prod_{k \in K_1} (-i)^{x_k - y_k - 1} \exp \left( -\frac{1}{3} \zeta_k^3 + (s + v_k) \zeta_j O(t^{-1/3}) \right).
\]

Then, the approximation (88) follows by combining the approximations above in the definition of $I_N(\xi, \zeta; \tau)$ given by (74).

### B.2 Approximation of $f(\xi, \zeta; \tau)$

We give more details for the approximation (91). Take the definition of the function $f(\xi, \zeta; \tau)$ given by (74). In this case, all the $\zeta$ variable will be scaled as in (120), but only the $\xi_k$ variables with $k \in J_1$ will be scaled as in (120). For simplicity, we take the following labelling of the index sets,

\[
K_2 = \{ k_1 < k_2 < \cdots < k_M \}, \quad J_2 = \{ \tau_1 = \tau(k_1), \ldots, \tau_M = \tau(k_M) \}
\]

with $M = |K_2|$. Note that the last product term in $f(\xi, \zeta; \tau)$ doesn’t scale since all the variables are labeled by the index set $K_2$. Thus, we just consider the scaling of the other terms in $f(\xi, \zeta; \tau)$.

Consider the term in $f(\xi, \zeta; \tau), \quad \prod_{k \in U(\ell)} \frac{1 + \xi_{\tau_k} \xi_k - 2\Delta \xi_k}{1 + \xi_{\tau_k} \xi_k - 2\Delta \xi_{\tau_k}}$, \quad with $U(\ell) = \{ k \mid \tau_k < k, \quad k \neq \tau_{\ell+1}, \ldots, \tau_M \}$\quad (123)

for a fixed $\ell$ with $1 \leq \ell \leq M$. The scaling of each term in the product will depend on the index $k$. If $k \in J_1$, then we take the scaling (120). Otherwise, if $k \in J_2$, then we don’t take a scaling. Also, note that $k \in J_2$ if and only if $k = \tau_{\ell}$ for some $\ell$ with $1 \leq \ell \leq M$. Then, we partition the set $U(\ell) = U_1(\ell) \cup U_2(\ell)$ with

\[
U_1(\ell) = \{ k \mid \tau_k < k, \quad k \neq \tau_1, \ldots, \tau_M \}, \quad U_2(\ell) = \{ k \mid \tau_k < k, \quad k = \tau_1, \ldots, \tau_{\ell-1} \}
\]

so that $U_1(\ell) \subset J_1$ and $U_2(\ell) \subset J_2$. Then, if $k \in U_1(\ell)$, we scale $\xi_k$ as in (120) and obtain

\[
\frac{1 + \xi_{\tau_k} \xi_k - 2\Delta \xi_k}{1 + \xi_{\tau_k} \xi_k - 2\Delta \xi_{\tau_k}} = \frac{i \xi_{\tau_k} - (\Delta i - 1)}{(i - 2\Delta) \xi_{\tau_k} + 1} + O(t^{-1/3}). \quad (125)
\]
On the other hand, if \( k \in U_2(\ell) \), we don’t scale the variables. Instead, we just note that \( U_2(\ell) = \{ \tau_{\ell'} \mid \ell' < \ell, \quad \tau_\ell < \tau_{\ell'} \} \). Then, we have
\[
\prod_{k \in U(\ell)} \frac{1 + \xi_{\tau_k} \xi_k - 2\Delta \xi_k}{1 + \xi_{\tau_k} \xi_k - 2\Delta \xi_k} = \left( \frac{i \xi_{\tau_k} - (\Delta i - 1)}{(i - 2\Delta i) \xi_{\tau_k} + 1} + \mathcal{O}(t^{-1/3}) \right)^{|U_1(\ell)|} \prod_{k \in U_2(\ell)} \frac{1 + \xi_{\tau_k} \xi_k - 2\Delta \xi_k}{1 + \xi_{\tau_k} \xi_k - 2\Delta \xi_k}.
\]
Consider now the term in \( f(\xi, \zeta; \tau) \),
\[
\prod_{k \in V(\ell)} \frac{\xi_{\tau_k} + \xi_k - 2\Delta \xi_{\tau_k} \xi_k}{\xi_{\tau_k} + \xi_k - 2\Delta}, \quad \text{with} \quad V(\ell) = \{ k \mid k_\ell < k, \quad k \neq k_{\ell+1}, \ldots, k_M \}
\]
for a fixed \( \ell \) with \( 1 \leq \ell \leq M \). In this case, all the \( \xi_k \) variables will scale as in (120). Note that \( V(\ell) = V_1(\ell) \) with
\[
V_1(\ell) = \{ k \mid k_\ell < k, \quad k \neq k_1, \ldots, k_M \}
\]
since we have fixed the labelling so that \( k_i < k_{i+1} \) for \( i = 1, \ldots, M - 1 \). Then, when we scale the \( \zeta_k \) variables, we obtain
\[
\prod_{k \in V(\ell)} \frac{\xi_{\tau_k} + \xi_k - 2\Delta \xi_{\tau_k} \xi_k}{\xi_{\tau_k} + \xi_k - 2\Delta} = \left( 1 + 2\Delta i \right) \xi_{\tau_k} + \frac{1}{\xi_{\tau_k} - (2\Delta i) + \mathcal{O}(t^{-1/3})} \right)^{|V_1(\ell)|}.
\]
We now combine the approximations (126) and (129) and, then, take the product over \( \ell \) to obtain the approximation (91) for \( f(\xi, \zeta; \tau) \). Note that \( |U_1(\ell)| - |V_1(\ell)| = \nu(k_\ell; \tau) \); see (90). This follows by considering the following partitions,
\[
\{ k \mid \tau_\ell < k \} = U_1(\ell) \cup \{ k \mid \tau_\ell < k, \quad k = \tau_1, \ldots, \tau_M \}
\]
\[
\{ k \mid k_\ell < k \} = V_1(\ell) \cup \{ k \mid k_\ell < k, \quad k = k_1, \ldots, k_M \}.
\]
Additionally, note that we may write \( U_2(\ell) = \{ \tau_{\ell'} \mid \ell' < \ell, \quad \tau_\ell < \tau_{\ell'} \} \). Then, we have
\[
\cup_{\ell=1}^M U_2(\ell) = \{ (\tau_\ell < \tau_{\ell'}) \mid k_{\ell'} < k_\ell \}.
\]
Thus, the approximation (91) follows by combining the approximations above in the definition of \( f(\xi, \zeta; \tau) \) given by (74).
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