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Abstract

We consider the critical points (equilibria) of a planar potential generated by \( n \) Newtonian point masses augmented with a quadratic term (such as arises from a centrifugal effect). Particular cases of this problem have been considered previously in studies of the circular restricted \( n \)-body problem. We show that the number of equilibria is finite for a generic set of parameters, and we establish estimates for the number of equilibria. We prove that the number of equilibria is bounded below by \( n + 1 \), and we provide examples to show that this lower bound is sharp. We prove an upper bound on the number of equilibria that grows exponentially in \( n \). In order to establish a lower bound on the maximum number of equilibria, we analyze a class of examples, referred to as “ring configurations”, consisting of \( n - 1 \) equal masses positioned at vertices of a regular polygon with an additional mass located at the center. Previous numerical observations indicate that these configurations can produce as many as \( 5n - 5 \) equilibria. We verify analytically that the ring configuration has at least \( 5n - 5 \) equilibria when the central mass is sufficiently small. We conjecture that the maximum number of equilibria grows linearly with the number of point masses. We also discuss some mathematical similarities to other equilibrium problems in mathematical physics, namely, Maxwell’s problem from electrostatics and the image counting problem from gravitational lensing.

1 Introduction

In this paper we are interested in the following problem.

**Problem 1.** *Study the number of equilibria (critical points) \( z = (x, y) \in \mathbb{R}^2 \) that the potential*

\[
F(z) := \frac{|z|^2}{2} + \sum_{i=1}^{n} \frac{m_i}{|z - z_i|} = \frac{x^2 + y^2}{2} + \sum_{i=1}^{n} \frac{m_i}{\sqrt{(x - x_i)^2 + (y - y_i)^2}}
\]  

*can have, where \( z_i \in \mathbb{R}^2 \), and \( m_i > 0 \), in other words study the number of solutions of the*
system

\[
\begin{align*}
&\sum_{i=1}^{n} \frac{x - x_i}{\left( (x - x_i)^2 + (y - y_i)^2 \right)^{3/2}} = 0 \\
&\sum_{i=1}^{n} \frac{y - y_i}{\left( (x - x_i)^2 + (y - y_i)^2 \right)^{3/2}} = 0
\end{align*}
\]

obtained by setting the gradient of (1) to zero. What is the maximum number \( N(n) \) of equilibria for each \( n \)?

One source of motivation for this problem comes from studying the restricted \((n + 1)\)-body problem, where the dynamics of an object of negligibly small mass are studied amid the Newtonian force field of a central configuration, a rigidly rotating configuration of \( n \) primary masses ("primaries") with masses \( m_i \). In a co-rotating frame of reference, where the positions of the rigidly rotating primaries become stationed at points \( z_i \), the centrifugal effect gives rise to an additional quadratic term, and we arrive at (1) as the effective potential (or "amended potential" [KRS09]) after an appropriate rescaling. (In addition to the centrifugal effect, the dynamical problem must take into account the Coriolis effect, but at points of equilibrium the Coriolis term vanishes.) Equilibrium solutions in the co-rotating frame of reference play a fundamental role in understanding the dynamical problem [KMJ19a], [KKMJ18], [KMJ19b]. Such equilibria are also important for classifying central configurations with an inferior mass [Are82].

It is only special configurations of the primaries that solve the \( n \)-body problem under rigid rotation, earning the designation of central configurations. Hence, this specific application of Problem 1 to the circular restricted \( n \)-body problem goes hand in hand with the difficult question of which choices of \( z_i \) and \( m_i \) correspond to valid central configurations—just showing finiteness (up to similarity) of the number of such central configurations would solve Smale’s 6th problem for the 21st century [Sma00]. However, it seems natural to consider Problem 1 in the generality with which it is stated, over the full range of the parameters \( z_i \in \mathbb{R}^2 \) and \( m_i > 0 \), both for the sake of mathematical elegance and also because Problem 1 has other physical interpretations valid over the full range of parameter space. For instance, in an electrostatic setting the negation of the potential (1) can represent that of anchored Coulomb point charges augmented by a quadratic confining potential.

Previous work on Problem 1 has been restricted to special cases emerging from the above-mentioned application in celestial mechanics. In [KRS09], the authors use BKK (Bernstein-Khovanskii-Kushnirenko) theory to prove an upper bound on the number of equilibria for the case of \( n = 3 \) point masses located at the vertices of an equilateral triangle. A complete classification of the number of equilibria was provided in [BL14] using rigorous numerical analysis. In [Kal98], the author performs a numerical investigation of the number of equilibria when the point masses are located at vertices of a regular \((n - 1)\)-gon along with a point mass located at the center, and when the central mass is sufficiently small in comparison with the peripheral masses the system is conjectured to have \( 5n - 5 \) equilibria based on numerical computations. We verify this analytically in Theorem 3.2 below.

Problem 1 is reminiscent of Maxwell’s problem [GNS07] in electrostatics to study the number of equilibria admitted by a point charge system (in Maxwell’s problem there is no confining potential, the points are generally in three-dimensional space, and the charges are not required to have a common sign). In his 1891 treatise on electricity and magnetism [Max54], J. Maxwell conjectured a quadratic upper bound of \((n - 1)^2\) for the number of equilibria. In [GNS07], Gabrielov, Novikov, and Shapiro obtained (under a finiteness assumption which was shown
to hold generically) upper bounds using Bernstein-Khovanski-Kushnirenko theory and lower bounds using Morse theory. Their upper bound grows super-exponentially in the number of point masses and thus we are still far from a proof of Maxwell’s conjecture. The authors of [GNS07] (see also [Kil09]) considered the following restricted planar version of Maxwell’s problem that is even closer to Problem 1.

**Problem 2** (Maxwell’s problem restricted to the plane). *Study the number of critical points $z = (x, y) \in \mathbb{R}^2$ of the electrostatic potential*

$$E(z) := \sum_{i=1}^{n} \frac{m_i}{||z - z_i||},$$

where $z_i \in \mathbb{R}^2$, $m_i \in \mathbb{R}$.

It is conjectured in [GNS07] that the maximum number of equilibria for Problem 2 is controlled by the complexity of an associated Voronoi complex and grows linearly with $n$. An exponentially growing upper bound was obtained in [Kil09]. We point out a slight improvement in the Concluding Remarks below.

Problem 1 is also reminiscent of the following image counting problem [KN08], [Pet10] from gravitational lensing where gravitationally lensed images of a single background source can be viewed as equilibria of a potential, referred to as the time delay function.

**Problem 3** (gravitationally lensed images). *Study the number of critical points $z = (x, y) \in \mathbb{R}^2$ of the time delay function*

$$T(z) = \frac{|z - w|^2}{2} - \sum_{i=1}^{n} m_i \log |z - z_i|,$$

associated to a gravitational lens generated by $n$ point masses positioned at $z_i \in \mathbb{R}^2$ with mass $m_i > 0$ with a background source positioned at $w \in \mathbb{R}^2$.

The key difference here is that Problem 3 involves logarithmic instead of Newtonian point mass potentials. This leads to a gradient field $\nabla T(z)$ that is harmonic, and moreover critical points of the time delay can be viewed as fixed points of an anti-holomorphic map. Settling astronomer S. Rhie’s conjecture [Rhi01], D. Khavinson and G. Neumann [KN06] proved a sharp upper bound of $5n - 5$ for the number of critical points of the time delay $T$. Their proof uses a clever indirect method based on anti-holomorphic dynamics that was introduced in [KS03]. This completely settles the problem of determining the maximum number of lensed images for single-plane lensing. See [BHJR14], [LSL15], [SLL15a], [SLL15b] for further progress in understanding Problem 3.

The analogous problem of determining the sharp upper bound for multi-plane lensing is still open and was discussed in [Pet10]. An upper bound has recently been established in [Per21] by the fourth named author of the current paper. A sharp lower bound that holds in the multiplane case was proved earlier by A.O. Petters in [Pet92] using Morse theory.

**Remark 1.** Rhie constructed examples of $n$-point gravitational lenses attaining $5n - 5$ images in [Rhi03]. Her examples place the point masses at the same locations as the “ring” configurations from [Kal98] that we use in our proof of Theorem 3.2.
In this paper, we will focus on Problem 1. We prove a generic finiteness result for the number of equilibria (see Theorem 2.1), a sharp lower bound (see Theorem 2.2), and an exponentially growing upper bound (see Theorem 3.1). We prove that the maximum number of equilibria is at least \(5n - 5\) (see Theorem 3.2), and we conjecture that the maximum number of equilibria grows linearly with \(n\) (see Concluding Remarks).

## 2 Sharp Lower Bound for the Number of Equilibria

In this section, we use Morse theory to prove a lower bound on the number of equilibria for Problem 1. First we establish a preliminary genericity result.

### 2.1 Generic Finiteness

In the case \(n = 1\), setting \(z_1 = 0\) produces infinitely many equilibria (a circle centered at the origin). It is an open problem to determine whether this is the only example with infinitely many equilibria.

Here we show, outside a set of parameters having measure zero, finiteness of the number of equilibria for Problem 1. The proof is based on Sard’s Lemma. An alternative algebraic proof of finiteness is given in the proof of Theorem 3.1 below.

**Theorem 2.1.** For a generic set of parameters (i.e., outside a set of measure zero), the potential function \(F\) defined in (1) has finitely many critical points all of which are non-degenerate (i.e., the Hessian determinant is non-vanishing at each critical point).

**Proof.** Computing the gradient, we write (2) as

\[
\sum_{i=1}^{n} m_i \frac{z - z_i}{|z - z_i|^3} = 0. \tag{3}
\]

Fixing the parameter \(z_1\) let us use the change of variable \(z = w - z_1\), and new parameters \(w_i = z_i + z_1\) for \(i = 2, 3, ..., n\). Then (3) becomes

\[
\sum_{i=2}^{n} m_i \frac{w - w_i}{|w - w_i|^3} = z_1. \tag{4}
\]

where \(\psi : \mathbb{R}^2 \setminus \{0, w_2, ..., w_n\} \to \mathbb{R}^2\). Note this change of variables describes a translation of the graph of the original potential function given in (1) so that the origin corresponds to the singularity at \(z_1\). We may now rephrase the critical point condition (2) in order to apply Sard’s Theorem; solutions \(z\) of the critical point equations (2) correspond through the change of variables \(w = z + z_1\) to preimages \(w \in \psi^{-1}(z_1)\) of \(z_1\) under the map \(\psi\).

Let

\[V \subset \{(z_1, w_2, w_3, ..., w_n, m_1, m_2, ..., m_n) \in \mathbb{R}^{2n} \times \mathbb{R}_+^n\},\]

denote the set of parameters for which (4) has infinitely many solutions, where \(\mathbb{R}_+^n\) is the \(n\)-fold cartesian product of the non-negative reals. Our goal is to show that \(V\) has measure zero. It suffices to show that each slice of \(V\) in the direction of the \(z_1\) coordinate (that is,
any slice obtained by fixing values of the other parameters \((w_2, w_3, ..., w_n, m_1, m_2, ..., m_n)\) has two-dimensional measure zero.

Fixing the values of \((w_2, w_3, ..., w_n, m_1, m_2, ..., m_n)\), we note that \(|\psi(w)|\) is bounded from below by a positive constant for \(|w|\) large and \(w\) near \(w_i\). Hence, for \(R > 0\) sufficiently large and \(\varepsilon > 0\) sufficiently small, solutions to (4) are in the domain \(D \subset \mathbb{R}^2\) defined by

\[
D = \hat{D}_R(0) - D_\varepsilon(0) - \bigcup_{i=2}^n D_\varepsilon(w_i),
\]

where \(D_r(u)\) denotes the disc of radius \(r\) centered at \(u\).

Solutions of equation (4) are preimages of \(z_1\) under the smooth mapping \(\psi\) restricted to \(D\). The number of preimages of a point \(z_1\) is finite if \(z_1\) is a regular value of \(\psi\) [Mil97, p. 8].

By Sard’s Lemma [Mil97, p. 16], the set of critical values of \(\psi\) has measure zero, and this proves that each slice of \(V\) in the direction of the \(z_1\) coordinate has two-dimensional measure zero. This implies, for instance by Tonelli’s theorem, that \(V\) itself has measure zero.

2.2 Lower Bound for the Number of Equilibria

**Theorem 2.2.** For a generic set of parameters, the number of critical points of \(F\) is bounded from below by \(n + 1\).

The proof of this theorem follows the method from [Pet92] based on Morse theory in the setting of manifolds with boundary. Let us first recall the Morse inequalities which, under suitable conditions, give a lower bound for the number of critical points of a smooth function in terms of the topology of its domain. Let \(f : U \subset \mathbb{R}^n \rightarrow \mathbb{R}\) be smooth, \(U\) open. A critical point of \(f\) is called nondegenerate if the Hessian determinant of \(f\) is nonzero at that point. Such a function is called Morse over \(V \subseteq U\) if all critical points in \(V\) are nondegenerate. Let \(D \subset \mathbb{R}^n\) be a domain whose closure is compact. If the boundary \(\partial D\) of \(D\) can be considered a smooth \((n-1)\)-manifold, that is if \(\partial D\) constitutes a locally-Euclidean Hausdorff space that can be fitted with a smooth differentiable structure, then \(D\) is called a regular smooth domain.

Assume \(f\) is Morse over a neighborhood of the closure of a regular smooth domain \(D\), and satisfies that the gradient \(\nabla f\) is outward-pointing at every point of \(\partial D\). Let \(N_i\) be the number of critical points of \(f\) with index \(i\), that is whose Hessian has \(i\) negative eigenvalues. Then the following are referred to as the Weak Morse inequalities:

\[
N_i \geq B_i,
\]

where \(B_i\) is the \(i^{th}\) Betti number of \(D\). Hence the total number of critical points \(N = \sum N_i\) is bounded from below by

\[
N \geq \sum B_i. \tag{5}
\]

**Proof of Theorem 2.2.** Let \(F\) be defined as in (1). By Theorem 2.1 for a generic choice of parameters we may assume \(F\) has finitely many critical points, all non-degenerate. As in the proof of Theorem 2.1 we let \(D \subset \mathbb{R}^2\) denote a domain containing all critical points of \(F\) obtained by taking a disk of sufficiently large radius \(R\) and removing \(n\) small disks with sufficiently small radius \(\varepsilon > 0\) centered at the points \(z_i\), i.e.,

\[
D = \hat{D}_R(0) - \bigcup_{i=1}^n D_\varepsilon(z_i),
\]
where $D_r(u)$ denotes the disc of radius $r$ centered at $u$.

Then $D$ is a regular smooth domain, and $F$ is Morse over a neighborhood of the closure of $D$. Moreover, for $\varepsilon > 0$ sufficiently small and $R$ sufficiently large, the gradient $\nabla F$ is outward-pointing on $\partial D$. Indeed, consider the boundary component $\{ |z - z_1| = \varepsilon \}$. We have

$$\nabla F = -\frac{z - z_1}{|z - z_1|^3} + z - \sum_{i=2}^{n} \frac{z - z_i}{|z - z_i|^3} F_i(z).$$

In a neighborhood of $z_1$, the term $F_1(z)$ is bounded in norm by a constant, while $-\frac{z - z_1}{|z - z_1|^3}$ points in the outward normal direction along each circle $|z - z_1| = \varepsilon$ of radius $\varepsilon > 0$ centered at $z_1$ and has norm approaching infinity as $\varepsilon \to 0$. Thus, for sufficiently small $\varepsilon$, $\nabla F$ has positive dot product with the outward pointing normal at each point along $|z - z_1| = \varepsilon$, i.e., $\nabla F$ is outward pointing. Similarly, $\nabla F$ is outward pointing along each of the boundary components $\{ |z - z_i| = \varepsilon \}$ if $\varepsilon > 0$ is sufficiently small. Along the large circle $\{ |z| = R \}$, the dominant term in the gradient $\nabla F = z - \sum_{i=1}^{n} \frac{z - z_i}{|z - z_i|^3}$ is $z$ which points in the outward normal direction and has norm approaching infinity as $R \to \infty$, while the remaining terms have norm approaching zero. Thus, for $\varepsilon > 0$ sufficiently small, $\nabla F$ is outward pointing along all boundary components.

Since $D$ is path-connected, $B_0(D) = 1$. Since a disk is contractible, $D_R(0)$ has first Betti number zero. Each removal of a small disk $D_{\varepsilon}(z_i)$ corresponds to the creation of an independent 1-cycle and thus $B_1(D) = n$. For larger values of $d$, we have $B_d(D) = 0$. Thus the estimate (5) based on the Morse inequalities gives the desired lower bound $N \geq n + 1$ for the number $N$ of equilibria.

**Remark 2.** With minor adaptations in the proof, Theorem 2.2 holds for a more general class of potentials replacing the Newtonian potential $|z - z_1|^{-1}$ with a Riesz potential $|z - z_1|^{-\alpha}$, $\alpha > 0$.

### 2.3 An Example Showing Sharpness of Theorem 2.2

Here we provide an example where the lower bound in Theorem 2.2 is attained, i.e., the number of equilibria is exactly $n + 1$.

Consider $n$ masses at $(z_1, z_1), (z_2, z_2), \ldots, (z_n, z_n)$ with mass 1, and $0 < z_1 < z_2 < \cdots < z_n$. We will show that this configuration has exactly $n + 1$ equilibria. The equilibria are solutions of the system

$$\begin{cases}
F_x = x - \sum_{i=1}^{n} \frac{x - z_i}{((x - z_i)^2 + (y - z_i)^2)^{3/2}} = 0 \\
F_y = y - \sum_{i=1}^{n} \frac{y - z_i}{((x - z_i)^2 + (y - z_i)^2)^{3/2}} = 0
\end{cases}$$

Note that equilibrium points satisfy $F_x - F_y = 0$. We claim that this equation is only satisfied on the line $x - y = 0$. Indeed, suppose $x - y \neq 0$. We have

$$F_x - F_y = x - y - \sum_{i=1}^{n} \frac{x - z_i - (y - z_i)}{((x - z_i)^2 + (y - z_i)^2)^{3/2}} = x - y - (x - y) \sum_{i=1}^{n} \frac{1}{((x - z_i)^2 + (y - z_i)^2)^{3/2}}.$$
So \( F_x - F_y = 0 \) implies

\[
1 - \sum_{i=1}^{n} \frac{1}{(x - z_i)^2 + (y - z_i)^2} = 0. \tag{6}
\]

Since \( x - y \neq 0 \), \( x \) and \( y \) are not both zero. Since \( x \) and \( y \) play symmetric roles in the problem, we may assume without loss of generality that \( x \neq 0 \).

Now, consider \( F_x/x \). We have

\[
\frac{F_x}{x} = 1 - \sum_{i=1}^{n} \frac{1 - z_i/x}{((x - z_i)^2 + (y - z_i)^2)^{3/2}}
\]

\[
= \frac{1}{x} \sum_{i=1}^{n} \frac{-z_i}{((x - z_i)^2 + (y - z_i)^2)^{3/2}},
\]

where we have applied (6) in going from the first to the second line above. Since \( z_i > 0 \) for all \( i \), we conclude that \( F_x/x \) is nonzero.

As desired, this shows that if \( x - y \neq 0 \), then \((x, y)\) is not a point of equilibrium.

Now consider the line \( y = x \). Note that on this line we have

\[
F_x(x, x) = F_y(x, x) = f(x) := -\sum_{i=1}^{n} \frac{x - z_i}{(2(x - z_i)^2)^{3/2}},
\]

so if \( F_x = 0 \), then \( F_y = 0 \) as well. This reduces the problem to finding zeros of the univariate function \( f(x) \). We obtain, after differentiation,

\[
\frac{df}{dx}(x) = 1 + \sum_{i=1}^{n} \frac{1}{\sqrt{2((x - z_i)^2)}}.
\]

Thus, \( \frac{df}{dx} \) is positive for all \( x \neq z_i \), so \( f \) is strictly increasing on each of the intervals

\((-\infty, z_1), (z_1, z_2), \ldots, (z_n, \infty)\).

As such, \( f \) has at most one zero on each interval. As there are \( n + 1 \) intervals, there are at most \( n + 1 \) equilibria, and by Theorem 2.2 there are exactly \( n + 1 \) equilibria.

### 3 Estimates for the Maximum Number of Equilibria

Let us next consider the maximum \( N(n) \) of the number of equilibria taken over the generic set of parameters for which the number of equilibria is finite. We provide some estimates for \( N(n) \) in this section. We first consider the problem of estimating \( N(n) \) from above.

#### 3.1 An Upper Bound for the Maximum Number of Equilibria

In [KRS09], the authors consider a special class of equilateral triangle examples, where they use BKK theory to obtain an upper bound of 196. The sharp upper bound of 10 was obtained later
using a rigorous computational study of the bifurcation curve (a curve in the reduced parameter space separating cases according to number of equilibria).

The following upper bound grows exponentially in \( n \). We believe this is far from sharp, and it is even tempting to conjecture that \( N(\,n\,\,) \) grows linearly in \( n \).

**Theorem 3.1.** For a generic set of parameters, the maximum number \( N(n) \) of equilibria for Problem 7 satisfies

\[
N(n) \leq 4^{n^2}.
\]

**Proof.** We associate to the original system of equations

\[
\begin{aligned}
x - \sum_{i=1}^{n} \frac{x - x_i}{((x - x_i)^2 + (y - y_i)^2)^{3/2}} &= 0, \\
y - \sum_{i=1}^{n} \frac{y - y_i}{((x - x_i)^2 + (y - y_i)^2)^{3/2}} &= 0,
\end{aligned}
\]

(7)

a system of polynomial equations by introducing the auxiliary variables

\[
w_i = \sqrt{\frac{1}{(x - x_i)^2 + (y - y_i)^2}},
\]

and appending the additional equations \( w_i^2((x - x_i)^2 + (y - y_i)^2) - 1 = 0 \) for \( i = 1, 2, \ldots, n \).

Then each solution \((x, y)\) of the original system (7) gives rise to a solution \((x, y, w_1, w_2, \ldots, w_n)\) of the system

\[
\begin{aligned}
x - \sum_{i=1}^{n} m_i(x - x_i)w_i^3 &= 0, \\
y - \sum_{i=1}^{n} m_i(y - y_i)w_i^3 &= 0, \\
w_i^2((x - x_i)^2 + (y - y_i)^2) - 1 &= 0, \quad i = 1, 2, \ldots, n
\end{aligned}
\]

(8)

This is a system of \( n+2 \) polynomial equations in \( n+2 \) unknowns. We will estimate the number of complex solutions which gives an upper bound on the number of real solutions. Each equation is of fourth degree, so if the number of solutions to the system of equations is finite, then by Bézout’s theorem the number of solutions is at most \( 4^{n^2} \). This gives the desired upper bound for the maximum number \( N(n) \) of equilibria.

Hence, we just need to show that, for a generic set of parameters, the number of solutions of the system (8) is indeed finite.

Let \( \Delta \subset \mathbb{R}^{3n} \) denote the set of parameters \( m_i, x_i, y_i \) for which the system of equations (8) is degenerate. Let

\[
\zeta = (x, y, w_1, w_2, \ldots, w_n) \in \mathbb{C}^{n^2},
\]

and

\[
\eta = (m_1, m_2, ..., m_n, x_1, x_2, y_2, ..., x_n, y_n) \in \mathbb{R}^{3n}
\]

Then \( \Delta \) is the projection onto the second factor (the space of parameters \( \eta \in \mathbb{R}^{3n} \)) of the set

\[
\{(\zeta, \eta) \in \mathbb{C}^{n^2} \times \mathbb{R}^{3n} : \F(\zeta) = 0, \det(D_{\zeta} \F) = 0\},
\]

(9)
where \( \hat{F}(\zeta) \) is the vector-valued function of left-hand-sides of equations from the system (8), and \( \det(D\hat{F}) \) denotes the Jacobian determinant. The set \( \Delta \) is an algebraic variety. It is the zero set of the polynomial \( R_{\nu=\mu(\eta)} \), obtained by first computing the resultant \( R \) for the system (9) but with a general list \( \nu \) of coefficients, and then making appropriate substitutions \( \nu = \mu(\eta) \) corresponding to the polynomial dependence of the coefficients \( \nu \) on the parameters \( \eta \) (e.g., the coefficient of \( w_3^i \) in the first equation is \( -m_i x_i \)). For the fact that the resultant \( R \) in general gives a defining polynomial for the discriminant of a system, we refer the reader to [GKZ08, Ch. 13].

We are done if we show that \( \Delta \) is a proper subset of the parameter space \( \mathbb{R}^{3n} \) (this will imply that it has codimension at least one, since \( \Delta \) is an algebraic variety). To show that \( \Delta \) is proper, it is enough to exhibit one choice of parameters for which \( \hat{F} \) is non-degenerate. We choose \( x_i = 1, y_i = 1, m_i = 0 \). Then the system (9) becomes

\[
\begin{align*}
    x &= 0 \\
    y &= 0 \\
    w_i^2((x - 1)^2 + (y - 1)^2) - 1 &= 0, \quad i = 1, 2, \ldots, n, \\
    \prod_{i=1}^n 2w_i((x - 1)^2 + (y - 1)^2) &= 0.
\end{align*}
\]

We can see that this system has no solutions by substituting \( x = 0, y = 0 \) from the first two equations into the remaining equations which gives the system of equations \( 2w_i^2 = 1 \) for \( i = 1, 2, \ldots, n \) and \( \prod_{i=1}^n w_i = 0 \) which has no common solutions. So the system (10) is non-degenerate for this choice of parameters, and this completes the verification that the number of solutions of (10) is finite for a generic set of parameters.

3.2 Upper Bounds from Computational Algebra

It is possible to improve the estimate in Theorem 3.1 by considering particular small cases of the polynomial system appearing in (8). For instance, using the computational algebraic software Macaulay2 [GS], we compute the degree of the corresponding zero-dimensional algebraic variety. This will bound the number of complex solutions, which in turn bounds the real solutions. Unfortunately, for \( n > 4 \), the degree computation does not terminate.

| \( n \) | Macaulay2 | \( 4^{n+2} \) |
|-------|----------|-------------|
| 2     | 120      | 256         |
| 3     | 696      | 1024        |
| 4     | 3544     | 4096        |

Computing degree with Macaulay2 can also provide improved estimates for particular cases. For instance, for \( n = 2 \) with the point masses located at \((1, 0)\) and \((-1, 0)\), we find that the number of equilibria is at most 52.

The Macaulay2 bound can be improved for larger examples by applying BKK theory, as was employed by [KRS09]. We use the software PHCpack [Ver99] to compute the mixed volume \( MV_n \) of the Newton polytopes for the \( n + 1 \)-body system described in Equations (8). Degree computation in Macaulay2 is performed using the symbolic Gröbner basis algorithm, while
**PHCpack** computes the mixed volume primarily through linear optimization. For this reason, it is able to handle much larger examples.

Bernstein’s Theorem [Ber75] implies that the mixed volume is an upper bound for the number of solutions to the system in the algebraic torus $\mathbb{C}^n$. We must be cautious because our system can have solutions with $x$ or $y$ equal to 0; however, a generic rotation of the plane preserves the number of solutions while removing them (except the origin) from the $x$- and $y$-axes. As for the $w_i$, these are guaranteed to be nonzero by the equations. So, we can assume that all but one of our solutions is in the torus, thus the mixed volume plus one is an upper bound for us.

We calculated $MV_n$ for $n$ up to 50. The $n = 50$ case took only 3 seconds to compute, but **PHCpack** starts making integer overflow errors. For all integers $1 \leq n \leq 50$, $MV_n$ agrees with the function $f(n) = (9n^2 + 3n - 4)2^{n-1}$. We obtained this formula by first factoring out the exponential term, then matching the remaining sequence to A283394 in the OEIS [FI21].

In an attempt to further simplify the form of the Newton polytopes, we can introduce even more new variables: $a_i$ and $b_i$ to denote the differences $x - x_i$ and $y - y_i$, respectively. After adding these variables in, we can remove $x$ and $y$ since they are equal to $x_i + a_i$ and $y_i + b_i$ for any $i$. The resulting system is below:

\[
\begin{align*}
(a_1 + x_1) - \sum_{i=1}^{n} m_i a_i w_i^3 &= 0 \\
(b_1 + y_1) - \sum_{i=1}^{n} m_i b_i w_i^3 &= 0 \\
w_i^2(a_i^2 + b_i^2) - 1 &= 0, \quad i = 1, 2, \ldots, n \\
a_i &= a_1 + (x_1 - x_i), \quad i = 2, 3, \ldots, n \\
b_i &= b_1 + (y_1 - y_i), \quad i = 2, 3, \ldots, n
\end{align*}
\]

This is a system of $2 + n + (n - 1) + (n - 1) = 3n$ equations in $3n$ variables; recall that $m_i, x_i$, and $y_i$ are fixed parameters. Here, too, we computed the sequence of mixed volumes $\tilde{MV}_n$ of these Newton polytopes up to $n = 50$. Because of the larger number of variables, the computation took longer: the $n = 50$ case took 2 minutes and 17 seconds to compute. For the first 50 values, $\tilde{MV}_n$ agrees with the function $g(n) = (9n^2 + n + 2)2^{n-1}$ (again using OEIS and finding A006137). This is a better bound than $MV_n$ for all $n > 3$.

**Conjecture 1.** The sequence of polynomial systems defined by (11) has mixed volume $\tilde{MV}_n = (9n^2 + n + 2)2^{n-1}$. As a corollary, the maximum number of solutions $N(n)$ would satisfy

\[N(n) \leq (9n^2 + n + 2)2^{n-1} + 1.\]

### 3.3 A Lower Bound on the Maximum Number of Equilibria

**Theorem 3.2.** The maximum number $N(n)$ of solutions to (6) satisfies the lower bound

\[N(n) \geq 5n - 5\]

for all $n \geq 2$.

The proof of the theorem will analyze the so-called “ring configuration” from the study of the circular-restricted $(n+1)$-body problem [Kal98]. The ring configuration was first introduced by
Maxwell while studying the stability of Saturn’s rings [CK11]—for Maxwell the mass of each peripheral primary is taken to be small while the mass of the central primary is large, whereas we will need to take the mass of the peripheral primaries to be relatively large in order to produce the \(5n - 5\) equilibria.

In the proof of Theorem 3.2 we will need the following elementary lemma.

**Lemma 3.3.** For \(n > 2\) an integer, \(\sum_{k=0}^{n-1} \cos \left( \frac{2(2k+1)\pi}{n} \right) = 0.\)

**Proof of Lemma 3.3.** The left hand side can be reduced to a telescoping sum using the trigonometric product-to-difference identity as follows.

\[
\sum_{k=0}^{n-1} \cos \left( \frac{2(2k+1)\pi}{n} \right) = \frac{1}{\sin(2\pi/n)} \sum_{k=0}^{n-1} \cos \left( \frac{2(2k+1)\pi}{n} \right) \sin(2\pi/n)
\]

\[
= \frac{1}{\sin(2\pi/n)} \sum_{k=0}^{n-1} \left[ \sin \left( \frac{4(k+1)\pi}{n} \right) - \sin \left( \frac{4k\pi}{n} \right) \right]
\]

\[
= \frac{1}{\sin(2\pi/n)} \left( \sin \left( \frac{4\pi}{n} \right) - \sin 0 \right) = 0.
\]

**Proof of Theorem 3.2.** We first address the cases \(n = 2\) and \(n = 3\) by referring to known examples. For \(n = 2\), we note that \(N(2) \geq 5\) follows from the classical result that the circular restricted three-body problem admits five equilibria (the famous five Lagrange points). For \(n = 3\), we recall that the circular restricted four-body problem, with three primary masses at the vertices of an equilateral triangle, admits as many as ten equilibria, showing \(N(3) \geq 10\) [BL14].

For \(n > 3\) we consider the ring configuration [Kal98] in the circular-restricted \((n + 1)\)-body problem with \(n\) primaries consisting of one primary at the origin with unit mass, and \(n - 1\) primaries located at (for \(k = 0, 1, 2, \ldots, n - 2\)) the points \((\cos \frac{2k\pi}{n-1}, \sin \frac{2k\pi}{n-1})\) with a common mass of \(m\). We will show that this configuration admits (at least) \(5n - 5\) equilibria, which agrees with numerical evidence from [Kal98].

This configuration has \((n - 1)\)-fold symmetry. We will restrict attention to two families of rays each going from the origin to infinity: \(n - 1\) rays of type \(A\) with angle \(\frac{2k\pi}{n-1}\) for \(k = 0, 1, 2, \ldots, n - 2\) and \(n - 1\) rays of type \(B\) with angle \(\frac{(2k+1)\pi}{n}\) for \(k = 0, 1, 2, \ldots, n - 2\).

**Claim 1.** There are two equilibria on each of the rays of type \(A\).

**Claim 2.** For \(m\) sufficiently large, there are three equilibria on each of the rays of type \(B\).

**Proof of Claim 1.** In view of the symmetry in the problem, it is sufficient to verify the statement for one of the rays of type \(A\), say the positive \(x\)-axis. The vertical component of force vanishes along the \(x\)-axis, i.e., \(F_y(x, 0) = 0\). To elaborate, the point masses located off the \(x\)-axis can be paired with one another by reflection over the \(x\)-axis. From geometric considerations, the vertical components of force cancel within each pair.
Hence, to locate equilibria on the positive $x$-axis, it is enough to find solutions of $F_x(x, 0) = 0$. Upon inspection of $F_x(x, 0)$, we notice the following limiting behavior

$$\lim_{x \to 0^+} F_x = -\infty, \quad \lim_{x \to 1^-} F_x = \infty, \quad \lim_{x \to 1^+} F_x = -\infty, \quad \text{and} \quad \lim_{x \to \infty} F_x = \infty.$$ 

Thus, there is a sign change in each of the intervals $(0, 1)$ and $(1, \infty)$, so by the intermediate value theorem there is a point at which $F_x = 0$ in each of those two intervals. This shows that there are two equilibria on each of the rays of type A, as stated in the claim. □

**Proof of Claim 2.** Considering the symmetry in the problem, it suffices to verify the statement for one ray of type B. By a rotation of the plane, we move this ray to the positive $x$-axis, and the point masses are now positioned at $\left(\cos \left(\frac{(2k+1)\pi}{n-1}\right), \sin \left(\frac{(2k+1)\pi}{n-1}\right)\right)$. As before, the vertical component of force vanishes on the $x$-axis, i.e., $F_y(x, 0) = 0$. Thus, to locate equilibria, it is enough to find solutions of the equation $F_x(x, 0) = 0$. We have, for $x > 0$,

$$F_x(x, 0) = x - \frac{1}{x^2} + m \cdot g(x),$$

where

$$g(x) = \sum_{k=0}^{n-2} \frac{\cos \left(\frac{(2k+1)\pi}{n-1}\right) - x}{\left|x^2 - 2x \cos \left(\frac{(2k+1)\pi}{n-1}\right) + 1\right|^{3/2}}.$$

Differentiating $g(x)$ with respect to $x$, we find

$$g'(x) = \sum_{k=0}^{n-2} \frac{3(2x - 2 \cos \left(\frac{(2k+1)\pi}{n-1}\right))(-x + \cos \left(\frac{(2k+1)\pi}{n-1}\right))}{2(-2x \cos \left(\frac{(2k+1)\pi}{n-1}\right) + x^2 + 1)^{5/2}} - \frac{1}{(-2x \cos \left(\frac{(2k+1)\pi}{n-1}\right) + x^2 + 1)^{3/2}}.$$

Evaluating this at $x = 0$, we obtain

$$g'(0) = \sum_{k=0}^{n-2} -1 + 3 \cos^2 \left(\frac{(2k+1)\pi}{n-1}\right)$$

$$= \sum_{k=0}^{n-2} -\sin^2 \left(\frac{(2k+1)\pi}{n-1}\right) + 2 \cos^2 \left(\frac{(2k+1)\pi}{n-1}\right)$$

$$= \sum_{k=0}^{n-2} \cos \left(\frac{(2k+1)\pi}{n-1}\right) + \cos^2 \left(\frac{(2k+1)\pi}{n-1}\right)$$

$$= \sum_{k=0}^{n-2} \cos \left(\frac{(2k+1)\pi}{n-1}\right),$$

where we have used Lemma 3.3 in the last step. From this we see that $g'(0) > 0$, and this implies that for $\delta > 0$ sufficiently small we have $g(\delta) > 0$. Then let $m > 0$ be large enough that $mg(\delta) > |\delta - \frac{1}{x^2}|$. Since $F_x(x, 0) = x - \frac{1}{x^2} + mg(x)$, this implies $F_x(x, 0) > 0$.

On the other hand, we have $g(1) < 0$, since the summand satisfies, for every $k$,

$$\frac{\cos \left(\frac{(2k+1)\pi}{n-1}\right) - 1}{\left|2 - 2 \cos \left(\frac{(2k+1)\pi}{n-1}\right)\right|^{3/2}} < 0.$$
Figure 1: Level curves of the potential for the ring configuration with \( n = 3 + 1 \) point masses (left) and with \( n = 5 + 1 \) point masses (right). In the \( n = 3 + 1 \) case, the peripheral masses each have mass 1 and the small central mass has mass 1/100. In the \( n = 5 + 1 \) case, the peripheral masses each have mass 7/6 and the small central mass has mass 7/60.

This implies \( F_x(1, 0) = 1 - 1 + g(1) < 0 \).

Then, by the intermediate value theorem, there is an equilibrium point on the \( x \)-axis between \( x = \delta \) and \( x = 1 \). Moreover, we have the following limiting behavior

\[
\lim_{x \to 0^+} F_x(x, 0) = -\infty, \quad \lim_{x \to \infty} F_x(x, 0) = \infty.
\]

So there is an equilibrium point in the interval \( 0 < x < \delta \) as well as an equilibrium point in the interval \( x > 1 \). Hence, there are three points of equilibrium on the \( x \)-axis. This proves the claim.

As we have two points of equilibrium on \( n - 1 \) rays by Claim 1 and, assuming \( m \) is sufficiently large, three points of equilibrium on \( n - 1 \) rays by Claim 2, this shows that there are a total of at least \( 5n - 5 \) points of equilibrium. This proves the lower bound \( N(n) \geq 5n - 5 \) stated in the theorem.

4 Concluding Remarks

Our results show that \( 5n - 5 \leq N(n) \leq 4n + 2 \). We believe the upper bound is far from sharp, and we conjecture that \( N(n) \) grows linearly. In light of the result of Khavinson and Neumann [KN06] and Remark 1, the following question concerning Problem 1 seems natural

**Question 1.** Does the maximum number of equilibria for Problem 1 satisfy \( N(n) = 5n - 5 \)?

Since the examples used in the proof of Theorem 3.2 consisted of central configurations, a positive answer to Question 1 would be interesting, as it would mean that the maximum
number \( N(n) \) is attained within the small subset of parameter space that is relevant to the circular-restricted \((n + 1)\)-body problem.

We have defined \( N(n) \) as the maximum number of equilibria while taking the maximum over the generic set of parameters for which the number of equilibria is finite. It seems likely that the number of equilibria is finite in general for \( n \geq 2 \), but as we have mentioned above it is an open problem to show this.

The problem of establishing general finiteness results in Maxwell’s problem is also open and described as “very irritating” by B. Shapiro [Sha15] (it is open even in the case that the charges have a common sign).

Finiteness in the gravitational lensing problem can be shown using complex variables and a rigidity theorem for the so-called Schwarz function of an analytic curve [KN06, Introduction]: finiteness of the number of equilibria holds except for \( n = 1 \) and \( z_1 = w \) (where a circle of equilibria produces an “Einstein ring”).

Concerning the proof of Theorem 3.1 in the study of Problem 2, the planar restriction of Maxwell’s problem, an alternative method has been used in [Kil09] for approaching a system very similar to (2) without introducing additional variables. The method involves repeatedly squaring, rearranging, and clearing denominators in order to remove the square roots in each of the expressions \( |z - z_i| = \sqrt{(x - x_i)^2 + (y - y_i)^2} \). After this process results in a polynomial system, the classical bivariate Bezout’s theorem can be applied. However, applying this method to Problem 1 gives the upper bound \( 4^n(3n + 1)^2 \) which has an additional quadratic factor as compared to the upper bound we obtained in Theorem 3.1.

In the opposing direction, we may apply the method of proof of Theorem 3.1 to Problem 2. With very minor adaptations to the proof of Theorem 3.1 the result is that the number of equilibria for the planar restriction of Maxwell’s problem is, in the generic case, at most \( 4^{n+2} \). When \( n \geq 4 \), this gives an improvement on the upper bound \( 4^{n-2}(3n - 2)^2 \) obtained in [Kil09] from using the method of repeated squaring described above.

**Data availability statement.** The data that support this study are available upon request.
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