The odds ratio (OR) is a widely used measure of the effect size in observational research. ORs reflect statistical association between a binary outcome, such as the presence of a health condition, and a binary predictor, such as an exposure to a pollutant. Statistical significance and interval estimates are often computed for the logarithm of OR, ln(OR), and depend on the asymptotic standard error of ln(OR). For a sample of size \( N \), the standard error can be written as a ratio \( \sigma / \sqrt{N} \), where \( \sigma \) is the population standard deviation of ln(OR). The ratio of ln(OR) over \( \sigma \) is a standardized effect size. Unlike correlation, that is another familiar standardized statistic, the standardized ln(OR) cannot reach values of minus one or one. We find that its maximum possible value is given by the Laplace Limit (LCL), reaching its maximum for ln(OR) = 4.7987. This range has implications for analysis of epidemiological associations, affecting the behavior of the reasonable prior distribution for the standardized ln(OR).

When both exposure and disease outcome are binary variables, epidemiological data can be conveniently summarized by a 2×2 table:

| Exposure | Disease status | E | \( E \) |
|----------|----------------|---|-------|
| \( D \)  | \( n_{11} = n_D \hat{p} \) | \( n_{12} (1 - \hat{p}) \) |
| \( D \)  | \( n_{21} = n_D \hat{q} \) | \( n_{22} (1 - \hat{q}) \) |

where \( n_{11} + n_{12} \) is the number of cases, \( n_D; n_{21} + n_{22} \) is the number of controls, \( n_D; \) and \( n_{11} + n_{22} \) is the number of exposed subjects is minimized, and thus \( \mu / \sigma \) value is maximized. This minimization value can be found as:

\[
\sigma_{\text{min}}(w) = \frac{1}{\sqrt{1 + \frac{1}{w} \Pr(E|D) [1 - \Pr(E|D)]}}.
\]

Thus, the ratio \( \gamma = \frac{\mu}{\sigma} \) will attain its maximum if \( \sigma = \sigma_{\text{min}}(w_m) \). Alternatively, in terms of the pooled exposure probability, \( v = w \Pr(E|D) + (1 - w) \Pr(E|\bar{D}) \), the value at which variance is minimized and \( \mu / \sigma \) is maximized can be expressed as a function of RR and OR as:

\[
v_m = \frac{1}{1 + \text{RR} \sqrt{\text{OR}}}.
\]

Significance Statement

Logarithm of the odds ratio, \( \mu \), divided by its asymptotic standard deviation, \( \sigma \), gives a standardized quantity, \( \gamma = \mu / \sigma \). It is connected to statistical power, because \( \gamma \) times the square root of sample size is the noncentrality parameter of the asymptotically normal statistic. Here we show that the maximum value of \( \gamma \) is the Laplace Limit Constant, 0.6627... that governs the convergence of the classic power series solution to the Kepler Equation, a widely recognized planetary motion equation.
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The variance of the prior distribution for $\mu/\sigma(v)$ will thus reach its minimum at $\sigma = \sigma(v_m)$. Re-expressing $\sigma$ in Eq. (1) as a function of $v$, we get:

$$\sigma^2(v) = \frac{1}{v} \Pr(D|E) \left( \frac{1}{1 - \Pr(D|E)} \right) + \frac{1 - v}{1 - \Pr(D|E) \left[ 1 - \Pr(D|E) \right]}.$$  

To obtain maximum possible standardized ln(OR), we can substitute $v_m$ and $\Pr(D|E) = 1/(1 - OR[1 - 1/Pr(D/E)])$ into Eq. (4), and minimize the resulting equation with respect to exposure risk, $\Pr(D|E)$, and with respect to $v$, which results in:

$$\Pr(D|E) = 1 - \frac{1}{1 + \sqrt{OR}},$$  

$$\Pr(D|E) = \frac{1}{1 + \sqrt{OR}} = 1 - \Pr(D|E),$$

and

$$v = 1/2.$$  

Next, by substituting Eqs. (5 - 7) into Eq. (4) we get the denominator of the maximum standardized effect size. Therefore:

$$\gamma_{max} = \frac{\ln(OR)}{2\sqrt{2 + (1 + OR)/\sqrt{OR}}}.$$  

The above equation depends only on odds ratio but is not monotone in it, and reaches its maximum for ln(OR) value about 4.7987. Perhaps counterintuitively, but as ln(OR) exceeds that value, the corresponding standardize statistic, ln(OR)/$\sigma$, starts to decrease.

It turns out that there is a peculiar connection between the expression for $\gamma_{max}$ and the famous orbital mechanics equation: the Kepler equation, $M = E - \varepsilon \sin(E)$. A geometric interpretation of the Kepler equation is illustrated by Figure 1. Suppose that we are inside a circular orbit rescaled to be the unit circle. Our position $S$ is denoted by “•”. The shortest path to the orbit has the length $1 - \varepsilon$. A celestial body travels the orbit from that point to $T$. Given the area $M/2$ and distance $1 - \varepsilon$, we want to determine the angle $E$. These three values are related to one another by Kepler’s equation. Planetary orbits are elliptical, so the actual orbit is along an ellipse inside of the unit circle. Still, the calculation of the eccentric anomaly $E$ is a crucial step in determining planet’s coordinates along its elliptical orbit at various times. The Kepler equation (KE) is transcendental, i.e., with no algebraic solution in terms of $M$ and $\varepsilon$, and it has been studied extensively since it is central to celestial mechanics. Colwell writes “The sole subject of our work is Kepler’s Equation” in the book suitably named “Solving Kepler’s equation over three centuries” and notes that “in virtually every decade from 1650 to the present” there have been papers devoted to that equation.[1] A solution to KE can be written as an infinite series in powers of $\varepsilon$, which is convergent only if $\varepsilon$ is smaller than the “Laplace Limit Constant”, LLC. To relate LLC to the bounds for standardized ln(OR), let $x = \ln(OR)$, $x > 0$. In terms of $x$, the standardized statistic is given by:

$$\gamma = \kappa(x) = \frac{x}{2\sqrt{2 + \frac{1 + \exp(x)}{\exp(x/2)}}}.$$  

![Fig. 1. The Kepler equation: geometric interpretation](image)

Given the knowledge of the area $M$ and the distance to the origin, $\varepsilon$, solve for the angle $E$ in $M = E - \varepsilon \sin(E)$.[1]

Using basic trigonometric identities:

$$\frac{1 + \exp(x)}{\exp(x/2)} = 2 \cosh(x/2),$$  

$$\frac{2 + 1 + \exp(x)}{\exp(x/2)} = 4(\cosh(x/4))^2, \quad \text{and}$$

$$\sqrt{2 + \frac{1 + \exp(x)}{\exp(x/2)}} = 2 \cosh(x/4),$$

we can express $\kappa(x)$ and its derivative in terms of hyperbolic functions as:

$$\kappa(x) = \frac{x/4}{\cosh(x/4)} = \frac{x}{4} \text{sech}(x/4),$$  

$$\kappa'(x) = \frac{4 - x \tanh(x/4)}{16 \cosh(x/4)}.$$  

To maximize the standardized ln(OR), we set $\kappa'(x)=0$, which is equivalent to solving $(x/4) \tanh(x/4) = 1$. The solution is four times the solution to $x \tanh(x) = 1$ equation, which is 1.19967864... This implies maximum ln(OR) = $4 \times 1.19967864... = 4.7987...$ and by substituting this value into Eq. (8) we obtain $\gamma_{max} = 0.6627...$, the LLC. The solution to KE involves the condition equivalent to Eq. (10). Namely, the solution can be expressed as the power series in $\varepsilon$, provided $|\varepsilon \sin(E)| < |E - M|$ and that $\varepsilon < x/\cosh(x), x = |E - M|$, which is the LLC.[2]

Although it appears that the LLC bound is a function of odds ratio alone, this bound can only be attained at the specific values of population parameters (or the respective sample values). Namely, (i) $v_m = w_M = 1/2$ from Eq. (7), which implies $\text{RR}^2 = (\Pr(D|E)/\Pr(D/E))^2 = \text{OR}$; (ii) $\Pr(D|E) = 1 - \Pr(D|E)$ from Eqs. (5 - 6); and (iii) ln(OR) = 4.7987... Next, by solving

$$\text{OR} = \frac{\Pr(D|E)/(1 - \Pr(D|E))}{\Pr(D|E)/(1 - \Pr(D|E))} = \exp(4.7987\ldots) = 121.354\ldots$$
for $Pr(D|E)$, we obtain:

$$Pr(D|E) = \frac{1}{2z} + \frac{1}{2}, \quad [12]$$

where $z$ is the solution of $z \tanh(z) = 1$, i.e., $z = 1.19967864\ldots$
and $Pr(D|E) = Pr(E|D) = 0.9167782798\ldots$ Similarly, Pearson correlation between two binary variables ranges between -1 and 1, but this range is not free of parameters: these boundary values are possible only in the case when the population (or sample) frequencies of two binary variables are equal to each other. Moreover, these bounds are asymmetric, depending on the sign of the correlation.[3]

The range of the standardized statistic, -LLC to LLC, has implications for statistical analysis. For example, several recent publications on P-value replicability posed the following question: given a small initial P-value, what is a likely spread of P-values in subsequent replication studies?[4–8] P-values for ln(OR) are explicit functions of $\gamma$ because they are defined as $P = Pr(Z > z_0)$, where $Z = \sqrt{N}\gamma$ is asymptotically normal. The two-sided P-value can be similarly defined in terms of chi-square distributed $Z^2$. The prior distribution for the standardized effect size occurs naturally and needs to be specified in order to give probabilistic bounds for the spread of future replication P-values. In applications where prior distribution for the effect size is modeled in terms of ln(OR), our results allow one to specify a reasonable prior range for the standardized value.

It has been suggested that summary association statistics can be converted to approximate posterior (Bayesian) summaries about parameters of interest. For example, one-sided P-value, $P$ for testing significance of ln(OR) can be transformed to the normal test statistic, $Z = \Phi^{-1}(1 - P)$. This statistic is $Z = \sqrt{N}\ln(\text{OR})/\sigma$. An approximate Bayesian false discovery probability can be computed based only on the summary statistics $\ln(\text{OR})$ and $\sigma$, the value $N$, and an assumed variance parameter for the zero-mean prior normal distribution for $\ln(\text{OR})$.[9, 10] For any given value of OR, $\mu = \ln(\text{OR})$, is fixed, but $\sigma$ can vary as a function of $w$. The normal prior distribution for $\mu$ can be characterized simply by $Pr(\text{OR} > x) = \beta$. Considering the standardized effect, we can write $\beta = Pr(\text{OR} > x) = Pr(\mu/\sigma > \ln(x)/\sigma)$. Denote the normal cumulative distribution function with the mean $\alpha$ and variance $\sigma$, evaluated at $x$ by $\Phi(x|\alpha, \sigma)$, and its inverse by $\Phi^{-1}(x|\alpha, \sigma)$. Then, $\ln(x)/\sigma = \Phi^{-1}(1 - \beta | 0, \sigma_0) = \sqrt{\sigma_0}\Phi^{-1}(1 - \beta | 0, 1)$. From this, we can obtain the flattest possible prior distribution for $\mu/\sigma$ as the zero-mean normal with variance

$$\sigma_0 = \left( \frac{\ln(x)/\sigma_m}{\Phi^{-1}(1 - \beta | 0, 1)} \right), \quad [13]$$

For $\sigma_0$ to be as large as possible, $\sigma_m$ should be equal to $\ln(x)/\gamma_{\max}$ (from Eq. 8). Alternatively, either the value $\sigma(w_m)$ or $\sigma(v_m)$ can be specified with some additional assumptions. For example, for $\sigma(w_m)$, $Pr(D|E)$ needs to be specified. Then,

$$Pr(D | \bar{E}) = \frac{1}{1 - \text{OR}(1 - Pr(D | E)^{-1}), \quad [14]$$

$$\text{RR} = Pr(D | E)/Pr(D | \bar{E}), \quad [15]$$

and $\sigma(w_m)$ is obtained using the value $w_m$ from Eq. (2).

Acknowledgements

This research was supported in part by the Intramural Research Program of the NIH, National Institute of Environmental Health Sciences.

1. Colwell P (1993) Solving Kepler’s equation over three centuries. (Richmond, Va.: Willmann-Bell).
2. Plummer HCK (1960) An introductory treatise on dynamical astronomy. (University Press).
3. Wein BS (1979) Inferences about linkage disequilibrium. Biometrics pp. 235–254.
4. Halsey LG, Curran-Everett D, Vowler SL, Drummond GB (2015) The fickle P value generates irreproducible results. Nature methods 12(3):179–185.
5. Lai J, Fidler F, Cumming G (2012) Subjective p intervals. Methodology.
6. Lazzeroni LC, Lu Y, Belitskaya-Levy I (2014) P-values in genomics: apparent precision masks high uncertainty. Molecular psychiatry 19(12):1336–1340.
7. Lazzeroni LC, Lu Y, Belitskaya-Levy I (2016) Solutions for quantifying P-value uncertainty and replication power. Nat Methods 13(2):107–108.
8. Vsevolozhskaya O, Ruiz G, Zaykin D (2017) Bayesian prediction intervals for assessing p-value variability in prospective replication studies. Translational psychiatry 7(12):1271.
9. Wakefield J (2007) A Bayesian measure of the probability of false discovery in genetic epidemiology studies. The American Journal of Human Genetics 81(2):208–227.
10. Wakefield J (2009) Bayes factors for genome-wide association studies: comparison with P-values. Genet Epidemiol 33(1):79–86.