Excited-state quantum phase transition and the quantum speed limit time
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We investigate the influence of an excited-state quantum phase transition on the quantum speed limit time of an open quantum system. The system consists of a central qubit coupled to a spin environment modeled by a Lipkin-Meshkov-Glick Hamiltonian. We show that when the coupling between qubit and environment is such that the latter is located at the critical energy of the excited-state quantum phase transition, the qubit evolution shows a remarkable slowdown, marked by an abrupt peak in the quantum speed limit time. Interestingly, this slowdown at the excited-state quantum phase transition critical point is induced by the singular behavior of the qubit decoherence rate, being independent of the Markovian nature of the environment.

I. INTRODUCTION

Quantum phase transitions are zero-temperature phase transitions in which a system ground state undergoes a qualitative variation once a Hamiltonian control parameter (such as an internal coupling constant or an external field strength) reaches a critical value. Quantum phase transitions are non-thermal and driven by quantum fluctuations in a many-body quantum system [1–3]. They are the best-known example of criticality in quantum mechanics and, in the past decades, theoretical [4–9] and experimental [10–12] groups have paid much attention to this subject. Nowadays, quantum phase transitions are considered a keynote topic in many fields of quantum physics. In particular, ground state quantum phase transitions between different geometrical limits of algebraic models applied to nuclear and molecular structure have been extensively studied [13–17].

More recently, it has been found that the quantum phase transition concept, originally defined considering the system ground state, can be generalized and extended to the realm of excited states [13–20]. A characteristic feature of excited-state quantum phase transitions is a discontinuity in the density of excited states at a critical value of the energy of the system. Such discontinuity, occurring at values of the control parameter other than the critical one, is a continuation at higher energies of the level clustering near the ground state energy that characterizes the ground state quantum phase transition [20–23]. Establishing a parallelism with the Ehrenfest classification for ground state quantum phase transitions, excited-state quantum phase transitions can also be characterized by the nonanalytic evolution of the energy of an individual excited state of the system when varying the control parameter [20–26].

During the last decade, excited-state quantum phase transitions have been theoretically analyzed in various quantum many-body systems: the Lipkin-Meshkov-Glick (LMG) model [14, 22], the vibron model [20, 22], the interacting boson model [27], the kicked-top model [28], and the Dicke model [20, 29, 31] among others. Furthermore, the existence of a relation between excited-state quantum phase transitions and the onset of chaos has been explored in Ref. [29] and excited-state quantum phase transition signatures have been experimentally observed in superconducting microwave billiards [32], different molecular systems [33, 34], and spinor Bose-Einstein condensates [35]. The excited-state quantum phase transition influence on the dynamics of quantum systems has recently attracted significant attention and several remarkable dynamical effects of excited-state quantum phase transitions have been revealed [22, 24, 26, 30, 43]. In particular, the impact of excited-state quantum phase transitions on the adiabatic dynamics of a quantum system has been recently analyzed [14], as well as the relationship between thermal phase transitions and excited-state quantum phase transitions [43].

On the other hand, due to fast progresses in the fields of quantum computation and quantum information science, the achievement of fast and controlled evolution of quantum systems is a need of the hour. As a fundamental bound, imposed by quantum mechanics, on the evolution speed of a system, the quantum speed limit time is in the spotlight and its study has drawn considerable attention both in isolated and open quantum systems [46–54] (many more references can be found in the recent reviews [55, 56]). The quantum speed limit time, whose origin can be traced back to the reinterpretation of the Heisenberg time-energy uncertainty relation by Mandelstam and Tamm [57], is defined as the minimum evolution time required by a quantum system to evolve between two distinct states [46, 55, 58]. The quantum speed limit time sets a lower bound to the time needed to evolve between two distinguishable states of a given system, and thus provides qualitative information about the time evolution of a system without explicitly solving the system dynamics [58].

Nowadays, the quantum speed limit time is a quantity...
that has a growing importance in quantum physics. In fact, it has been used to set fundamental limits to the speed of computing devices [60], to the performance of quantum control [61], and to the entropy production rate in nonequilibrium quantum thermodynamics [62]; to best parameter estimation in quantum metrology [63, 64]; and to analyze information scrambling [65]. See [55, 56] and references therein for a more exhaustive list of applications of the quantum speed limit. Moreover, the quantum speed limit may help us figuring out how to control and manipulate quantum coherence [52]. For a given evolution time, the ratio between the quantum speed limit time and the driving time provides an estimation of the potential capacity for speeding up the quantum dynamic evolution. Namely, a ratio equals to 1 indicates that there is no room for further acceleration, but if the ratio is less than 1, the smaller the ratio, the larger the possible system evolution speed up [56, 66]. Interestingly, there is a common belief that the quantum speed limit is a strictly quantum phenomenon, without a classical counterpart. However, speed limit bounds in classical systems, in close connection with the quantum speed limit, have been recently reported [67, 68].

For open quantum systems, one can expect that decoherence effects that stem from the interaction between the system and the environment will strongly influence the quantum speed limit. It has already been shown that the system decoherence can be enhanced by the occurrence of quantum criticality in the environment [2, 24]. Hence, one would naturally expect an important variation in the quantum speed limit time whenever the environment undergoes a quantum phase transition. Indeed, recent results obtained for open systems consisting of a qubit coupled to a spin 1/2 XY chain with nearest neighbors interaction [68] or to a LMG bath [70] clearly verify that the quantum speed limit time has a remarkable variation in the critical point of the environment ground state quantum phase transition. This happens to such an extent that the quantum speed limit time has been proposed as a possible probe to detect the occurrence of ground state quantum phase transitions [69, 70].

In this work, we extend the results obtained for ground state quantum phase transitions in Refs. [69, 71] to excited states and excited-state quantum phase transitions; to study the relationship between criticality in excited-state quantum phase transitions and the quantum speed limit. With this aim, we analyze the quantum speed limit time of an open system that consists of a central qubit coupled to a LMG environment [71]. The net effect of the coupling between the central spin and its environment is a change of the environment Hamiltonian control parameter [22, 24, 72, 73]. Therefore, the variation of the coupling strength can drive the environment through the critical point of an excited-state quantum phase transition. In this case we report the effects that the crossing has on the quantum speed limit time. Furthermore, since the Markovian nature of the environment has a strong influence on the properties of the quantum speed limit, we will also study how the excited-state quantum phase transition affects the environment’s Markovian nature, looking for a deeper understanding on the relationship between excited-state quantum phase transitions and the quantum speed limit time.

The rest of this article is organized as follows. In Sec. II we introduce the quantum speed limit for open systems and shortly review some key concepts, due to the nontrivial way of addressing the concept of quantum speed limit for such systems. In Sec. III we describe the model, consisting of a central qubit coupled to the LMG model, and analyze the phase transitions of the environment, especially those related to excited-state quantum phase transitions. In Sec. IV we define the qubit quantum speed limit time and investigate how the excited-state quantum phase transition affects this quantity. Sec. V is devoted to the search of a physical explanation for the singular behavior of the quantum speed limit time at the critical point of the excited-state quantum phase transition. We discuss in this section how the variation of the quantum speed limit time at the excited-state quantum phase transition critical point stems from the singular behavior of the qubit decoherence rate and not from the Markovian nature of the environment. Finally, we discuss and summarize our results in Sec. VI. We have included an Appendix where we prove several equations that are used in the main text.

FIG. 1. Energy levels of the environment Hamiltonian (9) as a function of the control parameter \( \alpha \) with \( N = 40 \). Odd (even) parity levels are depicted with blue solid (green dot-dashed) curves. The thick red line indicates the critical energy, \( E_c = 0 \), of the excited-state quantum phase transition. Inset: The second derivative of the level energy with respect to the variable \( \alpha \) for the 10th and 20th excited states, respectively.
II. THE QUANTUM SPEED LIMIT IN OPEN SYSTEMS

In this section we briefly review the key concepts of the quantum speed limit in open systems and establish the notions and the notation that will be used in the rest of this article. We follow the approach presented in Refs. [46, 56], where the quantum speed limit for a driven open system is obtained using a geometric approach. Consider a driven open quantum system with initial state \( \rho_0 \), its evolution is governed by the quantum master equation [46, 74]

\[
\dot{\rho}_t = L_t(\rho_t),
\]

where \( L_t \) is an arbitrary Liouvillian superoperator and the dot denotes the time derivative. The quantum speed limit time is derived as a lower bound to the evolution of the system. The quantum speed limit for a driven open system is obtained using a geometric approach.

The quantum speed limit can be interpreted as the maximum possible speed to sweep out the angle \( \tau \) between \( \rho_0 \) and \( \rho_t \) after some algebra, the above inequality can be obtained with Eq. (1). In the geometric approach the distance between two quantum states is measured by the Bures angle [46, 75].

\[
\mathcal{L}(\rho_0, \rho_t) = \arccos \left( \sqrt{F(\rho_0, \rho_t)} \right),
\]

where \( F(\rho_0, \rho_t) = |\text{tr}(\sqrt{\rho_0} \sqrt{\rho_t})|^2 \) is the quantum fidelity between \( \rho_0 \) and \( \rho_t \). According to Eq. (2), the Bures angle is a measure of the distance between states and the quantum speed limit can be interpreted as the maximum possible speed to sweep out the angle \( \mathcal{L}(\rho_0, \rho_t) \) under the dynamics governed by Eq. (1) [67].

The expression of the quantum speed limit, \( \nu \), can therefore be obtained by taking the time derivative of the Bures angle

\[
\nu = \dot{\mathcal{L}}(\rho_0, \rho_t) \leq |\dot{\mathcal{L}}(\rho_0, \rho_t)|.
\]

This is a cumbersome operation in the general case, as it involves square roots of operators, but using the definition (2) and after some algebra, the above inequality can be written as [46].

\[
2 \cos[\mathcal{L}(\rho_0, \rho_t)] \sin[\mathcal{L}(\rho_0, \rho_t)] \mathcal{L}(\rho_0, \rho_t) \leq |\dot{\mathcal{L}}(\rho_0, \rho_t)|.
\]

For an initial state that is pure, \( \rho_0 = |\psi_0\rangle \langle \psi_0| \), and making use of the von Neumann and Cauchy-Schwarz inequalities, inequality (3) can be further simplified as [46].

\[
2 \cos[\mathcal{L}(\rho_0, \rho_t)] \sin[\mathcal{L}(\rho_0, \rho_t)] \dot{\mathcal{L}}(\rho_0, \rho_t) \leq |\langle \psi_0| \rho_t |\psi_0\rangle| \leq \min \{ ||L_t(\rho_0)||_1, ||L_t(\rho_t)||_2, ||L_t(\rho_t)||_\infty \}.
\]

where Eq. (1) has been used to get the second inequality and \( ||B||_p = (\sum_k b_k^p)^{1/p} \) with \( b_k \) is the kth singular value of \( B \) denoting the Schatten p norm of the operator \( B \). The cases \( p = 1, 2, \infty \) correspond with the trace norm, the Hilbert-Schmidt norm, and the operator norm, respectively.

III. MODEL

We consider a system composed by a qubit coupled to a spin environment. The Hamiltonian of the total system is [4, 22, 72]

\[
\hat{H} = \hat{H}_E + \hat{H}_{SE},
\]

where \( \hat{H}_E \) is the environment Hamiltonian and the interaction between qubit and environment is modeled by \( \hat{H}_{SE} \), which can be written as [22, 24]

\[
\hat{H}_{SE} = |0\rangle \langle 0| \otimes \hat{H}_0 + |1\rangle \langle 1| \otimes \hat{H}_1,
\]

where \( |0\rangle \) and \( |1\rangle \) denote the two components of the qubit, while \( \hat{H}_0 \) and \( \hat{H}_1 \) are Hamiltonians that act upon the environment Hilbert space. Therefore, depending on the particular qubit state, the environment evolution takes place under a different effective Hamiltonian \( \hat{H}_{E} = \hat{H}_E + \hat{H}_l \) with \( l = 0, 1 \). As we will see below, the effect of \( \hat{H}_l \) is to change the strength of the second term in the environment Hamiltonian [9]. Therefore, varying the interaction Hamiltonian \( \hat{H}_l \), one can drive the environment through its critical point [22, 24].

Specifically, the environment in our study is given by the generalized LMG model. This model, originally introduced as a toy model in nuclear structure to test the validity of different approximations [71], has been recently extensively used to study excited-state quantum phase transitions [22, 24, 57, 78] and has been implemented in the laboratory making use of different platforms: trapped ions [80, 81], large-spin molecules [82],...
Bose-Einstein condensates \[83\] \[84\], optical cavities \[86\], and cold atoms \[87\]. The LMG model Hamiltonian is

\[
\hat{H}_E = -\frac{4(1-\alpha)}{N} \hat{S}_x^2 + \alpha \left( \hat{S}_z + \frac{N}{2} \right),
\]

where \(N\) is the size of the environment, the control parameter \(0 \leq \alpha \leq 1\) denotes the strength of the magnetic field along the \(z\) direction, and \(\hat{S}_\gamma = \sum_{j=1}^{N} \hat{\sigma}^j_\gamma\), the sum of Pauli spin matrices \(\hat{\sigma}_\gamma\) for \(\gamma = \{x, y, z\}\).

The total spin in the LMG model is a conserved quantity, i.e., \([\hat{H}_E, \hat{S}^\2] = 0\) \[88\]. In our study, only the maximum spin sector \(S = N/2\) will be considered. Therefore, the dimension of the Hamiltonian matrix is \(\text{Dim}[H] = N + 1\). Moreover, as the Hamiltonian \([9]\) conserves parity, the parity operator, \(\Pi = (-1)^{S+m}\) with \(m\) is the eigenvalue of \(\hat{S}_z\), split the Hamiltonian matrix into even- and odd-parity blocks, with dimension \(\text{Dim}[\hat{H}_E]_{\text{even}} = N/2 + 1\) and \(\text{Dim}[\hat{H}_E]_{\text{odd}} = N/2\) \[57\]. In this work, we only consider even parity states, the subset that includes the ground state. We should point out that for simplicity, we consider \(h = 1\) throughout this article and set the quantities in our study as unitless.

### A. Phase transitions in the environment

It is well known that the LMG model Hamiltonian in Eq. \([9]\) exhibits a second-order ground state quantum phase transition at a critical value of the control parameter \(\alpha_c = 0.8\) \[22\] \[24\] \[73\] \[89\]. The phase with \(\alpha > \alpha_c\) is the symmetric phase, while the broken-symmetry phase corresponds to control parameter values \(\alpha < \alpha_c\) \[22\]. However, besides the ground state quantum phase transition, the Hamiltonian \([9]\) also displays an excited-state quantum phase transition and the signatures of the ground state quantum phase transition, e.g., the nonanalytical evolution of the ground state as the control parameter \(\alpha\) is varied, propagates to excited states for a control parameter value \(\alpha < \alpha_c\), i.e., in the broken-symmetry phase.

The LMG model correlation energy diagram is shown in Fig. \([1]\) depicting energy levels as a function of the control parameter \(\alpha\) for \(\hat{H}_E\) with \(N = 40\). In this figure it can be easily noticed how pairs of eigenstates with different parity are degenerate for \(E < 0\), and nondegenerate when \(E > 0\). Moreover, the energy gap between adjacent energy levels approaches zero around \(E \approx 0\) in the broken-symmetry phase, where energy levels concentrate around \(E = 0\), marking the high local energy level density that characterizes excited-state quantum phase transitions. Each excited energy level has an inflection point at \(E \approx 0\) \[20\] that induces a singular behavior in the second derivative of every individual excited state energy with respect to the control parameter \(\alpha\) (see the inset of Fig. \([1]\) \[22\]). A true nonanalytic behavior only happens in the large \(N\) limit, also called thermodynamic or mean field limit, but even for systems of finite size \((N = 40\), as in Fig. \([1]\)\), there are clear precursors of the excited-state quantum phase transition effects, like the behavior of \(\delta^2 E_n/\delta\alpha^2\) for \(n > 0\) \[22\]. Something similar happens for the ground state energy, the \(n = 0\) case, that shows a discontinuity at the critical value of the control parameter, \(\alpha_c\), associated with the ground state quantum phase transition. The excited-state quantum phase transition can be crossed in two ways: varying the energy for a fixed parameter value \(\alpha < \alpha_c\) or choosing an excited state and varying the control parameter. It is important to understand that different excited states cross the excited-state quantum phase transition at different values of the control parameter \(\alpha\), as shown in the inset of Fig. \([1]\).

For a given control parameter value \(\alpha < \alpha_c\), the piling of energy levels at \(E \approx 0\) that marks the excited-state quantum phase transition will lead, in the large \(N\) limit, to a discontinuity in the density of states. Indeed, as shown in Fig. \([2](a)\), around \(E = 0\) the density of states \(\rho(E)\) of \(\hat{H}_E\) has a peak for finite \(N\), which will transform to a logarithmic divergence as \(N \to \infty\) \[20\] \[90\]. Therefore, the critical energy of the environment \([9]\) is \(E_c = 0\) and, in fact, excited-state quantum phase transitions are often characterized by the singular behavior of the density of states occurring at the critical energy \(E_c\), for fixed values of the control parameter \(\alpha\) \[20\] \[22\] \[37\]. The divergence of the density of states at \(E_c = 0\) can be understood using a semiclassical approach or the coherent state approach \[20\].

In the semiclassical limit, the quantum expression for the density of states \(\rho(E) = \sum_j (E - E_j)\) can be decomposed into a smooth and an oscillatory component \([91]\), \(\rho(E) = \bar{\rho}(E) + \hat{\rho}(E)\). The smooth part, \(\bar{\rho}(E)\), is given by the classical phase space integral, while the oscillatory term, \(\hat{\rho}(E)\), can be expressed as a sum over classical periodic orbits \([92]\). In the classical limit, the oscillatory part can be omitted \[20\]. Then the density of states of the environment \([9]\) has the following form

\[
\rho(E) = \bar{\rho}(E) = \left( \frac{N}{2\pi} \right) \int \delta[E - \mathcal{H}(x,p)] dx dp,
\]

where the environment’s classical counterpart Hamiltonian \(\mathcal{H}(x,p)\) can be obtained via the coherent or intrin-
FIG. 3. (a) The quantum speed limit time of the qubit as a function of the coupling strength $\lambda$ for different environment sizes ($N$ values) for a system with a control parameter $\alpha = 0.4$. The actual evolution time is set to unity, $\tau_e = 1$. The vertical green dotted line indicates the critical value of the Hamiltonian parameter $\lambda_c$ obtained from Eq. (14). (b) The critical quantum speed limit time $\tau_{\text{QSL}}(\lambda_c)$ as a function of the environment size, $N$, with $\alpha = 0.4$ and $\tau_e = 1$. Inset: $1 - \tau_{\text{QSL}}(\lambda_c)$ as a function of $N$, in a double logarithmic scale.

sic state approach [22, 26]. Equation (10) shows that the divergence in the density of states stems from the nonanalytical dependence of the classical phase space volume on the energy. In addition, such nonanalyticity is usually associated with stationary points of the classical Hamiltonian [23, 26, 92].

In Fig. 2(b), we plot the smooth part of the environment density of states for Hamiltonian (9) as a function of the eigenenergies. Note that the density of states has been normalized by the size of the environment. Obviously, the density of states exhibits a cusp singularity (i.e., an infinite peak) at $E_c = 0$. Therefore, we confirm that the critical energy of excited-state quantum phase transition is located at $E_c = 0$. Moreover, a very good agreement between Figs. 2(a) and 2(b) can be clearly appreciated.

B. The critical coupling

In our study, the qubit is coupled to the environment with an interaction term

$$\hat{H}_{SE} = \lambda \hat{\sigma}_S^z \hat{S}_z,$$

where $\lambda$ is the coupling strength and $\hat{\sigma}_S^z$ is the qubit Pauli matrix. Following Refs. [6, 22], we assume that the qubit is coupled with the environment only in the $|1\rangle$ state. Then, according to Eq. (8), the effective Hamiltonian of the environment has the following expressions [22]

$$\hat{H}_E^0 = -\frac{4(1-\alpha)}{N} \hat{S}_x^2 + \alpha \hat{S}_z,$$

$$\hat{H}_E^\lambda = -\frac{4(1-\alpha)}{N} \hat{S}_x^2 + (\alpha + \lambda) \hat{S}_z,$$

when the qubit is in state $|0\rangle$ and $|1\rangle$, and where irrelevant constant terms have been omitted. It can be seen that

the qubit coupling to the environment is such that the two states of the qubit induce two different strengths in the second term of the environment Hamiltonian.

The variation of the coupling strength $\lambda$ can drive the environment through the critical point of the ground state quantum phase transition. The interplay between the quantum criticality of the environment and the quantum speed limit time of the qubit has been analyzed in this case [69, 70] and it has been found that the ground state quantum phase transition of the environment substantially diminishes the speed of evolution of the qubit. Our aim in the present work is, however, to assess the
FIG. 5. The quantum speed limit time, $\tau_{\text{QSL}}$, as a function of the evolution time, $\tau_e$, and the coupling strength, $\lambda$, with a control parameter $\alpha = 0.4$ and an environment size $N = 1000$.

We would like to emphasize that the critical coupling in the environment Hamiltonian (9), differs from phase transition [22, 26].

The critical energy of the excited-state quantum phase transition is a function of the control parameter $\alpha$, and the initial state of the environment branches evolving with effective Hamiltonians $H^0_l$ and $H^1_l$. In the following, without loss of generality, we set $\theta = 0$.

From Eq. (16), the reduced density matrix of the qubit in the $\{|0\rangle, |1\rangle\}$ basis at time $t$ is

\[
\rho_S(t) = \text{Tr}_E[\Phi(t)|\Phi(t)|^*] = \frac{1}{2} e^{i\phi} \sin(\theta) \mathcal{M}(t) \sin^2(\theta/2),
\]

where $\mathcal{M}(t) = \langle \Psi^0_{E,G} | e^{-iH^1_\tau} e^{-iH^0_\tau} | \Psi^0_{E,G} \rangle$ is the decoherence factor. The modulus square of $\mathcal{M}(t)$ is known as the Loschmidt echo (LE), which has been widely studied in many fields (see, e.g., Ref [23] and references therein). In the present work, we set the energy of the initial state $\langle \Psi^0_{E,G} |$ to zero and the decoherence factor $\mathcal{M}(t)$ in Eq. (16) is reduced to

\[
\mathcal{M}(t) = \langle \Psi^0_{E,G} | e^{-iH^1_\tau} | \Psi^0_{E,G} \rangle,
\]

that can be identified with the survival probability of the initial quantum state $\langle \Psi^0_{E,G} |$ evolving under the quenched Hamiltonian $H^1_\tau$.

In the rest of this section we investigate what happens to the quantum speed limit time of the qubit when the environment undergoes an excited-state quantum phase transition. We show how signatures of the excited-state quantum phase transition manifest themselves in the quantum speed limit time of the qubit after quenching the coupling strength between qubit and environment in such a way that the environment passes through the critical point of the excited-state quantum phase transition.

From Eq. (6), the quantum speed limit time (6) for the qubit evolution from $t = 0$ to $t = \tau_e$ can be expressed as (see the appendix for the details)

\[
\tau_{\text{QSL}} = \frac{\sin(\theta)\{1 - 3\Re[\mathcal{M}(\tau_e)]\}}{(1/\tau_e) \int_0^{\tau_e} dt |\partial_t \mathcal{M}(t)|},
\]

where $\Re[\mathcal{M}(\tau_e)]$ denotes the real part of $\mathcal{M}(t)$ at $t = \tau_e$. In the following, without loss of generality, we set $\theta = \pi/2$.

We depict in Fig. 3(a) the quantum speed limit time of the qubit as a function of the coupling strength $\lambda$. For the sake of simplicity, we set the evolution time $\tau_e = 1$. 

IV. QUANTUM SPEED LIMIT TIME OF THE QUBIT

To understand the effects of the excited-state quantum phase transition on the quantum speed limit, we study the quantum speed limit time of the qubit after a quench with a coupling strength value such that it drives the environment through the critical energy of the excited-state quantum phase transition. The initial state of the qubit is defined as $|\psi_0\rangle = \cos(\theta/2)|0\rangle + e^{-i\phi} \sin(\theta/2) |1\rangle$, while the environment is assumed to be initially in the ground state of $H^0_\tau$: $|\Psi^0_{E,G}\rangle$. Therefore, the wave function of the total system at $t = 0$ is $|\Phi(t)\rangle = e^{-i\phi} |\psi_0\rangle + \sin(\theta/2) |1\rangle \otimes |\Psi^0_{E,G}\rangle$. The total system wave function evolves in time according to the Schrödinger equation and the state of the total system at time $t$ is

\[
|\Phi(t)\rangle = \cos(\theta/2) |0\rangle \otimes |\Psi^0_{E,G}(t)\rangle + e^{-i\phi} \sin(\theta/2) |1\rangle \otimes |\Psi^1_{E,G}(t)\rangle,
\]

where the evolution of the environmental states $|\Psi^0_{E,G}(t)\rangle$ and $|\Psi^1_{E,G}(t)\rangle$ satisfies the Schrödinger equation $\partial_t |\Psi^0_{E,G}(t)\rangle = i\partial_t |\Psi^1_{E,G}(t)\rangle$, with $\partial_t$ for $l = 0, 1$ is given by Eqs. (12) and (13), respectively. The evolution of the qubit, therefore, depends on the dynamics of the two environment branches evolving with effective Hamiltonians $H^0_l$ and $H^1_l$.

\[
\lambda_c = 2 - \frac{5}{2} \alpha.
\]

We would like to emphasize that the critical coupling $\lambda_c$, which induces the excited-state quantum phase transition in the environment Hamiltonian (9), differs from $\lambda_0$, the critical coupling for the ground state quantum phase transition [22, 26].
FIG. 6. The non-Markovianity $N$ as a function of coupling strength $\lambda$ for $\alpha = 0.4$ and environment size $N = 1000$, with evolution time values $\tau_e = 3.5$ (a) and $\tau_e = 8$ (b).

FIG. 7. $A(E)$ and $|\partial_t M(t)|$ for different coupling strengths for an environment with control parameter $\alpha = 0.4$ and size $N = 1000$. (a)-(c): $A(E)$ as a function of $E_n$ [see Eq. (22)] with $\lambda$ below (a), at (b), and above (c) the critical coupling strength, respectively. Panels (d)-(f) represent the evolution of $|\partial_t M(t)|$ calculated from Eq. (21) for the same coupling parameter values.

This figure has several remarkable features. On the one hand, when the value of the coupling strength is far away from the critical value $\lambda_c$, the quantum speed limit time is small. Moreover, increasing the environment size $N$, the evolution of the qubit can be accelerated. On the other hand, it can be clearly noticed in the figure how the quantum speed limit time displays a sharp peak at the critical coupling value $\lambda_c$, which implies that driving the environment through the excite-state quantum phase transition results in a slowdown of the quantum evolution of the qubit. The cusplike shape of the quantum speed limit time in the vicinity of the critical coupling becomes sharper as the environment size $N$ increases. Finally, the value of the quantum speed limit time at $\lambda_c$, i.e., the critical quantum speed limit time $\tau_{QSL}(\lambda_c)$, is very close to the actual evolution time and is independent of the size of environment $N$.

In Fig. 6(b) we show how the critical quantum speed limit time $\tau_{QSL}(\lambda_c)$ changes with the environment size $N$, again for $\alpha = 0.4$ and $\tau_e = 1$. It is obvious that $\tau_{QSL}(\lambda_c)$ increases and tends to the actual evolution time for increasing $N$. By using the least square method, we find that the relation between $\tau_{QSL}(\lambda_c)$ and $N$ is approximately $1 - \tau_{QSL}(\lambda_c) = N^{-\mu}$ [cf. the inset of Fig. 6(b)] with $\mu \approx 1$. Therefore, $\tau_{QSL}(\lambda_c) \to \tau_e$ in the thermodynamic limit $N \to \infty$.

The features observed in the two panels of Fig. 3 indicate that the quantum speed limit time can be used as a proxy for excited-state quantum phase transitions in the environment. To further verify this statement,
we compare the numerically estimated critical coupling strength, obtained as the location of the maximum in $\tau_{QSL}$, with the exact value of $\lambda_c$ in Eq. (13). The results are displayed in Fig. 4 with a very good agreement between numerical and analytical results, evidencing that the qubit quantum speed limit time may be considered as a reliable probe of excited-state quantum phase transitions in the LMG environment.

The quantum speed limit time in Eq. (18) also depends on the evolution time $\tau$. Figure 5 is a heatmap where we display the variation of the quantum speed limit time as a function of both $\tau_e$ and $\lambda$, with $\alpha = 0.4$ and $\lambda_c = 1$. This figure has two remarkable features. On the first hand, for any $\tau_e$ value, the maximum $\tau_{QSL}$ value is always attained for the critical value of the coupling strength, $\lambda_c$. This feature confirms our previous suggestion of the quantum speed limit time as a probe for environment excited-state quantum phase transitions. On the second hand, the maximum value of $\tau_{QSL}$ exhibits a nonmonotonic behavior for increasing evolution times. This is different from the ground state quantum phase transition case, where the extreme $\tau_{QSL}$ value always increases with the evolution time $\tau_e$.

V. MECHANISM FOR QUANTUM SLOWDOWN OF THE QUBIT

Both theoretical \textit{[46, 94]} and experimental \textit{[77]} studies have verified that the Markovian nature of the environment can slow down the quantum evolution of an open quantum system. Therefore, we need to investigate if there is any relationship between the increase of the quantum speed limit time due to the LMG environment excited-state quantum phase transition and its Markovian nature, in order to clarify the origin of the quantum slowdown mechanism at the critical point of the excited-state quantum phase transition.

For an open quantum system, the degree of Markovian behavior of the environment can be quantified by the measure of non-Markovianity, defined as \textit{[95]}

$$\mathcal{N} = \max_{\rho_{1,2}(0)} \int_{\eta > 0} \eta[t, \rho_{1,2}(0)]dt,$$  \hspace{1cm} (19)

where the maximization is performed over all initial state pairs $\rho_{1,2}(0)$ and the integral is evaluated for all time intervals in which $\eta$ is positive. The integrand $\eta[t, \rho_{1,2}(0)] = d\{D[\rho_{1,2}(t)]\}/dt$ is the time derivative of the trace distance $D[\rho_{1,2}(t)] = tr(\rho_1(t) - \rho_2(t))/2$ where $\rho_{1,2}(t)$ is the time evolution of the initial $\rho_{1,2}(0)$. Here, $|O| = \sqrt{O^\dagger O}$ is the trace norm for the $O$ operator.

The distance $D$ defined above measures the distinguishability between $\rho_1(t)$ and $\rho_2(t)$ and satisfies $0 \leq D \leq 1$. It has been demonstrated \textit{[97]} that for Markovian dynamics all states evolve towards a unique stationary state, which means $\eta \leq 0$ and thus $\mathcal{N} = 0$. In Non-Markovian dynamics, due to the information backflow from the environment to the system, the distance $D$ can increase with time and $\eta$ is positive, which leads to $\mathcal{N} > 0$.

It has been found that, for the open system under consideration, the optimal initial state pairs are provided by the equatorial, antipodal states on the Bloch sphere \textit{[96, 97]}. Then, as we show in the Appendix, $\mathcal{N}$ in Eq. (19) can be rewritten as \textit{[65]}

$$\mathcal{N} = \frac{1}{2} \left[ \int_0^{\tau_e} |\partial_t|\mathcal{M}(t)||dt + |\mathcal{M}(\tau_e)| - 1 \right].$$  \hspace{1cm} (20)

In Fig. 6 we depict the measure of non-Markovianity $\mathcal{N}$ as a function of $\lambda$ with $\alpha = 0.4$ and $N = 1000$ for two different values of the evolution time. Comparing Fig. 6 with the behavior of quantum speed limit time depicted in Fig. 5 one can clearly see that the qubit evolution slowdown at the critical point of the excited-state quantum phase transition is induced by the Markovian nature of the environment for short evolution times [Fig. 6(a)], whereas for longer evolution times, both $\mathcal{N}$ and $\tau_{QSL}$ exhibit a sharp peak at the critical point of the excited-state quantum phase transition as can be seen in Fig. 6(b). In the latter case the quantum evolution slowdown phenomenon cannot be explained exclusively from the Markovian nature of the environment and we need to reexamine the mechanism of the evolution slowdown phenomenon at the critical point of excited-state quantum phase transition.

It is evident from Eq. (18) that the quantum speed limit time depends on the qubit decoherence rate through $|\partial_t|\mathcal{M}(t)|$. Therefore, the evolution slowdown of the qubit at the critical point of the excited-state quantum phase transition can be explained from the singular behavior of the decoherence rate. To verify this conjecture, in the following of this section we study the dynamics of $|\partial_t|\mathcal{M}(t)|$.

To this end, we take into consideration that the decoherence factor in Eq. (17) can be written as $\mathcal{M}(t) = \sum_k e^{-iE_k t}|c_k|^2 = \int dE e^{-iE t}\omega(E)$, where $c_k = \langle k|\Psi_{E,G}\rangle$ denotes the expansion coefficient with $|k|$ of the $k$-th eigenstate of $H_0^G$ and $E_k$ is the corresponding eigenenergy, while $\omega(E) = \sum_k |c_k|^2\delta(E - E_k)$, known as the strength function or the local density of states \textit{[57]}, is the energy distribution of the initial state $|\Psi_{E,G}\rangle$ in the eigenstates of $H_0^G$. We should emphasize that the strength function $\omega(E)$ has a complex shape at the critical point of the excited-state quantum phase transition, which leads to a characteristic behavior of the survival probability \textit{[24, 36–38]}. Finally, the expression of the decoherence rate can be written as

$$|\partial_t|\mathcal{M}(t)| = \left| \int dE e^{-iEt}\mathcal{A}(E) \right|,$$  \hspace{1cm} (21)

where

$$\mathcal{A}(E) = \sum_k |c_k|^2E_k\delta(E - E_k).$$  \hspace{1cm} (22)
Evidently, $|\partial_t M(t)|$ is the modulus of the Fourier transform of $A(E)$ and its time dependence can be easily obtained from $A(E)$.

In Fig. 3 we display $A(E)$ and $|\partial_t M(t)|$ for different coupling strengths with $\alpha = 0.4$ and $N = 1000$. Figs. 3(a)-(c) show $A(E)$ versus energy eigenvalues for coupling strength values below, at, and above the critical value, respectively. For both non-critical coupling strengths $A(E)$ is unimodal [see Figs. 3(a) and 3(c)] and the peak location at $\langle E \rangle = \sum_k |c_k|^2 E_k$ depends on the value of $\lambda$. Moreover, the width of $A(E)$ is approximately given by $\text{Var}(E) = \sum_k |c_k|^2 E_k^2 - \langle E \rangle^2$. However, the behavior of $A(E)$ at the critical coupling value is more complex [see Fig. 3(b)] with a double peak structure and negative (positive) $A(E)$ values for negative (positive) energies and, therefore, $A(E_c) \approx 0$ at the ESQPT critical energy $E_c = 0$.

The time evolution of $|\partial_t M(t)|$ for the three coupling strengths discussed above is depicted in Figs. 3(d)-(f). In the first place, it can be easily noticed that the time dependence of $|\partial_t M(t)|$, with regular damped oscillations, is qualitatively similar for non-critical values of $\lambda$ [see Figs. 3(d) and 3(f)]. These oscillations, dependent on $\langle E \rangle$ and on the fine structure of $A(E)$, have different frequencies and decay times. Furthermore, the characteristic time of the decaying envelope can be connected to the width of $A(E)$ via a Heisenberg-like relation and the result is given by $\tau_c \propto 1/\text{Var}(E)$. In the second place, there is a very different time dependence for $|\partial_t M(t)|$ at the critical coupling [see Fig. 3(e)], characterized by irregular oscillations. The regular damped recurrences displayed in Figs. 3(d) and 3(f) are replaced by an initial sharp increase followed by groups of random oscillations. Notice the different y-axis scaling in Figs. 3(e-f), with $|\partial_t M(t)|$ attaining minimum values for $\lambda = \lambda_c$. The behavior of $|\partial_t M(t)|$ at the critical point of the excited-state quantum phase transition can be traced back to the bimodal form of $A(E)$ shown in Fig. 3(b).

In summary, we have shown that the existence of an excited-state quantum phase transition in the LMG environment spectrum has a strong influence on the dynamics of the qubit, as can be seen from the time dependence of $|\partial_t M(t)|$. The critical value of the coupling strength leads the environment to the excited-state quantum phase transition critical energy, where $|\partial_t M(t)|$ displays a random oscillatory pattern of small amplitude.

VI. CONCLUSIONS

In conclusion, we have analyzed the effects of an excited-state quantum phase transition on the quantum speed limit time of an open quantum system by studying a central qubit coupled to a spin environment modeled by a Lipkin-Meshkov-Glick bath. The signatures of the excited-state quantum phase transition in the environment are either a divergence of the second order derivative of an individual excite state energy with respect to the control parameter or a singularity in the local density of states at the critical energy ($E_c = 0$) for a constant control parameter. By quenching the coupling strength between the qubit and the environment, we have probed the impact that the excited-state quantum phase transition in the environment has upon the quantum speed limit time of the qubit.

We have found that the environment underlying excited-state quantum phase transition produces conspicuous effects in the quantum speed limit time of the qubit. Namely, the quantum speed limit time of the qubit displays a sharp peak at the critical point of the excited-state quantum phase transition, making the excited-state quantum phase transition responsible for a noticeable slow down in the qubit evolution. Moreover, at the critical point of the excited-state quantum phase transition, the quantum speed limit time approaches the actual evolution time value for increasing environment size values. In spite of the fact that long evolution times are associated with small values of the quantum speed limit time of the qubit, the maximum of the quantum speed limit time is always located at the critical energy of the excited-state quantum phase transition, making the quantum speed limit time as a viable proxy for assessing the existence of an excited-state quantum phase transition in the LMG environment.

With a calculation of a non-Markovianity measure for the open system under consideration, we have demonstrated that the qubit evolution slowdown at the critical point of excited-state quantum phase transition cannot be always explained from the Markovian nature of the environment. In fact, the particular behavior of the quantum speed limit time at the critical point of the excited-state quantum phase transition stems from the singular behavior of $|\partial_t M(t)|$ [cf. Eq. (21)]. As happens with the LMG model, the different quantum many-body systems where excited-state quantum phase transitions have been identified exhibit a divergence in the state density at the critical point. This leads to a high localization for states at the critical point [36, 39], which makes the sum in Eq. (22) giving as a result a small $A(E)$. This means that $|\partial_t M(t)|$ in Eq. (21) will oscillate in time with a small amplitude. As a consequence, $\tau_{QSL}$ in Eq. (18) has a sharp peak once the environment is located at its critical point. This indicates that our analysis is independent of the LMG model details, and we conclude that the present results are valid in cases with an environment whose state density exhibits a divergence at the critical point of the excited-state quantum phase transition. Furthermore, our work provides additional evidence that supports the results of previous works that investigate the relation between the quantum speed limit time and the Markovian character of the environment (see, e.g., Ref. [56] and references therein).

The results reported in this work advance an original point of view on the influence of excited-state quantum phase transitions on quantum system dynamics. Furthermore, considering the recent experimental progresses on
the detection of excited-state quantum phase transition signatures, the quantum speed limit can be considered of an experimental proxy for excited-state quantum phase transitions in the laboratory.
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Appendix A: Derivations of Eqs. (18) and (20)

In this appendix we derive Eqs. (18) and (20).

1. Derivation of equation (18)

For an initial pure state, the Bures angle can be written as

\[ \mathcal{L}(\rho_0, \rho_t) = \arccos \sqrt{\text{tr}(\rho_0 \rho_t)}. \]  

(A1)

Therefore, we have \[ \sin^2 \mathcal{L}(\rho_0, \rho_t) = 1 - \text{tr}[^t\rho_t] \] from the evolved density matrix of the qubit Eq. (16), we find

\[ \text{tr}[^t\rho_t] = 1 - \frac{1}{2} \sin^2 (\theta) \{ 1 - \Re[\mathcal{M}(t)] \}, \]  

(A2)

where \( \Re[\mathcal{M}(t)] \) denotes the real part of \( \mathcal{M}(t) \). So, we obtain

\[ \sin^2 \mathcal{L}(\rho_0, \rho_t) = \frac{1}{2} \sin^2 (\theta) \{ 1 - \Re[\mathcal{M}(t)] \}. \]  

(A3)

Substituting Eq. (13) into Eq. (11), we find that the Liouvillean superoperator \( L_t(\rho_t) \) has following expression

\[ L_t(\rho_t) = \hat{\rho}(t) \begin{pmatrix} 0 & (e^{i\phi}/2) \sin (\theta) \hat{\mathcal{M}}(t) \\ (e^{-i\phi}/2) \sin (\theta) \hat{\mathcal{M}}^*(t) & 0 \end{pmatrix}, \]  

(A4)

where the dot denotes the time derivative. Obviously, \( L^*_1(\rho_t) = L_t(\rho_t) \), therefore, the singular values of \( L_t \) are given by the absolute value of the eigenvalues of \( L_t(\rho_t) \)

\[ \lambda_1 = \lambda_2 = \frac{1}{2} \sin (\theta) \lvert \partial_t \mathcal{M}(t) \rvert. \]  

(A5)

Then the Schatten p norm of \( L_t(\rho_t) \) reads

\[ \lVert L_t(\rho_t) \rVert_p = (l_1^p + l_2^p)^{1/p} = 2^{1/p} \sin(\theta) \lvert \partial_t \mathcal{M}(t) \rvert / 2. \]  

(A6)

Hence, we have \( \lVert L_t(\rho_t) \rVert_\infty \leq \lVert L_t(\rho_t) \rVert_2 < \lVert L_t(\rho_t) \rVert_1 \). As a result,

\[ \max \left\{ \frac{1}{\Gamma_1}, \frac{1}{\Gamma_2}, \frac{1}{\Gamma_3} \right\} = \frac{1}{\Gamma_\infty} = \frac{2}{\sin(\theta)} \int_0^{\pi/\Gamma_\infty} |\partial_t \mathcal{M}(t)| dt. \]  

(A7)

Substituting Eqs. (A3) and (A7) into the expression of the quantum speed limit time Eq. (10), we thus obtain

\[ \tau_{QSL} = \frac{\sin(\theta)}{(1/\Gamma_\infty) \int_0^{\pi/\Gamma_\infty} |\partial_t \mathcal{M}(t)| dt}. \]  

(A8)

2. Derivation of Eq. (20)

For the open system we studied in this work, it has been verified that the optimal initial pair \( \rho_{1,2}(0) \) in Eq. (19) are given by equatorial (\( \theta = \pi/2 \)), antipodal states. Therefore, we have

\[ \rho_1(0) = \begin{pmatrix} 1/2 & e^{i\phi}/2 \\ e^{-i\phi}/2 & 1/2 \end{pmatrix}, \rho_2(0) = \begin{pmatrix} 1/2 & -e^{i\phi}/2 \\ -e^{-i\phi}/2 & 1/2 \end{pmatrix}. \]  

(A9)

Then, the evolution of \( \rho_{1,2}(0) \) is given by

\[ \rho_1(t) = \begin{pmatrix} 1/2 & (e^{i\phi}/2) \mathcal{M}^*(t) \\ (e^{-i\phi}/2) \mathcal{M}(t) & 1/2 \end{pmatrix}, \]  

(A10)

\[ \rho_2(t) = \begin{pmatrix} 1/2 & -(e^{i\phi}/2) \mathcal{M}^*(t) \\ -(e^{-i\phi}/2) \mathcal{M}(t) & 1/2 \end{pmatrix}. \]  

(A11)

We thus have

\[ \rho_1(t) - \rho_2(t) = \begin{pmatrix} 0 & e^{i\phi} \mathcal{M}^*(t) \\ e^{-i\phi} \mathcal{M}(t) & 0 \end{pmatrix}. \]  

(A12)

So, we obtain

\[ |\rho_1(t) - \rho_2(t)| = \begin{pmatrix} |\mathcal{M}(t)| & 0 \\ 0 & |\mathcal{M}(t)| \end{pmatrix}. \]  

(A13)

The trace distance \( D[\rho_1(t), \rho_2(t)] \) is, therefore, given by

\[ D[\rho_1(t), \rho_2(t)] = \frac{1}{2} \text{tr}[^t\rho_1(t) - \rho_2(t)] = |\mathcal{M}(t)|. \]  

(A14)

Now, we have \( \eta = \partial_t |\mathcal{M}(t)| \) and the measure of non-Markovianity in Eq. (19) reads

\[ N = \int_{\eta > 0} |\partial_t |\mathcal{M}(t)|| dt. \]  

(A15)

Noting that

\[ \int |\partial_t |\mathcal{M}(t)|| dt = \int_{\eta > 0} |\partial_t |\mathcal{M}(t)| dt + \int_{\eta < 0} |\partial_t |\mathcal{M}(t)| dt, \]  

\[ \int |\partial_t |\mathcal{M}(t)|| dt = \int_{\eta > 0} |\partial_t |\mathcal{M}(t)| dt - \int_{\eta < 0} |\partial_t |\mathcal{M}(t)| dt, \]  

(A16)
and employing $\int_0^{T_e} \partial_t |\mathcal{M}(t)| dt = |\mathcal{M}(T_e)| - 1$, we finally obtain

$$N = \frac{1}{2} \left[ \int_0^{T_e} |\partial_t |\mathcal{M}(t)|| dt + |\mathcal{M}(T_e)| - 1 \right].$$  \hfill (A17)
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