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Abstract. In this paper we initiate the study of cyclic algebraic geometry codes. We give conditions to construct cyclic algebraic geometry codes in the context of algebraic function fields over a finite field by using their group of automorphisms. We prove that cyclic algebraic geometry codes constructed in this way are closely related to cyclic extensions. We also give a detailed study of the monomial equivalence of cyclic algebraic geometry codes constructed with our method in the case of a rational function field.

1. Introduction

Motivation. Let $\mathbb{F}_q$ be a finite field of $q$ elements. A linear code of length $n$ and dimension $k$ over $\mathbb{F}_q$ is simply an $\mathbb{F}_q$-linear subspace $C$ of $\mathbb{F}_q^n$ of dimension $\dim C = k$. In this case it is customary to say that $C$ is an $[n,k]$-code (over $\mathbb{F}_q$) and the elements of $C$ are called codewords. An important parameter to consider in an $[n,k]$-code $C$ is its minimum Hamming distance $d(C) = \min\{w(c) : 0 \neq c \in C\}$, where $w(c)$ is the weight of $c \in C$, the number of non-zero coordinates of $c$. An $[n,k,d]$-code $C$ is just an $[n,k]$-code $C$ such that $d = d(C)$.

Among the classical linear codes over $\mathbb{F}_q$, the family of cyclic codes have shown to be one of the most important and widely used because of their good parameters, excellent detection-correction capabilities and fast and efficient encoding-decoding algorithms. Let us recall that a code $C$ is cyclic if it is closed under cyclic permutations of the coordinates of its codewords. That is, for any $c = (c_1, c_2, \ldots, c_n) \in C$, the cyclic shift $s(c) = s(c_1, c_2, \ldots, c_n) = (c_2, \ldots, c_n, c_1)$ is also in $C$. There is a natural action of the symmetric group $S_n$ on $\mathbb{F}_q^n$ defined as $\tau(a_1, \ldots, a_n) = (a_{\tau(1)}, \ldots, a_{\tau(n)})$ for $(a_1, \ldots, a_n) \in \mathbb{F}_q^n$, $\tau \in S_n$. This action defines the so-called permutation automorphism group $\text{PAut}(C)$ of $C$ as the subgroup of $S_n$ preserving $C$, that is

$$\text{PAut}(C) = \{\tau \in S_n : \tau(C) = C\}.$$  

We see at once that a code $C$ is cyclic if and only if the $n$-cycle $\sigma = (12 \cdots n) \in \text{PAut}(C)$. Clearly the above mentioned cyclic shift $s$ corresponds to the $n$-cycle $\sigma = (12 \cdots n)$. It is worth to mention that the family of cyclic codes contains important codes such as Golay codes, binary Hamming codes, Reed-Solomon codes and BCH codes.

A major breakthrough in coding theory was given by Goppa at the beginning of the 80’s when he introduced a whole new family of linear codes obtained by evaluation of rational functions on rational points of an irreducible and smooth projective curve over $\mathbb{F}_q$. These codes are known today as algebraic geometry codes (or AG-codes for short).
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Using Goppa’s ideas and modular curves over $\mathbb{F}_q$, Tsfasman et al ([15]) constructed a family of codes which surpassed the Gilbert-Varshamov bound for the very first time. Thus, it seems natural to consider cyclic algebraic geometry codes because, in this way, we will have the above mentioned advantages of cyclic codes combined with the conceptual richness involved in the construction of AG-codes.

Following the book [13], we will use the language of function fields to describe the construction of AG-codes. Let $F$ be a function field over $\mathbb{F}_q$, that is, $F$ is a finite field extension of a rational function field $\mathbb{F}_q(x)$. Let $D = P_1 + \cdots + P_n$ and $G$ be disjoint divisors of $F$, where $P_1, \ldots, P_n$ are different rational (degree one) places of $F$. The AG-code defined by $F$, $D$ and $G$ is

\begin{equation}
C_L(D, G) = \{(z(P_1), z(P_2), \ldots, z(P_n)) \in \mathbb{F}_q^n : z \in L(G)\},
\end{equation}

where $z(P_i)$ stands for the residue class of $z$ modulo $P_i$ and

\begin{equation}
L(G) = \{z \in F^* : (z) \geq -G \cup \{0\},
\end{equation}

is the Riemann-Roch space associated to $G$, with $F^* = F \setminus \{0\}$.

If we want to emphasize the dependence of $C_L(D, G)$ on $F$, we will say that $C_L(D, G)$ is defined over $F$. It is also customary to say that an AG-code $C_L(D, G)$ is an $n$-point AG-code when the support of the divisor $G$ has $n$ different places of $F$. Some other standard references for AG-codes are the books [7], [8], [10] and [14].

Using a clever idea, Pellikaan et al ([9]) proved that any linear code $C$, in particular any cyclic code, can be represented as an AG-code as in $(1.1)$, although the proof is not constructive. That is, there is an algebraic function field $F$ over $\mathbb{F}_q$ and disjoint divisors $D, G$ of $F$ such that $C = C_L(D, G)$. In this way, there is an interesting relation between the classical algebraic construction of codes and the new geometric one. See for instance [1], for a brief survey on the historical transition from classical algebraic codes to AG-codes. On the other hand, Stichtenoth has shown that every cyclic code can be realized as the trace code of generalized AG-codes defined over rational function fields (see Section 9.2 in [13] for details). However it is not clear how to construct cyclic AG-codes in a systematic way.

Once a construction method for cyclic AG-codes is found, an important question to answer is the following one: how many inequivalent (in the sense of monomial equivalence of linear codes as given in Definition 2.4) cyclic AG-codes can be constructed? Answering this last question may have interesting consequences in the problem of constructing sequences of cyclic AG-codes by using asymptotically good towers of function fields. Let us recall that the question of whether or not the family of cyclic codes is asymptotically good is still open and one way of constructing asymptotically good sequences of codes over $\mathbb{F}_q$ is by using asymptotically good towers of function fields over $\mathbb{F}_q$ (see for instance [2] and [12]).

When dealing with the construction of cyclic AG-codes the following basic question arises: what does the condition of cyclicity look like for an AG-code? By definition, $C_L(D, G)$ is cyclic if

\[ s(c) = (u(P_2), \ldots, u(P_n), u(P_1)) \in C_L(D, G), \]

for any $c = (u(P_1), \ldots, u(P_n)) \in C_L(D, G)$ where $u \in L(G)$. This happens if and only if there exists $v \in L(G)$ such that $s(c) = (v(P_1), v(P_2), \ldots, v(P_n))$. Hence, $C_L(D, G)$ is
cyclic if for every \( u \in \mathcal{L}(G) \) there exists \( v \in \mathcal{L}(G) \) such that \( v(P_i) = u(P_{i+1} \mod n) \) for \( 1 \leq i \leq n \), that is

\[
\begin{align*}
  v(P_1) &= u(P_2), \\
  v(P_2) &= u(P_3), \\
  & \vdots \\
  v(P_{n-1}) &= u(P_n), \\
  v(P_n) &= u(P_1).
\end{align*}
\]

(1.3)

Thus the construction problem of cyclic AG-codes boils down to answer the following questions: how and when do we find an element \( v \in \mathcal{L}(G) \) satisfying (1.3)? One way of looking for an element \( v \in \mathcal{L}(G) \) solving (1.3) is by considering the group \( \text{Aut}_{F_q}(F) \) of \( F_q \)-automorphisms of the function field \( F \), that is the group of automorphisms of \( F \) fixing \( F_q \) pointwise (see Section 2).

The main goal of this work is to initiate the study of cyclic AG-codes which are constructed by using the group \( \text{Aut}_{F_q}(F) \). In particular, we will study in detail the problem of monomial equivalence of cyclic AG-codes over a rational function field \( F_q(x) \) which are constructed by using the group \( \text{Aut}_{F_q}(F_q(x)) \) (see Section 4).

Outline and results. A brief summary of the paper is as follows. In Section 2, we recall some basic facts about AG-codes defined over a function field \( F \) over \( F_q \) and its \( F_q \)-automorphism group \( \text{Aut}_{F_q}(F) \). We then present a method, which will be called the sigma-method, to construct cyclic AG-codes \( C_L(D,G) \), based on the action of \( \sigma \in \text{Aut}_{F_q}(F) \) on the rational places in the support of \( D \).

In Section 3 we present some examples of cyclic AG-codes using the sigma-method in cyclic extensions of function fields. Section 4 is devoted to the construction of what we call sigma-cyclic rational codes, that is cyclic AG-codes over the rational function field \( F = F_q(x) \) defined by the sigma-method with the group \( \text{Aut}_{F_q}(F_q(x)) \). We also consider the question of the monomial equivalence of sigma-cyclic rational codes of the form \( C_L(D,rP) \) where \( P \) is a rational place of \( F_q(x) \). As an interesting consequence of this study, we prove (see Theorem 4.14) one of the main results of this work: for a given length and dimension there is, up to monomial equivalence, only one sigma-cyclic rational code over \( F_q(x) \) which can be chosen to be of the form \( C_L(D,rP_{\infty}) \), where \( P_{\infty} \) denotes the only pole of \( x \) in \( F_q(x) \).

Finally in Section 5 we study the structural properties of the sigma-method in an arbitrary function field \( F \) over \( F_q \). The main result here is given in Theorem 5.3 where we prove that the sigma-method with the group \( \text{Aut}_{F_q}(F) \) is related to the existence of a subfield \( E \) of \( F \) such that \( F/E \) is a cyclic extension. A precise description of the ramification of the involved places is also given.

2. CYCLICITY CONDITION FOR AG-CODES AND AUTOMORPHISMS

In this section we first recall some basic facts on AG-codes over a function field \( F \), the automorphism group of an AG-code and the group of automorphisms of \( F \). Then we consider the cyclicity condition (1.3) for AG-codes in terms of automorphisms of \( F \).
AG-codes. Throughout this work $\mathbb{F}_q$ will always be algebraically closed in any considered function field $F$ over $\mathbb{F}_q$, i.e. $\mathbb{F}_q$ is the full constant field of $F$. These type of extensions of function fields are called geometric.

From now on, we will denote by $\mathbb{P}(F)$ the set of places of a function field $F$ over $\mathbb{F}_q$ and by $\mathbb{P}_1(F)$ the subset of rational places. Also, $\text{Div}(F)$ stands for the group of divisors of $F$ and $\text{Sup}(D)$ for the support of $D \in \text{Div}(F)$.

Consider an AG-code $C_L(D, G)$ defined over a function field $F$ over $\mathbb{F}_q$ of genus $g$ as in (1.1). Denote by $N(F) = \#\{P \in \mathbb{P}(F) : \deg P = 1\} = \#\mathbb{P}_1(F)$ the number of rational places of $F$ as usual. It is well known that $C_L(D, G)$ is an $[n, k, d]$-code with

$$n \leq N(F) \leq q + 1 + g[2\sqrt{q}],$$

by Serre’s improvement of the Hasse-Weil bound,

$$d \geq n - \deg G,$$

and $k = \ell(G) - \ell(G - D)$ where $\ell(G) = \text{dim}_{\mathbb{F}_q} \mathcal{L}(G)$. If $\deg G < \deg D = n$, then $\ell(G - D) = 0$ and hence, by the Riemann-Roch theorem, we have

$$k = \ell(G) \geq \deg G + 1 - g,$$

with equality if $\deg G \geq 2g - 1$. This and the Singleton bound imply

$$n + 1 - g \leq k + d \leq n + 1.$$

Automorphisms and permutation automorphisms. Let $F$ be a function field over $\mathbb{F}_q$. If $E$ is a function field extension of $F$, we will denote as usual by $Q \mid P$ the fact that $Q$ is a place in $E$ over a place $P$ in $F$, that is $P = Q \cap F$.

We have the following basic result about places in finite extensions of function fields and isomorphisms that can be proved using similar arguments to the ones given in the Galois case (see for instance Lemma 3.5.2 and Theorem 3.7.1 in [13]).

**Lemma 2.1.** Let $F$ be a function field over $\mathbb{F}_q$ and let $F'$ and $E'$ be extensions of $F$. Suppose $\sigma : F' \rightarrow E'$ is an isomorphism and put $E = \sigma(F)$. Then the following holds.

(a) If $Q \in \mathbb{P}(F')$ then $\sigma(Q) = \{\sigma(z) : z \in Q\} \in \mathbb{P}(E')$ and $\sigma(\mathcal{O}_Q) = \mathcal{O}_{\sigma(Q)}$.

(b) If $0 \neq z' \in E'$ then $\nu_{\sigma(Q)}(z') = \nu_Q(\sigma^{-1}(z'))$.

(c) Let $Q \in \mathbb{P}(F')$ and $P \in \mathbb{P}(F)$ such that $Q \mid P$. Then, $\sigma(Q) \mid \sigma(P)$ and also

$$e(\sigma(Q) \mid \sigma(P)) = e(Q \mid P) \quad \text{and} \quad f(\sigma(Q) \mid \sigma(P)) = f(Q \mid P),$$

where $e$ is the ramification index and $f$ is the inertia degree.

(d) The action of $\sigma : F' \rightarrow E'$ on $\mathbb{P}(F')$ is naturally extended to an action on $\text{Div}(F')$ by linearity.

(e) If $F'/F$ is Galois, then $G = \text{Gal}(F'/F)$ acts transitively on the set of places of $F'$, i.e. for each pair of places $P, Q \in \mathbb{P}(F')$ such that $P \cap F = Q \cap F$ there exists an element $\sigma \in G$ such that $\sigma(P) = Q$.

It is a basic result that $\text{Aut}_{\mathbb{F}_q}(F)$ is a finite group. Now from (a) of Lemma 2.1, we have that $\text{Aut}_{\mathbb{F}_q}(F)$ acts naturally on the group $\text{Div}(F)$ of divisors of $F$ by defining

$$\sigma\left(\sum_P a_P P\right) = \sum_P a_P \sigma(P),$$
for each \( \sigma \in \text{Aut}_\mathbb{F}_q(F) \). Thus, for any AG-code \( \mathcal{C} = C_\mathcal{L}(D, G) \) defined over \( F \) with \( D = P_1 + \cdots + P_n \), where each \( P_i \) is a rational place of \( F \), and for any \( \sigma \in \text{Aut}_\mathbb{F}_q(F) \) we have a well defined AG-code \( \mathcal{C}^\sigma = C_\mathcal{L}(\sigma(D), \sigma(G)) \).

Hence, \( \mathcal{C}^\sigma = \mathcal{C} \). Condition \( \sigma(G) = G \) guarantees that

\[
(2.3) \quad \sigma(D) = D \quad \text{and} \quad \sigma(G) = G.
\]

Thus, \( \mathcal{C}^\sigma = \mathcal{C} \). Condition \( \sigma(G) = G \) guarantees that

\[
(2.4) \quad z \in \mathcal{L}(G) \quad \Leftrightarrow \quad \sigma^{-1}(z) \in \mathcal{L}(G).
\]

The direct implication follows directly from \((b)\) of Lemma 2.1 and the fact that \( Q \in \text{Sup}(G) \) if and only if \( \sigma(Q) \in \text{Sup}(G) \). The converse implication follows from the fact that \( \text{Aut}_\mathbb{F}_q(F) \) is of finite order, say \( m \), so that \( \sigma^{-m}(z) = z \in \mathcal{L}(G) \).

From \((2.4)\) we see that if \( \sigma \in \text{Aut}_\mathbb{F}_q(F) \) satisfies \((2.3)\) and \( (z(P_1), \ldots, z(P_n)) \) is a codeword of \( C_\mathcal{L}(D, G) \), we get another codeword defined as

\[
\sigma \cdot (z(P_1), \ldots, z(P_n)) = ((\sigma^{-1}(z))(P_1), \ldots, (\sigma^{-1}(z))(P_n)).
\]

The map \( z(\sigma(P)) \mapsto (\sigma^{-1}(z))(P) \) defines a field isomorphism between the residue fields \( \mathcal{O}_{\sigma(P)}/\mathcal{O}_P \) and \( \mathcal{O}_P/P \) for any \( P \in \mathbb{P}(F) \) and \( \sigma \in \text{Aut}_\mathbb{F}_q(F) \). Hence we can consider that

\[
(2.5) \quad z(\sigma(P)) = (\sigma^{-1}(z))(P).
\]

Furthermore, condition \( \sigma(D) = D \) implies that the codeword \( \sigma \cdot (z(P_1), \ldots, z(P_n)) \) represents a permutation of the coordinates of the codeword \( (z(P_1), \ldots, z(P_n)) \) of \( C_\mathcal{L}(D, G) \) for any \( \sigma \in \text{Aut}_\mathbb{F}_q(F) \).

Thus, if \( \sigma \in \text{Aut}_\mathbb{F}_q(F) \) satisfies \((2.3)\) then we can think of \( \sigma \) as an element of the permutation automorphism group \( \text{PAut}(C_\mathcal{L}(D, G)) \). In view of these observations it is natural to consider the group

\[
(2.6) \quad \text{Aut}_{D,G}(F) = \{ \sigma \in \text{Aut}_\mathbb{F}_q(F) : \sigma(D) = D \quad \text{and} \quad \sigma(G) = G \}.
\]

It is shown in Proposition 8.2.3 of [13] that if \( n > 2g + 2 \) then \( \text{Aut}_{D,G}(F) \) can be viewed as a subgroup of \( \text{PAut}(C_\mathcal{L}(D, G)) \).

**Automorphisms and cyclic AG-codes.** The next result will allow us to formulate a procedure to construct cyclic AG-codes. This procedure will be called the sigma-method and every cyclic AG-code considered in this work will be constructed with the sigma-method.

**Lemma 2.2.** Let \( P_1, \ldots, P_n \) be \( n \) different rational places of a function field \( F \) over \( \mathbb{F}_q \) and \( G \) be divisor of \( F \) with disjoint support with respect to \( D = P_1 + \cdots + P_n \). Suppose that there exists \( \sigma \in \text{Aut}_{D,G}(F) \) such that

\[
(2.7) \quad \sigma(P_1) = P_2, \ldots, \sigma(P_{n-1}) = P_n, \sigma(P_n) = P_1.
\]

Then \( C_\mathcal{L}(D, G) \) is a cyclic AG-code, the order of \( \sigma \) as an element of \( \text{Aut}_\mathbb{F}_q(F) \) is divisible by \( n \) and also \( n \) is the smallest positive integer satisfying \( \sigma^n(P_1) = P_1 \).

**Proof.** We recall from \((1.3)\) that \( C_\mathcal{L}(D, G) \) is cyclic if and only if for each \( u \in \mathcal{L}(G) \), there exists an element \( v \in \mathcal{L}(G) \) such that

\[
v(P_i) = u(P_{i+1 \mod n}) \quad 1 \leq i \leq n.
\]
Suppose now that $\sigma \in \text{Aut}_{D,G}(F)$ satisfies (2.7). For each $u \in \mathcal{L}(G)$ the element $v = \sigma^{-1}(u)$ belongs to $\mathcal{L}(G)$ by (2.4) and satisfies (1.3). In fact, by (2.5),

$$v(P_i) = (\sigma^{-1}(u))(P_i) = u(\sigma(P_i)) = u(P_{i+1 \mod n})$$

for each $1 \leq i \leq n$ and then $C_\mathcal{L}(D,G)$ is a cyclic AG-code.

Now, let $m$ be the order of $\sigma$ in $\text{Aut}_{\mathbb{F}_q}(F)$. Then $\sigma^m = id$ and thus we have that $\sigma^m(P) = P$ for any place $P$ of $F$. On the other hand, notice that

$$P_2 = \sigma(P_1), \quad P_3 = \sigma^2(P_1), \quad \ldots , \quad P_n = \sigma^{n-1}(P_1), \quad P_1 = \sigma^n(P_1).$$

In particular we see that $\sigma^{nk}(P_1) = P_1$ for any $k \in \mathbb{N}$. If $m < n$ then $P_1 = \sigma^m(P_1) = P_{m+1}$, so that $P_1 \in \{P_2, \ldots, P_n\}$ contradicting the assumption that the places $P_1, \ldots, P_n$ are $n$ different places. Thus $m \geq n$ and then there exist unique integers $k \geq 1$ and $r \geq 0$ such that $m = kn + r$ where $r = 0$ or $1 \leq r \leq n - 1$. If $r \neq 0$ then $1 \leq r \leq n - 1$ and so

$$P_1 = \sigma^m(P_1) = \sigma^{r+kn}(P_1) = \sigma^r(\sigma^{nk}(P_1)) = \sigma^r(P_1) = P_{r+1},$$

so that $P_1 \in \{P_2, \ldots, P_n\}$ which is a contradiction as we have already noted. Therefore $r = 0$ and so we must have $m = kn$. Finally, it is clear from the above argument that we can not have $\sigma^j(P_1) = P_1$ for some positive integer $j < n$. \hfill $\square$

Roughly speaking, what Lemma 2.2 is saying that a cyclic shift of the places in $\text{Sup}(D) = \{P_1, \ldots, P_n\}$ by some suitable element of $\text{Aut}_{D,G}(F)$ ensures that $C_\mathcal{L}(D,G)$ is a cyclic AG-code.

**Remark 2.3.** Clearly (2.7) represents a choice on the numbering of the indices of the $n$ rational places. Different numberings for the indices of the places $P_1, \ldots, P_n$ will give equivalent codes in the sense of the definition below.

**Definition 2.4.** Two codes $C_1$ and $C_2$ over $\mathbb{F}_q$ are called equivalent, and we write $C_1 \sim C_2$, if there exists a monomial matrix $M$ over $\mathbb{F}_q$ such that $C_2 = C_1M$ (a monomial matrix over $\mathbb{F}_q$ is a matrix such that in each row and column there is only one non zero element of $\mathbb{F}_q$). In other words, $C_1 \sim C_2$ if each codeword of $C_2$ can be obtained from the codewords of $C_1$ by a combination of the following two operations: (a) permutation of the digits of a codeword; (b) multiplication of each entry of a codeword by a non-zero element of $\mathbb{F}_q$ (not necessarily the same element for each entry).

In view of Lemma 2.2 we have the following definition:

**Definition 2.5.** Let $C = C_\mathcal{L}(D,G)$ be an AG-code defined over a function field $F$ over $\mathbb{F}_q$ with $D = P_1 + \cdots + P_n$. We shall say that $C$ is sigma-cyclic if it is cyclic and the permutation of the codewords is performed by an automorphism fixing $D$ and $G$, while permuting the places $P_i$; that is, if there exists an automorphism $\sigma \in \text{Aut}_{D,G}(F)$ such that (2.7) holds.
The sigma-method. We express now the condition (2.7) of Lemma 2.2 in a more structural way. Let $F$ be a function field over $\mathbb{F}_q$ and let $\sigma \in \text{Aut}_{\mathbb{F}_q}(F)$ be of order $m$. For a given place $P$ of $F$ we denote by $[P]_\sigma$ the orbit defined by the action of the cyclic subgroup $\langle \sigma \rangle$ of $\text{Aut}_{\mathbb{F}_q}(F)$ generated by $\sigma$ on the set of places of $F$, that is

$$[P]_\sigma = \{\sigma(P), \sigma^2(P), \ldots, \sigma^m(P) = P\}.$$  

If we consider the $n$ rational places $P_1, \ldots, P_n$ of Lemma 2.2 we see from its proof that $[P_i]_\sigma = \{P_1, \ldots, P_n\}$ where $\sigma \in \text{Aut}_{D,G}(F)$ satisfies (2.7). Therefore we have that $m = nk$ where $k$ is the order of the isotropy group

$$\langle \sigma \rangle_{P_i} = \{\sigma^i : \sigma^i(P_1) = P_1\}.$$  

Notice also that from the proof of Lemma 2.2, this group can be described more explicitly as $\langle \sigma \rangle_{P_i} = \{\sigma^{ik}\}_{i=1}^m$.  

We describe now what we call the sigma-method to construct sigma-cyclic AG-codes over a function field $F$ over $\mathbb{F}_q$ which is, essentially, a reformulation of Lemma 2.2 in terms of orbits.

**The sigma-method**

(a) Find $\sigma \in \text{Aut}_{\mathbb{F}_q}(F)$ of order $m \geq 2$ and a divisor $G$ of $F$ such that $\sigma(G) = G$.

(b) Find a rational place $P$ of $F$ such that $P \notin \text{Sup} D$ and $\sigma(P) \neq P$ (if $\sigma(P) = P$ the orbit $[P]_\sigma$ is trivial, namely $[P]_\sigma = \{P\}$).

(c) Find the order $k$ of the isotropy group $\langle \sigma \rangle_P$.

(d) Let $n = m/k$. We have that $n$ is the smallest divisor of $m$ such $\sigma^n(P) = P$. Then the places $P, \sigma(P), \sigma^2(P), \ldots, \sigma^{n-1}(P)$ are $n$ different rational places of $F$ and

$$[P]_\sigma = \{P, \sigma(P), \sigma^2(P), \ldots, \sigma^{n-1}(P)\}.$$  

(e) If we define $D = P + \sigma(P) + \cdots + \sigma^{n-1}(P)$ we have that $D$ and $G$ are disjoint divisors.

(f) $C_F(D,G)$ is a sigma-cyclic AG-code over $\mathbb{F}_q$, because if we write $P_1 = P$ and $P_{i+1} = \sigma^i(P)$ for $i = 1, \ldots, n - 1$, then it is easy to check that $D = P_1 + P_2 + \cdots + P_n$ so that $D$ is a divisor of $F$ satisfying the conditions of Lemma 2.2.

**Remark 2.6.** The length of a sigma-cyclic code constructed with the sigma-method depends on the size of the orbit (2.8). The determination of the size of the orbit (2.8), which is equivalent to find either the order of the isotropy group $\langle \sigma \rangle_P$ or to prove that $n$ is the smallest divisor of $m$ such $\sigma^n(P) = P$, is one of the main difficulties to overcome when using this method.

One of the most basic and favorable settings to use the sigma-method is the rational function field $\mathbb{F}_q(x)$. This is so because not only the $\mathbb{F}_q$-automorphism group of $\mathbb{F}_q(x)$ is well known, but also because the rational places of $\mathbb{F}_q(x)$ have a simple description and from [6] we know the size of the orbits. These advantages will be fully exploited in Section 4.

For the time being we can give a more explicit version of Lemma 2.2 in the case of a rational function field. This version will allow us to give some simple examples of sigma-cyclic AG-codes. We first fix some notation that will be used from now on. We will write $P_\alpha$ (resp. $P_\infty$) to denote the place of $\mathbb{F}_q(x)$ which is the only zero (resp. pole) of $x - \alpha$ (resp. $x$) in $\mathbb{F}_q(x)$. It is well known (see, for instance, [13]) that the places $P_\alpha$ with $\alpha \in \mathbb{F}_q$ and $P_\infty$ are all the rational places of $\mathbb{F}_q(x)$.
Lemma 2.7. Let \(\alpha_1, \ldots, \alpha_n, \beta \in \mathbb{F}_q\) be all different. Suppose that there exists an element \(\sigma \in \text{Aut}(\mathbb{F}_q(x))\) such that
\[
(2.9) \quad \sigma(x - \alpha_i) \in P_{\alpha_i+1} \mod n, \quad \sigma(x - \beta) \in P_{\beta}, \quad \text{and} \quad \sigma(x^{-1}) \in P_{\infty}.
\]
Then, the code \(C_L(D, G)\) with
\[
D = P_{\alpha_1} + \cdots + P_{\alpha_n} \quad \text{and} \quad G = rP_{\beta} + sP_{\infty}, \quad r, s \in \mathbb{Z},
\]
is a sigma-cyclic AG-code of length \(n\) over \(\mathbb{F}_q\). Also, if \(0 < r + s < n\) then \(C_L(D, G)\) is a non-trivial MDS code with \(k = r + s + 1\) and \(d = n - (r + s)\).

Proof. It is clear that \(D\) and \(G\) are disjoint divisors. Also, \((2.9)\) implies that
\[
\sigma(P_{\alpha_i}) = P_{\alpha_i+1} (1 \leq i \leq n - 1), \quad \sigma(P_{\alpha_n}) = P_{\alpha_1}, \quad \sigma(P_{\beta}) = P_{\beta}, \quad \text{and} \quad \sigma(P_{\infty}) = P_{\infty}.
\]
Thus, \(\sigma(D) = D\) and \(\sigma(G) = G\). Therefore, the AG-code \(C_L(D, G)\) is cyclic, by Lemma 2.2. The assertions on the parameters are straightforward from \((2.1)\) and \((2.2)\). \(\square\)

Remark 2.8. If the first condition in \((2.9)\) is replaced by \(\sigma(x - \alpha_i) \in P_{\alpha_{i+1}}\), 1 \(\leq i \leq n\), for some \(n\)-cycle \(\tau \in S_n\) different from \((12 \cdots n)\), we get an AG-code which is equivalent to a cyclic one by Remark 2.3.

Next, we give some examples of rational sigma-cyclic AG-codes using factorization of polynomials.

Example 2.9 (Frobenius). Let \(F = \mathbb{F}_q(x)\) with \(q = p^n\), \(p\) prime and \(n \geq 2\) (otherwise the construction would be trivial). For any primitive element \(\alpha \in \mathbb{F}_{p^n}\) take
\[
p(x) = m_\alpha(x) = (x - \alpha)(x - \alpha^p) \cdots (x - \alpha^{p^{n-1}}).
\]
Let \(\sigma \in \text{Aut}(F)\) be the automorphism determined by
\[
\sigma(x) = x \quad \text{and} \quad \sigma(a) = a^p, \quad a \in \mathbb{F}_{p^n}
\]
and extended by linearity to the whole \(F\). Then \(\sigma(P_0) = P_0\) and \(\sigma(P_{\infty}) = P_{\infty}\). Also, since \(\alpha^{p^n} = \alpha\) and \(\sigma(x - \alpha^p) = x - \alpha^{p+1}\) we have that \(\sigma(P_{\alpha_i}) = P_{\alpha_{i+1}}\) where \(\alpha_i = \alpha^{p^i}\) for every \(i \mod n\). In this way, \(C = C_L(D, G)\), where \(D = P_1 + \cdots + P_n\) and \(G = rP_0 + sP_{\infty}\) with \(r, s \in \mathbb{Z}\) such that \(r + s < n\), is a cyclic AG-code of length \(n\) over \(\mathbb{F}_{p^n}\) by Lemma 2.7, with \(d > 0\) and \(k \geq r + s - 1\). \(\checkmark\)

Since \(\sigma \in \text{Aut}(\mathbb{F}_q(x))\) restricted to \(\mathbb{F}_q\) is an \(\mathbb{F}_p\)-automorphism, and \(\text{Gal}(\mathbb{F}_q/\mathbb{F}_p)\) is a cyclic group generated by the Frobenius automorphism, then for any \(\alpha \in \mathbb{F}_q\) we have \(\sigma(\alpha) = \alpha^{p^\ell}\) for some \(1 \leq \ell \leq n\). This says that the cyclic code \(C\) constructed in Example 2.9 is essentially the only possible one with \(\sigma(x) = x\). Since \(p\) is prime, changing \(\sigma(\alpha) = \alpha^p\) by \(\sigma(\alpha) = \alpha^{p\ell}\) for any \(1 < \ell < n\), we get cyclic AG-codes all equivalent to \(C\).

Example 2.10 (Roots of unity). Let \(q\) be a prime power and let \(n \geq 2\) be a divisor of \(q - 1\). Then \(\mathbb{F}_q\) contains a primitive \(n\)-th root of unity \(\omega\) and hence \(x^n - 1\) splits into linear factors
\[
x^n - 1 = (x - 1)(x - \omega)(x - \omega^2) \cdots (x - \omega^{n-1})
\]
in \(\mathbb{F}_q[x]\). This factorization gives rise to \(n\) rational places \(P_1, P_\omega, \ldots, P_{\omega^{n-1}}\) of \(\mathbb{F}_q(x)\). Let \(\sigma\) be the automorphism in \(\text{Aut}_{\mathbb{F}_q}(\mathbb{F}_q(x))\) induced by
\[
(2.10) \quad \sigma(x) = \omega^{-1}x \quad \text{and} \quad \sigma(a) = a, \quad a \in \mathbb{F}_q.
\]
We clearly have that $\sigma(x) \in P_0$. Also, note that
\[
\sigma(x - \omega^i) = (\omega^{-1}x - \omega^i) = \omega^{-1}(x - \omega^{i+1})
\]
and hence $\sigma(x - \omega^i) \in P_{\omega+i+1}$ for every $1 \leq i \leq n$. Therefore, taking $\alpha_i = \omega^{-1}$ for any $i = 1, \ldots, n$, we have that $\sigma(P_{\alpha_i}) = P_{\alpha_{i+1}}$ for $i = 1, \ldots, n$, $\sigma(P_0) = P_0$ and $\sigma(P_{\infty}) = P_{\infty}$. Therefore, $C = C_\sigma(D, G)$ with $D = P_{\alpha_1} + \cdots + P_{\alpha_n}$, $G = rP_0 + sP_{\infty}$ and $r, s \in \mathbb{Z}$, is a $\sigma$-cyclic AG-code over $\mathbb{F}_q(x)$ of length $n$ over $\mathbb{F}_q$, by Lemma 2.7.

\begin{example}[Artin-Schreier polynomial] Consider the polynomial $f(x) = x^p - x - a$ in $\mathbb{F}_q[x]$, with $p = \text{char}(\mathbb{F}_q)$. Let $\alpha \in \mathbb{F}_q \setminus \mathbb{F}_p$ and take $a = \alpha^p - \alpha$ (hence $a \neq 0$). Thus $\alpha$ is a root of $x^p - x - a$ and it is easy to see that $\alpha + 1$ is also a root of $f(x)$. We clearly have
\[
x^p - x - a = (x - \alpha)(x - (\alpha + 1))\cdots(x - (\alpha + p - 1)).
\]
Consider the $\mathbb{F}_q$-automorphism determined by
\[
\sigma(x) = x - 1.
\]
Taking $\alpha_i = \alpha + i - 1$ for $i = 1, \ldots, p$, we see that $\sigma(P_{\alpha_i}) = P_{\alpha_{i+1}}$ for $i = 1, \ldots, p$ and $\sigma(P_{\infty}) = P_{\infty}$. Then, by Lemma 2.2, the code $C = C_\sigma(D, G)$ where $D = P_{\alpha_1} + \cdots + P_{\alpha_p}$ and $G = sP_{\infty}$ with $s \in \mathbb{N}$ is cyclic of prime length $p$.
\end{example}

We have given easy examples of cyclic rational AG-codes. In Section 4 we will study the construction of sigma-cyclic AG-codes over $\mathbb{F}_q(x)$ in a more systematic way.

3. Examples of cyclic AG-codes through cyclic extensions

In the previous section we gave examples of cyclic AG-codes over the rational function field. Perhaps the simplest way to obtain concrete examples of sigma-cyclic AG-codes over function fields of positive genus is by considering a cyclic extension $F'/F$ of function fields over $\mathbb{F}_q$ and the subgroup $\text{Gal}(F'/F)$ of $\text{Aut}_{\mathbb{F}_q}(F')$. In fact, we will show in Section 5 that sigma-cyclic AG-codes are basically obtained from cyclic extensions.

We begin by showing that cyclic extensions are suitable to construct sigma-cyclic AG-codes with the sigma-method.

**Proposition 3.1.** Let $F'/F$ be a cyclic extension of degree $m$ of function fields over $\mathbb{F}_q$. Let $P$ be a place of $F$ and let $P_1, \ldots, P_n$ be all the places of $F'$ lying over $P$. Then, $n$ divides $m$ and for any generator $\sigma$ of $\text{Gal}(F'/F)$ we have that the orbit of $P_1$ is
\[
[P_1]_\sigma = \{P_1, \ldots, P_n\}.
\]
Furthermore, let $Q \neq P$ be a place of $F$ and let $G = Q_1 + \cdots + Q_k$ be the divisor of $F'$ formed with all the places of $F'$ lying over $Q$. Then $\sigma(G) = G$ and $\text{Sup}(G) \cap \text{Sup}(D) = \emptyset$ where $D = P_1 + \cdots + P_n$. In particular, if each $P_i$ is rational then $C_\sigma(D, G)$ is a sigma-cyclic AG-code.

**Proof.** Suppose $F'/F$ is a cyclic extension of degree $m$ and let $\sigma$ be a generator of the Galois group $G = \text{Gal}(F'/F)$. First, notice that $n \mid m$ because $\text{nef} = m$ where $e(P_i \mid P)$ and $f = f(P_i \mid P)$ are the ramification index and the inertia degree, respectively, for $i = 1, \ldots, n$.

We now show that the orbit $[P_1]_\sigma$ consists of the places $P_1, \ldots, P_n$. Consider the decomposition group
\[
D(P_1 \mid P) = \{\sigma \in G : \sigma(P_1) = P_1\}.
\]
of $P_1$ over $P$. If $\sigma^j(P_1) = \sigma^j(P_1)$ for some $1 \leq i < j \leq n$ then we have $\sigma^k \in D(P_1 | P)$ for $k = j - i > 0$. Since $D(P_1 | P)$ is a group of order $ef$ we have that $\sigma^{kef} = id$, the identity element of $\text{Gal}(F'/F)$. But $k < n$ and so $kef < nef = m$ contradicting that $m$ is the order of $\sigma$. Therefore the set $\{\sigma^j(P_1)\}_{i=1}^n$ consists of $n$ different places of $F'$ lying over $P$ and thus we must have
\[
\{\sigma(P_1), \sigma^2(P_1), \ldots, \sigma^n(P_1)\} = \{P_1, P_2, \ldots, P_n\}.
\]
This means that $\sigma^j(P_1) = P_1$ for some $1 \leq j \leq n$. But the above argument implies that we can not have $1 \leq j \leq n - 1$. Therefore $\sigma^n(P_1) = P_1$ and we are done with the first part.

It is clear by construction that $\sigma(G) = G$ and $\text{Sup}(G) \cap \text{Sup}(D) = \emptyset$. Therefore if each $P_i$ is rational then $C_\mathcal{L}(D, G)$ is a sigma-cyclic AG-code.

We now give some explicit constructions of sigma-cyclic AG-codes obtained from cyclic extensions, namely Kummer, Artin-Schreier and Hermitian extensions.

**Example 3.2 (Kummer extensions).** Consider the rational function field $F = \mathbb{F}_q(x)$ and let $F' = F(y)$ be the Kummer extension of $F$ given by
\[
y^n = (x - \alpha)(x - \alpha^{-1})\]
where $n \mid q - 1$, $\alpha \in \mathbb{F}_q^*$ and $\alpha \neq \alpha^{-1}$. By Proposition 6.3.1 in [13] we have that $F'/F$ is cyclic of degree $n$ and $\mathbb{F}_q$ is the full constant field of $F'$. Also, the places $P_\alpha$ and $P_{\alpha^{-1}}$, the zeroes of $x - \alpha$ and $x - \alpha^{-1}$ respectively, are totally ramified in $F'/F$.

Note that $P_0$ splits completely in $F$. In fact, let
\[
\varphi(T) = T^n - (x - \alpha)(x - \alpha^{-1}) \in \mathbb{F}_q(x)[T]
\]
and let $\bar{\varphi}(T)$ be its reduction mod $P_0$, the zero of $x$ in $F$. Since $x(P_0) = 0$ and $n \mid q - 1$ then
\[
\bar{\varphi}(T) = T^n - 1 = \prod_{i=1}^n (T - a_i) \in \mathbb{F}_q[T].
\]
Therefore, by Kummer’s Theorem, $P_0$ splits completely in $F$.

Now, let $D = P_1 + \cdots + P_n$, where $P_1, \ldots, P_n$ are all the places of $F'$ lying over $P_0$, and let $G = rQ_\alpha$ where $r$ is a positive integer and $Q_\alpha$ is the only place of $F'$ lying over $P_\alpha$. By Proposition 3.1 we have that the AG-code $C = C_\mathcal{L}(D, G)$ is sigma-cyclic.

We have estimates for the parameters $[n, k, d]$ of $C$. The genus $g$ of $F'$ is $g = \lfloor \frac{n-1}{2} \rfloor$. Thus, if $0 < r < n$, then $d$ and $k$ satisfy the following inequalities:
\[
d \geq n - r \quad \text{and} \quad k \geq r + 1 - \left\lfloor \frac{n-1}{2} \right\rfloor,
\]
by (2.1) and (2.2).

**Example 3.3 (Artin-Schreier extensions).** Let $p$ be an odd prime number. We consider the Artin-Schreier extension $F'/\mathbb{F}_p(x)$ where $F' = \mathbb{F}_p(x, y)$ and
\[
y^p - y = x^2.
\]
From Proposition 3.7.8 in [11] we have that $F'$ is a cyclic extension of $\mathbb{F}_p(x)$ of degree $p$, the place $P_\infty$ is totally ramified in $F'$ and any other place of $\mathbb{F}_p(x)$ is unramified in $F'$. Since
\[
T^p - T = T^p - T - x \mod P_0,
\]
we have from Kummer’s theorem that $P_0$ splits completely in $F'$ into $p$ rational places $P_1,\ldots,P_p$.

If we take $D = P_1 + \cdots + P_p$ and $G = rQ$, where $Q$ is the only place of $F'$ lying over $P_{\infty}$ and $1 \leq r \leq p - 1$, then, by Proposition 3.1, the AG-code $C_L(D,G)$ is sigma-cyclic. Since the genus of $F'$ is $g = \frac{1}{2}(p-1)$, from (2.1) and (2.2) we have that
\[
d \geq p - r \quad \text{and} \quad k \geq \frac{1}{2}(2r + 1 - p).
\]

We see that, in fact, we must have $\frac{1}{2}(p+1) \leq r \leq p - 1$. $\lozenge$

**Example 3.4 (Cyclic codes from Hermitian function fields).** Let $H = \mathbb{F}_{q^2}(x,y)$ be the Hermitian function field, extension of $\mathbb{F}_{q^2}(x)$, defined by
\begin{equation}
y^{q+1} = x^{q+1} - 1.
\end{equation}
From Examples 6.3.5 and 6.3.6 of [13] we have that $H$ is a cyclic extension of degree $q + 1$ of $\mathbb{F}_{q^2}(x)$ which is also a maximal function field of genus $g = \frac{1}{2}q(q-1)$. If $\alpha \in \mathbb{F}_{q^2}$ is such that $\alpha^{q+1} = 1$ then the rational place $P_\alpha$ of $\mathbb{F}_{q^2}(x)$ is totally ramified in $H$. On the other hand if $\alpha \in \mathbb{F}_{q^2}$ is such that $\alpha^{q+1} \neq 1$, then the rational place $P_\alpha$ of $\mathbb{F}_{q^2}(x)$ splits completely in $H$. Also the pole $P_{\infty}$ of $x$ in $\mathbb{F}_{q^2}(x)$ splits completely in $H$.

Now let $\alpha \in \mathbb{F}_{q^2}$ such that $\alpha^{q+1} = 1$ and let $Q_\alpha$ be the only rational place of $H$ lying over $P_\alpha$. If we consider the divisors $D = P_1 + \cdots + P_{q+1}$, where each place $P_i$ lies over $P_{\infty}$, and $G = rQ_\alpha$ with $1 \leq r \leq q - 1$ we have, by Proposition 3.1, that $C_L(D,G)$ is a sigma-cyclic code of length $q + 1$ and minimum distance $d \geq q - r$ defined over the Hermitian function field $H$. $\lozenge$

We finish this section with an interesting consequence of Lemma 2.2 and Proposition 3.1.

**Corollary 3.5.** Let $F'/F$ be a Galois extension of degree $n$ of function fields over $\mathbb{F}_q$. Let $P_1,\ldots,P_n$ be $n$ different places of $F'$. Suppose that (2.7) holds with the places $P_1,\ldots,P_n$ for some $\sigma \in \text{Gal}(F'/F)$. Then the extension $F'/F$ is cyclic, $\sigma$ generates $\text{Gal}(F'/F)$ and there is a place $P \in \mathbb{F}(F)$ such that $P_i \cap F' = P$ for $i = 1,\ldots,n$, i.e. $P$ splits completely in $F'$. Reciprocally if $F'/F$ is cyclic and some place $P \in \mathbb{F}(F)$ splits completely in $F'$ into $P_1,\ldots,P_n$, then (2.7) holds with these places for any generator $\sigma$ of $\text{Gal}(F'/F)$.

**Proof.** Let $\sigma \in \text{Gal}(F'/F)$ such that (2.7) holds for the $n$ rational places $P_1,\ldots,P_n$. From Lemma 2.2 we have that $n$ divides the order of $\sigma$. Since the Gal($F'/F$) is a group of order $n$ we have that $\sigma$ generates Gal($F'/F$) and thus $F'/F$ is a cyclic extension. If $P$ is a place of $F$ lying above $P_1$ then, since $\sigma$ restricted to $F$ is the identity, every place in the orbit $[P_1]_\sigma$ lies above $P$. But we know that $[P_1]_\sigma = \{P_1,\ldots,P_n\}$, then we have that every place $P_i$ lies above $P$ and this means that $P$ splits completely in $F'$.

The reciprocal implication follows immediately from Proposition 3.1. $\square$

4. **One point sigma-cyclic rational codes**

In this section we study the case of one point sigma-cyclic AG-codes over a rational function field $\mathbb{F}_q(x)$. This kind of cyclic codes will be called sigma-cyclic rational codes (over $\mathbb{F}_q(x)$). Besides studying the problem of constructing sigma-cyclic rational codes, we will also study the problem of the monomial equivalence (see Definition 2.4) of sigma-cyclic rational codes of the form $C_L(D,rP)$ where $P$ is a rational place of $\mathbb{F}_q(x)$. We will show that for a fixed length and dimension any sigma-cyclic rational code $C(D,rP)$, with
\(P\) a rational place of \(\mathbb{F}_q(x)\), is equivalent to one of the form \(C_{\mathbb{F}}(D', rP_\infty)\) where \(P_\infty\) is the only pole of \(x\) in \(\mathbb{F}_q(x)\).

Let us recall that the group of \(\mathbb{F}_q\)-automorphism of \(\mathbb{F}_q(x)\) can be identified with the projective linear group of \(2 \times 2\) matrices over \(\mathbb{F}_q\), that is

\[
\text{Aut}_{\mathbb{F}_q}(\mathbb{F}_q(x)) \simeq \text{PGL}_2(\mathbb{F}_q),
\]

and if \(\sigma \in \text{Aut}_{\mathbb{F}_q}(\mathbb{F}_q(x))\) then

\[
\sigma(x) = \frac{ax + b}{cx + d},
\]

for some \(a, b, c, d \in \mathbb{F}_q\) such that \((a\ b\ c\ d) \in \text{PGL}_2(\mathbb{F}_q)\).

Let \(A = (a\ b\ c\ d) \in \text{PGL}_2(\mathbb{F}_q)\) with \(A \neq I\), where \(I\) is the identity matrix of \(\text{PGL}_2(\mathbb{F}_q)\). Its inverse in \(\text{PGL}_2(\mathbb{F}_q)\) is \(A^{-1} = (d\ -b\ -c\ a)\).

The action of \(A^{-1}\) on \(\mathbb{P}^1(\mathbb{F}_q) = \mathbb{F}_q \cup \{\infty\}\) is as a fractional transformation, that is, if \(\alpha \in \mathbb{F}_q\) we have

\[
A^{-1} \cdot \alpha = \begin{cases} \frac{d\alpha - b}{c\alpha + a} & \text{if } a \neq c\alpha, \\ \infty & \text{if } a = c\alpha, \end{cases}
\]

and

\[
A^{-1} \cdot \infty = \begin{cases} -dc^{-1} & \text{if } c \neq 0, \\ \infty & \text{if } c = 0. \end{cases}
\]

In Section 2 we gave examples of sigma-cyclic rational codes. In these examples, the involved matrices \(A\) are dilations and translations, namely \((\omega^{-1} \ 0)\) in Example 2.9, where \(\omega\) is a \(n\)-th root of unity, and \((1 \ -1)\) in Example 2.10.

We now begin with the construction of general sigma-cyclic rational codes, that is with fractional transformations. If \(A \in \text{PGL}_2(\mathbb{F}_q)\) is of order \(n\), then the orbits of the action of \(A^{-1}\) on non fixed points of \(A\) will give rise to \(n\) rational places of \(\mathbb{F}_q(x)\) which are cyclically permuted by the \(\mathbb{F}_q\)-automorphism of \(\mathbb{F}_q(x)\) associated to \(A\). More precisely:

**Proposition 4.1.** Let \(A = (a\ b\ c\ d) \in \text{PGL}_2(\mathbb{F}_q)\) a matrix of order \(n > 1\). Let \(\alpha \in \mathbb{P}^1(\mathbb{F}_q) = \mathbb{F}_q \cup \{\infty\}\) such that \(A \cdot \alpha \neq \alpha\). Let \([\alpha]_A = \{\alpha_1, \ldots, \alpha_n\}\) be the orbit of \(\alpha\) under the action of \(A^{-1}\), that is \(\alpha_1 = \alpha\) and \(\alpha_{i+1} = A^{-1} \cdot \alpha_i\) for \(i = 1, \ldots, n-1\). Let \(\sigma\) be the \(\mathbb{F}_q\)-automorphism of \(\mathbb{F}_q(x)\) corresponding to \(A\). Let \(P_i\) be either the zero of \(x - \alpha_i\) in \(\mathbb{F}_q(x)\) if \(\alpha_i \in \mathbb{F}_q\) or the pole of \(x\) in \(\mathbb{F}_q(x)\) if \(\alpha_i = \infty\) so that \(P_i = P_\infty\) in this case. Then we have:

(a) \(\alpha_1, \ldots, \alpha_n\) are all distinct elements of \(\mathbb{P}^1(\mathbb{F}_q)\).
(b) \(P_i \neq P_j\) for \(i \neq j\).
(c) \(\sigma(P_i) = P_{i+1}\) for \(i = 1, \ldots, n-1\) and \(\sigma(P_n) = P_1\).

Furthermore \(\sigma(P_\infty) = P_\infty\) if and only if \(c = 0\).

**Proof.** From Lemma 2.3 in [5] we have that \(\{\alpha_i\}_{i=1}^n\) is a sequence of \(n\) different elements of \(\mathbb{P}^1(\mathbb{F}_q)\) because \(A^{-1}\) is of order \(n > 1\) and \(\alpha_1\) is not a fixed point of \(A^{-1}\). This implies that \(P_i \neq P_j\) for \(i \neq j\), thus proving (a) and (b).

We now show (c). For \(\alpha_i \in \mathbb{F}_q\) we have

\[
\sigma(x - \alpha_i) = \sigma(x) - \sigma(\alpha_i) = \frac{ax + b}{cx + d} - \alpha_i = \frac{(a - c\alpha_i)x - (d\alpha_i - b)}{cx + d}.
\]
If \( a \neq c\alpha_i \), then \( A^{-1} \cdot \alpha_i = \alpha_{i+1} \in \mathbb{F}_q \) and we have that
\[
\sigma(x - \alpha_i) = (a - c\alpha_i) \frac{x - A^{-1} \cdot \alpha_i}{cx + d} = \frac{a - c\alpha_i}{cx + d} (x - \alpha_{i+1}).
\]
This implies that \( \sigma(x - \alpha_i) \in P_{i+1} \) which means that \( \sigma(P_i) = P_{i+1} \). Now, if \( a = c\alpha_i \), then \( \alpha_{i+1} = A^{-1} \cdot \alpha_i = \infty \) and \( c \neq 0 \), and the above computation shows that
\[
\sigma(x - \alpha_i) = \frac{d\alpha_i - b}{cx + d} \in P_\infty.
\]
Then \( \sigma(x - \alpha_i) \in P_{i+1} \) where \( P_{i+1} = P_\infty \) and hence \( \sigma(P_i) = P_{i+1} \).

On the other hand, if \( \alpha_i = \infty \) then \( P_i = P_\infty \) and \( c \neq 0 \) because \( \{\alpha_i\}_{i=1}^m \subset \mathbb{F}_q \) when \( c = 0 \). Therefore
\[
\sigma(x^{-1}) = \frac{cx + d}{ax + b} = \frac{cx + dc^{-1}}{ax + b} = \frac{c}{ax + b} x - \alpha_{i+1} = \frac{c}{a} x - \frac{\alpha_{i+1}}{a}
\]
so that \( \sigma(x^{-1}) \in P_{i+1} \) and thus \( \sigma(P_i) = P_{i+1} \). Since \( A^{-1} \cdot \alpha_m = A^{-m} \cdot \alpha_1 = \alpha_1 \) the above computations for \( i = m \) show that \( \sigma(P_m) = P_1 \).

Finally, notice that if \( c = 0 \) then \( \sigma(P_\infty) = P_\infty \) because
\[
\sigma(x^{-1}) = \frac{d}{ax + b} \in P_\infty.
\]
Reciprocally, if \( \sigma(P_\infty) = P_\infty \), then
\[
\sigma(x^{-1}) = \frac{cx + d}{ax + b} \in P_\infty,
\]
since \( x^{-1} \in P_\infty \), which is impossible unless \( c = 0 \). This completes the proof. \( \square \)

Under the conditions of the previous proposition, if \( D = P_1 + \cdots + P_n \), then \( \sigma(D) = D \). Therefore, we will have a sigma-cyclic rational code \( C_{\mathbb{F}}(D, G) \) over \( \mathbb{F}_q \) once we find a suitable divisor \( G \) invariant under \( \sigma \).

**Example 4.2.** Let \( F = \mathbb{F}_4(x) \) with \( \mathbb{F}_4 \) generated by \( \beta \) such that \( \beta^2 + \beta + 1 = 0 \). Take \( A = \left( \begin{array}{cc} 1 & 1 \\ \beta & 0 \end{array} \right) \in \text{PGL}_2(\mathbb{F}_4) \). The \( \mathbb{F}_4 \)-automorphism of \( \mathbb{F}_4(x) \) associated to \( A \) is
\[
\sigma(x) = \frac{x + 1}{\beta x}.
\]

The matrix \( A \) has order 5 in \( \text{PGL}(2, \mathbb{F}_4) \) with inverse \( A^{-1} = \left( \begin{array}{cc} 0 & 1 \\ \beta & 1 \end{array} \right) \). It is easy to check that if we take \( \alpha_1 = 1 \) and we define \( \alpha_{i+1} = A^{-1} \cdot \alpha_i \) for \( i \geq 1 \), then we get
\[
\alpha_2 = \beta, \quad \alpha_3 = \beta + 1, \quad \alpha_4 = \infty, \quad \alpha_5 = 0
\]
(and of course \( \alpha_6 = \alpha_1 \)).

For each \( 1 \leq i \leq 5 \), let \( P_i \) be the rational place defined by the zero of \( x - \alpha_i \) in \( \mathbb{F}_q(x) \) if \( \alpha_i \neq \infty \) or else \( P_i = P_\infty \), the pole of \( x \) in \( \mathbb{F}_q(x) \). By Proposition 4.1 we have that \( P_1, \ldots, P_5 \) are all different and \( \sigma(P_i) = P_{i+1} \) for \( i = 1, \ldots, 4 \) and \( \sigma(P_5) = P_1 \).

If \( D = P_1 + P_2 + P_3 + P_4 + P_5 \), then \( C_{\mathbb{F}}(D, G) \) will be a cyclic AG-code provided we can find a divisor \( G \) disjoint with \( D \), hence with support consisting of non-rational places of \( \mathbb{F}_4(x) \), such that \( G \) is invariant under \( \sigma \). A convenient choice is, for instance, to consider...
the place $Q$ of degree 2 defined by the monic irreducible polynomial $x^2 + \beta^2 x + \beta^2$, that is $Q = P_{x^2+\beta^2 x + \beta^2}$. A direct computation shows that

$$\sigma(x^2 + \beta^2 x + \beta^2) = \frac{\beta^2}{x^2}(x^2 + \beta^2 x + \beta^2) \in Q,$$

so that $\sigma(Q) = Q$ and we can take $G = rQ$ where $r \in \mathbb{N}$.

In this way we have constructed a sigma-cyclic rational code $C_L(D,G)$ over $\mathbb{F}_4$ of length 5 by using the whole set of rational places of $\mathbb{F}_4(x)$.

We now use the previous proposition to show that, for every prime power $q$, there are sigma-cyclic rational codes of the form $C_L(D,G)$ over $\mathbb{F}_q$ of length $q - 1$ where $0 \leq r \leq n - 2$.

**Example 4.3.** Let $a$ be a primitive element of the multiplicative group $\mathbb{F}_q^*$ and let $A = (1 0 \ 1 a) \in \text{PGL}_2(\mathbb{F}_q)$. The inverse of $A$ in $\text{PGL}_2(\mathbb{F}_q)$ can be written as $A^{-1} = (\frac{q}{1 1})$. It is easy to check that the order of $A$ in $\text{PGL}_2(\mathbb{F}_q)$ is $q - 1$ (alternatively see Lemma 4.10). On the other hand $A^{-1} \cdot 1 = a \neq 1$ because $a$ generates $\mathbb{F}_q^*$. Therefore, the orbit of 1 has $q - 1$ elements, that is

$$[1]_A = \{1, a, a^2, \ldots, a^{q-2}\} = \mathbb{F}_q^*.$$

Let $n = q - 1$ and let us write $P_i = P_{x-a_{i-1}}$ for $1 \leq i \leq n$. Let $\sigma$ be the $\mathbb{F}_q^*$-automorphism of $\mathbb{F}_q(x)$ associated to $A$. Using Proposition 4.1 we see that $\sigma(P_i) = P_{i+1 \mod n}$ and $\sigma(P_\infty) = P_\infty$. In this way we have the sigma-cyclic rational code $C_L(D,r P_\infty)$ of length $n = q - 1$ where $D = P_1 + P_2 + \cdots + P_n$ and $0 \leq r \leq n - 2$. This generalizes Example 2.9.

Similarly, we can define a sigma-cyclic rational code of length $n = q - 1$ by using a matrix of the form $A = (a \ b \ \frac{a}{d}) \in \text{PGL}_2(\mathbb{F}_q)$. This generalizes Example 2.10. \hfill \diamond

**Monomial equivalence of sigma-cyclic rational codes.** We have mentioned in the introduction the problem of the equivalence of cyclic AG-codes over a function field $F$. We consider now this problem in the special case of cyclic AG-codes over $F = \mathbb{F}_q(x)$ constructed with the sigma-method. We know from Proposition 2.2.14 in [13] that if two divisors $G_1$ and $G_2$ of a function field $F$ over $\mathbb{F}_q$ are equivalent, that is, there exists a principal divisor $(z)$ of $F$ such that $G_2 = G_1 + (z)$, then the AG-codes $C_L(D,G_1)$ and $C_L(D,G_2)$ are equivalent provided $\sup G_i \cap \sup D = \emptyset$ for $i = 1, 2$. This was used in [6] to classify rational AG-codes over $\mathbb{F}_q$.

**Remark 4.4.** The equivalence of codes considered in [13] is more restrictive than the one we use here: two linear codes are considered equivalent in [13] if condition $(b)$ of Definition 2.4 holds.

In our case we will need a less general but more precise result. Let $\beta \in \mathbb{F}_q^*$ and let $\tau_\beta$ be the $\mathbb{F}_q^*$-automorphism of $\mathbb{F}_q(x)$ associated to the matrix $(\frac{1}{0} \ \beta) \in \text{PGL}_2(\mathbb{F}_q)$ so that

$$\tau_\beta(x) = x + \beta.$$

**Lemma 4.5.** Let $\beta \in \mathbb{F}_q^*$ and let us consider the rational places $P_\beta$ and $P_0$ of $\mathbb{F}_q(x)$. Then, for any integer $r \geq 1$ we have

$$\tau_\beta(\mathcal{L}(r P_\beta)) = \mathcal{L}(r P_0).$$
Proof. We clearly have that \( \tau_\beta(P_\beta) = P_0 \). Recall that for any place \( P \) of \( \mathbb{F}_q(x) \)

\[
\mathcal{L}(rP) = \{ z \in \mathbb{F}_q(x) : (z) + rP \geq 0 \} \cup \{0\}.
\]

Now let \( z \in \mathcal{L}(rP_\beta) \). Then \( (z) = (z)_0 - (z)_\infty = \sum n_P P - sP_\beta \), where \( r \geq s \geq 1 \). We have that

\[
\nu_{P_\beta}(\tau_\beta(z)) = \nu_{\tau_\beta^{-1}(P_\beta)}(z) = \nu_{P_\beta}(z) = -s,
\]

and if \( \nu_Q(\tau_\beta(z)) < 0 \) then \( Q = P_0 \) because

\[
0 > \nu_Q(\tau_\beta(z)) = \nu_{\tau_\beta^{-1}(Q)}(z),
\]

so that \( \tau_\beta^{-1}(Q) = P_\beta \). Thus, we have \( (\tau_\beta(z))_\infty = -sP_0 \) with \( s \geq 1 \) and this implies that \( \tau_\beta(z) \in \mathcal{L}(rP_0) \).

Reciprocally, if \( y \in \mathcal{L}(rP_0) \) then \( (y) = (y)_0 - (y)_\infty = \sum n_P P - sP_0 \), where \( r \geq s \geq 1 \). We have that

\[
\nu_{P_\beta}(\tau_\beta^{-1}(y)) = \nu_{\tau_\beta(P_\beta)}(y) = \nu_{P_\beta}(y) = -s,
\]

and if \( \nu_Q(\tau_\beta^{-1}(y)) < 0 \) then \( Q = P_\beta \) because

\[
0 > \nu_Q(\tau_\beta^{-1}(y)) = \nu_{\tau_\beta(Q)}(y),
\]

so that \( \tau_\beta(Q) = P_0 \). Therefore we have that \( (\tau_\beta^{-1}(y))_\infty = -sP_\beta \) with \( s \geq 1 \) and this implies that \( \tau_\beta^{-1}(y) = z \in \mathcal{L}(rP_\beta) \).

As a direct consequence of the above result we have

**Proposition 4.6.** Let \( P_1, \ldots, P_n \) be \( n \) rational places of \( \mathbb{F}_q \) and let \( \beta \in \mathbb{F}_q^* \). Then we have

\[
C_\mathcal{L}(D, rP_\beta) = C_\mathcal{L}(\tau_\beta(D), rP_0),
\]

where \( D = P_1 + \cdots + P_n \) and \( \tau_\beta(D) = \tau_\beta(P_1) + \cdots + \tau_\beta(P_n) \).

**Proof.** From Lemma 4.5 we have each element \( y \in \mathcal{L}(rP_0) \) is of the form \( \tau_\beta(z) \) for some \( z \in \mathcal{L}(rP_\beta) \). Thus \( C_\mathcal{L}(\tau_\beta(D), rP_0) \subset C_\mathcal{L}(D, rP_\beta) \) because

\[
(y(\tau_\beta(P_1)), \ldots, y(\tau_\beta(P_n))) = (\tau_\beta(z)(\tau_\beta(P_1)), \ldots, \tau_\beta(z)(\tau_\beta(P_n)))
\]

\[
= (z(\tau_\beta^{-1}(\tau_\beta(P_1))), \ldots, z(\tau_\beta^{-1}(\tau_\beta(P_n))))
\]

\[
= (z(P_1), \ldots, z(P_n)).
\]

Reciprocally, from Lemma 4.5 each element \( z \in \mathcal{L}(rP_\beta) \) is of the form \( \tau_\beta^{-1}(y) \) for some \( y \in \mathcal{L}(rP_0) \). Then \( C_\mathcal{L}(D, rP_\beta) \subset C_\mathcal{L}(\tau_\beta(D), rP_0) \) because

\[
(z(P_1), \ldots, z(P_n)) = (\tau_\beta^{-1}(y)(P_1), \ldots, \tau_\beta^{-1}(y)(P_n)) = (y(\tau_\beta(P_1)), \ldots, y(\tau_\beta(P_n))),
\]

and we are done. \( \square \)

**Remark 4.7.** If the AG-code \( C_\mathcal{L}(D, rP_\beta) \) in Proposition 4.6 is sigma-cyclic, so that \( \sigma(P_i) = P_{i+1} \) for \( 1 \leq i \leq n - 1 \) and \( \sigma(P_n) = P_1 \) for some \( \sigma \in \text{Aut}_q(\mathbb{F}_q(x)) \), then it is easy to check that \( C_\mathcal{L}(\tau_\beta(D), rP_0) \) is also sigma-cyclic with respect to the \( \mathbb{F}_q \)-automorphism \( \tau_\beta \sigma \tau_\beta^{-1} \).
The sigma-cyclic rational codes we are concerned with are of the following form:

(A) \( C_L(D, rP_\beta) \) with \( \beta \in \mathbb{F}_q^* \),
(B) \( C_L(D, rP_0) \) and
(C) \( C_L(D, rP_\infty) \).

From Proposition 4.6 and Remark 4.7 we see that the problem of the equivalence of sigma-cyclic rational codes is reduced to the cases (B) and (C).

Let \( A \in \text{PGL}_2(\mathbb{F}_q) \) be a matrix of order \( n \) and let \( \alpha, \beta \in \mathbb{P}_1(\mathbb{F}_q) \) be such that \( A^{-1} \cdot \alpha \neq \alpha \) and \( A^{-1} \cdot \beta = \beta \). Let \( 1 \leq r \leq n - 2 \) be an integer and let us consider the orbit of \( \alpha \) under the action of \( A^{-1} \), i.e.

\[
[\alpha]_A = \{\alpha_1, \alpha_2, \ldots, \alpha_n\},
\]

where \( \alpha_1 = \alpha \) and \( \alpha_{i+1} = A^{-1} \cdot \alpha_i \). According to Proposition 4.1, associated to the orbit \([\alpha]_A\) we have the rational places \( P_{\alpha_1}, \ldots, P_{\alpha_n} \) of \( \mathbb{F}_q(x) \) and they are all distinct. With these places and the rational place \( P_\beta \) of \( \mathbb{F}_q(x) \) we have the divisors

\[
D = P_{\alpha_1} + \cdots + P_{\alpha_n} \quad \text{and} \quad G = rP_\beta,
\]

whose supports are disjoint. In this way, by considering the \( \mathbb{F}_q \)-automorphism \( \sigma \) of \( \mathbb{F}_q(x) \) associated to \( A \), we have the sigma-cyclic rational code \( C_L(D, G) \). For the problem of the equivalence of the sigma-cyclic rational codes, it will be convenient to denote the code \( C_L(D, G) \) defined above as

\[
\mathcal{C}(A, \alpha, \beta, r),
\]

to emphasize its dependence on \( A, \alpha, \beta \) and \( r \).

We begin with the case (B). The \( \mathbb{F}_q \)-automorphisms of \( \mathbb{F}_q(x) \) fixing the place \( P_0 \) are represented by matrices of \( \text{PGL}_2(\mathbb{F}_q) \) fixing the point \( 0 \in \mathbb{P}^1(\mathbb{F}_q) \). Any matrix of \( \text{PGL}_2(\mathbb{F}_q) \) with this property can always be written as

\[
\begin{pmatrix}
1 & 0 \\
c & d
\end{pmatrix}.
\]

We prove now that a sigma-cyclic rational code associated to a matrix of the form (4) coincides with another one associated to a matrix fixing the point \( \infty \). For this purpose we will need the following \( \mathbb{F}_q \)-basis of \( \mathcal{L}(rP_\beta) \)

\[
B_\beta = \left\{1, \frac{1}{x - \beta}, \frac{1}{(x - \beta)^2}, \ldots, \frac{1}{(x - \beta)^r}\right\}
\]

where \( \beta \in \mathbb{F}_q \).

**Proposition 4.8.** Let \( \begin{pmatrix} 1 & 0 \\ c & d \end{pmatrix} \in \text{PGL}_2(\mathbb{F}_q) \) be of order \( n \). Then \( \begin{pmatrix} d & \gamma \\ 0 & 1 \end{pmatrix} \in \text{PGL}_2(\mathbb{F}_q) \) is of order \( n \), fixes the point \( \infty \) and

\[
\mathcal{C} \left( \begin{pmatrix} 1 & 0 \\ c & d \end{pmatrix}, \alpha, 0, r \right) = \mathcal{C} \left( \begin{pmatrix} d & \gamma \\ 0 & 1 \end{pmatrix}, \alpha^{-1}, \infty, r \right).
\]

In other words, for a given sigma-cyclic rational code over \( \mathbb{F}_q \) of the form \( C_L(D, rP_0) \) there exists a divisor \( D' \) of \( \mathbb{F}_q(x) \) such that

\[
C_L(D, rP_0) = C_L(D', rP_\infty).
\]
Proof. The first two assertions are immediate. We write \( A = \left( \frac{1}{c} \frac{0}{d} \right) \) and \( B = \left( \frac{d}{0} \frac{1}{c} \right) \). Let us consider the orbits \( [\theta]_A = \{\alpha_1, \ldots, \alpha_n\} \) and \( [\alpha^{-1}]_B = \{\theta_1, \ldots, \theta_n\} \) where \( \theta_1 = \alpha^{-1} \). Let

\[
M_1 = \begin{pmatrix}
1 & 1 & \ldots & 1 \\
\alpha_1^{-1} & \alpha_2^{-1} & \ldots & \alpha_n^{-1} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_1^{-r} & \alpha_2^{-r} & \ldots & \alpha_n^{-r}
\end{pmatrix}
\]

and

\[
M_2 = \begin{pmatrix}
1 & 1 & \ldots & 1 \\
\theta_1 & \theta_2 & \ldots & \theta_n \\
\vdots & \vdots & \ddots & \vdots \\
\theta_1^r & \theta_2^r & \ldots & \theta_n^r
\end{pmatrix}
\]

We have that \( M_2 \) is a generator matrix for the code \( C(B, \alpha^{-1}, \infty, r) \) and, by using the base \( B_\beta \) in (4.3) with \( \beta = 0 \), we also have that \( M_1 \) is a generator matrix for the code \( C(A, \alpha, 0, r) \).

The proposition is proved if we show that \( \theta_i = \alpha_i^{-1} \) for \( i = 1, \ldots, n \) because, in this case, \( M_1 = M_2 \). We proceed by induction. By definition we have that \( \theta_1 = \alpha^{-1} = \alpha_1^{-1} \).

Suppose now that \( \theta_i = \alpha_i^{-1} \). Then

\[
\theta_{i+1} = B^{-1} \theta_i = \begin{pmatrix} 1 & -c \\ 0 & d \end{pmatrix} \cdot \theta_i = \frac{\theta_i - c}{d} = \frac{\alpha_i^{-1} - c}{d} = \frac{1 - c \alpha_i}{d \alpha_i}.
\]

On the other hand

\[
\alpha_{i+1} = A^{-1} \cdot \alpha_i = \begin{pmatrix} d & 0 \\ -c & 1 \end{pmatrix} \cdot \alpha_i = \frac{d \alpha_i}{-c \alpha_i + 1}.
\]

Thus \( \theta_{i+1} = \alpha_{i+1}^{-1} \), as desired. \( \square \)

We now consider case (C). The \( \mathbb{F}_q \)-automorphisms of \( \mathbb{F}_q(x) \) fixing the place \( P_\infty \) are represented by matrices of \( \text{PGL}_2(\mathbb{F}_q) \) fixing the point \( \infty \in \mathbb{P}^1(\mathbb{F}_q) \). Any matrix of \( \text{PGL}_2(\mathbb{F}_q) \) with this property is of the form

\[
\begin{pmatrix} a & b \\ 0 & d \end{pmatrix}.
\]

Remark 4.9. The matrix \( \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \in \text{PGL}_2(\mathbb{F}_q) \) can be written in \( \text{PGL}_2(\mathbb{F}_q) \) as a matrix of the form \( \begin{pmatrix} 1 & -b' \\ 0 & a' \end{pmatrix} \) where \( b' = -ba^{-1} \) and \( a' = da^{-1} \). By writing the matrices of \( \text{PGL}_2(\mathbb{F}_q) \) fixing the point \( \infty \in \mathbb{P}^1(\mathbb{F}_q) \) in the form \( A = \begin{pmatrix} 1 & -b \\ 0 & a \end{pmatrix} \) we get a cleaner expression for the powers of \( A^{-1} \) and for certain generator matrices of the code \( C(A, \alpha, \infty, r) \).

Lemma 4.10. Let \( A = \begin{pmatrix} 1 & -b \\ 0 & a \end{pmatrix} \in \text{PGL}_2(\mathbb{F}_q), A \neq I \). The order of \( A^{-1} \) in \( \text{PGL}_2(\mathbb{F}_q) \) is

\[
|A^{-1}| = \begin{cases} p, & \text{if } a = 1, \\ |a|, & \text{if } a \neq 1, \end{cases}
\]

where \( p = \text{char}(\mathbb{F}_q) \) and \( |a| \) is the order of \( a \) in the multiplicative group \( \mathbb{F}_q^* \).

Proof. We have \( A^{-1} = \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix} \). It is easy to see that

\[
\begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix}^m = \begin{pmatrix} a^m & b(a^{m-1} + \cdots + a + 1) \\ 0 & 1 \end{pmatrix}.
\]

Thus, \( (A^{-1})^m = \begin{pmatrix} 1 & mb \\ 0 & 1 \end{pmatrix} \) if \( a = 1 \) and \( (A^{-1})^m = \begin{pmatrix} a & b \frac{a^{m-1}}{a-1} \\ 0 & 1 \end{pmatrix} \) if \( a \neq 1 \), and the result follows. \( \square \)
We prove now a technical result which will be used to find a suitable expression of the elements of certain generator matrices of the codes $C(A, \alpha, \infty, r)$.

**Lemma 4.11.** Let $A = \begin{pmatrix} 1 & -b \\ 0 & a \end{pmatrix} \in \text{PGL}_2(\mathbb{F}_q)$ be a matrix of order $n > 1$. Let $\alpha \in \mathbb{F}_q$ be such that $A^{-1} \cdot \alpha \neq \alpha$ and let us consider the orbit $[\alpha]_A$ as in (4.1). Then for every $1 \leq i < j \leq n$ we have that

$$\alpha_j - \alpha_i = (b + (a - 1)\alpha)\alpha^{i-1} \sum_{k=0}^{j-i-1} a^k.$$ 

**Proof.** Notice that $\alpha_1 = \alpha$ and for $j = 2, \ldots, n$ we have

$$\alpha_j = a^{j-1}\alpha + b(1 + a + a^2 + \cdots + a^{j-2}).$$

Therefore, for $2 \leq i < j \leq n$, we have that

$$\alpha_j - \alpha_i = a^{j-1}\alpha + b \sum_{k=0}^{j-2} a^k - a^{i-1}\alpha - b \sum_{k=0}^{i-2} a^k$$

and hence

$$\alpha_j - \alpha_i = a^{j-1}\alpha(a^{j-i} - 1) + b \sum_{k=i-1}^{j-2} a^k$$

$$= a^{j-1}\alpha(a^{j-i} - 1) + b \sum_{k=0}^{j-i-1} a^{k+i-1}$$

$$= a^{i-1}\alpha(a^{j-i} - 1) + ba^{i-1} \sum_{k=0}^{j-i-1} a^k$$

$$= a^{i-1}\{ \alpha(a - 1) \sum_{k=0}^{j-i-1} a^k + b \sum_{k=0}^{j-1} a^k \}$$

$$= (b + (a - 1)\alpha)a^{i-1} \sum_{k=0}^{j-i-1} a^k.$$

Similarly, we get $\alpha_j - \alpha_1 = (b + (a - 1)\alpha) \sum_{k=0}^{j-2} a^k$ for any $j = 2, \ldots, n$, and we are done. \hfill $\square$

Recall that any $[n, k]$-code has a generator matrix in standard form $M = (I_k \mid W)$ where $I_k$ is the $k \times k$ identity matrix and $W$ is an $k \times (n - k)$ matrix.

Now we show that if

$$A = \begin{pmatrix} 1 & -b \\ 0 & a \end{pmatrix} \in \text{PGL}_2(\mathbb{F}_q),$$

the sigma-cyclic code $C(A, \alpha, \infty, r)$ is independent of $b$.

**Proposition 4.12.** Let $A = \begin{pmatrix} 1 & -b \\ 0 & a \end{pmatrix} \in \text{PGL}_2(\mathbb{F}_q)$ be a matrix of order $n > 1$. Then

$$C(A, \alpha, \infty, r) = C(B, \gamma, \infty, r),$$

where $B = \begin{pmatrix} 1 & -b' \\ 0 & a \end{pmatrix} \in \text{PGL}_2(\mathbb{F}_q)$. 
Proof. Since $G = rP_\infty$, from Proposition 2.3.3 of [13] we have that a generator matrix of $\mathcal{C}(A, \alpha, \infty, r)$ is

$$M = \begin{pmatrix}
1 & 1 & \ldots & 1 & 1 & \ldots & 1 \\
\alpha_2 & \alpha_2 & \ldots & \alpha_k & \alpha_{k+1} & \ldots & \alpha_n \\
\alpha_1 & \alpha_2 & \ldots & \alpha_k & \alpha_{k+1} & \ldots & \alpha_n \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\alpha_k & \alpha_{k+1} & \ldots & \alpha_n & \alpha_{k+1} & \ldots & \alpha_n \\
\alpha_{k-1} & \alpha_k & \ldots & \alpha_{k-1} & \alpha_{k+1} & \ldots & \alpha_n \\
\end{pmatrix} = (V_{k \times k} | U_{k \times (n-k)}) .
$$

The result will be proved once we check that $M$ is row equivalent to a generator matrix in standard form $(I_k | W)$ where the entries of $W$ depend only on $a$.

We write $V = V_{k \times k}$ and $U = U_{k \times (n-k)}$. Since all the $\alpha_i$’s are different and $V$ is a transposed Vandermonde matrix, we have that

$$\det(V) = \prod_{j=2}^{k} \prod_{i=1}^{j-1} (\alpha_j - \alpha_i) \neq 0 ,$$

so that $V$ is an invertible matrix and thus $V^{-1}M = (I_k | W)$ where $W = V^{-1}U$. If we denote by $u_j$ and $w_j$ the $j$-th column of $U$ and $W$ respectively, then $w_j = V^{-1}u_j$ and therefore $Vw_j = u_j$. This linear system has a unique solution given by Cramer’s rule: every component $(w_j)_i$ of the column vector $w_j$ satisfy

$$(w_j)_i = \frac{\det(V^j_i)}{\det(V)} ,$$

where

$$V^j_i = \begin{pmatrix}
1 & \ldots & 1 & 1 & \ldots & 1 \\
\alpha_1 & \ldots & \alpha_{i-1} & \alpha_j & \alpha_{i+1} & \ldots & \alpha_k \\
\alpha_1 & \ldots & \alpha_{i-1} & \alpha_j & \alpha_{i+1} & \ldots & \alpha_k \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\alpha_k & \alpha_{k+1} & \ldots & \alpha_{i-1} & \alpha_j & \alpha_{k+1} & \ldots & \alpha_n \\
\alpha_{k-1} & \alpha_k & \ldots & \alpha_{k-1} & \alpha_j & \alpha_{k+1} & \ldots & \alpha_n \\
\end{pmatrix}$$

is the matrix formed by replacing the $i$-th column of $V$ by the column vector $u_j$. Since $V^j_i$ is also a transposed Vandermonde matrix, its determinant is given by

$$\det(V^j_i) = \prod_{s=2}^{k} \prod_{t=1}^{s-1} (\beta_s - \beta_t) = \prod_{s=1}^{i-1} (\alpha_j - \alpha_s) \prod_{s=i+1}^{k} (\alpha_s - \alpha_j) \prod_{s=2}^{k} \prod_{t=1}^{s-1} (\alpha_s - \alpha_t)$$

where $\beta_s = \alpha_s$ if $s \neq i$ and $\beta_i = \alpha_j$.

Thus

$$(w_j)_i = \frac{\det(V^j_i)}{\det(V)} = \frac{\prod_{s=1}^{i-1} (\alpha_j - \alpha_s) \prod_{s=i+1}^{k} (\alpha_s - \alpha_j) \prod_{s=2}^{k} \prod_{t=1}^{s-1} (\alpha_s - \alpha_t)}{\prod_{s=2}^{k} \prod_{t=1}^{s-1} (\alpha_s - \alpha_t)} ,$$

and hence

$$(w_j)_i = \frac{\prod_{s=1}^{i-1} (\alpha_j - \alpha_s) \prod_{s=i+1}^{k} (\alpha_s - \alpha_j)}{\prod_{s=1}^{i-1} (\alpha_i - \alpha_s) \prod_{s=i+1}^{k} (\alpha_s - \alpha_i)} \cdot \frac{\prod_{s=2}^{k} \prod_{t=1}^{s-1} (\alpha_s - \alpha_t)}{\prod_{s=2}^{k} \prod_{t=1}^{s-1} (\alpha_s - \alpha_t)}$$

$$= \prod_{s=1}^{i-1} (\alpha_j - \alpha_s) \prod_{s=i+1}^{k} (\alpha_s - \alpha_j) \prod_{s=i+1}^{k} (\alpha_s - \alpha_i) .$$
From this and Lemma 4.11 we have
\[
(w_j)_i = (-1)^{k-i} \prod_{s=1}^{i-1} \left( \frac{(aa + b - \alpha)a^{s-1} \sum_{t=0}^{j-s-1} a^t}{(aa + b - \alpha)a^{s-1} \sum_{t=0}^{j-s-1} a^t} \prod_{s=i+1}^{k} \frac{(aa + b - \alpha)a^{s-1} \sum_{t=0}^{j-s-1} a^t}{(aa + b - \alpha)a^{s-1} \sum_{t=0}^{j-s-1} a^t} \right)
\]
= \left( -1 \right)^{k-i} \prod_{s=1}^{i-1} \frac{j-s-1 a^t}{s-t-1 a^t} \prod_{s=i+1}^{k} \frac{j-s-1 a^t}{s-t-1 a^t}
\]
so that
\[
(w_j)_i = (-1)^{k-i} a_{\frac{k}{2}(k-i)(k-i+1)} \prod_{s=1}^{i-1} \sum_{t=0}^{j-s-1} \frac{a^t}{s-t-1 a^t} \prod_{s=i+1}^{k} \sum_{t=0}^{j-s-1} \frac{a^t}{s-t-1 a^t}
\]
This shows that each column of $W$ depends only on $a$ as desired. \(\square\)

The above result states that for any matrix
$A = \begin{pmatrix} 1 & -b \\ 0 & a \end{pmatrix} \in \text{PGL}_2(\mathbb{F}_q)$
of order $n > 1$ there are two possibilities:
\[
C(A, \alpha, \infty, r) = \begin{cases} 
C(D_a, \gamma, \infty, r) & \text{if } a \neq 1, \text{ where } D_a = \begin{pmatrix} 1 & 0 \\ 0 & a \end{pmatrix}, \\
C(T, \gamma, \infty, r) & \text{if } a = 1, \text{ where } T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}.
\end{cases}
\]
In the case $a \neq 1$, we have that $1 \in \mathbb{F}_q$ is not a fixed point of $D_a$ and then
\[
C(A, \alpha, \infty, r) = C(D_a, 1, \infty, r).
\]
In the case $a = 1$ the only fixed point of $T$ is $\infty$. Therefore
\[
C(A, \alpha, \infty, r) = C(T, 1, \infty, r).
\]
Notice that there is only one type of sigma-cyclic rational codes of the form $C_{C}(D, rP_{\infty})$
of length $p = \text{char}(\mathbb{F}_q)$: namely those of the form $C(T, \alpha, \infty, r)$ because no element of $\mathbb{F}_q^*$ can have order $p$.

We show now that there is, up to equivalence, only one sigma-cyclic rational code of
the form $C_{C}(D, rP_{\infty})$ of a given length and dimension.

**Proposition 4.13.** Let $c \in \mathbb{F}_q$ be an element of order $n$ in the multiplicative group $\mathbb{F}_q^*$. Let $A = \begin{pmatrix} 1 & -b \\ 0 & a \end{pmatrix} \in \text{PGL}_2(\mathbb{F}_q)$ of order $n$ and let $\alpha \in \mathbb{F}_q$ such that $A \cdot \alpha \neq \alpha$. Then we have:

(a) If $a \neq 1$ then $C(A, \alpha, \infty, r) \sim C(D_c, 1, \infty, r)$ where $D_c = \begin{pmatrix} 1 & 0 \\ 0 & c \end{pmatrix}$, and
(b) If $a = 1$ then $C(A, \alpha, \infty, r) = C(T, 1, \infty, r)$ where $T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$.

In other words, given an element $c \in \mathbb{F}_q$ of order $n \neq \text{char}(\mathbb{F}_q)$ in the multiplicative

$\mathbb{F}_q^*$, if $\sigma \in \text{Aut}_{\mathbb{F}_q}(\mathbb{F}_q(x))$ is of order $n$ such that
$\sigma(P_{\infty}) = P_{\infty}$ and $\sigma(P_i \mod n) = P_{i+1 \mod n}$ where $P_1, \ldots, P_n$ are rational places of $\mathbb{F}_q(x)$, then
\[
C_{C}(P_1 + \cdots + P_n, rP_{\infty}) \sim C(D_c, 1, \infty, r).
\]
Furthermore if $\sigma \in \text{Aut}_{\mathbb{F}_q}(\mathbb{F}_q(x))$ is of order $p = \text{char}(\mathbb{F}_q)$ and the above conditions on the places hold for $n = p$ then
\[
C_{C}(P_1 + \cdots + P_p, rP_{\infty}) = C(T, 1, \infty, r).
\]
Proof. The assertion for the case \( a = 1 \) has already been proved. In the case \( a \neq 1 \), it suffices to show that if \( a_1 \) and \( a_2 \) are two elements of order \( n \) in the multiplicative group \( \mathbb{F}_q^* \) then
\[
\mathcal{C}(D_{a_1}, 1, \infty, r) \sim \mathcal{C}(D_{a_2}, 1, \infty, r).
\]
Let \( i = 1, 2 \). Since \( D_{a_i}^{-1} = (a_i^0 0_1) \), a generator matrix for \( \mathcal{C}(D_{a_i}, 1, \infty, r) \) is of the form
\[
\begin{pmatrix}
1 & 1 & 1 & \ldots & 1 \\
1 & a_i & a_i^2 & \ldots & a_i^{(n-1)} \\
1 & a_i^2 & a_i^4 & \ldots & a_i^{2(n-1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & a_i^{(k-1)} & a_i^{2(k-1)} & \ldots & a_i^{(k-1)(n-1)}
\end{pmatrix}.
\]
Now the second row is just the cyclic subgroup of \( \mathbb{F}_q^* \) generated by \( a_i \), that is
\[
\langle a_i \rangle = \{1, a_i, a_i^2, \ldots, a_i^{n-1}\}.
\]
Since \( a_1 \) and \( a_2 \) have the same order, we have that \( \langle a_1 \rangle = \langle a_2 \rangle \) (see Theorem 7 in [3]). This means that the generator matrix of \( \mathcal{C}(D_{a_1}, 1, \infty, r) \) can be obtained from the generator matrix of \( \mathcal{C}(D_{a_2}, 1, \infty, r) \) by columns permutation.

We are now in a position to state one of the main results of this paper.

**Theorem 4.14.** There is, up to equivalence, only one sigma-cyclic rational code over \( \mathbb{F}_q \) of a given length and dimension of the form \( C_{\mathcal{C}}(D, rP_{\beta}) \), where \( D = P_{\alpha_1} + \cdots + P_{\alpha_n} \) as in (4.1)-(4.2), \( 1 \leq r \leq n - 2 \) and \( \beta \in \mathbb{P}^1(\mathbb{F}_q) \).

Proof. The result follows immediately from Propositions 4.7, 4.8 and 4.13. □

5. The sigma-method and cyclic extensions

Let \( F'/F \) be a finite extension of function fields over \( \mathbb{F}_q \). We have seen that the sigma-method works nicely with elements of \( \text{Aut}_{F'}(F) \) if \( F'/F \) is a cyclic extension. We will show now that we also have a good understanding when the sigma-method is used with elements of \( \text{Aut}_{\mathbb{F}_q}(F) \). The main result in this final section is presented in Theorem 5.3, where a detailed description of the behavior of the places cyclically moved by an element of \( \text{Aut}_{\mathbb{F}_q}(F) \) is given.

We begin with a result in the slightly more general situation of working with elements of \( \text{Aut}_{\mathbb{F}_q}(F) \).

**Proposition 5.1.** Let \( F \) be a function field over \( \mathbb{F}_q \) and let \( P_1, \ldots, P_n \) be different places of \( F \). Suppose there exists \( \sigma \in \text{Aut}_{\mathbb{F}_q}(F) \) such that (2.7) holds. Then there exist a subfield \( E \) of \( F \) and a place \( P \) of \( E \) such that \( F/E \) is a cyclic extension of degree \( m \) divisible by \( n \), and \( P \) decomposes exactly in \( F \) into the places \( P_1, \ldots, P_n \) with \( e(P_1|P)f(P_1|P) = \frac{m}{n} \) for \( i = 1, \ldots, n \).

Proof. Let \( G \) be the subgroup of \( \text{Aut}_{\mathbb{F}_q}(F) \) generated by \( \sigma \) and let \( E = F^G \), the fixed field of \( G \). Thus, \( F/E \) is a Galois extension with Galois group
\[
\text{Gal}(F/E) = G = \langle \sigma \rangle.
\]
Thus, \( F/E \) is a cyclic extension of degree \( m \), where \( m \) is the order of \( \sigma \) in \( \text{Aut}_{\mathbb{F}_q}(F) \). Also \( P = P_i \cap E \) is a place of \( E \) and, by (2.7), we also have that \( P = P_i \cap E \) for \( i = 1, \ldots, n \).
These are, in fact, all the places of \( F \) lying above \( P \), because \( G \) acts transitively on the set of places of \( F \) lying above \( P \).

We have the fundamental relation
\[
\sum_{i=1}^{n} e_i f_i = [F : E] = m,
\]
where \( e_i = e(P_i | P) \) and \( f_i = f(P_i | P) \), \( 1 \leq i \leq n \), are the ramification index and the inertia degree, respectively. Since \( F/E \) is Galois, we have that \( e(P_i | P) = e \) and \( f(P_i | P) = f \), for \( i = 1, \ldots, n \). Thus \( nf = m \) and we are done with the first part. \( \square \)

Note that in the previous proposition, \( \mathbb{F}_q(x) \) is not necessarily contained in \( E \). However, it is possible to explicitly construct a subfield \( E \) of \( F \) containing \( \mathbb{F}_q(x) \) by considering elements of \( \text{Aut}_{\mathbb{F}_q}(F) \) in Proposition 5.1. First we need a technical lemma.

**Lemma 5.2.** Consider a cyclic Galois extension \( F'/F \) of function fields over \( \mathbb{F}_q \) and let \( \tau \in \text{Aut}(F') \). Then \( F'/\tau(F) \) is also cyclic.

**Proof.** Let \( E = \tau(F) \) and let us show that \( F'/E \) is a Galois extension. Since \( F'/F \) is a Galois extension, then there is a separable polynomial \( f(x) = \sum a_i x^i \in F[x] \) such that \( F' \) is a splitting field for \( f \). Then,
\[
g(x) = \tau(f)(x) = \sum \tau(a_i) x^i \in E[x]
\]
is separable too. In fact, if \( b \in F' \) is a multiple root of \( g \), then \( a = \tau^{-1}(b) \) is a multiple root of \( f \), which is not possible. Moreover, if \( a \in F' \) is a root of \( f \) then \( b = \tau(a) \in F' \) is a root of \( g \), and since \( \deg f = \deg g \) we have that \( F' \) contains all the roots of \( g \). Thus \( F' \) is a splitting field for \( g \). In fact, if some proper subfield \( K \) of \( F' \) contains all the roots of \( g \) then \( K \) contains all the roots of \( f \) contradicting that \( F' \) is a splitting field for \( f \). Thus, \( F' \) is a splitting field of a separable polynomial \( g(x) \in E[x] \) and therefore \( F'/E \) is Galois.

To prove that \( F'/E \) is cyclic we will show that \( \text{Gal}(F'/E) = \langle \eta \rangle \) with \( \eta = \tau \circ \rho \circ \tau^{-1} \) where \( \text{Gal}(F'/F) = \langle \rho \rangle \). On the one hand, we have that \( \eta \in \text{Aut}(F') \) and \( \eta|_E = id \) because if \( z \in E \) then \( \tau^{-1}(z) \in F \) and \( \rho|_F = id \), thus
\[
\eta(z) = \tau(\rho(\tau^{-1}(z))) = \tau(\tau^{-1}(z)) = z.
\]
So \( \eta \in \text{Gal}(F'/E) \), and thus \( \langle \eta \rangle \subseteq \text{Gal}(F'/E) \). On the other hand, if \( \mu \in \text{Gal}(F'/E) \) then
\[
\tau^{-1} \circ \mu \circ \tau \in \text{Gal}(F'/F) = \langle \rho \rangle.
\]
Therefore, \( \tau^{-1} \circ \mu \circ \tau = \rho^j \) for some \( j \), and \( \mu = \tau \circ \rho^j \circ \tau^{-1} = \eta^j \in \langle \eta \rangle \). Thus, we have \( \text{Gal}(F'/E) = \langle \eta \rangle \), as it was to be shown. \( \square \)

We are now in a position of proving the main result of this section.

**Theorem 5.3.** Let \( F \) be a function field over \( \mathbb{F}_q \) containing the rational function field \( \mathbb{F}_q(x) \). Let \( P_1, \ldots, P_n \in \mathbb{P}(F) \) be different places of \( F \) and suppose \( \sigma \in \text{Aut}_{\mathbb{F}_q}(F) \) satisfies (2.7), that is \( \sigma(P_i \mod n) = P_{i+1 \mod n} \). Then, we have the following:

(a) There is a function field \( E \) such that \( \mathbb{F}_q(x) \subset E \subset F \) and \( F/E \) is a cyclic Galois extension.

(b) There is a place \( S \) of \( \mathbb{F}_q(x) \) which splits in \( F \) into the places \( P_1, \ldots, P_n \).

(c) There are places \( Q_1, \ldots, Q_k \) of \( E \) which split in \( F \) into the places \( P_1, \ldots, P_n \).
Proof. In Figure 1 we can see the entire situation we want to prove.

Let \( G \) be the subgroup of \( \text{Aut}_{\mathbb{F}_q}(F) \) given by \( G = \langle \sigma \rangle \) and let \( E' = F^G \) be the fixed field of \( F \) by \( G \). Then \( F/E' \) is a cyclic Galois extension with Galois group \( G \) of order \( m' = |\sigma| \). Furthermore \( E'/\mathbb{F}_q \) is a function field over \( \mathbb{F}_q \) and since \( \mathbb{F}_q(x) \subseteq F \) we then have \( \mathbb{F}_q(\sigma(x)) \subseteq E' \).

Consider the place \( P' = P_1 \cap E' \in \mathbb{P}(E') \). Since \( F/E' \) is Galois, \( \sigma(P_i) = P_{i+1} \) for \( i = 1, \ldots, n-1 \) and \( \sigma(P_n) = P_1 \), then \( P_1, \ldots, P_n \) are all the places of \( F \) lying above \( P' \) so that for \( i = 1, \ldots, n \) we have \( e(P_i \mid P')f(P_i \mid P') = \frac{m'}{m} \).

Now let us consider the composite field \( E'' = E'\mathbb{F}_q(x) \). Note that \( E' \subset E'' \subset F \) and \( F/E'' \) is a cyclic Galois extension with Galois group \( G \). Therefore \( F/E'' \) is a cyclic Galois extension with Galois group \( T = \langle \tau \rangle \), where \( \tau = \sigma^\ell \) for some \( 1 \leq \ell \leq m' \), and \( [F : E''] = m'' = |\tau| \). Furthermore, \( \ell m'' = m', E'' = F^T \), and \( \mathbb{F}_q(x) \subseteq E'' \). Also \( E''/E' \) is a cyclic Galois extension and \( [E'' : E'] = \ell \) (see Corollary 1.11 in [4]).

Note that the places of the form \( Q'_1 = P_1 \cap E'' \in \mathbb{P}(E'') \) are lying above \( P' \). In fact, \( Q'_1 \cap E' = (P_1 \cap E'') \cap E' = P_1 \cap (E'' \cap E') = P_1 \cap E' = P' \).

Since \( P_1, \ldots, P_n \) are all the places of \( F \) lying above \( P' \), we have that \( Q'_1, \ldots, Q'_n \) are all the places of \( E'' \) lying above \( P' \) (although they may not be pairwise different).
Let \( Q_1', \ldots, Q_k' \) be all the different places of \( E'' \) lying above \( P' \) (hence \( k \leq n \)). Since \( E'' = F^T \), the set of places of \( F \) lying above each \( Q_j' \) is determined by the orbit of the action of \( T \) over the set \( \{ P_1, \ldots, P_n \} \). Then \( P_1 \mid Q_j' \) if and only if \( \tau(P_1), \tau^2(P_1), \ldots, \tau^{m'}(P_1) \) are above \( Q_j' \).

Since \( F/E', F/E'' \) and \( E''/E' \) are cyclic extensions we see that
\[
e(P_i \mid P')f(P_i \mid P') = \frac{m'}{n},
\]
\[
e(P_i \mid Q_j')f(P_i \mid Q_j') = \frac{m''}{r_j},
\]
\[
e(Q_j' \mid P')f(Q_j' \mid P') = \frac{\ell}{k},
\]
where \( r_j \) is the number of places of \( F \) lying above \( Q_j' \). Then
\[
\frac{m'}{n} = e(P_i \mid P')f(P_i \mid P') = e(P_i \mid Q_j')f(P_i \mid Q_j')e(Q_j' \mid P')f(Q_j' \mid P') = \frac{m'' \ell}{r_j k} = \frac{m'}{r_j k}.
\]
That is \( n = r_j k \). Therefore, for every \( 1 \leq j \leq k \), we have that there are \( r_j = \frac{n}{k} \) places of \( F \) lying above \( Q_j' \).

Let \( R = P' \cap \mathbb{F}_q(\sigma(x)) \). Then \( R \) is the place of \( \mathbb{F}_q(\sigma(x)) \) lying below \( P' \) and \( S = \sigma^{-1}(R) \) is a place of \( \mathbb{F}_q(x) \). Now consider the field
\[
E = \sigma^{-1}(E'').
\]
Since \( R = P' \cap \mathbb{F}_q(\sigma(x)) = Q_j' \cap \mathbb{F}_q(\sigma(x)) \) for any \( j \), we then have
\[
S = \sigma^{-1}(R) = \sigma^{-1}(Q_j' \cap \mathbb{F}_q(\sigma(x))) = \sigma^{-1}(Q_j') \cap \mathbb{F}_q(x) = Q_j \cap \mathbb{F}_q(x),
\]
with \( Q_j = \sigma^{-1}(Q_j') \in \mathbb{P}(E) \). Thus \( Q_1, \ldots, Q_k \) are all the places of \( E \) lying above \( S \). Moreover, each place \( Q_j \) splits in \( F \) into \( \frac{n}{k} \) places of the set \( \{ P_1, \ldots, P_n \} \). This proves (b) and (c).

Finally, Lemma 5.2 implies that \( F/E \) is cyclic, since \( F/E'' \) is cyclic, thus proving (a), and the result follows.

A particular nice situation occurs when \( n \) is a prime number, as we show next.

**Corollary 5.4.** If \( n = p \) is a prime number in Theorem 5.3, then one and only one of following statements holds:

(a) There are exactly \( p \) places \( Q_1, \ldots, Q_p \) of \( E \) lying below the places \( P_1, \ldots, P_p \) of \( F \). In other words, each place of \( Q_i \) of \( E \) given in part (c) of Theorem 5.3 lies below of only one of the places \( P_1, \ldots, P_p \).

(b) There is only one place of \( E \) lying below the places \( P_1, \ldots, P_p \).
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