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Abstract. We study the PBW-filtration on the highest weight representations \( V(\lambda) \) of the Lie algebras of type \( \text{A}_n \) and \( \text{C}_n \). This filtration is induced by the standard degree filtration on \( U(\mathfrak{n}^-) \). In previous papers, the authors studied the filtration and the associated graded algebras and modules over the complex numbers. The aim of this paper is to present a proof of the results which holds over the integers and hence makes the whole construction available over any field.

Introduction

Let \( \mathfrak{g} \) be a simple complex Lie algebra, we fix a maximal torus \( \mathfrak{h} \) and a Borel subalgebra \( \mathfrak{b} = \mathfrak{h} \oplus \mathfrak{n}^+ \). Denote by \( R \) the set of roots and let \( P \) be the integral weight lattice. Corresponding to the choice of \( \mathfrak{b} \), let \( R^+ \) be the set of positive roots and let \( P^+ \) be the monoid of dominant weights.

For \( \lambda \in P^+ \) let \( V(\lambda) \) be the finite dimensional irreducible representation of highest weight \( \lambda \) and denote by \( M(\lambda) \) the Verma module corresponding to the same highest weight. For a Lie algebra \( \mathfrak{a} \) denote by \( U(\mathfrak{a}) \) its enveloping algebra. Fix a highest weight vector \( m_\lambda \in M(\lambda) \). The linear map

\[ U(\mathfrak{n}^-) \to M(\lambda), \; n \mapsto nm_\lambda \]

is an isomorphism of complex vector spaces. The degree filtration on \( U(\mathfrak{n}^-) \):

\[ U(\mathfrak{n}^-)_0 = \mathbb{C}1, \quad U(\mathfrak{n}^-)_s = \text{span}\{1, x_1 \ldots x_l : x_i \in \mathfrak{n}^-, l \leq s\} \text{ for } s \geq 1, \]

induces via the isomorphism above a natural \( \mathfrak{b} \)-stable filtration on \( M(\lambda) \):

\[ M(\lambda)_s = U(\mathfrak{n}^-)_s m_\lambda \text{ for } s \geq 0. \]

Set \( U(\mathfrak{n}^-)_{-1} = M(\lambda)_{-1} = 0 \), then the associated \( q \)-character

\[ \text{char}_q M(\lambda) := \sum_{s \geq 0} \text{char}(M(\lambda)_s/M(\lambda)_{s-1}) q^s \]

has a very simple form:

\[ \text{char}_q M(\lambda) = e^\lambda \prod_{\beta \in R^+} \frac{1}{1 - q e^{-\beta}}. \]

This is obvious by the fact that the associated graded module \( M(\lambda)^g = \bigoplus_{s \geq 0} M(\lambda)_s/M(\lambda)_{s-1} \) is a free module over the associated graded algebra \( S(\mathfrak{n}^-) = \text{grad} U(\mathfrak{n}^-) \).
In contrast, the situation becomes rather complicated if one replaces $M(\lambda)$ by its finite dimensional quotient $V(\lambda)$. Again this module has an induced $\mathfrak{b}$-stable filtration $V(\lambda)_s = U(\mathfrak{n}^-)v_\lambda$, called the Poincaré-Birkhoff-Witt filtration, or, for short, just the PBW-filtration. The associated graded module $V(\lambda)^a = \bigoplus_{s>0} V(\lambda)_s/V(\lambda)_{s-1}$ is a $U(\mathfrak{b})$-module as well as a $S(\mathfrak{n}^-)$-module. A general closed formula for the $q$-character
\[
\text{char}_q V(\lambda) := \sum_{s\geq 0} \text{char}(V(\lambda)_s/V(\lambda)_{s-1}) q^s
\]
is not known, partial combinatorial answers can be found in \cite{FF1, FFL2}, more geometric interpretations can be found in \cite{FF, FFL}. Another natural (and, at least in the general case, open) question is about the structure of $V(\lambda)^a$ as a cyclic $S(\mathfrak{n}^-)$-module, generated by the image of the highest weight vector.

The aim of this paper is to present a proof of the results in \cite{FFL1, FFL2} which holds over the integers and hence makes the whole construction available over any field. More precisely, for $\mathfrak{g}$ of type $A_n$ or type $C_n$ we want

- to describe $V_Z^a(\lambda)$ as a cyclic $S_Z(\mathfrak{n}^-)$-module, i.e. describe the ideal $I_Z(\lambda) \to S_Z(\mathfrak{n}^-)$ such that $V_Z^a(\lambda) \simeq S_Z(\mathfrak{n}^-)/I_Z(\lambda)$;
- to find a basis of $V_Z^a(\lambda)$, in particular, show that $V_Z^a(\lambda)$ is torsion free;
- to get a (characteristic free) combinatorial graded character formula for $V_Z^a(\lambda)$.

As a last remark we would like to point out that one should not confuse the PBW-filtration (discussed in this paper) neither with the Brylinski-Kostant filtration \cite{BK} (BK-filtration for short) on the weight spaces induced by a principle $\mathfrak{sl}_2$-triple $(e, h, f)$, nor with the right Brylinski-Kostant filtration discussed in \cite{IL}. As an example, consider the case $\mathfrak{g}$ of type $B_2$ and $\lambda = \omega_1 + 2\omega_2$. In the table below we list for some weights the Poincaré polynomial of the associated graded weight space. For the left and right Brylinski-Kostant filtration, the polynomials have been taken from \cite{IL}, for the PBW-filtration the polynomials have been calculated using Theorem 7.3 ($B_2 = C_2$).

**Table 1.** Examples for the Poincaré polynomial of the associated graded weight spaces in $V(\lambda)$, $\lambda = \omega_1 + 2\omega_2$, $\mathfrak{g}$ of type $B_2$, enumeration as in \cite{B}.

| weight | $\lambda - \alpha_1 - 3\alpha_2$ | $\lambda - 2\alpha_1 - 2\alpha_2$ | $\lambda - 2\alpha_1 - 3\alpha_2$ | $\lambda - 2\alpha_1 - 4\alpha_2$ |
|--------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| PBW    | $q^4 + q^3$                     | $q^4 + 2q^2$                    | $2q^3 + q^2$                    | $q^4 + q^3 + q^2$               |
| BK     | $q^4 + q^3$                     | $q^4 + q^3 + q^2$              | $q^4 + q^3 + q^2$              | $q^4 + q^3 + q^2$               |
| right BK | $q^4 + q^2$                     | $q^4 + q^3 + q^2$              | $q^4 + q^3 + q^2$              | $q^4 + q^3 + q^2$               |
1. THE SETUP OVER THE COMPLEX NUMBERS: DEFINITIONS AND NOTATION

Let \( \mathfrak{g} \) be a simple Lie algebra. We fix a Cartan subalgebra \( \mathfrak{h} \) and a Borel subalgebra \( \mathfrak{b} = \mathfrak{h} \oplus \mathfrak{n}^+ \). Let \( R^+ \) be the set of positive roots corresponding to the choice of \( \mathfrak{b} \) and let \( \alpha_i, \omega_i \ i = 1, \ldots, n \) be the simple roots and the fundamental weights. The height \( ht(\beta) \) of a positive root is the sum of the coefficients of the expression of \( \beta \) as a sum of simple roots.

Let \( G \) be the simple, simply connected algebraic group such that \( \text{Lie} \ G = \mathfrak{g} \). Fix a maximal torus \( T \subset G \) and a Borel subgroup \( B \supset T \) such that \( \text{Lie} \ B = \mathfrak{h} \oplus \mathfrak{n}^+ \) and \( \text{Lie} \ T = \mathfrak{h} \). Denote by \( N^- \) the unipotent radical of the opposite Borel subgroup.

Let \( \mathfrak{g} = \mathfrak{n}^+ \oplus \mathfrak{h} \oplus \mathfrak{n}^- \) be the Cartan decomposition. Consider the increasing degree filtration on the universal enveloping algebra of \( U(\mathfrak{n}^-) \):

(1.1) \[ U(\mathfrak{n}^-)_s = \text{span}\{1, x_1 \ldots x_l : x_i \in \mathfrak{n}^-, l \leq s\}, \]

for example, \( U(\mathfrak{n}^-)_0 = \mathbb{C} \cdot 1, U(\mathfrak{n}^-)_1 = \mathbb{C} \cdot 1 + \mathfrak{n}^- \), and so on. The associated graded algebra is the symmetric algebra \( S(\mathfrak{n}^-) \) over \( \mathfrak{n}^- \).

For a dominant integral weight \( \lambda \) let \( \Psi : G \to GL(V(\lambda)) \) and \( \psi : \mathfrak{g} \to \text{End}(V(\lambda)) \) be the corresponding irreducible representations. Fix a highest weight vector \( v_\lambda \). Since \( V(\lambda) = U(\mathfrak{n}^-)v_\lambda \), the filtration in (1.1) induces an increasing filtration \( V(\lambda)_s \) on \( V(\lambda) \):

\[ V(\lambda)_s = U(\mathfrak{n}^-)_sv_\lambda. \]

**Definition 1.1.** We call this filtration the PBW-filtration of \( V(\lambda) \) and we denote the associated graded space by \( V^a(\lambda) \).

Let \( \mathfrak{n}^-_s = \sum_{ht(\beta) \geq s} \mathfrak{n}^-_\beta \subset \mathfrak{n}^- \) be the Lie subalgebra formed by the root subspaces corresponding to roots of height at least \( s \). In fact, \( \mathfrak{n}^-_s \subset \mathfrak{n}^- \) is an ideal, and the associated graded algebra \( \mathfrak{n}^a = \bigoplus_{s \geq 1} \mathfrak{n}^-_/\mathfrak{n}^+_{s+1} \) is an abelian Lie algebra. We make \( \mathfrak{n}^a \) into a \( B^- \) as well as a \( \mathfrak{b}^- \) module by identifying the vector space \( \mathfrak{n}^a \) with the quotient space \( \mathfrak{g}/\mathfrak{b} \), which is a \( B^- \) respectively \( \mathfrak{b}^- \) module via the induced adjoint action \( \text{ad} : B \to GL(\mathfrak{g}/\mathfrak{b}) \).

**Definition 1.2.** Denote by \( \mathfrak{g}^a \) the Lie algebra \( \mathfrak{g}^a = \mathfrak{b} \oplus \mathfrak{n}^a, \) where \( \mathfrak{n}^a \) is an abelian ideal in \( \mathfrak{g}^a \) and \( \mathfrak{b} \) acts on \( \mathfrak{n}^a \) via the induced adjoint action described above.

For a positive root \( \beta \) let \( U_{-\beta} \subset G \) be the closed root subgroup corresponding to the root \( -\beta \). Denote by \( x_{-\beta} : \mathbb{G}_{a,\beta} \to U_{-\beta} \) a fixed isomorphism of the root subgroup with the additive group \( \mathbb{G}_a \). We add the root as an index to indicate that this copy \( \mathbb{G}_{a,\beta} \) of the additive group is related to \( U_{-\beta} \).

The group \( N^- \) admits a filtration by a sequence of normal subgroups: let \( N^-_s = \prod_{ht(\beta) \geq s} U_{-\beta} \), then \( N^-_s \) is a normal subgroup of \( N^- \). Denote by \( N^a \) the product \( N^-_a = \prod_{s \geq 1} N^-_/N^+_{s+1} \), then \( N^a \) is a commutative unipotent group. We can identify \( N^a \) naturally with the product \( \prod_{\beta \in R^+} \mathbb{G}_{a,\beta} \), viewed
as a product of commuting additive groups. Here \( \mathbb{G}_{a,\beta} \) gets identified with the image of \( U_{-\beta} \) in \( N_{\text{ht}(\beta)}^{-1}/N_{\text{ht}(\beta)+1}^{-1} \). The Lie algebra of \( N^{-a} \) is \( n^{-a} \).

The action of \( B \) on \( n^{-a} \) can be lifted to an action on \( N^{-a} \) using the exponential map. To make this action more explicit, recall that for two linearly independent roots \( \alpha, \beta \) we know by Chevalley’s commutator formula: there exist complex numbers \( c_{i,j,a,\beta} \) such that

\[
x_{\alpha}(t)x_{\beta}(s)x_{-\alpha}^{-1}(t)x_{-\beta}^{-1}(s) = \prod_{i,j>0} x_{i\alpha+j\beta}(c_{i,j,a,\beta}t^{i}s^{j})
\]

for all \( s, t \in \mathbb{C} \). The product is taken over all pairs \( i, j \in \mathbb{Z}_{>0} \) such that \( i\alpha + j\beta \) is a root and in order of increasing height of the occurring roots.

We have for \( m = \prod_{\beta \in R^+} x_{-\beta}(u_\beta) \in N^{-a} \) and \( x_\alpha(t) \in B, u_\beta, t \in \mathbb{C} \):

\[
(1.2) \quad x_\alpha(t) \circ m = \prod_{\beta \in R^+} x_{-\beta}(u_\beta) + \sum_{i,j>0, \gamma \in R^+} c_{i,j,a,\beta} t^{i} u_\beta^{j}.
\]

**Definition 1.3.** Denote by \( G^a \) the semi-direct product \( G^a \cong B \rtimes N^{-a} \), where \( N^{-a} \) is an abelian normal subgroup in \( G^a \) and \( B \) acts on \( N^{-a} \) via the action described above.

The subspaces \( V(\lambda)_s = U(\mathfrak{n}^-)_s v_\lambda \) are stable with respect to the \( B \)- and the \( \mathfrak{b} \)-action, so we get an induced action of \( B \) as well as of \( \mathfrak{b} \) on \( V^a(\lambda) \).

Since the application by an element \( f \in \mathfrak{n}^- \) induces linear maps

\[
f : \quad V(\lambda)_s \rightarrow V(\lambda)_{s+1}
\]

we get an induced endomorphism \( \psi^a(f) : V^a(\lambda) \rightarrow V^a(\lambda) \) with the property that \( \psi^a(f)\psi^a(f') - \psi^a(f')\psi^a(f) : V^a(\lambda) \rightarrow V^a(\lambda) \) is the zero map for \( f, f' \in \mathfrak{n}^- \). Hence we get an induced representation of the abelian Lie algebra \( \mathfrak{n}^{-a} \) and of its enveloping algebra \( S(\mathfrak{n}^{-a}) \), the symmetric algebra over \( \mathfrak{n}^{-a} \). Note that \( V^a(\lambda) \) is a cyclic \( S(\mathfrak{n}^{-a}) \)-module:

\[
V^a(\lambda) = S(\mathfrak{n}^{-a}).v_\lambda.
\]

The action of \( \mathfrak{n}^{-a} \) on \( V^a(\lambda) \) is compatible with the \( B \)-action on \( V^a(\lambda) \) and on \( \mathfrak{n}^{-a} \): suppose \( b \in B, f \in \mathfrak{n}^- \) and \( v \in V(\lambda)_s \), then

\[
b(f.v) = (bf b^{-1})(bv) = (ad(b)(f))bv + m.bv \quad \text{for some} \quad m \in \mathfrak{b},
\]

and hence \( bf.v = (ad(b)(f))bv \) in \( V(\lambda)_{s+1}/V(\lambda)_s \). It follows:

**Proposition 1.4.** \( V^a(\lambda) \) is a \( \mathfrak{g}^a \)-module, it is a cyclic \( S(\mathfrak{n}^{-a}) \)-module and a \( B \)-module. The \( B \)-action on \( S(\mathfrak{n}^{-a}) \) is compatible with the \( B \)-action on \( V^a(\lambda) = S(\mathfrak{n}^{-a}).v_\lambda \).

The action of \( U_{-\beta} \) on \( V(\lambda) \) is given by:

\[
\Psi(x_{-\beta}(t))(v) = \sum_{i \geq 0} t^i \psi \left( \frac{f_i \beta}{i!} \right) (v) \quad \text{for} \quad v \in V(\lambda) \quad \text{and} \quad t \in \mathbb{C}
\]
and we get an induced action of $U_{-\beta}$ on $V^a(\lambda)$ by

$$
\Psi^a(x_{-\beta}(t))(v) = \sum_{i \geq 0} t^i \Psi^a \left( \prod_{\beta} \frac{f^\beta_i}{i!} \right)(v) \text{ for } v \in V^a(\lambda) \text{ and } t \in \mathbb{C}.
$$

The action of the various $U_{-\beta}$ on $V^a(\lambda)$ commutes and hence we get a representation $\Psi^a : N^{-a} \to GL(V^a(\lambda))$. This action is compatible with the $B$-action on $V^a(\lambda)$ and hence:

**Proposition 1.5.** $V^a(\lambda)$ is a representation space for $G^a$.

In analogy to the classical construction we define:

**Definition 1.6.** The closure of the orbit $G^a_{\lambda}[v^a] \subseteq \mathbb{P}(V^a(\lambda))$ is called the degenerate flag variety $F^a_{\lambda}$.

## 2. The Kostant lattice

Let $G_{\mathbb{Z}}$ be a split and simple, simply connected algebraic group (see [1]). We assume without loss of generality $(G_{\mathbb{Z}})_C = G$. We fix a split maximal torus $T_{\mathbb{Z}} \subseteq G_{\mathbb{Z}}$ such that $T = (T_{\mathbb{Z}})_C$ and a Borel subgroup $B_{\mathbb{Z}} \supseteq T_{\mathbb{Z}}$ such that $B = (B_{\mathbb{Z}})_C$. Let $g_{\mathbb{Z}}$, $b_{\mathbb{Z}}$, $n_{\mathbb{Z}}^+$ etc. be the Lie algebras, then we have $g = g_{\mathbb{Z}} \otimes \mathbb{C}$, $b = b_{\mathbb{Z}} \otimes \mathbb{C}$ etc.

Fix a Chevalley basis

$$
\{f_\beta, e_\beta : \beta \in R^+; h_1, \ldots, h_n\} \subset g_{\mathbb{Z}},
$$

where $f_\beta \in n_{\mathbb{Z}}^-$ (respectively $e_\beta \in n_{\mathbb{Z}}^+$) is an element of the root space $g_{-\beta, \mathbb{Z}}$ (respectively $g_{\beta, \mathbb{Z}}$), and $h_i \in h_{\mathbb{Z}}$.

Let $n_{\mathbb{Z}}^{s+} = \sum_{\theta(\beta) \geq 0} n_{\mathbb{Z}}^{\beta}$ be the Lie subalgebra formed by the root spaces corresponding to roots of height at least $s$. The Lie subalgebra $n_{\mathbb{Z},s}^- \subset n_{\mathbb{Z}}^-$ is an ideal, and the associated graded algebra $n_{\mathbb{Z}}^{-a} = \bigoplus_{s \geq 1} n_{\mathbb{Z},s}/n_{\mathbb{Z},s+1}$ is an abelian Lie algebra. We make $n_{\mathbb{Z}}^{-a}$ into a $B_{\mathbb{Z}}$-module as well as a $b_{\mathbb{Z}}$-module by identifying the vector space $n_{\mathbb{Z}}^{-a}$ with the quotient module $g_{\mathbb{Z}}/b_{\mathbb{Z}}$, which is a $B_{\mathbb{Z}}$-respectively $b_{\mathbb{Z}}$-module via the adjoint action.

**Definition 2.1.** Denote by $g_{\mathbb{Z}}^a$ the Lie algebra $g_{\mathbb{Z}}^a = b_{\mathbb{Z}} \oplus n_{\mathbb{Z}}^{-a}$, where $n_{\mathbb{Z}}^{-a}$ is an abelian ideal in $g_{\mathbb{Z}}$ and $b_{\mathbb{Z}}$ acts on $n_{\mathbb{Z}}^{-a}$ via the induced adjoint action described above.

We write $e_\beta^{(m)}$, $f_\beta^{(m)}$ for the divided powers $\frac{f_\beta}{m!}$ and $\frac{e_\beta}{m!}$ in the enveloping algebra $U(g)$. We denote by $\begin{pmatrix} h_i \\ m \end{pmatrix}$ the following element in $U(g)$:

$$
\begin{pmatrix} h_i \\ m \end{pmatrix} = \frac{h_i(h_i-1) \cdots (h_i-m+1)}{m!}.
$$

Let now $U_{\mathbb{Z}}(g)$ be the Kostant lattice in $U(g)$, i.e. the subalgebra generated by the $\begin{pmatrix} h_i \\ m \end{pmatrix}$ and the divided powers $e_\beta^{(m)}$, $f_\beta^{(m)}$. We identify $U_{\mathbb{Z}}(g)$ with
Dist($G_Z$), the algebra of distributions or the hyperalgebra of $G_Z$. We fix an enumeration of the positive roots $\{\beta_1, \ldots, \beta_N\}$. Given an $N$-tuple $m = (m_1, \ldots, m_N)$ of non-negative integers, we set

$$f(m) = f_{\beta_1}^{(m_1)} \cdots f_{\beta_N}^{(m_N)}, e(m) = e_{\beta_1}^{(m_1)} \cdots e_{\beta_N}^{(m_N)},$$

and given an $n$-tuple $\ell = (\ell_1, \ldots, \ell_n)$, set

$$h(\ell) = \left( \frac{h_1}{\ell_1} \right) \cdots \left( \frac{h_n}{\ell_n} \right).$$

The ordered monomials

$$f(m)h(\ell)e(k),$$

where $m, k$ are $N$-tuples, $\ell$ is an $n$-tuple of natural numbers, form a $\mathbb{Z}$-basis of $U_Z(g)$ as a free $\mathbb{Z}$-module. The subalgebras $U_Z(n^-)$ and $U_Z(n^+)$ admit the ordered monomials

$$\left\{ f(m) \mid m_1, \ldots, m_N \in \mathbb{Z}_{\geq 0} \right\}$$

respectively

$$\left\{ e(m) \mid m_1, \ldots, m_N \in \mathbb{Z}_{\geq 0} \right\}$$

as bases.

Let $U_Z(n^-)_s$ be the $\mathbb{Z}$-span of the monomials of degree at most $s$:

$$(2.1) \quad U_Z(n^-)_s = \langle f_{\gamma_1}^{(m_1)} \cdots f_{\gamma_\ell}^{(m_\ell)} \mid m_1 + \ldots + m_\ell \leq s, \gamma_1, \ldots, \gamma_\ell \in R^+ \rangle_{\mathbb{Z}},$$

where the degree of $f_{\gamma_1}^{(m_1)} \cdots f_{\gamma_\ell}^{(m_\ell)}$ is the sum $m_1 + \ldots + m_\ell$. Since changing the ordering is commutative up to terms of smaller degree, the $U_Z(n^-)_s$ define a filtration of the algebra $U_Z(n^-)$. By abuse of notation denote by $S_Z(n^-)_{\alpha}$ the associated graded algebra. Note that $n^-_{\mathbb{Z}} \subset S_Z(n^-)_{\alpha}$. In fact, $S_Z(n^-)_{\alpha}$ is a divided power analogue of the symmetric algebra over $n^-_{\mathbb{Z}}$. This algebra can be described as the quotient of a polynomial algebra in infinitely many generators (the “symbols” $f_{\beta}^{(m)}$): $\mathbb{Z}[f_{\beta}^{(m)} \mid m \in \mathbb{Z}_{\geq 0}, \beta \in R^+]$ modulo the ideal $\mathfrak{J}$ generated by the following identities:

$$(2.2) \quad \mathfrak{J} = \langle f_{\beta}^{(m)}f_{\beta}^{(k)} - \left( \frac{m + k}{m} \right)f_{\beta}^{(m+k)} \mid k, m \geq 1, \beta \in R^+ \rangle.$$

So we have:

$$S_Z(n^-)_{\alpha} \simeq \mathbb{Z}[f_{\beta}^{(m)} \mid m \in \mathbb{Z}_{\geq 0}, \beta \in R^+] / \mathfrak{J}.$$

The isomorphism above sends the basis given by classes of the monomials in the symbols $f_{\beta_1}^{(m_1)} \cdots f_{\beta_N}^{(m_N)}$ to the basis of $S_Z(n^-)_{\alpha}$ given by the monomials $f_{\beta_1}^{(m_1)} \cdots f_{\beta_N}^{(m_N)}$.

Let $U_Z^+(\mathfrak{h} + n^+) \subset U_Z(g)$ be the span of the monomials $h(\ell)e(k)$ such that $\sum_{i=1}^n \ell_i + \sum_{j=1}^N k_j > 0$. The natural map which sends a monomial to its class in the quotient:

$$U_Z(n^-) \rightarrow U_Z(g) / U_Z(n^-)U_Z^+(\mathfrak{h} + n^+), \quad f(m) \mapsto \overline{f(m)},$$
is an isomorphism of free \( \mathbb{Z} \)-modules. Recall that \( U_\mathbb{Z}(\mathfrak{g}) \) is naturally a \( B_\mathbb{Z} \)-module and a \( U_\mathbb{Z}(\mathfrak{b}) \)-module via the adjoint action, and \( U_\mathbb{Z}(\mathfrak{n}^-)U_\mathbb{Z}^{+}(\mathfrak{h} + \mathfrak{n}^+) \) is a proper submodule. Via the identification above, we get an induced structure on \( U_\mathbb{Z}(\mathfrak{n}^-) \) as a \( B_\mathbb{Z} \)-module and a \( U_\mathbb{Z}(\mathfrak{b}) \)-module. The filtration of \( U_\mathbb{Z}(\mathfrak{n}^-) \) by the \( U_\mathbb{Z}(\mathfrak{n}^-)_s \) is stable under this \( B_\mathbb{Z} \)- and \( U_\mathbb{Z}(\mathfrak{b}) \)-action and hence:

**Lemma 2.2.** The \( B_\mathbb{Z} \)-module structure and the \( U_\mathbb{Z}(\mathfrak{b}) \)-module structure on \( U_\mathbb{Z}(\mathfrak{n}^-) \) induce a \( B_\mathbb{Z} \)-module structure and a \( U_\mathbb{Z}(\mathfrak{b}) \)-module structure on \( S_\mathbb{Z}(\mathfrak{n}^-) \).

For a dominant integral weight \( \lambda = m_1 \omega_1 + \cdots + m_n \omega_n \) fix a highest weight vector \( v_\lambda \) and let \( V_\mathbb{Z}(\lambda) = U_\mathbb{Z}(\mathfrak{g})v_\lambda \subset V(\lambda) \) be the corresponding lattice in the complex representation space. Since \( V_\mathbb{Z}(\lambda) = U_\mathbb{Z}(\mathfrak{n}^-)v_\lambda \), the filtration \([2.1]\) induces an increasing filtration \( V_\mathbb{Z}(\lambda)_s \) on \( V_\mathbb{Z}(\lambda) \):

\[
V_\mathbb{Z}(\lambda)_s = U_\mathbb{Z}(\mathfrak{n}^-)_sv_\lambda.
\]

We denote the associated graded space by \( V_\mathbb{Z}^a(\lambda) \). Since \( B_\mathbb{Z}V_\mathbb{Z}(\lambda)_s \subset V_\mathbb{Z}(\lambda)_s \), \( V_\mathbb{Z}^a(\lambda) \) becomes naturally a \( B_\mathbb{Z} \)-module. The application by an element \( f^{(m)}_\beta \in U_\mathbb{Z}(\mathfrak{n}^-) \) provides linear maps for all \( s \):

\[
f^{(m)}_\beta : \bigcup_{s=1} V_\mathbb{Z}(\lambda)_s \rightarrow \bigcup_{s=1} V_\mathbb{Z}(\lambda)_{s+m-1},
\]

and we get an induced endomorphism \( \psi^a(f^{(m)}_\beta) : V_\mathbb{Z}^a(\lambda) \rightarrow V_\mathbb{Z}^a(\lambda) \) such that

\[
\psi^a(f^{(m)}_\beta)\psi^a(f^{(l)}_\gamma) = \psi^a(f^{(l)}_\gamma)\psi^a(f^{(m)}_\beta),
\]

and hence we get an induced representation of the abelian Lie algebra \( \mathfrak{h} \)-\( \mathfrak{b} \)-\( \mathfrak{a} \) and of the algebra \( S_\mathbb{Z}(\mathfrak{n}^-) \).

Note that \( V_\mathbb{Z}^a(\lambda) \) is a cyclic \( S_\mathbb{Z}(\mathfrak{n}^-) \)-module:

\[
V_\mathbb{Z}^a(\lambda) = S_\mathbb{Z}(\mathfrak{n}^-)v_\lambda.
\]

The action of \( S_\mathbb{Z}(\mathfrak{n}^-) \) on \( V_\mathbb{Z}^a(\lambda) \) is compatible with the \( B_\mathbb{Z} \)-action on \( S_\mathbb{Z}(\mathfrak{n}^-) \) and on \( V^a(\lambda) \), so summarizing we have:

**Proposition 2.3.** \( V_\mathbb{Z}^a(\lambda) \) is a \( g_\mathbb{Z}^a \)-module, it is a cyclic \( S_\mathbb{Z}(\mathfrak{n}^-) \)-module and a \( B_\mathbb{Z} \)-module. The \( B_\mathbb{Z} \)-action on \( S_\mathbb{Z}(\mathfrak{n}^-) \) is compatible with the \( B_\mathbb{Z} \)-action on \( V^a(\lambda) = S_\mathbb{Z}(\mathfrak{n}^-) \).

For a positive root \( \beta \) let \( U_{-\beta, \mathbb{Z}} \subset G_\mathbb{Z} \) be the closed root subgroup corresponding to the root \( -\beta \). We denote by \( x_{-\beta} : G_{a, \mathbb{Z}, \beta} \rightarrow U_{-\beta, \mathbb{Z}} \) a fixed isomorphism of the root subgroup with the additive group \( G_{a, \mathbb{Z}} \). We add the root as an index to indicate that this copy \( G_{a, \mathbb{Z}, \beta} \) of the additive group is supposed to be identified with \( U_{-\beta, \mathbb{Z}} \).

As in the case before over the complex numbers, the group \( N_{\mathbb{Z}} \) admits a filtration by a sequence of normal subgroups: set \( N_{-\beta, \mathbb{Z}}^- = \prod_{ht(\beta) \geq s} U_{-\beta, \mathbb{Z}} \), the product \( N_{\mathbb{Z}}^- \) is a commutative group. We can
identify $N^{-a}_Z$ naturally with the product $\prod_{\beta \in R^+} G_{a,Z,\beta}$, viewed as a product of commuting additive groups. Again, $G_{a,Z,\beta}$ gets identified with the image of $U_{-\beta,Z}$ in $N^{-a}_{Z,ht(\beta)}/N^{-a}_{Z,ht(\beta)+1}$. The Lie algebra of $N^{-a}_Z$ is $n^{-a}_Z$.

The action of $U_{-\beta,Z}$ on $V^a_Z(\lambda)$ is given by:

$$\Psi(u_{-\beta}(t))(v) = \sum_{i \geq 0} t^i \psi(f^{(i)}_\beta)(v) \quad \text{for } v \in V^a_Z(\lambda) \text{ and } t \in \mathbb{Z}$$

and we get an induced action of $U_{-\beta,Z}$ on $V^a_Z(\lambda)$ by

$$\Psi^a(u_{-\beta}(t))(v) = \sum_{i \geq 0} t^i \psi^a(f^{(i)}_\beta)(v) \quad \text{for } v \in V^a_Z(\lambda) \text{ and } t \in \mathbb{Z}.$$ 

The action of the various $U_{-\beta,Z}$ on $V^a_Z(\lambda)$ commute and hence we get a representation $\Psi^a : N^{-a}_Z \to GL(V^a_Z(\lambda))$. Since we started with a Chevalley basis, by [St], §6, or [T], §3.6, the coefficients in (1.2) are integral, so we get an action of $B_Z$ on $N^{-a}_Z$. Denote by $G^a_Z$ the semi-direct product $B_Z \ltimes N^{-a}_Z$. The actions of $B_Z$ and $N^{-a}_Z$ on $V^a_Z(\lambda)$ are compatible and hence we get

**Proposition 2.4.** $V^a_Z(\lambda)$ is a $G^a_Z$-module.

As a consequence, given a field $k$, we have the group $G^a_k = (G^a_Z)_k$, the representation space $V^a_k = (V^a_Z)_k$ and the degenerate flag variety $F^a_{\lambda,k} := \overline{G^a_k[v_\lambda]} \subset \mathbb{P}(V^a_k(\lambda))$. Here are some natural questions:

- is the graded character of $V^a_k(\lambda)$ independent of the characteristic?
- is $V^a_Z(\lambda)$ torsion free?

An explicit monomial basis for $V^a_Z(\lambda)$ has been constructed for $G = SL_n$ in [FFL1] and for $G = Sp_{2n}$ in [FFL2]. Another natural question:

- is this basis of $V^a(\lambda)$ compatible with the lattice construction in this section? Or, to put it differently: is $V^a_Z(\lambda)$ a free $\mathbb{Z}$-module with basis $\{f^{(s)}v_\lambda \mid s \in S(\lambda)\}$? (For the notation see the next sections.)

The aim of the next sections is to give an affirmative answer to these questions for $G = SL_n$ and $G = Sp_{2n}$.

### 3. Roots and relations in type $\mathbb{A}$ and $\mathbb{C}$

Let $R^+$ be the set of positive roots of $s_{n+1}$. Let $\alpha_i, \omega_i, i = 1, \ldots, n$ be the simple roots and the fundamental weights. All roots of $s_{n+1}$ are of the form $\alpha_p + \alpha_{p+1} + \cdots + \alpha_q$ for some $1 \leq p \leq q \leq n$. In the following we denote such a root by $\alpha_{p,q}$, for example $\alpha_i = \alpha_{i,i}$.

Let now $R^+$ be the set of positive roots of $s_{2n}$. Let $\alpha_i, \omega_i, i = 1, \ldots, n$ be the simple roots and the fundamental weights. All positive roots of $s_{2n}$ can be divided into two groups:

$$\alpha_{i,j} = \alpha_i + \alpha_{i+1} + \cdots + \alpha_j, \quad 1 \leq i \leq j \leq n,$$

$$\alpha_{i,j}^- = \alpha_i + \alpha_{i+1} + \cdots + \alpha_n + \alpha_{n-1} + \cdots + \alpha_j, \quad 1 \leq i \leq j \leq n.$$
(note that \(\alpha_{i,n} = \alpha_{i,\bar{n}}\)). We will use the following short versions
\[
\alpha_i = \alpha_{i,i}, \quad \alpha_i^* = \alpha_{i,\bar{i}}.
\]
We recall the usual order on the alphabet \(J = \{1, \ldots, n, \bar{n} - 1, \ldots, \bar{1}\}\)
\[(3.1) \quad 1 < 2 < \ldots < n - 1 < n < \bar{n} - \bar{1} < \ldots < \bar{1}.
\]

Let \(g = n^+ \oplus \mathfrak{h} \oplus n^-\) be the Cartan decomposition. By Lemma 2.2, the \(U_\mathbb{Z}(n^+)\)-module structure on \(U_\mathbb{Z}(n^-)\) induces a \(U_\mathbb{Z}(n^+)\)-module structure on \(S_\mathbb{Z}(n^{-\alpha})\). We want to make this action more explicit for \(g\) of type \(A\) and \(C\).

If \(\alpha = \beta\) or if the root vectors commute, then
\[(3.2) \quad (\text{ad} e_\alpha^{(k)})(f_\beta^{(m)}) = 0.
\]
If \(\alpha, \gamma, \beta = \alpha + \gamma\) are positive roots spanning a subsystem of type \(A_2\), then
\[(3.3) \quad (\text{ad} e_\alpha^{(k)})(f_{\alpha+\gamma}^{(m)}) = \begin{cases} \pm f_\gamma^{(k)} f_\gamma^{(m-k)}, & \text{if } k \leq m, \\ 0, & \text{otherwise}. \end{cases}
\]
If \(\alpha, \gamma, \alpha + \gamma, \alpha + 2\gamma\) span a subsystem of type \(B_2 = C_2\), then
\[(3.4) \quad (\text{ad} e_\alpha^{(k)})(f_{\alpha+\gamma}^{(m)}) = \begin{cases} \pm f_\gamma^{(k)} f_{\alpha+\gamma}^{(m-k)}, & \text{if } k \leq m, \\ 0, & \text{otherwise}, \end{cases}
\]
and
\[(3.5) \quad (\text{ad} e_{\alpha+\gamma}^{(k)})(f_{\alpha+2\gamma}^{(m)}) = \begin{cases} \pm f_\gamma^{(k)} f_{\alpha+2\gamma}^{(m-k)}, & \text{if } k \leq m, \\ 0, & \text{otherwise}, \end{cases}
\]
and
\[(3.6) \quad (\text{ad} e_{\gamma}^{(k)})(f_{\alpha+\gamma}^{(m)}) = \begin{cases} \pm 2^k f_\alpha^{(k)} f_{\alpha+\gamma}^{(m-k)}, & \text{if } k \leq m, \\ 0, & \text{otherwise}, \end{cases}
\]
and
\[(3.7) \quad (\text{ad} e_{\gamma}^{(k)})(f_{\alpha+2\gamma}^{(m)}) = \begin{cases} \pm f_{\alpha+\gamma}^{(k)} f_{\alpha+2\gamma}^{(m-k)}, & \text{if } k \leq m, \\ \sum_{a+b+c=m} r_{a,b,c} f_\alpha^{(a)} f_\gamma^{(b)} f_{\alpha+\gamma}^{(c)}, & \text{if } k \leq m, \\ 0, & \text{otherwise}, \end{cases}
\]
where the coefficients \(r_{a,b,c}\) are integers.

4. The spanning property for \(SL_{n+1}\)

We first recall the definition of a Dyck path in the \(SL_{n+1}\)-case:

**Definition 4.1.** A Dyck path (or simply a path) is a sequence
\[\mathbf{p} = (\beta(0), \beta(1), \ldots, \beta(k)), \quad k \geq 0\]
of positive roots satisfying the following conditions:

\(a\) the first and last elements are simple roots. More precisely, \(\beta(0) = \alpha_i\) and \(\beta(k) = \alpha_j\) for some \(1 \leq i \leq j \leq n\);
the elements in between obey the following recursion rule: If \( \beta(s) = \alpha_{p,q} \) then the next element in the sequence is of the form either \( \beta(s + 1) = \alpha_{p,q+1} \) or \( \beta(s + 1) = \alpha_{p+1,q} \).

**Example 4.2.** Here is an example for a Dyck path for \( \mathfrak{s}l_0 \):

\[
p = (\alpha_2, \alpha_2 + \alpha_3, \alpha_2 + \alpha_3 + \alpha_4, \alpha_3 + \alpha_4, \alpha_4, \alpha_5, \alpha_5).
\]

For a multi-exponent \( s = \{s_\beta\}_{\beta \geq 0}, s_\beta \in \mathbb{Z}_{\geq 0} \), let \( f^{(s)} \) be the element

\[
f^{(s)} = \prod_{\beta \in R^+} f^{(s_\beta)} \in S_\mathbb{Z}(n^{-a}).
\]

**Definition 4.3.** For an integral dominant \( \mathfrak{s}l_{n+1} \)-weight \( \lambda = \sum_{i=1}^n m_i \omega_i \) let \( S(\lambda) \) be the set of all multi-exponents \( s = (s_\beta)_{\beta \in R^+} \in \mathbb{Z}^{R^+} \) such that for all Dyck paths \( p = (\beta(0), \ldots, \beta(k)) \)

\[
s_\beta(0) + s_\beta(1) + \cdots + s_\beta(k) \leq m_i + m_{i+1} + \cdots + m_j,
\]

where \( \beta(0) = \alpha_i \) and \( \beta(k) = \alpha_j \).

The space \( V^a_\mathbb{Z}(\lambda) \) is endowed with the structure of a cyclic \( S_\mathbb{Z}(n^{-a}) \)-module, hence \( V^a_\mathbb{Z}(\lambda) = S_\mathbb{Z}(n^{-a})/I_\mathbb{Z}(\lambda) \) for some ideal \( I_\mathbb{Z}(\lambda) \subseteq S_\mathbb{Z}(n^{-a}) \). Our goal is to prove that the elements \( f^{(s)}v_\lambda, s \in S(\lambda), \operatorname{span} V^a_\mathbb{Z}(\lambda) \).

Let \( \lambda = m_1 \omega_1 + \cdots + m_n \omega_n \). The strategy is as follows: \( f^{(\lambda, \alpha)}v_\lambda = 0 \) in \( V_\mathbb{Z}(\lambda) \) for all positive roots \( \alpha \), so for \( \alpha = \alpha_i + \cdots + \alpha_j, i \leq j \), we have the relation

\[
f^{(\alpha_i+\cdots+\alpha_j)} \in I_\mathbb{Z}(\lambda).
\]

In addition we have the operators \( e^{(m)}_\alpha \) acting on \( V^a_\mathbb{Z}(\lambda) \). We note that \( I_\mathbb{Z}(\lambda) \) is stable with respect to the induced action of the \( e^{(m)}_\alpha \) on \( S_\mathbb{Z}(n^{-a}) \) (Lemma 2.2). By applying the operators \( e^{(m)}_\alpha \) to \( f^{(m_i+\cdots+m_j+1)} \), we obtain new relations. We prove that these relations are enough to rewrite any vector \( f^{(t)}v_\lambda \) as an integral linear combination of \( f^{(s)}v_\lambda \) with \( s \in S(\lambda) \).

By the degree \( \deg \mathfrak{s} \) of a multi-exponent we mean the degree of the corresponding monomial in \( S_\mathbb{Z}(n^{-a}) \), i.e. \( \deg \mathfrak{s} = \sum s_{i,j} \).

We are going to define an *order* on the monomials in \( S_\mathbb{Z}(n^{-a}) \). To begin with, we define a total order on the \( f_{i,j}, 1 \leq i \leq j \leq n \). We say that \((i,j) > (k,l) \) if \( i > k \) or if \( i = k \) and \( j > l \). Correspondingly we say that \( f_{i,j} > f_{k,l} \) if \((i,j) > (k,l) \), so

\[
f_{n,n} > f_{n-1,n} > f_{n-1,n-1} > f_{n-2,n} > \cdots > f_{2,3} > f_{2,2} > f_{1,n} > \cdots > f_{1,1}.
\]

We use a sort of associated *homogeneous lexicographic ordering* on the set of multi-exponents, i.e. for two multi-exponents \( \mathfrak{s} \) and \( \mathfrak{t} \) we write \( \mathfrak{s} > \mathfrak{t} \):

- if \( \deg \mathfrak{s} > \deg \mathfrak{t} \),
- if \( \deg \mathfrak{s} = \deg \mathfrak{t} \) and there exist \( 1 \leq i_0 \leq j_0 \leq n \) such that \( s_{i_0,j_0} > t_{i_0,j_0} \) and for \( i > i_0 \) and \((i = i_0 \) and \( j > j_0 \) \) we have \( s_{i,j} = t_{i,j} \).
We use the “same” total order on the set of monomials, i.e. \( f(s) \succ f(t) \) if and only if \( s > t \).

**Proposition 4.4.** Let \( p = (p(0), \ldots, p(k)) \) be a Dyck path with \( p(0) = \alpha_i \) and \( p(k) = \alpha_j \). Let \( s \) be a multi-exponent supported on \( p \), i.e. \( s_\alpha = 0 \) for \( \alpha \notin p \). Assume further that

\[
\sum_{l=0}^{k} s_{p(l)} > m_i + \cdots + m_j.
\]

Then there exist some constants \( c_t \in \mathbb{Z} \) labeled by multi-exponents \( t \) such that

\[
(4.2) \quad f(s) + \sum_{t \prec s} c_t f(t) \in I_\mathbb{Z}(\lambda)
\]

(\( t \) does not have to be supported on \( p \)).

**Remark 4.5.** We refer to (4.2) as a straightening law because it implies

\[
f(s) = -\sum_{t \prec s} c_t f(t) \text{ in } S_\mathbb{Z}(n^{-a})/I_\mathbb{Z}(\lambda) \simeq V_\mathbb{Z}^\lambda(\lambda).
\]

**Proof.** We start with the case \( p(0) = \alpha_1 \) and \( p(k) = \alpha_n \) (so, \( k = 2n - 2 \)). This assumption is just for convenience. In the general case \( p \) starts with \( p(0) = \alpha_i \), \( p(k) = \alpha_j \) and one would start with the relation \( f^{(m_1 + \cdots + m_j + 1)}_{i,j} \in I_\mathbb{Z}(\lambda) \) instead of the relation \( f^{(m_1 + \cdots + m_n + 1)}_{1,n} \in I_\mathbb{Z}(\lambda) \) below.

So from now on we assume without loss of generality that \( p(0) = \alpha_1 \) and \( p(k) = \alpha_n \). In the following we use the differential operators \( \partial^{(k)}_\alpha \) defined by

\[
(4.3) \quad \partial^{(k)}_\alpha f^{(m)}_\beta = \begin{cases} f^{(k)}_{\beta-\alpha} f^{(m-k)}_\beta, & \text{if } \beta - \alpha \in \triangle^+ \text{ and } k \leq m, \\ 0, & \text{otherwise.} \end{cases}
\]

The operators \( \partial^{(k)}_\alpha \) satisfy the property

\[
\partial^{(k)}_\alpha f^{(m)}_\beta = \pm (\text{ad} e^{(k)}_\alpha)(f^{(m)}_\beta).
\]

In the following we use very often the following consequence: if a monomial \( f^{(m_1)}_{\beta_1} \cdots f^{(m_s)}_{\beta_s} \in I_\mathbb{Z}(\lambda) \), then for any sequence of positive roots \( \alpha_1, \ldots, \alpha_s \) and any sequence of integers \( k_1, \ldots, k_s \in \mathbb{Z}_{>0} \) we have:

\[
\partial^{(k_1)}_{\alpha_1} \cdots \partial^{(k_s)}_{\alpha_s} f^{(m_1)}_{\beta_1} \cdots f^{(m_s)}_{\beta_s} \in I_\mathbb{Z}(\lambda).
\]

Since \( f^{(m_1 + \cdots + m_n + 1)}_{1,n} v_\lambda = 0 \) in \( V_\mathbb{Z}^\lambda(\lambda) \) and \( s_{p(0)} + \cdots + s_{p(k)} > m_1 + \cdots + m_n \) by assumption, it follows that

\[
f^{(s_{p(0)} + \cdots + s_{p(k)})}_{1,n} \in I(\lambda).
\]
Write \( \partial_{i,j}^{(m)} \) for \( \partial_{n_{i,j}}^{(m)} \), and for \( i, j = 1, \ldots, n \) set
\[
\mathbf{s}_{i,j} = \sum_{i=1}^{j} s_{i,j}, \quad s_{i,\bullet} = \sum_{j=i}^{n} s_{i,j}.
\]

We first consider the vector \( A \).

By means of formula (4.3) we get:
\[
\mathbf{s}_{i,j} = \sum_{k=1}^{j} s_{k,j}, \quad s_{i,\bullet} = \sum_{k=i}^{n} s_{k,j}.
\]

Now consider \( \mathbf{s}_{i,j} \) and use (4.4) to get:
\[
\text{Summarizing, the vector (4.4) is equal to}
\]
\[
\mathbf{A} = \sum_{t \leq s} c_{t} f^{(t)} \text{ where } c_{s} = 1.
\]

To prove the proposition, we apply more differential operators to the monomial \( f_{1,n}^{(s_{n,\bullet})} \). Consider the following element in \( I_{Z}(\lambda) \subset S_{n^{-\alpha}}(\mathbb{Z}) \):
\[
\mathbf{A} = \partial_{1,2}^{(s_{2,\bullet})} \partial_{1,3}^{(s_{3,\bullet})} \cdots \partial_{1,n}^{(s_{n,\bullet})} f_{1,2}^{(s_{2,\bullet})} \cdots f_{1,n}^{(s_{n,\bullet})}.
\]

We claim:
\[
\mathbf{A} = \sum_{t \leq s} c_{t} f^{(t)} \text{ where } c_{s} = 1.
\]

Now \( \mathbf{A} \in I_{Z}(\lambda) \) by construction, so the claim proves the proposition.

**Proof of the claim:** In order to prove the claim we need to introduce some more notation. For \( j = 1, \ldots, n - 1 \) set
\[
\mathbf{A}_{j} = \partial_{1,j}^{(s_{j,\bullet})} \partial_{1,j+1}^{(s_{j+2,\bullet})} \cdots \partial_{1,n}^{(s_{n,\bullet})} f_{1,2}^{(s_{2,\bullet})} \cdots f_{1,n}^{(s_{n,\bullet})},
\]
so \( \mathbf{A}_{1} = \mathbf{A} \). To start an inductive procedure, we begin with \( \mathbf{A}_{n-1} \):
\[
\mathbf{A}_{n-1} = \partial_{1,n-1}^{(s_{n,\bullet})} f_{1,1}^{(s_{1,\bullet})} f_{1,2}^{(s_{2,\bullet})} \cdots f_{1,n}^{(s_{n,\bullet})}.
\]

Now \( s_{n,\bullet} = s_{n,n} \) and \( \partial_{1,n-1}^{(x)} f_{1,j}^{(y)} = 0 \) for \( j \neq n \), so
\[
\mathbf{A}_{n-1} = f_{1,1}^{(s_{n,\bullet})} f_{1,2}^{(s_{2,\bullet})} \cdots f_{1,n}^{(s_{n,n})}.
\]

We proceed with the proof using decreasing induction. Since the induction procedure is quite involved and the initial step does not reflect the problems occurring in the procedure, we discuss for convenience the case \( \mathbf{A}_{n-2} \) separately.

Consider \( \mathbf{A}_{n-2} \), we have:
\[
\mathbf{A}_{n-2} = \partial_{1,n-2}^{(s_{n-2,\bullet})} f_{1,1}^{(s_{1,\bullet})} f_{1,2}^{(s_{2,\bullet})} \cdots f_{1,n}^{(s_{n-n,n})} f_{n,n}^{(s_{n,n})}.
\]
For the inductive procedure we make the following assumption:

\[ \partial^{(k)}_{1,n-2} f^{(m)}_{1,j} = 0 \] for \( j \neq n-1, n \), \( \partial^{(k)}_{1,n-2} f^{(m)}_{n,n} = 0 \), and \( \partial^{(k)}(xy) = \sum_{i=0}^{k} \partial^{(k-i)}(x) \partial^{(i)}(y) \), so

\[ A_{n-2} = \sum_{s_{n-1,n}} f^{(s_{1,1})}_{1,1} f^{(s_{1,j})}_{1,j} \ldots f^{(s_{n,n})}_{1,n}. \]

We need to control which divided powers \( f^{(\ell)}_{n-1,n} \) can occur. Recall that \( s \) has support in \( p \). If \( \alpha_{n-1} \not\in p \), then \( s_{n-1,n-1} = 0 \) and \( s_{n-1,n} = s_{n-1,n} \), so \( f^{(s_{n-1,n})}_{n-1,n} \), is the highest divided power occurring in the sum. Next suppose \( \alpha_{n-1} \in p \). This implies \( \alpha_{j,n} \not\in p \) unless \( j = n-1 \) or \( n \). Since \( s \) has support in \( p \), this implies

\[ s_{n,n} = s_{1,n} + \ldots + s_{n-1,n} + s_{n,n} = s_{n-1,n} + s_{n,n} , \]

and hence again the highest divided power of \( f^{(\ell)}_{n-1,n} \) which can occur is \( f^{(s_{n-1,n})}_{n-1,n} \), and the coefficient is 1. So we can write

\[(4.9)\]

\[ A_{n-2} = \sum_{\ell=0}^{s_{n-1,n}} f^{(s_{1,1})}_{1,1} \ldots f^{(s_{n-1,n-1}+\ell)}_{1,n} f^{(s_{n,n})}_{n-1,n} f^{(s_{n,n})}_{n,n}. \]

For the inductive procedure we make the following assumption:

\[ A_{j} \text{ is a sum with integral coefficients of monomials of the form } \]

\[(4.10)\]

\[ f^{(s_{1,1})}_{1,1} \ldots f^{(s_{1,j-1}+s_{1,j})}_{1,j} \ldots f^{(s_{1,n})}_{1,n} f^{(t_{j+1,j+2})}_{j+1,j+2} \ldots f^{(t_{n-1,n})}_{n-1,n} f^{(t_{n,n})}_{n,n} \]

having the following properties:

i) With respect to the homogeneous lexicographic ordering, all the multi-exponents of the summands, except one, are strictly smaller than \( s \).
ii) More precisely, there exists a pair \( (k_{0}, \ell_{0}) \) such that \( k_{0} \geq j + 1 \), \( s_{k_{0} \ell_{0}} > t_{k_{0} \ell_{0}} \) and \( s_{k \ell} = t_{k \ell} \) for all \( k > k_{0} \) and all pairs \( (k_{0}, \ell) \) such that \( \ell > \ell_{0} \).
iii) The only exception is the summand such that \( t_{\ell,m} = s_{\ell,m} \) for all \( \ell \geq j + 1 \) and all \( m \), and in this case the coefficient is equal to 1.

The calculations above show that this assumption holds for \( A_{n-1} \) and \( A_{n-2} \).

We start now with the inductive procedure and we consider \( A_{j-1} = \partial^{(s_{j-1,n-1})}_{1,j-1} A_{j} \). Note that \( \partial^{(k)}_{1,j-1} f^{(m)}_{1,j} = 0 \) for \( \ell < j \), and for \( \ell \geq j \) we have

\[ \partial^{(k)}_{1,j-1} f^{(p)}_{1,j} = f^{(p)}_{1,j} f^{(p)}_{1,j} \]

for \( p \leq q \), and the result is 0 for \( p > q \).

Furthermore, \( \partial^{(p)}_{1,j-1} f^{(q)}_{k,\ell} = 0 \) for \( k \geq j+1 \), so applying \( \partial^{(p)}_{1,j-1} \) to a summand of the form \((4.10)\) does not change the \( Y \)-part in \((4.10)\). Summarizing, applying \( \partial^{(s_{j-1,n-1})}_{1,j-1} \) to a summand of the form \((4.10)\) gives a sum of monomials
of the form
\[
\frac{f^{(s_{\bullet},1)}_{1,1} \cdots f^{(s_{\bullet},j-1)}_{1,j-1} f^{(s_{\bullet},-\gamma)}_{j,j} \cdots f^{(s_{\bullet},-\gamma)}_{1,n}}{X^\gamma} \cdot \frac{f^{(t_{j,j})}_{j,j} \cdots f^{(t_{j,j})}_{j,j,n}}{Y^{\gamma}}.
\]
(4.11)

We have to show that these summands satisfy again the conditions i)–iii) above (but now for the index \((j-1)\)). If we start in (4.10) with a summand which is not the maximal summand, but such that \(i)\) and \(ii)\) hold for the index \(j\), then the same holds obviously also for the index \((j-1)\) for all summands in (4.11) because the \(Y\)-part remains unchanged.

So it remains to investigate the summands of the form (4.11) obtained by applying \(\partial^{(s_{\bullet},\bullet)}_{j,j-1}\) to the only summand in (4.10) satisfying iii).

To formalize the arguments used in the calculation for \(A_{n-2}\) we need the following notation. Let \(1 \leq k_1 \leq k_2 \leq \cdots \leq k_n \leq n\) be numbers defined by
\[
k_i = \max\{j : \alpha_{i,j} \in p\}.
\]

For convenience we set \(k_0 = 1\).

**Example 4.6.** For \(p = (\alpha_{11}, \alpha_{12}, \ldots, \alpha_{1n}, \alpha_{2n}, \ldots, \alpha_{nn})\) we have \(k_i = n\) for all \(i = 1, \ldots, n\).

Since \(s_{\bullet}\) is supported on \(p\) we have
\[
(4.12) \quad s_{i,\bullet} = \sum_{\ell=k_{i-1}}^{k_i} s_{i,\ell}, \quad s_{\bullet,\ell} = \sum_{i : k_{i-1} \leq \ell \leq k_i} s_{i,\ell}.
\]

Suppose now that we have a summand of the form in (4.11) obtained by applying \(\partial^{(s_{\bullet},\bullet)}_{j,j-1}\) to the only summand in (4.10) satisfying iii). Since the \(Y\)-part remains unchanged, this implies already \(t_{n,n} = s_{n,n}, \ldots, t_{j+1,j+1} = s_{j+1,j+1}\). Assume that we have already shown \(t_{j,n} = s_{j,n}, \ldots, t_{j,\ell_0+1} = s_{j,\ell_0+1}\), then we have to show that \(t_{j,\ell_0} \leq s_{j,\ell_0}\).

We consider five cases:

- \(\ell_0 > k_j\). In this case the root \(\alpha_{j,\ell_0}\) is not in the support of \(p\) and hence \(s_{j,\ell_0} = 0\). Since \(\ell_0 > k_j \geq k_{j-1} \geq \cdots \geq k_1\), for the same reason we have \(s_{i,\ell_0} = 0\) for \(i \leq j\). Recall that the divided power of \(f^{(s_{\bullet},\bullet)}_{1,\ell_0}\) in \(A_{j-1}\) in (1.7) is equal to \(s_{\bullet,\ell_0}\). Now \(s_{\bullet,\ell_0} = \sum_{i > j} s_{i,\ell_0}\) by the discussion above, and hence \(f^{(s_{\bullet},\ell_0)}_{1,\ell_0}\) has already been transformed completely by the operators \(\partial^{(s)}_{i,j}\), \(i > j\), and hence \(t_{j,\ell_0} = 0 = s_{j,\ell_0}\).

- \(k_{j-1} < \ell_0 \leq k_j\). Since \(\ell_0 > k_{j-1} \geq \cdots \geq k_1\), for the same reason as above we have \(s_{i,\ell_0} = 0\) for \(i < j\), so \(s_{\bullet,\ell_0} = \sum_{i \geq j} s_{i,\ell_0}\). The same arguments as above show that for the operator \(\partial^{(s)}_{1,j-1}\) only the power \(f^{(s_{\bullet,\bullet})}_{1,\ell_0}\) is left to be transformed into a divided power of \(f_{j,\ell_0}\), so necessarily \(t_{j,\ell_0} \leq s_{j,\ell_0}\).
Theorem 4.7. The elements \( f^{(s)}v_\lambda \) with \( s \in S(\lambda) \) span the module \( V^a_\lambda(\lambda) \).

Proof. The elements \( f^{(s)}v_\lambda \), \( s \) arbitrary multi-exponent, span \( S_\mathbb{Z}(n^{-a}) \), so the elements \( f^{(s)}v_\lambda \), \( s \) arbitrary multi-exponent, span \( S_\mathbb{Z}(n^{-a})/I_\mathbb{Z}(\lambda) \simeq V^a_\lambda(\lambda) \).

We use now the equation (4.12) in Proposition 4.4 as a straightening algorithm to express \( f^{(s)}v_\lambda \), \( s \) arbitrary, as a linear combination of elements \( f^{(t)}v_\lambda \) such that \( t \in S(\lambda) \).

Let \( \lambda = \sum_{i=1}^n m_i \omega_i \) and suppose \( s \notin S(\lambda) \), then there exists a Dyck path \( p = (p(0), \ldots, p(k)) \) with \( p(0) = \alpha_i, p(k) = \alpha_j \) such that

\[
\sum_{l=0}^k s_{p(l)} > m_i + \cdots + m_j.
\]
We define a new multi-exponent $s'$ by setting
\[ s'_\alpha = \begin{cases} 
  s_\alpha, & \alpha \in \mathfrak{p}, \\
  0, & \text{otherwise.}
\end{cases} \]

For the new multi-exponent $s'$ we still have
\[ \sum_{l=0}^{k} s'_{p(l)} > m_i + \cdots + m_j. \]

We can now apply Proposition 4.4 to $s'$ and conclude
\[ f(s') = \sum_{s' > t} c_t f(t') \quad \text{in} \quad S_Z(n^{-\alpha})/I_Z(\lambda), \]
where $c_t \in \mathbb{Z}$. We get $f(s)$ back as $f(s) = f(s') \prod_{p} f_{\beta}$. For a multi-exponent $t'$ occurring in the sum with $c_t \neq 0$ let the multi-exponent $t$ and $c_t \in \mathbb{Z}$ be such that $c_t f(t') \prod_{p} f_{\beta} = c_t f(t)$ (recall (2)). Since we have a monomial order it follows:
\[ f(s) = f(s') \prod_{\beta \notin \mathfrak{p}} f_{\beta} = \sum_{s > t} c_t f(t) \quad \text{in} \quad S_Z(n^{-\alpha})/I_Z(\lambda). \]

The equation (4.13) provides an algorithm to express $f(s)$ in $S_Z(n^{-\alpha})/I_Z(\lambda)$ as a sum of elements of the desired form: if some of the $t$ are not elements of $S(\lambda)$, then we can repeat the procedure and express the $f(t)$ in $S_Z(n^{-\alpha})/I_Z(\lambda)$ as a sum of $f(r)$ with $r < t$. For the chosen ordering any strictly decreasing sequence of multi-exponents (all of the same total degree) is finite, so after a finite number of steps one obtains an expression of the form $f(s) = \sum c_r f(r)$ in $S_Z(n^{-\alpha})/I_Z(\lambda)$ such that $r \in S(\lambda)$ for all $r$. \qed

5. The main theorem for $SL_{n+1}$

**Theorem 5.1.** The elements $\{f(s)v_\lambda \mid s \in S(\lambda)\}$ form a basis for the module $V_Z^\alpha(\lambda)$ and the ideal $I_Z(\lambda)$ is generated by the subspace
\[ \langle U_Z(n^+) \circ f_{\alpha_i, j}^{(m_i + \ldots + m_j + 1)} \mid 1 \leq i \leq j \leq n - 1 \rangle. \]

As an immediate consequence we see:

**Corollary 5.2.**

i) $V_Z^\alpha(\lambda)$ is a free $\mathbb{Z}$-module.

ii) For every $s \in S(\lambda)$ fix a total order on the set of positive roots and denote by abuse of notation by $f(s) \in U_Z(n^{-})$ also the corresponding product of divided powers. The $\{f(s)v_\lambda \mid s \in S(\lambda)\}$ form a basis for the module $V_Z(\lambda)$ and for all $s < s'$ we have $V_Z(\lambda)_s$ is a direct summand of $V_Z(\lambda)_{s'}$ as a $\mathbb{Z}$-module.

iii) With the notation as above: let $k$ be a field and denote by $V_k(\lambda) = V_Z(\lambda) \otimes_{\mathbb{Z}} k$, $U_k(\mathfrak{g}) = U_Z(\mathfrak{g}) \otimes_{\mathbb{Z}} k$, $U_k(n^-) = U_Z(n^-) \otimes_{\mathbb{Z}} k$ etc. the objects obtained by base change. The $\{f(s)v_\lambda \mid s \in S(\lambda)\}$ form a basis for the module $V_k(\lambda)$. 

Proof. We know that the elements $f^{(s)}v_{\lambda}$, $s \in S(\lambda)$, span $V_{\mathbb{Z}}(\lambda)$, see Theorem 4.7. By [FFL], the number $5(\lambda)$ is equal to $\dim V(\lambda)$, which implies the linear independence. By lifting the elements to $V_{\mathbb{Z}}(\lambda)$, we get a basis of $V_{\mathbb{Z}}(\lambda)$ which is (by construction) compatible with the PBW-filtration: set

$$S(\lambda)_r = \{s \in S(\lambda) \mid \sum_{\beta \in R^+} s_{\beta} \leq r\},$$

then the elements $f^{(s)}v_{\lambda}$, $s \in S(\lambda)_r$, span $V_{\mathbb{Z}}(\lambda)_r$.

Let $I \subset S_{\mathbb{Z}}(n^{-a})$ be the ideal generated by

$$\langle U_{\mathbb{Z}}(n^+) \circ f_{(0)^{(m_i+\ldots+m_j+1)}} \mid 1 \leq i \leq j \leq n-1 \rangle,$$

by construction we know $I \subset I_{\mathbb{Z}}(\lambda)$. But we also know that the relations in $I$ are sufficient to rewrite every element in $V_{\mathbb{Z}}(\lambda)$ in terms of the basis elements $f^{(s)}v_{\lambda}$, $s \in S(\lambda)$, which implies that the canonical surjective map $S_{\mathbb{Z}}(n^-)/I \to S_{\mathbb{Z}}(n^-)/I_{\mathbb{Z}}(\lambda) \simeq V_{\mathbb{Z}}(\lambda)$ is injective. □

6. SYMPLECTIC DYCK PATHS

We recall the notion of the symplectic Dyck paths:

Definition 6.1. A symplectic Dyck path (or simply a path) is a sequence

$$p = (\beta(0), \beta(1), \ldots, \beta(k)), \ k \geq 0$$

of positive roots satisfying the following conditions:

a) the first root is simple, $\beta(0) = \alpha_i$ for some $1 \leq i \leq n$;
b) the last root is either simple or the highest root of a symplectic subalgebra, more precisely $\beta(k) = \alpha_j$ or $\beta(k) = \alpha_j^{\perp}$ for some $i \leq j \leq n$;
c) the elements in between obey the following recursion rule: If $\beta(s) = \alpha_{p,q}$ with $p, q \in J$ (see (3.1)), then the next element in the sequence is of the form either $\beta(s+1) = \alpha_{p,q+1}$ or $\beta(s+1) = \alpha_{p+1,q}$, where $x+1$ denotes the smallest element in $J$ which is bigger than $x$.

Denote by $\mathbb{D}$ the set of all Dyck paths. For a dominant weight $\lambda = \sum_{i=1}^{n} m_i \omega_i$ let $P(\lambda) \subset \mathbb{R}_{\geq 0}^{n}$ be the polytope

$$(\text{6.1})$$

$$P(\lambda) := \left\{ (s_{\alpha})_{\alpha > 0} \mid \forall p \in \mathbb{D} : \begin{cases} s_{\beta(0)} + \cdots + s_{\beta(k)} \leq m_i + \cdots + m_j, \quad \text{if } \beta(0) = \alpha_i, \beta(k) = \alpha_j, \text{then} \\ s_{\beta(0)} + \cdots + s_{\beta(k)} \leq m_i + \cdots + m_n, \quad \text{if } \beta(0) = \alpha_i, \beta(k) = \alpha_j^{\perp}, \text{then} \end{cases} \right\},$$

and let $S(\lambda)$ be the set of all Dyck paths in $P(\lambda)$.

For a multi-exponent $s = \{s_{\beta} \}_{\beta > 0}$, $s_{\beta} \in \mathbb{Z}_{\geq 0}$, let $f^{(s)}$ be the element

$$f^{(s)} = \prod_{\beta \in R^+} f^{(s_{\beta})} \in S_{\mathbb{Z}}(n^{-a}).$$
7. The spanning property for the symplectic Lie algebra

Our aim is to prove that the set \( f^{(s)}v_{\lambda}, s \in S(\lambda) \), forms a basis of \( V^a_\lambda(\lambda) \). As a first step we will prove that these elements span \( V^a_\lambda(\lambda) \).

**Lemma 7.1.** Let \( \lambda = \sum_{i=1}^n m_i \omega_i \) be the \( \mathfrak{sp}_{2n} \)-weight and let \( V_\mathbb{Z}(\lambda) \subset V(\lambda) \) be the corresponding lattice in the highest weight module with highest weight vector \( v_\lambda \). Then

\[
(7.1) \quad f_{\alpha_i \tau}^{(m_1 + \cdots + m_j + 1)} v_\lambda = 0, \quad 1 \leq i \leq j \leq n - 1,
\]
\[
(7.2) \quad f_{\alpha_i \tau}^{(m_1 + \cdots + m_n + 1)} v_\lambda = 0, \quad 1 \leq i \leq n.
\]

**Proof.** The lemma follows immediately from the \( \mathfrak{sl}_2 \)-theory. \( \square \)

In the following we use the operators \( \partial_{\alpha}^{(k)} \) defined by \( \partial_{\alpha}^{(k)}(f_{\beta}^{(m)}) = 0 \) if \( \alpha = \beta \) or if the root vectors commute, and if \( \alpha, \gamma, \beta = \alpha + \gamma \) are positive roots spanning a subsystem of type \( \mathfrak{A}_2 \), then

\[
(7.3) \quad \partial_{\alpha}^{(k)}(f_{\beta}^{(m)}) = \begin{cases} f_{\gamma}^{(k)} f_{\beta}^{(m-k)}, & \text{if } k \leq m, \\
0, & \text{otherwise} \end{cases}
\]

If \( \alpha, \gamma, \alpha + \gamma, \alpha + 2 \gamma \) span a subrootsystem of type \( \mathfrak{B}_2 = \mathfrak{C}_2 \), then

\[
(7.4) \quad \partial_{\alpha + \gamma}^{(k)}(f_{\alpha + \gamma}^{(m)}) = \begin{cases} f_{\gamma}^{(k)} f_{\alpha + \gamma}^{(m-k)}, & \text{if } k \leq m, \\
0, & \text{otherwise} \end{cases}
\]

and

\[
(7.5) \quad \partial_{\alpha + 2 \gamma}^{(k)}(f_{\alpha + 2 \gamma}^{(m)}) = \begin{cases} f_{\gamma}^{(k)} f_{\alpha + 2 \gamma}^{(m-k)}, & \text{if } k \leq m, \\
0, & \text{otherwise} \end{cases}
\]

and

\[
(7.6) \quad \partial_{\alpha + \gamma}^{(k)}(f_{\alpha + \gamma}^{(m)}) = \begin{cases} 2^k f_{\alpha}^{(k)} f_{\alpha + \gamma}^{(m-k)}, & \text{if } k \leq m, \\
0, & \text{otherwise} \end{cases}
\]

and

\[
(7.7) \quad \partial_{\alpha + 2 \gamma}^{(k)}(f_{\alpha + 2 \gamma}^{(m)}) = \begin{cases} f_{\alpha + \gamma}^{(k)} f_{\alpha + 2 \gamma}^{(m-k)}, & \text{if } k \leq m, \\
\sum_{c > m-k \atop a+b+c=k} c_{a,b,c} f_{\alpha}^{(a)} f_{\alpha + \gamma}^{(b)} f_{\alpha + 2 \gamma}^{(c)}, & \text{if } k \leq m, \\
0, & \text{otherwise} \end{cases}
\]

with the coefficients \( c_{a,b,c} \) chosen such that \( \partial_{\alpha}^{(k)}(f_{\alpha + 2 \gamma}^{(m)}) = (\text{ad}_{\gamma}^{(k)}(f_{\alpha + 2 \gamma}^{(m)}) \text{ if } k \leq m \).

Note that all the operators are such that \( \partial_{\alpha}^{(k)} = (\text{ad}_{\gamma}^{(k)}) \) (see (3.2)–(3.7)).

In the following we sometimes use the equality \( \alpha_{i,n} = \alpha_{i,n} \).

**Lemma 7.2.** The only non-trivial vectors of the form \( \partial_{\beta} f_{\alpha}, \alpha, \beta > 0 \) are as follows: for \( \alpha = \alpha_{i,j}, 1 \leq i \leq j \leq n \)

\[
(7.8) \quad \partial_{i,j} f_{i,j} = f_{s+1,j}, \quad i \leq s < j, \quad \partial_{s,j} f_{i,j} = f_{i,s-1}, \quad i < s \leq j.
\]
and for \( \alpha = \alpha_i, j \), \( 1 \leq i \leq j \leq n \)

\[
\begin{align*}
\partial_{i,s} f_{i,j} &= f_{i+1,j}, \quad i \leq s < j, \\
\partial_{j,s} f_{i,j} &= f_{i,s+1}, \quad j \leq s, \\
\partial_{j,s-1} f_{i,j} &= f_{i,s}, \quad j < s.
\end{align*}
\]

Let us illustrate this lemma by the following picture in type \( C_5 \).

Here all circles correspond to the positive roots of the root system of type \( C_5 \) in the following way: in the upper row we have from left to right \( \alpha_1, 1, \ldots, \alpha_1, 5 \), in the second row we have from left to right \( \alpha_2, 2, \ldots, \alpha_2, 5, \alpha_2, 2 \), and the last line corresponds to the root \( \alpha_5, 5 \).

Now let us take the root \( \alpha_1, 3 \) (which corresponds to the fat circle). Then all roots that can be obtained by applying the operators \( \partial_{\beta} \) are depicted as filled small circles.

**Theorem 7.3.**

i) The vectors \( f(s)v_\lambda, s \in S(\lambda) \) span \( V^a_\lambda(\lambda) \).

ii) Let \( I_Z(\lambda) = S_Z(\mathfrak{n}^{-})(U_Z(\mathfrak{n}^{+}) \circ R) \), i.e. \( I_Z(\lambda) \) is generated by \( (U_Z(\mathfrak{n}^{+}) \circ R) \), where

\[
R = \text{span}\{ f^{(m_1, \ldots, m_j+1)}_{\alpha_i,j}, 1 \leq i \leq j \leq n-1, \ f^{(m_i, \ldots, m_n+1)}_{\alpha_i,1}, 1 \leq i \leq n \}.
\]

There exists an order “\( \succ_{\text{mon}} \)” on the ring \( S_Z(\mathfrak{n}^{-a}) \) such that for any \( s \notin S(\lambda) \) there exists a homogeneous expression (a straightening law) of the form

\[
(7.11) \quad f(s) - \sum_{t \succ_{\text{mon}} s} c_t f(t) \in I_Z(\lambda).
\]

**Remark 7.4.** In the following we refer to \( (7.11) \) as a straightening law for \( S_Z(\mathfrak{n}^{-a}) \) with respect to the ideal \( I_Z(\lambda) \). Such a straightening law implies that in the quotient ring \( S_Z(\mathfrak{n}^{-a})/I_Z(\lambda) \) we can express \( f(s) \) as a linear combination of monomials which are smaller in the order, but of the same total degree since the expression in \( (7.11) \) is homogeneous.
First we show that \(ii\) implies \(i\):

**Proof.** [\(ii\) ⇒ \(i\)] The elements in \(R\) obviously annihilate \(v_\lambda \in V_\Z^a(\lambda)\), and so do the elements of \(U_\Z(n^+) \circ R\), and hence so do the elements of the ideal \(I\) generated by \(U_\Z(n^+) \circ R\). As a consequence we get a surjective map \(S(n^-)/I \rightarrow V_\Z^a(\lambda)\).

Suppose \(s \notin S(\lambda)\). We know by \(ii\) that \(f^{(s)} = \sum_{s - \text{mon}} c_t f^{(t)}\) in \(S_\Z(n^{-a})/I\). If any of the \(t\) with nonzero coefficient \(c_t\) is not an element in \(S(\lambda)\), then we can again apply a straightening law and replace \(f^{(t)}\) by a linear combination of smaller monomials. Since there are only a finite number of monomials of the same total degree, by repeating the procedure if necessary, after a finite number of steps we obtain an expression of \(f^{(s)}\) in \(S_\Z(n^{-a})/I\) as a linear combination of elements \(f^{(t)}\), \(t \in S(\lambda)\). It follows that \(\{f^{(t)} \mid t \in S(\lambda)\}\) is a spanning set for \(S_\Z(n^{-a})/I\), and hence, by the surjection above, we get a spanning set \(\{f^{(t)}v_\lambda \mid t \in S(\lambda)\}\) for \(V_\Z^a(\lambda)\).

To prove the second part we need to define the total order. We start by defining a total order on the variables:

\[
(7.12) \quad f_{1,1} < f_{1,2} < \ldots < f_{1,n-1} < f_{1,n} < f_{1,n-1} < \ldots < f_{1,1} < f_{1,2} < \ldots < f_{n-1,n-2} < f_{n-1,n-1} < f_{n,n}
\]

so, given an element \(f_{x,y}\), the elements in the rows below and the elements on the right side in the same row are larger than \(f_{x,y}\).

**Remark 7.5.** If we omit in \((7.12)\) above the elements \(f_{i,j}, i = 1, \ldots, n, i \leq j \leq n - 1\), then we have the order in the case \(g = sl_n\).

We use the same notation for the induced homogeneous lexicographic ordering on the monomials. Note that this monomial order \(>\) is not the order \(\succ_{\text{mon}}\) we define now. Let

\[
S_{j} = \sum_{i=1}^{j} s_{i,j}, \quad S_{j}^\bullet = \sum_{i=1}^{j} s_{i,j},
\]

\[
s_{i,j} = \sum_{j=i}^{n} s_{i,j} + \sum_{j=i}^{n-1} s_{i,j}.
\]

Define a map \(d\) from the set of multi-exponents \(s\) to \(\Z^n_{\geq 0}\):

\[
d(s) = (s_{n,1}, s_{n-1,1}, \ldots, s_{1,1}).
\]

So, \(d(s)_i = s_{n-i+1,1}\). We say \(d(s) > d(t)\) if there exists an \(i\) such that \(d(s)_1 = d(t)_1, \ldots, d(s)_i = d(t)_i, d(s)_{i+1} > d(t)_{i+1}\).

**Definition 7.6.** For two monomials \(f^{(s)}\) and \(f^{(t)}\) we say \(f^{(s)} \succ_{\text{mon}} f^{(t)}\) if
a) the total degree of \( f(s) \) is bigger than the total degree of \( f(t) \);  
b) both have the same total degree but \( d(s) < d(t) \);  
c) both have the same total degree, \( d(s) = d(t) \), but \( f(s) > f(t) \).

In other words: if both have the same total degree, this definition says that \( f(s) \) is greater than \( f(t) \) if \( d(s) \) is smaller than \( d(t) \), or \( d(s) = d(t) \) but \( f(s) > f(t) \) with respect to the homogeneous lexicographic ordering on \( S_Z(n^-) \).

**Remark 7.7.** It is easy to check that “\( \succ_{\text{mon}} \)" defines a “monomial ordering" in the following sense: if \( f(s) \succ_{\text{mon}} f(t) \) and \( f(m) \neq 1 \), then

\[
f(s+m) \succ_{\text{mon}} f(t+m) \succ_{\text{mon}} f(t).
\]

By abuse of notation we use the same symbol also for the multi-exponents: we write \( s \succ_{\text{mon}} t \) if and only if \( f(s) \succ_{\text{mon}} f(t) \).

**Proof of Theorem [7.3 ii]**. Let \( s \) be a multi-exponent violating some of the Dyck path conditions from the definition of \( S(\lambda) \). As in the proof of Theorem [7.4], it suffices to consider the case where \( s \notin S(\lambda) \) and \( s \) is supported on a Dyck path \( p \) and \( s \) violates the Dyck path condition for \( S(\lambda) \) for this path \( p \).

Suppose first that the Dyck path \( p \) is such that \( p(0) = \alpha_i, p(k) = \alpha_j \) for some \( 1 \leq i < j < n \). In this case the Dyck path involves only roots which belong to the Lie subalgebra \( \mathfrak{sl}_n \subset \mathfrak{sp}_{2n} \), and we get a straightening law by the results in section [3] by \( (\ref{4.6}) \) and Lemma \( (\ref{7.2}) \) the application of the \( \partial \)-operators produces only summands such that \( d(s) = d(t) \) for any \( t \) occurring in the sum with a nonzero coefficient. Hence we can replace “\( \succ \)” by “\( \succ_{\text{mon}} \)” in \( (\ref{12}) \), which finishes the proof of the theorem in this case.

Now assume \( p(0) = \alpha_{i,i} \) and \( p(k) = \alpha_{j,j} \) for some \( j \geq i \). We include the case \( j = n \) by writing \( \alpha_{n,n} = \alpha_{n,\pi} \). We proceed by induction on \( n \). For \( n = 1 \) we have \( \mathfrak{sp}_2 = \mathfrak{sl}_2 \), so we can refer to section [4]. Now assume we have proved the existence of a straightening law for all symplectic algebras of rank strictly smaller than \( n \). If \( i > 1 \), then the Dyck-path is also a Dyck-path for the symplectic subalgebra \( L \simeq \mathfrak{sp}_{2n-2(i-1)} \) generated by \( e_{\alpha_{k,k}}, f_{\alpha_{k,k}}, h_{\alpha_{k,k}} \). \( i \leq k \leq n \). Let \( \mathfrak{n}^+_L, \mathfrak{n}^-_L \) etc. be defined by the intersection of \( \mathfrak{n}^+ \), \( \mathfrak{n}^- \) etc. with \( L \) and set \( \lambda_L = \sum_{k=1}^{n} m_k \omega_k \). It is now easy to see that the straightening law for \( f(s) \) viewed as an element in \( S_Z(n^-_L) \) with respect to \( I_{Z,L}(\lambda_L) \) defines also a straightening law for \( f(s) \) viewed as an element in \( S_Z(n^-_L) \) with respect to \( I_{Z}(\lambda) \).

So from now on we fix \( p(0) = \alpha_{1} \) and \( p(k) = \alpha_{i,i} \) for some \( i \in \{1, \ldots, n\} \). For a multi-exponent \( s \) supported on \( p \), set

\[
\Sigma = \sum_{l=0}^{k} s_{p(l)} > m_1 + \cdots + m_n.
\]
Obviously we have $f^{(\Sigma)}_{1,1} \in I(\lambda)$. Now we consider two operators

$$
\Delta_1 := \partial_{1,i-1}^{(s_{i-1} + s_i \cdot)} \partial_{i+1,i+1}^{(s_i \cdot)} \partial_{i,i}^{(s_{i-1} + s_{i-1} \cdot)} \cdots \partial_{n,n}^{(s_{n-1} + s_{n-1} \cdot)} \partial_{n-1,n-1}^{(s_{n-1} + s_{n-1} \cdot)} \partial_{1,1}^{(s_{1-1} + s_{1-1} \cdot)}
$$

and

$$
\Delta_2 := \partial_{1,1}^{(s_{2} \cdot)} \partial_{1,2}^{(s_{2} \cdot)} \cdots \partial_{i,i-2}^{(s_{i-2} \cdot)}
$$

and we will show that

$$(7.13) \quad \Delta_2 \Delta_1 f^{(\Sigma)}_{1,1} = f^{(s)} + \sum_{s' >_{\text{mon}} t} c_t f^{(t)}$$

with integral coefficients $c_t$. Since $\Delta_2 \Delta_1 f^{(\Sigma)}_{1,1} \in I_Z(\lambda)$, the proof of (7.13) finishes the proof of the theorem. A first step in the proof of (7.13) is the following lemma.

Recall the alphabet $J = \{1, \ldots, n, \bar{n} - 1, \ldots, \bar{n}\}$. Let $q_1, \ldots, q_i \in J$ be a sequence of increasing elements defined by

$$
q_k = \max\{l \in J : \alpha_{k,l} \in p\}.
$$

For example, $q_i = \bar{i}$. All roots of $p$ are of the form

$$
\alpha_{1,1}, \ldots, \alpha_{1,q_1}, \alpha_{2,q_1}, \ldots, \alpha_{2,q_2}, \ldots, \alpha_{q_i,q_i-1}, \ldots, \alpha_{q_i,q_i}.
$$

**Lemma 7.8.** Set $f^{(s')} = f_{1,1}^{(s_{1-1})} f_{1,2}^{(s_{2} \cdot)} \cdots f_{1,q_i-1}^{(s_{q_i-1} - s_{q_i-1} \cdot)} f_{1,q_i-1}^{(s_{q_i-1})} \cdots f_{i,i}^{(s_{i} \cdot)}$, then

$$(7.14) \quad \Delta_1 f^{(\Sigma)}_{1,1} = f^{(s')} + \sum_{s' >_{\text{mon}} t} \alpha_t f^{(t)}.$$ 

If $f^{(t)}$, $t \neq s'$, is a monomial occurring in this sum, then either there exists an index $j$ such that $d(t)_j > 0$ for some $j \in \{1, 2, \ldots, n - i\}$, or $d(t)_j = 0$ for all $j \in \{1, 2, \ldots, n - i\}$ and $d(t)_{n-j+1} > s_{i-1}$, or $d(t) = d(s')$. Also, $f_{i,i}^{(s_{i-1} \cdot)} f_{i,i+1}^{(s_{i-1})} \cdots f_{i,i}^{(s_{i} \cdot)} < f_{i,i}^{(s_{i-1} \cdot)} f_{i,i+1}^{(s_{i})} \cdots f_{i,i}^{(s_{i} \cdot)}$.

**Corollary 7.9.** If $f^{t} \neq f^{s'}$ is a monomial occurring in (7.14), then either $\Delta_2 f^{t} = 0$, or $\Delta_2 f^{t}$ is a sum of monomials $f^{k}$ such that $f^{s} >_{\text{mon}} f^{k}$.

**Proof of the lemma.** One easily sees by induction that

$$
\delta_1(f^{(\Sigma)}_{1,1}) = f_{1,1}^{(s_{1} \cdot)} f_{1,2}^{(s_{2} \cdot)} \cdots f_{1,q_i-1}^{(s_{q_i-1} - s_{q_i-1} \cdot)} f_{1,q_i-1}^{(s_{q_i-1})} \cdots f_{1,i}^{(s_{i} \cdot)}
$$

Note that the roots used in the operator are $\epsilon_i + \epsilon_{i+1}, \ldots, \epsilon_i + \epsilon_{i}$, and they are applied to $f_{1,1}$ of weight $2 \epsilon_i$. In terms of (3.31), (3.7), we apply $\partial_{\alpha + \gamma}^{(s)}$ to $f_{\alpha + 2\gamma}$, so rule (3.31) applies.
Since \( \alpha_{1,j} - \alpha_{1,\ell}, 1 \leq j < i, i < \ell \leq n \), and \( \alpha_{1,j} - \alpha_{\ell,i}, 1 \leq j < i, i < \ell \leq n \), and \( \alpha_{1,j} - \alpha_{1,i-1}, 1 \leq j < i \), are never positive roots, one has

\[
\partial_{1,i-1}^{(s_{i,j} + s_{i,i})} \delta_3 \delta_2 \left( \frac{f(s_{i,1})}{f_{1,1}} \prod_{j=2}^{i-1} f_{1,j} \right) = 0,
\]

so it remains to consider \( f(x) \partial_{1,i-1}^{(s_{i,j} + s_{i,i})} \delta_3 \delta_2(f_{1,1}^{(\sum j \leq i - 1 - s_{i,2} - \ldots - s_{i,i-1})}) \).

To better visualize the following procedure, one should think of the variables \( f_{i,j} \) as being arranged in a triangle like in the picture after Lemma 7.2 or in the following example (type \( C_4 \)):

\[
\begin{array}{cccccc}
11 & 12 & 13 & 14 & 15 \\
22 & 23 & 24 & 25 \\
33 & 34 & 35 \\
44 \\
\end{array}
\]

(7.15)

With respect to the ordering “\( > \)”, the largest element is located in the bottom row and the smallest element is written in the top row on the left side. We enumerate the rows and columns like the indices of the variables, so the top row is the 1-st row, the bottom row the \( n \)-th row, the columns are enumerated from the left to the right, so we have the 1-st column on the left side and the most right one is the 1-st column.

The operator \( \partial_{1,q}, 1 \leq q \leq n - 1 \), kills all \( f_{1,j} \) for \( 1 \leq j \leq q \), \( \partial_{1,q}(f_{1,j}) = f_{q+1,j} \) for \( j = q + 1, \ldots, q + 1 \) (rule (3.3) applies), \( \partial_{1,q}(f_{1,j}) = f_{k+q+1} \) for \( j = 1, \ldots, q \) (rule (3.3) applies), and \( \partial_{1,q} \) kills all \( f_{k,j} \) for \( k \geq 2 \). Because of the set of indices of the operators occurring in \( \delta_2 \), the operator applied to \( f_{1,1}^{(\sum j \leq i - 1 - s_{i,2} - \ldots - s_{i,i-1})} \) never increases the zero entries in the first row, column \( \bar{i} \) up to column \( \bar{2} \). As a consequence, the application of \( \delta_2 \) produces the sum of monomials

\[
f(x) f_{1,1}^{(s_{i,j} + s_{i,i})} \ldots f_{1,n-1}^{(s_{i,n-1} + s_{i,n})} f_{1,n}^{(s_{i,i})} + \sum c_k f^{(k)},
\]

where the monomials \( f^{(k)} \) occurring in the sum are such that the corresponding triangle (see (7.15)) has at least one non-zero entry in one of the rows between the \((i+1)\)-th row and the \( n \)-th row (counted from top to bottom). This implies \( d(k)_j > 0 \) for some \( j = 1, \ldots, n - i \). The operators \( \delta_3 \) and \( \partial_{1,i-1}^{(s_{i,j} + s_{i,i})} \) do not change this property because (in the language of the scheme (7.15) above) the operators \( \partial_{j,j} \) used to compose \( \delta_3 \) either kill a monomial or, in the language of the scheme (7.15), they subtract from an entry in the \( \bar{j} \)-th column, \( k \)-th row and add to the entry in the same row, but \((j-1)\)-th column. The operator \( \partial_{1,i-1} \) subtracts from the entries in the top row and, since the entries in the top row, column \( i - 1 \) up to \( 2 \) are zero, adds to the entries in the \( i \)-th row. The only exception is \( \partial_{1,i-1} \) applied to \( f_{1,1} \), the result is \( f_{1,i} \). It follows that the monomials \( f^{(k)} \) occurring in
Recall that $\partial_{1,i-1}^{(s_i,\ldots, s_i)} \delta_2 f^{(k)}$ have already the desired properties because we have just seen that $d(k)_{j} > 0$ for some $j = 1, \ldots, n - i$.

So to finish the proof of the lemma, in the following it suffices to consider

$$
fx \partial_{1,i-1}^{(s_i,\ldots, s_i)} \delta_3 f_{1_{i+1}}^{(s_i,\ldots, s_i)} \cdots f_{1_{n-1}}^{(s_{n-2+s_i,\ldots,s_i})} f_{1_{n-1}}^{(s_{n-1+s_i,\ldots,s_i})} f_{1_{n-1}}^{(s_{n,\ldots,s_i})} f_{1_{n-1}}^{(s_i)}
$$

(7.16)

$$
= fx \partial_{1,i-1}^{(s_i,\ldots, s_i)} f_{1_{j+1}}^{(s_i)} f_{1_{j+1}}^{(s_{i+1})} \cdots f_{1_{j+1}}^{(s_{n-1})} f_{1_{j+1}}^{(s_{n,\ldots,s_i})} f_{1_{j+1}}^{(s_{n,\ldots,s_i})} f_{1_{j+1}}^{(s_i)}
$$

Note that the operators in $\delta_3$ are of the form $\partial_{i,j}$, $j = i + 1, \ldots, n$, and they applied to $f_{1_{i+1}}$, $\ell = i + 1, \ldots, n$, so $\partial_{i,j}^{(k)} f_{1_{i+1}}^{(p)} = 0$ for $\ell \neq j$ and for $j = \ell$ we set $\alpha = 2 \epsilon_j$, $\gamma = \epsilon_1 - \epsilon_j$, $\partial_{i,j} = \partial_\alpha$, $f_{1_{j}} = f_{\alpha + \gamma}$, so rule (3.5) applies and the coefficient in (7.16) is 1.

To apply $\partial_{1,i-1}$ to the monomial above increases in each step the degree with respect to the variables $f_i$, unless the operator is applied to a variable killed by the operator or to $f_{1_{j+1}}$, in which case the result is $f_{1_{j+1}}$ (note that in this case rule (3.5) applies). So the right hand side of (7.16) can be written as a linear combination $\sum c_k f^{(k)}$ of monomials such that $d(k)_{j} = 0$

for $j = 1, \ldots, n - i$ and $d(k)_{n-1} = s_{i,\ldots, s_i}$.

It remains to consider the case where $d(k)_{n-i+1} = s_{i,\ldots, s_i}$. This is only possible if $\partial_{1,i-1}$ is applied $s_{i,\ldots, s_i}$-times to $f_{1_{i+1}}$, in which case $d(k)$ has only two non-zero entries: $d(k)_{1} = \Sigma - s_{i,\ldots, s_i}$ and $d(k)_{n-i+1} = s_{i,\ldots, s_i}$, so $d(k) = d(s')$. If $k \neq s'$, then necessarily $f_{1_{i+1}}^{(t_{i+1})} f_{1_{i+1}}^{(t_{i+1})} \cdots f_{1_{i+1}}^{(t_{i+1})} < f_{1_{i+1}}^{(s_{i,\ldots, s_i})} f_{1_{i+1}}^{(s_{i,\ldots, s_i})} f_{1_{i+1}}^{(s_{i,\ldots, s_i})}$.

Proof of the corollary. The operators used to compose $\Delta_2$ do not change anymore the entries of $d(t)$ for the first $n-i+1$ indices.

Suppose first $t$ such that there exists an index $j$ such that $d(t)_{j} > 0$ for some $j \in \{1, 2, \ldots, n-i\}$ or $d(t)_{i} > s_{i,\ldots, s_i}$. By the description of the operators occurring in $\Delta_2$, every monomial $f^{(k)}$ occurring with a nonzero coefficient in $\Delta_2 f^{(t)}$ has this property too and hence $f^{(s)} \geq_{\text{mon}} f^{(k)}$.

Next assume $d(t) = d(s')$ and $f_{1_{i+1}}^{(t_{i+1})} f_{1_{i+1}}^{(t_{i+1})} \cdots f_{1_{i+1}}^{(t_{i+1})} < f_{1_{i+1}}^{(s_{i,\ldots, s_i})} f_{1_{i+1}}^{(s_{i,\ldots, s_i})} f_{1_{i+1}}^{(s_{i,\ldots, s_i})}$.

Recall that $t_{1_{i+1}} = \ldots = t_{1_{n-1}} = 0$. It follows that the operators occurring in $\Delta_2$ always only subtract from one of the entries in the top row and add to the entry in the same column and a corresponding row (of index strictly smaller than $i$). It follows that all monomials $f^{(k)}$ occurring in $\Delta_2 f^{(t)}$ have the property: $d(k) = d(s')$. Since $f_{1_{i+1}}^{(t_{i+1})} f_{1_{i+1}}^{(t_{i+1})} \cdots f_{1_{i+1}}^{(t_{i+1})} < f_{1_{i+1}}^{(s_{i,\ldots, s_i})} f_{1_{i+1}}^{(s_{i,\ldots, s_i})} f_{1_{i+1}}^{(s_{i,\ldots, s_i})}$, it follows that $f^{(s)} > f^{(k)}$ and hence $f^{(s)} \geq_{\text{mon}} f^{(k)}$.

Continuation of the proof of Theorem 7.3 ii). We have seen that, in order to prove Theorem 7.3 ii), it suffices to prove (7.13). By Lemma 7.8 and Corollary 7.3 it remains to prove for $f^{(s')}$ that $\Delta_2 f^{(s')}$ is a linear combination of $f^{(s)}$ with coefficient 1 and monomials strictly smaller than $f^{(s)}$. The following lemma proves this claim and hence finishes the proof of the theorem.

The following lemma completes the proof of part ii) of Theorem 7.3.
Lemma 7.10. The operator $\Delta_2 := \partial_1^{(s_2, \bullet)} \partial_2^{(s_3, \bullet)} \cdots \partial_{1, i-2}^{(s_{i-1}, \bullet)}$ applied to the monomial $f^{(s)}$ is a linear combination of $f^{(s)}$ and smaller monomials:

$$\Delta_2 f^{(s)} = f^{(s)} + \sum_{s > \text{mon } t} c_t f^{(t)}.$$  \hfill (7.17)

Proof. First note that all monomials $f^{(k)}$ occurring in $\Delta_2 f^{(s)}$ have the same total degree. Recall that $s'_1 \leq s'_2 = \cdots = s'_{1,1} = 0$. It follows that the operators occurring in $\Delta_2$ always only subtract from one of the entries in the top row and add to the entry in the same column and a corresponding row (of index strictly smaller than $i$ and strictly greater than 1). It follows that all monomials $f^{(k)}$ occurring in $\Delta_2(f^{(s)})$ have the same multidegree $d(s)$, in fact, we will see below that $f^s$ is a summand and hence $d(k) = d(s)$.

So in the following we can replace the ordering $\succ_{\text{mon}}$ by $>$ since, in this special case, the latter implies the first.

The elements $f_{i,j}$ and $f_{j,i}$, $2 \leq i \leq j \leq n$, are in the kernel of the operators $\partial_{1,k}$ for all $1 \leq k \leq n$, and so are the variables $f_{1,j}$, $j \leq k$ in the first $k$ columns.

The operator $\partial_{1,k}$, $1 \leq k \leq n$, “moves” the variables $f_{1,j}$, $k+1 \leq j \leq n$ from the first row to the variable $f_{k+1,j}$ in the same column, in this case rule (3.3) applies.

The operator $\partial_{1,k}$, $1 \leq k \leq n$ “moves” the variables $f_{1,j}$, $k+1 \leq j \leq n$ from the first row to the variable $f_{k+1,j}$ in the same column. Note that here rule (3.3) applies, except for $j = k+1$, in this case set rule (3.4) applies.

For $j \leq k$, the operator makes the variables switch the column, it moves the variable $f_{1,j}$ to the variable $f_{j,k+1}$ in the $j$-th row and $(k+1)$-th column. In this situation rule (3.3) applies, except if $j = 1$. But note that $j = 1$ can be excluded in our case because $j = 1$ implies $i = 1$ for the path, and this implies that $\Delta_2$ is the identity operator, so there is no operator $\partial_{1,k}$ in this case.

We proceed by induction on $i$. If $i = 1$, then $\Delta_2$ is the identity operator, $f^{(s)} = f^{(s')}$ and hence the lemma is trivially true. Now assume $i \geq 3$ and the lemma holds for all numbers less than $i$. We note that the monomial

$$f^{(s_{1,1})} f^{(s_{2, q_1})} \cdots f^{(s_{2, q_1})} f^{(s_{1, q_1})} \cdots f^{(s_{2, q_2})} f^{(s_{1, q_2})} \cdots \cdots \cdots \cdots$$

is equal to $f^s$ (only the rules (3.3) and (3.4) apply) and appears as a summand in $\Delta_2 f^{(s')}$.

All monomials share the common factor $(f_{i,q_{i-1}})^{s_{i-1,1}} \cdots f_{i,j}^{s_{i,j}})$, the maximal variable smaller than the ones occurring in the divisor is the variable $f_{i-1,q_{i-1}}$. Note that if $j < i - 1$ then for any $q \in J$ the variable $\partial_{1,j} f_{1,q}$ lies in the $(j+1)$-th row, note that $j+1 < i$. The operator $\partial_{1,i-2}$ is applied $s_{i-1,1}$ times, the unique maximal monomial in the sum expression of $\partial_{1,i-2} f^{(s')}$
is
\[ f_{1,1}^{(s_1,1)} f_{1,2}^{(s_2,2)} \cdots f_{1,q_{i-2}}^{(s_{i-2},q_{i-2})} f_{1,q_{i-1}}^{(s_{i-1},q_{i-1})} \cdots f_{1,q_{i-2}}^{(s_{i-1},q_{i-2})} (f_{1}^{(s_{i-1},q_{i-1})} \cdots f_{i-1,q_{i-1}}^{(s_{i-1},q_{i-1})} f_{i,j}^{(s_j,1)} \cdots f_{i,q_{i-1}}^{(s_{i-1},q_{i-1})}) \]

because applying the operator $\partial_{1,i-2}$ to any of the variables $f_{1,j}$ such that $j \neq q_{i-2}, \ldots, q_{i-1}$, gives a monomial smaller in the order $>$, and the exponents $s_{i-1,j}, j = q_{i-2}, \ldots, q_{i-1}$, are the maximal powers such that $\partial_{1,i-2}^{(s_j)}$ can be applied to $f_{1,j}^{(s_j)}$ because either $q_{i-2} < j < q_{i-1}$, and then $y = s_{i,j} = s_{i-1,j}$, or $j = q_{i-1}$, then $s_{i-1,q_{i-1}}$ is the power with which the variable occurs in $f_{1,j}^{(s_j)}$, or $j = q_{i-2}$, then only the power $s_{i-1,q_{i-2}}$ of the operator is left.

Repeating the arguments for the operators $\partial_{1,i-3}$ etc. finishes the proof of the lemma.

\[ \square \]

8. The tensor product property

In the following section let $\mathfrak{g} = SL_n$ or $Sp_{2n}$.

**Proposition 8.1.** For two dominant weights $\lambda$ and $\mu$ the $S_Z(\mathbb{N}^{-\mathfrak{a}})$-module $V_Z^\mathfrak{a}(\lambda + \mu)$ is embedded into the tensor product $V_Z^\mathfrak{a}(\lambda) \otimes_Z V_Z^\mathfrak{a}(\mu)$ as the highest weight component, i.e. there exists a unique injective homomorphism of $S_Z(\mathbb{N}^{-\mathfrak{a}})$-modules:

\[ V_Z^\mathfrak{a}(\lambda + \mu) \hookrightarrow V_Z^\mathfrak{a}(\lambda) \otimes V_Z^\mathfrak{a}(\mu) \text{ such that } v_{\lambda + \mu} \mapsto v_\lambda \otimes v_\mu. \]

**Proof.** Using the defining relations for $V_Z^\mathfrak{a}(\lambda + \mu)$, it is easy to see that we have a canonical map $V_Z^\mathfrak{a}(\lambda + \mu) \rightarrow V_Z^\mathfrak{a}(\lambda) \otimes V_Z^\mathfrak{a}(\mu)$ sending $v_\lambda$ to $v_\lambda \otimes v_{\omega_i}$. We know that $V_Z^\mathfrak{a}(\lambda) \subset V^\mathfrak{a}(\lambda)$ and $V_Z^\mathfrak{a}(\mu) \subset V^\mathfrak{a}(\mu)$ are lattices in the corresponding complex vector spaces, and, by [FFL1] and [FFL2], we know that $S(\mathbb{N}^{-\mathfrak{a}}) v_\lambda \otimes v_\mu \subset V^\mathfrak{a}(\lambda) \otimes V^\mathfrak{a}(\mu)$ is isomorphic to $V^\mathfrak{a}(\lambda + \mu)$, the isomorphism being given by

\[ V^\mathfrak{a}(\lambda + \mu) \ni m.v_{\lambda + \mu} \mapsto m.v_\lambda \otimes v_\mu \in V^\mathfrak{a}(\lambda) \otimes V^\mathfrak{a}(\mu) \quad \text{for } m \in S(\mathbb{N}^{-\mathfrak{a}}). \]

It follows that the induced map $V_Z^\mathfrak{a}(\lambda + \mu) \rightarrow V_Z^\mathfrak{a}(\lambda) \otimes V_Z^\mathfrak{a}(\mu)$ between the lattices is injective and hence an isomorphism onto the image. \[ \square \]
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