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ABSTRACT

Using the three-dimensional relativistic magnetohydrodynamic code RAISHIN, we investigated the influence of the radial density profile on the spatial development of the current-driven kink instability along magnetized rotating, relativistic jets. For the purposes of our study, we used a nonperiodic computational box, the jet flow is initially established across the computational grid, and a precessional perturbation at the inlet triggers the growth of the kink instability. We studied light and heavy jets with respect to the environment depending on the density profile. Different angular velocity amplitudes have been also tested. The results show the propagation of a helically kinked structure along the jet and a relatively stable configuration for the lighter jets. The jets appear to be collimated by the magnetic field, and the flow is accelerated owing to conversion of electromagnetic into kinetic energy. We also identify regions of high current density in filamentary current sheets, indicative of magnetic reconnection, which are associated with the kink-unstable regions and correlated with the decrease of the sigma parameter of the flow. We discuss the implications of our findings for Poynting-flux-dominated jets in connection with magnetic reconnection processes. We find that fast magnetic reconnection may be driven by the kink-instability turbulence and govern the transformation of magnetic into kinetic energy, thus providing an efficient way to power and accelerate particles in active galactic nucleus and gamma-ray-burst relativistic jets.
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1. INTRODUCTION

Astrophysical relativistic jets are associated with several kinds of astrophysical systems, including X-ray binaries hosting stellar-mass black holes (BHs; also denominated microquasars), active galactic nuclei (AGNs), and gamma-ray bursts (GRBs). According to their observed speed, one can separate them into the following: mildly relativistic ($v \sim 0.26c$), as in the case of microquasars like SS 433 and Cyg X-3 or low-luminous AGNs; highly relativistic ($v \sim 0.92c$), as in microquasars like GRS 1915+105 and GRO J1655–40; extremely relativistic ($v \sim 0.99c$), as in some high-luminous AGNs (blazars); and ultrarelativistic jets ($v \sim 0.9999c$), as in the GRBs (e.g., Kato et al. 2008). Observations of polarized nonthermal radiation (from radio to gamma rays) indicate that these sources and their jets may be strongly magnetized, particularly near the nuclear region. For instance, gamma-ray observations indicate a strongly polarized component related to the jet detected in the hard state of the microquasar Cyg X-1 (e.g., Laurent et al. 2011). Assuming equipartition between the magnetic energy and the kinetic power of the observed relativistic jets in X-ray binaries and magnetic flux conservation, typical estimates of the magnetic fields in the innermost stable circular orbit of stellar-mass BHs are in the range of $10^9–10^{10}$ G (Piotrovich et al. 2014; see also de Gouveia Dal Pino & Lazarian 2005; Kadowaki et al. 2015; Singh et al. 2015 for similar estimated values using magnetohydrodynamical (MHD) balancing in the inner accretion disk/BH region). In the case of AGNs, physical parameters of the jets can be determined, for instance, from the analysis of the frequency dependence of the observed shift of the core of relativistic jets using very long baseline interferometry (VLBI) radio data (e.g., from the MOJAVE database). Recent studies in this direction are consistent with the extraction of rotational energy from the BH in the presence of a large-scale magnetic field (e.g., Nokhrina et al. 2015). Also, observations generally favor a cylindrical shape for the internal structure of the outflow. In another work by Marti-Vidal et al. (2015) regarding the AGN PKS 1830-211, the detected polarization signal seems to be related to a strong magnetic field at the jet base. In the case of GRBs, if one relies only on the ambient magnetic field that is swept (and amplified) by the passage of the shock front of the jet head, one cannot explain the observed afterglow emission in these sources (Rocha da Silva et al. 2015). Nevertheless, the polarization studies associated with afterglow emission indicate the presence and survival of internally magnetized baryonic jets with large-scale uniform magnetic fields (Mundell et al. 2013; Wiersema et al. 2014).

Several mechanisms of jet flow acceleration and collimation, namely, gas-dynamics acceleration, acceleration by radiation, and MHD mechanisms (Begelman et al. 1984 and references therein), have been proposed, and it is also possible that different mechanisms operate in different sources (de Gouveia Dal Pino 2005), or, otherwise, all mechanisms are operating simultaneously (Beskin 2010). Currently, there is “democratic” consensus that the jets may arise from the combined effect of magnetic fields and rotation. The influential works are the Blandford–Znajek (BZ; Blandford & Znajek 1977) and the Blandford–Payne (BP) models (Blandford & Payne 1982; Bisnovatyi-Kogan & Lovelace 2001 and references therein). The relativistic Poynting-flux-dominated (energy and angular momentum outflow carried predominantly by the electromagnetic field) steady jets from the AGNs, microquasars, and GRBs are believed to be driven by rotational energy of the BHs as invoked in the BZ model, whereas the quasi-relativistic matter-dominated steady jets are driven by rotational energy of accretion flow owing to a magnetocentrifugal mechanism as in the BP model. However, there can be other alternative mechanisms, such as the gradient of magnetic and gas pressure.
If the jet has sufficiently large specific enthalpy and is overpressured, the relativistic jets can be powerfully boosted by the propagation of a rarefaction wave from the interface between jet and ambient medium (e.g., Aloy & Rezzolla 2006; Mizuno et al. 2008). This acceleration mechanism has produced multiple recollimation shocks and rarefaction structures in relativistic jets, which are related to stationary features observed in astrophysical relativistic jets (e.g., Mizuno et al. 2015).

General relativistic MHD (GRMHD) simulations with accretion disks around spinning BHs have shown the presence of a high Lorentz factor Poynting-dominated spine, mildly relativistic matter-dominated sheath, and subrelativistic wind as components of outflows and jets (Abramowicz & Fragile 2013; Yuan & Narayan 2014 and references therein). The spine-sheath structure of the jets has been observed in some nearby FR I radio galaxies like M87 (Kovalev et al. 2007) and 3C 84 (Nagai et al. 2014), FR II radio galaxies like Cyg A (Boccardi et al. 2016), and blazars like Mrk 501 (Giroletti et al. 2004) and 3C 273 (Lobanov & Zensus 2001) using the high-resolution VLBI technique. It is believed that the relativistic jet should be kinetically dominated at large scales, though it can be Poynting flux dominated at its base (Sikora et al. 2005; Giannios & Spruit 2006). On one hand, it has been suggested that the conversion of magnetic energy to kinetic energy can involve gradual acceleration due to adiabatic expansion of the outflow and the observed emission can be caused by dissipation of the field (if the magnetic field has the right geometry and scale) as a result of magnetic reconnection due to current-driven kink instability and/or other instabilities such as the Kruuskal–Schwarzschild instability in a striped wind (Granot et al. 2015 and references therein). Other models suggest that the acceleration efficiency can be increased by relaxing the assumption of axisymmetry, leading to nonaxisymmetric instabilities that can randomize the magnetic field orientation, leading to efficient acceleration similar to thermal acceleration of relativistic outflows. Recent advances in numerical solutions for relativistic MHD have led to significant progress in understanding more about the magnetic jet launching, propagation, and acceleration (Kumar & Zhang 2015 and references therein); however, the stability properties of jets are still under debate.

Important signatures of the jet morphology are given by the nonthermal radiation that they emit from radio to gamma rays. This is produced by relativistic particles accelerated along the flow. In regions where shock discontinuities are evidenced, such as in the bright internal knots or at the terminal bow shock at the jet head, the particle acceleration is attributed to diffusive Fermi shock acceleration. However, in magnetically dominated regions, especially near the nuclear region, shocks are faint and particle acceleration is attributed to the Fermi process in magnetic reconnection discontinuities (de Gouveia Dal Pino & Lazarian 2005; Kowal et al. 2011, 2012; Giannios 2010; Sironi & Spitkovsky 2014; de Gouveia Dal Pino & Kowal 2015).

When jets are magnetically dominated, they are likely to experience current-driven instability (CDI), which in turn may drive reconnection, while in the case of kinetically dominated jets, Kelvin–Helmholtz instability (KHI) driven by velocity shear between the jet and the surrounding medium comes into play. Using VLBI, twisted structures are observed in several AGN jets in subparsec, parsec, and kiloparsec scales (Gomez et al. 2001; Lobanov & Zensus 2001; Lobanov et al. 2003). These structures can be formed as a result of the jet precession and/or MHD instabilities like CDI or KHI. Jet structures attributed to instabilities are even seen in laboratory experiments (Hsu & Bellan 2002; Hsu & Bellan 2005). Nonrelativistic and relativistic magnetic jet simulations have confirmed that the helical twisted structures in the jets are due to CDI or KHI (Hardee 2013; Mizuno et al. 2014 and references therein). Twisted structures and the sense of twist can be triggered by the precession of the jet base (Begelman et al. 1980) or by rotation of the jet fluid or by magnetic field helicity. In MHD models for jet collimation and acceleration, a toroidal magnetic field \( B_z \) is wound up owing to a rotating disk and/or spinning BH or neutron star and eventually dominates over the poloidal magnetic field \( B_p \) because \( B_p \) falls off faster with expansion and distance. The strong toroidal magnetic field is CD kink mode unstable (Begelman 1998). According to the Kruskal–Shafranov (KS) instability criterion, cylindrical MHD configurations in which \( B_z \) dominates are violently unstable to the \( m = 1 \) kink mode (screw instability). The KS criterion for instability indicates that the instability develops if the length of a static plasma column is long enough for the field lines to go around the column at least once, i.e., \( |B_z|/B_p > 2\pi R/z \) (e.g., Bateman 1978), where \( R \) is the cylindrical radius and \( z \) the length of the jet. Astrophysical jets can be sometimes violently unstable, and eventually the power of the BZ mechanism may be significantly suppressed (Li 2000). Nonrelativistic analytical works (Appl et al. 2000; Baty 2005) and numerical simulations (Lery et al. 2000; Baty & Keppens 2002) show that CDI growth rates exceed KHI growth rates for sufficiently large magnetic field strength and helicity. The CDI mode becomes dominant at increased helicity as the instability results from an imbalance between destabilizing toroidal and stabilizing poloidal magnetic fields. One approach to studying the simplistic picture of relativistic jet is to consider the force-free approximation in which only the charges, currents, and fields are considered while the inertia and pressure of the plasma are ignored. This is valid whenever Poynting-flux-dominated jets are taken into account. Cylindrical force-free jets are kink stable if the axial magnetic field, \( B_z \), is independent of \( R \) (Istomin & Pariev 1994; Istomin & Pariev 1996) but are kink unstable if \( B_z \) decreases with increasing distance from the axis (Begelman 1998; Lyubarskii 1999). The classical KS criterion can be extended if the stabilizing effect of the relativistic field line rotation is taken into account, which ensures the importance of the BZ mechanism at large distances from the BH (Tomimatsu et al. 2001). The jets are unstable only if both the KS criterion and the condition \( |B_\phi|/B_p > R/|\Omega_F|c \), where \( \Omega_F \) denotes the angular velocity of the field lines and \( c \) the speed of light, are satisfied. All of the above-mentioned analyses have been done in static reference frame with the jet of infinite extent. Further, assuming a rigid wall enclosing the jet, a class of force-free cylindrical jet equilibria including the important effects of the poloidal field curvature was studied, and the kink mode growth was found to be much slower than that expected from the KS instability criterion (Narayan et al. 2009). The temporal development of the CD kink instability in relativistic cylindrical jets using a periodic computational box has been explored by several groups. Using the 3D general relativistic magnetohydrodynamic (GRMHD) code RAI SHIN, Mizuno et al. (2009) studied the instability of a helically magnetized relativistic nonrotating force-free static plasma.
column and showed that the initial configuration is strongly distorted but not disrupted by the kink instability. The growth rate and nonlinear evolution of the CD kink instability depend moderately on the density profile and strongly on the magnetic pitch profile. This work was further extended by Mizuno et al. (2011), where the influence of a velocity shear surface on the development of the CD kink instability in a sub-Alfvénic nonrotating jet was investigated. It was found that the helically distorted density structure propagated along the jet with speed and flow structure dependent on the ratio between the radius of the velocity shear surface and the characteristic radius of the helically twisted force-free magnetic field. Adopting a similar approach to that of Mizuno et al. (2009), O’Neill et al. (2012) studied local models of comoving magnetized plasma columns in force-free, pressure- and rotation-supported equilibrium configurations using the 3D relativistic MHD code ATHENA (Beckwith & Stone 2011). They found the development of dissimilar structures in different configurations; however, all those configurations of plasma columns were nominally unstable to CDI. In another interesting work of uniform density, small magnetic pitch, and highly magnetized plasma column, Anjiri et al. (2014) studied and quantified the growth of CDI and KHI considering three different cases corresponding to static, trans-Alfvénic, and super-Alfvénic nonrotating jets using the MHD module of the PLUTO code (Mignone et al. 2007). In Mizuno et al. (2012), the influence of jet rotation and differential motion on the CD kink instability was studied for rotating helically magnetized relativistic jets with decreasing density profile, and it was found that, in accordance with the linear stability theory, the development of the instability depends on the lateral distribution of the poloidal magnetic field. If the poloidal field significantly decreases outward from the axis, then the initial small perturbations grow strongly, and if multiple wavelengths are excited, then nonlinear interaction eventually disrupts the initial cylindrical configuration. When the profile of the poloidal field is shallow, the instability develops slowly and eventually saturates. Recently, Porth & Komissarov (2015) studied the causality and stability of nonrotating cylindrical static columns with purely toroidal magnetic field and took into account the role of the jet expansion in atmospheres with power-law pressure distribution. The initial configuration was perturbed in the same way as that of Mizuno et al. (2012) via the adding of the radial velocity component to the jet velocity field. The simulations have been carried out using the MPI-AMRVAC code (Keppens et al. 2012; Porth et al. 2014), and the test configuration was found to be disruptively unstable to CD kink instability as compared to the force-free case.

In order to take into account proper real conditions, some nonrelativistic (e.g., Nakamura & Meier 2004; Nakamura et al. 2007; Moll et al. 2008; Moll 2009) and relativistic (e.g., McKinney & Blandford 2009; Mignone et al. 2010; Mignone et al. 2013; Porth 2013) MHD simulations of jet formation and propagation following the spatial properties of the development of the kink instability in the jet have been performed. Using the 3D GRMHD HARM code (Gammie et al. 2003), McKinney & Blandford (2009) simulated rapidly rotating, accreting BHs producing jets containing both toroidal and poloidal field components, and it was found that despite strong nonaxisymmetric disk turbulence, the jet propagated and accelerated without significant disruption or dissipation and with only mild substructure dominated by the kink mode. Mignone et al. (2010) presented 3D simulations of relativistic magnetized jets carrying an initially toroidal magnetic field using the PLUTO code (Mignone et al. 2007) and found that the toroidal field gives rise to strong CD kink instability, leading to jet wiggling. Nevertheless, it appears to have maintained a highly relativistic spine along its full length. Furthermore, in another work by Mignone et al. (2013) it was concluded that jets with moderate to high magnetization parameter and relatively small bulk Lorentz factor are most likely candidates for the dynamical behavior observed in the Crab Nebula jet. Porth (2013) studied the formation of relativistic jets from rotating magnetospheres, and the results showed a saturation of different mode perturbations including the kink mode before a notable dissipation or even disruption was encountered.

Recently, Mizuno et al. (2014) studied the influence of the velocity shear and a radial density profile on the spatial development of the CD kink instability along helically magnetized nonrotating relativistic cylindrical jets using a nonperiodic computational box and a precessional perturbation at the inlet triggering the growth of the kink instability. If the velocity shear radius is located inside the characteristic radius of the helical magnetic field, a static nonpropagating CD kink is excited as the perturbation propagates downstream from the jet. On the other hand, if the velocity shear radius is outside the characteristic radius of the helical magnetic field, the kink is advected with the flow and grows spatially down the jet. When the density increases with radius, the kink appears to saturate by the end of the simulation without apparent disruption of the helical twist, which suggests the relatively stable configuration for relativistic jets with tenuous spine and denser sheath.

In this paper, we will investigate the influence of the jet rotation and density profile on the spatial development of the CD kink instability in a rotating relativistic jet. Based on temporal studies, it is well known how the CD kink instability depends on the differential motion, magnetic pitch profile, and density profile (Mizuno et al. 2009, 2011, 2012). For this study we will consider constant magnetic pitch and take the radius of the jet core to be the same as that of the characteristic radius of the helical magnetic field. Basically, we will attempt to extend further the work of Mizuno et al. (2014) by taking into account different angular velocity amplitudes of the jet and also compare with the temporal studies of rotating relativistic jets (Mizuno et al. 2012) by considering decreasing and increasing density profiles. We will also examine the potential development of magnetic reconnection sites along the jet triggered by the CD modes and its implications for magnetic energy dissipation, which may be particularly important both in the determination of the transition of Poynting-flux-dominated to kinetically dominated regimes and for particle acceleration as stressed above, particularly in AGN and GRB jets (e.g., Zhang & Yan 2011; de Gouveia Dal Pino & Kowal 2015; Granot et al. 2015). In fact, it is possible that the presence of turbulence in MHD flows can lead to fast magnetic reconnection (Lazarian & Vishniac 1999). Zhang & Yan (2011), for instance, based on Lazarian & Vishniac (1999) and de Gouveia Dal Pino & Lazarian (2005), proposed a model of GRB prompt emission where turbulence, magnetic reconnection, and particle acceleration can be induced by internal collisions. In this work, we attempt to see such a possible link between the turbulence induced by CD kink instability and magnetic reconnection.
In Section 2, the details of the numerical method and setup are presented. Section 3 describes our numerical results, and final concluding remarks are given in Section 4.

2. NUMERICAL METHOD AND SETUP

We perform special relativistic magnetohydrodynamics (SRMHD) simulations using the three-dimensional (3D) general relativistic MHD code RAISHIN (Mizuno et al. 2006, 2011). The code setup for spatial development of the CD kink instability is similar to the setup mentioned in Mizuno et al. (2014). The computational domain is $8L \times 8L \times 30L$ in a Cartesian $(x, y, z)$ coordinate system with grid resolution of $\Delta L = L/30$ for the transverse $x$- and $y$-directions and $\Delta L = L/6$ for the axial $z$-direction. Outflow boundary conditions have been imposed on all surfaces except the inflow plane at $z = 0$. A preexisting jet is established across the computational domain.

A force-free configuration is chosen for the initial configuration, which is a reasonable choice for a Poynting-dominated jet. Following previous works, the poloidal magnetic field component and the angular velocity of the jet are written in the following form:

$$B_{\phi} = \frac{B_0}{1 + (R/a)\Omega},$$

$\Omega = \begin{cases} \Omega_0 & \text{if } R \leq R_0 \\ \Omega_0(R_0/R)^\beta & \text{if } R > R_0, \end{cases}$

where $R$ is the radial distance in cylindrical coordinates, $B_0$ is the magnetic field amplitude, $\Omega_0$ is the angular velocity amplitude, $a$ is the characteristic radius of the magnetic field, $R_0$ is the radius of the core, $\alpha$ is the poloidal field profile parameter, and $\beta$ is the angular velocity profile parameter.

In the configuration chosen for the simulations, the initial poloidal and toroidal components of the drift velocity are given by

$$v_z = -\frac{B_\phi B_r}{B^2} \Omega R,$$

$$v_\phi = -\left(1 - \frac{B_\phi^2}{B^2}\right) \Omega R.$$

In the simulations, we choose $R_0 = a = (1/4)L$, $\alpha = 1$ so that the magnetic pitch and the magnetic helicity are constant, and $\beta = 1$. The toroidal field component of the magnetic field is given by

$$B_\phi = -\frac{B_0(R/a)[1 + (\Omega R/a)^2]^{1/2}}{1 + (R/a)^2}.$$

A low gas pressure medium with pressure decreasing radially, similar to Equation (2) and with $p_0 = 0.02$ in units of $\rho_0 c^2$, is considered (Mizuno et al. 2012) as follows:

$$p = \begin{cases} p_0 & \text{if } R \leq R_p \\ p_0(R_p/R)^\beta & \text{if } R > R_p, \end{cases}$$

where $R_p$ is taken to be equal to $L/2$.

We note that this radial gas pressure profile favors high Alfvén and low sound speeds in the system, which is compatible with the assumed initial force-free magnetic field configuration where the gas pressure gradient is not dominant.

This behavior will persist as the system evolves in time, as we will see below.

Two different radial density profiles: decreasing and increasing with radius are chosen. The decreasing density profile is given by $\rho = \rho_1 \sqrt{B_\phi^2/B_r^2}$, and the increasing density profile is given by $\rho = \rho_1 \sqrt{B_\phi^2/B_r^2}$, where $\rho_1 = 0.8\rho_0$. The magnetic field amplitude is $B_0 = 0.7$ in units of $\sqrt{4\pi\rho_0 c^2}$, so that a low plasma $\beta$ near the axis is maintained. The equation of state is that of an ideal gas with $p = (\Gamma - 1)\rho e$, where $e$ is the internal specific energy density and the adiabatic index, $\Gamma = 5/3$.

The specific enthalpy is $h = 1 + e/c^2 + p/c^2e$. The sound speed is given by $c_s^2 = (\Gamma p/\rho)^{1/2}$, and the Alfvén speed is given by $v_B = c_s \sqrt{\beta}$, where $\beta$ is the magnetic field measured in the comoving frame, $b^2 = B^2/\gamma^2 + (v \cdot B)^2$ (Komissarov 1997; Del Zanna et al. 2007), where $\gamma$ is the Lorentz factor of the jet.

To break the equilibrium state, a precessional perturbation is applied at the inflow using a transverse velocity component with a magnitude of $v_z = 0.01v_j = 0.009c$ and an angular frequency of $\omega_j = 2\pi v_j/\lambda_j$, where $\lambda_j = 3L$ is a characteristic wavelength. In order to study the effect of jet rotation, simulations are performed with three different angular velocities, $\Omega_0 = 1, 2$, and 4. Radial profiles of the initial angular velocity, the magnetic field components, the magnetic pitch, the velocity components, the sound and Alfvén speeds, and the density for different angular velocity cases with $\alpha = 1$ are given in Figure 1.

Here the initial angular velocity $\Omega_0$ and radial density profiles of the rotating, relativistic jets are such that the flow is kept sub-Alfvénic inside the core for both decreasing density cases (D1, D2, and D4) with $\Omega_0 = 1, 2$, and 4 and increasing density cases (I1, I2, and I4) with $\Omega_0 = 1, 2$, and 4. This will allow us to focus on the development of the CD kink instability. The different initial parameters for the simulated models are given in Table 1.

3. SIMULATION RESULTS

3.1. Development of the Kink Instability

Figure 2 depicts the $\Omega_0 = 1$ jet with decreasing density profile at $t = 50$, where $t$ is in units of $L/c$. It shows that the helical kink develops near the inlet with the largest amplitude at $z \sim 6L$. At the later time $t = 100$, the kink amplitude tends to grow near the jet inlet, but also propagates downstream from the jet, exciting the CD kink instability. The perturbation also grows in time, attaining the largest amplitude near the inlet at $z \sim 7 - 9L = 28 - 36a$. In addition, it is found that the precessional perturbation crosses the simulation grid before $t = 100$. For the $\Omega_0 = 4$ model with decreasing density in the bottom panels of Figure 2, the helical kink also develops near the inlet and propagates downstream as time increases. At $t = 50$, the results suggest a spatial growth of the CD kink instability with the largest amplitudes at $z \sim 15 - 17L = 60 - 68a$, well beyond where the largest amplitudes

\footnote{We note that our choice of adiabatic index is valid for a cold plasma where the sound speed is much smaller than the light speed. This condition is generally fulfilled in our simulations. Mizuno et al. (2009) tested different adiabatic indices and found no significant differences in the growth of the CD kink instability among the models (see also Rocha da Silva et al. 2015 for further numerical tests on the dynamical behavior of relativistic jets with different adiabatic indices).}
were found for the jet with angular velocity $\Omega_0 = 1$. At the more evolved time $t = 70$, the kink amplitude increases spatially downstream from the jet with the largest amplitudes located far from the inlet at $z \sim 20L = 80a$. 

For these decreasing density cases, the cylindrical jet with $\Omega_0 = 1$ exhibits a temporally growing static kink almost stationary near the inlet, but the kink structure propagates downstream nearly with the flow speed. In the case of $\Omega_0 = 4$, the growing kink structure propagates fast downstream from the jet.

In both cases, the growth rate of the kink instability itself does not seem to be dependent on the angular velocity amplitude $\Omega_0$ as suggested by previous periodic box simulations of temporal kink growth (Mizuno et al. 2012), but it does depend on the jet speed. It is found that the perturbation propagation speed is greater than the flow speed and the precessional perturbation crosses the grid before the final time $t = 100$ and 70 for $\Omega_0 = 1$ and 4, respectively. Organized helical density and magnetic structure appear disrupted at the end of the simulation time, at very different distances from the jet inlet.

Similar to the decreasing density models, the helical kink also develops first near the jet inlet in the increasing density cases, as we can see in Figure 3. In the model with $\Omega_0 = 1$ at $t = 150$ the kink amplitude continues to grow near the jet inlet and also propagates downstream from the jet as in the case with a decreasing density profile and the same angular velocity. The largest amplitudes are somewhat farther from the inlet at $z \sim 10L = 40a$ and appear smaller than in the decreasing density case, as we should expect. For $\Omega_0 = 4$, the kink amplitude increases spatially and propagates faster downstream from the jet, similar to the decreasing density case. Here also
the precessional perturbation crosses the grid before the final simulated time \( t = 150 \). The decreasing density cases exhibit higher growth of the kink instability, as reported in spatial growth studies of nonrotating cases by Mizuno et al. (2014). The reason is higher Alfvén speed in the case of the decreasing density profile far from the axis (see Figure 1). In short, the growth rate of the global 3D kink structure seems to be nearly independent of the angular velocity amplitude of the jet but propagates faster downstream for larger angular velocity.

Figure 4 shows two-dimensional (2D) slices for the decreasing density cases with \( \Omega_0 = 1 \) and 4, for \( t = 100 \) and 70, respectively. For \( \Omega_0 = 1 \), the density and velocity profiles show that the jet flow is strongly distorted as a result of the nonlinear growth of the CD kink instability at \( z \sim 5L = 20a \). Within \( z < 10L = 40a \), the azimuthal velocity slice shows rapid rotation of the flow as \( v_{\phi} \sim \pm 0.3c \), and the axial velocity slice shows acceleration to flow speeds of \( v_z \sim 0.3c \). An axial velocity of \( v_z \sim 0.3c \) persists out to \( z \sim 5L = 20a \). The flow appears primarily as azimuthal for \( z > 5L \) accompanying the helical magnetic field structure that winds around the jet plasma column.

For the \( \Omega_0 = 4 \) case both the density and axial velocity slices show that after the passage of the kink the jet maintains its initial collimation up to \( z \sim 22L = 88a \) and the axial velocity of \( v_z \lesssim 0.5c \) persists out to the same location, with some internal structure. The azimuthal velocity is consistent with a helical flow inside \( 8a \) and an azimuthal velocity reaching \( |v_{\phi}| \sim 0.2c \). The axial velocity reaches up to \( 0.6c \) even close to the inlet. The highest speeds are located at \( |x/L| \sim L = 4a \). The axial flow appears to accompany the helical field beyond \( z \sim 23L = 92a \).

Figure 5 shows similar two-dimensional diagrams for the increasing density models with \( \Omega_0 = 1 \) and 4 at \( t = 150 \). For
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Figure 3. Three-dimensional density isosurfaces for the increasing density models. (a, b) Ω₀ = 1 case at t = 80 and 150; (c, d) Ω₀ = 4 case at t = 80 and 150. Lines and colors are the same as in Figure 2.

the Ω₀ = 1 case, both density and axial velocity slices indicate less distortion and less twisted flow out to \( z \lesssim 9L = 36a \) than the comparable decreasing density cases. Within the same region, the azimuthal velocity slice shows rapid rotation as in the decreasing density case, with \( v_y \sim \pm 0.3c \). Similarly, the axial velocity slice indicates acceleration of the flow speed \( v_z \lesssim 0.3c \) out to \( z \sim 9L \), but appears less helically twisted than in the decreasing density case. This increasing density model with \( \Omega_0 = 1 \) seems to maintain a more regular and less distorted structure than the decreasing counterpart.

At the time depicted, the increasing density case with \( \Omega_0 = 4 \) (bottom panel of Figure 3), the CD kink instability has left the computational grid. Both density and axial velocity profiles show a smooth and fast-moving jet. The azimuthal magnetic field also appears to be quite ordered throughout the computational domain. The azimuthal velocity slice shows rapid rotation with \( v_y \sim \pm 0.3c \). The axial velocity indicates acceleration of the flow to speeds up to \( v_z \sim 0.6c \) close to the axis (at radius 4a). The flow and magnetic fields for this increasing density case are much more ordered than for the decreasing density counterpart.

One can extract further information about the internal structure of the CD kink from one-dimensional (1D) cuts along the \( z \)-direction. The panels in Figure 6 show these cuts for the decreasing density models with \( \Omega_0 = 1 \) (D1) and 4 (D4) made at \( y = 0 \) and \( x = 0 \) (solid), \( L/2 = 2a \) (dotted), and \( 2L = 8a \) (dot-dashed). We see that the azimuthal magnetic field (\( B_\phi \)) structure associated with the CD kink is more substantial for \( x \lesssim 2a \) for both values of the angular velocity and less significant for \( x > 2a \). Both cases exhibit oscillating patterns at \( x = 2a \) with wavelength \( \lambda_2 \approx 3.5L \) compatible with the results seen in the 2D slices in Figure 4. The kink structure at shorter wavelength \( \lambda_1 \approx 2L \) is seen in the region \( 14L < z < 24L \) in the case of \( \Omega_0 = 1 \) and \( z < 15L \) in the case of \( \Omega_0 = 4 \). Internal
Figure 4. Two-dimensional slices for the decreasing density cases at $t = 100$ for $\Omega_0 = 1$ (upper panels) and $t = 70$ for $\Omega_0 = 4$ (lower panels). For both upper and lower panels, the quantities depicted from left to right are the density $\rho$ (panels (a) and (e)), the azimuthal magnetic field component $B_y$ with $|B_y|$ magnitude contours (panels (b) and (f)), the azimuthal velocity component with $|B_y|$ magnitude contours (panels (c) and (g)), and the axial $v_z$ velocity component with axial $|B_z|$ magnetic field magnitude contours (panels (d) and (h)). Slices are in the $x-z$ plane at $y = 0$. 
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Figure 5. Two-dimensional slices for the increasing density cases at $t = 150$ for both $\Omega_0 = 1$ (upper panels) and $\Omega_0 = 4$ (lower panels). For both upper and lower panels the quantities are the same as depicted in Figure 4.
shorter kink wavelength is seen at $x = 0$. The one-dimensional cut for $v_z$ indicates that the kink grows essentially in one place for the $\Omega_0 = 1$ case, while it propagates downstream for the $\Omega_0 = 4$ case. The longer-wavelength CD kink can be also seen in the oscillations of the axial magnetic field component $B_z$ for both $\Omega$ cases at $x = 2a$. The axial velocity component, $v_z$, also shows an oscillating pattern associated with the CD kink at $z \sim 14L$ for $\Omega_0 = 1$ and $z > 30L$ for $\Omega_0 = 4$.

Figure 7 shows similar one-dimensional cuts for the increasing density models I1 and I4. There is regular oscillating structure in the azimuthal component of the magnetic field, $B_y$, associated with the CD kink at $x \leq 2a$ for $\Omega_0 = 1$ (I1), but a smooth structure for $\Omega_0 = 4$ (I4). As in the decreasing density cases, there is less significant or no magnetic structure for $x > 2a$ for $\Omega_0 = 1$ and $\Omega_0 = 4$, respectively. As in the decreasing density case, the oscillating structure associated with the CD kink at $x = 2a$ has wavelength $\lambda_k = 3.5L$ for $\Omega_0 = 1$. In the case of $\Omega_0 = 4$, the kink structure has longer wavelength $\lambda_k = 3L$ as in the 2D slices shown in Figure 5.

Along the axis at $x = 0$, shorter-wavelength kink structure with
Increasing density

\(\Omega_0=1, t=150\)

\(\Omega_0=4, t=150\)

\(\lambda_0^* = 2L\) is seen in the regions \(10L < z < 27L\) and \(z > 30L\) in the case of \(\Omega_0 = 1\) and 4, respectively. As in the decreasing density models, the kink grows in a single place for \(\Omega_0 = 1\), while for \(\Omega_0 = 4\) it propagates downstream and even leaves the computational domain. The longer-wavelength CD kink can be seen in the oscillations associated with the axial magnetic component, \(B_z\), for \(\Omega_0 = 1\) at \(x = 2a\), but not for the \(\Omega_0 = 4\) case. Indications of the azimuthal motions associated with the CD kink can be identified in the \(v_z\) velocity component at \(x = 0\) and \(2a\) in the \(\Omega_0 = 1\) case and at \(x = 2a\) in the \(\Omega_0 = 4\) case. The axial velocity component \((v_z)\) also shows oscillatory behavior associated with the CD kink at \(z \sim 10L\) for the \(\Omega_0 = 1\) case. For \(\Omega_0 = 4\), the pattern has left the computational box already. This is compatible with the results shown in the three- and two-dimensional plots (Figures 3 and 5).

These 1D cuts show maximum axial speeds \(v_z^{max} \sim 0.3c\), 0.5c, 0.15c, and 0.55c near the inlet for models D1, D4, I1, and I4, respectively. For the D1 and I1 cases, there is acceleration...
mostly along the axis ($x = 0$) close to the inlet, as also seen in
2D slices (Figures 4 and 5). At $x = 8a$, the azimuthal motion
indicates $v_\phi \sim 0.3c$ near the inlet and far away from the inlet
for the D1 and D4 cases, respectively, while for the I1 and I4
cases, it is negligible. For cases D4 and I4, axial acceleration
occurs for $x \lesssim 2a$, while the azimuthal motion is seen in 1D
cuts at $x = a$ and $2a$. Compared to the D1 and I1 cases, the
axial propagation continues for larger distances with significant-
ly higher value in the D4 and I4 cases, as seen in 2D slices.

According to the KS criterion, the instability develops at
$\lambda_k \simeq 2\pi a$ and a shorter kink wavelength $\lambda_k = 6a$ is likely to be
seen. Appl et al. (2000) found a fastest-growing wavelength
$\lambda_k \simeq 8.43a$ for the static case of constant pitch and uniform
density. In all the simulations (D1, D2, and D4) of decreasing
density profile, a temporally growing kink wavelength of, a spatially growing kink wavelength of similar magnitude
$\lambda_k \sim 3.5L = 14a$ is identified, which is of the order of the
wavelength given by wave propagation at the jet speed
associated with the perturbation frequency. This wavelength
is about 67% longer than the predicted fastest-growing
wavelength. A shorter-amplitude kink wavelength
is about 67% longer than the predicted fastest-growing
wavelength. This wavelength
be studied.

The most striking feature in Figure 8 is that the evolution of the relativistic electromagnetic energy is anticorrelated with the time evolution of the kinetic energy as the CD
kink instability develops at the expense of the magnetic
energy.

Similarly, Figure 9 shows the behavior of the volume-
averaged kinetic and electromagnetic energies for the increasing
density cases. The kinetic energy shows exponential growth from a minimum near $t \sim 40$ to a maximum at $t \lesssim 80$. The growth rates are found to be 0.049$^{-1}$, 0.056$^{-1}$, and 0.033$^{-1}$
for $\Omega_0 = 1$, 2, and 4, respectively, therefore similar to the
results found for the decreasing density models. Here also the
evolution of the electromagnetic energy is opposite to the
evolution of the kinetic energy.

We should emphasize that in this work we were able to track the growth of the multiple kink modes, whereas in the
temporal studies of Mizuno et al. (2012), only a single dominant kink or a continuously growing kink structure could be studied.
3.2. Identification of Magnetic Reconnection Correlated with the Kink Instability

In the previous section we have seen that magnetic energy is being transformed into kinetic energy as the CD kink instability develops. In this section, we will try to identify the physical processes behind this behavior.

Panel (a) of Figure 10 shows the 3D density distribution with magnetic field lines for the decreasing density model with \( \Omega_0 = 2 \) (D2) at \( t = 100 \) when the kink develops downstream from the jet with the largest amplitude (located at \( z \sim 13L \)). Panel (b) depicts arrows that identify the locations where the current density \( \nabla \times B \) attains the largest intensities. They trace the locations of inversion of the polarity of the magnetic field lines and therefore of potential magnetic reconnection sites. In fact, magnetic reconnection is expected to occur whenever two magnetic fluxes of opposite polarity approach each other in the presence of finite magnetic resistivity. The ubiquitous microscopic ohmic resistivity is enough to allow for magnetic reconnection, although in this case the rate at which the lines reconnect is very slow according to the Sweet–Parker mechanism (e.g., Parker 1979, p. 858). In the present analysis, we are dealing with relativistic ideal MHD simulations with no explicit resistivity. This, in principle, would prevent us from detecting magnetic reconnection. Nevertheless, in the numerical MHD simulations, magnetic reconnection can be excited because of the presence of numerical resistivity. This, in turn, could make one suspect that the identification of potential sites of magnetic reconnection in ideal MHD simulations would be essentially a numerical artifact. However, fortunately, based on the Lazarian–Vishniac model (see Lazarian & Vishniac 1999; Kowal et al. 2009; Santos-Lima et al. 2010, 2012; Eyink et al. 2011), the presence of turbulence in real MHD flows is expected to speed up the reconnection to rates nearly as large as

![Figure 9. Time evolution of volume-averaged (a) \( E_{\text{kin,xy}} \) and (b) \( E_{\text{EM}} \) for the increasing density models with \( \Omega_0 = 1 \) (solid red line), 2 (dashed green line), and 4 (dotted blue line) within a cylinder of radius \( R \leq 2L \). \( E_{\text{kin,xy}} \) is the integrated kinetic energy transverse to the \( z \)-axis, and \( E_{\text{EM}} \) is the integrated total relativistic electromagnetic energy.](image)

![Figure 10. Three-dimensional density isosurfaces for (a) the decreasing density model with \( \Omega_0 = 2 \) (D2) at \( t = 100 \) and (b) the locations of maximum current density, \( \nabla \times B \), which trace the regions where magnetic reconnection may occur, at the same time.](image)
the local Alfvén speed. This is because of the turbulent wandering of the magnetic field lines that allow them to touch each other in several patches simultaneously, making reconnection very fast. Even in sub-Alfvénic flows as in the present case, where the magnetic fields are very strong, this fast reconnection process may be very efficient. We see here that the kink instability itself is able to trigger turbulence in the flow, as well as the close encounter of magnetic field lines with opposite polarity at least in one of the directions, in several regions that are identified by the large increase of the current density in very narrow regions (which are potential sites of magnetic discontinuities or current sheets). The numerical

**Figure 11.** Two-dimensional slices for the decreasing density model with $\Omega_0 = 2$ (D2) at $t = 100$ in the $x$-$y$ plane at $z = 13$ (upper panels) and in the $x$-$z$ plane at $y = 0$ (lower panels). For both upper and lower panels the quantities depicted are the logarithm of the magnetization parameter $\sigma$ where $\sigma = B^2 / \gamma^2 \rho h$ (left panels) and the logarithm of the current density $\text{curl} B$ with vectors of the magnetic field superposed to it (right panels). The white dashed lines in the $x$-$z$ diagrams indicate the location along the $z$-axis depicted in the $x$-$y$ panels.
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**Figure 12.** Same as in Figure 10, but for the increasing density model with $\Omega_0 = 2$ (I2) at $t = 150$.

resistivity simply mimics the effects of the ohmic resistivity, but the real and important physical effect that may allow for the fast reconnection is the process described above due to the turbulence. This process has been extensively and successfully tested numerically in several studies involving ideal MHD simulations of turbulent flows (see, e.g., the references above and the reviews of Lazarian et al. 2012, 2016).

In summary, based on the facts above, we may expect a direct correlation between the regions where there is maximum growth of the kink instability and regions of enhanced current densities where magnetic reconnection is possibly occurring. From Figure 10 we clearly see that this is the case, i.e., the location of maximum kink amplitude matches the maximum values of $\text{curl} B$ around $z \gtrsim 13L$. Hence, this region is also the possible site for maximum energy dissipation through magnetic reconnection, which can contribute to the increase in kinetic energy of the jet flow and also allow for efficient particle acceleration (de Gouveia Dal Pino & Lazarian 2005; Kowal et al. 2011, 2012; de Gouveia Dal Pino & Kowal 2015; see also Section 4 below).

This is also confirmed by Figure 11, where 2D slices of the logarithmic distribution of the current density intensity in the $x$–$z$ plane (at $y = 0$) and also in the $x$–$y$ plane (at $z = 13L$) are depicted for the model of Figure 10 (D2). The figure also shows 2D slices of the logarithmic distribution of the magnetization parameter $\sigma = B^2/\gamma^2 \rho h$ for the same model. In the current density $x$–$z$ diagram we identify a complex filamentary structure (contrasting regions of high and small $|J|$ values), which coincides with the regions of maximum growth of the kink instability at $z \sim 13L$ and beyond. The distribution of the magnetic field vectors is equally more chaotic in this region, suffering strong changes in direction between the filaments, therefore characterizing regions of magnetic discontinuities (current sheets) and reconnection. These turbulent regions contrast with the smoother nonperturbed region below $z \sim 13L$, where the jet is dominated by the helical force-free magnetic field configuration. In this region, we see that the current density component ($J_z$) is very organized, as expected for a force-free configuration, where $J_z$ is simply due to the variation of the regular azimuthal component of the magnetic field $J_z \propto \nabla \times B_\theta$. In the $x$–$y$ diagram of current density, we also identify the filamentary structure that partially destroys the smooth spiral pattern in this direction. Finally, comparing the current density with the magnetization parameter $\sigma$ diagrams, we see that regions with large intensity values of current density coincide with regions where the magnetization parameter $\sigma$ is small, therefore strengthening the conclusion that these regions are sites of magnetic energy dissipation.

Similarly, Figure 12 shows the same trend for the increasing density model with $\Omega_0 = 2$ (I2) at the terminal simulation time $t = 150$. The kink instability grows above $z \sim 20L$, which corresponds to the location of the maximum values of $\text{curl} B$, as seen in panel (b). In Figure 13, in the 2D current density diagrams corresponding to this model, we can also identify the high-intensity filaments associated with regions of maximum kink instability and steep variations in the magnetic field direction, characterizing sites of magnetic reconnection, which are also correlated with regions of small magnetization parameter $\sigma$ (depicted in the same figure). These results are also indicative that the regions of kink instability are the sites of reconnection, magnetic energy dissipation, and jet acceleration.

To further stress the conclusions above, Figure 14 shows 2D slices of the logarithmic distribution of the kinetic (left panels) and magnetic (right panels) energies in the $xy$ plane at the same positions depicted in Figures 11 and 13 for the heavy (D2) and light (I2) jets, respectively. In both cases we see that the regions near the center that have been identified as reconnection sites have larger kinetic energy than the surroundings, while the magnetic energy is smaller in these regions, indicating the conversion of the magnetic into kinetic energy. Fast magnetic reconnection induced by turbulence has been previously tested numerically by Kowal et al. (2009) considering large-scale 3D current sheets with injected steady-state, incompressible turbulence. These authors measured the reconnection rate directly from their simulations considering the effective electric
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Figure 13. Same as in Figure 11, but for the model with increasing density with $\Omega_0 = 2$ (I2) at $t = 150$ in the $x$-$y$ plane at $z = 20$ (upper panels) and in the $x$-$z$ plane at $y = 0$ (lower panels).

field in the plasma ($\mathbf{v} \times \mathbf{B}$; see their Equation (13)). Recently, Takamoto et al. (2015) extended this numerical work to the relativistic regime considering both incompressible and compressible flows and found that the reconnection rate is independent of the plasma resistivity as in the nonrelativistic case. They measured reconnection rate values in the range $(0.01-0.1)V_A$ depending on the magnetization parameter $\sigma$ of the flow. For incompressible plasmas with $\sigma = 0.1$ and 1, as in the present work, they found values $\sim(0.05-0.06)V_A$ and $\sim(0.03-0.05)V_A$, respectively. Following Kowal et al. (2009), we also used their Equation (13) to make a quite rough estimate of the reconnection rate in the magnetic reconnection sites identified in the heavy and light jets in Figures 11–13. Considering the values of the components of $\mathbf{B}$ and $\mathbf{v}$ in these regions, we obtained reconnection rates of $\sim0.05V_A$ for both jets, which are comparable to the values obtained by Takamoto
et al. (2015). This further indicates that the turbulence due to the CD kink instability in the relativistic jets is able to induce fast magnetic reconnection.

4. DISCUSSION AND CONCLUDING REMARKS

In this work, we studied the influence of jet rotation on the spatial development of the CD kink instability using a nonperiodic computational box. In our spatial-growth simulations and also in previous temporal-growth simulations of the CD kink (e.g., Mizuno et al. 2012), the setup is built for the analysis of the structure of Poynting-flux-dominated jets (Lyubarsky 2009). In the comoving frame, the poloidal and toroidal fields are comparable for cylindrical equilibrium configurations. When the Alfvén crossing time is smaller than the proper propagation time (if the jet is narrow enough), the jet relaxes to a local equilibrium configuration. Such jets can be subject to the kink instability because the characteristic instability timescale is larger than the Alfvén crossing time. It is to be noted that in relativistic jet flows, when the toroidal field exceeds the poloidal one, the hoop stress is counterbalanced by the electric force and the poloidal magnetic field pressure gradient, where the centrifugal force and the gas
pressure remain small. This is the reason why, well beyond the Alfvén point, the flow can still remain Poynting flux dominated and the flow structure is close to a cylindrical configuration.

The previous study of temporal growth of the CD kink instability used a periodic computational box and uniform spatial perturbation of the jet across the computational box domain. For a radially decreasing density profile, Mizuno et al. (2012) found that for an angular velocity $\Omega_0 = 1$ and magnetic helicity $\alpha = 1$, the displacement of the initial force-free helical magnetic field resulting from the growth of the CD kink instability leads to a helically twisted magnetic filament around density isosurfaces near the axis associated with the $n = 1$ kink mode wavelength. In the nonlinear phase, the helically distorted density structure showed continuous transverse growth and propagated along the flow direction. In the case of $\Omega_0 = 2$ and 4 models, development of both the $n = 1$ and 2 kink mode wavelengths was observed.

Here in all models corresponding to $\Omega_0 = 1, 2,$ and 4, different kink wavelengths are seen at different positions along the transverse $x$-direction. It is seen that the magnetic pitch strongly decreases in the innermost region of the jet as the angular velocity amplitude increases. Moreover, the growth of different axial kink wavelengths is detected since this depends on the magnetic pitch. Eventually, the kink wavelength with maximum growth becomes dominant at each radial position.

However, the magnetic pitch remains essentially the same outside the jet core in all cases because of the initial constant magnetic pitch in a force-free magnetic field. Thus, similar long kink wavelengths are seen outside of the jet core. Besides, short kink wavelengths usually do not evolve. On the other hand, at a particular radial location, mostly long axial kink wavelengths can grow, which have lower growth rates than shorter kink wavelengths inside the jet core. As a result, the longer kink wavelengths outside the jet core interact with the shorter kink wavelengths inside the jet core at later simulation times and further downstream from the axial region when the shorter kink wavelengths have already entered the nonlinear phase, and this would accelerate the jet disruption. The evolution of the volume-averaged kinetic energy transverse to the $z$-axis shows an exponential growth, in agreement with the general theoretical estimate of the maximum instability growth rate. The evolution of the total volume-averaged relativistic electromagnetic energy is opposite to the evolution of kinetic energy, similar to results obtained in Mizuno et al. (2012).

In the present work, the CD kink instability seems to be stabilized in the case of a radially increasing density profile compared to the decreasing density counterpart. The same effect was also reported in Mizuno et al. (2014), but considering a spatial-growth study of nonrotating jets. An inner high-speed, low-density jet spine surrounded by a denser and slower sheath, as suggested by observations (e.g., Boccardi et al. 2016 and references therein) and GRMHD simulations of relativistic jet formation (e.g., McKinney 2006), is compatible with the scenario above of the increasing density models. Thus, we may expect the development of a CD kink in the jet, but it may saturate as a result of a radially increasing density structure as shown, e.g., in McKinney & Blandford (2009), and this may also explain the nondestructive kink structures often observed in relativistic jets.

Our results also suggest that the Poynting-flux-dominated jets are accelerated up to approximate equipartition between the kinetic and magnetic energies, and then the regular flow may be disrupted by the kink instability. Such a scenario is valid for jets satisfying the causality condition, which applies very well to the case of AGN jets (e.g., Pushkarev et al. 2009). Though the causality condition seems to be violated in GRB jets, the causally connected regions inside GRB jets can undergo local internal kink instability, as shown in recent work by Bromberg & Tchekhovskoy (2015), where the instability can cause small-angle magnetic reconnection (see also Tchekhovskoy & Bromberg 2015).

Shocks and magnetic reconnection have been considered as possible candidates for powering the jet emissions in AGNs and GRBs. Recent fully kinetic particle-in-cell simulations have shown that shock models are unlikely to account for the jet emission (Sironi et al. 2015). Shocks are not able to accelerate particles far beyond the thermal energy; however, magnetic reconnection can deposit more than 50% of the dissipated energy into nonthermal leptons as long as the energy density of the magnetic field in the bulk flow is larger than the rest-mass energy density. Several GRB prompt emission models have been proposed based on the role of magnetic reconnection in the GRB jets, such as the magnetic heating photosphere model (Giannios 2008), the internal collision-induced magnetic reconnection turbulent model (ICMART; Zhang & Yan 2011) based on the Lazarian–Vishniac model of fast reconnection triggered by turbulence and the particle acceleration Fermi mechanism by reconnection (de Gouveia Dal Pino & Lazarian 2005), and the magnetic reconnection switch model (McKinney & Uzdensky 2012).

In the study presented here, we imposed a precessional perturbation at the inlet of a rotating cylindrical jet that leads to the displacement of the helical magnetic field configuration and induces the CD kink instability, which in turn leads to magnetic reconnection and energy dissipation, as suggested by the results of Figures 8–13. This goes to the kinetic energy of the flow and may also accelerate particles through a first-order Fermi process in the magnetic reconnection regions (e.g., de Gouveia Dal Pino & Lazarian 2005; Kowal et al. 2011, 2012). A recent study injecting test particles in an MHD relativistic jet has evidenced that the acceleration by magnetic reconnection may be dominating in the more turbulent magnetically dominated regions of the flow, like the cocoon that envelopes the jet, and is a competing process with the acceleration at the internal shocks along the beam and at the jet head (de Gouveia Dal Pino & Kowal 2015). Further studies considering test particles in relativistic MHD jet simulations are required in order to understand better the energy dissipation, the relevant acceleration mechanisms, and the nonthermal emission processes in such systems. The inclusion of the particle feedback on the plasma and vice versa may also be implemented in such studies considering an MHD-PIC approach (e.g., Bai et al. 2015).
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