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Abstract

We consider a quantum generalization of the classical heat equation, and study contractivity properties of its associated semigroup. We prove a Nash inequality and a logarithmic Sobolev inequality. The former leads to an ultracontractivity result. This in turn implies that the largest eigenvalue and the purity of a state with positive Wigner function, evolving under the action of the semigroup, decrease at least inverse polynomially in time, while its entropy increases at least logarithmically in time.

1 Introduction

Interactions of an open quantum system with its environment often result in dissipative processes. The continuous time evolution of such a system is hence in general non-unitary, unlike that of a closed system. In the time-homogeneous case, it is described by the quantum master equation

\[ \frac{d\rho_t}{dt} = \mathcal{L}(\rho_t), \]  

(1.1)

where \( \rho_t \) denotes the state of the quantum system at time \( t \), and \( \mathcal{L} \) is the (infinitesimal) generator of the dynamics. The solution of Equation (1.1) is given by a quantum dynamical semigroup, which is a one-parameter family \( (\Lambda_t)_{t \geq 0} \) of quantum operations satisfying certain conditions (see Section 2.6).

An important class of results concerning quantum dynamical semigroups and their classical counterparts (i.e., classical Markov semigroups) consists of certain functional inequalities, e.g. Nash inequality, logarithmic-Sobolev (or log-Sobolev) inequality, etc. These inequalities can be used to find bounds on the time scales of various dissipative processes, both in the infinite- and finite-dimensional setting: for example, in bounding mixing times of classical and quantum Markov processes\textsuperscript{1} (see e.g. \cite{25} and references therein), estimating the rate at

\textsuperscript{1}That is, the time it takes for the Markov process to become close to its stationary state, starting from any initial state.
which the purity of a state decreases under the action of a quantum dynamical semigroup, estimating run times of quantum algorithms based on quantum Markov processes (e.g. [41]), etc. Functional inequalities are related to general formulations of certain convergence properties of the underlying semigroup. Hypercontractivity [34] is one such form of convergence and, for a semigroup which has an invariant state, it is related to exponential decay towards this state. The log-Sobolev inequality [15] can be viewed as an infinitesimal version of hypercontractivity. Recently, Kastoryano and Temme [24] defined non-commutative versions of another type of convergence called ultracontractivity, where the convergence towards an invariant state is at least inverse polynomial with respect to time. Ultracontractivity, in the classical case, can be derived for Markov semigroups satisfying a Nash inequality [33]. Similarly, it was shown in [24] that quantum (or non-commutative) ultracontractivity holds for quantum dynamical semigroups which satisfy a quantum version of the Nash inequality. For a brief summary of the functional inequalities and the contractivity properties of the associated semigroups, in the classical case, see Section 3.1. Contractivity properties of quantum dynamical semigroups have been the focus of active research in recent years. See for example [3, 31, 25, 5, 32] and references therein.

Classically, perhaps the oldest studied example of a dissipative process is that of heat conduction. It is described by the simplest type of diffusion equation

$$\partial_t u = \Delta u,$$  \hspace{1cm} (1.2)

where $u \equiv u(x,t)$ is the temperature (or more generally, a scalar field) at the position $x$, at the time $t$. In this paper we consider a quantum analogue of this equation and its associated semigroup. In this case the underlying Hilbert space of the quantum system is an infinite-dimensional separable Hilbert space and the unbounded generator is given by\(^2\)

$$\mathcal{L}(\cdot) := -\frac{1}{4} \sum_{j=1}^{n} ([Q_j,[Q_j,\cdot]] + [P_j,[P_j,\cdot]]),$$  \hspace{1cm} (1.3)

where $Q_j, P_j, j = 1, 2, \ldots, n$ denote $n$ pairs of canonically conjugate observables satisfying the Heisenberg canonical commutation relations (CCR)

$$[Q_j, P_k] = i\delta_{jk} I; [Q_j, Q_k] = 0 = [P_j, P_k] \quad \forall \ j,k = 1, 2, \ldots n.$$  \hspace{1cm} (1.4)

In the above, we have set $\hbar = 1$. The observables $Q_j, P_j, j = 1, 2, \ldots, n$ could be, for example, the “position” and “momentum” quadratures, respectively, of an $n$-mode bosonic field. The quantum master equation corresponding to the above generator (in this explicit form) was studied by Hall [16, 17] and later König and Smith [28]. They showed that it can be viewed as a quantum analogue of the classical heat equation (1.2), and referred to it as the quantum diffusion equation. We adopt their nomenclature and refer to the associated semigroup as the quantum diffusion semigroup (see also [30] for more general “diffusion” semigroups).

We prove a Nash inequality and a log-Sobolev inequality for states evolving under the action of the semigroup. The former inequality in turn allows us to prove an ultracontractivity property of the quantum diffusion semigroup, which tells us that the purity of a state, as well as its largest eigenvalue, decrease at least inverse polynomially in time under the action

\(^2\)See Section 3 for a more rigorous and complete definition.
of this semigroup, while its entropy increases logarithmically in time. The above results, however, do not yield any information about mixing times, since our semigroup does not have an invariant state.

In Section 2.1 we give the necessary notations and definitions of mathematical objects arising in our work. In Section 2.2 we introduce the algebra of canonical commutation relations (CCR). An important class of states of continuous variable quantum systems, namely, Gaussian states, to which some of our results pertain, are discussed in Section 2.3 and the more general Schwartz states are defined in Section 2.4. Certain key entropic quantities which arise in the statement of our results are given in Section 2.5. Section 2.6 contains a brief summary of the basics of quantum dynamical semigroups. The quantum diffusion semigroup and its properties are given in Section 3. Our main results are stated as six theorems in Section 4. The proofs of these are given in the following sections. Proofs of some of the intermediate results are given in the appendices.

2 Notations and Definitions

2.1 Operators and Norms

Let $\mathcal{H} := L^2(\mathbb{R}^d)$ denote the infinite-dimensional separable Hilbert space of square-integrable functions on $\mathbb{R}^d$, and let $\mathcal{B}(\mathcal{H})$ denote the set of linear bounded operators on $\mathcal{H}$. Further, let $\mathcal{P}(\mathcal{H})$ be the set of positive semi-definite operators on $\mathcal{H}$, $\mathcal{P}_+(\mathcal{H}) \subset \mathcal{P}(\mathcal{H})$ be the set of (strictly) positive operators, and let $\mathcal{D}(\mathcal{H}) := \{\rho \in \mathcal{P}(\mathcal{H}) \mid \text{Tr } \rho = 1\}$ denote the set of density matrices (or states) on $\mathcal{H}$. We denote the support of an operator $A$ as $\text{supp}(A)$, and its domain and kernel as $\text{dom}(A)$ and $\text{ker}(A)$, respectively. Let $\text{ran}(P)$ denote the range of a projection operator $P$, let $I \in \mathcal{P}(\mathcal{H})$ denote the identity operator on $\mathcal{H}$, and $\text{id} : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ the identity map on operators on $\mathcal{H}$.

Let $\mathcal{T}_1(\mathcal{H})$ denote the space of trace class operators equipped with the norm $||\sigma||_1 = \text{Tr } |\sigma|$, and let $\mathcal{T}_2(\mathcal{H})$ denote the space of Hilbert-Schmidt operators, i.e.,

$$\mathcal{T}_2(\mathcal{H}) := \{A \in \mathcal{B}(\mathcal{H}) : \text{Tr } |A|^2 < \infty\}. \quad (2.1)$$

This space is equipped with the Hilbert Schmidt norm

$$||A||_2 := \left( \text{Tr } |A|^2 \right)^{1/2}, \quad (2.2)$$

associated to the Hilbert Schmidt inner product $\langle A, B \rangle := \text{Tr}(A^*B)$, where by $A^*$ we denote the Hermitian conjugate of $A$. For any state $\rho \in \mathcal{D}(\mathcal{H})$, $\text{Tr } \rho^2 \equiv ||\rho||_2^2$ is a measure of its purity. For any $p \in [1, \infty)$ we define the $p$-norm

$$||A||_p := \left( \text{Tr}(|A|^p) \right)^{1/p}, \quad (2.3)$$

and for $p = \infty$,

$$||A||_\infty := \sup_{||x||=1} ||Ax||. \quad (2.4)$$
For a given state $\rho \in \mathcal{D}(\mathcal{H})$, for any $p \geq 1$, we similarly define $L^p(\rho)$ to be the Banach space of operators with norm

$$
\|A\|_{p,\rho} := \text{Tr}(\rho|A|^p)^{1/p}.
$$

(2.5)

A quantum operation (or quantum channel) is given by a linear, completely positive trace-preserving (CPTP) map (see e.g. [35]). For a linear map $\Lambda : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$, and any $p, q \in [1, \infty]$ we define the following norm:

$$
\|\Lambda\|_{p \to q} := \sup_{A \in \mathcal{B}(\mathcal{H}) : \|A\|_p = 1} \|\Lambda(A)\|_q.
$$

(2.6)

Similarly, we denote by $L^p(\mu)$ the space of $p$-integrable functions on $\mathbb{R}^d$, with respect to a probability measure $\mu$, with associated norm

$$
\|f\|_{p,\mu} := \left(\int |f(x)|^p d\mu(x)\right)^{1/p}.
$$

(2.7)

We denote these simply by $L^p$, $\|\cdot\|_p$ when $\mu$ is the Lebesgue measure. We define the norm

$$
\|\Lambda\|_{L^p \to L^q} := \sup_{f \in L^p : \|f\|_p = 1} \|\Lambda(f)\|_q.
$$

(2.8)

### 2.2 The algebra of canonical commutation relations (CCR)

Given the canonically conjugate observables $Q_j, P_j, j = 1, 2, \ldots, n$, let us introduce a $2n$-dimensional column vector of observables

$$
R := (Q_1, P_1, \ldots, Q_n, P_n)^T,
$$

(2.9)

where the superscript $T$ denotes a transpose. Then the canonical commutation relations (CCR) can be compactly expressed as

$$
[R_j, R_k] = i\Omega_{jk},
$$

(2.10)

where

$$
\Omega = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}^{\otimes n}.
$$

(2.11)

A rigorous definition of the operators $Q_j, P_j$ is as follows. Consider a family $\{V(z) : z = (q_1, p_1, \ldots, q_n, p_n) \in \mathbb{R}^{2n}\}$ of unitary operators satisfying the so-called Weyl-Segal CCR [19],

$$
V(z)V(z') = e^{-\frac{i}{2} \{z, z'\}}V(z + z')
$$

(2.12)

where

$$
\{z, z'\} := (z, \Omega z') = \sum_{j=1}^n (q_j p'_j - q'_j p_j).
$$

(2.13)
is the canonical symplectic form, and the notation \((z, z'')\) denotes the scalar product of the vectors \(z\) and \(z''\) in \(\mathbb{R}^{2n}\). The vector space \(\mathbb{R}^{2n}\) equipped with the symplectic form \(\{z, z'\}\) defined above, constitutes a symplectic vector space which we denote as \(Z\). It can be viewed as the \textit{quantum phase space}, e.g. the phase space of an \(n\)-mode bosonic field.

Stone’s Theorem (see e.g. [37]) allows us to define \(P_j\) (resp. \(Q_j\)) as the self-adjoint generator of \((V(tq^{(j)}))_{t \in \mathbb{R}}\) (resp. \((V(-tp^{(j)}))_{t \in \mathbb{R}}\)) where \(q^{(j)}\) (resp. \(p^{(j)}\)) is the vector \(z\) with \(q_j = 1\) (resp. \(p_j = 1\)) and all other elements equal to zero. The operators \(V(z)\) can then be expressed as follows:

\[
V(z) := e^{i(z, \Omega R)} \equiv \exp[i \sum_{j=1}^{n}(q_jP_j - p_jQ_j)].
\] (2.14)

The operators \(V(z)\) are called the Weyl operators or Weyl displacement operators, the latter name being justified by the relation

\[
V(z)R_jV(-z) = R_j + z_j I \quad \forall j \in \{1, 2, \ldots, n\}.
\] (2.15)

A quantum state \(\rho \in \mathcal{D}(\mathcal{H})\) of the system is uniquely defined on \(Z\) through its \textit{quantum characteristic function}

\[
\chi_\rho(z) := \text{Tr}(\rho V(z)).
\] (2.16)

The inverse Fourier transform of the characteristic function

\[
\mathcal{F}^{-1}_{\chi_\rho}(u) := (2\pi)^{-n} \int_{\mathbb{R}^{2n}} e^{-i(u, z)} \chi_\rho(z) dz
\] (2.17)

is called the \textit{Wigner function} of the state\(^3\). Under this convention the integral of the Wigner function is equal to \((2\pi)^n\). However, they can in general be negative, and therefore cannot be interpreted as probability densities associated to states.

A quantum state is said to have finite \(k\)th moment, for \(k \in \mathbb{N}\) if

\[
\text{Tr}(\rho |R_j|^k) < \infty, \quad \forall j \in \{1, 2, \ldots, 2n\},
\]

where \(R_j\) denotes the \(j\)th entry of the vector \(R\) of observables defined through (2.9).

We employ the following theorems to prove our main results.

**Theorem 1** (Noncommutative Parseval’s relation, [19] Theorem 5.3.3). The function given by (2.16) extends uniquely to a map \(T \mapsto \chi_T\) from the Hilbert space \(\mathcal{T}_2(\mathcal{H})\) onto \(L^2(\mathbb{R}^{2n})\), so that

\[
\text{Tr}(T_1^*T_2) = (2\pi)^{-n} \int_{\mathbb{R}^{2n}} \overline{\chi_{T_1}(z)} \chi_{T_2}(z) dz,
\] (2.18)

(where the notation \(\overline{f(z)}\) denotes the complex conjugate of \(f(z)\)).

\(^3\)Note that the above definition differs from the usual one by a factor of \((2\pi)^{-n}\).
We also employ the following lemma, which is an adaptation of a result proved by Holevo in [19].

**Lemma 1** (See [19] Lemma 5.4.2). Let $X$ be a (possibly unbounded) self-adjoint operator and let $\rho$ be a state such that

$$\text{Tr}(\rho X^2) < \infty. \quad (2.19)$$

Then,

$$X = i^{-1} \frac{d}{dt} \Big|_{t=0} U_t \quad (2.20)$$

where $U_t := e^{i t X}$ is defined by functional calculus, and the derivative is taken in $L^2(\rho)$, i.e.,

$$\text{Tr} \left[ \rho \left( \frac{U_t - I}{t} - iX \right)^2 \right] \to 0. \quad (2.21)$$

### 2.3 Gaussian states

An important class of states for a continuous variable quantum system are the Gaussian states. They play a fundamental role in the study of various quantum information processing tasks involving continuous variable quantum systems which are relevant in quantum computation and quantum cryptography. Important examples of Gaussian states arise in quantum optics and include coherent states, squeezed states and thermal states. A Gaussian state $\rho$ is defined via its characteristic function

$$\chi_\rho(z) = e^{i(\mu,z) - \frac{1}{2}(z,\Sigma z)} \quad z \in \mathcal{Z}, \quad (2.22)$$

where $\mu$ is the mean vector of the state $\rho$, with elements

$$\mu_i := \text{Tr}(\rho R_i), \quad i = 1, 2, \ldots, 2n, \quad (2.23)$$

and $\Sigma$ is its $2n \times 2n$ (real, symmetric) covariance matrix, with elements

$$\Sigma_{ij} := \frac{1}{2} \text{Tr}(\rho (R_i^c R_j^c + R_j^c R_i^c)), \quad (2.24)$$

where $R_i^c := R_i - \text{Tr}(\rho R_i)$. The characteristic function given by Equation (2.22) is exactly the one of a $2n$-dimensional Gaussian vector of mean $\mu$ and covariance $\Sigma$. The Gaussian state is said to be centered if $\mu = 0$. Gaussian states have some very useful properties (see [10, 20]). For example, the linear span of all Gaussian states is dense in the Banach space, $T_1(\mathcal{H})$, of trace class operators. Moreover, any Gaussian state can be written in a rather simple way as follows.

**Theorem 2** ([20] Lemma 12.21 and Theorem 12.22). A Gaussian state $\rho$ with covariance matrix $\Sigma$ is invertible if and only if

$$\det \left( \Sigma + \frac{i}{2} \Omega \right) \neq 0. \quad (2.25)$$
Moreover, any Gaussian state $\rho \equiv \rho_{\mu, \Sigma}$ of mean $\mu$ and covariance matrix $\Sigma$ can be written as

$$\rho_{\mu, \Sigma} = V(\mu) \rho_0 \Sigma V(\mu)^{-1},$$

(2.26)

where $\rho_0$ is a centered Gaussian state of covariance matrix $\Sigma$, and $V(\mu)$ denotes the Weyl operator given by Equation (2.14). Further, a centered, invertible Gaussian state can be expressed as follows:

$$\rho_0 = C e^{-R^T \Gamma R},$$

(2.27)

where

$$C = \left[ \det \left( \Sigma + \frac{i}{2} \Omega \right) \right]^{-1/2},$$

(2.28)

with $\Omega$ given by Equation (2.11) and $\Gamma$ defined through the relation

$$2\Omega^{-1} \Sigma = \cot(\Gamma \Omega).$$

(2.29)

### 2.4 Schwartz operators

Recently, Keyl, Kiukas, and Werner introduced a larger class of operators, the so-called Schwartz operators, in [26]. We first recall that a Schwartz function on $\mathbb{R}^n$ is a smooth function $\varphi : \mathbb{R}^n \rightarrow \mathbb{C}$ for which

$$\sup_{x \in \mathbb{R}^n} \left| x_1^{\alpha_1} \cdots x_n^{\alpha_n} \frac{\partial^{\beta_1}}{\partial x_1^{\beta_1}} \cdots \frac{\partial^{\beta_n}}{\partial x_n^{\beta_n}} \varphi(x) \right| < \infty$$

(2.30)

for all $\alpha, \beta \in \mathbb{N}^n$. The set of Schwartz functions is denoted by $S(\mathbb{R}^n)$. A Hilbert Schmidt operator $T$ is called a Schwartz operator if its characteristic function $\chi_T$ is in $S(\mathbb{R}^{2n})$. Note that any Gaussian state is a Schwartz operator. More generally, a quantum state which is a Schwartz operator is called a Schwartz state.

### 2.5 Entropic quantities

The von Neumann entropy of a quantum state $\rho \in D(\mathcal{H})$ is given by

$$S(\rho) := - \text{Tr}(\rho \ln \rho).$$

(2.31)

The quantum relative entropy of two quantum states $\rho, \sigma \in D(\mathcal{H})$ is given by:

$$D(\rho||\sigma) := \begin{cases} \text{Tr}(\rho(\ln \rho - \ln \sigma)) & \text{if } \text{supp } \rho \subset \text{supp } \sigma \\ \infty & \text{else}. \end{cases}$$

Consider a family $\{\rho^{(\theta)}\}_{\theta \in \mathbb{R}}$ of quantum states on some Hilbert space $\mathcal{H}$, parametrized by a real number $\theta$, such that $\rho^{(0)} = \rho$, and such that the function $\theta \mapsto D(\rho||\rho^{(\theta)})$ is twice
differentiable at 0. We consider the following entropic quantity of the family of \( \{\rho(\theta)\}_{\theta \in \mathbb{R}} \), called the divergence-based Fisher information \([28, 27]\):

\[
J(\{\rho(\theta)\}) := \frac{d^2}{d\theta^2} D(\rho||\rho(\theta)) \bigg|_{\theta=0}.
\]  

(2.32)

In Section 6, we define a particular family of quantum states (see Equation (2.34)) and study the divergence-based Fisher information associated to it.

We also consider the following entropic quantity, \( J(\rho) \) of a state \( \rho \), which we call the entropy variation rate (the nomenclature is justified by Theorem 4):

\[
J(\rho) := \sum_{j=1}^{2n} \frac{d^2}{d\theta^2} D(\rho||\rho_R^{(\theta)}_{R_j}) \bigg|_{\theta=0} \equiv \sum_{j=1}^{2n} J(\{\rho_R^{(\theta)}_{R_j}\}) \bigg|_{\theta=0},
\]  

(2.33)

where

\[
\rho_R^{(\theta)} := e^{i\theta R_j} \rho e^{-i\theta R_j}, \quad j \in \{1, 2, \ldots 2n\}
\]  

(2.34)

where \( R_j \) denotes the \( j^{th} \) element of the vector \( R \) given by Equation (2.9).

We use yet another entropic quantity in our analysis, namely the quantum entropy power of an \( n \)-mode state \( \rho \) (as defined in Section 2.2), which is defined as follows:

\[
E(\rho) := e^{S(\rho)/n}.
\]  

(2.35)

2.6 Quantum Dynamical Semigroups

In this section, we briefly recall the basics of quantum dynamical semigroups. \( \mathcal{L} \) is a linear operator defined on its domain \( \text{dom}(\mathcal{L}) \subset T_1(\mathcal{H}) \). The solution of (1.1), under the assumption of Markovianity, is given by a one-parameter family \( (\Lambda_t)_{t \geq 0} \) of quantum operations, i.e. linear, completely positive, trace-preserving maps on \( T_1(\mathcal{H}) \) satisfying the following properties

- \( \Lambda_0 = \text{id} \), where \( \text{id} \) denotes the identity map;
- \( \Lambda_t \Lambda_s = \Lambda_{t+s} \) — semigroup property;
- \( \lim_{t \to 0} ||\Lambda_t(\rho) - \rho||_1 = 0 \) — strong continuity.

The parameter \( t \) plays the role of time. Hence, \( \Lambda_t \) results in time evolution over the interval \([0, t]\), and is called a quantum dynamical map. Accordingly, the semigroup \( (\Lambda_t)_{t \geq 0} \) is called a quantum dynamical semigroup (QDS) or a quantum Markov semigroup. Formally, one writes \( \Lambda_t = e^{t\mathcal{L}} \), and refers to \( \mathcal{L} \) as the generator (or infinitesimal generator) of the semigroup. It is also called the Lindblad superoperator or Liouvillian. The latter name stems from the fact that it is a generalization of the superoperator arising in the Liouville-von Neumann equation, which governs the unitary time evolution of the state of a closed quantum system. The semigroup property embodies the assumptions of time-homogeneity and Markovianity,
since it implies that the time evolution is independent of its history and of the actual time. The quantum master equation can be expressed as

\[
\frac{d\Lambda_t(\rho)}{dt} = \mathcal{L} \circ \Lambda_t(\rho). \tag{2.36}
\]

Henceforth we denote \( \rho_t = \Lambda_t(\rho) \). The QDS \((\Lambda_t)_{t \geq 0}\) gives a description of the dynamics (of states) in the Schrödinger picture. In the Heisenberg picture, the dynamics (of observables) is given by the semigroup \((\Lambda^*_t)_{t \geq 0}\) of linear, completely positive, unital maps on \( \mathcal{B}(\mathcal{H}) \), satisfying the following properties:

- \( \Lambda^*_0 = \text{id} \), where \( \text{id} \) denotes the identity map;
- \( \Lambda^*_t \Lambda^*_s = \Lambda^*_{t+s} \) — semigroup property;
- \( \lim_{t \to 0} \|\Lambda^*_t(X) - X\|_\infty = 0 \) — strong continuity.

Note that \( \Lambda^*_t \) is the adjoint of \( \Lambda_t \), i.e., \( \text{Tr}(A \Lambda_t(\rho)) = \text{Tr}(\Lambda^*_t(A) \rho) \) for any \( A \in \mathcal{B}(\mathcal{H}) \), and any \( \rho \in \mathcal{D}(\mathcal{H}) \). Since \( \Lambda^*_t \) is positive and unital, it satisfies the following contractivity property: \( \|\Lambda^*_t\|_\infty \leq 1 \). The semigroup in the Schrödinger picture is also (trivially) contractive, in fact, \( \|\Lambda_t\|_1 = 1 \), since \( \Lambda_t \) is trace-preserving.

A state \( \rho \) is said to be an invariant state with respect to the semigroup if \( \Lambda_t(\rho) = \rho \), or equivalently

\[
\text{Tr}(\rho \Lambda^*_t(A)) = \text{Tr}(\rho A), \quad \forall A \in \mathcal{B}(\mathcal{H}), \ \forall t \geq 0. \tag{2.37}
\]

### 3 Quantum Diffusion Semigroup

In this paper we consider a quantum diffusion equation, which is a quantum master equation with generator \( \mathcal{L} \) given by

\[
\mathcal{L}(\cdot) := -\frac{1}{4} \sum_{j=1}^{2n} [R_j, [R_j, \cdot]], \tag{3.1}
\]

on

\[
D := \text{span}\{ |\varphi\rangle\langle\psi| : |\varphi\rangle, |\psi\rangle \in \bigcap_{j=1}^n (\text{dom}(P^2_j) \cap \text{dom}(Q^2_j)) \},
\]

with \( R_j \) being the \( j^{th} \) element of the vector \( R \) defined through Equation (2.9), and

\[
\text{dom}(Q^2_j) = \left\{ \psi \in L^2(\mathbb{R}^n) : \int_{\mathbb{R}^n} |q_j^2 \psi(q)|^2 dq < \infty \right\},
\]

\[
\text{dom}(P^2_j) = \left\{ \psi \in L^2(\mathbb{R}^n) \cap C^2(\mathbb{R}^n) : \int_{\mathbb{R}^n} |\partial^2 q \psi(q)|^2 dq < \infty \right\}. \tag{3.2}
\]

By Section 2 of [18], \( \mathcal{L} \) extends to an unbounded operator on \( \mathcal{T}_1(\mathcal{H}) \) such that, if an operator \( X \) has finite moments of order 2, then \( X \in \text{dom}(\mathcal{L}) \); this in particular is true if \( X \) is a Gaussian state.

The following theorem lists some important properties of the semigroup. Some of these were proved by König and Smith in [28].
Theorem 3. Consider the quantum diffusion semigroup \((\Lambda_t)_{t \geq 0}\) with generator \(L\) defined through Equation (3.1).

1. The semigroup is reversible (or symmetric). That is, for all \(A, B \in \text{dom}(L)\),
   \[
   \langle A, L(B) \rangle = \langle L(A), B \rangle. \tag{3.3}
   \]

2. Let the state \(\rho_t \equiv \Lambda_t(\rho)\) denote the solution of the quantum diffusion equation defined through Equations (2.36) and (3.1), when the initial state is \(\rho\). Then for each \(t \geq 0\), the characteristic function of \(\rho_t\) is given by
   \[
   \chi_{\rho_t}(z) = \chi_{\rho}(z)e^{-|z|^2t/4}, \quad \forall z \in \mathbb{Z}, \tag{3.4}
   \]
   and we have
   \[
   \equiv \rho_t \equiv \rho \ast g_{t/2} := \int_{\mathbb{Z}} dz \, g_{t/2}(z) A(z)(\rho), \tag{3.5}
   \]
   where \(g_{t/2}\) denotes the probability density function (pdf) of a Gaussian random variable on \(\mathbb{R}^{2n}\) with zero mean and variance equal to \(t/2\), i.e.
   \[
   g_{t/2}(z) = \frac{1}{(\pi t)^{n/2}} e^{-|z|^2/t}, \tag{3.6}
   \]
   and \(A(z)\) is the automorphism defined through the relation
   \[
   A(z)(\rho) := V(z)\rho V(z)^* = V(z)\rho V(-z), \tag{3.7}
   \]
   where \(V(z)\) denotes the Weyl operator given by (2.14). In particular, if \(\rho\) is a Gaussian state, then so is \(\rho_t\).

3. The semigroup does not possess an invariant state.

4. The semigroup is self-dual, i.e.,
   \[
   \langle A, \Lambda_t(B) \rangle = \langle \Lambda_t(A), B \rangle, \quad \forall A, B \in \mathcal{T}_2(\mathcal{H}). \tag{3.8}
   \]

Proof. Equation (3.3) and Equation (3.4) were given in [28]. In fact, Equation (3.3) can be directly verified by using Equation (3.1). The absence of an invariant state can be inferred from Equation (3.4) as follows: if there was an invariant state \(\rho\), then its characteristic function would satisfy \(\chi_{\rho_t} = \chi_{\rho}\) for all \(z \in \mathbb{Z}\). However, this is impossible by Equation (3.4).

The proof of Equation (3.5) is obtained as follows: Note that \(e^{-|z|^2t/4}\) is the characteristic function of a Gaussian random variable of associated pdf \(g_{t/2}\). It is well-known that if \(f\) and \(g\) are two pdfs, then the characteristic function of their convolution \(f \ast g\) is equal to the product of their characteristic functions:
   \[
   \chi_{f \ast g}(z) = \chi_f(z)\chi_g(z).
   \]
This property also holds when one of the pdfs is replaced by a quantum state and the standard definition of convolution is replaced by the one of quantum convolution (given by
Equation (3.5), as shown by Werner (46) (see also (29)) in his generalization of harmonic analysis to the quantum framework. Hence, (3.4) allows us to express the state \( \rho_t \) as a quantum convolution of the initial state \( \rho \) and the pdf \( g_{t/2} \), as given by Equation (3.5).

The proof of self-duality, Equation (3.8), is as follows: the operator \( \Lambda_t (B) \) is given by the right hand side of Equation (3.5) with \( \rho \) replaced by \( B \). Hence,

\[
\text{Tr} \left( A^* \Lambda_t (B) \right) = \text{Tr} \left( A^* \int \! dz g_{t/2}(z) V(z) B V(-z) \right)
\]

\[
= \text{Tr} \left( A^* \int \! dz g_{t/2}(z) V(-z) B V(z) \right)
\]

\[
= \text{Tr} \left( \int \! dz g_{t/2}(z) V(z) A^* V(-z) B \right)
\]

\[
= \text{Tr} \left( \left( \int \! dz g_{t/2}(z) V(z) A \right)^* B \right)
\]

\[
= \text{Tr} \left( (\Lambda_t (A))^* B \right) \tag{3.9}
\]

where we have used the symmetry of the Gaussian pdf, the cyclicity of the trace, the fact that \( V(z)^* = V(-z) \), and Equation (3.5) with \( \rho \) replaced by \( A \).

Remark: Equation (3.5) establishes a direct analogy with the classical heat semigroup \( f * g_{2t} \) on \( \mathbb{R}^n \), which is the solution of the heat equation:

\[
\partial_t f = \Delta f. \tag{3.10}
\]

We define the following quantity associated to our QDS:

\[
\mathcal{E}(\rho) := - \text{Tr} \left( \rho \mathcal{L}(\rho) \right), \quad \rho \in \text{dom} (\mathcal{L}). \tag{3.11}
\]

It is called the Dirichlet form (see e.g. [9]) and uniquely characterizes the QDS. Analogously, the Dirichlet form characterizing the semigroup associated with the classical heat equation, Equation (3.10), in the case in which \( f \) is a smooth function on \( \mathbb{R}^n \), for which \( f \nabla f \) vanishes at infinity, is given by

\[
\mathcal{E}_{cl}(f) := - \int_{\mathbb{R}^n} f(x) \Delta f(x) dx
\]

\[
= \| \nabla f \|_2^2 \tag{3.12}
\]

where the last line follows by a simple integration by parts.

We employ the following quantum version of de Bruijn’s identity (Theorem 7.3 of [27]) in our proof.

**Theorem 4** (Quantum de Bruijn’s identity). Let \( \rho \) be a centered, \( n \)-mode Gaussian state. Then

\[
\frac{d}{dt} S(\rho_t) = \frac{1}{4} J(\rho_t), \tag{3.13}
\]

where \( \rho_t = \rho * g_{t/2} \) for all \( t \geq 0 \).
3.1 Nash inequality, log-Sobolev inequality and contractivity properties

The classical Nash inequality was introduced by Nash [33] to obtain regularity properties on the solutions of parabolic partial differential equations. In the Euclidean space $\mathbb{R}^n$, it can be stated as follows [2]: there exists a constant $c_n > 0$ (depending only on $n$), such that for any real-valued, smooth function $f$ vanishing at infinity,

$$
\|f\|_2^{1+n/2} \leq c_n \|f\|_1 \|\nabla f\|_2^{n/2}.
$$

(3.14)

The optimal constant $c_n$ was later evaluated by Carlen and Loss [6]. A similar inequality holds for complex-valued functions, with a modified constant. Nash inequality implies ultracontractivity of the heat semigroup associated with Equation (3.10), which means that it maps $L^1(\mathbb{R}^n)$ to $L^\infty(\mathbb{R}^n)$ with

$$
\|\Lambda_t\|_{L^1 \to L^\infty} \leq a_n(t) := \left(\frac{1}{\pi e t}\right)^{n/2},
$$

(3.15)

where $\Lambda_t(f) = f * g_{2t}$. The above inequalities may be stated in the general framework of symmetric Markov semigroups, where it is a simple and powerful tool to study regularity properties of the underlying semigroup.

The inequality (3.14) can be expressed in terms of the Dirichlet form, $E_{cl}(f)$, of the classical heat equation as follows:

$$
\|f\|_2^{2+4/n} \leq c_n^{4/n} \|f\|_1^{4/n} E_{cl}(f).
$$

(3.16)

The log-Sobolev inequality was first introduced by Gross, with applications to quantum field theory. He stated it as follows [15]: let $\mu$ denote the standard Gaussian measure on $\mathbb{R}^n$, i.e.,

$$
d\mu(x) := g(x)dx := \frac{1}{(2\pi)^{n/2}} e^{-|x|^2/2} dx, \quad x \in \mathbb{R}^n
$$

where $dx$ denotes the Lebesgue measure on $\mathbb{R}^n$. Then the log-Sobolev inequality is given by

$$
\int_{\mathbb{R}^n} |f(x)|^2 \ln |f(x)| d\mu(x) - \|f\|_{2,\mu} \ln \|f\|_{2,\mu} \leq \int_{\mathbb{R}^n} |\nabla f(x)|^2 d\mu(x),
$$

(3.17)

where we use the notation $\|f\|_{p,\mu} := \left(\int |f(x)|^p d\mu(x)\right)^{1/p}$.

In [14] Gross showed that Equation (3.17) is equivalent to hypercontractivity of the Ornstein-Uhlenbeck semigroup $(\Lambda_t^{OU})_{t \geq 0}$, the generator of which is given by

$$
\partial_t f(x,t) = \mathcal{L}_t^{OU}(f)(x,t) := \Delta f(x,t) + x.\nabla f(x,t), \quad x \in \mathbb{R}^n, \quad t \geq 0.
$$

(3.18)

Hypercontractivity denotes the following property:

$$
\|\Lambda_t^{OU}\|_{L^p(\mu) \to L^q(\mu)} \leq 1 \quad \forall p, q \in \mathbb{N} \quad \text{such that} \quad t \geq \frac{1}{2} \ln \left(\frac{q-1}{p-1}\right).
$$

(3.19)
4 Main Results

In this paper, we prove that the quantum diffusion semigroup, whose generator is given by Equation (3.1), satisfies a Nash inequality. We also derive a log-Sobolev inequality in a form analogous to the ones given e.g. in \[7, 42\]. In the following we denote \(\rho_t = \Lambda_t(\rho)\), where \(\Lambda_t\) is the quantum diffusion semigroup.

**Theorem 5 (A non-commutative Nash inequality).** If \(\rho\) is a Schwartz state of positive Wigner function, then \(\rho \in \text{dom}(\mathcal{L})\) and the following non-commutative Nash inequality holds: there exists a positive constant \(C_n\) (depending only on \(n\)) such that

\[
\|\rho\|_2^{2+2/n} \leq C_n\mathcal{E}(\rho),
\]

where \(\mathcal{E}\) is the Dirichlet form associated to the quantum diffusion semigroup (see Equation (3.11)).

**Theorem 6 (Non-commutative ultracontractivity).** If \(\rho\) is a Schwartz state of positive Wigner function, then there exists a positive constant \(\kappa_n\), such that for any \(t > 0\)

\[
\|\rho_t\|_\infty \leq \|\rho_t\|_2 \leq \kappa_n t^{-n/2}.
\]

Hence, for any such initial state \(\rho\) evolving under the action of the semigroup \((\Lambda_t)_{t \geq 0}\), the following bounds give the rate of decay of its purity and the rate of increase of its von Neumann entropy, respectively:

\[
\text{Tr} \rho_t^2 \equiv \|\rho_t\|_2^2 \leq \kappa_n^2 t^{-n};
\]

\[
S(\rho_t) \geq \frac{n}{2} \ln \left(\kappa_n^{-2/n} t\right).
\]

The proofs of Theorem 5 and Theorem 6 are given in Section 5

**Theorem 7 (A non-commutative log-Sobolev inequality).** For any invertible, centered, \(n\)-mode Gaussian state \(\rho\),

\[
\text{Tr}(\rho \ln \rho) + n \leq \frac{J(\rho)}{2e},
\]

where \(J(\rho)\) is the entropy variation rate defined through Equation (2.33).

**Remark:** To see why Equation (4.5) can be viewed as a non-commutative log-Sobolev inequality, let us first rewrite it as follows:

\[
J(\rho) \geq e(2n - 2S(\rho)).
\]

In the classical case, Toscani proved the following inequality for any smooth function \(f\) on \(\mathbb{R}^n\) which vanishes at infinity (cf. eq.(24) of \[42\]): for any \(\sigma > 0\):

\[
\sigma J_{cl}(f)/2 \geq n - H(f) + n/2 \ln(2\pi\sigma),
\]

These inequalities are known to be equivalent to the log-Sobolev inequality for the classical Ornstein-Uhlenbeck semigroup in its usual form given in \[15\].
where
\[
J_{cl}(f) := \int_{\mathbb{R}^n} \frac{\left| \nabla f(x) \right|^2}{f(x)} \, dx
\]  
(4.8)
is the classical Fisher information, and \( H(f) := -\int_{\mathbb{R}^n} f(x) \ln f(x) \, dx \) is the Shannon differential entropy. Let us choose \( \sigma = 1 \) and \( f = gh^2 \), where \( g \) denotes the probability density function of a standard normal distribution on \( \mathbb{R}^n \), and \( h \) is a function for which \( \int_{\mathbb{R}^n} |h(x)|^2 g(x) \, dx = 1 \). Then on evaluating the expressions for \( J_{cl}(f) \) and \( H(f) \) and substituting them in Equation (4.7), the latter reduces to the standard log-Sobolev inequality of Gross, given by Equation (3.17). For the choice \( \sigma = 1/(2\pi e) \), Equation (4.7) reduces to
\[
J_{cl}(f)/\pi \geq e(2n - 2H(f)),
\]  
(4.9)which is completely analogous to Equation (4.6). This analogy between our inequality, as given by Equation (4.6), and Equation (4.7) is what leads us to refer to Equation (4.6) as a non-commutative log-Sobolev inequality.

Theorem 7 follows directly from the following quantum analogue of the classical isoperimetric inequality for entropies:

**Theorem 8** (Isoperimetric inequality for the quantum entropy). For any centered, \( n \)-mode Gaussian state \( \rho \),
\[
J(\rho)E(\rho) \geq 2en,
\]  
(4.10)where \( E(\rho) \) is the entropy power of the state \( \rho \), defined through Equation (2.35).

In order to prove Theorem 8, we first prove the following intermediate result, which might be of independent interest:

**Theorem 9** (Quantum Blachman-Stam inequality). For any \( \alpha, \beta > 0 \), \( t > 0 \), for any state \( \rho \) such that \( \theta \mapsto D(\rho||\rho_{R_j}^{(\theta)}) \) is twice differentiable at 0 for all \( j = 1, \ldots, 2n \), we have
\[
(\alpha + \beta)^2 J(\rho_t) \leq \alpha^2 J(\rho) + \frac{4n\beta^2}{t},
\]  
(4.11)where \( \rho_t = \Lambda_t(\rho) \), with \( (\Lambda_t)_{t \geq 0} \) being the quantum diffusion semigroup.

The above theorem leads to a result about the concavity of the entropy power with respect to time \( t \), which is given as follows.

**Theorem 10** (Concavity of the quantum entropy power). For any centered, invertible \( n \)-mode Gaussian state \( \rho \), the entropy power \( E(\rho_t) \) defined through Equation (2.35) is twice differentiable as a function of time \( t \), and for all \( t \geq 0 \):
\[
\frac{d^2}{dt^2} E(\rho_t) \leq 0.
\]  
(4.12)

The last two theorems are proved in Section 6, whereas the proof of Theorem 7 is given in Section 7.

---

The nomenclature comes from the fact that Equation (4.10) is analogous to the classical isoperimetric inequality \( J_{cl}(f)E(f) \geq 2\pi en \), where \( E(f) = e^{2H(f)/n} \).
5 Proofs of Theorem 5 and Theorem 6

Proof. [Theorem 5] We prove that Equation (4.1) is satisfied for any Schwartz state \( \rho \) with positive Wigner function. For such states \( \mathcal{L}(\rho) \) is well-defined and trace class (see e.g. Propositions 3.14 and 3.15 of [26]), and using the non-commutative Parseval relation, Theorem 1, we can write the Dirichlet form (defined in Equation (3.11)) as follows:

\[
\mathcal{E}(\rho) := -\text{Tr}(\rho \mathcal{L}(\rho)) = -(2\pi)^{-n} \int_{Z} \chi_{\rho}(z) \chi_{\mathcal{L}(\rho)}(z) dz
\]  

(5.1)

Now, using Equation (2.15), we find that \( \chi_{\mathcal{L}(\rho)}(z) = -\frac{1}{4} |z|^2 \chi_{\rho}(z) \). Substituting this into the right hand side of Equation (5.1), we get,

\[
\mathcal{E}(\rho) = \frac{1}{4} (2\pi)^{-n} \int_{Z} |z|^2 |\chi_{\rho}(z)|^2 dz
\]  

(5.2)

Now \( z \mapsto \chi_{\rho}(z) \) is a Schwartz function, and therefore its inverse Fourier transform is also a Schwartz function. Let us denote by \( \mathcal{F}_f \) the Fourier transform of an integrable function \( f \) on \( \mathbb{R}^{2n} \):

\[
\mathcal{F}_f(z) := (2\pi)^{-n} \int_{\mathbb{R}^{2n}} f(x) e^{i(x,z)} dx.
\]  

(5.3)

We make use of the following facts. Firstly, the Fourier transform satisfies the following useful identity

\[
\mathcal{F}_{x \mapsto \partial_{x_j} f(x)}(z) = -iz_j \mathcal{F}_f(z),
\]  

(5.4)

for any integrable, continuously differentiable function \( f \), which has an integrable partial derivative \( \partial_{x_j} f \), where \( z_j \) denotes the \( j^{th} \) component of the vector \( z \in Z \). Secondly, for any square integrable function \( h \) on \( \mathbb{R}^{2n} \), we have that

\[
\| \mathcal{F}_h \|_2 = \| h \|_2,
\]  

(5.5)

which is the classical Plancherel identity. We also employ the well-known polarization identity:

\[
\int_{\mathbb{R}^{2n}} \overline{g(x)} h(x) dx = \frac{1}{4} (\| g + h \|_2^2 - \| g - h \|_2^2 + i \| g + ih \|_2^2 - i \| g - ih \|_2^2),
\]  

(5.6)

for any two square integrable functions \( g \) and \( h \), and the fact that the characteristic function
\(\chi_\rho\) is equal to \(F_{f_\rho}\), where \(f_\rho\) denotes the Wigner function of \(\rho\) and is a Schwartz function.

\[
\mathcal{E}(\rho) = \frac{1}{4} (2\pi)^{-n} \int_Z \chi_\rho(z)(|z|^2 \chi_\rho(z)) \, dz \\
= - \sum_{i=1}^{2n} \frac{1}{4} (2\pi)^{-n} \int_Z \overline{F_{f_\rho}(z)} (-iz_i)^2 F_{f_\rho}(z) \, dz \\
= - \sum_{i=1}^{2n} \frac{1}{4} (2\pi)^{-n} \int_Z F_{f_\rho}(z) F_{x \rightarrow \partial^2 x_i} f_\rho(x) \, dz \\
= - \frac{1}{4} \sum_{i=1}^{2n} (2\pi)^{-n} \int_Z f_\rho(x) \partial^2 x_i f_\rho(x) \, dx \\
= - (2\pi)^{-n} \int Z f_\rho(x) \frac{1}{4} \Delta f_\rho(x) \, dx \\
= \frac{1}{4} \mathcal{E}_{cl}(f_\rho),
\]

where \(\mathcal{E}_{cl}(\cdot)\) is the Dirichlet form of the classical heat semigroup and is given by Equation (5.12). In the above, we have used the notation \(\partial^2 x_i f(x) = \partial^2 f(x) / \partial x_i^2\); the third line follows from two uses of Equation (5.4) and the fourth line follows from Equation (5.5) and Equation (5.6).

Moreover, by the non-commutative Parseval relation, Theorem 4 and Equation (5.5), we have

\[
\|\rho\|_2^2 = \text{Tr}(\rho^2) = (2\pi)^{-n} \int_Z |\chi_\rho(z)|^2 \, dz = (2\pi)^{-n} \|\chi_\rho\|_2^2 = (2\pi)^{-n} \|f_\rho\|_2^2.
\]

Further,

\[
(2\pi)^n \|\rho\|_1 = (2\pi)^n = \|f_\rho\|_1,
\]

which follows from the fact that the Wigner function of a state (as defined through Equation (2.17)) has integral equal to \((2\pi)^n\), and the assumption that \(f_\rho\) is positive. Hence,

\[
\|\rho\|_{2+2/n}^{2+2/n} = (2\pi)^{-(n+1)} \|f_\rho\|_{2+2/n}^{2+2/n} \leq (2\pi)^{-n+1} c_{2n}^{2/n} \mathcal{E}_{cl}(f_\rho) = 8\pi c_{2n}^{2/n} \mathcal{E}(\rho),
\]

where we used the classical Nash inequality (3.16), with \(n\) replaced by \(2n\).

We now show how Theorem 5 implies Theorem 6.

**Proof.** Theorem 6 In [24] the authors proved ultracontractivity in the finite-dimensional setting starting from a non-commutative version of the Nash inequality. In order to prove an ultracontractivity result for the quantum diffusion semigroup considered in this paper, we follow the ideas of the proof in [24], which in turn closely follows the proof in the classical case studied in [13]. Let \(\rho\) be a Schwartz state with a positive Wigner function. By Theorem 3, \(\rho_t := \Lambda_t(\rho)\) is also such a state, and Theorem 5 applies. Let \(u(t) := \|\rho_t\|_2^2\); using Theorem 4 and Equation (5.4), one can verify that the function \(u\) is differentiable and \(\dot{u}(t) = -2\mathcal{E}(\rho_t)\). Theorem 5 implies that

\[
uu^{1+1/n}(t) = \|\rho_t\|_{2+2/n}^{2+2/n} \leq C_n \mathcal{E}(\rho_t) = - \frac{C_n}{2} \dot{u}(t)
\]

(5.11)
so that
\[
\frac{d}{dt} \frac{1}{u^{1/n}} \frac{nC_n}{2} = -\frac{C_n}{2} \frac{\dot{u}(t)}{u(t)^{1+1/n}} \geq 1,
\]
and by integrating both sides of the above inequality from 0 to \(t\), one gets:
\[
\frac{1}{u^{1/n}(t)} \geq \frac{2t}{nC_n} + \frac{1}{u^{1/n}(0)} \geq \frac{2t}{nC_n},
\]
so that
\[
\|\rho_t\|^2 \equiv u(t) \leq \left(\frac{nC_n}{2t}\right)^n.
\]
The above inequality implies that for any Schwartz state \(\rho\) with positive Wigner function,
\[
\|\rho_t\|_2 \leq \left(\frac{nC_n}{2t}\right)^{n/2} = \kappa_n t^{-n/2}.
\]
In particular, this implies that
\[
\|\rho_t\|_\infty \leq \|\rho_t\|_2 \leq \kappa_n t^{-n/2}.
\]
Therefore,
\[
S(\rho_t) = -\text{Tr}(\rho_t \ln \rho_t) \geq -\ln \|\rho_t\|_\infty \geq \frac{n}{2} \ln \left(\kappa_n^{-2/n} t\right).
\]

6 Proofs of Theorem 9 and Theorem 10

Our main ingredient in the proof of Theorem 7 is the concavity of the entropy power stated in Theorem 10. This concavity has a classical analogue, first proved by Costa in [8]. Later, Dembo [12, 11] simplified the proof, by an argument based on the so-called Blachman-Stam inequality [4]. More recently, Villani [44] gave a direct proof of the same inequality. Our proof of Theorem 10 can be interpreted as a quantum version of the proof in [11], and the intermediate result Theorem 9 can be seen as a quantum analogue of the Blachman-Stam inequality in the case of added Gaussian noise.

**Lemma 2.** Let \(\rho\) be an invertible Gaussian state. Then for any \(j \in \{1, 2, \ldots, 2n\}\), the function \(\theta \mapsto D(\rho||\rho_R^{(\theta)}_j)\) is twice differentiable at 0, where \(\rho_R^{(\theta)}_j\) is defined through Equation (2.34). Moreover, the operator \((\rho[R_j, [R_j, \ln \rho]])\) is trace class, and the divergence-based quantum Fisher information defined through Equation (2.32) is given by
\[
\mathcal{J}(\{\rho_R^{(\theta)}_j\}) = \text{Tr}(\rho[R_j, [R_j, \ln \rho]]).
\]
In addition, \(\frac{d}{d\theta} D(\rho||\rho_R^{(\theta)}_j)\big|_{\theta=0} = 0\).
The proof of the above lemma is given in Appendix \ref{app:proof}. It follows from it that for any Gaussian state $\rho$ satisfying the condition of Lemma \ref{lem:condition} the entropy variation rate, defined by Equation (2.33), is finite, and is given by the following expression

$$J(\rho) = -4 \text{Tr}(\mathcal{L}(\rho) \ln \rho),$$  \hspace{1cm} (6.2)$$

We are now ready to prove Theorem \ref{thm:main}. The proof we give can be seen as a quantum analogue of the proof given by Stam in \cite{stam}.

**Proof.** [Theorem \ref{thm:main}] In the following, we define a vector $z = (q_1, p_1, \ldots, q_n, p_n) \in \mathbb{Z}$ simply as $(q, p)$, and for any $a \in \mathbb{R}$ we define

$$(q, p; q_j - a) := (q_1, p_1, \ldots, q_{j-1}, p_{j-1}, q_j - a, p_j, q_{j+1}, p_{j+1}, \ldots, q_n, p_n),$$

$$(q, p; p_j - a) := (q_1, p_1, \ldots, q_{j-1}, p_{j-1}, q_j, p_j - a, q_{j+1}, p_{j+1}, \ldots, q_n, p_n).$$  \hspace{1cm} (6.3)

Then for any $a \in \mathbb{R}$ we define the following functions:

$$g_{a, t/2}^n : (q, p) \mapsto g_{t/2}(q, p; q_j - a); \quad g_{a, t/2}^n : (q, p) \mapsto g_{t/2}(q, p; p_j + a)$$

Further, accordingly denoting the Weyl operator $V(z)$ as $V(q, p)$, we have for any $\theta \in \mathbb{R}$ and $\alpha, \beta > 0$,

$$\rho_{P_j}^{(\theta_\alpha)} * g_{P_j, t/2}^{(\theta_\beta)} = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} dqdp g_{t/2}(q, p; q_j - \theta \beta) V(q, p) \rho_{P_j}^{(\theta_\alpha)} V(-q, -p)$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} dqdp g_{t/2}(q, p) A(q, p; q_j + \theta \beta) (\rho_{P_j}^{(\theta_\alpha)})$$

(6.6)

where we made a change of variable $q_j - \theta \beta \to q_j$ and denoted the conjugation $V(z)(\cdot)V(-z)$ by the automorphism $A(z)(\cdot)$ in the last line. Then using the Weyl-Segal CCR (Equation 2.12), we obtain

$$V(q, p; q_j + \theta \beta)e^{i\theta_\alpha P_j} = e^{ip \cdot \theta_\alpha / 2} V(q, p; q_j + \theta(\alpha + \beta))$$

(6.7)

Hence,

$$\rho_{P_j}^{(\theta_\alpha)} * g_{P_j, t/2}^{(\theta_\beta)} = e^{i\theta(\alpha + \beta) P_j} \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} dqdp g_{t/2}(q, p) A(q, p; q_j + \theta(\alpha + \beta))(\rho) \right) e^{-i\theta(\alpha + \beta) P_j}$$

$$= (\rho_t)^{(\theta(\alpha + \beta))}.$$  \hspace{1cm} (6.8)

This implies that

$$D(p_t \| \rho_{P_j}^{(\theta_\alpha)} * g_{P_j, t/2}^{(\theta_\beta)}) = D(p_t \| (\rho_t)^{(\theta(\alpha + \beta))}).$$

(6.9)

Similarly, we can show that

$$D(p_t \| \rho_{Q_j}^{(\theta_\alpha)} * g_{Q_j, t/2}^{(\theta_\beta)}) = D(p_t \| (\rho_t)^{(\theta(\alpha + \beta))}).$$

(6.10)
Further, using the data-processing inequality for the relative entropy, and its additivity under tensor product one can show that

\[ D(\rho_t || \rho_{R_j}^{(\theta_\alpha)} * \gamma_{R_j,t/2}^{(\theta_\beta)}) \leq D(\rho || \rho_{R_j}^{(\theta_\alpha)}) + D_{KL}(\gamma_{R_j,t/2}^{(\theta_\beta)} || \gamma_{R_j,t/2}), \tag{6.11} \]

where \( D_{KL}(f||g) \), for pdfs \( f \) and \( g \), denotes the Kullback-Leibler divergence:

\[ D_{KL}(f||g) := \int f(x) \ln \frac{f(x)}{g(x)} dx. \tag{6.12} \]

A rigorous proof of the inequality (6.11), using properties of the relative entropy of normal states of general von Neumann algebras, is given in Appendix C. From (6.11) it can be shown that

\[ (\alpha + \beta)^2 J(\rho * g_{t/2}) \leq \alpha^2 J(\rho) + \beta^2 J_{cl}(g_{t/2}), \tag{6.13} \]

where for any positive differentiable probability density function \( f \)

\[ J_{cl}(f) := \int_{\mathbb{R}^{2n}} \frac{|\nabla f|^2}{f} dz \tag{6.14} \]

denotes its (classical) Fisher information. The inequality (6.13) is also derived in Appendix C. A straightforward computation of \( J_{cl}(g_{t/2}) \) then yields the result.

We now give the proof of Theorem 10.

**Proof.** [Theorem 10] By Equation (3.13), it is suffices to prove that \( t \mapsto J(\rho_t) \) is differentiable on \([0, \infty)\) and for any \( t \geq 0 \),

\[ \frac{d}{dt} J(\rho_t) + \frac{1}{4n} J(\rho_t)^2 \leq 0 \tag{6.15} \]

Let \( \varepsilon > 0 \). By setting \( \alpha = \frac{1}{J(\rho_t)} \) and \( \beta = \frac{\varepsilon}{4n} \) in (4.11), we get

\[ \left( \frac{1}{J(\rho_t)} + \frac{\varepsilon}{4n} \right)^2 J(\rho_{t+\varepsilon}) \leq \frac{1}{J(\rho_t)} + \frac{\varepsilon}{4n} \tag{6.16} \]

which implies

\[ \frac{J(\rho_{t+\varepsilon}) - J(\rho_t)}{\varepsilon} \leq -J(\rho_t) J(\rho_{t+\varepsilon}) \frac{1}{4n}. \tag{6.17} \]

For an invertible centered Gaussian state, we know from Equation (6.2) and Theorem 2 that

\[ J(\rho_t) = -\text{Tr}(\mathcal{L}(\rho_t) \ln \rho_t) \]

\[ = -\frac{1}{4} \text{Tr} \left( \int_{\mathbb{R}^{2n}} g_{t/2}(z)V(z)\rho V(-z) \sum_{i,j,k} (\Gamma_t)_{ij} [R_k, [R_k, R_i R_j]] dz \right) \]

\[ = -\frac{1}{4} \sum_{i,j,k} (\Gamma_t)_{ij} \int_{\mathbb{R}^{2n}} g_{t/2}(z) \text{Tr}(V(z)\rho V(-z) [R_k, [R_k, R_i R_j]]) dz, \tag{6.18} \]
where we use Fubini’s theorem to interchange the trace and the integral in the last line. Here \( \Gamma_t \) is the matrix associated to the Gaussian state \( \rho_t \) defined similarly to Theorem 2. Now for any \( t_0 > 0 \), \( t \mapsto \Gamma_t \) and \( t \mapsto g_t(z) \), \( \forall z \in \mathbb{R}^{2n} \), are differentiable on \([t_0, \infty)\) and \( |\partial_t g_{t/2}(z)| \leq |\partial_t g_{t/2}(z)|_{t=t_0} \) for all \( t \geq t_0 \), with

\[
\forall i, j \in \{1, \ldots, 2n\}, \sum_k \int_{\mathbb{R}^{2n}} |\partial_t g_{t/2}(z) Tr(V(z) \rho V(-z)[R_k, [R_k, R_i R_j]])| dz \big|_{t=t_0} < \infty.
\]

(6.19)

Hence, \( t \mapsto J(\rho_t) \) is differentiable on \((0, +\infty)\). Using the above, the result follows by taking the limit \( \varepsilon \to 0^+ \) in Equation (6.17).

7 Proof of Theorem 7 and Theorem 8

The proof of Theorem 7 relies on the concavity of the quantum entropy power with respect to time, and is analogous to Toscani’s proof of the classical log-Sobolev inequality in the form given by Equation (4.7).

**Proof.**[Theorem 7 and Theorem 8] We know by de Bruijn’s identity (Theorem 4) that for any invertible, centered Gaussian state \( \rho \) evolving under the action of the quantum diffusion semigroup,

\[
\frac{d}{ds} E(\rho_s) = \frac{1}{4n} J(\rho_s) E(\rho_s).
\]

(7.1)

Moreover by the concavity of the entropy power (Theorem 10),

\[
\frac{d}{ds} E(\rho_s) \bigg|_{s=0} \geq \frac{E(\rho_t) - E(\rho)}{t}, \quad \forall t > 0.
\]

(7.2)

However, by Corollary III.4 of [28], \( E(\rho_t) = et/2 + O(1) \). Combining these facts, we get the following inequality:

\[
J(\rho) \geq e^{-\frac{1}{n} S(\rho)} 2e n,
\]

(7.3)

which is the statement of Theorem 8. Now use the inequality \( e^{-x} \geq 1 - x \) for every \( x \) to deduce that

\[
\text{Tr}(\rho \ln \rho) + n \leq \frac{J(\rho)}{2e}
\]

(7.4)

This equation is analogous to the classical Fisher-information log-Sobolev inequality (see Equation 24 in [42]), which was proven to be equivalent to the Gaussian log-Sobolev inequality for the Ornstein-Uhlenbeck Markov semigroup ([7], see also [45]).

**Remark**

Theorems 8 to 10 were independently and concurrently obtained by Huber, König and Vershynina in [21].
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A Proof of Lemma 2

Proof. Recall that any Gaussian state (not necessarily centered) can be obtained from a centered Gaussian state via a similarity transformation involving the Weyl operators (cf. Equation (2.26)). Hence, by invariance of the relative entropy under unitary operations, functional calculus, Equation (2.15) and Equation (2.12), we can reduce the proof to that of the case of centered Gaussian states. Suppose then that $\rho$ is a centered, invertible Gaussian state. Hence, by Theorem 2:

$$\begin{align*}
\text{Tr}(&\rho \ln \rho^{(\theta)}_{R_j}) = \text{Tr} \left( \rho |e^{iR_j \theta} (\ln(C) - R^T \Gamma R)e^{-iR_j \theta} | \right) \\
&\leq |\ln C| + \text{Tr}(\rho |R^T \Gamma R|) \\
&\leq |\ln C| + \sum_{k,l=1}^{2n} |\Gamma_{kl}| \text{Tr}(\rho |R_k R_l|) \\
&\leq |\ln C| + \sum_{k,l=1}^{2n} |\Gamma_{kl}| \text{Tr}(\rho R_k^2 R_l) < \infty.
\end{align*}$$

(A.1)

The last line follows from the Cauchy-Schwarz inequality and the fact that a Gaussian state has finite moments of each order, as its characteristic function is smooth, so that

$$\forall k, l \in [1, 2n], \quad \text{Tr}(\rho^{1/2} \rho^{1/2}|R_k R_l|) \leq \text{Tr}(\rho) \text{Tr}(|R_k R_l|^2 \rho) = \text{Tr}(R_l R_k^2 R_l \rho) < \infty. \quad \text{(A.2)}$$

Hence, the quantity $\text{Tr}(\rho \ln \rho^{(\theta)}_{R_j})$ is well-defined for any $\theta$. Now, for any $\theta, \varepsilon > 0$,

$$\begin{align*}
\frac{1}{\varepsilon} \left[ D(\rho || \rho_{R_j}^{(\theta+\varepsilon)}) - D(\rho || \rho_{R_j}^{(\theta)}) \right] &= \frac{1}{\varepsilon} \left[ \text{Tr}(\rho \ln \rho^{(\theta)}_{R_j}) - \text{Tr}(\rho \ln \rho^{(\theta+\varepsilon)}_{R_j}) \right] \\
&= \frac{1}{\varepsilon} \left\{ \text{Tr} \rho e^{i\theta R_j} (I - e^{i\varepsilon R_j}) \ln \rho e^{-i(\theta+\varepsilon)R_j} \\
&+ \text{Tr} \rho e^{i\theta R_j} \ln \rho e^{-i\theta R_j} (I - e^{-i\varepsilon R_j}) \right\} \\
&= \frac{1}{\varepsilon} \sum_{k,l} \Gamma_{kl} \left\{ \text{Tr} R_k R_l e^{-i(\theta+\varepsilon)R_j} \rho e^{-i\varepsilon R_j} (e^{i\varepsilon R_j} - I) \\
+ \text{Tr} e^{-i\theta R_j} e^{i\varepsilon R_j} R_k R_l (e^{-i\varepsilon R_j} - I) \right\}.
\end{align*}$$

(A.3)
where we used Equation (2.27) in the last line above. Now, $e^{-i\theta R_j} \rho e^{i\theta R_j}$ is also a Gaussian state (cf. Equation (2.26)), and hence the operator $A := e^{-i\theta R_j} \rho e^{i\theta R_j} R_k R_l$ is trace-class for each $k, l \in \{1, \ldots, 2n\}$. Moreover, as $e^{-i\theta R_j} \rho e^{i\theta R_j}$ is Gaussian, $\text{Tr}(|A| R_j^2) < \infty$ (use e.g. polar decomposition of $A$). Hence, up to a decomposition of $A$ into its positive and negative parts, and normalizing each of these parts, one finds, by use of Lemma 1 and the Cauchy-Schwarz inequality, that

\[
\frac{1}{\varepsilon} \text{Tr} e^{-i\theta R_j} \rho e^{i\theta R_j} R_k R_l (e^{-i\varepsilon R_j} - I) \rightarrow -i \frac{\varepsilon}{\varepsilon - 0} \text{Tr} e^{-i\theta R_j} \rho e^{i\theta R_j} R_k R_l R_j
\] (A.6)

Let us now focus on Equation (A.4). We can merge the exponentials depending on $\varepsilon$ in the following way: first we observe by Equation (2.14) that $e^{-i\varepsilon R_j}$ is equal to $V(z_j^\varepsilon)$, where $z_j^\varepsilon$ is the $2n$ dimensional vector with entries

\[
(z_j^\varepsilon)_r := \begin{cases} -\varepsilon & \text{if } r = j - 1, \quad j \text{ even,} \\ +\varepsilon & \text{if } r = j + 1, \quad j \text{ odd,} \\ 0 & \text{otherwise.} \end{cases} (A.7)
\]

Suppose for example that $j$ is even. Then

\[
R_k R_l e^{-i\varepsilon R_j} = R_k R_l V(z_j^\varepsilon)
\]

\[
= V(z_j^\varepsilon) V(z_j^{\varepsilon}) R_k V(z_j^\varepsilon) V(z_j^0) R_l V(z_j^\varepsilon)
\]

\[
= V(z_j^\varepsilon) (\varepsilon \delta_{j-1,k} I + R_k) (\varepsilon \delta_{j-1,l} I + R_l),
\]

where we used Equation (2.15) in the last line. Hence, substituting this into Equation (A.4),

\[
\text{Tr}(R_k R_l e^{-i(\theta + \varepsilon) R_j} \rho e^{i\theta R_j} (e^{i\varepsilon R_j} - I)) = \delta_{j-1,k} \delta_{j-1,l} \varepsilon^2 \varepsilon \delta_{j-1,l} \varepsilon \delta_{j-1,k} \text{Tr}(e^{-i\theta R_j} \rho e^{i\theta R_j} (I - e^{-i\varepsilon R_j}))
\]

\[
+ \varepsilon \delta_{j-1,l} \text{Tr}(R_k e^{-i\theta R_j} \rho e^{i\theta R_j} (I - e^{-i\varepsilon R_j}))
\]

\[
+ \varepsilon \delta_{j-1,k} \text{Tr}(R_l e^{-i\theta R_j} \rho e^{i\theta R_j} (I - e^{-i\varepsilon R_j}))
\]

\[
+ \text{Tr}(R_k R_l e^{-i\theta R_j} \rho e^{i\theta R_j} (I - e^{-i\varepsilon R_j})).
\] (A.9)

Then, by arguments very similar to the ones used to prove Equation (A.6), we find that

\[
\frac{1}{\varepsilon} \text{Tr} \left( R_k R_l e^{-i(\theta + \varepsilon) R_j} \rho e^{i\theta R_j} (e^{i\varepsilon R_j} - I) \right) \rightarrow i \frac{\varepsilon}{\varepsilon - 0} \text{Tr}(R_k R_l e^{-i\theta R_j} \rho e^{i\theta R_j} R_j).
\] (A.10)

One easily shows that the result is the same for $j$ odd. Finally using Equation (A.6) and Equation (A.10) into Equation (A.3), we obtain

\[
\frac{1}{\varepsilon} \left[ D(\rho || \rho_{R_j}^{(\theta + \varepsilon)}) - D(\rho || \rho_{R_j}^{(\theta)}) \right] \rightarrow -i \frac{\varepsilon}{\varepsilon - 0} \text{Tr}(e^{-i\theta R_j} \rho e^{i\theta R_j} [R_j, \ln \rho])
\] (A.11)

By similar arguments, we can show that:

\[
\frac{d^2}{d\theta^2} D(\rho || \rho_{R_j}^{(\theta)})|_{\theta = 0} = \lim_{\theta \rightarrow 0} -i \frac{\varepsilon}{\varepsilon - 0} \text{Tr}((e^{-i\theta R_j} \rho e^{i\theta R_j} - \rho)[R_j, \ln \rho]) = \text{Tr}([R_j, [R_j, \ln \rho]]).
\] (A.12)
Indeed,
\[
\frac{d^2}{d\theta^2} D(\rho||\rho_R^{(\theta)})_{\theta=0} = \lim_{\theta \to 0} \frac{1}{\theta} \frac{d}{d\varepsilon} D(\rho||\rho_R^{(\theta+\varepsilon)}) - \frac{d}{d\varepsilon} D(\rho||\rho_R^{(\varepsilon)})_{\varepsilon=0} = \lim_{\theta \to 0} -\frac{i}{\theta} \text{Tr}(\rho R_j e^{i\theta R_j} - \rho) [R_j, \ln \rho].
\] (A.13)

Now, for any \(\theta > 0\),
\[
e^{-i\theta R_j} \rho e^{i\theta R_j} - \rho = (e^{-i\theta R_j} - I) \rho e^{i\theta R_j} + \rho(e^{i\theta R_j} - I)
\] (A.14)
so that
\[
(e^{-i\theta R_j} \rho e^{i\theta R_j} - \rho)[R_j, \ln \rho] = (e^{-i\theta R_j} - I) \rho e^{i\theta R_j} [R_j, \ln \rho] + \rho(e^{i\theta R_j} - I)[R_j, \ln \rho].
\] (A.15)

Let us focus on the second term of the right hand side first:
\[
[R_j, \ln \rho] \rho = -\sum_{k,l=1}^{2n} \Gamma_{kl} [R_j, R_k R_l] \rho
\] (A.16)
is trace class, and \(\text{Tr}([R_j, \ln \rho] \rho | R_j^2) < \infty\), since \(\rho\) is Gaussian. Indeed, by polar decomposition:
\[
\text{Tr}([R_j, \ln \rho] \rho | R_j^2) \leq \sum_{k,l=1}^{2n} |\Gamma_{kl}| \text{Tr}([R_j, R_k R_l] \rho | R_j^2)
\]
\[
= \sum_{k,l=1}^{2n} |\Gamma_{kl}| \text{Tr}([R_j, R_k R_l] \rho U R_j^2) < \infty,
\] (A.17)
which follows from use of the Cauchy-Schwarz inequality. Hence, by Lemma [1] and the Cauchy-Schwarz inequality,
\[
-\frac{i}{\theta} \text{Tr}(\rho(e^{i\theta R_j} - I)[R_j, \ln \rho]) \to \text{Tr}(\rho R_j [R_j, \ln \rho]).
\] (A.18)

Let us now focus on the first term of the right hand side of Equation (A.15):
\[
e^{i\theta R_j} [R_j, \ln \rho] = -\sum_{k,l=1}^{2n} e^{i\theta R_j} \Gamma_{kl} [R_j, R_k R_l]
\]
\[
= -\sum_{k,l=1}^{2n} e^{i\theta R_j} \Gamma_{kl} (R_j R_k R_l - R_k R_l R_j)
\]
\[
= -\sum_{k,l=1}^{2n} \Gamma_{kl} V(z_j e^{\theta})(R_j R_k R_l - R_k R_l R_j).
\] (A.19)

However, for \(j\) even, recall that
\[
V(z_j e^{\theta}) R_k R_l = V(z_j e^{\theta}) R_k V(z_j e^{\theta}) R_l V(z_j e^{\theta}) V(z_j e^{\theta})
\]
\[
= (\theta \delta_{j-1,k+R_k})(\theta \delta_{j-1,l+R_l}) V(z_j e^{\theta}),
\] (A.20)
where we used Equation (A.8) in the last line. Replacing in Equation (A.19), we get

\[
e^{i\theta R_j}[R_j, \ln \rho] = -\sum_{k,l=1}^{2n} \Gamma_{kl} R_j (\theta \delta_{j-1,k} I + R_k)(\theta \delta_{j-1,l} I + R_l) V(z_j^{-\theta})
\]

\[
+ \sum_{k,l=1}^{2n} \Gamma_{kl} (\theta \delta_{j-1,k} I + R_k)(\theta \delta_{j-1,l} I + R_l) R_j V(z_j^{-\theta}) \tag{A.21}
\]

Replacing in the first term of the right hand side of Equation (A.15), we then get, by an argument similar to the one leading to Equation (A.10), that:

\[
-\frac{i}{\theta} \text{Tr}((e^{-i\theta R_j} - I) \rho e^{i\theta R_j}[R_j, \ln \rho]) \xrightarrow{\theta \to 0} - \text{Tr}(\rho [R_j, \ln \rho] R_j). \tag{A.22}
\]

The same calculation can be carried without difficulty for \(j\) odd. Regrouping Equation (A.18) and Equation (A.22), we finally obtain

\[
\frac{d^2}{d\theta^2} \bigg|_{\theta=0} D(\rho || \rho^\theta_{R_j}) = \text{Tr}(\rho [R_j, [R_j, \ln \rho]]) \tag{A.23}
\]

\[\square\]

### B. Araki’s generalized relative entropy

In this section, we review the relative entropy introduced by Araki in [1] in the general context of normal states on von Neumann algebras. This relative entropy reduces to the classical Kullback-Leibler divergence in the case of equivalent probability measures, and to Umegaki’s quantum relative entropy [43] in the case of states defined through density operators \(\rho, \sigma\) defined on a fixed separable Hilbert space, where \(\text{supp} \rho \subset \text{supp} \sigma\). We heavily used the Section 5 of [22] to write up this section, but also invite the interested reader to have a look at [39, 40] for further details.

#### B.1 Basic definitions and modular structure

We start by recalling that a (concrete) von Neumann algebra \(\mathfrak{B}\) on a Hilbert \(H\) is a self-adjoint, weakly closed subalgebra of the algebra \(B(H)\) of bounded operators on \(H\), which contains the identity operator \(I\). Let \(\mathfrak{B}\) and \(\mathfrak{W}\) be two von Neumann algebras, then a unital map \(\Phi : \mathfrak{B} \to \mathfrak{W}\) is called a Schwarz map if for any \(A \in \mathfrak{B}\),

\[
\Phi(A^* A) \geq \Phi(A)^* \Phi(A) \tag{B.1}
\]

A functional \(\omega\) on a von Neumann algebra \(\mathfrak{B}\) is said to be normal if for any increasing net \(\{A_\alpha\}\) of positive operators in \(\mathfrak{B}\), \(\omega(l. u. b. A_\alpha) = l. u. b. \omega(A_\alpha)\), where \(l. u. b.\) stands for the least upper bound of a net. Normal functionals form a subspace of the space of functionals \(\mathfrak{B}^*\) on \(\mathfrak{B}\), called the predual of \(\mathfrak{B}\), and denoted by \(\mathfrak{B}^*_\),. The subset of positive normal functionals is denoted by \(\mathfrak{B}^*_+\). A state on a von Neumann algebra \(\mathfrak{B}\) is a positive linear functional \(\omega : \mathfrak{B} \to \mathbb{C}\) such that \(\omega(I) = 1\), where \(I\) is the identity operator on \(\mathfrak{B}\). A normal state \(\omega\) is
characterized by the existence of a density operator $\rho$, i.e. a non-negative trace-class operator $\rho$ on $H$ with $\text{Tr}(\rho) = 1$, such that

$$\omega(A) = \text{Tr}(\rho A), \quad A \in \mathfrak{A} \tag{B.2}$$

A normal state is said to be \textit{faithful} if for any positive element $A \in \mathfrak{A}$, $\omega(A) = 0$ implies that $A = 0$. A von Neumann algebra \textit{in standard form} is a quadruple $(\mathfrak{A}, H, J, H^+)$ where $H$ is a Hilbert space, $\mathfrak{A} \subset \mathcal{B}(H)$ is a von Neumann algebra, $J$ is an anti-unitary involution on $H$ and $H^+$ is a cone in $H$ such that:

(i) $H^+$ is self-dual, i.e. $H^+ = \{ x \in H | \langle y, x \rangle \geq 0 \ \forall y \in H^+ \}$,
(ii) $J\mathfrak{A}J = \mathfrak{A}'$, 
(iii) $JAJ = A^*$ for $A \in \mathfrak{A} \cap \mathfrak{A}'$, 
(iv) $Jx = x$ for $x \in H^+$, 
(v) $AJH^+ \subset H^+$ for $A \in \mathfrak{A}$,

where in (ii), $\mathfrak{A}'$ denotes the commutant of $\mathfrak{A}$ in $\mathcal{B}(H)$. A quadruple $(\pi, H, J, H^+)$ is a \textit{standard representation} of the von Neumann algebra $\mathfrak{A}$ if $\pi : \mathfrak{A} \to \mathcal{B}(H)$ is a faithful representation and $(\pi(\mathfrak{A}), H, J, H^+)$ is in standard form. It is a celebrated result in operator algebras that a standard representation always exists, which means that any von Neumann algebra can be seen as a standard von Neumann algebra acting on a Hilbert space $H$, up to some isomorphism $\pi$. Moreover, if $(\pi_1, H_1, J_1, H_1^+)$ and $(\pi_2, H_2, J_2, H_2^+)$ are two standard representations of $\mathfrak{A}$, then there exists a unique unitary operator $U : H_1 \to H_2$ such that $U\pi_1(A)U^* = \pi_2(A)$ for all $A \in \mathfrak{A}$, $UJ_1U^* = J_2$, and $UH_1^+ = H_2^+$. The following basic theorem of operator algebra is useful to define the relative entropy.

\textbf{Theorem 11.} Let $\mathfrak{A}$ be a von Neumann algebra in standard form. For any positive normal functional $\omega$ on $\mathfrak{A}$, there exists a unique $\Omega_\omega \in H^+$ such that

$$\omega(A) = \langle \Omega_\omega, A\Omega_\omega \rangle \tag{B.3}$$

for all $A \in \mathfrak{A}$. The map $\mathfrak{A}^+ \ni \omega \mapsto \Omega_\omega \in H^+$ is a bijection and

$$\| \Omega_\omega - \Omega_\nu \| \leq \| \omega - \nu \| \leq \| \Omega_\omega - \Omega_\nu \| \| \Omega_\omega + \Omega_\nu \|, \tag{B.4}$$

where

$$\| \omega \| := \sup_{A \in \mathfrak{A}, \| A \| = 1} |\omega(A)|. \tag{B.5}$$

We now recall the definition of Araki’s relative modular operator [1]. For $\nu, \omega \in \mathfrak{A}^+$, define $S_{\nu|\omega}$ on the domain $\mathfrak{A}\Omega_\omega + (\mathfrak{A}\Omega_\omega)^\perp$ by

$$S_{\nu|\omega}(A\Omega_\omega + \Theta) = P_\omega A^*\Omega_\nu, \tag{B.6}$$

for all $A \in \mathfrak{A}$, $\Theta \in (\mathfrak{A}\Omega_\omega)^\perp$, and where $P_\omega$ is the support of $\omega$, namely the projection defined by

$$P_\omega := \inf\{ P \in \mathfrak{A} | P \text{ is a projection and } \omega(I - P) = 0 \} \tag{B.7}$$
\( S_{\nu|\omega} \) is a densely defined anti-linear operator. It is closable and we denote its closure by the same symbol. The positive operator

\[ \Delta_{\nu|\omega} := S_{\nu|\omega}^* S_{\nu|\omega} \]  

is called the relative modular operator. We denote \( \Delta_{\omega} := \Delta_{\omega|\omega} \). We give two examples of states which are going to be useful in our proof:

**Example 1** (Classical probability theory). Let \((\Omega, \chi, \mu)\) be a \(\sigma\)-finite measure space. Define the von Neumann algebra \( L^\infty(\Omega, \chi, \mu) \) of bounded, measurable functions acting by pointwise left multiplication on the Hilbert space \( L^2(\Omega, \chi, \mu) \) of square integrable functions. This means that to any \( f \in L^\infty(\Omega, \chi, \mu) \), one can associate the operator \( M_f : L^2(\Omega, \chi, \mu) \to L^2(\Omega, \chi, \mu) \) defined by

\[ M_f(g)(x) = f(x)g(x), \quad \forall g \in L^2(\Omega, \chi, \mu), \quad x \in \Omega. \]  

The map \( M : L^\infty(\Omega, \chi, \mu) \ni f \mapsto M_f \) is a faithful representation, so that the quadruple \((M(L^\infty(\Omega, \chi, \mu)), L^2(\Omega, \chi, \mu), \bar{}, L^2(\Omega, \chi, \mu)_+)\) is in standard form, where \( \bar{} \) is the usual complex conjugation and \( L^2(\Omega, \chi, \mu)_+ \) denotes the set of positive square integrable functions with respect to \( \mu \). We use the same notation for normal states and their associated probability measures, which is justified by the above mentioned isometry. Now any function \( f \in L^1(\Omega, \chi, \mu) \) such that \( \|f\|_1 = 1 \) represents a state \( \omega_f \) on \( L^\infty(\Omega, \chi, \mu) \) via the relation:

\[ \omega_f(h) := \int_\Omega f(x)h(x)\mu(dx), \quad \forall h \in L^\infty(\Omega, \chi, \mu) \]  

Indeed, one has \( \int_\Omega f(x)1dx = \|f\|_1 = 1 \), \( 1 \) encoding for the identity operator in \( L^\infty(\Omega, \chi, \mu) \), and one easily checks that

\[ \omega_f(h) = \langle \sqrt{f}, M_h \sqrt{f} \rangle =: \text{Tr}(\sqrt{f}|M_h\sqrt{f}), \]  

So that \( \omega_f \) is indeed normal. Actually any normal functional can be written in this way, so that \( L^\infty(\Omega, \chi, \mu)_* \cong L^1(\Omega, \chi, \mu) \). This is the space of (complex) measures absolutely continuous with respect to \( \mu \). Then for any measure \( \nu \in L^\infty_+(\Omega, \chi, \mu)_* \), one associates a positive integrable function \( f \) which is the Radon-Nikodym derivative of \( \nu \) with respect to \( \mu \):

\[ f := \frac{d\nu}{d\mu}. \]  

One easily checks then that the vector \( \Omega_{\nu} \) defined in Theorem \( \square \) reduces to

\[ \Omega_{\nu} = \left( \frac{d\nu}{d\mu} \right)^{1/2}. \]  

Using Equation (B.6) and Equation (B.8), one then finds that the relative modular operator of \( \nu \) with respect to \( \mu \) is defined by:

\[ \Delta_{\nu|\mu}(f) := \frac{d\nu}{d\mu} f, \quad f \in L^2(\Omega, \chi, \mu). \]  
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Example 2 (Quantum systems). Take $\mathfrak{B} := \mathcal{B}(\mathcal{H})$ to be the von Neumann algebra of all bounded operators on a separable Hilbert space $\mathcal{H}$. Then any density operator $\rho$ provides a state via eq. (B.2). Then $\mathfrak{B}_*$ is identified with the space of trace-class operators acting on $\mathcal{H}$. The map $\pi : \mathcal{B}(\mathcal{H}) \ni A \mapsto L_A$, where for any $A \in \mathcal{B}(\mathcal{H})$ $L_A : \mathcal{T}_2(\mathcal{H}) \rightarrow \mathcal{T}_2(\mathcal{H})$ is the operator of left multiplication by $A$, is a faithful representation, turning $(\pi(\mathcal{B}(\mathcal{H})), \mathcal{T}_2(\mathcal{H}), \ast, \mathcal{T}_2(\mathcal{H})_+)$ into a standard form, where $\ast$ is the usual adjoint, and $\mathcal{T}_2(\mathcal{H})_+$ is the space of non-negative Hilbert Schmidt operators on $\mathcal{H}$. As already discussed in Equation (B.2) any positive, normal functional $\omega$ on $\mathcal{B}(\mathcal{H})$ can be associated with a trace-class operator $\rho$ so that for any $A \in \mathcal{B}(\mathcal{H})$,

$$\omega(A) = \text{Tr}(\rho A) = \text{Tr}(\sqrt{\rho} A \sqrt{\rho}) = \langle \sqrt{\rho}, L_A(\sqrt{\rho}) \rangle_{HS}, \quad (B.15)$$

where $\langle \cdot, \cdot \rangle_{HS}$ denotes the Hilbert-Schmidt inner product on $\mathcal{T}_2(\mathcal{H})$. Hence, one identifies $\Omega_{\omega}$ with $\sqrt{\rho}$. Then for any two positive functionals $\omega, \nu$ with associated positive, trace-class operators $\rho, \sigma$:

$$\Delta_{\rho|\sigma}(A) := \Delta_{\omega|\nu}(A) = \rho A \sigma^{-1}. \quad (B.16)$$

B.2 Araki’s relative entropy

In order to rigorously prove Equation (6.13) we need to introduce Araki’s relative entropy [1, 36]. For any two positive normal functionals on a von Neumann algebra $\mathfrak{B}$, we denote by $\mu_{\nu|\omega}$ the spectral measure for $-\ln \Delta_{\nu|\omega}$ with respect to the state $\omega$. This means that it is the only probability measure on the spectrum of $\Delta_{\nu|\omega}$ such that for any bounded measurable function $f$ on $\text{sp}(\Delta_{\nu|\omega})$,

$$\langle \Omega_{\omega}, f(-\ln \Delta_{\nu|\omega}) \Omega_{\omega} \rangle = \int_{\text{sp}(\Delta_{\nu|\omega})} f(x) \mu_{\nu|\omega}(dx). \quad (B.17)$$

Then Araki’s relative entropy of $\omega$ with respect to $\nu$ is defined by

$$\text{Ent}(\omega|\nu) := \begin{cases} -\langle \Omega_{\omega}, \ln(\Delta_{\nu|\omega}) \Omega_{\omega} \rangle \quad &\omega << \nu \\ +\infty &\text{otherwise.} \end{cases} \quad (B.18)$$

where $\omega << \nu$ means that $\omega$ is normal with respect to $\nu$, i.e. that $P_\omega \leq P_\nu$. Roughly speaking, the above quantity characterizes the “distance” between two positive normal functionals. As advertised at the beginning of this section, Araki’s relative entropy reduces to the classical Kullback-Leibler divergence in the case of classical probability distributions absolutely continuous with respect to a given measure, and to Umegaki’s quantum relative entropy in the case of density operators $\rho, \sigma$ on a Hilbert space $\mathcal{H}$ such that $\text{supp} \rho \subset \text{supp} \sigma$, which makes it very attractive from an abstract point of view:

Example 3 (Classical probability theory, continued). Araki’s relative entropy reduces to the classical Kullback-Leibler divergence

$$D_{KL}(f||g) := \text{Ent}(\omega_f|\omega_g) = \int_{\Omega} f(x) \ln \frac{f(x)}{g(x)} \mu(dx) \quad (B.19)$$

for states $\omega_f, \omega_g$ with associated integrable functions $f, g$ defined as in Equation (B.10).
Example 4 (Quantum systems, continued). It also reduces to Umegaki’s quantum relative entropy

\[ D(\rho|\sigma) := \text{Ent}(\omega|\nu) = \text{Tr}(\rho(\ln \rho - \ln \sigma)) \]  

(B.20)

for faithful states \( \omega, \nu \) on \( \mathcal{B}(\mathcal{H}) \) with associated positive density operators \( \rho, \sigma \) such that \( \text{supp} \rho \subseteq \text{supp} \sigma \).

Moreover, Araki’s relative entropy satisfies the following useful properties:

**Theorem 12** ([36] Theorem 5.20). Let \( \mathfrak{U}, \mathfrak{U}_1 \) and \( \mathfrak{U}_2 \) be three von Neumann algebras, let \( \omega \) be a normal state on \( \mathfrak{U} \), \( \omega_1, \sigma_1 \) be normal states on \( \mathfrak{U}_1 \) and \( \omega_2, \sigma_2 \) be normal states on \( \mathfrak{U}_2 \). Then:

\[ \text{Ent}(\omega||\omega) = 0 \]  

(B.21)

\[ \text{Ent}(\omega_1 \otimes \omega_2||\sigma_1 \otimes \sigma_2) = \text{Ent}(\omega_1||\sigma_1) + \text{Ent}(\omega_2||\sigma_2) \]  

(B.22)

The following theorem by Uhlmann is at the heart of our proof:

**Theorem 13** (Uhlmann’s monotonicity). Let \( \mathcal{V} \) and \( \mathcal{W} \) be two von Neumann algebras, and let \( \omega, \nu \) be normal states on \( \mathcal{W} \). Let \( \Phi : \mathcal{V} \to \mathcal{W} \) be a Schwarz map. Then

\[ \text{Ent}(\omega|\Phi||\nu|\Phi) \leq \text{Ent}(\omega||\nu) \]  

(B.23)

C Proof of the inequality eq. (6.13)

In this section we rigorously prove the inequality eq. (6.13). In order to do so, we will use Uhlmann’s monotonicity of the entropy power under Schwarz mapping in the context of general von Neumann algebras. Using this theorem, and with the notations of Section 6 we first show the following inequality:

\[ \text{Ent}(\omega_{\rho g^{t/2}}||\omega^{(\theta \alpha)}_{R_j^{t/2}}) \leq D(\rho||\rho^{(\theta \alpha)}_{R_j^{t/2}}) + D_{\text{KL}}(g^{t/2}||g^{(\theta \beta)}_{R_j^{t/2}}) \]  

(C.1)

This follows from Uhlmann’s monotonicity theorem if we can prove that for any \( \rho \in \mathcal{D}(\mathcal{H}) \) and any positive \( g \in L^1(\mathbb{R}^{2n},\mathcal{B}(\mathbb{R}^{2n}),\lambda) \), with \( \|g\|_1 = 1 \),

\[ \omega_{\rho g} = (\omega_{\rho} \otimes \omega_{g}) \circ \Phi \]  

(C.2)

where \( \Phi \) is a unital, completely positive map from \( \mathcal{B}(\mathcal{H}) \) to \( \mathcal{B}(\mathcal{H}) \otimes L^\infty(\mathbb{R}^{2n},\mathcal{B}(\mathbb{R}^{2n}),\lambda) \), with \( \lambda \) being the Lebesgue measure on \( \mathbb{R}^{2n} \).

Let us see how \( \omega_{\rho} \otimes \omega_{g} \) and \( \omega_{\rho g} \) are defined. \( \omega_{\rho} \otimes \omega_{g} \) acts on tensor product elements of \( \mathcal{B}(\mathcal{H}) \otimes L^\infty(\mathbb{R}^{2n}) \) by

\[ (\omega_{\rho} \otimes \omega_{g})(A \otimes f) = \text{Tr}(\rho A) \times \int_{\mathbb{R}^{2n}} g(z)f(z)dz, \quad A \in \mathcal{B}(\mathcal{H}), f \in L^\infty(\mathbb{R}^{2n}) \]  

(C.3)

\footnote{For an exposition of tensor products of von Neumann algebras and tensor products of states, see e.g. [23]}
These two functions satisfy the requirements of last lemma, and therefore

\[(\omega_\rho \otimes \omega_g)(z \mapsto A_z) = \int_{\mathbb{R}^{2n}} \text{Tr}(\rho A_z) g(z) \, dz \quad (C.4)\]

(which of course is consistent with the above if \(A_z = f(z)A\)). On the other hand, \(\omega_{\rho g}\) acts as

\[\omega_{\rho g}(A) = \int_{\mathbb{R}^{2n}} g(z) \, \text{Tr}(\rho V(-z)AV(z)) \, dz, \quad (C.5)\]

so to prove our statement it is enough to show that the map \(\Phi\) from \(\mathcal{B}(\mathcal{H})\) to \(L^\infty(\mathbb{R}^{2n}, \mathcal{B}(\mathcal{H}))\)

is unital and completely positive. The first requirement is obvious. To show complete positivity, consider a positive matrix \((A_{i,j})_{i,j=1}^N\) of elements of \(\mathcal{B}(\mathcal{H})\), in the sense that for any \((\varphi_i)_{i=1}^N\) with each \(\varphi_i \in \mathcal{H}\), one has

\[\sum_{i,j} \langle \varphi_i, A_{i,j} \varphi_j \rangle \geq 0.\]

We then prove that \((\Phi(A_{i,j}))_{i,j=1}^N\) is positive when acting on \(L^2(\mathbb{R}, \mathcal{H})\): Consider \(\psi_i = (z \mapsto \psi_i(z)) \in L^2(\mathbb{R}, \mathcal{H})\), therefore

\[\sum_{i,j} \langle \psi_i, \Phi(A_{i,j}) \psi_j \rangle = \sum_{i,j} \int \langle \psi_i(z), V_z^* A_{i,j} V_z \psi_j(z) \rangle \, dz = \int \sum_{i,j} \langle V_z \psi_i(z), A_{i,j} V_z \psi_j(z) \rangle \, dz \geq 0.\]

This concludes the proof of Equation \((C.1)\). However, recall that we proved in Equation \((6.8)\) that \(\rho_{P_j}^{(\theta \alpha)} * g_{P_j, t/2}^{(\theta \beta)} = (\rho_{t/2})_{P_j}^{(\theta (\alpha + \beta))}\). Hence, Equation \((C.1)\) can be rewritten as:

\[\text{Ent}(\omega_{\rho \star g_{t/2}} \mid \omega_{\rho_{R_j}^{(\theta (\alpha + \beta))}}) \leq D(\rho \mid \rho_{P_j}^{(\theta \alpha)}) + D_{\text{KL}}(g_{t/2} \mid g_{R_j, t/2}^{(\theta \beta)}). \quad (C.7)\]

In order to obtain the inequality \((6.13)\), we use the following lemma which can be proved by simply using Taylor expansion to second order.

**Lemma 3.** Let \(f, h : \mathbb{R} \rightarrow \mathbb{R}\) be two twice differentiable functions such that \(h(0) = f(0) = h'(0) = f'(0) = 0\) and \(f \leq h\). Hence, \(f''(0) \leq h''(0)\).

Take \(f(\theta) := \text{Ent}(\omega_{\rho \star g_{t/2}} \mid \omega_{\rho_{R_j}^{(\theta (\alpha + \beta))}})\) and \(h(\theta) := D(\rho \mid \rho_{P_j}^{(\theta \alpha)}) + D_{\text{KL}}(g_{t/2} \mid g_{R_j, t/2}^{(\theta \beta)})\). These two functions satisfy the requirements of last lemma, and therefore \(f''(0) \leq g''(0)\). Summing over \(j = 1, \ldots, 2n\) we finally get

\[\sum_{j=1}^{2n} (\alpha + \beta)^2 J(\rho * g_{t/2}) \leq \sum_{j=1}^{2n} \alpha^2 J(\rho) + \beta^2 J_{cl}(g_{t/2}), \quad (C.8)\]

Where for any positive, differentiable probability density function \(f\), \(J_{cl}(f)\) is its (classical) Fisher information, defined through Equation \((6.14)\). Hence, the inequality \((6.13)\) follows.
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