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ABSTRACT. In this paper, we view matrix frames as representations of quivers and study them within the general framework of quiver invariant theory. We are thus led to consider the large class of semi-stable matrix frames. Within this class, we are particularly interested in radial isotropic and Parseval matrix frames.

Using methods from quiver invariant theory [CD21], we first prove a far reaching generalization of Barthe’s Radial Isotropy Theorem [Bar98] to matrix frames (see Theorems 1(3) and 29). With this tool at our disposal, we provide a quiver invariant theoretic approach to the Paulsen problem for matrix frames. We show in Theorem 2 that for any given \( \varepsilon \)-nearly equal-norm Parseval frame \( F \) of \( n \) matrices with \( d \) rows there exists an equal-norm Parseval frame \( W \) of \( n \) matrices with \( d \) rows such that \( \text{dist}^2(F, W) \leq 46\varepsilon d^2 \).

1. INTRODUCTION

1.1. Motivation. Our motivation in this paper goes back to the Paulsen problem which asks to determine how close an \( \varepsilon \)-nearly equal-norm Parseval frame is to an equal-norm Parseval frame. The significance of this problem stems from the fact that, on the one hand, there exist algorithms for constructing \( \varepsilon \)-nearly equal-norm Parseval frames and on the other hand, there is a wide range of applications of equal-norm Parseval frames. Given the high level of difficulty in constructing equal-norm Parseval frames, one would like to know how far a given \( \varepsilon \)-nearly equal-norm Parseval frame is from the set of all equal-norm Parseval frames.

A systematic study of the Paulsen problem has been undertaken by Casazza and his collaborators in [BC10, CFM12, Cas13, CC13]. The first upper bound on the squared distance between an \( \varepsilon \)-nearly equal-norm Parseval frame and the set of all equal-norm Parseval frames that does not depend on the number of vectors of the frames involved was found by Kwok, Lau, Lee, and Ramachandran in [KLLR18]. Later on, Hamilton and Moitra [HM18] have found a significantly shorter solution to the Paulsen problem. One of the key ingredients in Hamilton-Moitra’s approach is a theorem of Barthe [Bar98] on vectors in radial isotropic position (see also [For02]). The use of such vectors can be traced back to Fritz John’s seminal work [Joh48] which led to the notion of the John ellipsoid of a convex body. Since then radial isotropy for vectors has found applications to numerous other areas such as the complexity of unbounded error probabilistic communication protocols [For02]; algorithmic and optimization aspects of Brascamp-Lieb inequalities [BCCT08]; superquadratic lower bounds for 3-query correctable codes [DSW17]; and...
algorithmic aspects of point location in high-dimensional arrangements of hyperplanes [KLM18]. For an excellent account on vectors in radial isotropic position, we refer the reader to the recent work of Artstein-Avidan, Kaplan, and Sharir [AKS20].

Going beyond the classical set-up of frames, fusion frames and, more generally, matrix frames are the main tools for applications to distributed sensing [KPCL09, PKC08], parallel processing [BM91], and packet encoding [Bod07], just to name a few. It is therefore an important task to establish an analog of the Paulsen problem for matrix frames and design effective ways for the construction of $\varepsilon$-nearly equal-norm Parseval matrix frames. In fact, in this paper, we develop a quiver invariant theoretic approach to radial isotropy and applications to the Paulsen problem for such frames.

Let $d, n, d_1, \ldots, d_n$ be fixed positive integers with $n > d$, and let $\mathcal{F} = \{X_1, \ldots, X_n\}$ be a collection of matrices with $X_i \in \mathbb{R}^{d \times d_i}$ for all $i \in [n]$. We encode $\mathcal{F}$ as a representation of the bipartite quiver $Q$ as follows

$$
Q: \quad \begin{array}{c}
0 \quad \bullet \quad 1 \\
\vdots \\
\vdots \\
\vdots \\
n \quad \bullet \quad n
\end{array}
$$

where $x_{i,\ell} \in \mathbb{R}^d$ is the $\ell$th column of the matrix $X_i$ for all $i \in [n]$ and $\ell \in [d_i]$. The quiver $Q$ is the bipartite directed graph with one source vertex, labeled by 0, and $n$ sink vertices labeled by 1, $\ldots$, $n$; moreover, there are precisely $d_i$ arrows from 0 to $i$ for each $i \in [n]$. Guided by quiver invariant theoretic considerations, we associate to $\mathcal{F}$ its orbit polytope defined by

$$
K_\mathcal{F} := \left\{ c = (c_1, \ldots, c_n) \in \mathbb{R}_{\geq 0}^n \mid c_1 + \ldots + c_n = d, \quad \text{and} \quad \sum_{i \in I} c_i \leq \dim(\sum_{i \in I} \text{Col}(X_i)), \quad \forall I \subseteq [n] \right\},
$$

where $\text{Col}(X_i)$ denotes the subspace of $\mathbb{R}^d$ spanned by the columns of $X_i$ for each $i \in [n]$. (When $d_1 = \ldots = d_n = 1$, $K_\mathcal{F}$ is the basis polytope associated to the set of vectors $\mathcal{F}$.)

We say that $\mathcal{F}$ is a matrix frame\footnote{A matrix frame without any other structure is precisely a frame. Indeed, the columns of the matrices of an MF form a frame and, conversely, any frame can be converted into an MF by partitioning the set of frame vectors into subsets of appropriate size. It is only after adding additional structure to an MF (e.g. semi-stable MFs, PMFs, RIFs) that the two notions begin to diverge.} (“MF”) if

$$
\sum_{i=1}^n X_i X_i^T \text{ is a positive definite matrix.}
$$
Now let \( c = (c_1, \ldots, c_n) \in \mathbb{Q}_{>0}^n \) be an \( n \)-tuple of positive rational\(^2\) weights. We call \((F, c)\) a \textit{weighted MF} if the weighted sum \( \sum_{i=1}^n c_i X_i X_i^T \) is a positive definite matrix. This can be easily seen to be equivalent to \( F \) being an MF since the weights \( c_i \) are positive.

The datum \((F, c)\) is said to be a \textit{semi-stable matrix frame} if \( c \in K_F \). We point out that there exists a deterministic polynomial time algorithm for checking whether \((F, c)\) is a semi-stable matrix frame (see Remark 15 for more details).

We say that \((F, c)\) is a \textit{weighted Parseval matrix frame} ("PMF") if 
\[
\sum_{i=1}^n c_i X_i X_i^T = I_d \quad \text{and} \quad \|X_i\|_F^2 = 1, \forall i \in [n].
\]

Working with the columns of the matrices involved, any weighted PMF can be viewed as a weighted Parseval frame with the property that the vectors of the frame can be partitioned into \( n \) groups so that the sum of the squared norms of the vectors within each group is equal to one. A closely related notion is that of a radial isotropic frame. We call \((F, c)\) a \textit{radial isotropic matrix frame} ("RIF") if 
\[
\sum_{i=1}^n c_i \frac{X_i X_i^T}{\|X_i\|_F^2} = I_d.
\]

We say that \((F, c)\) can be \textit{transformed into a RIF} if there exists an invertible matrix \( A \in \text{GL}(d) \) such that \((\{AX_i\}_{i \in [n]}, c)\) is a RIF. When \( d_1 = \ldots = d_n = 1 \), (2) recovers the concept of vectors in (or that can brought into) radial isotropic position. In Remark 17, we point out some of the difficulties that one encounters when trying to use classical radial isotropy (i.e. the case when \( d_1 = \ldots = d_n = 1 \)) to transform a matrix frame into a RIF. This remark also points to the need for new techniques, like the quiver invariant theoretic techniques developed in this paper, in order to deal with the general case of matrix frames.

We have the following basic dictionary translating between key concepts in frame theory and quiver invariant theory:

| Frame theory                          | Quiver invariant theory                  |
|---------------------------------------|------------------------------------------|
| Frames                                | Quiver representations                   |
| Orbit polytopes of matrix frames      | Orbit cones of quiver representations    |
| Semi-stable matrix frames             | Semi-stable quiver representations       |
| Parseval matrix frames                | Geometric Brascamp-Lieb quiver data      |
| Frames that can be transformed into a RIF | Polystable quiver representations        |

Moreover, any PMF is a semi-stable MF, and any semi-stable MF is a matrix frame (see Corollary 16 for details).

1.2. \textbf{Our results.} Let \( F = \{X_1, \ldots, X_n\} \) be a matrix frame with \( X_i \in \mathbb{R}^{d \times d_i}, i \in [n] \). Let \( \Phi_F : \mathbb{R}^n \rightarrow \mathbb{R} \) be the function defined by 
\[
\Phi_F(t) = \log \left( \det \left( \sum_{i=1}^n e^{t_i} X_i X_i^T \right) \right) \quad \text{where} \quad t = (t_i)_{i=1}^n \in \mathbb{R}^n.
\]

\(^2\)The assumption that the weights are positive rational numbers allows us to define the integral stability weight \( \sigma_c \) (see equation (4)) which we need in order to run the quiver invariant theory machinery.
and let us consider $f_{\mathcal{F}} : \mathbb{R}^n \rightarrow \mathbb{R} \cup \{-\infty\}$ defined by

$$f_{\mathcal{F}}(c) = \inf_{t \in \mathbb{R}^n} \{ \Phi_{\mathcal{F}}(t) - \langle t, c \rangle \},$$

i.e. $f_{\mathcal{F}} = -\Phi^*_{\mathcal{F}}$ where $\Phi^*_{\mathcal{F}}$ is the Legendre dual of $\Phi_{\mathcal{F}}$. The function $f_{\mathcal{F}}$ can also be obtained from the capacity of the quiver datum $(V_{\mathcal{F}}, c)$ (see Remark 13 for details). In what follows, \text{relint}(K)$ denotes the relative interior of a polytope $K$.

We are now ready to state our first result.

**Theorem 1.** Let $\mathcal{F} = \{X_1, \ldots, X_n\}$ be a matrix frame with $X_i \in \mathbb{R}^{d \times d_i}$, $i \in [n]$, and let $c = (c_1, \ldots, c_n) \in \mathbb{Q}^n_{\geq 0}$ be positive rational weights such that $\sum_{i=1}^n c_i = d$. Then the following statements hold.

1. The domain of $f_{\mathcal{F}}|_{\mathbb{Q}^n_{\geq 0}}$ is precisely $K_{\mathcal{F}} \cap \mathbb{Q}^n_{\geq 0}$.
2. (The RIF-degeneration of a semi-stable frame) Assume that $(\mathcal{F}, c)$ is a semi-stable frame. Then $(\mathcal{F}, c)$ degenerates (in the sense of quiver representations) to a semi-stable frame $(\tilde{\mathcal{F}}, c)$ such that $(\tilde{\mathcal{F}}, c)$ can be transformed into a RIF.
3. (Matrix Radial Isotropy) Assume that $V_{\mathcal{F}}$ is a locally semi-simple representation. Then the following statements are equivalent:
   1. $c \in \text{relint}(K_{\mathcal{F}})$;
   2. $(\mathcal{F}, c)$ can be transformed into a RIF;
   3. $f_{\mathcal{F}}(c)$ is finite and is attained at some point of $\mathbb{R}^n$.

We point out that a sufficient condition for $V_{\mathcal{F}}$ to be a locally semi-simple representation is that any $d$ of the $N$ columns of the matrix $[X_1| \ldots |X_n] \in \mathbb{R}^{d \times N}$ form a basis for $\mathbb{R}^d$ where $N = d_1 + \ldots + d_n$ (see Lemma 4 for details). Such matrices are also known as full spark in the compressed sensing literature (see for example [ACM12]). For a more general version of Theorem 1(3), see the Quiver Radial Isotropy Theorem 29.

We now come to the Paulsen problem for matrix frames. We say that $\mathcal{F} = \{X_1, \ldots, X_n\}$ with $X_i \in \mathbb{R}^{d \times d_i}$, $i \in [n]$, is an equal-norm PMF if $\left(\{ \sqrt{d} X_i \}_{i \in [n]}, c = \left( \frac{d}{n} \right)_{i \in [n]} \right)$ is a weighted PMF, i.e.

$$\sum_{i=1}^n X_i X_i^T = I_d \text{ and } \|X_i\|^2_{\mathcal{F}} = \frac{d}{n}, \forall i \in [n].$$

We point out that when $d_1 = \ldots = d_n$, Lemma 12 in [Bod07] states that among all weighted matrix frames $(\mathcal{F}, c)$ with $\left(\{ c_i \frac{1}{2} X_i \}_{i \in [n]}, c \right)$ a weighted PMF, the ones most robust to a single erasure, i.e., losing $X_i^T u$ of the signal $u$ we are analyzing for some $i \in [n]$, are the equal-norm PMFs where the columns of each $X_i$ are of equal norm and orthogonal to each other. This result when $d_1 = \ldots = d_n = 1$ served as one of the motivations for the original Paulsen problem.

Given $\varepsilon > 0$, a matrix frame $\mathcal{F}$ is said to be an $\varepsilon$-nearly equal-norm PMF if

$$(1 - \varepsilon)I_d \preceq \sum_{i=1}^n X_i X_i^T \preceq (1 + \varepsilon)I_d \quad \text{and} \quad (1 - \varepsilon)\frac{d}{n} \leq \|X_i\|_{\mathcal{F}}^2 \leq (1 + \varepsilon)\frac{d}{n}, \forall i \in [n].$$
Then the following statements are equivalent:

Let $\mathcal{F} = \{X_1, \ldots, X_n\}$ and $\mathcal{G} = \{Y_1, \ldots, Y_n\}$ with $X_i, Y_i \in \mathbb{R}^{d \times d_i}, i \in [n]$, define

$$\text{dist}^2(\mathcal{F}, \mathcal{G}) = \sum_{i=1}^{n} \|X_i - Y_i\|_F^2.$$  

Using the Matrix Radial Isotropy Theorem 1(3) in an essential way, we can extend Hamilton-Moitra’s upper bound [HM18] from the case of frames (of vectors) to that of frames of matrices.

**Theorem 2 (The Paulsen problem for matrix frames).** Let $\mathcal{F} = \{X_1, \ldots, X_n\}$ with $X_i \in \mathbb{R}^{d \times d_i}, i \in [n]$, be an $\varepsilon$-nearly equal-norm PMF with $\varepsilon < 0.3$. Then there exists an equal-norm PMF $\mathcal{W} = \{W_1, \ldots, W_n\}$ with $W_i \in \mathbb{R}^{d \times d_i}, i \in [n]$, such that

$$\text{dist}^2(\mathcal{F}, \mathcal{W}) \leq 46\varepsilon d^2.$$  

Our next result addresses the constructive aspects of Theorem 1(3), extending those in [Bar98, AKS20] from frames to matrix frames. To state it, we need to introduce the following objects. Let

$$\mathcal{A} = \left\{ (I, (S_i)_{i \in I}) \left| \begin{array}{l} \emptyset \neq I \subseteq [n], \\
\emptyset \neq S_i \subseteq [d_i], \forall i \in I, \text{ and } \\
\sum_{i \in I} |S_i| = d \end{array} \right. \right\}.$$  

(When $d_1 = \ldots = d_n = 1$, $\mathcal{A}$ is just the set of all subsets $I \subseteq [n]$ of size $d$.) For $S = (\ell, (S_\ell)_{\ell \in I}) \in \mathcal{A}$ and $i \in [n]$, we write $i \in S$ to mean that $i \in I$. Furthermore, we define

$$\Delta_S := \det\left( \sum_{\ell \in S} X[S_\ell] \cdot X[S_\ell]^T \right),$$  

where $X[S_\ell]$ consists of the columns of the matrix $X_\ell$ indexed by the elements of the subset $S_\ell \subseteq [d_\ell]$ for each $\ell \in S$. We also need the following semi-algebraic set

$$\mathcal{V}(\mathcal{F}, c) := \left\{ (\xi_1, \ldots, \xi_n) \in \mathbb{R}^n_{\geq 0} \left| \begin{array}{l} \sum_{s \in \mathcal{A}, i \in s} |S_i| \left( \prod_{\ell \in S} \xi_{\ell}^{[S_\ell]} \right) \Delta_S = c_i \left( \sum_{s \in \mathcal{A}} \left( \prod_{\ell \in S} \xi_{\ell}^{[S_\ell]} \right) \Delta_S \right), \forall i \in [n] \end{array} \right. \right\}.$$  

Finally, we can state our next result which opens up the possibility of using gradient descent and methods from real algebraic geometry to find a matrix that transforms $\mathcal{F}$ into a RIF.

**Theorem 3 (Constructive aspects of RIFs).** Let $(\mathcal{F}, c)$ be a matrix frame where $\mathcal{F} = \{X_1, \ldots, X_n\}$ with $X_i \in \mathbb{R}^{d \times d_i}, i \in [n]$, and $c = (c_1, \ldots, c_n) \in \mathbb{Q}^n_{\geq 0}$ with $\sum_{i=1}^{n} c_i = d$. Let $t^* = (t_1^*, \ldots, t_n^*) \in \mathbb{R}^n$ and set

$$Q(t^*) := \sum_{i=1}^{n} e_i^T X_i X_i^T.$$  

Then the following statements are equivalent:

1. $f_{\mathcal{F}}(c)$ is finite and attained at $t^*$;
2. $(e_1^*, \ldots, e_n^*) \in \mathcal{V}(\mathcal{F}, c).$

If either (1) or (2) holds then $Q^{-\frac{\varepsilon}{2}}(t^*)$ transforms $(\mathcal{F}, c)$ into a RIF.
2. Background on Quiver Invariant Theory

Throughout, we work over the field $\mathbb{R}$ of real numbers and denote by $\mathbb{N} = \{0, 1, \ldots\}$. For a positive integer $L$, we denote by $[L] = \{1, \ldots, L\}$.

A quiver $Q = (Q_0, Q_1, t, h)$ consists of two finite sets $Q_0$ (vertices) and $Q_1$ (arrows) together with two maps $t : Q_1 \to Q_0$ (tail) and $h : Q_1 \to Q_0$ (head). We represent $Q$ as a directed graph with set of vertices $Q_0$ and directed edges $a : ta \to ha$ for every $a \in Q_1$.

A representation of $Q$ is a family $V = (V(x), V(a))_{x \in Q_0, a \in Q_1}$ where $V(x)$ is a finite-dimensional $\mathbb{R}$-vector space for every $x \in Q_0$, and $V(a) : V(ta) \to V(ha)$ is an $\mathbb{R}$-linear map for every $a \in Q_1$. After fixing bases for the vector spaces $V(x)$, $x \in Q_0$, we often think of the linear maps $V(a)$, $a \in Q_1$, as matrices of appropriate size. A subrepresentation $W$ of $V$, written as $W \subseteq V$, is a representation of $Q$ such that $W(x) \subseteq V(x)$ for every $x \in Q_0$, and moreover $V(a)(W(ta)) \subseteq W(ha)$ and $W(a) = V(a)|_{W(ta)}$ for every arrow $a \in Q_1$. The direct sum of (two or more) quiver representations $V_1$ and $V_2$, denoted by $V_1 \oplus V_2$, is the quiver representation defined by $(V_1 \oplus V_2)(x) = V_1(x) \oplus V_2(x), \forall x \in Q_0$, and $(V_1 \oplus V_2)(a) = V_1(a) \oplus V_2(a), \forall a \in Q_1$.

The dimension vector $\dim V \in \mathbb{N}^{Q_0}$ of a representation $V$ is defined by $\dim V(x) = \dim_\mathbb{R} V(x)$ for all $x \in Q_0$. By a dimension vector of $Q$, we simply mean a $\mathbb{N}$-valued function on the set of vertices $Q_0$. For two vectors $\sigma, d \in \mathbb{R}^{Q_0}$, we denote by $\sigma \cdot d$ the scalar product of the two vectors, i.e. $\sigma \cdot d = \sum_{x \in Q_0} \sigma(x) d(x)$.

Let $\sigma \in \mathbb{R}^{Q_0}$ be a real weight of $Q$. A representation $V$ of $Q$ is said to be $\sigma$-semi-stable if

$$\sigma \cdot \dim V = 0 \quad \text{and} \quad \sigma \cdot \dim V' \leq 0, \forall V' \subseteq V. \quad (3)$$

We say that $V$ is $\sigma$-stable if $\sigma \cdot \dim V = 0$ and the inequalities in $(3)$ are strict for all proper subrepresentations $0 \neq V' \subsetneq V$. We point out that, as shown by King [Kin94], the linear homogeneous inequalities $(3)$ come from the Hilbert-Mumford’s numerical criterion for semi-stability applied to quiver representations. We call a representation $\sigma$-polystable if it is a finite direct sum of $\sigma$-stable representations. By a locally semi-simple representation we mean a representation $V$ of $Q$ such that $V$ is $\sigma_0$-polystable for some weight $\sigma_0 \in \mathbb{Z}^{Q_0}$.

Lemma 4 (Generic tuples as locally semi-simple representations). Let $F = \{X_1, \ldots, X_n\}$ be an $n$-tuple of matrices with $X_i \in \mathbb{R}^{d \times d_i}$ for all $i \in [n]$, and such that $n > d$. Assume that $F$ is generic, meaning that any $d$ of the columns of the matrix $[X_1 \ldots X_n]$ form a basis of $\mathbb{R}^d$.

Let $Q$ be the quiver from $(1)$ and view $F$ as the representation $V_F$ of $Q$. Then $V_F$ is $\sigma_0$-stable, and hence locally semi-simple, where $\sigma_0$ is the weight of $Q$ defined by

$$\sigma_0(0) = n, \quad \text{and} \quad \sigma_0(i) = -d_i, \forall i \in [n].$$

Proof. For any subrepresentation $W$ of $V_F$, let us denote $W(0)$ by $T$ and define

$$I = \{i \in [n] \mid \text{Col}(X_i) \subseteq T^\perp\}.$$

Next, we associate to the subspace $T \subseteq \mathbb{R}^d$ the subrepresentation $W_T \subseteq V_F$ defined by

$$W_T(0) = T \quad \text{and} \quad W_T(i) = \begin{cases} \mathbb{R} & \text{if } i \not\in I \\ 0 & \text{if } i \in I \end{cases}.$$
for all $i \in [n]$. Then we have that
\[ \sigma_0 \cdot \dim W \leq \sigma_0 \cdot \dim W_T = n \dim(T) - d(n - |I|) \]
\[ = n(d - \dim(T^\perp)) - dn + d|I|. \]

Now let us assume that $W$ is a non-zero, proper subrepresentation of $V_\mathcal{F}$. We will check that $\sigma_0 \cdot \dim W < 0$. First, it is clear that if $I = \emptyset$ then $W = W_T$ and
\[ \sigma_0 \cdot \dim W = n(\dim(T) - d) < 0, \]
since $T$ must be a proper subspace of $\mathbb{R}^d$ as otherwise $W = V_\mathcal{F}$, contradicting our assumption that $W \neq V_\mathcal{F}$. If $I$ is non-empty, we distinguish the following two cases.

Case 1: If $|I| \geq d$ then $T^\perp$ contains $d$ linearly independent vectors of the form $x_{i,\ell}$ since $\mathcal{F}$ is generic, and so $T = \{0\}$. Therefore,
\[ \sigma_0 \cdot \dim W = -d \left( \sum_{i \in [n]} \dim W(i) \right) < 0, \]
since $W$ is not the zero representation.

Case 2: If $0 < |I| < d$ then $|I| \leq \dim(T^\perp)$ and thus
\[ \sigma_0 \cdot \dim W \leq n(d - |I|) - nd + d|I| = |I|(d - n) < 0. \]

\[ \Box \]

From now on, we assume that $Q$ is a bipartite quiver. This means that $Q_0$ is the disjoint union of two subsets $Q_0^+ = \{1, \ldots, m\}$ and $Q_0^- = \{1, \ldots, n\}$, and all arrows in $Q$ go from $Q_0^+$ to $Q_0^-$. For all $j \in [m]$ and $i \in [n]$, we denote by $A_{j,i}$ the set of all arrows from vertex $\overline{j}$ to vertex $i$.

Let $c = (c_1, \ldots, c_n) \in \mathbb{Q}_{>0}^n$ an $n$-tuple of positive rational numbers and $\omega$ the least common denominator of $c_1, \ldots, c_n$. Then the weight $\sigma_c \in \mathbb{Z}^{Q_0}$ of $Q$ induced by $c$ is defined by
\[ \sigma_c(j) = \omega, \forall j \in [m], \text{ and } \sigma_c(i) = -\omega c_i, \forall i \in [n]. \]

In what follows, we say that a representation $V$ of $Q$ is $c$-(semi)-stable if and only if $V$ is $\sigma_c$-(semi)-stable. We say that $V$ is $c$-polystable if and only if $V$ is $\sigma_c$-polystable.

For a dimension vector $d \in \mathbb{N}^{Q_0}$, the representation space of $d$-dimensional representations of $Q$ is the vector space
\[ \text{rep}(Q, d) := \prod_{a \in Q_1} \mathbb{R}^{d(ha) \times d(ta)}. \]

The group $\text{GL}(d) := \prod_{x \in Q_0} \text{GL}(d(x))$ acts on $\text{rep}(Q, d)$ by simultaneous conjugation, i.e. for $A = (A(x))_{x \in Q_0} \in \text{GL}(d)$ and $V = (V(a))_{a \in Q_1} \in \text{rep}(Q, d)$,
\[ (A \cdot V)(a) := A(ha)V(a)A(ta)^{-1}, \forall a \in Q_1. \]

Then the $\text{GL}(d)$-orbits in $\text{rep}(Q, d)$ are in a one-to-one correspondence with the isomorphism classes of $d$-dimensional representations of $Q$. 
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Definition 5 (Geometric Brascamp-Lieb quiver data). (see [CD21]) Let \( d \in \mathbb{N}^{Q_0} \) be a dimension vector, \( V \in \text{rep}(Q, d) \) a representation of \( Q \) of dimension vector \( d \), and \( c = (c_1, \ldots, c_n) \in \mathbb{Q}_{>0}^n \) an \( n \)-tuple of positive rational numbers. We call \((V, c)\) a geometric BL quiver datum if
\[
\sum_{i=1}^{n} c_i \sum_{a \in \mathcal{A}_{j,i}} V(a)^T \cdot V(a) = \mathbf{I}_{d(j)}, \forall j \in [m],
\]
and
\[
\sum_{j=1}^{m} \sum_{a \in \mathcal{A}_{j,i}} V(a) \cdot V(a)^T = \mathbf{I}_{d(i)}, \forall i \in [n].
\]
We say that \((V, c)\) can be transformed into a geometric BL quiver datum if there exists \( A \in \text{GL}(d) \) such that \((A \cdot V, c)\) is a geometric BL quiver datum.

Remark 6. We point out that when \( Q \) is the \( n \)-subspace quiver, this is the definition of a geometric BL datum introduced by Bennett, Carbery, Christ, and Tao in [BCCT08, Section 2].

Remark 7 (Geometric BL quiver data and Parseval matrix frames). Let \( \mathcal{F} = \{X_1, \ldots, X_n\} \) be an \( n \)-tuple of matrices with \( X_i \in \mathbb{R}^{d \times d_i}, i \in [n] \). Let \( Q \) be the quiver from (1) and view \( \mathcal{F} \) as the representation \( V_{\mathcal{F}} \) of \( Q \). Then, for an \( n \)-tuple of positive rational numbers \( c \in \mathbb{Q}_{>0}^n \), it is immediate to see that \((\mathcal{F}, c)\) is a PMF if and only if \((V_{\mathcal{F}}, c)\) is a geometric BL quiver datum.

Definition 8 (The orbit polytope of a representation). Let \( Q \) be a bipartite quiver with set of source vertices \( Q_0^+ = \{\overline{1}, \ldots, \overline{m}\} \) and of sink vertices \( Q_0^- = \{1, \ldots, n\} \). Let \( d \) be a dimension vector of \( Q \) and \( V \in \text{rep}(Q, d) \) a \( d \)-dimensional representation of \( Q \). We define the orbit polytope of \( V \) to be the polytope
\[
K_V := \left\{ c = (c_1, \ldots, c_n) \in \mathbb{R}_{\geq 0}^n \left| \begin{array}{l}
\sum_{j=1}^{m} d(j) = \sum_{i=1}^{n} c_i d(i), \text{ and } \\
\sum_{j=1}^{m} \text{dim} W(j) \leq \sum_{i=1}^{n} c_i \text{dim} W(i), \\
\text{for all subrepresentations } W \subseteq V
\end{array} \right. \right\}.
\]

Remark 9. Note that for an \( n \)-tuple \( c = (c_1, \ldots, c_n) \in \mathbb{Q}_{>0}^n \) with associated weight \( \sigma_c \), \( V \) is \( \sigma_c \)-semi-stable if and only if \( c \in K_V \). Thus \( K_V \) is a cross-section of the orbit cone of \( V \) (see Definition 24) by certain hyperplanes. □

Lemma 10 (The orbit polytope of a tuple of matrices). Let \( \mathcal{F} = \{X_1, \ldots, X_n\} \) be an \( n \)-tuple of matrices with \( X_i \in \mathbb{R}^{d \times d_i} \) for all \( i \in [n] \). Let \( Q \) be the quiver from (1) and view \( \mathcal{F} \) as the representation \( V_{\mathcal{F}} \) of \( Q \). Then
\[
K_{V_{\mathcal{F}}} = \left\{ c = (c_1, \ldots, c_n) \in \mathbb{R}_{\geq 0}^n \left| \begin{array}{l}
c_1 + \ldots + c_n = d, \text{ and } \\
\sum_{i \in I} c_i \leq \text{dim} \left( \sum_{i \in I} \text{Col}(X_i) \right), \forall I \subseteq [n]
\end{array} \right. \right\},
\]
i.e. \( K_{V_{\mathcal{F}}} = K_{\mathcal{F}} \).

Proof. Since the dimension vector of \( V_{\mathcal{F}} \) is equal to one at the sink vertices of \( Q \), one can easily describe the subrepresentations of \( V_{\mathcal{F}} \) that really matter when checking whether a
vector $c$ belongs to $K_{V_F}$. In what follows, for a representation $W$ of $Q$ and $c \in \mathbb{R}^n$, we set

$$c(W) := \dim W(0) - \sum_{i=1}^{n} c_i \dim W(i).$$

Then

$$K_{V_F} = \{ c = (c_1, \ldots, c_n) \in \mathbb{R}_{\geq 0}^n \mid c_1 + \ldots + c_n = d \text{ and } c(W) \leq 0, \forall W \subseteq V_F \}. $$

Now, for every subset $I \subseteq [n]$, consider the subrepresentation $W_I$ of $V_F$ defined by

$$W_I(0) = \left( \sum_{i \in I} \text{Col}(X_i) \right)$$

and $W_I(i) = \begin{cases} \mathbb{R} & \text{ if } i \notin I \\ 0 & \text{ if } i \in I \end{cases}$

for all $i \in [n]$. Then, for any $c = (c_1, \ldots, c_n) \in \mathbb{R}_{\geq 0}^n$ with $c_1 + \ldots + c_n = d$, it is immediate to check that

$$c(W_I) = \sum_{i \in I} c_i - \dim \left( \sum_{i \in I} \text{Col}(X_i) \right). \tag{5}$$

Conversely, for any subrepresentation $W \subseteq V_F$, define

$$I_W := \{ i \in [n] \mid \text{Col}(X_i) \subseteq W(0)^\perp \} \subseteq [n].$$

Then one can easily check that

$$c(W) \leq c(W_{I_W}). \tag{6}$$

It now follows from (6) that

$$K_{V_F} = \{ c = (c_1, \ldots, c_n) \in \mathbb{R}_{\geq 0}^n \mid c_1 + \ldots + c_n = d \text{ and } c(W_I) \leq 0, \forall I \subseteq [n] \},$$

which together with (5) finishes the proof. \hfill \square

We now come to the concept of the capacity of quiver data that is essential for our study of matrix frames. It has been introduced in [CD21] as a way to build a bridge between quiver invariant theory and Brascamp-Lieb theory in harmonic analysis.

**Definition 11 (The capacity of a quiver datum).** (compare to [CD21, Lemma 8]) Let $(V, c)$ be a quiver datum with $V \in \text{rep}(Q, d)$ and $c \in \mathbb{R}^n_{\geq 0}$.

(i) We define the *capacity* of the quiver datum $(V, c)$ to be the non-negative real number

$$\text{cap}(V, c) := \inf \left\{ \frac{\prod_{j=1}^{n} \det \left( \sum_{i=1}^{n} c_i \left( \sum_{a \in A_{ij}} V(a)^T \cdot Y_i \cdot V(a) \right) \right)}{\prod_{i=1}^{n} \det(Y_i)^{c_i}} \left| Y_i \in S_{d(i)}^+ \right\}, \tag{7}$$

where $S_{d(i)}^+$ denotes the set of all $d(i) \times d(i)$ positive definite real matrices for all $i \in [n]$.

When $Q$ is the bipartite quiver from (1) and $V = V_F$, where $F$ is an $n$-tuple of matrices with the same number of rows, we define the *capacity* of $(F, c)$ to be

$$\text{cap}(F, c) := \text{cap}(V_F, c).$$

(ii) We say that $(V, c)$ is *gaussian-extremizable* if there exist positive definite matrices $Y_i \in S_{d(i)}^+$, $i \in [n]$, for which the infimum is attained in (7). If this is the case, we call such an $n$-tuple $(Y_1, \ldots, Y_n)$ a *gaussian extremizer* for $(V, c)$. 


Remark 12. Assuming that the coordinates of $c$ are positive rational numbers, the positivity of $\text{cap}(V, c)$ is equivalent to the positivity of the capacity of the so-called Brascamp-Lieb operator associated to the quiver datum $(V, c)$. For details, see [CD21, Definition 4 & Lemma 8].

Remark 13 (The capacity of a weighted matrix frame). Let $F = \{X_1, \ldots, X_n\}$ be an $n$-tuple of matrices with $X_i \in \mathbb{R}^{d \times d_i}$ for all $i \in [n]$. Let $Q$ be the quiver from (1) and view $F$ as the representation $V_F$ of $Q$. Then, for an $n$-tuple $c = (c_1, \ldots, c_n) \in \mathbb{R}^n_{>0}$, we have that
\[
\text{cap}(F, c) = C \inf \left\{ \frac{\det \left( \sum_{i=1}^{n} e^{t_i} X_i X_i^T \right)}{e^{(t, c)}} \bigg| t = (t_1, \ldots, t_n) \in \mathbb{R}^n \right\},
\]
where $C := \prod_{i=1}^{n} c_i^{t_i}$. In particular this yields
\[
\log(\text{cap}(F, c)) = f_F(c) + \sum_{i=1}^{n} c_i \log(c_i).
\]
(The convention here is that $\log(\text{cap}(F, c)) = -\infty$ when $\text{cap}(F, c) = 0$.) So we can see that
- $\text{cap}(F, c) > 0$ if and only if $f_F(c)$ is finite;
- $(V_F, c)$ is gaussian-extremizable with gaussian extremizer $(\xi_1, \ldots, \xi_n) \in \mathbb{R}^n_{>0}$ if and only if $f_F(c)$ is finite and attained at $(t_1, \ldots, t_n)$ where
  \[e^{t_i} = c_i \xi_i, \forall i \in [n].\]

The following result from [CD21] plays a key role in the proof of Theorem 1.

Theorem 14. [CD21, Theorems 1 and 22] Let $Q$ be a bipartite quiver with $n$ sink vertices, $d$ a dimension vector of $Q$, and $V \in \text{rep}(Q, d)$ a $d$-dimensional representation of $Q$. Let $c = (c_1, \ldots, c_n) \in \mathbb{Q}^n_{>0}$ be an $n$-tuple of positive rational numbers such that
\[
\sigma_c \cdot d = 0.
\]
Then the following statements hold.

1. $V$ is $c$-semi-stable if and only if $\text{cap}(V, c) > 0$.
2. The following statements are equivalent
   (i) $V$ is $c$-polystable;
   (ii) $(V, c)$ can be transformed into a geometric BL quiver datum;
   (iii) $(V, c)$ is gaussian-extremizable.

Remark 15. We point out that Theorem 14(1) together with Gurvits’s polynomial time algorithm [GGOW18] shows that, given $F$ and $c$, one can check whether $(F, c)$ is a semi-stable frame in deterministic polynomial time.

Corollary 16. Let $F = \{X_1, \ldots, X_n\}$ be an $n$-tuple of matrices with $X_i \in \mathbb{R}^{d \times d_i}$ for all $i \in [n]$. Let $Q$ be the quiver from (1) and view $F$ as the representation $V_F$ of $Q$.

1. If $(F, c)$ is a semi-stable MF then it is a matrix frame;
2. If $(F, c)$ is a PMF then it is a semi-stable MF.
Proof. (1) Assume that \((\mathcal{F}, c)\) is semi-stable. Then it follows from Theorem 14(1) that \(\text{cap}(\mathcal{F}, c) > 0\) which clearly implies that \(\det(\sum_{i=1}^{n} X_i X_i^T) > 0\). Thus \((\mathcal{F}, c)\) is a frame.

(2) Assume that \((\mathcal{F}, c)\) is a PMF which is equivalent to \((V_F, c)\) being a geometric BL quiver datum by Remark 7. Then it follows that \(V_F\) is c-polystable by Theorem 14(2). In particular, \(V_F\) is c-semi-stable since a direct sum of semi-stable representations is always semi-stable.

\[\square\]

3. Matrix Radial Isotropy

Let \(\mathcal{F} = \{X_1, \ldots, X_n\}\) be a matrix frame with \(X_i \in \mathbb{R}^{d \times d}, i \in [n]\), and let \(c = (c_1, \ldots, c_n) \in \mathbb{Q}_{>0}^n\) be positive rational weights such that \(\sum_{i=1}^{n} c_i = d\).

Let \(Q\) be the quiver from (1), \(V_F\) the representation of \(Q\) associated to \(\mathcal{F}\), and \(\sigma_c\) the weight of \(Q\) associated to \(c\) via (4). Let \(d\) be the dimension vector of \(V_F\) and note that \(d\) is equal to one at the sink vertices \(1, \ldots, n\) of \(Q\). Before we proceed with the proof of Theorem 1, we make the following observations that allow us to switch back and forth between matrix frames and quiver representations.

(a) \(c \in \text{relint}(K_F)\) if and only if \(\sigma_c \in \text{relint}(\Omega(V_F))\) where \(\Omega(V_F)\) is the orbit cone of the representation \(V_F\) (see Remark 9 and Definition 24).

(b) \((\mathcal{F}, c)\) can be transformed into a RIF if and only if \((V_F, c)\) can be transformed into a geometric BL quiver datum. Indeed, if \(B \in \text{GL}(d)\) transforms \((\mathcal{F}, c)\) into a RIF then \((AV_F, c)\) is a geometric BL quiver datum where \(A = \left( (B^{-1})^T, \frac{1}{\|B X_1\|_F}, \ldots, \frac{1}{\|B X_n\|_F} \right) \in \text{GL}(d)\). Conversely, if \(C = (C_0, \lambda_1, \ldots, \lambda_n) \in \text{GL}(d) \times \mathbb{R}^\times \times \ldots \times \mathbb{R}^\times\) transforms \((V_F, c)\) into a geometric BL quiver datum then \((C_0^{-1})^T\) transforms \((\mathcal{F}, c)\) into a RIF.

(c) \(f_F(c)\) is finite and attained at some point of \(\mathbb{R}^n\) if and only if \((V_F, c)\) is gaussian-extremizable by Remark 13.

Proof of Theorem 1. (1) It follows from Remark 13, Theorem 14(1), and Lemma 10 that

\[f_F(c)\text{ is finite} \iff \text{cap}(\mathcal{F}, c) > 0 \iff c \in K_{V_F} = K_F,\]

and this shows that the domain of \(f_F|_{\mathbb{Q}_{>0}^n}\) is precisely \(K_F \cap \mathbb{Q}_{>0}^n\).

(2) Let \(\text{rep}(Q)_c^{ss}\) be the category of all c-semi-stable representations of \(Q\). It is immediate to see that simple objects of this category are precisely the c-stable representations of \(Q\). Moreover, any object of \(\text{rep}(Q)_c^{ss}\) has a Jordan-Hölder filtration whose factors are c-stable. Thus, since \(V_F\) is c-semi-stable, we know that it has a filtration in \(\text{rep}(Q)_c^{ss}\) whose factors, denoted by \(V_1, \ldots, V_t\), are c-stable. This filtration gives rise to a 1-parameter subgroup \(\lambda : \mathbb{R}^\times \to \text{GL}(d)\) such that

\[\lim_{t \to 0} \lambda(t) V_F \simeq \bigoplus_{i=1}^{t} V_i.\]

In particular, this yields the c-polystable representation \(\tilde{V} := \lim_{t \to 0} \lambda(t) V_F\) which is a degeneration of \(V_F\) in the sense that \(\tilde{V} \in \text{GL}(d) V_F\). Denoting by \(\tilde{\mathcal{F}}\) the frame corresponding
to the representation \( \tilde{V} \), we get that \( (\tilde{F}, c) \) can be transformed into a RIF by Theorem 14(2) and observation (b) above.

(3) The equivalence \( (i) \iff (ii) \) follows from Remark 27, the Quiver Radial Isotropy Theorem 29, and the observations (a) and (b) above.

The equivalence \( (ii) \iff (iii) \) follows from Theorem 14(2) and the observations (b) and (c) above.

\begin{proof}

Remark 17. In what follows, we would like to point out some of the difficulties that one encounters when trying to use classical Radial Isotropy in order to establish our Matrix Radial Isotropy, even in particular cases. Let \( \mathcal{F} = \{X_1, \ldots, X_n\} \) with \( X_i \in \mathbb{R}^{d \times d_i}, i \in [n] \), be an MF with \( n > d \), and consider the frame (of vectors)

\[
\tilde{F} = \bigcup_{i \in [n]} \{x_{i,1}, \ldots, x_{i,d_i}\} \subseteq \mathbb{R}^d,
\]

where \( x_{i,1}, \ldots, x_{i,d_i} \) are the columns of \( X_i, i \in [n] \). The orbit polytope of the frame \( \tilde{F} \) can be easily described as

\[
K_{\tilde{F}} := \left\{ \tilde{c} = (c_{i,\ell})_{i \in [n], \ell \in [d_i]} \in \mathbb{R}_{\geq 0}^{N} \left| \begin{array}{l}
\sum_{i=1}^{n} \sum_{\ell=1}^{d_i} c_{i,\ell} = d, \\
\sum_{i \in [n]} \sum_{\ell \in I_i} c_{i,\ell} \leq \dim \text{Span}(x_{i,\ell} | i \in [n], \ell \in I_i), \\
\text{for all subsets } I_i \subseteq [d_i], i \in [n]
\end{array} \right. \right\}.
\]

Let us now assume that \( \mathcal{F} \), equivalently \( \tilde{F} \), is generic. Then it is immediate to check that

\[
\tilde{c} := \begin{pmatrix}
\frac{d}{d_1 n}, & \ldots, & \frac{d}{d_1 n}, & \ldots, & \frac{d}{d_n n}, & \ldots, & \frac{d}{d_n n} \\
\text{d_1 \ times} & & & & \text{d_n \ times}
\end{pmatrix} \in \text{relint}(K_{\tilde{F}}).
\]

Thus, by (classical) Radial Isotropy, we know that there exists an invertible transformation \( A \in \text{GL}(d) \) such that

\[
\sum_{i=1}^{n} \sum_{\ell=1}^{d_i} \frac{d}{d_i n} \frac{(Ax_{i,\ell})(Ax_{i,\ell})^T}{||Ax_{i,\ell}||_{F}^2} = I_d.
\]

At this point it is natural to ask whether it is possible to find a matrix \( A \) that satisfies (8), and also

\[
\sum_{\ell=1}^{d_i} \frac{d}{d_i n} \frac{(Ax_{i,\ell})(Ax_{i,\ell})^T}{||Ax_{i,\ell}||_{F}^2} = \frac{d}{n} \frac{(AX_i)(AX_i)^T}{||AX_i||_{F}^2}, \forall i \in [n].
\]

If true, this would show that \( A \) transforms \( (\mathcal{F}, c) \) into a RIF where \( c = (\frac{d}{n}, \ldots, \frac{d}{n}) \). But it is easy to construct examples of generic MF for which (9) does not hold. For example, one can take

\[
\mathcal{F} = \left\{ X_1 = \begin{pmatrix} 1 & 0 \\ 0 & 2 \end{pmatrix}, X_2 = \begin{pmatrix} 1 \\ -1 \end{pmatrix}, X_3 = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \right\}.
\]
Then the identity matrix $I_2$ satisfies (8) but not (9). In fact, as $V_{\tilde{\varepsilon}}$ is a $\tilde{\varepsilon}$-stable representation with a one-dimensional space of endomorphisms, it follows that the matrices $A$ that satisfy (8) are precisely those of the form $\lambda UI_2 = \lambda U$ with $U$ an orthogonal matrix and $\lambda \in \mathbb{R}^\times$ (see for example [CD21, Theorem 21]). Therefore, in this example, for any matrix $A$ that satisfies (8), equation (9) does not hold. \hfill $\square$

4. THE PAULSEN PROBLEM FOR MATRIX FRAMES

The proof strategy for Theorem 2 is inspired by the work of Hamilton and Moitra in [HM18]. It relies on the following two lemmas. We postpone the proofs of these intermediate results until after the proof of Theorem 2. Throughout we assume that $\varepsilon < 0.3$ which is what we mean by $\varepsilon$ being small.

**Lemma 18.** Let $\mathcal{F} = \{X_1, \ldots, X_n\}$ with $X_i \in \mathbb{R}^{d \times d_i}$, $i \in [n]$, be an $\varepsilon$-nearly equal-norm PMF. Then $\mathcal{F}$ can be perturbed such that the resulting frame $\mathcal{G} = \{Y_1, \ldots, Y_n\}$ with $Y_i \in \mathbb{R}^{d \times d_i}$, $i \in [n]$, satisfies the following properties:

1. $\mathcal{G}$ is a generic MF;
2. $\text{dist}^2(\mathcal{F}, \mathcal{G}) \leq d \varepsilon$;
3. $\mathcal{G}$ is a $4\varepsilon$-nearly equal-norm PMF.

We will also need the following upper bound. As explained in the proof of Theorem 2 below, the passage from Lemma 18 to Lemma 19 is via the Matrix Radial Isotropy Theorem 1(3).

**Lemma 19.** Let $\mathcal{G} = \{Y_1, \ldots, Y_n\}$ with $Y_i \in \mathbb{R}^{d \times d_i}$, $i \in [n]$, be a $4\varepsilon$-nearly equal-norm PMF. Assume that there exists a diagonal matrix $M \in \mathbb{R}^{d \times d}$ with positive weakly decreasing diagonal entries such that the frame $\{MY_1, \ldots, MY_n\}$ is a RIF with respect to the weight vector $c := \left(\frac{d}{n}, \ldots, \frac{d}{n}\right) \in \mathbb{Q}_{\geq 0}^n$. Let $\mathcal{Z} = \left\{\sqrt{\frac{d}{n} \|MY_i\|_F}, \ldots, \sqrt{\frac{d}{n} \|MY_n\|_F}\right\}$ be the induced equal-norm PMF.

Let $\gamma \leq \min\{1, \varepsilon\}$ be such that

$$
(1 - \gamma) \frac{d}{n} \leq \|Y_i\|_F \leq (1 + \gamma) \frac{d}{n}, \forall i \in [n].
$$

Then

$$
\text{dist}^2(\mathcal{G}, \mathcal{Z}) \leq 16\varepsilon d^2 + 6\gamma d^2.
$$

We are now ready to prove Theorem 2.

**Proof of Theorem 2.** Let $\mathcal{F} = \{X_1, \ldots, X_n\}$ be an $\varepsilon$-nearly equal-norm PMF. According to the proof of Lemma 18, we can choose “perturbation” matrices $H_1, \ldots, H_n$ of arbitrarily small norm such that the matrix frame $\mathcal{G} = \{Y_1, \ldots, Y_n\}$, where

$$
Y_i = \sqrt{\frac{d}{n} \|X_i\|_F} + H_i, i \in [n],
$$

satisfies properties (1) – (3) in Lemma 18.

By Lemma 4 and the Matrix Radial Isotropy Theorem 1(3), there exists an invertible matrix $A \in \text{GL}(d)$ such that $A \cdot \mathcal{G} := \{AY_1, \ldots, AY_n\}$ is a RIF with respect to $c = (\frac{d}{n}, \ldots, \frac{d}{n})$. Using the Singular Value Decomposition for $A$, we can write $A = UMVT$ where $U$ and...
are orthogonal matrices and $M$ is a diagonal matrix with positive weakly decreasing diagonal entries. Set

$$\tilde{F} := V^T \cdot F = \{ V^T X_1, \ldots, V^T X_n \} \text{ and } \tilde{G} := V^T \cdot G = \{ V^T Y_1, \ldots, V^T Y_n \}.$$  

Then we have that

- $\operatorname{dist}^2(\tilde{F}, \tilde{G}) = \operatorname{dist}^2(F, G) \leq \varepsilon d$;
- $\tilde{G}$ is a $4\varepsilon$-nearly equal-norm PMF since $V \cdot \tilde{G} = G$ a $4\varepsilon$-nearly equal-norm PMF;
- $(M \cdot \tilde{G}, c)$ is a RIF since $U \cdot (M \cdot \tilde{G}) = A \cdot G$ is a RIF with respect to $c$.

Next, let $\gamma := \max_{1 \leq i \leq n} \frac{n}{d} (\|H_i\|_F^2 + 2\|H_i\|_F)$. Since each $\|H_i\|_F$ can be made arbitrarily small, we can assume that $\gamma \leq \min\{1, \varepsilon\}$. Furthermore, one can easily check that $\gamma$ satisfies condition (10) in Lemma 19 applied to $\tilde{G}$. It now follows from Lemma 19 that there exists an equal-norm PMF $Z$ such that $\operatorname{dist}^2(\tilde{G}, Z) \leq 16\varepsilon d^2 + 6\gamma d^2$.

Using the triangle-like inequality

$$\|A - C\|_F^2 \leq 2(\|A - B\|_F^2 + \|B - C\|_F^2) \text{ for } A, B, C \in \mathbb{R}^{d \times d_i},$$

we get that

$$\operatorname{dist}^2(\tilde{F}, Z) \leq 2(\operatorname{dist}^2(\tilde{F}, \tilde{G}) + \operatorname{dist}^2(\tilde{G}, Z))$$

$$\leq 2(\varepsilon d + 16\varepsilon d^2 + 6\gamma d^2)$$

$$\leq 2(\varepsilon d + 16\varepsilon d^2 + 6\varepsilon d^2) \text{ since } \gamma \leq \varepsilon$$

$$\leq 46\varepsilon d^2.$$

Finally, setting $W := V \cdot Z$, we obtain that $\operatorname{dist}^2(F, W) = \operatorname{dist}^2(\tilde{F}, Z) \leq 46\varepsilon d^2$. \qed

We end this section with the proofs of the intermediate lemmas. From this point on, we simply write $\|\cdot\|$ for $\|\cdot\|_F$.

**Proof of Lemma 18.** We scale and perturb the $N$ columns of the matrix $[X_1 \ldots | X_n] \in \mathbb{R}^{d \times N}$ as follows: if $x_{i,k}$ is the $k$-th column of $X_i$, let $y_{i,k} = \sqrt{\frac{2}{n \|X_i\|}} x_{i,k} + \eta_{i,k}$ where $\eta_{i,k} \in \mathbb{R}^d$ are perturbations of arbitrary small norm chosen so that every $d$-subset of the vectors $\{y_{i,k}\}_{i \in [n], k \in [d_i]}$ forms a basis of $\mathbb{R}^d$. Let us form the matrices $H_i \in \mathbb{R}^{d \times d_i}$ having columns $\eta_{i,k}, k \in [d_i]$, and define $Y_i := \sqrt{\frac{2}{n \|X_i\|}} + H_i$. We claim that the frame $G := \{Y_1, \ldots, Y_n\}$ satisfies the required properties.

1. The frame $G$ is a generic MF by construction.
(2) Since $\mathcal{F}$ is an $\varepsilon$-nearly equal-norm PMF with $\varepsilon < 0.3$ and $\|H_i\|$ can be made as small as we wish, it follows that

\[
\|X_i - Y_i\|^2 = \|X_i\|^2 + \frac{d}{n} - 2\sqrt{\frac{d}{n}} \|X_i\| + \|H_i\|^2 + 2\left(\sqrt{\frac{d}{n}} \frac{1}{\|X_i\|} - 1\right) \langle X_i, H_i \rangle_F
\]

\[
\leq \left(\sqrt{\frac{d}{n}} - \|X_i\|\right)^2 + \|H_i\|^2 + 2\left(\frac{1}{\sqrt{1-\varepsilon}} - 1\right) \|X_i\|\|H_i\|
\]

\[
\leq \left(\sqrt{\frac{d}{n}} - \sqrt{(1-\varepsilon)\frac{d}{n}}\right)^2 + \|H_i\|^2 + 2\|H_i\|
\]

\[
\leq \left(\sqrt{\frac{d}{n}} - \sqrt{(1-\varepsilon)\frac{d}{n}}\right)^2 + \left(1 - \sqrt{1 - \varepsilon}\right)\varepsilon d
\]

\[
= \frac{d}{n}(1 - 2\sqrt{1 - \varepsilon} + (1 - \varepsilon) + (1 - \sqrt{1 - \varepsilon})\varepsilon) \leq \frac{d\varepsilon}{n}, \forall i \in [n].
\]

Thus, summing over $i \in [n]$, we obtain that $\text{dist}^2(\mathcal{F}, \mathcal{G}) \leq \varepsilon d$.

(3) To prove that $\mathcal{G} = \{Y_1, \cdots, Y_n\}$ is a $4\varepsilon$-nearly equal-norm PMF, we begin by imposing that $\|H_i\| \leq \frac{\varepsilon}{2n}$ for all $i \in [n]$. Then it is immediate to check that $(1 - 4\varepsilon)\frac{d}{n} \leq \|Y_i\|^2 \leq (1 + 4\varepsilon)\frac{d}{n}$, $\forall i \in [n]$.

It remains to prove that $(1 - 4\varepsilon)I_d \leq \sum_{i=1}^n Y_i Y_i^T \leq (1 + 4\varepsilon)I_d$, which is equivalent to proving that

\[
1 - 4\varepsilon \leq \sum_{i=1}^n \langle Y_i^T y, Y_i^T y \rangle \leq 1 + 4\varepsilon, \forall y \in \mathbb{R}^d \text{ with } \|y\|_2 = 1.
\]

By assumption $\mathcal{F}$ is an $\varepsilon$-nearly equal-norm PMF and so we have

\[
\frac{1}{1 + \varepsilon} \leq \frac{d}{n} \frac{1}{\|X_i\|^2} \leq \frac{1}{1 - \varepsilon}, \forall i \in [n], \text{ and}
\]

\[
(11)
1 - \varepsilon \leq \sum_{i=1}^n \langle X_i^T y, X_i^T y \rangle \leq 1 + \varepsilon, \forall y \in \mathbb{R}^d \text{ with } \|y\|_2 = 1.
\]

Now let $y \in \mathbb{R}^d$ be a unit vector. Then, using (11) and keeping in mind that $\|H_i\| \leq \frac{\varepsilon}{2n}$ for all $i \in [n]$, we get

\[
\sum_{i=1}^n \langle Y_i^T y, Y_i^T y \rangle = \sum_{i=1}^n \left(\frac{d}{n} \frac{1}{\|X_i\|^2} \langle X_i^T y, X_i^T y \rangle + \langle H_i^T y, H_i^T y \rangle + 2\sqrt{\frac{d}{n} \frac{1}{\|X_i\|}} \langle X_i^T y, H_i^T y \rangle\right)
\]

\[
\leq \frac{1 + \varepsilon}{1 - \varepsilon} + \sum_{i=1}^n \left(\|H_i\|\|y\|_2^2 + 2\sqrt{\frac{d}{n} \frac{1}{\|X_i\|}} \|X_i\|\|H_i\|\|y\|_2^2\right)
\]

\[
\leq \frac{1 + \varepsilon}{1 - \varepsilon} + \sum_{i=1}^n \left(\frac{\varepsilon^2}{4n^2} + \frac{\varepsilon}{n}\right) = \frac{1 + \varepsilon}{1 - \varepsilon} + \frac{\varepsilon^2}{4n} + \varepsilon \leq 1 + 4\varepsilon \text{ for small } \varepsilon.
\]
Similarly, we obtain that
\[
\sum_{i=1}^{n} \langle Y_i^T y, Y_i^T y \rangle = \sum_{i=1}^{n} \left( \frac{d}{n \| X_i \|^2} \langle X_i^T y, X_i^T y \rangle + \langle H_i^T y, H_i^T y \rangle + 2 \sqrt{\frac{d}{n \| X_i \|}} \langle X_i^T y, H_i^T y \rangle \right)
\]
\[
\geq \frac{1 - \varepsilon}{1 + \varepsilon} - \sum_{i=1}^{n} 2 \sqrt{\frac{d}{n \| X_i \|}} \| X_i \| \| H_i \| \| y \|_2^2
\]
\[
\geq \frac{1 - \varepsilon}{1 + \varepsilon} - \sum_{i=1}^{n} \frac{\varepsilon}{n} = \frac{1 - \varepsilon}{1 + \varepsilon} - \varepsilon \geq 1 - 4\varepsilon.
\]

\[\square\]

The proof of Lemma 19 requires the following result from [HM18]. Let \( \mathcal{T} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) be the linear operator defined by
\[
\mathcal{T}(v, u) := \sum_{\ell=1}^{d} \ell(u_\ell - v_\ell), \forall v, u \in \mathbb{R}^d.
\]

Given two vectors \( v, u \in \mathbb{R}^d \), we say that \( v \) majorizes \( u \), denoted \( v \succeq u \), if \( \sum_{\ell=1}^{d} v_\ell = \sum_{\ell=1}^{d} u_\ell \) and \( \sum_{\ell=1}^{j} v_\ell \geq \sum_{\ell=1}^{j} u_\ell \) for all \( 1 \leq j < d \).

**Lemma 20.** If \( v, u \in \mathbb{R}^d \) are two vectors such that \( v \succeq u \) then
\[
\mathcal{T}(v, u) \geq \frac{1}{2} \| u - v \|_1.
\]

**Proof.** We proceed by induction on \( d \). The statement is clearly true when \( d = 1 \). Let us now assume that (12) holds for all pairs \((v, u) \in \mathbb{R}^d \times \mathbb{R}^d \) with \( v \succeq u \).

Let \( x \) and \( y \) be two vectors in \( \mathbb{R}^{d+1} \) such that \( x \succeq y \). We will show that (12) holds for \((x, y)\), as well. Set
\[
c := \sum_{\ell=1}^{d} (x_\ell - y_\ell) = y_{d+1} - x_{d+1} \geq 0,
\]
and let us consider the vectors in \( \mathbb{R}^d \)
\[
v := (x_1, \ldots, x_d) \text{ and } u := (y_1, \ldots, y_{d-1}, y_d + c).
\]

We then have that
\begin{itemize}
  \item \( v \succeq u \) since \( \sum_{\ell=1}^{d} x_\ell = y_1 + \ldots + y_{d-1} + (y_d + c) \) by the definition of \( c \) and, furthermore, \( \sum_{\ell=1}^{j} x_\ell \geq \sum_{\ell=1}^{j} y_\ell \) for all \( 1 \leq j < d - 1 \) as \( x \succeq y \);
  \item \( \mathcal{T}(x, y) = \sum_{\ell=1}^{d-1} \ell(y_\ell - x_\ell) + d(y_d - x_d) + (d + 1)(y_{d+1} - x_{d+1}) = \mathcal{T}(v, u) + c \) as \( y_{d+1} - x_{d+1} = c \).
\end{itemize}

Using the induction hypothesis, we get that
\[
\mathcal{T}(x, y) \geq \frac{1}{2} \| u - v \|_1 + c = \frac{1}{2} \left( \sum_{\ell=1}^{d-1} |y_\ell - x_\ell| + |y_d - x_d + c| + |c| + |y_{d+1} - x_{d+1}| \right) \geq \frac{1}{2} \| x - y \|_1,
\]
and this finishes the proof. \[\square\]
Proof of Lemma 19. Let us define the helper frame
\[ \tilde{W} = \{ \tilde{W}_1, \tilde{W}_2, \ldots, \tilde{W}_n \} \] where \( \tilde{W}_i = \| Y_i \| \left( \frac{M Y_i}{\| M Y_i \|} \right) \in \mathbb{R}^{d \times d} \), \( \forall i \in [n] \).

Using the triangle-like inequality, we have that
\[ \text{dist}^2(G, Z) \leq 2 \text{dist}^2(G, \tilde{W}) + 2 \text{dist}^2(\tilde{W}, Z). \]

Therefore, to prove the desired upper bound for \( \text{dist}^2(G, Z) \), we will find suitable upper bounds for \( \text{dist}^2(\tilde{W}, Z) \) and \( \text{dist}^2(G, \tilde{W}) \). Using (10), we immediately get the first upper bound

\[
\text{dist}^2(\tilde{W}, Z) = \sum_{i=1}^{n} \| Y_i \| \left( \frac{M Y_i}{\| M Y_i \|} \right) - \sqrt{\frac{d}{n}} \left( \frac{M Y_i}{\| M Y_i \|} \right) \right|^{2} = \sum_{i=1}^{n} \frac{d}{n} \left( \| Y_i \| \right)^2 - 1
\leq \sum_{i=1}^{n} \frac{d}{n} \max\{ (\sqrt{1 + \gamma} - 1)^2, (\sqrt{1 - \gamma} - 1)^2 \} = d(\sqrt{1 - \gamma} - 1)^2 \leq d^2 \gamma.
\]

In what follows we will find an upper bound for \( \text{dist}^2(G, \tilde{W}) \). Using the assumption that \( Z \) is an equal-norm PMF and \( (1 - \gamma) \frac{d}{n} \leq \| Y_i \|^2, \forall i \in [n] \), we obtain

\[
\sum_{i=1}^{n} \tilde{W}_i \tilde{W}_i^T = \sum_{i=1}^{n} \| Y_i \|^2 \left( \frac{M Y_i}{\| M Y_i \|} \right) \left( \frac{M Y_i}{\| M Y_i \|} \right)^T
\geq \sum_{i=1}^{n} (1 - \gamma) \frac{d}{n} \left( \frac{M Y_i}{\| M Y_i \|} \right) \left( \frac{M Y_i}{\| M Y_i \|} \right)^T = (1 - \gamma) I_d.
\]

This in turn implies that
\[ \sum_{i=1}^{n} \| \tilde{W}_i^T y \|^2_2 = \sum_{i=1}^{n} \langle \tilde{W}_i^T y, \tilde{W}_i^T y \rangle_2 \geq 1 - \gamma, \]
for all unit vectors \( y \in \mathbb{R}^d \). Now, let us write \( Y_i = ((s_{i})_{\ell k})_{\ell \in [d], k \in [d]} \) and \( \tilde{W}_i = ((t_{i})_{\ell k})_{\ell \in [d], k \in [d]} \) for every \( i \in [n] \). Using (13) with \( y \) the \( \ell \)-th standard basis vector in \( \mathbb{R}^d \), we obtain
\[ \sum_{i=1}^{n} \sum_{k=1}^{d_i} (t_{i})_{\ell k}^2 \geq 1 - \gamma. \]

Similarly, since \( G \) is a \( 4\varepsilon \)-nearly equal-norm PMF, it follows that
\[ \sum_{i=1}^{n} \sum_{k=1}^{d_i} (s_{i})_{\ell k}^2 \leq 1 + 4\varepsilon. \]

Next, for every \( i \in [n] \), we define \( a^i, b^i \in \mathbb{R}^d \) to be the vectors with coordinates:
\[ a^i_\ell = \sum_{k=1}^{d_i} (t_{i})_{\ell k}^2 \text{ and } b^i_\ell = \sum_{k=1}^{d_i} (s_{i})_{\ell k}^2, \forall \ell \in [d]. \]
Then
\[
\text{dist}^2(\mathcal{G}, \mathcal{W}) = \sum_{i=1}^{n} \| Y_i - \tilde{W}_i \|^2 = \sum_{i=1}^{n} \sum_{\ell=1}^{d} \sum_{k=1}^{d_i} |(s_i)_{\ell k} - (t_i)_{\ell k}|^2
\]

\[
\leq \sum_{i=1}^{n} \sum_{\ell=1}^{d} \left| \sum_{k=1}^{d_i} (s_i)_{\ell k}^2 - \sum_{k=1}^{d_i} (t_i)_{\ell k}^2 \right| = \sum_{i=1}^{n} \| b^i - a^i \|_1
\]

\[
\leq 2 \left( \sum_{\ell=1}^{d} \mathcal{T}(a^i, b^i) \right) = 2 \mathcal{T} \left( \sum_{i=1}^{n} a^i, \sum_{i=1}^{n} b^i \right) = 2 \left( \sum_{\ell=1}^{d} \ell \left( \sum_{i=1}^{n} \sum_{k=1}^{d_i} (s_i)_{\ell k}^2 - \sum_{i=1}^{n} \sum_{k=1}^{d_i} (t_i)_{\ell k}^2 \right) \right)
\]

\[
\leq 2 \left( \sum_{\ell=1}^{d} \ell \left( (1 + 4\varepsilon) - (1 - \gamma) \right) \right) \text{ using (14) and (15)}
\]

\[
= (4\varepsilon + \gamma)d(d + 1) \leq 8\varepsilon d^2 + 2\gamma d^2.
\]

For (i), we first write

\[
(t_i)_{\ell k} = \lambda_{\ell} \frac{\| Y_i \|}{\| MY_i \|} (s_i)_{\ell k}
\]

where the \( \lambda_{\ell} \) are the positive diagonal entries of \( M \). Then for all \( i \in [n] \) and \( \ell \in [d] \) we have

\[
\sum_{k=1}^{d_i} |(s_i)_{\ell k} - (t_i)_{\ell k}|^2 = \left( 1 - \frac{\| Y_i \|}{\| MY_i \|} \lambda_{\ell} \right)^2 \left( \sum_{k=1}^{d_i} (s_i)_{\ell k}^2 \right)
\]

\[
\leq \left| 1 - \frac{\| Y_i \|^2}{\| MY_i \|^2} \lambda_{\ell}^2 \right| \left( \sum_{k=1}^{d_i} (s_i)_{\ell k}^2 \right) = \left| \sum_{k=1}^{d_i} (s_i)_{\ell k}^2 - \sum_{k=1}^{d_i} (t_i)_{\ell k}^2 \right|.
\]

For (ii), we claim that \( a^i \succeq b^i, \forall i \in [n] \), and hence \( \| b^i - a^i \|_1 \leq 2\mathcal{T}(a^i, b^i) \).

\textbf{Claim:} The vector \( a^i \) majorizes \( b^i \) for all \( i \in [n] \).

\textbf{Proof of Claim.} We need to show that

\[
\sum_{\ell=1}^{d} a^i_{\ell} = \sum_{\ell=1}^{d} b^i_{\ell},
\]

and

\[
\sum_{\ell=1}^{j} a^i_{\ell} \geq \sum_{\ell=1}^{j} b^i_{\ell}, \forall 1 \leq j < d.
\]

Since \( \| \tilde{W}_i \|^2 = \| Y_i \|^2 \) for all \( i \in [n] \), we get that

\[
\sum_{k=1}^{d_i} \sum_{\ell=1}^{d} (t_i)_{\ell k}^2 = \sum_{k=1}^{d_i} \sum_{\ell=1}^{d} (s_i)_{\ell k}^2.
\]
which proves (16). Next recall that \((t_i)_k^2 = \frac{||Y_i||^2}{||My_i||} \lambda_k^2(s_i)_k^2\). Therefore, for every \(1 \leq j < d\), we have

\[
\frac{\sum_{\ell=1}^d a_{i\ell}}{\sum_{\ell=j+1}^d a_{i\ell}^2} = \frac{\sum_{\ell=1}^d \sum_{k=1}^d (t_i)_k^2}{\sum_{\ell=j+1}^d \sum_{k=1}^d (t_i)_k^2} = \frac{\sum_{k=1}^d \lambda_k^2(s_i)_k^2}{\sum_{\ell=j+1}^d \lambda_j^2(s_i)_k^2} \geq \frac{\sum_{k=1}^d \sum_{\ell=1}^j \lambda_j^2(s_i)_k^2}{\sum_{\ell=j+1}^d \sum_{k=1}^d \lambda_j^2(s_i)_k^2} = \frac{\sum_{\ell=1}^j b_{i\ell}}{\sum_{\ell=j+1}^d b_{i\ell}},
\]

where the inequality follows from the fact that \(\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d > 0\). This inequality combined with (16) clearly implies (17), finishing the proof of our claim.

Putting everything together, we finally get

\[
\text{dist}^2(G, Z) \leq 2 \text{dist}^2(G, \tilde{W}) + 2 \text{dist}^2(\tilde{W}, Z) \leq 2(8\varepsilon d^2 + 2\gamma d^2) + 2(d^2\gamma) = 16\varepsilon d^2 + 6\gamma d^2,
\]

and this completes the proof of the lemma.

5. CONSTRUCTIVE ASPECTS OF MATRIX RADIAL ISOTROPY

Let \(F = \{X_1, \ldots, X_n\}\) with \(X_i \in \mathbb{R}^{d \times d_i}, i \in [n]\), be an MF, and \(\Phi_F : \mathbb{R}^n \rightarrow \mathbb{R}\) the function defined by

\[
\Phi_F(t) = \log(\det(Q(t)))
\]

where \(Q(t) = \sum_{i=1}^n e^{t_i} X_i X_i^T\) for all \(t = (t_1, \ldots, t_n) \in \mathbb{R}^n\). (Whenever \(F\) is understood from the context, we will simply write \(\Phi\) for \(\Phi_F\).) We will also need the following index set

\[
\mathcal{A} = \left\{(I, (S_i)_{i \in I}) \mid \emptyset \neq I \subseteq [n], \emptyset \neq S_i \subseteq [d_i], \forall i \in I, \text{ and } \sum_{i \in I} |S_i| = d \right\}.
\]

For \(S = (I, (S_i)_{i \in I}) \in \mathcal{A}\) and \(i \in [n]\), we write \(i \in S\) to mean that \(i \in I\). Furthermore, we define

\[
\Delta_S := \det \left( \sum_{\ell \in S} X[S_\ell] \cdot X[S_\ell]^T \right),
\]

where \(X[S_\ell]\) consists of the columns of the matrix \(X_\ell\) indexed by the elements of the subset \(S_\ell \subseteq [d_\ell]\) for each \(\ell \in S\).

**Lemma 21.** Keep the same notation as above. Then, for every \(t = (t_1, \ldots, t_n) \in \mathbb{R}^n\),

\[
\frac{\partial \Phi}{\partial t_i}(t) = \sum_{S \in \mathcal{A}, i \in S} |S_i| e^{\sum_{\ell \in S} |S_\ell| t_\ell} \Delta_S
\]

(18)

and

\[
\frac{\partial \Phi}{\partial t_i}(t) = e^{t_i} ||Q^{-\frac{1}{2}}(t)X_i||^2, \forall i \in [n].
\]

(19)
Proof. We begin by writing

\[ \det(Q(t)) = \sum_{S \in A} \det \left( \sum_{\ell \in S} e^{t\ell} X[S_\ell] \cdot X[S_\ell]^T \right) = \sum_{S \in A} e^{\sum_{\ell \in S} |S_\ell| t} \Delta_S. \tag{20} \]

The first equality follows from the Cauchy-Binet formula applied to \( \det(XX^T) \) where \( X := [e^{t1} X_1 \ldots e^{tn} X_n] \) is the matrix whose columns are the columns of the matrices \( e^{t\ell} X_\ell, \ i \in [n] \). For the second equality note that each \( \sum_{\ell \in S} e^{t\ell} X[S_\ell] \cdot X[S_\ell]^T \) can be written as a sum of \( d \) matrices of the form \( e^{t\ell} x x^T \) with \( x \in \mathbb{R}^d \) a column of \( X[S_\ell] \). This combined with the general formula \( \det \left( \sum_{i=1}^d c_i x_i x_i^T \right) = \left( \prod_{i=1}^d c_i \right) \det \left( \sum_{i=1}^d x_i x_i^T \right) \) that holds for any \( d \) vectors \( x_1, \ldots, x_d \) in \( \mathbb{R}^d \) and positive coefficients \( c_1, \ldots, c_d \), yields the second equality in (20).

It now follows from (20) that

\[ \frac{\partial \Phi}{\partial t_i}(t) = \frac{1}{\det(Q(t))} \left( \sum_{S \in A} |S_i| e^{\sum_{\ell \in S} |S_\ell| t} \Delta_S \right), \]

and this proves (18).

To prove (19), we write

\[ \frac{\partial \Phi}{\partial t_i}(t) = \frac{1}{\det(Q(t))} \frac{\partial}{\partial t_i} (\det(Q(t))) = \lim_{\varepsilon \to 0} \frac{\det(Q(t + \varepsilon \delta_i)) - \det(Q(t))}{\varepsilon \det(Q(t))}, \]

where \( \delta_i \) is the \( i \)th standard basis vector of \( \mathbb{R}^n \). Next, we have that

\[ Q(t + \varepsilon \delta_i) = \sum_{\ell=1}^n e^{t\ell + \varepsilon \delta_i, \ell} X_\ell X_\ell^T = \sum_{\ell=1}^n e^{t\ell} X_\ell X_\ell^T + e^{t\ell + \varepsilon} X_i X_i^T \]

\[ = \sum_{\ell \neq i}^n e^{t\ell} X_\ell X_\ell^T + e^{t\ell} X_i X_i^T \left( 1 + \varepsilon + \frac{\varepsilon^2}{2} + \ldots \right) = \sum_{\ell=1}^n e^{t\ell} X_\ell X_\ell^T + \varepsilon e^{t\ell} X_i X_i^T + \varepsilon^2 Y_i, \]

where \( Y_i := e^{t\ell} X_i X_i^T (\frac{1}{2} + \frac{\varepsilon}{3!} + \ldots) \). Thus we get that

\[ \det(Q(t + \varepsilon \delta_i)) = \det(Q(t + \varepsilon e^{t\ell} X_i X_i^T)) + \varepsilon^2 f_i(\varepsilon) \]

for a suitable continuous function \( f_i(\varepsilon) \). This yields

\[ \frac{\partial \Phi}{\partial t_i}(t) = \lim_{\varepsilon \to 0} \frac{\det(Q(t + \varepsilon e^{t\ell} X_i X_i^T)) - \det(Q(t))}{\varepsilon \det(Q(t))} \]

\[ = \frac{1}{\det(Q(t))} \lim_{\varepsilon \to 0} \frac{\det(Q(t + \varepsilon e^{t\ell} X_i X_i^T)) - \det(Q(t))}{\varepsilon}. \tag{21} \]

Finally, using the following differentiation formula (see [AKS20, Appendix A.2])

\[ \frac{\partial}{\partial B} \det(A) := \lim_{\varepsilon \to 0} \frac{\det(A + \varepsilon B) - \det(A)}{\varepsilon} = \det(A) \operatorname{Tr}(A^{-1} B), \tag{22} \]
which holds for all square matrices $A$ and $B$ with $A$ invertible, it follows from (21) and (22) that
\[
\frac{\partial \Phi}{\partial t_i}(t) = \text{Tr}(Q(t)^{-1}e_i^T X_i X_i^T) = e_i^T \text{Tr}(Q(t)^{-\frac{1}{n}}X_i(Q(t)^{-\frac{1}{2}}X_i)^T) = e_i^T \|Q(t)^{-\frac{1}{n}}X_i\|,
\]
and this completes the proof. \qed

To prove Theorem 3 we will also need the following result from [CD21].

**Theorem 22 (Gaussian-extremizers).** [CD21, Theorems 22] Let $Q$ be a bipartite quiver with set of sink vertices $Q_0^- = \{1, \ldots, n\}$, $d$ a dimension vector of $Q$, and $c = (c_1, \ldots, c_n) \in \mathbb{Q}_{>0}^n$ an $n$-tuple of positive rational numbers such that

$$\sigma_c \cdot d = 0.$$  

Let $V \in \text{rep}(Q, d)$ be a $d$-dimensional representation and consider the real algebraic set

$$\mathcal{B}L_c(V) = \{ A \in \text{GL}(d) \mid (A \cdot V, c) \text{ is a geometric BL quiver datum} \}.$$  

If $\mathcal{B}L_c(V)$ is not empty then $(V, c)$ is gaussian-extremizable and its gaussian extremizers are the $n$-tuples of matrices

$$(A(i)^T A(i))_{i \in [n]}$$ with $A = (A(x))_{x \in Q_0} \in \mathcal{B}L_c(V).$

We are now ready to prove Theorem 3.

**Proof of Theorem 3.** For the implication $(1) \implies (2)$, we know that $\Phi(t) - \langle t, c \rangle$ has a minimum at $t^* = (t_1^*, \ldots, t_n^*)$ which implies that

$$\frac{\partial \Phi}{\partial t_i}(t^*) = c_i, \forall i \in [n].$$

This combined with (18) in Lemma 21, proves that

$$(e_1^*, \ldots, e_n^*) \in \mathbb{V}(\mathcal{F}, c).$$

For the other implication $(2) \implies (1)$, since $(e_1^*, \ldots, e_n^*) \in \mathbb{V}(\mathcal{F}, c)$, we get via Lemma 21 that

$$e_i^* \|Q^{-\frac{1}{2}(t^*)} X_i\|^2 = c_i, \forall i \in [n].$$

Thus we obtain that

$$I_d = Q^{-\frac{1}{2}}(t^*)Q(t^*)Q^{-\frac{1}{2}}(t^*) = \sum_{i=1}^n e_i^* Q^{-\frac{1}{2}}(t^*) X_i X_i^T Q^{-\frac{1}{2}}(t^*)$$

$$\overset{23}{=} \sum_{i=1}^n \frac{c_i}{\|Q^{-\frac{1}{2}}(t^*) X_i\|^2} \left(Q^{-\frac{1}{2}}(t^*) X_i\right) \left(Q^{-\frac{1}{2}}(t^*) X_i\right)^T.$$  

This shows that $Q^{-\frac{1}{2}}(t^*)$ transforms $(\mathcal{F}, c)$ into a RIF. But this is equivalent to saying that $(A \cdot V_{\mathcal{F}}, c)$ is a geometric BL quiver datum over our quiver $Q$ from (1) where

$$A := \left(Q^\frac{1}{2}(t^*), \frac{1}{\|Q^{-\frac{1}{2}}(t^*) X_1\|}, \ldots, \frac{1}{\|Q^{-\frac{1}{2}}(t^*) X_n\|}\right) \in \text{GL}(d).$$
At this point, we can use Theorem 22 to conclude that \((\xi_1, \ldots, \xi_n)\) with
\[
\xi_i = A(i)^T A(i) = \frac{1}{\|Q^{-\frac{1}{2}}(t^*)X_i\|^2}, \quad i \in [n],
\]
is a gaussian-extremizer for \((V_\mathcal{F}, c)\). This is further equivalent to saying that \(f_\mathcal{F}(c)\) is finite and attained at \((t_1, \ldots, t_n)\) where
\[
e^{t_i} = c_i \xi_i = \frac{c_i}{\|Q^{-\frac{1}{2}}(t^*)X_i\|^2} \quad (23) = e^{t_i}, \quad \forall i \in [n].
\]
This shows that \(f_\mathcal{F}(c)\) is indeed attained at \(t^*\), and this completes the proof. \(\square\)

**Remark 23.** When \(d_1 = \ldots = d_n = 1\), Theorem 3 was first proved in [Bar98] (see also [AKS20, Appendix A]). We point out that the key ingredients used in [AKS20, Lemma A.4] do not seem to extend to our set-up, making Theorem 22 indispensable for the general case of matrix frames.

### 6. Quiver Radial Isotropy and \(\sigma\)-Critical Quiver Representations

Throughout this section, unless otherwise specified, the only topology we work with is the Euclidean topology.

Let \(Q = (Q_0, Q_1, t, h)\) be a connected acyclic quiver, \(d \in \mathbb{Z}^{Q_0}_+\) a dimension vector, and \(V \in \text{rep}(Q, d)\) a \(d\)-dimensional representation of \(Q\).

**Definition 24 (The orbit cone of a representation).** The **orbit cone** of \(V\) is the rational convex polyhedral cone defined by
\[
\Omega(V) := \{\sigma \in \mathbb{R}^{Q_0} \mid \sigma \cdot \text{dim} V = 0 \text{ and } \sigma \cdot \text{dim} V' \leq 0, \forall V' \subseteq V\}.
\]

**Remark 25.** The terminology “orbit cone” is justified by the fact that the faces of \(\Omega(V)\) are precisely the orbit cones of the form \(\Omega(W)\) with \(W \in \overline{\text{GL}(d)V}\) (see for example [Chi08]).

Our goal is to give a representation-theoretic interpretation (see Theorem 29 below) of the relative interior points of these cones in terms of the so-called critical quiver representations.

**Definition 26 (Critical representations).** Let \(\sigma \in \mathbb{Z}^{Q_0}\) be a weight of \(Q\).

(i) We say that \(V\) is a **\(\sigma\)-critical representation** if \(V\) satisfies the following matrix equations
\[
\sum_{a \in Q_1, t a = x} V(a)^T \cdot V(a) - \sum_{a \in Q_1, h a = x} V(a) \cdot V(a)^T = \sigma(x)I_{d(x)}, \quad \forall x \in Q_0.
\]
(ii) We say that a transformation \(A \in \text{GL}(d)\) puts \(V\) in **\(\sigma\)-critical position** if \(A \cdot V\) is a \(\sigma\)-critical representation.

**Remark 27 (Geometric BL quiver data and critical representations).** We point out that after appropriately scaling representations, geometric BL quiver data become critical quiver representations. Indeed, assume that \(Q\) is a bipartite quiver with \(n\) sink vertices and let \(V \in \text{rep}(Q, d)\) be a \(d\)-dimensional representation of \(Q\). Let \(c \in \mathbb{Q}^n_+\) be a rational vector and consider the weight \(\sigma_c\) defined via (4). Let \(W \in \text{rep}(Q, d)\) be the representation defined by
\[
W(a) := \sqrt{-\sigma_c(ha)} V(a), \quad \forall a \in Q_1.
\]
It is then immediate to see that \((V, c)\) is a geometric BL quiver datum if and only if \(W\) is a \(\sigma_c\)-critical representation.

Consequently, we get that a quiver datum \((V, c)\) can be transformed into a geometric BL quiver datum if and only if \(V\) can be put into \(\sigma_c\)-critical position. \(\square\)

Recall that, given a weight \(\sigma \in \mathbb{Z}^{Q_0}\), we say that \(V\) is \(\sigma\)-polystable if \(V\) is a direct sum of \(\sigma\)-stable representations. We have the following important result which was first proved by King in [Kin94] over the field of complex numbers. As explained in [CD21], it also holds over the field of real numbers. In what follows, \(\text{GL}(d)_{\sigma}\) denotes the kernel of the character induced by \(\sigma\), i.e.

\[
\text{GL}(d)_{\sigma} = \left\{ A = (A(x))_{x \in Q_0} \in \text{GL}(d) \left| \prod_{x \in Q_0} \det(A(x))^{\sigma(x)} = 1 \right. \right\}.
\]

**Proposition 28.** (see [CD21, Proposition 14 and Remark 15]) Let \(\sigma \in \mathbb{Z}^{Q_0}\) be a weight such that \(V \in \text{rep}(Q, d)\) is \(\sigma\)-semi-stable. Then the following statements are equivalent:

1. \(V\) is \(\sigma\)-polystable;
2. the \(\text{GL}(d)_{\sigma}\)-orbit of \(V\) is closed in \(\text{rep}(Q, d)\);
3. \(V\) can be put in \(\sigma\)-critical position.

Recall that a representation \(V\) is said to be locally semi-simple if there exists a weight \(\sigma_0 \in \mathbb{Z}^{Q}\) such that \(V\) is a \(\sigma_0\)-polystable representation. For a rational convex polyhedral cone \(C\), we denote its relative interior by \(\text{relint}(C)\).

Our next result, which plays a key role in the proof of Theorem 1, can be viewed as a far reaching generalization of Barthe’s theorem on vectors in radial isotropic position.

**Theorem 29 (Quiver Radial Isotropy).** Assume that \(V \in \text{rep}(Q, d)\) is a locally semi-simple representation and let \(\sigma \in \mathbb{Z}^{Q_0}\) be a weight of \(Q\). Then the following statements are equivalent

1. \(\sigma \in \text{relint}(\Omega(V))\);
2. \(V\) can be put in \(\sigma\)-critical position.

To prove this theorem, we require several auxiliary results. We begin by recalling the following simple, well-known folklore lemma. It is implicit in the work of King on moduli spaces of quiver representations [Kin94].

**Lemma 30.** Let \(V \in \text{rep}(Q, d)\) be a \(d\)-dimensional representation, \(\sigma \in \mathbb{Z}^{Q_0}\) a weight such that \(\sigma \cdot d = 0\). Let

\[
0 = V_0 \subseteq V_1 \subseteq \ldots \subseteq V_n = V
\]

be a filtration of subrepresentations of \(V\) such that \(\sigma \cdot \text{dim} V_i = 0\) for \(i \in \{0, \ldots, n\}\). Then there exists a 1-parameter subgroup \(\lambda : \mathbb{R}^\times \to \text{GL}(d)\) such that

\[
\lambda(t) \in \text{GL}(d)_{\sigma}, \forall t \in \mathbb{R}^\times, \text{ and } \lim_{t \to 0} \lambda(t)V \simeq \bigoplus_{i=1}^{n} V_i / V_{i-1}.
\]

Consequently, \(\bigoplus_{i=1}^{n} V_i / V_{i-1}\) belongs to the closure of the \(\text{GL}(d)_{\sigma}\)-orbit of \(V\).

In what follows, for a vector \(f \in \mathbb{R}^{Q_0}\), we denote by \(H(f)\) the hyperplane in \(\mathbb{R}^{Q_0}\) orthogonal to \(f\). We are now ready to prove one implication of Theorem 29.
Lemma 31. For a weight $\sigma \in \mathbb{Z}^{Q_0}$, if $V \in \text{rep}(Q, d)$ is a $\sigma$-polystable representation then $\sigma \in \text{relint}(\Omega(V))$.

Proof. Let $\mathcal{F}$ be the face of $\Omega(V)$ that contains $\sigma$ in its relative interior. Let us write

$$ (24) \quad \mathcal{F} = \Omega(V) \cap (\cap H(\dim V')) , $$

where the intersection is over (finitely many) subrepresentations $V'$ of $V$. For each such subrepresentation $V' \subseteq V$, applying Lemma 30 to the filtration $0 \subseteq V' \subseteq V$, we get that $V' \oplus V/V' \in \text{GL}(d) V$. Moreover, as $V$ is assumed to be $\sigma$-polystable, Proposition 28 tells us that $\text{GL}(d) V$ is closed in $\text{rep}(Q, d)$, and so we obtain that $V' \oplus V/V' \simeq V$. This immediately implies that $\Omega(V) \subseteq H(\dim V')$ for every subrepresentation $V' \subseteq V$ that occurs in (24), and thus $\mathcal{F} = \Omega(V)$. This proves that $\sigma \in \text{relint}(\Omega(V)).$ \hfill \square

In what follows, we denote by $W_C$ the complexification of a representation $V$ of $Q$. We recall that the orbit cone of a complex representation $X$ of $Q$ is the rational convex polyhedral cone consisting of all real weights $\theta \in \mathbb{R}^{Q_0}$ such that $X$ is a $\theta$-semi-stable complex representation. Let $G := \prod_{x \in Q_0} \text{GL}(d(x), \mathbb{C})$ and $X := \prod_{x \in Q_1} \mathbb{C}^{d(\alpha) \times d(\alpha)}$ on which $G$ acts by simultaneous conjugation. Note that $G_{\mathbb{R}}$, the $\mathbb{R}$-rational points of $G$, is $\text{GL}(d)$, and $X_{\mathbb{R}} = \text{rep}(Q, d)$. The following result, mostly proved in [HS17, Proposition 2.4 and Remark 2.5], allows us to transfer invariant-theoretic information between $\mathbb{R}$ and $\mathbb{C}$. This comes in handy since the invariant theory over $\mathbb{C}$ is easier than that over $\mathbb{R}$.

Proposition 32. Let $V \in \text{rep}(Q, d)$ be a representation,

$$ (25) \quad 0 = V_0 \subseteq V_1 \subseteq \ldots \subseteq V_n = V $$

a filtration of $V$, and $\sigma \in \mathbb{Z}^{Q_0}$ a weight. Then the following statements hold.

1. For an integral weight $\theta \in \mathbb{Z}^{Q_0}$, $V$ is $\theta$-semi-stable if and only if $V_C$ is $\theta$-semi-stable. Consequently,

$$ \Omega(V) = \Omega(V_C). $$

2. If $V_C$ is $\sigma$-stable then $V$ is also $\sigma$-stable.

3. If $V$ is $\sigma$-stable then $V_C$ is either stable or a direct sum of two $\sigma$-stable (complex) representations. Consequently, if $V$ is $\sigma$-polystable then $V_C$ is also $\sigma$-polystable.

4. Assume that the factors $V_i/V_{i-1}$, $i \in \{1, \ldots, n\}$, are $\sigma$-stable and let $\text{gr}_\sigma(V) = \bigoplus_{i=1}^{n} V_i/V_{i-1}$ be the associated graded module corresponding to the above filtration of $V$. Let $\text{gr}_\sigma(V_C) \in X$ be the associated graded module corresponding to a Jordan-Hölder filtration of $V_C$ in the category of $\sigma$-semi-stable complex representations of $Q$. Then

$$ \text{gr}_\sigma(V)_C \simeq \text{gr}_\sigma(V_C), $$

and

$$ \Omega(\text{gr}_\sigma(V)) = \Omega(V) \cap (\cap_{i=1}^{n} H(\dim V_i)) $$

is a face of $\Omega(V)$ containing $\sigma$.

Proof. Parts (1) – (3) are proved in [HS17, Proposition 2.4 and Remark 2.5]. For part (4), complexifying the filtration (25) we obtain a filtration of complex subrepresentations of $V_C$ whose factors $(V_i)_C/(V_{i-1})_C = (V_i/V_{i-1})_C$, $i \in [n]$, are $\sigma$-polystable by part (3). Thus $\text{gr}_\sigma(V)_C$ is a $\sigma$-polystable representation that belongs to the closure of $G V_C$. Let us denote by $X^{ss}_\sigma$ the $\sigma$-semi-stable locus in $X$. Then it follows from King’s work [Kin94] that the $G$-orbit of $\text{gr}_\sigma(V)_C$ is the unique closed $G$-orbit in $X^{ss}_\sigma$ lying in the closure of the $G$-orbit of
$V_C$ in $\mathbb{X}_{ss}$. Since the same holds for the $G$-orbit of $\text{gr}_\sigma(V_C)$, we get that $\text{gr}_\sigma(V_C)$ and $\text{gr}_\sigma(V_C)$ are isomorphic as complex representations of $Q$.

It remains to show that $\Omega(\text{gr}_\sigma(V))$ is a face of $\Omega(V)$. Let $\theta \in \mathbb{R}^{Q_0}$ be a real weight of $Q$. If $\theta \in \Omega(\text{gr}_\sigma(V))$ then the direct summands $V_i/V_{i-1}$, $i \in [n]$, are also $\theta$-semi-stable which immediately implies that $\theta \in H(\dim V_i)$ for all $i \in [n]$. Moreover, since the category of semi-stable representations is closed under extensions, we also get that $V_n = V$ is $\theta$-semi-stable. This proves the inclusion $\Omega(\text{gr}_\sigma(V)) \subseteq \Omega(V) \cap (\bigcap_{i=1}^n H(\dim V_i))$. For the other inclusion, let $\theta \in \mathbb{R}^{Q_0}$ be a real weight such that $V$ is $\theta$-semi-stable and $\theta \cdot \dim V_i = 0$ for all $i \in [n]$. Then each $V_i$ is $\theta$-semi-stable, implying that every quotient $V_i/V_{i-1}$ is $\theta$-semi-stable. Thus the direct sum $\bigoplus_{i=1}^n V_i/V_{i-1}$ is $\theta$-semi-stable and so $\theta$ belongs to $\Omega(\text{gr}_\sigma(V))$. This now finishes the proof. □

**Remark 33.** The category of representations of $Q$ can be identified with the category, $\text{mod}(A)$, of finite-dimensional left modules of the path algebra $A = \mathbb{R}Q$ of $Q$ over $\mathbb{R}$. If $M$ is a representation of $Q$ viewed as a left $A$-module then $M_C = M \otimes_\mathbb{R} \mathbb{C}$, the complexification of $M$, is a finite-dimensional module of $A_C = A \otimes_\mathbb{R} \mathbb{C} = \mathbb{C}Q$, the path algebra of $Q$ over $\mathbb{C}$. Moreover, $M_C = M \oplus iM \simeq M^{\oplus 2}$ as $A$-modules.

Now, let $M$ and $N$ be two finite-dimensional $A$-modules such that $M_C \simeq N_C$ as $A_C$-modules. In particular, they are isomorphic as $A$-modules and thus

$$M^{\oplus 2} \simeq N^{\oplus 2} \text{ as } A\text{-modules.}$$

Since $\text{mod}(A)$ has the Krull-Schmidt property, we get that $M \simeq N$ as $A$-modules, equivalently as representations of $Q$. For completeness, we mention that the converse of what we have just proved always hold, i.e. if $M$ and $N$ are isomorphic $A$-modules then $M_C$ and $N_C$ are clearly isomorphic as $A_C$-modules. □

We are now ready to prove Theorem 29.

**Proof of Theorem 29.** We will show that

$$\sigma \in \text{relint}(\Omega(V)) \iff V \text{ is } \sigma\text{-polystable.}$$

This together with Proposition 28 will prove the claim of the theorem.

($\iff$) This implication is proved in Lemma 31.

($\implies$) We know from Proposition 32 that $\Omega(\text{gr}_\sigma(V_C))$ is a face of $\Omega(V_C)$ containing $\sigma$, a point in the relative interior of $\Omega(V_C)$. Therefore,

$$\Omega(\text{gr}_\sigma(V_C)) = \Omega(V_C).$$

Since $V$ is assumed to be locally semi-simple, $V$ is $\sigma_0$-polystable for some weight $\sigma_0 \in \mathbb{Z}^{Q_0}$. By Proposition 32(3), this implies that $V_C$ is $\sigma_0$-polystable; in particular, $\sigma_0 \in \Omega(V_C) = \Omega(\text{gr}_\sigma(V_C))$, meaning that

$$\text{gr}_\sigma(V_C) \in \mathbb{X}_{ss},$$

where $\mathbb{X}_{ss}$ is the $\sigma_0$-semi-stable locus in $\mathbb{X}$. Furthermore, according to King’s work in [Kin94] (see also [DM20, Appendix A]), we know that $V_C$ being $\sigma_0$-polystable is equivalent to the $G$-orbit of $V_C$ being closed in $\mathbb{X}_{ss}^0$, and so

$$\overline{GV_C \cap \mathbb{X}_{ss}^0} = GV_C.$$
Next, since $\text{gr}_\sigma(V_C)$ is the associated graded module of a filtration of $V_C$, it can be viewed as the limit $\lim_{t \to 0} \lambda(t)V_C$ for a suitable 1-parameter subgroup of $G$, and so $\text{gr}_\sigma(V_C) \in G^\vee V_C$. Putting everything together, we get that

$$\text{gr}_\sigma(V_C) \in G^\vee V_C \cap X^{ss}_0 = G V_C.$$ 

It now follows from Proposition 32(4) that the complexifications of $\text{gr}_\sigma(V)$ and $V$ are isomorphic. This further implies that $\text{gr}_\sigma(V) \simeq V$ as real quiver representations by Remark 33, and therefore $V$ must be $\sigma$-polystable. □

**Remark 34.** In a sequel to the current work, we plan to address the algorithmic aspects of Theorem 3 by using gradient descent to find and analyze algorithms that compute an approximation to a minimizing vector $t^*$ for our function $\Phi_{\mathcal{F}}(t) - \langle t, c \rangle, t \in \mathbb{R}^n$. This combined with Theorem 3 will allow us to approximate the transformation $Q\frac{1}{2}(t^*)$ to any desired level of accuracy. We point out that this task for the classical case (i.e. when $d_1 = \ldots = d_n = 1$ has been successfully carried out in [AKS20, Section 4].
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