Bounding the set of finite dimensional quantum correlations
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We describe a simple method to derive high performance semidefinite programming relaxations for optimizations over complex and real operator algebras in finite dimensional Hilbert spaces. The method is very flexible, easy to program and allows the user to assess the behavior of finite dimensional quantum systems in a number of interesting setups. We use this method to bound the strength of quantum nonlocality in bipartite and tripartite Bell scenarios where the dimension of a subset of the parties is bounded from above. We derive new results in quantum communication complexity and prove the soundness of the prepare-and-measure dimension witnesses introduced in [Phys. Rev. Lett. 105, 230501 (2010)]. Finally, we propose a new dimension witness that can distinguish between classical, real and complex two-level systems.

PACS numbers:

The realization that certain experimental setups can only store a finite amount of information, related to the dimensionality of the underlying quantum system 1, is one of the most surprising features of quantum theory. Building upon this observation, quantum communication complexity studies the possibility to conduct a communication complexity studies the possibility to conduct a distributed computation when we limit the dimension of the quantum systems we allow to exchange 2,3. An upper bound on the dimension of the systems transmitted is also the basis of semi-device independent quantum key distribution (QKD) and randomness expansion 4,5. In the other direction, establishing lower bounds on the number of quantum levels that new quantum technologies can effectively control is the key to assess their potential for quantum computation, or as quantum memories. These bounds can be derived from prepare-and-measure dimension witnesses 6, such as the ones used in quantum communication complexity and semi-device independent QKD, or even better, through the degree of violation of a Bell inequality 7,10. This last technique has the advantage that classical degrees of freedom have no contribution on the certified dimensionality.

The above motivates the need of characterizing the statistics achievable with quantum systems of a given dimension. In this respect, nowadays we have highly effective variational methods, like see-saw 11,12, which allow us to explore the interior of the set of D-dimensional quantum correlations for fairly high values of D. However, we still lack good tools to establish limits on the strength of such correlations, i.e., to characterize this set from the outside. So far, all proposed methods to tackle this problem are either very computationally demanding 7,13, cannot be shown to converge 14,15 or only apply to particular functionals of the measured probabilities 8–10,16,17.

In this letter, we propose a simple scheme to generate semidefinite programming (SDP) 18 relaxations of dimensionally-constrained problems in quantum information theory. Such relaxations, whose working principles stem from noncommutative polynomial optimization theory 19, beat all previous methods in almost all conceivable scenarios. For the sake of clarity, we have chosen to illustrate how the scheme works by applying it to specific setups of interest in quantum information theory. A general approach to the noncommutative polynomial optimization problem under dimension constraints, together with an analysis of the convergence of the hierarchies introduced here, will appear elsewhere 20.

Let us start by considering the problem of introducing dimension constraints in quantum nonlocality. Suppose that we wish to maximize a Bell functional 21

\[ B(P) = \sum_{x,y} \sum_{a,b} B_{a,b} P(a,b|x,y) \]

where \( B_{a,b} \) are projection operators acting in \( \mathbb{C}^D \), with \( \sum_a E_a = \sum_b F_b = I_D \), and \( |\psi\rangle \in \mathbb{C}^D \).

One way to attack this problem is to simply ignore the dimension restrictions and apply the Navascués-Pironio-Acin (NPA) hierarchy of semidefinite programs for the characterization of quantum correlations 21,22. The NPA hierarchy works by reformulating problems such as (1) as linear optimizations over the underlying system’s moment matrix. The moment matrix of a quantum system like the one above, with operators \( E_a = E_b = I \otimes \tilde{E}_a \otimes \tilde{F}_b \) and state \( |\psi\rangle \), is a matrix \( \Gamma \) whose rows and columns are labeled by strings of these operators (e.g.: \( I, \tilde{F}_b, \tilde{E}_a, \tilde{E}_a \tilde{F}_b \)), and such that, for any two strings of operators \( u, v \),

\[ \Gamma_{u,v} = \langle \psi | u^\dagger (\tilde{E}_a, \tilde{F}_b) v (\tilde{E}_a, \tilde{F}_b) | \psi \rangle. \]

(2)

It can be easily shown that any finite principal submatrix of the moment matrix must be positive semidefinite 21,22. The operating principle behind the NPA hierarchy
is to approximate the set of feasible moment matrices \( \mathcal{R} \) by the set of normalized positive semidefinite matrices which belong to the span of \( \mathcal{R} \). That last condition is enforced by imposing that

\[
\Gamma = \sum_u c_u N_u + c_u^t N_u^t,
\]

where \( N_u \) is a matrix defined by

\[
(N_u)_{v,w} = \begin{cases} 1, & \text{if } u^v w = u; \\ 0, & \text{otherwise}. \end{cases}
\]

Calling \( \mathcal{S}_\infty \) the matrix subspace defined by \( \mathcal{S}_\infty \), the NPA relaxation to problem \( \mathcal{P} \) is:

\[
\max \sum_{x,y,a,b} B_{a,b}^{x,y} \Gamma_{E^x_a, F^y_b} \\
\text{s.t. } \Gamma_{1,1} = 1, \Gamma \geq 0, \Gamma \in \mathcal{S}_\infty.
\]

By imposing the positivity condition just over the finite dimensional matrix \( \{ \Gamma_{u,v} : \text{length}(u), \text{length}(v) \leq n \} \), we end up with a finite dimensional problem, the \( n^{th} \)-order relaxation of \( \mathcal{P} \). This happens to be a semidefinite program (SDP), a class of optimization problems for which plenty of efficient numerical tools are available.

Although a sound relaxation of problem \( \mathcal{P} \), the NPA hierarchy is not sensitive to the dimensionality parameter \( D \), and so it cannot be used to derive dimension witnesses. The key to go beyond the NPA approximation is to acknowledge that \( \mathcal{S}_\infty \) does not capture all linear restrictions present in moment matrices arising from systems of dimension \( D \). We will incorporate dimension constraints to the SDP problem \( \mathcal{P} \) by characterizing exactly the span of such a set of matrices, or, more precisely, its \( n^{th} \)-order truncation. That is, we will identify a minimal basis of matrices \( \{ M_j \}_{j=1}^N \) such that any truncated feasible moment matrix \( \Gamma \) of order \( n \) arising from a \( D \)-dimensional quantum system can be expressed as

\[
\Gamma = \sum_{j=1}^N c_j M_j.
\]

For convenience, we start by making an assumption on the ranks of the optimal projectors \( \{ E^x_a, F^y_b \} \). Calling \( \mathcal{S}_{D,\mathcal{F}} \) the set of all feasible moment matrices with rank(\( E^x_a \)) = \( r_a^x \), rank(\( F^y_b \)) = \( r_b^y \), the problem we wish to solve is:

\[
\max \sum_{x,y,a,b} B_{a,b}^{x,y} \Gamma_{E^x_a, F^y_b} \\
\text{s.t. } \Gamma_{1,1} = 1, \Gamma \geq 0, \Gamma \in \mathcal{S}_{D,\mathcal{F}}.
\]

In order to conduct its \( n^{th} \)-order relaxation, we must determine the projection \( \mathcal{S}_{D,\mathcal{F}} \) of \( \mathcal{S}_{D,\mathcal{F}} \) onto the space of \( n^{th} \)-order moment matrices.

To that end, we generate randomly quantum states \( |\psi\rangle \langle \psi| \in B(\mathbb{C}^{D^2}) \) and projection operators \( \{ E^x_a, F^y_b \} \subset B(\mathbb{C}^D) \), with rank(\( E^x_a \)) = \( r_a^x \), rank(\( F^y_b \)) = \( r_b^y \). For each tuple \( (|\psi\rangle \langle \psi|, E^x_a, F^y_b) \) of feasible state and projectors, we build the corresponding \( n^{th} \)-order moment matrix

\[
\Gamma_{u,w} = \langle \psi| u (\tilde{E}^x_a, \tilde{F}^y_b) v (\tilde{E}^x_a, \tilde{F}^y_b)^\dagger \rangle \langle \psi|,
\]

where \( \tilde{E}^x_a = E^x_a \otimes I_D, \tilde{F}^y_b = I_D \otimes F^y_b \) and \( u, w \) range over all strings of length smaller than or equal to \( n \). We thus get a sequence of random feasible moment matrices \( \Gamma_1, \Gamma_2, \ldots \). Since on one hand we are only interested in linear combinations of real entries of the system moment matrix (namely, \( \Gamma_{E^x_a, F^y_b} \)) and, on the other hand, given a feasible tuple \( (|\psi\rangle \langle \psi|, E^x_a, F^y_b) \), its complex conjugate \( (\psi, E^x_a, F^y_b)^* \) is also feasible, it is enough to consider the real part of the above sequence, i.e., \( \text{Re}(\Gamma_1), \text{Re}(\Gamma_2), \ldots \).

Adopting the Hilbert-Schmidt scalar product \( \langle A, B \rangle = \text{tr}(A^\dagger B) \), one can apply the Gram-Schmidt process to this sequence of real moment matrices in order to obtain an orthogonal basis \( M_1, M_2, \ldots \) for the space spanned by such matrices. We will notice that, for some number \( N \), \( M_{N+1} = 0 \), up to numerical precision. This is the point to terminate the Gram-Schmidt process and define the normalized matrices \( \{ M_j \} \in \mathbb{R} \) with the set of real symmetric matrices \( \mathcal{S}_{D,\mathcal{F}} \).

A brief note on strict feasibility is in order. One can show that, even if we eliminate one projection operator from each measurement as in \( \mathcal{P} \) to remove operator dependencies, for high enough relaxation orders \( n \) there are no strictly feasible points for problem \( \mathcal{P} \). In other words: there is no positive definite \( s \times s \) matrix \( \Gamma \) satisfying the above constraints. This poses a problem for the implementation of \( \mathcal{P} \), since many SDP solvers require strict feasibility to operate.

An easy way to circumvent this issue is to compute the matrix \( G = \frac{1}{N} \sum_{i=1}^N \text{Re}(\Gamma^n(i)) \) and find an isometry \( V : \text{supp}(G) \rightarrow \mathbb{R}^s \). Then, the positive semidefinite condition over \( \Gamma \) can be replaced by \( VTV^\dagger \geq 0 \), which, by construction, admits a strictly feasible point.

We have just described how to perform in practice the \( n^{th} \) order SDP relaxation of problem \( \mathcal{P} \), which, in turn, is a relaxation of a rank-constrained version of problem \( \mathcal{P} \). Taking the maximum over all possible rank combinations \( \mathcal{F} \), we obtain an upper bound on the solution of \( \mathcal{P} \).

At this point, the reader will probably wonder whether this method is actually useful for the kind of problems we usually encounter in quantum information theory. Hence, we conducted a number of optimizations over the set of \( D \)-dimensional quantum correlations in order to assess its performance. Such numerical computations, as well as all subsequent ones presented in this paper, were carried out...
with the MATLAB packages YALMIP [25] and the SDP solvers SeDuMi [26] and Mosk [27].

First we considered the $I_{322}$ inequality, a three-setting bipartite two-outcome Bell inequality from the $I_{N^2 2}$ family, defined in [28]. Recently, it has been proven that qubit systems are not enough to attain the quantum maximum $\sim 0.2509$ [13, 14]. Rather, the best value in $C^2 \times C^2$ systems is 0.25. Using [6], we certified up to 7 significant digits that the maximum is 0.25 in dimensions $C^3 \times C^3$ as well. The computations, which were performed on a normal desktop PC, took about 5 minutes for a fixed rank combination of measurements.

We then switched to the four-setting Bell inequality defined in [13] by Eq. (19). Its maximal violation in $C^2 \times C^2$ systems has been upper bounded by 5.8515 [13]. However, this upper bound turns out to be not tight: using our new tool one can certify a value of 5.8310, which can be matched by see-saw variational methods. By raising the dimension to $C^3 \times C^3$, one obtains the same number again, which must be compared to the maximum value of 5.9907, achieved in $C^4 \times C^4$ systems.

Note that relaxation [6] is only valid under the assumption that both parties are conducting projective measurements. More general measurements are modeled in quantum theory via Positive Operator Valued Measures (POVMs), i.e., by a collection of operators $\{M_{x}^a\} \subset B(C^D)$ with $M_{x}^a \geq 0$, $\sum_{a} M_{x}^{a} = I_{D}$. It so happens that, for two-outcome measurements, the extreme points of the POVM set are given by projective operators. Relaxation [6] is hence sound in all such scenarios.

In order to study more complex measurement setups, we can exploit the fact that any $d$-outcome POVM in dimension $D$ can be viewed as a projective measurement in an extended Hilbert space $C^d \otimes C^D$ [29]. In this dilation picture, Alice and Bob’s state would be of the form $|0\rangle|0\rangle_{A'} \otimes |0\rangle|0\rangle_{B'} \otimes |\psi\rangle_{AB}$, with $\dim(A') = \dim(B') = d$, $\dim(A) = \dim(B) = D$, while Alice’s local measurement projectors are given by $E_{x}^{a} = U^{a\rangle}(|a\rangle\langle a| \otimes I_{D})(U^{a\rangle})^\dagger$, where $U^{a\langle}(B' \otimes A)$ is an arbitrary unitary operator (and similarly for Bob). A feasible moment matrix for this system would thus be generated by sampling random unitaries $U_{x}, V_{y}$ and states $\Psi$. In this scheme it may be convenient to introduce two different ‘identity operators’ in our moment matrices. One of them would be the genuine identity $I_{A'B'} \otimes I_{AB}$ on Alice and Bob’s target and ancillary spaces. The other one would be the projector $|0\rangle|0\rangle_{A'B'} \otimes I_{AB}$ onto Alice and Bob’s target space $AB$.

To test the efficiency of the above method, we picked the Pironio-Bell inequality [7, 30], which is the simplest tight Bell inequality beyond two-outcome inequalities. Here Alice has three binary-outcome measurement settings, whereas Bob’s first setting has binary outcomes and his second setting has ternary outcomes. By allowing general POVM measurements on Bob’s second setting, we recover the two-qubit quantum maximum $(\sqrt{2} - 1)/2 \simeq 0.2071$ up to 8-digit precision on level 3 of the hierarchy. Note the overall quantum maximum is a larger value of 0.2532 which can be attained with two-qutrit systems [7].

The method sketched above can be easily extended to deal with multipartite Bell scenarios where only a subset of the parties has limited dimensionality. Consider, for instance, a tripartite scenario where the dimensionality of Charlie’s system is $D$, but Alice and Bob’s measurement devices are otherwise unconstrained. We want to generate a basis for the corresponding space of truncated moment matrices, with rows and columns labeled by strings of operators of the form $u(AB)v(C)$, where $u(AB)\cdot v(C)$ denotes a string of Alice and Bob’s (Charlie’s) operators of length at most $n_{AB}$ ($n_{C}$).

The key is to realize that, in a multipartite (complex) Hilbert space, the space of feasible moment matrices is spanned by moment matrices corresponding to separable states. Hence, in order to attack this problem, we start by generating a sequence of complex $D$-dimensional moment matrices for Charlie’s system alone. After applying Gram-Schmidt to these complex matrices, we obtain the basis of Hermitian matrices $\{M_{ij}\}$ with $i,j = 1$. Next, we generate a basis for Alice and Bob’s moment matrices. Since their dimension is unconstrained, we invoke eq. (3). The overall moment matrix for the whole system can then be expressed as $\Gamma = \sum_{u,j}(c_{u,j}N_{u} + c_{u,j}'N_{u}^\dagger) \otimes M_{j}$.

If, as before, we are just interested in optimizing a real linear combination of real entries of $\Gamma$ -corresponding to the measured probabilities $P(a, b, c|x, y, z)$-, we can take the real part of the above matrix. We hence arrive at an SDP involving real matrices and variables.

To check its performance, we chose the following tripartite Bell inequality:

$$CHSH_{AC} + CHSH_{BC'} \leq 4,$$

where $CHSH_{AC} = A_{1}C_{1} + A_{1}C_{2} + A_{2}C_{1} - A_{2}C_{2}$ is the famous CHSH expression [31]. Eq. (8) is similar to the Bell inequality studied in Ref. [22]. Note, however, that here Charlie’s measurement settings $C$ and $C'$ are different (i.e., he has four settings). Hence, in principle, we cannot restrict to states where Charlie has support on a qubit in order to compute the maximal quantum violation of [8]. Actually, by running an SDP for the case where Charlie holds a qubit, we find the (obviously tight) upper bound of $2+2\sqrt{2}$ up to 8-digit precision. This value shall be contrasted with the overall quantum maximum of $4\sqrt{2}$, attainable in four-level quantum systems.

Limiting quantum nonlocality under dimension constraints is not the only interesting problem in quantum information that can be solved with the above scheme. Consider, for instance, the problem of bounding the efficiency of quantum communication complexity.

Two parties, call them Alice and Bob, receive the inputs $x, y$, respectively. They wish to compute the Boolean function $f(x, y) \in \{0, 1\}$, for which purpose Alice is allowed to transmit Bob a $D$-level quantum system. The question is: given a prior distribution of the
inputs $p(x, y)$, what is the maximum probability that Bob
guesses the value of $f(x, y)$?

This scenario can be modeled by assuming that Bob
performs a binary measurement $F^y_b$ over the state $\rho_x$
sent by Alice. The outcome $b \in \{0, 1\}$ will be Bob’s
guess, which he will output with probability
$P(b|x, y) = \text{tr}(\rho_x F^y_b)$. The problem we wish to solve is hence:

$$\max \sum_{x, y} p(x, y) \text{tr}(\rho_x F^y_{f(x, y)}),$$

subject to

$$\text{tr}(\rho_x) = 1, \rho_x^2 = \rho_x, (F^y_b)^2 = F^y_b,$$

$$\rho_x, F^y_b \in B(C^D).$$

(9)

Here we have exploited the fact that the extreme points of
the distributions $P(b|x, y)$ are generated by pure states
and projective measurements. Note that the maximal
values of prepare-and-measure dimension witnesses, as
defined in [6], can also be expressed as a linear optimization
over the set of feasible probabilities $P(b|x, y)$.

There are many ways to reformulate problem (JR), e.g.: by modeling the preparation device via measurements
on one side of a maximally entangled state, as in [10]. Each
of them leads to a different hierarchy of SDP relaxations.
Here we study the most obvious choice: namely, we re-
gard our reference state as the unnormalized maximally
mixed state in dimension $D$; and $\rho_x$, as rank-1 projectors.
Hence we obtain our random basis by choosing ran-
domly the projectors $\rho^x_{b, i}, (F^y_b)^{-1} \in B(C^D)$, with rank($\rho^x_{b, i}$) = 1, rank($F^y_b$) = $\sqrt{D}$ and using them to construct the moment
matrices $\Gamma_{u, v} = \text{tr}(u(\rho^x_{b, i} F^y_b)^{-1} v(\rho^x_{b, i} F^y_b))$. Denot-
ing by $T_{D, F}$ the span of the real part of all such matrices, the resulting program is:

$$\max \sum_{x, y} p(x, y) \Gamma_{\rho^x_{b, i}, F^y_{f(x, y)}},$$

subject to

$$\Gamma_{1, 1} = D, \Gamma \geq 0, \Gamma \in T_{D, F}.$$

(10)

Let us explore how relaxations of the problem above
perform in practice. In a Quantum Random Access Code
(QRAC) [25], the inputs $x, y$ take values in $\{0, 1\}^k$
and $\{1, \ldots, k\}$, respectively; and the function to compute
is $f(x, y) = x y$. If the inputs are distributed indepen-
dently and uniformly and Alice is allowed to transmit
Bob a $D$-level quantum system, the average success prob-
ability of the optimal $k \rightarrow \log_2(D)$ QRAC is usually de-
noted as $P_{\text{max}}(k \rightarrow \log_2(D))$ [25].

It was previously known that $P_{\text{max}}(2 \rightarrow 1) = 1/2 + \sqrt{2}/4$ [24]. Actually, this is the value given by program
(10) at order $n = 2$, up to computer precision. Likewise,
for $D = 3$, i.e., when we allow Alice to transmit a qutrit,
program (10) at the same order gives $P_{\text{max}} \leq 0.90450850$, which is equal up to numerical precision to the lower
bound obtained via see-saw methods.

The second-order relaxation of (10) also performs well
when we increase $D$ and $k$. Table I shows bounds on the
average success probability for QRAC $3 \rightarrow \log_2(D)$ for
different values of $D$, computed via program (10) in
a normal desktop (using the solver Mosek [27]). It is worth
noting that, except for the cases $D = 5, 6$, with gaps
between the upper (UB) and lower bounds (LB) of the
order of $10^{-6}$ and $10^{-5}$, respectively, the values obtained
via see-saw and (10) are equal up to numerical precision.

We also used program (10) to re-compute the optimal
quantum value of the dimension witnesses $I_N$ defined in
[6, table I]. We found that the second relaxation produced upper bounds on the maximal violation of $I_N$ that matched the lower bounds obtained via see-saw for $N = 3, 4$ and $D = 2, 3$. To appreciate the importance
of these calculations, note that the conclusions of the experi-
mental paper [35] relied on the conjecture that the lower
bounds for $I_4$ provided in [6] were optimal.

Finally, we tested the behavior of program (10) to
bound the set of accessible probabilities in scenarios
where measurements have more than two outcomes. Ar-
bitrarily, we chose the reference state of our moment ma-
trix to be $I_d \otimes I_2$, with $d$ being the number of outcomes
(note that we could have chosen $|0 \rangle \langle 0| \otimes I_2$ as well), and
renormalized our moment matrix accordingly.

Now, suppose that Alice and Bob wish to compute the
function $f(x, y) = (1 + 2\delta_{x,3}) y - x$ (mod 3), with
$x = 0, 1, 2, 3$ and $y = 0, 1$. By dilating the three-outcome
measurements $\{F^y_a : a = 0, 1, 2\}$ to three rank-2 pro-
jectors in $B(C^3 \otimes C^2)$, both (the renormalized version
of) program (10) at $k = 2$ and see-saw give a maximum
probability of success of $3/4$ when $D = 2$, the same as
the classical bit value. For $D = 3$, program (10) returns
$0.904508$, again coincident with the see-saw value.

So far we have been interested in bounding the behav-
or of complex quantum mechanical systems, but noth-
ing prevents us from applying the same ideas to char-
acterize the properties of real quantum mechanical sys-
tems as well. Consider the dimension witness $V_4$, de-
cined in [15], and take $D = 2$. Running the SDP for
the case of complex qubits, we recover the upper bound
$Q_{2C} = 2\sqrt{2}$. This bound is tight and can be saturated
via SIC POVM’s [15]. In the real qubit case, though, we
obtain the upper bound $Q_{2R} = 2(\sqrt{2} + 1)$, also tight. We
obtained both results in a few seconds on a normal desktop
PC by using a relaxation level intermediate between
and three.

Conclusion

We have described a simple method to derive SDP re-
laxations for optimizations over operator algebras under
dimension constraints. This method allows us to attack
a number of relevant problems in quantum information

| $D$ | 2   | 3   | 4   | 5   | 6   | 7   |
|-----|-----|-----|-----|-----|-----|-----|
| LB  | 0.788675 | 0.832273 | 0.908248 | 0.924431 | 0.951184 | 0.969841 |
| UB  | 0.788675 | 0.832273 | 0.908248 | 0.924445 | 0.954123 | 0.969841 |

TABLE I: Lower and upper bounds on $P_{\text{max}}(3 \rightarrow \log_2(D))$. |
theory, such as the characterization of quantum nonlocality under dimension constraints or the determination of the quantum communication complexity of arbitrary Boolean functions. As we saw, the method even distinguishes between real and complex algebras, and hence it can be used to certify that a given experimental setup has control over a complex $D$-dimensional space.

Note that one can also use the non-deterministic algorithms sketched above to identify the space spanned by tensor products $\Gamma^{\otimes n}$ of $n$ moment matrices. By imposing the existence of a symmetric separable decomposition (rather than just positive semidefiniteness) over all matrices belonging to such a space, we hence obtain a non-trivial relaxation for the convex hull of $n$-degree polynomials of the system’s average values. It would be interesting to explore whether this scheme leads to good outer approximations of the (non-convex) set of $D$-dimensional quantum correlations.
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