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Abstract—Today’s HPC applications are producing extremely large amounts of data, such that data storage and analysis are becoming more challenging for scientific research. In this work, we design a new error-controlled lossy compression algorithm for large-scale scientific data. Our key contribution is significantly improving the prediction hitting rate (or prediction accuracy) for each data point based on its nearby data values along multiple dimensions. We derive a series of multilayer prediction formulas and their unified formula in the context of data compression. One serious challenge is that the data prediction has to be performed based on the preceding decompressed values during the compression in order to guarantee the error bounds, which may degrade the prediction accuracy in turn. We explore the best layer for the prediction by considering the impact of compression errors on the prediction accuracy. Moreover, we propose an adaptive error-controlled quantization encoder, which can further improve the prediction hitting rate considerably. The data size can be reduced significantly after performing the variable-length encoding because of the uneven distribution produced by our quantization encoder. We evaluate the new compressor on production scientific data sets and compare it with many other state-of-the-art compressors: GZIP, FFZIP, ZFP, SZ-1.1, and ISABELA. Experiments show that our compressor is the best in class, especially with regard to compression factors (or bitrates) and compression errors (including RMSE, NRMSE, and PSNR). Our solution is better than the second-best solution by more than a 2x increase in the compression factor and 3.8x reduction in the normalized root mean squared error on average, with reasonable error bounds and user-desired bit-rates.

I. INTRODUCTION

One of the most challenging issues in performing scientific simulations or running large-scale parallel applications today is the vast amount of data to store in disks, to transmit on networks, or to process in postanalysis. The Hardware/Hybrid Accelerated Cosmology Code (HACC), for example, can generate 20 PB of data for a single 1-trillion-particle simulation; yet a system such as the Mira supercomputer at the Argonne Leadership Computing Facility has only 26 PB of file system storage, and a single user cannot request 75% of the total storage capacity for a simulation. Climate research also deals with a large volume of data during simulation and postanalysis. As indicated by [10], nearly 2.5 PB of data were produced by the Community Earth System Model for the Coupled Model Intercomparison Project (CMIP) 5, which further introduced 170 TB of postprocessing data submitted to the Earth System Grid [3]. Estimates of the raw data requirements for the CMIP6 project exceed 10 PB [3].

Data compression offers an attractive solution for large-scale simulations and experiments because it enables significantly reduction of data size while keeping critical information available to preserve discovery opportunities and analysis accuracy. Lossless compression preserves 100% of the information; however, it suffers from limited compression factor (up to 2:1 in general [15]), which is far less than the demand of large-scale scientific experiments and simulations. Therefore, only lossy compression with user-set error controls can fulfill user needs in terms of data accuracy and of large-scale execution demand.

The key challenge in designing an efficient error-controlled lossy compressor for scientific research applications is the large diversity of scientific data. Many of the existing lossy compressors (such as SZ-1.1 [9] and ISABELA [12]) try to predict the data by using curve-fitting method or spline interpolation method. The effectiveness of these compressors highly relies on the smoothness of the data in local regions. However, simulation data often exhibits fairly sharp or spiky data changes in small data regions, which may significantly lower the prediction accuracy of the compressor and eventually degrade the compression quality. NUMARCK [6] and SSEM [16] both adopt a quantization step in terms of the distribution of the data (or quantile), which can mitigate the dependence of smoothness of data; however, they are unable to strictly control the compression errors based on the user-set bounds. ZFP [13] uses an optimized orthogonal data transform that does not strongly rely on the data smoothness either; however, it requires an exponent/fixed-point alignment step, which might not respect the user error bound when the data value range is huge (as shown later in the paper). And its optimized transform coefficients are highly dependent on the compression data and cannot be modified by users.

In this work, we propose a novel lossy compression algorithm that can deal with the irregular data with spiky changes effectively, will still strictly respecting user-set error bounds. Specifically, the critical contributions are threefold:

- We propose a multidimensional prediction model that can significantly improve the prediction hitting rate (or prediction accuracy) for each data point based on its nearby data values in multiple dimensions, unlike previous work [9] that focuses only on single-dimension prediction. Extending the single-dimension prediction to multiple dimensions is challenging. Higher-dimensional prediction requires solving more complicated surface equation system involving many more variables, which become intractable especially when the number of data points used in the prediction is relatively high. However, since the data used in the prediction must be
performance measured by the following metrics:

- We design an adaptive error-controlled quantization and variable-length encoding model in order to optimize the compression quality. Such an optimization is challenging in that we need to design the adaptive solution based on very careful observation on masses of experiments and the variable-length encoding has to be tailored and reimplemented to suit variable numbers of quantization intervals.
- We implement the new compression algorithm, namely SZ-1.4, and release the source code under a BSD license. We comprehensively evaluate the new compression method by using multiple real-world production scientific data sets across multiple domains, such as climate simulation [7], X-ray scientific research [2], and hurricane simulation [1]. We compare our compressor with five state-of-the-art compressors: GZIP, PZIP, ZFP, SZ-1.1, and ISABELA. Experiments show that our compressor is the best in class, especially with regard to both compression factors (or bit-rates) and compression quality (including RMSE, NRMSE, and PSNR). On the three tested data sets, our solution is better than the second-best solution by nearly a 2x increase in the compression factor and 3.8x reduction in the normalized root mean squared error on average.

The rest of the paper is organized as follows. In Section II we formulate the error-controlled lossy compression issue. We describe our novel compression method in Section III (an optimized multidimensional prediction model with best-layer analysis) and Section IV (an adaptive error-controlled quantization and variable-length encoding model). In Section V we evaluate the compression quality using multiple production scientific data sets. In Section VI we discuss the use of our compressor in parallel for large-scale data sets and perform an evaluation on a supercomputer. In Section VII we discuss the related work, and in Section VIII we conclude the paper with a summary and present our future work.

II. PROBLEM AND METRICS DESCRIPTION

In this paper, we focus mainly on the design and implementation of a lossy compression algorithm for scientific data sets with given error bounds in high-performance computing (HPC) applications. These applications can generate multiple snapshots that will contain many variables. Each variable has a specific data type, for example, multidimensional floating-point array and string data. Since the major type of the scientific data is floating-point, we focus our lossy compression research on how to compress multidimensional floating-point data sets within reasonable error bounds. Also, we want to achieve a better compression performance measured by the following metrics:

1) Pointwise compression error between original and reconstructed data sets, for example, absolute error and value-range-based relative error
2) Average compression error between original and reconstructed data sets, for example, RMSE, NRMSE, and PSNR.
3) Correlation between original and reconstructed data sets
4) Compression factor or bit-rates
5) Compression and decompression speed

We describe these metrics in detail below. Let us first define some necessary notations.

Let the original multidimensional floating-point data set be $X = \{x_1, x_2, ..., x_N\}$, where each $x_i$ is a floating-point scalar. Let the reconstructed data set be $\hat{X} = \{\hat{x}_1, \hat{x}_2, ..., \hat{x}_N\}$, which is recovered by the decompression process. Also, we denote the range of $X$ by $R_X$, that is, $R_X = x_{max} - x_{min}$.

We now discuss the metrics we may use in measuring the performance of a compression method.

Metric 1: For data point $i$, let $e_{abs,i} = x_i - \hat{x}_i$, where $e_{abs,i}$ is the absolute error, let $e_{rel,i} = e_{abs,i} / R_X$, where $e_{rel,i}$ is the value-range-based relative error. In our compression algorithm, one should set either one bound or both bounds for the absolute error and the value-range-based relative error depending on their compression accuracy requirement. The compression errors will be guaranteed within the error bounds, which can be expressed by the formula $|e_{abs}| < eb_{abs}$ or $|e_{rel}| < eb_{rel}$ for $1 \leq i \leq N$, where $eb_{abs}$ is the absolute error bound and $eb_{rel}$ is the value-range-based relative error bound.

Metric 2: To evaluate the average error in the compression, we first use the popular root mean squared error (RMSE).

$$rmse = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (e_{abs,i})^2}$$

Because of the diversity of variables, we further adopt the normalized RMSE (NRMSE).

$$nrmse = \frac{rmse}{R_X}$$

The peak signal-to-noise ratio (PSNR) is another commonly used average error metric for evaluating a lossy compression method, especially in visualization. It is calculated as following.

$$psnr = 20 \cdot \log_{10}(\frac{R_X}{rmse})$$

PSNR measures the size of the RMSE relative to the peak size of the signal. Logically, a lower value of RMSE/NRMSE means less error, but a higher value of PSNR represents less error.

Metric 3: To evaluate the correlation between original and reconstructed data sets, we adopt the Pearson correlation coefficient $\rho$.

$$\rho = \frac{cov(X, \hat{X})}{\sigma_X \sigma_{\hat{X}}}$$

where $cov(X, \hat{X})$ is the covariance. This coefficient is a measurement of the linear dependence between two variables, giving $\rho$ between $+1$ and $-1$, where $\rho = 1$ is the

1Note that unlike the pointwise relative error that is compared with each data value, value-range-based relative error is compared with value range.
total positive linear correlation. The APAX profiler \cite{17} suggests that the correlation coefficient between original and reconstructed data should be 0.99999 (“five nines”) or better.

Metric 4: To evaluate the size reduction as a result of the compression, we use the compression factor \( CF \),
\[
CF(F) = \frac{\text{filesize}(F_{\text{orig}})}{\text{filesize}(F_{\text{comp}})},
\]

or the bit-rate (bits/value),
\[
BR(F) = \frac{\text{filesize}_{\text{bit}}(F_{\text{comp}})}{N},
\]

where \( \text{filesize}_{\text{bit}} \) is the file size in bits and \( N \) is the data size. The bit-rate represents the amortized storage cost of each value. For a single/double floating-point data set, the bit-rate is 32/64 bits per value before a compression, while the bit-rate will be less than 32/64 bits per value after a compression. Also, \( CF \) and \( BR \) have a mathematical relationship as \( BR(F) \times CF(F) = 32/64 \) so that a lower bit-rate means a higher compression factor.

Metric 5: To evaluate the speed of compression, we compare the throughput (bytes per second) based on the execution time of both compression and decompression with other compressors.

III. PREDICTION MODEL BASED ON MULTIDIMENSIONAL SCIENTIFIC DATA SETS

In Sections III and IV we present our novel compression algorithm. At a high level, the compression process involves three steps: (1) predict every data value through our proposed multilayer prediction model; (2) adopt an error-controlled quantization encoder with an adaptive number of intervals; and (3) perform a variable-length encoding technique based on the uneven distributed quantization codes. In this section, we first present our new multilayer prediction model designed for multidimensional scientific data sets. Then, we give a solution for choosing the best layer for our multilayer prediction model. We illustrate how our prediction model works using two-dimensional data sets as an example.

A. Prediction Model for Multidimensional Scientific Data Sets

Consider a two-dimensional data set on a uniform grid of size \( M \times N \), where \( M \) is the size of second dimension and \( N \) is the size of first dimension. We give each data point a global coordinate \((i,j)\), where \( 0 < i \leq M \) and \( 0 < j \leq N \).

In our compression algorithm, we process the data point by point from the low dimension to the high dimension. Assume that the coordinates of the current processing data point are \((i_0,j_0)\) and the processed data points are \((i,j)\), where \( i < i_0 \) or \( i = i_0, j < j_0 \), as shown in Figure 1. The figure also shows our definition of “layer” around the processing data point \((i_0,j_0)\). We denote the data subset \( S_{i_0,j_0}^n \) and \( T_{i_0,j_0}^n \) by
\[
S_{i_0,j_0}^n = \{(i_0 - k_1,j_0 - k_2) | 0 \leq k_1,k_2 \leq n\} \setminus \{(i_0,j_0)\},
\]
\[
T_{i_0,j_0}^n = \{(i - k_1,j_0 - k_2) | 0 \leq k_1,k_2 \leq 2n - 1 - k_1,k_2 \geq 0\}.
\]

Since the data subset \( S_{i_0,j_0}^n \) contains the layer from the first one to the \( n \)th one, we call \( S_{i_0,j_0}^n \) “\( n \)-layer data subset.”

Now we build a prediction model for two-dimensional data sets using the \( n(n+2) \) symmetric processed data points in the \( n \)-layer data subset \( S_{i_0,j_0}^n \) to predict data \((i_0,j_0)\).

First, let us define a three-dimensional surface, called the “prediction surface,” with the maximum order of \( 2n - 1 \) as follows.
\[
f(x,y) = \sum_{0 \leq i + j \leq 2n - 1} a_{i,j} x^i y^j \quad (7)
\]

The surface \( f(x,y) \) has \( n(2n + 1) \) coefficients, so we can construct a linear system with \( n(2n + 1) \) equations by using the coordinates and values of \( n(2n + 1) \) data points. And then solve this system for these \( n(2n + 1) \) coefficients; consequently, we build the prediction surface \( f(x,y) \). However, the problem is that not every linear system has a solution, which also means not every set of \( n(2n + 1) \) data is able to be on the surface at the same time. Fortunately, we demonstrate that the linear system constructed by the \( n(2n + 1) \) data in \( T_{i_0,j_0}^n \) can be solved with an explicit solution. Also, we demonstrate that \( f(i_0,j_0) \) can be expressed by the linear combination of the data values in \( S_{i_0,j_0}^n \).

Now let us give the following theorem and proof.

Theorem 1: The \( n(2n + 1) \) data in \( T_{i_0,j_0}^n \) will determine a surface \( f(x,y) \) shown in equation (7), and the value of \( f(i_0,j_0) \) equals
\[
\sum_{0 \leq k_1,k_2 \leq n} (-1)^{k_1+k_2+1} \binom{n}{k_1,k_2} V(i_0 - k_1,j_0 - k_2),
\]
where \( \binom{n}{k_1,k_2} \) is the binomial coefficient and \( V(i,j) \) is the data value of \((i,j)\) in \( S_{i_0,j_0}^n \).

Proof: We transform the coordinate of each data point in \( T_{i_0,j_0}^n \) to a new coordinate as \((i_0-k_1,j_0-k_2) \rightarrow (k_1,k_2)\).

Then, using their new coordinates and data values, we can construct a linear system with \( n(2n + 1) \) equations as
\[
V(k_1,k_2) = \sum_{0 \leq i+j \leq 2n-1} a_{i,j} k_1^i k_2^j, \quad (8)
\]

where \( 0 \leq k_1 + k_2 \leq 2n - 1, k_1,k_2 \geq 0 \). Let us denote \( F \) as follows.
\[
F = \sum_{0 \leq k_1,k_2 \leq n} (-1)^{k_1+k_2+1} \binom{n}{k_1,k_2} V(k_1,k_2) \quad (9)
\]

For any coefficient \( a_{i,m} \), the \( i \)-layer contains \( a_{i,j} k_1^i k_2^j \) only has one term containing \( a_{i,m} \), which is \( k_1^{i-m} a_{i,m} \).

Also, from equations (8) and (9), \( F \) contains...
(k_1, k_2) ≠ (0, 0)
\left( \sum_{0 \leq k_1, k_2 \leq n} (-1)^{k_1+k_2+1} \binom{n}{k_1} \binom{n}{k_2} \cdot a_{l,m} \right) \cdot V_{(i_0, j_0)}.

And because
\[ \sum_{0 \leq k_1, k_2 \leq n} (-1)^{k_1+k_2+1} \binom{n}{k_1} \binom{n}{k_2} k_1^m k_2^m = \sum_{0 \leq k_1, k_2 \leq n} (-1)^{k_1+k_2+1} \binom{n}{k_1} \binom{n}{k_2} k_1^m k_2^m + 0^{l+m} \]
= \sum_{0 \leq k_1, k_2 \leq n} (-1)^{k_1+k_2+1} \binom{n}{k_1} \binom{n}{k_2} k_1^m k_2^m + 0^{l+m}
= \sum_{0 \leq k_1, k_2 \leq n} (-1)^{k_1} \binom{n}{k_1} k_1^m \sum_{0 \leq k_2 \leq n} (-1)^{k_2} \binom{n}{k_2} k_2^m + 0^{l+m}.

For l + m ≤ 2n + 1, either l or m is smaller than n. Also, from the theory of finite differences \[5\], \[\sum_{0 \leq k \leq n} (-1)^{k} \binom{n}{k} = 0\] for any polynomial \(P(x)\) of degree less than \(n\), so either 0 ≤ k_1 ≤ n or 0 ≤ k_2 ≤ n.

Therefore, \(F\) contains 0^{l+m} \cdot a_{l,m}, so
\[F = \sum_{l,m \geq 0, 0 \leq l+m \leq 2n-1} 0^{l+m} \cdot a_{l,m} = a_{0,0}\]
and
\[f(0, 0) = a_{0,0} = \sum_{(k_1, k_2) \neq (0, 0)} (-1)^{k_1+k_2+1} \binom{n}{k_1} \binom{n}{k_2} V_{(k_1, k_2)}.\]

We transform the current coordinate to the previous one reversely, namely, (k_1, k_2) → (i_0 - k_1, j_0 - k_2). Thus,
\[f(i_0, j_0) = \sum_{0 \leq k_1, k_2 \leq n} (-1)^{k_1+k_2+1} \binom{n}{k_1} \binom{n}{k_2} V_{(i_0 - k_1, j_0 - k_2)}.\]

From this theorem, we know that the value of \((i_0, j_0)\) on the prediction surface, \(f(i_0, j_0)\), can be expressed by the linear combination of the data values in \(S_{i_0, j_0}\). Hence, we can use the value of \(f(i_0, j_0)\) as our predicted value for \(V(i_0, j_0)\). In other words, we build our prediction model using the data values in \(S_{i_0, j_0}\) as follows.

\[f(i_0, j_0) = \sum_{0 \leq k_1, k_2 \leq n} (-1)^{k_1+k_2+1} \binom{n}{k_1} \binom{n}{k_2} V_{(i_0 - k_1, j_0 - k_2)}.\]

We call this prediction model using n-layer data subset \(S^n_{i_0, j_0}\) the “n-layer prediction model,” consequently, our proposed model can be called a multilayer prediction model.

Also, we can derive a generic formula of the multilayer prediction model for any dimensional data sets. Because of space limitations, we give the formula as follows,
\[f(x_1, \ldots, x_d) = \sum_{0 \leq k_1, \ldots, k_d \leq n} (-1)^{k_1} \binom{n}{k_1} \cdot V(x_1 - k_1, \ldots, x_d - k_d).\]

where d is the dimensional size of the data set and n represents the “n-layer” used in the prediction model. Note that Lorenzo predictor \([11]\) is a special case of our multi-dimensional prediction model when \(n = 1\).

### Formulas of 1, 2, 3, 4-layer prediction for two-dimensional data sets

| Layer | Prediction Formula |
|-------|--------------------|
| 1-Layer | \(f(i_0, j_0) = V(i_0, j_0) + V(i_0 - 1, j_0 - 1) - V(i_0 - 1, j_0) + V(i_0 - 2, j_0 - 1)\) |
| 2-Layer | \(f(i_0, j_0) = 2V(i_0 - 1, j_0) + 2V(i_0 - j_0) - 4V(i_0 - 1, j_0 - 1) - 4V(i_0 - 2, j_0 - 1) + 4V(i_0 - 2, j_0)\) |
| 3-Layer | \(f(i_0, j_0) = 3V(i_0 - 1, j_0) + 3V(i_0 - j_0) - 9V(i_0 - 1, j_0 - 1) - 9V(i_0 - 2, j_0) + 9V(i_0 - 2, j_0 - 1)\) |
| 4-Layer | \(f(i_0, j_0) = 4V(i_0 - 1, j_0) + 4V(i_0 - j_0) - 16V(i_0 - 1, j_0 - 1) - 16V(i_0 - 2, j_0) + 16V(i_0 - 1, j_0) - 16V(i_0 - 2, j_0 - 1) + 16V(i_0 - 2, j_0)\) |

### B. In-Depth Analysis of the Best Layer for Multilayer Prediction Model

In Subsection III-A, we developed a general prediction model for multidimensional data sets. Based on this model, we need to answer another critical question: How many layers should we use for the prediction model during the compression process? In other words, we want to find the best \(n\) for equation \([11]\).

Why does there have to exist a best \(n\)? We will use two-dimensional data sets to explain. We know that a better \(n\) can result in a more accurate data prediction, and a more accurate prediction will bring us a better compression performance, including improvements in compression factor, compression error, and compression/decompression speed. On the one hand, a more accurate prediction can be achieved by increasing the number of layers, which will bring more useful information along multiple dimensions. On the other hand, we also note that data from further distance will bring more uncorrelated information (noise) into the prediction, which means that too many layers will degrade the accuracy of our prediction. Therefore, we infer that there has to exist a best number of layers for our prediction model.

How can we get the best \(n\) for our multilayer prediction model?

For a two-dimensional data set, we first need to get prediction formulas for different layers by substituting 1, 2, 3, and so forth into the generic formula of our prediction model (as shown in equation \([11]\)). The formulas are shown in Table 1.

Then we introduce a term called the “prediction hitting rate,” which is the proportion of the predictable data in the whole data set. We define a data point as “predictable data” if the difference between its original value and predicted value is not larger than the error bound. We denote the prediction hitting rate by \(R_{PH} = \frac{N_{PH}}{N}\), where \(N_{PH}\) is the number of predictable data points and \(N\) is the size of the data set.

In the climate simulation ATM data sets example, the hitting rates are calculated in Table 1 based on the prediction methods described above. Here the second column shows the prediction hitting rate by using the original data values, denoted by \(R_{PH}^{orig}\). In this case, 2-layer prediction will be
more accurate than other layers if performing the prediction on the original data values. However, in order to guarantee that the compression error (absolute or value-range-based relative) falls into the user-set error bounds, the compression algorithm must use the preceding decompressed data values instead of the original data values. Therefore, the last column of Table II shows the hitting rate of the prediction by using preceding decompressed data values, denoted by $P^{\text{decomp}}_PH$. In this case, 1-layer prediction will become the best one for the compression algorithm on ATM data sets.

Since the best layer $n$ is data-dependent, different scientific data sets may have different best layers. Thus, we give users an option to set the value of layers in the compression process. The default value in our compressor is $n = 1$.

IV. AEQVE: ADAPTIVE ERROR-CONTROLLED QUANTIZATION AND VARIABLE-LENGTH ENCODING

In this section, we present our adaptive error-controlled quantization and variable-length encoding model, namely, AEQVE, which can further optimize the compression quality. First, we introduce our quantization method, which is completely different from the traditional one. Second, using the same logic from Subsection III-B, we develop an adaptive solution to optimize the number of intervals in the error-controlled quantization. Third, we show the fairly uneven distribution produced by our quantization encoder. Finally, we reduce the data size significantly by using the variable-length encoding technique on the quantization codes.

A. Error-Controlled Quantization

The design of our error-controlled quantization is shown in Figure 2. First, we calculate the predicted value by using the multilayer prediction model proposed in the preceding section. We call this predicted value the "first-phase predicted value," represented by the red dot in Fig. 2. Then, we expand $2^m$ – 2 values from the first-phase predicted value by scaling the error bound linearly; we call these values "second-phase predicted values," represented by the orange dots in Fig. 2. The distance between any two adjacent predicted values equals twice the error bound. Note that each predicted value will also be expanded one more error bound in both directions to form an interval with the length of twice the error bound. This will ensure that all the intervals are not overlapped.

If the real value of the data point falls into a certain interval, we mark it as predictable data and use its corresponding predicted value from the same interval to represent the real value in the compression. In this case, the difference between the real value and predicted value is always lower than the error bound. However, if the real value doesn’t fall into any interval, we mark the data point as unpredictable data. Since there are $2^m$ – 1 intervals, we use $2^m$ – 1 codes to encode these $2^m$ – 1 intervals. Since all the predictable data can be encoded as the code of its corresponding interval and since all the unpredictable data will be encoded as another code, we need $m$ bits to encode all $2^m$ codes. For example, we use the codes of 1, ..., $2^m$ – 1 to encode predictable data and use the code of 0 to encode unpredictable data. This process is quantization encoding.

Note that our proposed error-controlled quantization is totally different from the traditional quantization technique, vector quantization, used in previous lossy compression, such as SSEM [16] and NUMARCK [6], in two properties: uniformity and error-control. The vector quantization method is nonuniform, whereas our quantization is uniform. Specifically, in vector quantization, the more concentratedly the data locates, the shorter the quantization interval will be, while the length of our quantization intervals is fixed (i.e. twice the error bound). Therefore, in vector quantization, the compression error cannot be controlled for every data point, especially the points in the intervals with the length longer than twice the error bound. Thus, we call our quantization method as error-controlled quantization.

The next question is, How many quantization intervals should we use in the error-controlled quantization? We leave this question to Subsection IV-B. First, we introduce a technique we will adopt after the quantization.

Figure 3 shows an example of the distribution of quantization codes produced by our quantization encoder, which uses 255 quantization intervals to represent predictable data. From this figure, we see that the distribution of quantization codes is uneven and that the degree of nonuniformity of the distribution depends on the accuracy of the previous prediction. In information and coding theory, a strategy, called variable-length encoding, is used to compress the nonuniform distribution source. In variable-length encoding, more common symbols will be generally represented using fewer bits than less common symbols. For uneven distribution, we can employ the variable-length encoding to reduce the data size significantly. Note that variable-length encoding is a process of lossless data compression.

Specifically, we use the most popular variable-length

| Layer | $P^{\text{orig}}_PH$ | $P^{\text{decomp}}_PH$ |
|-------|---------------------|-------------------------|
| 1-Layer | 21.5% | 19.2% |
| 2-Layer | 37.5% | 6.5% |
| 3-Layer | 25.8% | 9.8% |
| 4-Layer | 14.5% | 5.9% |
encoding strategy, Huffman coding. Here we do not describe the Huffman coding algorithm in detail, but we note that Huffman coding algorithm implemented in all the lossless compressors on the market can deal only with the source byte by byte; hence, the total number of the symbols is as higher as to 256 ($2^8$). In our case, however, we do not limit $m$ to be no greater than 8. Hence, if $m$ is larger than 8, more than 256 quantization codes need to be compressed using the Huffman coding. Thus, in our compression, we implement a highly efficient Huffman coding algorithm that can handle a source with any number of quantization codes.

B. Adaptive Scheme for Number of Quantization Intervals

In Subsection IV-A, our proposed compression algorithm encodes the predictable data with its corresponding quantization code and then uses variable-length encoding to reduce the data size. A question remaining: How many quantization intervals should we use?

We use an $m$-bit code to encode each data point, and the unpredictable data will be stored after a reduction of binary-representation analysis [9]. However, even binary-representation analysis can reduce the data size to a certain extent. Storing the unpredictable data point has much more overhead than storing the quantization codes. Therefore, we should select a value for the number of quantization intervals that is as small as possible but can provide a sufficient prediction hitting rate. Note that the rate depends on the error bound as shown in Figure 4 If the error bound is too low (e.g., $e_{b_{rel}} = 10^{-7}$), the compression is close to lossless, and achieving a high prediction hitting rate is difficult. Hence, we focus our research on a reasonable range of error bounds, $e_{b_{rel}} \geq 10^{-6}$.

Now we introduce our adaptive scheme for the number of quantization intervals used in the compression algorithm. Figure 4 shows the prediction hitting rate with different value-range-based relative error bounds using different numbers of quantization intervals on 2D ATM data sets and 3D hurricane data sets. It indicates that the prediction hitting rate will suddenly descend at a certain error bound from over 90% to a relatively low value. For example, if using 511 quantization intervals, the prediction hitting rate will drop from 97.1% to 41.4% at $e_{b_{rel}} = 10^{-6}$. Thus, we consider that 511 quantization intervals can cover only the value-range-based relative error bound higher than $10^{-6}$. However, different numbers of quantization intervals have different capabilities to cover different error bounds. Generally, more quantization intervals will cover lower error bounds. Baker et al. [3] point out that $e_{b_{rel}} = 10^{-5}$ is enough for climate research simulation data sets, such as ATM data sets. Thus, based on Fig. 4 for ATM data sets, using 63 intervals and 511 intervals are good choices for $e_{b_{rel}} = 10^{-4}$ and $e_{b_{rel}} = 10^{-5}$ respectively. But, for hurricane data sets, we suggest using 15 intervals for $e_{b_{rel}} = 10^{-4}$ and 63 intervals for $e_{b_{rel}} = 10^{-5}$.

In our compression algorithm, a user can determine the number of quantization intervals by setting a value for $m$ ($2^m - 1$ quantization intervals). However, if it is unable to achieve a good prediction hitting rate (smaller than $\theta$) in some error bounds, our compression algorithm will suggest that the user increases the number of quantization intervals. On contrast, the user should reduce the number of quantization intervals until a further reduction results the prediction hitting rate smaller than $\theta$. In practice, sometimes a user’s requirement for compression accuracy is stable; therefore, the user can tune a good value for the number of quantization intervals and get optimized compression factors in the following large-scale compression.

Algorithm 1 in Figure 5 outlines our proposed lossy compression algorithm. Note that the input data is a $d$-dimensional floating-point array of the size $N = n_1 \times n_2 \times \cdots \times n_d$, where $n_1$ is the size of the lowest dimension and $n_d$ is the size of the highest dimension. Before processing the data (line 1-3), our algorithm needs to compute the $(n+1)^d-1$ coefficients (based on Equation [1]) of the $n$-layer prediction method only once (line 3).

While processing the data (line 4-20), first, the algorithm computes the predicted value for the current processing data point using the $n$-layer prediction method (line 9). Next, the algorithm computes the difference between the original and predicted data value and encodes the data point using $2^m$ quantization codes (line 10-11). Then, if the data point is unpredictable, the algorithm adopts the binary-representation analysis (line 14) proposed in [9] to reduce its storage. Lastly, the algorithm computes and records the decompressed value for the future prediction (line 16). After processing each data point (line 21-23), the algorithm will compress the quantization codes using the variable-length encoding technique (line 21) and count the number of predictable data points (line 22). If the prediction hitting rate is lower than the threshold $\theta$, our algorithm will suggest that the user increases the quantization interval number (line...
Algorithm 1 Proposed Lossy Compression Algorithm Using Multi-layer Prediction and AEQVE Model

Input: d-dimensional array data set \( X \) of the size \( n(1) \times n(2) \times \cdots \times n(d) \), error bound mode (absolute and/or value-range-based relative error bound), user-set error bound \( e_{\text{rel}} \), \( e_{\text{abs}}, e_{\text{rel}}, e_{\text{abs}}, e_{\text{rel}} \)

Output: Compressed byte data \( C_{\text{compressed}}, D_{\text{compressed}} \)

1. Set \( e = e_{\text{abs}} + e_{\text{rel}} \), \( R_x = 0 \), or \( \min(e_{\text{abs}}, e_{\text{rel}}, e_{\text{abs}}, e_{\text{rel}}) \)
2. Set \( i = 0 \) and \( m \)
3. Compute \((n + m)^{-1} - \text{coefficients of n-layer prediction}
4. for \( i = 1 \rightarrow m \)
5. \( \text{for } j = 1 \rightarrow m - \text{do }
6. \text{if } (j = 1) \rightarrow \text{n-layer prediction}
7. \text{for } j = 1 \rightarrow m - \text{do }\)
8. \( \text{process data point } X_{n(1) \ldots n(d)} \)
9. \( \text{compute predicted value } V_{\text{pred}} \) using n-layer
10. \( \text{prediction model for } X_{n(1) \ldots n(d)} \)
11. \( \text{Compute } D_{\text{diff}} = V_{\text{pred}} - V_{\text{0}(1) \ldots n(d)} \)
12. \( \text{Encode } V_{\text{0}(1) \ldots n(d)} \) using 2^n quantization
13. \( \text{store the quantization code to } C_{\text{quant}} \)
14. \( \text{process unpredictable data } n^2 \)
15. \( \text{end if} \)
16. \( \text{compute and record decompressed value of } V_{\text{0}(1) \ldots n(d)} \)
17. \( \text{end for} \)
18. \( \text{end for} \)
19. \( \text{compress } C_{\text{quant}} \) using variable-length encoding
20. \( \text{count number of predictable data points and compute }
21. \text{prediction hitting rate } R_{\text{hit}} \)
22. \( \text{if } (R_{\text{hit}} < 0) \text{ then} \)
23. \( \text{give the user a suggestion: increasing } \# \text{ of quantization intervals} \)
24. \( \text{end if} \)
25. \( \text{end} \)

V. EMPIRICAL PERFORMANCE EVALUATION

In this section, we evaluate our compression algorithm, namely SZ-1.4, on various single-precision floating-point data sets: 2D ATM data sets from climate simulations [7], 2D APS data sets from X-ray scientific research [2], and 3D hurricane data sets from a hurricane simulation [1], as shown in Table III. Also, we compare our compression algorithm SZ-1.4 with state-of-the-art lossless (i.e., GZIP [8] and FPZIP [14]) and lossy compressors (i.e., ZFP [13], SZ-1.1 [9], and ISABELA [12]), based on the metrics mentioned in Section III. We conducted our experiments on a single core of an iMac with 2.3 GHz Intel Core i7 processors and 32 GB of 1600 MHz DDR3 RAM.

A. Compression Factor

First, we evaluated our compression algorithm (i.e., SZ-1.4) based on the compression factor. Figure 6 compares the compression factors of SZ-1.4 and five other compression methods: GZIP, FPZIP, ZFP, SZ-1.1, and ISABELA, with reasonable value-range-based relative error bounds, namely, \(10^{-3}, 10^{-4}, 10^{-5},\) and \(10^{-6}\), respectively. Specifically, we ran different compressors using the absolute error bounds computed based on the above listed ratios and the global data value range and then checked the compression results. Figure 6 indicates that SZ-1.4 has the best compression factor within these reasonable error bounds. For example, with \( e_{\text{rel}} = 10^{-4} \), for ATM data sets, the average compression factor of SZ-1.4 is 6.3, which is 110% higher than ZFP’s 3.0, 70% higher than SZ-1.1’s 3.8, 350% higher than ISABELA’s 1.4, 252% higher than FPZIP’s 1.9, and 430% higher than GZIP’s 1.3. For APS data sets, the average compression factor of SZ-1.4 is 5.2, which is 79% higher than ZFP’s 2.9, 74% higher than SZ-1.1’s 3.0. 340% higher than ISABELA 1.2, 300% higher than FPZIP’s 1.3, and 372% higher than GZIP’s 1.1. For the hurricane data sets, the average compression factor of SZ-1.4 is 21.3, which is 166% higher than ZFP’s 8.0, 139% higher than SZ-1.1’s 8.9, 1675% higher than ISABELA’s 1.2, 788% higher than FPZIP’s 2.4, and 1538% higher than GZIP’s 1.3. Note that ISABELA cannot deal with some low error bounds; thus, we plot its compression factors only until it fails.

We note that ZFP might not respect the error bound because of the fixed-point alignment when the value range is huge. For example, the variable CDNUMC in the ATM data sets, its value range is from \(10^3\) to \(10^{11}\), if using ZFP with \( e_{\text{rel}} = 10^{-3}\), for ATM data sets, the average compression factor is 162% higher than ZFP’s 3.0, 70% higher than SZ-1.1’s 3.8, 350% higher than ISABELA’s 1.4, 252% higher than FPZIP’s 1.9, and 430% higher than GZIP’s 1.3. For APS data sets, the average compression factor of SZ-1.4 is 21.3, which is 166% higher than ZFP’s 8.0, 139% higher than SZ-1.1’s 8.9, 1675% higher than ISABELA’s 1.2, 788% higher than FPZIP’s 2.4, and 1538% higher than GZIP’s 1.3. Note that ISABELA cannot deal with some low error bounds; thus, we plot its compression factors only until it fails.

B. Rate-Distortion

We note that ZFP is designed for a fixed bit-rate, whereas SZ (including SZ-1.1 and SZ-1.4) and ISABELA are designed for a fixed maximum compression error. Thus, for a fair comparison, we plot the rate-distortion curve for all the

| Data Source          | Dimension Size | Data Size | File Number |
|----------------------|----------------|-----------|-------------|
| ATM                  | Climate simulation | 1800 x 3000 | 2.6 TB | 11000 |
| APS                  | X-ray instrument | 2560 x 2560 | 40 GB | 1518 |
| Hurricane            | Hurricane simulation | 100 x 500 x 500 | 1.2 GB | 624 |

Figure 5. Proposed lossy compression algorithm using Multi-layer Prediction and AEQVE Model

Table III DESCRIPTION OF DATA SETS USED IN EMPIRICAL PERFORMANCE EVALUATION

23-25). The computation complexity of each step is shown in Figure 4. Note that (1) lines 3 and 9 are \(O(1)\), (2) although line 14 is \(O(1)\), binary-presentation analysis is more time-consuming than the other \(O(1)\) operations, such as lines 9-11 and 16, and hence increasing the prediction hitting rate can result in faster compression significantly; and (3) since we adopt the Huffman coding algorithm for the variable-length encoding and the total number of the symbols (i.e., quantization intervals) is \(2^m\) (such as 255), line 22 is its theoretical complexity \(O(N \log 2^m) = O(mN) = O(N)\). Therefore, the overall complexity is \(O(N)\).
lossy compressors and compare the distortion quality with the same rate. Here rate means bit-rate in bits/value, and we will use the peak signal-to-noise ratio (PSNR) to measure the distortion quality. PSNR is calculated by the equation \[ \text{PSNR} = 10 \times \log_{10} \left( \frac{M \times N}{\text{MSE}} \right) \] in decibel. Generally speaking, in the rate-distortion curve, the higher the bit-rate (i.e., more bits per value) in compressed storage, the higher the quality (i.e., higher PSNR) of the reconstructed data after decompression.

Figure 6 shows the rate-distortion curves of the different lossy compressors on the three scientific data sets. The figure indicates that our lossy compression algorithm (i.e., SZ-1.4) has the best rate-distortion curve on the 2D data sets, ATM and APS. Specifically, when the bit-rate equals 8 bits/value (i.e., \( CF = 4 \)), for the ATM data sets, the PSNR of SZ-1.4 is about 103 dB, which is 14 dB higher than the second-best ZFP’s 89 dB. This 14 dB improvement in PSNR represents an increase in accuracy (or reduction in RMSE) of more than 5 times. Also, the accuracy of our compressor is more than 7 times that of SZ-1.1 and 10\(^3\) times than of ISABELA. For APS data sets, the PSNR of SZ-1.4 is about 96 dB, which is 9 dB higher than ZFP’s 87 dB. This 9 dB improvement in PSNR represents an increase in accuracy of 2.8 times. Also, the accuracy of our compressor is 8 times that of SZ-1.1 and 790 times that of ISABELA.

For the 3D hurricane data sets, the rate-distortion curves illustrate that at low bit-rate (i.e., 2 bits/value) the PSNR of SZ-1.4 is close to that of ZFP. In the other cases of bit-rate higher than 2 bits/value, our PSNR is better than ZFP’s. Specifically, when the bit-rate is 8 bits/value, our PSNR is about 182 dB, which is 11 dB higher (i.e., 3.5 times in accuracy) than ZFP’s 171 dB, and 47 dB higher (i.e., 224 times in accuracy) than SZ-1.1’s 135 dB.

Note that we test and show the cases only with the bit-rate lower than 16 bits/value for the three single-precision data sets, which means the compression factors are higher than 2. As we mentioned in Section I, some lossless compressors can provide a compression factor up to 2\(^3\). It is reasonable to assume that users are interested in lossy compression only if it provides a compression factor of 2 or higher.

### C. Pearson Correlation

Next we evaluated our compression algorithm (i.e., SZ-1.4) based on the Pearson correlation coefficient between

---

**Table IV**

| Compression Factor | ATM | Hurricane |
|--------------------|-----|-----------|
| 1.0E-03            | ZFP | ZFP       |
| 2.5E-05            | 1.0E-03 | 1.0E-03 |
| 5.0E-05            | 1.0E-03 | 1.0E-03 |
| 1.0E-03            | 2.0E-05 | 2.0E-05 |
| 2.0E-03            | 3.0E-05 | 3.0E-05 |
| 3.0E-03            | 4.0E-05 | 4.0E-05 |
| 4.0E-03            | 5.0E-05 | 5.0E-05 |
| 5.0E-03            | 6.0E-05 | 6.0E-05 |
| 6.0E-03            | 7.0E-05 | 7.0E-05 |
| 7.0E-03            | 8.0E-05 | 8.0E-05 |
| 8.0E-03            | 9.0E-05 | 9.0E-05 |
| 9.0E-03            | 1.0E-04 | 1.0E-04 |
| 1.0E-03            | 2.0E-04 | 2.0E-04 |
| 2.0E-03            | 3.0E-04 | 3.0E-04 |
| 3.0E-03            | 4.0E-04 | 4.0E-04 |
| 4.0E-03            | 5.0E-04 | 5.0E-04 |
| 5.0E-03            | 6.0E-04 | 6.0E-04 |
| 6.0E-03            | 7.0E-04 | 7.0E-04 |
| 7.0E-03            | 8.0E-04 | 8.0E-04 |
| 8.0E-03            | 9.0E-04 | 9.0E-04 |
| 9.0E-03            | 1.0E-04 | 1.0E-04 |

---

**Figure 7.** Comparison of compression factors with same maximum compression error using SZ-1.4 and ZFP on (a) ATM and (b) hurricane data sets.
the original and the decompressed data. Table IV shows the Pearson correlation coefficients using different lossy compression methods with different maximum compression errors. Because of space limitations, we compare SZ-1.4 only with ZFP and SZ-1.1, since from the previous evaluations they outperform ISABELA significantly. We note that we use the maximum compression error of ZFP as the input error bound of SZ-1.4 and SZ-1.1 to make sure that all three lossy compressors have the same maximum compression error. From Table IV, we know that all three compressors have “five nines” or better coefficients (marked with bold) (1) from $4.3 \times 10^{-4}$ to lower value-range-based relative error bounds on the ATM data sets and (2) from $1.8 \times 10^{-4}$ to lower value-range-based relative error bounds on the hurricane data sets. These results mean SZ-1.4 has accuracy in the Pearson correlation of decompressed data similar to that of ZFP and SZ-1.1.

**D. Speed**

Now, let us evaluate the compression and decompression speed of our compressor (i.e., SZ-1.4). We evaluate the compression and decompression speed of different lossy compressors with different error bound in megabytes per second. First, we compare the overall speed of SZ-1.4 with SZ-1.1 and ISABELA’s. For the 2D ATM and APS data sets, on average, our compressor is 2.2x faster than SZ-1.1 and 32x faster than ISABELA. For the 3D hurricane data sets, on average, SZ-1.4 is 2.4x faster than SZ-1.1 and 62x faster than ISABELA. Due to space limitations, we do not show the specific values of SZ-1.1 and ISABELA. We then compare the speed of SZ-1.4 and ZFP. Table VI shows the compression and decompression speed of SZ-1.4 and ZFP. It illustrates that on average SZ-1.4’s compression is 50% slower than ZFP’s and decompression is 48% slower than ZFP’s. Our compression has not been optimized in performance because the primary objective was to reach high compression factors, therefore, we plan to optimize our compression for different architectures and data sets in the future.

**E. Autocorrelation of Compression Error**

Finally, we analyze the autocorrelation of the compression errors, since some applications require the compression errors to be uncorrelated. We evaluate the autocorrelation of the compression errors on the two typical variables in the ATM data sets, i.e., FREQSH and SNOWHLND. The compression factors of FREQSH and SNOWHLND are 65 and 48 using SZ-1.4 with $e_{ref} = 10^{-4}$. Thus, to some extent, FREQSH can represent relatively low-compression-factor data sets, while SNOWHLND can represent relatively high-compression-factor data sets. Figure 9 shows the first 100 autocorrelation coefficients of our and ZFP’s compression errors on these two variables. It illustrates that on the FREQSH the maximum autocorrelation coefficient of SZ-1.4 is $4 \times 10^{-3}$, which is much lower than ZFP’s 0.25. However, on the SNOWHLND the maximum autocorrelation coefficient of SZ-1.4 is about 0.5, which is higher than ZFP’s 0.23. We also evaluate the autocorrelation of SZ-1.4 and ZFP on the APS and hurricane data sets and observe that, generally, SZ-1.4’s autocorrelation is lower than ZFP’s on the relatively low-compression-factor data sets, whereas ZFP’s autocorrelation is lower than SZ-1.4’s on the relatively high-compression-factor data sets. We therefore plan to improve the autocorrelation of compression errors on the relatively high-compression-factor data sets in the future. The effect of compression error autocorrelation being application specific, lossy compressor users might need to understand this effect before using one of the other compressors.

**VI. DISCUSSION**

In this section, we first discuss the parallel use of our compressor (i.e., SZ-1.4) for large-scale data sets. We then perform an empirical performance evaluation on the full 2.5 TB ATM data sets using 1024 cores (i.e., 64 nodes, each node with two Intel Xeon E5-2670 processors and 64 GB DDR3 memory, and each processor has 8 cores) from the Blues cluster at Argonne.
Parallel compression can be classified into two categories: in-situ compression and off-line compression. Our compressor can be easily used as an in-situ compressor embedded in a parallel application. Each process can compress/decompress a fraction of the data that is being held in its memory. For off-line compression, an MPI program or a script can be used to load the data into multiple processes and run the compression separately on them. ATM data sets (as shown in Table III), for example, have a total of 11400 files and APS data sets have 1518 files. The users can load these files by multiple processes and run our compressor in parallel, without inter-process communications.

We present the strong scalability of the parallel compression and decompression without the I/O (i.e., writing/reading data) time in Table VII and VIII with different scales ranging from 1 to 1024 processes on the Blues cluster. In the experiments, we set $cb_{rel} = 10^{-4}$ for all the compression. The number of processes is increased in two stages. At the first stage, we launch one process per node and increase the number of nodes until the maximum number we can request (i.e., 64). At the second stage, we run the parallel compression on 64 nodes while changing the number of processes per node. We measure the time of compression/decompression without the I/O time and use the maximum time among all the processes. We test each experiment five times and use the average compression/decompression time to calculate their speeds, speedup, and parallel efficiency as shown in the tables. The two tables illustrate that the parallel efficiency of our compressor can stay nearly 100% from 1 to 128 processes, which demonstrates that our compression/decompression have linear speedup with the number of processors. However, the parallel efficiency is decreased to about 90% when the total number of processes is greater than 128 (i.e., more than two processes per node). This performance degradation is due to node internal limitations. Note that the compression/decompression speeds of a single process in Table VII and VIII are different from ones in Table VII since we run the sequential and parallel compression on two different platforms.

Figure 10 compares the time to compress/decompress and write/read the compressed data against time to write/read initial data on Blues.
data simultaneously by many processes. By contract, our compression/decompression have linear speedup with the number of processors, which means the performance gains should be greater with increasing scale.

VII. RELATED WORK

Scientific data compression algorithms fall into two categories: lossless compression [14], [8], [13] and lossy compression [9], [16], [13], [12].

Popular lossless compression algorithms include GZIP [3], LZ77 [13], and PPZIP [14]. However, the mainly limitation of the lossless compressors is their fairly low compression factor (up to 2:1 in general [15]). In order to improve the compression factor, several lossy data compression algorithms were proposed in recent years. ISABELA [12] performs data compression by B-spline interpolation after sorting the data series. But ISABELA has to use extra storage to record the original index for each data point because of the loss of the location information in the data series; thus, it suffers from a low compression factor especially for large numbers of data points. Lossy compressors using vector quantization, such as NUMARCK [6] and SSEM [16], cannot guarantee the compression error within the bound and have a limitation of the compression factor, as demonstrated in [9]. The difference between NUMARCK and SSEM is that NUMARCK uses vector quantization on the differences between adjacent two iterations for each data, whereas SSEM uses vector quantization on the high frequency data after wavelet transform. ZFP is a lossy compressor using exponent/fix-point alignment, orthogonal block transform, bit-plane encoding. However, it might not respect the error bound when the data value range is huge.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we propose a novel error-controlled lossy compression algorithm. We evaluate our compression algorithm by using multiple real-world production scientific data sets across multiple domains, and we compare it with five state-of-the-art compressors based on a series of metrics. We have implemented and released our compressor under a BSD license. The key contributions are listed below.

- We derive a generic model for the multidimensional prediction and optimize the number of data points used in the prediction to achieve significant improvement in the prediction hitting rate.
- We design an adaptive error-controlled quantization and variable-length encoding model (AEQVE) to deal effectively with the irregular data with spiky changes.
- Our average compression factor is more than 2x compared with the second-best compressor with reasonable error bounds and our average compression error has more than 3.8x reduction over the second-best with user-desired bit-rates at the ATM, APS and hurricane data sets.

We encourage users to evaluate our lossy compressor and compare with existing state-of-the-art compressors on more scientific data sets. In the future work, we plan to optimize our compression for different architectures and data sets. We will also further improve the autocorrelation of our compression on the data sets with relatively high compression factors.
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