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Abstract—In recent years, machine learning (ML) algorithms have become widespread in all the fields of remote sensing (RS) and earth observation (EO). This has allowed the rapid development of new procedures to solve problems affecting these sectors. In this context, this work aims at presenting a novel method for filtering speckle noise from Sentinel-1 ground range detected (GRD) data by applying deep learning (DL) algorithms, based on convolutional neural networks (CNNs). The paper provides an easy yet very effective approach to extract the large amount of training data needed for DL approaches in this challenging case. The experimental results on simulated speckled images and an actual SAR dataset show a clear improvement with respect to the state of the art in terms of peak signal-to-noise ratio (PSNR), structural similarity index (SSIM), equivalent number of looks (ENL), proving the effectiveness of the proposed architecture.
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I. INTRODUCTION

Remote Sensing (RS) data are increasingly used in many research fields to extract a large amount of different information. Their variety, ranging from multispectral and hyperspectral to active radar data, allows to select the most appropriate type for each application of interest. However, most of the times, researchers have to deal with several sources of noise and disturbances corrupting the quality of the data and impacting the correctness of final results, and it becomes crucial to understand the best way to tackle them in order to recover data integrity.

In this regard, an interesting study has been carried out in [1], where the authors have studied how different sources of external and internal noise, atmospheric effects, quantization noise, sensor detector/preamplifier processes, influence the accuracy of the multispectral classification in RS systems.

In the years, many methods have been developed to reduce noise effects on RS images, although these methods are dependent on the type of data and the source of noise, and may have an impact on the useful data while removing the noise. Thankfully, the most recent techniques have achieved better noise removing performances while preserving useful information.

For example, Lv ZhiYong et al. in [2] and [3] have introduced a filtering technique for Very High Resolution (VHR) RS images, the multi-scale filter profile (MFP)-based framework (MFPF), which improves the classification results based on different shapes and scales of the objects, while removing the noise.

Optical and Synthetic Aperture Radar (SAR) RS images are usually affected in a different way because of the intrinsic difference of the transmitted and received signals. In particular, optical RS images are usually contaminated by Gaussian white noise, and the interference between different features is stronger especially in the heterogeneous regions, where it can not be removed easily [4]. Moreover, cloud cover represents a serious limitation in the use of optical RS data [5], [6], resulting in a noise-like disturbance.

SAR data are also affected by several types of noise, but the speckle is of high relevance, resulting into a constructive-or destructive-interference phenomenon occurring in each resolution cell, due to its larger dimension with respect to the wavelength of the incident electromagnetic field [7], [8]. The
The presence of the speckle noise influences the results of many applications based on SAR data. Even techniques making use of interferometric data for the estimation of terrain displacements [12] suffer from the noisy data and, as a consequence, filtering methods (e.g., Multilooking) need to be introduced in the interferometric processing chain. Speckle also affects the phase of scattering coefficients for the analyzed surface and degrades the polarimetric information of the signal [13], [14].

In recent years, the use of SAR data for RS applications is hugely increased, and especially the employment of the ground range detected (GRD) products, mainly for two reasons: 1) the lower computational load with respect to other SAR products; 2) their availability on cloud platforms like the Google Earth Engine (GEE). In literature, many works give important examples of how GRD SAR data can help in offering solutions to practical cases of interest. In [15], a new methodology for rapid flood mapping is presented making use of Sentinel-1 GRD images, and the authors highlight "the potentiality of the proposed methodology, particularly oriented toward the end-user community". In [16], [17], authors describe an urban change analysis based on Sentinel-1 GRD data. They underline how to handle big data, intensive pre-processing steps and computations are run in GEE. Some other studies exploit the complete polarimetric information contained in dual-pol GRD SAR data, useful for crop growth monitoring [18], [19]. The first of these two has presented an innovative clustering framework working to facilitate the operational use of Sentinel-1 GRD SAR data for agricultural applications. The second work focuses on the Speckle Noise, Single Look Complex (SLC) and GRD data, for urban features identification.

In general, what appears interesting is the increase of SAR data employment in those application fields where for years optical data have dominated, such as vegetation monitoring and feature extraction from urban areas, and the complimentary use of SAR and optical data opening up new applications [20], [21], [22].

For all above specified, in this article the authors have decided to focus their work on speckle filtering in GRD SAR data. Specifically, this article involves the use of a DL model based on residual CNNs to filter speckle noise in GRD SAR data, and it presents many novelties with respect to the-state-of-the-art, that will be explained in detail ahead in this paper, and are here summarized as follows: 1) a new method for generating the dataset, adding the simulated speckle to the generated synthetic ground truth, and without applying a log-transformation to the data; 2) the use of a residual CNN with a subtractive layer, trained on the designed dataset, namely the non-simulated speckle-free SAR-like data and simulated speckled SAR data; 3) the introduction of a learning rate scheduler combined with a multi-term loss function inside the CNN workflow for achieving a better training and for producing smoother results; 4) the use of a long time-series of GRD SAR multi-looked intensity data to build the synthetic (SAR-like) ground-truth as a speckle-free representation of the input; 5) experiments also on non-SAR data when Gaussian noise is applied, besides the speckle one, and with different power levels, to verify the model performance and transferability.

Comparison and discussion of results on the built dataset but also on real data (these latter obtained in the right format through a detailed description of necessary steps on SNAP) have been conducted, by demonstrating how the proposed model achieves comparable or higher performances than others based on similar (subtractive) methods or different methods such as for instance the logarithmic-state space transform or the divisional layers. All that will be extensively presented and discussed in the Results section.

It is worth to highlight that both the dataset and the model have been developed from scratch and made available on GitHub, with the code open-source, for further analysis and investigation [23], [24]. The authors want also to highlight that to acknowledge Prof. Landgrebe inspiring research instrumental in the inception and growth of spectral remote sensing image analysis and processing, they made all the best to add explanations in such a way that the code could be easily usable by interest researchers, and the philosophy to promote a research that could work in the direction of remote sensing image analysis growth has always pushed us to prefer open data (i.e. Sentinel data from ESA Copernicus mission), free tools, open cloud repository and processing platform (i.e. GEE).

The remaining part of the article is structured as follows: Section II presents the background on the types of speckle filtering methods found in the literature, and in Section III, the dataset generated for training the neural network is explained, with the description of the proposed method. In Section IV results and discussion are given. Lastly, conclusions end the manuscript.

II. BACKGROUND

As outlined before, the problem to clean SAR images from the speckle noise has engaged researchers for years, and several speckle filtering methods have been proposed. Among different ways of classifying speckle filters, the categorization chosen in this article refers to three macro categories: 1) single-product speckle filtering, 2) multi-temporal speckle filtering and 3) AI-based speckle filtering.

Single-product speckle filtering methods are mainly based on mathematical models of the speckle phenomenon, and a usual approach in this category is the spatial multilooking, that can reduce the speckle by means of incoherent averaging of many sub-aperture acquisitions (looks). This process normally includes the sub-sampling of data and the ground-projection, by leading to the increase of the radiometric resolution but to the decrease of the spatial one. Another disadvantage in this case is that the phase information is lost [25]. In the single-product speckle filtering category, another typical approach involves the use of adaptive and non-adaptive filters. Adaptive filters are better at preserving edges and details in high-texture areas (e.g. urban areas), and some examples are given by the Lee, the Frost, and the Refined Gamma Maximum-A-Posteriori (RGMAP) filters [26], [27], [28]. With respect to the
non-adaptive filters, there are two forms of speckle filtering: one based on the mean and one based upon the median. They are simpler to implement and require less computational power. However, they can degrade the acquisition and result into an information loss [29], [30].

Gomez et al. in [31] propose the quantitative evaluation of the most common single-product despeckling filters, by introducing also a new image-quality index. This latter provides consistent results with commonly used quality measures and ranks the filters also in agreement with their visual analysis. Another interesting framework for benchmarking despeckling filters of single SAR images is presented in [32], where a quantitative evaluation of the their despeckling capabilities is given with respect to aspects such as edge smoothing, texture and target feature preservation, under five designed scenes.

**Multi-temporal speckle filtering** includes the second category of speckle filtering techniques applied on a dataset of co-registered acquisitions. This approach may allow achieving very high signal-to-noise ratios by preserving the spatial resolution, as presented in [33]. A two-step procedure is introduced in [34], which under the hypothesis of neglected correlation among the bands applies first an intensity averaging of the data, and then an additional averaging in the spatial domain, with unavoidable losses of spatial resolution for the filtered products. A two-step approach is also introduced in [35], yet in this case the first step performs a temporal multilooking on stable pixels selected through a Kullback–Leibler procedure. In [36] temporal and spatial filtering is exploited as well, yet the correlation among bands is not neglected, and the overall procedure does not reduce the spatial resolution. In [37], instead of processing the whole time series, a superimage is created by collecting all the images over time (similarly to what done in [35]) and a ratio image between the corresponding noisy image and the superimage is formed. The despeckled image is obtained by multiplying the superimage by the ratio image clean through a RuLoG denoiser. An interesting benchmarking framework has been presented in [38], built over the hypothesis of temporally uncorrelated bands, to evaluate different methods for multitemporal despeckling. Based on the proposed framework, their resulting performance is well in agreement with (qualitative) visual inspections done by SAR specialists, by proving the effectiveness of such a tool.

**AI-based speckle filtering** In recent years, the enormous spread of Artificial Intelligence (AI)-based methods for EO has given rise to the development of new speckle filtering techniques based on the use of Deep Learning (DL) algorithms, and in particular of CNNs, as demonstrated by the large number of works found in the literature.

Chierchia et al. [39] have been the pioneers in introducing methods for speckle denoising based on Convolutional Neural Networks. They adapted the method of Gaussian noise removal based on CNNs to the speckle problem. They took as baseline the residual approach, such as not recovering the filtered image but estimating the speckle noise and subtracting it directly to the noisy image. Since the speckle is a multiplicative type of noise, they transformed the image values in log scale in order to apply directly the subtraction operation and then invert the transformation to obtain the filtered image. Their model is based on Convolutional, Batch Normalization and ReLu blocks.

Wang et al. [40], on the contrary, use a division residual method, estimating directly the speckle from the input images and introducing a componentwise division residual layer into the network. Their proposed Image Despeckling Convolutional Neural Network (ID-CNN) consists of several convolutional layers along with batch normalization and rectified linear unit (ReLU) activation function. In [41], they improved the ID-CNN to create despeckled SAR images to be used as inputs to a generative architecture for colorizing them and generating optical-like images.

Lattari et al. [42] propose a U-Net convolutional neural network, modified and adapted for the despeckling task. The main novelty of their approach was the possibility to preserve edges, and permanent scatter points while producing smooth solutions in homogeneous regions. This improvement allowed to obtain high-quality filtered images with no additional artefacts.

In [43], Cozzolino et al. propose a simple CNN-powered nonlocal means filter, that is, plain pixel-wise nonlocal means in which the filter weights are computed by means of a dedicated convolutional network.

Dalsasso et al. [44] handle the speckling problem by applying two different strategies: first, they apply directly a CNN model trained to remove additive white Gaussian noise from natural images, to a recently proposed SAR speckle removal framework: MuLoG (Multi-channel LOgarithm with Gaussian denoising), without performing a training on SAR images, then they train the CNN used to remove additive white Gaussian noise on speckle-free SAR images. In [45], they adapt the noise2noise framework to SAR despeckling, based on a compensation of temporal changes and a loss function adapted to the statistics of speckle. In particular, the training of the network is performed in three steps: A) first on images with synthetically generated speckle; B) then on pairs of images extracted randomly from a timeseries, where the second image is compensated for changes based on reflectivities estimated with the network trained in (A); C) finally a refinement step is performed where the network weights in (B) are used to obtain a better compensation for changes.

In [46], Molini et al., inspired by recent works on blind-spot denoising networks, propose a self-supervised Bayesian despeckling model, trained employing only noisy SAR images. Other useful information, used for positioning our method in the current state of the art for AI-based speckle filters, is reported in Table I, showing data used for training, the SAR product, if data log-scaling is applied or not, and an identification of the proposed strategy.

### III. DATA AND METHODS

In the following sections, both the created dataset and the developed neural network architecture will be presented and explained in details.

**A. Dataset creation for the proposed CNN**

Since the proposed method for filtering the SAR speckle is based on CNNs, trained in a supervised way, both the input
GRD FLOAT, not log-scaled [50], [51], Sentinel-1 intensities have been used to create the dataset [49]. with reduced speckle at the cost of a lower spatial resolution. The pixels for this product are approximately square-shaped, range using an Earth ellipsoid model. Phase information is lost. that have been detected, multi-looked and projected to ground of GRD products. GRD data consist of focused SAR data (GEE) catalog [48], containing the full Sentinel-1 archive has been used since Sentinel-1 mission started).

Copernicus Open Acess Hub, as demonstrated through the results do not change if they are directly taken from the Sentinel-1 images have been downloaded from GEE, but the

At this point, it is important to highlight that the GRD

Generation of Synthetic Ground Truth. Let $X_{lat,lon} \in \mathbb{R}^{W \times H \times P}$ be a single Sentinel-1 SAR acquisition, with a width $W$, a height $H$ and a specific polarization $P$, acquired in the geographical region defined by latitude $lat$ and longitude $lon$. Based on the tool proposed in [47], a long time-series of Sentinel-1 acquisitions $X_{lat,lon} \in \mathbb{R}^{T \times W \times H \times P}$ has been collected, with $T$ denoting its length (note: the entire collection has been used since Sentinel-1 mission started).

Data have been downloaded from the Google Earth Engine (GEE) catalog [48], containing the full Sentinel-1 archive of GRD products. GRD data consist of focused SAR data that have been detected, multi-looked and projected to ground range using an Earth ellipsoid model. Phase information is lost. The pixels for this product are approximately square-shaped, with reduced speckle at the cost of a lower spatial resolution [49].

Interferometric Wide (IW) swath GRD High Resolution Sentinel-1 intensities have been used to create the dataset by employing the GEE collection with raw power values, COPERNICUS/S1_GRP_FLOAT, not log-scaled [50], [51], [52], indeed by applying a homomorphic processing, in which the multiplicative noise is transformed into an additive noise by taking the logarithm of the observed data, it could result in failing to preserve sharp features (e.g. edges) and introduce artifacts in the denoised image [53], [40].

To obtain the ground truth from Sentinel-1 acquisitions with a speckle influence as lower as possible, a temporal average of intensity data $\bar{X}_{lat,lon}$ has been carried out, as expressed by equation (1). The solution of averaging the intensities has been adopted since averaging the amplitudes would lead to a biased result and leave more residual speckle fluctuations than those observed when averaging the intensities. The rational behind this choice is based on Goodman’s speckle model, from which one can say that the maximum likelihood estimator of the underlying reflectivity is obtained by averaging the SAR intensities.

$$X_{lat,lon}^t = \frac{1}{T} \sum_{t=1}^{T} X_{lat,lon}^t, \quad X_{lat,lon}^t \in \mathbb{R}^{W \times H \times P}$$

The final input instead has been obtained as anticipated before by multiplying the ground truth $X_{lat,lon}^*$ by the speckle $S$, generated through the statistical model presented in the following Speckle generation paragraph.

| Paper | Data          | SAR Products | Log-scale | Strategy         |
|-------|---------------|--------------|-----------|------------------|
| [39]  | COSMO-SkyMed  | SLC          | yes       | subtractive     |
| [39]  | COSMO-SkyMed  | SLC          | yes       | subtractive     |
| [40]  | -             | -            | no        | divisional      |
| [41]  | Sentinel-1    | SLC          | no        | divisional      |
| [42]  | Sentinel-1    | SLC          | yes       | subtractive     |
| [43]  | RadarSat      | SLC          | yes       | non-local CNN   |
| [44]  | TerraSAR-X    | SLC          | yes       | subtractive     |
| [45]  | Sentinel-1    | SLC          | yes       | subtractive     |
| [46]  | TerraSAR-X    | SLC          | no        | Blind-spot CNN  |

### TABLE I: Categorization of AI-based Speckle Filters

and the expected output (ground truth) should be available for training the model.

While in some other works found in the literature the models are trained in a supervised way by using optical images as reference and by fine-tuning the weights with SAR data [40], [42], the approach here proposed is based on the generation of a dataset by starting from real SAR data, leading to “SAR-like” reference images. It is important to highlight the “SAR-like” aspect, indeed the dataset is a realistic representation of the truth, since the initial real data have been averaged, and the speckle simulated, as explained ahead. Therefore, the generated ground truth is referred to as a synthetic one.

Differently from [44], a long time-series of GRD Sentinel-1 images are downloaded from GEE and temporally-averaged to get the ground truth. The second step consists in generating the speckle noise with the most representative statistical distribution, and lastly, the generated speckle is multiplied with the ground truth. This process is summarized in Figure 2, where the main steps for creating the dataset are sketched. At this point, it is important to highlight that the GRD Sentinel-1 images have been downloaded from GEE, but the results do not change if they are directly taken from the Copernicus Open Access Hub, as demonstrated through the analysis shown ahead in the Section IV.C where also the SNAP processing chain is presented.

Fig. 2. Dataset creation pipeline. On top: step 1 - Download of SAR time-series from GEE and application of the temporal average to get the ground truth. On bottom: step 2 - generation of speckle noise with Gamma distribution to be multiplied with the ground truth to get the noisy input (step 3).

**Speckle generation** To understand how the final dataset has been generated, a short description of the traditional Speckle model is given.

One of the most common used models for SAR speckle is the multiplicative noise model [9] expressed by the equation:

$$Y = X \cdot S \quad (2)$$
where $Y \in \mathbb{R}^{W \times H}$ is the observed intensity acquisition, $\hat{X} \in \mathbb{R}^{W \times H}$ is the noise-free version of the acquisition and $S \in \mathbb{R}^{W \times H}$ is the speckle noise. By considering a multi-looking (L looks) SAR acquisition, $S$ follows the Gamma distribution with unitary mean and variance $1/L$.

Since we used IW GRD High Resolution Sentinel-1 intensities data, downloaded from the GEE repository, in accordance with what is specified in [54], the speckle has been generated by taking samples from the Gamma distribution with a number L of looks equals to 4. The speckle must have the same dimensions of the ground truth, thus $S \in \mathbb{R}^{W \times H \times P}$.

Moreover, although the starting point for realizing the proposed network refers to speckled SAR data, as presented in the previous paragraph by bringing to the creation of the testing dataset, the further intent of this work has been to realize a model that should not take into consideration the nature of the noise affecting the input image, in such a way to create a DL architecture capable of picking up any type of noise and eliminating it through a subtractive layer. As shown in the results section, the proposed model has been tested with different sources of noise, at different power and with images of different nature, by leading to interesting outcomes and observations.

In particular, the proposed approach is based on the extraction of the speckle from the input Sentinel-1 acquisition through a CNN. The extracted speckle will be then subtracted from the input image through a skip connection, that makes the model also residual, and a subtraction layer [55]. The output of the subtraction layer will be the filtered Sentinel-1 acquisition.

The residual CNN is composed of repeated fundamental blocks, such as 2D Convolutions, ReLUs and Batch Normalizations. It mainly deals with the extraction of speckle noise from the input data. The skip connection, the red arrow in Figure 3, which connects the input with the subtraction layer, is essentially a connection used to skip the CNN. The subtraction layer applies the mathematical subtraction between the input data, through the skip connection and the CNN output. The result, after the last Sigmoid layer, is the filtered Sentinel-1 acquisition.

During the training of the model, lasting 50 epochs, a batch of 16 Sentinel-1 acquisitions from the training dataset $\hat{X}_{\text{inputs}}$ is used as feedforward input for the model. The predicted images $\hat{Y} \in \mathbb{R}^{W \times H \times P}$ are compared with the corresponding ground-truth acquisitions from the training dataset $X_{\text{ground truths}}$, through the loss function, whose description is given ahead. Using this loss function and its gradient, the Adam optimizer [56] updates the weights of the network. The Learning Rate (LR) is initially set to 0.002 and then updated through a LR Scheduler implemented ad hoc. The scheduler updates the LR every 5 epochs following the rule:

$$\text{learning rate}(i) = \text{learning rate}^{(i-5)} \ast \text{decay rate} \quad (5)$$

where $i$ indicates the epoch and $\text{decay rate}$ is set to 0.8. The total number of parameters to be optimized is 447,425.

Contrarily to the techniques that transform the multiplicative model of the speckle into an additive one, through a logarithmic transformation, or to the techniques that use divisional layers, as anticipated, the proposed method adopts a residual strategy based on subtraction layers [42], done without log-scaling the data to preserve their statistical characteristics (for this reason GEE data in the FLOAT format have been used) and by avoiding the use of divisional layer that may lead to computational error (e.g. the division by zero could lead to an inadvertent stop of the training). With this configuration,
the residual noise is expressed as difference between the noisy and the clean image as expressed by the equation:

\[ s^* = y - x \]  

where \( s^* \) denotes the residual image, \( x \) denotes the clean image and \( y \) the image affected by speckle. The model is trained to find the function:

\[ f(y, \vec{\omega}) = x \]  

where \( \vec{\omega} \) are the weights of the model. Through the optimization of \( \vec{\omega} \), by minimizing a customized loss function \( L \):

\[
L(x, x^*) = \alpha \frac{1}{WH} \sum_{w=1}^{W} \sum_{h=1}^{H} [x_{w,h} - x^*_{w,h}]^2 + \\
+ \beta \frac{(2\mu_x\mu_{x^*} + c_1)(2\sigma_{xx^*} + c_2)}{\mu^2_x + \mu^2_{x^*} + c_1(\sigma_x^2 + \sigma^2_{x^*} + c_2) + } + \\
+ \gamma \sum_{w=1}^{W} \sum_{h=1}^{H} \sqrt{(x_{w+1,h} - x_{w,h})^2 + (x_{w,h+1} - x_{w,h})^2}
\]  

the model learns as well as possible the real map between \( y \) and \( x \). In Equation 8, \( x^* \) is the ground truth, \( x \) is the model output; the first term, that is the square of the Euclidean distance, is responsible for the minimization of the distance of the pixels' values between the model output and the ground truth, the second term is responsible for the preservation of the structural similarity between the model output and the ground truth. Since the Euclidean loss has shown to work well on many image restoration problems, but it often results in artifacts on the filtered image, a third term, the Total Variation Loss has been included, to force the model to create smoother results.

The parameters \( \alpha \) and \( \beta \) are initially set to 1, meaning that the first two terms of the loss have the same importance during the minimization process, while the parameter \( \gamma \) has been fine-tuned thorough several tests and it has been set to 0.00001 in order to introduce the right amount of smoothness in the predicted image.

In the second term of \( L \), \( \mu_x \) is the average of \( s^* \), \( \sigma_x^2 \) is the variance of \( s^* \), \( \sigma_{xx^*} \) is the covariance of \( s \) and \( s^* \), \( c_1 = (k_1 D)^2 \) and \( c_2 = (k_2 D)^2 \) are two variables that stabilize the division with a weak denominator, \( D \) is the dynamic range of the pixel-values (typical \( 2^{\#BitsPerPixel} - 1 \)), \( k_1 = 0.01 \) and \( k_2 = 0.03 \) by default.

During the inference, the despeckled image \( x \) will be obtained from the original noisy image \( y \) by subtracting the residual noise \( s^* \) predicted by the CNN in accordance with the relation described by equation 6.

Some pre-processing steps are necessary before the training: after removing the outliers by clipping the values to the 90th percentile, both the input and the expected output are normalized into the range \([0, 1]\), by using the min-max normalization.
as given by the formula:

\[
Y = \frac{X - \text{min}}{(\text{max} - \text{min}) + \varepsilon} 
\]

Data normalization is a very common technique in ML and it allows the model to learn faster and to produce better results [57]. In Equation (9), \(X\) represents the image to be normalized, \(\text{min}\) and \(\text{max}\) are the minimum and the maximum values computed on the overall dataset, \(\varepsilon\) is set to \(1 \cdot 10^{-6}\) and it is used to stabilize the division with a weak denominator, and lastly \(Y\) is the normalized image. The minimum and the maximum values have been computed on the overall dataset in order to restore the range of the model output using the inverse formula given by:

\[
X = Y[(\text{max} - \text{min}) + \varepsilon] + \text{min} \tag{10}
\]

The proposed model has been developed in TensorFlow-Keras and trained, as summarized in Algorithm 1, on the platform Google Colaboratory [58], where each user can count on: 1) a GPU Tesla K80, having 2496 CUDA cores, compute 3.7, 12G GDDR5 VRAM, 2) a CPU single core hyper threaded i.e (1 core, 2 threads) Xeon Processors @2.3 Ghz (No Turbo Boost), 3) 45MB Cache, 4) 12.6 GB of available RAM and 5) 320 GB of available disk.

The code has been made available open-source at the following link [23] for further analysis and experiments.

Algorithm 1: Training of the proposed model

```python
initializeModel();
for epoch← 0 in epochs by 1 do
    /* Load Clean Image from dataset */
    groundTruth = loadFromTrainingSet();
    /* Add noise to Clean Image */
    inputImg = groundTruth * generateNoiseGamma(looks = 4);
    /* Normalize data */
    groundTruth = normalize(groundTruth);
    inputImg = normalize(inputImg);
    /* Apply CNN */
    residualImage = applyCNN(inputImg);
    rawFiltered = subtract(inputImg, residualImage);
    filtered = sigmoid(rawFiltered);
    /* Update CNN weights */
    error, grad = computeErrorGrad(filtered, groundTruth);
    updateWeights(error, grad);
end
```

IV. RESULTS AND DISCUSSION

This section will present the results obtained with the proposed model on non-SAR data, on the proposed dataset and on a real GRD image. It is important to specify that real GRD data are slightly different from simulated ones, because the speckle has a spatially variable correlation that is not considered by the Goodman’s model.

Moreover, testing the proposed model also on real GRD data demonstrated its good performances, even if trained only on simulated data (where log-scaling is not applied and so the statistical characterization of data is maintained).

Moreover, comparisons with other models have been carried out even if it is essential to underline that this process is always very complex and delicate. Indeed, the predictive ability of the deep neural networks depends not only on the model architecture, but also on the data used for training them, and it is worth to highlight that the works in the state of the art use different data sources (e.g. Sentinel-1 SLC, TerraSAR-X, etc.) and different statistical models for the speckle [45], [46], [43]. Therefore, testing the algorithms on data, that are different from those used for training, is not an immediate process and could lead to inconsistencies in results. A further difference can be given by the type of data pre-processing or the type of data being used (e.g. GRD, Single Look (SLC), etc.), since also in these cases the comparison procedure could lead to imprecise results. Starting from these considerations, the model has been tested on the proposed dataset and also on a real GRD image, downloaded with the tool presented in [47] and made available on the GitHub repository [23].

Moreover, additional experiments have been carried out by applying the found state-of-the-art speckle filters to the created dataset and to the real GRD image, by adopting the data pre-processing requested by each filter.

It seems honest to point out that, in some cases the available code is really hard to read and to use, and also the data pre-processing is made unclear. Therefore, the replicability of some results could be affected by these critical issues. Instead, in our case, among the objectives of our work, as already pointed out, we have considered of high priority to set the feasibility of a code open access and user-friendly in order to make our work and the results replicable by all the interested researchers.

A. Results on COCO dataset

To prove the generalization of the proposed model, we decided to firstly train and validate it on a subset of the well known ”Common objects in context (COCO)” dataset [59].

We repeated the simulations by varying the type of noise and its power, and the results have been evaluated by using two metrics, the PSNR (Peak Signal-to-Noise Ratio) and the SSIM (Structural Similarity Index) [60].

The PSNR, in this case, offers a measure of the filtering process quality, and it is given by the ratio between the maximum power of the ground truth acquisition and the residual error between the ground truth and the acquisition filtered by the model, in accordance to the equation:

\[
\text{PSNR}(x_{\text{ground truths}}^v, x_{\text{inputs}}^v) = 10 \log_{10} \left( \frac{\max (x_{\text{ground truths}}^v)^2}{\left\| x_{\text{ground truths}}^v - x_{\text{inputs}}^v \right\|^2 / N} \right) \tag{11}
\]

The SSIM measures the similarity between two acquisitions and considers the image degradation as perceived change in the structural information. Let \(x\) be an input acquisition taken
from the validation dataset \( \mathbf{X}_{input} \) and let \( y \) be a ground truth acquisition taken from the validation dataset \( \mathbf{X}_{ground \_truths} \), then the SSIM is computed by using the equation:

\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{\mu_x^2 + \mu_y^2 + c_1(\sigma_x^2 + \sigma_y^2 + c_2)}
\]

(12)

where \( \mu_x \) is the average of \( x \), \( \mu_y \) is the average of \( y \), \( \sigma_x^2 \) is the variance of \( x \), \( \sigma_y^2 \) is the variance of \( y \), and \( \sigma_{xy} \) is the covariance of \( x \) and \( y \), \( c_1 = (k_1D)^2 \) and \( c_2 = (k_2D)^2 \) are two variables that stabilize the division with a weak denominator, \( D \) is the dynamic range of the pixel-values (typical \( 2^{\#Bits\_Per\_Pixel} - 1 \)), \( k_1 = 0.01 \) and \( k_2 = 0.03 \) by default.

**Gaussian Noise.** In a first phase, experiments were run to test the proposed model when Gaussian noise had been added to the gray-scale version of the COCO dataset. Several simulation were made by varying the standard deviation of the Gaussian noise while keeping the mean equal to zero. Good qualitative and quantitative results, indeed the PSNR and SSIM measured between GT and P are always higher than the ones measured between GT and N.

| Std. | Metric | Test 1 | Test 2 | Test 3 | Test 4 | Test 5 | Test 6 | Test 7 |
|------|--------|--------|--------|--------|--------|--------|--------|--------|
| 0.01 | PSNR(GT, N) | 21.12  | 20.35  | 20.35  | 20.38  | 20.12  | 20.10  | 20.22 |
|      | PSNR(GT, P)  | 22.75  | 27.78  | 26.28  | 28.57  | 30.11  | 25.53  | 29.28 |
| 0.02 | SSIM(GT, N)  | 0.74   | 0.62   | 0.51   | 0.48   | 0.45   | 0.30   | 0.44 |
|      | SSIM(GT, P)  | 0.82   | 0.96   | 0.90   | 0.95   | 0.96   | 0.98   | 0.95 |
| 0.05 | PSNR(GT, N)  | 18.36  | 17.46  | 17.56  | 17.59  | 17.36  | 17.35  | 17.56 |
|      | PSNR(GT, P)  | 21.82  | 25.59  | 24.41  | 27.85  | 26.38  | 17.01  | 20.42 |
| 0.08 | SSIM(GT, N)  | 0.63   | 0.51   | 0.39   | 0.37   | 0.33   | 0.20   | 0.33 |
|      | SSIM(GT, P)  | 0.77   | 0.93   | 0.87   | 0.94   | 0.94   | 0.96   | 0.92 |
| 0.1  | PSNR(GT, N)  | 14.81  | 13.99  | 14.02  | 14.25  | 13.91  | 14.08  | 14.24 |
|      | PSNR(GT, P)  | 20.01  | 23.42  | 23.56  | 26.89  | 25.23  | 18.06  | 20.19 |
| 0.15 | SSIM(GT, N)  | 0.48   | 0.38   | 0.24   | 0.25   | 0.21   | 0.11   | 0.21 |
|      | SSIM(GT, P)  | 0.68   | 0.89   | 0.82   | 0.93   | 0.92   | 0.97   | 0.91 |
| 0.2  | PSNR(GT, N)  | 13.04  | 12.28  | 12.39  | 12.65  | 12.41  | 12.53  | 12.64 |
|      | PSNR(GT, P)  | 19.84  | 22.60  | 23.48  | 26.36  | 25.06  | 19.89  | 20.56 |
| 0.3  | SSIM(GT, N)  | 0.40   | 0.30   | 0.20   | 0.21   | 0.17   | 0.10   | 0.16 |
|      | SSIM(GT, P)  | 0.68   | 0.88   | 0.80   | 0.92   | 0.91   | 0.96   | 0.89 |
| 0.4  | PSNR(GT, N)  | 12.23  | 11.54  | 11.69  | 11.84  | 11.60  | 11.76  | 11.88 |
|      | PSNR(GT, P)  | 19.16  | 20.20  | 21.72  | 23.12  | 22.31  | 24.01  | 22.13 |
| 0.5  | SSIM(GT, N)  | 0.36   | 0.27   | 0.16   | 0.18   | 0.14   | 0.07   | 0.14 |
|      | SSIM(GT, P)  | 0.66   | 0.81   | 0.74   | 0.87   | 0.84   | 0.79   | 0.77 |

**Fig. 4:** Graphical results of the proposed model tested by adding Gaussian noise to the gray-scale version of the COCO dataset. Several simulation were made by varying the standard deviation of the Gaussian noise while keeping the mean equal to zero.

**TABLE II:** Quantitative results for experiments reported in Figure 4. The first columns indicates the standard deviation of the Gaussian noise, the second one the metric used to evaluate the results and the remaining ones report the metric values for each test. Please note that the PSRN and SSIM are computed both between the ground truth (GT) and noisy input (N) and the GT and the model prediction (P).
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Fig. 5: Graphical results of the proposed model tested by adding the simulated Speckle noise to the gray-scale version of the COCO dataset. Several simulations were made by varying the number of Looks.

distribution introduced before, to the gray-scale version of the COCO dataset. Several simulations were made by varying the number of Looks. For each simulation the training and testing of the model has been repeated. Graphical results are reported in Figure 5, where each row represents a different test and each couple of columns, apart from the first column showing the ground truth, represent the noisy input at a certain look L and the model prediction, respectively. Quantitative results corresponding to Figure 5, are reported in Table III. The first columns indicates the number of look of the speckle, the second one the metric used to evaluate the results and the remaining ones report the metric values for each test. Please note that PSNR and SSIM are computed both between the ground truth (GT) and the noisy input (N) and the GT and the model prediction (P). Results indicate also in this case that the proposed model is able to produce good qualitative and quantitative results, indeed the PSNR and SSIM measured between GT and P are always higher than the ones measured between GT and N.

| Looks | Metric | Test 1 | Test 2 | Test 3 | Test 4 | Test 5 | Test 6 | Test 7 |
|-------|--------|--------|--------|--------|--------|--------|--------|--------|
| 1     | PSNR(GT, N) | 10.06  | 10.57  | 11.13  | 12.82  | 13.21  | 8.27   | 9.20   |
|       | PSNR(GT, P)  | 20.59  | 25.17  | 26.14  | 28.19  | 30.44  | 27.29  | 23.19  |
|       | SSIM(GT, N)  | 0.48   | 0.32   | 0.33   | 0.37   | 0.31   | 0.06   | 0.21   |
|       | SSIM(GT, P)  | 0.77   | 0.94   | 0.90   | 0.96   | 0.97   | 0.98   | 0.95   |
| 2     | PSNR(GT, N)  | 12.14  | 12.71  | 13.29  | 14.99  | 15.38  | 10.42  | 11.35  |
|       | PSNR(GT, P)  | 20.71  | 23.34  | 25.18  | 27.77  | 29.23  | 31.94  | 28.80  |
|       | SSIM(GT, N)  | 0.58   | 0.43   | 0.41   | 0.48   | 0.41   | 0.09   | 0.27   |
|       | SSIM(GT, P)  | 0.80   | 0.95   | 0.92   | 0.97   | 0.97   | 0.98   | 0.96   |
| 4     | PSNR(GT, N)  | 14.65  | 15.17  | 15.72  | 17.36  | 17.75  | 12.82  | 13.82  |
|       | PSNR(GT, P)  | 21.85  | 20.07  | 25.67  | 27.19  | 26.74  | 25.00  | 22.74  |
|       | SSIM(GT, N)  | 0.68   | 0.53   | 0.50   | 0.58   | 0.53   | 0.14   | 0.34   |
|       | SSIM(GT, P)  | 0.82   | 0.95   | 0.92   | 0.97   | 0.97   | 0.98   | 0.96   |

TABLE III: Quantitative results for experiments reported in Figure 5. The first columns indicates the number of look of the speckle, the second one the metric used to evaluate the results and the remaining ones report the metric values for each test. Please note that the PSNR and SSIM are computed both between the ground truth (GT) and the noisy input (N) and the GT and the model prediction (P).
B. Results and comparisons on the reference dataset

The proposed model has been then evaluated through the PSNR and SSIM metrics on the testing dataset $\hat{X}_v^{\text{inputs}}, \hat{X}_v^{\text{ground truths}}$, whose creation has been described in the previous subsection A. Dataset creation for the proposed CNN. The procedure is summarized in Algorithm 2.

Quantitative results have been reported in Table V, where the averaged scores, computed on the testing dataset, are shown to compare the Proposed Model Prediction (c) with: (a) the Ground Truth, (b) Input with speckle, and (d-l) some state-of-the-art speckle filters: Lee, Lee Enhanced, Kuan, Frost, Mean, Median, Fastnl, Bilateral, SAR-BM3D, [61], [62], [63], [64], [65]. The implementation of the speckle filters used above can be found at the following link [66].

Note that the SSIM ranges from 0 to 1, where 1 is the best/ideal value and for the PSNR, being a signal to noise ratio, the greater the value the better the result, and therefore the ideal value is $+\infty$. It is possible to see from the table that our model outperforms all the others. Qualitative results have been reported in Figure 6, where three different test images have been used to verify the model. Corresponding ENL (Equivalent Number of Looks) values are reported in Table IV, with the ENL defined as:

$$ ENL = \frac{\mu_x^2}{\sigma_x^2} $$

(13)

where $\mu_x$ is the mean intensity for a homogeneous region and $\sigma_x$ is the standard deviation.
Algorithm 2: Evaluation of the proposed model on the testing dataset

```plaintext
model = loadTrainedModel()
for img← in testing dataset do
/* Load Clean Image from dataset */
groundTruth = loadFromTestingSet();
/* Add noise to Clean Image */
inputImg = groundTruth * generateNoiseGamma(looks=4);
/* Normalize data */
inputImg = normalize(inputImg);
/* Apply Trained Model */
prediction = applyTrainedModel(model, inputImg)
prediction = normalize.inverse(prediction);
/* Save results */
groundTruths.append(groundTruth);
predictions.append(prediction);
end
/* Get scores */
psnr, ssim = calculateScores(groundTruths, predictions);
```

| Model          | Test 1 | Test 2 | Test 3 |
|---------------|--------|--------|--------|
| Proposed      | 36.04  | 47.22  | 32.25  |
| Lee           | 17.73  | 10.70  | 10.52  |
| Lee Enhanced  | 20.97  | 16.15  | 14.37  |
| Kuan          | 18.10  | 11.12  | 10.84  |
| Frost         | 19.49  | 12.81  | 12.24  |
| Mean          | 21.46  | 17.07  | 14.54  |
| Median        | 19.26  | 15.48  | 11.96  |
| Fastnl        | 12.64  | 17.95  | 7.59   |
| Bilateral     | 18.30  | 13.40  | 10.37  |
| SAR-BM3D      | 14.64  | 17.95  | 17.59  |

TABLE IV: ENL for tests in Figure 6.

| Model              | PSNR | SSIM |
|--------------------|------|------|
| Ground Truth (a)   | +∞   | 1.0  |
| Speckled (b)       | 15.70| 0.58 |
| Proposed (c)       | 19.21| 0.75 |
| Lee (d)            | 16.64| 0.61 |
| Lee Enhanced (e)   | 16.46| 0.55 |
| Kuan (f)           | 16.78| 0.61 |
| Frost (g)          | 16.93| 0.61 |
| Mean (h)           | 15.93| 0.50 |
| Median (i)         | 15.39| 0.48 |
| Fastnl (j)         | 15.67| 0.58 |
| Bilateral (k)      | 17.29| 0.62 |
| SAR-BM3D (l)       | 15.67| 0.58 |

TABLE V: Average scores for the proposed model computed on the testing dataset: (a) Ground Truth, (b) Input with speckle, (c) Proposed Model Prediction, (d) Lee, (e) Lee Enhanced, (f) Kuan, (g) Frost, (h) Mean, (i) Median, (j) Fastnl, (k) Bilateral, (l) SAR-BM3D

C. Results and comparisons on a real GRD image

The real GRD image has been downloaded from the Copernicus Open Access Hub [67]. The motivation behind using also this particular image for testing the model depends mainly on two factors: 1) to give a further example of how the model performs on different source of data; and 2) to give interested readers an alternative procedure to use the model.

The same pre-processing of GEE data has been applied through the SNAP software [68]. This pre-processing is needed to bring the image under testing to the same conditions of the dataset. The steps involved in this phase are:

1) Apply orbit file: updates orbit metadata with a restituted orbit file (or a precise orbit file if the restituted one is not available).
2) GRD border noise removal: removes low intensity noise and invalid data on scene edges.
3) Thermal noise removal: removes additive noise in sub-swaths to help reduce discontinuities between sub-swaths for scenes in multi-swath acquisition modes.
4) Radiometric calibration: computes backscattered intensity using sensor calibration parameters in the GRD metadata.
5) Terrain correction (orthorectification): converts data from ground range geometry, which does not take terrain into account, to σ using the SRTM 30 meter DEM or the ASTER DEM for high latitudes (greater than 60° or less than −60°).
6) Subset: selects a portion of the input image.

In this scenario, where the ground truth is not available, the only way to measure the model performance is through the ENL. The testing of the proposed model on the real GRD image is summarized in Algorithm 3.

Algorithm 3: Testing of the proposed model on the real GRD image

```plaintext
model = loadTrainedModel()
inputImg = loadImage();
/* Normalize data */
inputImg = normalize(inputImg);
/* Apply Trained Model */
prediction = normalize.inverse(applyTrainedModel(model, inputImg))
/* Get scores */
enl = calculateScore(prediction);
```

Also in this case our model outperforms all the others, as shown in Table VI, even if with respect to the results presented in Table IV, run on our dataset, now the difference between the proposed model and the others is smaller. This outcome was expected as by definition the model must perform better on data similar to the ones used for training rather than on other data. Qualitative results are shown in Fig. 7, where the input noisy image, the proposed model prediction and the output of the SAR-BM3D filter, are reported.

To conclude this experimental section, Table VII presents the processing time of two filters applied to the real GRD image, the proposed one and the SAR-BM3D which in the last experiments produces closer results. Both the time needed to process a patch of 96 × 96 pixels and the full size image of 10,000 × 10,000 pixels are shown. The machine used to run
Fig. 7: Qualitative results on a real GRD image: (a) noisy input, (b) proposed model output and (c) SAR-BM3D output.

| Model             | ENL  | Model         | ENL  |
|-------------------|------|---------------|------|
| Proposed          | 69.72| Mean          | 31.24|
| Lee               | 32.19| Median        | 31.12|
| Lee Enhanced      | 34.02| Fastnl        | 25.31|
| Kuan              | 32.45| Bilateral     | 32.48|
| Frost             | 33.80| SAR-BM3D      | 45.39|

TABLE VI: Models’ ENL computed on the real GRD image. Input with speckle, Proposed Model Prediction, Lee, Lee Enhanced, Kuan, Frost, Mean, Median, Fastnl, Bilateral, SAR-BM3D

these tests is a MacBook Pro 13 with an Intel(R) Core(TM) i5-8279U CPU @ 2.40 GHz and 7.85 GB of available RAM. From the Table VII it is evident that one additional advantage of the proposed model is the processing time reduction.

| Filter       | Time per patch | Total time | Software |
|--------------|----------------|------------|----------|
| SAR-BM3D     | ~ 2 s          | ~ 6 h      | MatLab   |
| Proposed     | ~ 0.08 s       | ~ 13 m     | Python   |

TABLE VII: Processing time for the Proposed model and SAR-BM3D.

V. FURTHER ANALYSIS

In this section further experiments and analysis are presented to give the reader some insights about edges preservation and statistical characteristics preservation for the proposed method.

A. Edges Preservation

To evaluate the edge preservation of the proposed method, we applied the Sobel operator. This operator, commonly used in image processing and computer vision, is able to create images with edge emphasized. It uses two kernels, one for the horizontal and one for the vertical axis, which are convolved with the image to calculate approximately its gradient [69].

Let Y be a SAR image filtered by the proposed method, then the horizontal changes $H_x$ are calculated by:

$$H_x = \begin{bmatrix} -1 & 0 & +1 \\ -2 & 0 & +2 \\ -1 & 0 & +1 \end{bmatrix} * Y$$  \hspace{1cm} (14)

while the vertical changes $H_y$ are calculated by:

$$H_y = \begin{bmatrix} -1 & -2 & -1 \\ 0 & 0 & 0 \\ +1 & +2 & +1 \end{bmatrix} * Y$$  \hspace{1cm} (15)

The image gradient is then obtained by $H = \sqrt{H_x^2 + H_y^2}$.

Figure 8 and 9 report two examples of edge preservation evaluation for our method. These figures are structured in two rows: the first row shows the speckle free image and an image with the edges obtained by applying the Sobel operator; the second row shows the edges obtained by applying the Sobel operator to the image filtered by using our method and the histogram of the difference between the two results. It is possible to note that the proposed method is able to preserve most of the edges, with a little loss. Indeed, as shown in the histogram, the distribution of the difference between the input image edges’ values and the predicted image edges’ values is centered in zero with a maximum of 0.4 for a limited number of pixels. It is important to highlight that an important role in the image edges preservation is played by the designed loss function that is based on the SSIM. This element is in fact responsible of forcing the model, during the training phase, in producing a filtered image with a high structural similarity.
B. Preservation of the statistical characteristics

In order to measure if the input distribution is preserved, we compared the distribution of a ground truth image with respect to the filtered one. Starting from the ground truth image as obtained through the temporal average of a long times series of many images, we calculated the histogram and the estimated probability distribution function (pdf). Then, by simulating the speckle as specified in Section III-A, we obtained the input image for our model, and by filtering it, the output image. The histogram of this latter image has been also calculated. Figure 10 shows the comparison between the histogram of the filtered image against the histogram of the ground truth. The same pdf is reported for both, and it has been calculated by fitting the ground truth data with a Gamma distribution as specified in [70]. We left the pdf of the ground truth image also for the output image to show that although there are variations (for example the mean) in the filtered image, this latter falls in the same pdf of the input image, thus demonstrating that the statistical characteristics are preserved by the proposed filter. It is important to underline, that our method does not force the preservation of the mean and the variance, but forces the predicted distribution to be as much as possible equal to the distribution of the ground truth. Thus, there could be cases where the mean is not perfectly preserved, but since the distribution is forced to be the same, the statistical properties of the filtered images are saved to some extent. In our opinion this is an important result, since regarding the mean preservation we can always think about methodological approaches to reach this goal.

Fig. 8: Top row: Input Image without speckle, edges derived through the Sobel operator. Bottom row: edges of model prediction made on the speckled version of the input image, and the histogram of the differences between edges in the two cases.

Fig. 9: Edge preservation evaluation as Figure 8 on a different image.

Fig. 10: Example of statistical characteristics preservation

with respect to the ground truth. This characteristic has an impact not only on the edge preservation but also on the spatial information preservation, that is also a crucial aspect.
In this paper, a method for SAR speckle filtering, based on residual CNNs, has been presented and discussed. The main idea is to use the result of a very long time-series with many images, a time-averaged cumulative smoothing of the sample area images in the GEE as a multiplicative noise-free image. Another important novelty refers to the use of a subtractive layer in a residual CNN with not log-scaled GEE GRD High Resolution SAR intensities data.

Several examples of applications based on the employment of GRD SAR data have been given, by underlining how their use has greatly increased over the years due to lower computational load with respect to other SAR products, and due to their availability on cloud platforms like GEE.

Both the dataset and the model have been developed from scratch and made available (with the code open-source) in the two versions, time-averaged cumulative smoothed intensities and time-averaged cumulative smoothed amplitudes, on GitHub for further analysis and investigation to allow interested researchers to use what best fits the specific case study and application.

The authors have made their best to realize a code easy to read, and they believe in the principles of open access policy and sharing research outputs content in accordance to the inspiring principles of Professor Landgrebe, whose studies have been instrumental in the inception and growth of spectral RS image analysis.

Experiments have been first run on the COCO dataset to prove the generalization of the proposed model, that can be also used for noise filtering of common images, as proven by the results. Then, other experiments have been run on the generated dataset and on a real GRD image, showing that the proposed method works successfully in filtering the speckle from the SAR images. The approach as described leads to better results by a significant margin with respect to all the other methods found in the literature, both on the proposed dataset and on the real GRD image.

The performance can still be improved, for instance through a further tuning of the network hyperparameters, an optimal selection of the number of layers and loss function weights, that might help in reducing both the amount of noise and the image blurring.

Among the future developments, there might be the integration of a much more complex speckle model, adaptable to the typology of the terrain and land cover. Furthermore, the model might be trained on a dataset containing speckled images with different SNR values, in order to make it more robust [71].

Another important aspect that might be better investigated is the eventual impact of phenomena such as the humidity of the ground surface and human moving targets on the generation of the dataset.

**APPENDIX A**

**SPECKLE MODEL**

As highlighted in the manuscript, the proposed dataset has been made available online open access [24]. It has been released in two versions, time-averaged cumulative smoothed intensities and time-averaged cumulative smoothed amplitudes.

In the two cases, we report in this appendix the statistical models used to generate the images with the speckle.

The most common and widely used statistical model used to represent SAR speckle for distributed scatterers is the multiplicative noise model, as proposed by Goodman [9]:

\[ Y = X \cdot S \]  

(16)

where \( Y \in \mathbb{R}^{W \times H} \) is the observed intensity acquisition, \( X \in \mathbb{R}^{W \times H} \) is the noise-free version of the acquisition and \( S \in \mathbb{R}^{W \times H} \) is the speckle noise. By considering a multi-looking (L looks) SAR acquisition, \( S \) follows the Gamma distribution with unitary mean and variance \( 1/L \) [72]. The corresponding probability density function is defined by:

\[ f(S) = \frac{L^LS^{L-1}e^{-LS}}{\Gamma(L)}, \quad S \geq 0, L \geq 1 \]  

(17)

where \( \Gamma \) represents the Gamma function.

The same model can be applied to the amplitude image, square root of the intensity:

\[ y = x \cdot s \]  

(18)

where \( y \in \mathbb{R}^{W \times H} \) is the observed amplitude acquisition, \( x \in \mathbb{R}^{W \times H} \) is the speckle-free amplitude image and \( s \in \mathbb{R}^{W \times H} \) is the speckle noise.

In this case \( s \) follows the Nakagami distribution, with a probability density function defined by the following equation:

\[ f(s) = \frac{2L^Ls^{2L-1}e^{-LS^2}}{\Gamma(L)}, \quad S \geq 0, L \geq 1 \]  

(19)

that corresponds to the Rayleigh distribution for \( L = 1 \) (single-look) [42, 72].
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