Multifractality meets entanglement: relation for non-ergodic extended states
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In this work we establish a relation between entanglement entropy and fractal dimension $D$ of generic many-body wavefunctions, by generalizing the result of Don N. Page [Phys. Rev. Lett. 71, 1291] to the case of sparse random pure states (S-RPS). These S-RPS living in a Hilbert space of size $N$ are defined as normalized vectors with only $N^D$ ($0 \leq D \leq 1$) random non-zero elements. For $D = 1$ these states used by Page represent ergodic states at infinite temperature. However, for $0 < D < 1$ the S-RPS are non-ergodic and fractal as they are confined in a vanishing ratio $N^D$ of the full Hilbert space. Both analytically and numerically, we show that the mean entanglement entropy $S_1(A)$ of a sub-system $A$, with Hilbert space dimension $N_A$, scales as $S_1(A) \sim D \ln N$ for small fractal dimensions $D$, $N^D < N_A$. Remarkably, $S_1(A)$ saturates at its thermal (Page) value at infinite temperature, $S_1(A) \sim \ln N_A$ at larger $D$. Consequently, we provide an example when the entanglement entropy takes an ergodic value even though the wavefunction is highly non-ergodic.

Finally, we generalize our results to Renyi entropies $S_q(A)$ with $q > 1$ and also show that their fluctuations have ergodic behavior in narrower vicinity of the ergodic state, $D = 1$.

Introduction— The success of classical statistical physics is based on the concept of ergodicity, which allows the description of complex systems by the knowledge of only few thermodynamic parameters [1, 2]. In quantum realm the paradigm of ergodicity is much less understood and its characterization is now an active research front.

The most accredited theory, which gives an attempt to explain equilibration in closed quantum systems, relies on the eigenstate thermalization hypothesis (ETH) [3–6]. ETH asserts that the system thermalizes locally at the level of single eigenstates and has been tested numerically in a wide variety of generic interacting systems [6, 7].

It is now well established that entanglement plays a fundamental role on the thermalization process [7–11]. Thermal states are locally highly entangled with the rest of the system, which acts as a bath. Consequently, the measurement of entanglement entropy (EE) has been found to be a resounding resource to probe ergodic/thermal phases, both theoretically [12–17] and recently also experimentally [18–21], and to test the validity of ETH in strongly correlated systems [7]. For instance, infinite temperature ergodic states are believed to behave like random vectors [3, 7] and their EE reaches a precise value often referred as Page value [22].

On the other hand, ergodicity is deeply connected to the notion of chaos [7, 23], which implies also an equipartition of the many-body wavefunction over the available many-body Fock states, usually quantified by multifractal analysis, e.g., by scaling of the inverse participation ratio (IPR) [24]. In this case, infinite temperature ergodic states span homogeneously the entire Hilbert space [25]. The latter states should be distinguished from the so-called non-ergodic extended (NEE) states. These NEE states live on a fractal in the Fock space, which is a vanishing portion of the total Hilbert space. Recently, the NEE have been invoked to understand new phases of matter like bad metals [26–33], which are neither insulators nor conventional diffusive metals and also found it in chaotic many-body quantum system like in the Sachdev-Ye-Kitaev model [34–36]. Furthermore, these states, living in a small portion of the Hilbert space, could be seen as a natural prototype for eigenstates of strongly kinematically constrained Hamiltonians, where ergodicity breaks by Hilbert/Fock space fragmentation [37–42].

Very recently, the two aforementioned probes, EE and IPR, have been used to describe thermal phases (specially at infinite temperature), and to detect ergodic-breaking quantum phase transitions (e.g. many-body localization transition) [12, 43–46]. Nevertheless, the relations between these two probes has not been studied extensively so far [47, 48], which leads to the natural question: to what extend do they lead to the same description?

In this work, we build up a bridge between ergodic properties extracted from EE and the ones from multifractal analysis. With this aim, we generalize the seminal work of Page [22], computing EE and its fluctuations for fractal NEE states. We introduce the concept of sparse random pure states (S-RPS), which are fractal NEE states and determined by $N^D$ ($0 < D < 1$) random non-zero elements in the corresponding computational basis of dimension $N$ [49]. The limiting case, $D = 1$, represents an ensemble of infinite temperature ergodic states, for which EE is given by the Page value [50–53].

By studying EE for S-RPS, we derive a precise upper bound for EE for the eigenstates with a fixed fractal dimension $D$. Remarkably, we show, both analytically and numerically, that EE of a sub-system $A$ can still be ergodic (Page value), even though the states are highly non-ergodic $D < 1$. Consequently, the mean value of EE might be not enough to state ergodicity, though EE reaches the Page value.

General definitions— The Renyi entropy, $S_q(A)$, of a sub-system $A$ with Hilbert space dimensions $N_A = N^p$,
\[ p \leq 1/2, \text{ is defined as:} \]
\[ S_q(A) = \frac{\ln \Sigma_q}{1-q}, \text{ with } \Sigma_q = \text{Tr}_B[\rho_A^q] = \sum_{M=1}^{N_A} \lambda_M^q, \quad (1) \]

where \( \rho_A = \text{Tr}_B[\rho] \) is the reduced density matrix of the sub-system \( A \), obtained tracing over the degrees of freedom of the complementary sub-system \( B = A^c \). \( \{\lambda_M\} \) are Schmidt eigenvalues of \( \rho_A \). The von Neumann EE, \( S_1(A) \), corresponds to the limit \( q \to 1 \), \( S_1(A) = -\text{Tr}_B[\rho_A \ln \rho_A] = -\sum_{M=1}^{N_A} \lambda_M \ln \lambda_M \).

For a pure state \( \rho = |\psi\rangle \langle \psi| \) [54], \( \rho_A \) takes the form of a Wishart matrix
\[ \rho_{A,M'} = \sum_{m=1}^{N_B} |\psi_{M,m}\rangle \langle \psi_{M',m}|, \quad (2) \]

where \( |\psi_{M,m}\rangle \) are the wavefunction coefficients \( |\psi\rangle = \sum_{M=0}^{N_A-1} \sum_{m=0}^{N_B-1} |\psi_{M,m}\rangle |M\rangle_A |m\rangle_B \) in the computational basis \( |M\rangle_A \), \( 1 \leq M \leq N_A \), and \( |m\rangle_B \), \( 1 \leq m \leq N_B \), of the two sub-systems \( A \) and \( B \), respectively.

For fully random states, \( D = 1 \), the mean von Neumann EE is given by the Page value [22]
\[ \overline{S}_{\text{Page}}(A) = \ln N_A - \frac{N_A}{2N_B}, \quad (3) \]

and its fluctuations decays to zero as [50, 51, 53]
\[ \overline{S}_{\text{Page}}(A) = (\overline{S}^2(A) - \overline{S}^2(A))^{1/2} \sim N_B^{-1}, \quad (4) \]

where the overline indicates the random vector average.

Moreover, the ergodic properties of the wavefunction \( \{\psi_n=|M,m\rangle\} \) can be characterized also in terms of multifractal analysis [24] via an infinite sequence of fractal dimensions \( D_q, q \geq 0 \), defined through the scaling of the inverse participation ratios \( \text{IPR}_q \) with \( N \),
\[ D_q \ln N = \ln \left( \frac{\text{IPR}_q}{1-q} \right), \text{ with } \text{IPR}_q = \sum_n |\psi_n|^2q, \quad (5) \]

giving in the limit \( q \to 1 \), \( D_1 \ln N = -\sum_n |\psi_n|^2 \ln |\psi_n|^2 \).

The exponent \( D_1 \) provides important information on the dimension of the support set of the wavefunction in the Fock space, which scales as \( \sim N^{D_1} \) [55]. Fully ergodic states are characterized by \( D_q = 1 \), meaning that the state is homogeneously spread over the entire Hilbert space [25]. Instead, NEE states are usually multifractal with \( D_q < 1 \) and their support set is a vanishing ratio of the full Hilbert space \( \sim N^{D_1}/N \).

In this work, we consider entanglement properties of NEE states employed by S-RPS. The S-RPS are normalized random vectors \( \{\psi_n\} \) with only \( N^D \) non-zero elements, that form the wave function support set. The S-RPS are described by both any fractal dimension \( D_q = D < 1 \), \( \text{IPR}_q = N^{D(1-q)}, q > 0 \). Thus, the S-RPS are homogeneously spread, but only in a vanishing ratio of the total Hilbert space.

**Results**— We start to outline our results, by computing numerically the mean EE for S-RPS with fractal dimension \( 0 < D < 1 \) in a Hilbert space of dimension \( N = 2^L \).

In this case, the S-RPS could be thought as eigenstates in the middle of the spectrum [56] of some strongly interacting 1/2−spin chain with \( L \) sites.

First, let’s consider two limiting cases: For \( D = 1 \), \( S_1(A) \) is given by the Page value in Eq. (3) \( \sim \ln N_A \) as the system is ergodic. While for \( D = 0 \), the wavefunction is localized in the Fock-space and EE shows area-law \( S_1(A) \sim O(1) \). For generic \( 0 < D < 1 \), one may naively expect the natural interpolation \( S_1(A) \sim D \ln N_A \), as S-RPS are random states in a sub-Hilbert space of dimension \( N^D \). However, as we will show, this intuitive picture is misleading.

Figure 1 presents the mean value of the half-partition EE, \( S_1(L/2) \), \( N_A = 2^{L/2} \). \( S_1(L/2) \) follows a volume law \( S_1(L/2) \sim D_{\text{ent}} \ln 2^{L/2} \) for any \( D > 0 \) and the slope \( D_{\text{ent}} \) grows with increasing \( D \). However, the curves approach the Page value \( S_{1,\text{Page}}(L/2) = L/2 \ln 2 - 1/2 \) (dashed line in Fig. 1 (a)), i.e., \( D_{\text{ent}} = 1 \) for \( D > 1/2 \). Instead, for \( D < 1/2 \), \( S_1(L/2) \) grows slower than \( S_{1,\text{Page}}(L/2) \) and we found \( D_{\text{ent}} = 2D \), Fig. 1 (a),(b). Thus, basing only on the mean EE, one might erroneously conclude that the system is ergodic at \( D > 1/2 \), even though the wavefunction is confined in an exponentially small ratio of the total Hilbert space \( \sim N^{2-(1-D)L} \).

To understand this behavior of \( S_1(L/2) \) as function of \( D \), we consider in details the structure of the reduced density matrix \( \rho_A \) in Eq. (2), determined by the scalar products between the vectors \( \psi_M = \langle \psi_{M,1}, \ldots, \psi_{M,N_A} \rangle \). For \( M \neq M' \), these vectors are independent [57] and the off-diagonal elements of \( \rho_A \) are almost negligible for \( D < 1 \) due to the sparsity properties of \( \psi_M \), which has only \( N^D/N \) fraction of non-zero elements. Instead, the diagonal elements of \( \rho_A \) are given by the norms of the vectors \( \psi_M \) and cannot be neglected [58].

**FIG. 1.** Mean von Neumann entanglement entropy scaling as a function of the fractal dimension \( D \) for S-RPS. (a) \( S_1(L/2) \) of half-system, \( N_A = 2^{L/2} \), as a function of \( L \) for different \( D \), dashed line shows the Page value, Eq. (3). (b) Slope \( D_{\text{ent}} \) of \( S_1(L/2) \) \( \sim D_{\text{ent}} L/2 \ln 2 \) as a function of \( D \) (Exact) and of \( -\sum_M \rho_{M,M} \ln \rho_{M,M} \sim D_{\text{ent}} L/2 \ln 2 \) (Diagonal Approx.); black line represents the theoretical prediction in Eq. (8).
The structure of the half-system reduced density matrix \(|\rho_{A,M'}^{M,M'}|/\max_{M,M'}|\rho_{A,M'}^{M,M'}|\) for S-RPS with different fractal dimension (a) \(D = 1\), (b) \(D = 0.7\), and (c) \(D = 0.4\) for \(N_A = 2^{L/2}\) and \(L = 12\). In all panels \(\rho_A\) is mostly represented by the diagonal elements with almost uniform distribution \(\rho_{A,M}^{M,M} \sim N_A^{-1}\) for \(D > 1/2\) (a, b) and bimodal distribution otherwise (c). The latter case is given by \(\sim 2^{DL}\) non-zero nearly uniform elements normalized as \(\rho_{A,M}^{M,M} \sim 2^{-DL}\) with the rest being negligibly small. The corresponding EE saturates at the ergodic Page value \(S_1(A) = S_{\text{Page}}(A)\) for \(D > 1/2\), while being dominated by \(2^{DL}\) non-zero elements for \(D < 1/2\) leading to \(S_1(A) \approx -\sum_M \rho_{A,M}^{M,M} \ln \rho_{A,M}^{M,M} \sim DL\log 2\).

This analysis can be clearly seen in Fig. 2, which shows \(\rho_{A,M} N_A = 2^{L/2}\), for a given random configuration of the S-RPS. As one can notice \(\rho_A\) is always nearly diagonal. Moreover, for \(D > 1/2\), an extensive number of off-diagonal elements become non-zero and the diagonal ones are homogeneously distributed with amplitude \(\rho_{A,M}^{M,M} \sim 2^{-L/2}\), Fig. 2 (a)-(b). As soon as \(D\) is smaller than 1/2, only few off-diagonal elements of \(\rho_A\) are non-zero, while the distribution of the diagonal ones is bimodal with \(\sim 2^{DL}\) non-zero terms, Fig. 2 (c).

Intuitively, as the first approximation, the scaling of EE can be estimated considering only diagonal elements of \(\rho_A\) (diagonal approximation), \(S_1(L/2) \sim -\sum_i \rho_{M,M} \ln \rho_{M,M}\), thus obtaining \(S_1(L/2) \sim S_{\text{Page}}(L/2)\) for \(D > 1/2\) and \(S_1(L/2) \sim 2D\log 2\) for \(D < 1/2\). We further support the validity of the diagonal approximation in Appendices A, B. In Fig. 1 (b) is shown \(D_{\text{ent}}\) extracted by \(-\sum_{M,M'} \rho_{M,M'} \ln \rho_{M,M'} \sim D_{\text{ent}}\log 2\), where a perfect match with the exact \(D_{\text{ent}}\) is found.

The diagonal approximation has been used to describe thermodynamic entropy out-of-equilibrium [59, 60] and it can be analytically verified in terms of leading scaling behavior. Indeed, as only few off-diagonal elements of \(\rho_A\) are non-zero (say, \(\rho_{M,M'}^{M,M} \) for the \(M\)th row) one can estimate the Schmidt eigenvalues \(\lambda_M\) and \(\lambda_{M'}\) by diagonalizing the \(2 \times 2\)-matrix \((\rho_{M,M}^{M,M} \rho_{M',M'}^{M,M} \rho_{M,M'}^{M,M'} \rho_{M',M}^{M,M'})\). Finally, by the Cauchy-Bunyakovski-Schwarz inequality \(|\rho_{M,M}^{M,M}|^2 \leq \rho_{M,M'}^{M,M'}\), one can conclude, that the Schmidt eigenvalues \(\lambda_M\) and \(\lambda_{M'}\) scale with \(N\) as the diagonal elements \(\rho_{A,M}^{M,M} \rho_{A,M'}^{M,M'}\), see Appendix C.

Furthermore, in this leading approximation the mean EE is given by
\[
S_1(L/2) \approx \sum_M \rho_{M,M}^{M,M} \ln \rho_{A,M}^{A,M} \sim \ln N_0,
\]
where \(N_0\) is the number of non-zero diagonal elements \(\rho_{A,M}^{A,M} = \sum_{m=1}^{N_A} |\psi_{M,m}|^2\) [61], which have almost all the same value (see Fig. 2).

The probability distribution \(P(N_0)\) of \(N_0\) can be calculated combinatorially. Let \(g_M\) be the number of non-zero elements giving contributions to \(\rho_{A,M}^{A,M}\). By construction of the S-RPS we have \(\sum_{M} g_M = N^D\). Now, \(P(N_0)\) is proportional to the product of the number of combinations \(\binom{N_A \ldots 1}{N_0 \ldots 1}\) to realize \(N_0\) non-zero \(g_M > 0\) and the number of combinations \(\binom{N_A}{N_0}\) to place them among \(N_A\).
values of $1 \leq M \leq N_A$. The typical $N_0$ is given by the position of the maximum of its probability distribution
\begin{equation}
N_0^{\text{typ}} = \frac{N_A N^D}{N_A + N^D} \approx N_{\min(p,D)},
\end{equation}
confirming the numerical result, Fig. 1,
\begin{equation}
\mathcal{S}_f(A) \approx \begin{cases} D \ln N, & D < p \\ \ln N_A, & D > p \end{cases}.
\end{equation}

Importantly, the S-RPS do not have any intrinsic notion of locality being the position of the non-zero elements randomly chosen. As a consequence, Eq. (8) gives a natural upper-bound for the maximal EE for generic many-body wavefunction with support set $\sim N^D$.

Now, we further numerically test our main result in Eq. (8), by computing $S_f(A)$ for a different sub-system $A$. Figure 3 (a) shows the slope $D_{\text{ent}}$ of $\mathcal{S}_f(N_A) \sim D_{\text{ent}} \ln N_A$ for $N_A = 2^{L/3}$ as a function of the fractal dimension $D$. For $D > 1/3$, we have $D_{\text{ent}} = 1$ and EE shows ergodic behavior. For smaller $D$, $D_{\text{ent}}$ deviates from the infinite temperature thermal value, $D_{\text{ent}} = 3D$, in agreement with Eq. (8). The difference $S_{\text{Page}}(L/3) - S(A)$ is shown in the inset in Fig. 3 (a) supporting the convergence of EE to the Page value $S_{\text{Page}}(L/3)$ up to exponentially small corrections in $L$ (as well as $S_{\text{Page}}(L/2)$ in Fig. 1 (a)).

Furthermore, our results can be generalized also for the Renyi EE in Eq. (1). In Fig. 3 (b) we analyze the scaling of $\mathcal{S}_f(A) \sim D_{\text{ent}}(q) \ln N_A$ at half-partitioning $N_A = 2^{L/2}$ for several $q > 1$. As one can notice, $D_{\text{ent}}(q)$ depends only on the fractal dimension $D$, but not on $q$. Similarly to the limit $q \to 1$ and in accordance with Eq. (8), we obtain $D_{\text{ent}}(q) = 1$ for $D > 1/2$ and $D_{\text{ent}}(q) = 2D$. The independence of $D_{\text{ent}}(q)$ from $q \geq 1$ is an artefact of the S-RPS, as they are characterized by the only fractal dimension $D_q = D$ for $q > 0$, Eq. (5). For genuine multifractal states, characterized by non-trivial exponents $D_q$, we expect at half partition, $N_A = N^{1/2}$, $D_{\text{ent}}(q) = 1$ if $D_q > 1/2$ and $D_{\text{ent}}(q) = 2D_q$ otherwise.

**Fluctuations**— Quantum fluctuations represent another important ingredient to understand ergodicity. According to ETH, they can be related to temporal fluctuations around the equilibrium value in a quench protocol. In particular, the study of entropy fluctuations has given important insights on detecting ergodicity-breaking transition in quantum systems. In ergodic systems the scaling of fluctuations is related to the dimension of the larger sub-system Eq. (4) playing the role of a bath [50–53].

The EE fluctuations can be quantified by its standard deviation
\begin{equation}
\overline{\mathcal{S}_f}(A) = \left(\overline{\mathcal{S}_f^2}(A) - \overline{\mathcal{S}_f}(A)^2\right)^{1/2} \sim N^{-D_{\text{fluc}}/2},
\end{equation}
from the collapse with $L$ of the probability distribution $P(x)$ of the rescaled variable $x = (S - \overline{S})/\overline{\mathcal{S}}$, Figure 4 shows the collapse of $P(x)$ with $L$ for several $D$ and $N_A = 2^{L/2}$. Fluctuations displays three different regimes for a generic cut $N_A = N^p$, $p \leq 1/2$, (see inset in Fig. 4 for $p = 1/2$)
\begin{equation}
D_{\text{fluc}} = \begin{cases} D, & D < p \\ 2D - p, & p < D < 1 - p/2 \\ 2(1 - p), & D > 1 - p/2. \end{cases}
\end{equation}

For $D < p$, both mean EE and its fluctuations show the properties of a local observable: their scaling is related to the equilibration within the fractal support set $N^D$ only and does not depend on the sub-system size. For $p < D < 1 - p/2$ the mean EE saturates at the Page value for the considered sub-system size, Eq. (8), and thus, EE cannot be anymore considered as a local observable for such states. Nevertheless, the fluctuations have fingerprints of a non-ergodic behavior, $\overline{\mathcal{S}_f}(A) \sim N^{-(2D-p)}$. Finally for $1 - p/2 < D < 1$, both mean and its fluctuations are undistinguishable from ergodic states at infinite temperature.
Conclusions and discussion—Now, we turn to the main question posed on the Introduction, where we asked what extend ergodicity properties extracted from entanglement measures and from multifractal analysis provide the same description of thermal phases. To answer, we generalized the result of Page [22] on entanglement entropy for random pure states (ergodic) to the case of NEE states characterized by the fractal dimensions $D_q$.

In particular, we presented an upper bound for the entanglement entropy $S_q$ (both von Neumann and Renyi) related to the fixed fractal dimension $D_q$ (see Table I).

This bound shows that $S_q(A)$ can in principle be equal to the Page value so far the wavefunction support set is larger than the sub-system size, $N^{D_q} > N_A$. An example of the saturation of this bound is given for a new introduced class of sparse random pure states. Our results show that for small fractal dimensions $N^{D_q} < N_A$ EE behaves as a local observable both in terms of the mean value and fluctuations.

Thus, ergodicity viewed as the wavefunction equipartition in the full Hilbert space is more strict than the one imposed by the value of the entanglement entropy.

Our results find immediate application in the theory of many-body localization where EE has been used to probe the transition, or in strongly kinematically constrained models where ergodicity may break down due to Fock/Hilbert space fragmentation. For instance, in spin models in Refs. [37, 38], the eigenstates live on an exponentially small fraction of the full Hilbert, due to dipole conservation [38, 62] and strong interactions [37] (Fock-space fragmentation). Nevertheless, the half-chain entanglement entropy equals to the Page value, provided the wavefunction support set have a fractal dimension $D > 1/2$ (see Table I with $p = 1/2$).
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| $S_q(N^p)$ | $D_q > 1 - p/2$ | $p < D_q < 1 - p/2$ | $D_q < p$ |
|------------|----------------|----------------|----------|
| $= p \ln N$, (Page) | $\sim p \ln N$, (Page) | $\sim p \ln N$, (Page) | $\sim p \ln N$, (Page) |

TABLE I. Summary of mean EE of the subsystem A of size $N_A = N^p$ and its fluctuations for S-RPS.
M. Eric Tai, Alexander Lukin, Matthew Rispoli, and Markus Greiner, “Measuring entanglement entropy in a quantum many-body system,” Nature 528, 77–83 (2015).

[19] Adam M. Kaufman, M. Eric Tai, Alexander Lukin, Matthew Rispoli, Robert Schittko, Philipp M. Preiss, and Markus Greiner, “Quantum thermalization through entanglement in an isolated many-body system,” Science 353, 794–800 (2016).

[20] B. Chiaro, C. Neill, A. Bohrdt, M. Filippone, F. Arute, K. Arya, R. Babbush, D. Bacon, J. Bardin, R. Barends, S. Boixo, D. Buell, B. Burkett, Y. Chen, Z. Chen, R. Collins, A. Dunsworth, E. Farhi, A. Fowler, B. Foxen, C. Gidney, M. Giustina, M. Harrigan, T. Huang, S. Isakov, E. Jeffrey, Z. Jiang, D. Kafri, K. Kechedzhi, J. Kelly, P. Klimov, A. Korotkov, F. Kostritsa, D. Landhuis, E. Lucero, J. McClean, X. Mi, A. Megrant, M. Mohseni, J. Mutus, M. McEwen, O. Naaman, M. Neeley, M. Niu, A. Petukhov, C. Quintana, N. Rubin, D. Sank, K. Satzinger, A. Vainsencher, T. White, Z. Yao, P. Yeh, A. Zalcman, V. Smelyanskiy, H. Neven, S. Gopalakrishnan, D. Abanin, M. Knap, J. Martinis, and P. Roushan, “Growth and preservation of entanglement in a many-body localized system,” (2019), arXiv:1910.06024.

[21] Alexander Lukin, Matthew Rispoli, Robert Schittko, M. Eric Tai, Adam M. Kaufman, Soomwon Choi, Vedika Khemani, Julian Leonard, and Markus Greiner, “Probing entanglement in a many-body–localized system,” Science 364, 256–260 (2019).

[22] Don N. Page, “Average entropy of a subsystem,” Phys. Rev. Lett. 71, 1291–1294 (1993).

[23] Fritz Haake, Quantum Signatures of Chaos (Springer-Verlag, Berlin, Heidelberg, 2006).

[24] Ferdinand Evers and Alexander D. Mirlin, “Anderson transitions,” Rev. Mod. Phys. 80, 1355–1417 (2008).

[25] With standard weakening of this assumption to the occupation of a finite fraction of the total Hilbert space. Such states are usually called weakly ergodic [32, 33, 44, 63–67].

[26] A. De Luca, B. L. Altshuler, V. E. Kravtsov, and A. Scardicchio, “Anderson localization on the bethe lattice: Nonergodicity of extended states,” Phys. Rev. Lett. 113, 046806 (2014).

[27] V. E. Kravtsov, I. M. Khaymovich, E. Cuevas, and M. Amin, “A random matrix model with localization and ergodic transitions,” New J. Phys. 17, 122002 (2015).

[28] B. L. Altshuler, E. Cuevas, L. B. Ioffe, and V. E. Kravtsov, “Nonergodic phases in strongly disordered random regular graphs,” Phys. Rev. Lett. 117, 156601 (2016).

[29] M. Pino, V. E. Kravtsov, B. L. Altshuler, and L. B. Ioffe, “Multifractal metal in a disordered josephson junctions array,” Phys. Rev. B 96, 214205 (2017).

[30] V. E. Kravtsov, B. L. Altshuler, and L. B. Ioffe, “Nonergodic delocalized phase in anderson model on bethe lattice and regular graph,” Annals of Physics 389, 148–191 (2018).

[31] Soumya Bera, Giuseppe De Tomasi, Ivan M. Khaymovich, and Antonello Scardicchio, “Return probability for the anderson model on the random regular graph,” Phys. Rev. B 98, 134205 (2018).

[32] Giuseppe De Tomasi, Soumya Bera, Antonello Scardicchio, and Ivan M. Khaymovich, “Sub-diffusion in the Anderson model on random regular graph,” (2019), arXiv:1908.11388.

[33] G. De Tomasi, M. Amin, S. Bera, I. M. Khaymovich, and V. E. Kravtsov, “Survival probability in Generalized Rosenzweig-Porter random matrix ensemble,” SciPost Phys. 6, 14 (2019).

[34] T. Micklitz, F. Monteiro, and A. Altland, “Nonergodic extended states in the syk model,” (2019), arXiv:1901.02389.

[35] A. Kamenev H. Wang, “Many-body localization in a modified syk model,” (2019), APS March Meeting 2019, abstract H06.00006.

[36] A. Kamenev, “Many-body localization in a modified syk model,” (2018), talk in the conference “Random Matrices, Integrability and Complex Systems”, Yad Hashmona, Israel.

[37] Giuseppe De Tomasi, Daniel Hetterich, Pablo Sala, and Frank Pollmann, “Dynamics of strongly interacting systems: From fock-space fragmentation to many-body localization,” (2019), arXiv:1909.03073.

[38] Pablo Sala, Tibor Rakovszky, Ruben Verresen, Michael Knap, and Frank Pollmann, “Ergodicity-breaking arising from Hilbert space fragmentation in dipole-conserving Hamiltonians,” (2019), arXiv:1904.04266.

[39] Shitadhi Roy and Achilles Lazarides, “Strong ergodicity breaking due to local constraints in a quantum system,” (2019), arXiv:1912.06660.

[40] Zhi-Cheng Yang, Fangli Liu, Alexey V. Gorshkov, and Thomas Iadecola, “Hilbert-Space Fragmentation from Strict Confinement,” (2019), arXiv:1912.04300.

[41] Sanjay Moudgalya, Abhinav Prem, Rahul Nandkishore, Nicolas Regnault, and B. Andrei Bernevig, “Thermalization and its absence within Krylov subspaces of a constrained Hamiltonian,” (2019), arXiv:1910.14048.

[42] Vedika Khemani and Rahul Nandkishore, “Local constraints can globally shatter Hilbert space: a new route to quantum information protection,” (2019), arXiv:1904.04815.

[43] M. Serbyn, Z. Papić, and D. A. Abanin, “Universal slow growth of entanglement in interacting strongly disordered systems,” Phys. Rev. Lett. 110, 260601 (2013).

[44] David J Luitz, Ivan Khaymovich, and Yevgeny Bar Lev, “Multifractality and its role in anomalous transport in the disordered xxs spin-chain,” (2019), arXiv:1909.06380.

[45] Nicolas Macé, Fabien Alet, and Nicolas Laflorencie, “Multifractal scalings across the many-body localization transition,” Phys. Rev. Lett. 123, 180601 (2019).

[46] Cécile Monthus, “Many-body-localization transition: strong multifractality spectrum for matrix elements of local operators,” Journal of Statistical Mechanics: Theory and Experiment 2016, 073301 (2016).

[47] W Beugeling, A Andreanov, and Masudul Haque, “Global characteristics of all eigenstates of local many-body hamiltonians: participation ratio and entanglement entropy,” Journal of Statistical Mechanics: Theory and Experiment 2015, P02002 (2015).

[48] Mostly for the ground states of local Hamiltonians [68, 69] and as a method to improve measurements of the entanglement Renyi entropies in quantum Monte Carlo simulations [70].

[49] Such states can be found in the Rosenzweig-Porter random matrix model [27, 71], appeared to be relevant for several many-body problems such as the Quantum Random Energy Model [72] with implications for quantum
computing [73, 74], as well as for non-ergodic extended states in the Sachdev-Ye-Kitaev [75, 76] (SYK$_4$ + SYK$_2$) many-body model [34–36].

[50] Celine Nadal, Satya N. Majumdar, and Massimo Vergassola, “Phase transitions in the distribution of bipartite entanglement of a random pure state,” Phys. Rev. Lett. 104, 110501 (2010).

[51] Celine Nadal, Satya N Majumdar, and Massimo Vergassola, “Statistical distribution of quantum entanglement for a random bipartite state,” Journal of Statistical Physics 142, 403–438 (2011).

[52] S. N. Majumdar, “Extreme eigenvalues of wishart matrices: application to entangled bipartite system,” in The Oxford Handbook of Random Matrix Theory (Oxford University Press, 2015).

[53] Pierpaolo Vivo, Mauricio P. Pato, and Gleb Oshanin, “Random pure states: Quantifying bipartite entanglement beyond the linear statistics,” Phys. Rev. E 93, 052106 (2016).

[54] $\rho^\ast = \rho$.

[55] A. De Luca, A. Scardicchio, V. E. Kravtsov, and B. L. Altshuler, “Support set of random wave-functions on the bethe lattice,” (2014), arXiv:1401.0019.

[56] Thus, local observables thermalize to their infinite-temperature values.

[57] Here for simplicity we neglect the constraint related to the normalization condition which puts the only condition on $N$ random elements.

[58] More accurate analysis in Appendix B shows that $\rho_A$ has only $\sim O(1)$ non-zero off-diagonal elements in each row as soon as $D < 1/2$, while for $D > 1/2$ the collective effect of extensive number of off-diagonal elements is smaller than the one of the diagonal ones.

[59] Anatoli Polkovnikov, “Microscopic diagonal entropy and its connection to basic thermodynamic relations,” Annals of Physics 326, 486 – 499 (2011).

[60] Lea F. Santos, Anatoli Polkovnikov, and Marcus Rigol, “Entropy of isolated quantum systems after a quench,” Phys. Rev. Lett. 107, 040601 (2011).

[61] As we show in [77] this approximation is good for mean EE for any $D$, but fails to capture fluctuations for $D > 2$ due to multifractal distribution of $\rho_{M,M}^A$.

[62] In the case of weak-fragmentation.

[63] E. Bogomolny and M. Sieber, “Power-law random banded matrices and ultrametric matrices: Eigenvector distribution in the intermediate regime,” Phys. Rev. E 98, 042116 (2018).

[64] I. M. Khaymovich, M. Haque, and P. A. McClarty, “Eigenstate thermalization, random matrix theory, and behemoths,” Phys. Rev. Lett. 122, 070601 (2019).

[65] P. A. Nosov, I. M. Khaymovich, and V. E. Kravtsov, “Correlation-induced localization,” Phys. Rev. B 99, 104203 (2019).

[66] Arnd Bäcker, Masudul Haque, and Ivan M Khaymovich, “Multifractal dimensions for random matrices, chaotic quantum maps, and many-body systems,” Phys. Rev. E 100, 032117 (2019).

[67] P. A. Nosov and I. M. Khaymovich, “Robustness of delocalization to the inclusion of soft constraints in long-range random models,” Phys. Rev. B 99, 224208 (2019).

[68] David J. Luitz, Fabien Alet, and Nicolas Laflorencie, “Shannon-rényi entropies and participation spectra across three-dimensional $o(3)$ criticality,” Phys. Rev. B 89, 165106 (2014).

[69] David J Luitz, Nicolas Laflorencie, and Fabien Alet, “Participation spectroscopy and entanglement hamiltonian of quantum spin models,” Journal of Statistical Mechanics: Theory and Experiment 2014, P08007 (2014).

[70] David J. Luitz, Xavier Plat, Nicolas Laflorencie, and Fabien Alet, “Improving entanglement and thermodynamic rényi entropy measurements in quantum monte carlo,” Phys. Rev. B 90, 125105 (2014).

[71] N. Rosenzweig and C. E. Porter, “repulsion of energy levels” in complex atomic spectra,” Phys. Rev. B 120, 1698 (1960).

[72] Lara Faoro, Mikhail Feigel’man, and Lev Ioffe, “Non-ergodic phase of the quantum random energy model,” (2018), arXiv:1812.06016.

[73] Vadim N Smelyanskiy, Konstantyn Kechedzhi, Sergio Boixo, Sergei V Isakov, Hartmut Neven, and Boris Altshuler, “Non-ergodic delocalized states for efficient population transfer within a narrow band of the energy landscape,” (2018), arXiv:1802.09542.

[74] K. Kechedzhi, V. N. Smelyanskiy, J. R McClean, V. S Denchev, M. Mohseni, S. V. Isakov, S. Boixo, B. L. Altshuler, and H. Neven, “Efficient population transfer via non-ergodic extended states in quantum spin glass,” (2018), arXiv:1807.04792.

[75] Subir Sachdev and Jinwu Ye, “Gapless spin-fluid ground state in a random quantum heisenberg magnet,” Phys. Rev. Lett. 70, 3339 (1993).

[76] A. Kitaev, “A simple model of quantum holography,” (2015), talks at KITP on April 7th and May 27th 2015.

[77] See Supplemental Material at [URL will be inserted by publisher] for details of derivations and additional comparison of approximations, which includes Refs. [53, 59, 60, 64, 65, 71, 78, 79].

[78] H. Kunz and B. Shapiro, “Transition from poisson to gaussian unitary statistics: The two-point correlation function,” Phys. Rev. E 58, 400 (1998).

[79] N. F. Mott, “The electrical properties of liquid mercury,” Phil. Mag. 13, 989–1014 (1966).

Appendix A: Numerical tests of diagonal approximation

In this appendix, we provide further numerical evidence of the validity of the diagonal approximation. In the main text we used the diagonal approximation $S^\text{diagonal}_1(A) = -\sum_M \rho_{M,M}^A \ln \rho_{M,M}^A$ to estimate the scaling of the von Neumann EE $S_1(A)$. Figure 5 show both $S_1(A)$ and $S^\text{diagonal}_1(A)$ for half-partition $N_A = 2L/2$, as function of $L$ for several fractal dimension $D$, giving indication that $S_1(A) \simeq S^\text{diagonal}_1(A)$.

To understand numerically why the diagonal approximation works well, we analyze in more detail the structure of the reduced density matrix $\rho_A$. First, we start to investigate the sparse property of $\rho_A$. For this purpose, we define the sparsity of $\rho_A$ as the number of its non-zero off-diagonal elements, $S = \#\{\rho_{M,M}^A \neq 0\}$. Figure 6(a) and Fig. 7(a) show the sparsity of $\rho_A$ for two different partition $N_A = 2L/2$ and $N_A = 2L/3$, respectively. As one can notice, for large $D$ the number of non-zeros in
\[ S_1^{\text{diagonal}}(L/2) = -\sum_{M} \rho_{M,M} \ln \rho_{M,M} \] (dashed line) as a function of \( M \).

\[ \sum_{M,M} \rho_{M,M} \ln \rho_{M,M} \] (solid-line) and its

\[ \rho_A \text{ grows as the total size of the reduced density matrix } N_A^2 \text{ meaning that the matrix is not sparse for these values of } D. \]

\[ S \sim 2^{D_s L} \] as a function of the fractal dimension \( D \).

\[ D_s \sim 2^{D_s L/2} \] (solid-line) and its

\[ D_s \sim 2^{D_s L/3} \] (solid-line) and its

\[ D_s \sim 2^{D_s L/2} \] (solid-line) and its

\[ D_s \sim 2^{D_s L/3} \] (solid-line) and its

In the next section, we will give an analytical argument showing

\[ D_s \approx \begin{cases} 2^{(D-1+p)/2p}, & D < \frac{1+p}{2} \\ 1, & D \geq \frac{1+p}{2} \end{cases} \] (A1)

and demonstrate that sparsity plays a major role for the validity of the diagonal approximation.
FIG. 8. Mean off-diagonal element of $\rho_A$ for $N_A = 2^{L/2}$. (a) $|\rho_{M,M'}^A|$ as a function of $L$ for several $D$. (b) $D_{off}$ exponent extracted from $|\rho_{M,M'}^A| \sim 2^{-pD_{off}L}$, $p = 1/2$ as a function of $D$.

FIG. 9. Mean off-diagonal element of $\rho_A$ for $N_A = 2^{L/3}$. (a) $|\rho_{M,M'}^A|$ as a function of $L$ for several $D$. (b) $D_{off}$ exponent extracted from $|\rho_{M,M'}^A| \sim 2^{-pD_{off}L}$, $p = 1/3$ as a function of $D$.

Now, we calculate the mean off-diagonal elements of $\rho_A$ (not only non-zero ones). Figure 8 (a) and Fig. 9 (a) show $|\rho_{M,M'}^A|$ as function of $L$ for several $D$ for two different partitions $N_A = 2^{L/2}$ and $N_A = 2^{L/3}$, respectively. In general, we have $|\rho_{M,M'}^A| \sim N^{-D_{off}P}$. Figure 8 (b) and Fig. 9 (b) show $D_{off}$ as a function of $D$. In the next section, we will show that

$$pD_{off} \simeq \begin{cases} 1 + p - D, & D < \frac{1+p}{2}, \\ \frac{1+p}{2}, & D > \frac{1+p}{2}. \end{cases}$$

Appendix B: Structure of reduced density matrix

In this section we consider the structure of diagonal

$$\rho_{M,M}^A = \sum_{m=1}^{N_B} |\psi_{M,m}|^2,$$  \hspace{1cm} (B1)

and off-diagonal

$$\rho_{M,M'}^A = \sum_{m=1}^{N_B} \psi_{M,m}^\ast \psi_{M',m}' , \hspace{1cm} (B2)$$

elements of the reduced density matrix $\rho_A$ assuming the vectors $\psi_M$ and $\psi_{M'}$ to be uncorrelated for $M \neq M'$ with a certain probability distribution of each element

$$P(\psi_{M,m}) = (1 - p_0)\delta(\psi_{M,m}) + p_0 P_1(N^{D/2}/|\psi_{M,m}|^2).$$  \hspace{1cm} (B3)

Here, $p_0 = N^D/N$ is the probability that $\psi_{M,m} \neq 0$. $P_1(y)$ is the probability distribution of non-zero values, which is symmetric $P_1(-y) = P_1(y)$, has a unit variance $\int y^2 P_1(y) dy = 1$ and the fourth cumulant $\sigma^4 = \int (y^2 - 1)^2 P_1(y) dy \sim O(1)$. The latter conditions ensure the scaling $|\psi_{M,m}|^2 \sim N^{-D}$ of non-zero elements and the wavefunction normalization (on average). In the limit of large $N$, we can further neglect the correlations related to the normalization condition.

Next, within the above assumptions one can find the probability distributions of diagonal, Eq. (B1), and off-diagonal, Eq. (B2), elements of the reduced density matrix (similar to [64]). For this purpose we rewrite Eq. (B3) in a short form for $N^{D/2}/|\psi_{M,m}| = y$

$$P(y) = (1 - p_0)\delta(y) + p_0 P_1(y) .$$  \hspace{1cm} (B4)

1. Probability distribution of diagonals $\rho_{M,M}^A$

Here we use the Fourier transform to calculate the $N_B$-fold convolution of the probability distribution $P_1(t') = \frac{N_B}{\sqrt{\pi}}$ of $t' = |\psi_{M,m}|^2$ and obtain

$$P(\rho_{M,M}^A) = \sum_{k=0}^{N_B} \binom{N_B}{k} (1 - p)^{N_B-k} p^k \tilde{P}_k(\rho_{M,M}^A N^D) ,$$  \hspace{1cm} (B5)

with

$$\tilde{P}_k(t) = \frac{1}{2\pi} \int e^{-i\omega t} \left( \int \frac{P_1(\sqrt{t'})}{\sqrt{t'}} e^{i\omega t'} \right)^k d\omega . \hspace{1cm} (B6)$$

The scaling of $p_0 = N^{D-1}$ and $N_B = N^{1-p}$ provide the optimal index

$$k_\ast = N_B p_0 = N^{D-p}$$  \hspace{1cm} (B7)

giving the main contribution to the sum Eq. (B5).

As $k$ is integer, one has to distinguish two cases: (i) $D < p$ when $k_\ast = N_B p_0 \ll 1$ and, thus, the probability distribution is nearly bimodal

$$P(\rho_{M,M}^A = x) dx \simeq (1-k_\ast)\delta(x) dx + k_\ast \tilde{P}_1(\rho_{M,M}^A N^D) dxdx ,$$  \hspace{1cm} (B8)
and (ii) \( D > p \) when \( n_* = N_B p_0 \gg 1 \) and the central limit theorem (CLT) works giving

\[
P(\rho^A_{M,M'}) = \frac{e^{-\left(\rho^A_{M,M'} - \bar{N} - N - p\right)^2/(2\sigma^2 N^{-D - p})}}{2\pi^{D/2} N^{-D - p}}.
\]

(B9)

This analysis shows that for \( D > p \) the diagonal \( \rho_A \)-elements are homogeneously distributed with the mean value \( \rho^A_{M,M} = 1/NA \) given by \( \text{Tr}[\rho_A] = 1 \).

2. Probability distribution of off-diagonals \( \rho^A_{M,M'} \)

To obtain \( P(\rho^A_{M,M'}) \) one has to calculate, first, from Eq. (B4)

\[
P(\Psi^D \Psi' = z) = \int P(y)P(y')\delta(z - yy')dydy' = (1 - p^2)\delta(z) + \rho^2_0 \bar{P}(z),
\]

with

\[
\bar{P}_l(z) = \int P_l(y)P_l(y')\delta(z - yy')dydy'.
\]

(B10)

Then, analogously to the previous subsection, one can use the Fourier transform to calculate

\[
P(\rho^A_{M,M'}) = \sum_{l=0}^{N_B} \left( \frac{N_B}{l} \right) (1 - p^2)^{N_B - l} p_0^2 \bar{P}_l(\rho^A_{M,M} N^D),
\]

(B12)

with

\[
\bar{P}_l(t) = \frac{1}{2\pi} \int e^{-i\omega l} \left( \int \bar{P}_l(z') e^{i\omega z'} \right)^l d\omega.
\]

(B13)

The scaling of \( p_0 = N^{D-1} \) and \( N_B = N^{1-p} \) provide the optimal index

\[
l_* = N_B p_0^2 = N^{2D-1-p}
\]

(B14)

giving the main contribution to the sum Eq. (B12).

As \( l \) is integer, one has to distinguish two cases: (i) \( D < \frac{1+p}{2} \) when \( l_* = N_B p_0^2 \ll 1 \) and, thus, the probability distribution is nearly bimodal

\[
P(\rho^A_{M,M'} = x) \, dx \simeq (1 - l_*) \delta(x) \, dx + l_* \bar{P}_l(N^D x) N^D \, dx,
\]

(B15)

and (ii) \( D > \frac{1+p}{2} \) when \( l_* = N_B p_0^2 \gg 1 \) and CLT works giving

\[
P(\rho^A_{M,M'}) = \frac{e^{-\rho^A_{M,M'}^2/(2\sigma^2 N^{-1-p})}}{\sqrt{2\pi} N^{-1-p}}.
\]

(B16)

Here we used the fact that \( \bar{P}_l(z) = \bar{P}_l(-z) \) is symmetric and thus there is no drift in CLT.

The latter analysis confirms the scaling of the off-diagonal elements, Eq. (A2), as well as the number of non-zero off-diagonals, Eq. (A1). Indeed, for \( D > \frac{1+p}{2} \)

\[
\rho^A_{M,M'} \sim N^{-1-p},
\]

(B17)

thus, \( D_* = 1 \) and \( D_{off} = \frac{1+p}{2p} \).

In the opposite limit of \( D < \frac{1+p}{2} \) the distribution is bimodal giving the number of non-zeros

\[
N^{2pD_*} = N^2 l_* = N^{2D - 1+p}
\]

(B18)

as well as the mean value

\[
\langle \rho^A_{M,M'} \rangle = N^{-pD_{off}} = l_* N^{-D} = N^{D - 1-p}.
\]

(B19)

Appendix C: Sparseness of the reduced density matrix for non-ergodic states

Now, we provide an analytical argument to support the validity of the diagonal approximation in the regime in which \( \rho_A \) is sparse. As we are interested in the scaling of the Schmidt values with \( N \) compared to the one of diagonal elements \( \rho^A_{M,M} \), we have to consider two cases: (i) First, when the number of non-zero elements in each row is finite and does not grow with \( N \), the off-diagonal elements can be of the same order as the diagonal ones. (ii) Second, when there are many non-zero off-diagonals which are much smaller than \( \rho^A_{M,M} \).

1. Few non-zero off-diagonal elements \( \rho^A_{M,M'} \), \( D < 1/2 \)

As follows from Eq. (A1) there is at most \( O(1) \) non-zero off-diagonal elements in each row as soon as \( D < 1/2 \) (the total number of off-diagonals \( \sim N_A \)).

In this case, we can show that in terms of multifractal scaling with the total Hilbert space dimension \( N \) in the above regime the Schmidt values \( \lambda_M \) scale in the same way as the diagonal elements of \( \rho_A \) and, thus, EE can be approximated by its diagonal counterpart [59, 60]

\[
\Sigma_q(p) = \frac{\ln \Sigma_q}{1 - q}, \quad \Sigma_q = \sum_M \lambda^q_M \simeq \sum_M \langle \rho^A_{M,M} \rangle^q.
\]

(C1)

Indeed, if in each row of \( \rho_A \) there are only few significantly non-zero off-diagonal matrix elements (say, for \( M \text{th} \) and \( M' \text{th} \) diagonals), then Schmidt eigenvalues can be approximated by diagonalizing a 2-by-2 matrix

\[
\begin{pmatrix}
\rho^A_{M,M} & \rho^A_{M,M'} \\
\rho^A_{M',M} & \rho^A_{M',M'}
\end{pmatrix}
\]

(C2)

Assuming the following scaling \( \rho^A_{M,M} \sim N^{-\alpha_M} \), and \( \rho^A_{M,M'} \sim N^{-\beta} \), with \( \alpha_M \leq \alpha_{M'} \) without loss of gener-
ality, we obtain for the corresponding Schmidt values
\[
\lambda_{M/M'} = \frac{N^{-\alpha_M} + N^{-\alpha_{M'}} + \sqrt{(N^{-\alpha_M} + N^{-\alpha_{M'}})^2 + 4N^{-2\beta}}}{2}
\]
The latter approximation is based on the inequality \(\beta \geq (\alpha_M + \alpha_{M'})/2\) leading from the Cauchy-Bunyakovski-Schwarz inequality for the off-diagonal element by the geometric mean of diagonals
\[
|\rho_{M,M'}^A| = \left| \sum_{m=1}^{\mathcal{N}_R} \psi_{M,m} \psi_{M',m}^* \right| \leq \sqrt{\sum_{m=1}^{\mathcal{N}_R} |\psi_{M,m}|^2 \sum_{m'=0}^{\mathcal{N}_R} |\psi_{M',m'}|^2} = \sqrt{\rho_{M,M'}^A \rho_{M',M'}^A}.
\]
As a result, the scaling of Schmidt values \(\lambda_M\) with \(N\) is shown to be the same as for the diagonal elements \(\rho_{M,M}\) in the nearly diagonal sparse regime of \(\rho_A\) \((D < 1/2)\). In next sections we will use this fact to calculate the Renyi and entanglement entropies.

2. Many non-zero off-diagonal elements \(\rho_{M,M'}^A\), \((D > 1/2)\)

In the case of \(D > 1/2\) there is an extensive number of non-zero off-diagonal elements of the reduced density matrix. In order to estimate them we assume their statistical independence from each other and from the diagonal elements following the case \(D = 1\) considered in [53].

In the case of \(D > 1/2\) both diagonal and off-diagonal elements of the reduced density matrix are homogeneously distributed and the latter has the form similar to the Rosenzweig-Porter random matrix ensemble [71]. Then the Schmidt eigenspectrum is not affected by the off-diagonal elements when [78]
\[
|\rho_{M,M'}^A| \sim N^{-\frac{1-\beta}{2}} \ll N^{-p/2},
\]
which is the case as \(p \leq 1/2\).

In general for \(D > 1/2\) one can apply the Mott’s principle of delocalization [79] recently generalized in [65] which reads for \(N_A \times N_A\) matrix, \(N_A = N^p\), as follows: the spectrum is not affected by the off-diagonal elements as soon as
\[
N^p \frac{|\rho_{M,M'}^A|^2}{|\rho_{M,M}^A|^2} \ll 1.
\]
In our case it leads to
\[
N^p \frac{|\rho_{M,M'}^A|^2}{|\rho_{M,M}^A|^2} \sim \begin{cases} N^{2D-2+p}, & D < \frac{1+p}{2} \\ N^{2-p}, & D > \frac{1+p}{2} \end{cases},
\]
and works for any \(0 \leq D \leq 1\).

**Appendix D: Entanglement entropy for fractal states**

In this section we consider mean and fluctuations of Renyi and von Neumann EE within the approximations of two previous sections.

The simplest way to calculate the Renyi entropy, Eq. (C1), in the diagonal approximation
\[
\lambda_M \simeq \rho_{M,M}^A = \sum_{m=1}^{\mathcal{N}_R} |\psi_{M,m}|^2
\]
is to use the probability distributions, Eq. (B8), and, Eq. (B9). Indeed,
\[
\Sigma_q = N_A \left( \rho_{M,M}^A \right)^q = \begin{cases} N^{D(1-q)}, & D < p \\ N^{p(1-q)}, & D > p \end{cases},
\]
leading straightforwardly to Eq. (8) of the main text.

The fluctuations can be also estimates from the moments as soon as the variance
\[
\sigma_{\Sigma}^2 = \Sigma_{\Sigma}^2 - \Sigma_{\Sigma}^{-2} = N_A \left[ \left( \rho_{M,M}^A \right)^q - \left( \rho_{M,M}^A \right)^{q^2} \right]
\]
is small compared to \(\Sigma_{\Sigma}^{-2}\). Indeed, as
\[
(1-q)\Sigma_q(p) = \ln \Sigma_q = \ln \Sigma_{\Sigma} + \ln \left[ 1 + \frac{\sigma_{\Sigma}^2}{\Sigma_{\Sigma}} g_q \right] \sim \ln \Sigma_{\Sigma} + \frac{\sigma_{\Sigma}^2}{2 \Sigma_{\Sigma}} g_q^2
\]
it gives
\[
(1-q)\Sigma_q(p) = \ln \Sigma_q - \frac{\sigma_{\Sigma}^2}{2 \Sigma_{\Sigma}} g_q^2 \simeq \ln \Sigma_q
\]
within the leading approximation, and
\[
(1-q)^2 \left[ \Sigma_q^2(p) - \Sigma_q(p)^2 \right] = \frac{\sigma_{\Sigma}^4}{\Sigma_{\Sigma}^2} .
\]
Here we introduced dimensionless variable \(g_q = \frac{\Sigma_{\Sigma} - \Sigma_q}{\sigma_{\Sigma}}\) with zero mean and unit variance
\[
\bar{g}_q = 0, \quad g_q^2 = 1.
\]
In our case one obtains
\[
\frac{\sigma_{\Sigma}^2}{\Sigma_{\Sigma}} = N^{-D} ,
\]
giving the correct approximation for \(D < p\).
1. **Alternative way to calculate entanglement entropies**

Alternatively in the main text we parameterize Schmidt values as follows

\[ \lambda_M \approx \rho_{M,M}^A = \sum_{m=1}^{N_B} |\psi_{M,m}|^2 = g_M/N^D, \]  
(D9)

where \( 0 \leq g_M \leq N^D \) are integer values summed to the support set \( N^D \):

\[ \sum_{M=1}^{N_A} g_M = N^D. \]  
(D10)

The entanglement entropy in this case can be estimated as the logarithm of the number \( N_0 \) of non-zero \( g_M \)

\[ S_1 \sim \ln N_0. \]  
(D11)

As we show below, this approximation is good for mean EE for any \( D \), but fails to capture fluctuations for \( D > p \).

The probability distribution \( P_{N_0} \) of \( N_0 \) can be calculated combinatorially in the assumption of homogeneous distribution of \( g_M \)'s. Indeed, the total number of combinations of \( N_A \) values of \( g_M \), \( 1 \leq M \leq N_A \), taken with repetitions \( (g_M \) can be larger than 1) and with the normalization Eq. (D10) is given by

\[ \mathcal{M} = \left( \frac{N_A + N^D - 1}{N^D} \right). \]  
(D12)

At the same time the combinations with \( N_0 \) non-zero \( g_M \) can be counted as the number of combination to realize \( N_0 \) non-zeros

\[ \mathcal{M}_{N_0} = \left( \frac{N^D - 1}{N_0 - 1} \right) \]  
(D13)

\[ \mathcal{M}_{N_0} = \left( \frac{N_A}{N_0} \right). \] \hspace{1cm} (D14)

As a result

\[ P_{N_0} = \frac{\mathcal{M}_{N_0} \mathcal{M}}{\mathcal{M}} \approx A(N) e^{N_A f(\rho)}, \]  
(D15)

where

\[ f(\rho, \alpha) = -2\rho \ln(\rho) - (\alpha - \rho) \ln(\alpha - \rho) - (1 - \rho) \ln(1 - \rho), \] \hspace{1cm} (D16)

\( N^D = \alpha N_A \), and \( 0 \leq \rho = N_0/N_A \leq 1, \alpha \) and we neglected \(-1\) comparing both to \( N^D \) and \( N_0 \). The expression for \( f(\rho) \) is calculated in the large-\( N \) limit with help of Stirling’s approximation.

The maximum of \( f(\rho) \) is achieved at the typical \( N_0^* = N_A \rho^* \) with

\[ \rho^* = \frac{\alpha}{1 + \alpha} < 1, \]  
(D17)

leading to \( N_0^* = \frac{N_A N^D}{N_A + N^D} \) from the main text.

The relative fluctuations \( \delta N_0/N_0^* = \delta \rho/\rho^* \) can be written in the following form

\[ \frac{\delta N_0}{N_0^*} = \frac{\delta \rho_0}{\rho_0^*} = \frac{1}{\sqrt{-N_A f''(\rho^*)\rho^*_0}} = (N_A + N^D)^{-1/2} \]  
(D18)

in the Gaussian approximation

\[ P_{N_0} = \frac{e^{-(N_A + N^D)(\rho - \rho^*)^2/2}}{\sqrt{2\pi/(N_A + N^D)}}, \]  
(D19)

derived from Eq. (D15) and Eq. (D16) provided \( \rho^* \gg (N_A + N^D)^{-1/2} \).

In the same approximation

\[ \ln N_0 = \ln N_0^* - \frac{1}{2(N_A + N^D)}, \]  
(D20a)

\[ \ln^2 N_0 = \ln^2 N_0^* - \frac{1 - \ln N_0^*}{(N_A + N^D)}. \]  
(D20b)

According to Eq. (D11) and Eq. (D20a) mean EE is given by

\[ \mathcal{S}_1 \approx \ln N_0 = \ln N_0^* - \frac{1}{2(N^D + N_A)} \sim \begin{cases} \ln N = D \ln N, & \text{for } D_1 < p \\ \ln N_A = p \ln N, & \text{for } D_1 > p. \end{cases} \]  
(D21)

In the latter equality we neglected subleading terms.

At the same time according to Eq. (D20a) and Eq. (D20b) EE fluctuations are given mostly by the relative fluctuations of \( N_0 \)

\[ \mathcal{S}_1 - \mathcal{S}_1^2 \approx \ln^2(N_0) - \ln(N_0)^2 \approx \frac{1}{N^D + N_A}. \]  
(D22)

As mentioned above the approximation Eq. (D11) works both for the mean and fluctuations provided \( D < p \). This is the case as well for all Renyi entropies. It is caused by the fact that \( N_0 \approx N^D \) and, thus, all \( g_M \sim O(1) \) leading to

\[ \sum_q^{M} = \sum_{M} \left( \frac{g_M}{N^D} \right)^q \sim N_0 N^{-D q} = N^{D(1 - q)} \]  
(D23)

and

\[ \sum_q^{M} - \sum_q^{2} = \sum_{M} \left( \frac{g_M}{N^D} \right)^2 - \left( \frac{g_M}{N^D} \right)^2 \sim N^{D(1 - 2q)}. \]  
(D24)
However, in the opposite case \( D > p \) when \( N_0 \simeq N_A \ll N^D \) there is a non-trivial distribution of \( g_M \) with \( g_M = \frac{N^D}{N_A} \gg 1 \) and

\[
\ln N_0 \neq \ln \left[ \sum_M \left( \frac{g_M}{N^D} \right)^q \right] \quad \frac{1}{1-q}.
\] (D25)

Nevertheless, as we have shown in Sec. A, on average both sides of the latter equation give the same Page value as Eq. (8) in the main text.