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Abstract

The Low Impact Development (LID) Control module is utilized in the United States Environmental Protection Agency’s Stormwater Management Model (USEPA SWMM) to predict the hydraulic performance of a variety of sustainable stormwater technologies. Data collected in 2019 from the monitoring of a pilot project in Montreal was used to verify the ability of the Bioretention LID Control (which assumes a rectangular cross-section) to accurately simulate outflow from a structure with a trapezoidal cross-section. Two types of LID facility were modeled: one releases captured inflow through a perforated underdrain below the soil layer (bioretention basin; BB); and the other is drained at the surface of the soil layer (vegetated swale; VS). Initially, the modeled LID structures were sized identically to the field surface areas. However, it was necessary to change their model representation to account for the non-rectangular shape of the soil layer. In addition, a sensitivity analysis was completed, and the most influential parameters were identified as the conductivity slope and seepage rate. Both the alteration of the LID structure representation and the parametric calibration greatly improved the simulated outflows from the vegetated swale resulting in an increase of the Nash–Sutcliffe efficiency (NSE) coefficient from −0.6 to 0.64 (NSE >0.5 is acceptable for hydrologic models according to the literature). The bioretention basin calibration did not prove as successful. The evaluated LID Control module presented better predictive capabilities for the basin with a simpler overall design (VS).

1 Introduction

Traditional stormwater management methods drain runoff as quickly and efficiently as possible (MDDEFP 2014). However, concerns emerged about the influence of continual runoff and pollutant loading of downstream water bodies. It was established that one of the largest contributors to nonpoint source pollution of estuaries and lakes is the urban runoff generated by regularly occurring storm events which make up 90% of storms in a year (USEPA 1983). Furthermore, with the rise in urban development and subsequent expansion of impervious areas, stormwater runoff volume has increased, leading to more frequent combined sewer overflows (CSOs) and conveyance system surcharge (Stovin et al. 2013). In order to address these issues, stormwater management has evolved to focus on the control of runoff quantity, groundwater recharge, water quality and stream bank erosion (MDDEFP 2014). Low impact development (LID) ensures a site is designed to behave hydrologically similarly to predevelopment conditions by managing runoff at the source. Structural solutions have been developed as strategies to encourage the infiltration of rainwater into the ground.

The decision to implement any LID structure must consider the particulars of the site which influence their performance (e.g. topography, soil characteristics, utilization of the surrounding land, scale of impervious surfaces and regional rainfall patterns). The reluctance of professionals to implement these solutions without demonstrative proof of their benefits is a direct consequence of the difficulty in their standardization. Local pilot projects are necessary to encourage overall adoption (Eckart et al. 2017; Ewing et al. 2000).

Hydrologic models can be used to understand the benefits of implementing LID measures into the landscape and to predict their capabilities for handling a variety of rainfall events. Modeling LID structures accurately requires the representation of a multitude of processes such as surface runoff, infiltration, soil percolation, drainage and evapotranspiration. The strength of the model depends on the detail of representation of these processes and the methods which connect them (Elliott Trowsdale 2007).

One popular and complex model used for a range of applications is PCSWMM (Rossman 2015), modeling software available through Computational Hydraulics International (CHI); it uses the U.S. Environmental Protection Agency’s (USEPA’s) SWMM engine. In 2010, the SWMM5 engine (version 5.0.021) was upgraded to allow the modeling of a variety of LID facilities such as bioretention cells, infiltration trenches, permeable pavements, rain barrels,
vegetative swales, rain gardens, green roofs and rooftop disconnections.

Swales are open vegetated channels which convey and drain stormwater runoff (Deletic and Fletcher 2006). Due to a high surface roughness, they reduce peak flow and infiltrate a portion of runoff (Rushton 2001, Fassman and Stokes 2011).

Rain gardens emulate natural watersheds by infiltrating and treating stormwater runoff (DeBusk et al. 2010; PGCo 2007; USEPA 1999b). As a LiD solution, they can be utilized for a variety of purposes, namely to attenuate peak flow, minimize runoff volume and pollutant loading, encourage evapotranspiration, reduce stream erosion and replenish groundwater aquifers (Davis 2008; Davis et al. 2009; Dietz 2007; Dietz and Clausen 2005). In cases where the natural soil of the site has limited percolation capacity, a bioretention cell (biocell) can be implemented instead. Their standard design includes a depression in the ground containing an engineered soil material, an assortment of vegetative species, a layer of bark mulch to prevent soil erosion, and an engineered sub-grade containing a gravel bed and a perforated underdrain pipe (Eckart et al. 2017; Iowa Stormwater Partnership 2008).

Considering the continually growing interest in implementing these stormwater management practices, research is needed which aids in understanding SWMM’s ability to predict their behavior and performance (Niazi et al. 2017). McCutcheon and Wride (2013) modeled two small rain gardens which collected water from a rooftop. The tributary area to LiD area ratio was 5:1. The performance of the basins was assessed based on the volume of water which had overflowed from the rain gardens. Results depicted a good alignment between observed and simulated overflows for both long term and single event analysis. Additionally, the results were compared to a previous study completed in 2012 by the same authors which modeled bioretention basins without field data as a model input. It was established that the inclusion of field data ensured a much better performance of the model (McCutcheon and Wride 2013).

One aspect of modeling LiD structures using SWMM which is not discussed in the literature is the influence that a change in the cross sectional area could have on the water balance analysis. The Bioretention Cell LiD Control does not require a user input value for the side slope of the layers, instead assuming a rectangular cross section. No other studies were found which discuss whether this assumption impacts the performance of the model.

The main objective of this paper is to evaluate the accuracy of the SWMM simulation results when modeling two different LiD structures with trapezoidal cross sections using the Bioretention LiD Control.

The outflow from the structures, which were built on a large boulevard in Montreal, was monitored and field tests were performed to characterize the soil type. The steps required to complete the modeling of the LiD structures in PCSWMM are:

1. Build an accurate representation of the site in the model.
2. Determine appropriate initial input parameter values.
3. Perform a sensitivity analysis.
4. Determine the optimal values of the most influential parameters (calibration).
5. Validate the calibration with an independent data set.
6. If necessary, recalibrate and revalidate (using additional independent datasets) until the prescribed performance criteria are met.

2 Materials and Methods

2.1 Site Description and Design of LiD Structures

The site is composed of two different kinds of LiD units, bioretention basins (BR) and vegetated swales (VS), which collect runoff from a main boulevard located in eastern Montreal (yellow delineation in Figure 1).

![Plan view of site retrieved from Google Earth depicting the location of the monitoring points with respect to the rain gauge (IAW: instrumentation access well; STD: standard).](image)

The design of the catchbasins which collect runoff from the street at the upstream end of each LiD cell does not facilitate the installation of monitoring equipment. As a substitute, two alternative runoff collection locations called standard (STD) monitoring points were implemented which were not connected to a LiD unit (e.g. STD-M12 delineated in red in Figure 1). These were used to approximate the runoff per unit area of impermeable surface which was multiplied by the impervious catchment area of the respective LiD units to obtain the inflow volume.

Instrumentation access wells (IAW) were constructed in the sidewalk to intersect the runoff from the STD sites and the outflow from a set of LiD structures and permit the installation of flow monitoring equipment. The two structures considered for this study are a bioretention basin labelled BB-M10 (see Figure 2) and a vegetated swale labelled VS-M3.
A LID unit is composed of 2 to 3 individual cells connected in series by a 250 mm diameter concrete pipe. Each cell collects water from a section of the street, the adjacent sidewalk (1% slope) and 10 m of adjacent forested hillside (average slope 55%). The runoff from the pervious surfaces was not measured in the field.

Table 1 characterizes the catchment area for both structures. Typically, a LID structure is sized based on a design storm event; in this case the bioretention basin was designed to treat a 25 mm rainfall event with average duration of 6 h (representing 90% of rainfall events or a return period <2 y).

Table 1 Characteristics of the LID catchment areas.

| LID type         | Catchment area (m²) | % pervious area | I/P ratio* |
|------------------|---------------------|-----------------|------------|
| Bioretention basin | 1419               | 40              | 4:1        |
| Vegetated swale  | 1407               | 39              | 5:1        |

*Impervious drainage area to LID surface (I/P) ratio.

In this study, the structures have a deep surface layer (50 cm compared to the 15 cm–22.5 cm recommended by MDDEFP (2014)); a consequence of the design of the inlet catch basin. The cells were widened to reduce the side slope of the soil layer ensuring plant stability.

The cells (standard size: 3.5 m × 30 m, W×L) have a 0.5%–1% longitudinal slope and collect the street runoff through a rectangular catchbasin and a single 200 mm diameter HDPE conduit (see Figure 3a–b). Geotechnical tests completed on the in situ soil of the site resulted in low values of saturated hydraulic conductivity (estimated at 2.6 mm/h) and a Unified Soil Classification System (USCS) categorization of silt loam (García-Gaines and Frankenstei2015; MDDEFP 2014). Consequently, a single 20 cm diameter conventional perforated underdrain (no forced saturation or IWS zone) was installed in the bioretention basins (green conduit in Figure 3f). In this project, the basins are not being used to replenish the water table. An impermeable membrane was installed (on the west side of the cells only) in order to prevent seepage under the adjacent street structure and avoid stability issues.

2.2 Overview of the SWMM Bioretention Cell LID Control Module

Each LID Control type has parameters defining its characteristics. The Bioretention Cell LID Control details three distinct layers: the surface layer, the soil layer and the storage layer. It is also possible to model the cell with or without an underground perforated pipe. The movement of water between the layers over time, calculated in mm/h, is obtained by considering the water balance of each individual layer. Solving this continuum numerically at each runoff time step determines how an inflow hydrograph to the LID unit is converted into some combination of runoff, subsurface
storage, subsurface drainage and infiltration into the surrounding native soil (Rossman and Huber 2016b).

The Vegetative Swale LID Control does not include the option to provide soil parameters or a seepage rate which was required in this case. Thus, the Bioretention Cell LID Control was also used for the vegetated swale with a value of zero applied to the surface layer, storage layer and the underdrain coefficient. Infiltration through the LID Control is modeled using the Green–Ampt method (Rossman and Huber 2016b).

### 2.3 Representation of the Site in PCSWMM

**Bioretention Basin**

Figure 4 presents a plan view of the modeling of the bioretention basin in PCSWMM with the green surfaces representing the LID cells, pink surfaces the sidewalk and forested hillside, and grey surfaces the boulevard.

**Underdrain Flow**

In SWMM, the flow through the underdrain pipe is modeled as a function of the hydraulic head accumulated above its base, as presented in Equation 2. The actual underdrain flow at a given time step will be the lesser of either the amount of water available to the underdrain (percolation rate) or the underdrain unit discharge \( q_{3} \), since the latter represents a greatest potential value:

\[
q_{3} = C_{3D} \left( h_{3} \right)^{\eta_{3D}}
\]

where:

- \( q_{3} \) = underdrain unit discharge (m³/m²s),
- \( h_{3} \) = hydraulic head above underdrain invert (m),
- \( C_{3D} \) = underdrain discharge coefficient (m¹/³D - ½/s), and
- \( \eta_{3D} \) = underdrain discharge exponent.

One option for underdrain flow is to use the orifice equation by Torricelli, and a discharge exponent of 0.5. The underdrain discharge coefficient (units of m⁰⁵/s) can be calculated with Equation 3 for circular drains:

\[
C_{3D} = 504257 \cdot C_{od} \cdot \left( \frac{\pi r^{2}}{A_{LD}} \right)
\]

where:

- \( A_{LD} \) = footprint area of the LID unit (m²),
- \( C_{od} \) = orifice discharge coefficient (unitless), and
- \( r \) = radius of drain (m).

Another parameter which affects the outflow from the underdrain is the offset height \( D_{3D} \) of the drain from the bottom of the storage layer, which is an element of the physical design of the basin. There is no underdrain flow until the depth of water in the storage layer has reached this offset height (Rossman and Huber 2016b).

**Soil Percolation Speed**

Darcy’s equation (Equation 1) governs the relationship between decreasing soil moisture content and the hydraulic conductivity thus modeling the percolation speed of water through partially saturated soil:

\[
f_{2} = \frac{K_{rs}}{e^{\left( HCO \left( \theta_{2} \right) \right)}}
\]

where:

- \( f_{2} \) = percolation speed (mm/h),
- \( K_{rs} \) = saturated hydraulic conductivity (mm/h),
- \( HCO \) = conductivity slope, and
- \( \theta_{2} \) = moisture content deficit (m³/m³).

**Storage Layer**

A comparison between the actual cross section of the bioretention basin under study and the one assumed by SWMM is presented in Figure 5.

The in situ cross sectional area and volume of the surface, soil and storage layers for the entire bioretention unit are presented in Table 2. These were compared to those obtained for layers with the same depth in PCSWMM (red box in Figure 5 represents the LID control). The total longitudinal length of the BB-M10 structure (both cells combined) is 59 m.

---

**Figure 4** Method used to connect the underdrains of the two bioretention cells in series.

**Figure 5** Comparison between bioretention cross sections: in the field and in the model (Les Services EXP Inc. 2019, on behalf of the City of Montreal).
Table 2  Comparing the volumes of each LID layer in the field and when modeled using the LID Control.

| LID section | In situ volume (m³) | LID Control volume (m³) |
|-------------|--------------------|-------------------------|
| Surface layer | 51                 | 103                     |
| Soil layer  | 118                | 124                     |
| Storage layer | 33                 | 83                      |

It was deemed necessary to reduce the height of the surface layer by half to prevent an overestimation of the storage potential by the model (51 m³ vs 103 m³).

Vegetated Swale

Figure 6 presents a plan view of the representation of the vegetated swale in PCSWMM. The LID cells (green surfaces) were assigned the Bioretention Cell LID Control (occupies 100% of surface). In this case, the surfaces were directly connected since there is no underdrain or storage layer and only surface flow. If a large storm were to overflow the exit junction of the VS, the runoff would backup and accumulate in the basin bowl which has a depth of 0.5 m. The likelihood of this occurring is increased by the presence of a regulator which was modeled as an outlet object and designated with the rating curve obtained from the manufacturer. In order to ensure this backwater is stored, a trapezoidal channel, represented by the conduits modeled above the LID cells in Figure 6, was connected to the junction at the exit of the basin. Figure 7 depicts a profile view of this design.

The LID Control of the VS only includes the 0.6 m deep soil layer (berm height and underdrain coefficient set to zero). The storage layer was given a very small depth (0.000 01 m) to ensure a seepage rate.

Standard Monitoring Site (Direct Street Connection)

The monitoring site collecting water directly from the street (STD-M12) was modeled by routing the runoff from the impervious subcatchment to a junction representing the street drain. This junction was connected to a second junction (where the flow data was measured) via a 200 mm conduit with a Manning coefficient of 0.013, which is typically used for aged PVC pipes (Brière 2007).

2.4 Input Field Data

In 2019, precipitation data was collected for a total of 47 events at a time-step of 10 min using a Vantage Pro Weather Station; 7 of these events had a recurrence >2 y (determined from local HDF curves; Mailhot and Talbot (2012)). Only storm events with a depth ≥1 mm were included. Discrete storm events were separated by a minimum of 3 h without rainfall prior to their occurrence. Daily maximum and minimum temperature data obtained from the same weather station were incorporated in the climatology section of the model through a climate file.

A compound weir, which combines a 90° v notch and a rectangular weir section, was fabricated inhouse and calibrated in the hydraulics laboratory at Polytechnique Montreal University. It was installed inside the IAW, on the downstream end of the conduit collecting either outflow from a basin (in the case of a LID unit) or runoff from the street (in the case of an STD point). A Teledyne ISCO 2150 flow module (Teledyne ISCO 2016), equipped with a pressure transducer, measured the outflow height at a distance 4·H_{max} behind the weir (2 min time step). Herein, H_{max} is the height between the notch and the bottom crest of the rectangular section (the goal is to be outside the drawdown zone as stipulated in ASTM D5242-92 (2013)). The measured and simulated flow hydrographs passing through the conduit were compared to assess the accuracy of the model (Figure 8).
The measurement error of the Teledyne ISCO probe height reading according to the manufacturer datasheet is 0.008 m/m (Teledyne ISCO 2016). The resulting flow error (±) is obtained by applying the error propagation equations (WCI Physics n.d.). When combined with the standard error on the y value of the calibration curves, obtained using the LINEST function in Microsoft Excel, the total outflow volume error is obtained. For example, an event occurring May 23 yielded 584 L of outflow (for the bioretention basin) with a calculated error of only ±0.96 L (0.1%), which seems very low. Realistically, there are several other sources of errors which are difficult to quantify which would result in a larger error.

The error management actions taken during this project include removing debris from behind the weirs, verifying the calibration of the probe, validating the rainfall data using other rain gauges (located close to the site) and a verification of the laboratory-derived calibration curves in the field.

An issue which occurred during data processing involved the choice of the threshold value to be subtracted from the total height measured by the probe. Theoretically, the threshold should stay constant since it is the physical distance between the bottom of the conduit and the bottom of the v-notch section of the weir. However, at the control site STD-M12, the water level did not stabilize between certain events even after the weir was verified for leaks. Additionally, using the physical threshold value resulted in an unrealistic total volume. For these cases the runoff was calculated using the Rational Method with a value of 0.9 for the runoff coefficient. The selection of the threshold value is important since a small variation (as low as 1 mm) can result in a large variation in the calculated volume (of up to 5000 L), depending on the event. This is due to the cumulative nature of the calculation (integral over hours of outflow).

There were cases where the measured heights were larger than the diameter of the conduit indicating conduit surcharge. This only occurred at the STD control point. The Rational Method was used for these cases as well.

A HOBOnet soil moisture sensor was installed a third of the way up the side slope of the soil in the center of the upstream cell of each structure. The media was characterized through particle size analysis and evaluated with the Unified Soil Classification System (García-Gaines and Frankenstein 2015). Table 3 presents details on the media composition of the VS and BB.

Table 3 Proportion of gravel, sand and fines in the LID media.

| LID Structure          | Gravel (%) | Sand (%) | Fines (%) |
|------------------------|------------|----------|-----------|
| Bioretention Basin     | 0.5        | 74       | 25.5      |
| Vegetated Swale        | 0.6        | 81.7     | 17.7      |

2.5 Parameter Estimation

The parameter values used in the initial uncalibrated model were chosen based on the literature, field data or software default values. They are presented in Tables 4 and 5.

Table 4 PCSWMM parameter values used in the uncalibrated model for the general subcatchments.

| Parameters                  | Value | Source                     |
|-----------------------------|-------|----------------------------|
| Manning coefficient–impervious | 0.01  | James et al. (2011)        |
| Manning coefficient–pervious | 0.4   | James et al. (2011)        |
| D store imperv (mm)         | 1     | —                          |
| D store perv (mm)           | 10    | 5                          |
| Zero imperv (%)             | 25%   | Default                    |
| Infiltration model          | Green–Ampt | —                           |
| Suction head (mm)           | 166.8 | USCS soil classification: silt loam; conductivity was measured in the field; suction head and moisture deficit were taken from the literature. (MDDEFP 2014) |
| Conductivity (mm/h)         | 2.6   |                             |
| Moisture deficit            | 0.501 |                             |

Table 5 PCWMM parameter values used in the uncalibrated model for the LID Control for both basin types.

| Parameters                  | Value | Source                     |
|-----------------------------|-------|----------------------------|
| Surface Layer               |       |                            |
| Berm height (mm)            | 0     | 250 Design of basins       |
| Vegetation volume (fraction)| 0.1   | James et al. (2011)        |
| Surface roughness (no units)| 0.3   |                            |
| Surface slope (%)           | 1.0   | Design of basins           |
| Soil Layer                  |       |                            |
| Soil thickness (mm)         | 600   |                            |
| Soil classification         | SM (Silty sand) | Garcia-Gaines and Frankenstein (2015) |
| Hydraulic conductivity (mm/h)| 91    |                            |
| Suction head (mm)           | 50    |                            |
| Porosity (fraction)         | 0.467 | 0.45 Field Tests           |
| Field capacity (fraction)   | 0.121 |                            |
| Wilting point (fraction)    | 0.057 |                            |
| Conductivity slope (unitless)| 44    |                            |
| Storage Layer               |       |                            |
| Thickness (mm)              | 0.00001| 400 Design of basins       |
| Void ratio (voids/solids)   | 0     | 0.54 Design of basins      |
| Seepage rate (mm/h)         | 2.6   | Field tests                |
| Clogging factor             | 0     | Not considered              |
| Underdrain                  |       |                            |
| Underdrain coefficient      | 0     | 152 Calculated              |
| Drain exponent              | 0     | 0.5 Rossmann et al. (2016a) |
| Offset height (mm)          | 0     | 200 Design of basins       |

Porosity for the BB was measured as 0.54 in the particle tests; however, the moisture content data showed a plateau at 0.45.
The perforated underdrain coefficient of 152 was calculated using Equation 3 and an orifice discharge coefficient $C_{or}$ of 0.6 as suggested in section 6.5.8 of the SWMM Water Quality Reference Manual (Rossman and Huber 2016b).

The model reporting time step was 1 min; the runoff time step was 6 h for dry periods and 30 s during wet periods, as suggested by Rossman and Huber (2016a).

2.6 Sensitivity Analysis

The goal of a sensitivity analysis is to understand the influence of the uncertainty of parameter values on the model results. The factor perturbation method involves quantifying the sensitivity of a computed objective function (COF) relative to a change in the parameter value, as given in Equation 4:

\[
\text{Relative Sensitivity} = \frac{\delta \text{COF}/\text{COF}}{\partial p / p}
\]

where:

- $\text{COF}$ = computed objective function, and
- $p$ = parameter value.

COF is a property of the simulated response function under consideration which in this case is the outflow hydrograph (James 2005). Examples of COFs include the total output volume for long term simulations and the peak flow for single event simulations (Peng and Stovin 2017). Herein, the peak flow was assessed by taking the average of the relative peak flow sensitivities calculated for each event.

James (2005) suggests small changes to parameter values to avoid entering nonlinear sensitivity gradients. Thus, a parameter under evaluation was increased and decreased by 25% while keeping all other parameters constant, as proposed by Jewell et al. (1978) and Rosa et al. (2015). The SRTC tool available in PCSWMM was used to quicken the process.

The sensitivity of the model to evaporation rates was also determined. Although the climate file should be more accurate in capturing the daily variations which can occur in the evaporation rate, this is slightly more complex than simply using monthly rates. The two methods were compared. Additionally, there exists uncertainty in the values whether using a climate file (location and instrumentation error) or average monthly daily evaporation rates. Values of 0 mm/d (April), 4.2 mm/d (May), 4.6 mm/d (June) and 4.6 mm/d (July) were obtained directly from Environment Canada (2018) for the years 1981–2010. These were subsequently altered by 25% and −25%.

Another aspect to consider is the spatial discretization of the model (Lee et al. 2018). Although the site modeled in this study is quite small compared to an entire watershed, there remained two surfaces to consider for spatial division: the sidewalk (1% slope) and adjacent forested hillside (average slope 55%). The question remained whether to model two surfaces with their own respective parameter values or one surface with a slope of 1% and proportional percentage imperviousness.

2.7 Calibration and Validation

To improve the model predictions, the most influential parameters must be optimized while staying within their realistic range (Peng and Stovin 2017); this describes calibration.

A parameter was considered calibrated either once the error between the two curves (measured and simulated) was acceptable according to the performance metrics or once the range of possible values was exhausted (Rosa et al. 2015).

There are multiple studies and documents that support the idea that in the case of rainfall–runoff models it is significantly more accurate to simulate over the entire time series available for model calibration; thus, a continuous calibration was completed rather than single event based (James 2005, Rosa et al. 2015, Shamsi and Koran 2017).

The calibration was completed manually, and two performance metrics were utilized to assess the model accuracy: the Nash–Sutcliffe efficiency (NSE) coefficient and the relative error (RE).

The NSE coefficient is an objective function used to assess specifically the predictive power of hydrological models (Nash and Sutcliffe 1970). It evaluates the closeness of the simulated data to the measured data against a 1:1 line and can range from negative infinity to 1. The value of 1 represents a case of null error. A multitude of studies modeling different sized catchment areas as well as those focused on the calibration protocol itself state NSE >0.5 qualifies as acceptable for hydrologic models (Peng and Stovin 2017; Bursztza-Adamiak and Mrowiec 2013; Zhao et al. 2009; Shamsi 2012; Santhi et al. 2001; Engel et al. 2007; Ramana-rayan et al. 1997).

The relative error refers to the comparative percentage difference between the specified properties of the predicted and observed time series (Zhao et al. 2009). Two properties of the outflow hydrograph were evaluated using global relative volume error (GRVE) and global relative peak error (GRPE). GRVE considers the outflow volume for the entire calibration period. GRPE is the average of the absolute values of RPE for each event and thus does not consider if the peak was reduced or increased. Depending on the event, the error can be positive or negative; simply taking the average would lead to a smaller overall error. The accepted error for both is <25% (Fuamba et al. 2019).

The validation of the model involves running the simulation with a separate rainfall data set and assessing the model performance. If the performance metrics are not met, the model requires additional calibration (USEPA 1999a).

3 Results and Discussion

Data collected on the site from 2019-04-18 to 2019-07-30 (28 events for a total depth of 434 mm) was used for calibration and the data collected between 2019-08-01 and 2019-11-05 was used for validation. The uncalibrated model for both LID structures resulted in complete retention for all medium to small events, whereas outflow was measured in the field for many of them.
The model predicted outflow to occur only for the largest events. Table 6 presents a characterization of the latter based on total precipitation depth, duration, maximum intensity and antecedent dry days (ADD). The final calibration was focused on events 1 to 5.

| Event # | Start Date and Time (hh:mm) | Depth (mm) | Duration (h:min) | Avg. Intensity/Peak Intensity (mm/h) | ADD |
|---------|-----------------------------|------------|-----------------|----------------------------------|-----|
| Calibration Period | | | | | |
| 1       | 2019-04-18 17:55           | 48.66      | 39:20           | 1.24/16.46                      | 3.05 |
| 2       | 2019-05-09 19:35           | 57.12      | 24:05           | 2.37/28.98                      | 6.29 |
| 3       | 2019-07-11 7:30            | 34.04      | 3:40            | 9.28/74.70                      | 4.85 |
| 4       | 2019-07-21 5:50            | 29.97      | 1:20            | 22.48/97.56                     | 2.70 |
| 5       | 2019-07-30 19:10           | 43.68      | 1:30            | 29.12/100.56                    | 9.50 |
| Validation Period | | | | | |
| 6       | 2019-10-01 14:45           | 50.13      | 7:35            | 6.61/58.11                      | 0.53 |
| 7       | 2019-10-31 14:10           | 63.15      | 19:30           | 3.29/19.80                      | 0.38 |

*NA = non-available.

The uncalibrated results of the VS presented a 66% overestimation of the total outflow volume but showed good alignment in time. The peak flow was accurately predicted for the most intense events (3, 4, 5) indicating that events 1 and 2 contributed to the 64% GRPE. In the case of the BB, the outflow hydrographs of each event were delayed in time (average 1.3 h) with respect to the measured outflow. The predicted outflow volume and peak flow for all events except for event 4 were overestimated (107% GRVE and 159% GRPE). When comparing the behavior of both structures, in general, the outflow from the BB was smaller and arrived later than the VS. This is primarily due to the additional storage that is provided as a result of the 400 mm storage layer and the fact that it must be filled to 200 mm before outflow occurs.

### 3.1 Alteration to the Representation of the Structures in PCSWMM

An element which could explain the overestimation of the predicted outflow volume is an incorrect representation of the LID structures in the model. It was hypothesized that it was necessary to consider not only the volume of the soil layer but also its shape. SWMM models the soil layer as a rectangle whereas its cross section in the field has an irregular shape. Practically, the runoff from the sidewalk flows through the layer of soil which follows a 2:1 slope in which the vegetation is planted (topsoil highlighted yellow in Figure 9) prior to percolating further down into the main 0.6 m deep soil layer. In order to more accurately capture the shape of the soil layer, it was split into two different modeling elements as shown in Figure 9.

![Cross sectional view of the altered BB model representation and LID Control width](image9)

The bottom soil is represented by the main LID Control subcatchment modeling element (brown surface in Figure 9). The width of the LID subcatchment was adjusted to ensure that the modeled soil volume matched the actual volume (~70 m³). The berm height of the surface layer was returned to its field value of 500 mm since the potential surface volume was no longer being overestimated. As for the topsoil, two cases were considered for its representation. The first was using a LID Control subcatchment where the soil layer was parameterized identically to the main layer. Its depth was chosen to equate its volume with that of the topsoil. The second used a general pervious subcatchment (no LID Control) which employed the Green–Ampt infiltration method. The latter (represented in plan view in Figure 10) was conserved since it yielded the best results.

![Plan view of the alterations made to the representation of the LID facilities in PCSWMM](image10)

The general subcatchment (darker green surface in Figure 10) was modeled as completely pervious with infiltration parameters matching those input into the main LID soil layer (K = 91 mm/h, suction head = 50 mm and initial moisture deficit = 0.467). These alterations were made to both the vegetated swale and the bioretention basin which improved the NSE values from −0.6 to 0.1 (VS) and from −2.73 to −1.39 (BB).

### 3.2 Sensitivity Analysis

In order to complete the parametric calibration of the model, it is necessary to identify the most influential parameters. Table 7 presents the sensitivity of the model to a change in the constant monthly daily evaporation rates, the infiltration parameters of the
general subcatchments, Dstore, zero percent impervious and the most pertinent LID Control module parameters.

Table 7  Relative sensitivity of the total effluent volume (entire calibration period) and peak flow (average including all events) to a change of 25% and −25% in parameter values.

| Parameter          | VS | BB |
|--------------------|----|----|
| % change           | 25%| 25%|
| Parameter          | Total Vol. Peak Flow | Total Vol. Peak Flow | Total Vol. Peak Flow | Total Vol. Peak Flow |
| Evaporation rates (mm/h) | −31 | −2 | −19 | −2 | −45 | −48 | −21 | −47 |
| General subcatchments | Dstore (mm) | −15 | −16 | −10 | −21 | −17 | −58 | −18 | −33 |
| Zero percent imperv. (%) | −21 | −21 | −11 | −11 | −21 | −30 | −19 | −21 |
| Green-Ampt Method   | Conductivity (mm/h) | −8 | −9 | −8 | −5 | −6 | −10 | −12 | −8 |
|                     | Suction head (mm) | −8 | −9 | −8 | −5 | −6 | −10 | −12 | −8 |
|                     | Initial deficit (fraction) | −8 | −12 | −10 | −7 | −6 | −13 | −15 | −10 |
| LID Control         | Manning coefficient | 0 | 0 | −15 | 0 | 0 | 0 | 0 | 0 |
|                     | Surface slope (%) | 0 | 9 | 0 | 6 | 0 | 0 | 0 | 0 |
|                     | Porosity (fraction) | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 |
|                     | Hydraulic conductivity (mm/h) | −10 | −2 | −8 | −9 | 0 | 31 | 1 | 42 |
|                     | Conductivity slope | 59 | 93 | 42 | 25 | 33 | 124 | 22 | 102 |
|                     | Seepage rate (mm/h) | −31 | −14 | −14 | −13 | −29 | −47 | −16 | −37 |

The most influential of the parameters characterizing the infiltration rate of the pervious catchment areas is conductivity. The height of runoff removed by the general catchment surfaces (Dstore) also has a primary effect on peak and volume. LID Control parameters for which the relative sensitivity was zero, namely, suction head, vegetation fraction, wilting point and field capacity were not included in Table 7. The most influential are the hydraulic conductivity, conductivity slope and seepage rate.

Additionally, separation of the sidewalk and forested hillside surfaces did not result in any significant change in the outflow. In order to simplify the representation of the site in the model, a single subcatchment with a 1% slope was conserved.

3.3 Calibration Catchment Area Parameters

Impervious Surface Parameters

The accuracy of the parameter values chosen for the impervious surfaces was assessed by comparing the predicted and measured runoff at the STD site. Figure 11 presents the volumetric runoff data (per m² of impervious catchment) collected directly from the street (site STD-M12) for all events (from 2019-04-18 to 2019-08-01). Additionally, a comparison is made between the simulated and observed outflow hydrographs for two significant events.

Figure 11  (a and b) Simulated and measured outflow (per hectare of impervious catchment area) for two major events and (c) volumetric data (per m² of impervious catchment area) for all rainfall events from April to July 2019 at site STD-M12 (catchment area is 634 m²).

The event represented in Figure 11 (a) occurred on 2019-05-10, has a total depth of 57.1 mm and lasted 24.1 h for an average intensity of 2.37 mm/h. The event represented in Figure 11 (b) occurred on 2019-06-10, has a total depth of 20.25 mm and lasted 6.8 h for an average intensity of 2.96 mm/h. There is a very close alignment between observed and simulated data as reflected in the goodness-of-fit metrics. This validates the predicted runoff from impervious surfaces in the model to which were applied the same parameter values as the STD-M12 subcatchment resulting in an average runoff coefficient of 0.9.

It is important to note that the control site STD-M12 is located at a low point where the street slope changes direction. This differs from the LID cell catchment areas where the street follows a continuous slope. It is more likely that in the latter case some of the runoff by-passes the street grate during very large storms. This could explain an overestimation of the outflow by the model under certain circumstances.

The coarseness of the rainfall data timestep (10 min) could reduce the accuracy of the model in terms of the timing and magnitude of the peak flows. This is due to possible variations in the rainfall intensity which were not captured during the 10 min. This uncertainty could affect the validity of the values chosen for parameters which influence peak flow.
Pervious Surface Parameters
The forested hillside surface contributes to the uncertainty in the inflow volume. Of the three parameters characterizing the infiltration method for this catchment area, the conductivity has the most influence on the model (Table 7). An uncertainty of 100% was assumed since in the literature, when choosing infiltration parameter values based solely on soil characterization, there can be a significant variability in the suggested value. This is due to soil heterogeneity. Additionally, the borehole tests completed on the site were not taken adjacent to the structures under study. The original conductivity value of 2.6 mm/h was increased to 5.6 mm/h for both structures in order to reduce the runoff from the pervious catchment.

3.4 Calibration LID Control Parameters
The previous alterations still resulted in an overestimation of the outflow. It can be further decreased by calibrating the conductivity slope (HCO), an influential parameter which characterizes the decrease in the soil conductivity as a function of moisture content. The soil percolation speed described by Equation 1 (a natural exponential function) is a function of HCO.

Figure 12 compares simulation results with different HCO values. For both the bioretention basin and vegetated swale, a higher HCO indicates a higher rate of exponential decrease in the unsaturated conductivity which reduces the percolation speed during dry periods. Prior to a rainfall event the storage capacity of the soil will be reduced due to a larger initial moisture content since less water was able to drain. This increases the outflow volume and peak flow. Furthermore, the rise in conductivity during an event will also be exponentially larger. In the case of the BB, this will cause the storage layer to be filled more rapidly and thus the outflow will exit earlier (the peak will also be larger since there is less detention of the flow). The difference in the case of the VS is that the percolation rate is controlled by the exfiltration rate since there is no underdrain (it cannot exceed 2.6 mm/h).

![Figure 12](image)

Figure 12  Effect of change in the conductivity slope (HCO) parameter value on the main LID Control elements and the outflow from (a) the bioretention basin (for event 4) and (b) the vegetated swale (for event 3).

Rossman and Huber (2016b) suggest a range of 30–55 for the HCO for bioretention structures. The minimum value was tested initially and proved beneficial to both structures; however, in the case of the vegetated swale this led to an underestimation of the outflow. Thus the value of 30 was kept for the BB but a value of 35 was used for the VS.

Additional parameters which may improve the calibration include the soil conductivity (Rossman and Huber (2016b) suggest a range of 50–140 mm/h) and the seepage rate. In the case of VS, the performance metric values were already acceptable; however, increasing the saturated conductivity ($K_s$) from 91 mm/h to 120 mm/h improved the overall NSE from 0.581 to 0.642 (1 event was improved). This value was also applied to the pervious subcatchment which represents the topsoil (see Figure 9).

The BB calibration demonstrated significant variations in the results depending on the rainfall event. Thus, increasing the seepage rate did not have homogeneous effects and did not benefit the system. $K_s$ did not have an influence on the results.

3.5 Validation
The model was validated using the data collected from 2019-08-01 to 2019-11-05 (19 events for a total of 370 mm and 4 significant rainfall events). The validation was only completed for the vegetated swale since the bioretention basin was not successfully calibrated.

The validation indicated the calibration was successful with global NSE 0.642, GRVE 16% and GRPE 33%. Specific results for two rainfall events are presented in Table 8.

### Table 8  Performance results for two events considered in the validation of the vegetated swale calibration.

| Descriptive Metric | Event October 1 (Table 6) | Event October 31 (Table 6) |
|--------------------|---------------------------|----------------------------|
| NSE                | 0.68                      | 0.83                       |
| Measured outflow volume$^a$ (mm) | 24.79                     | 32.38                      |
| Simulated outflow volume$^b$ (mm) | 26.19                     | 32.15                      |
| % error outflow volume | $-6$                      | 1                          |
| Measured peak flow$^c$ (L/s/ha) | 5.76                      | 4.42                       |
| Simulated peak flow$^c$ (L/s/ha) | 4.10                      | 3.05                       |
| % error peak flow   | 29                        | 31                         |

$^a$ Volume per m$^2$ of impervious catchment;  
$^b$ Flow per hectare of impervious catchment.

3.6 Evaluation of the Calibration

Long Term Continuous Evaluation
The improvement in the performance metrics of the model due to the change in the representation of the LID facilities and the parameters is presented in Table 9.
Table 9  Global performance metrics for the bioretention basin and vegetated swale.

| Site | Total measured outflow volume per m² impervious catchment (mm) | NSE | Volumetric Alteration (%) | Peak (%) |
|------|---------------------------------------------------------------|-----|--------------------------|---------|
| VS   | 89.96                                                        | 0.10| −0.60                    | 64      |
| BB   | 40.09                                                        | −2.73| −1.39                    | 3       |

The % volume error considers the total outflow volume. The % peak error is the average of the absolute value of the RPE for each event.

The overall capability of the model to predict the outflow from the vegetated swale was improved through the calibration and deemed acceptable (NSE > 0.5). The model slightly underestimates (14%) the total outflow. GRPE was significantly improved with the change in the LID surface and the parametric calibration reduced it further by 10%.

Although the change to the LID representation and parameter values improved the global NSE for the bioretention basin, it still presented a negative value. GRVE was reduced by 49% with the change to the parameter values. Although the error is small, it is not representative of the alignment of the hydrographs and their forms which prove to be incorrectly predicted by the model for certain events. As for the peak flow error, it is significantly larger than the desired threshold.

Short Term Event-Based Evaluation

Global performance evaluation metrics should not be completely depended upon to understand the accuracy of a model. A more detailed evaluation of the calibration involves focusing on the performance at the level of individual events. Figure 13 compares the measured and predicted outflow volume for each event monitored. The model predicted no outflow for almost all the events with a measured outflow volume <5 m³. This bias in the predicted outflow volume results in GRVE indicating an underestimation of the total volume despite half the major events being overestimated.

Furthermore, the performance evaluation should not focus solely on the outflow but on what is going on inside the LID Control. For instance, the initial moisture content of the soil influences the storage capacity of the LID structure. To assess this further, two events with very different characteristics were considered, event 2 (57 mm in 24 h) and event 5 (44 mm in 1.5 h), shown in Table 6.

In the case of the vegetated swale, outflow will be predicted by the model under two circumstances: when the soil is completely saturated (leading to surface runoff) as demonstrated in Figure 14; and when the inflow rate exceeds the infiltration rate in the top part of the soil layer (even when overall the soil is not saturated) as in Figure 15. The latter presents the behavior of the VS under a high intensity event, event 5, which had 44 mm of rain in 1.5 h.

The soil moisture content probe is located a third of the way up the sloped side of the soil layer near the surface. Thus when there is accumulation of water in the bowl of the structure, as there was for the intense event 5, the probe will be inundated. This saturation of the soil will disappear quickly immediately after the event as the surface water level in the cell is drained. This...
could explain the sudden drop in the field moisture content right after the rainfall. From this point onward, the moisture content reading is mostly affected by evaporation. Thus, after 24 h, a reduction of only 0.03 was recorded.

The behaviour of the model differs since the moisture content represents the average value of the entire soil layer. Its drainage is controlled by the small exfiltration rate (no underdrain) thus the soil layer remains saturated for some time. A reduction of up to 0.11 in the moisture content was reported in the simulation after a 24 h period.

The data in Figure 15(b) presents a lower moisture content in the model before the rainfall. This could indicate that the exfiltration rate in the field is much less than 2.6 mm/h. Another possibility is that the field measurements do not consider locations where the conductivity is higher (e.g. preferential pathways through the soil).

The field data indicate the soil can partially recover its storage capacity immediately after an event and not remain completely saturated. Assuming that the same behavior occurred for event 2 would explain there being no outflow measured in the field data after the largest peak in Figure 14(a).

In Figure 15(a), although the second rainfall peak has a much lower intensity, the soil has reached saturation in the model, preventing any storage; this results in two similar outflow peaks. The variation in the intensity of the rainfall peaks is captured more accurately in the measured outflow data. The main inconsistency in the measured vs simulated outflow is due to the inability of the model to predict the soil recovery capacity between consecutive peaks.

The calibrated model predicts accumulation inside the trapezoidal channel (presented in Figure 7) due to the regulator for events 3, 4 and 5 which have high average intensities (short durations). Nevertheless, the backwater is drained quickly (in ~20 min); applying a seepage rate to the channel does not affect the outflow hydrographs. The backing up of flow in the channel does not appear to affect the results in any significant manner.

In the case of the bioretention basin, the factor dominating the prediction of outflow is whether the level in the storage layer has reached the drain offset height (herein 200 mm). Once attained, the percolating water starts flowing out from the drain and the moisture level in the soil begins to decrease, only increasing if additional rainfall occurs. A long or low intensity event (such as event 2) composed of multiple small peaks in succession will cause both the soil moisture content and storage layer level to rise prior to the largest rainfall peak as presented in Figure 16(b).

A short or high intensity event (event 5), with no rainfall prior to the peak intensity and thus an empty storage layer, will have a longer delay in the timing of the predicted outflow peak. A larger portion of the inflow will be temporarily stored at the surface, as seen in Figure 17(c).

For both events 2 and 5, the measured outflow begins when there is a distinct plateau in the field moisture content data (saturation). The outflow peak occurs ~25 min after the peak rainfall intensity. This contrasts with the model where the outflow peak of event 5 occurs 1 h after the outflow peak for event 2. Additionally, for event 5, the soil becomes saturated 35 min prior to the outflow beginning.
The model is reacting more precisely to the differences in rainfall event characteristics and predicting the delay in the peak that is expected to occur (on the order of 1 h or more). This is not the case for the field data which could indicate that during a high intensity event, the flow takes preferential pathways in the soil that would enable a storage layer bypass.

Running the calibrated model with a storage layer depth of 200 mm and a drain offset of zero results in a significant overestimation of the outflow volume and peak but an improvement in the timing of the outflow (Figures 16(a) and 17(a)). It is possible that, in the field, only a portion of the flow is exiting through the preferential paths, enabling the structure to retain a large portion of runoff. This remains uncertain since no field data was collected which can confirm the hypothesis.

There remain two parameters which can aid in reducing the volume and peak: the seepage rate in the LID Control and the evaporation rates. These were tested by doubling both values in the model. The seepage rate was increased from 2.6 mm/h to 5.6 mm/h and the evaporation rates were increased from 0 mm/d, 4.2 mm/d, 4.6 mm/d to 4 mm/d, 8.4 mm/d, 9.2 mm/d and 9.2 mm/d for April, May, June and July respectively. An example of these results is presented in Figures 16(a) and 17(a) to demonstrate that it remains difficult to have the predicted outflow occur at the same time as the measured outflow without having an overestimation of the volume which requires an exaggeration of certain parameter values to be rectified.

A final element was tested to understand the influence of the regulator on the model. The outflow rate is controlled by the head of water behind the regulator. In the field, it is possible for the accumulated water in the junction connecting the LID and regulator to backup into the LID cell through the underdrain. In fact, the height behind the regulator will be influenced by the level within the entire LID unit and not just at the junction. This relationship is not considered when modeling LID Controls. It is not possible for the junction to communicate back to the LID Control subcatchment. In order to connect the two, the junction was replaced with a storage unit with the same volume as the actual storage layer. This prevents the outflow volume from simply filling up the junction which could exaggerate the outflow rate. Finally, this design did not have a very significant effect on the results. Nevertheless, in certain cases the peak was reduced, and the curves were smoother.

Considering all events, three different types of issue were identified: volume overestimation, difference in the shape of the hydrographs and misalignment in time. Thus, the reasons for the difference between the simulated and observed data were not consistent. When calibrating, alterations in either the input parameters or the design of the structure can reduce the error for some events but increase it for others, consistently culminating in a negative global NSE. Therefore it is necessary in the case of the bioretention basin to have a variety of calibration parameter sets for specific categories of rainfall events.

4 Conclusion

LID microstructures represent viable solutions to lessen the impacts of urban development through the infiltration of stormwater runoff into the ground. Hydrologic models can be used to aid the implementation of such systems in the urban landscape. It is necessary to ensure the LID solution is accurately represented in the model.

In this project, the soil layer of the constructed cells has a trapezoidal cross section in contrast with the rectangular cross section assumed by SWMM. In the final calibration, the soil section was split in two and the topsoil filling the sides of the trapezoid was represented by a general pervious subcatchment. The runoff from the adjacent sidewalk was routed onto this topsoil layer which was then routed to the main LID Control subcatchment. The main consequence of this alteration was a reduction in the volume of inflow, since any flow infiltrating into the pervious subcatchment would not reach the main LID Control. This proved beneficial for both structures since the model was initially significantly overestimating the outflow volume and peak flows. Nevertheless, this aspect of the modeling did not prove to be the main cause of error between the measured and predicted results.

The predictions of the model were improved by considering parameters with the most influence on the outflow. The conductivity of the pervious surfaces draining into the LID structures was doubled to further reduce the inflow. In order to improve the liberation of the storage capacity of the structures during dry periods, the conductivity slope of the soil (HCO) was reduced from 44 to 35 for the VS and from 44 to 30 for the BB. The hydraulic conductivity of the VS soil was increased from 91 to 120 mm/h; this parameter had minimal effects on the performance of the bioretention basin.

Although the vegetated swale calibration did produce globally positive results (NSE = 0.64, >0.5), an event based analysis showed that this was not consistent for all events. Of the 47 successfully measured events, 35 produced measured outflows but only 6 were simulated by the model (the largest events of the study). Of these significant events, 2 had NSE >0.5. The main issue in the model predictions was for smaller peaks that followed a large peak during an event. The field data showed a capacity of the soil to withhold the runoff from the smaller peaks whereas the soil in the model remained saturated, producing outflow. Therefore, for events with NSE <0.5, the model had properly predicted the first peak but overestimated the outflow from the following peaks. This error was seen in events with long durations and many consecutive peaks. In summary, the model optimization presented herein was deemed most accurate for large events with a short duration.

The main difference between the model predictions and the measured data for BB was seen in the behavior of the storage layer which controls the outflow from the structure. The variations in the time required to fill the storage layer depending on the event was not reflected in the measured data leading to the
predicted outflow occurring on average 1 h after the measured. Attempts to rectify this error led to an overestimation of the outflow volume and peak. It was hypothesized that during events with high intensity, a portion of the flow was bypassing the filling of the storage layer through preferential flow pathways.

Finally, a larger dataset would strengthen the accuracy of the model predictions and permit the development of multiple parameter optimization sets specific to different categories of events.
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