Theory of Raman response in three-dimensional Kitaev spin liquids: application to $\beta-$ and $\gamma-$Li$_2$IrO$_3$ compounds
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We calculate the Raman response for the Kitaev spin model on the $H$-0, $H$-1, and $H$-\infty harmonic honeycomb lattices. We identify several quantitative features in the Raman spectrum that are characteristic of the spin liquid phase. Unlike the dynamical structure factor, which probes both the Majorana spinons and flux excitations that emerge from spin fractionalization, the Raman spectrum in the Kitaev models directly probes a density of states of pairs of fractional, dispersing Majorana spinons. As a consequence, the Raman spectrum in all these models is gapless for sufficiently isotropic couplings, with a low-energy power law that results from the Fermi lines (or points) of the dispersing Majorana spinons. We show that the polarization dependence of the Raman spectrum contains crucial information about the symmetry of the ground state. We also discuss to what extent the features of the Raman response that we find reflect generic properties of the spin liquid phase, and comment on their possible relevance to $\alpha-$, $\beta-$, and $\gamma-$Li$_2$IrO$_3$ compounds.

I. INTRODUCTION

Quantum spin liquids (QSLs) have been a topic of significant interest for four decades since they were introduced in the seminal work of Anderson. The search for these exotic phases of matter has focused on low-dimensional and highly frustrated magnets, where conventional ordering is suppressed and quantum fluctuations are large, opening up the possibility of a ground state that preserves all the symmetries of the underlying spin Hamiltonian. In lieu of a conventional magnetic order associated with broken symmetry, these symmetry-preserving QSL phases are characterised by a combination of properties known as topological order.

Recent years have seen remarkable progress both in the theoretical understanding of the nature of QSLs and in identifying realistic Heisenberg models which might host them. In parallel, a long experimental quest has identified a number of materials as spin liquid candidates, and evidence for spin liquid physics exists in several two- and three-dimensional geometrically frustrated magnets, including triangular, kagome, hyperkagome and pyrochlore antiferromagnets.

In spite of this progress, however, an unambiguous identification of QSL phases in these systems remains elusive. The difficulty in experimentally identifying QSLs comes from the fact that, unlike states with broken symmetry, the topological order characteristic of QSLs does not admit a local order parameter. This makes it challenging to identify “smoking gun” experimental signatures.

However, one distinctive feature of topological order that can be probed by conventional methods such as inelastic neutron or Raman scattering, is fractionalization. In quantum spin liquids there are elementary (chargeless) excitations carrying fractional quantum numbers relative to the local constituent degrees of freedom (charged electrons and spin 1 magnons). Therefore only multiple quasiparticles can couple to external scattering probes. With access to the full spectrum, one can in principle disentangle the contributions of individual quasiparticles with different energies from the resulting multi-particle continuum, and make a quantitative comparison between theory and experiment. This is in contrast with thermodynamic measurements, which only probe the asymptotic low energy response.

The power of such a quantitative comparison was strikingly demonstrated in the one-dimensional systems CuSO$_4$·5D$_2$O and KCuF$_3$. Suggestively, the experiments see broad spectra characteristic of fractionalized excitations. The fractionalization in these 1D systems was definitively identified by excellent quantitative agreement between experiments and exact calculations of the two- and four-spinon dynamical structure factor based on an exact solution of the Heisenberg model in one dimension using the Bethe Ansatz, which shows fractionalized spin excitations.

Broad spectra have also been predicted and observed in two- and three-dimensional candidate QSL materials. However, the level of quantitative agreement between experiment and theory demonstrated in 1D has yet to be achieved in higher dimensions. In large part, this is because obtaining a reliable calculation of the spin response functions for spin liquid states in Heisenberg models has proven difficult due to a lack of controlled methods that can be used to treat these highly frustrated systems. For the Heisenberg QSL candidates theoretical calculations are restricted either to numerics, for which obtaining entire spectra in 2D and 3D models is quite challenging (see Ref. 9 and references therein), or to variational-type ansatz such as slave particle or resonant-valence-bond treatments.

However, for a particular class of spin-exchange Hamiltonians based on the Kitaev honeycomb model, the theoretical situation is much more tractable. For these integrable models both the dynamical structure factor and
and the Raman response\textsuperscript{51} can be obtained analytically. This is highly significant, since any quantitative features of the resulting spectrum that are characteristic of the spin-liquid phase can provide a reliable basis for comparison with experiments.

In this context, an exciting current development in the search for spin liquids has been the synthesis of transition metal compounds belonging to the $A_2\text{IrO}_3$ iridate family,\textsuperscript{52–57} and more recently, $\alpha$-$\text{RuCl}_3$.\textsuperscript{58,59} These materials form trivalent lattice structures in the harmonic honeycomb family and have magnetic moments arising from $\text{Ir}^{4+}$ or $\text{Ru}^{3+}$ ions, which due to strong spin-orbit coupling are characterized by $J_{eff} = 1/2$ states. Edge-sharing $\text{IrO}_6$ or $\text{RuCl}_6$ octahedra provide 90° paths for a Kitaev-like super-exchange coupling among magnetic moments.\textsuperscript{60–64} Although the known candidate compounds $A_2\text{IrO}_3$, as well as $\alpha$-$\text{RuCl}_3$, actually order at low temperature,\textsuperscript{52} the presence of a large Kitaev term suggests that these ordered ground states are proximate to spin liquid phases – a statement which is also supported by recent experiments.\textsuperscript{40,55,65–67}

The tractability of the Kitaev model allows for explicit computations of the dynamics.\textsuperscript{41,51} In particular, spins fractionalize into two types of degrees of freedom in the Kitaev model: dispersing Majorana spinons and gapped flux loops. In the unperturbed Kitaev model the flux is conserved (static), and the ground state can be viewed as a band insulator, or metal, of Majorana spinons in the flux background which minimizes the total energy. The dynamical structure factor exhibits a gap that can be understood as the energy to excite a pair of fluxes (a flux loop in 3D) because spin excitations fractionalize into both dispersing Majorana spinons and gapped fluxes.

These predictions for the 2D model have already been tested experimentally and can be understood within the fractionalization of the Kitaev model. While the standard tool for measuring the dynamical structure factor – neutron scattering – is challenging in iridates because of strong neutron absorption, neutron scattering data have been recently reported for $\alpha$-$\text{RuCl}_3$.\textsuperscript{40} Both a gapped spectrum and a broad continuum were observed and are consistent with the theoretical calculation.\textsuperscript{51}. On the other hand, low-energy photons create pairs of Majorana spinons (no fluxes), allowing the Raman operator to directly probe a two-Majorana spinon density of states (DOS). Indeed, Raman scattering experiments in $\alpha$-$\text{RuCl}_3$\textsuperscript{67} show a broad scattering continuum consistent with this prediction, as well as the prediction of no dependence on polarization.\textsuperscript{37,51} Similar but somewhat controversial Raman scattering data have been reported for $\text{Na}_2\text{IrO}_3$.\textsuperscript{65}

The experiments on two dimensional compounds illustrate the power of dynamical scattering experiments for identifying these elusive phases of matter. Our work focuses on calculations of dynamical Raman spectra for the 2D and 3D harmonic honeycomb systems, in particular on the $H=\infty$, $H=0$, and $H=1$ lattices realized in the $\alpha$–, $\beta$– and $\gamma$–$\text{Li}_2\text{IrO}_3$ compounds.\textsuperscript{57,68} We find that the spin liquid’s Raman spectrum displays a broad continuum related to the two-Majorana spinon DOS (2-DOS). In the gapless phase there is spectral weight down to zero frequency. In fact, the low energy asymptotic spectrum reflects the Majorana spinon Fermi surface topology. In addition, the 3D lattice structures lead to a richer polarization dependence as well as more spectral features than their 2D counterpart, due to the larger unit cells and lower symmetry. We show that most of these features result from the high symmetry of the spin liquid phase, together with the particular form of the Raman operator in systems with only bilinear spin-exchange interactions, and are therefore expected to be characteristic of the QSL phase in these systems.

The structure of the paper is as follows. In section II, we review the Kitaev model on the harmonic honeycomb lattices and give some relevant details of their structures. Section III reviews the theory of Raman scattering in Kitaev spin liquids. Section IV presents the results of our calculations, together with a discussion of their applicability to the experimentally realizable compounds. A number of technical details are explained in appendices. Appendix A presents more details of the lattice structures, their symmetries, and the band Hamiltonians of interest. Appendix B presents some technical details of the derivation of the Raman response. Appendix C gives detailed arguments for the polarization dependence of the Raman signal described in section III B.

II. THE MODEL

The pure Kitaev model that we work with below is a good starting point for understanding response functions in the spin liquid phase. The advantages of this model are threefold. First, it is exactly solvable on the whole family of harmonic honeycomb lattices. Second, both gapped and gapless spin liquid ground states can be obtained within this model by tuning the anisotropy of the spin-spin interactions on different bonds. Finally, the fractionalization of spin excitations emerges naturally in the exact solution,\textsuperscript{50} allowing for a clear identification of the role that these fractionalized excitations play in experimental response functions. For example, we show that only one type of fractionalized quasiparticle is probed by the Raman operator, which greatly simplifies the interpretation of the dynamical response.

The Kitaev model\textsuperscript{50} on a generic tri-coordinated lattice takes the form

$$\mathcal{H} = \sum_{\langle ij \rangle^\alpha} J^{\alpha} \sigma_i^{\alpha} \sigma_j^{\alpha}. \quad (1)$$

Here $\alpha = x, y$ and $z$ label the three types of bonds emanating from each vertex, and $J^x$, $J^y$ and $J^z$ are the associated coupling constants.

Because only one component of the spin interacts along each bond, there is one conserved quantity for every
FIG. 1. (Color online) The harmonic honeycomb ($\mathcal{H}$-$n$) lattices: $\mathcal{H}$-$0$ (left), $\mathcal{H}$-$1$ (center), $\mathcal{H}$-$\infty$ (right). Here $n$ counts the number of rows along the $c$-axis before the orientation of the honeycomb plane switches between the two non-parallel chains of $x$ and $y$ bonds. The $\mathcal{H}$-$0$ Hyperhoneycomb lattice switches chains at every $c$-bond. The $\mathcal{H}$-$1$ has one set of $c$-bonds making rungs (gray) of ladders before a bridge ($c$-bonds in black) to the opposite ladder. The $\mathcal{H}$-$\infty$ never switches ladders. The ladders are labeled by red/orange and blue/green on $x(y)$-bonds. The primitive unit cell for $n<\infty$ contains $4n+4$ sites. The honeycomb lattice has only two sites in the unit cell. Our choice of unit cell is illustrated by the spheres, whose color alternates yellow and white indicating the odd and even sublattices respectively. The excited bonds in the $\pi$ flux state are circled on the $\mathcal{H}$-$1$ lattice.

This conserved quantity is given by

$$W_P = \prod_{i \in P} \sigma^\alpha_i,$$

(2)

where we have defined the bond operators

$$u_{(ij)\alpha} = ib^\alpha_{ij}c^\alpha_{ij},$$

(6)

which satisfy $u_{(ij)\alpha} = -u_{(ji)\alpha}$. Since the bond operator $u_{(ij)\alpha}$ commutes with the Hamiltonian in any eigenstate it is a constant. Therefore, in the unconstrained Hilbert space, eigenstates of Eq. (5) are described by the value of $u_{(ij)\alpha}$ on each edge, together with an eigenstate of the resulting hopping Hamiltonian for the $\{c_j\}$ Majorana fermions. Since $(u_{(ij)\alpha})^2 = 1$ then $u_{(ij)\alpha} = \pm 1$ and the possible hopping parameters on each edge are $t_{ij} = \pm iJ_{(ij)\alpha}$.

Because the Majorana representation is redundant, not all of the eigenstates described above are physically distinct. Imposing $1 = D_j = b^\alpha_jb^\beta_jb^\gamma_j$ at each site makes the representation exact. In particular, though individual $u_{(ij)\alpha}$ commute with $H$, they do not commute with the constraint. The only conserved quantities corresponding to the $u_{(ij)\alpha}$ in the physical Hilbert space are the $\{W_P\}$, defined by Eq. (2), which in the Majorana representation
have the form:

$$W_P = \prod_{(ij)\in P} \langle u_{(ij)} \rangle .$$

Thus the physical eigenstates (and the band energies for \{c_j\} Majorana fermions) depend only on the phase accumulated by a fermion hopping around a given plaquette. We define the flux \(\Phi_P\) through plaquette \(P\) by

$$\exp[i\Phi_P] = \prod_{(ij)\in P} t_{ij} |t_{ij}| = e^{i\theta W_P},$$

where \(n\) is the number of the bonds around the plaquette \(P\). Since \(u_{(ij)} = \pm 1\), then \(W_P = \pm 1\) and the fluxes – which effectively generate lattice-scale magnetic flux for the dispersing fermions – can only take on two values: 0 or \(\pi\).

From here on we will therefore describe excitations of the \(b_i^a\) Majorana operators in terms of their effect on these \(\mathbb{Z}_2\) fluxes, and refer to the dispersing \(c_j\) excitations as Majorana spinons.

### A. The Harmonic Honeycomb lattices

Motivated by recent synthesis of the \(\alpha-, \beta-\) and \(\gamma-\) Li2IrO3 compounds, here we study the Kitaev model on the \(H-\infty, H-0, H-1\) lattices illustrated in Fig.1. The discussion here generalizes straightforwardly to the other lattices in the harmonic honeycomb series, \(H-n\).

The harmonic honeycomb series consists of bipartite orthorhombic tri-coordinated 3D lattices. The \(H-\infty\) lattice is the exception, splitting into uncoupled 2D honeycomb lattice planes, shown on the right of Fig. 1. Because the honeycomb lattice is well-known we leave the details of the in-plane coordinates and the unit cell that we use to Appendix A. The \(H-n\) lattice consists of \(n\) rows of co-planar hexagonal plaquettes, followed by a “bridge” layer of \(\hat{c}\) axis bonds, and then another \(n\) rows in a new plane. In terms of the orthorhombic unit vectors \((\hat{a}, \hat{b}, \hat{c})\) in Fig. 1), a natural set of unit vectors (for \(n < \infty\)) is

\[
\begin{align*}
\mathbf{a}_1 &= (-1, -\sqrt{2}, 0) \\
\mathbf{a}_2 &= (-1, \sqrt{2}, 0) \\
\mathbf{a}_3 &= \begin{cases} (-1, 0, 3) + (0, 0, 6) \times \frac{1}{2} & \text{if } n \text{ is even}, \\
(0, 0, 6) \times \frac{n+1}{2} & \text{if } n \text{ is odd}.
\end{cases}
\end{align*}
\]

where we have set the bond length to 1. The unit cell therefore contains \(4n+4\) sites.

The spin-orbit coupling distinguished directions \((\hat{x}, \hat{y}, \hat{z})\) in Fig. 1), which determine which spin components couple along which bonds, are \(\hat{z} = \hat{b}, \hat{y} = (\hat{a} + \hat{c})/\sqrt{2},\) and \(\hat{x} = -\hat{a} + \hat{c})/\sqrt{2}.\)

The nearest-neighbor bond vectors (in the \(\hat{a}, \hat{b}, \hat{c}\) basis) are

\[
\begin{align*}
\mathbf{d}_a &= (0, 0, 1) \quad \text{(black and gray)} \\
\mathbf{d}_b^A &= \frac{1}{2}(1, \sqrt{2}, -1) \quad \text{(red)} \\
\mathbf{d}_b^B &= \frac{1}{2}(1, -\sqrt{2}, -1) \quad \text{(blue)} \\
\mathbf{d}_c^A &= \frac{1}{2}(-1, -\sqrt{2}, 1) \quad \text{(orange)} \\
\mathbf{d}_c^B &= \frac{1}{2}(-1, \sqrt{2}, -1) \quad \text{(green)},
\end{align*}
\]

where the bonds are oriented from the odd (yellow) to the even (white) sublattice, and the colors refer to Fig. 1. Note that the \(x-\) and \(y-\)type couplings occur along bonds of two different orientations, labeled \(A\) (red \(x-\) and orange \(y-\)bonds) and \(B\) (blue \(x-\) and green \(y-\)bonds). All \(z\) bonds are parallel to the \(\hat{c}\) axis.

The spin-exchange Hamiltonian for each lattice is expected to preserve the lattice symmetry, which, due to spin-orbit coupling, simultaneously acts on the spin and lattice basis vectors. On the 2D honeycomb lattice, \(C_6\) rotation symmetry requires that the exchange coupling be the same on each bond: \(J^x = J^y = J^z\). On the \(H-n\), \(n < \infty\) lattices the \(C_2\) rotation symmetry interchanges \(J^x\) and \(J^y\) bonds, and thus \(J^z = J^y\). However, in general, \(J^z \neq J^x = J^y\), since these are not related by symmetry. For comparison with the 3D cases, we will also consider \(J^z \neq J^x = J^y\) on the 2D lattice, although this explicitly breaks the \(C_6\) rotation symmetry. Moreover, the \(H-\infty\) lattice does not have the full \(D_{3d}\) point group symmetry of the 2D honeycomb lattice, because the vector relating adjacent layers, \(\mathbf{a}_1\), is not normal to the honeycomb plane \((a_2 \times \mathbf{e} = n_1 \times n_2\) (see Fig. 1)). This provides additional motivation for studying anisotropic couplings in these systems, even though in the limit that there is no interaction between the layers we expect that the full \(D_{3d}\) symmetry will be restored. A more detailed discussion of the lattice symmetries is given in Appendix A 1.

### B. The spin liquid ground state

For a given lattice, the ground state of the Hamiltonian (5) has the flux pattern that minimizes the energy of the
dispersing Majorana spinons. As finding the configuration of fluxes is lattice specific, here we will separately discuss the solution for each case.

In the 2D honeycomb lattice (\( H_{-\infty} \)) the ground state has zero flux.\(^{50} \) This can be proven exactly using a theorem based on reflection positivity generally referred to as Lieb’s theorem. The theorem states that at least one ground state has flux \( \Phi_p = (n + 2)\pi / 4 \) through every \( n \)-sided plaquette that is symmetrically cut by a mirror plane that does not intersect any lattice points. It was originally proven for complex fermions in Ref. 71, see also Ref. 72. The extension to Majorana fermions was written down recently in Refs. 73 and 74. (In contrast to Ref. 73 we refer to the flux as the phase accumulated when hopping around a loop/plaquette following Ref. 50.)

As explained in Appendix A, the 3D harmonic honeycomb lattices’ lack of mirror planes makes it difficult to uniquely fix the ground state flux configuration. Numerical searches\(^{69,75} \) diagonalizing the Majorana spinon Hamiltonian in the thermodynamic limit for flux arrangements consistent with eight-fold enlarged unit cells\(^{69} \) or with 216 unit cells and periodic boundary conditions\(^{75} \) suggest that the ground state on the \( H_{-0} \) lattice lies in zero-flux sector. However, on the \( H_{-1} \) lattice a state with a simple, but non-zero flux pattern was found to have the lowest energy when \( J^x = J^y = J^z \).\(^{69} \) We follow Ref. 69 and call this the \( \pi \)-flux state. We have confirmed for the infinite lattice that this state is lower in energy near the isotropic point \( J^x = J^y = J^z \) and that the zero-flux state becomes the ground state for small enough \( J^y / J^x \) (we keep \( J^y = J^x \) throughout) but that the energy difference is very small (see Appendix A for the ground state energies).

Once the flux pattern is fixed, the ground state is described by the band structure of the dispersing Majorana spinons in this flux background. Certain details of the band structure (though not the ground-state energy or other measurable quantities) are gauge-dependent, so to fix the band structure we work in a particular gauge. For the zero flux sector we choose the gauge \( u_{(ij)}^a = \tilde{b}_i^a b_j^a = 1 \) for \( i \) on the odd sublattice and \( j \) even. If one represents the direction of positive \( u_{(ij)}^a \) by an arrow, then the arrows point from the odd-sites to even-sites.\(^{76} \) The other flux sectors are related by changing the sign of the Majorana spinon hopping parameter \( u_{(ij)}^a \) on particular links. The \( \pi \) flux state on the \( H_{-1} \) lattice can be obtained from this choice by changing the sign of \( u_{(ij)}^a \) on the bonds circled in Fig. 1.

After finding the minimum energy flux sector and fixing an appropriate gauge, the Hamiltonian (4) is reduced to a band Hamiltonian for the dispersing \( c_j \) Majorana spinons. In the next subsection we discuss the important features of the resulting band structures, which can be probed directly with Raman scattering.

### C. The fixed-flux Hamiltonian

We will now detail the fixed-fluxed eigenstates in terms of the band structures of the Majorana spinons. The Fourier basis is defined by \( c_k = \sum_s e^{i r_s \cdot k} c_s \), where \( r_s \) defines the position of the unit cell \( s \). \( c_s = (c_{1,s}, c_{3,s}, \ldots; c_{2,s}, c_{4,s}) \) defines the vector of distinct Majorana spinons in this unit cell. Note that \( c_k^\dagger = c_{-k} \) and \( k \) belongs to the first Brillouin zone (BZ).

In the presence of time-reversal symmetry, the Majorana spinon Hamiltonian on a bipartite lattice can be written in block off-diagonal form.\(^{69,76} \) We number the sites by their position in the positive \( c \)-direction with the odd-numbered sites (yellow) in the first block and the even numbered sites (white) in the second. Then

\[
H_k^q = \sum_{k \in k} c_k^\dagger D_k^{q,c} c_k \quad H_k = \frac{i}{2} \begin{pmatrix} 0 & -D_k^{q,c} \\ D_k^{q,c} & 0 \end{pmatrix}
\]

where \( q \) is a composite index \( q = n(\Phi) \) for the \( n \)-flux harmonic honeycomb in the flux state \( \Phi = (\Phi_p) P \). If there are \( 2M \) sites in the unit cell, \( D_k^q \) are \( M \times M \) matrices. Their precise form for the cases we consider are given in Appendix A 4.

To diagonalize the resulting band Hamiltonian, we express the Majorana spinons in terms of complex fermion operators as

\[
c_k = \sqrt{2} Q_k a_k \quad a_k^\dagger = (a_{1,k}^\dagger, a_{2,k}^\dagger, \ldots; a_{1,-k}^\dagger, a_{2,-k}^\dagger, \ldots) = (a_k^\dagger; a_{-k}^\dagger),
\]

where the \( a_{n,k} \) satisfy the usual complex fermion algebra \( \{ a_{n,k}^\dagger, a_{m,q} \} = \delta_{nm} \delta_{kq} \) and \( Q_k \) is a unitary matrix that diagonalizes the matrix \( H_k^q \):

\[
H_k^q = \sum_{k} \alpha_k^\dagger \tilde{H}_k^q \alpha_k \quad \tilde{H}_k^q = 2 Q_k^\dagger H_k^q Q_k.
\]

The diagonalized Hamiltonian reads as

\[
H_k^q = \frac{1}{2} \sum_{m=1,\ldots,M;k} \varepsilon_m(k)(a_{m,k}^\dagger a_{m,k} - a_{m,k} a_{m,k}^\dagger),
\]

where \( \varepsilon_m(k) \) labels the bands.

The fact that \( a_{n,k}^\dagger \) is related to \( a_{n,k} \) by hermitian conjugation leads to some redundancy. This, along with the condition \( \gamma_k = c_{-k} \), requires that \( Q_k^\dagger = \gamma Q_{-k} \), where \( \gamma = \begin{pmatrix} 0 & \mathbb{1} \\ \mathbb{1} & 0 \end{pmatrix} \). In practice we impose this constraint by computing \( Q_k \) for \( k \) in half of the Brillouin zone and defining \( Q_{-k} = \gamma Q_k^\dagger \). The ground state is the one with no quasi-particles, \( a_{m,k} |0\rangle = 0 \), and has energy \( E_0 = -\frac{1}{2} \sum_{m;k} \varepsilon_m(k) \).

For every two Majorana spinons there is one spinless fermion, whose corresponding excited state \( a_{m,-k}^\dagger |0\rangle \)
has energy $\varepsilon_{m,k}$. We refer to the energies of the different quasiparticles as different Majorana spinon bands, of which there are one for every two sites in the unit cell. The physical excitations above the ground state correspond to pairs of the original Majoranas: flux+Majorana spinon or two Majorana spinons. Operators that create single-Majorana fermion excitations do not commute with the constraint, and therefore are not physical.

The band structures that result from this picture have some striking similarities for all three of the lattices considered here. First, there are two distinct spin liquid phases: a gapless phase centered at the isotropic point $J^x = J^y = J^z$, and a gapped phase when $J^z > (J^x + J^y)$. Second, the codimension of the Fermi surface in the gapless phase is always 2, and it is a Dirac line in 3D, and a Dirac point on the 2D honeycomb lattice. As a result, in the gapless phase, the low-energy density of states asymptotically obeys the power law $\rho(\omega) \sim \omega$.

III. RAMAN RESPONSE

In this section we present the derivation of the Raman response and the polarization dependence of the Raman spectrum for the Kitaev spin liquid state on three harmonic honeycomb lattices: the $H\rightarrow\infty$, $H\rightarrow 0$, and $H\rightarrow 1$ corresponding to $\alpha$-, $\beta$-, and $\gamma$-Li$_2$IrO$_3$, respectively. While our study does not represent a complete microscopic theory of Raman spectra (including all possible contributions), it should provide experimentalists with the main signatures of magnetic quantum number fractionalization that might be visible in these compounds.

Raman scattering is the inelastic scattering of light by energies in the meV range. It measures correlations between two-photon events (one ingoing and one outgoing). By Fermi’s golden rule the Raman intensity can be written as the Fourier transform of a correlation function

$$I(\omega) = \int dt e^{i\omega t} \langle R(t)R(0) \rangle,$$

where $R(t) = e^{iHt} Re^{-iHt}$ is the Raman operator in the Heisenberg representation. We derive the Raman operator using the Loudon and Fleury (LF) approach for Mott insulators, which describes the effective interaction of light with spin degrees of freedom. The dominant coupling was shown to be the electric one. In these systems, the effective interaction can be obtained by performing a hopping expansion; the leading term is the LF Hamiltonian.

If the incoming photon frequency is smaller than the appropriate Mott gap, the resulting LF Hamiltonian turns out to be precisely the exchange Hamiltonian augmented with polarization-dependent terms corresponding to the component of each photon’s electric field along the bond that the electron virtually hops across. For a spin-exchange Hamiltonian $H$ this leads to\cite{38,51}

$$H = \sum_{i,j,\alpha,\beta} \Gamma_{ij}^{\alpha\beta} \sigma_i^\alpha \sigma_j^\beta,$$

$$R = \sum_{i,j,\alpha,\beta} (\mathbf{e}_{in} \cdot \mathbf{d}_{ij})(\mathbf{e}_{out} \cdot \mathbf{d}_{ij}) \Gamma_{ij}^{\alpha\beta} \sigma_i^\alpha \sigma_j^\beta,$$

where $\mathbf{e}_{in}$ and $\mathbf{e}_{out}$ are the polarization vectors of the incoming and outgoing light, $\mathbf{d}_{ij}$ is the vector from site $i$ to site $j$, $\sigma_i^\alpha$ is the $\alpha^{th}$ component of the spin on site $i$, and $\Gamma$ is a generalized exchange constant.

A. Quasiparticle picture

As emphasized in the introduction, one striking feature of Raman spectroscopy in a Kitaev spin liquid is that the Raman operator couples only to the dispersing Majorana spinons. For the Kitaev Hamiltonian (1), the LF operator Eq. (16) takes the form\cite{51}

$$R = \sum_{\{ij\}^\alpha} (\mathbf{e}_{in} \cdot \mathbf{d}_{ij})(\mathbf{e}_{out} \cdot \mathbf{d}_{ij})J^\alpha \sigma_i^\alpha \sigma_j^\alpha$$

$$= \frac{i}{2} \sum_{\{ij\}^\alpha} (\mathbf{e}_{in} \cdot \mathbf{d}_{ij})(\mathbf{e}_{out} \cdot \mathbf{d}_{ij})J^\alpha R_{ij}^{\alpha} \epsilon_i \epsilon_j,$$

which is a simple quadratic operator in terms of the Majorana spinons $c_k$. Remarkably, due to its similarity to the original Kitaev spin Hamiltonian, the Raman operator (17) does not excite the gapped flux excitations. This is one distinct advantage of using Raman response in these systems, as it probes only one of the fractionalized sectors. (In contrast, neutron scattering always excites both fluxes and Majorana spinons.) In addition, the fact that the Raman operator conserves the flux in each plaquette greatly simplifies the calculations of the Raman intensity, since we can use the fixed-flux Hamiltonian (10). Consequently, we can write the Raman operator in terms of the Bogoliubov-deGennes fermions that diagonalize the Hamiltonian (see Eq. (11)). In this basis, the Raman operator takes the form $R = \sum_k R_k$ with

$$R_k = A_{mn,k} a_{m,k}^\dagger a_{n,-k} + \frac{1}{2} B_{mn,k} a_{m,k}^\dagger a_{n,-k}^\dagger h.c.,$$

where indices $m, n = 1, ..., M$ refer to bands and $A_{mn,k}$ and $B_{mn,k}$ are bilinear functions of the in and out polarizations. One can reduce the Raman intensity to a weighted two-Majorana spinon DOS (2-DOS) given by

$$\rho_2(\omega) = \sum_{m,n,k} \delta(\omega - \varepsilon_{m,k} - \varepsilon_{n,k}).$$

Specifically, we obtain

$$I(\omega) = \pi \sum_{m,n,k} \delta(\omega - \varepsilon_{m,k} - \varepsilon_{n,k}) |B_{mn,k}|^2.$$
Note that $B_{mn,k}$ is the antisymmetric matrix corresponding to the creation of two excitations in Eq. (18). The $A_{mn,k}$ part annihilates the ground state and thus does not contribute to the Raman response.

Eq. (20) describes the response at zero temperature. At finite temperature the $A_{mm',k}$ can contribute to the correlation function by relaxing thermally excited quasiparticles. In general the finite temperature dependence is complicated by the presence of thermally excited fluxes, which are strongly coupled to the Majorana spinons. However, for temperatures well below the flux gap one can restrict the calculation to the zero flux sector. In this case Eq. (20) generalizes to

\[ I(\omega) = 2\pi \sum_{m,n,k} \left\{ A_{mn,k}A_{nm,k}\delta(\omega + [\varepsilon_{m,k} - \varepsilon_{n,k}]) \right. \]
\[ \times n_F(\varepsilon_{m,k})n_F(-\varepsilon_{n,k}) + \frac{1}{2} |B_{mn,k}|^2 \delta(\omega - [\varepsilon_{m,k} + \varepsilon_{n,k}]) n_F(\varepsilon_{m,k})n_F(-\varepsilon_{n,k}) \left\} , \]

where $n_F(\varepsilon) = \frac{1}{1 + e^{\beta\varepsilon}}$ is the Fermi-Dirac distribution.

**B. Polarization dependence**

In the following we will identify the distinctive features of the polarization dependence of the magnetic excitations in the Kitaev model and their relation to the lattice structure and the form of the electronic Hamiltonian. But first we review the arguments for the polarization dependence that follow directly from lattice symmetry and the form of the LF operator. Due to the generality of these assumptions, the relationships obtained are expected to hold for any nearest-neighbor spin-exchange Hamiltonian on these lattices, such as the Heisenberg-Kitaev model. Ways to break these constraints on polarization dependence are discussed in the next section.

The form of the Raman operator $R$ depends on the polarization of incoming and outgoing light. For the LF operator [Eq. (16)] this is because driving an exchange process along a certain bond requires the photon’s polarization to have a component along that bond vector. We will use the short hand notation $\mu\nu$ to refer to a scattering geometry with the polarization of incoming light along $\mu$ and outgoing along $\nu$. It is convenient to use the cubic coordinates $\mu, \nu = a, b, c$ (see Fig. 1) due to their relation to the symmetries of the lattice (see Appendix A1).

Since the Raman operator is linear in polarizations it can always be written as a tensor dotted with the polarization vectors.

\[ R = \sum_{\mu,\nu=a,b,c} (\epsilon_{in})_\mu R_{\mu\nu}(\epsilon_{out})_\nu \]  

(22)

For a spin-exchange Hamiltonian the Raman operators are

\[ R_{\mu\nu} \equiv \sum_{\alpha=\text{bonds}} d_{\mu}^\alpha H^\alpha d_{\nu}^\alpha , \]  

(23)

where $\alpha$ refers to a particular bond direction, $d_{\mu}^\alpha$ is the $\mu^{th}$ component of the bond vector $d^\alpha$, and $H^\alpha$ is the sum of the spin-exchange terms on bonds directed along $\alpha$.

By inserting Eq. (22) into Eq. (14) the Raman intensity can be decomposed into a linear combination of intensities obtained for pairs of these Raman operators.

\[ I(\omega) = \int dt e^{i\omega t} \langle R(t)R(0) \rangle \]
\[ = \sum_{\mu,\nu,\mu',\nu'} (\epsilon_{in})_\mu (\epsilon_{out})_{\nu'} (\epsilon_{in})_{\mu'} (\epsilon_{out})_{\nu'} I_{\mu\nu,\mu'\nu'}(\omega), \]  

(24)

where

\[ I_{\mu\nu,\mu'\nu'}(\omega) \equiv \int dt e^{i\omega t} \frac{1}{2} \left( \langle R_{\mu\nu}(t)R_{\mu'\nu'}(0) \rangle + \langle R_{\mu'\nu'}(t)R_{\mu\nu}(0) \rangle \right) \]  

(25)

The terms with $\mu, \nu \neq \mu', \nu'$ only appear when either the incoming or outgoing polarization is not along a cubic unit vector $\hat{a}$, $\hat{b}$, or $\hat{c}$ so that the Raman operator is the sum of multiple terms. For instance, a polarization with $\epsilon_{in} = \hat{a}$ and $\epsilon_{out} = \frac{1}{\sqrt{2}}(\hat{a} + \hat{b})$ would give

\[ I = \frac{1}{2} (I_{aa,aa} + I_{ab,ab}) + \sqrt{2}I_{aa,ab}, \]  

(26)

where we have left the $\omega$ dependence implicit, to simplify the expression. One could measure the spectrum $I_{aa,ab}$ by first isolating the other terms $I_{aa,aa}$ and $I_{ab,ab}$ and then subtracting off the components of these other two from the spectrum measured with the polarization in Eq. (26).

Note that the intensity “cross terms” $I_{ab,cd}$, $ab \neq cd$ are sums and differences of measurable quantities and may therefore be positive or negative. Otherwise, we refer to the intensity for a simple polarization configuration along the cubic directions $\mu$ and $\nu$ by $I_{\mu\nu}$, which is given by $I_{\mu\nu} \equiv I_{\mu\nu,\mu\nu}$ above.

The space group symmetries reduce the number of independent spectra, which can be classified by the irreducible representation (irrep) under which the point group acts on the Raman tensor $R_{\mu\nu}$. The cross terms between different irreps are zero since symmetry must act trivially on the spectrum $I$. As discussed in more detail in Appendix C, the point group $D_{2h}$ reduces the number of non-zero spectra of the 3D lattices to nine (because 12 cross terms vanish):

\[ I_{aa}, I_{bb}, I_{cc}, I_{aa,bb}, I_{aa,cc}, I_{bb,cc}, I_{ab}, I_{ac}, I_{bc} \neq 0. \]  

(27)

The first three correspond to different representations of the $A_{1g}$ irrep, the next three are their cross terms, and
the remaining three correspond to the $B_{1g}$, $B_{2g}$ and $B_{3g}$ irreps respectively.

In addition to the point group symmetries, the 3D harmonic honeycomb lattices have an additional constraint that can be understood in terms of a non-symmorphic screw symmetry of a related lattice of the same connectivity. This reduces the number of independent spectra to 6 by the relations:

$$4I_{aa} = I_{bb}, \quad 2I_{aa,cc} = I_{bb,cc}, \quad 2I_{ac} = I_{bc}. \quad (28)$$

We discuss this in detail in the results section below.

Quite separately, the close resemblance of the LF operator Eq. (16) to the spin-exchange Hamiltonian can give additional linear relations between the spectra. This is due to the fact that the Hamiltonian acts trivially on eigenstates. Therefore if two Raman operators sum to the Hamiltonian, their spectra must be related. We refer to this as the Loudon-Fleury (LF) relationship. For the remaining six spectra, this type of argument leads to

$$I_{cc} = 9I_{aa} = -3I_{aa,cc} \quad (29)$$

for a nearest-neighbor spin-exchange Hamiltonian on the 3D lattice. That leaves only three independent spectra for the model considered here. We choose to plot $I_{aa}$, $I_{bb}$, and $I_{ac}$, which represent the $A_{1g}$, $B_{1g}$, and $B_{2g}$ channels. Then the other channels are either zero (see Eq. 27), or are linearly related to these ones by Eqs. (28-29). In particular, $B_{3g}$ is degenerate with $B_{2g}$.

For the 2D lattice with full lattice symmetry there are two independent spectra by point group symmetry and one LF-relation ($R_{A_{1g}} = H$). This reduces it to one independent spectrum – the $E_g$ channel, which we represent with $I_{xx}$. In Appendix C we review this argument as well as treating the case of bond anisotropy $J^x \neq J^y = J^z$ which breaks the $C_3$ rotation symmetry. We find that there are then four independent spectra by symmetry and the same LF-relation reduces this to two. In that case we plot $I_{xx}$ and $I_{xy}$ which represent the $A_{1g}$ and $B_{1g}$ channels respectively, of $D_{2h}$. Inclusion of next-nearest-neighbor spin-exchange couplings does not change the vanishing of the $A_{1g}$ channel due to the LF-relation, although it would break the two equalities in Eq. (29) for the 3D lattice. See Appendix C for more details.

IV. RESULTS

In this section, we present our results and discuss the key features of the Raman response of the Kitaev model on the $H=0$, $H=1$, and $H=\infty$ lattices. For all three lattices the Raman response differs qualitatively from the structure factor. This follows from the fact that Raman directly probes the fermion DOS, without coupling to fluxes. The difference is especially pronounced in the gapless phase, where the Raman spectrum is gapless but the structure factor is gapped. In addition, we will highlight certain distinctive features of the polarization dependence in the Raman spectra for a Kitaev spin liquid phase on these lattices.

A. 2D Honeycomb spectra

The simplest case is the 2D honeycomb lattice. It has one Majorana spinon band and at most four independent polarization combinations by symmetry. At the isotropic point $J^x = J^y = J^z$ the $C_6$ rotational symmetry allows only two independent Raman spectra corresponding to the channels $A_{1g}$ and $E_g$, which are probed by the combinations

$$I_{A_{1g}} = \frac{1}{2} (I_{xx} - I_{xy}) \quad (30)$$
$$I_{E_g} = I_{xy}. \quad (31)$$

As discussed in the previous section, there is no response in the $A_{1g}$ symmetry channel (it does not couple to the spins) due to the LF relationship. For equal couplings, the rotation symmetry gives a polarization independent spectrum corresponding to the $E_g$ channel. This is a peculiar prediction that holds for any symmetry-preserving spin-exchange Hamiltonian with a ground state that also preserves the lattice symmetry. In particular it expected to hold in the Kitaev spin-liquid phase in the presence of a Heisenberg exchange perturbation. The resulting spectrum for the pure Kitaev model is plotted in Fig. 3(a).

When we take $J^x \neq J^y = J^z$, the rotation symmetry is broken and there are four independent non-zero spectra. Nevertheless, they are reduced to two because the LF relationship forces the three terms in the $A_{1g}$-channel to be degenerate ($I_{xx} = I_{yy} = -I_{xxyy}$). The two remaining spectra are represented by $I_{xx}$ and $I_{xy}$ of the $A_{1g}$ and $B_{1g}$ irreps. These are plotted for a gapless point ($J^x = J^y = 1.43J^z$) and a gapped point ($J^x = J^y = 0.3J^z$) in Figures 3(b) and 3(c). The breaking of the LF relationship is measured by a nonzero sum $I_{xx} + I_{xxyy}$ in all cases.

Along with the excitation gap seen in the gapped phase, the computed intensities show broad humps that are qualitatively similar to the isotropic case. The relative total spectral weight between the two active channels is plotted in Fig. 4 where we find that the relative weight is determined by the coupling anisotropy $J^x/J^z$. One can understand this dependence by considering the following limits: (1) $J^x/J^z = 0$, where the states are zero-dimensional, with no Raman response; and (2) $J^x/J^z \to \infty$, where the states are one-dimensional, with Raman intensity only in the $A_{2g}$ channel.

Apart from the broad hump there are also fine features related to the Majorana spinon density of states (shown in the left insets). In particular, the van Hove singularities of the saddle points in the dispersion lead to singularities in the derivative of the Raman response (shown in the right insets of Fig. 3).
FIG. 3. (Color online) Raman intensities for the pure Kitaev model on the 2D honeycomb lattice computed for: (a) the symmetric point \( J_x = J_y = J_z \), (b) another gapless point \( J_x = J_y = 1.43 J_z \), (c) a gapped point \( J_x = J_y = 0.3 J_z \). For each figure, the inset on the left is a plot of the one-particle DOS; the inset on the right is a plot of the derivatives of the Raman intensity \( I'(\omega) \).
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FIG. 4. The relative total spectral weight \( SW = \int I(\omega) d\omega \) of the two representative Raman intensities as a function of the Kitaev exchange-coupling anisotropy for the 2D honeycomb lattice. The transition to the gapless phase occurs at \( J^*/J_z = 0.5 \).

![Relative spectral weight](image)

B. 3D Harmonic Honeycomb spectra

Many of the characteristic features of the 2D Raman spectra carry over to the 3D lattices. Notably, because Raman scattering couples only to the Majorana spinons, the spectra are broad, reflecting the total bandwidth\(^{83} \) \( 4zJ^\alpha = 4(J_x^\alpha + J_y^\alpha + J_z^\alpha) \) accessible to two-particle Majorana spinon excitations above the ground state, where \( z \) is the number of neighboring sites. We note that this is also the energy range in which we would find magnons (spin-waves) if the state were ordered. Moreover, in the gapless spin liquid phases we always find a linear Raman spectrum at low energies, as can be anticipated from the 1D nature of the fermi-surface (a line) and the linear dispersion away from that line.\(^{69,76} \) This feature, together with a gapped dynamical spin structure factor, are common to all of the harmonic honeycomb lattices.

However, there are also a number of notable differences. The most striking one is the greater number of independent, non-vanishing spectra as a function of polarization, due to the lower symmetry and larger number of ways for light to couple to the lattice. This can be clearly seen in the Raman spectrum of the \( \mathcal{H}_0 \) lattice, shown in Fig. 5. In particular, we find that \( 2I_{ac} = I_{bc} \) so that the \( B_{2g} \) and \( B_{3g} \) channels have identical response. Although no space group symmetries relate the \( a \) and \( b \) directions, this result can be understood in terms of the symmetry of an equivalent lattice model. The connectivity is unchanged by scaling \( a \rightarrow \sqrt{2}a \), which leads to a lattice with screw symmetry composed of \( C_4 \) rotation about an inversion center, along with \( a_3/2 \) translation. Equivalently, the original lattices are symmetric under the scaling \( a \rightarrow \sqrt{2}a, b \rightarrow b/\sqrt{2} \) followed by the same screw rotation. This symmetry exchanges \( a \) and \( b \) as desired, without affecting the physics of the spin model. (We use this transformation only as a theoretical tool: in practice, macroscopically compressing the \( \text{Li}_2\text{IrO}_3 \) materials would break the symmetry between the spin-orbit distinguished directions – see Refs. 57 and 68 for material details). The factor of 2 between the intensities \( I_{ac} \) and \( I_{bc} \) comes from the different projections along the actual \( a \) and \( b \) directions. In addition, the equalities \( 4I_{aa} = I_{bb} \) and \( 2I_{aa,cc} = I_{bb,cc} \) mentioned in the previous section are also guaranteed by this symmetry, leaving only two relationships that depend on the London-Fleury form of the operator: \( I_{cc} = 9I_{aa} = -3I_{aa,cc} \).

Unlike in the 2D case, the low-frequency response for the \( \mathcal{H}_0 \) lattice shows a strong polarization dependence, with only one of the three polarization combinations showing a significant low-frequency response in the gapless phase. In fact, a strong polarization dependence in the low-energy response is common to all of the 3D lattices \( \mathcal{H}_n \), \( n < \infty \): the \( B_{1g} \) channel (\( I_{ab} \) in the Figure) is always inactive at low energy. This can be understood by considering the symmetry of the Raman operator in this channel. There is a \( \mathbb{Z}_2 \) glide plane symmetry (see Appendix A.1) common to all finite \( n \) lattices. Therefore the bands can be labeled even or odd under this symmetry. For momentum-dependent symmetries such as a...
FIG. 5. (Color online) Raman intensities for the $H$-0 lattice computed for: (a) $J^x = J^y = J_z$ (gapless), (b) $J^x = J^y = 1.43 J_z$ (gapped). The spectrum looks qualitatively the same throughout the gapless phase, in contrast with the 2D case in which the symmetric coupling point has extra symmetry. The maxima and minima in $I(\omega)$ originate from van Hove singularities and band edges, respectively, for each band (see Fig. 6). The only two particle combination that couples to the $B_{1g}$ channel is one from the lower band and one from the upper band causing the spectrum $I_{ab}$ to vanish unless $4J_z^x < \omega < 4\sqrt{5}J_z$.82

FIG. 6. (Color online) The Majorana spinon spectrum on the $H$-0 lattice plotted along high symmetry lines. The inset on the left shows the 2-DOS defined in Eq. (19). For details of the BZ see Appendix A 3. The two complex fermions per unit cell make two bands, $\varepsilon_{\pm,k}$. This gives three distinct configurations for the two-particle states of interest in Raman scattering: two with both excitations in the same band, and one with one excitation per band. The 2-DOS is split into the contributions from each of the configurations by $\rho_{mn}(\omega) = \sum_k \delta(\omega - \varepsilon_{m,k} - \varepsilon_{n,k})$, where indices $m, n = \pm$. The maxima and minima in $I(\omega)$ appear as extrema in the spectrum of the appropriate band at some symmetry-distinguished point in the BZ.

glide plane, the parity of the Raman operators can be carried by momentum-dependent coefficients rather than the excitations. However, the Raman operator in the $B_{1g}$ channel ($R_{ab}$) is odd under the glide plane transformation, and, since this operator does not vanish at $k = 0$, this parity must be carried by the Majorana spinon excitations that it creates. Therefore the pair of excitations must change the glide plane symmetry quantum number of the state it acts on. Because glide plane symmetry is a $Z_2$ symmetry, creating two Majorana spinon excitations in the same band is always a glide-even operation. Therefore the Raman operator in the $B_{1g}$ channel can only couple to two-particle states involving excitations from different bands. In particular it cannot excite a pair of excitations both in the lowest band. (Nor can it excite a pair in the highest band). This is apparent in Fig. 5(a) where $I_{ab}$ (the Raman intensity in the $B_{1g}$ channel) is non-vanishing only in the region $4J_z^x < \omega < 4\sqrt{5}J_z^x$ – i.e. only at energies accessible by exciting one Majorana spinon from each band.82 For identification of the contributions of each band see Fig. 6 below. Since for general $n$ the Majorana spinon ground state contains only one gapless band, the spectrum $I_{ab}$ is gapped for all of the 3D lattices. See Figures 7 and 8 for similar vanishing of $I_{ab}$ on the $H$-1 lattice. This is a particular result of the interplay between the fermionic fractionalization in the Kitaev spin liquid and the symmetries of the 3D harmonic honeycomb lattices.

Another notable difference between the Raman spectra of the $H$-0 and $H$-0 lattice is the number of maxima and minima. The 2D lattice shows only a broad continuum (at least in the pure Kitaev model81), with only one broad peak. In contrast, the 3D lattices show a number of rather sharp peaks in addition to the overall broad response. This is even more noticeable in the spectrum of the $H$-0 lattice, shown for the zero flux ground state in Fig. 7, and for the $\pi$ flux ground state, which has an enlarged unit cell, in Fig. 8, for $J^x = J^y = J_z$. These new peaks can be understood by considering the momentum-locked two-particle density of states (2-DOS) defined in Eq. (19), which the Raman spectrum closely emulates. For the $H$-0 lattice, this is plotted in Fig. 6, along with the band structure along high symmetry lines. The 4-site Majorana spinon unit cell implies that there are two Majorana spinon bands, and therefore three types of quasiparticle pairs above the ground state. As the figure makes clear, the sharp features correspond either to band edges, or to van Hove (VH) sin-
regularities that occur near the high-symmetry points in the Brillouin-zone.

This is illustrated in Fig. 10, which shows the relative total spectral weights (integrated over all frequency) of the representative polarization combinations for the $\mathcal{H}$-0 lattice. We have not plotted the analogous weights for the $\mathcal{H}$-1 lattice because the results are nearly indistinguishable. The limits of $J^x/J^z = 0, \infty$ can be understood the same way as for the 2D lattice. For the 3D lattices we do not have polarization independent response at the symmetric coupling point $J^x = J^y = J^z$ as there is no change in symmetry at that point.

C. Discussion

Our discussion so far has focused on the exactly solvable Kitaev Hamiltonian at zero temperature. While this has the advantage of allowing us to evaluate the Raman spectrum exactly, in any real experiment additional spin–spin couplings would be present, which would have to be taken into account to predict the Raman response even within the spin liquid phase. In addition, it is useful to understand how finite temperature affects the spectra shown above. Here we will comment on how our results are expected to change at finite temperatures, and in the presence of perturbations away from the pure Kitaev Hamiltonian. Our discussion is qualitative rather than quantitative in nature, due to the technical challenges involved in repeating our calculation in these regimes.

First, we consider how the presence of additional spin–spin couplings would affect our result. In general, such interactions will not commute with the conserved quantity $W_J$ (Eq. (2)). As a result there will be some flux fluctuations in the ground state, which is no longer exactly described by a Majorana spinon band structure. However, the most noticeable change is likely the one due to the change in the LF operator, which will have some finite probability to excite fluxes. Ref. 51 showed, using a perturbative treatment of a small nearest-neighbor Heisenberg interaction, that this leads to an additional peak in the Raman response at the energy to create four flux excitations. For the 3D lattices we expect the situation to be qualitatively similar: adding a small Heisenberg (or other symmetry-preserving) perturbation to the Kitaev Hamiltonian should lead to a new peak at the energy scale of the gap for two flux-loop excitations. We note that quantitatively this flux gap for the 3D lattices is expected to be smaller with respect to the Kitaev energy scale in any real experiment additional spin-couplings would be present, which would have to be taken into account to predict the Raman response even within the spin liquid phase. In addition, it is useful to understand how finite temperature affects the spectra shown above. Here we will comment on how our results are expected to change at finite temperatures, and in the presence of perturbations away from the pure Kitaev Hamiltonian. Our discussion is qualitative rather than quantitative in nature, due to the technical challenges involved in repeating our calculation in these regimes.

To summarize, the Raman spectra of the 3D harmonic honeycomb Kitaev models differ from those of the 2D model in both their polarization dependence and the number of sharp peaks. However, a number of key features are common to all of these spin liquid phases, including the bandwidth and the fact that symmetry and LF relations determine the polarization dependence. Moreover, in the 3D lattices the polarization dependence is again characteristic of the coupling anisotropy $J^x/J^z$. We have not plotted the analogous weights for the $\mathcal{H}$-1 lattice because the results are nearly indistinguishable. The limits of $J^x/J^z = 0, \infty$ can be understood the same way as for the 2D lattice. For the 3D lattices we do not have polarization independent response at the symmetric coupling point $J^x = J^y = J^z$ as there is no change in symmetry at that point.

C. Discussion

Our discussion so far has focused on the exactly solvable Kitaev Hamiltonian at zero temperature. While this has the advantage of allowing us to evaluate the Raman spectrum exactly, in any real experiment additional spin–spin couplings would be present, which would have to be taken into account to predict the Raman response even within the spin liquid phase. In addition, it is useful to understand how finite temperature affects the spectra shown above. Here we will comment on how our results are expected to change at finite temperatures, and in the presence of perturbations away from the pure Kitaev Hamiltonian. Our discussion is qualitative rather than quantitative in nature, due to the technical challenges involved in repeating our calculation in these regimes.

First, we consider how the presence of additional spin–spin couplings would affect our result. In general, such interactions will not commute with the conserved quantity $W_J$ (Eq. (2)). As a result there will be some flux fluctuations in the ground state, which is no longer exactly described by a Majorana spinon band structure. However, the most noticeable change is likely the one due to the change in the LF operator, which will have some finite probability to excite fluxes. Ref. 51 showed, using a perturbative treatment of a small nearest-neighbor Heisenberg interaction, that this leads to an additional peak in the Raman response at the energy to create four flux excitations. For the 3D lattices we expect the situation to be qualitatively similar: adding a small Heisenberg (or other symmetry-preserving) perturbation to the Kitaev Hamiltonian should lead to a new peak at the energy scale of the gap for two flux-loop excitations. We note that quantitatively this flux gap for the 3D lattices is expected to be smaller with respect to the Kitaev exchange coupling than in the 2D case.

As discussed in Section III B, the polarization dependence is derived from two considerations. Many of the relationships between polarizations are fixed by lattice symmetry alone. However, some of the relationships between different polarization channels found in Appendix C come from the close relationship between the Hamiltonian and the LF Raman operator, which we call the LF relationship. In doing perturbation theory, it is therefore essential to treat the Hamiltonian and the Raman operator to the same order to preserve this relationship.
FIG. 9. 2-DOS for the Majorana spinons on the (a) $H\sigma$, (b) $H\pi$ and (c) $H\pi$ lattices. Up to polarization dependence these spectra determine the character of the Raman intensities. The number of maxima and minima grows linearly with the number of combinations of bands for two-particle states, which increases from left to right due to increasing unit cell size.

FIG. 10. (Color online) Relative spectral weights for Raman on the $H\sigma$ lattice as a function of the bond-coupling anisotropy.

We note that Ref. 51 treated corrections to the Raman operator but not to the Hamiltonian (and therefore the ground state) in the presence of a Heisenberg perturbation. They consequently found that this term breaks the polarization independence described above. However, adding perturbative corrections to the same order in the ground state should restore this symmetry, and produce the polarization-independent Raman response anticipated from the combination of symmetry and the LF relationship.

The LF relationships reported here are expected to hold for all nearest-neighbor spin-exchange Hamiltonians. Breaking an LF relationship results in more linearly-independent spectra. On the 2D lattice the same LF relations apply for any bond orientation. However, for the 3D lattices the LF relationships can be broken by the introduction of further neighbor spin-exchange terms in the Hamiltonian. See Appendix C for more details. There are also ways to break these relations that apply to all the lattices. First, perturbations that do not come from an electron virtual hopping process – such as a time-reversal (TR) breaking magnetic field – would break this relationship. Also, tuning the incoming photon energy into the resonant regime (near the Mott gap) will allow multiple electron hoppings and therefore leads to the appearance of higher order spin terms in the Raman operator that are not present in the effective Hamiltonian. This is also expected to break the LF relationship. We also note that a small TR-breaking perturbation can also lead to a change in the power law of the low energy Majorana spinon DOS. We will discuss this in the context of Raman scattering in future work.

Next, let us consider the effects of finite temperature. At temperatures much lower than the flux gap, flux excitations are rare, and the spectrum is expected to look very similar to the zero-temperature result derived here. The transition out of the spin-liquid phase occurs when flux loops proliferate, confining the dispersing Majorana spinons. The transition is expected to be different in the 2D and 3D cases, due to the different nature of the flux excitations. In 2D the flux defects are point-like, with no long-ranged flux-binding interactions. At any finite temperature there will therefore be a finite density of unbound fluxes, which immediately confines the Majorana spinons at long length scales due to the mutual anyonic statistics between Majorana spinons and fluxes. In 3D, however, the flux defects are loops, with an energy cost proportional to the total loop length $E \propto \alpha L$, where length $L$ is measured in plaquettes. Below $T_c$, which is set by $\alpha$, the flux loops stay small, and since in 3D the mutual statistics is only felt by Majorana spinons when they go through a loop, a finite density of small loops does not lead to confinement. At temperatures above $T_c$ flux loops may still be rare but the entropy gain in having larger loops wins over the energy cost and there is a small density of loops of arbitrary length.

Above the critical temperature $T_c$ there is no spin liquid phase because the Majorana spinons are confined degrees of freedom and therefore cannot form bands. However, there is a confinement length scale (set by the density of loops) below which the Majorana spinons can still propagate. This sets an energy scale above which the Majorana spinons may have dynamics that reflect the deconfined (spin liquid) state. The finite temperature transition has been considered in quantum Monte-Carlo for the $H\sigma$ lattice.

The transition temperature turns out to be about $T_c = 0.011 T_K$ for the $H\sigma$ lattice with $J^y = J^z = J^K$, where $T_K$ is the temperature corresponding to the Kitaev exchange coupling $J^K$. In fact, Ref. 88 claims that the dominant changes appear only in the
low-energy Majorana spinon DOS as the temperature increases in the range \( T_c < T < T_K \). Therefore, the high energy features of our Raman response could be observable up to \( \lesssim T_K \), which is also consistent with recent experiments.\(^{57}\)

Finally, let us speculate on the possibility of detecting spin-liquid signatures in the Raman spectra of the A\(_2\)IrO\(_3\) harmonic honeycomb irridates, and \( \alpha\)-RuCl\(_3\). Experimentally, these materials have been found to order at low temperatures.\(^{68,89}\) This is not unexpected, since the appropriate spin Hamiltonian contains both Kitaev interactions and other spin-exchange terms.\(^{63,90,91}\) However, one might hope that signatures of a proximate spin-liquid phase are observable at temperatures above the ordering temperature \( T_N \). Specifically, if the quantum transition out of the spin liquid phase due to perturbations is first order, finite temperatures fluctuations for \( T > T_N \) will carry signatures of the spin liquid state. This case has already been made in Ref. 92 – see also Ref. 3.

It is therefore not unreasonable to expect that the Raman spectra of the currently available compounds in the temperature range \( T_N < T < T_K \) could display high-energy features of the Kitaev spin-liquid state. For instance, after isolating the magnetic contributions from the ones due to phonons, one could look for the band-resolved polarization dependence found for the 3D lattices above. As already mentioned, much of the polarization dependence is dictated by symmetry for any spin-exchange Hamiltonian whose eigenstates respect the lattice symmetry. Overall, we believe that any quantitative agreement with the high-energy Raman spectra reported here as well as with the distinct polarization dependence indicative of QSL phases on the harmonic honeycomb lattices would make the case for these long sought-after states of matter much stronger.

In summary, we have studied Raman scattering in the Kitaev spin model on the harmonic honeycomb lattices. We find that the Raman response of the spin liquid has the following distinctive features:

1. A broad continuum response determined by the Majorana spinon 2-DOS and specific features characteristic of the unit cell size.

2. A gapless phase with a low energy asymptotic power law reflecting the exotic Fermi surfaces.

3. Linear relations between distinct polarization channels dictated by the LF relations.

4. Band-resolved polarization dependence in certain channels for the 3D lattices that reflects the particular fractionalization of the Kitaev spin liquid.

5. Polarization dependence of the spectral weights that is related to the exchange-coupling anisotropy.
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Appendix A: Harmonic Honeycomb lattices

Here we provide additional details on the structures, symmetries, and Brillouin zones of the harmonic honeycomb lattices.

We first introduce some vocabulary. On each lattice the \( x \) and \( y \) bonds make chains along two distinct directions labeled \( A \) and \( B \) in Eq. (9). We call the \( z \) bonds that connect parallel chains rungs and the ones connecting opposite chains bridges – see Fig. 1. The 2D honeycomb lattice has only rungs making up a single ladder. In the \( c \)-direction, the \( H-n \) ladders have \( n+1 \) chains connected by \( n \) sets of rungs before a bridge to the opposite ladder.

For the 3D lattices, the coordinates that we use are given in the main text. (See Eqs. (8) and (9)). For the \( H-\infty \) lattice (2D honeycomb) it is more convenient to use coordinates in the lattice plane as in Ref. 51. For this case we rename \( c \) as \( y \) and define \( x = B \propto (a,b,0) \). We reserve square brackets for vectors in these coordinates. The unit vectors are \( n_{1/2} = [3, \pm \sqrt{3}] / 2 \) and the bond vectors (from odd sublattice to even) are given by

\[
\begin{align*}
    d^x &= [0, 1] & \text{(blue)} \\
    d^y &= \frac{1}{2} [-\sqrt{3}, -1] & \text{(red)} \\
    d^z &= \frac{1}{2} [\sqrt{3}, -1] & \text{(green)}. \quad (A1)
\end{align*}
\]

1. Lattice symmetries

Here we review the symmetries of the three lattices, which are used in Appendix C to constrain the polarization dependence, and also below to constrain the ground state flux configuration.

The \( n < \infty \) \( H-n \) lattices all have \( C_2 \) symmetries in the orthogonal \( \hat{a}, \hat{b}, \hat{c} \) directions about the center-points of bridges. Note that the \( a \) and \( c \) ones swap \( x \) and \( y \) bonds, so that if \( J^x \neq J^y \) the point group would be broken down to \( C_{2h} \), although we do not consider that case here. They also have inversion centers at the midpoint between the center-points of two near bridges. All of them have glide planes (reflection \( \times \) translation by half a unit vector) in all three of the directions \( \hat{a}, \hat{b}, \hat{c} \). For
the odd- \( n \) lattices, the glide planes are \( a, b, \) or \( c \)-reflection about a bridge-center with \( a_3/2 \) translation. The odd- \( n \) lattices also have mirror symmetries in the \( c \)-direction about the inversion centers.

For the even- \( n \) lattices the glide planes' reflections pass through the inversion centers, which sit on the center of an \( x \) or \( y \) bond at the midpoint between two bridge centers. The glide plane \( c \rightarrow -c \) must be composed with \( a_2 \)-translation or \( a_1 \)-translation for centers of \( A \)- or \( B \)-type bonds respectively. The glide plane about \( a \) on \( J^x \) and \( J^y_B \) bonds is composed with \( (a_3 + a_1)/2 \) translation while on \( J^x_A \) and \( J^y_B \) bonds it includes \( (a_3 + a_2)/2 \) translation. Finally, the glide plane taking \( b \rightarrow -b \) includes \( a_3/2 \)-translation or \( (a_1 + a_2 + a_3)/2 \) translation when the reflection plane passes through \( x \)- or \( y \)-type bonds respectively.

The 2D honeycomb lattice is more constrained by symmetries, including \( C_6 \) rotation and mirror planes. The 3D point group of the 2D lattice is \( D_{3d} \). The projection of the point group onto the 2D plane is generated by \( \{ C_6, \sigma \} \) where

\[
C_6 = \begin{pmatrix} 1 & -\sqrt{3} \\ \sqrt{3} & 1 \end{pmatrix}, \quad \sigma = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}. \tag{A2}
\]

2. Constraining the ground state flux

Because the mirror symmetries on the odd- \( n \) lattices do not pass through any lattice points we can use Lieb's theorem\textsuperscript{71} to constrain the ground state flux through the plaquettes through which the mirror plane passes. On the \( \mathcal{H}-1 \) lattice this forces the hexagons as well as the symmetric 14-site plaquettes to carry 0-flux. The “\( \pi \)-flux state” fulfills these requirements.\textsuperscript{69} That flux configuration can be realized by changing the sign of \( u_{(ij)} \) on every other bridge bond or by threading \( \pi \) flux through every rhombus in a projection along the \( c \)-direction. However, the gauge illustrated in Fig. 1 (with a sign change on every other \( x \) and \( y \) bond in the \( a_1 \) and \( a_2 \) directions on one ladder type) is most convenient because it accommodates the \( \pi \) flux state with the smallest possible unit cell (i.e. double the unit cell of the \( \mathcal{H}-1 \) lattice).

3. Brillouin zones

The even- \( n \) lattices are face-centered cubic (Fdd\textsubscript{2}), while the odd- \( n \) are base-centered (Cccm).\textsuperscript{57,68,69,93} The 2D honeycomb lattice has point group \( D_{3d} \), which is distinct from the others. The three lattices considered here are representatives of these three space groups.

For the \( \mathcal{H}-0 \) lattice our choice of BZ is ORCF\textsubscript{1} from table 9 of Ref. 94. It can be parametrized by\textsuperscript{94}

\[
|k_c| < \frac{\pi}{3}, \quad |k_b| < \frac{\pi}{\sqrt{2}}, \quad |k_a| < \frac{29\pi}{36} - \frac{|k_b|}{\sqrt{2}} - \frac{|k_c|}{3}. \tag{A3}
\]

In coordinates \( (k_a, k_b, k_c) \), the high-symmetry points used in Fig. 6 are

\[
\Gamma = (0, 0, 0), \quad (A4)
\]

\[
A = \left( \frac{25\pi}{36}, 0, \frac{\pi}{3} \right), \quad X = \left( \frac{29\pi}{36}, 0, 0 \right), \quad (A5)
\]

\[
A_1 = \left( \frac{11\pi}{36}, \frac{\pi}{\sqrt{2}}, 0 \right), \quad X_1 = \left( \frac{7\pi}{36}, \frac{\pi}{\sqrt{2}}, \frac{\pi}{3} \right), \quad (A6)
\]

\[
L = \left( \frac{\pi}{2}, \frac{\pi}{\sqrt{2}}, \frac{\pi}{6} \right), \quad Y = \left( 0, \frac{\pi}{\sqrt{2}}, \frac{\pi}{3} \right), \quad (A7)
\]

\[
T = \left( 0, \frac{\pi}{\sqrt{2}}, \frac{\pi}{3} \right), \quad Z = \left( 0, 0, \frac{\pi}{3} \right). \tag{A8}
\]

For the \( \mathcal{H}-1 \) lattice we use the ORCC Brillouin zone from Ref. 94.

\[
|k_c| < \frac{\pi}{6}, \quad |k_b| < \frac{\pi}{\sqrt{2}}, \quad |k_a| < \frac{3\pi}{4} - \frac{|k_b|}{\sqrt{2}}. \tag{A9}
\]

These generalize quite simply to other even and odd- \( n \) harmonic honeycomb lattices.

For the 2D lattice we take a rectangular Brillouin zone.

\[
0 < \frac{2\pi}{3} - |k_x|/\sqrt{3} - |k_y|. \tag{A10}
\]

4. Hopping matrices

The Majorana spinon Hamiltonian on the \( \mathcal{H}-n \) lattice in the flux background \( \Phi \) is specified by the matrix \( D^\eta_k \) from Eq. (10) (recall \( \eta = n(\Phi) \)). For each lattice the sites are numbered by their position in the positive \( c \)-direction. We choose a gauge such that \( u_{(ij)} = +1 \) if \( i \) is at an odd site (yellow) and \( j \) is at an even site (white) – see Fig. 1. The hopping matrices are\textsuperscript{30,69}

\[
D^{\infty(0)}_k = J^z + J^x e^{i k_1} + J^y e^{i k_2} \tag{A11}
\]

\[
D^{0(0)}_k = \begin{bmatrix} J^x & A_k^z e^{-i k_3} \\ B_k^z & J^z \end{bmatrix} \quad (A12)
\]

\[
D^{1(0)}_k = \begin{bmatrix} A_k^z & 0 & 0 \\ 0 & B_k^z & J^z \\ 0 & 0 & B_k^z \end{bmatrix} \tag{A13}
\]

\[
A_k^z = J^x + J^y e^{i k_1}, \quad B_k^z = J^z + J^y e^{i k_2}, \quad A_k^y = J^x + J^z e^{-i k_1}, \quad B_k^y = J^y + J^z e^{-i k_2}, \tag{A14}
\]

where \( k_i = k \cdot a_i \) and the subscript on the couplings distinguishes \( J^x \) and \( J^y \) bonds that lie on chains consisting of \( A \) and \( B \) bonds – see Eq. (9). The \( \pi \)-flux Hamiltonian requires a doubled unit cell. For a basis we take

\[
c^T = (c_1, c_3, c_5, c_7, c_9, \ldots, c^*_7, c_2, c_4, c_6, c_8, c^*_2, \ldots, c^*_0), \quad (A15)
\]
where we have dropped the $k$-dependence to simplify the expression. In the gauge illustrated in Fig. 1 (the sign of $u_{(ij)}$ is switched on the circled bonds), with the unit cell doubled in the $a_2$ direction, the hopping is described by

$$T_k^{(n)} = \begin{pmatrix} J^z & 0 & 0 & A^y_k e^{-ik_3} \\ J_y^z & 0 & 0 & 0 \\ 0 & J^z_B & J^1 \epsilon & 0 \\ 0 & 0 & J^1 \epsilon & 0 \\ 0 & 0 & 0 & J^2 \epsilon \\ 0 & 0 & 0 & 0 \\ 0 & J^2 \epsilon e^{2ik_2} & 0 & 0 \\ 0 & 0 & 0 & J^2 \epsilon e^{-ik_3} \end{pmatrix}$$

where we define

$$A^y_k = -J^x_A + J^y_B e^{ik_1}, \quad A^y_k' = -J^y_B + J^x_A e^{-ik_1}.$$  \hspace{1cm} (A11)

We have confirmed that the energy of the $\pi$-flux state is lower on the $H$-1 lattice by studying the translation-invariant system in the thermodynamic limit with an enlarged unit cell.\(^6\) In particular, at $J^x = J^y = J^z \equiv J$ the 0-flux state has energy $-0.77397 J$ per site while the $\pi$-flux has $-0.77611 J$. For comparison, the local flux gap on the $H$-0 lattice is $\sim 0.1J.78$

### Appendix B: Explicit Raman correlation functions

Here we show the equivalence between Eqs. (25) and (20) in the main text, provided that the Raman operator is of the form given in Eq. (18). We consider the response of a quadratic fermionic Hamiltonian in the presence of a quadratic fermionic Raman operator. Assuming translation invariance, Eqs. (25) and (18) can be written:

$$I(\omega) = \int dt \langle 0 | R e^{i(\omega - H + i\delta)t} R|0 \rangle,$$

$$R = \sum_k R_k,$$

$$R_k = \left[ A_{mm',k} a^\dagger_{m',-k} a_{m',k} + \frac{1}{2} B_{mm',k} a^\dagger_{m,k} a^\dagger_{m',-k} + \text{h.c.} \right].$$

Inserting the Fourier decomposition for $R$ into the expression for the Raman intensity gives

$$I(\omega) = \int dt \sum_{k,k'} e^{i\omega t} \langle 0 | R_k(t) R_{k'}(0) |0 \rangle.$$  \hspace{1cm} (B1)

Notice that only the $B_{mm',k}$ terms survive in (B1) at zero temperature since the $A_{mm',k}$ terms annihilate the ground state. Therefore,

$$I(\omega) = \sum_k \frac{\pi}{2} \delta(\omega - \varepsilon_{m,k} - \varepsilon_{n,k}) \times \langle 0 | B^*_{mm',k} a_{m',-k} a_{m,k} B_{mn',k} a^\dagger_{n',k} a^\dagger_{m',-k} |0 \rangle,$$

where we have used that $a^\dagger_{m,k}(0) = e^{-i\varepsilon_{m,k}t} a^\dagger_{m,k}(0)$ in the Heisenberg picture. Applying the anti-commutation relations and writing the sum over bands explicitly we find:

$$I(\omega) = \pi \sum_{k \neq 0} \sum_{m,m'} \delta(\omega - \varepsilon_{m,k} - \varepsilon_{m',k}) B^*_{mm',k} B_{mn',k}.$$  \hspace{1cm} (B2)

The non-trivial commutation relations between $a^\dagger_{m,k}$ and $a^\dagger_{n,k}$ for $k = -k$ lead a cancellation of the $k = 0$ term. Since the density of states vanishes at $k = 0$ the canceled term also vanishes in thermodynamic limit. This leads to Eq. (20) of the main text.

Although the Majorana spinon Hamiltonian is translation-invariant in the flux sectors considered in the main text, the introduction of isolated fluxes would break this symmetry. To evaluate the Raman spectra at finite flux density requires numerical simulations on finite-sized lattices. Though we have not carried these out, based on the numerics of Ref. 88 we expect that these translation-breaking terms will affect the qualitative conclusions given in the main text only at low frequencies.

Finally, a few numerical details. The Brillouin zone integral implicit in (20) is computed separately for each polarization combination. Numerically, we sample the Brillouin zone and sort the points by energy. Then for a given $\omega$, the delta-function is replaced by a boxcar function of finite width. Therefore, the integral is taken as a sum over points whose energies satisfy the delta function constraint up to a small tolerance in energy. A similar integration method was used in Ref. 38. Error estimates are obtained by randomly shifting the mesh and recomputing the results. Typical error estimates for the value of $I(\omega)$ at a given value of $\omega$ are $\lesssim 0.2\%$.

### Appendix C: Polarization dependence

As discussed in the main text, the Raman operator $R = \sum_{\alpha} (\epsilon_{in} \cdot d^\alpha)(\epsilon_{in} \cdot d^\alpha) H^\alpha$ is generally a different operator for different polarization choices of incoming and outgoing light given by $\epsilon_{in}$ and $\epsilon_{out}$, leading to many different spectra denoted $I_{\alpha \alpha'}(\omega)$. Here we discuss the relations between Raman intensities that come from symmetry and the explicit form of the operators.

If we act on the system with a space group symmetry transformation, the Raman intensity should be the same. That is, the symmetries must act trivially on the Raman intensity. We first consider the action of the symmetries on the Raman operator. This corresponds to
changing the polarization so that for a symmetry action parameterized by $O_{\mu\nu}$ we get
\[ R \rightarrow \sum_{\mu,\nu,\mu',\nu'} (\epsilon_{\text{in}})_{\mu} O_{\mu\nu} R_{\mu'\nu'} O_{\nu'\nu}(\epsilon_{\text{out}})_{\nu}. \quad (C1) \]

In particular $R_{\mu\nu} \rightarrow O_{\mu\nu} R_{\mu'\nu'} O_{\nu'\nu}$. The action of the symmetries on the symmetry tensor $R_{\mu\nu}$ must form a representation of the space group, which is a quadratic representation since it has two spatial indices. The task is then to associate the operators in the $R_{\mu\nu}$ basis with the irreps. Then, since the symmetries must act trivially on $I$, the cross terms between $R_{\mu\nu}$ associated with different irreps must vanish.

1. **3D lattices**

For all $n < \infty$ the point group is $D_{2h}$. Since this is orthorhombic there are no symmetries mixing the $a$, $b$, and $c$ directions so that none of the $R_{\mu\nu}$ with $\mu, \nu = a, b, c$ are mixed by the symmetry operations. This allows us to identify each of the 6 independent operators with an irrep. The irreps of $D_{2h}$ can be found in standard tables. It has eight 1D irreps. However, since inversion can only act trivially on quadratic operators, $R$ cannot contain any component in four of them. The four irreps that transform trivially under inversion are $A_{1g}$, $B_{1g}$, $B_{2g}$, and $B_{3g}$.

Using Eq. (C1) one can check that the $aa$, $bb$, and $cc$ components of $R_{\mu\nu}$ transform trivially under every point group symmetry operation and therefore belong to the trivial $A_{1g}$ irrep. The other three components, $ab$, $ac$, and $bc$, transform under $B_{1g}$, $B_{2g}$, and $B_{3g}$ respectively. In particular, two of the mirror symmetries act non-trivially in each of these irreps (e.g. $R_{ab} \rightarrow -R_{ab}$).

To summarize, the symmetries imply that the only non-zero intensity cross terms are $I_{aa,bb}, I_{aa,cc}$, and $I_{bb,cc}$ and the other ones are zero (Recall Eq. (25)).

Up to now we have only used the point group and thus these results hold for any Hamiltonian respecting the point group symmetries of the lattice. For a spin-exchange Hamiltonian we find further simplification upon writing out the Loudon-Fleury operator (Recall Eqs. (15) and (16)). For the bond vectors (9) we get
\[ 4R_{aa} = H_A^2 + H_B^2 + H_A^y + H_B^y \quad (C2) \]
\[ 2\sqrt{2}R_{ab} = H_A^x - H_B^x + H_A^y - H_B^y \quad (C3) \]
\[ 2\sqrt{2}R_{bc} = -H_A^x + H_B^x + H_A^y - H_B^y \quad (C4) \]
\[ 4R_{ac} = -H_A^x - H_B^x + H_A^y + H_B^y \quad (C5) \]
\[ R_{cc} = R_{aa} + H^2. \quad (C6) \]

First we find $R_{bb} = 2R_{aa}$. This follows from the effective screw rotation discussed in the main text. Second, note that $3R_{aa} + R_{cc} = H$. We call this relationship, which comes from the Loudon-Fleury form of the Raman operator, the LF relationship.

Consider what this means for the correlation functions $I$. In the ground state $\langle e^{iHt}\rho_{\mu\nu}e^{-iHt}\mathbb{1} \rangle = 0$. Therefore, since $R_{cc}[0] = -3R_{aa}[0] + E[0]$, where $E$ is the energy of $|0\rangle$ we find that
\[ \langle R_{\mu\nu}(t)R_{cc}(0) \rangle = -3 \langle R_{\mu\nu}(t)R_{aa}(0) \rangle . \quad (C7) \]

This gives $I_{cc} = 9I_{aa} = -3I_{aa,cc}$ for any nearest-neighbor spin-exchange Hamiltonian on these lattices.

The combination of symmetries and relations imposed by the explicit form of the operators $R_{\mu\nu}$ reduce the number of independent, non-zero spectra to four. We choose to plot $I_{aa}, I_{ab}, I_{ac}$, and $I_{bc}$ as representatives.

2. **2D Honeycomb**

The point group of the honeycomb lattice is $D_{3d}$ which has 3 irreps: $A_{1g}, A_{2g}$, and $E_g$. The $A_{1g}$ and $A_{2g}$ irreps are both 1D but $E_g$ is 2D because it involves a non-trivial representation of $C_6$ rotation. In $A_{2g}$ each of the three reflection is represented by $-1$, which cannot be realized by a quadratic operator. We say that this channel is not Raman active.

Unlike the case for the 3D lattices, the $C_6$ rotation symmetries do mix Raman operators in the $R_{\mu\nu}$ basis with $\mu, \nu = x, y$. In particular, the linear combination $R_{A_{1g}} = \frac{R_{xx} + R_{yy}}{2}$ transforms under the single irrep $A_{1g}$ and the vector $(R_{xy}, R_{E_g})$ transforms under the $E_g$ irrep, where $R_{E_g} = \frac{R_{xx} - R_{yy}}{2}$. One can check that the action of the symmetry elements on this vector realizes the full 2D representation of the $C_6$ rotations given in Eq. (A2).

Following the same procedure as for the 3D lattices we write out the Hamiltonian into its separate parts on each different bond (by orientation): $H = \sum_{\alpha=x,y,z} H^\alpha$. Then for any nearest-neighbor spin-exchange Hamiltonian respecting the lattice symmetry the LF Raman operators have the form
\[ R_{xx} = \frac{3}{4}(H^x + H^y), \quad R_{yy} = H^x + \frac{3}{4}R_{xx}, \quad (C8) \]
\[ R_{A_{1g}} = H, \quad R_{E_g} = -H^x + \frac{2}{3}R_{xx}, \quad (C9) \]
\[ R_{xy} = \frac{\sqrt{3}}{4}(H^y - H^x). \quad (C10) \]

We see that the $R_{A_{1g}}$ channel does not create any excitations since it is equal to the Hamiltonian. Therefore only the $E_g$ irrep is active on this lattice.

We can relate $R_{xy}$ and $R_{E_g}$ by considering the action of $C_6$ rotation on the correlation functions involving those operators. We find
\[ I_{xy,xy} \rightarrow \frac{1}{4}I_{xy,xy} + \frac{3}{4}I_{E_g,E_g} \geq \frac{\sqrt{3}}{2}I_{E_g,xy}. \quad (C11) \]

This implies that $I_{E_g,xy} = 0$ and that $I_{xy,xy} = I_{E_g,E_g}$.

The fact that the Hamiltonian makes no excitations also implies that the operators $H^x + H^y$ and $-H^x$ give
rise to the same correlation functions and, by some rearrangement, $R_{xx}$, $-R_{yy}$, and $R_{xy}$ lead to the same Raman intensities. Finally, we have $I_{xx,xx} = I_{yy,yy} = -I_{xy,xy}$. Combining these relationships with the symmetry constraints we have $I_{xx,xx} = I_{yy,yy} = I_{xy,xy} = 0$, which leaves only one independent spectrum. Considering an arbitrary polarization $\epsilon_{in} = \cos \theta x + \sin \theta y$ and $\epsilon_{out} = \cos \theta x + \sin \theta y$ we can compute $I$ in terms of $I_{xx,xx}$, for instance. In this case one finds that the angular dependence drops out and $I = I_{xx,xx}$ independent of polarization.

When we take $J^x = J^y \neq J^z$ in the Kitaev Hamiltonian we break the $D_{3d}$ down to $D_{2h}$. In fact, this group remains the point group even if we let $J^x \neq J^y$. In this group the quadratic operators $R_{xx}$ and $R_{yy}$ act separately under the $A_1g$ irrep (they are even under reflection) and $R_{xy}$ falls under $B_3g$. The $B_2g$ and $B_3g$ irreps are not active because there are no bonds along the direction out of the honeycomb plane. The LF relationship still gives $I_{xx,xx} = I_{yy,yy} = -I_{xy,xy}$ and the symmetry gives $I_{yy,xx} = 0 = I_{xy,yy}$, reducing $I$ to the sum of two independent correlation functions. We choose to plot $I_{xx}$ and $I_{xy}$.

The inclusion of next-nearest-neighbors (NNNs) is quite simple under this formalism – one simply treats these as different bonds over which $\alpha$ runs. For the honeycomb lattice there is no expected change in the polarization dependence because $R_{xx} + R_{yy} = H$ holds for any bond orientation. However, on the 3D lattices we find that the relation to the Hamiltonian for NNNs cannot be satisfied simultaneously with the NN one $3R_{aa} + R_{cc} = H$ because the coefficient 3 in front of $R_{aa}$ results from the specific of the bond-orientations that occur at nearest-neighbor only. Therefore the differences in $I_{aa}$ and $9I_{aa}$, for instance, are a probe of terms beyond a NN spin-exchange Hamiltonian.
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In Eq. (1) we defined the Hamiltonian in terms of Pauli matrices. If we define the coupling in terms of spins, $H = \sum_{i} S_i^{\alpha} S_j^{\beta}$, where $S_i^{\alpha}$ is the Raman bandwidth, we therefore work exclusively with the ground state of the extended Hilbert space.
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