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Abstract

Cancer susceptibility may be controlled not only by host genes and mutated genes in cancer cells, but also by the epistatic interactions between genes from the host and cancer genomes. We derive a novel statistical model for cancer gene identification by integrating the gene mutation hypothesis of cancer formation into the mixture-model framework. Within this framework, genetic interactions of DNA sequences (or haplotypes) between host and cancer genes responsible for cancer risk are defined in terms of quantitative genetic principle. Our model was founded on a commonly used genetic association design in which a random sample of patients is drawn from a natural human population. Each patient is typed for single nucleotide polymorphisms (SNPs) on normal and cancer cells and measured for cancer susceptibility. The model is formulated within the maximum likelihood context and implemented with the EM algorithm, allowing the estimation of both population and quantitative genetic parameters. The model provides a general procedure for testing the distribution of haplotypes constructed by SNPs from host and cancer genes and the linkage disequilibria of different orders among the SNPs. The model also formulates a series of testable hypotheses about the effects of host genes, cancer genes, and their interactions on cancer susceptibility. We carried out simulation studies to examine the statistical properties of the model. The implications of this model for cancer gene identification are discussed.
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Introduction

Since the recognition of cancer as a genetic disease, a number of familial cancer genes with high-penetrance mutations, such as oncogenes and the tumor suppressors, have been chromosomally identified, isolated or cloned (Balman et al., 2003; Rand et al., 2008). However, growing evidence shows that most cancer is the result of an intricate interaction of low-penetrance genetic variants with environmental exposures that humans experience (Brennan, 2002). These low-penetrance cancer genes, each usually with a minor effect and cooperating with others in a complicated web, are difficult to detect and, therefore, their contribution to the risk of cancer development remains unclear. There is a pressing demand on the development of powerful statistical models and computational algorithms for identifying and mapping specific DNA sequence variants that regulate cancer susceptibility.

Human cancer cells frequently possess large-scale chromosomal rearrangements due to chromosomal instability (CIN) (Stock and Bialy 2002; Thompson and Compton, 2008) or gene mutation (Jallepalli and Lengauer, 2001; Greenman et al., 2007). CIN makes whole chromosomes or large frac-
tions of chromosomes gained or lost during cell division, resulting in an imbalance in the number of chromosomes per cell (aneuploidy) and an enhanced rate of loss of heterozygosity. Thus, the “aneuploidy hypothesis of cancer” (Stock and Bialy, 2002) proposes that the main differences between normal and abnormal (cancer) cells result from the number of genes rather than the types of genes differentially expressed, as opposed to the “gene-mutation hypothesis” (Jallepalli and Lengauer, 2001). In general, cancer incidence and development are not only affected by the host genes, but also by genes derived from the cancer cells themselves. Given strong mechanistic interactions between the host and cancer tissues (Araujo and McElwain, 2006), these two different systems of genes operate interactively or epistatically to alter the course of cancer progression. Thus, it can be well anticipated that any statistical model for gene detection that incorporates these two hypotheses are likely to make groundbreaking discoveries of cancer genes.

Genetic mapping has proven to be a powerful approach for detecting quantitative trait loci (QTLs) for complex traits. But a QTL may contain multiple genes that operate in a collective way. It is not possible to study the DNA structure, organization and function of a QTL detected from a mapping approach. A more accurate and useful approach for the characterization of genetic variants contributing to quantitative variation is to directly analyze DNA sequences, known as haplotypes, associated with a particular disease (Liu et al., 2004; Lin and Wu, 2006). If a string of DNA sequence is known to increase disease risk, this risk can be prevented by inhibiting the expression of this string using a specialized drug. The control of this disease can be made more efficient if all possible DNA sequences determining its variation are identified in the entire genome. The elucidation of the entire human genome has been accelerated by the haplotype map, or HapMap, constructed by SNPs (The International HapMap Consortium, 2003). More recently, the marvelous plans of sequencing the cancer genome (Kaiser, 2005) will provide unprecedented fuel for studying the genetic architecture of cancer risk.

In this article, we will derive a statistical model for detecting the actions and interactions of haplotypes derived from the host and cancer genomes for cancer susceptibility. We will incorporate the “gene-mutation hypothesis” into the model. The “aneuploidy hypothesis of cancer” will be considered in a next paper. Through the release of software to the public, our statistical model will serve as a routine means for the genetic diagnosis of cancer risk. Results from the model will provide scientific guidance for clinical doctors to design an optimal treatment scheme in terms of cancer genes and patient’s genes.

Design

Sampling Strategies

Suppose there is a natural human population at Hardy–Weinberg equilibrium (HWE) from which a random sample is drawn for cancer gene identification. In order to identify DNA sequences responsible for cancer susceptibility, we genotype SNPs from the entire host genome and also SNPs from the cancer genome for the same patient. We assume that the cancer genome is a diploid, whose difference from the normal genome is due to the “genemutation hypothesis”. Recent molecular surveys suggest that the human genome contains many discrete haplotype blocks that are sites of closely located SNPs (Daly et al., 2001; Patil et al., 2001; Gabriel et al., 2002). Each block may have a minimal subset of SNPs, i.e., “tagging” SNPs, that can characterize the most common haplotypes. Our model will be based on tagging SNPs within each haplotype block. Although no detailed information about the structure of the cancer genome is available, we can assume that a particular set of SNPs may contribute to cancer formation at the haplotype level. The tenet of our epistatic model is that the effect of a given DNA sequence in the host genome on cancer is masked or enhanced by one or more sequences in the cancer genome.

Genetic Models

Population Genetic Model: Consider a set of $R$ tagging SNPs from a haplotype block of the host genome and a set of $S$ SNPs from the cancer genome. We denote two alleles of SNP $r$ from the host genome by $H_{kr}$ ($k = 1, 0; r = 1, \ldots, R$) and two alleles of SNP $s$ from the cancer genome by $C_{ls}$ ($l = 1, 0; s = 1, \ldots, S$). Let $p_{r}^{H}$ and $p_{s}^{C}$ denote allele frequencies at the corresponding SNP from the host and cancer genomes, respectively. All the SNPs considered from the host and cancer genomes form $2^{R+S}$ possible joint haplotypes expressed as $(H_{k_{1}}^{H}, H_{k_{2}}^{H}, \ldots, H_{k_{R}}^{H}) (C_{l_{1}}^{C}, C_{l_{2}}^{C}, \ldots, C_{l_{S}}^{C})$. The corresponding haplotype frequencies are denoted by $p(k_{1}k_{2}\ldots k_{R}(l_{1}l_{2}\ldots l_{S}))$, which are composed of allele frequencies at each SNP and linkage disequilibria of different orders among SNPs within and between the genomes (Wu and Lin, 2008). A general expression for the relationships
between haplotype frequencies and allele frequencies and linkage disequilibria was originally given by Bennett (1954). Table 1 lists the compositions of the frequency of a haplotype constructed jointly by two SNPs from the host genome and two SNPs from the cancer genome in which linkage disequilibria are specified with two, three, and four sites. From these compositions, linkage disequilibria are expressed as

\[
D_{h_1h_2} = \left( p(11)(11) + p(11)(10) + p(11)(01) + p(11)(00) \right) \left( p(00)(11) + p(00)(10) + p(01)(11) + p(01)(01) + p(01)(00) \right)
- \left( p(10)(11) + p(10)(10) + p(10)(01) + p(10)(00) \right) \left( p(01)(11) + p(01)(10) + p(01)(01) + p(01)(00) \right)
\]

\[
D_{c_1c_2} = \left( p(11)(11) + p(11)(10) + p(11)(01) + p(11)(00) \right) \left( p(01)(11) + p(01)(10) + p(01)(01) + p(01)(00) \right)
- \left( p(11)(10) + p(11)(10) + p(00)(10) \right) \left( p(11)(01) + p(10)(10) + p(01)(01) + p(00)(01) \right)
\]

\[
D_{h_1c_1} = \left( p(11)(11) + p(11)(10) + p(11)(01) + p(01)(01) \right) \left( p(10)(10) + p(10)(10) + p(01)(00) + p(00)(00) \right)
- \left( p(11)(10) + p(11)(10) + p(00)(10) \right) \left( p(10)(11) + p(01)(10) + p(00)(11) + p(00)(01) \right)
\]

\[
D_{h_1c_2} = \left( p(11)(11) + p(11)(10) + p(11)(01) + p(01)(10) \right) \left( p(11)(01) + p(11)(00) + p(10)(01) + p(10)(00) \right)
- \left( p(11)(10) + p(11)(10) + p(10)(10) \right) \left( p(01)(11) + p(01)(10) + p(01)(01) + p(00)(11) + p(00)(01) \right)
\]

\[
D_{h_2c_1} = \left( p(11)(10) + p(11)(10) \right) \left( p(10)(10) + p(01)(10) + p(00)(10) \right)
- \left( p(01)(10) + p(01)(10) \right) \left( p(11)(11) + p(00)(11) + p(10)(10) \right)
\]

\[
D_{h_2c_2} = \left( p(11)(11) + p(11)(10) + p(11)(01) + p(01)(01) \right) \left( p(01)(10) + p(01)(00) \right)
- \left( p(11)(10) + p(11)(10) + p(10)(10) \right) \left( p(01)(11) + p(01)(10) + p(01)(01) + p(00)(11) + p(00)(01) \right)
\]

\[
D_{h_2c_1} = \left( p(11)(10) + p(11)(10) \right) \left( p(10)(10) + p(01)(10) + p(00)(10) \right)
- \left( p(01)(10) + p(01)(10) \right) \left( p(11)(01) + p(11)(00) + p(10)(01) + p(10)(00) \right)
\]

\[
D_{h_2c_2} = \left( p(11)(11) + p(11)(10) + p(11)(01) + p(01)(01) \right) \left( p(10)(10) + p(01)(10) + p(00)(10) \right)
- \left( p(11)(01) + p(11)(00) + p(10)(01) + p(10)(00) \right) \left( p(10)(11) + p(10)(10) + p(10)(01) + p(10)(00) \right)
\]
\[ (-1)^4(-1)^{k_1+k_2+i_1+i_2} D_{H_1,H_2,C_1,C_2} \]

\[= p(k_1,k_2)(i_1i_2) - p(k_1,p_2; p_1C^C) \]

\[= (-1)^2(-1)^{k_1+k_2+i_1+i_2} D_{H_1,H_2} - (-1)^2(-1)^{i_1+i_2} p^H \]

\[= (-1)^2(-1)^{k_2+i_1} p^H D_{H_1,C_1} - (-1)^2(-1)^{i_1+i_2} p^H D_{H_1,C_2} \]

\[= (-1)^2(-1)^{i_1+i_2} p^H D_{H_1,C_1} - (-1)^2(-1)^{i_1+i_2} p^H D_{H_1,C_2} \]

\[= (-1)^3(-1)^{k_1+k_2+i_1+i_2} p^C D_{H_1,H_2,C_1} - (-1)^3(-1)^{k_1+k_2+i_1+i_2} p^C D_{H_1,H_2,C_2} \]

\[= (-1)^3(-1)^{k_1+i_1+i_2} p^H D_{H_1,H_2,C_1} - (-1)^3(-1)^{k_1+i_1+i_2} p^H D_{H_1,H_2,C_2} \]

\[= \]

| Term. | Composition | Remark |
|-------|-------------|--------|
| 1     | \( p^H \cdot p^H \cdot p^C \cdot p^C \) | No LD |
| 2     | \((-1)^2(-1)^{k_1+k_2+i_1+i_2} p^C p^C p^C p^C \) | Digenic LD within the host genome (H) |
| 3     | \((-1)^2(-1)^{i_1+i_2} p^H p^H p^C \cdot C^C \) | Digenic LD within the cancer genome (C) |
| 4     | \((-1)^2(-1)^{k_2+i_1} p^H p^H p^C \cdot C^C \cdot C^C \) | Digenic LD between SNP 2 of H and SNP 1 of C |
| 5     | \((-1)^2(-1)^{i_2} p^H p^H p^C \cdot C^C \cdot C^C \) | Digenic LD between SNP 2 of H and SNP 2 of C |
| 6     | \((-1)^2(-1)^{k_1+i_1+i_2} p^H p^H p^C \cdot C^C \) | Digenic LD between SNP 1 of H and SNP 1 of C |
| 7     | \((-1)^2(-1)^{k_2+i_1+i_2} p^H p^H p^C \cdot C^C \) | Digenic LD between SNP 1 of H and SNP 2 of C |
| 8     | \((-1)^3(-1)^{k_1+k_2+i_1+i_2} p^C \cdot C^C \) | Trigenic LD between H and SNP 1 of C |
| 9     | \((-1)^3(-1)^{k_1+k_2+i_1+i_2} p^C \cdot C^C \cdot C^C \) | Trigenic LD between H and SNP 2 of C |
| 10    | \((-1)^3(-1)^{k_2+i_1+i_2} p^H \cdot D^C \cdot C^C \cdot C^C \) | Trigenic LD between SNP 1 of H and C |
| 11    | \((-1)^3(-1)^{k_2+i_1+i_2} p^H \cdot D^C \cdot C^C \cdot C^C \) | Trigenic LD between SNP 2 of H and C |
| 12    | \((-1)^4(-1)^{k_1+k_2+i_1+i_2} D_{H_1,H_2,C_1,C_2} \) | Quadrigenic LD between H and C |

**Table 1:** Disequilibrium compositions of four-SNP haplotype frequencies derived from the host and cancer genomes.

The random combination of maternal and paternal haplotypes generates \( 2^{4R+S-1}/(2^R+S+1) \) diplotype frequencies expressed as \((H_1^k H_2^l \cdot \cdot \cdot H_{k_R}^R)^C_{l_1} C_{l_2} \cdot \cdot \cdot C_{l_s}^S)(H_1^k H_2^l \cdot \cdot \cdot H_{k_R}^R) C_{l_1} C_{l_2} \cdot \cdot \cdot C_{l_s}^S \) \((k_1 \geq k'_1, k_2 \geq k'_2, \ldots, k_R \geq k'_R = 1, 0; l_1 \geq l'_1, k_2 \geq l'_2, \ldots, l_s \geq l'_s = 1, 0)\). We use a vertical line to separate two haplotypes derived from the maternal and paternal parents, respectively, for a given diplotype. Under the HWE assumption, diplotype frequencies are expressed as the products of the frequencies of the two haplotypes that constitute the diplotype, i.e.,

\[
P(k_1,k_2,\ldots,k_R)(i_1,i_2,\ldots,i_s)\left(k_i'k_2'\cdot\cdot\cdot k_R'ight)(l_1'l_2'\cdot\cdot\cdot l_s')
\]

\[
= \begin{cases} 
\frac{P}{p^2} & k_1 = k'_1, k_2 = k'_2, \ldots, k_R = k'_R; \\
2p & l_1 = l'_1, l_2 = l'_2, \ldots, l_s = l'_s \\
0 & \text{Otherwise.}
\end{cases}
\]
In practice, diplotypes cannot be observed, although observable zygotic genotypes will be the same as diplotypes when at most one SNP is heterozygous. Thus, the numbers of zygotic genotypes, $3^{N_S}$, will be less than the number of diplotypes.

**Quantitative genetic model:** Our model will be derived to characterize haplotypes that are responsible for complex traits because the association between haplotype diversity and phenotypic variation has been detected by several genetic studies (Judson, 2000; Bader, 2001; Rha et al., 2007). Among all possible haplotypes are there some parallel genetic studies (Judson, 2000; Bader, 2001; Rha et al., 2007). Among all possible haplotypes there are some particular haplotypes, called the **risk haplotype** ($\bar{A}$), that perform differently than the rest of the haplotypes, called the **non-risk haplotype** ($\check{A}$). The combinations between the risk and non-risk haplotypes, $\check{A}A$, $\check{A}A$, and $\bar{A}A$, are called the **composite diplotype** (Liu et al., 2004; Wu and Lin, 2008).

Let $A$, $\check{A}$ and $B$, $\bar{B}$ denote the risk haplotypes and non-risk haplotypes for a series of SNPs genotyped from the host and cancer genomes, respectively. These two genomes form nine different composite diplotypes expressed as $AABB$, $AA\check{A}$, $\check{A}BB$, $A\check{A}B$, $\check{A}\check{A}$, $ABA\check{B}$, $\check{A}BAB$, $A\check{A}\bar{B}$, and $\check{A}\check{A}\bar{B}$. We will use Mather and Jinks’s (1982) formulation for genetic epistasis between different loci (Table 2) to model the genetic effects of the composite diplotypes. The genotypic value ($\mu_{j_1,j_2}$) of a joint composite diplotype from the two genomes can be decomposed into nine different components as follows:

$$
\mu_{j_1,j_2} = \mu_{ij} = \frac{\mu + (j_1 - 1)a_H + (j_2 - 1)a_C + j_1d_H + j_2d_C}{3^{N_S}} + \frac{+(j_1 - 1)(j_2 - 1)i_{aa}}{3^{N_S}} + \frac{+(j_1 - 1)j_2i_{ad}}{3^{N_S}} + \frac{+j_1(j_2 - 1)i_{da}}{3^{N_S}} + \frac{+(1 - j_1)(1 - j_2)i_{dd}}{3^{N_S}}
$$

where

$$
\begin{align*}
    j_1, j_2 &= \begin{cases} 
        2 & \text{for } AA \text{ or } BB \\
        1 & \text{for } A\check{A} \text{ or } \check{A}B \\
        0 & \text{for } \check{A}A \text{ or } B\bar{B} 
    \end{cases}
\end{align*}
$$

stand for the composite diplotypes from the host and cancer genomes, respectively, $\mu$ is the overall mean; $a_H$ and $a_C$ are the additive effects of haplotypes from the host and cancer genome; $d_H$ and $d_C$, the dominance effects of haplotypes; and $i_{aa}$, $i_{ad}$, $i_{da}$, and $i_{dd}$, the additive $\times$ additive, additive $\times$ dominance, dominance $\times$ additive, and dominance $\times$ dominance epistatic effects between the haplotypes from the two different genomes (Table 2).

|        | $BB$  | $B\bar{B}$ | $\check{A}B$ |
|--------|-------|------------|--------------|
| $AA$   | $\mu_{AABB} = \mu + a_H + a_C + i_{aa}$ | $\mu_{AA\check{B}} = \mu + a_H + d_C + i_{ad}$ | $\mu_{A\check{A}B} = \mu + a_H - a_C - i_{aa}$ |
| $A\check{A}$ | $\mu_{A\check{A}B} = \mu + d_H + a_C + i_{da}$ | $\mu_{\check{A}BB} = \mu + d_H + d_C + i_{dd}$ | $\mu_{\check{A}\check{A}} = \mu + d_H - a_C - i_{da}$ |
| $\check{A}A$ | $\mu_{\check{A}BB} = \mu + a_H - a_C - i_{aa}$ | $\mu_{\check{A}\check{A}B} = \mu + a_H + d_C - i_{ad}$ | $\mu_{AB\check{B}} = \mu - a_H - a_C + i_{aa}$ |

**Table 2:** Additive, dominance, and epistatic compositions of the genotypic value of a composite diplotype constructed with haplotypes from the host and cancer genomes.
Different types of genetic actions and interactions can be expressed in terms of genotypic values by solving a group of regular equations (12). This lets us describe the overall mean, additive, dominance, and four kinds of epistatic effects between the two genomes by

\[
\begin{align*}
\mu &= \frac{1}{4}(\mu_{AABB} + \mu_{AABB} + \mu_{AABB} + \mu_{AABB}) \\
a_H &= \frac{1}{4}(\mu_{AABB} - \mu_{AABB} + \mu_{AABB} - \mu_{AABB}) \\
d_H &= \frac{1}{4}(2\mu_{AABB} - \mu_{AABB} - \mu_{AABB} - \mu_{AABB} - \mu_{AABB} + 2\mu_{AABB}) \\
d_C &= \frac{1}{4}(2\mu_{AABB} - \mu_{AABB} - \mu_{AABB} - \mu_{AABB} - \mu_{AABB} + 2\mu_{AABB}) \\
\dot{i}_{aa} &= \frac{1}{4}(\mu_{AABB} - \mu_{AABB} - \mu_{AABB} + \mu_{AABB}) \\
i_{aa} &= \frac{1}{4}(2\mu_{AABB} - 2\mu_{AABB} + \mu_{AABB} + \mu_{AABB} - \mu_{AABB}) \\
i_{dd} &= \frac{1}{4}(4\mu_{AABB} + \mu_{AABB} + \mu_{AABB} + \mu_{AABB} + \mu_{AABB} + \mu_{AABB} + \mu_{AABB} - 2\mu_{AABB} - 2\mu_{AABB} - 2\mu_{AABB})
\end{align*}
\]

(13)

Thus, by testing the significance of \(i_{aa}, i_{ad}, i_{aa}, \) and \(i_{dd},\) we can judge whether there is epistasis and how the epistasis affects a phenotypic trait.

**Estimation Procedures**

We will estimate two types of parameters for gene cancer identification. First is the population genetic parameters (\(\Omega_p\)) that describe the distribution and diversity of haplotypes in the sampled population quantified by haplotype frequencies for multiple SNPs from the host and cancer genomes, allele frequencies at these SNPs and their linkage disequilibria. Second is the quantitative genetic parameters (\(\Omega_q\)) that describe the genotypic values of composite diplotype, specified by the action and interaction effects of haplotypes on cancer susceptibility, and residual variance. Given observed phenotypic (\(y\)) and marker data from the host (\(H\)) and cancer (\(C\)) genomes, we construct a likelihood and factorize it to two components:

\[
\log L(\Omega_p, \Omega_q | y, H, C) = \log L(\Omega_p | H, C) + \log L(\Omega_q | y, H, C, \Omega_p),
\]

(14)

where the first component is related to haplotype frequencies and the second component related to haplotype effects and variance. Thus, maximizing the likelihood (14) is equivalent to maximizing its two components separately.

**Estimating Across-Genome Haplotype Frequencies:**

Because the same genotype may be formed from multiple diplotypes, we need to incorporate the EM algorithm to estimate the unknown diplotype of a genotype, which is statistically viewed as a missing data problem. Excoffier and Slatkin, (1995) provided a simple approach for estimating haplotype frequencies, without specifying the configuration of haplotype. We provide a similar estimating algorithm for specifying the haplotype configuration. An observed zygotic genotype is generally expressed as \(H_{k_1}^1 H_{k_2}^1 / H_{k_2}^{R}, H_{k_2}^2 / \cdots / H_{k_2}^{R} H_{k_2}^{R} / H_{k_2}^{R} \cdots / C_{l_1}^1 C_{l_2}^2 \cdots C_{l_g}^S\), where the slashes are used to separate genotypes at different SNPs. Let \(n(k_1 k_2^\prime k_3^\prime \cdots k_g^\prime k_n^\prime, l_1^\prime l_2^\prime \cdots l_g^\prime l_n^\prime)\) (which sums to a total sample size of \(n\) subjects) be the observation of a typical joint-SNP genotype from the host and cancer genomes. Table 3 is an example of data structure for genotypic observations of two SNPs derived from the host genome and two SNPs from the cancer genome. The table also provides the expected frequencies of different genotypes in terms of haplotype frequencies.

Based on the information about observed data, it is not difficult to construct a multinomial likelihood, \(L(\Omega_p | H, C)\), in which a mixture model is incorporated for those genotypes that are heterozygous at two more SNPs. By maximizing the observed data likelihood, the EM algorithm is derived. In the step, we calculate the expected number of a particular across-genome haplotype \((H_{k_1}^1 H_{k_2}^2 \cdots H_{k_R}^R) (C_{l_1}^1 C_{l_2}^2 \cdots C_{l_g}^S)\) within the mixture of diplotypes that form the same genotypes. For example, such an expected number is calculated for two SNPs from the host genome and two SNPs from the cancer genome using the following formulas:

\[
\phi_1 = \frac{\tilde{P}(k_1 k_2)(l_1 l_2) \tilde{P}(k_1 k_2)(l_1 l_2)}{\tilde{P}(k_1 k_2)(l_1 l_2) \tilde{P}(k_1 k_2)(l_1 l_2) + \tilde{P}(k_1 k_2)(l_1 l_2) \tilde{P}(k_1 k_2)(l_1 l_2)},
\]
In the M step, we estimate a haplotype frequency with the expected number of haplotypes calculated above and the observations given in Table 3 by

$$p(k_1k_2)(l_1l_2) = \frac{1}{2n}[2n(k_1k_2)(l_1l_2)] + n(k_1k_2)(l_1l_2), \quad l_1' < l_2
$$

Both the E and M steps are iterated between equations (15) and (16) until the estimates converge to stable values. The estimates at convergence are the maximum likelihood estimates (MLEs) of haplotype frequencies. The MLEs of allele frequencies at different SNPs and their linkage disequilibria of different orders can be solved from these estimated haplotype frequencies using a system of equations given in Table 1.

### Estimating across-genome haplotype interactions:

To detect how haplotypes or diplotype are associated with phenotypic variation in a trait (θ), we will first assume a risk haplotype from the host genome and a risk haplotype from the cancer genome. These two types of risk haplotypes will generate composite diplotypes. As an example shown in Table 3, in which there are two SNPs from each genome,
| No. | Host     | Cancer                        | Observation | Frequency             |
|-----|----------|-------------------------------|-------------|-----------------------|
| 1   | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_0^1 C_1^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $p_{11}(11)$          |
| 2   | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_1^1 / C_1^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(10)$ |
| 3   | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_1^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $p_{11}(10)$          |
| 4   | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(01)$ |
| 5   | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_1^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(10)p_{11}(00) + 2p_{11}(10)p_{11}(11)$ |
| 6   | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(00)$ |
| 7   | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $p_{11}(11)p_{11}(01)$ |
| 8   | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $p_{11}(11)p_{11}(00)$ |
| 9   | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $p_{11}(11)p_{11}(00)$ |
| 10  | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $p_{11}(11)p_{11}(00)$ + $2p_{11}(11)p_{11}(11)$ |
| 11  | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(10)$ + $p_{11}(11)p_{11}(01)$ |
| 12  | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $p_{11}(11)p_{11}(10) + p_{11}(11)p_{11}(01)$ |
| 13  | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(10)p_{11}(01)$ |
| 14  | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(10)p_{11}(01)$ + $p_{11}(11)p_{11}(00)p_{11}(01)$ |
| 15  | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(10)p_{11}(00) + p_{11}(11)p_{11}(10)p_{11}(00)$ |
| 16  | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(00)p_{11}(01)$ |
| 17  | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(00)p_{11}(01)$ |
| 18  | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(00)p_{11}(01)$ |
| 19  | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $p_{11}(11)p_{11}(01)$ |
| 20  | $H_1^1 H_1^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_0^2 C_0^2$ | $n_{1(11)}$ | $2p_{11}(11)p_{11}(10)$ |
\begin{align*}
21 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_1^2 / C_0^2 C_0^2 \quad n_{(11/00)(11/00)} \quad p_{(10)(10)}^2 \\
22 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_0^1 / C_1^2 C_1^2 \quad n_{(11/00)(10/11)} \quad 2p_{(10)(11)} p_{(10)(01)} \\
23 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_0^1 / C_1^2 C_0^2 \quad n_{(11/00)(10/10)} \quad 2p_{(10)(11)} p_{(10)(00)} + 2p_{(10)(10)} p_{(10)(01)} \\
24 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_0^1 / C_0^2 C_0^2 \quad n_{(11/00)(00/11)} \quad 2p_{(10)(10)} p_{(10)(00)} \\
25 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_0^1 C_0^2 / C_1^2 C_1^2 \quad n_{(11/00)(00/11)} \quad p_{(10)(10)}^2 \\
26 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_0^1 C_0^1 / C_0^2 C_0^2 \quad n_{(11/00)(00/10)} \quad 2p_{(10)(01)} p_{(10)(00)} \\
27 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_0^1 C_0^2 / C_0^2 C_0^2 \quad n_{(11/00)(00/00)} \quad 2p_{(10)(00)}^2 \\
28 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_1^2 / C_1^2 C_1^2 \quad n_{(10/11)(11/11)} \quad 2p_{(11)(11)} p_{(10)(11)} \\
29 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_0^2 / C_0^2 C_0^2 \quad n_{(10/11)(11/10)} \quad 2p_{(11)(11)} p_{(01)(10)} + 2p_{(01)(11)} p_{(11)(10)} \\
30 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_0^2 / C_1^2 C_0^2 \quad n_{(10/11)(11/00)} \quad 2p_{(11)(11)} p_{(10)(01)} \\
31 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_0^1 C_1^2 / C_1^2 C_1^2 \quad n_{(10/11)(10/11)} \quad 2p_{(11)(11)} p_{(01)(01)} + 2p_{(01)(11)} p_{(11)(10)} \\
32 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_0^2 / C_1^2 C_0^2 \quad n_{(10/11)(10/10)} \quad 2p_{(11)(11)} p_{(01)(00)} + 2p_{(10)(10)} p_{(01)(01)} \\
& \quad \qquad \quad + 2p_{(01)(11)} p_{(11)(00)} + 2p_{(01)(10)} p_{(11)(01)} \\
33 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_0^2 / C_0^2 C_0^2 \quad n_{(10/11)(11/00)} \quad 2p_{(11)(10)} p_{(10)(00)} + 2p_{(10)(10)} p_{(01)(10)} \\
34 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_0^1 C_0^2 / C_1^2 C_1^2 \quad n_{(10/11)(00/11)} \quad 2p_{(11)(01)} p_{(01)(01)} \\
35 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_0^1 C_0^2 / C_0^2 C_1^2 \quad n_{(10/11)(00/10)} \quad 2p_{(11)(01)} p_{(01)(00)} + 2p_{(01)(01)} p_{(11)(00)} \\
36 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_0^1 C_0^2 / C_0^2 C_0^2 \quad n_{(10/11)(00/00)} \quad 2p_{(11)(00)} p_{(01)(00)} \\
37 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_1^2 / C_1^2 C_0^2 \quad n_{(10/10)(11/11)} \quad 2p_{(11)(11)} p_{(00)(11)} + 2p_{(10)(11)} p_{(01)(11)} \\
38 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_1^2 / C_0^2 C_0^2 \quad n_{(10/10)(10/10)} \quad 2p_{(11)(11)} p_{(00)(10)} + 2p_{(10)(11)} p_{(01)(10)} \\
& \quad \qquad \quad + 2p_{(11)(10)} p_{(00)(11)} + 2p_{(10)(10)} p_{(01)(11)} \\
39 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_1^2 / C_0^2 C_0^2 \quad n_{(10/10)(11/10)} \quad 2p_{(11)(10)} p_{(00)(10)} + 2p_{(10)(10)} p_{(01)(10)} \\
40 & \quad H_1^2 H_1^2 / H_0^2 H_0^2 \quad C_1^1 C_0^1 / C_1^2 C_1^2 \quad n_{(10/10)(10/11)} \quad 2p_{(11)(11)} p_{(00)(01)} + 2p_{(10)(11)} p_{(01)(01)} \\
& \quad \qquad \quad + 2p_{(11)(01)} p_{(00)(11)} + 2p_{(10)(01)} p_{(01)(11)}
\end{align*}
| 41 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/10)(10/10)}$ | $2p_{(11)(11)}p_{(00)(00)} + 2p_{(11)(10)}p_{(00)(01)} + 2p_{(10)(10)}p_{(01)(01)} + 2p_{(01)(11)}p_{(10)(00)} + 2p_{(01)(10)}p_{(10)(01)} + 2p_{(00)(00)}p_{(11)(01)} + 2p_{(00)(00)}p_{(00)(11)}$ |
| 42 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/10)(10/00)}$ | $2p_{(11)(10)}p_{(00)(00)} + 2p_{(10)(10)}p_{(01)(00)} + 2p_{(00)(10)}p_{(11)(00)} + 2p_{(01)(10)}p_{(00)(01)}$ |
| 43 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/10)(00/11)}$ | $2p_{(11)(01)}p_{(00)(01)} + 2p_{(10)(10)}p_{(01)(01)}$ |
| 44 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/10)(00/10)}$ | $2p_{(11)(01)}p_{(00)(00)} + 2p_{(11)(10)}p_{(00)(00)} + 2p_{(10)(01)}p_{(01)(00)} + 2p_{(10)(00)}p_{(01)(01)}$ |
| 45 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/10)(00/00)}$ | $2p_{(11)(00)}p_{(00)(00)} + 2p_{(10)(00)}p_{(01)(00)}$ |
| 46 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/00)(11/11)}$ | $2p_{(10)(11)}p_{(00)(10)}$ |
| 47 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/00)(11/10)}$ | $2p_{(10)(11)}p_{(00)(10)} + 2p_{(00)(11)}p_{(10)(10)}$ |
| 48 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/00)(11/00)}$ | $2p_{(10)(10)}p_{(00)(00)}$ |
| 49 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/00)(10/11)}$ | $2p_{(10)(11)}p_{(00)(01)} + 2p_{(00)(11)}p_{(10)(10)}$ |
| 50 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/00)(10/10)}$ | $2p_{(10)(10)}p_{(00)(00)} + 2p_{(10)(10)}p_{(00)(00)} + 2p_{(10)(01)}p_{(01)(00)} + 2p_{(10)(00)}p_{(01)(01)}$ |
| 51 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/00)(10/00)}$ | $2p_{(10)(10)}p_{(00)(00)} + 2p_{(10)(00)}p_{(00)(00)}$ |
| 52 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/00)(00/11)}$ | $2p_{(10)(01)}p_{(00)(01)}$ |
| 53 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/00)(00/10)}$ | $2p_{(10)(01)}p_{(00)(00)} + 2p_{(10)(00)}p_{(00)(00)}$ |
| 54 | $H_1^1 H_0^1 / H_1^2 H_0^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(10/00)(00/00)}$ | $2p_{(10)(00)}p_{(00)(00)}$ |
| 55 | $H_0^1 H_0^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(00/11)(11/11)}$ | $P^2_{(01)(10)}$ |
| 56 | $H_0^1 H_0^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(00/11)(11/10)}$ | $2p_{(01)(11)}p_{(01)(10)}$ |
| 57 | $H_0^1 H_0^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(00/11)(11/00)}$ | $P^2_{(01)(10)}$ |
| 58 | $H_0^1 H_0^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(00/11)(10/11)}$ | $2p_{(01)(11)}p_{(01)(10)}$ |
| 59 | $H_0^1 H_0^1 / H_1^2 H_1^2$ | $C_1^1 C_0^1 / C_1^2 C_0^2$ | $n_{(00/11)(10/10)}$ | $2p_{(01)(11)}p_{(01)(01)} + p_{(01)(10)}p_{(01)(01)}$ |
Table 3: Observed 81 joint host-cancer SNP genotypes and their frequencies described in terms of their haplotype/diploype compositions.
we assume $H_1^1H_1^2$ from the host genome and $C_1^1C_1^2$ from the cancer genome as two risk haplotypes. This leads to nine different across-genome composite diplotypes. A mixture-based likelihood for quantitative genetic parameters $(\Omega_q)$ is formulated as

$$
\log L(\Omega_q|y, H, C, \hat{\Omega}_p) = \\
\sum_{i=1}^{n_{(11/11)(11/11)}} \log f_{AABB}(y_i) + \sum_{i=1}^{n_{(11/11)(10/10)}} \log f_{AABB}(y_i) + \sum_{i=1}^{n_{(11/11)(\bullet)}} \log f_{AABB}(y_i) \\
+ \sum_{i=1}^{n_{(\bullet)(11/11)}} \log[\omega_C f_{AABB}(y_i) + (1 - \omega_C) f_{AABB}(y_i)] \\
+ \sum_{i=1}^{n_{(\bullet)(10/10)}} \log f_{AABB}(y_i) + \sum_{i=1}^{n_{(\bullet)(\bullet)}} \log f_{AABB}(y_i) + \sum_{i=1}^{n_{(\bullet)(\bullet)}} \log f_{AABB}(y_i) \\
+ \sum_{i=1}^{n_{(\bullet)(10/10)}} \log[\omega_C f_{AABB}(y_i) + (1 - \omega_C) f_{AABB}(y_i)] \\
+ \sum_{i=1}^{n_{(10/10)(11/11)}} \log[\omega_H f_{AABB}(y_i) + (1 - \omega_H) f_{AABB}(y_i)] \\
+ \sum_{i=1}^{n_{(10/10)(\bullet)}} \log[\omega_H f_{AABB}(y_i) + (1 - \omega_H) f_{AABB}(y_i)] \\
+ \sum_{i=1}^{n_{(10/10)(\bullet)}} \log[\omega_H f_{AABB}(y_i) + (1 - \omega_H) f_{AABB}(y_i)] \\
+ \sum_{i=1}^{n_{(10/10)(10/10)}} \log[\omega_{AABB}^{(10/10)(10/10)} f_{AABB}(y_i) + \omega_{AABB}^{(10/10)(10/10)} f_{AABB}(y_i) \\
+ \omega_{AABB}^{(10/10)(10/10)} f_{AABB}(y_i) + \omega_{AABB}^{(10/10)(10/10)} f_{AABB}(y_i)],
$$

where

\begin{align*}
\frac{n_{(11/11)(\bullet)}}{} &= n_{(11/11)(11/10)} + n_{(11/11)(10/11)}, \\
\frac{n_{(11/11)(\bullet)(\bullet)}}{} &= n_{(11/11)(10/00)} + n_{(11/11)(10/00)} + n_{(11/11)(00/11)} + n_{(11/11)(00/10)} + n_{(11/11)(00/00)}, \\
\frac{n_{(\bullet)(11/11)}}{} &= n_{(11/10)(11/11)} + n_{(10/11)(11/11)}, \\
\frac{n_{(\bullet)(11/11)(11/11)}}{} &= n_{(11/00)(11/11)} + n_{(10/00)(11/11)} + n_{(10/10)(11/11)} + n_{(11/10)(11/11)} + n_{(00/00)(11/11)}, \\
\frac{n_{(\bullet)(\bullet)}}{} &= n_{(11/10)(11/10)} + n_{(11/10)(10/10)} + n_{(10/11)(11/11)} + n_{(10/10)(11/11)} + n_{(11/10)(10/10)} + n_{(11/10)(00/00)} \\
&+ n_{(10/11)(11/00)} + n_{(10/11)(10/00)} + n_{(11/11)(00/11)} + n_{(10/11)(00/10)} + n_{(10/11)(00/10)} + n_{(10/11)(00/00)},
\end{align*}
Algorithm is implemented to estimate these means and variance that maximize the likelihood. In the E step, we calculate the

\[ n(\bullet)(\bullet) = n(11/00)(11/10) + n(10/00)(11/10) + n(00/11)(11/10) + n(00/10)(11/10) + n(00/00)(11/10) + n(11/00)(11/10) + n(10/00)(11/11) + n(00/11)(10/11) + n(00/01)(10/11) + n(00/00)(10/11), \]

\[ n(\bullet\bullet)(\bullet) = n(11/00)(11/00) + n(11/00)(10/00) + n(11/00)(00/11) + n(11/00)(00/00) + n(11/00)(10/00) + n(11/00)(00/11) + n(11/00)(00/00) + n(11/00)(10/00) + n(00/11)(11/00) + n(00/11)(10/00) + n(00/11)(00/11) + n(00/11)(00/00) + n(00/11)(10/00) + n(00/01)(10/00) + n(00/01)(00/11) + n(00/01)(00/00) + n(00/01)(10/00) + n(00/00)(11/00) + n(00/00)(10/00) + n(00/00)(00/11) + n(00/00)(00/00) + n(00/00)(10/00) + n(00/00)(00/00), \]

\[ n(\bullet)(10/10) = n(11/10)(10/10) + n(10/11)(10/10), \]

\[ n(10/10)(\bullet) = n(11/10)(11/10) + n(10/10)(11/10), \]

\[ n(\bullet)(10/10) = n(11/00)(10/10) + n(10/00)(10/10) + n(00/11)(10/10) + n(00/10)(10/10) + n(00/00)(10/10), \]

\[ n(10/10)(\bullet\bullet) = n(11/10)(11/00) + n(11/10)(10/00) + n(11/10)(10/00) + n(10/11)(10/00) + n(10/10)(10/10) + n(01/10)(11/10). \]

\[ \omega_H = \frac{\hat{p}_{11P00}}{p_{11P00} + p_{10P01}}, \]

\[ \omega_C = \frac{\hat{p}_{11P00}}{p_{11P00} + p_{10P01}}, \]

\[ \omega^{(10/10)(10/10)}_{AABB} = \frac{P(11)(11)P(00)(00) + P(11)(00)P(00)(11)}{P_\circ}, \]

\[ \omega^{(10/10)(10/10)}_{AABB} = \frac{P(11)(10)P(00)(01) + P(11)(01)P(00)(10)}{P_\circ}, \]

\[ \omega^{(10/10)(10/10)}_{AABB} = \frac{P(10)(11)P(01)(00) + P(01)(11)P(10)(00)}{P_\circ}, \]

\[ \omega^{(10/10)(10/10)}_{AABB} = \frac{P(10)(10)P(01)(01) + P(10)(01)P(01)(10)}{P_\circ}. \]

In likelihood (17), we model \( f_{\bullet\bullet}(y) \) by a normal distribution with diplotype-specific mean \( \mu_{\bullet\bullet} \) and variance \( \sigma^2 \). The EM algorithm is implemented to estimate these means and variance that maximize the likelihood. In the E step, we calculate the posterior probability of a particular diplotype within a genotype for SNPs across the genomes using

\[ \Phi^{(11/11)(10/10)}_C = \frac{\omega_C f_{AABB}(y_i)}{\omega_C f_{AABB}(y_i) + (1 - \omega_C) f_{AABB}(y_i)} \]

\[ \Phi^{(10/10)(10/10)}_C = \frac{\omega_C f_{AABB}(y_i)}{\omega_C f_{AABB}(y_i) + (1 - \omega_C) f_{AABB}(y_i)} \]

\[ \Phi^{(11/11)(10/11)}_H = \frac{\omega_H f_{AABB}(y_i)}{\omega_H f_{AABB}(y_i) + (1 - \omega_H) f_{AABB}(y_i)} \]

\[ \Phi^{(10/10)(10/11)}_H = \frac{\omega_H f_{AABB}(y_i)}{\omega_H f_{AABB}(y_i) + (1 - \omega_H) f_{AABB}(y_i)} \]

\[ \Phi^{(11/11)(10/11)}_{AABB} = \frac{\omega_{AABB} f_{AABB}(y_i)}{\omega_{AABB} f_{AABB}(y_i) + (1 - \omega_{AABB}) f_{AABB}(y_i)}. \]
\[
\Phi_{AABB}^{(10/10)(10/10)}(i) = \frac{\omega_{AABB}^{(10/10)(10/10)} f_{AABB}(y_i)}{\Delta_i}
\]

\[
\Phi_{AABB}^{(10/10)(10/10)}(i) = \frac{\omega_{AABB}^{(10/10)(10/10)} f_{AABB}(y_i)}{\Delta_i}
\]

\[
\Phi_{AABB}^{(10/10)(10/10)}(i) = \frac{\omega_{AABB}^{(10/10)(10/10)} f_{AABB}(y_i)}{\Delta_i}
\]

with \(\Delta_i = \omega_{AABB}^{(10/10)(10/10)} f_{AABB}(y_i) + \omega_{AABB}^{(10/10)(10/10)} f_{AABB}(y_i) + \omega_{AABB}^{(10/10)(10/10)} f_{AABB}(y_i) + \omega_{AABB}^{(10/10)(10/10)} f_{AABB}(y_i)\).

In the M step, the quantitative genetic parameters are estimated by

\[
\mu_{AABB}^{(11/11)(11/11)} = \frac{\sum_{i=1}^{n(11/11)(11/11)} y_i}{n(11/11)(11/11)}
\]

\[
\mu_{AABB}^{(10/10)(10/10)} = \frac{\sum_{i=1}^{n(10/10)(10/10)} y_i + \sum_{i=1}^{n(11/11)(10/10)} \Phi_{C}^{(11/11)(10/10)} y_i}{n(10/10)(10/10) + n(11/11)(10/10)}
\]

\[
\mu_{AABB}^{(11/11)(10/10)} = \frac{\sum_{i=1}^{n(11/11)(10/10)} y_i + \sum_{i=1}^{n(11/11)(10/10)} (1 - \Phi_{C}^{(11/11)(10/10)}) y_i}{n(11/11)(10/10) + n(11/11)(10/10)}
\]

\[
\mu_{AABB}^{(10/10)(11/11)} = \frac{\sum_{i=1}^{n(10/10)(11/11)} y_i + \sum_{i=1}^{n(11/11)(10/10)} \Phi_{H}^{(10/10)(11/11)} y_i}{n(10/10)(11/11) + n(11/11)(10/10)}
\]

\[
\mu_{AABB}^{(10/10)(10/10)} = \frac{\sum_{i=1}^{n(10/10)(10/10)} y_i + \sum_{i=1}^{n(10/10)(10/10)} \Phi_{H}^{(10/10)(10/10)} y_i}{n(10/10)(10/10) + n(10/10)(10/10)}
\]

\[
\mu_{AABB}^{(11/11)(11/11)} = \frac{\sum_{i=1}^{n(11/11)(11/11)} y_i + \sum_{i=1}^{n(11/11)(11/11)} (1 - \Phi_{H}^{(10/10)(10/10)}) y_i + \sum_{i=1}^{n(11/11)(11/11)} \Phi_{H}^{(10/10)(11/11)} y_i + \sum_{i=1}^{n(11/11)(11/11)} \Phi_{H}^{(10/10)(11/11)} y_i}{n(11/11)(11/11) + n(11/11)(11/11) + n(10/10)(10/10) + n(10/10)(10/10)}
\]

\[
\mu_{AABB}^{(11/11)(10/10)} = \frac{\sum_{i=1}^{n(11/11)(10/10)} y_i + \sum_{i=1}^{n(11/11)(10/10)} (1 - \Phi_{H}^{(10/10)(10/10)}) y_i + \sum_{i=1}^{n(11/11)(10/10)} \Phi_{H}^{(10/10)(11/11)} y_i + \sum_{i=1}^{n(11/11)(10/10)} \Phi_{H}^{(10/10)(11/11)} y_i}{n(11/11)(10/10) + n(11/11)(10/10) + n(10/10)(10/10) + n(10/10)(10/10)}
\]

\[
\mu_{AABB}^{(10/10)(11/11)} = \frac{\sum_{i=1}^{n(10/10)(11/11)} y_i + \sum_{i=1}^{n(10/10)(11/11)} (1 - \Phi_{H}^{(10/10)(10/10)}) y_i + \sum_{i=1}^{n(10/10)(11/11)} \Phi_{H}^{(10/10)(11/11)} y_i + \sum_{i=1}^{n(10/10)(11/11)} \Phi_{H}^{(10/10)(11/11)} y_i}{n(10/10)(11/11) + n(10/10)(11/11) + n(10/10)(10/10) + n(10/10)(10/10)}
\]

\[
\mu_{AABB}^{(10/10)(10/10)} = \frac{\sum_{i=1}^{n(10/10)(10/10)} y_i + \sum_{i=1}^{n(10/10)(10/10)} (1 - \Phi_{H}^{(10/10)(10/10)}) y_i + \sum_{i=1}^{n(10/10)(10/10)} \Phi_{H}^{(10/10)(11/11)} y_i + \sum_{i=1}^{n(10/10)(10/10)} \Phi_{H}^{(10/10)(11/11)} y_i}{n(10/10)(10/10) + n(10/10)(10/10) + n(10/10)(11/11) + n(10/10)(11/11)}
\]
\[
\sigma^2 = \sum_{i=1}^{n_{(11)(11)/(11)}} (y_i - \mu_{AABB})^2 + \sum_{i=1}^{n_{(11)(11)/(●)}} (y_i - \mu_{AABB})^2 + \sum_{i=1}^{n_{(11)(11)/(●)}} (y_i - \mu_{AABB})^2
\]
\[
+ \sum_{i=1}^{n_{(11)(11)/(10/10)}} \left[ \Phi_{C_{(11/11)/(10/10)}}^C (y_i - \mu_{AABB})^2 + (1 - \Phi_{C_{(11/11)/(10/10)}}^C) (y_i - \mu_{AABB})^2 \right]
\]
\[
+ \sum_{i=1}^{n_{(11)/(11)}} (y_i - \mu_{AABB})^2 + \sum_{i=1}^{n_{(11)/(10)}} (y_i - \mu_{AABB})^2 + \sum_{i=1}^{n_{(10)/(11)}} (y_i - \mu_{AABB})^2
\]
\[
+ \sum_{i=1}^{n_{(10)/(11)}} \left[ \Phi_{C_{(10/10)/(11/11)}}^C (y_i - \mu_{AABB})^2 + (1 - \Phi_{C_{(10/10)/(11/11)}}^C) (y_i - \mu_{AABB})^2 \right]
\]
\[
+ \sum_{i=1}^{n_{(10)/(10)}} (y_i - \mu_{AABB})^2 + \sum_{i=1}^{n_{(10)/(10)}} (y_i - \mu_{AABB})^2 + \sum_{i=1}^{n_{(10)/(10)}} (y_i - \mu_{AABB})^2
\]
\[
+ \sum_{i=1}^{n_{(10)/(10)}} \left[ \Phi_{H_{(10/10)/(11/11)}}^H (y_i - \mu_{AABB})^2 + (1 - \Phi_{H_{(10/10)/(11/11)}}^H) (y_i - \mu_{AABB})^2 \right]
\]
\[
+ \sum_{i=1}^{n_{(10)/(10)}} \left[ \Phi_{H_{(10/10)/(10/10)}}^H (y_i - \mu_{AABB})^2 + (1 - \Phi_{H_{(10/10)/(10/10)}}^H) (y_i - \mu_{AABB})^2 \right]
\]
\[
+ \sum_{i=1}^{n_{(10)/(10)}} \left[ \Phi_{AABB_{(10/10)/(10/10)}}^A (y_i - \mu_{AABB})^2 + \Phi_{AABB_{(10/10)/(10/10)}}^A (y_i - \mu_{AABB})^2 \right]
\]
\[
+ \Phi_{AABB_{(10/10)/(10/10)}}^A (y_i - \mu_{AABB})^2 + \Phi_{AABB_{(10/10)/(10/10)}}^A (y_i - \mu_{AABB})^2, \tag{19}
\]

A loop of the E and M steps is formulated between equations (18) and (19) to obtain the MLEs of the genotypic values and variance.

For a practical data set, risk haplotypes are unknown. A combinatorial approach is used to detect an optimal combination of risk haplotypes derived from the host and cancer genomes. This can be chosen from all 16 possible combinations. The combination that gives the largest likelihood is considered as the best risk-haplotype combination. Under such an optimal combination, we estimate genotypic values of the composite diplotype including \( \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB}, \mu_{AABB} \). From the estimated \( \mu \ldots \) values, we can then solve the additive, dominance, and epistatic effects between haplotypes from the two genomes using a system of equations (13).

**Hypothesis Tests**

It is imperative to know how different SNPs are associated within and between the host and cancer genomes and how haplotypes trigger cancer susceptibility singly or epistatically across different genomes. Two kinds of major hypotheses can be made to address these questions.

**Linkage Disequilibrium Tests:** The association between different SNPs within each genome and between two dif-
different genomes by testing their linkage disequilibria (LD). For example, the LD between four SNPs from the two genomes as shown in Table 1 can be tested using the two hypotheses as follows:

\[
\begin{align*}
H_0 : & \quad D_{H_1 H_2} = D_{C_1 C_2} = D_{H_1 C_1} = D_{H_1 C_2} = D_{H_2 C_1} = D_{H_2 C_2} = D_{H_1 H_2 C_1} \\
& \quad = D_{H_1 H_2 C_2} = D_{H_1 C_1 C_2} = D_{H_2 C_1 C_2} = D_{H_1 H_2 C_1 C_2} = 0 \\
H_1 : & \quad \text{At least one of the LD above is not equal to zero.}
\end{align*}
\]  

The log-likelihood ratio test statistic for the significance of LD is calculated by comparing the likelihood values under the \( H_1 \) (full model) and \( H_0 \) (reduced model) using

\[
\text{LR}_D = -2 \log L(\hat{p}_{k_1}, \hat{p}_{k_2}, \hat{p}_{l_1}, \hat{p}_{l_2}, \text{LD} = 0|H, C) - \log L(\hat{\Theta}_p|H, C)
\]  

where \( \hat{p}_{k_1}, \hat{p}_{k_2}, \hat{p}_{l_1}, \) and \( \hat{p}_{l_2} \) are the MLEs of allele frequencies at four SNPs from the two genomes. The LR calculated under the \( H_0 \) and \( H_1 \) hypotheses is considered to asymptotically follow a \( \chi^2 \) distribution with the degrees of freedom (11) equal to the differences in the number of unknown parameters between the alternative and null hypotheses.

It is also interesting to test whether the linkage disequilibria of a different particular order are significant. This can be done by formulating the null hypotheses:

\[
\begin{align*}
H_0 : & \quad D_{H_1 H_2} = D_{C_1 C_2} = D_{H_1 C_1} = D_{H_1 C_2} = D_{H_2 C_1} = D_{H_2 C_2} = 0 \\
H_1 : & \quad \text{At least one of the LD above is not equal to zero.}
\end{align*}
\]  

for the digenic LD,

\[
\begin{align*}
H_0 : & \quad D_{H_1 H_2 C_1} = D_{H_1 H_2 C_2} = D_{H_1 C_1 C_2} = D_{H_2 C_1 C_2} = 0 \\
H_1 : & \quad \text{At least one of the LD above is not equal to zero.}
\end{align*}
\]  

for the trigenic LD, and

\[
\begin{align*}
H_0 : & \quad D_{H_1 H_2 C_1 C_2} = 0 \\
H_1 : & \quad D_{H_1 H_2 C_1 C_2} \neq 0,
\end{align*}
\]  

for the quadrigenic LD.

Each LD can also be tested separately. Under the null hypothesis of no LD, haplotype frequencies are estimated with the same EM algorithm derived to estimate the frequency parameters under the alternative hypothesis, except for the constraint posed on the relationships of haplotype frequencies under the null hypothesis. Depending on which type of LD is tested, these constraints can be obtained from equations (1)–(11), respectively.

**Genome-Genome Epistasis Tests:** The significance of an assumed risk haplotype for its effect on cancer susceptibility should be tested by formulating the following hypotheses, expressed as

\[
\begin{align*}
H_0 : & \quad \mu_{AABB} = \mu_{AABB} = \mu_{AABB} = \mu_{AABB} = \mu_{AABB} = \mu_{AABB} \\
& \quad = \mu_{AABB} = \mu_{AABB} = \mu_{AABB} = \mu_{AABB} = \mu \\
H_1 : & \quad \text{At least one equality in } H_0 \text{ does not hold}
\end{align*}
\]
The log-likelihood ratio test statistic (LR$_A$) under these two hypotheses can be similarly calculated. The LR$_A$ may asymptotically follow a $\chi^2$ distribution with eight degrees of freedom. However, the approximation of a $\chi^2$ distribution may be inappropriate when some regularity conditions, such as normality and uncorrelated residuals, are violated. The permutation test approach (Churchill and Doerge 1994), which does not rely upon the distribution of the LR$_A$, may be used to determine the critical threshold for determining the existence of risk haplotypes.

Different genetic effects, such as the additive, dominance, and additive $\times$ additive, additive $\times$ dominance, dominance $\times$ additive, and dominance $\times$ dominance effects between haplotypes from the host and cancer genomes can also be tested individually, with respective null hypotheses formulated as

\begin{align*}
H_0: a_{i} &= 0, \\
H_0: a_{c} &= 0, \\
H_0: d_{i} &= 0, \\
H_0: d_{c} &= 0, \\
H_0: i_{aa} &= 0, \\
H_0: i_{ad} &= 0, \\
H_0: i_{da} &= 0, \\
H_0: i_{dd} &= 0,
\end{align*}

under these two hypotheses can be similarly calculated. The LR$_A$ may asymptotically follow a $\chi^2$ distribution with eight degrees of freedom. However, the approximation of a $\chi^2$ distribution may be inappropriate when some regularity conditions, such as normality and uncorrelated residuals, are violated. The permutation test approach (Churchill and Doerge 1994), which does not rely upon the distribution of the LR$_A$, may be used to determine the critical threshold for determining the existence of risk haplotypes.

The parameter estimation under each of these null hypotheses can be obtained using the same EM algorithm as described for the alternative hypothesis (full model) of equation (25), with a constraint derived from a system of equations (13). The critical thresholds for these individual effects (26)–(33) can be determined on the basis of simulation studies.

**Computer Simulation**

The statistical behavior of the model proposed for cancer gene identification is investigated through simulation studies. We simulate a HWE population of cancer individuals in which a set of SNPs from the host genome are associated with a different set of SNPs from the cancer genome. The haplotypes of these SNPs within and across the genomes trigger main and interaction effects on the susceptibility of a cancer. The allele frequencies of two of the SNPs from each genome and their linkage disequilibria of different orders are given in Table 4. Four sample sizes from modest (200) to intermediate (400) to large (800) to very large (2000) are considered. These population genetic parameters that specify the distribution and diversity of haplotypes can be well estimated with the model. A modest sample size is adequate for estimating allele frequencies and digenic linkage disequilibria. An intermediate to large sample size is needed to estimate higher-order linkage disequilibria. Especially, to precisely estimate quadrigenic linkage disequilibrium, a sample of 2000 is recommended (Table 4).

| Parameters | True | 200   | 400   | 800   | 2000  |
|------------|------|-------|-------|-------|-------|
| $p_{H_i}^H$ | 0.6  | 0.6004(0.0023) | 0.6019(0.0017) | 0.5995(0.0012) | 0.5993(0.0007) |
| $p_{H_i}^C$ | 0.5  | 0.5018(0.0025) | 0.4987(0.0018) | 0.4980(0.0013) | 0.5003(0.0008) |
| $p_{C_j}^H$ | 0.5  | 0.4981(0.0023) | 0.5018(0.0018) | 0.5017(0.0014) | 0.5005(0.0007) |
| $p_{C_j}^C$ | 0.4  | 0.3976(0.0024) | 0.4033(0.0015) | 0.3991(0.0015) | 0.3998(0.0008) |
| $D_{H_iH_j}$ | 0.08 | 0.0778(0.0014) | 0.0790(0.0010) | 0.0797(0.0007) | 0.0796(0.0005) |
| $D_{C_iC_j}$ | 0.08 | 0.0785(0.0016) | 0.0809(0.0009) | 0.0799(0.0007) | 0.0808(0.0005) |
| $D_{H_iC_j}$ | 0.05 | 0.0504(0.0017) | 0.0516(0.0012) | 0.0494(0.0007) | 0.0498(0.0005) |
| $D_{H_iC_j}$ | 0.05 | 0.0482(0.0016) | 0.0499(0.0009) | 0.0493(0.0008) | 0.0499(0.0004) |
| $D_{H_iC_j}$ | 0.05 | 0.0468(0.0016) | 0.0506(0.0010) | 0.0505(0.0008) | 0.0501(0.0005) |
| $D_{H_iC_j}$ | 0.05 | 0.0489(0.0017) | 0.0493(0.0010) | 0.0495(0.0009) | 0.0496(0.0005) |
| $D_{H_iC_j}$ | 0.02 | 0.0193(0.0009) | 0.0197(0.0006) | 0.0195(0.0005) | 0.0198(0.0003) |
| $D_{H_iC_j}$ | 0.02 | 0.0194(0.0010) | 0.0215(0.0006) | 0.0206(0.0004) | 0.0199(0.0003) |
| $D_{H_iC_j}$ | 0.02 | 0.0202(0.0009) | 0.0201(0.0007) | 0.0201(0.0004) | 0.0206(0.0003) |
| $D_{H_iC_j}$ | 0.02 | 0.0198(0.0009) | 0.0195(0.0007) | 0.0198(0.0004) | 0.0200(0.0003) |
| $D_{H_iC_j}$ | 0.01 | 0.0098(0.0006) | 0.0094(0.0004) | 0.0096(0.0003) | 0.0102(0.0001) |

**Table 4:** The MLEs of population genetic parameters for two host SNPs and two cancer SNPs and the standard deviations of the estimates (in parentheses) in a simulated cancer population of varying sampling sizes. The results were obtained from 200 simulation replicates.
For the assumed population in which multiple SNPs are typed, a quantitative trait that describes cancer susceptibility was simulated, following a normal distribution with means depending on composite diplotypes of SNPs and a residual variance. The genotypic values of composite diplotypes are determined by assuming specific values for the additive, dominance and epistatic effects of haplotypes on the cancer trait. Composite diplotypes are formed by assuming two risk haplotypes for the SNPs, one from the host genome \( H_1^1H_1^2 \) and the second from the cancer genome \( C_1^1C_2^2 \). The genotypic values of a total of 16 composite diplotypes, along with their probabilities calculated from haplotype frequencies, are used to compute the genetic variance. The residual variance is then determined by assuming different heritability levels (0.1 and 0.4).

| Host       | Cancer                      |
|------------|-----------------------------|
|            | \( C_1^1C_1^2 \) | \( C_1^1C_2^0 \) | \( C_0^1C_1^2 \) | \( C_0^1C_2^0 \) |
| \( H_1^1H_1^2 \) | -561.96 | -568.55 | -571.42 | -562.05 |
| \( H_1^1H_0^2 \) | -564.33 | -574.81 | -577.29 | -570.54 |
| \( H_0^1H_1^2 \) | -564.82 | -576.77 | -579.90 | -573.42 |
| \( H_0^1H_0^2 \) | -563.40 | -577.65 | -578.03 | -564.63 |

**Table 5:** Log-likelihood values for different combinations of risk haplotypes from the host and cancer genomes in a simulated cancer population of 200 subjects with a heritability of 0.1.

Table 5 gives the log-likelihoods of population and quantitative genetic parameters by assuming different combinations of risk haplotypes from the host and cancer genomes for simulation data with sample size 200 and heritability 0.1. It can be seen that risk haplotype combination \( H_1^1H_2^2 \) \( C_1^1C_2^2 \) corresponds to the maximum likelihood among all possible combinations, suggesting that the model has correctly selected risk haplotypes. It appears that the power to correctly select the optimal combination of risk haplotypes is very high, even when a modest sample size and/or heritability is assumed (data not shown). The model provides reasonable estimates of quantitative genetic parameters (Table 6). The estimation precision of parameters increases with sample size and heritability. For the additive genetic effects, a modest sample size (200) is quite enough even when the heritability is low (0.1). The good estimation of dominance genetic effects needs an intermediately large sample size (400 or more) for a small heritability. Epistasis, especially the dominance \( \times \) dominance interaction, can be reasonably estimated when a large sample size (2000) is used. This is especially true for a small heritability.
$H^2 = 0.4$

|        |     |     |     |     |     |
|--------|-----|-----|-----|-----|-----|
| $a_H$  | 1.0 | 0.93(0.0354) | 1.03(0.0213) | 1.00(0.0075) | 1.01(0.0032) |
| $a_C$  | 0.8 | 0.83(0.0366) | 0.79(0.0205) | 0.79(0.0083) | 0.80(0.0036) |
| $d_H$  | 0.5 | 0.29(0.0508) | 0.48(0.0224) | 0.49(0.0110) | 0.48(0.0041) |
| $d_C$  | 0.8 | 0.70(0.0425) | 0.81(0.0235) | 0.79(0.0102) | 0.76(0.0044) |
| $i_{aa}$ | 0.6 | 0.48(0.0390) | 0.62(0.0203) | 0.60(0.0083) | 0.59(0.0032) |
| $i_{ad}$ | 0.5 | 0.60(0.0430) | 0.46(0.0249) | 0.50(0.0091) | 0.50(0.0039) |
| $i_{da}$ | 0.5 | 0.45(0.0439) | 0.53(0.0256) | 0.49(0.0109) | 0.49(0.0040) |
| $i_{dd}$ | 0.4 | 0.61(0.0501) | 0.42(0.0281) | 0.43(0.0128) | 0.44(0.0053) |

Table 6: The MLEs of quantitative genetic parameters of haplotypes for SNPs typed from the host and cancer genomes and the standard deviations of the estimates (in parantheses) in a simulated cancer population of varying sampling sizes and heritabilities. The results were obtained from 200 simulation replicates.

**Discussion**

Despite painstaking cumulative efforts to fight against cancer by researchers worldwide in the past five decades, we have still not achieved substantial progress in diagnosis, prevention and treatment of this disease. The latest research, however, has found a possibility to treat, control and prevent cancer by using gene therapy. The successful use of this technique relies on our profound understanding of the genetic architecture of cancer susceptibility and progression. When tremendous progress in genotyping and sequencing the human genome and cancer genome has taken place, we are now in a great position to study the genetic control mechanism of cancer. In this article, we have developed a statistical model for characterizing DNA sequence variants that encode cancer susceptibility.

The novelty of the model lies in three aspects. First, we incorporate the latest discovery of cancer genetics into the model that gene mutation cause cancer (Jallepalli and Lengauer, 2001; Stock and Bialy, 2002; Balman et al., 2003; Greenman et al., 2007). The model is not only able to characterize how gene mutation in the cancer genome acts to regulate cancer, but also can detect the genetic interactions between the host genes and cancer mutation. The model allows the test of haplotype distribution and diversity in the cancer population and patterns of genetic actions and interactions. Second, the model is integrated with multilocus SNP data, detecting cancer genes at the DNA sequence level (Liu et al., 2004; Wu and Lin, 2008). This will provide significant insights into the genetic regulation mechanisms of cancer and cloning of cancer genes. Third, the model was built on the interactions of genes between different genomes. Modeling genome-genome interactions has received an increasing interest in studying the genetic architecture of seed development (Cui and Wu, 2006) and pathogenesis (Foster et al., 2003; Wang et al., 2005).

The model was investigated in terms of its statistical behavior through simulation studies. Different schemes of simulation that consider varying sample sizes and heritabilities were used. The estimation precision of parameters and the power to detect genetic variants for cancer was explored under different schemes. The results from simulation provide scientific support for the model to be used for cancer gene identification in practical data sets. Although we did not include real data to validate our model, the statistical design and algorithm proposed in this work will help cancer geneticists and clinicians launch a novel experiment to test hypotheses about the genetic control of cancer.

This article presents a framework for haplotyping cancer genes, and its extension to including genes × environment interactions, haplotyping in a case-control study, genetic imprinting, and an arbitrary number of SNPs will be possible. As an inherited disease, genetic research of cancer is beneficial from an informative family-structured design in which one or both of the parents and offspring are sampled simultaneously. The general principle of haplotyping genome-genome interactions can be used for such a family design, facilitating our understanding of cancer genetics. Also, cancer can be better viewed as a dynamic trait which undergoes marked developmental transition. Functional mapping advocated by our group (Ma et al., 2002; Liu et al., 2005; Wu and Lin, 2006) can be implemented into the haplotyping model to explore the developmental change of genetic control of cancer in time course. In this article, we focus on the “gene-mutation hypothesis” of cancer formation when the epistatic model was derived. Other hypotheses, such as “aneuploidy hypothesis of cancer” (Stock and
Bialy, 2002), should also be integrated into the model, to better understand the genetic mechanisms of cancer formation and progression. The model that incorporate the aneuploidy control of cancer will be reported in other articles.

The preparation of this manuscript is partially supported by Joint NSF/NIH grant DMS/NIGMS-0540745.
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