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Abstract

In a recent letter, a simple method was proposed to generate solvable models that predict the critical properties of statistical systems in hyperspherical geometries. To that end, it was shown how to reduce a random walk in $D$ dimensions to an anisotropic one-dimensional random walk on concentric hyperspheres. Here, I construct such a random walk to model the adsorption-desorption transition of polymer chains growing near an attractive cylindrical boundary such as that of a cell membrane. I find that the fraction of adsorbed monomers on the boundary vanishes exponentially when the adsorption energy decreases towards its critical value. When the adsorption energy rises beyond a certain value above the critical point whose scale is set by the radius of the cell, the adsorption fraction exhibits a crossover to a linear increase characteristic to polymers growing near planar boundaries.

PACS numbers: 05.20.-y, 05.40.+j, 05.50.+q
1 Introduction

The study of polymers is rightfully popular with experimentalist and theorist alike.[1, 2] Their diversity and practical importance in biology and chemistry makes experimental investigations rewarding. The variety and complexity of polymeric systems arising from a few simple building blocks inspires much theoretical and numerical work using techniques such as scaling,[3] renormalization group,[4] and Monte Carlo calculations.[5] While we are far from a solvable first-principles model of polymer systems resembling reality, the conception of simplified statistical models might allow us to capture elementary aspects of some of the critical phenomena exhibited by real polymers. Thus, even simple models of polymers, like any solvable statistical model with nontrivial critical behavior, warrants attention because of the insight granted into the interplay of fundamental properties such as the range of forces, the symmetries of the system, and geometrical constraints.[6]

The simplest polymer system is that of an unbranched chain of monomers embedded in some volume. While practically difficult to obtain, it is simple to model this system by a self-avoiding random walk (SAW).[7] The properties of random walk models can easily be studied numerically, and in some cases even analytically.[8] In this paper, I present the study of a polymer growing in the neighborhood of an attractive boundary. The properties of this polymer can be derived analytically when modeled as a directed SAW on a lattice that only allows for rectangular turns. Earlier investigations have focused on a polymer growing in the neighborhood of a planar boundary.[9] Here, I use a recently proposed model for random walks on a hyperspherical lattice to extend the theory to $D$-dimensional hyperspherical boundaries.[10] I then give a detailed discussion of the solution for the adsorption fraction of an infinitely long polymer, $P(\kappa)$, at an attractive cylindrical boundary with a potential $\kappa$.[11] Here, the adsorption fraction is nonvanishing only if the attractive potential on the boundary is larger than a critical value $\kappa_c$. I show that the critical properties of the adsorption fraction in this case are profoundly different to those found near planar boundaries. While the adsorption fraction scales linearly at a planar boundary, I find for $m \ll 1$ that there is a crossover between linear and exponential scaling when $m \Delta \kappa \sim 1$. That is, if $m \Delta \kappa \ll 1$, then Eq. (1) holds, while linear scaling is obtained as soon as $m \Delta \kappa \gg 1$.

The simplicity of the dynamics in this new random walk model, and the nontrivial phenomena obtained from it, raise interesting questions regrading the universal properties of this lattice. According to universality,[12] at the critical transition only a few fundamental properties of the system determine its behavior. In this model, the critical behavior arises from the balance between a short-range attractive potential and the spatial entropy. I argue

\[ P(\kappa) \sim \frac{4}{81} \frac{e^{-\frac{8}{9(m+1)\Delta \kappa}}}{(m+1)\Delta \kappa^2}. \]
that the entropy at the critical point is sufficiently well represented by a hyperspherical lattice. It has been shown that such a lattice reproduces all the universal features expected of lattices. [10] The critical behavior obtained on this lattice for rotationally symmetric systems should therefore reflect the universal critical behavior of the system. The advantage of random walks on hyperspheres is to describe the critical behavior in a minimal and tractable way in comparison, for example, to a far more structured hypercubic lattice.

In the following section, I generalize the theory for a polymer growing at an attractive boundary in a $D$-dimensional hyperspherical geometry. In Sec. III, I discuss the theory for the special cases $D = 1$, 2, and 3. In Sec. IV, I analyze in detail the solution obtained for $D = 2$, the case of an attractive cylindrical boundary. I evaluate the solution asymptotically near the critical point to derive Eq. (1). Finally, in Sec. V I discuss some implications of my findings.
2 Directed Walk Model for the Polymer Adsorption Transition

In this paper I want to describe the growth of a single-stranded polymer at an attractive hyperspherical boundary. The boundary is considered to be impenetrable. The first monomer in this polymer chain is grafted to the boundary. New monomers are added to the end of the existing polymer chain in a random fashion. The addition of each monomer obtains a fugacity of $z$, while the addition of a monomer on the boundary yields an energy gain for the system of $\kappa \geq 1$. For simplicity, I want the polymer to be stretched out (directed) along the boundary to avoid self-interaction and excluded-volume effects.

Polymers in solution at an attractive boundary undergo an adsorption-desorption transition at a critical value of the attractive potential, $\kappa_c$. From the theory for a single-stranded polymer it is found that $P(\kappa)$, the fraction of adsorbed monomers in the limit of an infinitely long polymer, attains a finite value only for $\kappa$ larger than $\kappa_c$. Here, I am interested in the critical properties of the adsorption fraction for a polymer as a function of the curvature of the attractive boundary.

The growth process of a polymer can be modeled as a directed, $D+1$-dimensional random walk in a $D$-dimensional hyperspherical geometry. (The extra dimension refers to the time coordinate of the walk which corresponds to the length $L$ of the polymer extending alongside the $D$-dimensional hyperspherical boundary.) I choose for this random walk to occur on a lattice consisting of a set of concentric hyperspherical surfaces, $S_n$, equally spaced in units of a monomer length. The innermost surface $S_m$, $m \geq 0$, representing the attractive boundary, has an integer radius of $m$ in monomer units, the next surface $S_{m+1}$ has a radius of $m+1$, and so on. The (virtual) surface area of the $n$th surface is

$$S_n = \frac{2\pi^{D/2}}{\Gamma(D/2)} n^{D-1}. \quad (2)$$

The walker resides before each step in some region $n \geq m$ between the surface $S_n$ and the surface $S_{n+1}$. In general, the statistical weights for proceeding are dependent on the location of the walker and the direction of the next step due to the anisotropy of the spherical geometry. A step parallel to the boundary to stay in region $n$ is taken with some weight $P_{\text{stay}}(n)$, while the weights for the walker to either move outward to region $n+1$ or move inward to region $n-1$ may be given by $P_{\text{out}}(n)$ and $P_{\text{in}}(n)$, respectively. For the case of a cylindrical boundary, $D = 2$, such a walk is shown in Fig. 1.

For a growing polymer or a random walker above a convex boundary like that of a $D$-dimensional hypersphere, there is on each step always more “open space” (i. e. accessible states) available in proceeding outward than in proceeding inward. This anisotropy is more pronounced for stronger curved boundaries, i. e. increasing $D$. A walker anywhere in region $n$ has for an inbound step a number of target states available that is proportional to the virtual surface area $S_n$ that is traversed. For an outbound step, the number of states available is proportion to the area $S_{n+1}$. Using Eq. (2), this effect can be accounted for by
assigning\(\text{[1]}\) for all \(n > m\)

\[
P_{\text{stay}}(n) \equiv 1,
\]

\[
P_{\text{in}}(n) = \frac{2S_n}{S_n + S_{n+1}} = \frac{2n^{D-1}}{n^{D-1} + (n + 1)^{D-1}},
\]

\[
P_{\text{out}}(n) = \frac{2S_{n+1}}{S_n + S_{n+1}} = \frac{2(n + 1)^{D-1}}{n^{D-1} + (n + 1)^{D-1}},
\]

whereas on the boundary \(S_m\), I choose

\[
P_{\text{stay}}(m) = 1, \quad P_{\text{in}}(m) = 0, \quad P_{\text{out}}(m) = 1.
\]

Note, that the walk is prohibited from reaching inward from region \(m\) by setting \(P_{\text{in}}(m) = 0\). The walk starts in region \(m\). Every step is further weighted with a factor \(z\), and each parallel step inside the region \(m\) acquires an additional factor of \(\kappa\).

A walk with \(L > 0\) parallel steps has reached \(L\) levels, \(\{h_i\}_{i=1}^{L+1}, h_i \geq m\), above or at the boundary. I want to restrict these walks such that \(|h_{i+1} - h_i| \leq 1, 0 \leq i \leq L\). This restriction on the directed walk, in the spirit of a restricted solid-on-solid model (RSOS), has no impact on the critical behavior of the system for an ensemble average of walks of all length \(L\). But this restriction implies that each random step that leads into a radial direction must be followed by a deterministic parallel step. Thus, while the walk in Fig. 1 consists of \(N = 26\) links, only \(L = 14\) random choices of levels \(h_i, 1 \leq i \leq L\), were require.

A transfer matrix \(T_{h_{i+1},h_i}\) that describes the transition of the walker from the \(i\)th to the \((i + 1)\)st level is then given by

\[
T_{j,i} = z^{|j-i|}\kappa^{\delta_{m,j}} [P_{\text{stay}}(i)\delta_{j,i} + P_{\text{out}}(i)\delta_{j-1,i} + P_{\text{in}}(i)\delta_{j+1,i}] .
\]

The transfer matrix \(T\) is in general asymmetric because of the anisotropy of the hyperspherical geometry. It is symmetric only for the case of a planar geometry, \(D = 1\), where \(P_{\text{in}} \equiv P_{\text{out}}\). The total statistical weight of a certain walk configuration is then given by

\[
z^L \delta_{m,h_0}T_{h_1,h_0}T_{h_2,h_1} \ldots T_{h_L,h_{L-1}},
\]

such that the partition function \(Z_L\) for all walks extending \(L\) parallel steps away from the starting point is

\[
Z_L = z^L \tilde{b}^{(i)}T^L \tilde{e},
\]

where \(\tilde{b}^{(i)}\) and \(\tilde{e}\) are vectors accounting for beginning and end effects. The total partition function for walks of all length, \(Z = \sum_{L=1}^{\infty} Z_L\), then evaluates to

\[
Z(z, \kappa) = z \tilde{b}^{(i)}T(1 - zT)^{-1} \tilde{e}.
\]

For any given \(\kappa\), if \(\lambda_{\text{max}}(\kappa, z)\) is the largest eigenvalue of \(T\), then \(Z\) diverges for \(z \nearrow z_\infty(\kappa)\), where \(z_\infty(\kappa)\) is defined by

\[
1 = z_\infty(\kappa)\lambda_{\text{max}}(\kappa, z_\infty(\kappa)).
\]

\(^1\) Overall factors are chosen to conform to Ref. \text{[1]} when \(D = 1\) or \(m \to \infty\).
The average length of a walk is usually defined to be

$$\langle N(z, \kappa) \rangle = z \partial_z \ln Z(z, \kappa), \quad (10)$$

whereas the average number of steps taken on the boundary can be obtained through

$$\langle N_s(z, \kappa) \rangle = \kappa \partial_\kappa \ln Z(z, \kappa). \quad (11)$$

Both, $\langle N \rangle$ and $\langle N_s \rangle$, diverge like some power of $1/[z_\infty(\kappa) - z]$ for $z \nearrow z_\infty(\kappa)$. Thus, for $z \nearrow z_\infty(\kappa)$, the limit is obtained where the average polymer is infinitely long. At the same time, $\langle N_s \rangle$ refers to the number of monomers which are adsorbed on the boundary as a function of the attractive boundary potential $\kappa$. The fraction of adsorbed monomers $P(\kappa)$ is given by

$$P(\kappa) = \lim_{z \nearrow z_\infty(\kappa)} \frac{\langle N_s(z, \kappa) \rangle}{\langle N(z, \kappa) \rangle} = - \frac{\kappa}{z_\infty(\kappa)} \frac{dz_\infty(\kappa)}{d\kappa}. \quad (12)$$

Thus, $z_\infty(\kappa)$ marks a line in the $(\kappa, z)$-plane for which $P(\kappa)$ is defined.

While this random walk model is in its details only a crude description of a polymer growing in a continuum, it can be expected that the critical properties of the polymer system in the infinite chain limit is well approximated by such a model. The critical properties of the polymer system arise from the balance between the entropy of all possible polymer (or walk) configurations in the space above the boundary and the energy gained in the attractive potential on the boundary. One might anticipate that the critical properties of this system will vary in an interesting way as a function of the curvature of the boundary. For instance, the more the boundary is curved, the larger is the space available for walk configurations away from the boundary and, therefore, the larger is the entropy. I will show that for a curved boundary the critical transition is substantially weaker than in the case of a planar boundary.

### 3 The Adsorption Problem for Planar, Cylindrical, and Spherical Boundaries

In this section, I use generating function techniques to derive a differential equation that has to be solved to obtain the spectrum of the transfer matrix $T$. First, I discuss the differential operator for arbitrary $D$. Then, I examine the differential equation for the special cases of $D = 1, 2,$ and $3$.

To determine the spectrum $\lambda$ of the transfer matrix $T$, I insert the weights in Eqs. (3-4) into Eq. (5), leading to the eigenvalue problem

$$\lambda g_n = \sum_{i=m+1}^{\infty} T_{n,i} g_i$$
This system always has a continuous spectrum, independent of $\kappa$, but the spectrum contains bound states only for a certain range of $\kappa$. If for a neighborhood of a value of $\kappa$ the largest eigenvalue $\lambda_{\text{max}}$ is given by the upper bound on the continuous spectrum, then the adsorption fraction vanishes due to Eq. (12), since $\lambda_{\text{max}}$ and thus $z_{\infty}$ does not vary with $\kappa$. On the other hand, if a bound state exists, its eigenvalue usually varies as a function of $\kappa$ and is larger than the continuous spectrum, which leads to a nonvanishing adsorption fraction. Thus, the existence of bound states will prove to be the criterion for the appearance of an adsorbed phase for the polymer. A bound state has to satisfy a condition ensuring that the likelihood of finding the walker in far-out regions $n \to \infty$ is diminishing sufficiently fast, i.e.,

$$g_n \to 0 \text{ for } n \to \infty.$$  

It is convenient to define

$$g_n = \begin{cases} 
\left[ n^{D-1} + (n + 1)^{D-1} \right] h_n, & n > m; \\
2(m + 1)^{D-1} h_m, & n = m. 
\end{cases}$$  

Then, Eqs. (13) reduce to

$$0 = (1 - \lambda) \left[ n^{D-1} + (n + 1)^{D-1} \right] h_n + 2z n^{D-1} h_{n-1} + 2z(n + 1)^{D-1} h_{n+1}, \quad n > m,$$

and

$$0 = (\kappa - \lambda) h_m + \kappa z h_{m+1}.$$  

To simplify the analysis of this problem, I define the generating functions

$$G(x) = \sum_{n=m}^{\infty} g_n x^n,$$  

and

$$H(x) = \sum_{n=m}^{\infty} h_n x^n.$$  

Using the identity

$$\sum_n n^i x^n h_n = (x \partial_x)^i \sum_n x^n h_n,$$

$G(x)$ can be formally obtained from $H(x)$ via

$$G(x) = \left[ (x \partial_x)^{D-1} + \frac{1}{x} (x \partial_x)^{D-1} x \right] H(x) - \left[ (x \partial_x)^{D-1} - \frac{1}{x} (x \partial_x)^{D-1} x \right] x^m h_m,$$

when $D$ is a positive integer. Note that $(x \partial_x)^{D-1} x^m = m^{D-1} x^m$ for $m > 0$ or $D > 1$, but that $(x \partial_x)^{D-1} x^m = 1$ for $D = 1$ and $m = 0$. The eigenvalue problem can be converted from
a difference equation for $h_n$ into a differential equation for $H(x)$. The condition in Eq. (14) on $g_n$ translates into an analyticity condition on $G(x)$: The exponentially growing solutions for $g_n$ in Eq. (13) are averted, if and only if $G(x)$ has no singularities for $|x| < 1$. Thus, one obtains bound states exactly when singularities of $G(x)$ appear inside of the unit circle with eigenvalues that are determined by a condition that cancels these singularities.

The differential form of the eigenvalue problem is obtained by multiplying Eq. (16) with $x^n$ and summing from $n = m + 1$ to $n = \infty$:

$$0 = (1 - \lambda) \left[ \sum_{n=m+1}^{\infty} n^{D-1}x^n h_n + \sum_{n=m+1}^{\infty} (n + 1)^{D-1} x^n h_n \right]$$

$$+ 2z \sum_{n=m+1}^{\infty} n^{D-1} x^n h_{n-1} + 2z \sum_{n=m+1}^{\infty} (n + 1)^{D-1} x^n h_{n+1}. \quad (22)$$

After shifting indices and applying the identity in Eq. (20), one gets

$$0 = (1 - \lambda) \left[ (x \partial_x)^{D-1} + \frac{1}{x} (x \partial_x)^{D-1} x \right] \sum_{n=m+1}^{\infty} x^n h_n$$

$$+ 2z (x \partial_x)^{D-1} x \sum_{n=m}^{\infty} x^n h_n + 2z \frac{1}{x} (x \partial_x)^{D-1} \sum_{n=m+2}^{\infty} x^n h_n. \quad (23)$$

Completing the sums by adding and subtracting the missing terms in the definition of $H(x)$ in Eq. (19), one obtains

$$0 = (1 - \lambda) \left[ (x \partial_x)^{D-1} + \frac{1}{x} (x \partial_x)^{D-1} x \right] \left[ H(x) - x^m h_m \right]$$

$$+ 2z (x \partial_x)^{D-1} x H(x) + 2z \frac{1}{x} (x \partial_x)^{D-1} \left[ H(x) - x^m h_m - x^{m+1} h_{m+1} \right]. \quad (24)$$

Eliminating $h_{m+1}$ by applying the boundary condition in Eq. (17), and separating off the inhomogeneous part gives

$$\left\{ (1 - \lambda) \left[ (x \partial_x)^{D-1} + \frac{1}{x} (x \partial_x)^{D-1} x \right] + 2z (x \partial_x)^{D-1} x + 2z \frac{1}{x} (x \partial_x)^{D-1} \right\} H(x) =$$

$$\left\{ (1 - \lambda) \left[ (x \partial_x)^{D-1} + \frac{1}{x} (x \partial_x)^{D-1} x \right] + 2z \frac{1}{x} (x \partial_x)^{D-1} x + 2 \left( \frac{\lambda}{\kappa} - 1 \right) \frac{1}{x} (x \partial_x)^{D-1} x \right\} x^m h_m. \quad (25)$$

To further simplify the presentation, I multiply both sides by $x/(2z)$ and abbreviate

$$\epsilon = \frac{2z}{\lambda - 1},$$

$$\gamma = \frac{1}{\epsilon} \left( 1 - \sqrt{1 - \epsilon^2} \right),$$

$$Q(x) = \sqrt{(x - \gamma)(x - 1/\gamma)}, \quad (26)$$
to obtain
\[
\left\{ Q(x)^2 (x \partial_x)^{D-1} + Q(x) Q'(x) \left[ (x \partial_x)^{D-1}, x \right] \right\} H(x)
\]
\[
= \left\{ \left( 1 - \frac{x}{\epsilon} \right) (x \partial_x)^{D-1} + \left[ \frac{1}{\kappa} \left( \frac{2}{\epsilon} + \frac{1}{z} \right) - \left( \frac{1}{\epsilon} + \frac{1}{z} \right) \right] (x \partial_x)^{D-1} \right\} x^m h_m,
\]
where \([\cdot, \cdot]_-\) is the usual commutator. Clearly, the operators in the inhomogeneous part are easy to evaluate but remain as a shorthand notation to avoid ambiguities for the case \(D = 1, m = 0\). To proceed further in the analysis of this differential equation, it is necessary to choose a specific positive integer \(D\). For a given \(D\), one obtains an inhomogeneous differential equation of order \(D - 1\). The solution of this differential equation is uniquely determined through conditions imposed at the origin on \(H(x)\) and its derivatives, using the definition of \(H(x)\) in Eq. (19).

It is obvious from the differential equation in (27) that \(H(x)\), and therefore \(G(x)\), generically has singularities at least at \(x = \gamma\) and \(x = 1/\gamma\). If \(\gamma\) is real and positive, then one of these singularities must be located inside of or on the edge of the disk \(|x| < 1\). Say, that \(\gamma < 1\). Then, to avoid growing solutions of the form \(g_n \propto \gamma^{-n}\), a discrete eigenvalue \(\lambda\) exists which is determined through the condition
\[
\lim_{x \to \gamma} |G(x)| < \infty.
\]

For specific values of \(D\), the left-hand side of Eq. (27) can be simplified further. For instance, for the planar case, \(D = 1\), Eq. (27) is especially simple, because all differential operators disappear, the commutator vanishes, and the relation reduces to an algebraic equation
\[
G(x) = 2H(x) = \frac{2}{Q(x)^2} \left\{ 1 + \left( \frac{1}{\kappa} - 1 \right) \left( \frac{2}{\epsilon} + \frac{1}{z} \right) x \right\} x^m h_m.
\]

Applying the condition in Eq. (28) yields the relation for the eigenvalues
\[
0 = 1 + \left( \frac{1}{\kappa} - 1 \right) \left( \frac{2}{\epsilon} + \frac{1}{z} \right) \gamma
\]
that was discussed in Ref. [9]. Note that despite the explicit appearance of the curvature radius \(m\) in Eq. (29), the eigenvalue relation in Eq. (30) is independent of \(m\) as it should be for the planar case. It is a necessary condition on the eigenvalue relation for any \(D\) that it reduces to Eq. (30) for a hypersphere of infinite radius, \(m \to \infty\).

For \(D = 2\), the case of a polymer growing alongside an attractive cylindrical boundary of radius \(m\), one gets \([x \partial_x, x]_- = x\), and Eq. (27) reads
\[
Q(x) \left\{ Q(x)x \partial_x + [x \partial_x Q(x)] \right\} H(x)
\]
\[
= Q(x)x \partial_x \left\{ Q(x)H(x) \right\}
\]
\[
= \left\{ \left( 1 - \frac{x}{\epsilon} \right) m + \left[ \frac{1}{\kappa} \left( \frac{2}{\epsilon} + \frac{1}{z} \right) - \left( \frac{1}{\epsilon} + \frac{1}{z} \right) \right] (m + 1)x \right\} x^m h_m.
\]
Requiring that \( \lim_{x \to 0} x^{-m} H(x) = h_m \), determines the solution,

\[
H(x) = \frac{m h_m}{Q(x)} \int_0^x dt \frac{t^{m-1}}{Q(t)} (1 + A t),
\]

(32)

where I defined for convenience

\[
A = \frac{m + 1}{m} \left[ \frac{1}{\kappa} \left( \frac{2}{\epsilon} \frac{1}{z} \right) - \frac{1}{z} \right] - \frac{2m + 1}{m \epsilon}.
\]

(33)

Thus, according to Eq. (21), \( G(x) \) is given by

\[
G(x) = 2 x \partial_x H(x) + H(x) + x^m h_m
\]

\[
= h_m x^m + \frac{h_m}{Q(x)^2} \left\{ 2m (1 + Ax) x^m + \frac{m(1 - x^2)}{Q(x)} \int_0^x dt \frac{t^{m-1}}{Q(t)} (1 + A t) \right\}.
\]

(34)

The properties of \( G(x) \) will be discussed in detail in the next section.

For \( D = 3 \), it is \( [(x \partial_x)^2, x]_+ = x (1 + 2 x \partial_x) \), and one gets for Eq. (27)

\[
\left\{ Q(x)^2 (x \partial_x)^2 + Q(x) [x \partial_x Q(x)] (1 + 2 x \partial_x) \right\} H(x)
\]

\[
= Q(x) \left\{ (x \partial_x)^2 + \frac{1}{Q(x)^4} (\frac{1}{\epsilon} - 1) x^2 \right\} \{Q(x) H(x)\}
\]

\[
= \left\{ \left( 1 - \frac{x}{\epsilon} \right) m^2 + \left[ \frac{1}{\kappa} \left( \frac{2}{\epsilon} \frac{1}{z} \right) - \left( \frac{1}{\epsilon} + \frac{1}{z} \right) \right] (m + 1)^2 x \right\} x^m h_m.
\]

(35)

For this case, and any other integer \( D \geq 3 \), there is little hope to obtain the eigenvalue equation analytically. Local analysis for \( H(x) \) is insufficient because the eigenvalue condition requires exact knowledge of \( H(x) \) in the neighborhood of both, the origin and \( x = \gamma < 1 \).

4 Critical Point Analysis for a Polymer near a Cylindrical Boundary

In Eq. (34), I derived the generating function \( G(x) \) for the eigenvalue problem in Eq. (13) which describes the behavior of polymers growing near a cylindrical boundary, \( D = 2 \). It is obvious that \( G(x) \) in general has singularities at \( x = \gamma \) and \( x = 1/\gamma \). If \( \gamma \) is complex, it is \( \gamma = 1/\gamma^* \), and both singularities are located on the unit circle. Then it is \( \lambda_{\text{max}} = 2 \), the value of the upper bound in the continuous spectrum of the transfer matrix \( T \), which remains independent of \( \kappa \). Thus, since \( z_\infty(\kappa) \equiv 1/\lambda_{\text{max}} \), it is \( P(\kappa) \propto dz_\infty/d\kappa = 0 \), and the polymer is in the desorbed phase.
For $P(\kappa) \neq 0$, $\kappa$ has to be such that a bound state $\lambda$ exists which is larger than the continuous spectrum. A bound state emerges for real positive $\gamma < 1$. It can be determined by imposing the condition in (28). A local analysis of $G(x)$ for $x \nearrow \gamma$ yields

$$G(x) \sim (\gamma - x)^{-\frac{3}{2}} \frac{m^m \gamma^{m+\frac{3}{2}}}{\sqrt{1 - \gamma^2}} \int_0^1 dt \ t^{m-1} (1 + A\gamma t) \left[(1-t)(1-\gamma^2 t)\right]^{-\frac{3}{2}} + \text{finite, } x \nearrow \gamma. \tag{36}$$

Thus, $G(x)$ is finite at $x = \gamma$, if

$$0 = \int_0^1 dt \ t^{m-1} (1 + A\gamma t) \left[(1-t)(1-\gamma^2 t)\right]^{-\frac{3}{2}}. \tag{37}$$

With $A$ given in Eq. (33), this relation defines a bound state $\lambda(\kappa, z)$. For it to exist, it is necessary that $\gamma < 1$, i.e. that $\kappa > \kappa^*(z)$ where $\kappa^*(z)$ is obtained from Eq. (37) in the (carefully taken) limit $\gamma \nearrow 1, \epsilon \nearrow 1$:

$$\kappa^*(z) = \frac{1 + 2z}{1 + z}. \tag{38}$$

In Eq. (12) I defined the adsorption fraction $P(\kappa)$ in the $(\kappa, z)$-plane on the line $z_\infty(\kappa)$, where the polymer length approaches infinity. The function $z_\infty(\kappa)$ is obtained implicitly from Eq. (37) for $z = z_\infty(\kappa)$ and $\lambda = 1/z_\infty(\kappa)$.

It is now easy to determine the critical point for the adsorption transition: Since a bound state and, thus, a nonzero adsorption fraction first appear for $\gamma = \epsilon = 1$, I obtain from the definition of $\epsilon$ in Eq. (26), using Eq. (9), that $z_\infty(\kappa_c) = 1/2$. Inserting this value of $z$ into $\kappa^*(z)$ implies that

$$\kappa_c = \frac{4}{3} \tag{39}$$

because the critical point for $P(\kappa)$ is located where the line on which it is defined, $z_\infty(\kappa)$, intersects with the line $\kappa^*(z)$. The behavior of $\kappa^*(z)$ and $z_\infty(\kappa)$ is summarized in Fig. 2 for the case $m = 0$. Note that for $1 < \kappa < \kappa_c$ the boundary is already attractive, but not sufficiently attractive to adsorb the polymer.

While the value of $P(\kappa)$ for arbitrary $\kappa$ can be obtained numerically from the implicit equation for $z_\infty(\kappa)$, it is simple to find the asymptotic behavior near the critical point explicitly. First, using the integral definition of the hypergeometric function $F$, I rewrite Eq. (37) as

$$0 = F_m + \gamma AF_{m+1},$$

$$F_m = \frac{\Gamma(\frac{1}{2}) \Gamma(m)}{\Gamma(m + \frac{1}{2})} \ F\left(\frac{1}{2}, m; m + \frac{1}{2}; \gamma^2\right). \tag{40}$$

If I now substitute

$$z = z_\infty(\kappa_c) - \Delta z, \quad \Delta z \to 0_+,$$
\[ \kappa = \kappa_c + \Delta \kappa, \quad \Delta \kappa \to 0_+, \]  

and only keep terms to sufficient order, i.e.

\[ \epsilon \sim 1, \quad \gamma \sim 1 - 2\sqrt{3} \Delta z^{\frac{1}{2}}, \quad \Delta z \to 0_+, \]  

and use formula 15.3.10 in Ref. [14]

\[ F_m \sim -\ln(1 - \gamma^2) - \psi(m) + 2\psi(1) - \psi\left(\frac{1}{2}\right), \quad \gamma \nearrow 1, \]  

I get

\[ \Delta z \sim \frac{1}{48} e^{-\frac{8}{9(m+1)\kappa}}, \]  

With

\[ P(\kappa) \sim \frac{\kappa_c}{z_\infty(\kappa_c)} \frac{d\Delta z}{d\Delta \kappa}, \]  

I finally obtain Eq. (1). A more extensive calculation shows that the next-to-leading-order corrections are exponentially smaller yet.

So far, I have considered the radius \( m \) of the attractive boundary to be a fixed parameter. An interesting crossover phenomenon is revealed by investigating the asymptotic behavior of the eigenvalue condition in (40) when \( m \) is allowed to vary with respect to \( \Delta \kappa \). It appears that for large \( m \) the asymptotic relation in Eq. (1) is invalid when \( \Delta \kappa \) is not sufficiently small compared to \( 1/m \). Physically, it is clear that for \( m \to \infty \) any \( D \)-dimensional spherical boundary acts like a planar (\( D = 1 \)) boundary on the scale of a monomere length. One would thus expect to find a crossover region, \( \Delta \kappa \sim m^{-\eta} \), for \( \Delta \kappa \to 0_+ \), \( m \gg 1 \), and some \( \eta > 0 \), such that for \( \Delta \kappa \ll m^{-\eta} \) a nonlinear relation like Eq. (1) is valid while for \( 1 \gg \Delta \kappa \gg m^{-\eta} \) the linear scaling characteristic of a planar surface is obtained. This is in fact visible in Fig. 3: While the adsorption fraction for all \( m < \infty \) initially varies exponentially, it eventually has an interval of nearly linear behavior that arises the sooner the larger \( m \) gets!

I will now prove that for a cylindrical boundary, \( D = 2 \), the crossover coefficient is \( \eta = 1 \). To that end, I will have to reanalyze the eigenvalue condition in (40) to find a relation between \( \Delta \kappa \) and \( \Delta z \) in the limits \( \Delta \kappa \to 0_+ \) and \( \Delta z \to 0_+ \), while at the same time \( m \to \infty \). Initially, it is not at all clear whether \( 1/m \) is smaller than, larger than or of comparable size with \( \Delta \kappa \) and \( \Delta z \). It is therefore necessary to make a general dominant balance analysis. It is convenient to separate the range of all possibilities into three distinct cases: (1) \( m \Delta z^{\frac{1}{2}} \sim 1 \), (2) \( m \Delta z^{\frac{1}{2}} \ll 1 \), and (3) \( m \Delta z^{\frac{1}{2}} \gg 1 \), to localize the region in which the crossover occurs. Clearly, one should investigate case (1) first: If one finds either nonlinear or linear behavior there, then one can exclude either case (2) or (3) immediately because it would have just the continuation of the behavior in case (1).

\[ ^2 \text{More complicated scenarios are conceivable but do not seem to be realized.} \]
For case (1), it is simpler to analyze the integral form of the eigenvalue condition in (37) which I rewrite by substituting $t = 1 - (1 - \gamma^2)s$ as

$$0 = \int_0^1 \frac{ds}{\sqrt{s (1 + s)}} \left[ 1 - \left(1 - \gamma^2\right)s \right]^{m-1} \left[ 1 - \left(1 - \gamma^2\right) \frac{s}{1 + s} \right]^{-\frac{1}{2}} \left[ 1 + \gamma A - \gamma A \left(1 - \gamma^2\right)s \right].$$  

(46)

Under the conditions for case (1), the integrand is sharply peaked at $s = 0$ and I can use Laplace’s method[15] to find the asymptotic expansion of the integral. Since $1 - \gamma^2 \sim 4\sqrt{3}\Delta z^\frac{3}{2}$, and with

$$\gamma A \sim 4 \left(\frac{1}{\kappa_c} - 1\right) - \frac{4}{\kappa_c^2} \Delta \kappa - 8\sqrt{3} \left(\frac{1}{\kappa_c} - 1\right) \Delta z^\frac{3}{2} + \left(\frac{2}{\kappa_c} - 1\right) \frac{1}{m},$$  

(47)

I find that the right-hand side of Eq. (46) is in leading order asymptotic to

$$\int_0^1 \frac{ds}{\sqrt{s (1 + s)}} e^{m \ln(1 - 4\sqrt{3}\Delta z^\frac{3}{2})} \left[ 1 + 4\sqrt{3}\Delta z^\frac{3}{2} \right] \left[ 1 + 2\sqrt{3}\frac{s}{1 + s} \Delta z^\frac{3}{2} \right] \left[ \frac{4}{\kappa_c} - 3 - \frac{4}{\kappa_c^2} \Delta \kappa - 8\sqrt{3} \left(\frac{1}{\kappa_c} - 1\right) \left(1 + 2s\right) \Delta z^\frac{3}{2} + \left(\frac{2}{\kappa_c} - 1\right) \frac{1}{m} \right],$$

$$m \Delta z^\frac{3}{2} \gg \delta \gg m \Delta z.$$  

(48)

The conditions on $\delta$ ensure that a sufficiently large integration interval is kept. They also make $1/\delta$ sufficiently small such that one can expand the exponential in Eq. (48) for all but its leading term, and subsequently integrate to $s = \infty$ with exponentially small error. Then, to make terms of finite order vanish I need to set again $\kappa_c = \frac{4}{\sqrt{3}}$. To next order I find that

$$\int_0^\infty \frac{ds}{\sqrt{s (1 + s)}} e^{-c s} \left[ \frac{9}{4} \Delta \kappa - 2\sqrt{3} \left(1 + c + 2s\right) \Delta z^\frac{3}{2} \right]$$

(49)

has to vanish, where $c = 4\sqrt{3}m \Delta z^\frac{3}{2}$ is simply some number of order unity. Disregarding numbers of order unity, I finally get that $\Delta \kappa \sim \Delta z^\frac{3}{2}$, leading to a linear scaling relation by Eq. (45). Consequently, the crossover appears to occur already in region (2).

To analyze region (2) I return to Eq. (40). But to obtain the desired relation, it is necessary in this case to retain one more term in formula 15.3.10 in Ref. [14] that was already used in Eq. (43). This fact only emerges after trials, each including an increasing number of terms, and is due to many cancellations among leading-order terms. It is

$$F_m \sim -\ln \left(1 - \gamma^2\right) - \psi(m) + 2\psi(1) - \psi\left(\frac{1}{2}\right) + \frac{1}{2} m \left(1 - \gamma^2\right) \left[-\ln \left(1 - \gamma^2\right) - \psi(m + 1) + 2\psi(2) - \psi\left(\frac{3}{2}\right)\right],$$

$$\sim -\ln \left(4\sqrt{3}m \Delta z^\frac{3}{2}\right) + 2\psi(1) - \psi\left(\frac{1}{2}\right) - 2\sqrt{3}m \Delta z^\frac{3}{2} \ln \left(4\sqrt{3}m \Delta z^\frac{3}{2}\right).$$
I insert this form into Eq. (40), expand, and match terms order by order. To leading order, I find again that \( \kappa_c = \frac{4}{3} \). Thereafter, many terms cancel until I finally obtain

\[
- \frac{9}{4} \Delta \kappa \ln \left( 4\sqrt{3}m \Delta z \right) \sim \frac{1}{m} + 2\sqrt{3} \Delta z \frac{1}{2}.
\]  

(51)

Since in this case \( 1/m \gg \Delta z \frac{1}{2} \), the nonlinear result in Eq. (1) is actually obtained for all of region (2). Only when the two terms on the right-hand side of Eq. (51) balance does Eq. (1) cease to hold. But the case \( 1/m \sim \Delta z \frac{1}{2} \) is just beyond the margin of region (2) and in fact corresponds to region (1). There, I already found that \( 1/m \sim \Delta z \frac{1}{2} \sim \Delta \kappa \), indicating that \( \eta = 1 \).

5 Conclusions

I have shown that the adsorption-desorption transition for a polymer near an attractive cylindrical boundary is substantially weaker than in the case of a planar boundary. While the adsorption fraction vanishes linearly in the planar case for attractive energies approaching the critical value, it vanishes exponentially fast in the cylindrical case.

The nonlinear (i.e., not mean-field like) character of this result demonstrates the power of a random walk on hyperspherical lattices that was used in this model. Intuitively, it is clear that the exponential (inverted logarithmic) behavior observed in this model arises from the fraction of walks which “almost” escape to infinity, i.e., from walks that would disappear to infinity if the spatial dimension were to be \( D = 2 + 0_+ \). This is a simple fact for walks in the critical dimension \( D = 2 \), independent of the lattice. But while it is not even obvious how to model this cylindrical geometry onto a more commonly used lattice like the square lattice, the hyperspherical lattice makes the model readily solvable. A hypercubic lattice provides far too much detail about space (which is useful for more complicated problems). A hyperspherical lattice on the other hand reduces any \( D \)-dimensional space to a simple one-dimensional configuration which provides sufficient detail for spherically symmetric problems in statistical mechanics such as this. Thus, it can be expected that this lattice will lead to many more insights into the critical behavior of simple problems that otherwise are intractable on hypercubic lattices.

In a future paper, it will be argued that the adsorption fraction scales with a critical coefficient \( (2 - |2 - D|)/|2 - D| \) for \( 1 \leq D < 4 \), \( D \neq 2 \), while it shows a first order transition for \( D > 4 \).
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FIGURE CAPTIONS

FIGURE 1: Random walk on a lattice consisting of concentric cylindrical surfaces of unit radii. Such a walk serves as model for a polymer growing at an attractive cylindrical boundary with radius $m$ (thickened lines). The polymer is initially grafted to the boundary and is growing to the right. Every time a monomer gets added at the boundary, the polymer gains in potential energy by an amount $\kappa$.

FIGURE 2: The $(\kappa, z)$-plane with the lines $\kappa^*(z)$ and $z_\infty(\kappa)$ for $m = 0$. The adsorption fraction $P(\kappa)$ is defined only on the line $z_\infty(\kappa)$, where the polymer reaches infinite length. An adsorbed phase, $P(\kappa) \neq 0$, only exists when $\kappa > \kappa^*(z)$. Thus, the critical point $\kappa_c$ is given by the value of $\kappa$ at the intersection of both curves.

FIGURE 3: The exact adsorption fraction $P(\kappa)$ plotted for $m = 0, 1, 2, 3$ and $m = \infty$ and $\kappa \geq \kappa_c = 4/3$. For finite $m$, $P(\kappa)$ vanishes exponentially for $\kappa \searrow \kappa_c$ while it crosses over to a linear increase when $\kappa - \kappa_c \sim 1/m$. For $m = \infty$ I recover the linear behavior for $P(\kappa)$ for $\kappa \searrow \kappa_c$ that was found in Ref. [9].
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