Using centrality measures to improve the classification performance of tweets during natural disasters
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ABSTRACT

Online social networks like Twitter facilitate instant communication during natural disasters. A key problem is to distinguish in real-time the most assertive and contingent tweets related to the current disaster from the whole streaming. To address this problem, machine learning allows to classify tweets according to their relevance or credibility. In this article, it is proposed to use centrality measures to improve the training data sample of active learning classifiers. As a case study, tweets collected during the massive floods in Santiago of Chile at 2016 are considered. This approach improves the consistency and pertinence of the labeling process, as well as the classifiers’ performance.
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RESUMEN

Las redes sociales como Twitter facilitan la comunicación durante posibles desastres naturales. Un problema recurrente es lograr distinguir en tiempo real los tweets más contingentes de un desastre, del flujo masivo de mensajes recibidos. Para tratar este problema, el aprendizaje de máquina permite clasificar tweets respecto a su relevancia o credibilidad. En este artículo, se propone el uso de medidas de centralidad para mejorar conjuntos de datos de entrenamiento para el uso de clasificadores de aprendizaje activo. Como caso de estudio, se analizan tweets recolectados durante las inundaciones de Santiago de Chile en el año 2016. Este enfoque permite mejorar la consistencia y pertinencia en el proceso de etiquetado, así como la calidad de los clasificadores.
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INTRODUCTION

In time of crisis, microblogging services are used to communicate tactical and actionable information, that helps to understand mass emergency events [1]. These services can help to geolocate and visualize infrastructure damages, storage facilities, needs of the population, shortages, among other needs. Nowadays, Twitter is one of the main online social networking services worldwide. Although it has fewer users than other social networks such as Facebook or Instagram, it has been designed to spread information faster, publicly and persistently. Due to these features, Twitter is a useful tool for information spread, coordination and decision-making during crisis events such as natural disasters [2-3].

During a crisis, Twitter users tend to spread diverse and scattered information, both in content and level of detail. Aside from the numerous messages unrelated to the disaster, there may also be many informative tweets about damages reports, requests and offers of help, searches for missing, encouragement messages, among others. As a first approach to find these informative tweets, a bag of words related to the current disaster can be defined, and then searching for those tweets that contain some of the terms of this bag of words. In order to classify informative tweets, there exist crowdsourcing platforms on which some volunteers can label different tweets under different criteria. However, labeling time is costly, and during a disaster, reaction must be as quickly as possible. Furthermore, the amount of data could be too large, so labeling a high percentage of tweets can be unfeasible [3]. To avoid this problem, it is common to use active learning, a supervised machine learning method that only requires to select a small subset of tweets collected during the disaster event. This smaller collection of tweets can be labeled by volunteers in a crowdsourcing platform and then be used as training data for a supervised learning classifier, i.e., a machine learning application that continues classifying non-labeled tweets automatically. After that, the tweets closer to the decision area (which are the most difficult to classify) are sent to be labeled again by the volunteers, so that the classifier is re-trained with the new labeled instances [4-5].

It is known that the precision of the classifiers can be increased with a larger number of labeled tweets [5]. However, in this paper it is shown that the quality of the sample data can be improved without increasing the manual labeling effort. Moreover, it could even be considered fewer tweets than those taken in a more standard methodology.

The main contributions of this work are the following:

- A strategy to improve the training sample for supervised classifiers of tweets related to natural disasters is proposed. These classifiers are trained with an active learning approach. As usual, it is required a collection of tweets obtained via streaming API, whose content is restricted by an initial bag of words related to the event (earthquake, hurricane, fire, flood, etc.), its location, etc. However, instead of considering a random selection of the tweets collected over time, it is proposed to use centrality measures to go getting incrementally more relevant (i.e., assertive and contingent) than irrelevant tweets from the collection. These measures must be computed in (almost) real-time. In this paper, two centrality measures are applied. One measure allows to detect tweets with a rich content and a high dispersion capacity through the network. The other measure allows to detect influential users who are acting as opinion leaders, i.e., users that rapidly spread what they said through the network; then, from the most influential users, a random sample of tweets is selected. Since these tweets have been filtered by the initial bag of words, presumably they will have to do with the case study. These measures will be detailed in the Extraction section.

- The previous strategy is applied on tweets collected during a real case study, namely the massive floods in Santiago of Chile at 2016. Through a manual labeling process, it is shown that the training sample significantly improves in pertinence, compared to that provided by a traditional collection of random tweets. A higher pertinence means a collection of tweets considered more valuable by the volunteers. Furthermore, for this case study the training sample also improves in consistency, i.e., there is a greater agreement among the volunteers to classify the tweets, according to a Fleiss’ kappa coefficient of 2/3. Note that, unlike pertinence, the consistency does not depend on the quality of

---

4 See, for instance http://aidr.qcri.org
the data set. In fact, the above does not prevent that during another natural disaster, the volunteers could agree that most of the tweets obtained from a random sample are not informative at all. Therefore, in this strategy, the pertinence property is more interesting than consistency.

– The performance of the active learning approach in the real study case is evaluated, proving that the new strategy improves the precision, recall, and F-score.

As far as we know, the strategy of using Twitter centrality measures to improve the performance of classifiers using an active learning approach is new.

The remaining of the paper is organized as follows: Related work section presents a brief review about classifiers and centrality measures focused on the Twitter network. In the Methodology section it is described the methodology to improve the training sample, as well as defined the centrality measures used to accomplish this aim. In the Study-case section is described the study case and presented the experiments and main results of the paper. Finally, Conclusions section is devoted to the conclusions, discussion, and future work.

RELATED WORK

Classifiers
Social media such as Twitter contain a significant amount of noise, that needs to be filtered in order to capture the most relevant and contingent information [5]. Machine learning algorithms are heavily used in disaster situations to classify, rank and cluster different kinds of data, such as documents, images, messages, among others. In an active learning approach, these algorithms require a preliminary training data set, which is generated manually by humans. In the crisis specific domain, it is especially important to validate the experiments with real and current data, because using pre-existing data sets can impair the accuracy of the classifiers [5]. The latter also makes it very difficult to compare methodologies by using independent data sets.

There is abundant research about classifiers for crisis management. Imran et al. [11] summarize six popular dimensions that researchers use to classify information: subjective or emotional content, information provided, information sources, credibility, time or stages of an event, and location [6]. Avvenuti et al. [7] presents a mapping system that uses natural language processing (NLP) and word embeddings to analyze social messages and classify them into four levels of damage [7]. Kejriwal and Gu propose a pipeline using active learning and fastText as main word embeddings package. Although these are preliminary results, they show relevant corpus without an extensive labeling process [8]. Zheng et al. [9] propose a novel method called semi-supervised expectation maximization identifier (SSEM) that allows to identify new keywords as the disaster evolve [9]. Karime et al. filter tweets to identify those related to a specific natural disaster, mainly earthquakes, floods, fires and storms. In order to evaluate the classifiers, they use the accuracy metric, reaching 86.4% after using 90% of the training data. In that study, however, there is no mention of other relevant evaluation criteria, such as precision, recall, or F-score [10]. Imran et al. use a taxonomy formed by two classification criteria, namely information and information type, to deal with tweets related with the May 22, 2011 Joplin tornado that struck Joplin, Missouri [11]. For the first criteria, they obtain classifiers with a precision of 79% and a recall of 77%, while for the second criteria the best results were obtained in the caution class, with a precision of 85.9% and a recall of 76.5%. This latter taxonomy is also used in the experiments in the Study Case section. Therefore, precision and recall are also used in this study case. In addition, the F-score is calculated as an indicator of the performance of the classifiers, since it is a well-known measure of a test’s accuracy, that integrates the precision and recall.

Influence measures
In social network analysis, the centrality of a user refers to its relative importance within the network to which it belongs. In the context of microblogging services, centrality can be determined in terms of popularity, activity, or influence [12]. By definition, a user can be very active or popular, regardless of the quality of the content broadcast by him or her. This kind of users may post a lot of trivial content or no content at all. Therefore, the content provided by active or popular users is not especially useful to train classifiers. Instead, influential users can be proposed as a meaningful source of relevant tweets to train classifiers. As a matter of fact, influential users can affect the actions of many other users, since they are the most capable to spread information within the
network [13]. Knowing the user influence and being able to predict it is useful for many applications, such as viral marketing [14], information propagation [15], expertise recommendation [16], social customer relationship management [17], percolation theory [13], influence spread models [18], among others.

Only for Twitter, there are more than fifty influence measures (i.e., centrality measures to identify influential users) [12]. Each one of these measures provides a different ranking criterion. From all of them, there are only a few that can be computed in almost real-time. Several others, like the topical-sensitive measures (i.e., those that consider content analysis), are computationally expensive, and sometimes do not provide satisfactory results [19].

It is assumed that the tweets published by influential users are considered as relevant by other users. Furthermore, there also exist relevant tweets that may not have been published by influential users. Indeed, the influence can also be spread within the network through multi-layered peripheral user clusters [20]. That is why there also exist metrics to determine the influence of a tweet, regardless of the author. These metrics include features related to the tweet content, the actions generated around the tweet, and the user accounts interacting with the tweet [19].

**TRAINING METHODOLOGY**

The proposed training methodology for supervised classifiers using an active learning approach is illustrated in Figure 1. It is inspired by the AIDR’s (Artificial Intelligence for Disaster Response) architecture, an open source platform designed to perform automatic classification of crisis-related microblog communications [5]. This methodology can be divided into the following three steps: collection, extraction, and labeling or tagging. This section ends with an explanation of the classifiers design.

**Collection**

When a crisis emerges, the public Twitter Streaming API\(^5\) allows to collect filtered tweets related to the crisis. This API provides two filters for retrieving tweets: defining a polygon via coordinates (also known as geolocation filter) and using keywords (also known as bag of words). Here both are used. The geolocation filters allow to efficiently reduce the search domain, although without certainty of the collected tweets being related with the target disaster [21]. On the other hand, the bags of words have been successfully used for disaster situations [3, 5, 7].

Regardless of how the tweets are collected, it is important to note that the main topics related to a crisis can change over time. For instance, in an earthquake the first tweets spread by users may have to do with the magnitude, epicenter, and infrastructure damage; only after, new tweets about stock outs and specific help requirements emerge [1]. Some authors use techniques such as emerging topics detection or special lexicons to keep improving the bags of words [21]. This aims to collect relevant tweets related to the disaster, and improves the results of the classifier, in terms
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\(^5\) https://developer.twitter.com/en/docs
of precision and recall. Since the approach of this work seeks to improve the classification in the next step of extraction (using centrality measures) these kinds of techniques are not used. Instead, a general bag of words is maintained as a whitelist during the whole collection process.

**Extraction**

After each hour of collection, centrality measures allow to extract automatically a list of the most relevant tweets obtained so far. Every time a new list is generated, it is labeled by a group of volunteers (see Tagging section). It is important to reduce this volunteers’ effort. Therefore, the size of the lists should be relatively small, and the tweets that continue in the list between one period and the next one must be filtered to be labeled only the first time they appear.

Concretely, two centrality measures are used. They can be computed in almost real-time, using only features that can be obtained by the Twitter Streaming API. Remarkably, these measures do not depend on the language in which the tweets are written. The collected tweets are stored in a document-oriented database. It was chosen MongoDB because it has built-in the map-reduce framework processing\(^6\), allowing to use it as data storage and analysis engine for the metrics calculation.

The first centrality measure detects influential tweets directly, regardless of the author. It considers the most relevant features described by [19] for a tweet, i.e., its number of words, its number of replies and retweets, the highest number of followers of the users who interact with it, and the presence or not of a URL on it. The hypotheses that support these features are the following:

- Tweets with many words can include more content, and thus be more informative.
- Tweets with many replies and retweets are interesting for many people.
- Tweets replied or retweeted by popular users are more able to be spread if they have a URL on them, since they can provide a lot of information beyond the Twitter network.

After each hour of collection, three features lists are generated from the accumulated data set:

(a) tweets sorted by number of words (from highest to lowest),
(b) tweets sorted by number of replies and retweets (from highest to lowest), and
(c) tweets sorted by the highest number of followers of the users who replies or retweets the tweet (from highest to lowest).

Let \( m \) be the number of tweets in the current collection that has a URL, and let \( TRank_f (t) \) be a function that returns the ranking position of the tweet \( t \) in the feature list \( f \). The centrality measure \( TRank(t) \) for each tweet \( t \) is defined as:

\[
TRank(t) = \begin{cases} 
\frac{1}{3} \sum_{f=1}^{3} TRank_f (t), & \text{if } t \text{ has a URL} \\
\frac{1}{3} \sum_{f=1}^{3} TRank_f (t) + \frac{m+1}{3}, & \text{otherwise}
\end{cases}
\]

i.e., \( TRank(t) \) is the ranking of the tweet \( t \) considering its average ranking in the three features lists mentioned above and taking the presence of a URL as priority.

The second centrality measure considered is the Social Networking Potential (SNP) [22]. This measure does not allow to detect relevant tweets directly, as TRank. Instead, it is used to detect influential users, according to their capacity to spread their tweets through the network. It is defined as follows:

\[
SNP(i) = \frac{Ir(i) + RMr(i)}{2}
\]

where the Interaction Ratio, \( Ir(i) \), and the Retweet and Mention Ratio, denoted as \( RMr(i) \), are defined as

\[
Ir(i) = \frac{\# \text{users who have retweeted } i's \text{ tweets}}{\# \text{followers of } i}
\]

(3)

and

\[
RMr(i) = \frac{\# \text{tweets of } i \text{ retweeted} + \# \text{tweets of } i \text{ replied}}{\# \text{tweets of } i}
\]

(4)

For each user, \( Ir(i) \) measures how many different users interact with user \( i \), while \( RMr(i) \) measures
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\(^6\) https://docs.mongodb.com/manual/core/map-reduce/
how many tweets of $i$ generate a reaction from the audience.

The hypothesis is that during a natural disaster event, users with a high Social Networking Potential have a good chance to be opinion leaders, i.e., they are users whose tweets provide valuable information about the event. Therefore, if random tweets are selected from the ones written by these users during the event, then additional relevant tweets that are not considered by the TRank can be obtained.

**Tagging**

In order to train the classifiers, a certain sample with the most relevant tweets obtained in the previous step need to be labeled. Two classification criteria are used, namely the informativeness and the information type, each one of which contains a different number of labels (see Table 1). These criteria are strongly inspired on the taxonomies of [23][7]. Note that the informativeness criterion has fewer labels than the information type criterion. The labeling process is faster for the first criterion, but it provides less information than the second one.

The labeling process was developed with an open source crowdsourcing framework called Pybossa⁸, a humanitarian computing platform that has been successfully used in the past in computational systems such as the AIDR platform [5]. Pybossa uses digital collaborators to label tweets collected during disasters, emergencies and crisis events. To minimize bias, it was configured with a triple modular redundancy, so that each tweet was evaluated by at least three voluntaries, in such a way that a classification is considered as correct if at least two-thirds agree. This greater-than-one redundancy allows to use the Fleiss’ Kappa coefficient in order to assess the agreement between different volunteers. For the information type criterion, for each tweet the labels to be chosen are those in which more volunteers coincide. Figures 2 and 3 show the labeling process using Pybossa (in Spanish) for both classification criteria. Note that the authors of the tweets are omitted, to avoid privacy problems, as well as bias in the labeling process.

Regarding the sample size, it depends on both the required number of volunteers (at least three, in

| Informativeness                        | Description                                                                 |
|----------------------------------------|-----------------------------------------------------------------------------|
| Informative and pertinent to disaster  | Tweet contains useful information that helps to understand the crisis.       |
| not informative, but pertinent to disaster | Tweet refers to the crisis, but it does not contain useful information that helps to understand it. |
| not related to the disaster            | Tweet does not provide information related to the crisis.                   |
| does not apply                         | Tweet is too short, it cannot be read it, among other problems.             |

| Information Type                      | Description                                                                 |
|---------------------------------------|-----------------------------------------------------------------------------|
| affected individuals                  | information about people affected, including personal updates about oneself, family, or others. |
| infrastructure and utilities          | information on buildings, roads, and services that are damaged, broken, restored or operational. |
| donations and volunteering            | information on the needs, requests for help or consultations; offers supplies; volunteer or professional services. |
| caution and advice                    | information on the warnings issued or lifted, guidance and advice.           |
| sympathy and emotional support        | thoughts, prayers, expressions of gratitude or sadness, etc.                 |
| other useful information              | information related to the crisis but not covered by the above alternatives. |
| does not apply                        | the tweet is too short, it cannot be read it, among other problems.          |

⁷ Note that there are other possible taxonomies, more adequate to other natural disasters [11].

⁸ http://pybossa.com/
this case) and the estimated time spent by each volunteer to label every tweet. In the context of natural disasters, it is important to remark that time is a scarce resource. Therefore, the number of tweets obtained each hour should be small enough so that the new tweets can be labeled in less than an hour. In total, the whole sample should be labeled in at most a couple of hours. However, the sample size should also be big enough to avoid the bias in the classification. Details of the sample used in this study are shown in the Study Case section.
Classifier design
The classifiers are trained every hour, adding the last labeled tweets. As stated before, to reduce the volunteer’s effort, the tweets that are repeated in the extraction process from one hour to the next one, are labeled only once. Similarly, to diversify the training sample, here repeated tweets are also used only once.

For the feature’s extraction process no machine learning techniques were used. Instead, the features used in the literature with the best results were considered [7, 11]. These features are unigrams, bigrams, POS tags [24], hashtags, mentions, number of hashtags and mentions, and length of the tweet.

The classifiers used were decision trees, naive bayes and SVM with the radial-based function, since they are the most used classifiers in the literature [3, 7, 11]. The classification results are obtained from the training set, which changes every hour according to the current tweets collected until that moment.

80% of the data was used for training and 20% for testing. In addition, it was used stratified $k$-fold cross-validation with $k = 5$, so that the proportion of the classes for each fold is maintained.

STUDY CASE: MASSIVE FLOODS IN SANTIAGO OF CHILE AT 2016

On April 17, 2016, due to heavy rains and the negligence of a construction company, Mapocho river overflowed affecting more than 4 million people with cut water service in Chilean Capital [25].

Collection and extraction
A bag of words was defined at the beginning of the disaster, related to both the place where the accident occurs (Santiago of Chile) and the kind of disaster (massive floods). It is a small bag of words, that emulates a fast response that any non-expert person could have at the beginning of a disaster. The bag of words remains unchanged throughout the whole period of retrieved data. The full list of words is depicted in Table 2.

With this approach, 515,763 tweets were successfully retrieved during the first 24 hours of the crisis, from April 17, 2016, 15:09 UTC until April 18, 14:08 UTC. This collection involves 281,132 different user accounts. In addition to the bag of words, the tweets were restricted to those geolocated in Santiago of Chile. This reduced the ambiguity of the sample, and avoided many irrelevant tweets, e.g., those tweets written in Portuguese and related to Rio de Janeiro. Finally, a sample set of 134,106 tweets was obtained, with 39,314 users involved. Figure 4 shows the total number of filtered tweets collected each hour, as well as the cumulative amount.

From the 134,106 tweets, three different sample sets were obtained:
- Random-sample: 30 tweets obtained randomly per hour.
- IU-sample: 30 tweets obtained randomly each hour from the whole tweets posted by the 50 most influential users at that moment, according to the SNP measure.
- IT-sample: 30 most influential tweets obtained each hour, according to the TRank measure.

At last, leaving out the tweets repeated over time, for each sample were obtained 720, 544, and 404 tweets to be labeled by the volunteers.

Tagging tasks results
The volunteers used in the labeling process were undergraduate students of Computer Science and Psychology, from the University of Santiago, Chile.

For the labeling process it was considered a Fleiss’ kappa coefficient of 2/3, so that every tweet was labeled by three different volunteers, in such a way that a classification was considered as correct when at least two volunteers agree. These agreement results are shown in Table 3. It was also considered

---

Tabla 2. Bag of words for the massive floods in Santiago of Chile at 2016.

| Keywords                      |
|-------------------------------|
| lluvia, santiago, chile, mapocho, inundación, sanhattan, agua, cordillera, río, precipitaciones, santa marta, desborde. |

---

This data set is available from this link: https://github.com/adbelazim/paper-inundacion/tree/master/data
the Altman’s kappa coefficient assessment shown in Table 4.

For both classification criteria, the IT-sample was the most consistent, while for the random-sample, the volunteers disagree more than for the IU-sample. Indeed, only the IT-sample had a good agreement level (0.65) for the first classification criterion and a moderate agreement level (0.42) for the second criterion. The agreement levels for the information type criteria are lower because this classification considers more alternatives to be labeled.

Regarding the pertinence of the samples, Table 5 shows how the volunteers labeled the tweets. For the random-sample, almost one-half of the tweets were considered as not informative, and around 32% did not apply. Note that this could be considered a usual data sample to be labeled in a traditional training approach. However, from both centrality measures, samples with around 70% informative and pertinent tweets are obtained.

**Classification results**

Regardless of the sample used, there are only considered those tweets that were equally labeled by at least two of the three volunteers, in such a way that the tweets selected provide more consistent information to the training. Thus, for the informativeness criterion, the random-sample, IU-sample and IT-sample sizes were reduced to 576, 284 and 329 tweets, respectively, while for the informative type criterion, to 469, 234 and 291 tweets, respectively.

It was executed one training per hour (24 hours in total) for each sample (random, IU, IT), and for each type of classifier (SVM, naive bayes, decision trees). In total, $24 \times 3 \times 3 = 216$ executions were done (including within each execution the cross

| Kappa value | Strength of agreement |
|-------------|-----------------------|
| < 0.20      | Poor                  |
| 0.21 – 0.40 | Fair                  |
| 0.41 – 0.60 | Moderate              |
| 0.61 – 0.80 | Good                  |
| 0.81 – 1.00 | Very good             |
The average performance results obtained for the different classifiers are shown in Table 6. As stated in the Classifiers section, the precision and recall were used, because they are the metrics used for similar taxonomies [11]. Furthermore, the F-score was included as a test’s accuracy measure.

As can be seen in Table 6, regardless of the use or not of centrality measures, the results obtained for

### Table 5. Tweets labeled with both classification criteria.

| Informativeness classification criterion | Labels                     | Random-sample | IU-sample | IT-sample |
|-----------------------------------------|----------------------------|---------------|-----------|-----------|
| informative and pertinent               | 33.9%                      | 69.5%         | 70.6%     |
| not informative, but pertinent          | 46.3%                      | 22.6%         | 7.8%      |
| not related                             | 16.3%                      | 5.9%          | 21.0%     |
| does not apply                          | 3.6%                       | 2.0%          | 0.6%      |

| Information type classification criterion | Labels           | Random-sample | IU-sample | IT-sample |
|------------------------------------------|------------------|---------------|-----------|-----------|
| affected individuals                     | 6.7%             | 15.4%         | 9.8%      |
| infrastructure/utilities                | 15.1%            | 35.4%         | 27.6%     |
| donations/volunteering                  | 3.1%             | 6.0%          | 10.5%     |
| caution/advise                           | 5.8%             | 7.9%          | 4.5%      |
| emotional support                        | 11.2%            | 4.2%          | 0.7%      |
| other information                        | 31.9%            | 20.2%         | 23.5%     |
| does not apply                           | 26.1%            | 10.9%         | 23.5%     |

### Table 6. Average performance of the classifiers.

| Informativeness classification criterion | classifier       | data sample | precision | recall | F-score |
|-----------------------------------------|------------------|-------------|-----------|--------|---------|
|                                          | naive bayes      | random      | 0.70      | 0.73   | 0.67    |
|                                          |                  | IU-sample   | 0.82      | 0.77   | 0.78    |
|                                          |                  | IT-sample   | 0.82      | 0.81   | 0.81    |
|                                          | decision trees   | random      | 0.55      | 0.56   | 0.56    |
|                                          |                  | IU-sample   | 0.74      | 0.76   | 0.75    |
|                                          |                  | IT-sample   | 0.77      | 0.81   | 0.78    |
|                                          | SVM with radial-based function | random | 0.71 | 0.71 | 0.70 |
|                                          |                  | IU-sample   | 0.83      | 0.80   | 0.80    |
|                                          |                  | IT-sample   | 0.86      | 0.85   | 0.85    |

| Information type classification criterion | classifier       | data sample | precision | recall | F-score |
|------------------------------------------|------------------|-------------|-----------|--------|---------|
|                                          | naive bayes      | random      | 0.41      | 0.39   | 0.36    |
|                                          |                  | IU-sample   | 0.39      | 0.34   | 0.34    |
|                                          |                  | IT-sample   | 0.54      | 0.55   | 0.51    |
|                                          | decision trees   | random      | 0.31      | 0.32   | 0.30    |
|                                          |                  | IU-sample   | 0.31      | 0.32   | 0.30    |
|                                          |                  | IT-sample   | 0.51      | 0.58   | 0.51    |
|                                          | SVM with radial-based function | random | 0.38 | 0.43 | 0.36 |
|                                          |                  | IU-sample   | 0.42      | 0.41   | 0.39    |
|                                          |                  | IT-sample   | 0.53      | 0.65   | 0.52    |
Informativeness are considerably better than those obtained for Information type. One reason for these differences could be the greater complexity of the second taxonomy, that is, it has a higher number of labels, and users could select multiple labels for each tweet. Another reason is that some of the categories were poorly labeled by the volunteers, either because of the kind of disaster considered, or because Twitter was not used to disperse that type of information. As a result of the few instances used in some categories during the training, the average precision, recall, and F-score of the classifiers decreased. Examples of this are the donations/volunteering, caution/advice, and emotional support categories, which together represent just around the 20% of the labels for each sample.

Regarding the centrality measures, the TRank (IT-sample) tends to improve in average all the performance metrics. The SNP (IU-sample), on the other hand, improves all the performance metrics for the Informativeness classification criterion, but it fails in the Information type criterion. The best results are obtained for the Informativeness classification criterion using SVM with radial-based function, where the classifiers reach a precision, recall and F-score of around 85%.

Finally, the F-score obtained for the classifiers over time is illustrated in Figure 5. As mentioned above, the SVM with radial-based function presents the best results for both taxonomies. In general, good quality models are obtained in the first hours of the disaster, especially with the IT-sample. For the Informativeness taxonomy, a good quality model is achieved in the second hour. Then, with the IT-sample, the quality of the classifiers begins to stabilize around an F-score greater than 0.8. Regarding the Information type taxonomy, whereas for the IT-sample the quality of the models improves over time, for the random and IU samples the performance does not seem to evolve. The above indicates that the TRank measure gets tweets that improve the quality of the models over time.

**CONCLUSIONS AND FUTURE WORK**

In this paper has been proposed the use of centrality measures to improve the training sample for supervised classifiers of tweets related to natural disasters, using an active learning approach. In this applied context, it is crucial to obtain valuable information quickly, usually starting from a small training data set.

For the considered study case, the new strategy produced a higher consistency in the labeling process, i.e., a greater agreement among the volunteers to classify the tweets (see Table 3). Note that this is not related to the quality of data collection, nor does
it imply that it will be fulfilled for other cases of study. Instead, it seems clear that centrality measures produce a higher pertinence of the tweets within the data sample, i.e., these measures help to provide a collection of tweets considered more valuable by the volunteers. In fact, the centrality measures allowed increasing to more than double the number of informative and relevant tweets (see Table 5).

For the experiments were used two centrality measures: the TRank, used to identify relevant tweets, and the SNP measure, used to identify influential users. While both measures generally improve the results under the Informativeness classification criterion, compared to using a random data sample, the measure that produced substantially better results for both classification criteria was the TRank. This validates the hypotheses defined in the Extraction section for the TRank but relativizes the hypothesis for the SNP measure. Remarkably, to obtain these results, the sizes of the data sets produced by the centrality measures are smaller than the standard sample size. Thus, although the size of the IT-sample is about 60% of the Random-sample, the collected tweets bring more discriminative power to the model. This reduction in sample size translates into a reduction in training time, but more importantly, in human labeling time.

Regarding the performance of the classifiers, the new proposed strategy improves in general the precision, recall, and F-score of the classifiers. The average results are illustrated in Table 6, and the results over time are shown in Figure 5. The best results are obtained for the SVM with radial-based function.

It is important to note the differences of the results obtained for both taxonomies. It seems that the simplest taxonomies allow to train classifiers with better performance, because during the labeling process the volunteers only had to choose among a few categories, so that better training samples are obtained. On the other hand, for more complex taxonomies like Information type, some categories are not sufficiently labeled to obtain a more satisfactory training sample. Hence, while simpler taxonomies can fit into different scenarios, more complex taxonomies may not be appropriate for any natural disaster. In this sense, the development of suitable taxonomies for various types of disasters can be a useful and interesting line of work.

As future work, it would be interesting to apply this methodology to other natural disasters events. Furthermore, although the SNP measure did not produce results as satisfactory as TRank, it could be other influence measures that could give better results. This work leaves open the possibility of looking for other centrality measures more suitable for supervised learning under the active learning approach.
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