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Abstract. We propose a new numerical method to reconstruct the isotropic electrical conductivity from measured restricted Dirichlet-to-Neumann map data in electrical impedance tomography (EIT) model. "Restricted Dirichlet-to-Neumann (DtN) map data" means that the Dirichlet and Neumann boundary data for EIT are generated by a point source running either along an interval of a straight line or along a curve located outside of the domain of interest. We "convexify" the problem via constructing a globally strictly convex Tikhonov-like functional using a Carleman Weight Function. In particular, two new Carleman estimates are established. Global convergence to the correct solution of the gradient projection method for this functional is proven. Numerical examples demonstrate a good performance of this numerical procedure.
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1. Introduction. We develop in this paper a new globally convergent numerical method of the reconstruction of the internal electrical conductivity in the inverse problem of Electrical Impedance Tomography (EIT). The main part of the paper is devoted to the theory of this method. Next, numerical examples are presented. A general analytical concept of this method was originally proposed in the work [31] of the first author. However, it was not sufficiently specified in [31] for the EIT case. Unlike the conventional case of the Dirichlet-to-Neumann map (DtN) boundary data, it was proposed in [31] to use the so-called “restricted DtN map data” on the boundary. In the case of restricted DtN data, the number \( d = 2, 3 \) of free variables in the data equals the number of free variables in the unknown conductivity coefficient in the \( \mathbb{R}^d \) case. We achieve this via truncation of a Fourier-like series. Note that the conventional DtN requires \( m = 4 \) of free variables in the data in the 3D case.

Any Coefficient Inverse Problem (CIP) is highly nonlinear and ill-posed. As a result, a conventional least squares Tikhonov functional for a CIP is non-convex. The latter means that, as a rule, that functional has many local minima and ravines, see, e.g. [37] for a good numerical example. Hence, to obtain a good approximation for the exact solution of a CIP, one should start iterations of the minimization method for this functional in a small neighborhood of the exact solution. We call this local convergence. However, it is often unclear how to practically obtain such a good first guess.

Unlike the conventional case, we “convexify” the problem. More precisely, we...
construct a weighted Tikhonov-like functional with the Carleman Weight Function (CWF) in it. The CWF is the function which is involved in the Carleman estimate for the Laplace operator. The presence of the CWF ensures the strict convexity of this functional on any a priori chosen ball of an arbitrary radius $R > 0$ in an appropriate Hilbert space. The latter guarantees the global convergence of the gradient projection method of the optimization of this functional to the exact solution of the original inverse EIT problem. We call a numerical method for a CIP globally convergent if there is a theorem, which guarantees that this method delivers at least one point in a sufficiently small neighborhood of the exact solution of that CIP without any advanced knowledge of this neighborhood. The size of this neighborhood should depend on measurement and approximation errors. The numerical method of this paper converges globally.

Electrical impedance tomography (EIT) is a non invasive and diffusive imaging method to recover the electrical conductivity distribution inside an object of interest by using the DtN map on the boundary. This modality is safe, portable and also has many clinical imaging applications [18]. There is a vast number of research papers discussing EIT. It has been analytically proven that the interior electrical conducting is uniquely determined by the Dirichlet-to-Neumann map on the boundary [12, 36, 40]. However, the EIT inverse problem is essentially ill-posed compared with other imaging modalities in practice [11], since the DtN data on the boundary is not that sensitive to the conductivity change inside the domain of interest.

In the past three decades, there were numerous studies on the EIT imaging method with quite many publications. Since this paper is not a survey of EIT, we now provide a far incomplete list of references on this topic. The recovery of small inclusions from boundary measurements is discussed in [3, 32]. Hybrid conductivity imaging methods are presented in [4, 39, 42]. The multi-frequency EIT imaging methods are discussed in [2, 38]. In particular, [2] also shows that the frequency difference method can eliminate the modeling errors. Both the finite element method and the adaptive finite element method are also applied to recover the internal conductivity [21, 35]. The imaging algorithms based on the sparsity reconstruction are applied to the electrodes on the boundary of the object to image. Then the electrical potentials are measured on the boundary. This gives the DtN map data. The EIT problem is to recover the internal electric conductivity from these DtN measurements. This problem is essentially ill-posed.

Unlike the DtN, by our definition, restricted DtN data means that the Dirichlet and Neumann boundary data for the EIT problem are generated by a point source running either along an interval of a straight line or along a curve located outside of the domain to be imaged. Moreover, the restricted DtN data can be given either on the whole or on a part of the boundary.

The key element of our method consists in the construction of a weighted Tikhonov-like functional which is strictly convex on any a priori chosen ball of an arbitrary radius $R > 0$ in an appropriate Hilbert space. In other words, we “convexify” the problem. The main ingredient of that Tikhonov-like functional is the presence of the CWF in it. If the exact solution belongs to that ball (as it should be assumed in the frame-
work of the regularization theory [41]), then convergence of the gradient projection method to the exact solution is guaranteed if starting from an arbitrary point of this ball. Hence, this is global convergence. On the other hand, recall that convergence of a gradient-like method to the exact solution for a non-convex functional might be guaranteed only if its starting point is located in a small neighborhood of this solution.

Carleman estimates were introduced in the field of Coefficient Inverse Problems (CIPs) in the work [10]. There are many works devoted to the method of [10], see, e.g. the survey [23], the most recent book [9] and the references cited therein. The goal of the authors of [10] was to prove global uniqueness and stability results for CIPs. Later, however, it became clear that Carleman estimates can also be applied to numerical methods for some ill-posed problems for PDEs. First, CWFs can be applied to convexify CIPs, see [8, 22, 27] for the theory and [6, 26, 29, 30] for both the theory and numerical results. Second, CWFs can be applied to prove convergence of the so-called quasi-reversibility method for ill-posed Cauchy problems for linear PDEs [24]. Third, CWFs are applicable for the convexification of some ill-posed Cauchy problems for quasilinear PDEs, see [25] for the theory and [5, 28] for both the theory and numerical results.

However, in the above cited works on the convexification for CIPs only the case of a single location of the source was considered for either time dependent or frequency dependent data. Unlike the above cited publications, in [31] a significantly new convexification method was proposed. This was done for the case when the boundary data for a CIP are generated by a point source which is running along an interval of a straight line. The resulting boundary data form the above mentioned restricted DtN. In this work we specify the idea of [31] for the case of an inverse problem for EIT with the restricted DtN data.

To minimize the above mentioned weighted Tikhonov-like functional, we propose a multi-level method, which is somewhat similar with the adaptivity method, see, e.g. [7] for a detailed theory of the adaptivity. However, we do not extend to our case the theory of the adaptivity presented in [7], i.e. we restrict our attention only to the numerical aspect of the adaptivity. Thus, we minimize that functional on a coarse mesh first and use the solution achieved on the coarse mesh (first level) as the starting point for a finer mesh (second level). We repeat this process until we get a solution on $K_{th}$ level. We have found that we get a rough image on the coarse mesh (e.g. support, shape) of the internal conductivity much faster than on a finer mesh, while on the finer mesh with the starting point from the solution on the coarse mesh, the solution is corrected in details (e.g., amplitude and shape).

2. EIT with restricted Dirichlet-to-Neumann (DtN) data. All functions below are real valued ones. The same is about functional spaces, including Hilbert spaces.

2.1. Model. In this section, we formulate the restricted DtN for the inverse EIT problem. First, we recall the traditional DtN for EIT. Let $\Omega$ be an open bounded domain in $\mathbb{R}^d$ ($d = 2, 3$) to be imaged with a smooth boundary $\partial\Omega$. The EIT forward problem is formulated as: For any given input current

$$g_1 \in L^2_0(\partial\Omega) := \{ g \in L^2(\Omega) : \int_{\partial\Omega} g \, ds = 0 \}$$
and the conductivity distribution \( \sigma(x) \), find the function \( u(x) \in H^1(\Omega) \) such that

\[
\begin{align*}
-\nabla \cdot (\sigma(x)\nabla u(x)) &= 0 \quad \text{in } \Omega, \\
\sigma(x) \frac{\partial u}{\partial \nu} &= g_1(x) \quad \text{on } \partial \Omega, \\
\int_{\partial \Omega} u(x) \, ds &= 0,
\end{align*}
\]

where \( \nu \) is the outward unit normal vector on \( \partial \Omega \). Denote \( g_0(x) = u|_{\partial \Omega} \). Then the inverse EIT problem is to recover the internal conductivity function \( \sigma(x) \) from the DtN map \( \Lambda : g_0 \rightarrow g_1 \).

In this paper, we consider the EIT problem with the source outside the domain of interest and the restricted DtN data measured on the boundary of the domain of interest, as described below.

To avoid working with singularities and also to simplify the presentation, we model the point source here by a \( \delta \)-like function instead of the \( \delta \)-function. Let \( \varepsilon > 0 \) be a sufficiently small number. Let the source function \( f(x) \) be such that

\[
f(x) \in C^\infty(\mathbb{R}^d), \quad f(0) \neq 0, \quad f(x) \geq 0, \quad \forall x \in \mathbb{R}^d, \quad f(x) = 0 \text{ for } |x| > \varepsilon.
\]

Let \( G \subset \mathbb{R}^n \) be a bounded domain with its boundary \( \partial G \in C^1 \), \( \Omega \subset G \) and \( \partial \Omega \cap \partial G = \emptyset \). Let \( \mathbf{x} \in \mathbb{R}^{d-1} \) be a fixed point. For \( s \in [0, 1] \) denote \( x_s = (x_s, \mathbf{x}) \) the position of the point source. Let \( I = \{ x_s = (x_s, \mathbf{x}) : s \in [0, 1] \} \) be the interval of the straight line \( \{ x = (x_1, \mathbf{x}), x_1 \in \mathbb{R} \} \). Let \( I_s = \{ x \in \mathbb{R}^d : \text{dist}(x, I) < \varepsilon \} \), where \( \text{dist}(x, I) \) is the Hausdorff distance between the point \( x \) and the set \( I \). We also assume that \( I_s \subset (G \setminus \Omega) \), which means that the support of the source function is outside of the domain \( \Omega \).

Let the function

\[
\sigma(x) \in C^{2+\alpha}(\overline{G}), \quad \sigma(x) = 1 \text{ for } x \in G \setminus \Omega \text{ and } \sigma(x) \geq \sigma_0 = \text{const.} > 0.
\]

Here \( \alpha = \text{const.} \in (0, 1) \) and \( C^{k+\alpha}(\overline{G}) \) be the Hölder space, where \( k \geq 0 \) is an integer. Assume first that \( \sigma(x) \) is known. For each source position \( x_s \in I \) we define the forward boundary value problem for EIT as the problem of finding the function \( u(x, s) \) such that

\[
\begin{align*}
\nabla \cdot (\sigma(x)\nabla u(x, s)) &= -f(x - x_s), & x \in G, \forall x_s \in \overline{I} \\
u(x, s)|_{x \in \partial G} &= 0, & \forall x_s \in \overline{I}.
\end{align*}
\]

It is well known that for each \( x_s \in I \) the problem (4) has unique solution

\[
u(x, s) \in C^{3+\alpha}(\overline{G}), \forall x_s \in \overline{I},
\]

see, e.g. [14]. We measure both Dirichlet and Neumann boundary conditions of the function \( u \) on a part \( \Gamma \subseteq \partial \Omega \) of the boundary \( \partial \Omega \),

\[
u(x, s)|_{x \in \Gamma, x_s \in \overline{I}} = g_0(x, s) \quad \text{and} \quad \partial_\nu u(x, s)|_{x \in \Gamma, x_s \in \overline{I}} = g_1(x, s).
\]

We call the Dirichlet and Neumann boundary data (6) “restricted DtN data”.

If the coefficient \( \sigma(x) \) is known, then, having the solution of the forward problem (4), one can easily compute functions \( g_0(x, s) \) and \( g_1(x, s) \). Suppose now that the function \( \sigma(x) \) is unknown. Then we arrive at the following inverse problem:
**Coefficient Inverse Problem (CIP).** Assume that the function $\sigma(x)$ is unknown for $x \in \Omega$ and also that conditions (2), (3) hold. Also, assume that functions $g_0(x,s)$ and $g_1(x,s)$ in (6) are known for all $x \in \Gamma, x_s \in \mathcal{T}$. Determine the function $\sigma(x)$.

Note that in this CIP the number $d$ of free variables in the data equals the number of free variables in the unknown coefficient.

2.2. An equivalent problem. In this subsection, we transform the above CIP to an inverse problem for a quasilinear PDE. First, introduce the well known change of variables

\[ u_1(x,s) = \sqrt{\sigma(x)}u(x,s), \]

where $u(x,s)$ is the solution of problem (4). Then

\[ \begin{cases} \Delta u_1(x,s) + a_0(x)u_1(x,s) = -f(x-x_s), & \forall x_s \in \mathcal{T}, \\ u_1(x,s)|_{x \in \partial G} = 0, & \forall x_s \in \mathcal{T}, \end{cases} \]

where

\[ a_0(x) = \frac{-\Delta \left( \sqrt{\sigma(x)} \right)}{\sqrt{\sigma(x)}}. \]

Recalling that $\sigma = 1$ on $\partial \Omega$, we obtain from (6)

\[ u_1(x,s)|_{x \in \Gamma, s \in [0,1]} = g_0(x,s) \quad \text{and} \quad \partial_n u_1(x,s)|_{x \in \Gamma, s \in [0,1]} = g_1(x,s). \]

If we would recover the function $a_0(x)$ for $x \in \Omega$ from conditions (8), (10), then, assuming that 0 is not an eigenvalue of the elliptic operator $\Delta + a_0(x)$ with the Dirichlet boundary condition either on $\partial \Omega$ or on $\partial G$, we would recover the function $\sigma(x)$ via solving elliptic equation (9) either in the domain $\Omega$ with the Dirichlet boundary condition $\sigma|_{\partial \Omega} = 1$, or in the domain $G$ with the Dirichlet boundary condition $\sigma|_{\partial G} = 1$. Hence, we focus below on the recovery of the function $a_0(x)$ for $x \in \Omega$ from conditions (8), (10).

It follows from (2), (4), (7) and the maximum principle for elliptic equations [14] that $u_1(x,s) > 0$ for all $x \in \overline{\Omega}$ and all $s \in [0,1]$. Hence, we can consider the function $v(x,s)$,

\[ v(x,s) = \ln u_1(x,s). \]

Then $u_1(x,s) = e^{v(x,s)}$ and (8) implies that

\[ \Delta v(x,s) + (\nabla v(x,s))^2 = -a_0(x), \quad x \in \Omega, \forall s \in [0,1]. \]

Here we use (2) and the fact that $I_\varepsilon \subset (G \setminus \overline{\Omega})$. In addition, using (10), we obtain

\[ v(x,s)|_{x \in \Gamma, s \in [0,1]} = \tilde{g}_0(x,s) \quad \text{and} \quad \partial_n v(x,s)|_{x \in \Gamma, s \in [0,1]} = \tilde{g}_1(x,s), \]

where

\[ \tilde{g}_0(x,s) = \ln g_0(x,s) \quad \text{and} \quad \tilde{g}_1(x,s) = \frac{g_1(x,s)}{g_0(x,s)}. \]
Differentiating equation (12) with respect to \( s \) and noting that the function \( a_0(x) \) is independent on \( s \), we obtain

\[
\Delta v_s + 2\nabla v_s \cdot \nabla v = 0, \quad x \in \Omega, \forall s \in [0,1].
\]

Now the above CIP is reduced to the following problem:

**Reduced Problem.** Recover the function \( v(x, s) \) from equations (14), given the boundary measurements \( \tilde{g}_0(x, s) \) and \( \tilde{g}_1(x, s) \) in (13).

If the function \( v(x, s) \) is approximated, then the approximate coefficient \( a_0(x) \) can be found via (12). Thus, our focus below is on the solution of Reduced Problem.

3. Cauchy problem for a system of coupled quasilinear elliptic equations.

To solve Reduced Problem, we obtain in this section a system of coupled quasilinear elliptic equations.

3.1. A special orthonormal basis in \( L^2(0,1) \). Let \( (, \) denotes the scalar product in \( L^2(0,1) \). We need to construct such an orthonormal basis in the space \( L^2(0,1) \) of real valued functions \( \{\psi_n(s)\}_{n=0}^{\infty} \) that the following two conditions are met:

1. \( \psi_n \in C^1[0,1] \), \( \forall n = 0, 1, ... \)
2. Let \( a_{mn} = (\psi'_n, \psi_m) \). Then the matrix \( M_k = (a_{mn})_{m,n=0}^{k-1} \) should be invertible for any \( k = 1, 2, ... \)

Neither the basis of any type of classical orthonormal polynomials nor the basis of trigonometric functions \( \{\sin (2\pi ns), \cos (2\pi ns)\}_{n=0}^{\infty} \) do not satisfy the second condition. Indeed, in either of these cases all elements of the first row of the matrix \( M_k \) would be equal to zero. The required basis was constructed in [31]. We now briefly describe this construction for the convenience of the reader.

Consider the set of functions \( \{s^n e^s\}_{n=0}^{\infty} \). This set is complete in \( L^2(0,1) \). We orthonormalize it using the classical Gram-Schmidt orthonormalization procedure. We start from \( n = 0 \), then take \( n = 1 \), etc. Then we obtain the orthonormal basis \( \{\psi_n(s)\}_{n=0}^{\infty} \) in \( L^2(0,1) \). Each function \( \psi_n(s) \) has the form

\[
\psi_n(s) = P_n(s) e^s,
\]

where \( P_n(s) \) is the polynomial of the degree \( n \). Hence, one can say that these polynomials are orthogonal to each other in the weighted \( L^2(0,1) \) space with the weight function \( e^{2s} \). Lemma 3.1 ensures that the above property number 2 holds for functions \( \psi_n(s) \).

**Lemma 3.1** [31]. We have

\[
a_{mn} = [\psi'_n, \psi_m] = \begin{cases} 
1 & \text{if } n = m, \\
0 & \text{if } n < m.
\end{cases}
\]

For an integer \( k \geq 1 \) consider the \( k \times k \) matrix \( M_k = (a_{mn})_{(m,n)=(0,0)}^{(k-1,k-1)} \). Then (16) implies that \( M_k \) is an upper diagonal matrix and \( \det (M_k) = 1 \). Thus, the inverse matrix \( M_k^{-1} \) exists.

3.2. Cauchy problem for a system of coupled quasilinear elliptic equations.

Fix an integer \( N \geq 1 \). Denote \( \Psi(N) = \{\psi_n(s)\}_{n=0}^{N-1} \). We assume that the function \( v(x, s) \) in (11) can be represented via the truncated Fourier-like series with respect to the orthonormal basis of functions \( \psi_n(s) \) in (15),

\[
v(x, s) = \sum_{n=0}^{N-1} v_n(x) \psi_n(s), \quad x \in \Omega, \forall s \in [0,1].
\]
Then the derivative $v_{s}(x, s)$ is

\begin{equation}
\label{eqn:vs}
v_{s}(x, s) = \sum_{n=0}^{N-1} v_{n}(x) \psi'_{n}(s), \quad x \in \Omega, \forall s \in [0,1].
\end{equation}

Note that functions $v_{n}(x)$ are unknown and should be determined. By (5) and (7) it is reasonable to assume that functions $v_{n}(x)$ are such that

\begin{equation}
\label{eqn:vn}
v_{n} \in C^{3}(\overline{\Omega}), \quad n = 0, ..., N - 1.
\end{equation}

It is likely that (19) can be proven using the classical theory of elliptic PDEs [14]. However, we are not doing this here for brevity.

Substituting (17) and (18) in (14), we obtain

\begin{equation}
\label{eqn:laplacev}
\sum_{n=0}^{N-1} \Delta v_{n}(x) \psi'_{n}(s) + \sum_{n,k=0}^{N-1} \nabla v_{n}(x) \nabla v_{k}(x) \psi'_{n}(s) \psi_{k}(s) = 0, \quad x \in \Omega, \forall s \in [0,1].
\end{equation}

Consider the vector function of unknown coefficient $v_{n}(x)$ in the expansion (17),

\begin{equation}
\label{eqn:vvector}
V(x) = (v_{0}(x), ..., v_{N-1}(x))^{T}.
\end{equation}

For $m = 0, ..., N - 1$ multiply both sides of (20) by the function $\psi_{m}(s)$ and then integrate with respect to $s \in (0,1)$. Using (19) and (21), we obtain

\begin{equation}
\label{eqn:laplacev2}
M_{N} \Delta V - \tilde{F}(\nabla V) = 0, \quad x \in \Omega, \quad V \in C^{3}(\overline{\Omega}),
\end{equation}

where the $N$–dimensional vector function $\tilde{F}$ is quadratic with respect to the first derivatives $\partial_{x} v_{k}(x)$, $j = 1, ..., d; k = 0, ..., N - 1$. Multiplying both sides of (22) by the inverse matrix $M_{N}^{-1}$ (Lemma 3.1), we obtain a system of coupled quasilinear elliptic equations,

\begin{equation}
\label{eqn:quasilinear}
\Delta V - F(\nabla V) = 0, \quad x \in \Omega, \quad V \in C^{3}(\overline{\Omega}),
\end{equation}

\begin{equation}
\label{eqn:quasilinear2}
F(\nabla V) = M_{N}^{-1} \tilde{F}(\nabla V).
\end{equation}

Since the vector function $\tilde{F}$ is quadratic with respect to the first derivatives $\partial_{x} v_{k}(x)$, then (24) implies that the vector function $F$ is also quadratic. In addition, using (13), we obtain Cauchy data for the vector function $V(x)$ on $\Gamma$,

\begin{equation}
\label{eqn:cauchy}
V(x)|_{r=r_{0}} = p_{0}(x), \quad \partial_{n}V(x)|_{r=r_{1}} = p_{1}(x).
\end{equation}

If we would solve the Cauchy problem (23), (25), then we would find coefficients $v_{n}(x)$ in (17). Next, we would substitute (17) in (12) and obtain the following approximate formula for the function $a_{0}(x)$ :

\begin{equation}
\label{eqn:approximate}
a_{0}(x) = - \sum_{n=0}^{N-1} \Delta v_{n}(x) \psi_{n}(s) + \left(\sum_{n=0}^{N-1} \nabla v_{n}(x) \psi_{n}(s)\right)^{2}, \quad x \in \Omega, \quad s \in (0,1).
\end{equation}

As to the value of the parameter $s$ for which the function $a_{0}(x)$ should be calculated in (26), it should be chosen numerically, similarly with [26, 29, 30]. Hence, we develop below a numerical method for solving problem (23), (25).
3.3. Two new Carleman estimates. Since in our numerical examples the domain $\Omega \subset \mathbb{R}^2$ is a disk, we prove in this subsection a new Carleman estimate for the Laplace operator, which is specifically used for the disk in the 2D case and for the ball in the 3D case. We work with the case when $\Gamma = \partial \Omega$ since this is done in our numerical experiments. In principle, Carleman estimates are known for this kind of domains, see, e.g. [22]. However, the CWF in [22] has a rather complicated form and changes too rapidly. On the other hand, the previous numerical experience of the first author with the convexification for CIPs [26, 29, 30] tells us that one should use a CWF of the simplest possible form, also, see, e.g. [6] for a similar statement. This is the reason of presenting here the Carleman estimate with a simple CWF which was not used before.

3.3.1. The 3D case. We derive in this section a new Carleman estimate for the 3D case when the domain $\Omega$ is a ball of the radius $\rho$,

$$\Omega = \{ x \in \mathbb{R}^3 : |x| < \rho \}.$$  

Let $\mu \in (0, \rho)$ be a number. Define the domain $\Omega_\mu$ as

$$\Omega_\mu = \{ x \in \mathbb{R}^3 : \mu < |x| < \rho \} \subset \Omega.$$  

Consider spherical coordinates

$$r = |x| \in (\mu, \rho), \varphi \in (0, 2\pi), \theta \in (0, \pi),$$

$$x_1 = r \cos \varphi \sin \theta, x_2 = r \sin \varphi \sin \theta, x_3 = r \cos \theta.$$  

Also, denote

$$S_\rho = \{ r = \rho \}, S_\mu = \{ r = \mu \}.$$  

The Laplace operator in the spherical coordinates is

$$\Delta_{sp}w = w_{rr} + \frac{1}{r^2 \sin^2 \theta} w_{r \varphi} + \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} (\sin \theta w_{\theta}) + \frac{2}{r} w_r = \tilde{\Delta}_{sp}w + \frac{2}{r} w_r,$$

for an arbitrary function $w \in C^2(\overline{\Omega}_\mu)$. We single out the operator $\tilde{\Delta}_{sp}$ in (29), (30) since any Carleman estimate is independent on the low order derivatives of an operator, and also since we work in $\Omega_\mu$ where $r > \mu > 0$. Everywhere below $C = C(\Omega_\mu) > 0$ denotes different constants depending only on the domain $\Omega_\mu$. Let

$$\nabla w = (w_{x_1}, w_{x_2}, w_{x_3})^T$$

and

$$\nabla_{sp} w = \left( w_r, \frac{w_\varphi}{r \sin \theta}, \frac{w_\theta}{r} \right)^T.$$  

Note that since $w_\varphi = -w_{x_1} \sin \varphi \sin \theta + w_{x_2} \cos \varphi \sin \theta$, then the function $w_\varphi / \sin \theta$ does not have a singularity. It is well known that

$$|\nabla w| \leq C |\nabla_{sp} w| \text{ in } \overline{\Omega}_\mu,$$

$$|\nabla_{sp} w| \leq C |\nabla w| \text{ in } \overline{\Omega}_\mu.$$

Introduce the subspace \( H_0^m (\Omega_\mu) \) of the Hilbert space \( H^m (\Omega_\mu) \) as
\[
H_0^m (\Omega_\mu) = \{ u \in H^m (\Omega_\mu) : u \mid_{S_\mu} = u_{r_{|S_\mu}} = 0 \}, \quad m = 2, 3.
\]

We include the term with \((\Delta w)^2\) in the right hand side of the Carleman estimate (33) since we will need to estimate not only convergence for the vector function \( W (x) \) (Theorem 5.4), but also to estimate convergence for the target coefficient \( a_0(x) \) (Theorem 5.5). To do the latter, we will need to use equation (12) in which the Laplace operator is involved.

**Theorem 3.1 (Carleman estimate).** There exists a number \( \lambda_0 = \lambda_0 (\Omega_\mu) \geq 1 \) and a number \( C = C (\Omega_\mu) > 0 \), both depending only on the domain \( \Omega_\mu \), such that for any function \( w \in H^2 (\Omega_\mu) \) and for all \( \lambda \geq \lambda_0 \) the following Carleman estimate with the CWF \( e^{2\lambda r} \) holds:
\[
(33) \quad \int_{\Omega_\mu} (\Delta w)^2 e^{2\lambda r} \, dx \geq \frac{1}{2} \int_{\Omega_\mu} (\Delta w)^2 e^{2\lambda r} \, dx + C \lambda \int_{\Omega_\mu} (\nabla w)^2 e^{2\lambda r} \, dx + C \lambda^3 \int_{\Omega_\mu} w^2 e^{2\lambda r} \, dx
\]
\[
- C \lambda e^{2\lambda r} \int_{S_\mu} w^2 \, dS - C \lambda^3 e^{2\lambda r} \int_{S_\mu} w^2 \, dS - C \lambda^3 e^{2\lambda r} \| w \|_{H^2 (\Omega_\mu)}^2.
\]
In particular, if \( w \in H_0^2 (\Omega_\mu) \), then
\[
(34) \quad \int_{\Omega_\mu} (\Delta w)^2 e^{2\lambda r} \, dx \geq \frac{1}{2} \int_{\Omega_\mu} (\Delta w)^2 e^{2\lambda r} \, dx + C \lambda \int_{\Omega_\mu} (\nabla w)^2 e^{2\lambda r} \, dx + C \lambda^3 \int_{\Omega_\mu} w^2 e^{2\lambda r} \, dx
\]
\[
- C \lambda^3 e^{2\lambda r} \| w \|_{H^2 (\Omega_\mu)}^2.
\]

**Proof.** We assume that \( w \in C^2 (\overline{\Omega_\mu}) \) since the case \( w \in H^2 (\Omega_\mu) \) can be handled automatically later via density arguments. Introduce the new function \( q = w e^{\lambda r} \). Then
\[
w = q e^{-\lambda r}, \quad w_{rr} = (q_{rr} - 2\lambda q_r + \lambda^2 q) e^{-\lambda r}.
\]
By (30)
\[
(\Delta_{sp} w)^2 e^{2\lambda r} \sin \theta = \left[ (\Delta_{sp} q + \lambda^2 q) - 2\lambda q_r \right]^2 r \sin \theta
\]
\[
\geq -4\lambda q_r \left( r \sin \theta q_{r r} + \frac{1}{r \sin \theta} q_{\varphi \varphi} + \frac{1}{r \sin \theta} (\sin \theta q_{\theta \theta}) + \lambda^2 r \sin \theta q_{\varphi}
\right)
\]
\[
= \partial_r \left( -2\lambda r \sin \theta q_r^2 \right) + 2\lambda \sin \theta q_r^2 + \partial_\varphi \left( -4\lambda \frac{q_r q_\varphi}{r \sin \theta} \right) + 4\lambda \frac{1}{r \sin \theta} q_{r \varphi} q_\varphi + \partial_\theta \left( -4\lambda \sin \theta \frac{q_r q_\theta}{r} \right) + 4\lambda \sin \theta \frac{q_{r \theta} q_\theta}{r} + \partial_r \left( -2\lambda^3 r \sin \theta q_r^2 \right) + 2\lambda^3 r \sin \theta q_r^2
\]
\[
= \partial_r \left( -2\lambda r \sin \theta q_r^2 - 2\lambda^3 r \sin \theta q_r^2 + 2\lambda^3 r^2 \theta \sin \theta q_r^2 + 2\lambda \frac{1}{r \sin \theta} q_{2 \varphi} + 2\lambda \frac{\sin \theta}{r} q_{2 \varphi}
\right)
\]
\[
+ \partial_\varphi \left( -4\lambda \frac{q_r q_\varphi}{r \sin \theta} \right) + \partial_\theta \left( -4\lambda \sin \theta \frac{q_r q_\theta}{r} \right)
\]
\[
+ 2\lambda \left( \sin \theta q_{2 \varphi}^2 + \frac{q_{2 \varphi}^2}{\sin \theta r^2} + \sin \theta \frac{q_{2 \theta}^2}{r^2} \right) + \lambda^3 r \sin \theta q_{r}^2.
\]
Hence, we have proven that
\[
(\Delta_\text{sp})^2 w \geq 2\lambda \left( \sin q_r^2 + \frac{q_r^2}{\sin \theta r^2} + \sin \frac{\theta q_\theta^2}{r^2} \right) + 2\lambda^3 r \sin \theta q^2
\]
\[
+ \partial_r \left( -2\lambda r \sin \theta q_r^2 - 2\lambda^3 r \sin \theta q^2 + \frac{2\lambda}{r} \sin \theta q_\theta^2 + 2\lambda^3 \frac{\sin \theta}{r} q^2 \right)
\]
\[
+ \partial_\theta \left( -4\lambda \frac{\partial q_\phi}{r \sin \theta} \right) + \partial_\theta \left( -4\lambda \sin \theta \frac{\partial q_\theta}{r} \right).
\]
Integrate this inequality over \( \Omega_\mu \) while keeping in mind that the function \( q(r, \varphi, \theta) \) is periodic with respect to \( \varphi \) with the period \( 2\pi \) and that \( \sin 0 = \sin \pi = 0 \) and also that \( dx = r^2 \sin \theta dr d\varphi d\theta \). We obtain
\[
\int_{\Omega_\mu} (\Delta_\text{sp})^2 w dx \geq C \int_{\Omega_\mu} (\Delta_\text{sp})^2 w dx = \int_{\Omega_\mu} (\Delta_\text{sp})^2 w dx \geq 2\lambda \int_{\Omega_\mu} (q_r^2 + \frac{q_r^2}{\sin \theta r^2} + \frac{q_\theta^2}{r^2}) \sin \theta dr d\varphi d\theta + 2\lambda^3 \int_{\Omega_\mu} q^2 r \sin \theta dr d\varphi d\theta
\]
\[
- \int_{S_\mu} (2\lambda q_r^2 + 2\lambda^3 q^2) dS - C\lambda e^{2\lambda \mu} \int_{S_\mu} (\nabla w)^2 dS.
\]
(35)

Change variables back from \( q \) to \( w \). Since \( q = w e^{\lambda r} \), then
\[
q_r^2 = (w_r + \lambda w) e^{2\lambda r} = w_r^2 e^{2\lambda r} + 2\lambda w_r w e^{2\lambda r} + \lambda^2 w^2 e^{2\lambda r}
\]
\[
= w_r^2 e^{2\lambda r} + \partial_r (\lambda w e^{2\lambda r}) - 2\lambda^2 w^2 e^{2\lambda r} + \lambda^2 w^2 e^{2\lambda r}
\]
\[
= w_r^2 e^{2\lambda r} - \lambda^2 w^2 e^{2\lambda r} + \partial_r (\lambda w e^{2\lambda r}).
\]
Let the number \( a = \min (\mu/2, 1) \). Then in the first line of (35)
\[
2\lambda q_r^2 + 2\lambda^3 q^2 r \geq 2\lambda a q_r^2 + 2\lambda^3 q^2 \mu
\]
(36)

\[
(37) \quad \int_{\Omega_\mu} (\Delta_\text{sp})^2 w dx \geq C\lambda \int_{\Omega_\mu} (\nabla w)^2 e^{2\lambda r} dx + C\lambda^3 \int_{\Omega_\mu} w^2 e^{2\lambda r} dx
\]
\[
- C\lambda e^{2\lambda \mu} \int_{S_\mu} w^2 dS - C\lambda^3 e^{2\lambda \mu} \int_{S_\mu} w^2 dS - C\lambda^3 e^{2\lambda \mu} \int_{S_\mu} (\nabla w)^2 + w^2 dS.
\]
Noticing that by (29)

\[
(\Delta w)^2 = (\tilde{\Delta}_{sp}w)^2 + 4 \left( \frac{w_r}{r} \right)^2 + 4 \left( \frac{w_r}{r} \right)^2 \geq \frac{1}{2} (\tilde{\Delta}_{sp}w)^2 - Cw_r^2,
\]

and also that

\[
\int_{S_\rho} \left( (\nabla w)^2 + w^2 \right) dS \leq C \|w\|_{H^2(\Omega_\rho)}^2,
\]

and then using (37), we obtain

\[
(38) \quad \int_{\Omega_\mu} (\Delta w)^2 e^{2\lambda r} dx \geq C\lambda \int_{\Omega_\mu} (\nabla w)^2 e^{2\lambda r} dx + C\lambda^3 \int_{\Omega_\mu} w^2 e^{2\lambda r} dx

- C\lambda e^{2\lambda r} \int_{S_\rho} w^2 dS - C\lambda^3 e^{2\lambda r} \int_{S_\rho} w^2 dS - C\lambda^3 e^{2\lambda r} \|w\|_{H^2(\Omega_\mu)}^2.
\]

Obviously,

\[
(39) \quad \int_{\Omega_\mu} (\Delta w)^2 e^{2\lambda r} dx = \int_{\Omega_\mu} (\Delta w)^2 e^{2\lambda r} dx.
\]

Summing up (38) with (39) and then dividing the resulting estimate by 2, we obtain (33). □

3.3.2. The 2D case. In this case we keep the same notations for domains \(\Omega, \Omega_\mu\) as ones in subsection 3.3.1, meaning, however, that now these are domains in \(\mathbb{R}^2\).

Polar coordinates are

\[
\rho = |x| \in (\mu, \rho), \varphi \in (0, 2\pi),
\]

\[
x_1 = \rho \cos \varphi, x_2 = \rho \sin \varphi.
\]

The Laplace operator in polar coordinates is

\[
\Delta_p w = \frac{w_r}{r} + \frac{1}{r^2} w_{\varphi \varphi} + \frac{1}{r} w_r = \tilde{\Delta}_p w + \frac{1}{r} w_r.
\]

**Theorem 3.2** (Carleman estimate). There exists a number \(\lambda_0 = \lambda_0(\Omega_\mu) \geq 1\) depending only on the domain \(\Omega_\mu\) such that for any function \(w \in H^2(\Omega_\mu)\) and for all \(\lambda \geq \lambda_0\) the following Carleman estimate holds:

\[
(\Delta w)^2 e^{2\lambda r} dx \geq \frac{1}{2} \int_{\Omega_\mu} (\Delta w)^2 e^{2\lambda r} dx + C\lambda \int_{\Omega_\mu} (\nabla w)^2 e^{2\lambda r} dx + C\lambda^3 \int_{\Omega_\mu} w^2 e^{2\lambda r} dx

- C\lambda e^{2\lambda r} \int_{S_\rho} w^2 dS - C\lambda^3 e^{2\lambda r} \int_{S_\rho} w^2 dS - C\lambda^3 e^{2\lambda r} \|w\|_{H^2(\Omega_\mu)}^2.
\]

In particular, if \(w \in H^2_0(\Omega_\mu)\), then

\[
(\Delta w)^2 e^{2\lambda r} dx \geq \frac{1}{2} \int_{\Omega_\mu} (\Delta w)^2 e^{2\lambda r} dx + C\lambda \int_{\Omega_\mu} (\nabla w)^2 e^{2\lambda r} dx + C\lambda^3 \int_{\Omega_\mu} w^2 e^{2\lambda r} dx

- C\lambda^3 e^{2\lambda r} \|w\|_{H^2(\Omega_\mu)}^2.
\]

The proof of this theorem is omitted since it is very similar with the proof of Theorem 3.1.
3.4. Hölder stability and uniqueness of the Cauchy problem (23), (25).

We establish in this subsection the Hölder stability estimate for problem (23), (25). Uniqueness follows immediately from this estimate. We work here only with the 3D case. Theorem 3.2 implies that the 2D case can be handled almost exactly the same way. Thus, in this subsection the domain $\Omega$ is as in (27), and in (25) $\Gamma = \partial \Omega = \{ r = \rho \}$. Everywhere below we often work with $N$-dimensional vector functions, like, e.g. $V(x)$. Norms in standard functional spaces of such vector functions are defined in the natural well known way via corresponding norms of their components. The same about scalar products. It is always clear from the context whether we work with regular functions or with those $N$-dimensional vector functions.

Suppose that there exist two solutions of problem (23), (25), $V_1, V_2 \in H^2(\Omega) \cap C^1(\Omega)$. Then there exists a number $\delta_0 = \delta_0(\Omega_\mu, \eta, F, \Psi(N), A) > 0$ and a sufficiently small number which is interpreted as the level of the noise in the data. Denote

$$ V = V_1 - V_2, \tilde{p} = p_0 - p_0, \tilde{p}_1 = p_1 - p_1. $$

Recalling that the function $F$ in (23) is quadratic with respect to the derivatives $\partial_{x_j} v_k (x)$, we obtain from (23) and (25)

$$ \Delta \tilde{V} = Q(\nabla V_1, \nabla V_2) \nabla \tilde{V}, \quad x \in \Omega, \tilde{V} \in H^2(\Omega) \cap C^1(\Omega), $$

$$ \tilde{V} |_{\partial \Omega} = \tilde{p}_0, \tilde{V}_r |_{\partial \Omega} = \tilde{p}_1, $$

where the vector function $Q(\nabla V_1, \nabla V_2)$ is linear with respect to components of vector functions $\nabla V_1, \nabla V_2$.

**Theorem 3.3** (Hölder stability estimate). For two vector functions $V_1, V_2 \in H^2(\Omega) \cap C^1(\Omega)$ introduced above in this section, let $\|V_1\|_{C^1(\Omega)}$, $\|V_2\|_{C^1(\Omega)} \leq A$, where $A = \text{const.} > 0$. Let (40)-(42) hold. Choose a number $\eta \in (0, \rho - \mu)$. Let $\Omega_{\mu + \eta} = \{ x : \mu + \eta < |x| < \rho \} \subset \Omega_{\mu}$. Then there exists a number $C_1 = C_1(\Omega_{\mu}, \eta, F, \Psi(N), A) > 0$ and a sufficiently small number $\delta_0 = \delta_0(\Omega_{\mu}, \eta, F, \Psi(N), A) \in (0, 1)$ such that for all $\delta \in (0, \delta_0)$ the following Hölder stability estimate holds:

$$ \| \tilde{V} \|_{H^1(\Omega_{\mu + \eta})} \leq C_1 \delta^\gamma, $$

where $\gamma = \eta / (4 \rho)$.

**Proof.** In this proof $C_1 = C_1(\Omega_{\mu}, \eta, F, \Psi(N), A) > 0$ denotes different positive constants depending only on listed parameters. Note that $|Q(\nabla V_1, \nabla V_2)| \leq C_1$. A careful analysis of the proof of Theorem 3.1, more precisely of the last term in the third line of (37), shows that the term $\|w\|_{H^2(\Omega_{\mu})}$ in (33) can be replaced with the term $\|w\|_{C^1(\Omega_{\mu})}$. Squaring both sides of (43), replacing the equality with the inequality and using (43), we obtain

$$ (\Delta \tilde{V})^2 \leq C_1 (\nabla \tilde{V})^2, \quad x \in \Omega_{\mu}. $$
Multiplying both sides of (46) by $e^{2\lambda r}$ and integrating over the domain $\Omega_\mu$, we obtain

\begin{equation}
C_1 \int_{\Omega_\mu} \left( \nabla \tilde{V} \right)^2 e^{2\lambda r} dx \geq \int_{\Omega_\mu} \left( \Delta \tilde{V} \right)^2 e^{2\lambda r} dx.
\end{equation}

Next, by (33)

\begin{equation}
\int_{\Omega_\mu} \left( \Delta \tilde{V} \right)^2 e^{2\lambda r} dx \geq C\lambda \int_{\Omega_\mu} \left( \nabla \tilde{V} \right)^2 e^{2\lambda r} dx + C\lambda^3 \int_{\Omega_\mu} \tilde{V}^2 e^{2\lambda r} dx
\end{equation}

\begin{equation}
- C\lambda e^{2\lambda \rho} \int_{S_\rho} \rho^2 dS - C\lambda^3 e^{2\lambda \rho} \int_{S_\rho} \rho^2 dS - C\lambda^3 e^{2\lambda \mu} \left\| \tilde{V} \right\|^2_{C^1(\bar{\Omega}_\mu)}
\end{equation}

\begin{equation}
\geq C\lambda \int_{\Omega_\mu} \left( \nabla \tilde{V} \right)^2 e^{2\lambda r} dx + C\lambda^3 \int_{\Omega_\mu} \tilde{V}^2 e^{2\lambda r} dx
\end{equation}

\begin{equation}
- C e^{2\lambda \rho} \delta^2 - C e^{2\lambda \mu} \left\| \tilde{V} \right\|^2_{C^1(\bar{\Omega}_\mu)}.
\end{equation}

Hence, taking into account (47), we obtain for sufficiently large $\lambda_1 = \lambda_1(C, C_1) \geq \lambda_0 > 0$

\begin{equation}
C_1 e^{2\lambda \rho} \delta^2 + C_1 \lambda^3 e^{2\lambda \mu} \left\| \tilde{V} \right\|^2_{C^1(\bar{\Omega}_\mu)} \geq \lambda \int_{\Omega_\mu} \left( \nabla \tilde{V} \right)^2 e^{2\lambda r} dx + C_1 \lambda^3 \int_{\Omega_\mu} \tilde{V}^2 e^{2\lambda r} dx.
\end{equation}

Since $\Omega_{\mu+\eta} \subset \Omega_\mu$ and $e^{2\lambda r} > e^{2\lambda(\mu+\eta)}$ in $\Omega_{\mu+\eta}$, then

\begin{equation}
\lambda \int_{\Omega_\mu} \left( \nabla \tilde{V} \right)^2 e^{2\lambda r} dx + C_1 \lambda^3 \int_{\Omega_\mu} \tilde{V}^2 e^{2\lambda r} dx \geq e^{2\lambda(\mu+\eta)} \int_{\Omega_{\mu+\eta}} \left( \nabla \tilde{V} \right)^2 + \tilde{V}^2 \right) dx.
\end{equation}

Comparing this with (48), we obtain

\begin{equation}
\left\| \tilde{V} \right\|^2_{H^1(\Omega_{\mu+\eta})} \leq C_1 e^{2\lambda \rho} \delta^2 + C_1 \lambda^3 e^{-2\lambda \eta} \left\| \tilde{V} \right\|^2_{C^1(\bar{\Omega}_\mu)}.
\end{equation}

Since $\lambda^3 e^{-2\lambda \eta} \leq e^{-\lambda \eta}$ for sufficiently large $\lambda \geq \lambda(C, C_1) > 1$, then (49) implies that

\begin{equation}
\left\| \tilde{V} \right\|^2_{H^1(\Omega_{\mu+\eta})} \leq C_1 e^{2\lambda \rho} \delta^2 + C_1 e^{-\lambda \eta} \left\| \tilde{V} \right\|^2_{C^1(\bar{\Omega}_\mu)}.
\end{equation}

Choose $\lambda = \lambda(\delta)$ such that $e^{2\lambda \rho} \delta^2 = \delta$. Hence, $\lambda = \ln \left( \delta^{1/(2\rho)} \right)$. Since we must have $\lambda \geq \lambda_1 = \lambda_1(C, C_1) \geq \lambda_0 > 0$, then we must have $\delta < \delta_0 = \exp \left( -2\rho \lambda_1 \right)$. Next, $e^{-\lambda \eta} = \delta^{\eta/(2\rho)}$. Since $\eta/(2\rho) < 1/2$, then $\delta^{\eta/(2\rho)} > \delta$. Set $2\kappa = \eta/(2\rho) \in (0, 1/2)$.

Noticing that $\left\| \tilde{V} \right\|^2_{C^1(\bar{\Omega}_\mu)} \leq 2 \left( \left\| V_1 \right\|^2_{C^1(\bar{\Omega}_\mu)} + \left\| V_2 \right\|^2_{C^1(\bar{\Omega}_\mu)} \right) \leq 2A^2$, we obtain from (50) the target estimate (45). □

**4. Convexification.** To solve the Cauchy problem (23), (25) numerically, we construct in this section a weighted Tikhonov-like functional with the CWF $e^{2\lambda r}$ in it and prove necessary theorems. For brevity, we construct the Tikhonov-like functional only for the 3D case. So, in sections 4 and 5 we work only with the 3D case. The 2D case is completely similar and direct analogs of Theorems 5.1-5.4 (below) are valid in 2D.
4.1. Weighted Tikhonov-like functional. We assume that in (25)
\[ \Gamma = \partial \Omega = S \rho; \quad p_0, p_1 \in C^3(S \rho). \]
We now arrange zero Dirichlet and Neumann boundary conditions for a new vector function \( W \), which is associated with the vector function \( V \). We are doing so since we use below some theorems of [5], which are applicable only in the case of zero boundary conditions.

Denote
\[ P(r, \phi, \theta) = p_0(r, \phi, \theta) + (r - \rho)p_1(r, \phi, \theta), \]
\[ W(r, \phi, \theta) = V(r, \phi, \theta) - P(r, \phi, \theta); \quad W(r, \phi, \theta) = (W_0, ..., W_{N-1})^T(r, \phi, \theta). \]
Then by (51) \( P \in C^3(\overline{\Omega}_\mu) \). Hence, (23), (25), (52) and (53) imply that
\[ \Delta W + \Delta P - F(\nabla W + \nabla P) = 0, \]
\[ W \in H^3_0(\Omega_\mu). \]

Note that by the embedding theorem
\[ H^3(\Omega_\mu) \subset C^1(\overline{\Omega}_\mu); \quad \|f\|_{C^1(\overline{\Omega}_\mu)} \leq C \|f\|_{H^3(\Omega_\mu)}. \]

Let \( \eta \in (0, \rho - \mu) \) be the number which was chosen in Theorem 3.3. Our weighted Tikhonov-like functional is:
\[ J_{\lambda, \beta}(W) = \]
\[ = e^{-2\lambda(\mu + \eta)} \int_{\overline{\Omega}_\mu} \left[ \Delta W + \Delta P - F(\nabla W + \nabla P) \right]^2 e^{2\lambda r} dx + \beta \|W + P\|^2_{H^3(\Omega_\mu)}. \]

Here \( \beta \in (0, 1) \) is the regularization parameter and the multiplier \( e^{-2\lambda(\mu + \eta)} \) is introduced to balance two terms in the right hand side of (57). Let \( R > 0 \) be an arbitrary number. Let \( B(R) \subset H^3_0(\Omega_\mu) \) be the ball of the radius \( R \) with the center at \( \{0\} \),
\[ B(R) = \left\{ W \in H^3_0(\Omega_\mu): \|W\|_{H^3(\Omega_\mu)} < R \right\}. \]

We consider the following minimization problem:

**Minimization Problem.** Minimize the functional \( J_{\lambda, \beta}(W) \) on the closed ball \( B(R) \).

5. Theorems. In this section we formulate and prove some theorems about the above minimization problem.

5.1. Formulations of theorems. The central analytical result of this paper is Theorem 5.1.

**Theorem 5.1.** The functional \( J_{\lambda, \beta}(W) \) has the Frechét derivative \( J'_{\lambda, \beta}(W) \) at every point \( W \in H^3_0(\Omega_\mu) \). Furthermore, there exists numbers
\[ \lambda_2 = \lambda_2 (\mu, \eta, F, \Psi (N), P, R) \geq \lambda_0 > 0 \] and \[ C_2 = C_2 (\mu, \eta, F, \Psi (N), P, R) > 0 \]
depending only on listed parameters such that \( 2e^{-\lambda_2 \eta} < 1 \) and for all \( \lambda \geq \lambda_2 \) the functional \( J_{\lambda, \beta} (W) \) is strictly convex on \( \overline{B (R)} \) for the choice of \( \beta \) as

\[ \beta \in (2e^{-\lambda \eta}, 1). \]

More precisely, the following inequality holds:

\[ J_{\lambda, \beta} (W_2) - J_{\lambda, \beta} (W_1) - J'_{\lambda, \beta} (W_1) (W_2 - W_1) \]

\[ \geq C_2 \| \Delta (W_2 - W_1) \|_{L^2 (\Omega_{\mu + \eta})} + C_2 \| W_2 - W_1 \|_{H^1 (\Omega_{\mu + \eta})}^2 + \frac{\beta}{2} \| W_2 - W_1 \|_{H^2 (\Omega_{\mu})}^2, \]

\[ \forall W_1, W_2 \in \overline{B (R)}. \]

Note that, allowing the regularization parameter \( \beta \in (2e^{-\lambda \eta}, 1) \), we actually allow \( \beta \) to be sufficiently small. We now formulate the theorem about the Lipschitz continuity condition of the Frech\'et derivative \( J'_{\lambda, \beta} (W) \).

**Theorem 5.2.** For any numbers \( \bar{R}, \lambda > 0, \beta \in (0, 1) \) the Frech\'et derivative \( J'_{\lambda, \beta} (W) \) of the functional \( J_{\lambda, \beta} (W) \) satisfies the Lipschitz continuity condition in the ball \( \overline{B (\bar{R})} \). In other words, there exists a number \( Z = Z (\Omega, F, \Psi (N), \bar{R}, \lambda) > 0 \) depending only on listed parameters such that

\[ | J'_{\lambda, \beta} (W_2) - J'_{\lambda, \beta} (W_1) | \leq Z \| W_2 - W_1 \|_{H^2 (\Omega_{\mu})}, \forall W_1, W_2 \in \overline{B (\bar{R})}. \]

Consider now the gradient projection method of the minimization of the functional \( J_{\lambda, \beta} \) on the closed ball \( \overline{B (R)} \). Let \( P_B : H^1_0 (\Omega_{\mu}) \rightarrow \overline{B (R)} \) be the projection operator of the space \( H^1_0 (\Omega_{\mu}) \) on the closed ball \( W_{\min, \lambda} \subset H^1_0 (\Omega_{\mu}) \). Let \( W_0 \in B (R) \) be an arbitrary point. The sequence \( \{ W_n \}_{n=1}^{\infty} \) of the gradient projection method is defined as

\[ W_n = P_B \left( W_{n-1} - \zeta J'_{\lambda, \beta} (W_{n-1}) \right), \quad n = 1, 2, ..., \]

where \( \zeta \in (0, 1) \) is a sufficiently small number. Below \( [\cdot, \cdot] \) denotes the scalar product in the space of real valued \( N \times D \) vector functions \( H^1 (\Omega_{\mu}) \).

**Theorem 5.3.** Let \( \lambda_2 = \lambda_2 (\mu, \eta, F, N, P, R) \geq \lambda_0 > 0 \) be the number of Theorem 5.1 and let the regularization parameter \( \beta \in (2e^{-\lambda \eta}, 1) \). Then for every \( \lambda \geq \lambda_2 \) there exists unique minimizer \( W_{\min, \lambda, \beta} \in \overline{B (R)} \) of the functional \( J_{\lambda, \beta} (W) \) on the closed ball \( \overline{B (R)} \). Furthermore, the following inequality holds

\[ [ J'_{\lambda, \beta} (W_{\min, \lambda, \beta}), W - W_{\min, \lambda, \beta} ] \geq 0, \quad \forall W \in \overline{B (R)}. \]

In addition, there exists a sufficiently small number \( \zeta_0 = \zeta_0 (\mu, \eta, F, \Psi (N), P, R, \lambda, \beta) \in (0, 1) \) depending only on listed parameters such that for every \( \zeta \in (0, \zeta_0) \) the sequence \( \{ W_n \}_{n=1}^{\infty} \) converges to the minimizer \( W_{\min, \lambda, \beta} \) and the following estimate of the convergence rate holds:

\[ \| W_n - W_{\min, \lambda, \beta} \|_{H^1 (\Omega)} \leq \omega^n \| W_0 - W_{\min, \lambda, \beta} \|_{H^1 (\Omega)}, \quad n = 1, 2, ..., \]

where the number \( \omega = \omega (\zeta) \in (0, 1) \) depends only on the parameter \( \zeta \).
Even though Theorem 5.3 guarantees the convergence of the gradient projection method to the unique minimizer of the functional (57), it is not yet clear how far this minimizer is from the exact solution. To address this question, we assume, as it is commonly accepted in the theory of ill-posed problems [41], that there exists an exact solution \( W^* \in B (R) \) of the problem (54), (55), i.e. solution with the noiseless data.

Let \( \delta \in (0, 1) \) be a sufficiently small number characterizing the level of the noise in the data. Let \( W^* \) be the exact solution of problem (54), (55) with the noiseless data \( P^* \in C^3 (\Omega_a) \),

\[
\Delta W^* + \Delta P^* - F (\nabla W^* + \nabla P^*) = 0,
\]

(64)

\[ W^* \in H_0^3 (\Omega_a). \]

Let \( P \in C^3 (\Omega_a) \) be the noisy data. Denote \( \tilde{P} = P - P^* \). We assume that

\[
\| \tilde{P} \|_{H^3 (\Omega_a)} \leq \delta.
\]

(66)

**Theorem 5.4.** Let \( \lambda_2 \geq \lambda_0 > 0 \) and \( C_2 > 0 \) be numbers of Theorem 5.1. Choose the number \( \delta_1 > 0 \) so small that \( \delta_1 < \min \left( e^{-4 \lambda_2}, 3^{-4 \rho / n} \right) \) and let \( \delta \in (0, \delta_1) \). Set \( \lambda = \lambda (\delta) = \ln \delta^{-1/(4 \rho)}, \beta = \beta (\delta) = 3\delta^{n/(4 \rho)}. \) Let (66) be true. Also, assume that the vector function \( W^* \in B (R) \). Let \( W_{\min, \lambda (\delta), \beta (\delta)} \in \overline{B (R)} \) be the minimizer of the functional (57), which is guaranteed by Theorem 5.3. Also, let the number \( \zeta \in (0, \zeta_0) \) in (61) be the same as in Theorem 5.3, so as the number \( \omega \in (0, 1) \). Then the following estimates hold:

\[
\| W^* - W_{\min, \lambda (\delta), \beta (\delta)} \|_{H^1 (\Omega_{n+\eta})} \leq C_2 \delta^{n/(8 \rho)},
\]

(67)

\[
\| \Delta W^* - \Delta W_n \|_{L^2 (\Omega_{n+\eta})} \leq C_2 \delta^{n/(8 \rho)},
\]

(68)

\[
\| W^* - W_n \|_{H^1 (\Omega_{n+\eta})} \leq C_2 \delta^{n/(8 \rho)} + \omega^n \| W_0 - W_{\min, \lambda (\delta), \beta (\delta)} \|_{H^1 (\Omega)}, \quad n = 1, 2, \ldots
\]

(69)

\[
\| \Delta W^* - \Delta W_n \|_{L^2 (\Omega_{n+\eta})} \leq C_2 \delta^{n/(8 \rho)} + \omega^n \| W_0 - W_{\min, \lambda (\delta), \beta (\delta)} \|_{H^1 (\Omega)}, \quad n = 1, 2, \ldots
\]

(70)

In the case of noiseless data with \( \delta = 0 \) one should replace in (67), (69) \( \delta^{n/(8 \rho)} \) with \( \sqrt{\beta} \), where \( \beta = 3e^{-\lambda n} \) and \( \lambda \geq \lambda_2 \).

While (67)-(70) are convergence estimates for the vector function \( W^* (x) \), we still need to obtain a convergence estimate for our target coefficient \( a_0 (x) \) in equation (12). This is done in Theorem 5.5. Let \( V^* (x) = W^* (x) + P^* (x) \). Then \( V^* (x) = (v^*_0 (x), \ldots, v^*_{n-1} (x))^T \). Let \( a_0^* (x) \) be the exact coefficient \( a_0 (x) \) which corresponds to \( V^* (x) \) via (26), i.e.

\[
\sum_{k=0}^{N-1} \Delta v^*_k (x) \psi_k (s) + \left( \sum_{k=0}^{N-1} \nabla v^*_k (x) \psi_k (s) \right)^2, \quad x \in \Omega, s \in (0, 1).
\]

(71)

Next, let \( V_{\min, \lambda (\delta), \beta (\delta)} (x) = W_{\min, \lambda (\delta), \beta (\delta)} (x) + P (x) = (v_{0, \min, \lambda (\delta), \beta (\delta)} (x), \ldots, v_{N-1, \min, \lambda (\delta), \beta (\delta)} (x))^T \) and let

\[
a_{0, \min, \lambda (\delta), \beta (\delta)} (x) = - \sum_{k=0}^{N-1} \Delta v_{k, \min, \lambda (\delta), \beta (\delta)} (x) \psi_k (s)
\]

(72)
Let \( V_n (x) = W_n (x) + P (x) \), where the sequence \( \{W_n\}_{n=0}^\infty \) is defined in (61). Then \( V_n (x) = \left( v_0^{(n)} (x), ..., v_{N-1}^{(n)} (x) \right)^T \). Define the function \( a_{0,n} (x) \) as

\[
a_{0,n} (x) = - \sum_{k=0}^{N-1} \Delta v_k^{(n)} (x) \psi_k (\bar{s}) + 2 \sum_{k=0}^{N-1} \nabla v_k^{(n)} (x) \psi_k (\bar{s})^2, \\
\quad x \in \Omega, \bar{s} \in (0, 1),
\]

where \( \bar{s} \) is a certain fixed number.

**Theorem 5.5.** Assume that conditions of Theorem 5.4 hold. Then the following analogs of estimates (67)-(70) are in place:

\[
\left\| a_0^* - a_{0,\min,\lambda(\delta),\beta(\delta)} \right\|_{L^2(\Omega_{\mu+\eta})} \leq C_2 \delta^{\eta/(8\rho)},
\]

\[
\left\| a_0^* - a_{0,n} \right\|_{L^2(\Omega_{\mu+\eta})} \leq C_2 \delta^{\eta/(8\rho)} + \omega^n \left\| W_0 - W_{\min,\lambda(\delta),\beta(\delta)} \right\|_{H^3(\Omega)}, \quad n = 1, 2, ..., \]

where functions \( a_0^*, a_{0,\min,\lambda(\delta),\beta(\delta)}, a_{0,n} \) are defined in (71)-(73).

**Remarks 5.1:**

1. Theorems 5.4 and 5.5 guarantee that a small neighborhood of the exact solution is reached if the gradient projection method starts from an arbitrary point of the ball \( B(R) \). Since the radius \( R \) of this ball is an arbitrary one, then this is global convergence, see section 1 for our definition of the global convergence.

2. The proof of Theorem 5.2 is quite similar with the proof of theorem 3.1 of [5]. Theorem 5.3 follows immediately from a combination of Theorems 5.1 and 5.2 with lemma 2.1 and theorem 2.1 of [5]. Thus, we omit proofs of Theorems 5.2 and 5.3 and focus only on Theorems 5.1, 5.4 and 5.5. In proofs below \( C_2 = C_2 (\mu, \eta, F, \Psi (N), P, R) > 0 \) denotes different constants depending only on listed parameters.

**5.2. Proof of Theorem 5.1.** Let \( W_1, W_2 \in \overline{B(R)} \) be two arbitrary points. Denote \( h = W_2 - W_1 \). Hence, \( W_2 = W_1 + h \). By the triangle inequality and (58)

\[
\| h \|_{H^3(\Omega_\mu)} \leq 2R.
\]

We have

\[
[\Delta W_1 + \Delta h - F (\nabla W_1 + \nabla P + \nabla h) + \Delta P]^2 - [\Delta W_1 - F (\nabla W_1 + \nabla P) + \Delta P]^2
\]

\[
= [\Delta h - (F (\nabla W_1 + \nabla P + \nabla h) - F (\nabla W_1 + \nabla P))] \times [\Delta h + 2 \Delta W_1 - F (\nabla W_1 + \nabla P + \nabla h) - F (\nabla W_1 + \nabla P) + 2 \Delta P].
\]

Recall that the vector function \( F (\nabla W + \nabla P) \) is quadratic with respect to the derivatives \( \partial_{x_j} W_k (x), j = 1, 2, 3; k = 0, ..., N - 1 \). Hence, (77) implies that

\[
[\Delta W_2 - F (\nabla W_2 + \nabla P) + \Delta P]^2 - [\Delta W_1 - F (\nabla W_1 + \nabla P) + \Delta P]^2
\]
In (78) vector functions $Q_1, Q_2, D_1, D_2$ are continuous with respect to their indicated variables. In addition, (56) and (76) imply that the following estimates are valid for vector functions $D_1 (\nabla W_1 + \nabla P, \nabla h), D_2 (\nabla W_1 + \nabla P, \nabla h)$:

\begin{align}
(79) & \quad |D_1 (\nabla W_1 + \nabla P, \nabla h)| \leq C_2 \left( |\nabla h| + |\nabla h|^2 \right), \\
(80) & \quad |D_2 (\nabla W_1 + \nabla P, \nabla h)| \leq C_2 |\nabla h|^2, \quad j = 1, 2.
\end{align}

In the second line of (78), we single out the part which is linear with respect to $h$. On the other hand, using (56), (79), (80) and Cauchy-Schwarz inequality, we obtain the following estimate from the below for the expression in the third line of (78):

\begin{align}
(81) & \quad (\Delta h)^2 + \Delta h D_1 (\nabla W_1 + \nabla P, \nabla h) + D_2 (\nabla W_1 + \nabla P, \nabla h) \geq \frac{1}{2} (\Delta h)^2 - C_2 (\nabla h)^2.
\end{align}

In addition, the following estimate from the above follows from (56), (78), (79) and (80):

\begin{align}
(82) & \quad \left| (\Delta h)^2 + \Delta h D_1 (\nabla W_1 + \nabla P, \nabla h) + D_2 (\nabla W_1 + \nabla P, \nabla h) \right| \\
& \leq C_2 \left[ (\Delta h)^2 + (\nabla h)^2 \right].
\end{align}

Thus, (57) and (78) imply that

\begin{align}
J_{\lambda, \beta} (W_1 + h) - J_{\lambda, \beta} (W_1) \\
= e^{-2\lambda (\mu + \eta)} \int_{\Omega_{\mu}} \left\{ (\Delta h) \left[ Q_1 (\nabla W_1 + \nabla P) + 2 (\Delta P) \right] + \nabla h \left[ Q_2 (\nabla W_1 + \nabla P, \Delta P) \right] \right\} e^{2\lambda r} \, dx \\
+ 2 \beta |h, W_1| \\
+ e^{-2\lambda (\mu + \eta)} \int_{\Omega_{\mu}} \left[ (\Delta h)^2 + \Delta h D_1 (\nabla W_1 + \nabla P, \nabla h) + D_2 (\nabla W_1 + \nabla P, \nabla h) \right] e^{2\lambda r} \, dx \\
+ \beta \| h \|_{H^3 (\Omega_{\mu})}^2.
\end{align}

The expression in the second line of (83) is generated by the second line of (78), and it is linear with respect to $h$. Actually, the sum of the second and third lines of (83) is a linear functional with respect to $h$, and we denote it $\text{Lin} (W_1) (h)$. In addition, the following estimate holds

\begin{align}
|\text{Lin} (W_1) (h)| \leq C_2 \exp \left( 2 \lambda (\rho - \mu - \eta) \right) \| h \|_{H^3 (\Omega_{\mu})}.
\end{align}

Hence, $\text{Lin} (W_1) (h) : H^3_0 (\Omega_{\mu}) \rightarrow \mathbb{R}$ is a bounded linear functional with respect to $h$. Hence, by Riesz theorem there exists a vector function $Y (x) \in H^3_0 (\Omega_{\mu})$ such that

\begin{align}
(84) & \quad \text{Lin} (W_1) (h) = [Y, h].
\end{align}
Thus, using (84) and (85), we obtain that the Fréchet derivative
\[ J'_{\lambda,\beta}(W_1 + h) - J_{\lambda,\beta}(W_1) - \text{Lin}\left( W_1(h) \right) \leq C_2 \exp(2\lambda(\rho - \mu - \eta)) \|h\|^2_{H^3(\Omega_\mu)}. \]

Thus, using (84) and (85), we obtain that the Frechét derivative $J'_{\lambda,\beta}(W_1)$ of the functional $J_{\lambda,\beta}(W)$ exists at the point $W_1$ and $J'_{\lambda,\beta}(W_1) = Y(x)$. Even though the existence of the Frechét derivative $J'_{\lambda,\beta}(W_1)$ is proved here only for the case when $W_1$ is an interior point of the ball $B(R)$, still since $R > 0$ is an arbitrary number, then actually this existence is proved for an arbitrary point $W_1 \in H^3_0(\Omega_\mu)$.

We now need to prove the strict convexity estimate (60). To do this, we will use the Carleman estimate of Theorem 3.1. Using (81) and (83), we obtain
\[ J_{\lambda,\beta}(W_1 + h) - J_{\lambda,\beta}(W_1) - J'_{\lambda,\beta}(W_1)(h) \]
\[ \geq \frac{1}{2} e^{-2\lambda(\mu + \eta)} \int_{\Omega_\mu} (\Delta h)^2 e^{2\lambda r} dx - C_2 e^{-2\lambda(\mu + \eta)} \int_{\Omega_\mu} (\nabla h)^2 e^{2\lambda r} dx + \beta \|h\|^2_{H^3(\Omega_\mu)}. \]

Next, using (34), we obtain from (86)
\[ J_{\lambda,\beta}(W_1 + h) - J_{\lambda,\beta}(W_1) - J'_{\lambda,\beta}(W_1)(h) \]
\[ \geq \frac{1}{4} e^{-2\lambda(\mu + \eta)} \int_{\Omega_\mu} (\Delta h)^2 e^{2\lambda r} dx + C_{\lambda^3} e^{-2\lambda(\mu + \eta)} \int_{\Omega_\mu} h^2 e^{2\lambda r} dx \]
\[ + C_2 e^{-2\lambda(\mu + \eta)} \int_{\Omega_\mu} (\nabla h)^2 e^{2\lambda r} dx + C_{\lambda^3} e^{-2\lambda(\mu + \eta)} \int_{\Omega_\mu} h^2 e^{2\lambda r} dx + \frac{\beta}{2} \|h\|^2_{H^3(\Omega_\mu)}. \]

Choose $\lambda_2 = \lambda_2(\mu, \eta, F, N, P, R) \geq \lambda_0 > 0$ so large that $C\lambda_2 > 2C_2$ and also that $C\lambda^3 e^{-2\lambda\eta} < e^{-\lambda\eta}, \forall \lambda \geq \lambda_2$. Recalling (59) and using $\Omega_{\mu + \eta} \subset \Omega_\mu$, we obtain from (87)
\[ J_{\lambda,\beta}(W_1 + h) - J_{\lambda,\beta}(W_1) - J'_{\lambda,\beta}(W_1)(h) \geq \frac{1}{4} e^{-2\lambda(\mu + \eta)} \int_{\Omega_\mu} (\Delta h)^2 e^{2\lambda r} dx \]
\[ + C_2 e^{-2\lambda(\mu + \eta)} \int_{\Omega_\mu} (\nabla h)^2 e^{2\lambda r} dx + C_{\lambda^3} e^{-2\lambda(\mu + \eta)} \int_{\Omega_\mu} h^2 e^{2\lambda r} dx + \frac{\beta}{2} \|h\|^2_{H^3(\Omega_\mu)}. \]

Next, $e^{2\lambda r} \geq e^{2\lambda(\mu + \eta)}$ for $x \in \Omega_{\mu + \eta}$. Hence,
\[ \frac{1}{4} e^{-2\lambda(\mu + \eta)} \int_{\Omega_\mu} (\Delta h)^2 e^{2\lambda r} dx + e^{-2\lambda(\mu + \eta)} \int_{\Omega_{\mu + \eta}} (\nabla h)^2 + h^2 \int_{\Omega_{\mu + \eta}} e^{2\lambda r} dx \geq\]
\[ \frac{1}{4} \int_{\Omega_{\mu+\eta}} (\Delta h)^2 \, dx + \int_{\Omega_{\mu+\eta}} \left[ (\nabla h)^2 + h^2 \right] \, dx. \]

Thus, (88) and (89) imply that
\[ J_{\lambda,\beta} (W_1 + h) - J_{\lambda,\beta} (W_1) - J'_{\lambda,\beta} (W_1) (h) \geq \frac{1}{4} \int_{\Omega_{\mu+\eta}} (\Delta h)^2 \, dx + C_2 \int_{\Omega_{\mu+\eta}} \left[ (\nabla h)^2 + h^2 \right] \, dx + \frac{\beta}{2} \|h\|_{H^3(\Omega_{\mu})}. \]

\[ \square \]

5.3. Proof of Theorem 5.4. Temporary change notation for the functional (57) as
\[ J_{\lambda(\delta),\beta(\delta)} (W + P) = e^{-2\lambda(\mu+\eta)} \int_{\Omega_{\mu}} [\Delta W + \Delta P - F (\nabla W + \nabla P)]^2 e^{2\lambda r} \, dx \]
\[ + \beta \|W + P\|_{H^3(\Omega_{\mu})}. \]

Obviously
\[ e^{-2\lambda(\mu+\eta)} \int_{\Omega_{\mu}} [\Delta W^* + \Delta P^* - F (\nabla W^* + \nabla P^*)]^2 e^{2\lambda r} \, dx = 0. \]

Hence, by (66) and (91)
\[ J_{\lambda(\delta),\beta(\delta)} (W^* + P^*) = \beta (\delta) \|W^* + P^*\|_{H^3(\Omega_{\mu})}^2 \leq C_2 \beta (\delta). \]

By (91)
\[ J_{\lambda(\delta),\beta(\delta)} (W^* + P) - J_{\lambda(\delta),\beta(\delta)} (W^* + P^*) = \]
\[ e^{-2\lambda(\mu+\eta)} \int_{\Omega_{\mu}} \left[ \Delta W^* + \Delta P^* + \Delta \tilde{P} - F \left( \nabla W^* + \nabla P^* + \nabla \tilde{P} \right) \right]^2 e^{2\lambda r} \, dx \]
\[ - e^{-2\lambda(\mu+\eta)} \int_{\Omega_{\mu}} [\Delta W^* + \Delta P^* - F (\nabla W^* + \nabla P^*)]^2 e^{2\lambda r} \, dx \]
\[ + \beta \left[ \tilde{P}, 2W^* + P + P^* \right]. \]

Recall that \( F (\nabla V) \) is a quadratic vector function with respect to the derivatives \( \partial_{x_j} v_k (x) \). Hence, (66) and (93) imply that
\[ |J_{\lambda(\delta),\beta(\delta)} (W^* + P) - J_{\lambda(\delta),\beta(\delta)} (W^* + P^*)| \leq C_2 \delta e^{2\lambda \rho} + C_2 \delta \beta. \]

Next,
\[ |J_{\lambda(\delta),\beta(\delta)} (W^* + P) - J_{\lambda(\delta),\beta(\delta)} (W^* + P^*)| \geq J_{\lambda(\delta),\beta(\delta)} (W^* + P) - J_{\lambda(\delta),\beta(\delta)} (W^*, P^*). \]

Hence, using (92) and (94) and keeping in mind that \( C_2 \delta \beta < C_2 \beta \), we obtain
\[ J_{\lambda(\delta),\beta(\delta)} (W^* + P) \leq C_2 \delta e^{2\lambda \rho} + C_2 \beta. \]
Since $\lambda(\delta) = \ln \delta^{-1/(4\rho)}$ and $\delta < \delta_1 < \min \left( e^{-4\rho\lambda_2}, 3^{-4\rho/\eta} \right)$, then $\lambda(\delta) > \lambda_2$ and also $\delta e^{2\lambda_2} = \sqrt{\delta}$. Next, since $\beta = 3\delta^{n/(4\rho)}$, then condition (59) is fulfilled. Also, since $3\delta^{n/(4\rho)} > \sqrt{\delta}$, then $\delta e^{2\lambda_2} + \beta \leq 2\delta^{n/(4\rho)}$.

Hence, using (95), we obtain

$$J_{\lambda,\beta}(W^* + P) \leq C_2\delta^{n/(4\rho)}.$$ 

Since by (62) \[ J_{\lambda(\delta),\beta(\delta)} \left( W_{\min,\lambda(\delta),\beta(\delta)} \right), W^* - W_{\min,\lambda(\delta),\beta(\delta)} \geq 0, \] then, using (96), we obtain

$$J_{\lambda(\delta),\beta(\delta)}(W^*) - J_{\lambda(\delta),\beta(\delta)} \left( W_{\min,\lambda(\delta),\beta(\delta)} \right) - J'_{\lambda(\delta),\beta(\delta)} \left( W_{\min,\lambda(\delta),\beta(\delta)} \right) (W^* - W_{\min,\lambda}) \leq C_2\delta^{n/(4\rho)}.$$ 

Hence, by (60)

$$\|\Delta W^* - \Delta W_{\min,\lambda(\delta),\beta(\delta)}\|^2_{L^2(\Omega_{\mu+\gamma})} + \|W^* - W_{\min,\lambda(\delta),\beta(\delta)}\|^2_{H^2(\Omega_{\mu+\gamma})} \leq C_2\delta^{n/(4\rho)} ,$$

from which (67) and (68) follow.

We now prove (69). Using triangle inequality (63) and (67), we obtain for $n \geq 1$

$$\|W^* - W_n\|_{H^2(\Omega_{\mu+\gamma})} \leq \|W^* - W_{\min,\lambda(\delta),\beta(\delta)}\|_{H^2(\Omega_{\mu+\gamma})} + \|W_{\min,\lambda(\delta),\beta(\delta)} - W_n\|_{H^2(\Omega_{\mu+\gamma})} \leq C_2\delta^{n/(8\rho)} + \omega^n \|W_0 - W_{\min,\lambda(\delta),\beta(\delta)}\|_{H^2(\Omega)},$$

which proves (69). The proof of (70) is completely similar. □

5.4. Proof of Theorem 5.5. Subtracting (72) from (71), we obtain

$$a_0^* (x) - a_{0,\min,\lambda(\delta),\beta(\delta)} (x) \leq C_2 \sum_{k=0}^{N-1} \|\Delta v_k^* (x) - \Delta v_{k,\min,\lambda(\delta),\beta(\delta)} (x)\| + C_2 \sum_{k=0}^{N-1} \|\nabla v_k^* (x) - \nabla v_{k,\min,\lambda(\delta),\beta(\delta)} (x)\| \|\nabla v_k^* (x) + \nabla v_{k,\min,\lambda(\delta),\beta(\delta)} (x)\|. $$

Since vector functions $W_{\min,\lambda(\delta),\beta(\delta)}(x), W^* \in \overline{B(\Omega)}$, then (58) implies that $\|\nabla v_k^* (x) + \nabla v_{k,\min,\lambda(\delta),\beta(\delta)} (x)\| \leq C_2$. Hence, (74) follows from (67), (68) and (97). The proof of (75) is completely similar. □

6. Numerical studies. We have applied the above technique to numerical studies of the inverse EIT problem in the 2D case. Recall that even though theorems 5.1-5.4 are formulated only in the 3D case, their direct analogs are also valid in the 2D case due to the Carleman estimate of Theorem 3.2, see beginning of section 4. In this section we describe our numerical results. Hence, in this section

$$\Omega = \{ r \in (0, \rho)\} \subset \mathbb{R}^2, \Omega_{\mu} = \{ r \in (\mu, \rho)\} \subset \Omega.$$ 

We have found in our computations that the influence of the regularization parameter $\beta$ in (57) is not essential. Hence, we set $\beta := 0$ in our computational examples.
6.1. Some details of the numerical implementation. In all our numerical examples

\[ G = \{ x_1^2 + x_2^2 < 5 \}, \Omega = \{ x_1^2 + x_2^2 \leq 1 \} \text{ and } \Omega_\mu = \{ r \in (0.01, 1) \} \subset \Omega. \]

We measure the data on the whole boundary \( \partial \Omega = S_1 \). The source runs over the circle \( C(s) = \{ x_1^2 + x_2^2 = 4 \} \). In other words, in polar coordinates

\begin{equation}
(98) \quad x_s = (r, s) = (2, s), s = \varphi \in (0, 2\pi) , x_s \in C(s).
\end{equation}

However, when constructing the required orthonormal basis \( \{ \psi_n(s) \}_{n=0}^\infty \), we still have used functions \( \{ s^n e^s \}_{n=0}^\infty \), i.e. we did not impose the periodicity condition on this basis. The source function \( f(x) \) in our case is the bump function below:

\[ f \left( x - x^{(s)} \right) = \begin{cases} 
\frac{1}{\varepsilon} \exp \left( -\frac{1}{1-|x-x_s|^2/\varepsilon} \right), & \text{if } (x-x_s)^2 < \varepsilon, \\
0, & \text{otherwise.}
\end{cases} \]

We have chosen \( \varepsilon = 0.01 \).

We use 32 sources and 32 detectors. In examples 1-5 both sources and detectors are uniformly distributed over the whole circle \( \{ x_1^2 + x_2^2 = 4 \} \) and the whole circle \( S_1 = \{ x_1^2 + x_2^2 = 1 \} \) respectively. However, this changes in Example 6 (see below).

To solve the forward problem (4), we have used the standard FEM. However, to minimize functional (57), we have written the differential operators in it via finite differences. Thus, we have not committed “inverse crime”. To use the finite differences, we have discretized the domain \( \Omega_\mu \) in polar coordinates using the uniform finite difference mesh. Next, we have used the gradient descent method to minimize functional (57) with respect to the values of the vector function \( W(r, \varphi) \) at grid points. As the basis \( \psi_k \) is not periodic over \([0, 2\pi]\), we treat numerically \( s = 0 \) and \( s = 2\pi \) as two different discrete points.

As to the choice of the parameter \( \lambda \), even though the above theory works only for sufficiently large values of \( \lambda \), we have established in our computational experiments that the choice

\begin{equation}
(99) \quad \lambda = 1
\end{equation}

is sufficient for all six tests we have performed. We have also tested three different values of the number \( N \) terms in the series (17):

\begin{equation}
(100) \quad N = 4, 6, 8.
\end{equation}
Our computational results indicate that $N = 8$ is the best choice out of these three.

**Remark 6.1.** The choice (99) of the parameter $\lambda$ corresponds well with the observations of previous publications on numerical studies of the convexification method, both for coefficient inverse problems with the single location of the source [26, 29, 30] and for ill-posed problems for quasilinear parabolic equations [5, 28]. This observation is that not large values of $\lambda$ can be chosen in computations.

6.2. A multi-level method of the minimization of functional (57). We have found in our computational experiments that the gradient descent method for our weighted Tikhonov-like functional (57) converges rapidly on a coarse mesh. This provides us with a rough image. Hence, we have implemented a multi-level method [33]. Let $M_{h_1} \subset M_{h_2} \ldots \subset M_{h_K}$ be nested finite difference meshes, i.e. $M_{h_k}$ is a refinement of $M_{h_{k-1}}$ for $k \leq K$. Let $P_{h_k}$ be the corresponding finite difference functional space. One the first level $M_{h_1}$, we solve the discrete optimization problem. In other words, let $V_{h_1, \min}$ be the minimizer of the following functional which is found via the gradient descent method

\[
J^{(h_1)}_{\lambda}(W_{h_1}) = e^{-2\lambda(\mu+\eta)} \int_{\Omega} [\Delta W_{h_1} + \Delta P - F(\nabla W_{h_1} + \nabla P)]^2 e^{2\lambda r} \, dx,
\]

where the integral is understood in the discrete sense. Then we interpolate the minimizer $W_{h_1, \min, \lambda}$ on the finer mesh $M_{h_2}$ and take the resulting vector function $W_{h_2, \text{int}}$ as the starting point of the gradient descent method of the optimization of the direct analog of functional (101) in which $h_1$ is replaced with $h_2$ and $W_{h_1}$ is replaced with $W_{h_2}$. This process was repeated until we got the minimizer $W_{h_K, \min}$ on the $K$th level on the mesh $M_{h_K}$.

Since $(r, \varphi) \in (0,1) \times (0,2\pi)$, then our first level $M_{h_1}$ is set to be the uniform mesh with the mesh size in the $r$ direction to be $1/4$ and the mesh size in the $\varphi$ direction to be $2\pi/8$. For each mesh refinement, we will refine the mesh in both $r$ direction and $\varphi$ direction in a way that we set the mesh size of the refined mesh in both direction to be $1/2$ of the previous mesh sizes. On each level $M_{h_k}$, as soon as we see that $\|\nabla J^{(h_k)}_{\lambda}(W_{h_k})\| < 2 \times 10^{-2}$, we refine the mesh and compute the solution on the next level $M_{h_{k+1}}$. In the end, we compute $a_0(x)$ using the relation (26) with $s = 0$.

Our starting point $W^{(0)}(r, \varphi)$ for the vector function $W(r, \varphi)$ for the gradient descent method on the coarse mesh $M_{h_1}$ is set to be the background solution $W^{(0)}(r, \varphi, 1)$ which corresponds to the solution of the problem (4) with $\sigma(x) \equiv 1$. Hence, our starting point is not located in a small neighborhood of the exact solution.

6.3. Numerical testing. In the tests of this section, we demonstrate the efficiency of our numerical method for imaging of small inclusions as well as for imaging of a smoothly varying function $\sigma(x)$, i.e. a “stretched” inclusion with a wide range of change of the conductivity inside of it. In particular, we test the case of a rather high contrast 5:1 of the inclusion. In all tests the background value of the conductivity is $\sigma_{\text{bkgr}} = 1$. In addition, we test the influence of the number $N$ in (100). We also test the effects of both: the data given only on a part of the boundary and the source running only along a part of the circle $\{r = 2\}$. In Tests 1-6 we have stopped on the 3rd mesh refinement for all three values of $N$ listed in (100) (except for test 4 where $N = 8$). The reason of stopping on the 3rd mesh refinement is that images were changing very insignificantly when on the 3rd mesh refinement, as compared with the second.
All necessary derivatives of the data were calculated using finite differences, just as in previous above cited publications of the first author with coauthors about the convexification [26, 30] with numerical results in them, including the one with noisy experimental data [29]. Just as in those works, we have not observed instabilities due to the differentiation, most likely because the step sizes of finite differences were not too small.

**Test 1.** First, we test the reconstruction by our method of a single inclusion depicted on Figure 2 a). \( \sigma = 2 \) inside of this inclusion and \( \sigma = 1 \) outside. Hence, the inclusion/background contrast is 2:1. The best result is achieved at \( N = 8 \), see Figures 2.

**Test 2.** We test now the performance of our method for imaging of two inclusions depicted on Figure 3 a). \( \sigma = 2 \) inside of each inclusion and \( \sigma = 1 \) outside of these inclusions. See Figures 3 for results.

**Test 3:** In this example, we test the reconstruction method for a single inclusion with a rather high inclusion/background contrast 5:1. The results are shown on Figure 4.

**Test 4.** We now test our method for the case when the function \( \sigma(x) \) is smoothly varying within an abnormality and with a wide range of variations between 0.4 and 1.6. The results are shown in Figure 5. Again \( N = 8 \) is the best value out of three listed in (100). Thus, our method can accurately image not only “sharp” inclusions as in Tests 1-3, but smoothly varying functions as well.

**Test 5.** In this example we test the stability of the algorithm with respect to the random noise in the data. We test the most challenging case among ones above: the case of the function \( \sigma(x) \) of Test 4. We set \( N = 8 \). The noise is added for \( x \in S_1 \) and for the source \( s \) as in (98), \( s \in [0, 2\pi] \):

\[
g_{0, \text{noise}}(x, s) = g_0(x, s)(1 + \epsilon\xi_s) \quad \text{and} \quad g_{1, \text{noise}}(x, s) = g_1(x, s)(1 + \epsilon\xi_s),
\]

where \( \epsilon \) is the noise level and \( \xi_s \) is the independent random variable depending only on the source position \( s \) and uniformly distributed on \([-1, 1]\). The computational results are displayed on Figure 6 for the levels of noise of 1% and 10%.

This example indicates that our method is quite stable with respect to the noise in the measured data.

**Test 6.** In all above tests 1-5 we have used the Dirichlet and Neumann data on the entire boundary \( S_1 \) of our disk \( \Omega \). Also, the source was running along the entire circle \( C^{(s)} \) as in (98). In this test, however, we study the case of incomplete data. First, we work with the case when the source runs over the entire circle (98) while the data \( g_0(x, s) \) and \( g_0(x, s) \) are measured only on a part of the circle \( S_1 \). Next, we study the case when the source runs only along a part of the circle \( C^{(s)} \) in (98) while the data are measured on the entire circle \( S_1 \). We again use \( N = 8 \) and the same function \( \sigma(x) \) as in Test 4.

Figures 7 display results of Test 6. Comparing with the correct image of Figure 5, one can observe that, using 50% of the measured boundary data, one looses about 50% of the internal information. On the other hand, using 50% of the positions of the source, one can still recover the internal conductivity with a rather good accuracy. Hence, it seems to be more important to measure at the entire boundary than to use the entire circle \( C^{(s)} \) for the positions of the source.

7. **Concluding remarks.** Using a new concept, which was proposed in [31], we have developed here the convexification numerical method for the inverse problem of Electrical Impedance Tomography. While in all past publications on the convexifi-
Fig. 2. Results of Test 1. Imaging of one inclusion with $\sigma = 2$ in it and $\sigma = 1$ outside. Hence, the inclusion/background contrast is 2:1. We have stopped at the 3rd mesh refinement for all three values of $N$ listed in (100). a) Correct image. b) Computed image for $N = 4$. c) Computed image for $N = 6$. d) Computed image for $N = 8$. Both the correct contrast and correct location are achieved at $N = 8$.

cation [8, 22, 27, 26, 29, 30] only a single location of the source was used for either time dependent or frequency dependent data, in the current paper the Dirichlet and Neumann data are generated by a point source running along an interval of a straight line and these data are independent on neither time nor frequency. We have proved theorems, assuring the global convergence of our method. The key analytical tool here is the tool of Carleman estimates. In particular, we have proven two new Carleman estimates.

We have conducted extensive numerical testing of our method. Our computational results demonstrate that this technique can accurately image both sharp inclusions and smoothly varying abnormalities. In addition, our method is quite stable with respect to the noise in the data (Test 5). We have also studied numerically the performance of our method for the case when either boundary data are measured only on a part of the boundary or the source is running only on a part of the circle surrounding our domain of interest.
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