DNA residence time is a regulatory factor of transcription repression
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ABSTRACT

Transcription comprises a highly regulated sequence of intrinsically stochastic processes, resulting in bursts of transcription intermitted by quiescence. In transcription activation or repression, a transcription factor binds dynamically to DNA, with a residence time unique to each factor. Whether the DNA residence time is important in the transcription process is unclear. Here, we designed a series of transcription repressors differing in their DNA residence time by utilizing the modular DNA binding domain of transcription activator-like effectors (TALEs) and varying the number of nucleotide-recognizing repeat domains. We characterized the DNA residence times of our repressors in living cells using single molecule tracking. The residence times depended non-linearly on the number of repeat domains and differed by more than a factor of six. The factors provoked a residence time-dependent decrease in transcription level of the glucocorticoid receptor-activated gene SGK1. Down regulation of transcription was due to a lower burst frequency in the presence of long binding repressors and is in accordance with a model of competitive inhibition of endogenous activator binding. Our single molecule experiments reveal transcription factor DNA residence time as a regulatory factor controlling transcription repression and establish TALE-DNA binding domains as tools for the temporal dissection of transcription regulation.

INTRODUCTION

Transcription factor (TF) binding to DNA is central to transcription or repression of a gene, as it is the first step in a cascade of events resulting in assembly or inhibition of the transcription complex (1). Repressive TFs binding to DNA either inhibit transcription by competitively blocking the binding sites of activators or the transcription machinery, by quenching activator function or by recruiting repressively acting co-factors (2-4). While TF binding to DNA was initially pictured to be persistent throughout the transcription process, it is now established for many TFs that DNA residence time is short (5,6). The typical time a TF spends bound specifically to DNA ranges from seconds to minutes (7-10). Intriguingly, for each TF, the DNA residence time is well defined and unique. Moreover, it can widely differ for factors binding to very similar target sequences, for example seen for the steroid receptors glucocorticoid receptor (GR) (9,11,12), estrogen receptor (9) and androgen receptor (12,13). Thus, the question arises whether the DNA residence time of a TF might have regulatory functions in transcription activation or repression. A longer bound transcription repressor for example might be more efficient in recruiting co-factors or blocking other factors from accessing DNA (Figure 1A).

The effect of differing TF affinity to different target sequences on the transcription of the respective gene has been studied for steroid receptors (14,15), the transcription activator GCN4 (16) and transcription activator-like effectors (TALEs) (17). These experiments point to a high correlation between TF affinity and transcription levels. Analogously, in a repressive system, it was found that only the high affinity state of a repressor complex completely repressed transcription while partial dissociation gave rise to low transcription (18). A similar relationship between TF affinity and transcription outcome was suggested by experiments on the effect of organizational features of promoters on gene expression (19). However, measurements of binding energies or affinities do not yield association and dissociation rate constants of a TF. While it is commonly assumed that changes in affinity are due to altered dissociation rate constants, this has not been directly tested and varying association rate constants have not been excluded.
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In addition, knowledge of affinities enables calculations of occupation probabilities, but kinetic information is necessary for a full mechanistic insight into cellular processes. Moreover, the results of in vitro measurements of affinity are often not directly transferable to the living cell, where TF binding might be influenced by additional factors. Examples are the GR (20) and the TATA-binding protein (21), whose binding to DNA are influenced by chaperones. Consistently, the in vitro DNA residence time of GR was observed to be much longer compared to the value observed in vivo (9,11,22). Other influences, such as concentration-dependent facilitated dissociation (23,24), are difficult to correctly reconstitute in vitro. Resolving the kinetic aspects of the influence of TF–DNA interactions on gene transcription thus asks for DNA residence time measurements in the living cell. A correlation between the DNA residence time of a TF and transcription output has been observed in competition chromatin immunoprecipitation assays for Rap1 in yeast (7). Long Rap1 residence on DNA occurred predominantly at promoters and was coupled to transcription activation, while fast Rap1 turnover on non-promoter sequences entailed low transcription. In their study, Lickwar et al. compared the DNA residence time of Rap1 for different genes. Thus, while suggesting a role for DNA residence time on transcription regulation, causality cannot be inferred, and other gene-specific regulatory traits might be dominating. For GR, fluorescence recovery after photobleaching (FRAP) experiments of several mutants revealed a correlation between longer recovery times and higher transcriptional activity (25). Similarly, different GR ligands exhibited differing FRAP recovery times (26,27). Again, these studies could not exclude mutant or ligand-specific regulatory traits, and left the role of DNA residence time on activation or repression an open question.

Here, we systematically investigated the effect of TF DNA residence time on transcription repression. As model system we chose the endogenous GR-activated gene, SGK1. We used the modular DNA binding domain (DBD) of transcription activator-like effectors (TALEs) to create a series of TFs (TALE-TFs), all binding to the same target sequence and fused to the same regulatory domain, but differing in the time they spend bound to DNA. The TALE DBD consists of a sequence of similar repeat domains differing by two amino acid residues that lend specificity towards a certain DNA base (28). We characterized the DNA residence time of TALE-TFs in living cells using single-molecule fluorescence microscopy and achieved different DNA residence times by altering the number of repeat domains. We observed higher repression if the TALE-TF bound longer to DNA, and could trace the mechanism of TALE-TF induced SGK1 repression back to competitive DNA binding between TALE-TFs and endogenous GR.

MATERIALS AND METHODS

Cloning of TALE-TF constructs and generation of stable cell lines

We assembled TALE-TFs using the Golden Gate TALEN system we chose the endogenous GR-activated gene, SGK1. Repression efficiency compared to short DNA binding due to more efficient competitive inhibition of an activator or recruitment of co-factors. Domain structure of the TALE-based TFs. After a N-terminal HaloTag varying numbers of TALE DBD repeat domains recognizing the GR response element of SGK1 are inserted, followed by a C-terminal domain (AF-2 of GR or VP64) or no domain (α). U2-OS cells expressing GRc16R labeled with TMR in the absence (left panel) and presence (right panel) of 1 μM Dex.

Figure 1. Design of TALE-TF constructs. (A) Potential regulatory effect of transcription factor (TF) DNA residence time on gene transcription. Long DNA binding of a transcription repressor might lead to enhanced repression efficiency compared to short DNA binding due to more efficient competitive inhibition of an activator or recruitment of co-factors. (B) Domain structure of the TALE-based TFs. After a N-terminal HaloTag varying numbers of TALE DBD repeat domains recognizing the GR response element of SGK1 are inserted, followed by a C-terminal domain (AF-2 of GR or VP64) or no domain (α). (C) U2-OS cells expressing GRc16R labeled with TMR in the absence (left panel) and presence (right panel) of 1 μM Dex.

Sample preparation

Before induction of the GRcXR, we grew cells on 35 mm glass bottom μ-dishes (Ibidi) labeled with TMR in the absence (left panel) and presence (right panel) of 1 μM Dex. 10% of charcoal-stripped fetal bovine serum. The cells were labeled with HaloTag-TMR ligand and fused to the same regulatory domain, but differing in the time they spend bound to DNA. The TALE DBD consists of a sequence of similar repeat domains differing by two amino acid residues that lend specificity towards a certain DNA base (28). We characterized the DNA residence time of TALE-TFs in living cells using single-molecule fluorescence microscopy and achieved different DNA residence times by altering the number of repeat domains. We observed higher repression if the TALE-TF bound longer to DNA, and could trace the mechanism of TALE-TF induced SGK1 repression back to competitive DNA binding between TALE-TFs and endogenous GR.

Detection of SGK1 mRNA with smFISH

For smFISH experiments, we labeled TALE-TFs with equal concentrations of HaloTag-TMR ligand and performed smFISH according to a modified Stellaris RNA-FISH protocol (Biosearch Technologies). For details see Supplementary Information.

We imaged individual SGK1 mRNA molecules through-out cells on a custom built spinning disk microscope (Supplementary Information) by taking z-stacks with a step size of 500 nm. We analyzed smFISH images with the Matlab toolbox FISH-quant (30) to obtain the number of mRNA molecules per cell, the number of nascent transcripts per transcription site (burst size) and the fraction of cells with...
at least one transcription site (burst frequency). Outlines of cells expressing TALE-TFs were identified using membrane staining. We adjusted the detection settings for each sample individually to allow for accurate detection of single mRNA molecules.

**Single molecule fluorescence microscopy and data analysis**

The single molecule fluorescence microscope was custom built around a commercial microscope body (see Supplementary Information). We fixed the camera integration time to 50 ms and varied laser dark times between different time-lapse conditions. Data analysis was performed in MATLAB following the procedures published in (9). To extract DNA residence times of TALE-TFs, we implemented a global fitting approach to histograms of fluorescent ‘on’ times as described in (9) in Python 2.7.9. For details see Supplementary Information.

**RESULTS**

**Design of artificial transcription factors with varying length of the DNA binding domain**

We utilized the DBD of TALEs to construct artificial TFs and investigated the role of DNA residence time on transcription repression. The modular structure of the TALE DBD bears several characteristics important for our design (Figure 1B): first, the TF can be targeted to any DNA sequence that starts with a thymine (28), and second the number of nucleotides addressed by the binding domain can be altered easily (29,31). In addition, we designed the artificial TFs to be ligand-inducible (32), to enable a quantitative comparison of transcript levels in presence and absence of TFs in the same cellular background. Therefore, we chose the hormone-inducible C-terminal domain AF-2 of the GR, which translocates GR to the nucleus upon ligand binding (Figure 1B) (33). As target sequence, we chose the glucocorticoid response element (GRE) in the promoter region of isoform 1 of the serum and glucocorticoid-regulated kinase 1 (SGK1) gene (Figure 1B). We used Golden Gate cloning to construct TALE DBDs comprising 5, 7, 9, 13, 16 and 21 repeat domains (29) (Figure 1B and Supplementary Table S1). Deviating from the original counting scheme (28), we included the N-terminal thymine and the last half repeat in the number of repeat domains to arrive at an integer value of DNA-interacting residues. We confirmed efficient recruitment and preferred binding of these TALE DBDs to SGK1 by ChIP (Supplementary Figure S1 and Supplementary Information). All artificial TFs were fused N-terminally to a HaloTag for fluorescent labeling (Figure 1B). To control for the influence of AF-2, which acts as activating domain in wild-type GR (33), we cloned some artificial TFs without AF-2 or exchanged it with the VP64 domain. These constructs were targeted to the nucleus by a SV40 nuclear localization signal. We will refer to the complete artificial TFs including HaloTag, X repeat domains and the AF-2 activation domain as GRcXR, VPXR for the factors with VP64 domain and XR for factors without regulatory domain (Supplementary Table S1).

To ensure low-level expression of our artificial TFs across cells, we created stable U2-OS cell lines expressing the TALE-TFs by antibiotic selection, isolated colonies arising from single cells and sorted these cells by flow cytometry. For GRcXR, only colonies exhibiting a clear cytoplasmic localization before and a nuclear localization after induction with the ligand Dexamethasone (Dex) were considered (Figure 1C). The selected cell lines showed only moderate variations in GRcXR concentrations (Supplementary Figure S2). We performed experiments with induced cells three hours after addition of Dex, when all constructs showed nuclear localization. In contrast to GRcXR, VPXR and XR were localized permanently in the nucleus, without the need for ligand induction.

**DNA residence time of GRcXR is a non-linear function of the number of repeat domains**

We quantified the DNA residence time of GRcXR by single molecule imaging of individual GRcXR labeled with an organic dye (9). Cells were plated on a temperature-controlled glass bottom dish and excited with an inclined laser beam on a custom-built microscope. We could clearly resolve single molecules and observed short and long binding events, as exemplified for GRc16R (Figure 2A and Supplementary Movie S1). To quantify the DNA residence time of GRcXR, we employed time-lapse illumination with different dark times after a constant time period of laser excitation. This enabled us to separate the dissociation rate constants of GRcXR from the photobleaching rate constant of the dye molecules (9).

We compiled the distribution times during which GRcXR was fluorescent (fluorescent ‘on’ times) at different time-lapse conditions and extracted the dissociation rate constants using an exponential decay model (9). Two dissociation rate constants corresponding to two distinct populations of DNA residence times best described the distribution of fluorescent ‘on’ times for GRc16R (Figure 2B, Equation 14 in Supplementary Information). Similarly, all GRcXR exhibited a high frequency of transient interactions with DNA with a residence time in the range of 0.14–0.28 s, and infrequent long interactions with a residence time between 2.6 s (GRc13R) and 16.4 s (GRc5R) (Figure 2C, Supplementary Figure S3 and Table S2). We note that all binding events observed in the nucleus enter our analysis, thus our measurements represent an average residence time of GRcXR on chromatin. GRc21R bound to DNA on average for (0.18 ± 0.01) s and (5.20 ± 0.37) s. These values are highly comparable to recently reported in vitro DNA residence times of (0.67 ± 0.09) s and (4.40 ± 2.24) s of a TALE construct comprising 21.5 repeat domains (34). Wild-type GR binds to DNA for ~2 s (9,11), comparable to the GRcXR constructs with shorter residence times.

A biphasic kinetic behavior similar to our observations has been observed previously for various other TFs and was ascribed to the presence of unspecific and specific DNA sequences for the TF (10,11,35,36). This interpretation is further supported by two-color experiments in which only those TFs that co-localized with RNA polymerase II exhibited stable DNA associations (37), measurements on the DNA residence time of a bacterial factor in a mammalian cell (38) and investigations in yeast (39), all reporting unspecific binding times in a range similar to the transient inter-
DNA residence times of GRcXR are dependent on the number of TALE repeat domains. (A) Upper panel: fluorescence image of TMR-labeled GRc16R in a U2-OS cell nucleus (dashed line) upon induction with 1 μM Dex and 561 nm laser excitation at 50 ms camera integration time. The image is taken from Movie S1. Lower panels: kymographs of regions (i)–(iii) highlighted by circles in the upper panel. (B) Histograms of fluorescent ‘on’ times of TMR-labeled GRc16R at different time-lapse conditions (n = 442 (0.05 s); n = 313 (0.10 s); n = 315 (0.20 s); n = 260 (0.40 s); n = 248 (0.60 s); n = 255 (1.00 s); n = 306 (2.00 s); n = 142 (3.00 s); n = 183 (6.00 s)). Numbers denote the time-lapse time in s. Lines are a global fit by an exponential decay model with two off-rate constants (Equation (14) in Supplementary Information). Inset: DNA residence times of GRc16R extracted from the fit. Error bars denote s.d. (C) DNA residence times of GRcXR. The symbol area is proportional to the frequency of molecules entering a binding mode with the corresponding DNA residence time. GRcXR constructs are ordered by increasing DNA residence time of the long binding population. Error bars denote s.d.

Figure 2.

action times of GRcXR. Thus, our data support the notion that we observe GRcXR molecules interacting transiently with unspecific DNA elements and a fraction of GRcXR molecules that are bound to their specific target sequences on DNA.

While the GRcXR constructs together provide a series of TFs with continuously increasing DNA residence times, we found that the relationship between the number of repeat domains and the DNA residence time was not linear, with maxima around 16 repeat domains and at lower repeat domain numbers (Supplementary Figure S4). Such a relationship might result from the helical conformation a TALE DBD assumes when bound to DNA (40,41). Elucidating the functional dependency between the length of the TALE DBD and DNA residence time is an important future task.

Transcription repression by GRcXR increases with DNA residence time

SGK1 transcription is activated by GR in the presence of hormone, but can be stimulated, too, by serum and phenol red (42,43). U2-OS cells have been reported to express GR (44), and we verified GR expression in our U2-OS cells by Western Blot, using HeLa and MCF-7 cells as positive control (Supplementary Figure S5 and Supplementary Information). As expected, after addition of 1 μM Dex, U2-OS cells grown in charcoal stripped FBS and phenol red free medium exhibited SGK1 expression enhanced by a factor of 2.7 compared to Dex-free conditions, as quantified by single molecule fluorescence in situ hybridization (smFISH) and quantitative polymerase chain reaction (qPCR) (Figure 3A–C).

We compared the transcription level of SGK1 determined with smFISH experiments in U2-OS cells stably expressing GRc13R and GRc16R with wild-type U2-OS cells, in the presence of 1 μM Dex (Figure 3A–C). The presence of both constructs significantly shifted the population-wide distribution of SGK1 transcripts to lower values (Figure 3B and C). Notably, repression of SGK1 transcription in the presence of long binding GRc16R was significantly stronger than repression by short binding GRc13R.

Similar to GRc13R and GRc16R, all GRcXR constructs exhibited reduced Dex-activated SGK1 transcription compared to wild-type U2-OS cells in smFISH experiments (Figure 4A). Notably, the decrease in the mean SGK1 transcription level was more pronounced, the longer the DNA residence time of GRcXR was (linear correlation $R^2 = 0.63$). We confirmed the decrease in mean SGK1 transcrip-
Figure 3.  GRc13R and GRc16R repress SGK1 transcription.  (A) smFISH of SGK1 mRNA in wild-type U2-OS cells (upper panels) and U2-OS cells expressing GRc16R (lower panels) in the absence (left panels) and presence (right panels) of 1 μM Dex. Dashed lines indicate the nuclear membrane. Arrowheads highlight loci of nascent transcription. The contrast was adjusted individually for each panel. (B) mRNA distributions in wild-type U2-OS cells and U2-OS cells expressing GRc13R and GRc16R in absence and presence of 1 μM Dex. (*) indicates a significant difference according to the Wilcoxon–Mann–Whitney two-sample rank test, two-tailed, P < 0.05. (C) Fold change of transcription calculated as ratio between the mean number of mRNA molecules upon Dex induction and the mean number of mRNA molecules in absence of Dex for wild-type U2-OS cells (308/304 cells) and U2-OS cells expressing GRc13R (308/294 cells) and (GRc16R (270/211 cells), or from qPCR experiments (triplicates on at least three biological replicates). (*) indicates a significant difference according to Student’s t-test, two-tailed, P < 0.05. Error bars denote s.e.m. (smFISH) or s.d. (qPCR).

Figure 4. Repression of SGK1 transcription increases with GRcXR DNA residence time. (A) Normalized mean number of SGK1 mRNA molecules as function of DNA residence time in wild-type U2-OS cells as control (ctrl) and U2-OS cells expressing GRcXR (spheres, 308/304, 308/294, 296/316, 267/274, 167/157, 270/211 and 290/283 cells). Error bars denote s.e.m. (B) Normalized burst frequency of SGK1 transcription as function of GRcXR DNA residence time. Cell numbers are as in (A). (C) Normalized burst size of SGK1 transcription as function of GRcXR DNA residence time (70/19, 51/28, 53/29, 69/34, 22/7, 31/12 and 42/20 nascent sites). Error bars denote s.e.m. Lines are calculated based on a model in which the on-rate constant of a two-state gene transcription model is a function of GRcXR DNA residence time (continuous lines) or in which both the on-rate constant and the transcription rate constant are a function of GRcXR DNA residence time (dashed lines).

To test whether the effect on repression was due to the regulatory domain AF-2 that we used for controlled nuclear translocation, we compared the fold change of SGK1 transcription of cells expressing GRc16R with those expressing a TALE-TF with the VP64 domain (VP16R) or lacking a regulatory domain (16R) (Supplementary Figure S7A). All constructs exhibited comparable repression. We further tested whether the cell line selection process or the presence of other parts of the fusion protein affected SGK1 transcription by exchanging the DBD in GRc16R with those expressing a TALE-TF with the VP64 domain (VP16R) or lacking a regulatory domain (16R) (Supplementary Figure S7A). All constructs exhibited comparable repression. We further tested whether the cell line selection process or the presence of other parts of the fusion protein affected SGK1 transcription by exchanging the DBD in GRc16R with those expressing a TALE-TF with the VP64 domain (VP16R) or lacking a regulatory domain (16R) (Supplementary Figure S7A). All constructs exhibited comparable repression. We further tested whether the cell line selection process or the presence of other parts of the fusion protein affected SGK1 transcription by exchanging the DBD in GRc16R with those expressing a TALE-TF with the VP64 domain (VP16R) or lacking a regulatory domain (16R) (Supplementary Figure S7A). All constructs exhibited comparable repression. We further tested whether the cell line selection process or the presence of other parts of the fusion protein affected SGK1 transcription by exchanging the DBD in GRc16R with those expressing a TALE-TF with the VP64 domain (VP16R) or lacking a regulatory domain (16R) (Supplementary Figure S7A). All constructs exhibited comparable repression. We further tested whether the cell line selection process or the presence of other parts of the fusion protein affected SGK1 transcription by exchanging the DBD in GRc16R with those expressing a TALE-TF with the VP64 domain (VP16R) or lacking a regulatory domain (16R) (Supplementary Figure S7A). All constructs exhibited comparable repression. We further tested whether the cell line selection process or the presence of other parts of the fusion protein affected SGK1 transcription by exchanging the DBD in GRc16R with those expressing a TALE-TF with the VP64 domain (VP16R) or lacking a regulatory domain (16R) (Supplementary Figure S7A). All constructs exhibited comparable repression. We further tested whether the cell line selection process or the presence of other parts of the fusion protein affected SGK1 transcription by exchanging the DBD in GRc16R with those expressing a TALE-TF with the VP64 domain (VP16R) or lacking a regulatory domain (16R) (Supplementary Figure S7A). All constructs exhibited comparable repression.

Overall, our experiments revealed an increase in SGK1 repression with increasing DNA residence time of GRcXR.

Transcription repression by GRcXR is due to competitive inhibition of the endogenous activator

In unstimulated U2-OS cells as well as in cells activated by Dex, we could identify up to two sites of SGK1 transcription by the accumulation of smFISH probes, corresponding to the two alleles of SGK1 (Figure 3A). This observation is consistent with the occurrence of a burst of transcription frequently observed for many genes (45,46). The measured number of transcription sites can be used as readout of burst frequency (47). As expected, the fraction of wild-type U2-OS cells exhibiting a transcription site was considerably higher, by a factor 3.6, in activated cells. In the
presence of Dex, the fraction of active alleles (as proxy for burst frequency) in cells expressing GRcXR was smaller, the longer the DNA residence time of GRcXR was (linear correlation $R^2 = 0.40$) (Figure 4B). In contrast, we found that the mean number of SGK1 transcripts within a burst (burst size) did not change in wild-type U2-OS cells upon Dex addition (fold change 0.9 ± 0.2), and was mostly independent of the DNA residence time of GRcXR in cells expressing these factors (linear correlation $R^2 = 0.10$) (Figure 4C). We note that quantification of mRNA transcripts at a transcription site by smFISH might underestimate the real burst size as RNA molecules might leave the transcription site while transcription is still active (47). Our further analysis, however, was not affected by this potential misestimate, since activated and non-activated burst sizes were similar and we used the ratio of both burst sizes (Supplementary Information).

Transcription of a gene switching between periods of high and low activity is frequently described by a two-state model in which DNA is transcribed only in the active state of the gene (48). Stochastic and dynamic TF binding to DNA provides a possible explanation for such a bursting behavior (49). To reveal to which extend GRcXR affected the kinetic parameters of the two-state model, we calculated the rate of gene activation, $k_{on}$, the off-rate of the gene, $k_{off}$ and the rate of gene transcription, $k_{tx}$ (Figure 5), from the measured values of mean SGK1 mRNA, burst frequency and burst size (Supplementary Information). Using these extracted rate constants, simulated mRNA distributions closely reproduced the measured distributions if we corrected the measured burst sizes by a small factor to account for deviations from the real burst sizes (Supplementary Figure S9 and Supplementary Information).

We found that $k_{on}$ was decreasing with the DNA residence time of GRcXR (linear correlation $R^2 = 0.20$), while $k_{off}$ was independent of this parameter (linear correlation $R^2 = 0.03$). The transcription rate $k_{tx}$ showed only a small dependency on the residence time (linear correlation $R^2 = 0.10$). Accordingly, we modeled $k_{on}$ with a function decreasing proportionately to the fraction of time that GRcXR was bound to DNA (Equation (12) in Supplementary Information), and $k_{tx}$ and $k_{off}$ as independent of DNA residence time (Figure 5). Such a model is equivalent to a model of competitive inhibition of the endogenous activating factor GR by GRcXR binding to the GRE (Figure 6 and Supplementary Information). Simulations of this extended two-state model suggest that the association and dissociation rate constants of TALE-TFs are much faster than the transitions between the on and off states of the gene (Supplementary Figure S10). Consistent with competitive inhibition, ChIP-qPCR revealed that occupancy of endogenous GR to SGK1 was reduced in the presence of VPXR, at comparable levels of GR expression (Supplementary Figure S11A), the more the longer the DNA residence time of the inhibiting factor was (Supplementary Figure S11B and Supplementary Information).

We used the functions describing $k_{on}$, $k_{tx}$ and $k_{off}$ to calculate the mean SGK1 mRNA (Figure 4A) as well as the burst frequency (Figure 4B) and burst size (Figure 4C) as function of the DNA residence time of GRcXR. All three directly measured datasets were well reproduced by the model of competitive inhibition of GR by GRcXR. An alternative model, in which also the rate constant of transcription varied with the DNA residence time of GRcXR (Equation (13) in Supplementary Information), did not improve the description of the mean number of SGK1 mRNA (Figure 4A).

Overall, our data and quantitative model suggest that GRcXR are competitive inhibitors to GR and repress GR dependent on their DNA residence time.

**DISCUSSION**

We studied the influence of DNA residence time of a transcription repressor on transcription using SGK1 as model gene and found that this temporal parameter greatly af-
transcription often relies on direct inhibition, reminiscent of pressors, repression of polymerase I and III—mediated coding genes seems to depend mainly on recruiting core-idence times. While in eukaryotes repression of protein-by competitive inhibition, our model predicts that competitive inhibition of activating TFs or the transcription sion of artificial repressors (63,64). For such a repression (58–62) repression factors suggested to act through com-

**Figure 6.** Model of *SGK1* transcription repression by TALE-TF constructs. TALE-TF binds to and unbinds from the GRE of *SGK1* with rate constants $k_{on,TF}$ and $k_{off,TF}$ competitive to endogenous GR. If TALE-TF is bound, it prevents gene activation by competitive inhibition of GR DNA binding, and the gene assumes a blocked state (left shade) in addition to the ‘off’- and ‘on’-states of the two-state model of gene transcription (right shade). $k_{on,gen}$: rate constant of *SGK1* activation, $k_{off,gen}$: rate constant of *SGK1* deactivation, $k_d$: transcription rate constant of *SGK1*. Cartoons illustrate the different states of the extended two-state model.

ected the transcription outcome. Exchange or removal of the regulatory domain confirmed the repressive function of our TALE-TF constructs and pointed to a mechanism of competitive inhibition of the endogenous activator. Consistently, a model of competitive inhibition based on the measured kinetic parameters could well reproduce the dependency of repression strength with increasing DNA residence time. We can exclude a repressive effect of long TALE domains due to blocking of promoter regions adjacent to the GRE, as both GRc5R and GRc16R exhibited very similar repression strengths. Compared to DNA residence time, the contribution of nuclear concentration on repression strength plays a minor role in our experiments, since these two constructs differed most in their nuclear concentration but had similar residence times. At first sight our observations contradict a previous study that did not observe competition between GR and ER at the MMTV array (50). However, we note that the residence times of most of our TALE-TFs are longer than those of GR and ER, and thus might have a higher capability to compete off GR from *SGK1*. Overall, we infer that repression of *SGK1* is a function of TALE-TF DNA residence time and consistent with a mechanism of competitive inhibition of endogenous GR by our TALE-TF constructs. The DNA residence time of a TF thus has a regulatory function in transcription repression.

The DNA residence time-dependent repression of our TALE-TFs is able to explain the repressive function of many bacterial (51–54), archaeal (55–57) and eukaryotic (58–62) repression factors suggested to act through competitive inhibition of activating TFs or the transcription machinery (3,4), and the DNA-binding-mediated repression of artificial repressors (63,64). For such a repression by competitive inhibition, our model predicts that complete repression will be achieved for very long DNA residence times. While in eukaryotes repression of protein-coding genes seems to depend mainly on recruiting corepressors, repression of polymerase I and III—mediated transcription often relies on direct inhibition, reminiscent of prokaryotic repression (4). Yet it is very likely that both co-factor-dependent repression involving silencing domains as well as transcription activation are similarly influenced by the DNA residence time of regulatory TFs. Co-factors recruited to a silencing or activating regulatory domain of a TF will differently sense the presence of this domain depend-ent on the TF DNA residence time. If the TF exchanges fast compared to the on-rate constant of a co-factor, the co-factor will sense an average probability of TF presence, but it will directly follow TF occupancy on DNA if the TF exchanges slowly.

GRcXR mainly affects the on-rate of gene transcription in the two-state model. Thus, in reverse, the GR activating *SGK1* transcription should also affect the on-rate of transcrip-
tion. This is in contrast to observations in bacteria, where gene activation was achieved by reducing the off-rate of the gene (65), and experiments on the bursting of genes in eukaryotes that pointed to an effect of TF affinity on the rate constant of transcription (45). A recent study on the oligomerization state of GR suggests a novel mechanism of GR action by tetramerization, possibly achieved by association of two GR dimers bound to different GRES, thereby inducing a DNA loop (66). In such a model GR binding will influence the on-rate of the gene, and inhibition of GR bind-
ying by GRcXR will result in reduction of this on-rate, con-
sistent with our observations. However, the two-state model is a highly simplified model of transcription regulation, and the rate constants of this model comprise a multitude of suc-
cessive and parallel regulatory processes (67). Thus, care has to be taken when interpreting the rate constants of the two-
state model.

The range of 5–21 repeat domains we explored was suffi-
cient to create TFs differing by a factor of 6 in their DNA residence time. This time was a non-linear function of the number of repeat domains. Notably, we measured a peak in DNA residence time between 16 and 18 repeat domains, the range of naturally occurring and of most artificial TALE DBDs closely follow the major groove of B-form DNA (40,41). Thus, an increase in binding affinity with increasing length of the TALE DBD would be expected. This is in con-
trast to our observation of a short DNA residence time for GRc21R. Yet, our measurements are consistent with *in vitro* experiments (34), a publication reporting a higher contribu-
tion of N-terminal repeats to binding affinity compared to C-terminal repeats (17), and the observation that longer TALEs are more tolerant of DNA sequence mismatches (71). It might be that TALE DBDs longer than 16–18 re-
peat domains start to exhibit a saturation in their affinity to DNA, analogous to the finite melting temperature of long DNA sequences.

Analogous to our TALE-TFs, the effect on transcrip-
tion of other artificial TALE constructs most likely will de-
pend on the DNA residence times of these constructs. Since TALEs that recognize different target sequences while comprising the same number of repeat domains often achieve very different transcription fold-changes (31,69,70), we antici-
pate that the DNA residence time of a TALE will be de-
pendent on repeat domain composition such as the choice
of the variable di-residue (72), in addition to the number of repeat domains. A systematic evaluation of the effect of repeat domain composition on the DNA residence time of a TALE will be necessary to identify predictive rules. When designing transcription-modulating TALE-TFs, attention should also be paid towards possible side effects on other genes resulting from partial sequence homology, as seen by the effect of GrC16R on GR genes other than SGK1. Overall, our results suggest that including the DNA residence time in the design process of a TALE, in addition to the rules of TALE structure (17,29,70–73) and target sequence position (74) will help to identify the most active factors.

In addition to the dissociation rate constant of a TF, gene transcription may be regulated by its association rate constant (15). However, while modulating the association rate constant of a TF via changes in TF concentration will globally affect the activity of this TF, modulating the dissociation rate constant respective DNA residence time of a TF instead allows for a gene-specific regulation. The cell may achieve changes in DNA residence time through small changes in the base pair sequence of the target region capable of altering TF affinity (15). In addition, co-factors or enzymes are able to affect the DNA residence time of a TF (20,21), and concentration-dependent changes of TF DNA residence time have been reported (24,75).

Overall, global concentration-dependent effects combined with sequence-specific strategies in altering the TF DNA residence time will allow for tailored fine-tuning of genetic networks in the cell. Besides dissecting the kinetics of such transcription networks, our approach of controlling the DNA residence time of a protein using TALE DNA binding domains should also be widely applicable to investigate the influence of the time parameter in other chromatin-related processes.
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