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Abstract—We study the problem of user association, i.e., determining which base station (BS) a user should associate with, in a dense millimeter wave (mmWave) network. In our system model, in each time slot, a user arrives with some probability in a region with a relatively small geographical area served by a dense mmWave network. Our goal is to devise an association policy under which, in each time slot in which a user arrives, it is assigned to exactly one BS so as to minimize the weighted average amount of time that users spend in the system. The above problem is a restless multi-armed bandit problem and is provably hard to solve. We prove that the problem is Whittle indexable, and based on this result, propose an association policy under which an arriving user is associated with the BS having the smallest Whittle index. Using simulations, we show that our proposed policy outperforms several user association policies proposed in prior work.

Index Terms—User Association, Millimeter Wave Networks, Restless Bandits, Whittle Index, Markov Decision Process

I. INTRODUCTION

Recently, there has been an exponential increase in the volume of data traffic exchanged using wireless networks [1] due to a proliferation of data-hungry services with high Quality-of-Service (QoS) requirements. The traditionally used sub-6 GHz cellular bands, which are crowded and expensive, are unable to meet the ever increasing data volume and QoS requirements, despite the use of advanced techniques such as Massive Multiple Input Multiple Output (MIMO) and heterogeneous networking [2], [3]. In contrast, ample un-utilized spectrum is available [4] in millimeter wave (mmWave) bands and it has the potential to provide multi-gigabit data rates [5]. Note that the behavior of the channel (medium) at sub-6 GHz and at mmWave frequencies is significantly different, e.g., in terms of attenuation, reflection and diffraction properties [2]. In particular, sub-6 GHz waves experience lower attenuation with distance, higher reflection from surfaces, higher diffraction from edges and higher penetration loss from blocking objects in the environment than mmWaves [5], [6]. The above differences in the behavior of the channel (medium) result in differences in the optimal deployment of BSs, sizes and shapes of cells, association and handover of user with BSs, etc. In particular, in sub-6 GHz networks, often the cell size is approximately hexagonal or circular and the BS is placed at its center, and handovers typically occur at the boundaries of cells [2], [3]. Also, in mmWave networks, the deployment of BSs needs to be denser, the nature of communication directional, and handovers do not necessarily occur at the boundaries of cells [7], [8]. The directional nature of communication, dense deployment of BSs, and short transmission range in mmWave networks pose several challenges [9] such as blockage, rare but heavy interference, frequent handovers, etc., and novel strategies are required to deal with the above challenges [9].

The process of user association, i.e., determining which BS a given user should associate with, is crucial in both sub-6 GHz and mmWave wireless networks [10], [11]. Hence, user association problems have been extensively investigated in prior work, in different network scenarios, with different objective functions and constraints. The problem of user association in sub-6 GHz networks has been studied with the objective of maximizing throughput in [12], [13], [14], [15], [16], balancing load in [18], [19], [20], maximizing fairness in [21], maximizing energy efficiency in [22], [23] and optimizing network utility in [24]. The problem of user association in mmWave networks has been studied with the objective of maximizing throughput in [25], [26], balancing load in [27], [28], [29], [30], maximizing energy efficiency in [31], maximizing line of sight (LoS) connectivity in [32], optimizing BS deployment in [33] and optimizing handovers in [34]. In prior work, most user association problems were formulated as constrained optimization problems— in particular, as combinatorial optimization problems in [13], [16], [17], [23], [22], [31], [32], [28], [29], [30], as non-convex optimization problems in [25], [26] and as stochastic optimization problems in [15], [20], [34]. Tools based on the gradient algorithm, Lagrangian method, game theory, machine learning, etc., were used to solve the above problems.

In [20], the problem of user association in cellular heterogeneous networks (HetNets) was modeled using the multi-armed bandit framework and solved using tools from reinforcement learning. In [34], the multi-armed bandit framework was used to model handovers in dense mmWave networks and an online learning algorithm for performing handovers was proposed using the empirical distribution of LoS blockage and post handover trajectories of users. However, none of the above works provided an index based association policy. In [15], user association in cellular HetNets was modeled as a restless
multi-armed bandit problem\(^1\) and it was proved that the modeled problem is PSPACE hard \(^3\). The authors derived the association priority index (which is different from the Whittle index\(^2\)) for small cell BSs using the primal-dual index heuristic algorithm after relaxing the hard per stage constraint. However, to the best of our knowledge, Whittle index \(^3\) has not been used for solving the association problem in prior work. This is the space in which we contribute in this paper. We have formulated the association problem in dense mmWave networks as a restless multi-arm bandit problem and provided a Whittle index based user association policy. Note that the Whittle index was introduced in \(^3\) and has been successfully used for solving problems in a variety of applications \(^37\), \(^38\), \(^39\), \(^40\), \(^41\), \(^42\), \(^43\), \(^44\), \(^45\), \(^46\), \(^47\), \(^48\), \(^49\), \(^50\).

In this paper, we consider the user association problem in a dense mmWave network serving a region with a relatively small geographical area such as a seminar hall, bus stop, etc. Time is divided into slots of equal duration and in each slot, a user arrives with some probability. Our goal is to devise an association policy under which, in each time slot in which a user arrives, it is assigned to exactly one BS so as to minimize the weighted average amount of time that users spend in the system. The above problem is a restless multi-armed bandit problem and is provably hard to solve \(^3\). Using an idea of Whittle \(^3\), we relax the exact constraint, in which an arriving user needs to be associated with exactly one BS, to a time-averaged constraint, in which, an arriving user is associated with one BS on average. The use of this relaxation and the standard Lagrange multiplier technique lead us to a set of decoupled controlled Markov chains or Markov decision processes (MDP). We prove the Whittle indexability of each MDP and then establish the indexability of the original problem; based on this result, we propose an association policy, in which an arriving user is associated with the BS having the smallest Whittle index. Our contribution is non-trivial since establishing the Whittle indexability of restless multi-armed bandit problems is intractable in many scenarios.

We compare our proposed Whittle index based association policy with the load based, Signal to Noise Ratio (SNR) based, throughput based, mixed, and random association policies \(^3\) (see Section \(\text{X}\) for descriptions of these policies) via detailed simulations and show that our policy outperforms the other policies in all scenarios.

The rest of this paper is organized as follows. Section \(\text{II}\) presents relevant prior work on user association. Section \(\text{III}\) describes the system model and problem formulation. Sections \(\text{IV}\) and \(\text{V}\) establish the threshold nature of the optimal policy. Section \(\text{VI}\) establishes the Whittle indexability of the considered problem. Section \(\text{VII}\) describes a scheme for computation of the Whittle index. Section \(\text{VIII}\) provides application of our results to sub-6 GHz networks. Section \(\text{IX}\) describes other user association policies used for comparison with our proposed policy and Section \(\text{X}\) presents simulation results. Finally, Section \(\text{XI}\) concludes this paper.

## II. Related Work

We review prior works on user association in sub-6 GHz and mmWave networks in Sections \(\text{II-A}\) and \(\text{II-B}\) respectively. We explain the differences between our work and prior work in Section \(\text{II-C}\).

### A. Association in Sub-6 GHz Networks

The alpha-optimal user association policy was proposed in \(^1\) to adapt to traffic load heterogeneity across BSs in homogeneous networks. This policy becomes optimal in different contexts such as throughput-optimization, delay-optimization, etc., for different values of alpha. In HetNets, biasing at users for small cell BSs plays a significant role in balancing load and maximising network throughput. In \(^5\), the authors evaluated the effect of biasing on coverage probability and in \(^1\), the authors provided a distributed algorithm for finding a load balancing optimal bias in multi-tier HetNets. In \(^2\), a pricing based distributed algorithm was proposed for HetNets with massive MIMO enabled BSs, with the aim of maximizing fairness, considering two situations—the channel experiences flat fading and frequency selective fading. In \(^3\), a non-cooperative game based distributed algorithm was proposed for HetNets with BSs with varying numbers of antennas and transmission power capabilities. Each user acts as a player and selfishly chooses a BS based on the utility it gets upon association; BSs allocate their resources based on a local resource allocation rule. In \(^3\), an optimal centralized algorithm was proposed with the aim of maximizing the network throughput in HetNets, after establishing the unimodularity of the considered problem.

In \(^4\), the user cluster-BS association problem was formulated as a combinatorial optimization problem with the aim of maximizing the throughput in massive MIMO enabled HetNets and a low complexity algorithm was proposed to solve it. User association was formulated as a mixed integer nonlinear programming problem in \(^1\), \(^6\), \(^7\) with the aim of maximizing throughput and in \(^2\), \(^2\), with the aim of maximizing energy efficiency. In \(^8\), the authors considered two cases— the problem of finding an interference nulling schedule given user association and the problem of jointly finding an interference nulling schedule and user association. For the first case, an optimal solution based on the cutting plane approach was provided and for the second case, a distributed scheme was proposed to poly match users with BSs. In \(^1\), a low complexity algorithm based on a three step Gaussian belief propagation (GaBP) distributed solver was proposed. In \(^9\), considering a constraint on cross tier interference, an iterative algorithm was proposed for joint optimization of user association, carrier allocation, antenna selection, and power allocation, using tools from majorization-minimization theory and the augmented Lagrangian method. In \(^2\), the original problem was reformulated as the problem of simultaneous

---

\(^1\) A collection of two or more controlled stochastic processes with two controls, say— active and passive— and with discrete state space, is said to be restless bandits, if each process and in each state, upon application of any of the two controls, changes its state, but with different probability law. A reward (cost) is obtained (incurred) upon application of control for each process, and depends on triplet— current state, action, and next state. Note that classical multi-arm bandit problem is different from the restless bandits in sense that in the classical multi-arm bands, the processes for which passive control is applied does not change its state and provides (incur) zero reward (cost). The goal of restless bandits problems is to maximize (minimize) long run average/discounted reward (cost) given constraints that in each slot exactly some fixed number of processes to be remain active \(^3\).

\(^2\) A brief description about Whittle Index is provided in Section \(\text{III-B}\).
maximization of throughput and minimization of power and an epsilon-method based algorithm was proposed to solve the reformulated problem. In [22], the original problem was decomposed into two sub-problems– association and power allocation– and an iterative algorithm was provided for the cases with and without co-channel interference.

The user association problem was formulated as a stochastic optimization problem with the aim of maximizing throughput (respectively, balancing load) in [15] (respectively, in [20]). In [15], the problem was shown to be PSPACE hard, and solved in two steps. In the first step, the restless multi-armed bandit framework was used to derive an association priority index (which is different from the Whittle index [35]) for small cell BSs and in the second step, the proposed algorithm chose the BS with the smallest association priority index from a set of small cell BSs chosen based on the signal to interference plus noise ratio (SINR). In [20], the authors proposed a centralized and a semi-distributed online algorithm, using the multi-armed bandit technique, for performing load balancing and achieving high spectral efficiency.

However, all the above works address the user association problem in sub-6 GHz networks. In contrast, we address the problem of user association in mmWave networks.

B. Association in mmWave Networks

In [27], the user association problem was formulated as a mixed integer linear programming (MILP) problem with the aim of balancing the load in an mmWave network with one macro and several femto cell BSs, by considering joint optimization of association and scheduling. In [25], [26], the user association problem was formulated as a non-convex optimization problem with the aim of maximizing throughput. In [25], using deep reinforcement learning and the actor critic algorithm, a low complexity algorithm was proposed, which approximates the solution of the original optimization problem. In [26], a low complexity, scalable, and flexible algorithm based on multi-agent reinforcement learning was proposed for user association, in which users act as independent agents and adapt their actions based on local information of network states. In [34], the user association problem was formulated as a stochastic optimization problem with the aim of optimizing handovers. The authors proposed two handover mechanisms focusing on spatial and space-time contexts, respectively. The proposed algorithms learn online in a multi-armed bandit framework by exploiting the user’s post trajectory distribution. The proposed algorithms do not assume prior knowledge of the user’s mobility and environment.

The user association problem was formulated as a mixed integer non linear programming (MINLP) problem in [31] with the aim of maximizing energy efficiency, in [32] with the aim of maximizing the LoS connectivity and in [28], [29], [30], with the aim of balancing the load. In [31], the formulated problem considered load balancing constraints, a limit on cross tier interference and user QoS requirements; an iterative gradient based algorithm was proposed for user association and power allocation. In [32], the authors used the difference of two convex programming problems to solve the problem obtained after relaxation of binary variables and proposed a near-optimal polynomial-time algorithm to assign femto-cell users to femto-cell BSs. In [28], a near-optimal polynomial-time worst connection swapping algorithm was proposed and shown to outperform other generic algorithms used to solve combinatorial optimization problems in terms of both accuracy and speed. In [29], the authors designed an iterative algorithm for joint user association and power allocation using the Lagrange dual decomposition and Newton-Raphson methods for a single-band access scheme and obtained a near-optimal solution based on the Markov approximation framework for a multi-band access scheme. In [30], the original problem was reformulated as a non-cooperative game and an efficient distributed solution was provided.

C. Differences Between Our Work and Prior Work

In most prior works, the user association problem was formulated as a constrained optimization problem, stochastic optimization problem, game theoretic problem, etc., and only a few works, viz., [15], [20], [24] formulated the user association problem using the multi-armed bandit framework. Out of the latter works, only in [15], an index based user association policy was provided. However, the index used in [15] is different from the Whittle index. To the best of our knowledge, our work is the first to use the Whittle index, which has been successfully used for solving problems in a variety of applications, for solving the user association problem.

Remark 1. Some of the proofs in this paper are similar to those in [42]. However, there are several differences between the model in this paper and that in [42]. For example, this paper considers the problem of user association in mmWave networks, whereas [42] considers the problem of allocating jobs to processors in an egalitarian processor sharing setup. Also, departures from a mmWave base station are assumed to follow a Bernoulli process in this paper, whereas departures from a processor in [42] are assumed to follow a Binomial process. Due to the above differences, the analyses in this paper and in [42] are significantly different.

III. MODEL, PROBLEM FORMULATION, AND BACKGROUND

A. Model and Problem Formulation

Consider a wireless network with $K$ mmWave base stations (mBSs) serving a small region (e.g., a seminar hall, a bus stop, etc.). Time is divided into slots of equal duration; also, a slot $n \in \{0, 1, 2, \cdots \}$ is considered as the duration of time from time instant $n$ to $n+1$. In each slot, a user arrives (respectively, no user arrives) into the region with probability (w.p.) $p$ (respectively, $1-p$), where $0 < p < 1$. An arriving user gets rate $R_i$ when it gets associated with mBS $i \in \{1, \cdots, K\}$. We assume that all the users associated with mBS $i$ get the same rate $R_i$. Note that $R_i$ has one of the usual units of rate such as Gbps or Mbps. This assumption models a scenario in which all the users arrive into a relatively small area, due to which, the channel quality and hence rate to mBS $i$ is the same for every user. To facilitate mathematical analysis, from this point onwards, with some abuse of notation, we refer to the normalized rate of each user from a mBS $i$ by $r_i = \frac{R_i}{\max_{j \in \{1,\cdots,K\}} R_j}$, where $\delta > 0$ is a constant. Note that $r_i \in (0, 1)$ and is unit-less. Fig. 1 illustrates the system model.
Let:

\[ \zeta_{n+1} = \begin{cases} 1, & \text{if a user arrives in slot } n, \\ 0, & \text{else.} \end{cases} \]

Note that \( \zeta_{n+1} \) is a Bernoulli random variable with parameter \( p \). Let:

\[ u^i_n = \begin{cases} 1, & \text{if mBS } i \text{ admits an arrival in slot } n, \\ 0, & \text{else.} \end{cases} \]

When an arrival occurs in a slot, it should be assigned to exactly one mBS. Thus, we have the following constraint:

\[ \sum_{i=1}^K u^i_n = 1 \quad \forall n. \]

The decision—on which mBS an arriving user is to be assigned to—is made taking into account the number of users associated with every mBS. We assume that the mBSs are connected to each other (e.g., they may all be connected to a controller or there may be pair-wise communication links among them); so the above information about numbers of associated users can be exchanged among the BSs.

Let \( X^i_n \) denote the number of users associated with mBS \( i \) at the beginning of slot \( n \). If \( X^i_n \geq 1 \), then a user (respectively, no user) departs from the queue of mBS \( i \) w.p. \( r_i \) (respectively, \( 1 - r_i \)) in slot \( n \). Note that the probability that a user departs (respectively, no user departs) from the queue of mBS \( i \) in slot \( n \) is independent of \( X^i_{n-1} \). We use this simple model for the following reasons: The total rate at which the users associated with mBS \( i \) in slot \( n \) are served is approximately independent of \( X^i_{n-1} \)—the available bandwidth is shared among the \( X^i_n \) users. Also, larger the value of \( X^i_n \), more the candidates for departure; on the other hand, smaller the value of \( X^i_n \), higher the rate at which each of the users is served. Let:

\[ \gamma^i_{n+1} = \begin{cases} 1, & \text{if a user departs from the queue of mBS } i \text{ in slot } n, \\ 0, & \text{else.} \end{cases} \]

Then \( \gamma^i_{n+1} \) is a Bernoulli random variable with parameter \( r_i \).

**Remark 2.** In our model, the duration of a time slot is small, and so the probability of two or more users departing from the queue of a mBS in a single time slot is low. Hence, for simplicity, we have assumed that in each slot, at most one user may depart from the queue of a mBS.

We are interested in devising a non-anticipating admissible policy, i.e., \( \forall n \), given \( \{X^i_n, \gamma^i_n, \zeta_m, m \leq n; u^m_n, m < n\} \), the action \( u^i_n \) is to be conditionally independent of \( \gamma^i_n, \zeta_m, 1 \leq i \leq K, m > n \). Without loss of generality, we assume that \( 1 > r_1 \geq \cdots \geq r_K > 0 \). Also, to ensure stability of the controlled queues obtained after decoupling of the problem in (4) below, we assume that \( \frac{p}{K} < r_K \).

The state of the queue at mBS \( i \) is updated at time instant \( n + 1 \) (i.e., at the end of slot \( n \)) as:

\[ X^i_{n+1} = (X^i_n + \zeta_{n+1} u^i_n - \gamma^i_{n+1})^+, \]

where \( x^+ := \max(x, 0) \). A cost \( C_i > 0 \) per slot per user is incurred at mBS \( i \). The cost \( C_i \) can be interpreted as the QoS provided by mBS \( i \) to users associated with it in terms of the average delay provided by it. The different values of cost at different BSs model heterogeneity across mBSs, e.g., in the sense of different backhaul capacity and/or different numbers of RF-chain. The total cost experienced by the mBSs in the system in slot \( n \) is given by:

\[ \sum_{i=1}^K C_i X^i_n. \]

Our objective is to choose \( \{u^i_n\}, i \in \{1, \cdots, K\}, n \in \{0, 1, \cdots\} \), to minimize the long-run expected average cost incurred at the mBSs in the network. Hence, we seek to solve the following problem:

\[
\begin{align*}
\text{minimize} & \quad \lim_{N \to \infty} \sup_N \left[ \underbrace{\frac{1}{N} \sum_{n=0}^{N-1} \left( \sum_{i=1}^K C_i X^i_n \right)}_{(2)} \right] \\
\text{s.t.} & \quad \sum_{i=1}^K u^i_n = 1, \quad \forall n.
\end{align*}
\]

Note that the cost in (2) is the weighted average amount of time that users spend in the system; minimizing this cost ensures that the traffic of users is served fast on average.

**B. Background on Whittle Index**

The constrained problem in (2) is a restless bandit problem with a hard per-stage constraint and obtaining an optimal solution for it is provably hard [36]. Whittle in [35] proposed that the hard per-stage constraint be relaxed to an average constraint to obtain the relax constraint problem which can provides index based heuristics as a solution satisfying the hard constraint. Note that the optimality of the Whittle index based heuristic, obtained from the optimal solution of the relaxed problem, has been proved in a very few well designed simple cases under suitable assumptions [39], [53], [54]. However, in many cases, it might be possible that the optimal solution obtained from the problem with the relaxed constraint may not be a feasible solution for the original problem; even if it is feasible, it may not be an optimal solution for it. In general, the Whittle index based heuristic is known to be optimal in an asymptotic sense in the infinitely many bandits.
Proof. The result follows. \(\square\)

Lemma 1 provides a framework for the controlled chain to believe the state zero with probability 1 regardless of the chosen stationary control policy and the initial state. Lemma 1 is used in establishing the results stated in Lemma 2, which provide insight into the optimal stationary control policy.

Recall that our original problem of minimizing the long-run average cost under the per-stage hard constraint gets converted into separate control problems of minimizing the long-run average cost for each mBS given the tax \(\lambda\). Since the proof of the result that the decoupled problem corresponding to mBS \(i\) is Whittle indexable is the same for each mBS \(i\), henceforth we drop the index \(i\) corresponding to the mBS for simplicity. The dynamic programming equation satisfied by the value function of the individual problem is:

\[
V(x) = Cx - \rho \min \left( [(1-p)(1-r) + pr]V(x) + (1-r)pV((x-1)^+) + p(1-r)V(x+1); \lambda + (1-r)V(x) + rV((x-1)^+) \right).
\]

The rest of this section sketches the derivation of (5).

Let \(0 < \beta < 1\). Under the stationary control policy \(\pi\), the infinite horizon \(\beta\)-discounted cost for the controlled process starting in state \(x\) is:

\[
I^\beta(x, \pi) := \mathbb{E} \sum_{n=0}^{\infty} \beta^n(CX_n + (1-u_n)\lambda)|X_0 = x|.
\]

The value function for the above infinite horizon \(\beta\)-discounted problem will be the minimum over all stationary control policies and is given by:

\[
V^\beta(x) = \min_\pi I^\beta(x, \pi).
\]

Let \(p_{\pi}(u)\) be the transition probability of the controlled chain. Then the value function satisfies the following dynamic programming equation:

\[
V^\beta(x) = \min_u \left[ Cx + (1-u)\lambda + \beta \sum_y p_{\pi|\pi}(y|x) V^\beta(y) \right].
\]

Let \(\tilde{V}^\beta(\cdot) = V^\beta(\cdot) - V^\beta(0)\). Then, \(\tilde{V}^\beta(\cdot)\) satisfies:

\[
\tilde{V}^\beta(x) = \min_u \left[ Cx + (1-u)\lambda - (1-\beta)V^\beta(0) + \beta \sum_y p_{\pi|\pi}(y|x) V^\beta(y) \right].
\]

We now state a lemma, which will be used to prove some results in the following sections.

Lemma 2. \(\lim_{\beta \to 1} \tilde{V}^\beta = V\) and \(\lim_{\beta \to 1} (1-\beta)V^\beta(0) = \rho\), where \((V, \rho)\) satisfy [3]. Furthermore, \(\rho\) is uniquely characterized as the optimal cost \(\rho(\lambda)\) and \(V\) is rendered unique on states that are positive recurrent under an optimal policy under the additional condition \(V(0) = 0\). Finally, the argmin of the RHS of (5) yields the optimal choice of \(u\) for the state \(x\).

Proof. The proof uses Lemma 1 and follows by an argument similar to that used to prove Lemma 4 on p. 7 of [2]. We omit the details for brevity. \(\square\)
V. Threshold Nature of Optimal Policy

In this section, we propose a stationary threshold policy using structural properties of the value function. For this purpose, we relax the state space to \([0, \infty)\) and the control space to \([0, 1]\). For this relaxation, the following structural property holds:

Lemma 3. \(V\) is monotone increasing and has non-decreasing differences, i.e., if \(y > 0\) and \(x > x'\), then:

\[
V(x + y) - V(x) \geq V(x' + y) - V(x').
\]

Proof. Since convexity of a function implies non-decreasing differences, to prove that \(V\) has non-decreasing differences, it suffices to prove that it is convex. To prove that \(V\) is convex, it is sufficient to prove that the value function of the infinite horizon \(\beta\)-discounted problem is convex for all \(\beta\). This is because the pointwise limit of a sequence of convex functions is also convex and we can choose \(\beta_n \uparrow 1\) such that \(V_{\beta_n}(\cdot) - V_{\beta_n}(0) \to V(\cdot)\). Since the infinite horizon \(\beta\)-discounted problem is a limiting case of the finite horizon \(\beta\)-discounted problem, it suffices to prove that the finite horizon \(\beta\)-discounted value function is convex. We will prove the convexity of the value function of the finite horizon \(\beta\)-discounted problem using an induction argument for the continuous state space of positive reals and continuous action space \([0, 1]\) for the control action that allows the admission of a fraction \(u\) of the arriving user.

Let \(P_a(\cdot)\) and \(P_d(\cdot)\) be the distributions of the arrival random variable, \(\zeta\), and departure random variable, \(\gamma\), respectively. Note that both the arrival and departure random variables are state independent Bernoulli processes. Now consider the dynamic programming equation for the \(n\)-step finite horizon \(\beta\)-discounted problem for a continuous state space \([0, \infty)\) and continuous action space \([0, 1]\):

\[
V_m^\beta(x) = \min \left[ Cx + (1 - u)\lambda + \beta \int V_{m-1}^\beta(x - \gamma + u\zeta)P_d(d\gamma)P_a(d\zeta) \right], \quad 0 < m \leq n, \tag{6}
\]

with \(V_0^\beta(x) = Cx\), \(x \geq 0\). Define for \(n > 0\):

\[
f_n^\beta(x, u) = \left[ f(x, u) + \beta \int V_{n-1}^\beta(x - \gamma + u\zeta)P_d(d\gamma)P_a(d\zeta) \right]. \tag{7}
\]

\(V_0^\beta(x) = Cx\) is a convex function. Assume that \(V_{n-1}^\beta(x)\) is a convex function. Let \(u_1\) and \(u_2\) be the minimizers of the RHS of (6) at points \(x_1\) and \(x_2\), respectively, where \(x_1 > x_2\). Then we have:

\[
V_n^\beta(x_i) = f_n^\beta(x_i, u_i), \quad i \in \{1, 2\}.
\]

Now,

\[
\alpha V_n^\beta(x_1) + (1 - \alpha)V_n^\beta(x_2) = \alpha f_n^\beta(x_1, u_1) + (1 - \alpha)f_n^\beta(x_2, u_2) + \beta \int \left[ \alpha V_{n-1}^\beta(x_1 - \gamma + u_1\zeta) + (1 - \alpha) V_{n-1}^\beta(x_2 - \gamma + u_2\zeta) \right]P_d(d\gamma)P_a(d\zeta).
\]

The first inequality holds by convexity of \(f_n^\beta\) and the second inequality follows from the definition of \(V_n^\beta\). This proves the convexity of \(V_n^\beta\), from which the convexity of \(V^\beta\) and therefore of \(V\) follows by limiting arguments as already described. Monotone increase can also be proved by an analogous induction argument for finite horizon discounted problem followed by the infinite time and vanishing discount limits, in that order.

The dynamic programming equation (5) for this continuous state-action space formulation can be rewritten as

\[
V(x) = Cx - \rho + \min_{u \in [0, 1]} \left( (1 - p)(1 - r)V(x) + p(1 - r)V(x + u) + (1 - p)rV((x + 1)^+) + prV((x + u - 1)^+) + (1 - \lambda)u \right). \tag{8}
\]

This involves minimization over \(u \in [0, 1]\) of a function of the form \(G(x, u) = F(x + u) - \lambda u\), where \(F\) is convex increasing. Suppose this has a unique minimizer \(u^* \in [0, 1]\). (The non-unique case can also be handled by a suitable modification of what follows.) Since \(F\) is convex, its right derivative \(F'_r\) and left derivative \(F'_l\) are defined except at most countably many points, are monotone increasing, with \(F'_r(x) \geq F'_l(x) \forall x \in \mathbb{R}^+\). Then we must have

\[
\lambda \in \partial F(x + u^*) = [F'_r(x + u^*), F'_l(x + u^*)].
\]

Suppose \(x + u^* \in \{n, n + 1\}\) for some \(n \geq 0\). Then for all \(m < n\), the function \(u \mapsto G(y, u)\) is minimized at the \(m + 1\) (corresponding to \(u = 1\)). Similarly, for all \(m \geq n + 1\), \(u \mapsto G(y, u)\) is minimized at the \(m\) (corresponding to \(u = 0\)). Thus restricted to the original state space \(S\), the optimal choice will lead to the next state that is also in \(S\) for every \(m \in S\) except possibly for \(m = n\), where if \(u^* \in (0, 1)\), it will take it to a point in \(\mathbb{R}^+\setminus S\). If at \(n\), the minimization were over \(\{0, 1\}\), the minimum would have been attained at \(u = 0\), corresponding to \(n\), if \(F(n) \leq F(n + 1) - \lambda\), and at \(u^* = 1\) otherwise. If we opt for restricting the control to \(\{0, 1\}\), implying a suboptimal decision for at most one state, viz., \(n\), we still get a threshold policy. We now work with this policy to show as before that it satisfies the condition for Whittle indexability. Most importantly, once the final Whittle indices are derived, the Whittle policy chooses the active bands accordingly, i.e., by picking a single arm of the bandit as dictated by the order of the indices for the current state profile. Then the dynamics is very much within the original paradigm of state-action spaces \(S\) and \(U\).

The threshold nature together with the stability of the optimal policy exactly characterizes the form of the communicating class. In particular, it says that \(\{0, \cdots, t + 1\}\) will be a communicating class under the threshold policy with threshold \(t\). By Lemma 1, state 0 is eventually reached by the process from all other states. This implies that at most one communicating class, possibly with some transient states, can exist. Since the process under the optimal threshold policy is stable, at least one communicating class exists. Thus exactly one communicating class, possibly with some transient states, exists (unichain property) and it is of the form \(\{0, \cdots, t + 1\}\), because under the threshold policy with threshold \(t\), the set of states \(\{0, \cdots, t\}\) (respectively, \(\{t + 1, \cdots, \infty\}\)) is the set for which mBS admits (respectively, does not admit) the arrival.
For each λ, we get the optimal threshold policy for each decoupled process, which implies that we get sets of stationary threshold policies parameterized by λ.

VI. WHITTLE INDEXABILITY

In this section, we first prove a sequence of lemmas and then prove the Whittle indexability of the problem.

Lemma 4. Let μt be the stationary distribution under the threshold policy with threshold t. Then \( \sum_{j=0}^{\infty} \mu_t(j) \) is an increasing function of t.

Proof. This can be shown using the idea of stochastic dominance of Markov chains. The proof is similar to that of Lemma 8 on p. 258 in [42] and is omitted for brevity.

Lemma 5. Suppose \( g : \mathcal{R} \times \mathcal{N} \rightarrow \mathcal{R} \) is submodular, i.e., \( \forall \lambda_2 < \lambda_1 \) and \( x_2 < x_1 \),

\[
g(\lambda_1, x_2) + g(\lambda_2, x_1) \geq g(\lambda_1, x_1) + g(\lambda_2, x_2),
\]

and \( \alpha(\lambda) := \inf\{x^* : g(\lambda, x^*) \leq g(\lambda, x) \ \forall x\} \). Then \( \alpha(\lambda) \) is a non-decreasing function of \( \lambda \).

Proof. The proof follows from the discussion on p. 258 in Section 10.2 of [56].

Lemma 6. Denote the stationary average cost under tax λ and the threshold policy with threshold t as

\[
g(\lambda, t) = C \sum_{j=0}^{\infty} j \mu_t(j) + \lambda \sum_{j=t+1}^{\infty} \mu_t(j).
\]

Then \( g \) is submodular.

Proof. To prove that \( g \) is submodular, we need to prove that:

\[
g(\lambda_1, t_2) + g(\lambda_2, t_1) \geq g(\lambda_1, t_1) + g(\lambda_2, t_2),
\]

\[\forall \lambda_2 < \lambda_1 \text{ and } t_2 < t_1.\]

It is easy to see that the above inequality reduces to:

\[
\lambda_1 \sum_{i=0}^{t_2} \mu_{t_2}(i) + \lambda_2 \sum_{i=0}^{t_1} \mu_{t_1}(i) \leq \lambda_1 \sum_{i=0}^{t_1} \mu_{t_1}(i) + \lambda_2 \sum_{i=0}^{t_2} \mu_{t_2}(i),
\]

\[\forall \lambda_2 < \lambda_1 \text{ and } t_2 < t_1.\]

\[\iff \sum_{i=0}^{t_2} \mu_{t_2}(i) \leq \sum_{i=0}^{t_1} \mu_{t_1}(i), \forall t_2 < t_1.\]

By Lemma 4 the above inequality holds. Hence \( g \) is submodular.

At this point, we have all the ingredients needed to establish Whittle indexability.

Theorem 1. This problem is Whittle indexable.

Proof. By the unichain property, there exists a unique stationary distribution under any stationary policy. Let \( \mu \) be the unique stationary distribution and \( D \) be the set of states for which the mBS does not admit the arriving user, if an arrival happens, under any stationary policy \( \pi \) at the given \( \lambda \). The expected average cost under our threshold policy is:

\[
\rho(\lambda) = \inf_{\pi} \left[ C \sum_{k} k \mu(k) + \lambda \sum_{k \in D} \mu(k) \right] = g(\lambda, t(\lambda)).
\]

By Lemma 6 \( g \) is submodular; hence, by Lemma 5 the threshold \( t(\lambda) \) is a non-decreasing function of \( \lambda \). The set of states \( D \), for which the mBS does not admit the arriving user if any, under the threshold stationary policy is of the form \( \{t(\lambda), \infty\} \). Therefore, \( D \) monotonically decreases from the whole state space to the empty set as \( \lambda \) increases from \( -\infty \) to \( +\infty \). Hence the problem is Whittle indexable.

VII. COMPUTATION OF WHITTLE INDEX

There is a large body of work on Whittle index computation schemes [57, 58, 59, 60, 42]. We use a recursive approach similar to the one used in [42] to compute the Whittle index for each state. Under this approach, given the state \( x \), \( \lambda \) is updated as follows:

\[
\lambda_{t+1} = \lambda_t + \alpha \left( \sum_i p_{i|x}(1)V_{\lambda_t}(i) - \sum_i p_{i|x}(0)V_{\lambda_t}(i) - \lambda_t \right),
\]

\[t \geq 0,\]

where \( \alpha > 0 \) and \( p_{i|x}(1) \) (respectively, \( p_{i|x}(0) \)) is the transition probability when the mBS admits (respectively, does not admit) an arrival for the current slot. This is an incremental scheme that adjusts the current guess for the index in the direction of decreasing the discrepancy in the values of the RHS of the dynamic programming equation [5] corresponding to the two actions—mBS admits and does not admit an arrival, which should agree for the correct value of the index. The equations for \( V_{\lambda} \) form a linear system, which can be solved after each iteration of \( \lambda \) using the correct value of \( \lambda \). That is, we solve the following system of equations for \( V = V_{\lambda_t} \), and \( \rho = \rho(\lambda) \) using \( \lambda = \lambda_t \):

\[
V(y) = Cy - \rho + \sum_z p_{z|y}(1)V(z), \quad y \leq x,
\]

\[
V(y) = Cy + \lambda - \rho + \sum_z p_{z|y}(1)V(z), \quad y > x,
\]

\[V(0) = 0.\]

The value to which the iteration converges yields the Whittle index for a fixed state \( x \). To reduce the computational cost, the above iteration is performed for a sufficiently large number of states \( x \), and the Whittle indices for the remaining states are computed by interpolation.

Under the Whittle index based policy, in each time slot in which an arrival occurs, the mBS with the smallest index admits the arrival.

VIII. APPLICATION OF OUR RESULTS TO SUB-6 GHz NETWORKS

To formulate the problem of user association in sub-6 GHz networks as a restless bandits problem, it is required to model the processes of user arrivals in the network, user departure from BSs, how and when actions are taken, rewards and costs involved with transition from one state to another upon action, etc. The above can be done as in Section III. Also, results similar to those in this paper can be obtained for the context of sub-6 GHz networks. Note that in [61, 62], the stability of user association policies for sub-6 GHz networks was studied. Similar techniques were used and analogous results were obtained for mmWave networks in [51].
IX. OTHER POLICIES FOR COMPARISON

In this section, we briefly describe the load based, SNR based, throughput based and mixed policies, whose performance in mmWave networks was evaluated via analysis and simulations in [51], and the random policy. In Section X, we compare the performance of our proposed Whittle index based policy with the above five policies via simulations.

A. Load based policy

Under this policy, in each slot in which an arrival occurs, the mBS with the minimum number of users in its queue at the beginning of the slot admits the arrival (ties are broken at random). That is, in slot \( n \), mBS \( \min_{i \in \{1, \ldots, K\}} X_n^i \) admits the arriving user if an arrival occurs.

B. SNR based policy

Under this policy, in each slot in which an arrival occurs, the mBS with the highest data rate admits the arrival. That is, in slot \( n \), mBS \( \max_{i \in \{1, \ldots, K\}} r_i \) admits the arriving user if an arrival occurs.

C. Throughput based policy

Under this policy, in each slot in which an arrival occurs, the mBS with the highest throughput upon association admits the arrival (ties are broken at random). That is, in slot \( n \), mBS \( \max_{i \in \{1, \ldots, K\}} \frac{r_i}{X_n^i+1} \) admits the arriving user if an arrival occurs.

D. Mixed policy

Under this policy, in each slot in which an arrival occurs, the mBS that has the highest weighted sum of the data rate and a positive scalar times the throughput upon association admits the arrival (ties are broken at random). That is, in slot \( n \), mBS \( \max_{i \in \{1, \ldots, K\}} (0.2 \cdot r_i + \frac{r_i}{X_n^i+1}) \) admits the arriving user if an arrival occurs. The reason for choosing the particular value, 0.2, for the positive scalar is that it was shown to result in good performance of the policy in [61].

E. Random policy

Under this policy, in each slot in which an arrival occurs, an mBS that is selected uniformly at random out of the \( K \) mBSs admits the arrival.

X. SIMULATIONS

In this section, we compare the performance of the proposed Whittle index based user association policy with those of the SNR based, load based, throughput based, mixed and random user association policies via simulations. We use the following performance metrics: long-run average per slot cost incurred at mBSs, average delay, i.e., the average difference between the time slots at which a user departs and arrives, and blocking probability, i.e., the ratio of the total number of arrivals that see full buffers at all the mBSs and are hence blocked, and the total number of arrivals, under an association policy.

To show that our proposed Whittle index based association policy is robust in the sense that it outperforms other association policies briefly described in Section IX in all mmWave network scenarios, we consider ten different mmWave network scenarios by varying mmWave network parameters along three different axes—\( p, K, r \), and \( C \). Note that \( r = [r_1, \cdots, r_K] \) (respectively, \( C = [C_1, \cdots, C_K] \)) denotes the vector of data rates (respectively, costs). Recall that the \( i \)th component of \( r \) (respectively, \( C \)) is the data rate (respectively, cost) corresponding to the \( i \)th mBS of the network. We consider two mmWave network scenarios with respect to \( < K, r > \)– the first with \( K = 5 \) and \( r = [0.55, 0.52, 0.50, 0.48, 0.45] \) and the second with \( K = 10 \) and \( r = [0.75, 0.65, 0.62, 0.60, 0.55, 0.52, 0.50, 0.48, 0.45, 0.42] \). We consider three arrival scenarios, two with fixed arrival probabilities—\( p = 0.4 \) and \( p = 0.9 \)—representing light and heavy load, respectively, and one with dynamically selected arrival probabilities— in particular, in each slot, \( p \) takes a value that is selected uniformly at random from the range \([0.01, 0.99]\) and independently of the values in other slots. We consider two scenarios with respect to \( C \)– the first increasing in its component value and the second decreasing in its component value. We assume that at the beginning of the simulations, the network is idle, i.e., the initial state profile is the all zeros vector, in all the considered mmWave network scenarios. The time horizon, \( T \), used for the simulations is 20000 slots. We plot the performance of the six policies in terms of the average cost in the last 10000 slots only; this is because we are interested in the long-run average cost.

In Figs. 2[6], we have plotted the long-run average cost under the six association policies versus time for different parameter values. It can be seen that in all the plots, the Whittle index based association policy outperforms all the other association policies. Note that although the SNR based user association policy has been extensively used in wireless networks in practice, in Figs. 2[6] 4b 5 and 6, it performs significantly worse than the Whittle index based, load based, throughput based and mixed policies; also, in Figs. 4b 5 and 6 it performs even worse than the random policy. The reason is that the SNR based user association policy ignores the numbers of users currently associated with different mBSs and hence leads to load imbalance.

Based on the observations from simulations in different mmWave network scenarios, we can provide the following conclusion about the impact on the performance of our proposed association policy as we vary mmWave network parameters. For a given \( K, r, \) and \( C \), as the arrival probability of the mmWave network varies from low load corresponding to a low value of \( p \) to a high load corresponding to a high value of \( p \), the performance gap between our proposed association policy and its closest competitor association policy starts decreasing.

To compare the performance of the association policies in terms of the average delay and the blocking probability, we vary the number of mBSs, \( K \), from 2 to 6. For each value of \( K, p \) and the sum of the components of \( r \) are the same and equal 0.8. We use the vectors of data rates: \( r = [0.6, 0.2], [0.4, 0.2667, 0.1333], [0.3, 0.2333, 0.1667, 0.1], [0.24, 0.2, 0.16, 0.12, 0.08], \) and \( [0.2, 0.1733, 0.1467, 0.12, 0.0933, 0.0667] \) for the mmWave
networks with $K = 2, 3, 4, 5, \text{and } 6$, respectively. Also, we use the vectors of costs: $C = [10, 30], [10, 20, 30], [10, 16.67, 23.54, 30], [10, 15, 20, 25, 30]$, and $[10, 14, 18, 22, 26, 30]$ for the mmWave networks with $K = 2, 3, 4, 5, \text{and } 6$, respectively. The buffer size of each mBS is assumed to be 20 for each value of $K$. For all the simulations done for studying the average delay and the blocking probability, we assume that at the beginning of the simulations, the network is idle. The time horizon, $T$, used for the simulation of the network with $K$ mBSs is $K \times 5000$ slots.

We have plotted the average delay and blocking probability under the six association policies versus $K$ in Figs. 7a and 7b respectively. It can be seen that in terms of both average delay and blocking probability, the Whittle index based policy outperforms all the other association policies.

XI. Conclusions

In this paper, we studied the problem of user association, i.e., determining which BS an arriving user should associate with, in a dense mmWave network. We formulated this as a restless multi-armed bandit problem, which is provably hard to solve. We established the Whittle indexability of the problem, and based on this result, devised an association policy, in which an arriving user associates with the BS that has the smallest Whittle index. Using simulations, we showed that
Figure 7: Fig. 7a (respectively, Fig. 7b) shows a comparison of the average delay (respectively, blocking probability) under the six association policies for different values of $K$.

out our Whittle index based association policy outperforms the SNR based, throughput based, load based and mixed policies proposed in prior work.
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