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Abstract: We report the development of a method for eliminating background-induced systematic shifts affecting precise measurements of saturation absorption signals. With this technique, we measured the absolute frequency of the $6s^2 1S_{0} \rightarrow 6s6p^3P_{1}$ transition in $^{201}Hg$ ($F = 3/2 \rightarrow F' = 5/2$) to be $1181541111051(83)$ kHz. The measurement was referenced with an optical frequency comb synchronized to the frequency of the local representation of the UTC. This specific atomic line is situated on the steep slope of the Doppler background at room temperature, which results in a frequency systematic shift. We determined the dependence of this shift on the properties of both the spectral line and the background of the measured signal.
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1. Introduction

Saturation spectroscopy is a powerful Doppler-free technique providing detailed information about the electronic structure of atoms through very precise frequency measurements of the atomic transitions. The method is the basis for various laser frequency stabilization and locking techniques [1–7]. The saturation spectrum’s high-frequency resolution is achieved thanks to a significant reduction of the Doppler broadening. However, the spectral lines obtained with the Doppler-free saturation spectroscopy are often situated on a non-flat Doppler background, which limits the precision of the measurements. This limitation is because the signal’s maximum no longer corresponds to the atomic transition frequency. This frequency shift is usually estimated from the fit to the measured line and background profiles. Such treatment is sufficient enough for high-quality data and fitting models. However, the low signal-to-noise ratio measurements result in high uncertainties of the fitting parameters, which makes this method inefficient.

In this paper, we present a novel method stemming from saturation spectroscopy but modified by employing a new way to deal with the undesirable background-induced systematic shift of the atomic transition frequency. The technique is fairly insensitive to temperature changes, which entail changes in the Doppler profile and, thus, in the shape of the measured signal’s background. Using this method, we measured the absolute frequency of the $6s^2 1S_{0} \rightarrow 6s6p^3P_{1}$ transition in $^{201}Hg$ ($F = 3/2 \rightarrow F' = 5/2$) with a room-temperature mercury vapor cell. This line lies on the steep slope of the Doppler profile at room temperature (Fig. 1), which made it possible to exploit the method’s advantages fully. The uncertainty budget of the measurement includes all significant frequency shifting effects such as AC-Stark, Zeeman shift, and pressure-dependent collisional shift.

The study of spectral lines of mercury has been a subject of interest for over a century [8–16]. Although the mercury’s intercombination $1S_{0} \rightarrow 3P_{1}$ line has been the subject of numerous spectroscopic studies (this applies mainly to isotope $^{198}Hg$), the $F = 3/2 \rightarrow F' = 5/2 \ ^{201}Hg$ transition, to our knowledge, has not been measured directly. There were, however, reported results [11] of its isotope shift relative to $^{198}Hg$ (measured in [17]), from which one can
Fig. 1. The saturation spectroscopy of the $^1S_0 \rightarrow ^3P_1$ transition in the room-temperature mercury vapor cell. Five Doppler-broadened profiles of the mercury isotopes with sub-Doppler Lamb dips are visible. At room temperature, the Doppler-broadened profiles are of \( \sim 1 \) GHz widths, much more than the isotopic shifts of some of the Lamb dips. The overlapping leads to situating the sub-Doppler spectral lines at the slopes, while the one for the $^{201}_{\text{a}}\text{Hg}$ (shown in the inset) is the steepest.

infer the frequency value to be $1181541128^{17}$ MHz. This value agrees with our result $118154111051^{83}$ kHz within the uncertainty. The advent of high-power diode lasers and a non-linear frequency conversion paved the way for more precise spectroscopic measurements of mercury [18] and enabled the exploration of new areas of fundamental research based on the mercury atom [19–24]. Recently, the isotopically resolved Hg spectrum of the $^1S_0 \rightarrow ^3P_1$ intercombination transition was used for developing a new method for measuring the gaseous elemental mercury concentration in the air [25]. Our measurement enriches this spectrum with a new value, which will increase the method’s accuracy.

2. Experimental setup

The experimental setup scheme is shown in Fig. 2. The laser system (Toptica TA-FHG Pro) is based on a 1016 nm laser diode in an external resonator configuration (ECDL). The power of the infrared light is amplified up to 2 W with the tapered amplifier (TA). The frequency is doubled twice, resulting in the ultraviolet 254 nm laser beam with a power of up to 120 mW. The typical laser beam intensity used in the experiment is 140 mW/cm$^2$.

To stabilize and measure the frequency of the ECDL, an optical frequency comb is used. After amplification and frequency shifting by an acousto-optic modulator (AOM1), a part of the infrared light is spatially superimposed with the comb output beam and sent to an avalanche photodiode (APD) for the frequency beat detection. The beat note signal is mixed with the RF signal from the generator (GEN) so that the frequency of the resulting signal is down-converted and adapted to the operating range of the RF counter. Its readings are used to determine the absolute frequency of infrared, and thus ultraviolet, laser light. In addition, the mixed RF signal is provided to a digital phase detector, which outputs a DC signal proportional to the phase difference between the mixed RF signal and a reference 20.5 MHz signal. The DC output signal is provided to the PID controller (Toptica FALC110), which generates a signal modulating the ECDL’s current and its piezo voltage. With this approach, the infrared laser light is frequency-narrowed to about 100 kHz and locked to the optical frequency comb mode. To determine the comb mode number, a small fraction of the infrared light is guided to the wavelength meter, whose uncertainty (60 MHz)
The frequency of IR light is doubled twice to obtain the UV light at a wavelength of 254 nm. The spectroscopy setup consists of a spectroscopic mercury cell, an AOM2 in double-pass configuration, and two independent power stabilization systems for the pumping and probing beams.

Ultraviolet light is sent to the spectroscopy system. Using the saturation effect of the atomic transition [26], a sub-Doppler Lamb dip is observed. While the spectral line is free from the Doppler broadening, its width is a few times larger than the natural linewidth due to power broadening, transient-time broadening, and pressure broadening. The spectroscopy signal is used as an input of the frequency stabilization system, which tunes the UV frequency to the center of the atomic line. The frequency shifting is realized with an acousto-optic modulator (AOM2), whose RF driving signal is generated by a µC-operated direct digital synthesizer (DDS). The UV frequency-shifted beam is separated with a Glan-Taylor prism (GTP1) and split into another two beams by using the prism (GTP2). These two beams act as the pumping and probing beams in the spectroscopy system. Their power ratio can be chosen with a half-wave plate in front of the GTP2. We applied both beams’ independent power-lock systems with PD1 and PD2 to ensure good power stability. For typical experimental conditions, the relative power stability is at the level of 8.3 ppm and 6.5 ppm for the pumping and probing beam, respectively. To eliminate the influence of the Doppler background, we periodically block the pumping beam, which disables the saturation of the atomic transition and measure the background level, which is then digitally subtracted. Pumping and probing beams are sent through AR-coated wedged
fused silica windows to a 1 mm thick cylindrical absorption cell containing Hg vapors. The cell is attached to a servo that allows its rotation, thus changing the length of the optical path of the probe beam inside the cell. The saturated absorption spectroscopy signal is detected with a photodiode (PD3) and sent to the microcontroller, where the UV frequency correction is calculated (see section 3).

To account for the influence of the Zeeman effect and collision-induced shifts, the spectroscopic cell was placed inside a spectroscopic chamber shown in Fig. 3. The chamber enables thermal stabilization at the level of 0.1 °C. The temperature reading is based on a measurement of a Pt100’s resistance with the use of an analog-digital converter. The model used for translating the resistance into the temperature extends its uncertainty to 0.5 °C. The chamber is equipped with three pairs of coils in Helmholtz configuration to compensate for a stray magnetic field. Eight 3-axis offset-compensated magnetometers distributed around the cell enable both magnetic field strength (with the uncertainty of a few µT) and magnetic gradient measurements.

The whole spectroscopic chamber consists of two aluminum chambers: the inner and the outer one depicted in Fig. 3 in grey and silver, respectively. The volume between the inner and outer chambers is pumped out to improve thermal insulation. The inner chamber is filled with nitrogen, preventing unwanted water condensation or freezing during chamber cooling.

The temperature stabilization is realized with two Peltier modules below the inner chamber.
The excessive heat is removed through the water-cooled copper plate. The temperature of the inner chamber is measured using a Pt100 temperature sensor attached to its wall. This provides feedback to the PI controller.

3. Method

To account for the background-induced frequency shift, we improved a digital lock method (DLM), which has proven to work very well for symmetric spectral lines [18, 27, 28]. The scheme of this method is shown in Fig. 4. The DLM is based on cyclical switching of the laser frequency between two values \( f_{\text{UV}} + f_{\text{AOM}} - \Delta f \) and \( f_{\text{UV}} + f_{\text{AOM}} + \Delta f \), which are related to opposite slopes of a measured line. After each frequency jump, the spectroscopic signal is measured, and the difference between two consecutive values \( \epsilon = I_1 - I_2 \) is used to calculate the frequency correction by which the \( f_{\text{AOM}} \) is shifted after each cycle.

\[
f_{\text{corr}} = (I_{f_{\text{UV}} + f_{\text{AOM}} - \Delta f} - I_{f_{\text{UV}} + f_{\text{AOM}} + \Delta f}) \cdot \text{gain},
\]

Fig. 4. Scheme of the DLM. The frequency of the laser light is shifted cyclically by \( \Delta f \) towards lower and higher values corresponding to the opposite slopes of the sub-Doppler spectral line obtained with the pumping beam enabled. After each frequency jump, the spectroscopic signal is measured, and the difference between two consecutive values \( \epsilon = I_1 - I_2 \) is used to calculate the frequency correction by which the \( f_{\text{AOM}} \) is shifted after each cycle.

The DLM works very well for symmetrical profile. However, it may lie on a slope when a spectral line shares a Doppler-broadened absorption profile with other spectral lines, such as those from other isotopes. The steeper the slope, the more systematic error will be introduced by the DLM (we describe this effect in detail in section 5). To solve this issue, we developed the modified digital lock method (mDLM). The scheme of the mDLM is depicted in Fig. 5. As a significant improvement, we introduced the on-the-fly background-eliminating scheme based on disabling the saturation of the atomic transition. It is managed by repeating the frequency jumping cycle with the blocked pumping beam. Once the pumping beam is disabled, the Lamb dip disappears, and only the Doppler-broadened absorption profile remains. The cycle of two frequency jumps and signal measurements is repeated, but this time it corresponds only to the background levels, subtracted from the previously obtained spectral line measurements. As a
Fig. 5. Scheme of the mDLM. At the beginning of the cycle, the pumping beam is disabled, and the background-only measurement (dashed red line) is performed at \( f_{UV} + f_{AOM} \pm \Delta f \), giving \( I_{BG,1} \) and \( I_{BG,2} \). Then, the pumping beam is switched on and the spectroscopic signal of the sub-Doppler spectral line (solid red line) is measured for the same frequencies, giving \( I_1 \) and \( I_2 \). The differences \( \Delta_1 = I_1 - I_{BG,1} \) and \( \Delta_2 = I_2 - I_{BG,2} \) are used to calculate the frequency correction by which the \( f_{AOM} \) is shifted.

As a result, we get two values \( I_{BG,1} \), \( I_{BG,2} \) related to the opposite background-free slopes and use them to calculate the frequency correction \( f_{corr} \)

\[
 f_{corr} = (\Delta_1 - \Delta_2) \cdot \text{gain},
\]

where

\[
 \Delta_1 = I_1 - I_{BG,1} = I_{line+bg}^{f_{UV}+f_{AOM}-\Delta f} - I_{bg}^{f_{UV}+f_{AOM}-\Delta f}, \]
\[
 \Delta_2 = I_2 - I_{BG,2} = I_{line+bg}^{f_{UV}+f_{AOM}+\Delta f} - I_{bg}^{f_{UV}+f_{AOM}+\Delta f}.
\]

The \( I_{line+bg} \) and \( I_{bg} \) correspond to the values measured in the presence and absence of the pumping beam, respectively.

Switching off the pumping beam is accomplished with a mechanical shutter controlled by a TTL signal from the \( \mu \)C. The full-closing time of the shutter is 5 ms. The time frame of the entire measurement cycle of the mDLM is shown in Fig. 6

4. Microcontroller and direct digital synthesizer

A home-made digital device (Fig. 7) consisting of a direct digital synthesizer Analog Devices AD9959 evaluation board (DDS) and a Kamami ZL26 ARM evaluation board with an STM32F107 microcontroller (\( \mu \)C) were used to precisely control the frequency of the RF signal supplied to the acousto-optical modulator and to implement the frequency correction algorithm described in section 3. The reference clock for DDS is a 100 MHz signal coming from UTC (AOS) [29, 30]. The DDS includes four output RF channels digitally tunable from 0 MHz to 210 MHz with around 100 mHz resolution. All DDS parameters are set by the \( \mu \)C through the SPI interface, allowing the output frequency to be switched in a microsecond which is negligible compared to the cycle time. The opening and closing of the shutter are controlled by the TTL signal from the \( \mu \)C digital output. The signal is sent to the TTL input of the shutter driver.

The signal from the photodetector (PD3 in Fig. 2) is measured using a 12-bit ADC converter built in the \( \mu \)C. The reading from the photodiode is averaged over the multiple measurements (about a thousand points per 1 ms) to improve the signal-to-noise ratio.
Fig. 6. The time frame of the mDLM. At the beginning of the cycle, the shutter is closed, and the background level measurements are performed consecutively for the left and right slopes of the spectral line. Next, the µC sends the opening signal to the shutter controller. The full-opening time is 5 ms. Once the shutter is fully opened, the spectral line measurements are performed, and the frequency correction is calculated and applied. Afterward, the shutter is closed, and the cycle is repeated.

The digital background-free locking algorithm is implemented in a µC program written in C language. The program can also be switched to the background-free or background-included scan mode to observe the line profile and determine the initial lock parameters. All parameters of the µC operation are set through commands sent via the Ethernet network. The µC can also save user-selected parameters and measurements and share them via Ethernet.

5. Background-induced systematic shift

If the separation of the spectral lines is small compared to their Doppler widths, the absorption profiles overlap, and the associated Lamb dips are no longer situated at the profile center but on the slope. Consequently, the peak of the Lamb dip is frequency-shifted according to the atomic resonant frequency. To analyze this shift, we model the measured atomic transition as a Lorentz profile with a linear background. The latter is justified since the width of the Doppler-broadened absorption profile is much larger than the linewidth of the atomic transition. The observed spectral line intensity profile can be then written as

$$I(f) = \frac{A}{1 + \left(\frac{2(f - f_0)}{w}\right)^2} + a(f - f_0) + b, \quad (3)$$
where $A$ and $w$ are the amplitude and the width of the Lorentz profile, respectively, $f - f_0$ is the detuning from the atomic resonant frequency, and $a$, together with $b$, is the linear slope parameters. In the case of the DLM, the value $f_{\text{DLM}}$ at which the light frequency is stabilized does not correspond to the resonant frequency $f_0$ of the atomic transition but is shifted instead. Moreover, this shift depends on the jumps magnitude $\Delta f$ in the frequency correction cycles. To calculate the frequency shift ($f_{\text{DLM}} - f_0$) as a function of $\Delta f$, one can solve the equation

$$I(f + \Delta f) = I(f - \Delta f),$$

which can be reduced to

$$a_5(f - f_0)^4 + a_3(f - f_0)^2 + a_2(f - f_0) + a_1 = 0,$$

where

$$a_5 = 16,$$
$$a_3 = 8w^2 - 32\Delta f^2,$$
$$a_2 = \frac{8w^2A}{a},$$
$$a_1 = w^4 + 8w^2\Delta f^2 + 16\Delta f^4.$$

The dependence of the frequency $f_{\text{DLM}}$ satisfying the Eq. (4) on $\Delta f$ is elaborate but for $\Delta f < w$ can be approximated as

$$f_{\text{DLM}}(\Delta f) = \beta_4(\Delta f)^4 + \beta_2(\Delta f)^2 + \beta_1,$$

where $\beta_i$ consist of the profile and slope parameters.

The background introduces a systematic error that cannot be avoided within DLM, even with infinitesimally small frequency jumps $\Delta f$. The mDLM solves this issue as the spectral line with the slope background (Fig. 8) is seen to be symmetric due to on-the-fly background subtracting

![Fig. 8. Sub-Doppler spectral line profile obtained with the saturation spectroscopy of the $^1S_0 \rightarrow ^3P_1$ transition in $^{201}a\text{Hg}$. This line is situated on the slope arising from sharing the Doppler-broadened absorption profile with neighboring $^{199}a\text{Hg}$ and $^{204}\text{Hg}$ spectral lines. The results are averaged over fifteen scans and fit according to Eq. 3. The bottom part of the figure shows the residuals.](image_url)
Fig. 9. Sub-Doppler spectral line profile obtained with the saturation spectroscopy of the $^1S_0 \rightarrow ^3P_1$ transition in $^{201}\text{Hg}$ with linear background subtracted on-the-fly by the µC. Subtracting the background makes the spectral line seen as symmetric. The results are averaged over fifteen scans and fit with the Lorentzian profile. The bottom part of the figure shows the residuals.

Fig. 10. Dependence of the relative frequency at which the laser light was stabilized on $\Delta f$ in reference to mDLM average value (solid red line). Square points (DLM) are fit according to Eq. (6) (dashed black line) and to the solution of Eq. (4) (dashed red line). The mDLM results (cross points) do not depend on the $\Delta f$.

stabilized as a function of the frequency jump $\Delta f$ was measured for DLM and mDLM (Fig. 10) with the $^1S_0 \rightarrow ^3P_1$ $^{201}\text{Hg}$ transition.

For the DLM, unlike the mDLM case, the frequency value shifts rapidly with the frequency jump. Moreover, even for a small $\Delta f$, the discrepancy $\Delta_{\text{DLM-mDLM}}$ between results obtained with both methods persists. In general, this deviation depends on the ratio $a/A$ and the linewidth $w$. Typically, $\Delta_{\text{DLM-mDLM}}$ is much smaller than the linewidth. Hence, for the Lorentzian profile, the deviation can be approximated as

$$\Delta_{\text{DLM-mDLM}} \approx \frac{aw^2}{8A}.$$  \hfill (7)

For our specific experimental conditions, the discrepancy shown in Fig. (10) is of 280 kHz.
6. µC software parameters

In the mDLM, the frequency correction $f_{corr}$ is calculated by the µC according to equation (2). The gain has to be adjusted accordingly to ensure the frequency correction is fast enough to keep up with the frequency drifts of the spectral line and the laser light. Fig. 11 shows the dependence of the frequency at which the laser light was stabilized on the gain. For high gain, the frequency correction $f_{corr}$ is too extensive, which leads to high uncertainties. Too small gain makes the system unable to keep up with the frequency drifts, which results in scattering the results in the tens of kHz range.

As shown in Fig. 10, in the mDLM the frequency at which the laser light stabilizes does not depend on the frequency jump $\Delta f$. Despite this, the parameter $\Delta f$ should be adjusted according to the spectral linewidth $w$. For the optimal frequency jump, the sensitivity of the mDLM is the highest. This is the case for the steepest parts of the slopes being probed. It corresponds to the maximum of the first derivative of the spectral line profile. For the Lorentzian profile, the optimal $\Delta f = w/\sqrt{2}$. For this specific value, the deviation of the laser frequency from the spectral line’s resonance results in the largest response of the correction system, shown in Fig. 12.

7. Absolute frequency

To validate the mDLM performance, we used it to determine the absolute frequency of the $^1S_0 \rightarrow ^3P_1$ transition in $^{201}Hg$ ($F = 3/2 \rightarrow F' = 5/2$), located on the steepest slope of the Doppler profile among all Hg isotopes at room temperature. The determined absolute frequency is 118154111051(83) kHz. To obtain this value, the optical frequency comb was used and the error budget was measured. The total uncertainty was calculated according to the following formula

$$u(f_{abs}) = \sqrt{u_{stat}^2 + u(\Delta_{AC-Stark})^2 + u(\Delta_{Hg-Hg})^2 + u(\Delta_{Hg-H_2})^2 + \sum_{i=1}^{3} u(\Delta_{Zeeman-i})^2},$$

(8)

where $u_{stat} = 3.9$ kHz is the statistical uncertainty of the line position measured under known and controllable experimental conditions, $\Delta_{AC-Stark}$ is the AC-Stark frequency shift, $\Delta_{Hg-Hg}$ and $\Delta_{Hg-H_2}$ are the pressure shifts, and $\Delta_{Zeeman-i}$ are Zeeman shifts of the $x$, $y$, and $z$-axis, respectively. All the components are described in the following subsections and the values are summarized in Table 1.
7.1. **AC-Stark shift**

The energy levels of the atoms are shifted under the influence of the electric field of the laser beam. To estimate the contribution of this effect, we measured the position of the spectral line for different UV light power (Fig. 13). A linear fit weighted by the points’ uncertainties yields the AC-Stark shift correction factor of \(-148.6(9.4) \text{ kHz/mW}\).

The uncertainties are mainly related to the accuracy of the power meter used (Thorlabs S130VC) and the power measuring method. The total uncertainty is deduced to be 5.4%.

7.2. **Pressure shift**

The pressure-dependent collisions between Hg atoms and residual gases affect the atomic transition frequency. Since the vapor pressure of Hg depends on the temperature, the spectroscopic cell temperature was actively stabilized. The average temperature of the cell during measurements
was 19.97(50) °C, which corresponds to 0.1708(75) Pa vapor pressure [31]. The temperature uncertainty is limited by the accuracy of the analog-digital converter used in the Pt100-based temperature measurement scheme.

We used the same approach as presented in [18] to estimate a collision-induced shift. The collisions between mercury atoms shift the transition frequency by $-22(22)$ kHz/Pa. The contribution from the collisions with residual gases was estimated, assuming molecular hydrogen as a dominant component, which is consistent with the fused silica cell residual gases composition [32]. H$_2$ pressure at room temperature is less than 0.13 Pa, corresponding to the spectral line shift of $-35(35)$ kHz/Pa.

7.3. Zeeman shift

The $^{201}$Hg isotope (abundance of 13.18% [33]) is a fermion with non-zero nuclear spin ($I = 3/2$), which leads to hyperfine splitting of the $^3P_1$ state into three states ($F = 5/2, 3/2, 1/2$) [34]. The $F = 3/2 \rightarrow F' = 5/2$ transition is the measured one. The ground state $^1S_0, F = 3/2$ splitting is negligible in a weak magnetic field as the nuclear Landé factor is much smaller than the orbital and the electron ones. The excited state $^3P_1, F = 5/2$ splits into six substates characterized by magnetic quantum number $m_F$. To a first approximation, the linear Zeeman effect splits the sublevels symmetrically and therefore has no contribution to the absolute frequency shift. On the other hand, the quadratic Zeeman effect does not cause splitting but can produce a non-negligible shift of the hyperfine levels.

To estimate the Zeeman shift, the spectral line position was independently measured for different magnetic fields for each axis. The external magnetic field of the Helmholtz coils was varied over a range that did not split the spectral line measurably. The results corresponding to the vertical ($x$-axis, Fig. 14) and horizontal ($z$-axis, Fig. 15), both perpendicular to the UV beams, manifest significant quadratic and linear Zeeman effects. For the axial magnetic field component (Fig. 16), a very large shift, which exhibits only a linear dependence in the measured range, is observed. The magnetic field was measured by eight 3-axis offset-compensated magnetometers located symmetrically around the spectroscopic cell. Each reading has an uncertainty related to the accuracy of the offset calibration. Each point in the graphs corresponds to the average value of the magnetometers’ readings for a given axis. The variance of the readings specifies the uncertainties of the points.

![Fig. 14. Dependence of the spectral line position on the magnetic field in the x-axis (vertical, perpendicular to the UV beams). The solid red curve is a weighted parabola fit to the results. The quadratic and linear Zeeman shifts are deduced to be $-0.0211(13)$ kHz/$\mu$T$^2$ and $0.07(16)$ kHz/$\mu$T, respectively.](image)
To account for the Zeeman effect, the magnetic field and its gradient were measured during the absolute frequency measurement. The uncertainty-weighted sensors’ readings were averaged, resulting in six magnetic field values, one for each side of the spectroscopic cell. The uncertainty of these results was deduced from the calculated internal and external variances, where the larger of the two was chosen. The average of pairs of points along the same axis determines the value of the magnetic field at the center of the spectroscopic cell, which was calculated to be $43.6(3.6) \, \mu T$, $-11.6(4.3) \, \mu T$, and $-7.46(0.77) \, \mu T$ for x, y, and z-axis, respectively.

8. Conclusions

In summary, we demonstrated a novel method to stabilize the frequency of laser light on the position of a spectral line. The method is especially beneficial in the case of the atomic lines located on the slope of the absorption profile, which induces a systematic frequency shift. We derived a formula to calculate the background-induced shift, which was then compared with the
Table 1. Systematic shifts and their uncertainties determined for the experimental conditions, i.e., UV beams total power of 0.440(24) mW, spectroscopic cell temperature of 19.97(50) °C, and magnetic field of 43.6(3.6) µT, −11.6(4.3) µT and −7.46(0.77) µT for x, y, and z-axis respectively. All results are in kHz.

| Effect                  | AC-Stark | Pr. shift Hg-Hg | Pr. shift Hg-H₂ | Zeeman x-axis | Zeeman y-axis | Zeeman z-axis |
|-------------------------|----------|-----------------|-----------------|---------------|---------------|---------------|
|                         | 65.4(5.4) | 3.8(3.8)        | 4.6(4.6)        | 37.1(9.8)     | -217(80)      | 5.7(1.7)      |

Experimental results, showing full agreement. To demonstrate the performance of our method, we performed a measurement of the absolute frequency of the $^1S_0 \rightarrow ^3P_1^{201A}$ Hg improving the accuracy by three orders of magnitude. Our result agrees with the previously measured value within the uncertainty.
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