Metabolic rhythms in flowing waters: An approach for classifying river productivity regimes
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Abstract

Although seasonal patterns of ecosystem productivity have been extensively described and analyzed with respect to their primary forcings in terrestrial and marine systems, comparatively little is known about these same processes in rivers. However, it is now possible to perform a large-scale synthesis on the patterns and drivers of river productivity regimes because of the recent sensor advances allowing for near-continuous estimates of river productivity. Here, we explore a dataset of 47 U.S. rivers to examine whether there are characteristic river productivity regimes. We use classification approaches to develop a typology of productivity regimes and then use these regimes to examine differences with respect to potential controls of productivity. We identified two distinct metabolic regimes, which we named Summer Peak and Spring Peak Rivers, within our dataset. These regimes meaningfully differed in both the timing and magnitude of productivity and were robust to different approaches to classification. We also found that several variables, including watershed area and characteristics of water temperature or discharge, were able to predict the class membership of these regimes with modest accuracy. Our results support the presence of characteristic metabolic regimes and suggests that these regimes may have common sets of environmental controls. We present classification as one approach to begin exploring the productivity regimes of rivers. The strength of our approach is that it fully leverages these newly available high-frequency productivity estimates to create classes that can be used to draw inferences about how the controls of river productivity differ between or within systems.

The seasonality of photosynthesis is fundamental to the seasonal oscillations of many ecosystem processes, including the cycling of carbon (C), water, and nutrients. Autotrophs respond to seasonal variations in climatic conditions; therefore, the seasonality of photosynthesis and its associated ecosystem processes can both be considered inherently phenological (Gu et al. 2003; Noormets 2009). Phenological responses to changes in broad-scale climate have been observed across a wide variety of taxa and locations (Parmesan 2006) including climate-change-induced shifts in the timing of the growing season in forests (Menzel and Fabian 1999; Menzel et al. 2006; Schwartz et al. 2006; Keenan et al. 2014), altered phytoplankton phenology from large-scale climatic oscillations in the oceans (Sasaoka et al. 2011; Racault et al. 2012), and advancement in the timing of spring plankton blooms in lakes (Parmesan and Yohe 2003; Peeters et al. 2007). At longer timescales, changing climatic conditions have altered patterns of primary production (Boisvenue and Running 2006; Chavez et al. 2011; Keenan et al. 2014). Given the likelihood of novel climate conditions in the future (Williams et al. 2007; Williams and Jackson 2007), understanding the relationship between environmental conditions and ecosystem phenology is critical for predicting shifts in C cycling associated with climate.

Across terrestrial and marine systems, productivity is fundamentally limited by a combination of light, nutrients, temperature, or water (Field et al. 1998). In rivers, the phenology of terrestrial vegetation and the annual patterns of flow may be
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more important proximal controls on productivity than are climate drivers. For example, forest canopies shade many river channels. In such cases, the phenology of adjacent terrestrial ecosystems controls the light regimes of rivers and the seasonality of gross primary production (GPP) (Hill and Dimick 2002; Roberts et al. 2007). The flow regime also exerts strong control on river GPP through the removal of autotrophic biomass during high flow events (Biggs and Thomsen 1995; Uehlinger 2000; Uehlinger et al. 2003), attenuation of light in the water column from suspended sediments (O’Connor et al. 2012; Hall et al. 2015), or by periods of intermittent flow (Acuña et al. 2005). Thermal regimes of rivers may also become decoupled from patterns of ambient air temperature because of heat exchange with groundwater and riparian shading (Poole and Berman 2001). Predicted increases in precipitation variability could lead to increased disturbance from floods or droughts (Milly et al. 2005), and climate-change-induced alterations in the phenology of adjacent riparian areas may shift the seasonality of the light or thermal regimes of rivers. These changes are likely to affect the magnitude, timing, and variability of productivity. Characterizing productivity regimes will be essential to document and understand stream ecosystem response to altered environmental drivers (Bernhardt et al. 2017).

In terrestrial, marine, and lentic systems, the ability to resolve estimates of GPP from remotely sensed and eddy covariance data has produced a rich literature base that examines the spatiotemporal patterns and drivers of GPP from regional to global scales. In rivers, despite considerable attention to thermal (Olden and Naiman 2010; Demars et al. 2011) and hydrologic regimes (Poff et al. 1997), little is known about how temporal patterns of GPP emerge in response to environmental controls (Bernhardt et al. 2017). This is partly because the lack of affordable and durable sensors has stymied efforts to capture the variation of GPP over the full course of the year in all but a handful of sites (Bernhardt et al. 2017). A recent effort to estimate continuous metabolism for a large number of U.S. Geological Survey (USGS) gauging stations, where dissolved oxygen (DO) is collected with in situ sensors, has led to a rapid expansion in the number of rivers with long-term high-frequency productivity estimates (Appling et al. 2018c). This effort has now generated and compiled continuous metabolism records for 356 sampling locations in rivers throughout the continental United States. In total, this compilation includes 490,907 individual days of continuous DO data that have been converted into estimates of metabolism for 2190 site years. The availability of a large dataset of near-continuous estimates of stream GPP provides us with the opportunity to perform the first large-scale synthesis of the seasonality of river productivity.

Several existing conceptual frameworks of stream ecosystems could inform such a synthesis. Most notable is the representation of rivers as a continuous gradient of physical drivers and responses (Vannote et al. 1980). Others have suggested that these continuous gradients are punctuated by discontinuities (Ward and Stanford 1983) or that geomorphic control of some processes are better explained when described as distinct units (Montgomery 1999). A discontinuum view of lotic systems does not preclude the possibility that a continuum exists and these ideas can be reconciled, for example, by considering rivers as hierarchical systems that may or may not arrange themselves approximately as a continuum (Poole 2002). Seasonal patterns of GPP reflect a highly dimensional and multiscale set of physical, chemical, and biological controls that can make it difficult to draw comparisons across sites or determine the relative importance of factors driving these patterns. Assessing rivers from a hierarchical classification framework can aid our understanding by describing how classes differ by focusing on only the most relevant sets of variables at each level of the hierarchy (Frissell et al. 1986). Classification has a long history and widespread use in ecology (Whittaker 1962) and can be a useful organizational tool to facilitate comparisons between classes or to understand the importance of processes within classes. Classifications of temporal regimes of river flow (Poff 1996; Olden et al. 2012; Archfield et al. 2014), water temperature (Maheu et al. 2015) or terrestrial phenology (Lloyd 1990; White et al. 2005) have been used for the purpose of monitoring, hypothesis testing, and identifying common drivers of observed patterns.

In this study, we used classification approaches to develop a typology of productivity regimes and we used the resulting typology to explore the following questions: (1) Are there characteristic regimes of river GPP? And (2) do these regimes reflect differences in site characteristics or environmental drivers that may mediate productivity?

Data

Daily metabolism data

Daily estimates of metabolism were produced by the USGS Powell Center working group on continental patterns of stream metabolism (Appling et al. 2018c) and are freely available to download (Appling et al. 2018d). Modeled estimates of GPP were generated using the streamMetabolizer R package (Appling et al. 2018b), which uses inverse modeling to produce daily estimates of GPP, ecosystem respiration (ER), and gas exchange rate coefficients \( K_{600} \) based on subdaily time series of DO, water temperature, discharge, stream depth, and photosynthetically active radiation (PAR) (Appling et al. 2018a). The specific model variant used in Appling et al. (2018c) was based on a standard mass-balance representation of DO as a function of light-dependent inputs from GPP, constant ER, and temperature- and concentration-dependent gas exchange between the water and air. This model variant included Bayesian partial pooling of \( K_{600} \) where estimates of \( K_{600} \) on individual days were pooled toward a multiday piecewise-linear relationship between \( K_{600} \) and daily mean discharge, which has been shown to reduce unrealistic model estimates (Appling et al. 2018a).

This nation-wide application of streamMetabolizer used stream monitoring data (DO, water temperature, and discharge)
from the USGS’s National Water Information System (NWIS) (USGS 2017) and environmental data (barometric pressure and shortwave radiation) from the North American Land Data Assimilation System (NLDAS) (Mitchell et al. 2004; Xia et al. 2012) as described in Appling et al. (2018c). Stream depth was estimated from discharge using regionalized hydraulic geometry coefficients from the NEXSS database (Gomez-Velez et al. 2015). Linear interpolation was used to fill gaps of 3 h or less for most variables, and a theory-based light model was used to interpolate PAR. The data were combined and passed to the selected model variant (Appling et al. 2018c). It is possible for this model variant to produce negative GPP estimates, which are not biologically possible, so all negative GPP values were set to not available (NA) before use in our analysis of productivity regimes.

For this analysis, we selected a subset of these 356 sites based on a combination of data quality, coverage within years, and length of the record. First, all sites that had a dam or canal within the upstream footprint of the oxygen probe, estimated as the 95% turnover distance of DO in the water column based on water velocity and the gas exchange coefficient (e.g., Chapra and Di Toro 1991), were excluded because of the potential for major discontinuities in slope or flow to violate the assumptions of metabolism models. Second, individual site-years of data were screened to only include years that had modeled daily GPP for at least 50% of the year and for which no single data gap was greater than 90 d during the calendar year. We chose these constraints to retain as much data as possible while still considering that a minimum level of data support was required for the subsequent analysis. Finally, only sites that had data for the entire period of 2013–2016 were selected. This selection was done to ensure that all sites had equal representation in the dataset (n = 4 yr) and that all datasets were compared within the same period of broad-scale climatology. The specific dates were chosen by examining the filtered dataset to provide the best trade-off between the number of sites and total number of site years included in the analysis. The final filtered dataset consisted of 47 sites and 188 site years of data (Table 1).

### Site characteristics and environmental drivers

Site characteristics and time series of relevant environmental data over the study period were compiled for use in post hoc comparisons of how regimes differed with respect to their drivers. Because annual mean rates of river GPP have been shown to be positively related to watershed area (Lamberti and Steinman 1997; Finlay 2011), we included watershed area information compiled from several sources (Appling et al. 2018c). Watershed area encapsulates other covariates related to GPP such as changes in discharge or channel width. Variation in light availability has also been shown to be related to watershed area, and light is an important control on river GPP both across (Mulholland et al. 2001) and within sites (Roberts et al. 2007). Although data on light reaching the water surface was not available at our sites, we included several surrogates of light availability. Estimates of river width from regionalized hydraulic geometry coefficients (Gomez-Velez et al. 2015) were used to more directly represent changing channel characteristics on available light. To capture variation in the structure of riparian vegetation, we used canopy cover in the 100 m riparian buffer for the accumulated watershed derived from the National Land Cover Database 2011 (Homer et al. 2015) and tree heights from the global lidar-derived estimates of Simard et al. (2011).

In addition to site-level characteristics, we also included time series of several environmental drivers. These time series were used to summarize the average environmental conditions at sites as well to compare the seasonality of GPP and environmental drivers. Subdaily discharge (m$^{-3}$ s$^{-1}$) and water temperature (°C) were acquired from a set of data compiled by the Powell Center working group on stream metabolism from publicly available NWIS data (USGS 2017). Because data on measured light at the river surface were unavailable, hourly surface downwelling shortwave radiation (W m$^{-2}$) from the North NLDAS (Xia et al. 2012) were downloaded via the National Aeronautics and Space Administration Goddard Earth Sciences Data and Information Center Data Rods Explorer (Teng et al. 2016). This was converted to PAR (μmol m$^{-2}$ s$^{-1}$) using the conversion from Britton and Dodd (1976). Although these data may not reflect the light regimes of PAR actually received by the river, it does include information about distal controls of GPP in the form of geographic location or cloudines.

### Summarizing time series of productivity and environmental drivers

Several measures were derived from the raw data to characterize different scales of temporal variability. Archfield et al. (2014) described a suite of seven ecologically relevant streamflow statistics (ERSS) that capture the five components of the natural flow regime as defined by Poff et al. (1997). The first four L-moments of the distribution of daily data (mean, coefficient of variation [L-C.V.], skewness [L-skew], and kurtosis [L-kurt]) are used to summarize daily data. The autoregressive lag-one (AR(1)) correlation coefficient captures temporal autocorrelation of the preceding day and is used as a proxy for quantifying the rate of change of hydrologic conditions. Finally, amplitude and phase describe the variation in the timing and magnitude of the time series (Archfield et al. 2014). We calculated these ERS from mean daily discharge data for the entire study period to describe variation in the flow regime that might influence patterns of productivity. Additionally, we adapted these metrics to describe the temporal characteristics of GPP, water temperature, and incoming PAR. These metrics were calculated as per Archfield et al. (2014). Annual GPP (g O$_2$ m$^{-2}$ yr$^{-1}$) was also calculated for each site.

### Methods

#### Approach to analysis

Uncovering patterns in time series datasets without established groups is commonly done through clustering (Liao
Table 1. Site locations, watershed area, and average annual GPP for sites used in this analysis.

| USGS site                  | Lat  | Lon   | Watershed area (km²) | GPP (g O₂ m⁻² yr⁻¹) |
|----------------------------|------|-------|----------------------|----------------------|
| 01480617 West Branch Brandywine Creek at Modena | 39.96 | −75.80 | 143                  | 1216                 |
| 01480870 East Branch Brandywine Creek near Cowningtown | 39.97 | −75.67 | 233                  | 1287                 |
| 01493112 Chesterville Branch near Crumpton | 39.26 | −75.94 | 18                   | 533                  |
| 01548303 Straight Run (site 1) at Marsh Creek | 41.78 | −77.40 | 19                   | 150                  |
| 01608500 South Branch Potomac River near Springfield | 39.45 | −78.65 | 19                   | 1347                 |
| 01611500 Cacapon River near Great Cacapon | 39.58 | −78.31 | 1749                 | 1268                 |
| 01632900 Smith Creek near New Market | 38.69 | −78.64 | 246                  | 643                  |
| 01645704 Difficult Run above Fox lake near Fairfax | 38.88 | −77.33 | 15                   | 164                  |
| 01646305 Dead Run at Whann ave. near Mclean | 38.96 | −77.18 | 7                    | 253                  |
| 01648010 Rock Creek at Joyce rd | 38.96 | −77.04 | 171                  | 370                  |
| 01649190 Paint Branch near College Park | 39.03 | −76.96 | 34                   | 260                  |
| 01650800 Sligo Creek near Takoma park | 38.99 | −77.00 | 19                   | 306                  |
| 01656903 Flatlick Branch above Frog Branch at Chantilly | 38.88 | −77.43 | 10                   | 310                  |
| 01657300 Pamunkey River near Hanover | 37.77 | −77.33 | 2794                 | 163                  |
| 02101726 Rocky river at US 64 near Siler City | 35.74 | −79.42 | 180                  | 293                  |
| 02110500 Waccamaw River near Longs | 33.91 | −81.55 | 1969                 | 461                  |
| 02110700 Enoree River at Whitmire | 34.51 | −81.60 | 1153                 | 324                  |
| 02203655 South River at Forrest Park rd. | 33.68 | −84.36 | 60                   | 129                  |
| 02217643 Parks Creek at Lyle Field rd. near Jefferson | 34.16 | −83.53 | 8                    | 84                   |
| 02217644 Whittenhouse Creek near Vineland | 28.39 | −81.62 | 36                   | 123                  |
| 02226300 Reedy Creek near Vineland | 28.33 | −81.58 | 202                  | 138                  |
| 02336152 South Fork Peachtree at Casa dr. near Clarkston | 33.81 | −84.25 | 23                   | 134                  |
| 023362095 Burnt Fork Creek at Millwood Way near Clarkston | 33.82 | −84.27 | 13                   | 87                   |
| 02336300 Peachtree Creek at Atlanta | 33.82 | −84.41 | 225                  | 476                  |
| 02336313 Woodall Creek at Defoors Ferry rd. | 33.82 | −84.44 | 7                    | 214                  |
| 02336410 Nancy Creek at West Wesley rd. | 33.84 | −84.44 | 97                   | 318                  |
| 02336526 Proctor Creek at Jackson Parkway | 33.79 | −84.47 | 41                   | 534                  |
| 03067510 Shavers Fork near Cheat Bridge | 34.62 | −83.87 | 160                  | 213                  |
| 04121944 Little Muskegon River near Oak Grove | 43.43 | −85.60 | 966                  | 1255                 |
| 04121970 Muskegon River near Croton | 43.43 | −85.67 | 6073                 | 683                  |
| 04125460 Pine River at High School Bridge near Hoxeyville | 44.19 | −85.77 | 652                  | 675                  |
| 04136900 Au Sable River near McKinley | 44.61 | −83.84 | 3725                 | 2236                 |
| 04137005 Au Sable River near Curtisville | 44.56 | −83.80 | 3950                 | 299                  |
| 04166500 River Rouge at Detroit | 42.37 | −83.25 | 479                  | 469                  |
| 04176500 River Raisin near Monroe | 41.96 | −83.53 | 2680                 | 2573                 |
| 04213500 Cattaraugus Creek at Gowanda | 42.46 | −78.93 | 1129                 | 1024                 |
| 05435943 Badger Mill Creek at Verona | 42.98 | −89.54 | 55                   | 1248                 |
| 07072520 South Fork of Little Red River (Gulf Mt. Wilderness) | 35.55 | −92.71 | 121                  | 94                   |
| 07072570 South Fork of Little Red River near Scotland | 35.57 | −92.62 | 194                  | 72                   |
| 07143672 Little Arkansas River at HWY 50 near Halstead | 38.03 | −97.54 | 1997                 | 616                  |
| 07177500 Bird Creek near Sperry | 36.28 | −95.95 | 2362                 | 313                  |
| 08052745 Doe Branch at US HWY 380 near Prosper | 33.22 | −96.89 | 112                  | 264                  |
| 10133980 East Canyon Creek at East Canyon Resort | 40.87 | −111.59 | 286              | 1575                 |
| 11044000 Santa Margarita River near Temecula | 33.47 | −117.14 | 1495              | 1160                 |
| 11273400 San Joaquin River at Merced River near Newman | 37.35 | −120.98 | 17,551             | 3750                 |
| 14206950 Fanno Creek at Durham | 45.40 | −122.75 | 82              | 161                  |
2005; Aghabozorgi et al. 2015), but there is no single best set of methods for analysis. Clustering aims to identify groups based on a measure of dissimilarity, and there are two key decision points that must be considered: (1) how to quantify the similarity between time series, and (2) how to use this similarity to construct a classification (if one exists). The selection of a similarity measure is critical for clustering analysis and the definition of similarity measures for time series is non-trivial due to their high dimensionality (Fu 2011). Measures of similarity generally fall into one of several categories: (1) raw-data-based approaches that utilize the full time series, (2) feature-based approaches that reduce data dimensionality prior to computing dissimilarity measures, and (3) model-based approaches that define dissimilarity based on differences in model parameters (Aghabozorgi et al. 2015). There are also several common approaches used for time series clustering, which can generally be classified as partitional, hierarchical, or model-based (Liao 2005). Generally, the objective of partitional clustering is to create a set of nonoverlapping groups by minimizing the difference between cluster members, whereas hierarchical clustering groups data into a nested tree (Aghabozorgi et al. 2015).

To address our broader research questions, we performed two separate sets of analyses using different clustering approaches. The first analysis used the full time series of GPP to classify productivity regimes with hierarchical clustering. We then examined whether these clusters differed with respect to site characteristics or environmental drivers through a series of post hoc comparisons. The second analysis classified sites based on differences in their site or environmental conditions and examined how these compared to classifications based on productivity. To allow inclusion of both site characteristics and time series of environmental drivers, we used a feature-based partitional clustering approach to perform this analysis. The specific details of each analysis are presented in the following sections.

Analysis I—identifying productivity regimes with data-based hierarchical clustering

Our first analysis created a typology by leveraging the full data record to directly compare time series of productivity. We used dynamic time warping (DTW) (Sakoe and Chiba 1978; Berndt and Clifford 1994) to compare the shapes of time series. The primary advantage of DTW is that it is elastic with respect to time, meaning that it is less sensitive to small temporal shifts, noisy data, or outliers than one-to-one measures of similarity like Euclidean distance. Comparing a pair of time series with DTW involves constructing a warping matrix that compares a reference and query time series where points along the diagonal represent a one-to-one match of the time series and deviations from this represent warping (Fig. 1). DTW has been used to quantify similarity in remotely sensed vegetation phenology across regions (Xue et al. 2014; Zhang and Hepner 2017), providing both precedent and an opportunity to compare aquatic and terrestrial ecosystem phenology using similar approaches.

Although the strength of DTW lies in its elasticity, it is necessary to constrain the time period over which the algorithm searches, both for efficiency and accuracy (Sakoe and Chiba 1978; Berndt and Clifford 1994). We used the Sakoe-Chiba band (Sakoe and Chiba 1978) to constrain the warping path so only points up to 2 wk apart could be considered. This window width was chosen by first calculating the standard deviation (SD) of the phase of GPP at each site during the study.

---

**Fig. 1.** An example of comparing two time series (a) with DTW. A cumulative distance matrix (M) is constructed (b) and the resulting optimal alignment is found between the two series (c), resulting in the final alignment (d).
period to represent interannual variability in the timing of seasonality. The average SD of phase was 16 d, which is roughly equivalent to the 2 wk window that has previously been used when assessing phenological variation in remotely sensed data for terrestrial phenology (Zhang and Hepner 2017). The DTW distance was calculated, using the symmetric2 step pattern, in the dtw package (Giorgino 2009) in R version 3.3.3 (R Core Team 2017).

Several preprocessing steps were required prior to performing DTW. At each site, gaps in the GPP time series were filled by first fitting a generalized additive model (GAM) with both seasonal trend components using the mgcv package (Wood 2006) in R and then interpolating missing values from the GAM model fit. Gap-filling generated time series of equal lengths, which could be assessed for both temporal variation and calculating annual sums of GPP. Although DTW is often cited for its ability to compare series of different lengths, Ratnamahatana and Keogh (2005) demonstrated that there was no significant difference between using series of unequal length or reinterpolating series to have equal length. As our comparisons focused on differences between regimes and sites rather than interannual variability, we calculated a representative time series of GPP at each site by taking the mean GPP for each day of the year across all 4 yr of data. This time series was then z-normalized prior to computing the DTW distance. Processing raw time series by z-normalization is a critical step for accurate classification (Mueen and Keogh 2016), because calculating distances on un-normalized data can exaggerate differences in the dissimilarity between time series (Keogh and Kasety 2003).

Hierarchical agglomerative clustering, which is widely used for hydrologic classification (Olden et al. 2012) or for identifying stream thermal regimes (Maheu et al. 2015), was used to identify emergent productivity regimes within our dataset based on a DTW distance matrix. Hierarchical agglomerative clustering begins by treating each observation as a cluster and successively merges these observations into larger clusters until all observations belong to a single cluster. The method for successively merging clusters together and the final number of clusters must be determined by users based on the objectives of clustering. We used the complete linkage method, which determines when two clusters merge during agglomeration based on the most distant members of each cluster (Sørensen 1948), to merge clusters. Complete linkage is useful in ecological applications because it reduces chaining and generates distinct clusters (Legendre and Legendre 2012). Clustering was done using the hclust function in R version 3.3.3 (R Core Team 2017).

Because no a priori optimal number of clusters exists, clustering was used to define between 2 and 10 clusters, and two separate methods were used to select the final number of clusters. When no existing reference groups are known, clusters can be validated through internal cluster validity indices (CVIs). There are a variety of CVIs, most of which assess a combination of within cluster cohesion or between cluster separation, but there is no universally best CVI (Arbelaitz et al. 2013). Each CVI determines an optimal number of clusters based on the assumptions of the index. A suite of six CVIs were calculated using the dtwclust package (Sarda-Espinosa 2017), and then a final number of clusters was determined based on a majority rules approach based on the optimal number of clusters suggested by each index.

Next, at each level of clustering, the stability of clusters was assessed by a bootstrapping analysis where sites were resampled with replacement and then a hierarchical agglomerative clustering was performed on the resampled data. The similarity between clusters was quantified by the Jaccard index ($J$), which is the ratio of the number of elements in the union and the number of elements in the intersection within two clusters. The Jaccard index ranges from 0 to 1, indicating that two clusters share no or all members, respectively. For each bootstrapped cluster, the most similar original cluster was identified and the Jaccard index value was then recorded. The processes of resampling with replacement, performing clustering, and assessing the similarity of the bootstrapped clusters to the original clusters were repeated 100 times at each level of clustering. Clusters with a mean Jaccard coefficient of less than 0.5 were considered to be unstable and may not reflect a true pattern in the data.

We explored potential differences among the productivity regimes derived from this analysis through several post hoc analyses. Pearson’s correlation coefficient ($r$) was used to assess the correlation between site or environmental drivers and annual rates of GPP ($g O_2 m^{-2} yr^{-1}$). Correlations were performed both across the entire dataset and within clusters to explore the relative importance of drivers within regimes. The seasonal dynamics of GPP with respect to environmental drivers were assessed by calculating the correlation of daily values of GPP ($g O_2 m^{-2} d^{-1}$) to water temperature, PAR, and discharge. Average correlations for each cluster were calculated by performing Fisher’s $Z$ transformation on the $r$ values, calculating the mean, and then back-transforming to $r$ values (Fisher 1915).

If clusters are treated as existing classes, then several common methods exist to infer which factors are useful for distinguishing between these classes including discriminant function analysis and logistic regression (Legendre and Legendre 2012). These methods differ from clustering in that they do not try to resolve a set of classes from data but rather they identify how to discriminate between existing classes. We used logistic regression to draw inferences about how site characteristics or environmental drivers may be able to distinguish between productivity regimes. Logistic regression was chosen because many of the site characteristics or environmental metrics in our dataset do not meet the assumption of multivariate normality required to perform discriminant function analysis. Rather than constructing a multivariate model to attempt to predict the classification, we took a more
exploratory approach to this analysis as our relatively small sample size ($n = 47$) limited our ability to consider multivariate models. A random sample without replacement was used to reserve 60% of sites for model training and 40% for validation. Next a univariate logistic regression model was constructed for each variable, and the accuracy of the model at predicting cluster membership in the validation dataset was assessed with a confusion matrix to calculate the overall classification accuracy. Some variables were indistinguishable between clusters, resulting in a model that classified all sites as the same. When this was the case, an NA was recorded, indicating that the variable could not distinguish any sites. The processes of random selection and model classification accuracy were bootstrapped 10,000 times, and the total number of times that a variable failed to discriminate sites as well as the average classification accuracy were recorded. We refer to the percentage of these 10,000 runs where a variable could distinguish between sites as the success rate.

Analysis II—identifying productivity regimes with feature-based partitional clustering

We performed a second clustering analysis of productivity regimes using different techniques to assess the robustness of our clustering results to methodological changes. The seven time series summary statistics we calculated from the GPP time series were used in a $k$-means partitional clustering (MacQueen 1967). Partitional clustering approaches, notably $k$-means, have been used for the classification of streamflow (Olden et al. 2012) as well as the phenology of phytoplankton (Sasaoka et al. 2011). Prior to clustering, each variable was z-normalized to minimize the influence of the relative magnitude of each variable on the clustering results and then a dissimilarity matrix based on Euclidean distance was computed. As before, clustering was used to define between 2 and 10 clusters. A suite of 26 CVIs was computed using the NbClust package (Charrad et al. 2014) in R (R Core Team 2017) and the final clustering solution was determined based on a majority rules approach. In the event of ties, the final clustering solution in NbClust is a conservative solution where the smallest number of clusters is chosen as optimal. It is worth noting that different numbers of CVIs are used between Analysis I and Analysis II, because the use of DTW distance in Analysis I precludes the use of many CVIs that rely on Euclidean distance. The similarity of cluster membership between the clusters derived from DTW hierarchical clustering and the metric-based partitional $k$-means clustering was compared using the Jaccard index.

Analysis III—classification based on site characteristics and environmental drivers

We also examined how clustering sites based on site characteristics or environmental drivers compared to those derived from the DTW hierarchical clustering from Analysis I. Our intention here was to see whether certain factors that potentially mediate productivity could predict similar productivity regimes to those derived directly from the time series of GPP. For this analysis, clustering was done using the same methods for $k$-means clustering presented in the preceding paragraph. Clustering was done on site characteristics and environmental drivers separately. Variables for clustering based on site characteristics included watershed area, river width, percent canopy, and riparian tree height. We did not include site location as a clustering input, because these influences are already encapsulated by some of the environmental drivers, for example, seasonal patterns of incoming PAR are influenced by latitude and longitude. Clusters were generated based on environmental drivers by using the seven time series metrics derived from water temperature, discharge, and PAR ($n = 21$ total metrics). The resulting clusters from both site characteristics and environmental drivers were compared to those derived from Analysis I using the Jaccard index. Finally, we examined the resulting productivity regimes from clustering based on site characteristics or environmental drivers.

Results

Analysis I—identifying productivity regimes with data-based hierarchical clustering

Classification of productivity regimes with hierarchical clustering resulted in a tie between 2 and 10 clusters, each selected as optimal by 3 CVIs. The bootstrapped cluster stability showed that only a single cluster with more than one member had a mean Jaccard index greater than 0.5, and so we selected two clusters as a conservative solution. We named these regimes *Summer Peak Rivers* ($n = 32$) and *Spring Peak Rivers* ($n = 15$) based on the difference in the timing of their peak productivity (Fig. 2).

The two clusters differ in both the timing of peak GPP (the phase of the time series) and in the duration and variability of these annual peaks. *Summer Peak Rivers* ($n = 32$) had the mean ($\pm$1 SD) date of peak productivity in midsummer (phase = day 180 $\pm$ 35) with an extended period of high GPP (Table 2). *Spring Peak Rivers* were characterized by a discrete spring GPP peak (phase = day 100 $\pm$ 14) followed by a very unproductive summer. Although the time series were classified only on the basis of their normalized shape, annual rates of GPP differed substantially between regimes (Table 2). *Summer Peak Rivers* were the most productive, with average annual rates of GPP more than double ($820 \pm 831$ g O$_2$ m$^{-2}$ yr$^{-1}$) that of *Spring Peak Rivers* ($279 \pm 169$ g O$_2$ m$^{-2}$ yr$^{-1}$).

In addition to differences in GPP, the regimes also differed with respect to site and environmental drivers. *Summer Peak Rivers* were generally wider (mean, $\pm$ 1 SD; 29.9 $\pm$ 28.6 m) than *Spring Peak Rivers* (8.7 $\pm$ 7.2 m) (Table 3). Similarly, *Summer Peak Rivers* had larger watershed area (1840 $\pm$ 3248 km$^2$) than did *Spring Peak Rivers* (92 $\pm$ 133 km$^2$). Differences in mean daily discharge between the regimes were consistent with differences in river size, with *Summer Peak* (12.8 $\pm$ 15.72 m$^{-3}$ s$^{-1}$)
having higher discharge than Spring Peak Rivers (0.94 ± 1.21 m$^{-3}$ s$^{-1}$). Daily rates of GPP (g O$_2$ m$^{-2}$ d$^{-1}$) were moderately correlated to environmental drivers in Summer Peak Rivers (water temperature \( r = 0.35 \); discharge \( r = -0.14 \); PAR \( r = 0.39 \)). By contrast, daily patterns of GPP in Spring Peak Rivers were only weakly correlated to water temperature \( r = -0.04 \), discharge \( r = 0.01 \), or PAR \( r = 0.17 \).

Only 15 of 27 variables examined were able to distinguish between the two clusters more than 50% of the time (Table 4). The highest classification accuracy was the AR(1) of discharge (76%), followed by mean discharge (74%) and watershed area (73%). All three of these variables had a high success rate at distinguishing the two regimes, and overall, there was a strong correlation between success rate and classification accuracy.

The amplitude and skewness of water temperature also had a success rate of at least 90%, resulting in a total of five variables with high classification accuracy. Overall, models had higher classification accuracies for Summer Peak Rivers than for Spring Peak Rivers, but this could potentially be related to larger representation of Summer Peak Rivers within the dataset resulting in a more accurate model for class membership.

### Analysis II—identifying productivity regimes with feature-based partitional clustering

The clustering results from the $k$-means and hierarchical clustering of GPP were compared to assess the robustness of classified productivity regimes despite methodological differences between the two analyses. Two distinct patterns of
productivity were also identified by the k-means clustering analysis that used derived metrics of GPP. It is pertinent to note that the majority rules approach identified two different numbers of clusters as optimal, with both two and four clusters suggested as optimal by six CVIs each. Thus, a conservative solution of two clusters was selected for the final number of clusters. The two patterns identified by k-means clustering reflect the same patterns of Summer Peak and Spring Peak Rivers determined in the hierarchical clustering from Analysis I. The corresponding clusters derived from k-means clustering had high agreement to Summer Peak Rivers from the hierarchical clustering analysis \((I = 0.83)\) as well as a similar number of

| Table 3. Site characteristics and derived metrics from time series of environmental drives for each of the two regimes. The mean (±1 SD) values for each regime were calculated from all of the sites included in a regime. |
|---|---|---|
| **Site characteristics** | **Summer peak** | **Spring peak** |
| Latitude | 38.57 ± 4.02 | 36.43 ± 4.16 |
| Longitude | −88.34 ± 2.95 | −80.03 ± 3.29 |
| Accumulated watershed area (km²) | 1840 ± 3248 | 92 ± 133 |
| River width (m) | 29.9 ± 28.6 | 8.7 ± 7.2 |
| Canopy cover (%) | 45 ± 25 | 39 ± 13 |
| Tree height (m) | 14.5 ± 10.4 | 16.8 ± 9.5 |
| Water temperature metrics* | | |
| Mean daily (°C) | 14.07 ± 3.39 | 15.16 ± 3.23 |
| Coefficient of variation (L-CV) | 0.32 ± 0.09 | 0.27 ± 0.09 |
| Skewness (L-skew) | −0.04 ± 0.03 | −0.02 ± 0.03 |
| Kurtosis (L-kurt) | −0.01 ± 0.04 | −0.06 ± 0.04 |
| AR(1) correlation coefficient | 0.86 ± 0.03 | 0.84 ± 0.02 |
| Amplitude | 1.36 ± 0.02 | 1.33 ± 0.03 |
| Phase (day of year) | 205 ± 6 | 204 ± 2 |
| Discharge metrics* | | |
| Mean daily (m³ s⁻¹) | 12.8 ± 15.72 | 0.94 ± 1.21 |
| Coefficient of variation (L-CV) | 0.53 ± 0.19 | 0.56 ± 0.09 |
| Skewness (L-skew) | 0.56 ± 0.14 | 0.59 ± 0.1 |
| Kurtosis (L-kurt) | 0.41 ± 0.15 | 0.44 ± 0.11 |
| AR(1) correlation coefficient | 0.66 ± 0.24 | 0.38 ± 0.24 |
| Amplitude | 0.42 ± 0.22 | 0.24 ± 0.15 |
| Phase (day of year) | 79 ± 44 | 110 ± 77 |
| PAR metrics* | | |
| Mean daily (μmol m⁻² s⁻¹) | 399.01 ± 42.75 | 408.92 ± 33.22 |
| Coefficient of variation (L-CV) | 0.27 ± 0.03 | 0.25 ± 0.03 |
| Skewness (L-skew) | 0 ± 0.02 | 0.02 ± 0.03 |
| Kurtosis (L-kurt) | 0.03 ± 0.03 | 0.02 ± 0.02 |
| AR(1) correlation coefficient | 0.3 ± 0.1 | 0.28 ± 0.09 |
| Amplitude | 1.2 ± 0.05 | 1.15 ± 0.04 |
| Phase (day of year) | 176 ± 3 | 175 ± 3 |

*Calculated following Archfield et al. (2014).

members \((n = 29)\). Similarly, the k-means cluster corresponding to Spring Peak Rivers also had high agreement of cluster membership \((I = 0.91)\).

Analysis III—classification based on site characteristics and environmental drivers

We compared the clustering solutions based on site characteristics and environmental drivers to the two regimes determined from the hierarchical clustering analysis. Clustering
The resulting productivity regimes from k-means clustering based on derived metrics of GPP (a, e), site conditions (b, f), and derived metrics from time series of water temperature, discharge, and PAR (c, g). The productivity regimes from k-means clustering on a selected combination of factors (watershed area, water temperature amplitude, L-skew of water temperature, the autoregressive lag-one correlation coefficient of discharge, and mean daily discharge) are also presented (d, h). The regimes are displayed as the median and interquartile range for all sites belonging to a regime for a given clustering.

Based on site characteristics and environmental drivers both resulted in two clusters; however, once again, the final number of clusters for environmental drivers resulted from a conservative selection between two and four clusters. There was moderately low agreement between site-based clusters and Summer Peak Rivers (f = 0.41) and Spring Peak Rivers (f = 0.47). The same was also true for environmental driver-based clusters (Summer Peak Rivers f = 0.42; Spring Peak Rivers f = 0.47). Additionally, clustering was performed using a combination of site characteristics and environmental drivers identified to regularly discriminate between Summer Peak and Spring Peak Rivers in the previous analysis (watershed area, water temperature amplitude, water temperature L-skew, AR(1) of discharge, and mean daily discharge). This final clustering based on a limited set of proximal controls of productivity had the highest agreement in cluster membership for both Summer Peak (f = 0.54) and Spring Peak Rivers (f = 0.64) and was the only set of clusters with greater than 50% membership to these regimes.

Despite classifying rivers based purely on site characteristics or environmental drivers, the resulting temporal patterns of GPP are remarkably similar to the previously identified Summer Peak and Spring Peak Rivers (Fig. 3). Although the overall temporal patterns are similar, the analogous Summer Peak pattern produced by clustering on site characteristics does have a higher amplitude than those derived from other approaches (Fig. 3b). Across the various sets of k-means clustering, the corresponding Spring Peak pattern had less variation among the resulting time series of GPP.

**Beyond two regimes?**

The presence of two distinct productivity regimes, Summer Peak Rivers and Spring Peak Rivers, manifested themselves from our collection of sites from different clustering methodologies and datasets. We have taken a conservative approach and presented the majority of results using these clusters, because they were most robust to changes in clustering inputs or methodologies. However, both of our clustering analyses also hint at the presence of more than two regimes. The hierarchical clustering analysis was unable to identify an optimum clustering solution with CVIs. Additionally, k-means clustering of both GPP metrics and a limited set of proximal controls on productivity only narrowly selected two over four clusters. Consequently, we examined the dendrogram from the hierarchical clustering and found that there were three stable clusters (Jaccard index > 0.5) and one additional cluster with weak temporal patterns and low absolute rates of productivity. Although this fourth cluster was not robust to the bootstrapping analysis (mean Jaccard coefficient = 0.39), we included it in the results below because this pattern may arise in frequently disturbed (Blaszczak et al. 2018) or blackwater rivers (Meyer and Edwards 1990).

Within these four clusters, the same temporal patterns of Summer Peak Rivers (n = 12) and Spring Peak Rivers (n = 15) are evident. In fact, the membership of Spring Peak Rivers is identical to those presented in the previous analysis. Two additional regimes are present, and we named these Aseasonal Rivers (n = 7) and Summer Decline Rivers (n = 13) following the naming conventions of the previously identified regimes (Fig. 4). Aseasonal Rivers had relatively invariant low rates of GPP year-round. Summer Decline Rivers (n = 13) had productivity peaks that occurred slightly earlier in the year (phase = day 146 ± 13), with rates of GPP declining gradually through the summer. Although annual rates of GPP were moderately positively correlated to channel width across all sites (r = 0.49), this relationship was tighter within Spring Peak Rivers (Fig. 5a). Outside the Aseasonal Rivers, the correlation between river width and annual GPP strengthened with decreasing river size.

Across all sites, annual GPP was most negatively correlated to L-C.V. of discharge (r = −0.37) but was strongly negatively correlated in Summer Decline Rivers (r = −0.85; Fig. 5b). Daily rates
of GPP (g O$_2$ m$^{-2}$ d$^{-1}$) were more strongly correlated to environmental conditions in Summer Peak Rivers (water temperature \( r = 0.55 \); discharge \( r = -0.29 \); PAR \( r = 0.51 \)) once Aseasonal and Summer Decline Rivers were no longer included.

**Discussion**

**Controls of productivity regimes**

Our analysis of the seasonality of river productivity supports the presence of characteristic river metabolic regimes. We identified two clearly distinct metabolic regimes, Summer Peak and Spring Peak Rivers, within our dataset of 47 U.S. streams and rivers. These regimes emerged repeatedly from our dataset regardless of the specific clustering analysis or whether the clusters were based on GPP or various site and environmental drivers. Although the exact membership of these clusters was not identical, the striking resemblance of their representative GPP regimes (Fig. 3) suggests that these temporal patterns are robust. These two GPP regimes are meaningfully different in both their timing and annual rates of GPP. This suggests that the timing and magnitude of GPP in streams and rivers are intimately linked. We also found that clustering based on a handful of easily derived site characteristics or environmental drivers (watershed area, amplitude of water temperature, L-skew of water temperature, AR(1) of discharge, and mean discharge) was able to predict more than half of the membership of Summer Peak Rivers and Spring Peak Rivers.

The prominence of these two regimes within our dataset affirms previously documented temporal patterns typical to large rivers vs. smaller headwater streams. Comparing these regimes based on the seasonality of productivity, the characteristics of rivers which belong to them, the correlates of productivity within each regime, and using illustrative examples from existing literature provide evidence for different primary constraints on productivity within each regime. The large watershed area and channel widths associated with Summer Peak Rivers are consistent with observed summer peak patterns in large rivers (Uehlinger 2006), although similar patterns could also occur in smaller streams with open canopies. This was the only regime where peak productivity was coincident
with the timing of peak incoming light. The coherence between GPP and climatic conditions suggests that patterns of GPP may be more closely related to distal controls of productivity, and additional proximal constraints imposed by canopy shading, hydrologic disturbance, or other potentially limiting factors are of secondary importance. *Summer Peak Rivers* effectively represent the upper envelope of productivity within our dataset.

The productivity regimes of *Spring Peak Rivers* were truncated and thus on average had cumulative annual GPP approximately one third of *Summer Peak Rivers*. The mismatch between their annual peak productivity with incoming PAR and water temperature peaks suggests canopy shading is an important constraint. (Bernhardt et al. 2017). *Spring Peak Rivers* exhibited a small period of productivity followed by a sharp decline similar to the pattern observed previously in Walker Branch, a small forested headwater stream in Tennessee (e.g., Roberts et al. 2007). However, it is worth noting that many *Spring Peak Rivers* in our dataset are large enough to be considered third- or fourth-order rivers (Downing et al. 2012) and thus could potentially represent a large fraction of river networks. In *Spring Peak Rivers*, productivity may be limited to a brief window prior to canopy closure when both light and temperature support higher rates of GPP. The relative importance of terrestrial shading on mediating productivity is expected to vary with river size (Vannote et al. 1980) and temporal patterns of productivity have been shown to be constrained by terrestrially mediated light availability (Roberts et al. 2007; Izagirre et al. 2008). The importance of these controls on seasonal patterns of productivity in *Spring Peak Rivers* is supported by their comparatively smaller width and catchment area relative to other clusters (Table 2) and the correlation between width and productivity within this cluster (Fig. 5). We expect that network position and terrestrial pheno-ology may represent the most important drivers of variation in productivity across *Spring Peak Rivers*.

We also suggest there may be two additional regimes that, although less robust to statistical measures, provide a glimpse into other potential patterns beyond large rivers and smaller streams. *Summer Decline Rivers* are characterized by an early spring peak followed by sustained, but reduced, productivity throughout the summer months. These rivers were generally similar to but slightly smaller than *Summer Peak Rivers*. Our observation that flow variability was strongly negatively correlated with annual productivity in these *Summer Decline Rivers* suggests that hydrologic disturbance plays an important role within this group of rivers. *Aseasonal Rivers* were also generally unproductive, suggesting that these rivers experience strong constraints on productivity throughout the year. A variety of mechanisms could interact to produce these patterns, including non-deciduous canopies, persistent turbidity or color, and frequent hydrologic disturbance. Aseasonal patterns have been observed in blackwater rivers where water clarity limits productivity throughout the year (Meyer and Edwards 1990) and in some urban streams where frequent disturbance limits biomass accumulation (Larsen and Harvey 2017).

**Classification**

The prevalence of classification in ecology (Whittaker 1962) is due in part to the fact that it provides a conceptual framework for organizing complex systems into manageable units for comparison between or within systems. We found

---

**Fig. 5.** The relationship between mean annual GPP and potential drivers of GPP. The relationship between river width and GPP was examined for all sites (gray points) and only for sites in the *Spring Peak* regime (black points) (a). Similarly, the relationship between the L-C.V. of daily discharge and average annual GPP was assessed for sites in the *Summer Decline* regime (white points) (b). Mean values of L-C.V. were calculated for each site based on yearly values from 2013–2016.
similar temporal regimes of productivity whether classification was performed directly on daily estimates of GPP, site characteristics, or environmental drivers. Furthermore, a relatively small number of proximal variables were able to predict the membership of sites to our two regimes with modest accuracy. This supports the notion that similar patterns of GPP should have a common set of environmental controls mediating these patterns. Therefore, although the primary proximal constraints on GPP (light, heat, disturbance, nutrient supply, grazing) are the same in all systems (Bernhardt et al. 2017), we expect that the relative importance would differ among regimes. The proximal controls on productivity have potentially complex relationships with broader-scale drivers such as climate, geology, topography, and land use and the gradients of channel size and shape that are embedded within them. More empirical data on key environmental patterns and drivers (e.g., light and turbidity) will be necessary to rigorously evaluate the network of causal relationships that determine the metabolic regimes of flowing waters.

We have proposed one possible approach to begin investigating both the patterns of and processes mediating stream metabolic regimes through classification. For several reasons, it is highly unlikely that this initial analysis has uncovered the totality of different annual metabolic regimes that occur in streams worldwide. The relatively small number of sites and their limited geographic range may have been magnified by the relatively strict criteria we used for inclusion of sites in this analysis. Our dataset also almost certainly over-represents larger channels owing to the distribution of USGS observation platforms. Other classification schemes might resolve different clusters of metabolic patterns. Therefore, our results are not meant to suggest a definitive set of river productivity regimes but to provide one framework for analysis of river productivity patterns. The strength of our classification approach is that it takes full advantage of near-continuous metabolism estimates while still ultimately distilling those records to a manageable, interpretable set of classes. There are of course numerous possibilities for performing similar synthetic studies. For example, the predictability and timing of flooding events has been treated as a continuum for assessing impacts on biological communities (Jardine et al. 2015), and wavelet analysis has been used to assess the relevant timescales of drivers on observed patterns of net ecosystem exchange on land (Stoy et al. 2005). Such methods could complement our exploration into the seasonality of river productivity.

**Implications and future directions**

Characterizing and classifying metabolic regimes will help illuminate links between productivity and the biomass or structure of aquatic communities. The preferential selection of high-quality C from autotrophic activity by stream consumers means that even small fluxes of autotrophic C production can substantially impact aquatic food webs (Minshall 1978; Marcarelli et al. 2011). Changes in the magnitude of this flux may affect the total energy available to support secondary consumers, whereas changes in the timing of autochthonous production may select for different dominant consumers. Furthermore, as new insights are gained about the factors mediating algal community composition (Lange et al. 2016), it may be possible to incorporate relevant drivers of these changes into classification schemes. As we better understand the variety of metabolic regimes and their resilience or sensitivity to climate change and hydrologic alterations, we are likely to gain new insights into the potential for energetic limitation to constrain attempts to protect, conserve, and restore aquatic ecosystems and species.

The productivity of rivers is a primary determinant of their capacity to retain and transform nutrients (Roberts and Mulholland 2007; Mulholland et al. 2008; Heffernan and Cohen 2010). The degree of synchrony or asynchrony between nutrient loading and productivity, and thus nutrient demand, may help explain a great deal of the variation in nutrient retention across rivers (Covino et al. 2018). Employing similar classification techniques to both productivity and nutrient data could help by identifying those times and places where rivers are most and least likely to be able to process excess nutrient loads. Such information could improve our ability to prevent or mitigate eutrophication issues in rivers. In nutrient-limited river systems, this same approach may allow identification of periods of time when nutrient supply or nutrient supply ratios limit ecosystem productivity.

As new metabolism records are produced that encompass a wider breadth of environmental conditions, we expect that the utility of this classification framework will continue to improve. Incorporating a greater diversity of productivity regimes and drivers will enhance our ability to differentiate classes and their drivers. The inclusion of more sites will also aid our power to derive information from the hierarchy of classification through the investigation of drivers most relevant for discerning productivity regimes at different hierarchical levels. For example, our results suggest that light limitation from terrestrial environments produces fundamentally different patterns of productivity. Because our classification framework is based on functional responses of GPP, which should reflect combinations of underlying drivers, we believe that it can also be used to test or validate conceptual organizational frameworks of stream ecosystems such as process domains (Montgomery 1999) or process zones (Thorp et al. 2006). As the number of sites grows, we should be able to resolve finer differences down the hierarchy of controls at sites to determine the relative importance of various drivers that may shape the seasonality of productivity.

As longer metabolism time series datasets become available, we can begin to ask questions about interannual variability in metabolism and we can detect metabolic change in response to external drivers with far more precision than has previously been possible. For example, this classification schema provides a more sophisticated way of thinking about aquatic and
terrestrial controls on productivity and allows us to begin to explore how shifts in vegetation type, phenology, or management may be related to the seasonality of productivity in rivers. We can also begin to ask questions about how commonly river ecosystems shift between regimes, what external drivers lead to these shifts, and the extent to which shifts are periodic, sustained, or reversible. Such insights will vastly improve our understanding of lotic ecosystems while also offering a suite of new tools for monitoring the impact of management decisions and climate change.
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