Quality of experience of 360 video – subjective and eye-tracking assessment of encoding and freezing distortions
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Abstract
The research domain on the Quality of Experience (QoE) of 2D video streaming has been well established. However, a new video format is emerging and gaining popularity and availability: VR 360-degree video. The processing and transmission of 360-degree videos brings along new challenges such as large bandwidth requirements and the occurrence of different distortions. The viewing experience is also substantially different from 2D video, it offers more interactive freedom on the viewing angle but can also be more demanding and cause cybersickness. The first goal of this article is to complement earlier research by Tran, et al. (2017) [39] testing the effects of quality degradation, freezing, and content on the QoE of 360-videos. The second goal is to test the contribution of visual attention as an influence factor in the QoE assessment. Data was gathered through subjective tests where participants watched degraded versions of 360-videos through a Head-Mounted Display with integrated eye-tracking sensors. After each video they answered questions regarding their quality perception, experience, perceptual load, and cybersickness. Our results showed that the participants rated the overall QoE rather low, and the ratings decreased with added degradations and freezing events. Cyber sickness was found not to be an issue. The effects of the manipulations on visual attention were minimal. Attention was mainly directed by content, but also by surprising elements. The addition of eye-tracking metrics did not further explain individual differences in subjective ratings. Nevertheless, it was found that looking at moving objects increased the negative effect of freezing events and made participants less sensitive to quality distortions. More research is needed to conclude whether visual attention is an influence factor on the QoE in 360-video.
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1 Introduction

Multimedia streaming has been gaining popularity amongst consumers everywhere. The number of streaming services (e.g., Netflix, Amazon prime, and HBO) has been growing, and the available content even more so. Most of the material offered is 2D video streaming such as movies and TV shows. However, a new format, “VR 360-degree video” - omnidirectional content that can be viewed through a Head-Mounted Display (HMD) - is growing in popularity. This format offers a much more immersive viewing experience compared to 2D video. Popular streaming platforms such as YouTube, Vimeo, and Fox Sports are increasing their offer of 360-degree content. Additionally, HMDs are becoming more affordable and available for the public, allowing for a larger audience to access these omnidirectional videos. For acceptance and application of this media format in people’s everyday life, an understanding of how to provide a pleasant viewing experience while efficiently utilizing network resources is needed.

In multimedia research the Quality of Experience is an important measure, which is defined by the International Telecommunication Union (ITU) as follows: “Quality of Experience (QoE) refers to the overall acceptability of an application or service, as perceived subjectively by the end-user.” (ITU-T (2017) [16, 20]). There are many factors that can influence the QoE. An influencing factor (IF) is any characteristic of a user, system, application, or context whose actual state or setting influences the QoE, Reiter, et al. (2014) [28]. Important system IFs on the QoE of 2D video streaming are among others: viewing distance, display size, resolution, bitrates, and network performance, Kuipers, et al. (2010) [18]. Distortions and artifacts that occur during the different processing steps have a (negative) influence on the QoE, Möller, et al. (2014) [21], even more so when the distortions occur in salient regions of the video Engelke, et al. (2010) [5, 6].

As with 2D video, studying the QoE is important in the development and improvement of 360-video technology. The processing and transmission of 360-degree format brings along new challenges such as large bandwidth requirements and a more likely occurrence of different distortions. The viewing experience is substantially different from 2D video; it offers more interactive freedom with respect to the viewing angle but can also be more demanding and cause cybersickness. Simply applying the theory and methods of 2D video to the 360-video domain is not trivial and requires more specific research into how new challenges and the different viewing experience that come with 360-video relate to the QoE.

360-videos are recorded with multiple dioptric cameras, each capturing a different angle. The input from these cameras is then stitched together by a mosaicking algorithm. Artifacts may occur due to inconsistency between the cameras. For example, the illumination could be different in the different camera directions. As the material is stitched together, other issues could arise that cause artifacts and distortions such as blurring, visible seams, ghosting, broken edges, missing information, and geometrical distortions, Azevedo, et al. (2019) [1]. How these new artifacts affect the QoE and users’ viewing behaviour has yet to be determined. Additionally, the transmission of 360-videos is a challenge because of the high bandwidth requirements. Today, 4 K resolution is accepted as a minimum functional resolution but requirements are increasing to 8 K, and even 16 K resolutions [1]. Therefore, the video material must be compressed to lower qualities which causes distortions such as blurring, blocking, ringing, and the staircase effect, which may negatively affect the experience [1]. The right balance is still to be found.
Watching VR 360-videos through an HMD offers an immersive experience. The higher level of immersion and presence could influence the QoE [38]. A realistic environment will have a positive effect on presence, Cummings, et al. (2016) [4]. Additionally, Salomoni, et al. (2017) [32] have found that more diegetic VR interfaces, scenes where all of the objects seen by a user belong to the virtual world, result in better user experiences. Delays, rebuffering, and quality fluctuations due to network limitations, could cause confusion and cybersickness by disrupting the course of movements which also negatively influences the viewing experience. The HMD is much closer to the eye compared to conventional 2D displays, which may cause distortions to stand out more and induce more eye strain and fatigue. Space between pixels may also be visible due to the closeness of the screen to the eyes. These effects could increase the perceptual and cognitive load (PCL) which can lead to stress Sweller, et al. (2011) [35].

The 360-degree material allows for a new way of interacting with media, with more freedom in deciding from what angle to watch the content. The total image is larger than the users’ field of view, so different users may view different parts of the content and explore it in different ways. Visual attention is a likely IF in 360-video and its relation to the QoE should be studied [33, 38] [25, 34, 40]. This article focusses on the validation of previously researched IFs mainly for 2D-video but very little for 360-video, such as compression, freezing events, and contents. In addition, it contributes by evaluating whether eye-tracking and visual attention are valuable additions to 360-video assessments. The combination of factors has not been investigated before for 360-video to our knowledge.

1.1 Related work

Thus far not many studies on the topic have been conducted. Some studies have been performed adapting methodologies from 2D video quality assessments. An elaborate study by Tran, et al. (2017) [38] tested the effects of several IFs such as resolution, bitrate, content, camera motion, and viewing device on the perceptual quality, presence, cybersickness, and acceptability of 360-video. They found that for videos with QP values of 40 or higher the acceptance level drops below 30%, but that QP values from 22 to 28 did not significantly differ in acceptance. Additionally, the acceptable bitrate was found to be content-dependent as more motion required higher bitrates, indicating that motion activity should be further investigated. Recently, Gutierrez, et al. (2021) [9] published a cross lab investigation based on the work of the Video Quality Experts Group (VQEG), that has greatly influenced the recent Recommendation from the ITU [17]. The study in [9] was conducted time wise in parallel with this study and studied audio visual quality, simulator sickness symptoms, and exploration behaviour in short 360-video sequences. It was targeted to study methodological questions on how to conduct subjective experiment with 360-video. Unlike the current study it did not consider freezing and did not involve eye-tracking. Another study looked at the effects of stalling or freezing events on the QoE and annoyance [33]. Their results show that even a single stalling event leads to a significant increase in annoyance and should thus be avoided. However, different freezing frequency patterns did not necessarily result in different annoyance scores. Freezing studied for 2D video has shown that in addition to the length the number of occurrences is also important. Previous studies have found that adaptation of the 2D video methods to 360-video is not trivial. This article will complement existing results by gathering additional kinds of subjective data and by including eye-tracking data to evaluate visual attention as an influence factor to the QoE in 360-videos.
For 2D videos it has been found that global distortions, do not significantly alter our gaze patterns, Ninassi, et al. (2007) [23]. Local distortions, have been shown to draw significant attention, and alter viewing behaviour, Engelke, et al. (2017) [7]. This has in turn been shown to have an impact on the overall QoE [7]. It has been found that an overload of PCL lead to selective attention [19, 24]. Furthermore, in situations with a higher cognitive load, the average fixation duration increases [12, 43]. Whether visual attention could improve objective 360-video quality metrics is still unknown. This article will provide first explorations into the relation between visual attention and QoE.

1.2 Research questions and hypotheses

The first of research questions for this study is:

1. Which factors influence the QoE in 360-degree video and how?

   a. How do video quality degradations, freezing events, and content relate to the QoE in 360-degree video?
   b. What is the threshold for an acceptable QoE (MOS > 3.5), given the effects of different influence factors?

The following are hypothesized about the first research question:

**H1a:** Degrading the video quality will have a stronger than linear negative effect on the perceived quality and overall experience [38]; additionally, it will lead to an increase the PCL.

**H1b:** Adding freezing events and increasing the frequency of these events will have a negative effect on the perceived quality and the overall experience; additionally, it is expected to increase the perceived PCL and cybersickness.

**H1c:** The content of the video will moderate the effect of video quality. It is expected that the effect of degrading the video quality on the QoE will have a weaker effect on video content with higher motion activity.

The second research question is:

2. How can eye tracking be used to gain further insights into factors influencing the QoE of 360-videos?

   a. How do video quality degradations, freezing events, and content influence the viewer’s eye movements?
   b. How are eye movements and the user’s focus related to the QoE?

The following are hypothesized about the second research question:

**H2a:** Degrading the video quality, adding freezing events, and increasing the frequency increases the average fixation duration, decreases fixation count, and attention will be more selective.

**H2b:** Where a person looks is expected to be affected by the content of the video. Additionally, content with high motion activity is expected to result in a higher average fixation duration and lower fixation count.
**H2c:** The proportion of the 360-degree field that is looked at is related to the QoE.

**H2d:** Due to a masking effect the extent to which a viewer looks at moving objects has a moderating effect on the effect of degrading video quality on the QoE. It is expected that when participants look more at moving objects the effect of quality degradation is weaker.

**H2e:** The extent to which a viewer looks at moving objects moderates the effect of freezing events. It is expected that the effect of freezing events on the QoE will be stronger if a viewer looks more at moving objects, as the course of movements in the viewers’ attention are disrupted more.

**H2f:** Quality degradations and freezing events may increase the PCL, which in turn negatively affects the QoE. Thus, eye tracking metrics on selective attention and the average fixation duration are expected to mediate the effect of video quality and freezing.

The different hypotheses and their interrelations are illustrated in Fig. 1.

### 2 Method

In QoE assessment both objective and subjective measurements play a role, as it involves the objective quality of the video/audio content, the human perception, and the Quality of Service (QoS) [18]. Several standardized methodologies for subjective testing have been defined by the [13, 15, 17]. In this article, the single stimulus method will be used. In this method, each video is shown independently to an observer who is then asked to score it, Nidhi et al. (2014) [22]. Results are often expressed through a Mean Opinion Score (MOS) on a 5-point scale, where higher values correspond to higher quality, calculated as the average of the ratings given by the subjects. Because people have a tendency to avoid perfect ratings, scores from 4.3 and
up are generally considered as excellent quality, Winkler (2005) [42]. Additionally, a MOS of 3.5 is considered acceptable quality by most users and is often used as standard minimal threshold.

2.1 Design

The main dependent variable of the study is the QoE of 360-videos, which is measured through four subjective post-hoc evaluations. After viewing a video, participants were asked to rate their perceived video quality, cybersickness, overall experience, and perceptual load. While viewing the videos the eye-movements of the participants were tracked. To test the hypotheses, the manipulated independent variables are:

- video content: three different videos (Dojo, Flamenco, and intersection).
- video quality: degradation of the videos to 4 levels (CRF 20, 28 and 36).
- freezing events in no, low and high frequency.

This results in a 4 (video quality) × 3 (freezing events) × 3 (content) design with multiple dependent variables. Participants view all the versions of the videos in a single stimulus way [15]. The eye-tracking resulted in several variables to be considered in the analysis which will be explained in the measurement section. Demographic variables collected are age, gender, education/profession, visual acuity, possible colour vision deficiency, and whether participants wear glasses or contacts. Additionally, questions were asked regarding participants’ VR experience and motion sickness.

2.2 Participants

Based on Brunnström, et al. (2018) [3, 31] on sample size estimation, the number of minimum required participants was calculated. We set the required power to 90%, expected standard deviation to 0.7, desired MOS difference to be resolved to 0.6 and from that arrived at 33 participants, which were recruited at the RISE Kista office in Sweden or via known affiliates and signed up on a voluntary basis. Participants were required to have good vision (through aids that do not interfere with the HMD), have no other severe eye or vision impairments, and do not have progressive glasses or contact lenses, which was screened before the experiment. Due to missing data, one participant was excluded from the dataset. 22 participants were male and 10 were female, aged 21 to 44 (Mean = 28.8, SD = 6.3), 9 of them used glasses and 3 contact lenses and one suffered from minor colour vision deficiency. Visual acuity was measured before the experiment and results were between 0.65 and 1.5 (Mean = 1.1, SD = 0.2).

2.3 Setup and stimulus materials

The experiment took place at the RISE office in Kista, Sweden, in one of the labs designated for video quality experiments. Hardware used in the experiments was an ASUS ROG Zephyrus (GX501) laptop running on Windows 10 and an HTC VIVE VR headset with integrated Tobii eye trackers. For this headset, the maximum recommended resolution of 360-video material is 4096 × 2048 @ 30 fps.
The software used to conduct the experiments was Tobii pro lab v1.111 [36]. In this software, video or image material can be uploaded and prepared in timelines. Seven separate timelines were created for the current study. One timeline for the practice trial, and for each video a reference and degradations timeline. In addition to the videos, images with the questions were added to the timeline after each video.

In the Tobii software, one can define areas of interest (AOIs), an example can be seen in Fig. 2, on which metrics can be calculated such as the fixation duration and count. AOI’s allow to divide the stimulus space and gather more detailed data for areas of special interest Holmqvist, et al. (2017) [11]. The collected dataset was downloaded with the Tobii I-VT fixation pre-set [37]. AOIs were drawn on the total video stimulus and on moving objects, buffer spinners, and bottom logos (if applicable) as these were found to attract attention. Besides exporting the collected metrics data, a raw data export was used for analysis. During the experiments, the software shows the eye-movements live during the experiment as can be seen in Fig. 3 a recording can also be viewed after completion of the experiment. Lastly, the program can create heatmap or scan path visualizations.

2.3.1 Overview of the video stimuli

Three different videos were selected that had a very high-quality version or an uncompressed original, see Table 1 and Fig. 4. The motion vectors were calculated as well as the spatial and temporal index (SI and TI), as shown in Fig. 5 and Table 2 [14]. The motion vector example script of FFmpeg [8] was used, and for the SI and TI the program “siti” [29] was used. These outcomes were used to classify the videos based on their motion activity. Looking at the SI, TI and motion vectors it can be seen that there is less movement in the intersection video. The Dojo and Flamenco videos are more similar, however, the movements in the dojo video are more intense, hence, there are larger spikes in the motion vector graphs (Fig. 5). The spatial index is slightly higher for the flamenco video as there are more structure (people in this case). Another distinction between videos is the lighting. The intersection video is recorded outside with natural lighting, the flamenco video is inside but with a reasonable number of windows and the Dojo video is inside in a space with mainly artificial lighting. Looking at diegetics of the interface, the videos represent a realistic environment that can be viewed freely in all directions. However, the user is not able to interact with the environment in any other way (e.g., moving around or interacting with objects).

![Fig. 2 Screenshot from the Tobii pro lab, the picture shows AOIs drawn on a still image](image-url)
These videos were degraded to different quality levels using FFmpeg, the script can be found in [39]. The videos were cut, encoded with H.264 with resolution of 3840 × 2160 format and degraded to lower qualities by changing the Constant Rate Factor (CRF). CRF is a quality setting with values ranging between 0 and 51. Higher values result in more compression, while trying to keep the video at a constant quality at each level. This implies that the bitrate will vary depending on the content. To add the freezing events, the program “bufferer” [30] was used. The bufferer program will freeze the video and add a spinner at desired moments for a set time (script in [39]). In total, this resulted in 36 videos to be used in the experiment.

2.4 Measurements

Variables used in the study can be divided into four categories: subjective measurements (the dependent variables), manipulation variables (independent variables), eye-tracking data (both dependent and independent variables) and control variables.

2.4.1 Subjective measures

Four questions were shown after each video through a non-diegetic interface. These questions were accompanied with a 5-point scale and participants verbally answered by stating the number corresponding to their answer. These four questions were:

| Name     | Original resolution | Original encoder | fps | Bitrate (Mbit/s) | Size (GB) | Duration (min) | Source | Setting | AOI | Bottom logo |
|-----------|---------------------|------------------|-----|------------------|-----------|----------------|--------|---------|-----|-------------|
| Dojo      | 3840 × 2160         | H.264            | 30  | 40               | 1.2       | 4:19           | Nantes/Nokia inside People | Yes |
| Flamenco  | 3840 × 2160         | H.264            | 30  | 40               | 0.92      | 3:10           | Nantes/Nokia inside People | Yes |
| Inter-section | 7680 × 3840      | H.265            | 30  | 157              | 5.5       | 5              | Inter-digital outside Cars | No  |

Fig. 3 Example of the view while observing the participants. The participant’s fixation-point is indicated by the red circle
Did you experience nausea or dizziness? 1 (not at all) – 5 (a lot).

How would you rate the video quality? 1 (very low) – 5 (very high).

How much cognitive and perceptual load did you experience? 1 (none) – 5 (a lot).

How would you rate your overall experience? 1 (unpleasant) – 5 (pleasant).

These four questions resulted in the four variables in the dataset perceived Video Quality (VQ), Overall Experience, Cybersickness, and Perceptual and Cognitive Load (PCL).

2.4.2 Manipulations

The manipulations of videos served as independent variables. Videos were generated with CRF values of 15 (visible lossless), 20, 28, and 36. CRF was added as a categorical variable. The second manipulation variable was the freezing event frequency. Freezing events of three seconds were added in different frequencies to the videos. Videos either had no freezing (none), two freezing events (low), or four freezing events (high). The third manipulation was the content of the video. There were three different videos: Dojo, Intersection, and Flamenco, see Section 2.3.1.

2.4.3 Eye-tracking data

Eye-tracking data can be described through quantitative metrics (based on fixations, saccades, or smooth pursuit eye movements) or through visualizations such as heatmaps and scan paths. The quantitative metrics used in the current study are as follows:

- **Total Fixation duration:** The total cumulative duration of all fixations in a certain area. It can provide insights when applied to AOI’s into how long a person looked at a certain area within a certain timespan.
- **Average Fixation duration** (one fixation): Longer fixations can be an indication of a person having more trouble finding or processing information.

---

**Fig. 4** Still images of the video stimuli. From left to right: Dojo, Intersection, Flamenco

**Fig. 5** Motion vector graphs over time for the three videos. Left to right: Dojo, Intersection, Flamenco. Where Dojo has the most motion and Intersection the least
Fixation count: The number of fixations in a certain area. A higher fixation count could indicate lower search efficiency. More AOI hits could indicate the more importance of that area.

Fixation Rate: Refers to the number of fixations per second and is closely related to the fixation duration. A higher fixation rate could indicate less focus, and more difficulty searching or processing a stimulus.

2.4.4 Control variables

Most of the control variables were collected through participants filling out a short survey prior to the experiment [39].

2.4.5 Qualitative measures

There were also measures of a more qualitative nature. During the experiment, the researcher wrote down based on live view what the participant was looking at. Comments included what people looked at, how they moved their head and eyes and how they explored the 360-environment. Attention maps were generated by the Tobii software, visualized as heatmaps, and analysed. They represent the spatial distribution of the eye-movement data. It can provide an intuitive overview of the overall focus areas.

2.5 Procedure

Participants were received and welcomed at the lab after which a short introduction of the experiment was given. Participants were sent instructions beforehand; these were discussed to make sure the participants have understood the procedure. A consent form was signed after which the participants’ visual acuity were measured (Snellen) and colour vision were checked (Ishihara). A survey was filled out on demographics: age (years), gender(male/female/other), education or profession, and vision (whether they wore glasses or contact, if they had any other severe vision disability, their visual acuity and possible colour vision deficiency). The participants were seated and instructed on how to adjust the headset. First, a training sequence was done for the participant to get acquainted with the VR environment, the question format, to adjust the lenses and calibrate the eye tracking. The experiment consisted of a total of three video sets with each 11 degraded videos and one reference video. The order of the video sets was determined by rolling a dice. The order of the videos within a video set was randomized within the software, except for the reference, which was shown first. After each video, the four rating questions was shown one by one inside the headset and the participant was asked to answer verbally on a 1–5 scale. After each video set, the participant could take off the headset for a short break. This was repeated for all three video sets. The participants were compensated with a movie ticket. The experiments followed the script in [39].

| video    | mean SI | mean TI |
|----------|---------|---------|
| Dojo     | 80.4    | 90.2    |
| Flamenco | 83.5    | 89.4    |
| Intersection | 76.8  | 80.1    |

Table 2 the mean Spatial (SI) and Temporal (TI) index of the three videos
2.6 Analysis

Analysis of the results consisted of two parts, a qualitative analysis of observations and a statistical data analysis.

2.6.1 Qualitative analysis

Observations of the visual behaviour were analysed and summarized as well as the comments made by participants during or after the experiment. Additionally, attention maps in the form of heat maps were generated of each video to visualize the attentional behaviour and compliment the observations. To generate the heatmaps the default fixation gaze filter of the Tobii program was used, and the visualization is based on the absolute fixation count.

2.6.2 Quantitative analysis

The dataset contained 1148 observations gathered from 32 participants with 36 measurements each. For two participants two measurements were missing due to technical issues, but only one was excluded.

Data preparation The final dataset on which the data analysis was performed was a combination of hand-written subjective answers, the metric-based data, and the raw data export from the Tobii software. Data preparation was done both using Python 3.7 and STATA/IC 14. The metric-based export contains data based on the marked AOI’s. Each line in the data represents a video. The raw data was millisecond interval-based and contained a large bulk of data. Interesting variables from this dataset were selected and grouped on video level such that one line corresponds to one video again. These two sets were merged, and the subjective ratings were added by hand. To give a more global representation of the eye-tracking data, four summarizing variables were created by principal component factor analysis Table 3. To capture the proportion of the total viewing area that participants look at AreaX and AreaY were created as a measure of selective attention, RvsI was created and as a measure of focus-related fixation data, PCL-fix was created (See Table 3 for how these variables were formed). Additionally, the ratings of perceived video quality and overall experience were quite similar, therefore, to create a better representation of the quality of experience, a scale variable, QoE (alpha = 0.84), was created as well.

Variable description As mentioned before, there are four categories of variables: manipulations, subjective measures, eye-tracking data, and other descriptive variables, see Table 3.

Analysis The analysis was done in three parts:

1. The effects of the manipulations on the subjective evaluation.
2. The effects of the manipulations on the eye-tracking data.
3. The relation between the eye-tracking data and the subjective evaluations.

As there are multiple measurements per person (36 videos nested within persons), the measurements per video are not independent and therefore multi-level regression was used to analyse the data. Multi-level regression (also called hierarchical linear regression, mixed
modelling, or nested data modelling) takes the interdependency of evaluations within persons into account and is a standard method in for instance psychology or sociology, although it is less common in the QoE community, Raudenbush et al. (2001) [27]. In the first step (H1a, H1b, and H1c) the subjective evaluations of perceived quality, overall experience, perceptual and cognitive load, and cybersickness as the dependent variables and the manipulations CRF, Freezing, Content and their interactions were added as independent variables. The video order was added as an additional covariate. The final models were selected through backward elimination based on AIC, BIC and likelihood ratio tests.

For the second part (H2a, and H2b), the eye-tracking data was first summarized as four scale variables (see Table 4 for description) using principal component factoring and Cronbach’s alpha. These four variables are used as dependent variables, and the manipulations and their interactions

| Name     | Category              | Description                                           | Values                                           |
|----------|-----------------------|-------------------------------------------------------|--------------------------------------------------|
| CRF      | Manipulation/Independent | Quality Parameter. Larger means worse quality       | 15 (Reference), 20 (Good), 28 (Medium), 36 (Bad) |
| Freeze   | Manipulation/Independent | Freezing events                                       | None, low, high frequency                       |
| Content  | Manipulation/Independent | The video content                                     | Dojo, Flamenco, Intersection                     |
| VQ       | Subjective measure/Dependent | The perceived video quality                           | Scale: 1 (very low) - 5 (very high)             |
| Experience | Subjective measure/Dependent | The perceived overall experience                     | Scale: 1 (Very unpleasant) – 5 (Very Pleasant)  |
| QoE      | Subjective scale variable/Dependent | The Quality of Experience as scale variable of VQ and experience | Scale: 1-5                                      |
| PCL      | Subjective measure/Dependent | The perceived perceptual and cognitive load           | Scale: 1 (none) – 5 (a lot)                     |
| Cybersickness | Subjective measure/Dependent | The perceived dizziness and or nausea                | Scale: 1 (Not at all) – 5 (A lot)               |
| Area Y   | Eye tracking/Dependent and independent | The area looked at in the x dimension as scale variable of: Pixels looked at in the x dimension, the standard deviation of pixel looked at in the x dimension and the distance between fixation points. | Standardized values between −1.69 and 4.14 |
| Area X   | Eye tracking/Dependent and independent | The area looked at in the y dimension as scale variable of: Pixels looked at in the x dimension, the standard deviation of pixels looked at in the y dimension. | Standardized values between −1.48 and 5.41 |
| Rvs I    | Eye tracking/Dependent and independent | How much a participant looks at relevant vs. irrelevant areas as scale of: total fixation duration and the fixation count on both relevant and irrelevant areas. | Standardized values between −2.60 and 1.51 |
| PCL fix  | Eye tracking/Dependent and independent | Fixation data related to perceptual and cognitive load as scale of: average fixation duration, total fixation count and total saccade count | Standardized values between −1.81 and 5.66 |
as independent variables. Additionally, the video order was added as a covariate. The final models are selected through backward elimination based on AIC, BIC and likelihood ratio tests.

In the final step of the analysis (H2c, H2d, H2e, and H2f), the four eye-tracking scale variables and their interactions with the manipulations are added to the multi-level regressions of the first part to test if they have a relation to the subjective evaluations. The final models were selected through backward elimination based on AIC, BIC and likelihood ratio tests. Additionally, significant eye tracking variables were tested for mediating effects.

3 Results

Results of the experiment were analysed both in a qualitative as well as a quantitative manner. Observation notes and gaze plots served as qualitative material; the eye-tracking data combined with the subjective questions data were used for the quantitative statistical analysis.

Table 4  Regression coefficients of the multi-level regressions on the subjective metrics

| Predictors                      | QoE   | Experience | PCL    | Cybersick |
|---------------------------------|-------|------------|--------|-----------|
| CRF (15)                        |       |            |        |           |
| 20                              | −0.156| 0.024      | −0.039 | 0.058     |
| 28                              | −0.282***| −0.088   | −0.025 | 0.036     |
| 36                              | −0.891***| −0.771***| 0.125* | 0.117***  |
| Freeze                          | −0.398***| −0.398***| 0.124***| 0.046***  |
| Content (Intersection)          |       |            |        |           |
| Dojo                           | −0.086| 0.018      | 0.147***| 0.039     |
| Flamenco           | 0.062 | 0.181      | 0.014  | −0.032    |
| Video Order                  | −0.004*| −0.003*   | 0.004* | 0.003**   |
| PCLfix                        | −0.028|           |        |           |
| RsI                           | −0.018|           |        |           |
| CRF*Freeze (15)               |       |            |        |           |
| 20                             | 0.109 | 0.125*     |        |           |
| 28                             | 0.134*| 0.149*     |        |           |
| 36                             | 0.302***| 0.309*** |        |           |
| Content*CRF (Intersection | 15)  |       |            |        |           |
| Dojo | 20          | −0.101 | −0.326*     |        |           |
| Dojo | 28          | −0.147 | −0.403**     |        |           |
| Dojo | 36          | −0.419***| −0.591***    |        |           |
| Flamenco | 20  | −0.002 | −0.311     |        |           |
| Flamenco | 28  | −0.123 | −0.458**     |        |           |
| Flamenco | 36  | −0.581***| −0.788***   |        |           |
| CRF*RsI (15)                  |       |            |        |           |
| 20                             | 0.181*|           |        |           |
| 28                             | 0.201*|           |        |           |
| 36                             | 0.127 |           |        |           |
| Freeze*RsI                    | −0.054*|          |        |           |
| CRF*PCLfix (15)                |       |            |        |           |
| 20                             | −0.101|           |        |           |
| 28                             | −0.042|           |        |           |
| 36                             | 0.052 |           |        |           |
| _cons                         | 3.860***| 3.759***  | 1.703***| 1.067***  |

Note: *: p<0.05, **: p<0.01, ***: p<0.001
3.1 Qualitative analysis

3.1.1 Observations

While observing participants viewing of the 360-videos it became clear in which way participant behaviour tended to differ. It was a clear difference in answers between participants. Some rated all the videos on average high, others on average low. Some had a large variation in their answers to different conditions whereas others hardly noticed any difference. There were large variations among participants in the way they moved their head. However, after watching the same video a few times they started moving their head less and focus longer on one point before moving on. How fast this effect occurred would differ between participants. To a certain degree all participants’ attention was at some point drawn to faces, signs, other text, hands, feet, and other moving objects. “Leader” persons such as the teachers in the video also drew more attention. Some participants would only look at these “relevant” stimuli and ignore the surroundings partly or completely. In contrast, other participants would mainly focus on surroundings and would only briefly pay attention to the aspects mentioned above. A similar difference was observed on whether participants looked at the spinner during freezing events or not. Some would immediately be drawn to look at it even when they were facing the opposite direction and others did not even look at the spinner even if it appeared right next to their current focus point. Furthermore, distortions and artifacts did also draw attention to different degrees. Even though asked to ignore it in their judgment as it was not possible to control for, participants were still distracted by for example stitching artifacts or focused on them for a while. In conclusion, there were substantial individual differences in the viewing behaviour among participants.

Apart from these observed individual differences, there are some other comments and observations worth mentioning. First, quite a few comments on the buffering and freezing were made. One participant stated that without audio, the buffering had a weaker effect as it seems less of an interruption. Another participant mentioned that when buffering occurred while looking at moving objects it was perceived as more annoying. Furthermore, it was observed that after more videos were played, some participants that initially were drawn to the spinner seemed to have gotten less sensitive to it. Some comments regarding realism of the interface included the fact that the camera appears to be higher than the participant’s natural height which made them feel uncomfortable; and not being able to see details or read text was also mentioned as an annoying feature. These non-diegetic elements could negatively influence the viewing experience Salomoni, et al. (2017) [32]. One participant said he got tired after a few videos and that moving his head would make him dizzier. Finally, some participants indicated that they were too busy comparing videos and that they were influenced by the previous video when rating the current one. It was, for example, observed that after seeing one of the worst quality videos, participants would rate the videos of CRF = 20 higher than the reference video.

3.1.2 Attention map analysis

The fixation heat maps show a summary of where participants fixated on in a particular video, see Figs. 6, 7 and 8 as well as [39]. The horizontal dimension was more explored compared to the vertical dimension. The participants attended to areas that help them orient. In the Dojo and Flamenco videos this was by looking at people’s faces or limbs. In the intersection video
people viewed the streets, at traffic lights and signs. Freezing events drew more attention towards the centre. In the intersection video the horizontal spread were more focused towards the centre areas.

3.2 Quantitative analysis

As described above, the statistical analysis consisted of three parts which will be covered in the following section.

3.2.1 Effects of the manipulation on the subjective ratings

The effects of the manipulation on the subjective ratings were analysed based on the hypotheses H1a, H1b, and H1c. QoE was measured through the perceived quality and the overall experience and expressed in a MOS. Values range from 1 to 5 (mean = 3.10; SD = 0.97). Figure 9 shows the QoE MOS as an interaction plot of the different manipulations. The highest
MOS was received by the flamenco reference video without freezing (MOS = 3.92). For the
none freezing condition all except videos with CRF = 28 or higher had a score above the
acceptable level of 3.5. Any of the freezing conditions fall below 3.5. The lowest MOS was
received by the flamenco video with CRF = 36 and high freezing frequency.

Looking at the individual responses (Fig. 10), there were differences in baseline between
participants. Some rated everything high as for example participant 31, while others rated
everything low as for example participant 1. Therefore, to test the significance of these results
a multilevel regression was performed, with video condition as the first level and participant as
the second. Estimating an empty multilevel model showed that 45% of the variance was on the
participant level, confirming the need for multi-level analysis.

The resulting model on QoE after backward elimination can be seen in Table 4 column
“QoE part 1” (within-R2 = 0.42; between-R2 = 0.02; rho = 0.57). Included in the model
were CRF, Freeze, Content, and the interactions between CRF and both freeze and content. The
results showed a negative effect of CRF in the none freezing condition where higher CRF
values resulted in lower QoE. This effect increased as the CRF value increased showing a
larger than linear effect. As can be seen in Fig. 11, the effect of CRF in the low and high
freezing frequency conditions was found to be smaller compared to the none freezing
condition. The effect of freezing was larger for lower CRF values compared to higher ones.

Fig. 8  Attention map pasted on a video still from the Intersection video. A focus on the end of the road, traffic
lights and signs can be seen

Fig. 9  MOS Quality of Experience (y-axis) interaction plot for the different manipulation conditions. CRF on the
X-axis, and a different line per freezing frequency. Reference line of the acceptable level of 3.5 included
Furthermore, it was found that the effect of CRF 36 on the QoE was stronger in the Dojo and Flamenco video compared to the Intersection video. Additionally, a small but significant effect of the video order was found.

Secondly, the effects of the manipulations on the PCL were evaluated. Answers were expressed in a MOS, and the answers ranged from 1 to 4 (mean = 1.97; SD = 0.91). Figure 11 shows the interaction plot of the effects in the different conditions. PCL scores were rather low in all conditions, never surpassing MOS = 2.5. The resulting model of the multi-level regression on PLC after backward elimination can be seen in Table 4 (within-R² = 0.06; between-R² = 0.02; rho = 0.58). Included in the model are CRF, Freeze, Content and the video order. Here the fit of the model is not good enough to draw any conclusions from it.

Third, the effect of the manipulations on cybersickness was tested. Answers are again expressed through a MOS, ranging between 1 and 5 (mean = 1.25; SD = 0.52). The MOS
never exceeded 1.5 indicating low levels of cybersickness. Figure 12 displays the interaction plots for the different conditions and shows no clear trends. As shown in Fig. 13, it is quite dependent on the participant whether cybersickness occurred at all. The resulting model of the multi-level regression on PLC after backward elimination can be seen in Table 4 (within-$R^2 = 0.04$; between-$R^2 = 0.00$; rho = 0.50). Here as well the fit of the model is not good enough to draw any conclusions from it.

**Intermediate discussion** It was hypothesized (H1a, H1b, and H1c) that increasing the quality parameter (CRF) and adding freezing events negatively affect the QoE and increase the PCL and cybersickness. Furthermore, it was expected that the content of the video would negatively moderate the effect of quality degradations. As expected in H1a, results showed a stronger than linear effect of quality degradations on the QoE. The MOS drops strongly below the acceptable level in the CRF 36 conditions. CRF 28 was found to be on the border of acceptable quality. These results are in line with the findings of Tran, et al. (2017) [38] in terms of the trend. However, they reported on slightly higher scores on perceived quality. Against the expectation of H1c, the effect of quality degradations on the QoE is stronger for the more active videos (Dojo, Flamenco). It was also found that adding even a single freezing event would drop the QoE below the acceptable level, as expected, based on findings by Schatz, et al. (2017) [33]. The effect of quality degradation was found to be smaller when freezing events were added as the QoE is rated lower in higher quality conditions already. The PCL, however, was found to be low in all conditions and only slightly elevated in the lowest quality condition and after adding freezing events. Contrary to the expectations, increased PCL was not a concern in the conditions tested in this article. Overall, cybersickness was rated very low and the effects, even though significant, were so small one should wonder whether the difference can be consciously perceived. This is not in line with the expectations and is contradicting findings by e.g. [38] who found cybersickness to be a serious problem in 360-videos.

### 3.2.2 Effects of manipulations on visual attention

In the second step of the data analysis, it was to test the hypothesis H2a, H2b, and H2c. Analysing at the absolute values of area looked at in the x dimension, people on average looked at 2654 pixels of the total area of 4086 pixels, with an average standard deviation of...
Further analysis was done on the scale variable AreaY, which interaction plot can be seen in Fig. 14. The resulting multi-level regression model after backward elimination can be seen in Table 5 (within-R² = 0.13; between-R² = 0.04; rho = 0.25). In the model were CRF, Freeze, Content and total fixation duration on the spinner. Results showed a significant effect of CRF. The videos with CRF 20, 28, and 36 decreased the AreaX compared to the CRF 15 conditions; however, they do not differ significantly among each other. Furthermore, the AreaY is larger for the Dojo video compared to the Intersection and Flamenco video. Initially it seemed Freezing had a significant effect on the AreaX, however after further analysis it was found that this effect was mediated by the total fixation duration on the spinner (which appears during freezing events). No significant interaction effects were found.

Fig. 13  Cybersickness MOS (y-axis) per participant. Over the course of the videos

Fig. 14  Interaction plot of the manipulation effects on Area X (y-axis). CRF on the X-axis, and a different line per freezing frequency
Next, the effects on the area looked at in the y-direction were analysed. Looking at the absolute value of the area looked at in the y-dimension, of the total area of 1970 pixels, people on average looked at 583 pixels with a standard deviation of 90. This shows people explored a smaller proportion of the y-dimension compared to the x-dimension. Further analysis was done on the scale variable AreaY. The resulting multi-level regression model after backward elimination can be seen in Table 5 (within-$R^2 = 0.02$; between-$R^2 = 0.04$; rho = 0.19). The model explains such a small proportion of the variance in the data that further analysis was discarded.

The third eye-tracking variable refers to how much participants looked at relevant or moving objects compared to the surroundings as a measure of selective attention. The mean of the absolute ratio is 0.64 with standard deviation 0.24, meaning on average participants fixated on relevant areas 64% of their total fixations. Further analysis was done on the scale variable RvsI, see Fig. 15 for the interaction plot. The proportion areas marked as relevant differ between the videos, this difference can be seen in Fig. 16, as the scores were lower in the

| Predictors                          | AreaX   | AreaY   | RvsI    | PCLfix  |
|-------------------------------------|---------|---------|---------|---------|
| CRF (15)                            |         |         |         |         |
| 20                                  | -0.415*** |         | 0.641*** |         |
| 28                                  | -0.416*** |         | 0.699*** |         |
| 36                                  | -0.351*** |         | 0.742*** |         |
| Freeze                              | -0.005  | -0.102* | 0.088*** | 0.323*** |
| Content (Intersection)              |         |         |         |         |
| Dojo                                | 0.419*** | -0.085  | 1.269*** | 0.195*** |
| Flamenco                            | 0.063   | -0.134  | 1.633*** | 0.06    |
| Total Fixation Duration Spinner     | -1.78×10^-4 *** | 0.841×10^-4 ** |         |         |
| Content*Freeze (Intersection)       |         |         |         |         |
| Dojo                                | 0.167*  |         |         |         |
| Flamenco                            | 0.135*  |         |         |         |
| Video Order                         |         |         | 0.237*** |         |
| CRF*Freeze (15)                     |         |         |         |         |
| 20                                  | -0.246*** |         |         |         |
| 28                                  | -0.250*** |         |         |         |
| 36                                  | -0.292*** |         |         |         |
| _cons                               | 0.237*  | 0.119   | -0.944*** | -0.736*** |

Note: *: $p<0.05$, **: $p<0.01$, ***: $p<0.001$

Fig. 15 Interaction plot of the manipulation effects on RvsI (y-axis). CRF on the X-axis, and a different line per freezing frequency.
intersection video due to fewer areas marked relevant. The resulting model after backward elimination can be seen in Table 4 (within-$R^2 = 0.67$; between-$R^2 = 0.02$; $\rho = 0.27$). Included in the model were: Freeze, Content, video order (as the difference between the first and the rest of the videos). Results showed a negative RvsI values for the Intersection video which significantly increased for the Dojo and Flamenco videos which for both resulted in positive values. In the Flamenco video the values were also significantly larger compared to the Dojo video. Furthermore, adding freezing events had a small effect. A difference between the first and the other videos was observed through the video order variable.

The last eye-tracking variable evaluated is PCLfix which refers to fixation data related to the perceptual and cognitive load. The mean fixation duration was 285 ms with standard deviation of 104 ms. The mean fixation count was 2.48 with standard deviation 0.46. Further analysis was done on the scale variable PCLfix, which interaction plots are visible in Fig. 16. The resulting model after backward elimination is displayed in Table 5 (within-$R^2 = 0.14$; between-$R^2 = 0.14$; $\rho = 0.37$). Results showed a significant positive effect of CRF values 20, 28, and 36 compared to the CRF 15 conditions, however, they do not differ significantly among each other. Freezing also was found to have a significant effect, it was found that increasing the freezing frequency the PCLfix would increase likewise. Significant interaction effects between Freezing and CRF showed that for CRF 20, 28, and 36 the effect of Freezing decreased to almost nothing as the difference between the CRF 15 and other values was smaller for the low and high freezing condition. Furthermore, the PCLfix was significantly higher in the Dojo video compared to the Intersection and Flamenco video.

Intermediate discussion In the second step, the effects of the manipulations on participants eye movements and visual attention was evaluated to test whether they induced selective attention [19] and/or influenced the fixation duration [19, 43]. It was hypothesized (H2a and H2b) that degrading the video quality and adding freezing events would increase the PCL and thus increase the selective attention and the average fixation duration. Furthermore, it was expected that visual attention was affected by the natural content of the video and that videos with higher motion activity resulted in an increase in selective attention and the average fixation duration.

Results show participants on average looked at 50% of the total 360-degree horizontal field. As expected in H2a, for the degraded videos it was found that participants looked at a smaller area compared to the reference video. However, no difference between the degraded videos
themselves was observed. As expected in H2b, it was found that content influences where people look and at how much of the total field they look. Looked at. For example, in the Dojo video, there was action covering more of the 360-degrees which can be observed in the data as well. On average, 64% of the total fixations were on relevant areas. Against the expectation of H2a, quality degradations do not have an effect on the selectiveness of attention. More selective attention was, however, observed after repeating the same video. Additionally, the average fixation duration was also found to increase in the degraded videos compared to the reference but did not differ among the degradations self (H2a). Freezing events affected the visual attention, as expected in H2a, except for the AreaX for which the effect of freezing was due to the spinner.

3.2.3 Effects of visual attention on quality perception

In the third part of the analysis, these were combined to test how eye movements were related to the quality perception. In this part of the analysis, hypothesis H2d and H2e were tested.

The resulting model after backward elimination can be seen in Table 4 column “QoE part 3”, (within-$R^2 = 0.44$; between-$R^2 = 0.01$; rho = 0.65). Only PCLfix, RvsI, the interaction between PCLfix and CRF, and the interactions between RvsI and CRF and Freeze were additionally included in the final model. Of these only the interaction effects between RvsI & CRF and RvsI & Freeze were found to be significant. The contribution of the other eye-tracking variables (AreaY, and AreaY) to the model and their effects were too small to be included. Comparing results to the model without eye tracking data a negative effect of CRF, which is especially strong for CRF 36 is still observed. The effect of CRF is larger and more exponential for the Dojo and Flamenco video. Freezing frequency also still have a negative effect on the QoE, this effect is smaller in conditions with higher CRF values. The video order was also found to have small negative effect. A significant interaction effect between RvsI and CRF was found. In the CRF 20 (B = 0.181) and 28 (B = 0.201) conditions, RvsI had a positive moderating effect on the QoE which shifts to a negative moderating effect for negative RvsI values (Fig. 17). For higher values of RvsI this resulted thus in videos in the CRF 20 and 28 conditions to be rated higher than the reference (CRF 15). The interaction effect between RvsI and CRF 36 was not significant, keeping it constant for all RvsI values. Due to this the difference between CRF 36 and CRF 28 and 20 increases as the RvsI increases as well. Finally, there was a significant negative interaction effect between RvsI and Freeze, resulting the effect of RvsI to be smaller in the low and high freezing conditions (Fig. 17, right). RvsI was the only eye-tracking variable with effects on the QoE, however, as the manipulations were not found to affect RvsI (part 2), mediation was ruled out. Furthermore, a large rho of 0.65 shows that in the final model still 65% of the variance is still explained on participant level. Including eye tracking data in the model was not able to explain part of this variance.

Intermediate discussion In the third part of the analysis, the relation visual attention to the QoE is tested by including the eye tracking variables in the analysis of part 1. It was hypothesized that looking at moving objects moderates the effect of quality degradations and freezing events (H2d and H2e). Furthermore, it was expected that selective attention and focus as measures of PCL would (partially) mediate the effects of the manipulations (H2f). Additionally, individual differences in viewing behaviour were observed and it was therefore tested whether that could (partially) explain
the individual differences in subjective ratings. In H2c it was expected that the proportion of the total viewing space that was looked at is related to the QoE.

Against the expectation of H2c, AreaY was found to have no relation to the QoE, meaning that the proportion of the total viewing space looked at does not influence the quality perception or experience. Comparing the model of the first and the third part, RvsI had a significant interaction effect with both CRF and Freeze. In other words, the amount people look at relevant areas influences how the IFs influence the QoE. These results are partly in line with H2d as looking at moving objects was found to only have a small but positive moderating the effect on the effect of low and medium compression. The effects of freezing events were moderated by looking at moving objects as was expected in H2e; freezing is experienced as more intense when it disrupts the course of movements in the user’s field of attention.

Additionally, as the manipulations had some effects on the eye-tracking data, it was tested whether the eye tracking variables mediated any of the manipulation effects. However, this was found not to be the case, neither when removing outliers from the data or only testing data of later videos or of bad quality videos. These findings are thus not in line with H2f. Further comparing the two models, part 3 does not explain much more of the variance as the variance on participant level remains large. Adding visual attention variables does thus not further explain individual differences in QoE.

4 Discussion

This article tries to provide insights into users’ visual behaviour and QoE in VR 360-videos. Observations and heatmaps showed that participants’ attention was drawn to faces, moving objects, and surprising/unexpected events. It is known that people have an attentional bias towards faces [2]. Looking at signs and text can be explained by the desire to orient in one’s environment. Thus, these human attentional behaviours as they have been observed in reality, were also observed in the VR environment. However, differences in visual behaviour between participants in a free viewing quality assessment were observed too. People’s behaviour differs in terms of how much they looked around, how much they would look to the surroundings and whether they would be distracted by the spinner. Similar for most people was that they would look around less and focus more on one area after watching the same video several times.
Furthermore, the attention maps show indications of selective attention in videos with lower quality and/or freezing events which were further tested in the statistical analysis.

### 4.1 Manipulations and the subjective experience

The first part of the analysis provides answers to research question 1a: “How do video quality degradations, freezing events, and content relate to the QoE?” and research question 1b: “What is the threshold for an acceptable QoE (MOS > 3.5) regarding these influence factors?”

The overall QoE of the 360-videos was found to be rather low, even the visually lossless reference video would not reach a MOS of 4 (good). This shows that 4 K resolution is alright if an acceptable QoE is sufficient. However, to provide users with good quality and a more pleasant experience, higher resolutions may be required which in turn has higher bandwidth demands. Furthermore, as expected, it was found that quality degradations negatively influence the QoE. Overall, it was found that for 360-videos encoded in 4 K resolution and CRF 28 were rated on the border of acceptance. Adding a single freezing event, however, immediately drops the QoE below the acceptable level of MOS = 3.5; even in the high-quality videos. These findings support the results of [33, 38]. Thus, based on results from prior studies and the current article, one could thus argue that in the trade-off between bandwidth requirements and user satisfaction, increasing the compression and in this way avoiding freezing events would result in a better experience compared to maintaining a high-quality video with more risk of the occurrence of freezing. It should be noted that the effect of quality degradation was found to be stronger for videos with higher motion activity. Therefore, it would be recommended to compress these videos less if acceptable quality is desired.

In contrast to expectations, the subjective PCL was overall rated low, indicating that at least in the situation of the current study, watching 360-videos did not put much load on the participants. Merely in the lowest quality condition and with added freezing events, a minor increase was observed. As there are many aspects that can influence a person’s PCL, a large effect was not expected. However, the size of the found effects and $R^2$ of the model are so small that the impact on the experience appears to be minimal. It could be concluded that under the conditions tested in this article, PCL does not cause any serious issues for QoE of 360-videos.

Cybersickness was also reported to be very low in all conditions, as the group means would never surpass MOS = 1.4. This is interesting, since other studies such as, for example, Tran, et al. (2017) [38], found cybersickness to be a prominent problem in 360-videos. 93% of the participants experienced symptoms. It was also expected that the disruptions due to freezing events could cause discrepancies in movements, which in turn cause confusion and cybersickness symptoms [26]. It must be noted that all videos in the current study had a static camera position which could play a role here. Freezing events were found to influence the cybersickness, however, this effect was very small. Some participants did mention to be more annoyed by freezing events when there is more movement in the video. The occurrence of cybersickness also appeared to be more participant dependent. In conclusion, the level of cybersickness remains low across all conditions, showing that cybersickness is not an issue and is not seriously affected by quality degradations or freezing events, at least not for static camera positions.

### 4.2 Manipulations and visual attention

Effects on the area looked at in the vertical dimension were discarded due to a low $R^2$ and based on that heatmap showed that there was not much exploration in the vertical dimension.
The remaining data of the second part of the analysis was used to answer research question 2a: “How do video quality degradations, freezing events and content influence the viewer’s eye movements?”. On average 50% of the total horizontal area was looked at. Half the available viewing space was left unobserved. Furthermore, the area looked at was smaller in the degraded videos compared to the reference video. As the reference video was shown first, an order effect between the first and the remainder of videos could be a likely explanation. Repetition of the videos could therefore also explain the low average proportion that was looked at, as after the first time, less exploration and orientation were needed. The effect of freezing on the area looked at in the x-dimension was mediated by the total fixation duration on the spinner. Video content also matters. In the Dojo video participants looked at a larger area compared to the Intersection and Flamenco video.

Quality degradations did not influence selective attention. This is not in line with prior expectations. Following the theory by [19] global quality distortions did not cause more selective attention. This could be a sign that the distortions did not cause substantial annoyance such that perceptual and cognitive overload occurs. However, an increase in selective attention was observed after watching a video once. This could be interpreted as a form of late selective attention as the scene had already been evaluated during the first time the video was watched. Additionally, results show an increase in fixation duration and a decrease in fixation count (more focus) between the reference video and the quality degradations. However, these degraded videos did again not differ from each other, and an order effect is a potential explanation. The first time watching a video invites exploration, which would, following the theory, be the optimal level of load. Once the video is known, watching the same video could quickly become boring and unchallenging, resulting in under load and thus lower fixation counts and longer average fixation durations Wang, et al. (2014) [41]. Furthermore, freezing events increased the focus. Considering the study by [33] showing freezing does cause annoyance which is associated with cognitive load [10].

4.3 Relation between visual attention and the QoE

In the final step of the analysis, the eye-tracking data was added to the model on the QoE to test whether the gaze position influences the relationship between our independent variables and QoE. In 360-videos, different people may look at different parts or proportions of the available omnidirectional space; people are not exposed to the same view and might have different experiences. However, the area looked at was excluded from the model as it did not contribute significantly to the QoE. This means that even though people look at different parts of their 360-degree surroundings, this does not result in different quality perceptions or experiences. The resulting model is visualized in Fig. 18.

As no (partially) mediating effects were found of selective attention and/or focus, perceptual and cognitive overload cannot further explain why quality degradations and freezing events have a negative effect on the QoE. Neither subjective evaluations nor the eye-tracking data showed a clear relation between the manipulations, PCL and the QoE. The manipulations did not influence the PCL, such that selective attention and more focus occurs or have a significant influence on the users’ experience.

What the model does show is how the ratio of the extent to which participants look at relevant versus irrelevant areas moderates the effect of CRF 20 and 28. In good and medium quality conditions, if participants look more at relevant areas (which are in general the moving objects), they would rate the QoE higher. In line with the theory on masking and contrast
sensitivity [21], attending to movement would make people less sensitive for other details, such as quality distortions which could, therefore, be noticed less resulting in the higher QoE rating. Depending on the condition and the effects of other factors, this can result in the degraded videos being rated higher than the reference video. For the Intersection video, for example, it occurred more often that a degraded video was rated higher than the reference compared to the other two videos. The effect of CRF was already found to be smaller in the Intersection video, thus differences were already less visible, and thus combined with the masking effect even less. Additionally, previously watched videos and memory could play a role as well. After seeing the worst quality, videos with CRF 20 could be perceived of higher quality due to the contrast. If the memory of the reference quality and rating is ceasing it can occur that a degraded video is rated higher than the reference. The effect of RvsI was absent in the CRF 36 conditions, indicating that the quality degradation is prominent enough to overcome temporal masking, the negative effect on the QoE is equally present regardless of how much one looks at moving objects. The effect of CRF 36 being constant means that as participants look more at moving objects, the difference in perceived quality and experience between CRF 36 and CRF 20 and 28 increases.

How much one looks at relevant areas was also found to have a moderating effect on the effect of freezing. The effect becomes more negative when people look more at moving objects. Movements are being disrupted as the images freezes; when looking at these movements this disruption is more salient and can thus cause more annoyance to the person.

4.4 Application and further research

Results from the subjective ratings may be used in the development of 360-video technology and applications regarding the trade-off between bandwidth requirements and user satisfaction.
In case of network resources reaching their limits, delays and freezing should be avoided. To save bandwidth quality could be degraded quite a bit before its negative effects are worse than those of freezing. Additionally, videos with more motion activity should be compressed less to remain an acceptable quality perception.

This article showed that visual attention on movement has a small effect on quality perception and experience. Accounting for effects of motion in salient regions alone might not be enough to successfully improve objective metrics by implementing visual attention. Therefore, if we want to include human perception in objective metrics, more research on possible other relations between visual attention and the QoE would be needed. For example, the effects discussed in this article are related to the visual attention on natural content (movements), a next step would, for example, be to study the relation of visual attention on (local) distortions and the QoE.

On a final note, based on the findings of the current study, the quality of VR 360-videos is not optimal yet. Where 4 K is considered a good resolution in 2D video, almost all video conditions in this study were rated only just above or below an acceptable level. Furthermore, the HMD screen is perceived as grainy, and it is uncomfortable to watch for a longer period. Some participants, for example, commented that it is quite frustrating they cannot see certain details they would be able to see in real life. Possibly, due to the more immersive experience of the VR environment, they expect a certain level of quality as they would expect in the natural world. As a more immersive environment has been linked to better experiences Salomoni, et al. (2017) [32], it would be interesting to study how the immersiveness is related to quality expectations and thus perception. Overall, more work and improvement are required to make streaming 360-video a successful, and pleasant experience. It is important that streaming in higher resolutions videos become more feasible and available. Additionally, HMDs could be further improved to be able to handle these higher resolutions.

4.5 Limitations

4.5.1 Technical limitations

The eye-tracking software could not show uncompressed material and took up too much CPU causing the program to freeze. The reference videos were compressed slightly, but still on a visually lossless level. Additionally, the reference had to be shown separately, causing a possible order effect as the reference was always shown first.

The AOI’s on which large part of the analysis is based had to be defined manually. This was done with most care and precision based on theory and a pilot. However, it remained a subjective task.

Furthermore, the spinner was only placed in one position during the freezing events which would significantly draw participants attention to the centre. In future studies and applications making use of spinners, it should be carefully considered where to place them.

Finally, there was no audio included in the current study to isolate the effects which were studied.

4.5.2 Experience related limitations

Some participants had indicated they did not see much difference between the videos, which was also visible in the data. This, on the one hand, shows that there are individual differences
between people regarding quality perception. However, videos could have been degraded even further to have larger differences.

Participants also indicated they were quite focused on comparing videos and their own answers. This behavior would distract them from observing and experiencing video material.

Finally, it could get boring seeing the same video repeatedly. Randomization should account for this.

5 Conclusion

360-video is a video format that is currently growing in popularity and even though QoE research on 2D video streaming is well established, little is done yet on 360-video. 360-video brings new challenges and experiences along. Applying QoE theory and methods from 2D video streaming is not trivial and more research is one 360-video specifically is needed. QoE assessment metrics are still in development and subjective methods have yet to be standardized. The key contributions of this article are to provide subjective data on the effects of quality degradations, freezing, and content on the QoE; and to evaluate visual attention as influence factor in the QoE assessment.

The overall Quality and Experience was rated rather low, and answers varied a lot among participants. Degrading the quality does not have much impact on the QoE up until the threshold (here CRF 28), after which the QoE dropped. Freezing events drop the QoE below acceptable level in any condition. In general, higher qualities for 360-video would be required. However, if network resources are limited, more compression would be desired to avoid freezing. Furthermore, the results of this article show that PCL and cybersickness do not cause any serious issues for the QoE and are not much affected by the manipulations.

The effects of the manipulation on visual attention were minimal. It was found that attention was mainly directed by content, but also by surprising elements such as for example the spinner. It can be concluded that freezing does alter the visual attention, but that switching between different levels of degradation does not cause any changes and has thus no consequences for the experience in that way. If network resources are limited more compression would be preferred over freezing, which should be avoided.

Including eye-tracking metrics in the model did not further explain individual differences in subjective ratings as found in part 1. The proportion of the total viewing area looked at did not have any relation to the QoE. The only effect found was a small moderating effect. When looking more at moving objects, participants get less sensitive for quality distortions and the effect of freezing becomes slightly more negative. Effects found are small and the variance on participant-level remains high. Implementation of visual attention based on these results alone is most likely not enough to successfully improve objective QoE metrics. To do so, more research on other relations between visual attention and the QoE would be required.
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