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We present a numerical method for the study of correlated quantum impurity problems out of equilibrium, which is particularly suited to address steady state properties within Dynamical Mean Field Theory. The approach, recently introduced in [Arrigoni et al., Phys. Rev. Lett. 110, 086403 (2013)], is based upon a mapping of the original impurity problem onto an auxiliary open quantum system, consisting of the interacting impurity coupled to bath sites as well as to a Markovian environment. The dynamics of the auxiliary system is governed by a Lindblad master equation whose parameters are used to optimize the mapping. The accuracy of the results can be readily estimated and systematically improved by increasing the number of auxiliary bath sites, or by introducing a linear correction. Here, we focus on a detailed discussion of the proposed approach including technical remarks. To solve for the Green’s functions of the auxiliary impurity problem, a non-hermitian Lanczos diagonalization is applied. As a benchmark, results for the steady state current-voltage characteristics of the single impurity Anderson model are presented. Furthermore, the bias dependence of the single particle spectral function and the splitting of the Kondo resonance are discussed. In its present form the method is fast, efficient and features a controlled accuracy.
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I. INTRODUCTION

Correlated systems out of equilibrium have recently attracted increasing interest due to the significant progress in a number of related experimental fields. Advances in microscopic control and manipulation of quantum mechanical many-body systems within quantum optics, and ultra cold quantum gases, for example in optical lattices, have long reached high accuracy and versatility. Ultrafast laser spectroscopy offers the possibility to explore and understand electronic dynamics in unprecedented detail. Experiments in condensed matter nanotechnology, spintronics, molecular junctions, and quantum wires or quantum dots are able to reveal effects of the interference of few microscopic quantum states. The non-equilibrium nature of such experiments does not only offer a new route to explore fundamental aspects of quantum physics, such as non-equilibrium quantum phase transitions, the interplay between quantum entanglement, dissipation and decoherence, or the pathway to thermalization, but also suggests the possibility of exciting future applications.

Addressing the dynamics of correlated quantum systems poses a major challenge to theoretical endeavors. In this respect, quantum impurity models help improving our understanding of fermionic many-body systems. In particular, the single-impurity Anderson model (SIAM) which was originally devised to study magnetic impurities in metallic hosts, has become an important tool in many areas of condensed matter physics. Most prominently, it features non-perturbative many-body physics which manifest in the Kondo effect. It provides the backbone for all calculations within dynamical mean field theory (DMFT) a technique which allows to understand the properties of a broad range of correlated systems and becomes exact in the limit of infinite dimensions. The basic physical properties of the SIAM in equilibrium are quite well understood thanks to the pioneering work from Kondo, renormalization group calculations, as well as perturbation theory and the mapping to its low energy realization, the Kondo model.

The SIAM out of equilibrium provides a description for several physical processes such as, for example, non-linear transport through quantum dots, correlated molecules, or the influence of adsorbed atoms on surfaces or bulk transport. As in the equilibrium case, the solution of the SIAM constitutes the bottleneck of non-equilibrium DMFT calculations. Therefore, accurate and efficient methods to obtain dynamical correlation functions of impurity models out of equilibrium are required in order to describe time resolved experiments on strongly correlated compounds ant to understand their steady state transport characteristics.

However, nonequilibrium correlated impurity models still pose an exciting challenge to theory. Our work addresses this issue with special emphasis on the steady state. But before introducing the present work in Sec. we briefly review previous approaches. In recent times a number of computational techniques have been devised to handle the SIAM out of equilibrium. Among them are scattering-state BA, scattering-state NRG (SNRG), non-crossing approximation studies, fourth order Keldysh PT, other perturbative methods in combination with the renormalization group (RG), iterative summation of real-time path integrals, time dependent NRG, flow equation techniques, the time dependent density matrix RG applied to the SIAM, non-equilibrium cluster PT (CPT), the non-equilibrium variational cluster approach (VCA), dual fermions, the func-
tional RG (fRG)\textsuperscript{[52,53]} diagrammatic QMC\textsuperscript{[51,55]} continuous
time QMC (CT-QMC) calculations on an auxiliary
system with an imaginary bias\textsuperscript{[50]} super operator
technique,\textsuperscript{[49]} many-body PT and time-dependent density
functional theory\textsuperscript{[53]} generalized slave-boson methods\textsuperscript{[51]}
real-time RG (rtRG)\textsuperscript{[55]} time dependent Gutzwiller mean-field calculations \textsuperscript{[96]}
and generalized master equation approaches.\textsuperscript{[29]}
Comparisons of the results of some of these
methods are available in literature\textsuperscript{[77,80,82,85,86–90]}
and time scales have been discussed in Ref. \textsuperscript{[100]}

Despite this large number of approaches, only a limited
number of them is applicable to non-equilibrium
DMFT, and very few are still accurate for large times in
steady state. Beyond the quadratic action for the Falicov
Kimball model\textsuperscript{[28,101,102]} iterated PT (IPT)\textsuperscript{[33]}
umerical
renormalization group\textsuperscript{[45]} real time QMC\textsuperscript{[55,103]} the
noncrossing approximation (NCA)\textsuperscript{[103,105]} and recently
Hamiltonian based impurity solvers\textsuperscript{[106]} have been applied
in the time dependent case. Some of the above
approaches, such as QMC\textsuperscript{[29]} and DMRG\textsuperscript{[23]}
are very accurate in addressing the short and medium-time dynamics, but
in some cases the accuracy decreases at long times and
a steady state cannot be reliably identified. Some other
methods are perturbative and/or valid only in certain
parameter regions or for restricted models.
RG approaches (e.g., Ref. \textsuperscript{[61]}) are certainly more appropriate to identify
the low-energy behavior.

A. Present work

In this paper we discuss a method, first proposed in
Ref. \textsuperscript{[61]} which addresses the correlated impurity problem
out of equilibrium, and is particularly efficient for the
steady state. The accuracy of the results is controlled
as it can be directly estimated by analyzing the
bath hybridization function (details below). Here, we
extend, test and provide details of this approach and its
implementation. The basic idea is to map the impurity
problem onto an auxiliary open system, consisting of
a small number of bath sites coupled to the interacting
impurity and additionally, to a so-called Markovian
environment\textsuperscript{[102]} The parameters of this auxiliary open
quantum system are obtained by optimization in order to
represent the original impurity problem as accurately as
possible. The auxiliary system dynamics are governed by
a Lindblad Master equation which is solved exactly with
the non-hermitian Lanczos method. The crucial point
is, that the overall accuracy of the method is thus solely
determined by how well the auxiliary system reproduces
the original one. This can be, in principle, improved by
increasing the number of auxiliary bath sites.

In the present study we provide convincing benchmarks for the steady state properties of the SIAM
coupled to two metallic leads under bias voltage. We include
a discussion of convergence as a function of the number of
bath sites and present a scheme to estimate the error and
partially correct for it. In its presented form the method
is fast, efficient and is directly applicable to steady state
dynamical mean field theory\textsuperscript{[51]} for which previously sug-
gested methods are less reliable. Extending the method
to treat time dependent properties and multi-orbital sys-
tems is possible, in principle, however with a much heavier
computational effort.

The paper is organized as follows: In Sec. II A the
SIAM under bias voltage is introduced. In Sec. II B
we introduce non-equilibrium Green’s functions and in
Sec. II C and II D we outline the auxiliary master equa-
tion approach where we also focus on details of our partic-
ular implementation. Results for the steady state, includ-
ing the equilibrium situation are presented in Sec. III
This includes the steady state current-voltage character-
istics which we compare with exact results from Matrix
Product State (MPS) time evolution\textsuperscript{[24]} as well as data for
the spectral function under bias which we compare with
non-equilibrium NRG.\textsuperscript{[53]} We conclude and give an
outlook in Sec. IV.

II. AUXILIARY MASTER EQUATION

APPROACH

As discussed above, the method is particularly suited
to deal with non-equilibrium steady state properties
caused by different temperatures and/or chemical poten-
tial in the leads of a correlated quantum impurity sys-
tem. As such, it can be readily used as impurity solver
for non-equilibrium DMFT.\textsuperscript{[28,61]} Here we illustrate its
application to the fermionic SIAM with two leads having
different chemical potentials, and, in principle, different

temperatures.

A. Non-equilibrium single impurity Anderson
model

We consider a single Anderson impurity coupled
to electronic leads under bias voltage (see Fig. 1 (a))

\begin{equation}
\hat{H} = \hat{H}_{\text{imp}} + \hat{H}_{\text{res}} + \hat{H}_{\text{coup}}.
\end{equation}

The impurity orbital features charge as well as spin de-
grees of freedom and is subject to a local Coulomb repul-
sion \( U \)

Here \( f^\dagger f \) denote fermionic creation/annihilation operators
for the impurity orbital with spin \( \sigma \in \{\uparrow, \downarrow\} \) re-
spectively. The particle number operator is defined in the
usual way \( \hat{n}_\sigma = f^\dagger_f \) and the impurity on-site poten-
tial is \( \epsilon_f = (V_G - U/2) \), with gate voltage \( V_G = 0 \)
at particle hole symmetry. The impurity is coupled to two
noninteracting electronic leads \( \lambda \in \{L, R\} \) with disper-
sion \( \epsilon_{k\lambda} \)

\begin{equation}
\hat{H}_{\text{res}} = \sum_{\lambda k \sigma} (\epsilon_{\lambda} + \epsilon_{\lambda k}) f^\dagger_{k\lambda \sigma} c_{k\lambda \sigma}.
\end{equation}
The effect of a bias voltage \( \phi \) is to shift the chemical potential and the on-site energies of the two leads by \( \epsilon_\lambda = \pm \frac{e\phi}{2} \), respectively. For the energies \( \epsilon_{\lambda k} \) of the leads we will consider two cases: (i) Two tight-binding semi-infinite chains with nearest-neighbor hopping \( t \), corresponding to a semi-circular electronic density of states (DOS). In this case, the boundary retarded single particle Green’s function of the two uncoupled leads is given by \[ g_{\lambda}^R(\omega) = g_{SC,\lambda}^R(\omega) = \frac{\omega - \epsilon_\lambda - i \sqrt{4t^2 - (\omega - \epsilon_\lambda)^2}}{2t}, \] with a bandwidth of \( D_{SC} = 4t \). (ii) A constant DOS with a bandwidth \( D_{WB} = \pi t \), resulting in boundary Green’s function \[ g_{\lambda}^R(\omega) = g_{WB,\lambda}^R(\omega) = -\frac{1}{D_{WB}} \ln \left( \frac{\omega - \epsilon_\lambda - \frac{D_{WB}}{2}}{\omega - \epsilon_\lambda + \frac{D_{WB}}{2}} \right). \]

The choice \( D_{WB} = \pi t \) makes sure that the DOS at \( \omega = 0 \) of both lead types coincide. The leads are coupled to the impurity orbital by

\[ \mathcal{H}_{coup} = \sum_{\lambda \sigma} t'_\lambda \frac{1}{\sqrt{N_k}} \sum_k \left( c_{k\lambda\sigma}^d \sigma f_\sigma + f_\sigma^d c_{k\lambda\sigma} \right), \]

where we take the same hybridization \( t'_\lambda = -0.3162t \) for both leads, and \( N_k \to \infty \) is the number of \( k \) points.

Expressions presented below are valid for arbitrary temperatures, although we will show results for zero temperature only, which is numerically the most unfavorable case. The setup chosen here represents by no means a limitation of the method and extensions to more complicated situations, such as non-symmetric couplings, off particle-hole symmetry, etc. are straightforward.

### B. Steady state non-equilibrium Green’s functions

We are interested in the steady state behavior under bias voltage of the model described by Eq. (1). We assume that such a steady state exists and is unique112

We denote the single particle Green’s function of the impurity in the non-equilibrium Green’s function (Keldysh) formalism by \( G(\omega) = \begin{pmatrix} G^R(\omega) & G^K(\omega) \\ G^K(\omega) & G^A(\omega) \end{pmatrix} \).

Fourier transformation to energy \( \omega \) is possible since in the steady state the system becomes time translationally invariant. In that case, the memory of the initial condition has been fully washed away, so there is no contribution from the Matsubara branch. We will use an underline \( \cdot \) to denote two-point functions with the Keldysh matrix structure as in Eq. (4).

The Green’s function of the correlated impurity can be expressed via Dyson’s equation

\[ G^{-1}(\omega) = G_0^{-1}(\omega) - \Sigma(\omega), \]

where \( \Sigma(\omega) \) is the impurity self-energy. The noninteracting impurity Green’s function \( G_0(\omega) \) can be written in the form

\[ G_0^{-1}(\omega) = g_0^{-1}(\omega) - \Delta(\omega), \]

\( g_0(\omega) \) being the noninteracting Green’s function of the disconnected impurity and

\[ \Delta(\omega) = \sum_\lambda t'_\lambda^2 g_\lambda(\omega), \]

is the hybridization function of the leads (a \( 2 \times 2 \) Keldysh object, in contrast to the equilibrium case, where it is convenient to work in Matsubara space). We define an equilibrium Anderson width123 for each lead \( \Delta_0 = \frac{1}{2} \Im m (A^R(\omega = 0)) \approx 0.1t \). Below, we will use \( \Delta_0 \) as a unit of energy and in addition we choose \( \hbar = e = 1 \).

The boundary Green’s functions \( g_\lambda(\omega) \) of each disconnected lead is determined by (a) its retarded component \( g^K_\lambda(\omega) \) (either (2) or (3)), (b) its advanced component \( g^K_\lambda^A \), and (c) its Keldysh component, which satisfies the fluctuation dissipation theorem

\[ g^K_\lambda(\omega) = 2i (1 - 2p_F(\omega - \mu_\lambda)) \Im m(g^K_\lambda(\omega)). \]
since the disconnected leads are in equilibrium. Here, $p_f(\omega - \mu_f)$ is the Fermi distribution with chemical potential $\mu_f$. For the noninteracting isolated impurity one can take $(g_0^{-1})^R = \omega - \epsilon_f$, and $(g_0^{-1})^K = 0$, since infinitesimals $0^+$ can be neglected after coupling to the leads (unless there are bound states).

As usual, the presence of the interaction $U$ makes the solution of the problem impurity plus leads a major challenge both in equilibrium as well as out of equilibrium, which we plan to address in the present paper.

Similarly to the equilibrium case, the action of the leads on the impurity is completely determined by the hybridization function $\Delta(\omega)$, independently of how the leads are represented in detail. In other words, if one constructs a different configuration of leads (e.g. with more leads with different temperatures, DOS, etc.), which has the same $\Delta(\omega)$, i.e. the same $\Delta^R(\omega)$ and $\Delta^K(\omega)$ as Eq. (7), then the resulting local properties of the interacting impurity, e.g. the Green’s function $G(\omega)$ are the same. This holds provided the leads contain noninteracting fermions only.

The approach we suggested in Ref. [51] precisely exploits this property. The idea is to replace the impurity plus leads system (Eq. (1)) by an auxiliary one which re-produces $\Delta(\omega)$ as accurately as possible, and at the same time can be solved exactly by numerical methods, such as Lanczos exact diagonalization. Details on the construction of the auxiliary impurity system are given below.

The self energy $\Sigma_{\text{aux}}(\omega)$ of the auxiliary system, obtained by exact diagonalization, is used in analogy to DMFT [24,149] as an approximation to the physical self energy of the original impurity system. Inserting $\Sigma(\omega) \approx \Sigma_{\text{aux}}(\omega)$ into Eqs. (3), (4), together with the exact hybridization function $\Delta(\omega)$ yields an approximation for the physical Green’s function. From this, observables such as the current or the spectral function are then calculated. We emphasize that the accuracy of this approximation can be controlled by the difference between the $\Delta_{\text{aux}}(\omega)$ of the auxiliary system and the physical one $\Delta(\omega)$, and that this can be, in principle, systematically improved, as discussed below.

### C. Auxiliary open quantum system

The idea presented here is strongly related to the ED approach for the DMFT impurity problem in equilibrium [24,149]. Here, the infinite leads are replaced by a small number of bath sites, whose parameters are optimized by fitting the hybridization function in Matsubara space. The reduced system of bath sites plus impurity is then solved by Lanczos ED [129]. This approach cannot be straightforwardly extended to the non-equilibrium steady state case for several reasons: (i) since the small bath is finite, its time dependence is (quasi) periodic, i.e. no steady state is reached, (ii) there is no Matsubara representation out of equilibrium [121] thus, one is forced to use real energies but (iii) in this case \( \Im (\Delta_{\text{aux}}(\omega)) \) of the small bath consists of $\delta$-peaks and can hardly be fitted to a smooth $\Delta^R(\omega)$. The solution we suggested in Ref. [51] consists in additionally coupling the small bath to a Markovian environment, which makes it effectively “infinitely large”, and solves problems (i) and (iii) above. Specifically, we replace the impurity plus leads model (Eq. (1)) by an auxiliary open quantum system consisting of the impurity plus a small number of bath sites, which in turn are coupled to a Markovian environment.

The dynamics of the system (consisting of bath sites and impurity), including the effect of the Markovian environment is expressed in terms of the Lindblad quantum master equation which controls the time dependence of its reduced density operator $\hat{\rho}$ [104,122].

$$\dot{\hat{\rho}} = \hat{L}\hat{\rho}.$$  

The Lindblad super-operator, [123]

$$\hat{L} = \hat{L}_H + \hat{L}_D,$$

consists of a unitary contribution

$$\hat{L}_H\hat{\rho} = -i[\hat{H}_{\text{aux}}, \hat{\rho}],$$

as well as a non-unitary, dissipative term originating from the coupling to the Markovian environment

$$\hat{L}_D\hat{\rho} = 2 \sum_{\mu\nu=0}^{N_B} \sum_{\sigma} \left( \Gamma^{(1)}_{\mu\nu} \left( d_{\mu\sigma}^\dagger \hat{\rho} d_{\nu\sigma}^\dagger - \frac{1}{2} \hat{\rho} d_{\mu\sigma}^\dagger d_{\nu\sigma} \right) + \right.$$

$$\left. + \Gamma^{(2)}_{\mu\nu} \left( d_{\mu\sigma} d_{\nu\sigma}^\dagger - \frac{1}{2} \hat{\rho} d_{\mu\sigma} d_{\nu\sigma}^\dagger \right) \right),$$

where $[\hat{A}, \hat{B}]$ and $\{\hat{A}, \hat{B}\}$ denote the commutator and anti-commutator respectively. The unitary time evolution is generated by the Hamiltonian

$$\hat{H}_{\text{aux}} = \sum_{\mu\nu=0}^{N_B} \sum_{\sigma} E_{\mu\nu}^\dagger d_{\mu\sigma}^\dagger d_{\nu\sigma} + U d_{f_{\uparrow}}^\dagger f_{\uparrow} d_{f_{\downarrow}}^\dagger f_{\downarrow},$$

describing a fermionic “chain” ($E_{\mu\nu}$ is non-zero only for on-site and nearest neighbor terms). It is convenient to choose the interacting impurity at site $f = 0$ and $N_B$ auxiliary bath sites at $\mu, \nu = 1, \ldots, N_B$ (see Fig. 1). As usual, $d_{\mu\sigma}^\dagger$ create/annihilate the corresponding auxiliary particles. The quadratic form of the dissipator (Eq. (10b)) corresponds to a noninteracting Markovian environment. The dissipation matrices $\Gamma^{(k)}_{\mu\nu}$, $k \in \{1,2\}$ are hermitian and positive semidefinite [123]. The advantage of replacing the impurity problem by the auxiliary one described by Eqs. (9)-(11), is that for a small number of bath sites the dynamics of the interacting auxiliary system can be solved exactly by diagonalization of the super-operator $\hat{L}$ in the space of many-body density operators (see Sec. II D 2).
Intuitively, one can consider the effective system as a truncation of the original chain described by Eq. (1), whereby the Markovian environment compensates for the missing “pieces”. However, this would still be a crude approximation, and in addition, it would not be clear how to introduce the chemical potential in the Markovian environment (except for weak coupling). Our strategy, similarly to the equilibrium case, consists in simply using the parameters of the auxiliary system in order to provide an optimal fit to the bath spectral function \( \Delta(\omega) \). The parameters for the fit are, in principle, \( E_{\mu\nu} \) and \( \Gamma_{\mu\nu}^{(\kappa)} \). However, one should consider that there is a certain redundancy. In other words several combinations of parameters lead to the same \( \Delta(\omega) \). For example, it is well known in equilibrium that in the case of the one of the auxiliary system \( \Delta_{\text{aux}}(\omega) \) described by the noninteracting Lindblad equation \( \text{(10)} \) require the evaluation of \( \varrho_{\alpha} \) (cf. \[123\]), i.e. the solution of a noninteracting problem.

The accuracy of the results will be directly related to the accuracy of the fit to \( \Delta(\omega) \), and this is expected to increase rapidly with the number of fit parameters, which obviously increases with \( N_B \). On the other hand, also the computational complexity necessary to exactly diagonalize the interacting auxiliary system increases exponentially with \( N_B \). The fit does not present a major numerical difficulty, as the determination of the hybridization functions of both the original model (Eq. (7)), as well as the one of the auxiliary system \( \Delta_{\text{aux}}(\omega) \) described by the Lindblad equation \( \text{(10)} \) require the evaluation of \( \varrho_{\alpha} \) (cf. \[6\]), i.e. the solution of a noninteracting problem.

The fit is obtained by minimizing the cost function

\[
\chi(E_{\mu\nu}, \Gamma_{\mu\nu}^{(\kappa)}) = \sum_{\alpha \in \{R,K\}} \int_{-\infty}^{\infty} d\omega \left[ \Delta^\alpha(\omega) - \Delta_{\text{aux}}^\alpha(\omega; E_{\mu\nu}, \Gamma_{\mu\nu}^{(\kappa)}) \right]^2. \tag{12}
\]

with respect to the parameters of the auxiliary system. The advanced component does not need to be considered as \( \Delta^R = \Delta^{K^*} \). Of course, like in ED based DMFT, there exists an ambiguity which is related to the choice of the weight function \( W^\alpha(\omega) \), which also sets the integral boundaries. This uncertainty is clearly reduced upon increasing \( N_B \).

Depending on the expected physics, it might be useful to adopt a energy-dependent weight function. This could be used for example to describe the physics around the chemical potentials more accurately.

Once the auxiliary system is defined in terms of \( E_{\mu\nu} \) and \( \Gamma_{\mu\nu}^{(\kappa)} \), the corresponding interacting non-equilibrium problem Eq. \( \text{(10)} \) can be solved by an exact diagonalization of the non-hermitian super-operator \( \hat{\mathcal{L}} \) within the space of many-body density operators. The dimension of this space is equal to the square of the dimension of the many-body Hilbert space, and thus it grows exponentially as a function of \( N_B \). Therefore, for \( N_B \geq 4 \) a non-hermitian Lanczos treatment must be used. The solution of the noninteracting Lindblad problem is non standard (see e.g. Ref. \[125\]), and a method particularly suited for the present approach is discussed in Sec. \[II D 1\].

D. Green’s functions of the auxiliary Lindblad problem

In this section we present expressions for the Green’s functions of the auxiliary system. Specifically, we will derive an analytic expression for the noninteracting Green’s functions in Sec. \[II D 1\] and illustrate the numerical procedure to determine the interacting ones in Sec. \[II D 2\]. The derivations make largely use of the formalism of Ref. \[126\]; see also Ref. \[127\]. For an alternative appealing approach to the noninteracting case, see also Ref. \[128\].

All Green’s functions discussed in Sec. \[II D 1\] are the ones of the auxiliary system, which are different from the physical ones for \( N_B < \infty \).

The dynamics of the auxiliary open quantum system described by the super-operator \( \hat{\mathcal{L}} \) (Eq. \( \text{(10)} \)) can be cast in an elegant way as a standard operator problem in an augmented fermion Fock space with twice as many sites\[123\] \([126\] Specifically, one introduces “tilde” operators \( \tilde{d}_\mu/\tilde{d}_\mu^\dagger \) together with the original ones \( d_\mu/d_\mu^\dagger \). Introducing the so-called left-vacuum

\[
|I\rangle = \sum_S (-i)^{N_S} |S\rangle \otimes |\tilde{S}\rangle, \tag{13}
\]

where \( |S\rangle \) are many-body states of the original Fock space, \( |\tilde{S}\rangle \) the corresponding ones of the tilde space\[126\] and \( N_S \) the number of particles in \( S \). The non-equilibrium density operator can be written as a state vector in this augmented space

\[
|\rho(t)\rangle \equiv \varrho(t) |I\rangle. \tag{14}
\]

The Lindblad equation is rewritten in a Schrödinger like fashion\[123\]\[126\]

\[
\frac{d}{dt} |\rho(t)\rangle = \hat{\mathcal{L}} |\rho(t)\rangle, \tag{15}
\]

where now \( \hat{\mathcal{L}} \) is an ordinary operator in the augmented space. \( \hat{\mathcal{L}} = \hat{\mathcal{L}}_0 + \hat{\mathcal{L}}_i \) is conveniently represented in terms of the operators of the augmented space in a vector notation\[126\]

\[
d^\dagger = (d_0^\dagger, \ldots, d_N^\dagger, \tilde{d}_0, \ldots, \tilde{d}_{N_B}^\dagger). \tag{16}
\]

Its noninteracting part \( \hat{\mathcal{L}}_0 \) reads in the augmented space\[123\]\[126\]

\[
i\hat{\mathcal{L}}_0 = \sum_\sigma (d^\dagger \sigma \mathbf{h} - \text{Tr} (E + i\Lambda)) \tag{16}
\]

where \( \text{Tr} \) denotes the matrix trace and the matrix \( \mathbf{h} \) is given by

\[
\mathbf{h} = \begin{pmatrix} E + i\Omega & 2\Gamma_0^{(2)} \\ -2\Gamma_0^{(1)} & E - i\Omega \end{pmatrix}. \tag{17}
\]
Its interacting part has the form

\[ i\mathcal{L}_I = U d_f^\dagger d_f d_f^\dagger d_f \]

In this auxiliary open system, dynamic two-time correlation functions for two operators \( \hat{A} \) and \( \hat{B} \) of the system can be expressed as

\[
iG_{BA}(t_2, t_1) \equiv \langle \hat{B}_U(t_2) \hat{A}_U(t_1) \rangle = tr \left( \hat{B} \hat{A}_{t_1, t_2-t_1} \right) , \tag{18} \]

where \( \hat{\rho}_U \) is the density operator of the “universe” \( U \) composed of the system and Markovian environment, \( tr \) is the trace over the system degrees of freedom, \( tr_E \) the one over the environment, \( tr_{U}(\cdots) \) denotes the unitary time evolution of an operator \( \hat{O} \) according to the Hamiltonian of the universe \( \mathcal{H}_U \). Here,\(^107\)

\[
\hat{A}_{t_1, t} \equiv e^{-i\mathcal{H}_U t} \hat{\rho}_U(t_1) e^{i\mathcal{H}_U t} . \tag{19} \]

Notice that the time evolution of \( \hat{\rho}_U(t) \), as well as the one in Eq. (19), are opposite with respect to the Heisenberg time evolution of operators. This is the convention for density operators. For \( t = t_2 - t_1 > 0 \) one can use the quantum regression theorem\(^107\), which holds under the same assumptions as for Eq. (9). It states that

\[
\frac{d}{dt} |A_{t_1, t} \rangle = \mathcal{L} |A_{t_1, t} \rangle . \tag{20} \]

In the augmented space, in the same way as for (14)-(15), one can associate the operator \( \hat{A} \) with the state vector \( |A_{t_1, t} \rangle = \hat{A}_{t_1, t} |I \rangle \). For this vector, (20) translates into

\[
\frac{d}{dt} |A_{t_1, t} \rangle = \hat{\mathcal{L}} |A_{t_1, t} \rangle . \tag{21} \]

Considering its initial value (time \( t = 0 \))

\[
|A_{t_1, 0} \rangle = \hat{A} |\rho(t_1) \rangle , \]

the solution of (21) reads

\[
|A_{t_1, t} \rangle = e^{\hat{\mathcal{L}} t} \hat{A} |\rho(t_1) \rangle . \tag{22} \]

Therefore, we have for the correlation function (18) for \( t_2 > t_1 \), which we denote as \( G_{BA}(t_2, t_1) \)

\[
iG_{BA}^+(t_2, t_1) = \langle I | \hat{B} e^{\hat{\mathcal{L}} (t_2 - t_1)} \hat{A} |\rho(t_1) \rangle = \langle I | \hat{B} (t_2 - t_1) \hat{A} |\rho(t_1) \rangle , \tag{23} \]

where

\[
\hat{B}(t) := e^{-\hat{\mathcal{L}} t} \hat{B} e^{\hat{\mathcal{L}} t} , \tag{31} \]

is the non-hermitian time evolution of the operator \( \hat{B} \), and we have exploited the relation\(^126\) \( I | \hat{\mathcal{L}} = 0 \). For the steady state correlation function, which depends on \( t = t_2 - t_1 \), we have

\[
iG_{BA}^+(t) = \langle I | \hat{B}(t) \hat{A} |\rho_\infty \rangle , \tag{24} \]

where \( \rho_\infty \) is the steady state density operator. Since the quantum regression theorem only propagates forward in time, for \( t < 0 \) one has to take the complex conjugate of Eq. (18), which gives for the \( t < 0 \) steady state correlation function denoted as \( G_{BA}^- \):

\[
iG_{BA}^-(t) = -iG_{BA}^+(t)^* \tag{25} \]

Using (24), the steady state greater Green’s function for times \( t > 0 \) reads\(^130\)

\[
G_{\mu\nu}^{>\pm}(t) \equiv -i\theta(t) \langle d_\mu^<(t_1) d_\nu^>(t_1) \rangle_{t_1 \to \infty} = -i\theta(t) \langle I | d_\mu^<(t_1) d_\nu^>(t_1) |\rho_\infty \rangle . \tag{26} \]

We can use (24) also for the lesser Green’s function, however for \( t < 0 \)

\[
G_{\mu\nu}^{<-\pm}(t) = -G_{\nu\mu}^{>\pm}(t)^* . \tag{27} \]

For the Fourier transformed Green’s function, defined, with abuse of notation as

\[
G_{\mu\nu}^{>\pm}(\omega) = \int dt e^{i\omega t} G_{\mu\nu}^{>\pm}(t) , \tag{28} \]

relation (27) translates into

\[
G_{\mu\nu}^{<-\pm}(\omega) = -G_{\nu\mu}^{>\pm}(\omega)^* . \tag{29} \]

We need the retarded and the Keldysh Green’s functions

\[
G^R = G^{>\pm} - G^{<\pm} = G^{>\pm} + G^{<\pm} , \tag{30} \]

\[
G^K = G^{>\pm} + G^{<\pm} = G^{>\pm} + G^{<\pm} - h.c. , \]

whereby both relations hold for the time-dependent as well as for the Fourier transformed ones.

1. Noninteracting case

To solve the noninteracting Lindblad problem described by\(^116\) \( \hbar \) in\(^117\)\: \( \varepsilon = V^{-1} h V \),

\[
\varepsilon = V^{-1} h V , \tag{31} \]
where $\varepsilon$ is a diagonal matrix of eigenvalues $\varepsilon_\mu$. The non-interacting Lindbladian Eq. (16) can then be written as

$$i\dot{\rho}_0 = \bar{\xi} \varepsilon \xi + \eta,$$

in terms of the normal modes

$$\xi = V^{-1} d, \quad \bar{\xi} = d^\dagger V,$$  \hspace{1cm}  (32)

and a constant $\eta$. The normal modes still obey canonical anticommutation rules

$$\{\xi_\mu, \bar{\xi}_\nu\} = \delta_{\mu\nu},$$  \hspace{1cm}  (33)

but are not mutually hermitian conjugate.

The steady state $|\rho_\infty\rangle$ obeys the equation

$$\hat{L}|\rho_\infty\rangle = 0.$$

Let us now consider the time evolution (22) of a state initially consisting of the normal mode operators applied to the steady state density matrix:

$$e^{i\hat{L}_t} \xi_\mu |\rho_\infty\rangle = e^{i\hat{L}_t} \xi_\mu e^{-\hat{L}_t} |\rho_\infty\rangle = e^{i\varepsilon_t \xi_\mu} |\rho_\infty\rangle.$$

If $\Im m(\varepsilon_\mu) < 0$ this term diverges exponentially in the long-time limit, which would be in contradiction to the fact that $|\rho_\infty\rangle$ is a steady state, unless the state created by $\xi_\mu$ is zero. Therefore, we must have

$$\xi_\mu |\rho_\infty\rangle = 0 \text{ for } \Im m(\varepsilon_\mu) < 0.$$  \hspace{1cm}  (34a)

Similarly, we must have

$$\bar{\xi}_\mu |\rho_\infty\rangle = 0 \text{ for } \Im m(\varepsilon_\mu) > 0.$$  \hspace{1cm}  (34b)

These equations, thus, define the steady state as a kind of “Fermi sea”. In addition, by requiring that expectation values of the form

$$\langle I | \xi_\mu(t) \bar{\xi}_\nu | \rho \rangle,$$

do not diverge for large $t$, we obtain that

$$\langle I | \xi_\mu = 0 \text{ for } \Im m(\varepsilon_\mu) > 0,$$  \hspace{1cm}  (34c)

$$\langle I | \bar{\xi}_\mu = 0 \text{ for } \Im m(\varepsilon_\mu) < 0.$$  \hspace{1cm}  (34d)

From (34d) it follows that an expectation value of the form $\langle I | \xi_\mu \bar{\xi}_\nu | \rho_\infty \rangle$ vanishes for the case $\Im m(\varepsilon_\mu) < 0$. For $\Im m(\varepsilon_\mu) > 0$ we make use of the anticommutation rules (33) together with (34d) and the fact that $\langle I | \rho_\infty \rangle = \text{tr } \rho_\infty = 1$ and arrive at

$$\langle I | \bar{\xi}_\mu \xi_\nu | \rho_\infty \rangle = D_{\mu\nu},$$

where the matrix

$$D_{\mu\nu} = \delta_{\mu\nu} \theta(\Im m(\varepsilon_\mu)).$$

Similarly,

$$\langle I | \xi_\mu \bar{\xi}_\nu | \rho_\infty \rangle = \bar{D}_{\mu\nu} = \delta_{\mu\nu} - D_{\mu\nu}.$$

The expression for the steady state correlation functions of the eigenmodes $\xi_\mu$ of $\hat{L}_0$ can now be evaluated by considering that, due to the anticommutation rules the Heisenberg time evolution (23) gives

$$\xi_\mu(t) = e^{-i\varepsilon_\mu t} \xi_\mu, \quad \bar{\xi}_\mu(t) = e^{i\varepsilon_\mu t} \bar{\xi}_\mu.$$

Thus,

$$\langle I | \xi_\mu(t) \bar{\xi}_\nu | \rho_\infty \rangle = e^{-i\varepsilon_t \xi_\mu} \langle I | \xi_\mu \bar{\xi}_\nu | \rho_\infty \rangle = e^{-i\varepsilon_t \xi_\mu} D_{\mu\nu}.$$

In this way, the greater Green’s function for $t > 0$ becomes

$$iG_{0\mu\nu}^>(t) = \langle I | d_\mu(t) d_\nu^\dagger | \rho_\infty \rangle = \sum_\varsigma V_{\mu\varsigma} e^{-i\varepsilon_\varsigma t} D_{\varsigma\nu} (V^{-1})_{\varsigma\mu} = (V e^{-i\varepsilon t} \bar{D} V^{-1})_{\mu\nu},$$

where we have used (32). The Green’s functions are defined with operators $d_\mu/d_\nu^\dagger$ in the original Fock space, so that it is sufficient to know the first $N_B + 1$ rows (columns) of $V$ ($V^{-1}$). For this purpose we introduce

$$U = TV,$$

$$U^{-1} = V^{-1} T^\dagger,$$

whereby $T$ is a $(N_B + 1) \times (2N_B + 2)$ matrix, which in block form reads $T = (\mathbb{I} \quad 0)$. Notice that $U^{-1} \neq U(-1)$. With this, the Fourier transform (28) of (35) is given by (36)

$$G_0^>(\omega) = \left( U \frac{\bar{D}}{\omega - \varepsilon} U(-1) \right),$$

and $G_0^<(-\omega)$ is obtained with the help of (29). Similarly, the lesser Green’s function for $t < 0$

$$iG_{0\mu\nu}^<(t) = -\langle I | d_\nu(t) d_\mu^\dagger | \rho_\infty \rangle = -\sum_\varsigma V_{\nu\varsigma} e^{-i\varepsilon_\varsigma t} D_{\varsigma\mu} (V^{-1})_{\varsigma\nu} = -\left( U e^{-i\varepsilon t} D U(-1) \right)_{\mu\nu},$$

with the Fourier transform

$$G_0^<(\omega) = \left( U \frac{D}{\omega - \varepsilon} U(-1) \right),$$

and $G_0^<(\omega)$ is obtained from (29). Using (30), together with (36) and (37), we get

$$G_0^R(\omega) = U \frac{\bar{D}}{\omega - \varepsilon} U(-1) + \left( U \frac{D}{\omega - \varepsilon} U(-1) \right)^\dagger, \hspace{1cm} (38)$$

and for the Keldysh Green’s function using also (29)

$$G_0^K(\omega) = U \left( \frac{\bar{D}}{\omega - \varepsilon} + \frac{D}{\omega - \varepsilon} \right) U(-1) - \text{h.c.} \hspace{1cm} (39)$$
In principle, one could just carry out the diagonalization (31) and then evaluate (38) and (39) numerically, which is a rather lightweight task. However, it is possible to obtain a (partially) analytical expression for the Green’s functions. Indeed, a lengthy but straightforward calculation yields for the retarded one

$$G^R_0(\omega) = (\omega - E + i\Lambda)^{-1}.$$  \hspace{1cm} (40)

Similarly, for the Keldysh component of the inverse Green’s function we obtain

$$\left( G^{-1}_0 \right)^K = -G^R_0 G^K_0 G^A_0 = -2\Omega.$$  \hspace{1cm} (41)

To sum up, (40) and (41) are the main results of this subsection. To evaluate $\Delta_{\text{aux}}(\omega)$, one then uses (6), whereby one should consider that the matrix $G_0$ in Keldysh space is just the local one, i.e., in terms of the components local at the impurity $G_{0ff}$ and $G_{0ff}$:

$$G_0 \equiv \begin{pmatrix} G_{0ff} & G^K_{0ff} \\ 0 & G^A_{0ff} \end{pmatrix}.$$  

In turn, $G^K_{0ff}$, the $ff$ component of $G^K_0$ has to be obtained from (41) by the well-known expression $G^K_0 = -G^R_0 \left( G^{-1}_0 \right)^K G^A_0$.

2. Interacting case

The next step consists in solving the interacting auxiliary Lindblad problem described by (10) in order to determine the Green’s function and the self energy at the impurity site. This is done by Lanczos exact diagonalization within the many-body augmented Fock space.

First, the steady state $|\rho_\infty\rangle$ has to be determined as the right-sided eigenstate of the Lindblad operator $\hat{\mathcal{L}}$ with eigenvalue $l_0 = 0$. For convenience we introduce

$$\hat{\mathcal{L}} = i \hat{\mathcal{L}},$$  \hspace{1cm} (42)

which is a kind of non-hermitian Hamiltonian with complex eigenvalues $\ell$. The dimension of the Hilbert space can be reduced by exploiting symmetries similar to the equilibrium case. The conservation of the particle number per spin $N_\sigma$ is replaced here by the conservation of $\tilde{N}_\sigma = \tilde{N}_\sigma$. The steady state lies in the sector $N_\sigma = \tilde{N}_\sigma = 0$.

Starting from Eq. (26), the steady state greater Green’s function of the impurity reads in a non-hermitian Lehmann representation, for $t > 0$

$$G^\geq_{\mu\nu}(t) = -i \sum_n e^{-i|\ell_n|t} \langle I | d_\mu | R_n^{(+)} \rangle \langle L_n^{(+)} | d_\nu | \rho_\infty \rangle,$$

where the identity $\sum_n |R_n^{(+)} \rangle \langle L_n^{(+)} |$ in the sector $N_\sigma = \tilde{N}_\sigma = +1$ has been inserted, in terms of right ($|R_n^{(+)}\rangle$) and left ($\langle L_n^{(+)}|$) eigenstates of $\hat{L}$ with eigenvalues $\ell_n^{(+)}$, and $|I\rangle$ is the left vacuum [13]. Its Fourier transform reads

$$G^{\mu\nu}_{RR}(\omega) = \sum_n \frac{1}{\omega - \ell_n^{(+)} + i\eta} \langle I | d_\mu | R_n^{(+)} \rangle \langle L_n^{(+)} | d_\nu | \rho_\infty \rangle^*.$$  \hspace{1cm} (43)

The analogous expression for the lesser Green’s function $G^{\mu\nu}_{\text{LR}}(\omega)$ is obtained by inserting a complete set of eigenstates in the $N_\sigma - \tilde{N}_\sigma = -1$ sector and exchanging the elementary operators accordingly. $G^{\mu\nu}_{RR}(\omega)$ and $G^{\mu\nu}_{\text{LR}}(\omega)$ are obtained using Eq. (29), see also (29).

For a small number of bath sites $N_B \leq 3$ the dimension of the augmented Fock space is still moderate, and eigenvalues and eigenvectors can be determined by full diagonalization. For $N_B \geq 4$ a non-hermitian Lanczos procedure has to be carried out. Especially extracting the steady state is not an easy task, since it lies in the center of the spectrum. Details of our numerical procedure are given in App. A.

Once the interacting and non-interacting Green’s functions of the auxiliary system at the impurity site $G(\omega)$ and $G_{\text{0}}(\omega)$ respectively, are determined, the corresponding self energy is obtained via Dyson’s equation in Keldysh space Eq. (5). The individual components are explicitly

$$\Sigma^{R}(\omega) = 1/G^R_{\text{0}}(\omega) - 1/G^{RR}(\omega),$$

$$\Sigma^{K}(\omega) = -G^K_{\text{0}}(\omega)/|G^R_{\text{0}}(\omega)|^2 + G^{K}(\omega)/|G^{R}(\omega)|^2.$$  

As discussed in Sec. IB, this is used in the Dyson equation for the physical Green’s function.

III. RESULTS

In this section, results for the steady state properties of a symmetric, correlated Anderson impurity coupled to two metallic leads under bias voltage are provided. We assess the validity of the proposed method by discussing the fit of the hybridization function and outline how uncertainties are estimated. Results for the current voltage characteristics and the non-equilibrium spectral function are presented and compared with data from TEBD [22] and SNRG [23] calculations, respectively. The effect of a linear correction of the calculated Green’s functions is illustrated.

A. Hybridization functions

The optimal representation of the exact bath $\Delta(\omega)$ by the auxiliary one $\Delta_{\text{aux}}(\omega)$ is obtained by minimizing the cost function Eq. (12). In practice this is done by
employing a quasi-Newton line search. In particular, we chose an equal weighting of the retarded and the Keldysh component $W^R(\omega) = W^K(\omega) = \Theta(\omega_c - |\omega|)$. After finding our results to be robust upon different values for the cut-off $\omega_c$, as well as upon using different norms ($n = 1, 2$) in Eq. (12), we finally choose $\omega_c = 50 \Delta_0$ and consider imaginary parts $(\Im \{\Delta^R(\omega) - \Delta^\alpha_{aux}(\omega)\})^2$ in the cost function only. This is justified since $\Delta^\alpha_{aux}(\omega)$ is purely imaginary and the real part of $\Delta^R_{aux}(\omega)$ is connected to its imaginary part via the Kramers-Kronig relations. The asymptotic behavior of $\Delta^R_{aux}(\omega)$ is determined by $\Lambda_{ff}$ whereas the one of $\Delta^\alpha_{aux}(\omega)$ by $\Omega_{ff}$. Therefore, the correct asymptotic limit $\lim_{\omega \to \pm \infty} \Delta^\alpha_{aux}(\omega) = 0$ is guaranteed by taking $\Gamma^{(i)}_{ff} = \Gamma^{(2)}_{ff} = 0$, which results in $I^{(\alpha)}_{\mu f} = I^{(\alpha)}_{f \mu} = 0$ due to the requirement of semi-positive definiteness of $I^{(\alpha)}_{\mu \nu}$. Particle-hole symmetry allows for a further reduction of the auxiliary system parameters.

In this work we use an even number of auxiliary bath sites $N_B = 2, 4$, and 6 in a linear setup (see Fig. 1(b)) with an equal number to the left and to the right of the impurity (only Fig 6 displays one calculation for an odd number of bath sites). In Fig. 2 the obtained auxiliary hybridization functions are compared with the exact ones for various bias voltages. We find a quick convergence as a function of $N_B$, which degrades for large bias voltage $\phi$. The Fermi steps at the chemical potentials in $\Delta^\alpha_{aux}(\omega)$ cannot be properly resolved in the case of $N_B = 2$. Especially in the case of $\phi = 10 \Delta_0$ the auxiliary hybridization functions for $N_B = 6$ as well as for $N_B = 4$ agree fairly well with the exact one and capture all essential features, in particular the Fermi steps. The auxiliary bath develops spurious oscillations in $\Delta^R_{aux}(\omega)$ at the energies of the Fermi levels of the contacts. Here the discrepancy with $\Delta^R(\omega)$ is considerable in magnitude, but extends over small $\omega$-intervals, thus inducing only small errors in the self energies.

When following the absolute minimum of the cost function Eq. (12) as a function of some external parameter, such as, e.g., the bias voltage $\phi$, spurious discontinuities appear due to the fact that local minima cross each other. This occurs for large bias voltages and large $U$, and/or small $N_B$, for which the approach is more challenging. An example for such a situation is shown in Fig. 2 for the case $N_B = 4$, when comparing the hybridization functions just before and after such a crossing, i.e. for $\phi = 27 \Delta_0$ and $\phi = 28 \Delta_0$. Even though the changes in the exact hybridization function are only minor, $\Delta^\alpha_{aux}(\omega)$ displays a considerable difference. The influence of this spurious effect on observable quantities is shown in Fig. 3 (right panel, orange circles) for a different parameter set of $N_B = 6$ at around $\phi_c = 33 \Delta_0$. The artificial discontinuity in the current is caused by the shift of spectral weight in $\Delta^\alpha_{aux}(\omega)$.

To deal with these discontinuities, we adopt a scheme which is suitable for obtaining a continuous dependence.
of observables on external parameters and in addition, allows to estimate their uncertainties (see Fig. 3). We first identify a set of local minima of the cost function Eq. (12), obtained by a series of minimum searches starting with random initial values. These local minima are then used to calculate an average and variance of physical quantities, such as the current. We consider the distribution of local minima with a Boltzmann weight associated with an artificial “temperature”, whereby the value of the cost function Eq. (12) is the associated “energy”. This artificial temperature for the Boltzmann weight is chosen in such a way, that the averaged spectral weight of the hybridization function as a function of φ is as smooth as possible. Details are outlined in App. B. A possible pitfall however is, that physical discontinuities, i.e., real phase transitions could be overlooked. It is thus compulsory to additionally investigate the results for the absolute minima and for different bath setups carefully. This approach has a certain degree of arbitrariness. However, we point out that it only affects regions with large error bars in Fig. 3, i.e., large φ and large U for which also other techniques are less accurate.

**B. Current voltage characteristics**

After evaluating the interacting impurity Green’s function of the physical system according to Eq. (12) with the self-energy evaluated in Sec. II D, we are able to determine the steady-state current. This is done with the help of the Meir-Wingreen expression in its symmetrized form, where we have already summed over spin

\[ j = i \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \left( (\gamma_L(\omega) - \gamma_R(\omega)) G^< (\omega) \right. \\
\left. + (p_{F,L}(\omega)\gamma_L(\omega) - p_{F,R}(\omega)\gamma_R(\omega)) \left( G^R(\omega) - G^A(\omega) \right) \right) , \]

\[ \gamma_\lambda(\omega) = -2|t_\lambda|^2 3m (g^R(\omega)) \]

are the “lead self-energies” and \( p_{F,\lambda}(\omega) = p_F(\omega - \mu_\lambda) \) denotes the Fermi distribution of lead λ with chemical potential \( \mu_\lambda \).

To quantify the accuracy of the method we compare the results for the current voltage characteristics with quasi exact reference data from TEBD. We find very good agreement for interaction strength \( U < 12 \Delta_0 \). Since in this paper we want to benchmark the approach in “difficult” parameter regimes, in the following, we will discuss \( U \geq 12 \Delta_0 \) only. In Fig. 3 we display data for \( U = 12 \Delta_0 \) and \( U = 20 \Delta_0 \). The data points and error bars shown are obtained by using the averaging scheme as described in App. B. For the universal physics at small and medium bias voltages \( \phi \lesssim 20 \Delta_0 \), the current as a function of the auxiliary system size (\( N_B \in \{2, 4, 6\} \)) converges rapidly to the expected result. The convergence is even monotonic in a broad region of the parameter space. The zero bias response is linear for all \( N_B \) and approaches the results expected from the Friedel sum rule, \[ j(\phi = 0^+) = 2 \frac{\Delta_0}{\phi} \] quickly for increasing \( N_B \). For \( U = 12 \Delta_0 \) already the \( N_B \geq 4 \) results yield a good reproduction of the current in this bias regime. For \( U = 20 \Delta_0 \) and \( \phi \gtrsim 20 \Delta_0 \) a larger difference between the \( N_B = 4 \) and \( N_B = 6 \) results is observed. Notice that also other available methods do not yield a satisfactory result in

![Figure 3: (Color online) Current j vs. voltage φ for the model with tight-binding leads and on-site interaction \( U = 12 \Delta_0 \) (left) and \( U = 20 \Delta_0 \) (right). Results for three different auxiliary systems with \( N_B \in \{2, 4, 6\} \) are displayed and compared with reference data from TEBD (magenta dotted and ×).](image-url)
this parameter regime. In the lead dependent high bias regime the fit becomes more challenging and large variances appear in the calculated quantities. This indicates the presence of many competing local minima with similar values for the cost function whose value tends to increase with increasing \( \phi \). For \( \phi \geq 40 \Delta_0 \) the densities of states of the left and the right contact do not overlap anymore and the current has to vanish. This limit cannot be exactly reproduced by the proposed approach due to spurious long-range Lorentzian tails present in the auxiliary Markovian environment. Nevertheless, \( j(\phi = 40 \Delta_0) \) approaches zero as one increases the number of bath sites. This holds true for quantities obtained at the absolute minimum of the cost function as well as for averaged ones.

To extrapolate our results to larger \( N_B \), a scheme for linear corrections is discussed in App. C. Data for \( N_B = 2, 4 \) and \( N_B = 4, 6 \), whereby “lc” denotes “linear correction”, is shown in Fig. 3. For large \( U = 20 \Delta_0 \) and small to medium bias voltages \( \phi \lesssim 20 \Delta_0 \), a solid improvement towards the TEBD reference values is observed (see inset Fig. 3). Correction ratios \( r \) (see App. C) close to one indicate a good applicability of the linear correction scheme. We find on average \( r \approx 0.75 \) for \( \phi \lesssim 20 \Delta_0 \) (\( N_B = 2, 4 \)). In the high bias regime, however, the linear correction cannot be applied with large magnitude and \( r \) drops below 0.5 for \( N_B = 2, 4 \). Nevertheless, the calculation of the effective, auxiliary hybridization function \( \Delta_{aux, r}(\omega) \) as described in App. C successfully avoids an “over-correction” of the current values and automatically allows one to estimate the reliability of the results.

Judging from the larger uncertainty from the averaging procedure and the strong effects of the linear corrections, we conclude that the high bias regime is more sensitive to the details of the fitting, auxiliary hybridization function. The universal low and medium bias regime are however very well reproduced even with a small number of auxiliary bath sites.

C. Non-equilibrium spectral function

The bias-dependent single particle spectral function is evaluated from the physical steady state Green’s function of the impurity \( A(\omega) = -\frac{1}{\pi} \Im m \left( G^R(\omega) \right) \). Results obtained using \( N_B = 6 \) for \( U = 12 \Delta_0 \) and \( U = 20 \Delta_0 \) are presented for the whole bias range of interest in Fig. 4. Data for \( N_B = 4 \) are similar but here the Kondo physics cannot be reproduced as accurately as in the case of \( N_B = 6 \). Our approach does preserve the local charge density \( \langle n_f \rangle = \sum_{\sigma} \frac{1}{2} + \frac{1}{2} \int -\infty \omega \Im m \left( G^K(\omega) \right) = 1 \) and magnetization \( \langle m_f \rangle = 0 \) as well as the spectral sum rule.[139] The presented method reproduces qualitatively correctly also the equilibrium physics at \( \phi = 0 \), since \( A(\omega) \) displays a Kondo resonance at \( \omega = 0 \) and two Hubbard satellites at the approximate positions \( \omega \approx \pm U/2 \). This renders the application to equilibrium DMFT problems an interesting perspective. The width and magnitude of the Kondo resonance is discussed in comparison with (S)NRG data in Sec. III C 1.

Upon increasing the bias voltage, the Kondo resonance splits up and two excitations are observed at the energies of the Fermi levels of the leads.[29,119,140] For \( U = 12 \Delta_0 \), the splitted resonances merge into the Hubbard bands at approximately \( \phi \approx 15 \Delta_0 \) and cannot be clearly identified thereafter. In contrast, in the case of \( U = 20 \Delta_0 \) the resonances overlap with the Hubbard satellites and can still be observed in the spectrum \( A(\omega) \) at higher voltages. Calculations with increasing \( U \) in the high bias regime \( \phi \approx 40 \Delta_0 \) have shown the consistency of this effect and that a minimum value of \( U \approx 15 \Delta_0 \) is needed in order for the resonances at the Fermi energies to be perceptible after having crossed the Hubbard bands.

1. Comparison with scattering states numerical renormalization group

We compare the computed spectral functions with results obtained by means of SNRG.[52] For this purpose, we use a flat DOS Eq. (3) for the leads, as in Ref. 53. Focusing on the low bias regime and \( N_B = 6 \), the obtained spectral functions are depicted in Fig. 5. Compared with SNRG, our results do not achieve the same accuracy in the low energy domain, i.e. in the vicinity of \( \omega \approx 0 \). However, our data provides a better resolution at higher energies. When inspecting the Kondo peak in the equilibrium case \( \phi = 0 \), our results do not fully fulfill the Friedel sum rule.[29,113,114] Depending on parameters the height of the Kondo resonance is underestimated. This is due to the fact that the imaginary part of the self-energy at \( \omega = 0 \) has a small finite value which is due to the Lorentzian tails of the Markovian environment.

The resolution does not suffice to tell whether a two or a three peak structure is present for very low bias voltages \( \phi \lesssim 2 \Delta_0 \). Nevertheless, one can say that the higher bias regime \( \phi > 4 \Delta_0 \) is resolved more accurately and one is able to clearly distinguish the excitations at the Fermi energies of the contacts from the Hubbard satellites. The observed linear splitting is consistent with experiments on nanodevices.[139,140] Within second-order Keldysh PT[155] and QMC results[153] the resonance does not split but is suppressed only. In fourth-order and in NCA it splits into two, which are located near the chemical potentials of the two leads.[155] Other methods yield a splitting with features slightly different in details: real-time diagrammatics,[111] VCA,[25] imaginary potential QMC[143] or scaling methods.[156] Overall, a good qualitative agreement with the SNRG results is achieved which underlines the reliability of the calculated spectral functions.
2. Linear correction of Green’s functions

Here we consider the effect of a linear correction of the Green’s functions, as outlined in App. C. In the left panels (right panels) of Fig. 6, we show data for $N_B = 2$ ($N_B = 4$) including linear corrections ($r = 1$) for a high interaction strength in the low bias regime. We benchmark to data obtained using $N_B = 6$ without corrections.

For $N_B = 2$ without linear corrections, the spectral function of the auxiliary system does not feature excitations at the Fermi energies of the contacts ($\omega = \pm 2 \Delta_0$), which are present in the $N_B = 6$ data. Also the spectra appear washed out. The linearly corrected result, however, features not only the two resonances at the appropriate energies but also the shoulders present in the reference data. Again in the Keldysh Green’s function a large correction towards the more accurate $N_B = 6$ results is observed. To highlight the fact that the improvement of the linear correction is not only due to the inclusion of one additional bath site, also a calculation for
an auxiliary system with $N_B = 3$ is shown. Evidently, the $N_B = 3$ spectral function exhibits a large weight at low frequencies, but, the resolution is rather low and only a single, smeared out peak at $\omega = 0$ $\Delta_0$ is observed. It clearly does not account for the splitting of the Kondo resonance.

For $N_B = 4$, a similar enhancement is found. Clearly the size of the corrections is much smaller. Especially in the Keldysh component, the Green's function for $N_B = 6$ and for the corrected $N_B = 4$ system nearly coincide. In general, the difference between the $N_B = 6$ and the $N_B = 4$ calculations (raw and corrected) are quite small, so that the presented spectral functions in Fig. 5 for larger values of $\phi \lesssim 12 \Delta_0$ can be assumed to be quite accurate.

Overall, the linear correction enables a vast improvement in the universal low and medium bias regime for all $U$, which becomes especially important for large $U$. For large bias voltages, when lead band effects become prominent, the linear correction is more challenging (see also Sec. IIIIB).

IV. CONCLUSIONS

We have presented a numerical approach to study correlated quantum impurity problems out of equilibrium. The auxiliary master equation approach presented here is based on a mapping of the original Hamiltonian to an auxiliary open quantum system consisting of the interacting impurity coupled to bath sites as well as to a Markovian environment. The dynamics of the auxiliary open system are controlled by a Lindblad master equation. Its parameters are determined by a fit to the impurity-environment hybridization function. This has many similarities to the procedure used for the exact-diagonalization dynamical mean field theory impurity solver, but has the advantage that one can work directly with real frequencies, which is mandatory for non-equilibrium systems.

We have illustrated how the accuracy of the results can be estimated, and systematically improved by increasing the number of auxiliary bath sites. A scheme to introduce linear corrections has been devised. We presented in detail how the non-equilibrium Green’s functions of the correlated open quantum system are obtained by making use of non-hermitian Lanczos diagonalization in a super-operator space. These techniques make the whole method fast and efficient as well as particularly suited as an impurity solver for steady state dynamical mean field theory.

In this work we have applied the approach to the single impurity Anderson model, which is one of the paradigmatic quantum impurity models. We have analyzed in detail the systematic improvement of the current-voltage characteristics as a function of the number of auxiliary bath sites. Already for four auxiliary bath sites, results
show a rather good agreement with quasi exact data from time evolving block decimation\cite{[147]} in the low and medium bias regime. In the high bias regime, the current deviates from the expected result with increasing interaction strength. However, we have shown how to estimate the reliability of the data from the deviation of the hybridization functions and how results can be corrected to linear order in this deviation. The impurity spectral function obtained in our calculation features a linear splitting of the Kondo resonance as a function of bias voltage. Good agreement with data from scattering state numerical renormalization group\cite{[149]} was found.

Applications of the presented method to multi-orbital correlated impurities or correlated clusters is in principle straightforward, although numerically more demanding. Such systems are themselves of interest as models for transport through molecular or nanoscopic objects and as solvers for non-equilibrium cluster dynamical mean field theory. In this case, a larger number of auxiliary sites might be necessary to obtain a good representation of the various hybridization functions. For this situation, one should use numerically more efficient methods to solve for larger correlated open quantum systems, such as matrix product states and density matrix renormalization group, possibly combined with stochastic wave-function approaches\cite{[150]–[153]}; sparse polynomial space\cite{[154]–[156]} or configuration interaction approaches\cite{[157]–[159]}

A more accurate determination of low-energy, and possibly critical properties might be achieved by a combination with renormalization group iteration schemes, similar to the numerical renormalization group. Work along these lines is in progress.

Although we have presented results for the steady state, where the method is most efficient, also extensions to time dependent phenomena provide an interesting and feasible perspective. While other approaches, such as time-dependent density matrix renormalization group\cite{[160]} or quantum Monte Carlo\cite{[161]} are certainly more accurate at short times, the present approach could be used to estimate directly slowly-decaying modes by inspecting the behavior of the low-lying spectrum of the Lindblad operator.
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Appendix A: Numerical calculation of the auxiliary interacting Green’s function

In this section we present details of the numerical evaluation of the auxiliary Green’s function, as described in Sec. II D 2. We focus on large Hilbert spaces for which a sparse-matrix approach is mandatory.

To determine the steady state, which is the right-sided eigenstate of $\hat{L}$ with eigenvalue zero, one can make use of a shift-and-invert Arnoldi procedure\cite{[162]–[164]}. The spectrum of $\hat{L}$ Eq. (42) has the property that $\Im (\ell_n) < 0$ for all eigenvalues $\ell_n$ (except the steady state $\ell_0 = 0$). Therefore, given a small shift $s > 0$, the eigenvector of $(\hat{L} - is \mathbb{1})^{-1}$ with the largest eigenvalue is the steady state. Since $\hat{L}$ is non-hermitian, the three term recurrence of the ordinary Lanczos scheme\cite{[170]} does not apply, and one has to resort to an Arnoldi scheme instead. To construct the corresponding Krylov space, a system of equations $(\hat{L} - is \mathbb{1}) |\phi_{n+1}\rangle = |\phi_n\rangle$ has to be solved in each step. For the problem at hand we found that this can be done most efficiently by combining a stabilized biconjugate gradient method with an incomplete LU-decomposition as preconditioner\cite{[171]–[173]}. Despite using sparse matrix methods the memory requirements of this approach are rather high compared to the schemes presented below.

A second possible route to determine the steady state $|\rho_\infty\rangle$ is to perform an explicit time evolution. For unitary time evolutions a well-established method relies on the Lanczos scheme to construct an approximate time evolution operator\cite{[174]}. Such an approach can be adapted to the non-unitary case by using a two-sided Lanczos scheme (see below), or also by employing an Arnoldi procedure\cite{[175]}. Since $\hat{L}$ is non-hermitian, one can equally well use a simpler backward or forward Euler scheme\cite{[176]} to discretize the non-unitary time evolution operator. These approaches may not yield a highly accurate time evolution of $|\rho(t)\rangle$, but can nevertheless determine the steady state within a moderate number of steps. As for the shift-and-invert approach above, to solve the implicit update of $|\rho(t_{n+1})\rangle$ at time step $t_n$ in the case of the backward Euler, a biconjugate gradient routine has proven to be effective. For the forward time-integration a Runge Kutta method of second order is sufficient, with the great advantage that only matrix-vector multiplications are needed, which reduces memory requirements. In practice, for the considered cases it was found that for not too large systems ($N_B < 6$) the shift-and-invert Arnoldi procedure is best suited, whereas a forward time-integration is advantageous for the case $N_B = 6$.

Once the steady state is determined, Green’s functions can be effectively calculated by employing a two-sided Lanczos scheme\cite{[177]–[180]}. We therefore express the right- and left-sided eigenvectors of $\hat{L}$ in Eq. (43) in a Krylov space basis

$$|R_n\rangle = \sum_k U_{kn} |\phi^k_R\rangle, \quad |L_n\rangle = \sum_k (U^{-1})_{nk} |\phi^k_L\rangle.$$  

Here, we have omitted the $N_\sigma - N_\bar{\sigma}$ symmetry sector.
index for the sake of clarity. The biorthogonal Lanczos vectors
\[ \langle \phi^k_R | \phi^{k'}_R \rangle = \delta_{kk'}, \]
are determined by the three term recurrence
\[ |\phi^{n+1}_R \rangle = \frac{1}{c_{n+1}} \left( \hat{L} |\phi_n^R \rangle - c_n |\phi_{n-1}^R \rangle - k_n |\phi_{n-1}^L \rangle \right), \]
\[ \langle \phi^{n+1}_L | = \frac{1}{c_{n+1}^*} \left( \langle \phi_n^L | \hat{L} - c_n \langle \phi_{n-1}^L | - k_n^* \langle \phi_{n-1}^L | \right), \]
\[ e_n = \langle \phi_n^R | \hat{L} |\phi_n^R \rangle, \]
\[ k_n = \langle \phi_{n-1}^R | \hat{L} |\phi_n^R \rangle = \left( \langle \phi_n^R | \hat{L} |\phi_{n-1}^R \rangle \right)^*, \]
and a normalization constant \( c_n \) such that \( \langle \phi_n^R | \phi_n^R \rangle = 1 \). One has a certain degree of freedom in the choice of \( c_n \) and \( k_n \) due to the relation \( k_n^* = c_n \), which is fulfilled for example by \( k_n = k_{n-1}^* = c_n \).

In the Krylov basis, \( \hat{L} \) takes on a tridiagonal form \( T_{nm} = \langle \phi_n^R | \hat{L} |\phi_m^R \rangle \) with the matrix elements \( T_{nn} = c_n, T_{n-1n} = k_n \) and \( T_{n-1n} = k_{n-1}^* \). When \( n + 1 \) becomes as large as the degree of the minimal polynomial of \( \hat{L} \), the eigenvalues and eigenvectors of \( T \) represent those of \( \hat{L} \). If one truncates the Krylov basis, this statement holds still approximately true, especially for the largest eigenvalues in magnitude. Analogous to the hermitian case \[192\] an exponential convergence of the eigenspectrum of \( T \) towards the one of \( \hat{L} \) is observed, which is of particular importance for the calculation of Green’s functions. A peculiarity of the two-sided Lanczos scheme is, that not every Krylov subspace guarantees that \( \Im m (\ell_n) < 0 \) for all eigenvalues \( \ell_n \) of \( T \). In order to obtain the appropriate pole structure for the estimated Green’s functions, one has to check \( \Im m (\ell_n) < 0 \) together with convergence criteria. In cases in which \( \Im m (\ell_n) < 0 \) cannot be fulfilled exactly, it has to be ensured at least that the corresponding weights of these eigenvalues are negligible.

For the calculation of the Green’s functions needed here it is convenient to choose appropriate initial vectors, which are in the case of the greater Green’s function [43]
\[ |\phi^0_R \rangle = \frac{1}{c_0} \left( d_f |\rho_\infty \rangle \right), \quad |\phi^0_L \rangle = \frac{1}{c_0} \left( |I \rangle d_f \right). \]

When denoting by \( \ell_n \) and \( U_{k,n} \) the eigenvalues and right-sided eigenvectors of \( T \), respectively, Eq. [43] can be cast into the form
\[ G^>(\omega) = \sum_{n,k,k'} \frac{U_{kn}^{-1} U_{nk'}^{-1}}{\omega - \ell_n} \left( |I \rangle d_f |\phi^k_R \rangle \langle \phi^{k'}_R | d_f \right) |\rho_\infty \rangle \]
\[ - \sum_{n,k,k'} \frac{(U_{kn} U_{nk'}^{-1})^*}{\omega - \ell_n^*} \left( |I \rangle d_f |\phi^k_R \rangle \langle \phi^{k'}_R | d_f \right) |\rho_\infty \rangle \]
\[ = |c_0|^2 \sum_n \frac{U_{0n} U_{0n}^{-1}}{\omega - \ell_n} - |c_0|^2 \sum_n \frac{(U_{0n} U_{0n}^{-1})^*}{\omega - \ell_n^*}. \]

Appendix B: Averaging scheme for multiple local minima

This section contains details on the approach we used to determine the artificial “temperature” for the Boltzmann weights as described in Sec. [III.A]. We consider the situation that a set of local minima for which Eq. (12) becomes stationary is known. Let us specify by \( a_y (\phi) \) the vector of parameters \( \{ E_{\mu y}, \Gamma_{\nu y}^{(n)} \}_y \) corresponding to one certain local minimum for a set of model parameters, labeled by \( y \). In order to quantify the spectral weight distribution of the corresponding hybridization function \( \Delta_{\text{aux}} (\omega; a_y (\phi)) \), we define
\[ m_2 (a_y (\phi)) = \int \Im m (\Delta_{\text{aux}} (\omega; a_y (\phi))) \omega^2 d\omega, \]
\[ m_3 (a_y (\phi)) = \int \Im m (\Delta_{\text{aux}} (\omega; a_y (\phi))) \omega^3 d\omega, \]
which are similar to the second and third moment of \( \Delta_{\text{aux}} \) and \( \Delta_{\text{aux}}^K \), respectively. For the Keldysh component a definition analogous to the first moment would yield the desired information as well but the choice above has been found to be more sensitive to details of \( \Delta_{\text{aux}}^K \). The value of the corresponding cost function \( \chi (a_y (\phi)) \) of the \( y \)-th minimum is used as an artificial “energy” and enables one to define weights when making use of Boltzmann’s statistic
\[ P_y (\phi, \beta) = \frac{1}{Z} e^{-\beta \chi (a_y (\phi))}, \]
where we introduced an artificial “temperature” \( \beta^{-1} \). For each bias voltage separately, we are then able to calculate averaged quantities
\[ m_2 (\phi, \beta) = \sum_y P_y (\phi, \beta) m_2 (a_y (\phi)), \]
as well as \( m_3 (\phi, \beta) \) and \( \chi (\phi, \beta) \) in an analogous manner. The quantities \( m_2 (\phi, \beta) \) and \( m_3 (\phi, \beta) \) provide an estimate of the center of the spectral weight for the averaged set of hybridization functions for each bias voltage \( \phi \).

Our goal is that these quantities vary in a smooth way when changing the bias voltage. To achieve this, we employ a minimum curvature scheme [133] meaning that we optimize the function
\[ v_c (\beta) = \int_0^{\beta_{\text{max}}} \left\{ w_R^2 \left| \frac{\partial^2}{\partial \phi^2} m_2 (\phi, \beta) \right|^2 + w_K^2 \left| \frac{\partial^2}{\partial \phi^2} m_3 (\phi, \beta) \right|^2 \right\} d\phi, \]
with respect to \( \beta \). This determines the optimal artificial “temperature”, which ensures that the averaged cost
function as well as the averaged spectral weight are as smooth functions of \( \phi \) as possible, given the set of calculated minima \( \{ n_\phi (\phi) \} \). As in many optimization problems, an arbitrariness exists in the definition of the quantities \( \overline{m}_2^R (\phi, \beta) \) and \( \overline{m}_2^K (\phi, \beta) \), as well as in choosing the values of the weights \( w^R, w^K \) and \( w^S \). In our case all of the weights were chosen to be equal to one in units of \( t \).

An improvement of the results, to a certain degree at least, could be expected when making use of extensions like a bias-dependent \( \beta (\phi) \). This has not been considered in the present work since already a single variable \( \beta \) provided quite smooth observables. As mentioned in the main text, in any case, it is obligatory to examine besides the averaged results also the ones for the absolute minima and/or for different averaging schemes, in order to avoid that physical discontinuities are averaged out. We stress that this approach has to be taken with due care, since it is in some aspects arbitrary. However, it is useful to give an estimate of the error of the calculation, and can certainly identify regions in parameter space where the error is negligible small.

### Appendix C: Linear corrections

In this section, we present a scheme to correct physical quantities up to linear order in the difference

\[
D(\omega) = \Delta_{ex}(\omega) - \Delta_{aux}(\omega),
\]

between the auxiliary and the exact hybridization functions. Although \( D(\omega) \) decreases rapidly with increasing number of auxiliary bath sites \( N_B \), the size of the Hilbert space also increases exponentially with \( N_B \). This poses a clear limit to the maximum value of \( N_B \).

The idea is based on the fact that each physical quantity \( O(\Delta) \) is a functional of \( \Delta \). Its exact value is, thus, obtained as \( O(\Delta_{aux}) \). A linear correction can be obtained by evaluating numerically the functional derivative of \( O(\Delta) \). Strictly speaking, considering that only \( 3m (\Delta^R(\omega)) \) and \( 3m (\Delta^K(\omega)) \) are independent functions, \( O \) is a functional \( O[3m (\Delta^R), 3m (\Delta^K)] \). Suppose one knows the functional derivatives

\[
\frac{\delta O[\Delta]}{\delta 3m (\Delta^\alpha(\omega))}, \quad \alpha \in \{ R, K \},
\]

then to linear order in \( D(\omega) \)

\[
O[\Delta_{ex}] \approx O[\Delta_{aux}] + \sum_{\alpha \in \{ R, K \}} r \int \frac{\delta O[\Delta]}{\delta 3m (\Delta^\alpha(\omega))} \bigg|_{\Delta = \Delta_{aux}} 3m (D^\alpha(\omega_0)) \ d\omega_0 + O(D^2)
\]

with \( r = 1 \).

We evaluate the functional derivative numerically in the following way. One first evaluates \( O[\Delta_{aux}] \) at the optimum \( \Delta_{aux}(\omega) \). Then \( O \) is evaluated at a “shifted” \( 3m (\Delta^\alpha(\omega)) \), obtained by adding a delta function peaked around a certain energy \( \omega_0 \)

\[
\delta_{\omega_0}(\omega) \equiv \delta(\omega - \omega_0),
\]

multiplied by a small coefficient \( \epsilon \). The functional derivatives are then approximated linearly, by making use of the equations

\[
\frac{\delta O[\Delta]}{\delta 3m (\Delta^R(\omega_0))} \pm 2 \frac{\delta O[\Delta]}{\delta 3m (\Delta^K(\omega_0))} \approx \frac{1}{\epsilon} \left[ O[3m (\Delta^R), 3m (\Delta^K)] - O[3m (\Delta^R) - \epsilon \delta_{\omega_0}, 3m (\Delta^K) + 2\epsilon \delta_{\omega_0}] \right],
\]

which become exact in the \( \epsilon \to 0 \) limit.

A (quasi) delta-peak correction \( \delta_{\omega_0} \) to \( \Delta^\alpha(\omega) \) can be obtained by attaching an additional bath site \( (N_B + 1) \) with on-site energy \( E_{N_B+1,N_B+1} = \omega_0 \) directly to the impurity site with a hopping \( E_{N_B+1,f} = \sqrt{\epsilon} / \pi \). The sum of \( \Gamma^1_{N_B+1,N_B+1} \) and \( \Gamma^2_{N_B+1,N_B+1} \) is proportional to the width of \( \delta_{\omega_0} \) and thus, should be taken as small as possible. In practice, one uses a discretization of the integration over \( \omega_0 \) in Eq. (C1) and the width of the delta peaks has to be adjusted accordingly. Setting one of the components \( \Gamma^1_{N_B+1,N_B+1} \) to zero yields a peak in the Keldysh component with a coefficient \( \pm 2\epsilon \), respectively, as used in Eq. (C2).

Notice that the functional derivative Eq. (C2) amounts to carrying out two many-body calculations for each point \( \omega_0 \) on a system with \( N_B + 1 \) bath sites. However, it is not necessary to repeat the calculation for each physical quantity of interest. In the linearly corrected current values presented in Sec. IIIIB \( \Delta_0 \) a \( \omega_0 \) mesh of 200 points was used, whereby this number is likely to be reduced when optimizing the method.

Strictly speaking the coefficient \( r \) in Eq. (C1) should be 1. However, for cases in which the linear correction is not small, this could produce an “over-correction”. In order to avoid this, we introduce a smaller ratio \( r \) which is determined as follows: We evaluate the corrected self energy at each \( \omega \) via Eq. (C1) and \( O = \Sigma(\omega) \) with some value of \( r < 1 \) and denote it \( \Sigma^r(\omega) \). We do the same for the Green’s function of the auxiliary system and denote it \( G^r(\omega) \). Using Equations (10) and (11) we now have an estimate of an effective \( r \)-dependent auxiliary hybridization function of the linearly corrected system via

\[
\Delta_{aux,r}(\omega) \equiv g_{0}^{-1}(\omega) - G_{0}^{-1}(\omega) - \Sigma^r(\omega).
\]

In principle, for \( r = 1 \) this gives \( \Delta_{ex}(\omega) \) up to \( O(D^2) \). In practice, for finite \( D(\omega) \), one can introduce a cost function \( \chi(r) \) analogous to Eq. (12) to minimize the difference \( | \Delta_{aux,r}(\omega) - \Delta_{ex}(\omega) | \) as a function of \( r \). We checked that for the case in which the linear correction is a good approximation, the minimum occurs at \( r = 1 \). If the minimum of \( \chi(r) \) is situated at some value \( r_{\text{min}} < 1 \) then...
one corrects also other physical quantities according to Eq. (C1) with the same \( r = r_{\text{min}} \).

Alternatively to the correction Eq. (C1) discussed above, one can use the numerical functional derivative evaluated via Eq. (C2) in order to estimate the sensitivity of the value of \( O \) with respect to variations of \( \Delta m(\omega_{\text{aux}}(\omega)) \) as a function of \( \omega \) and \( \alpha \). This is of use, in a second step, to adjust the weight function \( W^{O}(\omega) \) in Eq. (12), so that more sensitive \( \omega \) regions acquire a larger weight.

\[ \text{dorda@tugraz.at} \]
From now on we will omit the spin index, unless necessary.

Alternatively, one could use the “star” representation, in which only diagonal and \( E_{\mu\nu} \) terms are nonzero.

Notice that \( D \) commutes with \( \lambda \), so \( \frac{D}{\omega+\lambda} \) is well defined.

For the particle-hole symmetric model, the auxiliary system on-site energies are restricted to \( E_{\mu\nu} = -\frac{U}{2} \) and \( E_{\mu\nu} = -E_{N_{\mu}+1-\mu,N_{\nu}+1-\nu} \) for \( \mu \neq \nu \) as well as nearest-neighbor hopping to \( E_{\mu\nu} = (-1)^{\mu+\nu+1}E_{N_{\mu}+1-\mu,N_{\nu}+1-\nu} \) while the dissipation matrices have to fulfill \( \Gamma_{\mu\nu}^{(1)} = (-1)^{\mu+\nu+1}\Gamma_{N_{\mu}+1-\mu,N_{\nu}+1-\nu}^{(2)} \).

The unsymmetric lanczos algorithms and their relations to pade approximation, continued fractions, and the qd algorithm, \[ \text{http://www.math.ethz.ch/-mhg/} \] (1990).

For the sake of clarity, we specifically introduce the subscript \( \nu \) to denote the exact hybridisation function \( \Delta_{\nu} \). This will be used only in this section.