I am Only Happy When There is Light: The Impact of Environmental Changes on Affective Facial Expressions Recognition
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Abstract—Human-robot interaction (HRI) benefits greatly from advances in the machine learning field as it allows researchers to employ high-performance models for perceptual tasks like detection and recognition. Especially deep learning models, either pre-trained for feature extraction or used for classification, are now established methods to characterize human behaviors in HRI scenarios and to have social robots that understand better those behaviors. As HRI experiments are usually small-scale and constrained to particular lab environments, the questions are how well can deep learning models generalize to specific interaction scenarios, and further, how good is their robustness towards environmental changes? These questions are important to address if the HRI field wishes to put social robotic companions into real environments acting consistently, i.e. changing lighting conditions or moving people should still produce the same recognition results. In this paper, we study the impact of different image conditions on the recognition of arousal and valence from human facial expressions using the FaceChannel framework [1]. Our results show how the interpretation of human affective states can differ greatly in either the positive or negative direction even when changing only slightly the image properties. We conclude the paper with important points to consider when employing deep learning models to ensure sound interpretation of HRI experiments.
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I. INTRODUCTION

Facial Expression Recognition (FER) emerged as an important topic in affective computing with applications for social robots which are enabled to show and infer emotional behaviors (for recent reviews on the topics we would like to refer the interested reader to [2], [3]). Recent advances in machine learning, especially deep learning, facilitate HRI research as popular models like ResNet or VGG16 can be used, e.g., as state-of-the-art models for object recognition to provide robust features and classification abilities to a robot in HRI scenarios. Similarly, it is desirable to have a FER framework to be used “out-of-the-box” to study affective states and emotional behaviors in humans for collaborative tasks in domestic or working environments. [1] introduced the so-called FaceChannel, a deep learning framework based on convolutional neural networks (CNN) which implements both affective state recognition in terms of arousal and valence, as well as classic categorical emotion classification [4]. Other frameworks like the OpenFace consider so-called action units that represent facial muscle movement involved in emotional expressions [5]. However, all deep learning models are data-driven, thus they might not well represent particular HRI scenarios and may not capture differences in the environment such as lighting conditions as is the case for, e.g., autonomously moving robots. Therefore, in this paper, we address the question of robustness towards environmental changes for the recognition performance of arousal and valence. We use the FaceChannel framework as it provides easy access to FER and its lightweight implementation allows the recognition in real-time, which renders this software interesting for robotic applications.

As we want to understand if and how researchers address the robustness of FER with state-of-the-art deep learning architectures, we chose publications that deal with “in-the-wild” datasets or environments as they refer to the reliability of FER classifiers. [6], [7] introduce a learning model based on stacked autoencoders and CNNs, called SCAE, that can learn facial expressions invariant to illumination changes and face poses. The authors show that pre-training a CNN with their method achieves up to 28% performance boost on a test set obtained from unconstrained environments compared to a standard CNN. The authors highlight the comparative performance of their model compared to state-of-the-art methods applied on popular datasets like JAFFE and CK+ and also the significance of heterogeneous datasets when collected by the humanoid NAO robot for robust recognition. [8] present a study using a mobile robot platform and achieved good performance with an ensemble method for “in-the-wild” images. However, it is a small-scale study because the authors used only 60 images for testing. [9] address the influence of what the authors call “exogenous” variables like rotations and scale that can be considered image manipulation on the recognition of digital numbers and shapes and introduce the THIN architecture (THrowable Information Networks), which
the authors also apply to FER. Although they could show the superior performance of their model compared to state-of-the-art, the authors target “identity” and do not opt for image manipulations of the faces. [10] employed a social robot that motivates participants to perform certain facial expressions. The goal of this study is to collect data for comparison with a CNN-based recognition framework and experts. The authors address the importance of dataset diversity, referred to as ”cross dataset” training of CNNs but the authors did not further integrate this approach into their framework.

II. METHODOLOGY

We use the FaceChannel framework for affective state recognition, i.e., arousal and valence. Arousal is a measure of excitement while valence describes the level of (un)pleasantness. Both metrics are evaluated continuously in the range \([-1; 1]\), i.e., depending on the value pair, a human can be described as positively excited (both values close to 1) or sad (low arousal and negative valence), etc. The FaceChannel used to obtain arousal-valence is trained on the AffectNet dataset [11] using fewer parameters than other models like the mentioned VGG16 but with similar to superior performance. Due to its lightweight implementation, the FaceChannel can be integrated into robotic systems or HRI scenarios. As a baseline for the arousal-valence recognition, we use a subset of a dataset recorded at the Istituto Italiano di Tecnologia (IIT) for a study addressing human performance under cognitive load [12]. The 14 participants solved different tasks sequentially in presence of the humanoid robot iCub, which showed either so-called “non-social” or “social” behaviors. As a baseline, the participants performed the task without the presence of the robot. The analysis of the “social” condition revealed mostly positive arousal-valence patterns elicited by the participants compared to the mixed results in the “non-social” condition or mostly neutral states in the baseline [13]. Hence, we consider the “social” subset as reasonable data baseline. First, we convert the original video sequences into images (frames) and delete all images from the experiment instructions as the participants looked mostly sideways or wore a mask due to Covid19 restrictions. Thus, we obtain around \(6000-7000\) images per participant. Then, we alter the original images like this: We create a bounding box for each participant that contains only the face and crop all images. Then, we alter the brightness so that the images appear lighter or darker. Also, we introduce image blur by applying a 2D Gaussian filter (standard deviation \(\sigma=1\)). Additionally, we apply so-called salt-and-pepper noise to the images with a level of 0.01, i.e., there is a 1% chance for a pixel to be flipped. Finally, we simulate the horizontal camera motion of 10 pixels. Figure 1 shows exemplary the resultant images. It also shows that the facial expression is still perceivable, i.e., the image is not too dark or distorted.

III. RESULTS AND EVALUATION

We present our results both from the qualitative and the quantitative point where the baselines for comparison are

![Fig. 1. Example image of a participant (original) and the image conditions that we apply to change the image properties. Note that for all conditions the, e.g., smiling of the person is visible to ensure fair comparisons of the FaceChannel output between the original and image conditions.](image-url)
image condition. The ‘noise’ and ‘darker’ conditions distort the original arousal values into the positive direction, while a clear trend toward negative values becomes visible for the ‘Gaussian’ and ‘motion’ conditions. This result supports the observed ‘attenuation’ effect of the arousal dimension. The opposite is the case for valence, where the latter conditions show trends towards positive values. Both conditions seem to distract the interpretation of arousal-valence towards a more calm and pleasant affective state and, thus, may underestimate the human’s real emotion. The ‘darker’ and ‘noise’ conditions impact the valence more negatively, i.e., both conditions can distort the interpretation of arousal-valence towards a negatively excited affective state, hence, overestimating the affective state of a calm person. Finally, the ‘lighter’ condition has a very mixed result on the positive and negative trend but with fewer deviations from the original value, hence this condition seems to deliver the most reliable results.

We compute the concordance correlation coefficient ($\rho_{ccc}$, cf. [1]) which is measure of agreement between two data sequences $x$ and $y$. We use this coefficient to quantify the described deviations. It is defined as:

$$\rho_{ccc} = \frac{2\rho_p\sigma_x\sigma_y}{\sigma_x^2 + \sigma_y^2 + (\mu_x - \mu_y)^2}$$  \hspace{1cm} (1)

where $\rho_p$ is the Pearson correlation coefficient, $\sigma^2$ the variance of the two variables $x$ and $y$ (here the original arousal-valence sequence and sequences per image condition), and $\mu$ the mean values, respectively. Figures 4 and 5 display the distribution of $\rho_{ccc}$ over all participants and image condition for both arousal and valence. The results support our qualitative impression from the visualizations (scatter plot, trends in sequences). While the ‘lighter’ and ‘darker’ conditions show a high correlation with the original data, which means that the conditions have only a small impact on the arousal-valence evaluations, we observe a clear decline for the remaining three conditions. Especially the ‘noise’ and the ‘motion’ conditions reveal only small to even no correlation, where the arousal dimension seems more affected than the valence dimension. For a few individual cases, we observe even slight negative correlations. The range of $\rho_{ccc}$ is further outlined in Table I which supports that the arousal dimension is more affected by the ‘Gaussian’, ‘noise’, and ‘motion’ condition compared to the valence dimension.

IV. DISCUSSION AND CONCLUSION

Our study shows how FER frameworks like the FaceChannel [1] can limit their application when introducing small im-
Fig. 5. Distribution of the concordance correlation coefficient $\rho_{ccc} \in [-1; 1]$ between the baseline of the valence compared to the image condition over all 14 participants. Similarly to the arousal distribution, we observe a decline in the correlation values for the ‘noise’ and ‘motion’ condition but less for the ‘Gaussian’ condition.

| condition  | CCC - Arousal | CCC - Valence |
|------------|---------------|---------------|
| lighter    | min $\rho_{ccc}$ | max $\rho_{ccc}$ | min $\rho_{ccc}$ | max $\rho_{ccc}$ |
| darker     | 0.0825        | 0.9715        | 0.0725        | 0.9784        |
| Gaussian   | 0.0358        | 0.5824        | -0.0414       | 0.7022        |
| noise      | 0.0358        | 0.5824        | -0.0414       | 0.7022        |
| motion     | -0.0690       | 0.3639        | -0.0015       | 0.7825        |

In particular, our study on arousal-valence sequences revealed high distortions in the arousal-valence dimension when simulating camera movements as is the case for the ‘Gaussian’ blur (e.g. camera focus adjustment) and real movement (‘motion’) even for a small amount of pixels involved. Also, darker light environments and possible noise (e.g. image transmission, artifacts) impact arousal-valence recognition. Consequently, minor changes in the environmental condition can have a huge impact on the affective state’s interpretation of participants in HRI studies. Our analysis revealed that, e.g., participants with mostly positive arousal-valences responses can be misinterpreted by a robot as calm or even bored people because camera motion attenuates the corresponding signals. On the other hand, noise and different lighting conditions tend to overestimate the real affective states as shown by deviations into the positive direction. Although the issues might be known to many researchers in the field, during our literature search we mostly encountered tailored learning solutions in the field of FER, which complicates reproducibility, or pure application of established software on rather small datasets without any variations. “In-the-wild” solutions are a step in the right direction but more studies are needed, especially as FER is already subject to misinterpretations due to insufficient emotion categorizations and neglect of context and other modalities. Therefore, we would like to point out the most critical aspects to address in HRI to enforce robustness in learning models for robotic applications beyond strict lab conditions:

- Use data augmentation: many libraries such as PyTorch allow data augmentation during training, i.e. the image manipulations as carried out in this study can be easily integrated into the learning process. It enhances the usually small data corpora collected in HRI studies and avoids time-consuming labeling.
- Re-train the last layer: recognition models usually rely on CNNs, whose last layer can be re-trained to integrate the image properties of a particular dataset. A recent paper provides a study on this topic [14].
- Go multi-modal: the interpretation of FER can be highly subjective. Therefore, it is common to add physiological sensors to measure electro-dermal activity or to measure the heart rate. However, the instruments need individual calibrations and are highly error-prone to a participant’s movement. A holistic vision approach can corporate other modalities such as eye gaze or (body) gestures to give also contextual information. For instance, we observed participants who cover their face (hands-over-face gesture) or shrug their shoulders, which can be signs of unpleasantness or negative surprise.
- Make careful claims: a deep learning model may offer great support for HRI studies but as we have shown, little modifications in the image may render an excited person into a bored one.

We are also aware that our study has some limitations. First, 14 participants can be considered a small number but due to the lack of similar studies, we opt for establishing a reasonable data analysis pipeline first. For future work, we would like to study other datasets and also consider emotion classification using different models. It could be interesting to analyze their deviations in labeling and the impact on human behavior interpretation. Also, more sophisticated analysis tools or new metrics for robustness could be established in the future. Finally, other image conditions might be added such as small rotations or face occlusions. For those cases, it is also an important question of how to interpolate affective states sensitively, e.g. when persons move in the scene and do not always show their face. We hope our current work inspires other researchers in the field of deep learning and affective state recognition to develop and analyze FER models for effective and sound employment in HRI research.
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