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Abstract—Dexterous manipulation of arbitrary objects, a fundamental daily task for humans, has been a grand challenge for autonomous robotic systems. Although data-driven approaches using reinforcement learning can develop specialist policies that discover behaviors to control a single object, they often exhibit poor generalization to unseen ones. In this work, we show that policies learned by existing reinforcement learning algorithms can in fact be generalist when combined with multi-task learning and a well-chosen object representation. We show that a single generalist policy can perform in-hand manipulation of over 100 geometrically-diverse real-world objects and generalize to new objects with unseen shapes or sizes. Interestingly, we find that multi-task learning with object point cloud representations not only generalizes better but even outperforms the single-object specialist policies on both training as well as held-out test objects. Video results at https://huangwl18.github.io/geometry-dex.

I. INTRODUCTION

Hand dexterity is fundamental to daily human activities, requiring complex and precise control of finger movements. While most animals exhibit fine-grained motor controls for movement and many show elementary skills for manipulation, the functionality and the efficacy of human dexterity is unrivaled by others, rendering humans the unique ability to perform most sophisticated tasks with ease. Therefore, developing similarly-intelligent control strategies for robotic hands has been considered a holy grail for research on autonomous robots. However, it is an exceptionally challenging problem because of its high-dimensional action space and complex intermittent hand-object interactions.

Reinforcement learning (RL) has been growing in popularity for solving sensorimotor control tasks because of its capability to discover behaviors without laborious manual engineering [1], [2]. Prior works have also demonstrated that with large-scale compute, RL policies can acquire useful skills to control dexterous hands from purely simulated experience and perform complex tasks in the real world, including in-hand rotation [3] and solving Rubik’s Cube [4].

However, the manipulation policies developed by these methods are typically only concerned with a single pre-determined object, making them impractical for real-world use. As there are countless objects a robot may encounter in the real world, it is infeasible to develop an individual system for each of them. Therefore, it is imperative for a policy to exhibit strong robustness to object variations, preferably in a zero-shot manner as humans do. However, generalization to completely unseen and geometrically-diverse objects for dexterous manipulation policies has been under-explored in the community, mostly due to the specious belief that such generalization is out of reach for current RL algorithms.

In this work, we show that with simple modifications, existing RL algorithms can produce strong and generalizable policies for a robotic hand with high degrees of freedom. First, we show that contrary to the common belief of the community, a multi-task jointly-trained policy does not necessarily lead to decreased performance than if it were to be trained on each task individually. In fact, we show that in the context of dexterous manipulation, a multi-task policy can be a generalist that can match the performance of those single-task specialist policies. Second, we demonstrate that with appropriate representation that can meaningfully associate the tasks, such a multi-task policy can even outperform the single-task specialists on completely unseen objects, where the specialists are trained on those objects. Furthermore, we show a linear scaling effect of better generalization when trained on more objects, revealing the possibility of future improvement. We hope that our work can serve as a key step towards building a general-purpose controller for dexterous hands. Our contributions are as follows:

- We show that a multi-task policy trained on many objects can match the performance of the oracles, i.e. policies trained on those objects individually.
- We present a simple representation encoder that not only
facilitates training but also leads to stronger zero-shot performance on unseen objects than what is possible by the oracles of those objects.

- We provide detailed analysis of the potential scaling effect and the relevant design decisions of our method.
- We release a simulated benchmark, built upon OpenAI Gym [5] and existing 3D object datasets, that contains over 100 geometrically-diverse real-world objects to encourage future studies of dexterous hand manipulation and generalization properties.

II. GEOMETRY-AWARE MULTI-TASK LEARNING

Prior works have shown that a standard off-policy algorithm DDPG [6] combined with an implicit curriculum method HER [7] can learn dexterous manipulation policies to control an object with simple geometries, such as a cube or an egg [8]. However, whether a single policy can work well on a large number of geometrically-diverse objects has been under-explored. To this end, we first show that a simple extension to the existing algorithm can lead to a high-performing policy on diverse objects. Then we present a representation encoder module that can meaningfully leverage skills learned from different tasks, and we show the additional strong generalization properties it provides when appropriately leveraged in policy learning.

A. Multi-Task Joint Training

A straightforward way to implement a policy \( \pi_{\theta_p} \), parameterized by \( \theta_p \), where \( p \) stands for “policy”, that can manipulate a large number of \( N \) objects is to train the policy on those objects jointly. We thus formulate it as a multi-task learning problem, where the goal is to optimize the sum of rewards across all \( N \) objects:

\[
\max_{\theta_p} \mathbb{E}_{\pi_{\theta_p}} \sum_{i=1}^{N} \sum_{t=0}^{\infty} \gamma^t r_t^i \left( s_t^i, \pi_{\theta_p}(s_t^i) \right) 
\]

(1)

where \( \gamma \) is the discount factor.

We refer to such a multi-task policy as Vanilla Multi-Task Policy. A conventional wisdom is that a multi-task agent needs to act conservatively to simultaneously learn multiple tasks as a result of challenging joint optimization. However, to our surprise, a dexterous manipulation policy trained with this simple objective function can perform in-hand rotation remarkably well on a large number of objects. In fact, as we will show in Section IV-A, a joint policy is comparable to individual single-task oracle policies on the trained objects while being 17 times more sample-efficient.

We optimize the objective in Equation 1 using the same DDPG and HER setup used for training a single object, with only one modification that gradients are summed over all tasks before applying updates.

B. Geometry-Aware Object Representation

One issue arises when naively following the above setup to train a single policy on many different objects: the objects are indistinguishable from each other to the policy, and the policy would likely find a common strategy for all the objects due to the effect of joint optimization. Yet humans execute different finger gaits to manipulate geometrically different objects, and we desire the same property to emerge for a robotic hand policy.

In fact, in addition to the standard proprioceptive inputs (i.e. joint positions and joint velocities of the robot), most existing works only consider the 6 DoF pose of the object in the state space as a result of single-object training. To explicitly model the object geometries, we propose to learn an object representation encoder based on object point clouds. A standard approach to learn useful representation such that different objects can be distinguished is to perform classification. However, as we want the representation to be rotation-aware, we design a canonical coordinate for frame, making rotation matrix prediction based on a single point cloud an ill-defined problem. We resolve this by making the encoder module take as input two copies of the same object point cloud. The first describes the current orientation at time \( t \) and the second describes the
desired orientation. The encoder is tasked with predicting the correct class of the object and the relative rotation matrix between the two point clouds.

We build the encoder module using a 3-layered PointNet [9] parameterized by $\theta_c$. The training objective is defined as:

$$
\min_{\theta_c} L_{c} = L_{cls} + \alpha L_{rot} \tag{2}
$$

where $\alpha$ is weighting coefficient.

$L_{cls}$ is standard cross entropy loss for classification. Following [10], we define the rotation prediction loss $L_{rot}$ as:

$$
L_{rot} = 2 \arcsin \left( \frac{1}{2\sqrt{2}} \| \hat{R} - R \|_F \right) \tag{3}
$$

We first pre-train the encoder on the set of training objects by randomly sampling points on object surface and randomly rotating the point cloud and its copy. After pre-training, we freeze the encoder’s weights and use it in the RL training by conditioning both actor and critic networks on the encoded representation.

We refer to such multi-task policy equipped with object representation as Geometry-Aware Multi-Task Policy, which is the main contribution of this paper.

### III. EXPERIMENT SETUP

We investigate our approach in the MuJoCo [11] simulated environments of the Shadow Dexterous Hand, an anthropomorphic robotic hand with 24 degrees of freedom. We consider the task of in-hand rotation, a commonly-evaluated task for dexterous manipulation. The goal is to rotate an object to a pre-specified orientation, without dropping the object. Below we discuss the details of the evaluated objects and the environment design.

#### A. Evaluated Objects

The standard benchmarks like the Shadow Hand tasks from OpenAI Gym [5] often contain a limited number of objects. To better study the generalization properties across objects, we build upon the existing environment in Gym by extending it with two object datasets, ContactDB [12] and YCB [13]. The two datasets contain a diverse set of real-world objects, representative of those that would often be manipulated in daily life. Since many of the object meshes are too large for in-hand manipulation, we proportionally scale down each object along its shortest axis such that the object can be fit into the palm and can be touched by the fingers. After scaling, the longest axis of all objects has an average length of 0.102m and a range of $[0.065m, 0.130m]$, and the shortest axis has an average length of 0.057m and a range of $[0.010m, 0.065m]$. Finally, to ensure the diversity of the dataset, we visually inspect each object and filter out the geometrically similar ones. In the end, we obtain a set of 114 objects. A subset of the objects are visualized in Figure 1, Figure 2, and Figure 5.

#### B. Train/Test Split

To study the generalization properties of the proposed method, we split the objects into two disjoint sets of 85 and 29 objects, one for training and the other one for zero-shot testing. Because the object geometries are vastly different from each other, leading to different levels of difficulties for the manipulation policies, a random split may not ensure fair evaluations. Therefore, we use the same DDPG + HER algorithm to train an oracle single-task RL policy for each object, following the setup from [8]. Then we split the objects according to the success rate of its oracle, ensuring that the training and held-out objects have similar difficulties on average.

#### C. Environment Details

##### a) State Space: We define the state space $s = \{s_r, s_o, g\}$. $s_r$ is the proprioceptive robot states which contain joint angles and joint velocities. $s_o$ contains the joint’s Cartesian coordinates, quaternion, translational velocities, and rotational velocities. For methods that use a point cloud encoder, $s_o$ also includes a set of 128 points sampled from the surface of the object and their surface normal vectors. The points are re-sampled at each timestep. $g$ is a 4-dimensional vector specifying the desired quaternion of the object.

##### b) Action Space: The action is a 20-dimensional vector containing desired absolute joint positions for the 20 non-coupled joints of Shadow Hand. The remaining 4 joints are coupled joints which do not require control input. The action frequency is $f = 25$ Hz.

##### c) Reward: At timestep $t$, the agent receives a binary reward $r_t$ of 1 if the angle between current object orientation and goal orientation is within 0.1 radians and 0 otherwise.

##### d) Environment Initialization and Goal Selection: Following the environment design in [8], initial position of object is set to be above the palm to avoid penetration with the hand and further perturbed with a Gaussian noise sampled from $N(0, 5c–5)$. The initial and goal orientation are sampled independently and randomly about the z-axis for each episode. With a diverse set of objects, we find this setting to be a good middle ground for the oracle policies we consider [8], not as difficult as sampling from $SO(3)$ and not too easy as sampling from a set of pre-determined goals.

### IV. RESULTS AND ABLATIONS

Instead of focusing on how a policy performs on a specific object, our goal is to evaluate its zero-shot generalization to unseen ones. To this end, except for the oracle policies that serve as references, we evaluate all methods using the train/test split described in Section III-B. Videos at https://huangwl18.github.io/geometry-dex.

We examine the effectiveness of our proposed method by asking the following three questions:

- Can vanilla multi-task policy attain competitive performance on a large number of objects?
- Leveraging object representation, can a single geometry-aware policy interpolate its experience and outperform single-task oracles?
Training Object Success Rate Difference
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Fig. 3: Success rate difference between geometry-aware multi-task policy and individual oracles on the 85 training objects, calculated as $\Delta S = (S_{\text{oracle}} - S_{\text{oracle}})$. It shows that a single geometry-aware multi-task policy can attain even better performance than individual single-task oracles on most training objects. It demonstrates that the policy can leverage skills learned from many tasks, leading to an overall stronger policy. The success rate reported are averaged across 100 episodes.

- What are the generalization properties of a geometry-aware policy?

For each experiment, we report the success rate at the last timestep of an episode, averaged over 3 training runs with different random seeds.

A. Effectiveness of Multi-Task Training

In this section, our goal is to investigate the effect of joint multi-task training alone, without leveraging object representation. We refer to such policies as Vanilla Multi-Task Policy. It is supplied with $s_o$, which only contains the object’s 6 DoF pose. Below we discuss its training and generalization performance.

---

A) Training Performance: We first compare the vanilla multi-task policy to the individual oracle policies trained for each object. We train the policy jointly on all 85 training objects. As shown in Figure 4, the vanilla multi-task policy is surprisingly effective in learning a joint policy for all training objects, attaining a performance on par with each object’s oracle policy. In fact, it also converges to the average performance of the oracles. Furthermore, the joint-trained policy is 17 times more sample efficient than the ensemble of single-task oracles, needing a total of 200M samples compared to 3400M used by all oracles.

B) Zero-Shot Generalization: As shown in Figure 4, the vanilla multi-task policy, when evaluated on the 29 unseen objects in a zero-shot manner, performs only slightly worse than the oracles trained for the held-out objects. It shows that a simple vanilla multi-task training can produce surprisingly effective policy to handle most objects at test time. However, by ranking the objects by the performance difference between the multi-task policy and the oracles, we find that the multi-task policy generally has similar performance to the oracles on medium-sized spherical objects and performs significantly worse on irregular-shaped objects. Similar observation and analysis are also provided in Section IV-B.2.b. Overall, we suggest that the multi-task policy, though performing well on majority of objects, likely finds a common strategy that works well for majority of objects but fails to handle the uncommon ones. We refer the readers to the videos for qualitative results.

B. Role of Object Representation

In this section, we aim to tackle geometry-awareness by investigating the role of object representation in learning multi-task dexterous manipulation policies. The representation is expressed as a 512-dim feature vector taken from the last layer of a frozen point cloud encoder, described in Section II-B. It is updated every timestep using the latest sampled point cloud along with its rotated copy that indicates the goal orientation. We will first compare the training performance of the geometry-aware policy to its vanilla counterpart, and then we will discuss the remarkable generalization properties by making use of object representation.

A) Training Performance: As shown in both Figure 4, by making use of object representation, the joint policy significantly outperforms its vanilla variant. Notably, as shown by Figure 3, it also outperforms the single-task oracles on most objects, demonstrating that when combined with correct representation, multi-task policy does not act conservatively with decreased single-task performance to accommodate other tasks, contradictory to the common belief of the community. Furthermore, it reaches the average oracle performance at 50M timesteps while the ensemble of oracles is trained on 3400M timesteps, showing that a multi-task policy combined with appropriate representation...
can effectively interpolate and leverage its experience across all tasks and attain an overall better performance.

b) Zero-Shot Generalization: We evaluate our method on 29 unseen objects in a zero-shot manner. As with the comparisons for training performance, Figure 4 shows that the multi-task policy trained with representation is superior than both its vanilla counterpart and even the single-task oracles that are trained on held-out objects. To validate our hypothesis that the policy is geometry-aware and can effectively handle irregular-shaped objects, we rank all 29 held-out objects by the performance gains compared to the vanilla policy and visualize 5 objects on both sides of the spectrum in Figure 5, where the gains are the highest and the lowest. Not only does the policy outperform its vanilla counterpart on all held-out objects, but notably the objects for which the performance gains are the highest have the largest variations in shapes. It shows the vanilla policy has difficulties dealing with such objects, yet the policy endowed with object representation, though never trained on these objects, learns specific strategies based on their geometries. On the other side of the spectrum, we observe that the

gains are the smallest for objects that are medium-sized and spherical-shaped, suggesting that a common strategy likely works well for these objects and geometry-awareness is not needed. To further investigate the behaviors learned by our method when dealing with challenging objects, we visualize both our method and the vanilla baseline on a held-out object, shown in Figure 6. To successfully perform a 180-degree-turn for a long and thin object, a policy must execute precise finger movement to not only grasp the object firmly but also move away the thumb at \( t = 15 \) which was blocking the object. On the contrary, such irregular-shaped object proves to be difficult for the vanilla policy that fails to make any progress to rotate the object. We refer the readers to the video results for more qualitative comparisons.

C. Ablations

1) Does training on more objects lead to better generalization?: We investigate the effect of the number of training objects on the zero-shot generalization to unseen objects. For each method, we run three sets of experiments with 10,
TABLE I: Effect of object representation used for single-task training. The objects are randomly selected from the held-out set. Even though the frozen encoder has not seen the objects in the pre-training phase, the encoded representation is still shown to be beneficial for single-task RL training, suggesting geometry-awareness is important for dexterous manipulation policies.

|                | w/ Object Rep. | w/o Object Rep. |
|----------------|----------------|-----------------|
| large_clamp    | 97.00%         | 46.00%          |
| door_knob      | 84.00%         | 65.00%          |
| large_clamp    | 92.00%         | 74.00%          |

TABLE II: Comparisons of frozen encoder vs. fine-tuned encoder. Frozen encoder has much better performance than fine-tuned variant, whose performance is similar to that of vanilla multi-task policy without an encoder. The success rate reported are averaged across 425 and 145 episodes, respectively for 85 training objects and 29 held-out objects.

|                           | Frozen Encoder | Fine-tuned Encoder |
|---------------------------|----------------|--------------------|
| Training Success Rate     | 71.88%         | 61.62%             |
| Held-Out Success Rate     | 68.80%         | 50.84%             |

2) Can object representation boost performance of single-task policies?: Given the benefits shown for object representation when trained on a large number of objects, one natural question is what the effect is when it is used for a single task. Specifically, we take the point cloud encoder pre-trained on all 85 training objects, freeze its parameters, and use it to train an oracle policy for a held-out object from scratch, by using the same DDPG + HER algorithm. Note that the pre-trained and frozen encoder never sees the held-out object in training. Since evaluating on all 29 held-out objects are computationally intensive, we randomly select 3 objects whose average oracle success rate is similar to that of all held-out objects. We report the success rate of evaluating on 100 episodes. As shown in Table I, the learned representation by pre-training on a large number of objects can also bring improvement to single-task training, demonstrating the object representation is universally useful for dexterous manipulation. As the majority of the current RL methods do not model object geometry explicitly, this result suggests that a geometry-aware policy may bring significant improvement to the current baseline.

3) Is it necessary to freeze the weights of point cloud encoder?: The object representation is obtained by a frozen, pre-trained point cloud encoder and has been shown to be useful in policy training. However, what if one allows the fine-tuning of the encoder? As shown in Table II, a fine-tuned encoder leads to degraded performance, reducing to the same performance of a vanilla multi-task policy that doesn’t have an encoder. A hypothesis is that the pre-trained encoder loses its useful representation early in the policy training due to the noisy gradient signals.

V. RELATED WORKS

There has been a rapid development of anthropomorphic robotic hands [14], [15], but realizing a human-level, precise, and intelligent control of high-DoF hands has remained an unsolved problem. A series of prior works based on motion planning and optimization have been developed [16]–[21]. However, these methods require precise characterization of the systems and often fail to scale up to more complex tasks.

Data-driven learning approaches, on the other hand, provide a promising alternative to learn behaviors directly from data. Prior works have leveraged demonstrations collected by human to either perform imitation learning or facilitate discoveries of manipulation strategies [22]–[26]. Another line of works directly use reinforcement learning and learn policies without expert knowledge from humans [3], [4], [26]–[30], but they often exhibit limited generalization capabilities: [26] shows generalization to different initial position of the object, [29] studies generalization to different goal settings, [23] demonstrates generalization to the same object but with parametric variations of size and mass, [3], [4] reveal the possibility of generalizing to the real world with only simulated experience but consider only one pre-determined object with simple geometries. [24], [28] study generalization to novel objects at test time as we do. However, they only consider generalization to one or few objects, many of which are geometrically similar to the training object.

Our approach of learning object representation also bears resemblance to learning task encoding in the context of multi-task reinforcement learning. This recent line of works typically encodes past experience into a task-specific embedding to interpolate learned skills from different tasks [35]–[39]. While these methods can be applied to dexterous manipulation to learn one policy for many objects, we propose to model the objects directly as the differences between each task are fully attributed to the differences in objects.

Concurrent Work: Parallel work of Chen et. al. [40] also performed a large-scale study of multi-task RL for dexterous manipulation on a variety of objects. Their approach is complementary to ours as they focus on geometry-invariant learning forcing the policy to discover a common “generally” good strategy that works across many distinct objects. In contrast, we condition on the object geometric representation to allow policy to adapt to each object.
VI. CONCLUSION

In this work, we present a simple framework for learning dexterous manipulation policies for a large variety of objects. We show that combined with simple multi-task learning and appropriate representation, existing RL algorithms can produce a single robust policy for over 100 diverse objects, which we also release as a benchmark. Overall, we hope our findings can serve as a key step towards developing general-purpose controllers for dexterous manipulation and facilitate future studies that further improve generalization across objects.

ACKNOWLEDGEMENTS

We would like to thank Kenny Shaw and Aravind Sivakumar for feedback on the early drafts of the paper. The work is supported in part by Berkeley Deep Drive, NSF IIS-2024594 and GoodAI Research Award.

REFERENCES

[1] N. Heess, D. TB, S. Siram, J. Lemmon, J. Merel, G. Wayne, Y. Tassa, T. Erez, Z. Wang, S. Esfami et al., “Emergence of locomotion behaviours in rich environments,” arXiv preprint arXiv:1707.02266, 2017.

[2] S. Levine, C. Finn, T. Darrell, and P. Abbeel, “End-to-end training of deep visuomotor policies,” The Journal of Machine Learning Research, vol. 17, no. 1, pp. 1534–1573, 2016.

[3] O. M. Andrychowicz, B. Baker, M. Chociej, R. Jozefowicz, B. Mc-Grew, J. Pachocki, A. Petron, M. Plappert, G. Powell, A. Ray et al., “Learning dexterous in-hand manipulation,” The International Journal of Robotics Research, vol. 39, no. 1, pp. 3–20, 2020.

[4] I. Akkaya, M. Andrychowicz, M. Chociej, M. Litwin, B. McGrew, A. Petron, A. Paino, M. Plappert, G. Powell, R. Ribas et al., “Solving rubik’s cube with a robot hand,” arXiv preprint arXiv:1910.07113, 2019.

[5] G. Brockman, V. Cheung, L. Pettersson, J. Schneider, J. Schulman, J. Tang, and W. Zaremba, “Openai gym,” arXiv preprint arXiv:1606.01540, 2016.

[6] T. P. Lillicrap, J. J. Hunt, A. Pritzel, N. Heess, T. Erez, Y. Tassa, D. Silver, and D. Wierstra, “Continuous control with deep reinforcement learning,” arXiv preprint arXiv:1509.02971, 2015.

[7] M. Andrychowicz, F. Wolski, A. Ray, J. Schneider, R. Fong, P. Welinder, B. McGrew, J. Tobin, P. Abbeel, and W. Zaremba, “Hindsight experience replay,” in NIPS, 2017.

[8] M. Plappert, M. Andrychowicz, A. Ray, B. McGrew, B. Baker, G. Powell, J. Schneider, M. Chociej, P. Welinder et al., “Multi-goal reinforcement learning: Challenging robotics environments and request for research,” arXiv preprint arXiv:1802.09464, 2018.

[9] C. R. Qi, H. Su, K. Mo, and L. J. Guibas, “Pointnet: Deep learning on point sets for 3d classification and segmentation,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2017, pp. 652–660.

[10] S. Suwajanakorn, N. Snavely, J. Tompson, and M. Norouzi, “Discovery of latent 3d keypoints via end-to-end geometric reasoning,” arXiv preprint arXiv:1807.03146, 2018.

[11] E. Todorov, T. Erez, and Y. Tassa, “Mujoce: A physics engine for model-based control,” in 2012 IEEE/RSJ International Conference on Intelligent Robots and Systems. IEEE, 2012, pp. 5026–5033.

[12] S. Brahmabhath, C. Ham, C. C. Kemp, and J. Hays, “Contactdx: Analyzing and predicting grasp contact via thermal imaging,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2019, pp. 8709–8719.

[13] B. Calli, A. Singh, A. Walsman, S. Srinivasa, P. Abbeel, and A. M. Dollar, “The ycb object and model set: Towards common benchmarks for manipulation research,” in 2015 international conference on advanced robotics (ICAR). IEEE, 2015, pp. 510–517.

[14] J. Butterfaff, M. Grebenstein, H. Liu, and G. Hrizinger, “D-hand ii: Next generation of a dextrous robot hand,” in Proceedings 2001 ICRA. IEEE International Conference on Robotics and Automation (Cat. No. 01CH37164), vol. 1. IEEE, 2001, pp. 109–114.

[15] Z. Xu and E. Todorov, “Design of a highly biomimetic anthropomorphic robotic hand toward artificial limb regeneration,” in 2016 IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2016, pp. 3485–3492.

[16] B. Sundaralingam and J. Hermans, “Geometric in-hand regrasp planning: Alternating optimization of finger gaits and in-grasp manipulation,” in 2018 IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2018, pp. 231–238.

[17] Y. Bai and C. K. Liu, “Dexterous manipulation using both palm and fingers,” in 2014 IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2014, pp. 1560–1565.

[18] M. R. Degar and S. Srinivasa, “Push-grasping with dexterous hands: Mechanics and a method,” in 2010 IEEE/RSJ International Conference on Intelligent Robots and Systems. IEEE, 2010, pp. 2123–2130.

[19] R. Kolbert, N. Chavan-Dafle, and A. Rodriguez, “Experimental validation of contact dynamics for in-hand manipulation,” in International Symposium on Experimental Robotics. Springer, 2016, pp. 633–645.

[20] S. Andrews and P. G. Kry, “Goal directed multi-finger manipulation: Control policies and analysis,” Computers & Graphics, vol. 37, no. 7, pp. 830–839, 2013.

[21] N. Chavan-Dafle, R. Holladay, and A. Rodriguez, “In-hand manipulation via motion cones,” arXiv preprint arXiv:1810.00219, 2018.

[22] A. Gupta, C. Eppner, S. Levine, and P. Abbeel, “Learning dexterous manipulation for a soft robotic hand from human demonstrations,” in 2016 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS). IEEE, 2016, pp. 3786–3793.

[23] A. Rajeswaran, V. Kumar, A. Gupta, G. Vezzani, J. Schulman, E. Todorov, and S. Levine, “Learning complex dexterous manipulation with deep reinforcement learning and demonstrations,” arXiv preprint arXiv:1709.00847, 2017.

[24] I. Radosavovic, X. Wang, L. Pinto, and J. Malik, “State-only imitation learning for dexterous manipulation,” arXiv preprint arXiv:2004.04650, 2020.

[25] R. Jeong, J. T. Springenberg, J. Kay, D. Zheng, Y. Zhou, A. Galashov, N. Heess, and F. Nori, “Learning dexterous manipulation from sub-optimal experts,” arXiv preprint arXiv:2010.08587, 2020.

[26] V. Kumar, A. Gupta, E. Todorov, and S. Levine, “Learning dexterous manipulation policies from experience and imitation,” arXiv preprint arXiv:1709.00847, 2017.

[27] H. Zhu, A. Gupta, A. Rajeswaran, S. Levine, and V. Kumar, “Dexterous manipulation with deep reinforcement learning: Efficient, general, and low-cost,” in 2019 International Conference on Robotics and Automation (ICRA). IEEE, 2019, pp. 3651–3657.

[28] H. Van Hoof, T. Hermans, G. Neumann, and J. Peters, “Learning robot in-hand manipulation with tactile features,” in 2015 IEEE-RAS 15th International Conference on Humanoid Robots (Humanoids). IEEE, 2015, pp. 121–127.

[29] A. Nagabandi, K. Konolige, S. Levine, and V. Kumar, “Deep dynamics models for learning dexterous manipulation,” in Conference on Robot Learning, 2020, pp. 1101–1112.

[30] H. J. Charlesworth and G. Montana, “Solving challenging dexterous manipulation tasks with trajectory optimisation and reinforcement learning,” in International Conference on Machine Learning. PMLR, 2021, pp. 1496–1506.

[31] Y. Teh, V. Bapst, W. M. Czarnecki, J. Quan, J. Kirkpatrick, R. Hadsell, N. Heess, and R. Pascanu, “Distral: Robust multitask reinforcement learning,” in NIPS, 2017.

[32] T. Yu, S. Kumar, A. Gupta, S. Levine, K. Hausman, and C. Finn, “Gradient surgery for multi-task learning,” arXiv preprint arXiv:2001.06722, 2020.

[33] M. Hessel, H. Soyer, L. Espeholt, W. Czarnecki, S. Schmitt, and H. van Hasselt, “Multi-task deep reinforcement learning with popart,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 33, no. 01, 2019, pp. 3796–3803.

[34] L. Espeholt, H. Soyer, R. Munos, K. Simonyan, V. Mnih, T. Ward, Y. Doron, V. Firoiu, T. Harley, I. Dunning et al., “Impala: Scalable distributed deep-rl with importance weighted actor-learner architectures,” in International Conference on Machine Learning. PMLR, 2018, pp. 1496–1506.

[35] K. Hausman, J. T. Springenberg, Z. Wang, N. Heess, and M. Riedmiller, “Learning an embedding space for transferable robot skills,” in International Conference on Learning Representations. 2018.
P. Abbeel, “RL^2: Fast reinforcement learning via slow reinforcement learning,” arXiv preprint arXiv:1611.02779, 2016.

[37] J. X. Wang, Z. Kurth-Nelson, D. Tirumala, H. Soyer, J. Z. Leibo, R. Munos, C. Blundell, D. Kumaran, and M. Botvinick, “Learning to reinforce reinforcement learn,” arXiv preprint arXiv:1611.05763, 2016.

[38] N. Mishra, M. Rohaninejad, X. Chen, and P. Abbeel, “A simple neural attentive meta-learner,” arXiv preprint arXiv:1707.03141, 2017.

[39] K. Rakelly, A. Zhou, C. Finn, S. Levine, and D. Quillen, “Efficient off-policy meta-reinforcement learning via probabilistic context variables,” in International conference on machine learning. PMLR, 2019, pp. 5331–5340.

[40] T. Chen, J. Xu, and P. Agrawal, “A system for general in-hand object re-orientation,” Conference on Robot Learning, 2021.