QUIVER HALL-LITTLEWOOD FUNCTIONS AND KOSTKA-SHOJI POLYNOMIALS
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Abstract. For any triple \((i, a, \mu)\) consisting of a vertex \(i\) in a quiver \(Q\), a positive integer \(a\), and a dominant \(GL_a\)-weight \(\mu\), we define a quiver current \(H_{\mu}^{(i,a)}\) acting on the tensor power \(\Lambda^Q\) of symmetric functions over the vertices of \(Q\). These provide a quiver generalization of parabolic Garsia-Jing creation operators in the theory of Hall-Littlewood symmetric functions. For a triple \((i, a, \mu(\bullet))\) of sequences of such data, we define the quiver Hall-Littlewood function \(H_{\mu(\bullet)}^{i_1,a_1,\ldots,i_n,a_n}(\bullet)\) as the result of acting on \(1 \in \Lambda^Q\) by the corresponding sequence of quiver currents. The quiver Kostka-Shoji polynomials are the expansion coefficients of \(H_{\mu(\bullet)}^{i_1,a_1,\ldots,i_n,a_n}(\bullet)\) in the tensor Schur basis. These polynomials include the Kostka-Foulkes polynomials and parabolic Kostka polynomials (Jordan quiver) and the Kostka-Shoji polynomials (cyclic quiver) as special cases.

We show that the quiver Kostka-Shoji polynomials are graded multiplicities in the equivariant Euler characteristic of a vector bundle (determined by \(\mu(\bullet)\)) on Lusztig’s convolution diagram determined by the sequences \(i, a\). For certain compositions of currents we conjecture higher cohomology vanishing of the associated vector bundle on Lusztig’s convolution diagram. For quivers with no branching we propose an explicit positive formula for the quiver Kostka-Shoji polynomials in terms of catabolizable multitableaux.

We also relate our constructions to \(K\)-theoretic Hall algebras, by realizing the quiver Kostka-Shoji polynomials as natural structure constants and showing that the quiver currents provide a symmetric function lifting of the corresponding shuffle product. In the case of a cyclic quiver, we explain how the quiver currents arise in Saito’s vertex representation of the quantum toroidal algebra of type \(\mathfrak{sl}_r\).

1. Introduction

Consider the space \(\Lambda^Q = \bigotimes_{i \in Q_0} \Lambda^{(i)}\) of quiver symmetric functions, the tensor power of symmetric functions \(\Lambda\) with one factor for each vertex \(i \in Q_0\) of a quiver \(Q\), over a coefficient ring with a parameter \(t_b\) for each arrow \(b \in Q_1\) in the quiver. Given a triple \((i, a, \mu)\) where \(i \in Q_0\) is a vertex, \(a \in \mathbb{Z}_{>0}\), and \(\mu \in X_+(GL_a)\) is a dominant integral \(GL_a\)-weight, we introduce the quiver current \(H_{\mu(\bullet)}^{(i,a)}(\bullet) \in \text{End}(\Lambda^Q)\). Quiver currents are generalizations of parabolic Garsia-Jing creation operators [GJ, SZI]. Compositions of such operators are indexed by triples \((i, a, \mu(\bullet))\) where \(i\) is a list of vertices, \(a\) is a list of positive integers, and \(\mu(\bullet)\) is a list of weights. When acting on the vacuum vector, such a composite operator creates the Hall-Littlewood quiver symmetric function \(H_{\mu(\bullet)}^{i_1,a_1,\ldots,i_n,a_n}(\bullet) \in \Lambda^Q\). Their expansion coefficients \(K_{\lambda \mu(\bullet)}^{i_1,a_1,\ldots,i_n,a_n}(t_{Q_1})\) in the tensor Schur basis \(s_{\lambda(\bullet)}\) are polynomials in the arrow variables with integer coefficients. We call these the quiver Kostka-Shoji polynomials. When
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all arrow variables are set to a single parameter, these are instances of Panyushev’s
generalized Kostka polynomials \[P\].

1.1. Special cases.

1.1.1. Single loop. Consider the quiver with one vertex and a loop. If all weights in
\(\mu(\bullet)\) are single rows, \(K^{i,a}_{\lambda^\bullet,\mu(\bullet)}(t_{Q_1})\) is the classical Kostka-Foulkes polynomial \[Bry\]\[LS\]\[Mac\]. These polynomials give local intersection cohomology for the nullcone \[L1\].

If all weights are rectangles of a fixed width, \(K^{i,a}_{\lambda^\bullet,\mu(\bullet)}(t_{Q_1})\) is a graded multiplicity
at an irreducible \(GL_n\)-character in the coordinate ring of a nilpotent adjoint orbit closure in \(gl_n\) \[S1\] \[W\].

If all weights are rectangles \(K^{i,a}_{\lambda^\bullet,\mu(\bullet)}(t_{Q_1})\) is a graded multiplicity in tensor prod-
ucts of affine type A Kirillov-Reshetikhin modules \[KSS\] \[ScW\] \[S1\] \[S2\] \[S3\] \[W\].

In general \(K^{i,a}_{\lambda^\bullet,\mu(\bullet)}(t_{Q_1})\) is a parabolic Kostka polynomial \[Bro\] \[SW\].

1.1.2. \(r\)-vertex cyclic quiver. This includes the case of the single loop quiver (\(r = 1\)). For a very specific sequence of currents, the polynomials \(K^{i,a}_{\lambda^\bullet,\mu(\bullet)}(t_{Q_1})\) were
studied by Finkelberg and Ionov \[FI\] and earlier by Shoji in connection with Green’s
polynomials for complex reflection groups \[Sh1, Sh3\] (see Examples 2.6 and 2.17).

For \(r = 2\) these polynomials have an interpretation in intersection cohomology
for the enhanced nullcone \[AH\] and the mirabolic affine Grassmannian \[FGT\].

1.1.3. \(A_2\) quiver. For the quiver with two vertices \(Q_0 = \{0, 1\}\) and a single edge
\((0, 1)\), for special sequences of currents a formula for \(K^{i,a}_{\lambda^\bullet,\mu(\bullet)}(t_{Q_1})\) was proved in \[Cr\]. The answer is a single power of \(t_{01}\) times a truncated Littlewood-Richardson
coefficient.

1.2. Lusztig’s convolution diagram. Associated with a composition of currents is a vector bundle on Lusztig’s convolution diagram \[L2\], which is itself a vector bundle
over a product of partial flag varieties, one for each quiver vertex. The quiver
Kostka-Shoji polynomials are the arrow-graded isotypic components of the (virtual)
quiver \(GL\)-module afforded by the Euler characteristic of this vector bundle. For
certain compositions of currents we conjecture higher cohomology vanishing of the
vector bundle on Lusztig’s convolution diagram (Conjecture 2.15), which implies
the positivity of quiver Kostka-Shoji polynomials. Higher vanishing is known in
some cases by a result of Panyushev \[P\], which we explain in Remark 2.18.

1.3. Combinatorics. For quivers with no branching (that is, whose connected
components are directed cycles or directed paths) we propose an explicit positive
formula for the quiver Kostka-Shoji polynomials (Conjecture 4.4) in terms of \textit{catab-
izable multitableaux}. For the single loop quiver this reduces to \[SW\] Conjecture 27.

\[1\] Lusztig’s construction is defined for loopless quivers. We allow loops but add a condition
which enforces nilpotence.
1.4. *K*-theoretic Hall algebras. The direct sum of equivariant $K$-groups of quiver representation spaces over all possible dimension vectors carries a natural associative algebra structure, which we define in Section 5 by adapting Kontsevich and Soibelman’s definition of cohomological Hall algebras [KS]. This turns out to be identical to Lusztig’s convolution product [L2], just applied to equivariant $K$-groups rather than perverse sheaves (see Remark 5.8). The multiplication in this ring, the (non-preprojective) $K$-theoretic Hall algebra, is given by a shuffle product directly analogous to that of [KS], however containing extra equivariance from the arrow parameters.

We express the quiver Hall-Littlewood series as iterated shuffle products (Proposition 5.3), which leads to another interpretation of quiver Kostka-Shoji polynomials: they are structure constants with respect to tensor Schur polynomials in the $K$-theoretic Hall algebra. We also show that the quiver currents provide a natural symmetric function lifting of the multiplication in the $K$-theoretic Hall algebra (Proposition 5.5) and its preprojective $(q, t)$-version (Proposition 5.12). Preprojective cohomological Hall algebras were introduced by Yang and Zhao [YZ] for any algebraic oriented cohomology theory; earlier, the $K$-theoretic case of these algebras were studied extensively for single loop [SchV] [FT] [Ne1] and cyclic quivers [Ne2]. We define the corresponding $(q, t)$-versions of our quiver currents in Section 5.3.

1.5. Quantum toroidal $\mathfrak{sl}_r$. For cyclic quivers the $(q, t)$-quiver currents with $a = 1$ give the vertex representation $[S]_a$ of the (positive part of the) quantum toroidal algebra $\hat{U}_{q, t}(\mathfrak{sl}_r)$ [GKV]. This connection is explained in Appendix A. This provides a realization of Kostka-Shoji polynomials [Sh3] in the representation theory of quantum toroidal algebras which we intend to pursue further in future work.

The vertex representation of $\hat{U}_{q, t}(\mathfrak{sl}_r)$ arises geometrically via the equivariant $K$-groups of Nakajima varieties for the cyclic quiver with one-dimensional framing space [VV] [Nag] (see also [FJMM] and [T] for the connections between various $\hat{U}_{q, t}(\mathfrak{sl}_r)$-representations). It is interesting to speculate about the relationship between our symmetric function operators and Nakajima’s geometric construction of quantum loop algebra representations for general quivers [Nak]. However, the connection to quiver Hall-Littlewood functions in the case of cyclic quivers requires separate parameters $(q, t)$, followed by the specialization $q = 0$ (see the right-hand side of (55)). For general quivers we do not know the meaning of this specialization in the setting of Nakajima varieties.

The $(q, t)$-version of the cyclic quiver current (for $a = 1$, see (55)) is the natural analog of certain operators generating part of the action of the elliptic Hall algebra (also known as “quantum toroidal $\mathfrak{gl}_1$”) on symmetric functions [SchV], which are known to play a fundamental and important role in Macdonald theory [GHT] [BGLX] [GN]. We hope that the $(q, t)$-currents will play an equally important role in a theory of cyclic quiver Macdonald symmetric functions, possibly those of [Sh3], forming a basis of cyclic quiver symmetric functions $\Lambda^Q$ involving both parameters $(q, t)$ and which specialize to the quiver Hall-Littlewood functions at $q = 0$.

$^2$Another candidate for cyclic quiver Macdonald symmetric functions would seem to be given by the wreath Macdonald polynomials of [Hai] [BP]; however, remarks in [Hai] §7.2.4 indicate that these polynomials at $q = 0$ do not coincide with Shoji’s [Sh1].
2. Quiver Hall-Littlewood series

2.1. Quiver. Let \( Q = (Q_0, Q_1) \) be a quiver (finite directed graph) with vertex set \( Q_0 \) and arrow set \( Q_1 \). We write \( ha \in Q_0 \) (resp. \( ta \in Q_0 \)) for the head (resp. tail) of the arrow \( a \in Q_1 \): pictorially \( ta \xrightarrow{a} ha \). Loops \((a \in Q_1 \text{ such that } ha = ta)\) and multiple edges \((a \neq b \in Q_1 \text{ with } ha = hb \text{ and } ta = tb)\) are allowed.

Let \( \mathbb{Z}^{Q_0} = \bigoplus_{i \in Q_0} \mathbb{Z} f^{(i)} \) be the lattice of virtual dimension vectors. We write its elements as \( \nu^* = \sum_{i \in Q_0} \nu^{(i)} f^{(i)} \) where \( f^{(i)} \in \mathbb{Z}^{Q_0} \) is the \( i \)-th standard basis vector and \( \nu^{(i)} \) is the coefficient of \( \nu \) at \( f^{(i)} \). Let \( V = \bigoplus_{i \in Q_0} V^{(i)} \) be a \( Q_0 \)-graded \( \mathbb{C} \)-vector space of dimension \( \nu^* \), that is, \( \dim V^{(i)} = \nu^{(i)} \) for all \( i \in Q_0 \). Let \( E = \bigoplus_{i \in Q_0} \text{Hom}_{\mathbb{C}}(V^{(i)}, V^{(i)}) \) be the representation space of \( Q_0 \)-graded dimension \( \nu^* \). For \( i \in Q_0 \) let \( G^{(i)} = GL(V^{(i)}) \cong GL_{\nu^*} \) be the general linear group acting at vertex \( i \). Let \( G^* = \bigoplus_{i \in Q_0} G^{(i)} \) act on \( E \) by \((g_i | i \in Q_0) \cdot (\phi_a | a \in Q_1) = (gh_a \phi_{ha}^{-1} a \in Q_1)\).

2.2. Torus weights. Let \( T^{Q_1} = (\mathbb{C}^*)^{Q_1} \) be an algebraic torus with a copy of \( \mathbb{C}^* \) for each arrow \( a \in Q_1 \). We have \( R(T^{Q_1}) \cong \mathbb{Z}[t_a^{\pm 1} | a \in Q_1] \) such that the exponential weight of the action of the \( a \)-th copy of \( \mathbb{C}^* \) in \( T^{Q_1} \) on \( \text{Hom}_{\mathbb{C}}(V^{(i)}, V^{(i)}) \) is \( t_a^{-1} \). We call the \( t_a \) arrow variables. The action of \( T^{Q_1} \) commutes with the action of \( G^* \) on \( E \). We write \( t_{Q_1} \) to refer to the collection of all arrow variables and set \( \mathbb{Z}[t_{Q_1}^{\pm 1}] = \mathbb{Z}[t_a^{\pm 1} | a \in Q_1] \).

Remark 2.1. If \( Q \) has no multiple arrows, that is, for every \((i, j) \in Q_0^2 \) there is at most one \( b \in Q_1 \) such that \( tb = i \) and \( gb = j \), then we write \( t_{i,j} \) for \( tb \) if \( b \) is the unique arrow going from \( i \) to \( j \).

For each \( i \in Q_0 \) let \( T^{(i)} \subset G^{(i)} \) be the standard maximal torus. Let \( T^* = \bigoplus_{i \in Q_0} T^{(i)} \) be the maximal torus in \( G^* \). For \( i \in Q_0 \), let the exponentials of the weights of \( T^{(i)} \) be denoted \( x_1^{(i)}, x_2^{(i)}, \ldots, x_{\nu^{(i)}}^{(i)} \).

Let \( G = G^* \times T^{Q_1} \) and \( T = T^* \times T^{Q_1} \). We also write \( G_{\nu^*} = G^* \) and \( G_{\nu^*} = G \) when it is necessary to distinguish between different dimension vectors.

We use notation such as \( X(G) \) and \( X_+(G) \) for the integral weights and dominant integral weights. We have a natural identification \( X(G^*) = X(GL(V)) \), since \( T^* \) is a maximal torus in both \( GL(V) \) and its Levi subgroup \( G^* \).

For \( \lambda \in X(G) \) we write \( \overline{\lambda} \) for its image under the forgetful map \( X(G) \to X(G^*) \).

We make the identification \( R(T) \cong R(T^*) \otimes_{\mathbb{Z}} \mathbb{Z}[t_{Q_1}^{\pm 1}] \) and also define its “completion” \( \hat{R}(T) = R(T^*) \otimes_{\mathbb{Z}} \mathbb{Z}((t_{Q_1})) \) where \( \mathbb{Z}((t_{Q_1})) \) is the field of formal Laurent series in the variables \( t_{Q_1} \). Similarly, we define \( \hat{R}(G) = R(G^*) \otimes_{\mathbb{Z}} \mathbb{Z}((t_{Q_1})) \).

\[ \text{We write linear functions as matrices acting from the left of their arguments, which are column vectors. So the elements of } \text{Hom}_{\mathbb{C}}(V^{(a)}, V^{(a)}) \text{ are matrices with } \dim V^{(a)} \text{ rows and } \dim V^{(a)} \text{ columns.} \]
2.3. Sequences of currents: preview. The space of quiver symmetric functions
\( \Lambda^Q = \bigotimes_{i \in Q_0} \Lambda(i) \) is by definition the \( Q_0 \)-fold tensor power of the symmetric function algebra \( \Lambda \) over the ring \( R(T^{Q_1}) \). For a triple \( (i, a, \mu) \) with \( i \in Q_0, a \in \mathbb{Z}_{>0}, \) and \( \mu \in \mathbb{Z}^a \) a weakly decreasing sequence of integers (dominant \( GL_a \)-weight), we shall define an operator \( H^{(i,a)}_{\mu} \) on \( \Lambda^Q \) that we call a quiver current (see (29)).

The operator \( H^{(i,a)}_{\mu} \) is a quiver analogue of a parabolic Garsia-Jing operator \( [G] [J] [SZ] \) (see (31)).

Consider a sequence of triples
\[
(1) \quad (i_1, a_1, \mu(1)), (i_2, a_2, \mu(2)), \ldots, (i_m, a_m, \mu(m)),
\]
or equivalently a triple of sequences
\[
(2) \quad (i, a, \mu(\bullet)) \quad \text{where}
\]
\[
(3) \quad i = (i_1, i_2, \ldots, i_m) \\
(4) \quad a = (a_1, a_2, \ldots, a_m) \\
(5) \quad \mu(\bullet) = (\mu(1), \mu(2), \ldots, \mu(m))
\]

where we emphasize that each \( \mu(j) \in X_+(GL_{a_j}) \) is a dominant integral weight.

The quiver Hall-Littlewood symmetric function \( H^{i, a}_{\mu(\bullet)} \in \Lambda^Q \) is defined by applying a sequence of currents to the vacuum vector 1:

\[
(6) \quad H^{i, a}_{\mu(\bullet)} = H^{(i_1, a_1)}_{\mu(1)} \cdot \cdots \cdot H^{(i_m, a_m)}_{\mu(m)} \cdot 1.
\]

For a \( Q_0 \)-tuple of partitions \( \lambda^\bullet \in \mathbb{Y}^{Q_0} \) let \( s_{\lambda^\bullet} = \bigotimes_{i \in Q_0} s_{\lambda(i)}[X(i)] \in \Lambda^Q \) be the basis of tensor Schur functions.

The quiver Kostka-Shoji polynomials \( K^{i, a}_{\lambda^\bullet, \mu(\bullet)}(t_{Q_1}) \) are the polynomials in the arrow variables defined by the coefficients of the quiver Hall-Littlewood symmetric function at the tensor Schur basis:

\[
(7) \quad H^{i, a}_{\mu(\bullet)} = \sum_{\lambda^\bullet} K^{i, a}_{\lambda^\bullet, \mu(\bullet)}(t_{Q_1}) s_{\lambda^\bullet}.
\]

2.4. Indexing. Two forms of indexing will be used for almost all objects. Sequence notation comes directly from the sequences (2) and uses lowered parenthesis notation, e.g., \( \mu(k) \) for \( 1 \leq k \leq m \). The other is vertex notation, based on grouping terms in these sequences according to the vertex. Vertex notation uses parenthesized superscripts, e.g., \( G^{(i)} \) for \( i \in Q_0 \).

2.5. Standard big partial flag. The pair \( (i, a) \) defines a sequence of dimension vectors and a standard “big partial flag”. Starting with the zero dimension vector, add dimension \( a_m \) at vertex \( i_m \). Then add dimension \( a_{m-1} \) at vertex \( i_{m-1} \), and so on. That is, we consider the dimension vectors 0, \( a_m f^{(i_m)}, a_m f^{(i_m)} + \)

---

4The usual notion of current in the theory of vertex algebras is a generating function of such operators for \( i \) fixed, \( a = 1 \), and summing over all integers \( \mu \).

5This is consistent with the order in which the operators are applied in (6).
\[ a_{m-1} f^{(i_{m-1})}, \text{ etc. The final dimension vector is denoted} \]
\[
\nu^* = \nu^*(i, a) = \sum_{k=1}^{m} a_k f^{(i_k)} \quad \text{or equivalently}
\]
\[
\nu^{(i)} = \sum_{k \text{ such that } i_k = i} a_k.
\]
We define \( \nu^{(i)} \) to be the subsequence of \( a \) consisting of the \( a_k \) such that \( i_k = i \).

**Example 2.2.** Let \( Q_0 = \{0, 1\} \) and \( Q_1 = \{(0, 0), (0, 1)\} \). Let \( (i, a) \) be given by

| \( k \) | 1 | 2 | 3 | 4 | 5 |
|-----|---|---|---|---|---|
| \( i_k \) | 0 | 0 | 1 | 0 | 1 |
| \( a_k \) | 1 | 1 | 1 | 1 | 2 |

We have \( a^{(0)} = (1, 1, 1) \), \( \nu^{(0)} = 1 + 1 = 2, \( a^{(1)} = (1, 2) \), \( \nu^{(1)} = 1 + 2 = 3 \).

From now on fix \( (i, a) \) and \( \nu^* = \nu^*(i, a) \).

For \( i \in Q_0 \) let \( \mathcal{B}^{(i)} = \{ e_1^{(i)}, \ldots, e_{\nu^{(i)}}^{(i)} \} \) be a fixed \( T^{(i)} \)-weight basis of \( V^{(i)} \)
\[
V^{(i)} = \mathbb{C} e_1^{(i)} \oplus \mathbb{C} e_2^{(i)} \oplus \cdots \oplus \mathbb{C} e_{\nu^{(i)}}^{(i)},
\]
with corresponding set of exponential weights \( x^{(i)} = (x_1^{(i)}, x_2^{(i)}, \ldots, x_{\nu^{(i)}}^{(i)}) \).

We now define the sequence notation for the above. For all \( 1 \leq k \leq m \) let \( \mathcal{B}(k) \) consist of \( a_k \) consecutive elements of \( \mathcal{B}^{(i_k)} \), such that if \( i_k = i_l \) then the elements of \( \mathcal{B}(k) \) precede those of \( \mathcal{B}(l) \) in \( \mathcal{B}^{(i)} \). We denote by \( e(k)_1, e(k)_2, \ldots, e(k)_{\nu_k} \) the elements of \( \mathcal{B}(k) \) and denote by \( x(k) \) the set of \( x \) variables associated with the basis elements of \( \mathcal{B}(k) \).

**Example 2.3.** Continuing the previous example we have \( \mathcal{B}^{(0)} = \{ e_1^{(0)}, e_2^{(0)}, e_3^{(0)} \} \), \( \mathcal{B}^{(1)} = \{ e_1^{(1)}, e_2^{(1)}, e_3^{(1)} \} \) where the vertical lines break each \( \mathcal{B}^{(i)} \) into the subsets \( \mathcal{B}(k) \) for which \( i_k = i \).

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
k & 1 & 2 & 3 & 4 & 5 \\
\hline
& e(1)_1 & e(2)_1 & e(3)_1 & e(4)_1 & e(5)_1, e(5)_2 \\
\hline
\mathcal{B}(k) & e_1^{(0)} & e_2^{(0)} & e_3^{(0)} & e_4^{(0)} & e_5^{(0)} \\
\hline
x(k) & x_1^{(0)} & x_2^{(0)} & x_1^{(1)} & x_3^{(0)} & x_2^{(1)}, x_3^{(1)} \\
\hline
\end{array}
\]

Define \( V(k) \) to be the \( Q_0 \)-graded subspace of \( V \) whose basis is \( \bigsqcup_{k > 0} \mathcal{B}(\ell) \) for \( 1 \leq k \leq m \). We have
\[
V = V(0) \supseteq V(1) \supseteq \cdots \supseteq V(m-1) \supseteq V(m) = 0.
\]
We call \( V(*) \) the standard big partial flag.

2.6. **Variety Fl \(_{i,a} \)** of big partial flags. A flag of type \( (i, a) \) is a decreasing sequence \( F(*) \) of \( Q_0 \)-graded vector subspaces
\[
V = F(0) \supseteq F(1) \supseteq F(2) \cdots \supseteq F(m) = 0
\]
such that for all \( 1 \leq k \leq m \):
\[
\dim(F(k)^{(i)}/F(k-1)^{(i)}) = \begin{cases} a_k & \text{if } i_k = i \\ 0 & \text{otherwise.} \end{cases}
\]
Let \( \text{Fl}_{i,a} \) be the variety of flags of type \( (i, a) \). It has basepoint \( V(*) \).
2.7. Multi-partial flags. The projections \( V \to V^{(i)} \) for \( i \in Q_0 \) induce a \( G^* \)-equivariant isomorphism

\[
\text{Fl}_{i,a} \sim \prod_{i \in Q_0} \text{Fl}_{a^{(i)}}(V^{(i)})
\]

where \( \text{Fl}_{a^{(i)}}(V^{(i)}) \) is a variety of partial flags in \( V^{(i)} \) of dimension jumps given by the sequence \( a^{(i)} \).

2.8. Lusztig’s iterated convolution diagram \([L2] \S 1.5\). Let \( \phi \in E \). Say that a flag \( F(\bullet) \in \text{Fl}_{i,a} \) is \( \phi \)-stable if

\[
(11) \quad \phi_a(F(k)^{(ta)}) \subset F(k)^{(ha)} \quad \text{for all} \ a \in Q_1, \ 1 \leq k \leq m.
\]

Say that \( F(\bullet) \) is strictly \( \phi \)-stable if

\[
(12) \quad \phi_a(F(k-1)^{(ta)}) \subset F(k)^{(ha)} \quad \text{for all} \ a \in Q_1, \ 1 \leq k \leq m.
\]

Say that \( \phi \) is nilpotent if there is an \( N \) such that for any directed path \( b_N \cdots b_2 b_1 \) in \( Q \) with \( b_j \in Q_1 \), the composition \( \phi_{b_1} \phi_{b_2} \cdots \phi_{b_N} \) is the zero map.

**Lemma 2.4.** \([L2] \text{Lemma 1.8}\). Let \( \phi \in E \).

(a) For quivers without loops, for \( F(\bullet) \in \text{Fl}_{i,a} \), \( F(\bullet) \) is \( \phi \)-stable if and only if it is strictly \( \phi \)-stable. Moreover \( \phi \) is nilpotent if and only if there is a \( \phi \)-stable flag \( F(\bullet) \in \text{Fl}_{i,a} \).

(b) For quivers with loops, if there is a strictly \( \phi \)-stable flag \( F(\bullet) \in \text{Fl}_{i,a} \) then \( \phi \) is nilpotent.

Let \( \mathcal{W} = \mathcal{W}_{i,a} \subset \text{Fl}_{i,a} \times E \) be the variety of pairs \((F(\bullet), \phi)\) such that \( F(\bullet) \) is strictly \( \phi \)-stable. For quivers without loops this is Lusztig’s convolution diagram \([L2] \S 1.5\).

The projection

\[
\mathcal{W} \xrightarrow{p} \text{Fl}_{i,a}
\]

gives \( \mathcal{W} \) the structure of a \( G^* \)-homogeneous vector bundle \([L2] \text{Lemma 1.6}\). The other projection map \( p = \text{Spr}_{i,a} : \mathcal{W} \to E \) is proper; it is known to give a desingularization of its image when \( Q \) is a Dynkin quiver \([R]\) or a cyclic quiver \([ADK, Sch]\).

**Example 2.5.** For the single loop quiver, \( i \) is unnecessary, the dimension vector is just a dimension, the sequence \( a \) gives the diagonal block sizes for a standard parabolic \( P \subset G \), \( \mathcal{W} = T^*(G/P) \), and \( \text{Spr} \) is the Springer desingularization of the closure of an adjoint orbit of a nilpotent. If all \( a_k \) are 1 then the nilpotent is principal. If \( m = 1 \) (there is only one step in the sequence \( a \)) then the nilpotent is zero.

**Example 2.6.** For the directed cycle quiver \( Q_0 = \mathbb{Z}/r\mathbb{Z}, Q_1 = \{(i,i+1) \mid i \in Q_0\} \) with \( r \geq 2 \) and a positive integer \( n \), define \((i,a)\) by \( m = r n \), \( i = (0,1,2,\ldots) \) where vertices are considered modulo \( r \), and \( a_k = 1 \) for \( 1 \leq k \leq m \). Then \( Z_{i,a} \) is the vector bundle of Finkelberg and Ionov \([FI]\) (see also Example \([217]\) below).
Remark 2.7. The generality afforded by Lusztig’s convolution diagrams \( \mathcal{W}_{i,a} \) is far greater than that of our earlier (unpublished) work [OS] which initiated the study of quiver Hall-Littlewood functions and Kostka-Shoji polynomials in a more restricted setting. This involved a total order \( i_1 < \cdots < i_r \) on \( Q_0 \) compatible with an acyclic subquiver \( \hat{Q} \) of \( Q \). This is recovered as a special case by choosing the data \( i = (i_1, \ldots, i_r, i_1, \ldots, i_r, \ldots) \), with each vertex appearing the same number of times, and \( a = (1, 1, 1, \ldots) \).

2.9. Vector bundle weights. Let \( W \subset E = E_{i,a}(\bullet) \) be the fiber of \( W \) over the basepoint \( V(\bullet) \in Fl_{i,a} \). It carries an action of \( P^* = \prod_{i \in Q_0} P(i) \) where \( P(i) \subset G(i) \) is the parabolic that stabilizes the projection of the standard big partial flag \( V(\bullet) \) to \( V(i) \). We have the partial flag varieties \( G(i)/P(i) \cong Fl_{a}(V(i)) \). Note that \( P^* \) is lower triangular with respect to our ordered basis of \( V \).

\( W \) has a \( T \)-weight basis \( R_{i,a} \) consisting of vectors \( \alpha_{p,q}^a(k, \ell) \in W \) for

1. each \( k < \ell \)
2. each arrow \( a \in Q_1 \) such that \( ha = i_k \) and \( ta = i_\ell \)
3. each \( p, q \) such that \( 1 \leq p \leq a_k \) and \( 1 \leq q \leq a_\ell \).

The vector \( \alpha_{p,q}^a(k, \ell) \) has exponential weight

\[
\exp(wt(\alpha_{p,q}^a(k, \ell))) = t_a^{-1}x(\ell)_q/x(k)_p.
\]

We shall use the shorthand

\[
t_\alpha = t_a \quad \text{for } \alpha = \alpha_{p,q}^a(k, \ell) \in R_{i,a}.
\]

We have

\[
\mathcal{W} = G^* \times P^* W.
\]

Example 2.8. Below is a picture of \( R_{i,a} \) for the data of Example 2.2.

| \( i_k \) \( i_\ell \) | 0 | 0 | 1 | 0 | 1 |
|-------------------|---|---|---|---|---|
| 0                 |   | * | * | * | * |
| 0                 |   |   | * | * | * |
| 1                 |   |   |   |   |   |
| 0                 |   |   |   |   | * |
| 1                 |   |   |   |   |   |

Note that the rows with \( i_k = 1 \) have no roots because the vertex 1 has no outgoing arrows.

Example 2.9. Let \( Q_0 = \{0, 1\} \) and \( Q_1 = \{a, b\} \) with \( ha = hb = 0 \) and \( ta = tb = 1 \). Let \( i = (0, 1) \) and \( a = (2, 1) \). Then \( R_{i,a} = \{\alpha_{1,1}^a(1, 2), \alpha_{2,1}^a(1, 2)\alpha_{1,1}^b(1, 2), \alpha_{2,1}^b(1, 2)\} \) can be depicted by

| \( i_k \) \( i_\ell \) | 0 | 1 |
|-------------------|---|---|
| 0                 | 2 |
| 1                 | 2 |

The entries 2 indicate that \( E \) consists of two linear maps \( \mathbb{C}^2 \to \mathbb{C}^1 \).
2.10. Twisting $\mathcal{W}$ by a vector bundle. Given $(i,a)$, consider a sequence of $m$ weights $\mu(\bullet) = (\mu(1), \mu(2), \ldots, \mu(m))$ where $\mu(k) \in X_+(GL_{a_k})$. For $i \in Q_0$ let $\mu(\bullet)^{(i)}$ denote the subsequence of weights $\mu(k)$ for which $i_k = i$, and let $\mu^{(i)} \in \mathbb{Z}^{\ell(i)} = X(GL(V^{(i)}))$ be the (not necessarily dominant) weight obtained by concatenating the weights in the sequence $\mu(\bullet)^{(i)}$. We will use the notation $\mu^{\bullet}$ to denote the $Q_0$-tuple of weights $(\mu^{(i)} | i \in Q_0)$.

Example 2.10. For the running example (Example 2.2), let

$$\mu(\bullet) = ((3), (2), (4), (2), (1)).$$

Then $\mu(\bullet)^{(0)} = ((3), (2), (4)), \mu^{(0)} = (3, 2, 4), \mu(\bullet)^{(1)} = ((4), (2), (1))$, and $\mu^{(1)} = (4, 2, 1); \mu^{\bullet}$ is the $Q_0$-tuple $((3, 2, 4), (4, 2, 1))$.

For each $i \in Q_0$ the sequence $\mu(\bullet)^{(i)}$ defines a dominant weight for the standard Levi subgroup $L^{(i)} \subseteq P^{(i)} \subseteq G^{(i)}$ with diagonal block sizes given by $a_i$ (see 2.3), where $P^{(i)}$ is defined as in 2.3. Let $\text{Fl}(V^{(i)})$ be the variety of complete flags in $V^{(i)}$. Let $\mathcal{L}_{\mu(\bullet)}$ be the $G^\bullet$-equivariant vector bundle on $\prod_{i \in Q_0} \text{Fl}(V^{(i)})$ whose weight at the basepoint of $\text{Fl}(V^{(i)})$ is $\mu^{(i)}$. We may identify $\text{Fl}(V^{(i)})$ with $G^{(i)} / B^{(i)}_-$, where $B^{(i)}_-$ is the lower triangular Borel subgroup with respect to the ordered basis $B^{(i)}$.

Let $B^{\bullet}_- = \prod_{i \in Q_0} B^{(i)}_-$. Then $\mathcal{L}_{\mu(\bullet)} = G^\bullet \times_{B^{\bullet}_-} C_{\mu^{\bullet}}$.

Let $r : \prod_{i \in Q_0} \text{Fl}(V^{(i)}) \rightarrow \prod_{i \in Q_0} \text{Fl}_{\mu^{(i)}}(V^{(i)})$ be the product of projections, which for the $i$-th factor maps the complete flag variety $\text{Fl}(V^{(i)})$ to the partial flag variety $\text{Fl}_{\mu^{(i)}}(V^{(i)})$. Define the vector bundle $\mathcal{W}^\mu(\bullet)$ on $\mathcal{W}$ by

$$\mathcal{W}^\mu(\bullet) = p^\bullet(r_*(\mathcal{L}_{\mu(\bullet)})).$$

2.11. Quiver Hall-Littlewood series. We define the quiver Hall-Littlewood series $\chi^{i,a}_{\mu(\bullet)}$ to be the $G$-equivariant Euler characteristic of the global sections functor applied to $\mathcal{W}^\mu(\bullet)$:

$$\chi^{i,a}_{\mu(\bullet)} = \sum_{p \geq 0} (-1)^p \text{ch}_p H^p(\mathcal{W}, \mathcal{W}^\mu(\bullet)).$$

We can compute this as follows. Let $J^\bullet$ be the antisymmetrization operator over the Weyl group $S^\bullet = \prod_{i \in Q_0} S^{(i)}$ where $S^{(i)}$ is the symmetric group $S_{\rho^{(i)}}$, the Weyl group for $GL(V^{(i)})$:

$$J^\bullet = \sum_{w^\bullet \in S^\bullet} (-1)^{w^\bullet} w^\bullet.$$  

Let $\rho^\bullet$ be the $Q_0$-tuple of weights $\rho^{(i)} = \rho_{\nu^{(i)}}$ where $\rho_n = (n-1, n-2, \ldots, 1, 0)$ is a $GL_n$-weight. For $f \in \hat{R}(T)$ define the Demazure operator

$$D_{w^\bullet}(f) = J^\bullet(x^\rho^\bullet)^{-1} J^\bullet(x^{\rho^\bullet} f).$$

Let $x^{\mu(\bullet)}$ be the monomial

$$x^{\mu(\bullet)} = \prod_{k=1}^m x(k)^{\mu(k)}.$$
where \( x(k) \) is defined in \([2.3]\). Finally, let

\[
B_{i,a} = \text{ch}_r \text{Sym}(W^\vee)
\]

\[
= \prod_{1 \leq k < \ell \leq m} \prod_{a \in Q_1} \prod_{\substack{y,z \in x(k) \times x(\ell) \leftarrow t_a, h_a = t_{i_k}}} (1 - t_ay/z)^{-1}
\]

where \( \text{Sym}(W^\vee) \) is the symmetric algebra of the dual of \( W \). Then:

**Proposition 2.11.** The quiver Hall-Littlewood series is given by:

\[
\lambda_{\mu(*)}^{i,a} = D_{a^0}(x^{\mu(*)}B_{i,a}).
\]

This is understood as an element of \( R(T^n)[[t_{Q_1}]] \), i.e., as the character of a (virtual) \( T^{Q_1} \)-graded locally finite \( G^\circ \)-module.

**Proof.** We have a canonical isomorphism

\[
H^p(W, W^{\mu(*)}) \cong H^p \left( \prod_{i \in Q_0} \text{Fl}_{x(i)}(V^{(i)}), r_* \mathcal{L}_{\mu(*)} \otimes \text{Sym}(W^\vee) \right).
\]

Next we consider the vector bundle \( \tilde{W} = G^\circ \times B^* \ W \cong r^*W \) on \( \prod_{i \in Q_0} \text{Fl}(V^{(i)}) \). We have

\[
H^p \left( \prod_{i \in Q_0} \text{Fl}_{x(i)}(V^{(i)}), r_* \mathcal{L}_{\mu(*)} \otimes \text{Sym}(W^\vee) \right)
\]

\[
\cong H^p \left( \prod_{i \in Q_0} \text{Fl}(V^{(i)}), \mathcal{L}_{\mu(*)} \otimes \text{Sym}(\tilde{W}^\vee) \right)
\]

because \( H^q(P^*/B^*, \mathcal{L}_{\mu(*)}) = 0 \) for \( q > 0 \); the latter ensures that \( R^q r_* \mathcal{L}_{\mu(*)} = 0 \) for \( q > 0 \). Finally, invoking the Borel-Weil-Bott theorem, we have

\[
\lambda_{\mu(*)}^{i,a} = \text{ch}_q \sum_{p \geq 0} (-1)^p H^p \left( \prod_{i \in Q_0} \text{Fl}(V^{(i)}), \mathcal{L}_{\mu(*)} \otimes \text{Sym}(\tilde{W}^\vee) \right)
\]

\[
= D_{a^0}(x^{\mu(*)}B_{i,a}). \quad \Box
\]

**Example 2.12.** Consider the data of Example 2.2. Writing \( k, \ell \) to label the groups of factors, we have

\[
B_{i,a}^{-1} = \begin{pmatrix}
1 - t_{00} \frac{x_1^{(0)}}{x_2^{(0)}} & 1 - t_{01} \frac{x_1^{(0)}}{x_2^{(1)}} & 1 - t_{00} \frac{x_1^{(0)}}{x_3^{(0)}} & 1 - t_{01} \frac{x_1^{(0)}}{x_3^{(1)}} & 1 - t_{01} \frac{x_1^{(0)}}{x_3^{(1)}} \\
1 - t_{01} \frac{x_2^{(0)}}{x_1^{(1)}} & 1 - t_{00} \frac{x_2^{(0)}}{x_3^{(0)}} & 1 - t_{01} \frac{x_2^{(0)}}{x_3^{(1)}} & 1 - t_{01} \frac{x_2^{(0)}}{x_3^{(1)}} & 1 - t_{01} \frac{x_2^{(0)}}{x_3^{(1)}} \\
1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{00} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}} \\
1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{00} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}} \\
1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{00} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}} & 1 - t_{01} \frac{x_3^{(0)}}{x_2^{(1)}}
\end{pmatrix}
\]
Example 2.13. For the data of Example 2.9
\[ B_{k,a}^{-1} = \left(1 - t_a \frac{x^{(0)}}{x^{(1)}}\right) \left(1 - t_b \frac{x^{(0)}}{x^{(1)}}\right). \]

Example 2.14. The series \( \chi^{i,a}_{\mu(\bullet)} \) is generally infinite. For the single loop quiver at \( Q_0 = \{0\} \) with \( i = (0,0), a = (1,1) \), and \( \mu(\bullet) = ((0), (0)) \) (the graded character of the nullcone in \( \mathfrak{gl}_2 \)) we have
\[ \chi^{i,a}_{\mu(\bullet)} = \sum_{r \geq 0} t_{0,0}^{r} (x_1^{(0)} x_2^{(0)})^{-r} s_{(2r,0)}(x_1^{(0)}, x_2^{(0)}). \]

In contrast, the quiver Hall-Littlewood symmetric function — defined in \( \delta \) below — is always finite. It is the polynomial truncation of the quiver Hall-Littlewood series (cf. Theorem \( \epsilon \)). In this example we have \( H^{i,a}_{\mu(\bullet)} = \delta_{\omega}[X^{(0)}]. \)

2.12. Quiver Kostka-Shoji polynomials. Let \( \lambda^\bullet \in X^\bullet_{+} = \prod_{i \in Q_0} X^\bullet(GL(V_i)). \) The quiver Kostka-Shoji polynomials \( K^{i,a}_{\lambda^\bullet, \mu(\bullet)}(t_{Q_i}) \in \mathbb{Z}[t_{Q_i}] \) are defined by the expansion\( \dagger \)
\( (22) \)
\[ \chi^{i,a}_{\mu(\bullet)} = \sum_{\lambda^\bullet \in X^\bullet_{+}} K^{i,a}_{\lambda^\bullet, \mu(\bullet)}(t_{Q_i}) s_{\lambda^\bullet}(x) \]

of the quiver Hall-Littlewood series into products of Schur polynomials \( s_{\lambda^\bullet}(x) = \prod_{i \in Q_0} s_{\lambda^{(i)}}(x^{(i)}_1, \ldots, x^{(i)}_{\nu(i)}). \) The fact that \( K^{i,a}_{\lambda^\bullet, \mu(\bullet)}(t_{Q_i}) \in \mathbb{Z}[t_{Q_i}] \) is justified by the Kostant partition formula \( \theta \) below.

We use the notation \( [f]_g \) for the coefficient of \( f \) in \( g \). We have
\[ K^{i,a}_{\lambda^\bullet, \mu(\bullet)}(t_{Q_i}) = [s_{\lambda^\bullet}(x)] D_{w^\bullet} x_{\mu^\bullet} B_{i,a} \]
\[ = [s_{\lambda^\bullet}(x)][J^\bullet(x_{\rho^\bullet}) + 1] J^\bullet(x^{(\mu^\bullet + \rho^\bullet)}) B_{i,a} \]
\[ = [x_{\lambda^\bullet + \rho^\bullet}] J^\bullet(x^{(\mu^\bullet + \rho^\bullet)}) B_{i,a} \]
\[ = \sum_{w^\bullet \in S^\bullet} (-1)^{w^\bullet} [x_{\lambda^\bullet + \rho^\bullet - w^\bullet(\mu^\bullet + \rho^\bullet)}] w(B_{i,a}) \]
\[ = \sum_{w^\bullet \in S^\bullet} (-1)^{w^\bullet} [x_{w^\bullet(\lambda^\bullet + \rho^\bullet) - (\mu^\bullet + \rho^\bullet)}] B_{i,a}. \]

Therefore
\( (23) \)
\[ K^{i,a}_{\lambda^\bullet, \mu(\bullet)}(t_{Q_i}) = \sum_{w^\bullet \in S^\bullet} (-1)^{w^\bullet} \sum_{m : R_{i,a} \rightarrow \mathbb{Z}_{\geq 0}} \prod_{\alpha \in R_{i,a}} f^m(\alpha) \]

where the Kostant partition \( m \) satisfies
\( (24) \)
\[ \sum_{\alpha \in R_{i,a}} m(\alpha) \pi = (w^\bullet)^{-1}(\lambda^\bullet + \rho^\bullet) - (\mu^\bullet + \rho^\bullet). \]

See \( \gamma \) for the meaning of \( \pi. \)

Say that \( \mu(\bullet) \) is \((i,a)\)-dominant if, for each \( i \in Q_0 \), the concatenated weight \( \mu^{(i)} \) (see \( \delta \)) is dominant (weakly decreasing).

\( \dagger \) The connection to \( \epsilon \) is given by Theorem \( \theta \) below.
Conjecture 2.15. Suppose \( \mu(\bullet) \) is \((i,a)\)-dominant. Then for any \( p > 0 \),
\[
H^p(W, W_{\mu(\bullet)}) = 0.
\]
Hence for any \( \lambda^* \in X^*_+ \) the quiver Kostka-Shoji polynomial \( K^{i,a}_{\lambda^*, \mu(\bullet)}(t_{Q_1}) \) has non-negative integer coefficients.

Example 2.16. For the single loop quiver, the quiver Kostka-Shoji polynomials are Kostka-Foulkes polynomials \([M]c\) when \( a = (1,1,\ldots) \). Higher cohomology vanishing is an instance of \([Bry] \) Theorem 2.4. For general \( a \), the quiver Kostka-Shoji polynomials are parabolic Kostka polynomials \([Br0] \) \([SW]\). Higher vanishing was proposed in \([Br]\) and is still open.

Example 2.17. For cyclic quivers, the quiver Kostka-Shoji polynomials were first introduced and studied by Finkelberg and Ionov \([FI]\) in the setting of Example 2.6. It is conjectured in \([FI]\) and proved in \([Sh4]\) that when every arrow parameter is set to a single parameter \( t \), these quiver Kostka-Shoji polynomials recover Shoji’s polynomials \( K_{\lambda^*, \mu^*}(t) \) \([Sh3]\). In this setting, Conjecture 2.15 is an immediate consequence of \([FI]\), as explained in \([FI]\).

Remark 2.18. In general, Conjecture 2.15 is known for sufficiently regular \((i,a)\)-dominant \( \mu(\bullet) \), again by a result of Panyushev \([P]\); see \([Hu]\).

2.13. Dominance. For \( \lambda^*, \mu^* \in X^* = X(G^*) = \bigoplus_{i \in Q_0} X(GL(V(i))) \), say that \( \lambda^* \geq \mu^* \) if
\[
\lambda^* - \mu^* \in \sum_{\alpha \in R_{i,a}} \mathbb{Z}_{\geq 0} \overline{\alpha} + \sum_{\alpha \in R_{+}(G^*)} \mathbb{Z}_{\geq 0} \alpha
\]
where \( \overline{\alpha} \) is defined in (2.2). Any \( \geq \)-relation is a relation in the usual dominance order on \( X(GL(V)) \); the latter uses all positive roots for \( GL(V) \) while \( \geq \) uses only the positive roots for the Levi subgroup \( G^* \) and those in the projection to \( X(T^*) \) of the roots in \( R_{i,a} \).

Let \( \mu^* \in X^* \) be derived from \((i,a, \mu(\bullet))\) as in (2.10).

Lemma 2.19. \( K^{i,a}_{\lambda^*, \mu(\bullet)}(t_{Q_1}) \) is zero unless \( \lambda^* \geq \mu^* \).

Proof. This is immediate from (2.3). \( \square \)

2.14. Cycles. The nontrivial portion of the grading is encoded by directed cycles.

Lemma 2.20. Every polynomial \( K^{i,a}_{\lambda^*, \mu(\bullet)}(t_{Q_1}) \) is a single monomial times a Laurent polynomial with integer coefficients, in products of arrow variables coming from directed cycles.

Proof. We have \( X(GL(V(i))) \cong \mathbb{Z}^{v(i)} \) for \( i \in Q_0 \). Let \( pr : X^* \to \mathbb{Z}^{Q_0} \) be the linear map sending \((a_1,\ldots,a_{v(i)}) \in X(GL(V(i))) \) to \((a_1 + a_2 + \cdots + a_{v(i)})f(i) \) with \( f(i) \in \mathbb{Z}^{Q_0} \) as defined in (2.2). Letting \( S^* \) act on \( \mathbb{Z}^{Q_0} \) by the identity, \( pr \) is \( S^* \)-equivariant. By (2.3) and (2.4) the weight of every Kostant partition in (2.3) is sent by \( pr \) to the same vector, namely, \( pr(\lambda^* - \mu^*) \). Recalling \( \overline{\alpha} \) from (2.2) the kernel of the restriction of \( pr \) to \( \sum_{\alpha \in R_{i,a}} \mathbb{Z} \overline{\alpha} \), is generated by sums of collections of vectors \( \alpha_{p,q}^b(k, \ell) \in R_{i,a} \) whose edges \( b \) form directed cycles in \( Q \). \( \square \)

Remark 2.21. This uses the general fact that circulations in directed graphs are generated by directed cycles.
Remark 2.22. Lemma 2.20 is consistent with the number of dilation symmetries acting on the equivariant $K$-groups of Nakajima varieties, namely the rank of $H_*(Q)$ where the quiver $Q$ is regarded as a topological space. (We thank Michael Finkelberg for this clarifying remark.)

3. Quiver Hall-Littlewood symmetric functions via creation operators

In this section we define the quiver Hall-Littlewood symmetric functions and show that they are lifts of the quiver Hall-Littlewood series.

3.1. Symmetric functions. Let $\Lambda$ denote the algebra of symmetric functions with coefficients in the ring $R(T^Q_1) = \mathbb{Z}[t^\pm 1 | a \in Q_1]$ of Laurent polynomials in the arrow variables. We freely use standard plethystic notation from the theory of symmetric functions, mostly following the notation of [LR]. For instance, the projection from $\Lambda$ to symmetric polynomials in finitely many variables $x_1, x_2, \ldots, x_n$ is denoted $f \mapsto f[x_1 + x_2 + \cdots + x_n]$.

The element $\Omega = \sum_{k \geq 0} h_k = \exp(\sum_{r > 0} p_r/r)$, which belongs to a formal completion of $\Lambda$, will play an important role. Here $h_k$ is the $k$th complete homogeneous symmetric function and $p_r$ is the $r$th power sum. Many of our formulas can be understood using formal properties of $\Omega$, such as:

\begin{align*}
\Omega[X + Y] &= \Omega[X] \Omega[Y] \\
\Omega[-X] &= 1/\Omega[X] \\
\Omega[u] &= 1/(1 - u)
\end{align*}

where $X, Y$ are alphabets and $u$ is a single variable.

We denote by $\mathbb{Y}$ the set of integer partitions.

3.2. Quiver symmetric functions. Let $\Lambda^Q = \bigotimes_{i \in Q_0} \Lambda^{(i)}$ be the space of quiver symmetric functions, the tensor product of copies of the symmetric function algebra $\Lambda$, one copy per $i \in Q_0$. We use $X^{(i)}$ for the variables at vertex $i$.

Let $i \in Q_0$, $a \in \mathbb{Z}_{\geq 0}$, and $\mu \in \mathbb{Y}$ a partition with $a$ parts, some of which may be zero. Define the current $H^{(i,a)}_\mu \in \text{End}(\Lambda^Q)$ via the following generating function. Let $U = (u_1, \ldots, u_a)$ be a set of auxiliary variables. Let $R(U) = u^{-\rho_a} J(u^\rho_a) = \prod_{1 \leq i < j \leq a} (1 - u_j/u_i)$ and $U^* = \sum_{j=1}^a u_j^{-1}$. Let

\begin{equation}
\text{Out}(i) = \{ b \in Q_1 \mid tb = i \}
\end{equation}

be the set of arrows coming out of $i$. We define

\begin{equation}
H^{(i,a)}_\mu(U) = \sum_{\beta \in \mathbb{Z}^a} u^\beta H^{(i,a)}_\beta = R(U) \Omega[U X^{(i)}] \Omega[-U^* X^{(i)}] \prod_{b \in \text{Out}(i)} \Omega[t_b U^* X^{(hhb)}]^\perp
\end{equation}

where $f^\perp$ denotes the adjoint to multiplication by $f \in \Lambda^Q$ with respect to the Hall scalar product $\langle \cdot, \cdot \rangle$.

Alternatively, consider the generating function of Bernstein operators

\begin{equation}
\sum_{m \in \mathbb{Z}} S_m u^m = S(u) = \Omega[u X] \Omega[-u^{-1} X]^\perp.
\end{equation}
These operators create Schur functions: $S_{\lambda_1}, S_{\lambda_2} \cdots S_{\lambda_n} \cdot 1 = s_\lambda$ for any partition $\lambda$ with at most $a$ rows; when $\lambda$ is an arbitrary finite sequence of integers we take the left-hand side as the definition of $s_\lambda$. We note that $S_{p-1}S_{q+1} = -S_qS_p$ for all $p, q \in \mathbb{Z}$. We write $S^{(i)}(u) = \sum_m S^{(i)}_m u^m$ for the Bernstein operators with $X$ replaced by $X^{(i)}$. Then

$$H^{(i,a)}(U) = S^{(i)}(u_1)S^{(i)}(u_2) \cdots S^{(i)}(u_a) \prod_{b \in \text{Out}(i)} \Omega[t_b U^* X^{(hb)}]^{\perp}.$$  

Let $(i, a, \mu(\bullet))$ index a sequence of currents. For $1 \leq k \leq m$ let $u(k)$ be an $a_k$-tuple of auxiliary variables. For $i \in Q_0$ let $u^{(i)}$ be the ordered union of the $u(k)$ such that $i_k = i$, analogously to the definition of $\mu^{(i)}$ based on $\mu(\bullet)$ as in §3.10

The quiver Hall-Littlewood symmetric function $H^{i,a}_{\mu(\bullet)} \in \Lambda^Q$ is defined by

$$H^{i,a}_{\mu(\bullet)} = H^{(i_1,a_1)}_{\mu(1)} H^{(i_2,a_2)}_{\mu(2)} \cdots H^{(i_m,a_m)}_{\mu(m)} \cdot 1.$$ 

**Theorem 3.1.** We have

$$H^{i,a}_{\mu(\bullet)} = \sum_{\lambda^* \in \mathcal{V}^{Q_0}_{\mu^*}} k^{i,a}_{\lambda^*,\mu(\bullet)} (t_{Q_1}) s_{\lambda^*}[X^{\lambda^*}]$$

where $\mathcal{V}^{Q_0}_{\mu^*}$ is the set of $Q_0$-tuples of partitions $\lambda^*$ such that $\lambda^{(i)}$ has at most $\mu^{(i)}$ rows for $i \in Q_0$.

This sum is finite since the coefficient is zero unless $\sum_{k=1}^m |\mu(k)| = \sum_{i \in Q_0} |\lambda^{(i)}|$.

**Remark 3.2.** Theorem 3.1 says that the tensor Schur coefficients of $H^{i,a}_{\mu(\bullet)}$ are special cases of the coefficients of $\chi^{i,a}_{\mu(\bullet)}$ at irreducible characters, namely, when each $\lambda^{(i)}$ is a polynomial dominant weight. Conversely, each coefficient of the generally infinite series $\chi^{i,a}_{\mu(\bullet)}$ occurs as a coefficient of some quiver HL symmetric function, but the sequence of weights must be shifted. Consider Example 2.14. The general coefficient of $\chi^{i,a}_{(p), (p)}$ is $k^{i,a}_{(p), (p),(0),(0)} = t_0^{p}$ for $p \geq 0$. The quiver Hall-Littlewood symmetric function $H^{i,a}_{(p),(0)}$ only sees the coefficient for $p = 0$. However if we shift the weights in $\mu(\bullet)$ by adding $p$ to every part, by Theorem 3.1 we have

$$\lambda^{(p), (p)} = (x_1^{(0)}, x_2^{(0)})^p \lambda^{i,a}_{(0),(0)}$$

$$k^{i,a}_{(p), (p),(0),(0)} = k^{i,a}_{(2p), (p),(0),(0)} = (H^{i,a}_{(p), (p)} \cdot s_{(2p), (0)})$$

which realizes a general coefficient of the quiver Hall-Littlewood series, as a coefficient of some quiver Hall-Littlewood symmetric function.

**Proof of Theorem 3.1.** We must commute all skewing operators to the right past all multiplication operators using

$$\Omega[Z X^{(i)}]^{\perp} \Omega[X^{(j)} Y] = (\Omega[Z X^{(i)}])^{\delta_{ij}} \Omega[X^{(j)} Y] \Omega[Z X^{(i)}]^{\perp}$$

where $\perp$ is taken with respect to $X^{(i)}$ and $Y$ and $Z$ are auxiliary variables.

The pairs of skewing and multiplication operators which contribute factors are (for $1 \leq k < \ell \leq m$):

- $\Omega[-u(k)^* X^{(i_k)}]^{\perp} \text{ with } \Omega[u(\ell) X^{(i_\ell)}]$ where $i_k = i_\ell$, giving $\Omega[-u(k)^* u(\ell)]$. 
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\( \Omega[t_\ell u(k)^* X^{(i)}]^\perp \) with \( \Omega[u(\ell)X^{(i)}] \) where \( i_k \xrightarrow{b} i_\ell \) (that is, \( tb = i_k \) and \( hb = i_\ell \)), yielding the factor \( \Omega[t_\ell u(k)^* u(\ell)] \).

The skewing operators \( \Omega[Z X^{(i)}]^\perp \) send 1 to 1, so when they reach the right side and act on 1, they disappear. Therefore we have

\[
H^{(i_1, a_1)}(u(1)) \cdots H^{(i_m, a_m)}(u(m)) \cdot 1 = \prod_{1 \leq k \leq m} R(u(k)) \Omega[u(k) X^{(i_k)}] \prod_{1 \leq k < \ell \leq m} \Omega[-u(k)^* u(\ell)] \prod_{1 \leq k < \ell \leq m} \Omega[t_\ell u(k)^* u(\ell)]
\]

\[
= \prod_{i \in Q_0} R(u(i)) \Omega[u(i) X^{(i)}] B_{i,a}(u^*)
\]

where \( B_{i,a}(u^*) \) is the expression \( \Omega \) except the \( x \) variables are replaced by the inverses of the auxiliary \( u \) variables.

The above expression is a series in the auxiliary variables with coefficients in \( \Lambda^Q \), which has the tensor Schur symmetric function basis \( s_{\lambda^*}[X^*] = \prod_{i \in Q_0} s_{\lambda(\bullet)}[X^{(i)}] \) where \( \lambda^* \in Y^0 \) is a \( Q_0 \)-tuple of partitions. By the Cauchy formula

\[
\Omega[u(i) X^{(i)}] = \sum_{\lambda \in Y} \sum_{\ell(\lambda) \leq \nu(i)} s_{\lambda}[u(i)] s_{\lambda}[X^{(i)}].
\]

Using \( \Omega \) we have

\[
\langle H^{(i_1)}_{\mu(1)} \cdots H^{(i_m)}_{\mu(m)} \cdot 1, s_{\lambda^*}[X^*] \rangle = [u^{\nu^*}][u^{\rho^*}] J^{(i_1, a_1)}(u^{\rho^*}) s_{\lambda^*}[u^*] \prod_{1 \leq k < \ell \leq m} \Omega[t_\ell u(k)^* u(\ell)]
\]

\[
= [u^{\nu^*}][u^{\rho^*}] J^{(i_1, a_1)}(u^{\rho^*}) B_{i,a}(u^*)
\]

\[
= [u^{\nu^*}][u^{\rho^*}] \sum_{\nu^* \in S^*} (-1)^{\nu^*} \nu^* (u^{(\lambda^*+\rho^*)}) B_{i,a}(u^*)
\]

\[
= \sum_{\nu^* \in S^*} (-1)^{\nu^*} [u^{(\nu^*+\rho^*)} - u^{(\lambda^*+\rho^*)}] B_{i,a}(u^*)
\]

\[
= \sum_{\nu^* \in S^*} (-1)^{\nu^*} [u^{(\nu^*-\rho^*)} - (\mu^*+\rho^*)] B_{i,a}(u)
\]

\[
= K_{\lambda^*, \mu^*}(t_{Q_0}).
\]

4. Combinatorics

4.1. Recurrence. Let \( (i, a, \mu^*(\bullet)) \) be a sequence of \( m \) currents, \( (i, \hat{a}, \hat{\mu}(\bullet)) \) the above data with the first current removed, \( U \) an auxiliary alphabet of size \( a = a_1 \) and \( \rho = \rho_a \). For \( \sigma \in \mathbb{Z}^m \) define the multi-Bernstein operator \( B_{\sigma} \) by

\[
S(u_1) S(u_2) \cdots S(u_a) = \sum_{\sigma \in \mathbb{Z}^m} u^\sigma B_{\sigma} = u^{-\rho} J(u^\rho) \Omega[U X] \Omega[\hat{-U^*} X]^\perp.
\]
Since the following expression is alternating in $U$ we have
\[
J(u^\rho)\Omega[U \cdot X] - U^* X] = \sum_{\sigma \in \mathbb{Z}^+} u^{\sigma + \rho} B_\sigma \\
= \sum_{\tau \in X_+(GL_u)} J(u^{\tau + \rho}) B_\tau \\
= \sum_{\tau \in X_+(GL_u)} J(u^\rho) s_\tau [U] B_\tau.
\]

Write $B^{(i)}(U)$ and $B^{(i)}_\tau$ for $B(U)$ and $B_\tau$ with $X^{(i)}$ replacing $X$.

Consider the tuples of partitions (see (28)) $\beta^* \in \mathbb{Y}^{\text{Out}(i)} = \{\beta(b) \mid b \in \text{Out}(i)\}$.

Let $t^\beta = \prod_{b \in \text{Out}(i)} |\beta(b)|$. We have
\[
H^{(i,a)}_{\mu}(U) = B^{(i)}(U) \prod_{b \in \text{Out}(i)} \Omega[t_\beta U^* X^{(hb)}] = u^{-\rho} J(u^\rho) \sum_{\tau \in X_+ (GL_u)} s_\tau [U] B^{(i)}_\tau \prod_{b \in \text{Out}(i)} s_{\beta(b)} [U^* X^{(hb)}] = u^{-\rho} J(u^\rho) \sum_{\tau, \eta \in X_+ (GL_u)} t^\beta \prod_{b \in \text{Out}(i)} s_{\beta(b)} [U^* X^{(hb)}] \]
\[
= u^{-\rho} \sum_{\tau, \eta \in X_+ (GL_u)} t^\beta \prod_{b \in \text{Out}(i)} s_{\beta(b)} [X^{(hb)}] = u^{-\rho} \sum_{\tau, \eta \in X_+ (GL_u)} J(u^{\eta + \rho}) \sum_{\beta^* \in \mathbb{Y}^{\text{Out}(i)}} t^\beta \prod_{b \in \text{Out}(i)} s_{\beta(b)} [X^{(hb)}]\]

and
\[
H^{(i,a)}_{\mu(1)} = \left[u^{\mu(1)}\right] u^{-\rho} \sum_{\tau, \eta \in X_+ (GL_u)} t^\beta \prod_{b \in \text{Out}(i)} s_{\beta(b)} [X^{(hb)}] = \sum_{\tau \in X_+ (GL_u)} t^\beta \mu(1) \prod_{b \in \text{Out}(i)} s_{\beta(b)} [X^{(hb)}].
\]

Since $\mu(1)$ and the $\beta(b)$ are partitions, the tensor product is a polynomial character and we may assume that $\tau$ is a partition with at most $a$ rows. We have
\[
H^{(i,a)}_{\mu(1)} = \sum_{\tau \in X_+ (GL_u)} t^\beta \mu(1) \prod_{b \in \text{Out}(i)} s_{\beta(b)} [X^{(hb)}].
\]
Therefore
\begin{align*}
H_{\mu}^{\lambda}(\bullet) &= H_{\mu(1)}^{(i,0)}(H_{\mu}^{\lambda}(\bullet)) \\
&= \sum_{\gamma, \beta} k_{\gamma, \beta}(t_{Q_1}) \sum_{\tau, \beta} t^{\beta} (\mu(1) \otimes \bigotimes_{b \in \text{Out}(i)} \beta(b), \tau)_{GL_a} \\
&\quad \quad B_{\tau}^{(i)} \prod_{b \in \text{Out}(i)} s_{\beta(b)} (X^{(bb)}) (s_{\gamma(1)}), s_{\lambda(1)}) \\
K_{\lambda, \mu(\bullet)}^{i, a}(t_{Q_1}) &= \sum_{\gamma, \beta} k_{\gamma, \beta}(t_{Q_1}) \sum_{\tau, \beta} t^{\beta} (\mu(1) \otimes \bigotimes_{b \in \text{Out}(i)} \beta(b), \tau)_{GL_a} \\
&\quad \quad \prod_{j \in Q_0} (B_{\tau}^{(i)}) \prod_{i \rightarrow j} s_{\beta(b)} (s_{\gamma(s(i))}, s_{\lambda(s(i))}).
\end{align*}

For the rest of this computation, for simplicity let us assume that \(Q\) has no loop at \(i\). Then the \(i\)-th factor in the product over \(Q_0\) is \((B_{\tau}(s_{\gamma(i)}), s_{\lambda(i)})\). Let us assume this is nonzero. By the definition of \(\tau\), the pair \((\tau, \gamma(1))\) must be of the form \((\alpha(w), \zeta(w))\) where \(\alpha(w)\) and \(\zeta(w)\) are the first \(a\) and last \(n-a\) parts of the weight \(w^{-1}(\lambda^{(1)} + \rho_n) - \rho_n\) where \(n = \ell(\lambda^{(1)})\) and \(w\) is in the set \(S_n^a\) of minimum length coset representatives for \(S_n/a(S_n \times S_{n-a})\). Moreover the \(GL_a\)-pairing vanishes unless \(\mu(1) \subset \tau = \alpha(w)\). We have
\begin{align*}
K_{\lambda, \mu(\bullet)}^{i, a}(t_{Q_1}) &= \sum_{w \in S_n^a} (-1)^w \sum_{\gamma, \beta} k_{\gamma, \beta}(t_{Q_1}) \sum_{\tau, \beta} t^{\beta} (\mu(1) \otimes \bigotimes_{b \in \text{Out}(i)} \beta(b), \alpha(w))_{GL_a} \\
&\quad \quad \prod_{j \in Q_0 \setminus \{i\}} (s_{\gamma(s(i))}, s_{\lambda(s(i))}) \prod_{i \rightarrow j} s_{\beta(b)}.
\end{align*}

**Example 4.1.** Let \(Q = \mathbb{Z}/2\mathbb{Z}\) be the cyclic quiver on two vertices and let:
\[
\begin{align*}
\mathbf{i} &= (0, 1, 0, 1, 0) \\
\mathbf{a} &= (2, 2, 2, 3) \\
\mu(\bullet) &= ((4, 2), (0, 0), (2, 2), (0, 0), (2, 1, 1)) \\
\lambda(\bullet) &= ((6, 3, 3, 1, 1), \emptyset).
\end{align*}
\]
The nonzero terms correspond to the \(w \in \{\text{id}, s_2\}\). For \(w = \text{id}\) we have \((\alpha, \gamma) = ((6, 3), (3, 1, 1))\). Letting \(U = (u_1, u_2)\) we compute \(s_{\alpha/\mu(1)} = s_{(6,3)/(4,2)}[U] = s_3[U] + s_{21}[U]\). We sum over \(\gamma(1)\) containing \(\lambda^{(1)} = \emptyset\) with at most \(a_1 = 2\) rows, of the same size as \(\alpha/\mu(1)\) (which has size 3). So \(\gamma(1) \in \{(3, 0), (2, 1)\}\).
For $w = s_2$ we have $(\alpha, \gamma) = ((6, 2), (4, 1, 1))$, $s_{\alpha/\mu(1)}[U] = s_2[U]$, so $\gamma(1) \in \{(2, 0)\}$. Computing recursively, we have

$$k_{(6,3,3,1,1),\emptyset}^{-1,\alpha}(t_01, t_{10}) = t_0^3 k_{((3,1,1),(3,0)),\hat{\mu}(\bullet)}^{-1,\alpha}(t_01, t_{10})$$

$$+ t_0^3 k_{((3,1,1),(2,1)),\hat{\mu}(\bullet)}^{-1,\alpha}(t_01, t_{10})$$

$$- t_0^2 k_{((4,1,1),(2,0)),\hat{\mu}(\bullet)}^{-1,\alpha}(t_01, t_{10})$$

$$= t_0^3 t_{10}(t^3 + 2t^2) + t_0^3 t_{10}^3(t^3 + 4t^2 + 2t) - t_0^2 t_{10}^2(t^3 + t^2)$$

$$= (t^6 + 2t^5) + (6^5 + 4t^5 + 2t^4) - (t^5 + t^4)$$

$$= 2t^5 + 5t^5 + t^4.$$  

4.2. Nonbranching quivers. Say that a quiver is nonbranching if every vertex has at most one incoming arrow and at most one outgoing arrow. This is equivalent to requiring that every connected component be a directed path or directed cycle. There is no loss of generality in assuming the quiver is connected.

The following two Propositions hold by Lemma 2.20.

**Proposition 4.2.** Suppose $Q$ is acyclic. Then $k_{\lambda^*, \mu(\bullet)}^{d,\alpha}(t_{Q_1})$ is a nonnegative integer times a single monomial.

**Proposition 4.3.** Let $Q$ be the cyclic quiver $\mathbb{Z}/r\mathbb{Z}$. Then there is a unique Laurent monomial of the form $\prod_{i=0}^{r-2} t_i^{-a_i}$ and a unique polynomial $k_{\lambda^*, \mu(\bullet)}^{\text{red}}(t)$ in $\mathbb{Z}[t]$ with $t = t_0 t_1 t_2 \cdots t_{r-1}$ such that

$$k_{\lambda^*, \mu(\bullet)}^{d,\alpha}(t_{Q_1}) = \left( \prod_{i=0}^{r-2} t_i^{-a_i} \right) k_{\lambda^*, \mu(\bullet)}^{\text{red}}(t).$$

We call $k_{\lambda^*, \mu(\bullet)}^{\text{red}}(t)$ the reduced Kostka-Shoji polynomial.
Conjecture 4.4. For $Q_0$ having at most one incoming and one outgoing arrow from each vertex, and for a triple $(i, a, \mu(\bullet))$ such that $\mu(\bullet)$ is $(i, a)$-dominant,

$$K_{i, a}^{\lambda, \mu(\bullet)}(t_{Q_1}) = \sum_{T^*} \text{wt}(T)$$

where $T^*$ runs over the $(i, a, \mu(\bullet))$-catabolizable multitableaux of shape $\lambda^*$. 

Remark 4.5. (1) If $Q_0$ is a single loop then Conjecture 4.4 reduces to [SW, Conjecture 27]. If in addition every partition $\mu(k)$ is a rectangle, there are several explicit combinatorial formulas for $K_{i, a}^{\lambda, \mu(\bullet)}(t_{Q_1})$, the closest in spirit to catabolizable being [S2, Theorem 21]. The precise catabolizable condition was proved for rectangles of a fixed width [S2, Proposition 24], where the polynomials are the graded isotypic components of the $GL_n \times C^*$-module given by the coordinate ring of a nilpotent adjoint orbit closure in $\mathfrak{gl}_n$. When the common width of rectangles is 1 we obtain the cocharge Kostka polynomials $\tilde{K}_{\lambda, \mu}^{t_{Q_1}} = t_n(\mu) K_{\lambda, \mu}^{t_{Q_1} - 1}$ where $n(\mu) = \sum_{i=1}^\ell(\mu) (i-1) \mu_i$ [Las].

(2) For a cyclic quiver with $r = 2$ vertices, the special case of Conjecture 4.4 in the setting of Example 2.6 and with $\mu(\bullet)$ concentrated at a single vertex was stated and proved in [LSh]. See Example 2.17 for more remarks on the cyclic quiver setting (for $r \geq 2$).

(3) For the $A_2$ quiver ($Q_0 = \{0, 1\}$ and $Q_1 = \{(0, 1)\}$, with $i = (0, 1, 0, 1, \ldots)$, $a = (1, 1, 1, \ldots)$, and $\mu(k)$ a single row partition for all $k$), an explicit combinatorial formula for $K_{i, a}^{\lambda, \mu(\bullet)}(t_{01})$ was proved in [Cr].
and therefore these produce (by reversing cat_{0,2,\{4,2\}}) bitableaux with empty factor at vertex 1 and the following factors at vertex 0:

\[
\begin{array}{cccc}
1 & 1 & 1 & a \\
2 & 2 & 6 & b \\
5 & 5 & 9 & \\
6 & 9 & \\
\end{array}
\begin{array}{cccc}
1 & 1 & 1 & 9 \\
2 & 2 & 6 & a \\
5 & 5 & 9 & b \\
6 & b & \\
9 & \\
\end{array}
\begin{array}{cccc}
1 & 1 & 1 & 9 \\
2 & 2 & 6 & b \\
5 & 5 & 9 & a \\
6 & 9 & b & \\
\end{array}
\]

These three bitableaux have weights \(t^5, t^6, t^5\) respectively.

For \(\gamma^\ast = ((3, 1, 1), (2, 1))\) we have 7 bitableaux:

\[
\begin{array}{cccc}
5 & 5 & a & \otimes 6 & 9, \\
6 & 9 & b & \\
\end{array}
\begin{array}{cccc}
5 & 5 & b & \otimes 6 & 9, \\
6 & 6 & a & b \\
\end{array}
\begin{array}{cccc}
5 & 5 & b & \otimes 6 & a, \\
6 & 6 & 9 & b \\
\end{array}
\begin{array}{cccc}
5 & 9 & a & \otimes 5 & 9, \\
6 & 9 & b & \\
\end{array}
\begin{array}{cccc}
5 & 9 & b & \otimes 5 & a, \\
6 & a & b & \\
\end{array}
\begin{array}{cccc}
5 & 5 & 9 & \otimes 6 & a, \\
6 & 6 & 9 & b \\
\end{array}
\begin{array}{cccc}
5 & 5 & 9 & \otimes 6 & 9, \\
6 & 6 & a & b \\
\end{array}
\]

Under \([57]\) each tableau at vertex 1 factors as

\[
\begin{array}{cccc}
x & y & \rightarrow & \\
& \blacksquare & \rightarrow & \\
z & & & \\
\end{array}
\]

This produces the following “tableaux” at vertex 0; the empty tableau is put at vertex 1 in all cases.

\[
\begin{array}{cccc}
1 & 1 & 1 & 6 & 9 \\
2 & 2 & 9 & \\
5 & 5 & a & b \\
6 & 6 & b & \\
\end{array}
\begin{array}{cccc}
1 & 1 & 1 & 6 & 9 \\
2 & 2 & a & \\
5 & 5 & b & \\
6 & 6 & b & \\
\end{array}
\begin{array}{cccc}
1 & 1 & 1 & 6 & a \\
2 & 2 & 9 & \\
5 & 5 & b & \\
6 & 6 & b & \\
\end{array}
\begin{array}{cccc}
1 & 1 & 1 & 5 & 9 \\
2 & 2 & 6 & \\
5 & 9 & a & b \\
6 & 6 & b & \\
9 & \\
\end{array}
\begin{array}{cccc}
1 & 1 & 1 & 5 & a \\
2 & 2 & 6 & \\
5 & 9 & b & \\
6 & 6 & b & \\
9 & \\
\end{array}
\begin{array}{cccc}
1 & 1 & 1 & 6 & a \\
2 & 2 & a & \\
5 & 5 & b & \\
6 & 6 & b & \\
9 & \\
\end{array}
\begin{array}{cccc}
1 & 1 & 1 & 6 & 9 \\
2 & 2 & a & \\
5 & 5 & b & \\
6 & 6 & b & \\
\end{array}
\]

The last two are not valid tableaux as they fail semistandardness. The weights of the other five bitableaux are respectively \(t^5, t^5, t^4, t^6, t^5\).
Finally, to account for the two bitableaux that must be canceled, consider \( \gamma^\bullet = ((4, 1, 1), (2)) \). For \( K_{\gamma^\bullet, \beta^\bullet}(t_{01}, t_{10}) \) we have the bitableaux

\[
\begin{array}{c|c|c|c|c|}
5 & 5 & 9 & b & \otimes & 6 & a \\
6 & & & & & 6 & \\
9 & & & & & b & \\
\end{array}
\quad \begin{array}{c|c|c|c|c|c|}
5 & 5 & 9 & a & \otimes & 6 & 9 \\
6 & & & & & 6 & \\
& & & & & b & \\
\end{array}
\]

producing bitableaux which are empty at vertex 1 and at vertex 0 are given by

\[
\begin{array}{c|c|c|c|c|}
1 & 1 & 1 & 1 & 6 & a \\
2 & 2 & & & & \\
5 & 5 & u & u & & \\
6 & & & & & \\
9 & & & & & \\
\end{array}
\quad \begin{array}{c|c|c|c|c|c|}
1 & 1 & 1 & 6 & 9 \\
2 & 2 & & & & \\
5 & 5 & u & u & & \\
6 & & & & & \\
& & & & & \\
\end{array}
\]

The row-reading words of these two objects are Knuth-equivalent to the row-reading words of the two nontableaux above.

5. Shuffle products and \( K \)-theoretic Hall algebras

Let us now explain how our constructions relate to shuffle products and \( K \)-theoretic Hall algebras.

5.1. Shuffle products. Recall the definition of \( \hat{R}(\mathcal{G}_\nu^\bullet) \) from Section 2.2 and let

\[
S_Q = \bigoplus_{\nu^\bullet \in Z_{\geq 0}^{Q_0}} R(\mathcal{G}_{\nu^\bullet})
\]

\[
\hat{S}_Q = \bigoplus_{\nu^\bullet \in Z_{\geq 0}^{Q_0}} \hat{R}(\mathcal{G}_{\nu^\bullet}) = S_Q \otimes \mathbb{Z}[t_{Q1}^\pm] \mathbb{Z}((t_{Q1})).
\]

We consider two shuffle products

\[
\ast : S_Q \times S_Q \to S_Q
\]

\[
\ast : \hat{S}_Q \times \hat{S}_Q \to \hat{S}_Q
\]

which are \( R(T^{Q_1}) \)-linear (resp., \( \text{Frac}(R(T^{Q_1})) \)-linear for \( \ast \)) and are defined on elements

\[
f \in R(\mathcal{G}_{\alpha^\bullet}) = \mathbb{Z}[(u_i^{(i)})_{1 \leq k \leq \alpha^\bullet}] \quad , \quad g \in R(\mathcal{G}_{\beta^\bullet}) = \mathbb{Z}[(v_i^{(i)})_{1 \leq \ell \leq \beta^\bullet}]
\]

as follows:

\[
f \ast g = D_{w_{\alpha^\bullet}} \left( f(u)g(v) \prod_{b \in Q_1, k, \ell} (1 - t_b v_k^{(b)}/u_\ell^{(h)}) \right) \in R(\mathcal{G}_{\alpha^\bullet + \beta^\bullet})
\]

\[
f \ast g = D_{w_{\alpha^\bullet}} \left( f(u)g(v) \prod_{b \in Q_1, k, \ell} \frac{1}{1 - t_b u_k^{(b)}/v_\ell^{(h)}} \right) \in \hat{R}(\mathcal{G}_{\alpha^\bullet + \beta^\bullet})
\]
where \( k, \ell \) in the products run over \( 1 \leq k \leq \beta^{(ib)} \) and \( 1 \leq \ell \leq \alpha^{(ib)} \) in \(*\) and \( 1 \leq k \leq \alpha^{(ib)} \) and \( 1 \leq \ell \leq \beta^{(ib)} \) in \( \star \). We identify \( R(G_{\alpha^{(*)}}, \beta^{(*)}) \) with Laurent polynomials which are symmetric in the variables

\[
\{ u^{(i)}_{k}, v^{(i)}_{\ell} | 1 \leq k \leq \alpha^{(i)}, 1 \leq \ell \leq \beta^{(i)} \}
\]

for each \( i \in \mathbb{Q}_0 \). Accordingly, \( D_{w_{i}^{(i)}}^{*} = \prod_{i \in \mathbb{Q}_0} D_{w_{i}^{(i)}} \) is the Demazure symmetrizer \([13]\) with respect to each of these sets of variables.

One may verify directly from the definitions that \(*\) and \(\star\) are associative. They are related as follows. Consider the maps

\[
R(G_{\alpha^{(*)}}) \xrightarrow{\tau_{\alpha^{(*)}}} \tilde{R}(G_{\alpha^{(*)}}), \quad [W] \mapsto [W \otimes_{\mathbb{C}} \text{Sym}(E_{\alpha^{(*)}})]]
\]

Then one has a commutative diagram:

\[
\begin{array}{ccc}
R(G_{\alpha^{(*)}}) \times R(G_{\beta^{(*)}}) & \longrightarrow & R(G_{\alpha^{(*)}+\beta^{(*)}}) \\
\tau_{\alpha^{(*)}} \times \tau_{\beta^{(*)}} & \downarrow & \downarrow \tau_{\alpha^{(*)}+\beta^{(*)}} \\
\tilde{R}(G_{\alpha^{(*)}}) \times \tilde{R}(G_{\beta^{(*)}}) & \longrightarrow & \tilde{R}(G_{\alpha^{(*)}+\beta^{(*)}}).
\end{array}
\]

**Remark 5.1.** For cyclic quivers and with all parameters \( t_{\alpha} = t \) equal, the shuffle product \(\star\) coincides with a specialization of that of Negut \([Ne2]\), which is a “trigonometric degeneration” of the original shuffle algebras of Feigin and Odesskii \([FO]\).

For a more transparent match with \((42)\), see also \([Ne1, \text{Proof of Proposition 2.3}]\), where the relevant specialization is \(q_1 = q = 0\) and \(q_2 = t\). Similar connections exist in the Jordan quiver case of \([SchV, FT]\). However, an important distinction must be made: these works involve the study of a subalgebra \(S^{+}_Q \subset S_Q\) consisting of symmetric Laurent polynomials satisfying a “wheel condition.” In \([Ne2]\), it is ultimately shown that the Drinfeld double of \(S^{+}_Q\) for the cyclic quiver with \(r\) vertices is isomorphic to the quantum toroidal algebra \(\tilde{U}_{q,t}(sl_r)\).

**Remark 5.2.** For general quivers the shuffle product \(\star\) is a \(K\)-theoretic variant of the product in the cohomological Hall algebra \([KS, \text{Theorem 2.2}]\), with additional equivariance coming from the torus \(T^{Q_1}\). We will make this connection more precise in Section 5.2 below. In Section 5.3 we will also consider the \((q, t)\)-version of the shuffle product \(\star\), which corresponds to the preprojective \(K\)-theoretic Hall algebra \([YZ]\) and that of \([Ne2]\) for cyclic quivers and \([SchV, FT]\) for the Jordan quiver.

5.1.1. **Quiver Hall-Littlewood series as a shuffle product.** Fix data \((i, a, \mu_{(*)})\) and define variables \(u = u(1) + u(2) + \cdots + u(m)\) exactly as in Section 2.2 using \(u\) instead of \(x\). These are the auxiliary variables of Section 3.2

Let \(\chi^{i,a}_{\mu_{(*)}}(u)\) be the quiver Hall-Littlewood series in these variables. For each \(1 \leq k \leq m\) let \(\alpha^{(*)}(k) = v^{(*)}((i_k), (a_k))\) be the dimension vector with \(\alpha^{(i)}(k) = a_k \delta_{i,i_k}\).

Using formula \((21)\) for the quiver Hall-Littlewood series, it is easy to prove the following by induction on \(m\):

**Proposition 5.3.** For any \((i, a, \mu_{(*)})\), the quiver Hall-Littlewood series is given by a shuffle product:

\[
\chi^{i,a}_{\mu_{(*)}}(u) = s_{\mu(1)}[u(1)] \star \cdots \star s_{\mu(m)}[u(m)]
\]

where each \(s_{\mu(k)}[u(k)]\) is understood as an element of \(R(G_{\alpha^{(*)}(k)})\).
More generally, for any triples \((i', a', \mu'(*)\) and \((i'', a'', \mu''(*)\), let \(i = i' i''\), \(a = a' a''\), \(\mu(*) = \mu(*) \mu''(*)\) be given by concatenation. Then one can show that
\[
\chi^{i,a}_{\mu(*)} = \chi^{i',a'}_{\mu'(*)} \star \chi^{i'',a''}_{\mu''(*)}
\]
where \(\chi^{i',a'}_{\mu'(*)} \in \hat{R}(G_{i'} (\nu, a'))\) and \(\chi^{i'',a''}_{\mu''(*)} \in \hat{R}(G_{i''} (\nu, a''))\).

**Example 5.4.** Consider the single-arrow quiver: \(Q_0 = \{0, 1\}\) and \(Q_1 = \{(0, 1)\}\). Take \(i = (0, 0, 1)\) and \(a = (2, 1, 1)\), so that:
\[
\begin{align*}
u(1) &= \{u_1^{(0)}, u_2^{(0)}\}, \\
u(2) &= \{u_3^{(0)}\}, \\
u(3) &= \{u_1^{(1)}\}.
\end{align*}
\]
Then for any \(\mu(*)\) we have
\[
\chi^{i,a}_{\mu(*)}(u) = D_{w_0^{(3)}} 
\frac{u(1)^{\mu(1)} u(2)^{\mu(2)} u(3)^{\mu(3)}}{(1 - t_{01} u_1^{(0)}/u_1^{(1)}) (1 - t_{01} u_2^{(0)}/u_1^{(1)}) (1 - t_{01} u_3^{(0)}/u_1^{(1)})}
= s_{\mu(1)}[u(1)] \star D_{w_0^{(3)}}^{2,3,3} \left( u(2)^{\mu(2)} u(3)^{\mu(3)} (1 - t_{01} u_3^{(0)}/u_1^{(1)})^{-1} \right)
= s_{\mu(1)}[u(1)] \star s_{\mu(2)}[u(2)] \star s_{\mu(3)}[u(3)]
\]
where \(D_{w_0^{(3)}}\) is the Demazure symmetrizer with respect to all variables, while \(D_{w_0^{(3)}}^{2,3,3}\) is that only for the variables \(u(2) + u(3)\). Here we use well-known properties such as \(D_{w_0^{(3)}} = D_{w_0} D_{w_0}^{2,3,3}\) as operators and that \(D_{w_0^{(3)}}^{2,3,3}\) commutes with the \(u(1)\) variables.
We note that the second equality corresponds to (46) with \(i' = (0), a' = (2)\) and \(i'' = (0, 1), a'' = (1, 1)\).

Proposition 5.3 leads to another interpretation of the quiver Kostka-Shoji polynomials \(K_{\lambda, \mu(*)}^{a(*)}(t_{Q_1})\): they are the structure constants of iterated products in the shuffle algebra \(\tilde{S}_Q\) with respect to Schur polynomials, each supported at a single vertex.

### 5.1.2. Connection to quiver currents
More generally, we can strengthen Proposition 5.3 to connect the action of a quiver current on \(\Lambda_Q\) to a corresponding shuffle product. Let \(i \in Q_0, a \in \mathbb{Z}_{>0}, \text{ and } \mu \in X_+(GL_a)\). We will consider the action of \(H_{\mu}^{(i,a)}\) on a tensor Schur function \(s_{\xi}[*]\).

Let \(\alpha^* = \nu^*((i),(a))\) be the dimension vector with \(\alpha^{(i)} = a\) and \(\alpha^{(j)} = 0\) otherwise, and let \(\beta^*\) be an arbitrary dimension vector. Let \(U = (u_1^{(i)}, \ldots, u_a^{(i)})\) and \(V = (v_k^{(i)})_{i \in Q_0, 1 \leq k \leq \beta^{(i)}}\) be auxiliary variables. Let \(\nu^{(i)} = (v_k^{(i)})_{1 \leq k \leq \beta^{(i)}}\) be the variables of \(V\) at vertex \(i\).

The Proposition below shows that the action \(H_{\mu}^{(i,a)}\) is a lifting to quiver symmetric functions of the operation of shuffle product by \(s_{\mu}[U]\), regarded as an element of \(R(G_{\alpha^*})\). More generally, for any \(\beta^*\), there is a natural restriction map \(\Lambda_Q \to R(G_{\beta^*})\), denoted \(f \mapsto f[V]\) for variables \(V\) as above. A product of Schur functions \(s_{\xi}[*]\) is sent to the product \(s_{\xi}[*][V] = \prod_{i \in Q_0} s_{\xi^{(i)}}(v_1^{(i)}, \ldots, v_{\beta^{(i)}}^{(i)})\) of corresponding Schur polynomials in the variables of \(V\).

Recall from Theorem 5.1 that \(\gamma_{Q_0}^{\alpha^*}\) denotes the set of \(Q_0\)-tuples of partitions \(\lambda^*\) such that \(\lambda^{(i)}\) has at most \(\nu^{(i)}\) rows for \(i \in Q_0\).

**Proposition 5.5.** For any \(\xi^* \in \gamma_{Q_0}^{\alpha^*}\) and \(\lambda^* \in \gamma_{\alpha^* + \beta^*}\), the coefficient of \(s_{\lambda^*}[*]\) in the Schur expansion of
\[
H_{\mu}^{(i,a)} \cdot s_{\xi}[*]
\]
\[
(47)
\]
is equal to the coefficient of $s_{\lambda^*}[U + V]$ in the Schur expansion of the shuffle product $s_\mu[U] * s_\xi[V]$. (The former coefficient is zero unless $\lambda^* \in \Psi_{\alpha^* + \beta^*}$.)

**Proof.** We follow the proof of Theorem 5.1 except that we consider the action of $H^{(i,a)}(U)$ on the generating function

$$\prod_{j \in Q_0} \Omega[v^{(j)}X^{(j)}] = \sum_{\xi^* \in \Psi_{\beta^*}} s_{\xi^*}[V] s_{\xi^*}[X^*].$$

This is given by

$$H^{(i,a)}(U) \cdot \prod_{j \in Q_0} \Omega[v^{(j)}X^{(j)}] = R(U)\Omega[-U^*v^{(j)}]\Omega[U^X^{(j)}] \prod_{j \in Q_0} \Omega[v^{(j)}X^{(j)}] \prod_{b \in \text{Out}(i)} \Omega[t_bU^*v^{(hb)}].$$

Let $Z$ be the ordered union of the variables $U$ and $V$, with $U$ before $V$. Write $\mu + \xi^*$ for the concatenated weight with respect this ordering, so that $z^{\mu + \xi^*} = u^\mu v^{\xi^*}$. Define $\rho^*$ and $S^*$ with respect to $Z$. Then

$$\langle H^{(i,a)}_{\mu^*}, s_{\xi^*}[X^*], s_{\lambda^*}[X^*] \rangle = [u^\mu s_{\xi^*}[V]|H^{(i,a)}(U)\cdot \prod_{j \in Q_0} \Omega[v^{(j)}X^{(j)}], s_{\lambda^*}[X^*]]$$

$$= [u^\mu s_{\xi^*}[V]|R(U)\Omega[-U^*v^{(j)}]s_{\lambda^*}[U + V] \prod_{b \in \text{Out}(i)} \Omega[t_bU^*v^{(hb)}]]$$

$$= [u^\mu v^{\xi^*}|R(U)R(V)\Omega[-U^*v^{(j)}]s_{\lambda^*}[U + V] \prod_{b \in \text{Out}(i)} \Omega[t_bU^*v^{(hb)}]]$$

$$= [z^{\mu + \xi^*}|R(Z)s_{\lambda^*}[Z] \prod_{b \in \text{Out}(i)} \Omega[t_bU^*v^{(hb)}]]$$

$$= \sum_{w^* \in S^*} (-1)^{w^*} \langle z^{\mu + \xi^* + \rho^* - w^*(\lambda^* + \rho^*)}, \prod_{b \in \text{Out}(i)} \Omega[t_bU^*v^{(hb)}] \rangle$$

$$= \sum_{w^* \in S^*} (-1)^{w^*} \left[ \langle z^{(w^*)^{-1}(\mu + \xi^* + \rho^*) - (\lambda^* + \rho^*)}, \prod_{b \in \text{Out}(i)} (w^*)^{-1} \Omega[t_bU^*v^{(hb)}] \rangle \right]$$

$$= \sum_{w^* \in S^*} (-1)^{w^*} \langle z^{\lambda^* + \rho^* - w^*(\mu + \xi^* + \rho^*)}, \prod_{b \in \text{Out}(i)} w^* \Omega[t_bU^*(v^{(hb)})^*] \rangle$$

$$= [z^{\lambda^* + \rho^*}, J^* \left( z^{\mu + \xi^* + \rho^*} \prod_{b \in \text{Out}(i)} \Omega[t_bU^*(v^{(hb)})^*] \right)]$$

which is equal to the coefficient of $s_{\lambda^*}[U + V]$ in $s_\mu[U] * s_\xi[V]$. \qed

**Remark 5.6.** Consider the $\mathbb{Z}[t_{Q_1}^{-1}]$-subalgebra $\widehat{S}_Q^* \subset \widehat{S}_Q^*$ generated under $*$ by all $R(G_t, \alpha^*)$ such that $\alpha^*$ is supported at a single vertex. Using Proposition 5.5 and the associativity of $*$, one can show that the assignment $s_\mu[U] \mapsto H^{(i,a)}_{\mu^*}$ (with the former interpreted as in Proposition 5.5) extends to an action of $\widehat{S}_Q^*$ on $\Lambda^Q$. 
5.2. **K-theoretic Hall algebra.** Kontsevich and Soibelman [KS] defined cohomological Hall algebras, which give a ring structure to the space $\bigoplus_{\nu \in \mathbb{Z}_{\geq 0}} K^{G_\nu}(E_\nu)$. We adapt their definition to the setting of equivariant $K$-theory to define a product on $\bigoplus_{\nu \in \mathbb{Z}_{\geq 0}} K^{G_\nu}(E_\nu)$. We call this the $K$-theoretic Hall algebra.

5.2.1. **Definition.** Fix dimension vectors $\alpha^\bullet, \beta^\bullet \in \mathbb{Z}^Q$. The product

$$\oplus : K^{G_\alpha}(E_\alpha) \times K^{G_\beta}(E_\beta) \to K^{G_{\alpha+\beta}}(E_{\alpha+\beta})$$

is defined as the composition

$$F_1 \oplus F_2 = (q \otimes \text{id}) \circ \text{ind} \circ i \circ \pi^* \circ \text{for}(F_1 \otimes F_2)$$

of the following maps:

1. the outer tensor product identification:

$$K^{G_\alpha}(E_\alpha) \times K^{G_\beta}(E_\beta) \cong K^{G_{\alpha+\beta}}(E_{\alpha+\beta}).$$

2. forgetting to the diagonal subgroup $T^{Q_1} = \Delta T^{Q_1} \subset T^{Q_1} \times T^{Q_1}$:

$$K^{G_{\alpha+\beta}}(E_{\alpha+\beta}) \text{ for } K^{G_{\alpha+\beta}}(E_{\alpha+\beta}) \to K^{G_{\alpha+\beta}}(E_{\alpha+\beta}).$$

3. pullback and pushforward along the natural maps

$$E_\alpha \times E_\beta \leftarrow E_{\alpha+\beta},$$

where $E_{\alpha+\beta}$ is the space of quiver representations on the space $V_\alpha \oplus V_\beta$ leaving $V_{\beta}$ stable; here $E_{\alpha+\beta}$ consists of quiver representations on the space $V_\alpha \oplus V_\beta$, $i$ is the natural inclusion map from lower block triangular matrices, and $\pi$ is the projection to the diagonal blocks of such matrices.

4. the induction map

$$K^{G_{\alpha+\beta}}(E_{\alpha+\beta}) \to K^{G_{\alpha+\beta}}(G_{\alpha+\beta} \times G_{\alpha+\beta} \times T^{Q_1}),$$

where $G_{\alpha+\beta} = G_{\alpha} \times G_{\beta} \times T^{Q_1}$.

5. the pushforward $q_* \otimes \text{id}$ arising from the isomorphism

$$G_{\alpha+\beta} \times G_{\alpha+\beta} \times E_{\alpha+\beta} \cong (G_{\alpha+\beta}/G_{\alpha+\beta}) \times E_{\alpha+\beta}$$

where $q : G_{\alpha+\beta}/G_{\alpha+\beta} \to \text{pt}$. (The isomorphism results from the fact that $E_{\alpha+\beta}$ carries a $G_{\alpha+\beta}$-action extending that of $G_{\alpha+\beta}$.)

One may check using this definition that $\oplus$ is associative as in [KS] [§2.3]. Alternatively, we will compute $\oplus$ more explicitly in the next subsection and see that it is given by the shuffle product $\ast$.

5.2.2. **Explicit formula.** The explicit computation of $\oplus$ proceeds as follows. By the Thom isomorphism (e.g., [CG, Theorem 5.4.7]), we have

$$\text{(48)} \quad K^{G_\nu}(E_\nu) \cong K^{G_\nu}(\text{pt}) \cong R(G_\nu)$$

for any dimension vector $\nu^\bullet$, via the pullback $\pi^* : K^{G_\nu}(\text{pt}) \to K^{G_\nu}(E_\nu)$ where $\pi : E_\nu \to \text{pt}$. The inverse is given by $\pi_* ([\mathcal{O}_{E_\nu}])^{-1} = \pi_*$ due to the projection formula ([CG] (5.3.13)) or [Har, Exercise III.8.3]):

$$\text{(49)} \quad R^i \pi_*(\pi^*(\mathcal{F}) \otimes \mathcal{O}_{E_\nu}) \cong \mathcal{F} \otimes R^i \pi_* \mathcal{O}_{E_\nu}.$$
for any $G_{\alpha*}$-equivariant locally free sheaf $\mathcal{F}$ on $E_{\alpha*}$. We note that $R^i\pi_* = 0$ for $i > 0$ and we have a natural identification $\pi_*\mathcal{O}_{E_{\alpha*}} \cong \text{Sym}(E_{\alpha*})$. Putting all this together, we obtain an isomorphism
\begin{equation}
\psi : K^{G_{\alpha*}}(E_{\alpha*}) \to K^{G_{\alpha*}}(\text{pt}) \cong R(G_{\alpha*})
\end{equation}
where we compute using the Koszul complex $\text{[CG, \S\ 5.4]}$ that:
\[\tilde{t}_e(f(u,v)) = f(u, v) \prod_{b \in Q_1} (1 - tb^{(ib)}/u^{(ib)}_i).\]

As above, $1 \leq k \leq \beta^{(ib)}$ and $1 \leq \ell \leq \alpha^{(ib)}$ in the product. Note that this product is nothing but $1/\text{ch}_{G_{\alpha*},\beta*}\text{Sym}(E_{\alpha*+\beta*}/E_{\alpha*+\beta*})^\vee$.

We have another commutative diagram involving the induction from $G_{\alpha*+\beta*}$ to $G_{\alpha*}+\beta*$:
\[
\begin{array}{ccc}
K^{G_{\alpha*+\beta*}}(E_{\alpha*+\beta*}) & \xrightarrow{\text{ind}} & K^{G_{\alpha*+\beta*}}(G_{\alpha*+\beta*} \times G_{\alpha*+\beta*} E_{\alpha*+\beta*}) \\
\psi & \downarrow \psi & \downarrow \psi \\
R(G_{\alpha*+\beta*}) & \xrightarrow{D_{\alpha*+\beta*}} & R(G_{\alpha*+\beta*})
\end{array}
\]

Note that $G_{\alpha*+\beta*}/G_{\alpha*+\beta*}$ is product of partial flag varieties. This allows one to compute the map along the bottom arrow using the Borel-Weil-Bott theorem. The relevant computation is that
\[
\chi(G_{\alpha*+\beta*} \times G_{\alpha*+\beta*} E_{\alpha*+\beta*}, G_{\alpha*+\beta*} \times G_{\alpha*+\beta*} V) = (q \times \pi)_*[G_{\alpha*+\beta*} \times G_{\alpha*+\beta*} V] \\
= (q \times 1)_*[1 \times \pi]_*[G_{\alpha*+\beta*} \times G_{\alpha*+\beta*} V] \\
= D_{\alpha*+\beta*}(\chi_{G_{\alpha*+\beta*}} V)
\]
for any $G_{\alpha^*\beta^*}$-equivariant vector bundle $V$ on $E_{\alpha^*\beta^*}$. \hfill $\Box$

Remark 5.8. Lusztig [L2] gives a closely related construction of a product in his geometric realization of the negative part of quantum enveloping algebras. In fact, even though Lusztig’s construction uses perverse sheaves, one can apply it equally well to equivariant $K$-theory (of coherent sheaves). This direction is pursued in unpublished work of Grojnowski [G]. It is not difficult to check that Lusztig’s product in the $K$-theoretic setting agrees with the product $\circ$ defined above.

5.2.3. Pushforward classes. Fix data $(i, a, \mu(\bullet))$ and recall the second projection $\mathrm{Spr}_{1,a} : z_{1,a} \to E_{\nu^*}(1,a)$. Consider the class $(\mathrm{Spr}_{1,a})_*[\mathcal{W}^{\mu(\bullet)}]$. Its image in $R(G_{\nu^*}(1,a))$ is given by

$$
\psi_{\mu(\bullet)}^{i,a} = \psi((\mathrm{Spr}_{1,a})_*[\mathcal{W}^{\mu(\bullet)}])
$$

(51)

$$
= (\chi_{\mathfrak{v}^*}(1,a), \Sigma(E_{\nu^*}(1,a)))^{-1} \chi_{\mu(\bullet)}^{i,a}
$$

$$
= D_{\mu(\bullet)} \left( \chi_{\mu(\bullet)}^{i,a} \right)
$$

Note that all of the denominators of $B_{1,a}$ are canceled in this expression, which results in $\psi_{\mu(\bullet)}^{i,a} \in R(G)$.

Remark 5.9. The elements $\psi_{\mu(\bullet)}^{i,a} \in R(G)$ are a generalization of Hall-Littlewood $R$-polynomials. In particular, for $Q$ equal to the Jordan quiver, $a = (1,1,\ldots,1)$, and $\mu(\bullet) = (\mu(1),\mu(2),\ldots,\mu(m)) =: \mu$, one has that $\psi_{\mu(\bullet)}^{i,a}$ is equal to

$$
R_{\mu}(u_1, \ldots, u_m; t) = \sum_{w \in S_m} w \left( u_1^{\mu_1} \cdots u_m^{\mu_m} \prod_{i<j} \frac{u_i - t u_j}{u_i - u_j} \right).
$$

Remark 5.10. For $Q$ equal to the cyclic quiver and with data $i$, $a$ as in Example 2.6 the $\psi_{\mu(\bullet)}^{i,a}$ are closely related but not identical to Shoji’s polynomials $R_{\mu^*}^{\mu^*}(z; t)$ [Sh1 (4.1.2)]. Taking the same data $i$, $a$ for the opposite cyclic quiver results in polynomials closely related to Shoji’s $R_{\mu^*}^{\mu^*}(z; t)$.

The $\psi_{\mu(\bullet)}^{i,a}$ behave well with respect to the shuffle product, which one can expect by the nature of Lusztig’s construction [L2] (see Remark 5.8). Given triples $(i', a', \mu'(\bullet))$ and $(i'', a'', \mu''(\bullet))$, let $i = i' i''$, $a = a' a''$, $\mu(\bullet) = \mu'(\bullet) \mu''(\bullet)$ be their concatenations. Then one can easily verify (or deduce from (10)) that:

$$
\psi_{\mu(\bullet)}^{i,a} = \psi_{\mu'(\bullet)}^{i',a'} * \psi_{\mu''(\bullet)}^{i'',a''}
$$

where $\psi_{\mu'(\bullet)}^{i',a'} \in R(G_{\nu^*}(i', a'))$ and $\psi_{\mu''(\bullet)}^{i'',a''} \in R(G_{\nu^*}(i'', a''))$

5.3. $(q,t)$-currents and shuffles. Given a quiver $Q$, let $\overline{Q}$ be the doubled quiver obtained by adding the opposite of each arrow in $Q$. Let $Q_1$ denote the original arrows in $Q$ and $Q_1^\circ$ their opposites in $\overline{Q}$. We assume that all arrow variables $t_i \equiv t$ from $Q_1$ are equal and we let $q$ be an arrow variable for the opposite arrows. We will define a double version $H_{i,a}^{(q,t)}(U)$ of the quiver currents, which act on quiver symmetric functions $A^Q$ over the ring $\mathbb{Z}[q^{\pm 1}, t^{\pm 1}]$. When $q = 0$, the double currents reduce to our original quiver currents $H_{i,a}^{(q,t)}(U)$ at $t_i \equiv t$. 


We use the notation of Section 3.2. For any \( i \in Q_0 \) and \( a \in \mathbb{Z}_{>0} \), the \((q,t)\)-quiver current \( \overline{P}_{i,a}^{(i)}(U) = \sum_{\beta \in \mathbb{Z}^a} u^\beta \overline{P}_{\beta}^{(i,a)} \) is defined by the following formula:

\[
R(U)\Omega[U X^{(i)}] \Omega[-U^* X^{(i)}(1 + qt)]^{-1} \prod_{a \in \text{Out}'(i)} \Omega[q U^* X^{(ha)}]^{-1} \prod_{b \in \text{Out}(i)} \Omega[t U^* X^{(hb)}]^{-1}
\]

where \( \text{Out}(i) = \{ b \in Q_1 \mid tb = i \} \) as before and \( \text{Out}'(i) = \{ a \in Q_1' \mid ta = i \} \).

**Remark 5.11.** When \( Q \) is the Jordan quiver and \( a = 1 \), these are the symmetric function operators \( D_k \) of \([\text{GHT}]\), up to a plethystic minus sign. In the case of a cyclic quiver with \( r \geq 2 \) vertices, the \((q,t)\)-currents with \( a = 1 \) arise naturally in the vertex representation \( [S_\alpha] \) of quantum toroidal \( \mathfrak{sl}_r \) (see Appendix A).

Recall the conventions of §5.12. Following \([\text{YZ}] \) Corollary 3.6, we define for any dimension vectors \( \alpha^\bullet, \beta^\bullet \), the shuffle product:

\[
\sum_{i,a}^\bullet \prod_{k,\ell} \frac{(1 - q t u_k^{(i)})}{(1 - q t u_k^{(ha)})} \frac{1}{(1 - t u_k^{(tb)})} \frac{1}{(1 - v_k^{(h)})}
\]

This belongs to \( R(G_{\alpha^\bullet + \beta^\bullet}) \otimes \mathbb{Z}((q,t)) \). The geometrically-defined algebra associated with this shuffle product (or rather, its \( * \)-variant as in \([12]\)) is the preprojective \( K \)-theoretic Hall algebra, as developed in \([\text{YZ}] \) §3.2 and §4.1.

The proof of Proposition 5.5 carries through in this setting to show that the \((q,t)\)-currents \( \overline{P}_{i,a}^{(i)}(U) \) provide the same kind of symmetric function lifting for the shuffle product \( \bar{\otimes} \):

**Proposition 5.12.** Assume the setup of Proposition 5.5. For any \( \xi^\bullet \in \mathcal{W}_{\beta^\bullet}^{Q_0} \) and \( \lambda^\bullet \in \mathcal{W}_{\alpha^\bullet + \beta^\bullet}^{Q_0} \), the coefficient of \( s_{\lambda^\bullet} [X^\bullet] \) in the Schur expansion of

\[
\sum_{i,a}^\bullet \prod_{k,\ell} \frac{(1 - q t u_k^{(i)})}{(1 - q t u_k^{(ha)})} \frac{1}{(1 - t u_k^{(tb)})} \frac{1}{(1 - v_k^{(h)})}
\]

is equal to the coefficient of \( s_{\lambda^\bullet} [U + V] \) in the Schur expansion of the shuffle product \( s_{\mu^\bullet} [U] \bar{\otimes} s_{\xi^\bullet} [V] \).

**Remark 5.13.** Similarly as in Remark 5.6 one can show using Proposition 5.12 that the assignment \( s_{\mu^\bullet} [U] \mapsto \overline{P}_{\mu^\bullet}^{(i,a)}(U) \) extends to an action on \( \Lambda^Q \) by the algebra generated under \( \bar{\otimes} \) by the \( R(G_{\alpha^\bullet}) \) with \( \alpha^\bullet \) supported at a single vertex.

**Appendix A.** Vertex representation of quantum toroidal \( \mathfrak{sl}_r \).

In this appendix we assume that \( Q \) is the cyclic quiver with vertices \( Q_0 = \mathbb{Z}/r\mathbb{Z} \) and arrows \( Q_1 = \{ (i, i+1) \mid i \in Q_0 \} \), where \( r \geq 2 \). Our aim is to relate the \((q,t)\)-quiver currents \( \overline{P}_{i,1}^{(i,1)}(u) \) in one variable \( a = 1 \) to the vertex representation \( [S_a] \) of the quantum toroidal algebra \( \mathfrak{U}_{q,t}(\mathfrak{sl}_r) \). These currents are given explicitly as

\[
\overline{P}_{i,1}^{(i,1)}(u) = \Omega \left[ u X^{(i)} \right] \Omega \left[ -u^{-1} \left( X^{(i)} - t X^{(i+1)} - q X^{(i-1)} + qt X^{(i)} \right) \right]^{-1}.
\]
A.1. Notation. Let $\{\alpha_i \mid i \in \mathbb{Z}/r\mathbb{Z}\}$ and $\{\alpha_i^\vee \mid i \in \mathbb{Z}/r\mathbb{Z}\}$ be the standard simple roots and simple coroots for $\widehat{\mathfrak{sl}}_r$. Let $\langle \cdot, \cdot \rangle$ be the canonical pairing between coroots and roots. Set $\alpha_i = \alpha_i$ and $\alpha_i^\vee = \alpha_i^\vee$ for $i \neq 0$ and $\alpha_0 = -\sum_{i \neq 0} \alpha_i$, $\alpha_0^\vee = -\sum_{i \neq 0} \alpha_i^\vee$.

Let $P$ and $L$ be the weight lattice and root lattice of $\widehat{\mathfrak{sl}}_r$, and let $\mathcal{P}, \mathcal{L}$ be the corresponding lattices for $\mathfrak{sl}_r$.

A.2. Quantum toroidal $\mathfrak{sl}_r$. Quantum toroidal algebras were introduced in [GKV] for any semisimple Lie algebra, where they were defined using a presentation inspired by the Drinfeld presentation of quantum affine algebras [Be]. We will consider only the quantum toroidal algebra $\widehat{\mathcal{U}}_{q,t}(\mathfrak{sl}_r)$ of type $\mathfrak{sl}_r$, which is the associative algebra over $K = \mathbb{C}(q^\pm, t)$ generated by

$$E^{(i)}_k, F^{(i)}_k$$ for $i \in \mathbb{Z}/r\mathbb{Z}$ and $k \in \mathbb{Z}$

$$K^{(i)}_{\pm,k}$$ for $i \in \mathbb{Z}/r\mathbb{Z}$, $k \in \mathbb{Z}_{\geq 0}$, and $\pm = +, -$ subject to certain relations. To state the relations, we collect the generators into currents:

$$E^{(i)}_k(u) = \sum_{k \in \mathbb{Z}} E^{(i)}_k u^{-k}$$

$$F^{(i)}_k(u) = \sum_{k \in \mathbb{Z}} F^{(i)}_k u^{-k}$$

$$K^{(i)}_{\pm,k}(u) = \sum_{k \geq 0} K^{(i)}_{\pm,k} u^{\mp k}.$$ 

(For the purposes of our discussion, we ignore the elements $q^{d_1}, q^{d_2}$ and we specialize the central element $q^{\frac{d}{2}} \mapsto q^\frac{d}{2}$.)

For any $m \in \mathbb{Z}$, let

$$\theta_m(u) = \frac{q^m u - 1}{u - q^m}$$

and let $M = (m_{ij})_{i,j \in \mathbb{Z}/r\mathbb{Z}}$ be the matrix given by:

$$m_{ij} = \begin{cases} 
\pm 1 & \text{if } i = j \pm 1 \\
0 & \text{otherwise.}
\end{cases}$$

(60)
Then the defining relations of $\tilde{U}_{q,t}(\mathfrak{sl}_r)$ are as follows for all $i, j \in \mathbb{Z}/r\mathbb{Z}$:

(61) \( K_{i+0}^{(j)} K_{i-0}^{(j)} = K_{i-0}^{(j)} K_{i+0}^{(j)} = 1 \)

(62) \( K_{i+0}^{(j)} (u) K_{i-0}^{(-j)} (v) = K_{i-0}^{(-j)} (v) K_{i+0}^{(j)} (u) \)

(63) \( \theta_{-(\alpha^\vee_i, \alpha_j)} (q^{-1} t^{m_{ij}} u/v) K_{i+0}^{(j)} (u) K_{i-0}^{(j)} (v) = \theta_{-(\alpha^\vee_i, \alpha_j)} (q t^{m_{ij}} v/u) K_{i+0}^{(j)} (v) K_{i-0}^{(j)} (u) \)

(64) \( K_{i+0}^{(j)} (u) E^{(j)} (v) = \theta_{+(\alpha^\vee_i, \alpha_j)} (q^{-1} (t^{m_{ij}} v/u)^{\pm 1}) E^{(j)} (v) K_{i+0}^{(j)} (u) \)

(65) \( K_{i+0}^{(j)} (u) F^{(j)} (v) = \theta_{+(\alpha^\vee_i, \alpha_j)} (q^{1/2} (t^{m_{ij}} v/u)^{\pm 1}) F^{(j)} (v) K_{i+0}^{(j)} (u) \)

(66) \( (t^{m_{ij}} u - q^{\alpha^\vee_i \cdot \alpha_j}) v) E^{(i)} (u) E^{(j)} (v) = (q^{\alpha^\vee_i \cdot \alpha_j}) t^{m_{ij}} u - v) E^{(j)} (v) E^{(i)} (u) \)

(67) \( (t^{m_{ij}} u - q^{-\alpha^\vee_i \cdot \alpha_j} v) F^{(i)} (u) F^{(j)} (v) = (q^{-\alpha^\vee_i \cdot \alpha_j} t^{m_{ij}} u - v) F^{(j)} (v) F^{(i)} (u) \)

(68) \( [E^{(i)} (u), F^{(j)} (v)] = -\frac{\delta_{ij}}{q - q^{-1}} (\delta(qv/u) K_{i+}^{(j)} (q^{1/2} v) - \delta(qu/v) K_{i-}^{(j)} (q^{1/2} u)) \)

where $\delta(x) = \sum_{n \in \mathbb{Z}} x^n$, and the following quantum Serre relations:

(69) \[
\sum_{\sigma \in S_2} \left( E^{(i)} (u_{\sigma(1)}) E^{(i)} (u_{\sigma(2)}) E^{(i \pm 1)} (v) - (q + q^{-1}) E^{(i)} (u_{\sigma(1)}) E^{(i \pm 1)} (v) E^{(i)} (u_{\sigma(2)}) \right) = 0
\]

(70) \[
\sum_{\sigma \in S_2} \left( F^{(i)} (u_{\sigma(1)}) F^{(i)} (u_{\sigma(2)}) F^{(i \pm 1)} (v) - (q + q^{-1}) F^{(i)} (u_{\sigma(1)}) F^{(i \pm 1)} (v) F^{(i)} (u_{\sigma(2)}) \right) = 0.
\]

A.3. **Heisenberg algebra.** We can replace the generators $K_{i \pm}^{(i)}$ of $\tilde{U}_{q,t}(\mathfrak{sl}_r)$ by other generators $P_{i \pm}^{(i)}$ for $i \in \mathbb{Z}/r\mathbb{Z}$ and $k > 0$ by imposing the following equality of formal series:

(71) \( K_{i \pm}^{(i)} (u) = K_{i \pm, 0}^{(i)} \exp \left( \pm (q - q^{-1}) \sum_{k \geq 1} P_{i \pm}^{(i)} u^{\pm k} \right) \).

Then relations (62) and (63) are then equivalent to the following Heisenberg-type relations for the $P_{i \pm}^{(i)}$:

(72) \( [P_{i}^{(i)} , P_{-i}^{(-i)}] = \frac{1}{k} \frac{(q^k - q^{-k})(q^{2k} - q^{-2k})}{(q - q^{-1})^2} \)

(73) \( [P_{i}^{(i)} , P_{i}^{(i+1)}] = \frac{k^{-k}}{k} \frac{(q^k - q^{-k})^2}{(q - q^{-1})^2} \)

(74) \( [P_{i}^{(i)} , P_{i}^{(-i-1)}] = -\frac{i}{k} \frac{(q^k - q^{-k})^2}{(q - q^{-1})^2} \)

and all other $[P_{i}^{(i)} , P_{l}^{(j)}] = 0$. 

The Fock space representation of the Lie algebra spanned by the $P^{(i)}_{\pm k}$ is multi-
symmetric functions $\Lambda^Q = \otimes_{i\in\mathbb{Z}/r\mathbb{Z}} \Lambda^{(i)}$, where:

\[
P^{(i)}_k \mapsto p_k \left( X^{(i)}(q + q^{-1}) - X^{(i+1)}t^{-1} - X^{(i)}t(q - q^{-1}) \right)^{-1} k(q - q^{-1})
\]

\[
P^{(i)}_{-k} \mapsto p_k \left[ X^{(i)}(q - q^{-1}) \right] k(q - q^{-1}).
\]

This is verified using the following relation between operators on $\Lambda$:

\[
[p^+_k, p_k] = k.
\]

In other words, $p^+_k = k \frac{\partial}{\partial p_k}$.

A.4. Skew group algebra. The definition of the vertex representation of $\tilde{U}_{q,t}(\mathfrak{sl}_r)$ requires an auxiliary algebra $\mathbb{K}\overline{\{T\}}$, which is a skew-version of the group algebra $\mathbb{K}\{T\}$.

The weight lattice $\overline{P}$ of $\mathfrak{sl}_r$ has a $\mathbb{Z}$-basis given by the fundamental weights $\{\overline{\alpha}_i \mid i \neq 0\}$. Another basis of $\overline{P}$ is $\{\overline{\pi}_1, \ldots, \overline{\pi}_{r-1}, \overline{\pi}_{r-1}\}$. Define $\mathbb{K}\overline{\{P\}}$ to be the $\mathbb{K}$-algebra generated by $e^{\pm \overline{\pi}_1}, \ldots, e^{\pm \overline{\pi}_{r-1}}, e^{\pm \overline{\pi}_{r-1}}$ subject to the relations:

\[
e^{\overline{\alpha}_i} e^{\overline{\alpha}_j} = e^{\overline{\alpha}_j} e^{\overline{\alpha}_i} = 1
\]

\[
e^{\overline{\pi}_{r-1}} e^{\overline{\pi}_{r-1}} = e^{\overline{\pi}_{r-1}} e^{\overline{\pi}_{r-1}} = 1
\]

\[
e^{\overline{\pi}_i} e^{\overline{\pi}_j} = (-1)^{\langle \overline{\alpha}_i, \overline{\alpha}_j \rangle} e^{\overline{\pi}_j} e^{\overline{\pi}_i}
\]

\[
e^{\overline{\pi}_i} e^{\overline{\pi}_{r-1}} = (-1)^{\langle \overline{\alpha}_i, \overline{\pi}_{r-1} \rangle} e^{\overline{\pi}_{r-1}} e^{\overline{\pi}_i},
\]

where $i, j \neq 0, 1$. For any element $\overline{\beta} = m_2 \overline{\pi}_2 + \cdots + m_{r-1} \overline{\pi}_{r-1} + m \overline{\pi}_{r-1} \in \overline{P}$, we define a monomial

\[
e^{\overline{\beta}} = (e^{\overline{\pi}_2})^{m_2} \cdots (e^{\overline{\pi}_{r-1}})^{m_{r-1}} (e^{\overline{\pi}_{r-1}})^m.
\]

These monomials form a $\mathbb{K}$-basis for $\mathbb{K}\overline{\{P\}}$.

Let $\mathbb{K}\overline{\{L\}}$ be the subalgebra of $\mathbb{K}\overline{\{P\}}$ generated by $e^{\pm \overline{\pi}_i}$ for $i \neq 0$. The defining relations of $\mathbb{K}\overline{\{L\}}$ with respect to these generators are for all $i, j \neq 0$:

\[
e^{\overline{\alpha}_i} e^{\overline{\alpha}_j} = e^{\overline{\alpha}_j} e^{\overline{\alpha}_i} = 1
\]

\[
e^{\overline{\pi}_i} e^{\overline{\pi}_j} = (-1)^{\langle \overline{\alpha}_i, \overline{\pi}_j \rangle} e^{\overline{\pi}_j} e^{\overline{\pi}_i}.
\]

However, we stress that all monomials $e^{\overline{\beta}}$ in $\mathbb{K}\overline{\{P\}}$ and $\mathbb{K}\overline{\{L\}}$ are defined via (82).

We regard elements of $\mathbb{K}\overline{\{L\}}$ as operators on $\mathbb{K}\overline{\{L\}}$ acting by left multiplication. We introduce additional operators $u^{P^{(i)}_0}$ for $i \in \mathbb{Z}/r\mathbb{Z}$ acting from $\mathbb{K}\overline{\{L\}}$ to $\mathbb{K}\overline{\{L\}}[u^{\pm 1}]$ as follows:

\[
u^{P^{(i)}_0} e^{\overline{\beta}} = u^{\langle \overline{\pi}_i, \overline{\beta} \rangle} \sum_{j=1}^r \sum_{m_1, m_2} e^{\overline{\pi}_j}(m_1, m_2) M_{ij} e^{\overline{\pi}_i}
\]

where $\overline{\beta} = \sum_{j=1}^{r-1} m_j \overline{\pi}_j$ and $M$ is the matrix $<i,j>$. Equivalently, to compute the action of $u^{P^{(i)}_0}$, one can use its commutation relations with multiplication operators:

\[
u^{P^{(i)}_0} e^{\overline{\beta}} = e^{\overline{\pi}_j} u^{P^{(i)}_0} \begin{cases} u^2 & \text{if } i = j \\ u^{-1} t^{\frac{1}{2}} & \text{if } i = j \pm 1 \\ 1 & \text{otherwise} \end{cases}
\]
where \( j \neq 0 \), together with its action on \( 1 = e^0 \):

\[
(87)
\]

Finally, we define operators \( q^{\partial \kappa} \) for \( i \in \mathbb{Z}/r\mathbb{Z} \) acting on \( \mathbb{K}\{\mathcal{L}\} \) as follows:

\[
(88)
\]

A.5. Vertex representation. Let \( [k]_q = \frac{q^k - q^{-k}}{q - q^{-1}} \) for any \( k \in \mathbb{Z} \).

**Proposition A.1.** (\( p = 0 \) case of [SA] Proposition 3.2.2) The following assignment gives rise to an action of \( \hat{U}_{q,t}(\mathfrak{sl}_r) \) on \( \Lambda^Q \otimes \mathbb{K}\{\mathcal{L}\} \):

\[
(89)
E^{(i)}(u) \mapsto \exp \left( \sum_{k \geq 1} \frac{P_{\pm k}^{(i)}(q^{\frac{i}{2}}u)^k}{[k]_q} \right) \exp \left( - \sum_{k \geq 1} \frac{P_{\pm k}^{(i)}(q^{\frac{i}{2}}u)^{-k}}{[k]_q} \right) \otimes e^{\overline{\kappa}} u^1 + \kappa_0^{(i)}
\]

\[
(90)
P^{(i)}(u) \mapsto \exp \left( - \sum_{k \geq 1} \frac{P_{\pm k}^{(i)}(q^{\frac{i}{2}}u)^k}{[k]_q} \right) \exp \left( \sum_{k \geq 1} \frac{P_{\pm k}^{(i)}(q^{\frac{i}{2}}u)^{-k}}{[k]_q} \right) \otimes e^{-\overline{\kappa}} u^{-1} + \kappa_0^{(i)}
\]

\[
(91)
K_{\pm}^{(i)}(u) \mapsto \exp \left( \mp (q - q^{-1}) \sum_{k \geq 1} P_{\pm k}^{(i)} u^{\mp k} \right) \otimes q^{\pm \partial \kappa},
\]

for any \( i \in \mathbb{Z}/r\mathbb{Z} \), where the \( P_{\pm k}^{(i)} \) act on \( \Lambda^Q \) according to (75) and (76).

A.6. Connection to quiver currents. Using (75) and (76) we can express the action of \( E^{(i)}(q^{\frac{i}{2}}u) \) in Proposition A.1 as follows:

\[
E^{(i)}(q^{\frac{i}{2}}u) \mapsto \Omega[uX^{(i)}] \Omega[(1 + q^{-2})X^{(i)} - q^{-1}t^{-1}X(i+1) - q^{-1}tX(i-1)]^\perp \otimes e^{\overline{\kappa}}(q^{\frac{i}{2}}u)^1 + P_0^{(i)}.
\]

The connection to the \((q,t)\)-quiver currents (55) is then achieved by a simple change of parameters

\[
(92)
\kappa : \quad q \mapsto q^{-1}t, \quad t \mapsto q^{-1}t^{-1}.
\]

Explicitly, we have

\[
(93)
\kappa(\overline{H}^{(i,1)}(u)) = (q^{\frac{1}{2}}u)^{-1} - P_0^{(i)} e^{-\overline{\kappa}} E^{(i)}(q^{\frac{i}{2}}u).
\]
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