Assessment of Climate Change Impact on Snowmelt Runoff in Himalayan Region
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Abstract: Under different climate change scenarios, the current study was planned to simulate runoff due to snowmelt in the Lidder River catchment in the Himalayan region. A basic degree-day model, the Snowmelt-Runoff Model (SRM), was utilized to assess the hydrological consequences of change in the climate. The performance of the SRM model during calibration and validation was assessed using volume difference (Dv) and coefficient of determination ($R^2$). The Dv was found to be 11.7, −10.1, −11.8, 1.96, and 8.6 in 2009–2014, respectively, while the respective $R^2$ was 0.96, 0.92, 0.95, 0.90, and 0.94. The Dv and $R^2$ values indicate that the simulated snowmelt runoff closely agrees with the observed values. The simulated findings were assessed under three different climate change scenarios: (a) an increase in precipitation by +20%, (b) a temperature rise of +2°C, and (c) a temperature rise of +2°C with a 20% increase in snow cover. In scenario (b), the simulated results showed that runoff increased by 53% in summer (April–September). In contrast, the projected increased discharge for scenarios (a) and (c) was 37% and 67%, respectively. The SRM efficiently forecasts future water supplies due to snowmelt runoff in high elevation, data-scarce mountain environments.
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1. Introduction

The study of the hydrological regime of the catchment is an important and decisive approach in conserving and managing water resources [1–4]. The hydrological cycle’s key factor and component is the mountain snowpack, which stores winter precipitation and releases it in runoff and streamflow during spring and summer [5,6]. Snow is the primary and most significant water storage component in basins, rendering such places sensitive to global warming and climate change [7]. Climate and streamflow data from mountainous
places have shown a pattern of increasing winter minimum temperatures over the last several decades [8] and reduced snowfall compared to the total precipitation [9,10]. It has been indicated that decreased spring snow cover and snow depth [8] affect summer streamflow [11]. Studies in various countries have shown that snow significantly impacts the surface moisture accessible for runoff in the future [12].

In addition to serving as crucial indicators of climatic variability and change, mountain snowpack and spring runoff are major components of surface water resources integrated throughout a large geographic area. As in other parts of the globe, the highest and lowest temperatures recorded in the Kashmir valley during the previous 30 years rose by 1 °C and 0.5 °C, respectively. Climate change impacts such as rising air temperatures decreased snowfall precipitation. Accelerated glacier melt can already be seen in the Himalayan River basins [13], resulting in a significant decrease in the discharge of Himalayan rivers [14]. According to current research programs, the surface temperature increased by 0.74 °C from 1906 to 2005, with warming trends being more prominent in the last 50 years [15]. Kashmir Himalayan glaciers have been melting quickly due to global climate change [2]. Mountains in the Himalayan region are melting at a more rapid rate (0.3–1.0 m/year) than the mean of the world [16].

In predominantly snowmelt basins, the snow-covered area is essential for assessing, modeling, and forecasting meteorological, hydrological, and biological processes [17,18]. Data constraints have hampered thorough knowledge of variability in snow cover and melt in mountainous locations [19]. Snowmelt runoff models are based on various concepts and assumptions. A fitting model is necessary to simulate the snowmelt runoff processes for regions where snowmelt runoff supplies water resources. Over the last four decades, several models have been developed worldwide to represent snowmelt runoff [20,21]. Hydrological models can be as simple as sand-filled boxes or as complex as computer programs. Several criteria can be applied to classify watershed models [22,23]. Snowmelt Runoff Model (SRM) is a theoretical hydrologic model that is most widely used to predict the snowmelt runoff in snow-dominant areas [24].

Jain et al. [5] used the SRM to estimate the runoff due to the rainfall and snowmelt for the Satluj basin, western Himalaya. The model was calibrated for 1996–1999, and the runoff simulation was made for 2002–2005. The study revealed that model efficiency increased with temperature lapse rates. Javadinejad et al. [25] made a similar attempt to analyze the climate change effect on streamflow using the SRM model. The result indicated an increase in temperature and a reduction in snow cover and precipitation. It concluded that most runoffs were generated from snow or ice melting. Modeling snowmelt runoff in data-scarce watersheds using remote sensing data from snow and glacier cover, field measurements, Arc Geographic Information System (GIS) environment, and novel approaches to model parameterization may be viable [26,27]. The socioeconomic indicators are the most important drivers of LULC change and environmental degradation in the catchment [28]. Moreover, the magnitude and intensity of anthropogenic impact are not uniform in different watersheds of the Lidder catchment [28].

Both Ma and Cheng [29] and Yu et al. [30] used the SRM to simulate streamflow in basins in the Tianshan Mountains in China. They found that the model worked well for streamflow modeling and simulation. Immerzeel et al. [31] and Tahir et al. [32] used the SRM model to estimate streamflow in the UIB. They demonstrated that the SRM could simulate daily discharges with high precision. A test carried out in the watershed of the Kuban River basin in Russia showed that the SRM can simulate both diurnal water flow and snow water equivalents in hilly places with high accuracy [33]. Streamflow estimates for short to medium term periods (e.g., 1–15 days) have been generated effectively using the SRM in three snowmelt-dominated basins in Idaho, United States [34], and estimation of discharge using Snowmelt Runoff Modeling in the Upper Kabul River, Afghanistan region [35], Salang River basin, Afghanistan [33], Taleghan watershed, Iran [36], Nuranang river catchment Arunachal Pradesh, India [37], Langtang River basin, Nepal [38], Manasi River basin, China [39], the Karakoram and Himalayan Regions of Pakistan [40], Yu-
Nourani et al. [43] studied the snowmelt runoff model (SRM) to estimate the effect of snow on the surface flow of the Aji-Chay basin, northwest Iran, using two calibration techniques to enhance the calibration, applying multi-station calibration (MSC) and single-station calibration (SSC) strategies in order to investigate their effects on modeling accuracy; they found a 15% improvement in model performance with the MSC strategy. Karimi et al. [42] successfully compared the efficiency of the SRM and WetSpa models for snowmelt runoff simulation. They found a Nash–Sutcliffe efficiency of 0.54 and 0.53 for the SRM, compared to 0.77 and 0.8 for the WetSpa in the calibration and validation periods. Siemens et al. [44] studied Runoff Projection using the Snowmelt Runoff Model for an alpine watershed in Western Canada, projecting future runoff in the basin. Yi et al. [45] examined spatiotemporal changes in the snowpack in the Yarkant River Basin (YRB) and the west of Upper Indus Basin (WUIB), associated with the Karakoram Mountains, using the Moderate-resolution Imaging Spectroradiometer (MODIS) daily cloud-free snow cover product from 2002–2018. In both basins, the low-altitude areas experienced a slight decrease in snow cover extent, while the high-altitude areas experienced an increase. Significant elevation dependences were found for the snow cover percentage (SCP), snow covered days (SCD) and snow cover melting dates (SCMD), with an inverse elevation dependence for snow cover onset dates (SCOD) [45]. Keeping in view the modeling importance, this study was conducted with the objectives of detecting a trend of minimum and maximum temperature and precipitation, simulating the streamflow of a basin using the SRM model, and evaluating the performance of the model with climate change scenarios involving the effect of temperature, precipitation, and snow cover on variations in streamflow.

2. Materials and Methods

2.1. Study Area

The Lidder watershed, situated in the upper Jhelum catchment, western Himalaya region, was selected in this study. It covers an area of 768 km$^2$ and is located in the longitude of 75°30’ to 75°45’ and latitude of 34°15’ to 34°30’. The catchment area elevation varies from 1800 to 5300 m above mean sea level. This watershed consists of around 3% of the everlasting snow-cover in the whole watershed area, with 6% in the upper watershed. The Lidder watershed features 17 glaciers that encompass an area of around 40 km$^2$ [27]. The largest glaciers of the Lidder watershed are Kolahoi (10.2 km$^2$) and Shishram (8.5 km$^2$) [46,47]. Figure 1 depicts a map of the Lidder catchment location. In the winter (December to March), the catchment receives significant snowfall, melting in the summer. However, the catchment contains permanent snow cover and glaciers, and not all snow in the region melts. Figure 2 depicts the yearly precipitation and temperature observed at the Pahalgam station (a-b). Snow is the most common kind of precipitation throughout the winter season. Although highly variable, the area of snow cover in the Lidder watershed declines from roughly 90% (winter) to about 6% (autumn) [1].

2.2. Snowmelt Runoff Model (SRM)

The SRM is intended to model and estimate streamflow in the snow regions daily, where melting snow plays a significant role in the runoff. Martinec [48] created SRM for small basins. The model can be ascribed to remote sensing of snow cover to cover bigger basins. The important input parameters of SRM are precipitation, air temperature, and percent area snow cover. SRM accounts for degree-days by splitting the watershed into elevation zones to calculate snowmelt. The SRM contained two parts in the present study. The first was to simulate the snow movement to estimate the daily snow cover area and snow storage. The hydrological process included precipitation, snow melting, transpiration, recharge, and discharge accumulation.
The basin was classified into several elevation zones in the SRM. Every day, snowmelt was forecasted in each zone based on rainfall and air temperature. The entire new water was directed through single storage. A single equation can express the model’s original form:

\[ Q_{n+1} = kQ_n + (1 - k) \sum (\alpha_i T_i A_i + P_i) \]  

where \( Q = \) discharge from the basin \( (m^3/s) \), \( k = \) recession coefficient, \( \alpha = \) degree-day factor \( [cm \; ^\circ C^{-1} \; d^{-1}] \) indicating the snowmelt depth from one degree-day, \( T = \) air temperature \( (^\circ C) \) extrapolated to the hypsometric mean height of each zone, \( A = \) current snow-covered area in the zone \( (\% \; of \; zone \; area) \), \( P = \) precipitation \( (mm) \) falling as rain in the zone \( (When \; T > T_{crit}) \), \( n = \) sequence of the day during the simulation period.

Figure 1. Location map of the study area located in the Lidder watershed (Pahalgan, Jammu, and Kashmir); the elevation of the meteorological station is 2196 MSL. The DEM contour lines correspond to the maximum and minimum extension of snow as of 20 December 2021.

\( T_i \) can be extrapolated from the temperature at the base station using a temperature lapse rate, which is implied in Equation (1). SRM version-4 is slightly more sophisticated and includes extra parameters, while the core framework remains constant. Version-4 of SRM is represented by Equation (2), provided below:

\[ Q_{n+1} = k_{n+1} Q_n + (1 - k_{n+1}) \sum (C_{Sn} a_i T_i A_i + C_{Rn} P_i) \]  

(2)
where $C_{Sn} = \text{correction factor for losses from snowmelt}$, $C_{Rn} = \text{correction factor for losses from rainfall}$.

The following equation represents the current version of SRM:

$$Q_{n+1} = \left[ C_{Sn} \alpha_n (T_n + \Delta T_n) S_n + C_{Rn} P_n \right] \frac{A \cdot 10,000}{86,400} \left( 1 - k_{n+1} \right) + Q_n k_{n+1} \quad (3)$$

where $\Delta T = \text{the adjustment by temperature lapse rate when extrapolating the temperature from the station to the average hypsometric elevation of the basin or zone [}^\circ\text{C/d}]$. Equation (3) starts with a lag of 18 h between the daily discharge and temperature cycles. In this scenario, the $n+1$th day discharge depends on the measured degree-days on an $n$th day. Based on basin features, these factors were measured or calculated using empirical regression relationships and hydrological judgment. The snowmelt depth was calculated using the degree-day factor. The degree-day factor for snow was determined by the Snow density data, which is a strong indication of albedo. There was no information known on the snow density in the area. The crucial temperature was calculated based on the type of precipitation. The critical temperature during the snowmelt season is essential for the SRM to determine whether the rainfall or snowfall ($T < T_{\text{crit}}$) instantly contributes to runoff.
2.3. Input Data and Parameter

The required inputs for this study were daily precipitation, temperature, and snow-cover, with discharge calculated on this basis. Weather data was collected from the India Meteorological Department, Rambagh. Precipitation is the most spatially variable among all meteorology variables; thus, the precipitation, maximum and minimum temperature were collected from the IMD daily. The maximum and the minimum temperature values were averaged to obtain the daily average temperatures fed into the model. Weather data and observed runoff data for five years (2009–2014) were also fed into the model. Moderate Resolution Imaging Spectroradiometer (MODIS) remote sensing data of snow cover were used to estimate the snow cover percentage from 2009–2014, as explained in detail in Section 2.4. Snow cover measurements in various elevation zones required a Digital Elevation Model (DEM) for computations. The Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) DEM is suitable for high-latitude and steep mountainous locations, which Shuttle Radar Topography Mission (SRTM) does not cover; the ASTER DEM tiles can be downloaded electronically for the Lidder catchment from https://wist.echo.nasa.gov/wist/api/imswelcome/webpage (15 December 2021). The catchment region was extracted using ASTER DEM data and the Integrated Land and Water Information System (ILWIS).

Input parameters of the SRM were degree-day factor, temperature lapse rate, lag time, contributing rainfall area, snow and rain runoff coefficients, and recession coefficients. These factors were produced from measurements and approximated using judgment based on the Himalayas’ hydrological properties, physical laws, and theoretical and empirical regression relationships [49]. Most of the input parameters were dynamic, changing spatially and temporally [24], implying that a particular set of parameters might not be appropriate every year. The range of the SRM input parameters is summarized in Table 1. The parameter values were set in the range presented in the table upon calibration of the model. The simulated runoff values were adjusted close to the observed runoff.

| Parameters                      | Values                  |
|---------------------------------|-------------------------|
| Degree-day factor               | 0.5                     |
| Runoff coefficient (rain)       | 0.1–0.4                 |
| Runoff coefficient (snow)       | 0.1–0.4 (October–February) | 0.5–0.7 (March–September) |
| Temperature lapse rate (°C/100 m)| 0.44                    |
| Critical Temperature (°C)       | 0.8                     |
| Lag Time (hours)                |                         |
| **Recession Coefficient**       |                         |
| X-Coefficient                   | 1.03 and 1.04           |
| Y-Coefficient                   | 0.01 and 0.03           |

2.4. Snow-Cover Estimation

Because of the substantial spatiotemporal variation in snow cover and the limited data available for the research region, images derived from satellite sensors appeared to be the best source for estimating snow cover [33]. In this investigation, MODIS images were utilized to estimate snow cover. With the launch of MODIS in December 1999, a progressive development was begun in hyperspectral satellite remote sensing. MODIS allows for environmental monitoring by assessing aerosol concentrations and gas traces in the air and mapping the land, sea, and clouds in many spectral bands. MODIS collects data worldwide for every 1–2 days and has a repetition cycle of 16 days.

In this study, we utilized MOD10A2, a MODIS snow product that provides information on the extent of snow coverage in a repeating period of 8 days [50]. Mapping snow cover was a time-consuming task in this study, as satellite images were obtained daily and processed for snow-cover extraction if the study region was cloud-free. The file size was excessive,
and a significant number of images were necessary. From January 2009 to December 2014, a total of 264 processed MOD10A2 images were gathered from http://nsidc.org/cgi-bin/snowi/search.pl, 12 September 2021. For all the Hierarchical Data Format (HDF) images, Georeferencing was carried out. The images for the Lidder River Catchment were re-projected in ArcGIS 10.2 using the WGS 1984 Universal Transverse Mercator (UTM) Zone 43N projection method. If the percentage of cloud cover on a certain day surpassed 20%, the record was removed. For that day, the snow coverage was approximated by linearly interpolating the preceding and accessible cloud-free images. The snow pixels were multiplied by cell area and then converted to square kilometers, with each 8-day interval value divided by the area of the basin and interpolated to obtain the value of daily snow cover.

2.5. Calibration and Validation of Model

Calibration and validation must be carried out before applying the model to a real-world situation. This procedure provides a credible fit co-relates the observed value to a greater extent. Because it takes regional heterogeneity into account, the SRM model has many parameters. These parameters were calculated using a calibration procedure, as they could not be acquired directly from existing data. Calibration was performed manually in the current study by altering input parameters. Following calibration, adequate validation is required for model testing before being utilized under different situations. In the validation procedure, the model parameters defined in the calibration were used. Model prediction performance was evaluated by comparing the findings to the observed data. The data for the hydrological years (October to September) 2009–2010 was used for calibration, while data for hydrological years 2010–2014 was used to validate the model.

2.6. Model Accuracy

The SRM computer program involves the assessment of model accuracy through the graphical representation of the estimated hydrograph and observed runoff. In addition to the plots, the SRM uses two performance indices, the percent volume difference (Dv) and the coefficient of determination (R²) [24,32,51–53]. The coefficient of determination is estimated as follows:

$$R^2 = 1 - \frac{\sum (Q_{obs} - Q_{cal})^2}{\sum (Q_{obs} - \bar{Q}_{obs})^2}$$

(4)

where \(Q_{obs}\) = measured daily discharge, \(Q_{cal}\) = simulated daily discharge, \(\bar{Q}_{obs}\) = average measured discharge.

The \(D_v\) value shows that the measured and simulated (calculated) values coincide perfectly and plot as 1:1 [53]. The \(D_v\) is computed as follows:

$$D_v [\%] = \frac{(V_{obs} - V_{cal})}{V_{obs}} \times 100$$

(5)

where \(V_{obs}\) = the measured melting season runoff volume, \(V_{cal}\) = the computed melting season runoff volume. A negative \(D_v\) value indicates under-estimation of the streamflow, whereas a positive value indicates overestimating.

2.7. Climate Change Impact Detection

The variance of streamflow in mountainous areas is primarily driven by changes in the space and time distribution of precipitation and melting of snow induced by rising temperatures. The runoff in the Lidder river watershed is mainly caused by snowmelt, making it highly exposed to climate change. Analytical studies revealed that a temperature rise of 1–3 °C in the western Himalayan region could increase glacier melt runoff by 16–50% [54]. Therefore, it is critical to employ accurate hydrological methods to predict runoff caused by the snowmelt, especially in high elevation areas under future scenarios of climate change. Therefore, the SRM was applied to simulate the influence of climate change
on Lidder River discharge. Three potential climate change scenarios were constructed in the WinSRM model and are mentioned below.

- Scenario A: 20% increase in precipitation
- Scenario B: 2 °C rise in temperature
- Scenario C: 2 °C rise in temperature and 20% increase in snow cover

In mountainous regions, variation in river discharge is mainly influenced by changes in the spatial and temporal distribution of precipitation and the melting of snow cover and glaciers caused by increased temperature. Therefore, we outlined future climate change scenarios using downscaled GCM simulation data, taking into account the effects of rainfall, snowmelt, and glacier melting on streamflow. There were four situations described: In scenario 1, the change in cryosphere area was ignored, while the average values of temperature and precipitation were adjusted based on HadCM3 statistical downscaling data (Hadley Centre Coupled Model, version 3) in the SRES A2 scenario.

The shift in the cryosphere area was not taken into account in scenario 2. The mean temperature and precipitation area, on the other hand, were altered as a result of the statistical downscaling findings of HadCM3 in the SRES B2 scenario.

The mean temperature and precipitation in scenario 3 were altered according to the statistical downscaling results of HadCM3 in the SRES A2 scenario. The cryosphere area was expected to expand or decrease by 20%. In scenario 4, the mean temperature and precipitation were adjusted based on HadCM3 statistical downscaling findings in the SRES B2 scenario. The cryosphere area was estimated to grow or shrink by 50%.

3. Results and Discussion

The simulation of runoff produced by the snowmelt and rainfall is crucial for planning water management programs. In this study, streamflow in the Lidder River catchment was simulated by the SRM. The SRM was later run for the hypothetical scenarios of change in climate to investigate its implications on the flow pattern. The investigation results are presented and discussed herein under suitable headlines by providing reasoning based on the available literature and field studies. This study calculates the maximum and minimum monthly, seasonal, and annual trends for rainfall and monthly, seasonal, and annual trends for precipitation using Mann–Kendall techniques. The trend magnitudes are calculated using Sen’s slope estimator in the study area. The Mann–Kendall technique results are presented for the annual, monthly, spring, summer, autumn, and winter seasons in the study area.

3.1. Meteorological Data Trends

3.1.1. Monthly, Seasonal and Annual Minimum Trends

The Z statistics of monthly, seasonal, and annual minimum temperature data obtained by Mann–Kendall are presented in Table 2 and graphically at five different significance levels. A positive (negative) value of Z indicates an upward (downward) trend. The smallest significance level $\alpha$ with which the test shows that the null hypothesis of no trend should be rejected. For the four tested significance levels, the following symbols are used in the template: *** if the trend at $\alpha = 0.001$ level of significance ** if the trend at $\alpha = 0.01$ level of significance * if the trend at $\alpha = 0.05$ level of significance + if the trend at $\alpha = 0.1$ level of significance If the cell is blank, the significance level is greater than 0.1. The annual and seasonal temperature trends for the study area are shown in Figure 3.

Table 2. Z Mann–Kendall test statistics for annual, seasonal, and monthly minimum temperatures.

| Time Series | Mann–Kendall Trend Statistics |
|-------------|------------------------------|
|             | Test Z | Significance Level | Sen’s Slope Estimate |
| January     | $-0.568$ | $-0.018$ |
| February    | $-0.511$ | $-0.010$ |
| March       | $-1.051$ | $-0.019$ |
Table 2. Cont.

| Time Series | Mann–Kendall Trend Statistics | Test Z | Significance Level | Sen’s Slope Estimate |
|-------------|-------------------------------|--------|-------------------|----------------------|
| April       | −0.682                        | −0.008 | −0.035            |
| May         | −1.818                        | +      | −0.037            |
| June        | −1.463                        | −0.033 | −0.037            |
| July        | −1.647                        | +      | −0.033            |
| August      | −1.221                        | *      | −0.023            |
| September   | −2.414                        | *      | −0.039            |
| October     | −1.108                        |        | −0.031            |
| November    | −0.795                        |        | −0.015            |
| December    | −2.429                        | *      | −0.068            |
| Annual      | −3.210                        | **     | −0.028            |
| Spring      | −0.852                        |        | −0.010            |
| Summer      | −2.159                        | *      | −0.030            |
| Autumn      | −2.159                        | *      | −0.030            |
| Winter      | −1.619                        |        | −0.022            |

Figure 3. Trend statistics and Sen’s slope in observed seasonal minimum temperatures at study area from 1985 to 2019. (a) Average annual minimum temperature, (b) Average spring minimum temperature, (c) Average summer minimum temperature, (d) Average autumn minimum temperature, (e) Average winter minimum temperature.

The mean annual minimum temperature shows a significant decrease at $\alpha = 0.01$ level (Figure 3a), mean spring temperature shows a significant decrease at $\alpha = \text{greater than 0.1 level}$ (Figure 3b), mean summer and autumn temperature show a significant decrease
at $\alpha = 0.05$ level (Figure 3c,d) and mean winter temperature shows a significant decrease at $\alpha =$ greater than 0.1 level (Figure 3e) using Mann–Kendall. The statistical significance of the monthly, annual, and seasonal trends of the observed temperatures are given in Table 2. No positive trends were detected for monthly minimum temperature for the study area.

For the all-monthly Mann–Kendall test, negative significance was detected for January, February, March, April, June, August, October, and November at $\alpha =$ greater than 0.1 level of significance, for September and December at $\alpha = 0.05$ level of significance, and for May and July at $\alpha = 0.1$ level of significance (Figure 4).

Figure 4. Trend statistics and Sen’s slope observed monthly minimum temperatures in the study area from 1985 to 2019. (a) January, (b) February, (c) March, (d) April, (e) May, (f) June, (g) July, (h) August, (i) September, (j) October, (k) November, (l) December.

3.1.2. Monthly, Seasonal and Annual Maximum Trends for Temperature

The mean annual maximum temperature shows a significant increase at $\alpha = 0.1$ level (Figure 5a), mean spring temperature shows a significant increase at $\alpha =$ greater than 0.05 level (Figure 5b), and mean summer, autumn, and winter temperature show a significant increase at $\alpha =$ greater than 0.1 level (Figure 5c–e) using Mann–Kendall. The statistical significance of the monthly, annual, and seasonal trends of the observed temperatures are given in Table 3. In this study, positive trends were detected for all monthly maximum temperatures for the study area except for June. For the all-monthly Mann–Kendall test, positive significance was detected for January, February, April, May, June, July, September, and November at $\alpha =$ greater than 0.1 level of significance, for March and October at $\alpha = 0.05$ level of significance, and for August and December at $\alpha = 0.1$ level of significance (Figure 6).
Figure 5. Trend statistics and Sen’s slope in observed seasonal maximum temperatures in the study area from 1985 to 2019. (a) Average annual minimum temperature, (b) Average spring minimum temperature, (c) Average summer minimum temperature, (d) Average autumn minimum temperature, (e) Average winter minimum temperature.

Table 3. Z statistic of Mann–Kendall test for annual, seasonal, and monthly maximum temperature.

| Time Series  | Mann–Kendall Trend Statistics | Mann–Kendall Trend Statistics |
|--------------|-------------------------------|-------------------------------|
| Time Series  | Test Z | Significance Level | Sen’s Slope Estimate | Test Z | Significance Level | Sen’s Slope Estimate |
|--------------|--------|--------------------|----------------------|--------|--------------------|----------------------|
| January      | 1.392  | 0.085              | 0.085                |        |                    |                      |
| February     | 0.483  | 0.013              | 0.013                |        |                    |                      |
| March        | 2.386  | *                  | 0.089                |        |                    |                      |
| April        | 0.966  |                    | 0.027                |        |                    |                      |
| May          | 1.023  |                    | 0.041                |        |                    |                      |
| June         | −0.341 |                    | −0.008               |        |                    |                      |
| July         | 1.591  | 0.035              | 0.035                |        |                    |                      |
| August       | 1.846  | +                  | 0.034                |        |                    |                      |
| September    | 0.312  |                    | 0.011                |        |                    |                      |
| October      | 1.974  | *                  | 0.066                |        |                    |                      |
| November     | −0.852 |                    | −0.028               |        |                    |                      |
| December     | 1.818  | +                  | 0.042                |        |                    |                      |
| Annual       | 1.960  | +                  | 0.033                |        |                    |                      |
| Spring       | 2.215  | *                  | 0.058                |        |                    |                      |
| Summer       | 1.562  | 0.024              | 0.024                |        |                    |                      |
| Autumn       | 0.738  | 0.015              | 0.015                |        |                    |                      |
| Winter       | 1.591  | 0.055              | 0.055                |        |                    |                      |
Figure 6. Trend statistics and Sen’s slope observed monthly maximum temperatures in the study area from 1985 to 2019. (a) January, (b) February, (c) March, (d) April, (e) May, (f) June, (g) July, (h) August, (i) September, (j) October, (k) November, (l) December.

3.1.3. Monthly, Seasonal and Annual Trends for Precipitation

The Annual, Summer, Autumn, and Winter precipitation show a slightly significant increase. In spring, a slightly decreasing precipitation trend can be seen at $\alpha > 0.01$ level using Mann–Kendall (Table 4), as graphically represented in Figure 7. The statistical significance of the monthly, annual, and seasonal trends of the observed precipitation are given in Table 4. In this study, positive trends were detected for precipitation in January, February, April, June, July, August, September, and November for the study area, while no such trends were detected for March, May, October, and December at $\alpha > 0.01$ level using Mann–Kendall (Table 4), as graphically represented in Figure 8.

3.2. Snow Cover

In the given period, the snow-covered area changed to the non-snow-covered area after melting in various months. The average area of snow cover varied from 10% to 90%. The area had a maximum snow cover of 80–90% during the winter (December to February) season, and the least snow cover (10–15%) was observed in the summer (June to September) season. The computed snow cover is shown in Figure 9, which depicts snow cover distribution in the Lidder River watershed from 2010 to 2014. According to Figure 9, 2014 had the most snow (49% snow cover), while 2010 had the least (34% snow cover). The river discharge mainly depends on the change in a snow-covered area. When the snow cover data are compared with the observed streamflow data, the discharge is lowest in the winter season. As the mean temperature rises in April, the discharge rises, particularly in low elevation snow cover regions. The flow peaks in July, when glacial melt begins following the melting of new snow in the watershed.
Table 4. Z statistic of Mann–Kendall test for annual, seasonal, and monthly precipitation.

| Time Series  | Mann–Kendall Trend Statistics |
|--------------|--------------------------------|
|              | Test Z | Significance Level | Sen’s Slope Estimate |
| January      | 1.591  | 1.504              |
| February     | 1.179  | 0.748              |
| March        | −0.880 | −0.900             |
| April        | 0.852  | 0.894              |
| May          | −0.852 | −0.509             |
| June         | 1.179  | 0.630              |
| July         | 0.937  | 0.648              |
| August       | 1.221  | 1.272              |
| September    | 1.363  | 0.642              |
| October      | −1.536 | −0.633             |
| November     | 0.944  | 0.415              |
| December     | −0.939 | −0.691             |
| Annual       | 0.596  | 0.258              |
| Spring       | −0.256 | −0.200             |
| Summer       | 0.568  | 0.238              |
| Autumn       | 0.284  | 0.113              |
| Winter       | 0.738  | 0.515              |

Figure 7. Trend statistics and Sen’s slope in observed seasonal precipitation in the study area from 1985 to 2019. (a) Average annual maximum temperature, (b) Average spring maximum temperature, (c) Average summer maximum temperature, (d) Average autumn maximum temperature, (e) Average winter maximum temperature.
Figure 8. Trend statistics and Sen’s slope observed monthly precipitation in the study area from 1985 to 2019. (a) January, (b) February, (c) March, (d) April, (e) May, (f) June, (g) July, (h) August, (i) September, (j) October, (k) November, (l) December.

Figure 9. Snow cover distribution in the Lidder basin.

3.3. Model Calibration

The catchment’s runoff due to snowmelt was modeled using SRM. Water losses are often relatively minor during the start of the snowmelt season, as the only outcome is evaporation from the snow cover. As the soil is uncovered and vegetation begins to
develop, high water losses are predicted due to evapotranspiration and interception from the vegetation. First, the model was run without making any changes in the parameters for pre-calibration by using discharge data for the hydrological year 2009–2010, and the results were recorded. The SRM model performance at a daily scale was evaluated by plotting a graph between simulated and observed streamflows.

Furthermore, the model’s performance was assessed using the $D_v$ and $R^2$ values between simulated and observed streamflow. The simulated and observed discharge value in different months in pre-calibration is illustrated in Figure 10. It is evident from Figure 10 that the model mostly overestimated the discharge compared to the observed values in different months. It can be observed from Figure 10 that the model overestimated the runoff in the melting season. The simulated discharge values are higher and lower than those observed in different months. The $R^2$ value was found to be 0.90 in the pre-calibration of the model. The highest value of discharge for pre-calibration is observed in June.

![Figure 10](image-url) Simulated and observed discharge in different months for the basin’s the hydrological year 2009–2010 (pre-calibration).

The calibration was conducted manually by running the SRM model numerous times for the 2009–2010 year, yielding an optimum value of the degree-day parameter for the watershed between 0.1- and 0.4-mm $d^{-1} °C^{-1}$. After fine-tuning the model through numerous iterations, the optimal values for critical temperature, lag time, and recession coefficient were determined. The SRM model was calibrated for the 2009–2010 years. Figure 11 shows the calibrated results of simulated and observed runoff. According to Figure 11, the field observed and simulated discharges are matched well.

Furthermore, the maximum discharge during calibration was recorded in June. During calibration, the model’s accuracy requirements provide a volume difference ($D_v$) of 11.7% and an $R^2$ value of 0.96. The simulation error indication indicates that the simulation is adequate for both daily and seasonal melting.

### 3.4. Model Validation

After calibrating the model, it could be transferred to another year by simply adjusting the input data while retaining the calibrated parameters. The model was validated for the hydrological years 2010–2011 to 2013–2014 yearly, with the same parameters used during calibration. The graphical representation between the simulated and observed discharge of the year 2010–2011 is given in Figure 12. It can be observed from Figure 12 that the simulated and the observed values for the discharge are in close agreement. It can be further observed that the highest value of discharge was found in June (869.8 m$^3$/s). During the year 2010–2011, the performance indices were $D_v = -10.1\%$ and $R^2 = 0.92$. 
The model slightly overestimated the discharge value; however, the difference is within reasonable limits. The model validation results show that the simulated and the observed values match well, with the statistical parameters within a reasonable range.

**Figure 11.** On calibration, the model’s simulated and observed discharge in different months of the hydrological Year 2009–2010 in the Lidder basin.

**Figure 12.** On validation, the model’s simulated and observed discharge in different months of the hydrological Year 2010–2011 in the Lidder basin.

The model was run for the year 2011–2012 as well. The validation run shows the highest value of discharge in July. The graphical representation between modeled and field observed value of discharge is shown in Figure 13. The modeled and observed values were found in good agreement, with a $D_v$ of $-11.8\%$ and $R^2$ of 0.95. Similarly, the SRM model was run for 2012–2013 (Figure 14). It is evident from Figure 14 that the model performance was good, and the highest discharge value was found in July (1176.68 m$^3$/s). The modeled and observed values agreed with the $D_v$ value of 1.96% and $R^2$ value of 0.90. The simulated and observed values of 2013–2014 were plotted and had good agreement, with a $D_v$ of 8.6% and $R^2$ of 0.94 (Figure 15). The maximum discharge was observed in September of 2013–2014 (4381.57 m$^3$/s), different from all the other years, because of excessive floods.
For 2009–2014, including calibration and validation, the yearly statistical error results indicate that the model performance is very good. However, it can be observed that the model overestimates and underestimates the streamflow at different times. The values were in high agreement compared to previous studies [49,55] conducted in the other regions of the world. The average value of $R^2$ and $D_v$ during the whole simulation period was 0.92% and 0.072%, respectively. The values of the statistical indicators are in a close range to those obtained during calibration and validation.

These findings imply that the SRM accuracy obtained in this work is excellent and may be used for runoff modeling in other Himalayan basins for water resource management and planning.

### 3.5. Climate Change Impact on Streamflow

The impact of climate change under the three scenarios (mentioned in Section 2.7) was assessed using a simulation period of 2011–2012. The discharges simulated for each month of the hydrological year 2011–2012 under all scenarios are summarized in Table 2. Figure 10 depicts the discharge variation in all three scenarios.
Figure 15. On validation, the model’s simulated and observed discharge in different months of the hydrological Year 2013–2014 in the Lidder basin.

In Scenario A, according to the findings, summer streamflow is predicted to rise as the snow cover area increases. If the mean temperature stays constant, a 20% increase in precipitation leads to an approximately 37% (2441 m$^3$/s) increase in average discharge in summer (April-September) above the current average summer discharge (6553 m$^3$/s) [39]. The peak discharge was the highest in July (2013.44 m$^3$/s) in the simulated discharge values, with 2011–2012 as the current year. In contrast, with the 20% change in precipitation, the peak discharge was shifted one month earlier to June (2460.11 m$^3$/s).

In Scenario B, the results illustrated in Table 5 indicate that a 2°C increase in temperature increased the average discharge 53% (3476 m$^3$/s) in the summer. The peak discharge was highest in July (2013.44 m$^3$/s). When the temperature changed by 2°C, the peak discharge was shifted one month to June (2853.29 m$^3$/s). This result indicates that if the rise in the air temperature continues at the rate of 3.7°C [15], runoff must be carefully managed due to the large volumes of runoff received from the Lidder and its adjoining glacier and snowmelt regions.

Table 5. Climate change run of SRM with precipitation, temperature, and snow cover changes.

| Climate Change Run | Simulated Discharge of 2011–2012 (m$^3$/s) | Simulated Discharge (m$^3$/s) | With 20% Increase in Precipitation | With Temperature +2°C | With Temperature +2°C and 20% Snow Cover |
|--------------------|-------------------------------------------|--------------------------------|-----------------------------------|------------------------|--------------------------------------|
| October            | 132.52                                    | 199.34                         | 197.72                            | 263.52                 |                                      |
| November           | 61.33                                     | 62.82                          | 156.03                            | 164.27                 |                                      |
| December           | 14.48                                     | 34.82                          | 50.86                             | 53.08                  |                                      |
| January            | 26.09                                     | 26.62                          | 29.44                             | 29.44                  |                                      |
| February           | 19.16                                     | 19.55                          | 21.71                             | 21.71                  |                                      |
| March              | 139.25                                    | 79.27                          | 239.42                            | 245.61                 |                                      |
| April              | 439.35                                    | 1107.84                        | 1381.14                           | 1635.27                |                                      |
| May                | 562.03                                    | 1580.13                        | 2067.09                           | 2138.59                |                                      |
| June               | 1674.45                                   | 2460.11                        | 2853.29                           | 2944.30                |                                      |
| July               | 2013.44                                   | 1363.84                        | 1110.06                           | 1479.76                |                                      |
| August             | 1216.13                                   | 1396.28                        | 1351.77                           | 1531.65                |                                      |
| September          | 647.41                                    | 1086.18                        | 1065.63                           | 1205.03                |                                      |

The increase in temperature results in peak flow from June to July (Figure 16). If this scenario continues, the glaciers may recede significantly or perhaps even vanish after a time. Cannone et al. [56] reported on the fast melting of glaciers, explaining that the number of small glaciers (which cover 80% of the total area under glaciers and are essential for providing the water supply) might vanish in the coming decades due to the present warm
climatic trend. These vanishing glaciers affect the hydrograph by changing the surface albedo and soil water storage capacity.

Figure 16. Climate change run of SRM with temperature, precipitation, and discharge changes.

The discharge simulated under the condition of a 20% increase in snow cover and a 2% increase in mean temperature (Scenario C) resulted in a 67% increase in streamflow. The peak discharge was observed to be the highest in July (2013.44 m$^3$/s) in the simulated discharge values with the year 2011–12 as the current year, whereas with an increase in temperature by 2 °C and increase in precipitation by 20%, the peak discharge was shifted by one month to June (2944.30 m$^3$/s). These findings suggest that the discharge impacts the snow cover melt produced by the average temperature in summer. It is evident from Figure 16 that the streamflow increases with the variations in the hydro-meteorological parameters. The influence of the climate change studies indicates that catchment hydrology would be affected under climate change scenarios. This shift appears to be the effect of rising temperatures, which increase the streamflow in the region during summer. The snowmelt runoff appears to fluctuate in spring as precipitation and mean temperature rise, even though the climatic scenarios employed in this study give important information regarding how streamflow varies with temperature, precipitation, and snow cover.

According to Intergovernmental Panel on Climate Change (IPCC) predictions, future climate change brings a variety of repercussions. Figure 17 shows the precipitation changes in the Lidder river watershed under the A2 and B2 scenarios from the year 2020 to 2080. It is indicated that the future annual precipitation in the Lidder river catchment is decreasing. From the A2 and B2 scenarios, it is evident that the monthly precipitation decreases throughout spring, summer, and fall, then has a rising tendency during the winter. Figure 18 depicts the average changes in mean temperature in both scenarios from 2020 to 2080. There is a growing trend in the future mean temperature seasonal. The increasing range under A2 is greater than B2. A similar result was observed in Ungauged Mountainous Watershed, Northwest China, by Ma et al. [57]; in Alberta, Canada, by Jiang et al. [58]; and in the Sutlej River Basin, India, by Singh et al. [59].

In this investigation, 2010–11 is used as a reference year for the above climate scenarios. In 2020, the mean precipitation was predicted to decline in spring and summer by 1.2% and 3.8%, respectively. At the same time, mean watershed temperatures were predicted to climb 1.5 °C in both seasons. In 2050, average precipitation was predicted to decline in spring and summer at 0.3% and 4.8%, respectively. At the same time, the average temperature of the catchment was predicted to climb in spring and summer as 1.8 °C and 2.2 °C, respectively. In the 2080s, average precipitation in spring and summer is declined by 1.7% and 12.1%, respectively. At the same time, average catchment temperatures were predicted to climb
3.1 °C and 3.4 °C, respectively. These results show that streamflow in the spring is expected to increase with increasing mean temperature, whereas streamflow in the summer declines with decreasing precipitation. The average streamflow during the summer is down 4.3% in the 2020s and up 1.5% and 10.1% in the 2050s and 2080s, respectively. The findings further suggest that as the snow cover area increases, streamflow will increase in the spring and summer. The mean discharge increases by 12.6% during the snowmelt seasons due to the increase in snow cover percentage (i.e., 20%).

Figure 17. Precipitation changes in IPCC SERS A2 and B2 scenarios from the 2020s through the 2080s.

Figure 18. Temperature changes under IPCC SERS A2 and B2 scenarios from the 2020s through the 2080s.

4. Conclusions

Snow cover research is critical for climatological and hydrological studies. The daily temperature, snow cover, and precipitation were chosen as input data to simulate snowmelt runoff using the SRM model. The simulated and observed runoff values were evaluated using an SRM model of the Lidder catchment. The SRM model results provided an R^2 value of 0.96, 0.92, 0.95, 0.90, and 0.94, respectively, for 2009–2014 during the calibration and validation period, while the Dv for the same years was found to be 11.7, −10.1, −11.8, 1.96 and 8.6, respectively. The average R^2 value for all simulated years was 0.93, and the average
D$_v$ value was 0.072%. The simulated monthly discharge was in close agreement with the observed values in the calibration and validation periods. According to a climatic scenario, a 20% rise in precipitation could increase the runoff by as much as 37%. A temperature increase of 2 °C resulted in a 53% rise in catchment discharge and a 20% rise in snow cover. With a temperature increase of 2 °C and an increase in snow cover by 20%, the peak discharge was shifted by one month, from July to June. The flow rate was 2944.30 m$^3$/s compared to the peak discharge observed in July (2013.44 m$^3$/s). The SRM model shows that the influence of climate change on precipitation and temperature, and thereby on runoff, is considerable. With increasing snow cover area, spring and summer streamflow is projected to rise. A 20% increase in snow cover causes the average streamflow during the snowmelt seasons to rise by 12.6%. These results reveal that the SRM model is the best method for quantifying runoff due to snowmelt and numerous processes linked to hydrology, climate, and ecology in mountainous and ungauged places.
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