Higher-order theory of mind is especially useful in unpredictable negotiations
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Abstract
In social interactions, people often reason about the beliefs, goals and intentions of others. This theory of mind allows them to interpret the behavior of others, and predict how they will behave in the future. People can also use this ability recursively: they use higher-order theory of mind to reason about the theory of mind abilities of others, as in “he thinks that I don’t know that he sent me an anonymous letter”. Previous agent-based modeling research has shown that the usefulness of higher-order theory of mind reasoning can be useful across competitive, cooperative, and mixed-motive settings. In this paper, we cast a new light on these results by investigating how the predictability of the environment influences the effectiveness of higher-order theory of mind. Our results show that the benefit of (higher-order) theory of mind reasoning is strongly dependent on the predictability of the environment. We consider agent-based simulations in repeated one-shot negotiations in a particular negotiation setting known as Colored Trails. When this environment is highly predictable, agents obtain little benefit from theory of mind reasoning. However, if the environment has more observable features that change over time, agents without the ability to use theory of mind experience more difficulties predicting the behavior of others accurately. This in turn allows theory of mind agents to obtain higher scores in these more dynamic environments. These results suggest that the human-specific ability for higher-order theory of mind reasoning may have evolved to allow us to survive in more complex and unpredictable environments.
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1 Introduction

When engaging in social interaction, people often rely on their ability to reason about what others know and believe. Theory of mind, the ability to attribute mental content to others [56], helps people to understand why others behave the way that they do, to predict their future behavior, as well as to distinguish between intentional and accidental behavior. People also have the ability to use this theory of mind ability recursively, by reasoning about the theory of mind of others. Second-order theory of mind allows people to form nested beliefs such as “Alice believes that Bob does not know that Carol is throwing him a surprise party”, and use these beliefs to predict that Alice will most likely avoid talking about the surprise party while Bob is around.

The human ability to make use of second-order and even higher orders of theory of mind is well-established experimentally [2, 4, 25, 38, 54, 64, 66]. Moreover, the ability to make use of higher-order theory of mind has been associated with higher social competences [45, 48], better negotiation skills [19], and pro-social behavior [40]. However, while primates [8, 62], dogs [43] and corvids [6, 7, 14] have been shown to be able to take at least some mental content of others into account, only humans have been shown an ability for higher-order theory of mind.

Our goal is to show that within a given setting, theory of mind reasoning is more beneficial when the environment is less predictable. Previous agent-based modeling studies have attempted to explain why the uniquely human ability to make use of higher-order theory of mind may have evolved, by looking at environments in which this ability is particularly beneficial to the individual (see Sect. 6). In this paper, we take a look at a different dimension, and investigate how the predictability of the environment affects the effectiveness of (higher-order) theory of mind. We expect that since theory of mind allows agents to generalize the behavior of others across different scenarios (cf. [19, 21, 42]), this may put theory of mind agents at an advantage over agents that rely only on observable features of the environment to predict the behavior of others. This expected advantage for (first-order) theory of mind reasoning may also allow for additional benefits of higher-order theory of mind reasoning.

We make use of the influential Colored Trails setting, introduced by Grosz, Kraus and colleagues [20, 30, 46, 68]. We consider a particular Colored Trails setup with three players that is similar to the one used by Ficici and Pfeffer [24], in which they show that human participants indeed make use of theory of mind when playing this game. This setting is particularly interesting because of the way it separates competitive and cooperative aspects (see Sect. 2 for more details).

To determine how the predictability of the environment influences the benefits of reasoning at higher orders of theory of mind, we perform simulation experiments, in which computational agents of various orders of theory of mind negotiate among one another. To this end, we have extended our agent model for theory of mind reasoning, which we have previously used to determine the effectiveness of theory of mind in two-player alternating-offers negotiations [19], to allow for single-shot negotiations among three players (see Sect. 3).

The remainder of the paper is structured as follows. In Sect. 2, we describe the details of our version of the Colored Trails game and our hypotheses (Sect. 2.1) concerning the
influence of the predictability of the environment on the effectiveness of higher-order theory of mind. In Sect. 3, we outline how theory of mind may be helpful in this particular setting. This outline is supported by a full mathematical description of our theory of mind agents in Sect. 4. This section also contains several numerical examples of the way agents play Colored Trails. Section 5 describes the setup and the results of the simulation experiments we performed with our theory of mind agents. Finally, Sect. 6 relates our results to existing literature, while Sect. 7 provides a discussion of our results and suggests directions for future research.

2 Game setting

In this paper, we simulate interactions between computational agents playing a particular negotiation game known as Colored Trails [20, 30, 46, 68]. The specific Colored Trails setting we use for our simulations is played by three players on a 5 by 5 board of colored tiles, such as the one depicted in Fig. 1. Each player starts at the center of the board (marked S in Fig. 1), and aims to get as close as possible to their goal location, denoted $l_a$, $l_c$, and $l_r$, for agents $a$, $c$, and $r$, respectively.

In addition, each player receives a set of four colored chips, drawn from the same colors as the colors on the board. Players can move from their current tile to an adjacent tile by handing in a chip of the same color as the destination tile. For example, a player who wants to move to the right from the starting location in Fig. 1 would have to hand in an orange chip. If that player would then want to move down, they would also have to hand in an additional black chip.

To quantify performance, we score players based on how close they end up to their goal location. Similar to the scoring in [30], we award 50 points to each player that reaches his goal tile. If a player is unable to reach his goal tile, he pays a penalty of 10 points for each tile in the shortest path from his current location to his goal location. In addition to reaching the goal location, a player can increase his score by owning chips. Chips that have not been used to move on the board increase the score of their owner by 5 points each.

Note that players may not always have the chips needed to reach their goal location. To help them get the chips they need, players are allowed to trade chips with one another. Similar to the Colored Trails setting described by Ficici and Pfeffer [24], the setting we
consider here is played by three agents: the allocator, the responder, and the competitor. For clarity, we assign genders to the roles. We will refer to the allocator and the competitor as if they were male, while we will refer to responders as if they were female.

Negotiation takes the form of single-shot bargaining. The allocator and the competitor simultaneously make an offer to exchange any subset of their own chips against any subset of the responder’s chips. We consider a fully observable setting, which means that all information about the game board, goal locations, initial locations, and initial sets of chips is observable to each of the agents. Once both allocator and competitor have selected their offers, the offers are revealed to all players. There are no costs associated with making an offer.

Once both offers have been revealed, the responder decides whether or not to accept one of these offers. If the responder does accept one of the offers, the trade is carried out. If the responder chooses not to accept either offer, the initial distribution of chips becomes final. In both situations, the negotiation ends, players move as close to their respective goal locations as possible and are scored accordingly.

**Example 1** Consider the situation depicted in Fig. 1. In this scenario, the allocator $a$ can only move one step towards his goal location $l_a$ with his initial set of chips, and would therefore reach a score of $-15$ (three tiles short of his goal, with three spare chips). With the initial set of chips of the responder $r$, however, he could reach his goal location. That is, if the allocator $a$ and responder $r$ would exchange chips, allocator $a$ would be able to reach a score of 50. Allocator $a$ therefore offers to exchange his set of chips against the set of chips of the responder. Note that this deal is beneficial to the responder $r$ as well. Like the allocator, responder $r$ can only move one step closer to her goal location $l_r$ with her initial set of chips, resulting in a score of $-5$ (two steps short of the goal, with three spare chips). If she accepts the offer, she would be able to reach her goal location with one spare chip, resulting in a score of 55.

The competitor $c$ offers to exchange both his black chips against the white and purple chips of the responder $r$. If this offer would be accepted, the competitor would have the chips needed to reach his goal location $l_c$ with an orange chip to spare, and thereby obtain a score of 55 points. The responder $r$ would be left with only three chips, namely a light blue chip and two black chips. However, this is enough for her to reach her goal location and obtain 50 points.

The competitor and allocator make their offers simultaneously, so that neither of them knows what the other agent has offered the responder before making a choice themselves. Once both offers are made, they are revealed to all agents and the responder $r$ now decides whether to accept one of these offers. Since both offers represent an improvement of the responder’s initial score of $-5$, she decides to accept an offer. Moreover, since the allocator’s offer would increase her score by 60, while the competitor’s offer would increase her score by only 55, she decides to accept the offer of the allocator.

As the example above illustrates, our current Colored Trails setting separates cooperative and competitive aspects in the form of the responder and competitor agents. The responder represents the cooperative aspect of negotiations. After all, an allocator’s offer will only be acceptable if it increases the score of the responder. That is, the
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2 While we differentiate between the allocator and the competitor to facilitate understanding, the only difference between the roles of allocator and competitor is their name.
allocator should find ways to expand the metaphorical pie (cf. [58]) that is being bargained about, so that both the responder and the allocator can get a larger piece.

The competitor, on the other hand, represents the competitive side of negotiations. To convince the responder to choose his offer over the one made by the competitor, the allocator should offer the responder a piece of the pie that is at least as large as the piece offered by the competitor. Through competition with the competitor, the allocator may therefore choose to divide the pie [58] so that it includes a larger piece for the responder, at the expense of his own piece of the pie.

2.1 Unpredictability of the environment

Our Colored Trails setup is very similar to the one used by Ficici and Pfeffer [24], who show that human participants indeed make use of theory of mind when playing this game. We therefore expect that under the right circumstances, higher-order theory of mind agents will outperform agents with more limited theory of mind abilities. In our simulation experiments, we consider how the benefit of higher-order theory of mind varies with the predictability of the environment. To this end, we consider three different types of environment, listed below.

- **Static environment with static goals** Agents repeatedly play Colored Trails on the same board, with always the same set of chips and goal locations;
- **Static environment with dynamic goals** Agents repeatedly play Colored Trails on the same board with always the same set of chips, but with a new randomly drawn goal location at the start of each game;
- **Dynamic environment with dynamic goals** Agents repeatedly play Colored Trails, but each game is played on a new randomly generated board, with randomly drawn chips and with randomly drawn goal locations.

From the perspective of a zero-order theory of mind reasoner, these three settings represent very different environments. In the static environment with static goals, every repeated game gives the zero-order theory of mind agent relevant information about the effectiveness of making certain offers. As a result, in this environment, it is relatively easy to learn the optimal decision to make for a zero-order theory of mind agent.

In the static environment with dynamic goals, negotiation becomes harder for a zero-order theory of mind reasoner. Since agents are randomly assigned a goal location at the start of each round, the ability of agents to learn from the outcome of a single game is limited. After all, whether the responder will accept a given offer depends on her goal location. However, in the static environment with dynamic goals, the offers that the competitor makes are more relevant to the allocator. In this environment, agents can therefore learn more effectively from the actions of their competitor.

The dynamic environment with dynamic goals represents an environment that is extremely unpredictable. Zero-order theory of mind agents learn little about the effectiveness of making offers from the outcome of a single game. Since every round is played on an entirely new board, agents are very likely to behave differently in every new game. Zero-order theory of mind agents will find it difficult to learn the optimal offer to make in this environment.
2.2 Assumptions in our colored trails setting

While modeling theory of mind in the Colored Trails setting described above, we make use of a number of assumptions. For convenience, these assumptions are listed below.

1. Every player can observe all the characteristics of the game, including the goal location and initial set of chips for each player in the game.
2. The allocator and the competitor make their respective offers simultaneously.
3. Every player can observe the offers that have been made.
4. Players cannot observe the reasoning process of other players.
5. Each player is limited in their ability to reason about the reasoning process of other players (i.e. theory of mind).
6. Players behave rationally with respect to their beliefs.
7. Players make no mistakes in understanding the rules of the game or in performing their desired actions.
8. Players do not consider the possibility that any player would make a mistake in understanding the rules of the games or in executing their desired action.

Note that since we assume that players are limited in their theory of mind ability, these players are unable to achieve common knowledge of rationality, in contrast to what is typically assumed of agents in game-theoretic models [33, 63].

3 Theory of mind in colored trails

In this section, we describe the intuition behind the way agents can make use of theory of mind to play Colored Trails. In our setting, the environment is fully observable. However, agents do not know the reasoning capabilities of other players. Instead, agents rely on their theory of mind abilities to predict the behavior of others. Using theory of mind, an allocator can take the perspective of the competitor, and determine what his own decision would have been if the allocator had been in the position of this player. By using his own thought process as a model for the thought process of the competitor, the allocator predicts that the competitor will make the same decision the allocator would have made himself if the roles had been reversed. Due to our assumption that agents behave rationally with respect to their beliefs (see Sect. 2.2), the responder always chooses the option that will yield her the highest possible score. In particular, this means that the responder is not making use of theory of mind. In this section, we therefore describe the theory of mind used by the allocator and the competitor.

In the following subsections, we describe how this process of perspective-taking results in different behavior for agents of different orders of theory of mind playing Colored Trails. We describe this process from the perspective of the allocator. However, the way competitors use theory of mind is completely analogous. The formal description of these theory of mind agents is presented in Sect. 4. In the remainder, we will speak of a ToM$_k$ allocator to indicate an allocator that has the ability to use theory of mind up to and including the $k$th order, but not beyond.
3.1 Zero-order theory of mind allocator

By convention, a zero-order theory of mind (ToM₀) allocator is unable to attribute mental content to others. In particular, the ToM₀ allocator is unable to represent that the competitor and the responder want to reach their respective goal locations, and that the behavior of other agents is consistent with those goals. Although a ToM₀ allocator cannot make use of theory of mind, such an allocator may make use of an associative learning strategy by constructing zero-order beliefs about the likelihood that a certain offer will be accepted by the responder. The ToM₀ allocator bases his zero-order beliefs on his observations of the behavior of the responder. For example, through repeated interaction, the ToM₀ allocator may learn that the responder never accepts an offer that assigns all chips to the allocator himself, and no chips to the responder. Similarly, the ToM₀ allocator’s beliefs may eventually reflect that the responder is more likely to accept offers that assign many chips to her and few to the ToM₀ allocator, while she is less likely to accept an offer that assigns few chips to the responder and many to the ToM₀ allocator.

Using these zero-order beliefs, the ToM₀ allocator can form an expectation about how his score will change if he were to make a particular offer, and select to make the offer that he assigns the highest expected value. This allows the ToM₀ allocator to play the Colored Trails setting without attributing mental content to others. The zero-order beliefs of the ToM₀ allocator may eventually reflect that other players have a desire for owning chips, even though the ToM₀ allocator does not explicitly represent such a desire. Moreover, although the ToM₀ allocator does not consider the existence of a competitor in his decision process, the zero-order beliefs of a ToM₀ allocator may eventually reflect information about the behavior of the competitor because of the influence of the offers of the competitor on the behavior of the responder. In addition, the ToM₀ agent also observes the offers made by the competitor, and can use this information to form beliefs about the likelihood of the responder accepting a certain offer.

3.2 First-order theory of mind allocator

In addition, to the associative learning strategy of the ToM₀ allocator, a first-order theory of mind (ToM₁) allocator considers the possibility that other agents have beliefs and goals as well, which determine their behavior. Because of this, a ToM₁ allocator realizes that in order to get a large piece of pie for himself, his offer should include a large piece of pie for the responder as well. The ToM₁ allocator is able to consider the game from the perspective of other players, and decide how he would act if he were in the position of that player. The ToM₁ allocator then considers the possibility that other players in that position may make the same decisions as he would have made himself. That is, by taking the position of another player, a ToM₁ allocator obtains a prediction of what a ToM₀ agent might do in that position. This allows the ToM₁ allocator to make a prediction about the offer that the competitor is going to make, as well as how the responder will choose. The ToM₁ allocator uses these predictions to decide the offer he should make himself. For example, if a ToM₁ allocator believes that the competitor is going to make an offer that would increase the score of the responder by 15 points, he also believes that if he were to make an offer that would increase the score of the responder by 20 himself, the responder would certainly choose his offer over the offer made by the competitor.
Note that first-order theory of mind can provide an allocator with a convenient generalization over different games. Even if the ToM₁ allocator finds himself in a novel situation, first-order theory of mind allows the allocator to predict the behavior of other agents. However, although the ToM₁ allocator is able to consider other players as ToM₀ agents, the ToM₁ allocator cannot observe the reasoning process of others (see Sect. 2.2). That is, while a ToM₁ allocator in our setting knows the goal locations of the responder and competitor, the allocator does not know the extent of the reasoning abilities of others. Through repeated interactions, the ToM₁ allocator may learn that his first-order beliefs do not accurately model the behavior of other agents. If this happens, the ToM₁ allocator may choose to play as if he were a ToM₀ allocator and rely on associative learning instead.

3.3 Higher orders of theory of mind agent

Allocators that are capable of using orders of theory of mind beyond the first order consider the possibility that other agents take into account that others have beliefs and goals as well. Although responders in our setting do not make use of theory of mind, a higher-order theory of mind allocator can benefit from considering the theory of mind abilities of his competitor. For example, while a ToM₁ allocator believes that the competitor only makes use of zero-order beliefs when making an offer, a ToM₂ allocator considers the possibility that the competitor takes the beliefs and goals of other agents into consideration as well, i.e. that the competitor is a ToM₁ agent.

More generally, for each additional order of theory of mind k, a ToMₖ allocator models the competitor as a ToMₖ₋₁ agent. In our setup, a ToM₁ agent is therefore limited in the maximum depth of recursive beliefs he can reason with. For example, while a ToM₃ allocator may believe that the competitor knows that the allocator thinks that the responder prefers blue chips over red chips, a ToM₄ allocator can also consider the possibility that the competitor knows that the allocator believes that the competitor thinks that the responder prefers black chips over purple chips.

Note that if the competitor reasons at (k−1)st-order theory of mind, the optimal response of the allocator is to reason at kth-order theory of mind. However, reasoning at kth-order theory of mind may not be optimal when the competitor reasons at any order of theory of mind lower than k−1. In this case, the performance of the ToMₖ agent may suffer due to overestimation of the competitor. While agents in our setup know the goal locations of all players, they do not know the extent of the theory of mind abilities of their competitor. Instead, a ToMₖ agent forms a hypothesis about the order of theory of mind at which the competitor is currently reasoning by matching the observed behavior of the competitor to behavior predicted by the allocator’s theory of mind. This means that a ToMₖ allocator may choose to behave as if he were a ToMₙ agent (n < k) if he believes that this results in more accurate predictions of the competitor’s behavior.

4 Mathematical model of theory of mind

In the previous section, we presented the intuition behind theory of mind agents negotiating in a Colored Trails setting using theory of mind. In this section, we discuss the implementation of computational agents that play according to this intuition. The agent model described in this section is an extension of the theory of mind agent model we previously used to investigate the effectiveness of theory of mind in mixed-motive settings [19]. In our
previous work, agents played a sequential negotiation game, where two agents alternated in offering a possible outcome until an agreement was reached. In contrast, the agents in our three-player setting play repeated one-shot negotiation games similar to those presented by Ficici and Pfeffer [24].

In our representation, a Colored Trails game is a tuple $CT = \langle N, D, \pi \rangle$, where:

- $N = \{a, c, r\}$ is the set of agents, where $a$ is the allocator, $c$ is the competitor, and $r$ is the responder;
- $D = D_a \cup D_c$ is the set of chip distributions that are possible in the game, where $D_i$ is the set of chip distributions that agent $i$ is allowed to offer to the responder; and
- $\pi = (\pi_a, \pi_c, \pi_r) = \{\pi_a, \pi_c, \pi_r : D \to \mathbb{R}\}$ for allocator $a$, competitor $c$, and responder $r$ respectively.

Note that unlike in the alternating offers setting [19], agents may not have the same set of offers they are allowed to make. In addition, agents in our current setting cannot learn the behavior of others through sequential moves in the same game, but also experience no uncertainty about the preferences of other agents.

As in De Weerd et al. [19], this representation focuses on the negotiation aspect of the game, and ignores the task of finding routes between locations. This means that, as mentioned in Sect. 2.2, we assume that agents make no mistakes in finding routes between locations. Instead, the score functions $\pi_i$ specify the maximum score agent $i$ can achieve given some distribution of chips and given the scoring rules outlined in Sect. 2. However, this does not mean that agents achieve common knowledge about the rules of the game. Rather, agents follow the rules of the game and do not consider the possibility that others would break those rules.

Each game involves two stages. First, the allocator and the competitor simultaneously choose a distribution of chips, $D_a \in D_a$ and $D_c \in D_c$ respectively, to offer to the responder. The allocator can make any offer that involves the chips in his own initial set of chips and the initial set of chips of the responder, but leaves the set of chips assigned to the competitor unchanged, and vice versa. Next, the responder chooses at most one of these distributions $D_a, D_c$ to become the final distribution of chips.

Without loss of generality, we assume that the score of each agent in the initial distribution of chips is zero. That is, $\pi_i(D)$ denotes the change in score of agent $i$ if the distribution $D \in D$ becomes final. This way, the score function $\pi_i$ for agent $i$ summarizes the game board, as well as the start location, the goal location $l_i$, and the initial set of chips of agent $i$. That is, the score function $\pi_i$ represents all observable features at the start of the game, so that the score of agent $i$ is only dependent on the set of chips in possession of agent $i$ at the end of the game.

### 4.1 Model of zero-order theory of mind

The decision model for zero-order theory of mind agents we use is identical to the one described in De Weerd et al. [19]. Our $ToM_0$ allocator does not form explicit beliefs
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3 Note that this specification of the score function is more general that the board setting presented in Sect. 2. The model presented here can be used for arbitrary preference functions over single-shot negotiation outcomes.
about the mental content of others. Instead, a $\text{ToM}_0$ allocator constructs zero-order beliefs $b^{(0)} : \mathcal{D} \rightarrow [0, 1]$, which show that the $\text{ToM}_0$ allocator believes that the probability that a given offer $O \in \mathcal{D}$ will be accepted by the responder is $b^{(0)}(O)$. Over repeated games, a $\text{ToM}_0$ allocator updates these zero-order beliefs to learn which offers $O$ are more likely to be accepted than others. The details of this belief updating are described in Sect. 4.4 below.

Given the $\text{ToM}_0$ allocator’s zero-order beliefs $b^{(0)}$, the $\text{ToM}_0$ allocator can calculate the expected change in score as a result of making a given offer $O$ through

$$EV_a^{(0)}(O; b^{(0)}) = b^{(0)}(O) \cdot \pi_a(O).$$

As mentioned in Sect. 2.2, we assume that agents act rationally with respect to their beliefs. This means that the $\text{ToM}_0$ allocator chooses to make an offer that maximizes this expected value. We define the set $\mathcal{D}_a^{(0)}(b^{(0)}) \subseteq \mathcal{D}_a$ to specify which offers the $\text{ToM}_0$ allocator $a$ believes to maximize his expected value, based on his zero-order beliefs $b^{(0)}$. That is,

$$\mathcal{D}_a^{(0)}(b^{(0)}) = \left\{ O \in \mathcal{D}_a \mid EV_a^{(0)}(O; b^{(0)}) = \max_{O' \in \mathcal{D}_a} EV_a^{(0)}(O'; b^{(0)}) \right\}.$$  

Since a $\text{ToM}_0$ allocator $a$ believes that any offer in $\mathcal{D}_a^{(0)}(b^{(0)})$ will maximize the expected value, he randomly selects one of the offers in $\mathcal{D}_a^{(0)}(b^{(0)})$ to make to the responder. The zero-order theory of mind allocator can therefore be implemented as illustrated by the pseudo-code presented in Algorithm 1.

**Algorithm 1 Zero-order theory of mind allocator**

1: function $\text{EXPECTED VALUE}(\text{offer})$
2: return $b^{(0)}[\text{offer}] \times \pi_a[\text{offer}]$
3: end function

4: function $\text{SELECT OFFERS}$
5: offerValues $\leftarrow$ list($\text{EXPECTED VALUE}(\text{offer})$ for each offer in $\mathcal{D}_a$)
6: maxValue $\leftarrow$ MAX(offerValues)
7: return list(offer for each offer in $\mathcal{D}_a$ where $\text{EXPECTED VALUE}(\text{offer}) = \text{maxValue}$)
8: end function

9: function $\text{MAKE OFFER}$
10: acceptableOffers $\leftarrow$ $\text{SELECT OFFERS}$
11: return acceptableOffers[RANDOM INTEGER(size of acceptableOffers)]
12: end function

**Example 2** Figure 2 shows an example of a Colored Trails game, in which allocator $a$ is a $\text{ToM}_0$ agent that wants to move from the initial location at the center of the board to goal location $l_a$ in the top left corner. With his initial set of chips, allocator $a$ is left three steps short of his goal with three spare chips, which would yield him a score of -15 points. To decide which offer to make, the $\text{ToM}_0$ allocator calculates the expected value of making each possible offer, and randomly makes one of the offers that maximizes the expected value.

Table 1 shows a number of selected offers that allocator $a$ could make to responder $r$. For each offer $O$, the table shows how offer $O$ affects the score of both allocator $a$ and responder $r$, and the value of the zero-order beliefs $b^{(0)}(O)$ of allocator $a$, which show what
Allocator $a$ believes to be the probability that responder $r$ will accept offer $O$. Note that ToM $a$ does not consider the goal of the responder. From the perspective of ToM $a$, offers $O_1$ and $O_2$ are therefore indistinguishable. Both these offers allow allocator $a$ to reach his goal location $l_a$, which would yield a score of 25 points.

Table 1  Selected offers that ToM $a$ allocator $a$ considers making to responder $r$ in Example 2. The numbers in parentheses indicate the effect on the scores of allocator $a$ and responder $r$ if one of these offers were to be accepted. Note that in these cases, the score and set of chips owned by competitor $c$ remain unchanged.

| Offer | Allocator $a$ | Responder $r$ | $b^{(0)}(O)$ | $EV_a^{0}(O; b^{(0)})$ |
|-------|-------------|-------------|--------------|------------------------|
| $O_1$ | ●●●●●●●●● (+70 points) | ●●●●● (+10 points) | 0.123 | 8.61 |
| $O_2$ | ●●●●●●●●● (+70 points) | ●●●● ( +55 points) | 0.123 | 8.61 |
| $O_3$ | ●●●●●●●●● (+70 points) | ●●●● ( +0 points) | 0.117 | 8.19 |
| $O_4$ | ●●●●●●●●● (+65 points) | ●●●● ( +60 points) | 0.120 | 7.80 |

allocator $a$ believes to be the probability that responder $r$ will accept offer $O$. Note that a ToM $a$ agent does not consider the goal of the responder. From the perspective of ToM $a$, allocator $a$ offers $O_1$ and $O_2$ are therefore indistinguishable. Both these offers allow allocator $a$ to reach his goal location (50 points) with one chip to spare (5 points), increasing his score from $-15$ to 55 points (+70 points). Furthermore, allocator $a$ believes that the probability that offers $O_1$ and $O_2$ will be accepted is the same. In contrast, although offer $O_3$ would yield allocator $a$ the same increase in score as offers $O_1$ and $O_2$, previous experience leads allocator $a$ to believe that offer $O_3$ is less likely to be accepted by the responder, as shown by the lower value of the agent’s zero-order beliefs in Table 1. As a result, the expected value that allocator $a$ assigns to offer $O_3$ is lower than the expected value assigned to offers $O_1$ and $O_2$.

Note that ToM $a$ allocator $a$ could ask the responder to give him all her chips. Although this offer has the potential to increase the score of allocator $a$ to 70 (+85 points), this offer does not appear in Table 1. Allocator $a$ does not consider making this offer because the allocator has learned that the responder would not accept this offer through earlier interactions.

In this example, both offer $O_1$ and offer $O_2$ maximize the expected value for allocator $a$. The set $D_a(b^{(0)}) = \{O_1, O_2\}$ therefore contains two elements. Allocator $a$ randomly chooses one of these offers to make. However, although allocator $a$ considers offer $O_1$ and offer $O_2$ to be equally acceptable, Table 1 shows that offer $O_1$ would decrease the score of responder $r$, while offer $O_2$ would increase her score. That is, responder $r$ would in fact reject offer $O_1$, but she would accept offer $O_2$. 

Fig. 2  In Example 2, ToM $a$ allocator $a$ competes with competitor $c$ for the opportunity to trade with responder $r$. With his initial set of chips, allocator $a$ can only move one step towards his goal location $l_a$, which would yield a score of 25 points.
4.2 Model of first-order theory of mind

Due to the difference in setting, our ToM₁ agent model deviates strongly from the model presented in De Weerd et al. [19]. Our ToM₁ allocator takes the score of responder $r$ into account when making his decision. In our setting, the responder simply accepts the offer that maximizes her score. That is, the responder is fixed at a zero-order theory of mind strategy. When a ToM₁ allocator $a$ considers making offer $O \in D_a$, the agent correctly ascribes zero-order theory of mind to the responder and believes that she will not accept this offer if it would decrease her score, or $\pi_r(O) < 0$. Furthermore, the responder would not accept offer $O$ made by the ToM₁ allocator $a$ if competitor $c$ makes an offer $O' \in D_c$ that would yield her a higher score. Finally, if the offer $O$ of the ToM₁ allocator and offer $O'$ of the competitor would yield the responder the same score, the responder will randomly accept one of the two offers.

This information about the likelihood that an offer $O$ will be accepted by the responder is summarized in the function $p$. A ToM₁ allocator $a$ who predicts that his competitor $c$ randomly selects an offer from the set $D$, believes that if he makes the offer $O \in D_a$ himself, this offer $O$ will be accepted by the responder with probability

$$p(O, D) = \begin{cases} 
0 & \text{if } \pi_r(O) \leq 0 \\
\frac{1}{|D|} \left( \sum_{O' \in D} 1 + \sum_{O' \in D} \frac{1}{2} \right) & \text{if } \pi_r(O) > 0 
\end{cases} \quad (3)
$$

Note that Eq. (3) describes the behavior of a rational responder $r$. By attributing rationality to responder $r$, an allocator $a$ considers the goals of the responder explicitly, and thus engages in first-order theory of mind.

To predict what offer competitor $c$ will be making, ToM₁ allocator $a$ considers the game from the perspective of the competitor. By calculating what offers allocator $a$ might make himself if he were facing the situation competitor $c$ is in, allocator $a$ obtains a prediction of what offers competitor $c$ may make. To do so, the ToM₁ allocator constructs first-order beliefs $b^{(1)} : D \to [0, 1]$, which specify what the ToM₁ allocator $a$ believes his zero-order beliefs to have been, if he had been in the position of competitor $c$. Note that these beliefs do not necessarily reflect the actual beliefs of competitor $c$. Rather, an agent’s first-order beliefs $b^{(1)}$ represent the agent’s best guess for the zero-order beliefs $b^{(0)}$ of his competitor. Based on his first-order theory of mind, the expected value that ToM₁ allocator $a$ assigns to making a given offer $O \in D$ therefore is

$$p(O, D_c^{(b^{(1)})}) \cdot \pi_c(O). \quad (4)$$

Equation (4) represents that allocator $a$ calculates his own optimal decision $D_c^{(b^{(1)})}$ from the perspective of competitor $c$. That is, allocator $a$ determines what offer he would have made himself if he had been assigned the goal location and initial set of chips that were assigned to competitor $c$.

Although Eq. (4) describes the way a ToM₁ allocator uses first-order theory of mind, it does not fully describe the behavior of a ToM₁ allocator. Since agents cannot observe the reasoning process of others (Sect. 2.2), agents are not aware of the level of sophistication of others. A ToM₁ allocator has the ability to make use of first-order theory of mind, but such a ToM₁ allocator may come to believe that his first-order theory of mind
does not accurately predict the behavior of the other agents, and that the ToM₁ allocator would be better off following his zero-order beliefs. To this end, the ToM₁ allocator has a confidence variable \( c₁ ∈ [0, 1] \), which indicates how much confidence the ToM₁ allocator places on first-order theory of mind over zero-order theory of mind. When deciding on the expected value of making an offer \( O \), the ToM₁ allocator weights the predictions of first-order and zero-order theory of mind accordingly.

In summary, a ToM₁ allocator \( a \) calculates the expected value of making a given offer \( O ∈ D \) through

\[
EV₁^{a}(O; b^{(0)}, b^{(1)}, c₁) = (1 − c₁) \cdot EV₀^{a}(O; b^{(0)}) + c₁ \cdot p(O, D_c^{(b^{(1)})}) \cdot π_a(O). \tag{5}
\]

Similar to the decision process of a ToM₀ allocator, the ToM₁ allocator \( a \) randomly chooses to make one of the offers that maximize the expected value. The set of these offers is given by

\[
D₁^{a}(b^{(0)}, b^{(1)}, c₁) = \left\{ O ∈ D_a \middle| EV₁^{a}(O; b^{(0)}, b^{(1)}, c₁) = \max_{O' ∈ D} EV₁^{a}(O'; b^{(0)}, b^{(1)}, c₁) \right\}. \tag{6}
\]

**Example 3** In this example, we consider the Colored Trails setting depicted in Fig. 3. Note that this setting is similar to the one in Example 2, but with the roles of the allocator and the competitor switched. Hence the board is flipped, and allocator \( a \) and competitor \( c \) have switched their initial set of chips. This way, ToM₁ allocator \( a \) attributes the reasoning outlined in Example 2 to competitor \( c \). That is, ToM₁ allocator \( a \) can reason as outlined in Example 2, and make a prediction about the offer competitor \( c \) is going to make. In this example, we assume that allocator \( a \) is a ToM₁ agent that correctly believes that competitor \( c \) will randomly choose an offer from the set \( D_c^{(b^{(1)})} = \{ O₁, O₂ \} \).

Since allocator \( a \) is a ToM₁ agent, he knows that the responder will not accept his offer \( O \) if offer \( O \) would decrease her score, or if competitor \( c \) makes an offer that would result in a larger increase in her score. Table 2 shows a summary of selected offers that allocator \( a \) can make. Each of these offers allows both allocator \( a \) and responder \( r \) to reach their respective goal locations.
Example 2 shows that if competitor \( c \) is a ToM\(_0 \) agent, there is a 50% probability that he will make offer \( O_1 \), which would be rejected by responder \( r \). However, there is also a 50% probability that competitor \( c \) will make offer \( O_2 \), which would increase the responder’s score by 55 points. If allocator \( a \) were to make an offer that increases the score of responder \( r \) by 55 points as well, the responder would randomly accept either the offer of allocator \( a \) or of competitor \( c \). As a result, allocator \( a \) believes that if he were to make an offer that increases the score of the responder by 55 points, there is a 25% probability \((0.5 \cdot 0.5)\) that the responder will accept offer \( O_2 \) of competitor \( c \) instead of his own offer. Based purely on first-order theory of mind, allocator \( a \) would therefore assign an expected value of \((1 - 0.25) \times 75 = 56.25\) to each of the offers \( O_5, O_6 \) and \( O_7 \). On the other hand, allocator \( a \) is certain that responder would accept any of the offers \( O_8, O_9 \) and \( O_{10} \), which allocator \( a \) therefore assigns an expected value of 70. These offers also maximize the expected value according to allocator \( a \).

Based on his first-order theory of mind, allocator \( a \) would randomly select one of the offers \( O_8, O_9 \) and \( O_{10} \) to propose to the responder. Depending on his confidence \( c_1 \) in first-order theory of mind, allocator \( a \) may still decide to select a different offer entirely.

### 4.3 Model of higher-order theory of mind

For increasingly higher orders of theory of mind, a ToM\(_k \) allocator considers the possibility that the competitor is increasingly more sophisticated. For example, a ToM\(_2 \) allocator \( a \) believes that the competitor \( c \) may take into consideration that ToM\(_2 \) allocator \( a \) wants to reach his goal. By placing himself in the position of competitor \( c \), a ToM\(_2 \) allocator’s second-order theory of mind may predict different behavior for the competitor than predicted by his first-order theory of mind. For each additional order of theory of mind, the ToM\(_k \) allocator constructs additional beliefs \( b^{(k)} \) and confidence \( c_k \). For example, the second-order beliefs \( b^{(2)} \) of ToM\(_2 \) allocator \( a \) specify what allocator \( a \) believes competitor \( c \) to believe to be the zero-order beliefs of allocator \( a \).

The expected value that a ToM\(_k \) allocator \( a \) assigns to making an offer \( O \in D_a \) is defined recursively on the equations defined earlier, so that

\[
EV^k_a(O; b^{(0)}, \ldots, b^{(k)}, c_1, \ldots, c_k) = (1 - c_k)EV^{k-1}_a(O; b^{(0)}, \ldots, b^{(k-1)}, c_1, \ldots, c_{k-1}) + c_k \cdot p(O, D^{(k-1)}_c(b^{(1)}, \ldots, b^{(k)}, 1, 0, \ldots, 0)) \cdot \pi_a(O). \tag{7}
\]

Note that in the equation above, the ToM\(_k \) allocator does not attempt to model the confidence in theory of mind \( c_1, \ldots, c_{k-1} \) of the competitor. Instead, the ToM\(_k \) allocator models a ToM\(_{k-1} \) competitor that decides purely on the basis of predictions made by his \((k - 1)\)st
theory of mind. This ensures that a ToM\textsubscript{k} allocator is always able to model a ToM\textsubscript{k−1} competitor.

Higher orders of theory of mind do not change what the allocator predicts the responder will do. Similar to the decision process of ToM\textsubscript{0} and ToM\textsubscript{1} allocators, the ToM\textsubscript{k} allocator randomly chooses to make an offer from the set of offers that maximize his expected value. This set of offers is given by

$$\mathcal{D}^k(b^{(0)}, \ldots, b^{(k)}, c_1, \ldots, c_k) = \left\{ O \in \mathcal{D} \left| EV^k_a(O, b^{(0)}, \ldots, b^{(k)}, c_1, \ldots, c_k) = \max_{O' \in \mathcal{D}} EV^k_a(O', b^{(0)}, \ldots, b^{(k)}, c_1, \ldots, c_k) \right. \right\}.$$  

(8)

Example 4 In this example, we consider the Colored Trails setting depicted in Fig. 2. Note that this setting is the same as in Example 2. This also means that compared to Example 3, the roles of the allocator and the competitor are switched again, so that the board is flipped, and allocator \(a\) and competitor \(c\) have switched their initial set of chips. This way, ToM\textsubscript{2} allocator \(a\) attributes the reasoning outlined in Example 3 to competitor \(c\).

In this example, we assume that allocator \(a\) is a ToM\textsubscript{2} agent who correctly believes that competitor \(c\) will randomly choose an offer from the set \(\mathcal{D}^1_c(b^{(2)}, b^{(1)}, 1) = \{ O_8, O_9, O_{10} \}\). That is, the allocator believes that the competitor will offer the responder enough chips to reach her goal location with one chip to spare (i.e. increase her score by 60). Note that the ToM\textsubscript{2} allocator may choose to make offer \(O_4\) (see Table 1), which would increase the score of responder \(r\) by 60 points and increase the score of allocator \(a\) by 65 points. Allocator \(a\) believes that in this case, responder \(r\) would be indifferent between the offers of the allocator and the competitor, and that she would therefore accept the allocator’s offer with a probability of 50\%. The expected value is therefore \(EV^2_a(O_4; b^{(2)}, b^{(1)}, b^{(0)}, 1, 0) = 0.5 \cdot 65 = 32.5\).

Alternatively, ToM\textsubscript{2} allocator \(a\) could offer responder \(r\) an additional chip. According to allocator \(a\), doing so would guarantee that responder \(r\) would accept his offer over the offer of competitor \(c\). After all, this offer would increase the score of the responder by 65 points, while allocator \(a\) believes that competitor \(c\) will make an offer that would only increase her score by 60 points. However, by leaving himself with only three chips, allocator \(a\) would not be able to reach his goal location. At most, he would be able to increase his score by 5 points. That is, the expected value of such an offer \(O_{11}\) would be \(EV^2_a(O_{11}; b^{(2)}, b^{(1)}, b^{(0)}, 1, 0) = 5\).

Since ToM\textsubscript{2} allocator \(a\) makes the offer with the highest expected value, based on his second-order theory of mind, allocator \(a\) decides to make offer \(O_4\). Depending on his confidences \(c_2\) and \(c_1\) in second-order and first-order theory of mind respectively, allocator \(a\) may still decide to select a different offer entirely.

4.4 Learning across games

As described above, theory of mind agents construct beliefs about the behavior of others. These beliefs are based on observations of the behavior of others over repeated Colored Trails games. In this section, we describe how this process of belief adjustment occurs.

In this paper, agents construct zero-order beliefs based on observable features of the environment. In the case of our Colored Trails setting, this includes the color of each tile on the game board, the initial sets of chips of each of the agents, and the goal location of the responder. Note that this includes all observable features of the environment, except
for the goal locations of the allocator and the competitor. The agent’s zero-order beliefs $b^{(0)}$ are calculated as the observed frequency with which offers $O$ has been accepted by the responder in the past, given that the observable features of the environment are the same. This observed frequency is based on the offers made by both the allocator and the competitor.

In a static environment with static goals, all observable characteristics of the environment stay the same. As a result, if a $ToM_0$ allocator has observed 250 instances in which the offer $O$ has been made, 220 of which have been accepted by the responder, the allocator believes that the probability $b^{(0)}(O)$ that the responder will accept offer $O$ again will be 0.88.

In a static environment with dynamic goals, only the goal locations of the agents change with every repetition of the game. As a result, the $ToM_0$ agent holds different zero-order beliefs $b^{(0)}$ for each of the 12 possible goal locations of the responder.

In the dynamic environment with dynamic goals, an agent holds different zero-order beliefs for each possible combination of game boards, goal locations, and initial sets of chips. Note, however, that each game is played on a randomly generated 5 by 5 board, where each square is randomly assigned one of five possible colors, resulting in $5^{25}$ possible game boards. This means that it is unlikely for an agent to encounter the same scenario twice over the course of an experiment. As a result, an agent is in practice unable to use any previous experience with the Colored Trails game to inform his zero-order beliefs.

In addition to updating their zero-order belief $b^{(0)}$, theory of mind agents update their $k$th-order beliefs the same way as their zero-order beliefs. In our model, an allocator’s first-order beliefs $b^{(1)}$ represent what the allocator believes to be the zero-order beliefs of the competitor. Similarly, an allocator’s second-order beliefs $b^{(2)}$ represent what the allocator believes the competitor to believe to be the zero-order beliefs of the allocator. Zero-order beliefs record the responses to offers made to the responder, which are independent of who made the offer. In addition, there is no private information in this setting. Because of this, an allocator’s zero-order beliefs $b^{(0)}$ are identical to that of his competitor. Moreover, since the allocator knows this, this means that in our Colored Trails setup, a $ToM_1$ agent’s zero-order beliefs $b^{(0)}$ are the same as his first-order beliefs $b^{(1)}$. In fact, since all allocators and competitors construct their beliefs in the same way, the beliefs of these agents are all identical.

In addition to updating his beliefs, a $ToM_1$ allocator also updates his confidence $c_1$ in first-order theory of mind after observing the outcome of a game. The $ToM_1$ allocator does so based on how accurately his first-order theory of mind predicts the behavior of the competitor.

After every game, the $ToM_1$ allocator observes the offer $O_c$ made by the competitor $c$. Following first-order theory of mind, the $ToM_1$ allocator believes that the competitor assigns an expected value $EV^{(0)}(O_c; b^{(1)})$ to making this offer. Note that this expected value uses the agent’s first-order beliefs $b^{(1)}$ about the zero-order beliefs of the competitor rather than his own zero-order beliefs $b^{(0)}$. Moreover, first-order theory of mind also predicts what the maximum expected value is that the competitor assigns to any one offer. The $ToM_1$ allocator judges the accuracy his first-order theory of mind by comparing these two values. The closer these values are to one another, the more accurate the prediction of first-order theory of mind. To reflect this, the $ToM_1$ allocator adjusts his confidence $c_1$ in first-order theory of mind according to
\[
c_1 = (1 - \lambda) \cdot c_1 + \lambda \cdot \frac{EV^0(O_c;b^{(1)})}{\max_{O \in D_c} EV^0(O;b^{(1)})}.
\]

(9)

This update, based on adaptive expectations [9, 28], ensures that the confidence \(c_1\) remains in the range \([0, 1]\). The agent-specific learning speed \(\lambda \in [0, 1]\) determines how quickly an allocator changes his opinion about the theory of mind abilities of the competitor.

For higher orders of theory of mind, an allocator adjusts his confidence \(c_k\) in \(k\)th-order theory of mind analogously. The general formula for the adjustment of an allocator’s confidence \(c_k\) in \(k\)th-order theory of mind after observing that competitor \(c\) has made offer \(O_c\) is given by

\[
c_k = (1 - \lambda) \cdot c_k + \lambda \cdot \frac{EV^{k-1}(O_c;b^{(1)}, \ldots, b^{(k)}, 1, 0, \ldots, 0)}{\max_{O \in D_c} EV^{k-1}(O;b^{(1)}, \ldots, b^{(k)}, 1, 0, \ldots, 0)}.
\]

(10)

where \(\lambda \in [0, 1]\) is an agent-specific learning speed. The theory of mind agents we describe adjust their confidence in theory of mind through adaptive expectations rather than Bayesian updating. This is because agents model the order of theory of mind at which the competitor is reasoning while the competitor is doing the same. That is, although a \(ToM_k\) agent cannot use orders of theory of mind beyond \(k\)th-order theory of mind, the order of theory of mind at which the agent is reasoning is not fixed, but may change over time.

5 Results of simulation experiments

We implemented the theory of mind agents described in Sect. 3 in Java\(^4\) and performed simulations in which agents played repeated one-shot Colored Trails games. The reason for using an agent-based model is that, apart from very specific instances, the behavior of the agents in our setting is poorly described as an equilibrium. Allocators continuously adjust their behavior to the actions of their competitor, while the competitor adjusts his behavior to the actions of the allocator. Using agent-based modeling, we can analyze how the interaction between these complex decision-making processes plays out.

In each simulation, groups consisting of an allocator agent, a competitor agent, and a responder agent played consecutive negotiation games. At the start of each simulation, all beliefs and confidences of allocator and competitor were set to 1. This means that a \(ToM_0\) agent initially believes that any offer will be accepted by the responder, including an “offer” that consists of requesting the responder’s full set of chips. Since this initialization results in particularly poor performance for zero-order theory of mind agents, the first 1000 games were considered to be a setup phase for the zero-order theory of mind agent and were not included in our analysis. After the lead time of 1000 games, the allocator, competitor, and responder played one experimental game.

Furthermore, to account for the effect of different game settings, the results were averaged over 5000 runs.\(^5\) To increase the likelihood that agents had an incentive to negotiate to increase their score, games in which some agent could reach his or her goal location

---

\(^4\) The Java sources of our implementation are available from the OpenABM Computational Model library at [https://www.comses.net/users/2498/](https://www.comses.net/users/2498/).

\(^5\) We averaged over 5,000 runs to ensure that a 1 point difference in average allocator score would result in a significant difference, using a conservative estimate for the standard deviation of allocator scores of 35. This allows us to focus on the relevance of our results, rather than on their statistical significance.
with the initial set of chips without any trading were excluded from analysis. Due to this rule, approximately 40% of the generated scenarios were rejected.

In the subsections below, we consider the results for the different environments described in Sect. 2:

- Static environment with static goals
- Static environment with dynamic goals
- Dynamic environment with dynamic goals

For each of these environments, we recorded the average performance of a $ToM_i$ allocator in the presence of a $ToM_j$ competitor ($i, j \in \{0, 1, 2, 3, 4\}$), which is calculated as the average difference between the allocator’s final score after negotiation ended and his initial score at the start of negotiation. For the simulations, the learning speed $\tilde{\lambda}$ was set to 0.1 for both allocator and competitor. Additional simulations with different values for the learning speed showed similar results as the ones reported here.

In the following subsections, we present the results for each of the three different environments separately. Differences in average scores are tested using two-sample $t$-tests, assuming unequal variances, at the 5% significance level. In Figs. 4, 5, 6, 7, 8, 9, 10, 11 and 12, error brackets indicate one standard error. Due to the high number of replications, the standard errors are much smaller than the standard deviations, which were typically around 25 points for the allocator. These standard deviations are rather high compared to the average negotiation scores of an allocator since the responder can only trade with either the allocator or the competitor, but not with both. An allocator is therefore expected to
receive a negotiation score of 0 in half the negotiations. Whenever the error brackets of
two individual bars do not overlap, the difference is statistically significant at the 5% level.
For the outcomes of sensitivity analysis on several key parameters, see the Supplementary
Information.
5.1 Static environment with static goals

In the static environment with static goals, agents played each of the 1001 games in a run on the same board with the same initial sets of chips and goal locations for each agent. This means that each observation an allocator makes is in the exact same scenario. Recall that allocators observe the reaction of the responder to their own offer as well as to the offer of
the competitor. At the end of each game, an allocator therefore makes two observations. However, since the competitor will generally need different chips to get to his goal location than the allocator, the offer made by the competitor is not likely one that the allocator would want to make. That is, although the allocator technically makes two observations of the responder’s behavior per round of play, it is likely that only one of these observations is actually useful to the $ToM_0$ allocator.

Fig. 9  Average social welfare in the static Colored Trails game with dynamic goals. Results are shown for different combinations of orders of theory of mind of both the allocator and the competitor agent. Brackets indicate standard errors of the results

Fig. 10  Average negotiation score of an allocator in the dynamic Colored Trails game with dynamic goals. Results are shown for different combinations of orders of theory of mind of both the allocator and the competitor. Brackets indicate standard errors of the results. Note the extremely low bars for $ToM_0$ allocators, representing a negotiation score of zero
Figure 4 shows the increase in score due to negotiation of a $ToM_i$ allocator in the presence of a $ToM_j$ competitor in the final game of a run, averaged over 5000 runs. Each bar shows the average difference between the score of the allocator before and after negotiation as a function of the theory of mind abilities of both himself and the competitor. Each group of bars corresponds to a particular theory of mind level of the competitor. Within each

Fig. 11 Average negotiation score of the responder in the dynamic Colored Trails game with dynamic goals. Results are shown for different combinations of orders of theory of mind of both the allocator and the competitor agent. Brackets indicate standard errors of the results. Note the extremely low first bar, representing a negotiation score of zero

Fig. 12 Average social welfare in the dynamic Colored Trails game with dynamic goals. Results are shown for different combinations of orders of theory of mind of both the allocator and the competitor agent. Brackets indicate standard errors of the results. Note the extremely low first bar, representing a social welfare score of zero

Figure 4 shows the increase in score due to negotiation of a $ToM_i$ allocator in the presence of a $ToM_j$ competitor in the final game of a run, averaged over 5000 runs. Each bar shows the average difference between the score of the allocator before and after negotiation as a function of the theory of mind abilities of both himself and the competitor. Each group of bars corresponds to a particular theory of mind level of the competitor. Within each
group, separate bars show the increase in score due to negotiation that allocators of different orders of theory of mind achieve, given the order of theory of mind of the competitor.

For example, the first group of bars (highlighted by the red circle) shows the average negotiation score of allocators that play against a $\text{ToM}_0$ competitor. The figure shows that while a $\text{ToM}_0$ allocator is capable of negotiating for an average 14.8 point increase, a $\text{ToM}_1$ allocator would increase his score by 16.8 points on average by negotiating. When playing against a $\text{ToM}_0$ competitor, allocators do not obtain additional benefits for reasoning at orders of theory of mind higher than the first. In Fig. 4, this is shown by the overlapping brackets of the bars associated with the $\text{ToM}_1$, $\text{ToM}_2$, $\text{ToM}_3$, and $\text{ToM}_4$ allocators.

Since the competitor and the allocator perform similar roles in our setting, Fig. 4 also shows the score of the competitor. A $\text{ToM}_1$ competitor playing against a $\text{ToM}_0$ allocator would be able to obtain the same average negotiation score of 16.8 points as a $\text{ToM}_1$ allocator playing a $\text{ToM}_0$ competitor is able to achieve. Figure 4 therefore indicates how an agent’s competitive success varies with his theory of mind abilities by showing how large a piece of pie agents of different orders of theory of mind are able to negotiate for themselves.

Although the $\text{ToM}_0$ allocator is unable to reason about the goals and beliefs of the responder and the competitor, Fig. 4 shows that the $\text{ToM}_0$ allocator is still able to negotiate effectively. Even when his competitor is more sophisticated and can make use of theory of mind, the $\text{ToM}_0$ allocator can negotiate a significant increase in his score on average. Despite the effectiveness of the $\text{ToM}_0$ allocator, Fig. 4 shows that for each group of bars, the bar of the $\text{ToM}_1$ allocator is higher than the bar of the $\text{ToM}_0$ allocator. That is, $\text{ToM}_1$ allocators obtain a higher negotiation score than $\text{ToM}_0$ allocators, irrespective of the theory of mind abilities of the competitor. Where the error brackets of the two bars do not overlap, the difference is statistically significant.

Figure 4 also shows that the bar corresponding to the $\text{ToM}_2$ allocator is higher than the bar corresponding to the $\text{ToM}_1$ allocator next to it for each group of bars, except for the first group of bars. That is, $\text{ToM}_2$ allocators outperform $\text{ToM}_1$ allocators when the competitor makes use of theory of mind. Similarly, $\text{ToM}_3$ allocators outperform $\text{ToM}_2$ allocators whenever the competitor can make use of theory of mind. However, the results show no significant differences between the performance of $\text{ToM}_3$ allocators and $\text{ToM}_4$ allocators, suggesting that fourth-order theory of mind does not yield any additional advantages for allocators. These results therefore suggest that in this particular Colored Trails setup, there is no competitive advantage for orders of theory of mind beyond the third.

Although the responder simply selects the offer that is most beneficial to her, the responder also increases her score through the negotiation process. Figure 5 summarizes this increase in score due to negotiation for the responder in the static environment with static goals as a function of the theory of mind abilities of both the allocator and the competitor agent. That is, Fig. 5 shows the average size increase of the pie that the responder accepts from either the allocator or the competitor. Note that the figure shows symmetry in the sense that the increase in score of the responder in the presence of a $\text{ToM}_0$ allocator and a $\text{ToM}_1$ competitor is the same as the increase in score of the responder in the presence of a $\text{ToM}_1$ allocator and a $\text{ToM}_0$ competitor.

Figure 5 shows that an allocator’s first-order theory of mind is beneficial to the responder. When either the allocator or the competitor is a $\text{ToM}_1$ agent, the responder obtains a higher increase in score than when both of them are $\text{ToM}_0$ agents (leftmost bar, only 21.4 points). That is, $\text{ToM}_1$ allocators make offers that are more generous towards the responder than $\text{ToM}_0$ allocators. Similarly, $\text{ToM}_2$ allocators make offers that are more generous towards the responder than $\text{ToM}_1$ allocators. Interestingly, however, $\text{ToM}_2$ allocators
fail to do so when the competitor is incapable of reasoning at first-order theory of mind. In Fig. 5, this is apparent from the first group of bars. While the second bar is larger than the first, the remaining bars are no higher than the second one. That is, $ToM_2$ agents will only offer the responder a larger piece of the pie if they believe the competitor may offer a large piece of pie to the responder as well. Furthermore, theory of mind abilities beyond the second order do not seem to benefit the responder. In each group of bars, the height of the bars does not increase past the third bar.

Interestingly, the responder benefits more from the theory of mind abilities of an allocator than the allocator himself does. When both allocator and competitor are $ToM_0$ agents, each of them increases his score through negotiation by 15.0 points on average (leftmost bar in Fig. 4). The average increase in the score of the responder in this case is 21.4 points (leftmost bar in Fig. 5). When both allocator and competitor are $ToM_2$ agents, negotiation increases the score of each of them by an average of 14.4 points, while the responder receives an increase in score of 28.1 points on average. While higher-order theory of mind agents successfully negotiate a larger pie to share with the responder, they do so at the expense of increasing their own piece of the pie. The additional pie that higher-order theory of mind agents negotiate for ends up with the responder.

Figure 6 shows the increase in social welfare in the static Colored Trails environment with static goals due to negotiation as a function of the theory of mind abilities of the allocator and the competitor. That is, Fig. 6 shows the total size of the pie the agents end up sharing. The leftmost bar in Fig. 6 shows that even when both allocator and competitor are $ToM_0$ agents and do not take the score of the responder into account when making an offer, social welfare improves as a result of negotiation. As expected, the presence of a $ToM_1$ allocator has a small but positive influence on social welfare. That is, $ToM_1$ allocators succeed not only in obtaining a larger piece of pie than $ToM_0$ allocators, but also in enlarging the total size of the pie that is being shared by the agents.

Similarly, $ToM_2$ allocators have a stronger positive effect on social welfare than $ToM_1$ allocators. However, whether the allocator has the ability to make use of orders of theory of mind beyond the second does not appear to significantly increase social welfare any further.

Summing up, performance results in the static environment with static goals show that agents obtain additional competitive advantages from the ability to make use of first-order, second-order, and third-order theory of mind, while there are no additional competitive advantages for fourth-order theory of mind reasoning. We find that the use of theory of mind also results in a benefit for the responder. Interestingly, however, this ‘cooperative’ advantage only extends to second-order theory of mind. The presence of third-order theory of mind agents does not increase the share of the pie received by the responder any further. Moreover, the additional pie offered to the responder is not an altruistic act on the part of the theory of mind agents. Second-order theory of mind agents will only offer a larger piece of the pie to the responder when they believe their competitor to be capable of first-order theory of mind.

### 5.2 Static environment with dynamic goals

In the static environment with dynamic goals, agents played each of the 1001 games in a run on the same board with the same initial sets of chips. However unlike the simulation experiment in the static environment with static goals, at the start of each game, each agent was randomly assigned one of the 12 possible goals locations. Recall that
allocators form zero-order beliefs for each possible goal location of the responder. This means that during the experimental round, an allocator in the static environment with dynamic goals only has an expected 83 previous observations of the responders reaction to his offers for the same goal location of the responder. However, unlike allocators in the static environment with static goals, allocators in the static environment with dynamic goals may also obtain relevant information from the offers made by their competitor. In particular, ToM 0 allocators may learn to make better offers by copying the behavior of their higher-order theory of mind competitor.

Figure 7 shows the increase in score due to negotiation of a ToM i allocator in the presence of a ToM j competitor in the final game of a run, averaged over 5000 runs. Note that even though the capabilities of agent have not changed, compared to the situation with static goals, ToM 0 agents in the static environment with dynamic goals are only able to negotiate for a small increase in their score. As a result, the advantage of applying first-order theory of mind is greatly increased. For each group of bars in Fig. 7, the second bar is much higher than the first bar.

Similar to the results in the static environment with static goals, there are additional advantages for reasoning at second-order and for reasoning at third-order theory of mind in the static environment with dynamic goals. As Fig. 8 shows, the additional advantages for second-order and third-order theory of mind reasoning are much smaller than the advantage of first-order theory of mind reasoning. However, this is mainly due to the poor performance of the ToM 0 allocator in this case.

Figure 8 shows the negotiation score of responders in the static environment with dynamic goals. The results show a similar pattern as the one described for the static environment with static goals. Higher-order theory of mind allocators make an offer that is just beneficial enough for the responder to convince her to choose the allocator’s offer. However, there is an interesting difference to the static environment with static goals. In the first set of bars, corresponding to a zero-order theory of mind competitor, the negotiation score of the responder becomes higher for increasingly higher orders of theory of mind allocators. This may be caused by the ToM 0 competitor learning from the offers made by the allocator.

Figure 9 shows the increase in social welfare in the static environment with dynamic goals as a function of the theory of mind abilities of the allocator and the competitor. Irrespective of the theory of mind abilities of the competitor, the ability of the allocator to reason using first-order theory of mind greatly improves social welfare. The presence of theory of mind agents has a stronger effect in the static environment with dynamic goals than in the static environment with static goals. The presence of a ToM 2 allocator increases social welfare even further while reasoning using even higher orders of theory mind does not appear to increase social welfare any further. However, note that the social welfare achieved in the static environment with dynamic goals is fairly low. None of the bars in Fig. 9 reach a social welfare of 50, while the social welfare scores in the static environment with static goals depicted in Fig. 6 are all above 50.

In summary, as expected, theory of mind reasoning is more beneficial in the static environment with dynamic goals than it is in the static environment with static goals. Although the capabilities of the ToM 0 agent are the same across the two environments, added unpredictability in the environment decreases the ability of ToM 0 agents to learn what offer to make. As a result, the competitive advantage afforded by first-order theory of mind is greatly increased in this setting.
5.3 Dynamic environment with dynamic goals

In the dynamic environment with dynamic goals, agents played each game on a new randomly generated board with new randomly generated sets of chips and goal locations for each agent. Recall that ToM agents form zero-order beliefs based on observable features in the environment, including the colors of each of the tiles on the board. Since there are \(5^{25}\) possible game boards (five possible colors for each of the 25 tiles on the board), ToM agent will not be able to learn the optimal response on any given game board in the 1000 training rounds. Indeed, Fig. 10 shows that ToM allocators obtain a negotiation score of zero (cf. extremely low bars for ToM allocators). Since they are unable to learn the responder’s behavior, their ‘offer’ to the responder assigns all available chips to the ToM allocator himself, and none to the responder. After all, agents choose the offer that maximizes their expected gain, and owning spare chips increases an agent’s score.

Unsurprisingly given this fact, the advantage of reasoning about the mental content of others is more beneficial in this setting than in the previous settings. In fact, the scaling of the vertical axis in Fig. 10 has been adjusted to accommodate the first group of bars. Where theory of mind reasoning would increase an allocator’s score by no more than 2 points on average in the static environment with static goals, a ToM agent competing with a ToM allocator obtains a negotiation score of 22.0 while the competitor obtains a negotiation score of 0, despite the fact that agents have exactly the same capabilities across environments.

Figure 10 shows additional advantages for second-order and third-order theory of mind reasoning. As in the environments discussed previously, fourth-order theory of mind reasoning does not appear to give a significant additional increase to the allocator’s score in the dynamic environment with dynamic goals.

The responder’s negotiation score in the dynamic environment with dynamic goals is depicted in Fig. 11. Note that this figure shows a pattern that is almost identical to the one observed in the static environment with dynamic goals (Fig. 8). In the dynamic environment, however, responders obtain a higher negotiation score than in the static environment with dynamic goals. The same effect can be seen in the results for social welfare (Fig. 12). Again, as in the previous environments, the presence of a first-order theory of mind agent significantly increases the responder’s negotiation score and social welfare. The presence of a second-order theory of mind agent increases the responder’s negotiation score and social welfare even further. As before, there does not appear to be a social welfare advantage for third-order theory of mind reasoning.

Summing up, the results in the dynamic environment with dynamic goals show the largest benefit for first-order theory of mind reasoning among the three environments we consider, which is mainly due to the inability of zero-order theory of mind agents to negotiate effectively in this environment. In addition, we find additional benefits for second-order and third-order theory of mind reasoning. The additional benefits for second-order theory of mind reasoning influence the negotiation score of both the allocator and the responder, while third-order reasoning only affects the score of the allocator.
6 Related work on models of theory of mind

In this paper, we describe a recursive approach to modeling theory of mind agents. However, our approach is not the only way to model theory of mind. In this section, we describe a number of methodologies similar to the one we have chosen here. A helpful, recent survey of agent models of theory of mind is provided by Albrecht and Stone [1].

Recursive and hierarchical approaches have been used to formally model the behavior of human participants [3, 11, 12, 15, 23, 37, 44, 47, 49, 50, 60, 61]. Level-\(k\) reasoning [15, 60], quantal response equilibria [47], cognitive hierarchies [11], and noisy introspection models [37] measure the level of sophistication of agents by the maximum number of steps of iterated reasoning the agent is capable of considering. Camerer et al. [11, 12] estimate the distribution of the level of sophistication used by human participants over a range of non-repeated one-shot games such as the \(p\)-beauty contest and the traveler’s dilemma, and find that cognitive hierarchies both fit behavioral data well and are consistent with verbal reports, response times, and visual fixations. Camerer et al. find an average of 1.5 steps of iterated reasoning, although Wright and Leyton-Brown [70] estimate the average level of strategic reasoning to be closer to 0.5 steps. Part of the participants were found to use more than two steps of iterated reasoning, which roughly corresponds to the use of second-order theory of mind. Typically, however, only few players were found to be well-described as higher-level agents [69, 70].

In contrast to the models described above, our theory of mind agents learn from the behavior of others and adjust their level of theory of mind reasoning accordingly, similar to models such as recursive opponent modeling [35, 36], I-POMDP [34, 52], networks of influence diagrams [29], dynamic level-\(k\) models [39], experience-weighted attraction [10], and Game Theory of Mind [71]. Similar to our approach, I-POMDP agents construct nested behavioral models, but cannot observe the level of sophistication of other agents directly. Instead, agents infer the order of theory of mind at which other agents reason by matching observed behavior of others to the behavior predicted by the application of theory of mind. A \(\text{ToM}_k\) agent can reason about other agents that make use of orders of theory of mind up to and including \((k - 1)\)st-order theory of mind. This means that when a \(\text{ToM}_4\) agent believes that his trading partner is a \(\text{ToM}_1\) agent, he may decide to behave as if he were a \(\text{ToM}_2\) agent. When agents mutually engage in modeling the order of theory of mind at which the other is reasoning, this may influence the effectiveness of higher orders of theory of mind. Through simulation, these effects are taken into account.

Our approach differs from previous work in that the behavior of our agents changes based on the observed behavior of others. Previous models of theory of mind typically assume that the most basic agent responds optimally under the assumption that other agents act according to a known non-strategic policy [11, 15, 37, 47, 49, 60, 71]. Instead, our zero-order theory of mind agents attempt to learn the optimal behavior through heuristics and associative learning, allowing the zero-order theory of mind agent to produce sophisticated policies (cf. [13]), since the exact behavior of a \(\text{ToM}_0\) agent therefore depends on the behavior of others. For example, a zero-order theory of mind allocator in Colored Trails can learn from the offers made by more sophisticated agents. This way, a zero-order theory of mind agent may learn to behave as if it were using theory of mind, without the need of actually engaging in theory of mind itself. That is, the zero-order theory of mind allocator appears to take the goal of the responder into account, even though he is unable to conceive of the idea that others have unobservable mental content such as a goal.
Note that the goal of our agent model is not to accurately describe the way humans make use of theory of mind through agent-based modeling tools such as PsychSim [57, 59]. Rather, our goal is to explain the evolution of higher-order theory of mind abilities by determining under what circumstances the use of this cognitively demanding ability presents individuals with advantages over individuals that rely on simple heuristics [31, 32, 41].

Previous agent-based modeling studies have attempted to explain why higher-order theory of mind may have evolved by investigating environments in which this ability is particularly beneficial to the individual. Such research has shown that the use of higher-order theory of mind can result in an advantage over opponents in competitive environments [16, 17, 26, 27, 51], in more efficient cooperation [16, 18, 71], and in stability in negotiation settings [19]. While this previous research shows that higher-order theory of mind reasoning is effective in certain settings, in our current work, we argue that the effectiveness of higher-order theory of mind reasoning is not specific to a setting, but is influenced by the unpredictability of the environment.

In contrast to the computational models discussed above, theory of mind can also be modeled using formal logic [22, 23, 67]. For example, Felli et al. [23] construct human-like theory of mind through formal logic which includes both stereotypical reasoning, in which the agent uses simple social rules to predict the behavior of others, as well as empathetic reasoning, in which an agent attributes its own reasoning process to others to determine what behaviors of others are plausible.

7 Conclusion

Experimental evidence suggests that people make use of higher-order theory of mind, while other animals do not appear to have this ability. Agent-based modeling research shows that in competitive settings [16, 17, 26], cooperative settings [16, 18, 71], as well as in mixed-motive settings [19], agents can benefit from higher-order theory of mind reasoning. However, while this shows that higher-order theory of mind can be beneficial in some settings, it does not explain why these settings foster theory of mind reasoning.

In the current work, we show that the unpredictability of the environment contributes to the evolutionary advantages of higher-order theory of mind reasoning. We have placed computational agents in a simulated one-shot negotiation setting to show that the ability to make use of theory of mind can indeed lead agents to negotiate more effectively, resulting in a higher average score for both the agent himself and his trading partner. By varying the predictability of the environment, we show that the benefit of theory of mind reasoning is more pronounced in environments that are more dynamic (i.e. have more observable features that vary each round).

We investigated a particular mixed-motive setting known as Colored Trails, a board game that has been used as a research test-bed to investigate decision-making in groups of people and computer agents across a range of situations (e.g. [20, 24, 30, 46, 53, 68]). In our setting, an allocator and his competitor simultaneously offer a trade to a responder, who in turn chooses whether or not to accept one of these offers. This setup is very similar to the one used by Ficici and Pfeffer [24], who show that humans make use of theory of mind in these negotiation games. We hypothesized that agents that are unable to make use of theory of mind reasoning would be more successful when repeated negotiation games
were played on the same game board than when every game was played on an new, unfamiliar game board.

Our results show that across the environments we considered, there is an advantage for first-order theory of mind reasoning. Furthermore, we find additional advantages for second-order and for third-order theory of mind reasoning, while fourth-order theory of mind reasoning does not appear to yield additional benefits. Interestingly, while the benefits of first-order and second-order theory of mind reasoning include a higher score for the reasoner himself as well as for his trading partner, third-order theory of mind reasoning only benefits the reasoner himself. That is, whereas first-order and second-order theory of mind help a reasoner to increase the size of the pie to share with a trading partner, the benefit of third-order theory of mind mainly consists of finding opportunities to share pie with a trading partner.

In addition, we find that as the environment becomes more unpredictable, agents incapable of theory of mind reasoning have more difficulties negotiating effectively, while theory of mind agents are unaffected. As a result, the benefits of theory of mind reasoning are more pronounced in unpredictable environments than they are in static environments, especially for first-order theory of mind reasoning. These results confirm that the diminishing returns to more complex opponent models observed by Ficici and Pfeffer [24] are not only due to limitations of human reasoning.

At first glance, the conclusion that complex reasoning strategies such as theory of mind may be especially beneficial in more complex environments may seem to contradict previous work that shows that heuristics are especially useful in complex environments (cf. [31, 32]). However, while theory of mind certainly is a complex reasoning strategy, it is also a heuristic in which the reasoner makes use of information that is not available in the environment to predict the behavior of others. That is, while theory of mind is not fast, it is a heuristic in the sense that it is frugal: it makes use of relatively little information to make a prediction (see also [5, 55]). Our results suggest that in complex environments, a mid-range heuristic such as theory of mind may outperform simpler heuristics.

Previous findings show that the effectiveness of higher-order theory of mind reasoning is typically less pronounced in cooperative settings than it is in competitive settings [16–18]. Our current results offer an explanation for this variation in the effectiveness of higher-order theory of mind reasoning across settings. In competitive games, players have an incentive to be unpredictable to opponents. That is, players in a competitive game aim to increase the unpredictability of the environments for their zero-order theory of mind competitors, which according to our current results benefits higher-order theory of mind reasoners. In cooperative settings, however, players have an incentive to be predictable for others. Players therefore aim to reduce the unpredictability of the environment in these settings, which would suggest that the effectiveness of higher-order theory of mind is diminished.

We previously performed agent-based simulations in an incomplete information Colored Trails environment [19] where two agents alternate in proposing a redistribution of chips until either an offer is accepted or one of the agents withdraws from negotiation. In contrast to our current findings in repeated single-shot negotiation among three agents, increasingly higher orders of theory of mind reasoning did not lead to higher negotiation scores in this alternating offers setting. Our current results suggest that this is at least partially due to the negotiation setting. When agents alternate in making offers on the same board (i.e. a static environment), agents have more opportunity to learn the optimal offer to make. Our results suggest that this benefits zero-order theory of mind agents, and decreases the potential benefit of theory of mind reasoning.
Agent-based modeling is typically performed using agents that rely on fixed strategies that are computationally inexpensive. Simulations with more complex reasoning strategies can provide additional insights (see, for example, also [65]), and are necessary to allow for human-agent teamwork [21, 42]. Our results show how agent-based modeling with agents that make use of complex reasoning strategies such as theory of mind can provide new insights into the benefits of those reasoning strategies. These agents may even be used to train people in the application of their theory of mind and negotiation skills ([19]). In future work, we aim to determine whether training people by having them negotiate with artificial agents in the Colored Trails setting improves their negotiation skills in more concrete settings such as negotiating the details of a smoking ban or negotiations between representatives of universities and student unions.
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