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Abstract—Mobile Ad-Hoc Networks (MANETs) are characterized as decentralized control networks. The mobile nodes route and forward data based on their routing information without the need for routing devices. In this type of networks, nodes move in an unstructured environment where some nodes are still fixed, others are moving in a constant velocity, and others move with diverse velocities; and thus, they need special protocols to keep track of network changes and velocity changes among the nodes. Destination Sequenced Distance-Vector (DSDV) routing protocol is one of the most popular proactive routing protocols for wireless networks. This protocol has a good performance in general, but with high speed nodes and congested networks its performance degrades quickly.

In this paper we propose an extension to the DSDV (we call it Diverse-Velocity DSDV) to address this problem. The main idea is to modify the protocol to include node speed, determine update intervals and the duration of setting time. To evaluate the performance of the new protocol, we have carried a number of simulation scenarios using the Network Simulator tool (NS-3) and measured relevant parameters such as: packet delivery ratio, throughput, end-to-end delay, and routing overhead. We have compared our results with the original DSDV and some of its new variants. The new protocol has demonstrated a noticeable improvement of performance in all scenarios, and the measured performance metrics outperform the others except the average delay where the performance of the new protocol was modest.
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1 Introduction

Mobile Ad-hoc Networks (MANETs) are special types of Wireless Sensor Networks (WSNs) where the nodes (computers, laptops, smart phones, etc.) are connected without a predetermined infrastructure. The topology and routing information keep changing frequently. This means that there is no need to use dedicated routers or access points to connect any two nodes; a node can act as a router to forward traffic to other nodes. All nodes are working collaboratively in a distributed fashion to keep the network alive. Normally, nodes belonging to this type of network have a small
memory and limited battery capacity. Furthermore, links between nodes are wireless making them subjected to path disconnections and frequent packet losses. The mobility nature of the nodes makes it difficult to build routing information in a coherent way. MANETs are currently being deployed in many disciplines. For example, in the military arena they can be used to exchange information between the vehicles, soldiers and headquarters. On a more personal level, MANETs can simplify the interconnection between lightweight devices such as laptops, smartphones, and tablets. They can also be helpful in disaster situations when the network infrastructure is subjected to sudden and catastrophic damages that might affect the stability and lifetime of the network. MANETs face several challenges such as: transmission range is very limited; security issues due to the wireless environments; the power and processing resources are very limited. Furthermore, the mobility nature of a MANET makes its topology highly dynamic which leads to an increase the packets’ loss and route changes.

Many networking protocols were proposed to deal with these challenges. Routing protocols are special algorithms and mechanisms used by wireless devices to find the best path (route) for forwarding data between two (or more) nodes. Many of them were proposed in the literature, and enhanced versions continue to appear. Efficient routing protocols usually try to optimize several performance metrics such as: control overhead, bandwidth consumption), throughput, end-to-end delay, security, fault tolerance and energy efficiency. The proposed routing protocols usually focus on some of these performance aspects and ignore the others based on their target applications and usage purposes. There are different classifications for routing protocols suggested by the research community; one of these main classifications is the work done by [3]. In this work, the authors classified existing routing protocols into three many categories:

1. The proactive or table-driven routing protocols
2. The reactive or on-demand routing protocols
3. The hybrid protocols which merge concepts from both the proactive and reactive methods

In the proactive routing method, every node maintains one or more routing tables, these tables contain routing information about all the nodes within the network. These protocols update the table(s) periodically which might lead to increasing network overhead, bandwidth and power consumptions, but it minimizes the end-to-end delay and keeps the routing information up to date. Examples of such category of protocols are Optimized Link State Routing Protocol (OLSR) [17], Destination Sequenced Distance Vector (DSDV [4], and Wireless Routing Protocol (WRP) [19]. In the reactive routing method, the node’s routing information will not be maintained frequently or periodically. If a node needs to communicate with another node, it will first send a request (broadcast) to the whole network, every node will pass the request until it reaches the destination node. Next, the destination node will reply using the same path which was used for the request message. In this case, the source node will not have the routing information until it receives the reply message. This process increases the end-to-end delay, but it saves both the bandwidth and power consumption. Examples
of this category are: AODV Ad Hoc On-demand Distance Vector (AODV) [5] and DSR Dynamic Source Routing (DSR) [7], among others.

Finally, the hybrid routing protocols were built to use concepts from methods to get the maximum performance. These protocols will maintain a routing table for nodes within some ranges and will send routing requests for the nodes located outside this specified range. Examples of this routing method are: ZRP Zone Routing Protocol (ZRP) [29] and Order One Routing Protocol (TORA) [26], among others. We implemented several simulation scenarios using NS3 simulator and compared the results of the new protocol protocols with four other routing protocols which have provided an improvement to the DSDV protocol and relevant to our protocol. The names of these protocols are: DSDV, I-DSDV, E-DSDV and the Optimized DSDV routing protocols (O-DSDV). The comparative study was done based on four performance metrics: packets delivery ratio, throughput, End-to-End delay and routing overhead.

2 Related Work

In this section, we present a brief description of several protocols that have been proposed by the research community, and mainly we focus on the DSDV and its variants since these are relevant to the work suggested in this paper. They are: the generic DSDV, I-DSDV, E-DSDV and the Optimized DSDV. In the following subsections we give a brief overview of these protocols.

2.1 Destination sequenced distance vector

DSDV routing protocol [4] is an Ad-Hoc network proactive loop free distance routing protocol. In this protocol, the nodes periodically broadcast packets with routing information about themselves. These packets contain fields such as: destination, hop-count, and sequence number, among others. The neighbors receive these messages and update their routing tables accordingly. In this case, the updates will be added to the routing table in certain situations, e.g., when there is no routing information about the destination in the routing table, or the updated message has a higher sequence number, or it has the same sequence number but with a shorter path (smaller hop count). New updates in the routing table will be immediately broadcasted after increasing the metric parameter in the records by one. The routing information in the routing table will periodically be rebroadcasted as well. Fig 1 illustrates the broadcasting mechanism used by this protocol.
Fig. 1. An example of a routing message exchange used by the DSDV routing protocol

The DSDV routing table mainly contains the following fields:

- **Next hop**: It mainly represents the first node (the closest node’s neighbor) to be visited to reach the destination.
- **Metric**: It is a measured value that represents the number of nodes which the data packet will visit before reaching the destination.
- **Sequence number**: It is a sequential number to distinguish old updates from new ones.
- **Settling time**: This metric represents the time that a node will wait before broadcasting the incoming updates (any update for the record will reset the timer).
- **Hold down time**: It is the time that a node will wait before considering the record is expired (i.e., broken connection).

2.2 **Efficient DSDV routing protocol E-DSDV**

E-DSDV [11] was presented as an extension to the DSDV. The main purpose of this protocol is to reduce network congestion. DSDV routing protocol is designed to choose the shortest path to reach any node within the network, but this principle does not apply to the E-DSDV protocol, which was mainly proposed to deliver routing data updates as quickly as possible, even if this is done by choosing non-optimal paths. The purpose of this mechanism is to avoid network bottlenecks by eliminating settling time that was used in the DSDV protocol to reduce oscillation and replacing it with a new mechanism. The nodes in this protocol always consider the updates only when they have higher sequence numbers. In case a node receives a route advertisement message with higher sequence number, it will advertise the message immediately. The node will discard the new route advertisement messages having the same sequence number or smaller hop-count.

This protocol does not give importance to the length of the path; yet it concentrates on paths that do not contain network congestion. The use of this protocol increases the end-to-end delay; i.e., passing data over longer paths increases the time required to move from source to destination. Improved DSDV Routing Protocol (I-DSDV) I-
DSDV [22] improves the packets’ delivery ratio of the DSDV in high mobility scenarios. A new field was added to the DSDV routing message. In some cases, routing tables contain broken links and these links are usually fixed when the data updates arrive from the source. This process takes time to be able to reuse the path. I-DSDV proposed a new approach to repair broken links without having to wait for the source. The new message has four fields: destination, type, hop-count and sequence number. Nodes with stale routes will send a routing message and will set the message type as INVALID. The neighbors of the sender will deal with this message as a route request. If these neighbors have a VALID route information with a better or an equal sequence number and smaller or equal hop-count, they will broadcast the VALID routing information. On the other hand, if the neighbors do not have a valid routing information, they will rebroadcast the received INVALID routing message in case they need this route. Otherwise, they will remove the route from their table only.

The repairing process of broken links in this protocol requires an effective link with the same length as the broken link or less. The existence of this condition reduced the possibility of using the available paths only because it is longer. In our point of view, it is better to use any available path – even if it is a bit longer than the optimal path – as a temporary solution until the next updates arrive.

2.3 Optimized DSDV routing protocol

O-DSDV [28] is a modified version of the DSDV, which was mainly presented as a new approach to reduce end-to-end delay, increase throughput, and maximize packet delivery ratio in VANETS’ applications. The authors analyzed the performance of the DSDV protocol and noticed that its performance is low, especially in high-traffic environments, and thus they made several modifications to suit these conditions; The O-DSDV suggests two modes, high velocity mode and low velocity mode. While the protocol will act like the original DSDV in low velocity modes, it reduces its update interval and sets its settling time equal to zero for the incoming updates in high velocity scenarios. When the speed of the node exceeds 25 m/s, the protocol gradually reduces the update period until the speed reaches 40 m/s. The update period is settled at a predefined low value. For settling time, it has two values one for high speeds and the other for low speeds. In this way, the received updates will be sent immediately, and the interval between nodes’ updates will be shorter in high mobility environments.

This approach enhanced the DSDV performance, but it does not behave well in highly diverse velocity environments. The neighbors of the high-speed node will not be informed about this node’s speed, and consequently, they will deal with the updates from such nodes as any other node. This will lead to delays when the updates advertise the high-speed nodes. Processing updates coming from high-speed nodes quickly is necessary because such updates lose their value quickly.
3 Proposed DSDV Extension

This section describes the new settings and changes that we have made on the DSDV protocol. We also include a discussion on the justification of making these modifications, our methodology to implement them and the assumptions that we have considered.

3.1 Assumptions

We assume that all nodes in the network are using this new protocol and are equipped with location and velocity determination devices like Global Positioning System (GPS). As the information received from these devices will be used for controlling several parameters in the DSDV such as periodic update time, hold-down time, and settling time.

3.2 Methodology

As previously mentioned, several techniques have been proposed to enhance DSDV’s stability. However, these mechanisms sometimes actually degraded the performance of the protocol, especially in the highly-diverse velocity environments. Therefore, in this work, we suggest a new approach that is specially designed to increase the performance of the DSDV algorithm in the high mobility environments. We followed the scientific methodology in which we propose the theoretical part first, and then validate it using simulations. Our methodology consists of five procedures:

- The nodes that receive routing information updates about their neighbors within the scope or two hops away, should advertise the received updates immediately without any delay.
- High speed nodes should gradually reduce the update intervals and settling time according to the speed.
- High speed nodes should inform other nodes about their speed mode to help them calculate “Settling” and “Hold Down” times.
- The nodes that detect a broken connection should try to recover it by sending a route request to the neighbors only.
- The nodes will prefer the routes through the lowest velocity nodes when they receive several route suggestions to a specific destination with the same hops-count.

In the DSDV internal operation, the goal of the “settling time” is to ensure that the node has the shortest path to every other node in the network. We found that the “settling time” should not be applied to all types of routes. For example, as illustrated in Fig 2, when node (A) receives a routing information about one of its neighbors, it will wait for the specified “settling time” before rebroadcasting it to the other neighbors. Although node (A) will wait for the specified “settling time”, it will not get a shorter path to these neighbors because it has the best path already. The shortest path in this
case is only between the node and itself. This is how we applied the first step in our methodology.

Fig. 2. Applying settling time to one-hop or two-hops neighbors will not guarantee a shorter route.

The second and third steps in our methodology will affect nodes with high velocity. The update period in the DSDV is fixed, and in most applications its value is fixed to 15 seconds. This time is considered very long in high diverse velocity situations. For example, Fig 3 illustrates a scenario where node M is moving in high velocity and the other nodes are either stationary or moving very slowly. An intermittent line represents M’s signal range. At some points, node M will send its update to all nodes through its neighbors (E and F, in this case), then it will leave the area and its neighbors will change few seconds later. The nodes in the network will lose the route to node M quickly, and node M will have to resend a new update after the update period expires. In our approach, we will take care of this problem by:

1. Forcing the update time to be variable
2. By making it proportional to the node’s velocity. The position of a high velocity node changes rapidly, and thus it sends its updates more frequently to its new neighbors, and remain connected with the rest of the network.

Fig. 3. Example of high mobility scenario.
To consider the node’s velocity in the DSDV calculations, we have modified the update time by including another parameter, i.e., the speed of the node. The new suggested formula of the update time is as follows:

\[ \text{Update time} = T_d \frac{V_n}{V_{\text{max}}} \times (T_d - T_{\text{min}}) \]  

(1)

Where:
- \( T_d \) represents the default update time.
- \( V_n \) represents the actual node velocity.
- \( V_{\text{max}} \) is the maximum node velocity.
- \( T_{\text{min}} \) is the least update time period.

In case the node’s velocity is very low, or if the node is stationary, then \( V_n = 0 \), and this means that the value of the update time equals \( T_d \) which is the default value in this case. Furthermore, when the velocity of the node is increased, the value of the update time will be decreased accordingly. To keep the update time above zero the lower limit to the \( T_{\text{min}} \) value has been added.

Back to Fig 3, when nodes E and F receive routing information update about node M, they will wait for the expiry of the “settling time” before resending this update to the other nodes. For every node which receives this update, it will apply the same policy which will lead to a considerable delay of these updates by the remote nodes. This type of delay can significantly affect the performance of DSDV protocol, especially when nodes move in high velocity. In Fig 4, the routing information of node M will reach node A after node M leaves the area, and its neighbor nodes are changed. Thus, we suggest that every node should inform every other node about its velocity. The nodes that receive the routing updates should set their own “settling” and “hold down” times based on the velocity of the source node. We suggest the following formula to calculate the adjusted “settling time”:

\[ \text{Settling time} = T_s - \frac{V_s \times T_s}{V_{\text{max}}} \]  

(2)

Where:
- \( T_s \) represents the default settling time
- \( V_s \) represents the velocity of the sender.
- \( V_{\text{max}} \) is the maximum velocity.

The above equation (Eq. 2) estimates the settling time as inversely proportional to the velocity of the source node. In this way, we can improve the availability of the routing information about high velocity nodes through the network for a shorter time. Furthermore, the velocity of the source nodes can be used for tuning the hold down time interval. We note that the routing information about the fast points will expire
early. The following equation is suggested to set the holding down timer for the received routing records:

\[ \text{HoldTime} = \frac{T_0 \times V^\alpha}{V_{\text{max}}} \times (\alpha - \gamma) \]  

(3)

Where \( \gamma \) is the minimum limit and \( \alpha \) is a constant value which has the default value of 3.

We can also use the added node’s velocity to optimally select the most stable paths. For example, as illustrated in Fig 5, node A has two paths to node D, and the two paths have the same hop-count. In this case, node A will use only one path to send data to node D. When node A receives routing information about node D through node C first, it will use this path to send data to node D. In this case, we argue that this node (which has two paths to the same destination and they both have the same hop-count) will select the neighbor with the slower velocity since it has more updated and correct entries.

\[ \text{Fig. 4.} \quad \text{An example of selecting a stable path among several ones.} \]

The last enhancement to be considered in this study is the ability to recover the broken connections. When a connection between two nodes is broken, this connection will not be recovered until receiving a new routing information, even though it is possible to recover this connection in a shorter time. For example, as illustrated in Fig 5 the connection between nodes A and D is broken because of node’s A movement, node A has two other paths to node D, but it will not know about these paths until node D sends its next periodic update. To overcome this situation, we suggest a new mechanism to send a recovery request to other neighbors to keep the link between the two nodes alive if possible. Thus, in Fig 6 node A will send requests to both nodes B
and C. In case node B or C has a connection to node D it will reply to the request otherwise it will do nothing.

Fig. 5. An example of recovering a broken connection.

To consider all these modifications, we have modified the generic DSDV message header format by including two new parameters: node speed and message type. The node’s speed parameter will register the node’s current velocity, and the message type parameter which will identify the message type (normal update or recover connection request). Both parameters will be added by the source node in every message update.

It is worth noting (as illustrated in Fig 6) that the size of the header remains constant. After studying the generic DSDV header, we found that 4 Bytes (32 bits) have been allocated to the hop-count parameter which is considered extremely big when compared to the hop-count size of other routing protocols like the OLSR and AODV, where the hop-count size is 1 Byte in both of them. Therefore, we found a good opportunity to re-use half of the space allocated to the hop-count parameter in DSDV (16 bits) to serve us to achieve the goals of this work. In the new modification, we argue that 16 bits, which can represent more than 65000 hops should be more than enough for the hop-count counter. We use the remaining 16 bits to store the new parameters (speed and type) and thus we can expand the functionality and add new features without increasing the header size. The new header layout is shown in Fig 6.
As shown in Fig 6, the size of the new update message is still the same (12 Bytes) with two new parameters: type and speed. The type parameter can have two states: UPDATE or REQUEST. The same message will be used for sending updates or sending a route request. The second parameter (speed) will be used to inform other nodes about the current speed of the source node.

4 Performance Evaluation

In this section, we provide a description of the quantitative metrics that will be used to evaluate the performance of the new modifications. We mainly use the following four metrics:

- Packet Delivery Ratio (PDR): It is defined as the ratio of data packets delivered to the destinations to those generated by the Constant Bit Rate (CBR) sources.
- Throughput: It is the total number of bits that are successfully delivered to the destination in a given time period.
- End-to-End Delay: It is defined as the average time delay for data packets to reach from the source node to the destination node. This includes all possible delays that were caused by buffering, interface queuing and data retransmission.
- Normalized Routing Overhead: It is defined as the total number/size of routing packets transmitted per data packets.

We evaluated the extended version based on the Network Simulator tool (NS3) which is extensively used by the research community to evaluate routing protocols and their variants. NS3 is an enhanced version of NS2; It is an open source software and a discrete-event network simulator. It is implemented using C++ and its scripts also can be implemented using C++. It has also better performance and enhanced memory management when compared to NS2. The simulator also includes many tracing models which makes it easy to measure the modified protocol’s performance.
5 Simulation Results

We have built three different simulation scenarios to measure the performance of the modified version of the DSDV protocol and compare the results with four routing protocols considered in this study. The first scenario was built to measure the performance in diverse load environments. We repeated every experiment twelve times using different number of nodes. The second scenario was built to measure the performance in diverse velocity environments where every node has a different speed. The scenario was repeated multiple times with different pause time. The last scenario was carried out to compare the performance among the routing protocols based on different speed environments. All the nodes in this scenario have the same speed. The experiment was repeated several times with a new speed value for all nodes in each iteration. The simulation area in the three scenarios is fixed to 750m x 750m. The transmission range of each node is set to 250m. The duration of each scenario is fixed to 100s. Nodes mobility was based on random waypoint model. Table 1 summarizes these parameters along with their values.

Table 1. Simulation Parameters and their values.

| Parameter            | Value            |
|----------------------|------------------|
| Area                 | 750m x 750m      |
| Transmission range   | 250m             |
| Duration             | 100s             |
| Traffic sources      | CBR (512 bytes)  |
| Mobility Model       | Random waypoint  |
| Transport protocol   | UDP              |

The results of our study were split into three scenarios as follows:

5.1 Dense vs. Sparse mobile ad hoc networks

In this scenario, the number of nodes varied from 10 to 60 with an increment of 10 nodes per each experiment run. The pause time is initially set to zero and node’s speed is fixed at 30 m/s). The rest of the parameters remained unchanged and given values as described in Table 1. The simulation results of this experiment are shown in Fig 7 where Part (a) illustrates the effect of increasing the number of nodes on the Packet Delivery Ratio (PDR); Part (b) shows the effect of increasing the number of nodes on the network Throughput; Part (c) displays the relationship between increasing number of nodes and the average End- to-End delay; And finally, part (d) presents the relationship between increasing the number of nodes and the routing overhead.

Based on Fig 7 we conclude the following findings:

1. The new DSDV version has the same behavior as the other protocols, but it showed a noticeable improvement in terms of PDR.
2. The overall performance of the new modification is better in sparse networks compared to dense networks, whereas the difference in packets delivery ratio was about 10% when the number of nodes number was fixed to 30.

3. In terms of throughput, the new protocol outperforms the others in all cases, but the results were close to the others when there are very few or very high number of nodes.

4. The average End-to-End delay in the new protocol was not improved since the average delay was close to other protocols, but when the number of nodes was increased, the average delay was also increased significantly compared to the others.

5. The routing overhead analysis showed that the new protocol outperforms the others except for the protocol E-DSDV which showed a low level of routing overload.

In summary, the performance of all the protocols was better in the sparse networks than in the dense ones. The new protocol also showed a remarkable improvement in all the performance metrics except for the average delay which was close to the other protocols.

Fig. 7. Performance comparative charts, Part (a) Packet delivery ratio vs. number of nodes, Part (b) Throughput vs. number of nodes, Part (c) End to end delay vs. number of nodes, and Part (d) Routing overhead vs. number of nodes.
5.2 Continuous vs. Discrete mobility mobile ad hoc networks

In this scenario the pause time was varied from 0 to 100 seconds with an increment of 20 seconds by each run. All the nodes in this scenario are moving in a fixed speed (30 m/s). The nodes stop moving at several random locations for the specified pause time. When the pause time is set to zero, the nodes move without stopping. This scenario has a duration of 100s, which means that when the pause time was set to 100s, the nodes will stay in fixed places. The rest of the parameters are unchanged. The results are shown in Fig 8, where Part (a) illustrates the effect of increasing pause time on the (PDR); Part (b) shows the effect of increasing pause time on the network Throughput; Part (c) displays the relationship between increasing pause time and the average End-to-End delay; And finally, part (d) presents the relationship between increasing pause and the routing overhead.

![Figure 8](http://www.i-jim.org)

**Fig. 8.** Performance comparative charts, Part (a) Packet delivery ratio vs. pause time, Part (b) Throughput vs. pause time, Part(c) End to end delay vs. pause time, & Part (d) Routing overhead vs. pause time.
In this scenario, the nodes move in a continuous movement intercepted with random stops. Their duration is shown in the graph. Increased paused time intervals means greater stability of data transmission paths, which improves the performance of the routing protocols. Furthermore, the performance of all the protocols is improved with increasing the pause time’s period. The charts also show an increasing in the PDR, especially in the new modified version, where performance outperforms the others in all stages. The same applies to throughput as its value is directly proportional to the pause time interval, but it is noted that the performance of the protocol I-DSDV is approaching the performance of the new protocol with the increase of the pause time interval.

For the average End-to-End delay, it was almost constant regardless of using various paused time intervals for all protocols except for the E-DSDV protocol. For the new modified version, a high average delay was observed when the stopping periods were short. The performance is similar to the other protocols after increasing pause time interval. Routing overload is inversely proportional with increasing pause time, because data the lifetime of transmission paths become longer. Therefore, the routing overhead has decreased for all protocols with increasing the pause time interval. The new protocol showed a considerable improvement with increased pause time and was better than the others.

5.3 Low vs. High Mobility Networks

In this scenario the speed of nodes varied from 5 to 30 with an increment of 5 m/s. The scenario has 30 nodes in all cases. The pause time is zero for all nodes. The rest of the parameters are described in the Table 1. After applying this scenario, we got the results shown in Fig 9. The same analysis is also applied here, but in this case, we study the effect of varying node’s velocity on the four measured parameters.

As in the previous scenarios, the new protocol showed a significant improvement in the PDR compared to the others, and this enhancement clearly appears as the node’s speed gets higher. It is also noted from Fig 9 that the performance of the protocols in general was less than the new modified version when the movement included different pause time periods. For the delay rate, all protocols showed a noticeable increase, especially in continuous movement environments. The new protocol showed a higher average delay compared to the others. This can be explained by the fact that the new protocol fixes the broken links with other nodes even if they present longer paths, which increases the required data arrival time. For the routing overhead, it increased for all protocols. The new protocol showed better performance than the others except for E-DSDV protocol.
6 Conclusion and Future Work

ODSDV protocol is one of the most popular routing protocols in Ad hoc networks. It is extensively used by the research community with many variants proposed in the past and still appearing. In this paper, we propose a novel extend version of this protocol by modifying the messages header formats and its internal operations. One of these modifications is to add two new parameters to the message header, namely: node speed and message type; these two parameters had enabled us to fine-tune the measured update and settling time intervals which are considered crucial to the internal operations of this protocol. To study the effect of these modifications, we have implemented several scenarios: using variable number of nodes (Dense vs. Sparse network), using different pause time intervals (Continuous vs. Discrete Mobility Pat-
terms), and finally, testing the protocols using different values of nodes’ speeds (Low vs. High Mobility Networks).

The simulation results had shown that the new protocol can provide significant improvements in all scenarios. In terms of packet delivery ratio, the new protocol was the best in all cases. The new protocol outperforms the others regarding the throughput. However, it did not show any improvement in the average End-to-End delay due to the broken link repair mechanisms. Nevertheless, we think this issue is already compensated by the fact that the protocol can fix broken links (even with non-optimal paths) to keep the nodes connected and we believe this is a good compromise. Finally, as all proactive routing protocols considered in this study have demonstrated high routing overhead relative to the actual data that was transmitted, our protocol has actually reduced the overhead compared to these protocols.

As a future work, we intend to expand the proposed protocol by adding the node’s coordinates and its direction of movement. Obviously, this will increase the header size and thus increase the overhead of routing updates, but we believe that having this new information at hand will enable each node to take smarter decisions which can impact other performance metrics.
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