Assessing the accuracy of tailored coupled cluster methods corrected by electronic wave functions of polynomial cost.
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Abstract

Tailored coupled cluster theory represents a computationally inexpensive way to describe static and dynamical electron correlation effects. In this work, we scrutinize the performance of various tailored coupled cluster methods externally corrected by electronic wave functions of polynomial cost. Specifically, we focus on frozen-pair coupled-cluster (fpCC) methods, which are externally corrected by pair-coupled cluster doubles (pCCD), and coupled cluster theory tailored by matrix product state wave functions optimized by the density matrix renormalization group (DMRG) algorithm. As test system, we selected a set of various small- and medium-sized molecules containing diatomics (N₂, F₂, C₂, CN⁺, BN, BO⁺, and Cr₂) and molecules (ammonia, ethylene, cyclobutadiene, benzene) for which conventional single-reference coupled cluster singles and doubles (CCSD) is not able to produce accurate results for spectroscopic constants, potential energy surfaces, and barrier heights. Most importantly, DMRG-tailored and pCCD-tailored approaches yield similar errors in spectroscopic constants and potential energy surfaces compared to multireference and/or experimental reference data and generally outrank the conventional single-reference CCSD approach. Although fpCC methods provide a reliable description for the dissociation pathway of molecules featuring single and quadruple bonds, they fail in the description of triple or hextuple bond-breaking processes or avoided crossing regions.
Introduction

Conventional single-reference coupled cluster theory provides a robust and systematically improvable treatment of electron correlation effects. The wave function ansatz features an exponential cluster operator that ensures size-extensivity, while the straightforward truncation scheme of the cluster operator based on the excitation level yields an ordered hierarchy of approximations that converges toward the full configuration interaction limit. The coupled cluster model in its standard single-reference formulation is one of the most accurate tools in describing dynamical electron correlation but it fails when the electronic systems under study has multireference character. In such cases, the hierarchy of approximations breaks down and the truncation of the cluster operator provides incorrect approximations to the exact electronic wave function with unphysical coupling between cluster amplitudes.

One possible remedy dedicated to capture strong electron correlation effects are externally corrected or tailored coupled cluster methods. In this methodology, a subset of cluster amplitudes is extracted from an external model that guarantees the proper description of the multireference nature of the molecular system under study. Popular wave function approaches to except some external coupled cluster amplitudes include the multireference configuration interaction (MRCI) or complete active space self-consistent field (CASSCF) methods. However, these approaches are computationally infeasible for large molecules and force us to resign from black-box computational setups. As an alternative to conventional electronic structure methods, the density matrix renormalization group (DMRG) algorithm and various geminal-based approaches offer a computationally less complex way to model strongly-correlated electrons.

The DMRG algorithm represents a computationally efficient method to optimize matrix product state (MPS) wave functions. The evaluation of the electronic energy scales only polynomially with system size. Therefore, DMRG allows us to efficiently handle large active orbital spaces. Due to its favorable computational scaling, the DMRG algorithm found numerous applications to investigate strongly-correlated systems including transition metal or actinide-containing molecules. Although being computationally more efficient, DMRG still requires us to select active space orbitals. This can be done efficiently exploiting, for instance, tools based on quantum information theory, fractional occupancies of unrestricted natural orbitals, or high-spin-state unrestricted Hartre–Fock (UHF) natural orbitals.

In this work, we benchmark various coupled cluster singles and doubles models tailored by unconventional electronic structure approaches. Specifically, we focus on orbital-optimized pair coupled cluster doubles (pCCD) and DMRG wave functions. The optimization of these wave functions scales only polynomially with system size. Hence, these approaches provide an efficient way to capture strong electron correlation effects (within an active orbital space in the case of DMRG). Most importantly, both methods allow for an accurate description of static/nondynamic electron correlation effects and thus represent a promising choice for reference coupled cluster amplitudes in externally corrected coupled cluster methods. Furthermore, the quality of DMRG calculations is affected by the type of molecular orbitals used in the active orbital space. Recent studies report that local pair natural orbitals and domain-based local pair natural orbitals perform better than canonical RHF orbitals in DMRG-tCCSD. Here, we benchmark another type of orbitals of localized
nature, namely pCCD-optimized orbitals as they have not yet been combined with coupled cluster theory tailored by DMRG wave functions.

Furthermore, the optimal active orbital space used in DMRG calculations that are then employed in the tailored coupled cluster flavour can be chosen according to the selection protocol presented by some of us.\textsuperscript{21} This active space selection protocol provides accurate values for the correlation energy. In this work, however, we focus on a different approach. We aim at constructing a minimal but optimal active orbital space that captures the dominant part of static/nondynamic electron correlation using a one-step procedure exploiting tools based on quantum information theory. Such an active-space selection scheme will be beneficial for large-scale modelling or the accurate and efficient prediction of potential energy surfaces as it reduces the number of DMRG calculations to be performed on the daily basis. Besides, active orbital spaces can change along the reaction pathway. Thus, ensuring the same composition of active orbitals comprised in large active space calculation might be difficult to achieve along the reaction coordinate.

This work is organized as follows. In Section 2, we briefly review the main ideas of tailored-coupled-cluster methods, followed by the pCCD- and DMRG-tailored flavours. Computational details are presented in Section 3. We discuss the results and performance of these methods in Section 4. Finally, we conclude in section 5.

Tailored coupled cluster theory

The core of coupled cluster theory is the exponential parametrization of the wave function. Tailored coupled cluster approaches take advantage of this ansatz as the exponential form allows us to utilize the Baker-Campbell-Hausdorff (BCH) formula and to factorize any operator of the form $e^{\hat{T}} = e^{\hat{T}_a+\hat{T}_b}$ to $e^{\hat{T}_a}e^{\hat{T}_b}$ if and only if the operators $\hat{T}_a$ and $\hat{T}_b$ commute. Furthermore, the particular partitioning scheme of the cluster operator (here in $\hat{T}_a$ and $\hat{T}_b$) depends on the external model for strong correlation. The tailored coupled cluster wave function is thus expressed as

$$|\Phi_{\text{tCC}}\rangle = e^{\hat{T}}|\Phi_0\rangle = e^{\hat{T}_a}e^{\hat{T}_b}|\Phi_0\rangle,$$

where $|\Phi_0\rangle$ is a reference Slater determinant and $\hat{T}$ is the cluster operator that is partitioned into a sum of two cluster operators, $\hat{T}_a$ and $\hat{T}_b$. Note that we assume that $\hat{T}_a$ and $\hat{T}_b$ do commute. The cluster amplitudes of one part of the composite cluster operators $\hat{T}$, here say $\hat{T}_b$, are then derived from some external calculation that provides a proper treatment of strong correlation. With the $\hat{T}_b$ amplitudes being frozen, the remaining cluster amplitudes of $\hat{T}_a$ can be obtained using optimization algorithms that are analogous to single-reference coupled cluster methods. That is, the cluster amplitudes of $\hat{T}_a$ can be obtained using projection techniques, where the Schrödinger equation for this particular wave function ansatz reads

$$e^{-\hat{T}_b}e^{-\hat{T}_a}\hat{H}e^{\hat{T}_a}e^{\hat{T}_b}|\Phi_0\rangle = E|\Phi_0\rangle.$$

In the above equation, the $\hat{T}_b$ amplitudes are kept fixed during the optimization. Thus, the projection manifold of the tailored coupled cluster wave function contains only the set of
determinants \{ \hat{T}_a | \Phi_0 \} \}.

### Frozen-pair coupled cluster theory

Frozen-pair coupled cluster theory originates from the idea of seniority-based coupled cluster approaches where the components that differ in the number of unpaired electrons are treated separately. The most significant part of the wave function is the seniority-zero sector, which includes only those amplitudes where the number of unpaired electrons is zero.\(^\text{(10)}\) The pCCD wave function is an example for such an ansatz. That is, the pCCD wave function is constructed from two-electron functions, also called geminals, using an exponential cluster operator of the form,

\[
| \Phi_{\text{pCCD}} \rangle = e^{\hat{T}_p} | \Phi_0 \rangle ,
\]

where the cluster operator \( \hat{T}_p \) contains only electron pair-excitations (geminals),

\[
\hat{T}_p = \sum_{i} \sum_{a} t_{ii}^{aa} a_a^+ a_{\bar{a}}^+ a_{\bar{a}} a_i
\]

with \( a_p \) (\( a_p^\dagger \)) and \( a_{\bar{p}} \) (\( a_{\bar{p}}^\dagger \)) being electron annihilation (creation) operators for \( \alpha \)- and \( \beta \)-spin electrons, respectively. If combined with an orbital optimization protocol, the pCCD method is size-consistent and provides a proper qualitative description of the (exact) electronic wave function for strongly-correlated electronic systems.\(^{37,39,40,42-44}\) However, energetics and other properties cannot be described precisely (for instance, satisfying chemical accuracy) by restricting the wave function to the seniority-zero sector alone. To reach quantitative accuracy, we need to go beyond the electron-pair approximation and to extend the electronic wave function by components that account for unpaired electrons, so-called broken-pairs.\(^{45,48,88-90}\)

Frozen-pair coupled cluster (fpCC) theory chooses the pCCD wave function as the fixed reference function.\(^{45}\) That is, the cluster operator \( \hat{T}_b \) in eq. (1) is equivalent to the electron-pair cluster operator of eq. (4) and the cluster amplitudes are thus divided to pair-amplitudes (\( \hat{T}_b \)) and non-pair amplitudes (\( \hat{T}_a \)). The fpCC ansatz therefore reads

\[
| \Phi_{\text{fpCC}} \rangle = e^{\hat{T}'_b} | \Phi_{\text{pCCD}} \rangle = e^{\hat{T}'_b} e^{\hat{T}_p} | \Phi_0 \rangle ,
\]

where \( \hat{T}'_b \) is a cluster operator that is restricted to contain electron excitations (singles, broken-pair doubles, etc.) beyond electron-pair excitations. In the fpCCD method, the cluster operator is defined as \( \hat{T}' = \hat{T}_2 - \hat{T}_p \), while for fpCCSD, the cluster operator includes also single excitations, \( \hat{T}' = \hat{T}_1 + \hat{T}_2 - \hat{T}_p \). The geminal amplitudes \( \{ c^{\alpha}_a \} \) account for strong electron correlation effects, while the remaining amplitudes introduce broken-pair components to complement the wave function.

The difficulties in coupled cluster theory arise from the non-linearity of the amplitude equations that have to be solved to obtain the cluster amplitudes. This technical obstacle can be bypassed by truncating/neglecting the non-linear terms in the BCH expansion. Although linearized coupled cluster (LCC) theory did not gain popularity due to its poor performance, the linearized version of pCCD-tailored coupled cluster approaches allows us to reach chemical accuracy for many challenging systems.\(^{48,52,90-92}\) Specifically, it has been
shown that the pCCD-tailored LCC method is an efficient and reliable alternative to conventional electronic structure methods for both ground- and excited states. The ansatz is given by

$$|\Phi_{\text{fpLCC}}\rangle \approx (1 + \hat{T}') |\Phi_{\text{pCCD}}\rangle = (1 + \hat{T}') e^{\hat{T}_{\text{p}}} |\Phi_0\rangle,$$

(6)

where $\hat{T}'$ is again some cluster operator that is restricted to contain non-pair electron excitations. The coupled cluster equations are linear with respect to non-pair amplitudes but the coupling between all pair- and non-pair amplitudes is included (in addition to all non-linear terms originating from the pCCD reference function). In this work, we use truncated coupled cluster models that include either only double excitations (fpLCCD) or single and double excitations (fpLCCSD).

The DMRG-tailored coupled cluster method

The DMRG algorithm provides qualitatively correct solutions within some active orbital space, while the wave function components that include external or inactive orbitals can be included a posteriori using, for example, DMRG-tailored CC approaches. In these externally corrected CC flavours, the matrix product state ansatz, which is optimized by the DMRG algorithm, is translated to a CI-type wave function with some specific reference determinant. Spin-dependent coupled cluster amplitudes can then be evaluated from the reconstructed CI coefficients using standard equations,

$$t_i^a = c_i^a / c_0,$$

(7)

$$t_{ij}^{ab} = c_{ij}^{ab} / c_0 - (c_i^a c_j^b - c_i^b c_j^a) / c_0^2,$$

(8)

where $c_0$ is the CI coefficient of the chosen reference determinant and the indices indicate spin orbitals. The spin-free amplitudes optimized by solving the spin-summed CC amplitude equations can be deduced from the spin-dependent ones as $t_i^A = t_i^A_a$ and $t_{ij}^{AB} = t_{ij}^{A_B}\beta$, where the spin degree of freedom is labeled as a subscript and capital letters indicate spatial orbitals. Within the DMRG-tCCSD formalism, the wave function is optimized in its split-amplitude form,

$$|\Phi_{\text{DMRG-tCCSD}}\rangle = e^{\hat{T}_{\text{CAS}}} e^{\hat{T}_{\text{ext}}} |\Phi_0\rangle,$$

(9)

where the $\hat{T}_{\text{CAS}}$ cluster operator includes amplitudes comprising excitations within the active space orbitals, while the operator $\hat{T}_{\text{ext}}$ incorporates all excitations beyond the active space. The $\hat{T}_{\text{CAS}}$ amplitudes are extracted from DMRG calculations and kept frozen during the optimization of the remaining amplitudes. That is, the $\hat{T}_{\text{ext}}$ amplitudes are obtained from the solution of the conventional CCSD equations where the $\hat{T}_{\text{CAS}}$ amplitudes are fixed. Preventing the relaxation of the $\hat{T}_{\text{CAS}}$ amplitudes allows us to capture strong electron correlation effects within the CCSD framework, while the relaxed $\hat{T}_{\text{ext}}$ amplitudes are optimized to supplement the wave function by the missing dynamical electron correlation effects.
Computational Details

Electronic structure calculations

All pCCD and (tailored) coupled cluster calculations (using the spin-summed equations) were performed in a developer version of the PyBEST software package. We used the aug-cc-pVDZ and aug-cc-pVTZ basis sets for the F atom, the cc-pCVDZ basis set for the benzene molecule, and Dunning’s cc-pVDZ and cc-pVTZ basis sets for all other atoms. For the N2 dimer, we performed additional calculations for the cc-pVQZ basis set. The depths of the potential energy well were obtained from a generalized Morse function fit. The vibrational frequencies and equilibrium bond lengths were calculated numerically from a polynomial fit of sixth order around the equilibrium distance, where we used $M_B = 11.0093 \, \text{u}$ for the B atom, $M_C = 12 \, \text{u}$ for the C atom, $M_N = 14.0031 \, \text{u}$ for the N atom, $M_O = 15.9949 \, \text{u}$ for the O atom, and $M_F = 18.9984 \, \text{u}$ for the F atom. The CCSD(T) and CCSDT calculations for ammonia, ethylene, and cyclobutadiene have been performed with the Molpro 2012.1.12 software package.

The spin-free DMRG calculations were performed using the Budapest QC-DMRG program. Two different sets of molecular orbitals were investigated, namely canonical restricted Hartree-Fock (RHF) orbitals and pCCD-optimized orbitals. Furthermore, we aimed at constructing small but chemically reasonable active orbital spaces as they allow us to maintain the same level of approximation for orbitals of similar weight and correlation strength. Specifically, it allows us to avoid errors driven by an unbalanced composition of the active space. The active space selection for RHF orbitals was based on quantum information measures obtained from $m = 64, 128$ DMRG calculations since DMRG calculations exploiting even small bond dimensions provide robust single-orbital entropies and orbital-pair mutual information profiles.

In all calculations involving active orbital spaces, we performed calculations with different values of the bond dimension $m$ to ensure that DMRG energy converged with respect to $m$, that is, we used $m = 32, 64, 128$ for all first-row atom dimers, $m = 128, 256, 512$ for Cr$_2$, ammonia, ethylene, and the benzene molecules, and $m = 256, 512, 1024$ for cyclobutadiene molecule. The DMRG energies of all first-row atom dimers, ammonia, and benzene were converged up to $\Delta E = 10^{-8}$ with respect to $m$, while for the Cr$_2$, ethylene and cyclobutadiene molecules the convergence threshold was relaxed to $\Delta E = 10^{-5}$ and $\Delta E = 10^{-4}$, respectively. The converged DMRG wave functions were first used to reconstruct the CI and then CC coefficients.

The active space of the N$_2$ and F$_2$ molecules consists of one $3\sigma_g$, two $\pi_u$, two $\pi_g$, and one $3\sigma_u$ orbital. In the case of the carbon dimer, the active orbital space was extended by the $2\sigma_g$ and $2\sigma_u$ orbitals as the single orbital entropy and orbital-pair mutual information in the pCCD-optimized orbital basis suggested that these orbitals might have non-negligible impact on the balanced description of electron correlation effects in the dissociation region. The orbital interactions are similar for the C$_2$ isoelectronic analogues — BN, BO$^+$, and CN$^+$ — and, therefore, their active orbital spaces were composed of two $\sigma$, two $\sigma^*$, two $\pi$, and two $\pi^*$ orbitals occupied by eight electrons. For the chromium dimer, we used all twelve valence orbitals (4s and 3d) following the recommendations of Refs. 20105.

We studied two active spaces in the case of the ammonia compound, which were selected
solely on the values of the single orbital entropies and the orbital-pair mutual information. Specifically, we looked for pronounced gaps in the single-orbital entropy and orbital-pair mutual information distributions to find reasonable cutoff values. This procedure resulted in a small CAS(6,6) containing orbitals with $s_i > 0.04$ and $I_{ij} > 0.07$, while a slightly bigger CAS(8,8) was derived from a decreased cutoff value of $s_i > 0.03$ and $I_{ij} > 0.01$. A similar active space selection protocol was used to obtain a CAS(12,12) for the ethylene molecule and a CAS(20,20) for the cyclobutadiene complex.

For benzene, the thresholds was tightened up ($I_{ij} > 0.1$) resulting in a CAS(6,6). The diagrams for the single-orbital entropy and orbital-pair mutual information of selected systems (molecules and bond lengths) are summarized in the Supporting Information (SI). The coupled cluster amplitudes were reconstructed from matrix product state wave functions using the method described by some of us. All tailored coupled cluster calculations were performed using the CC amplitude equations in the spin-summed form.

**Abbreviations of method names**

In all (conventional and tailored) coupled cluster calculations, we used two different reference wave functions and molecular orbitals: (a) canonical RHF and (b) (variationally) orbital-optimized pCCD. In this work, all coupled cluster methods were truncated at the doubles (CCD) and singles and doubles (CCSD) levels. Thus, CCD and CCSD represent the traditional coupled cluster methods with a canonical RHF reference function, while the abbreviations CCD and CCSD indicate that the reference determinant (and hence the molecular orbitals) of the orbital-optimized pCCD wave function was selected as the reference determinant in conventional, that is untailored, coupled cluster calculations. In these flavours, all cluster amplitudes are thus optimized and all information about the electron-pair amplitudes is lost. We should note that the linearized CC corrections with a pCCD reference function are labeled as fpLCCD and fpLCCSD, respectively, while they were originally introduced using the acronyms pCCD-LCCD and pCCD-LCCSD. All fpCC calculations, including the linearized variants, have been performed in the pCCD-optimized orbital basis only.
### Results

Table 1: Spectroscopic constants for the dissociation of homonuclear main-group diatomic molecules for different quantum chemistry methods and basis sets. Errors with respect to MRCI, FCIQMC, or DMRG are given in parentheses. The reference data has no error given in parentheses. The superscript $a$ denotes that calculations have been performed in the canonical RHF orbital basis, while the superscript $b$ stands for pCDD-optimized orbitals. The "*" denotes the lowest-lying singlet excited state.

| Method     | $r_e$ [Å] | $D_e$ [kcal mol$^{-1}$] | $\omega$ [cm$^{-1}$] | $r_e$ [Å] | $D_e$ [kcal mol$^{-1}$] | $\omega$ [cm$^{-1}$] |
|------------|-----------|-------------------------|----------------------|-----------|-------------------------|----------------------|
| Exp.       |           |                         |                      |           |                         |                      |
| $N_2$      | 0.112 (0.002) | 236.8 (3.66) | 16.1 (0.16) | 0.112 (0.002) | 236.8 (3.66) | 16.1 (0.16) |
| PCCD       | 1.111 (0.008) | 236.8 (3.66) | 16.1 (0.16) | 1.111 (0.008) | 236.8 (3.66) | 16.1 (0.16) |
| CCD$^b$    | 1.112 (0.008) | 236.8 (3.66) | 16.1 (0.16) | 1.112 (0.008) | 236.8 (3.66) | 16.1 (0.16) |
| fpLCCD     | 1.096 (0.005) | 236.8 (3.66) | 16.1 (0.16) | 1.096 (0.005) | 236.8 (3.66) | 16.1 (0.16) |
| fpLCCSD    | 1.118 (0.002) | 236.8 (3.66) | 16.1 (0.16) | 1.118 (0.002) | 236.8 (3.66) | 16.1 (0.16) |
| fpLCCD$^b$ | 1.118 (0.002) | 236.8 (3.66) | 16.1 (0.16) | 1.118 (0.002) | 236.8 (3.66) | 16.1 (0.16) |
| fpLCCSD$^b$| 1.118 (0.002) | 236.8 (3.66) | 16.1 (0.16) | 1.118 (0.002) | 236.8 (3.66) | 16.1 (0.16) |
| DMRG(6,6)-tCCSD$^b$ | 1.122 (0.002) | 236.8 (3.66) | 16.1 (0.16) | 1.122 (0.002) | 236.8 (3.66) | 16.1 (0.16) |
| MRCI       | 1.120 (0.000) | 236.8 (3.66) | 16.1 (0.16) | 1.120 (0.000) | 236.8 (3.66) | 16.1 (0.16) |

| C$_2$      |           |                         |                      |           |                         |                      |
| C$_2$D$^b$ | 1.263 (0.009) | 136.0 (9.2) | 1873 (62) | 1.263 (0.009) | 136.0 (9.2) | 1873 (62) |
| C$_2$D$^{a,b}$ | 1.263 (0.009) | 136.0 (9.2) | 1873 (62) | 1.263 (0.009) | 136.0 (9.2) | 1873 (62) |
| fpLCCD     | 1.264 (0.008) | 136.0 (9.2) | 1873 (62) | 1.264 (0.008) | 136.0 (9.2) | 1873 (62) |
| fpLCCSD    | 1.265 (0.008) | 136.0 (9.2) | 1873 (62) | 1.265 (0.008) | 136.0 (9.2) | 1873 (62) |
| dpLCCD     | 1.261 (0.012) | 136.0 (9.2) | 1873 (62) | 1.261 (0.012) | 136.0 (9.2) | 1873 (62) |
| fpLCCD$^b$ | 1.261 (0.012) | 136.0 (9.2) | 1873 (62) | 1.261 (0.012) | 136.0 (9.2) | 1873 (62) |
| fpLCCSD$^b$| 1.262 (0.010) | 136.0 (9.2) | 1873 (62) | 1.262 (0.010) | 136.0 (9.2) | 1873 (62) |
| DMRG(8,8)-tCCSD$^b$ | 1.265 (0.008) | 136.0 (9.2) | 1873 (62) | 1.265 (0.008) | 136.0 (9.2) | 1873 (62) |
| MRCI       | 1.251 (0.021) | 135.4 (8.6) | 1873 (62) | 1.251 (0.021) | 135.4 (8.6) | 1873 (62) |
| exp.       | 1.272 (0.001) | 135.4 (8.6) | 1873 (62) | 1.272 (0.001) | 135.4 (8.6) | 1873 (62) |

For more details, see the original reference.
Table 2: Spectroscopic constants for the dissociation of main-group heteronuclear diatomic molecules for different quantum chemistry methods and basis sets. Errors with respect to MRCI, MRCI+Q, FCIQMC, or experiment are given in parentheses. The superscript a denotes that calculations have been performed in the canonical RHF orbital basis, while the superscript b stands for pCCD-optimized orbitals. The “*” denotes the lowest-lying singlet excited state that could be optimized within pCCD.

|       | r_e [Å] | D_e [eV] | w_e [cm⁻¹] |       | r_e [Å] | D_e [eV] | w_e [cm⁻¹] |
|-------|---------|----------|-------------|-------|---------|----------|-------------|
|       | cc-pVDZ |          |             |       | cc-pVTZ |          |             |
| BO    | 1.199   | 0.027    | 114.8       | 3.2   | 1.186   | 0.030    | 126.5       | 0.05   | 1966       | -0.5   | 1828        |
| CCSD  | 1.205   | 0.021    | 119.6       | -1.6  | 1.191   | 0.025    | 130.6       | -4.6   | 1949       | -0.5   | 1656        |
| CCSD  | 1.198   | 0.028    | 108.5       | 9.6   | 1.184   | 0.031    | 122.8       | 3.2    | 2005       | -0.2   | 2213        |
| CCSD  | 1.205   | 0.021    | 111.5       | 6.6   | 1.191   | 0.025    | 124.3       | 1.7    | 1952       | -0.6   | 1688        |
| fpLCCD| 1.190   | 0.027    | 107.5       | 10.6  | 1.191   | 0.025    | 116.3       | 9.7    | 1942       | -0.5   | 1586        |
| fpLCCS| 1.232   | -0.006   | 120.5       | -2.5  | 1.224   | -0.002   | 124.0       | -0.6   | 1865       | -0.8   | 1884        |
| fpLCCD| 1.203   | 0.023    | 106.1       | 12.0  | 1.189   | 0.026    | 114.8       | 11.3   | 1958       | -1.7   | 1714        |
| fpLCCS| 1.205   | 0.021    | 107.0       | 11.0  | 1.192   | 0.019    | 114.4       | 11.6   | 1936       | -0.5   | 1524        |
| DMRC(8)-CCSD  | 1.230  | -0.004   | 130.8       | -12.8 | 1.218   | -0.002   | 141.7       | -15.7  | 1866       | -0.8   | 1884        |
| DMRC(8)-CCSD  | 1.188  | 0.038    | 102.0       | 16.0  | 1.166   | 0.049    | 93.3        | 32.7   | 1718       | -0.6   | 1714        |
| CASSCF | 1.211  | 0.016    | 133.7       | -15.7 | 1.205   | 0.011    | 118.5       | -12.4  | 1835       | -0.5   | 1524        |
| CASSCF | 1.225  | 0.001    | 118.6       | -0.5  | 1.241   | 0.001    | 126.7       | -0.7   | 1792       | -5     | 1792        |
| CASSCF | 1.226  |          | 118.0       |        |         |          | 126.0       |        | 1784       |        |             |

**Diatomic molecules**

As a first test case, we selected seven diatomic molecules containing only main-group elements (namely B, C, N, O, and F), which feature complex electronic structures driven by quasi-degenerate 2p orbitals. The dissociation process of these main-group dimers highlights the disparate interplay of nondynamic/static and dynamic electron correlation. Specifically, the
dissociation of the fluorine dimer, despite its single bond, cannot be reliably modeled with the gold standard of quantum chemistry, that is CCSD(T), as it produces an unphysical shape of the potential energy surface (PES). A similar outcome is observed for the CCSD model in the case of the nitrogen dimer. This molecule is known as one of the most challenging (diatomic) systems due to the triple bonding mechanism, which requires higher excitation operators in the theoretical model (as well as high angular momenta in the basis set) to reach spectroscopic accuracy. The PESs of the carbon dimer, cyano cation, and boron nitride feature electron configurations of energetic proximity and avoided crossing. We also included the carbon monoxide molecule and the boron monoxide cation in our test set, which are less affected by electron correlation effects. The spectroscopic constants obtained for our diatomic test set by various coupled-cluster models (and basis sets) are summarized in Tables 1 and 2.

For the F$_2$ molecule, coupled cluster methods with an RHF reference result in noticeably deeper potential energy wells. Specifically, CCD(RHF) considerably overestimates the dissociation energy $D_e$ with an error of 44.5 kcal/mol. The inclusion of single excitations only slightly improves $D_e$. Changing the reference determinant (and hence the molecular orbital basis) to the pCCD-optimized solution results in similar shapes of the PES as obtained in conventional CCSD calculations. Thus, switching to the pCCD reference determinant allows us to obtain CCSD accuracy by only solving the CCD equations. The DMRG-tailored and pCCD-tailored CCD and CCSD flavours substantial improve the accuracy of the predicted potential energy well depths and vibrational frequencies. While single-reference CCSD overestimates the potential energy well depth by 28–40 kcal/mol, this error drops down to 8–17 kcal/mol if the ansatz is tailored by multireference wave functions. Similar gain is observed for vibrational frequencies, where tailoring decreases the difference with respect to MRCI results below the basis set error threshold. The equilibrium bond lengths are estimated with the highest accuracy by the DMRG-tCCSD method in the pCCD-optimized orbital basis and differ from reference MRCI results by 0.007–0.015 Å, which is less than the difference between the MRCI result and the experimental value. DMRG-tCCSD in the RHF orbital basis provides similar results for correlation-consistent basis sets (cc-pVDZ, cc-pVTZ) but the errors increase when augmented basis sets (aug-cc-pVDZ, aug-cc-pVTZ) are used.

For the singlet ground-state N$_2$ molecule, all tested coupled cluster flavours achieve good accuracy in the near-equilibrium region and predict accurate bond lengths and vibrational frequencies. However, most coupled-cluster methods fail to accurately describe the region with a stretched N–N bond and the vicinity of dissociation. This also holds for pCCD-tailored coupled cluster methods, where the linearized models feature particularly large divergencies in the dissociation limit. This problem is cured by both DMRG-tCCSD models in the RHF and pCCD orbital basis, which are able to (indirectly) include triple excitations in the active space spanned by the 2p orbitals.

The carbon dimer, cyano cation, boron nitride, and boron monoxide cation are iso-electronic diatomic species where a balanced description of electron correlation effects is required to obtain accurate energetics and spectroscopic properties. The challenge in modelling their PESs arises from the near-degeneracies of the valence orbitals and the energetic proximity of electronic configurations. For example, the two lowest $1\Sigma_g^+$ states of C$_2$ are affected by an avoided crossing since the $|1\pi_u^4\rangle$ configuration is
favoured around the equilibrium bond length while the \( |3\sigma^2_1\pi_2^u\rangle \) configuration dominates in the ground state wave function in the dissociation limit. The CN\(^+\) and BN molecules exhibit an analogous bonding pattern to the carbon dimer\(^\text{117,118,133}\), while BO\(^+\) features a more single-reference character.\(^\text{118}\)

For the carbon dimer and cyano cation, we obtained two sets of pCCD-optimized orbitals corresponding to pCCD solutions dominated by either the \(|1\pi^4\rangle\) or \(|3\sigma^21\pi^2_u\rangle\) determinant. The latter causes symmetry breaking of the orbitals since the pCCD model does not describe two equivalent \(|3\sigma^2_1\pi^2_u\rangle\) determinants on an equal footing. The adiabatic excitation energies of these two states are presented in Table 3, while the PESs of the C\(_2\) molecule obtained with the two different sets of pCCD-optimized orbitals are presented in Figure 1. Only for DMRG-tCCSD, we were not able to optimize a different PES using the second set of pCCD orbitals as we obtained the same total energies for both orbital sets. Our results are consistent with DMRG(12,28)\(^\text{123}\) and FCIQMC\(^\text{122}\) reference data, but the PESs around the avoiding crossing region is not smooth in the case of fpCCD, fpCCSD, fpLCCD, and fpLCCSD.

The electron-pair cluster (geminal) amplitudes \( t_{ii}^{aa} \) of the C\(_2\) molecule obtained with DMRG-tCCSD, pCCD, and (conventional) CCSD are presented in Figure 3. The pair-
Table 3: Adiabatic excitation energies [eV] between the singlet ground- and first excited state of the C\(_2\) and CN\(^+\) molecules. The acronym in parentheses indicates the molecular orbital basis employed in calculations. The superscript \(b\) denotes that calculations have been performed in the pCCD-optimized orbital basis.

|          | C\(_2\)  |        | CN\(^+\) |        |
|----------|----------|--------|----------|--------|
|          | cc-pVDZ  | cc-pVTZ| cc-pVDZ  | cc-pVTZ|
| CCD\(b\) | 1.064    | 0.997  | 1.567    | 1.567  |
| CCSD\(b\)| 1.080    | 1.031  | 1.578    | 1.578  |
| fpLCCD   | 1.811    | 1.792  | 2.643    | 2.643  |
| fpLCCSD  | 1.819    | 1.774  | 2.669    | 2.669  |
| fpCCD    | 1.652    | 1.591  | 2.426    | 2.425  |
| fpCCSD   | 1.601    | 1.549  | 2.533    | 2.533  |
| DMRG(12,28)\(^{123}\) | 1.913  |

amplitudes for other diatomic molecules are presented in the SI.\(^{\$}\) For the near-equilibrium geometry, the largest cluster amplitudes (in absolute value) are found for the space spanned by six 2p-type orbitals. Two additional orbitals participate in the bond-breaking process. In the canonical RHF basis, the electron-pair amplitudes of the conventional CCD and CCSD model agree well with the DMRG-tCCSD reference amplitudes in the equilibrium region, but disagree in the vicinity of dissociation. For the pCCD-optimized orbital basis, the differences between pCCD and DMRG electron-pair amplitudes are small and rather of quantitative nature, while the general structure of the wave function is similar in both cases. The CCD and CCSD electron-pair amplitudes (in both the canonical RHF and pCCD orbital basis) tend to substantially differ from the pCCD and DMRG-tailored amplitudes, which is particularly pronounced for the BO\(^+\) molecule in the dissociation limit.

Figure 4 summarizes the dissociation path of the CO molecule obtained by various CC methods. Although the reference wave functions (RHF and pCCD) provide smooth Morse potential-shaped plots, fpLCCSD diverges in the region between 1.5–2.3 Å, while CCSD in the RHF orbital basis fails in predicting a smooth PES. Inspecting the nature and composition of the pCCD wave function, we observe that the pCCD solution becomes multireference for those bond lengths. When the C–O distance reaches 1.48 Å, the geminal coefficients for two dominant excited determinants are about −0.1. They gradually increase in absolute value when the molecule is stretched reaching values of −0.95 and −0.8 for a distance of 3.17 Å. The failure of fpLCCSD may be further attributed to the linearized nature of the coupled-cluster amplitude equations, which may feature divergencies and poles in their solutions.\(^{134}\)

Figure 2 and Table 4 show the mean errors including the standard deviation of the fitted spectroscopic constants (equilibrium distance, dissociation energy, and harmonic vibrational frequencies) for our test set of main-group diatomic molecules with respect to reference data. All studied coupled cluster methods, including CCD and CCSD with pCCD-optimized orbitals, tailored CCSD approaches with both RHF and pCCD-optimized orbitals, fpCCD, and fpCCSD, overestimate equilibrium bond lengths. In general, tailoring selected coupled-cluster amplitudes reduces the errors in all spectroscopic constants. DMRG-tCC is the
Figure 2: Mean errors with respect to accurate theoretical reference data (MRCISD+Q for BN, BO+, CN+, MRCl for C₂, CN+, N₂, F₂, and CCSD(T) for CO molecule) including the standard deviation (black lines) determined for all fitted spectroscopic constants for our test set of main-group diatomics (BN, BO+, C₂, CN+, N₂, F₂, CO). The superscript a denotes that calculations have been performed in the canonical RHF orbital basis, while the superscript b indicates pCCD-optimized orbitals. See also Table 4 for the definition of the corresponding error measures.

The most accurate method in predicting dissociation energies (in the cc-pVTZ basis), but lies in between fpCC and fpLCC quality for equilibrium distances and vibrational frequencies.
Table 4: Error measures determined for all fitted spectroscopic parameters (equilibrium bond lengths, potential energy well depths, and harmonic vibrational frequencies) of our test set containing main-group diatomics (BN, BO\(^+\), C\(_2\), CN\(^+\), CO, N\(_2\), F\(_2\), and CCSD(T) for the CO molecule). ME: mean error, MAE: mean absolute error, RMSD: root mean square deviation. The superscript \(a\) denotes that calculations have been performed in the canonical RHF orbital basis, while the superscript \(b\) indicates pCCD-optimized orbitals.

\[
\begin{array}{cccccccccc}
\delta r_e [\text{Å}] & \delta D_e [\text{kcal/mol}] & \delta \omega_e [\text{cm}^{-1}] \\
\hline
\text{cc-pVDZ} & \text{ME} & \text{MAE} & \text{RMSD} & \text{ME} & \text{MAE} & \text{RMSD} & \text{ME} & \text{MAE} & \text{RMSD} \\
\text{CCD}\(^b\) & -0.021 & 0.021 & 0.031 & 2.3 & 9.1 & 11.3 & 112 & 112 & 141 \\
\text{CCSD}\(^b\) & -0.021 & 0.021 & 0.030 & 11.8 & 14.0 & 19.3 & 130 & 130 & 159 \\
f\text{pLCCD} & -0.015 & 0.015 & 0.018 & 4.9 & 13.8 & 18.9 & 68 & 68 & 79 \\
f\text{pLCCSD} & -0.010 & 0.012 & 0.017 & 5.0 & 7.1 & 8.9 & 129 & 142 & 227 \\
f\text{pCCD} & -0.017 & 0.017 & 0.020 & -0.9 & 7.7 & 9.2 & 76 & 76 & 87 \\
f\text{pCCSD} & -0.015 & 0.015 & 0.018 & 1.8 & 7.4 & 9.3 & 92 & 92 & 107 \\
\text{DMRG-tCCSD}\(^a\) & -0.002 & 0.005 & 0.005 & 8.6 & 9.0 & 10.2 & 40 & 49 & 69 \\
\text{DMRG-tCCSD}\(^b\) & -0.007 & 0.010 & 0.016 & 2.5 & 11.2 & 12.5 & 11 & 40 & 50 \\
\hline
\text{cc-pVTZ} & \text{ME} & \text{MAE} & \text{RMSD} & \text{ME} & \text{MAE} & \text{RMSD} & \text{ME} & \text{MAE} & \text{RMSD} \\
\text{CCD}\(^b\) & -0.016 & 0.016 & 0.018 & 17.2 & 18.2 & 22.2 & 108 & 108 & 127 \\
\text{CCSD}\(^b\) & -0.017 & 0.017 & 0.018 & 18.1 & 18.7 & 22.8 & 112 & 112 & 118 \\
f\text{pLCCD} & -0.009 & 0.012 & 0.015 & 6.3 & 13.3 & 16.4 & 16 & 98 & 121 \\
f\text{pLCCSD} & 0.001 & 0.014 & 0.016 & 11.6 & 11.8 & 17.7 & 18 & 51 & 64 \\
f\text{pCCD} & -0.011 & 0.014 & 0.017 & 6. & 9.8 & 13.6 & 47 & 87 & 98 \\
f\text{pCCSD} & -0.013 & 0.016 & 0.019 & 9.3 & 13.2 & 15.7 & 64 & 95 & 112 \\
\text{DMRG-tCCSD}\(^a\) & -0.005 & 0.008 & 0.010 & 8.4 & 11.3 & 11.7 & 78 & 82 & 104 \\
\text{DMRG-tCCSD}\(^b\) & -0.011 & 0.017 & 0.024 & 2.9 & 13.8 & 17.1 & 40 & 68 & 85 \\
\end{array}
\]

\[
\text{ME (mean error)} = \frac{1}{N} \sum_{i=1}^{N} (x_i^{\text{method}} - x_i^{\text{reference}}) \\
\text{MAE (mean absolute error)} = \frac{1}{N} \sum_{i=1}^{N} |x_i^{\text{method}} - x_i^{\text{reference}}| \\
\text{RMSD (root mean square deviation)} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i^{\text{method}} - x_i^{\text{reference}})^2}
\]

Furthermore, pCCD orbitals are slightly better in the dissociation region and thus allow us to predict more precise \(D_e\) and \(\omega\) values. In general, DMRG-tCCSD(RHF) provides the smallest errors only for equilibrium bond lengths, while its performance strongly deteriorates for dissociation energies and harmonic vibrational frequencies. Moreover, the addition of single excitations in the fpCCD model does not improve the accuracy compared to fpCCD. Comparing the mean errors and mean absolute errors suggests that the error measures provided by tailored coupled cluster approaches are not as systematic as those obtained by single-reference coupled cluster theory, where equilibrium bond lengths are systematically too large and vibrational frequencies are systematically underestimated. Finally, our statistical analysis on the bond-breaking process of selected main-group diatomics suggest that the results of the linearized pCCD-tCC models are of similar quality as its non-linear version. However, pCCD-tailored wave functions (restricted to at most double excitations) are insufficient to accurately describe the dissociation pathway of molecules featuring a triple bond. As expected, the fpLCCSD method may, however, show unphysical features in the PESs like divergencies or poles. These divergencies can be cured by including non-linear terms in the CC amplitude equations resulting in the fpCCSD framework.

The dissociation pathway of the Cr\(_2\) dimer

The chromium dimer and its dissociation process are widely used as a benchmark problem in quantum chemistry primarily because its complicated electronic structure and formal hextu-
Figure 3: Electron-pair amplitudes represented as a matrix for the C$_2$ molecule obtained by CCD, CCSD, pCCD, and DMRG-tCCSD. The horizontal axis denotes occupied orbitals, while the vertical axis stands for virtual orbitals. The value of each amplitude is color-coded. The superscript $^a$ denotes that calculations have been performed in the canonical RHF orbital basis, while the superscript $^b$ indicates pCCD-optimized orbitals.

Figure 5 summarizes the PESs obtained with different flavours of conventional and tailored coupled-cluster theory. pCCD provides a smooth curve, albeit overestimating the equilibrium bond length ($r_e = 1.881$ Å). Note that pCCD does not converge for bond lengths $r_{Cr-Cr} > 2.5$ Å. CCD$^b$ and CCSD$^b$ yield potential energy curves with too short bond lengths ($r_e = 1.533$ Å) and too large slopes. fpCCD reproduces the proper shape of the PES around the equilibrium and predicts a bond length of 1.641 Å, which is closest to the experimental value of 1.6788 Å. However, pCCD, and thus, pCCD-tailored CC theory fails in the description of the dissociation path and dissociation limit. We should note that we encountered...
convergence problems for stretched Cr–Cr distances in all frozen-pair coupled-cluster calculations, while the linearized pCCD-tailored coupled cluster flavours (both fpLCCD and fpLCCSD) fail due to divergencies near the equilibrium. Thus, those points are not shown in Figure 5. DMRG(12,12) calculations in the RHF orbital basis do not yield a bonded PES and diverge for \( r_{\text{Cr}−\text{Cr}} > 1.8 \) Å, while DMRG(12,12) in the pCCD orbital basis provides an unphysical PES similar to CASSCF(12,12).\(^{55,105,138}\) Note that the poor performance of minimal active space calculations for \( \text{Cr}_2 \), that is 12 electrons in 12 orbitals, is a well known problem in computational chemistry.\(^{55,105,136,138}\) All investigated DMRG-tailored coupled cluster methods perform well in the near-equilibrium region. However, for \( r_{\text{Cr}−\text{Cr}} > 1.9 \) Å, we observe overcorrelation in the RHF orbital basis, while for pCCD-optimized orbital the DMRG-tCCSD equations do not converge. Thus, DMRG-tCCSD exploiting the minimal active space in DMRG calculations cannot be used to model the dissociation of the sextuple bond of the chromium dimer. Further investigations are required to determine whether extending the active space can cure the problems related to overcorrelation, divergencies, and convergence difficulties in the CC amplitude equations.

**Umbrella inversion of ammonia**

Theoretical models have been struggling for many years to obtain spectroscopic accuracy for the six vibrational modes of the \( \text{NH}_3 \) molecule. The main reason for this struggle is an
Table 5: Computed spectroscopic constants of the chromium dimer for various coupled cluster methods and atomic basis sets. The superscript $a$ denotes that calculations have been performed in the canonical RHF orbital basis, while the superscript $b$ indicates pCCD-optimized orbitals.

| Method | $r_e$ [Å] | $\omega_e$ [cm$^{-1}$] | $r_e$ [Å] | $\omega_e$ [cm$^{-1}$] |
|--------|-----------|------------------------|-----------|------------------------|
| pCCD   | 1.884     | 264                    | 1.881     | 244                    |
| CCSD$^b$ | 1.542     | 950                    | 1.535     | 943                    |
| fpCCD  | 1.676     | 397                    | 1.637     | 425                    |
| fpCCSD | 1.651     | 525                    | 1.623     | 567                    |
| DMRG(12,12)-tCCSD$^a$ | 1.584 | 785                    | 1.576     | 790                    |
| DMRG(12,12)-tCCSD$^b$ | 1.626 | 635                    | 1.627     | 602                    |
| exp.   | 1.678$^{140}$ | 481$^{141}$             | 1.679$^{140}$ | 481$^{141}$ |

Figure 5: The potential energy curves of Cr$_2$ (cc-pVTZ basis set). The superscript $a$ denotes that calculations have been performed in the canonical RHF orbital basis, while the superscript $b$ stands for pCCD orbitals. Note that DMRG(12,12)$^b$ yields an unbound PES and is hence not shown here.

inversion mode that is characterized by a high amplitude but a low frequency. Since this system does not feature strong electron correlation and the energy converges fast with respect to the order of the cluster operator, single-reference coupled cluster methods are sufficient to approach spectroscopic accuracy.$^{112}$ To assess the performance of various tailored coupled cluster flavours, we modeled the path of the conversion of the ground-state equilibrium pyramidal-shaped molecule to the planar complex. Furthermore, the accuracy of tCC theory is benchmarked against theoretical results rather than experimental ones due to the non-monotonic behavior concerning the basis set for structural and spectroscopic properties.$^{113}$
Figure 6 shows the potential energy curves for the umbrella inversion of the NH$_3$ complex, while Table 6 presents the equilibrium angles, barrier heights, and non-parallelity errors. Both DMRG featuring a small active space and orbital-optimized pCCD (that is models capturing mostly static/nondynamic electron correlation) greatly overestimate the barrier height of the umbrella inversion process. Specifically, the small DMRG active space comprises six valence electrons distributed in six hybridized bonding and antibonding sp$^3$ orbitals. We also studied a CAS that was extended by two additional sp$^3$ orbitals that feature significant values of the single orbital entropy and orbital-pair mutual information. This overestimation originates from the fact that pCCD, DMRG(6,6), and DMRG(8,8) are insufficient to capture dynamical electron correlation effects. Note that the shape of the PES obtained by DMRG(8,8)$^b$ at $\alpha = 90^\circ$ features an unphysical shape and diverges. Thus, the corresponding value for $D_e$ is not shown in Table 6. For DMRG-tCCSD, we observe that augmenting the active space deteriorates the accuracy of the results compared to CCSDT reference energies. Nonetheless, a large fraction of the missing dynamical correlation energy can be recovered by various tailored coupled cluster flavours. Most importantly, the differences in the shape of the PESs, the equilibrium angles, and the barrier height are small with respect to CCSDT reference data for all investigated tailored CC approaches and lie within chemical accuracy as long as dynamical correlation effects have been accounted for in the theoretical model.
Table 6: Equilibrium angles and barrier heights for the umbrella inversion of NH$_3$. The difference with respect to CCSDT results is given in parentheses. The superscript $a$ denotes that calculations have been performed in the canonical RHF orbital basis, while the superscript $b$ indicates pCCD-optimized orbitals.

| Method         | cc-pVDZ $\alpha_\mathrm{e}$ | cc-pVTZ $\alpha_\mathrm{e}$ | NPE$^a$ [local] | cc-pVDZ $\alpha_\mathrm{e}$ | cc-pVTZ $\alpha_\mathrm{e}$ | NPE$^a$ [local] |
|----------------|-------------------------------|-------------------------------|-----------------|-------------------------------|-------------------------------|-----------------|
| RHF            | 67.1 (1.1) 7.9 (-0.7) 1.9     | 68.1 (1.0) 6.4 (-0.4) 1.7     |                 |                               |                               |                 |
| CCD            | 66.1 (0.2) 8.4 (-0.2) 0.4     | 67.4 (0.4) 6.5 (-0.4) 0.9     |                 |                               |                               |                 |
| CCSD           | 66.1 (0.2) 8.4 (-0.2) 0.4     | 67.4 (0.4) 6.5 (-0.4) 0.9     |                 |                               |                               |                 |
| CCSD(T)        | 65.9 (0.0) 8.6 (0.0) 0.0      | 67.1 (0.0) 6.9 (0.0) 0.0      |                 |                               |                               |                 |
| CCSDT          | 65.9 (0.0) 8.6 (0.0) 0.0      | 67.1 (0.0) 6.9 (0.0) 0.0      |                 |                               |                               |                 |
| pCCD           | 66.7 (0.8) 10.0 (1.4) 1.6     | 67.9 (0.8) 8.9 (2.0) 2.1      |                 |                               |                               |                 |
| fpCCD          | 66.5 (0.6) 8.6 (0.0) 0.5      | 67.6 (0.5) 6.6 (-0.3) 1.3     |                 |                               |                               |                 |
| fpCCSD         | 66.3 (0.3) 8.8 (0.2) 0.6      | 67.5 (0.4) 6.9 (0.0) 0.9      |                 |                               |                               |                 |
| fpLCCD         | 66.3 (0.4) 8.6 (0.0) 0.7      | 67.6 (0.5) 6.5 (-0.3) 1.2     |                 |                               |                               |                 |
| fpLCCSD        | 66.2 (0.3) 8.8 (0.2) 0.5      | 67.4 (0.3) 6.9 (0.1) 0.7      |                 |                               |                               |                 |
| DMRG(6,6)$^a$  | 68.1 (2.2) 8.7 (0.1) 2.2      | 66.8 (-0.3) 6.8 (0.0) 1.1     |                 |                               |                               |                 |
| DMRG(6,6)+tCCSD$^a$ | 67.2 (1.3) 8.4 (-0.2) 0.3  | 67.2 (0.1) 6.6 (-0.3) 0.7     |                 |                               |                               |                 |
| DMRG(6,6)$^b$  | 65.8 (-0.1) 10.9 (2.2) 0.6    | 65.7 (-1.4) 9.0 (-2.2) 2.3    |                 |                               |                               |                 |
| DMRG(8,8)$^b$  | 65.8 (-0.1) 8.5 (-0.1) 0.2    | 66.1 (-1.0) 6.4 (-0.5) 0.8    |                 |                               |                               |                 |
| DMRG(8,8)$^a$  | 65.4 (-0.6) 9.7 (1.0) 1.0     | 67.2 (0.1) 7.2 (0.4) 0.6      |                 |                               |                               |                 |
| DMRG(8,8)+tCCSD$^a$ | 65.4 (-0.5) 8.7 (0.0) 0.0  | 67.1 (0.0) 6.6 (-0.3) 0.6     |                 |                               |                               |                 |
| DMRG(8,8)$^b$  | 65.5 (0.5) - (-) 2.5          | 68.0 (0.9) - (-) 2.8          |                 |                               |                               |                 |
| DMRG(8,8)+tCCSD$^b$ | 65.6 (-0.3) 8.4 (-0.2) 0.4  | 67.4 (0.3) 6.1 (-0.8) 1.4     |                 |                               |                               |                 |

$^a$ NPE (non-parallelity error) = $\max_{\alpha}(|\Delta E_{\alpha}|) - \min_{\alpha}(|\Delta E_{\alpha}|)$ and $\Delta E_{\alpha} = E_{\alpha}^{CC} - E_{\alpha}^{CCSDT}$

Ethylene twist

By twisting the dihedral angle in the ethylene molecule, we can scrutinize the flexibility of various tCC models to describe varying degrees of strong and weak electron correlation effects. The ground state molecule in its equilibrium geometry features D$_{2h}$ symmetry and its electronic wave function is dominated by a single Slater determinant. The orbital interaction picture changes when one CH$_2$ group is rotated by ninety degrees and the molecular point group is hence reduced to D$_{2d}$ symmetry. For this twisted geometry, the $\pi$ and $\pi^*$ orbitals become degenerate and multi-reference approaches are required to capture static/non-dynamical electron correlation effects.

Figure 7 shows the potential energy curves of the ethylene torsion for various electronic structure methods. Specifically, RHF as well as single-reference CCD and CCSD (with canonical RHF orbitals) feature an unphysical cusp in the PES for a dihedral angle of 90°. This cusp is a common problem encountered in the transition state when RHF orbitals are used together with some post-HF treatment that is not sufficiently accurate to account for (static/nondynamic and dynamic) electron correlation effects in a balanced way. A smooth potential energy curve can be obtained either with the inclusion of triple excitations, complete active space calculations containing at least two electrons and two orbitals in the active space, or with pCCD-tailored coupled cluster approaches. Although being limited to pair excitations, the pCCD model correctly predicts that both configurations with (occupied) $\pi$ and $\pi^*$ orbitals are degenerate. Therefore, the orbital-optimized pCCD model is sufficient to provide a smooth reaction pathway, that is, without a cusp. A qualitatively correct PES is also provided by DMRG(12,12) calculations for both a canonical RHF and orbital-optimized pCCD molecular orbital basis. In general, all tCC flavours improve the shape of the PES and the barrier height for the twist without introducing unphysical effects as observed in...
Figure 7: Potential energy surfaces for the ethylene twist (cc-pVTZ basis set) obtained by various coupled cluster methods. The superscript $a$ denotes that calculations have been performed in the canonical RHF orbital basis, while the superscript $b$ stands for pCCD orbitals.

Automerization of cyclobutadiene

The cyclobutadiene molecule features a significant multi-reference character even in its equilibrium rectangle-shaped geometry. The self-automerization of cyclobutadiene is a process where the carbon atoms are rearranged so that the final geometry is similar to the initial geometry, albeit rotated by 90°. During the self-automerization process, cyclobutadiene passes through a transition state where all C–C bonds have equal lengths and the HOMO and LUMO orbitals are exactly degenerate. For the square geometry, the symmetry breaking of the RHF wave function affects post-HF treatments. Specifically, single-reference coupled cluster methods tend to underestimate the weight of one of the two equivalent $|\pi_1\pi_1^*\rangle$ determinants associated with the C–C double bonds. Previous works demonstrate that multireference approaches, like state-specific MRCCSD, outperform the so-called “gold standard” of quantum chemistry CCSD(T). The selection of the reference wave function is, however, crucial since increasing the size of the active orbital space can exacerbate the quality of the results.

Table 7 summarizes the automerization barrier heights obtained from various conventional and unconventional electronic structure methods. The considerable difference in the barrier heights predicted by a perturbative treatment of triple excitations in CCSD(T) compared to full-T calculations indicates that triple excitations are important and a perturbative
treatment is not sufficient. Thus, in order to achieve reliable results using single-reference coupled cluster methods, triple excitations are to be included in the cluster operator. Although it remains difficult to assess whether the CCSDT results are already converged with respect to the truncation order of the cluster operator as the difference between CCSD, CCSD(T), and CCSDT energies are significant, CCSDT provides a reliable description of the automerization process yielding barrier heights that agree well with experimental results and MkCCSD reference calculations. In general, all tailored CC flavours restricted to at most double excitations overestimate the barrier height significantly, which lies up to 15 kcal/mol beyond the experimental range of 1.6–10 kcal/mol \cite{148,149} The best performance is observed for DMRG-tCCSD, which predicts a barrier height between CCSD(T) and CCSDT accuracy. Nonetheless, DMRG and DMRG-tCCSD feature a strong dependence on the choice of both the atomic basis set size and the molecular orbitals (differences amount to approximately 5–9 kcal/mol). The method- and basis-set-dependence is smallest for (localized) pCCD-optimized orbitals (less than 1 kcal/mol). Note that all pCCD-tCC methods provide similar barrier heights of approximately 23 kcal/mol.

Table 7: Barrier heights in kcal/mol for the automerization of cyclobutadiene obtained for various quantum chemistry methods and basis sets. The superscript $^a$ denotes that calculations have been performed in the canonical RHF orbital basis, while the superscript $^b$ stands for pCCD orbitals.

| Method                  | cc-pVDZ  | aug-cc-pVDZ |
|-------------------------|----------|-------------|
| RHF                     | 28.5     | 27.2        |
| CCSD$^a$                | 20.3     | 20.0        |
| CCSD(T)$^a$             | 15.4     | 15.7        |
| CCSDT$^a$               | 7.3      | 8.1         |
| pCCD                    | 23.8     | 23.1        |
| fpLCCD                  | 24.4     | 23.6        |
| fpLCCSD                 | 24.5     | 23.8        |
| fpCCD                   | 22.2     | 21.4        |
| fpCCSD                  | 22.4     | 21.6        |
| DMRG(20,20)$^a$         | 10.3     | 19.0        |
| DMRG(20,20)-tCCSD$^a$   | 11.1     | 14.9        |
| DMRG(20,20)$^b$         | 15.7     | 16.2        |
| DMRG(20,20)-tCCSD$^b$   | 16.8     | 17.2        |
| NEVPT2/CAS(20,16)$^{12}$| 41.2     | 41.2        |
| MkCCSD$^{150}$          | 7.8      |             |
| exp.$^{148}$            |          | 1.6 – 10    |

**Benzene distortion**

The equilibrium structure of the benzene molecule features $D_{6h}$ point group symmetry where all carbon–carbon bond lengths are equivalent. Some approximate wave function models (including orbital-optimized pCCD$^{12}$) tend to distort this symmetry and thus break aromaticity
due to the formation of three partial double bonds caused by the localization of the three $\pi$- and $\pi^*$-orbitals. Here, we will assess whether frozen-pair coupled cluster methods can restore the proper symmetry and hence aromaticity when imposed on top of the pCCD ansatz. For this purpose, we scrutinize the deformation pathway of benzene as depicted in Ref. [151] where the distortion is determined by the difference between the equilibrium and distorted angle defined through some carbon atom, the center of the molecule, and the neighboring C atom.

Figure 8 shows the PESs of the deformation process obtained from pCCD, pCCD-tLCC, pCCD-tCC, DMRG-tCC, and CCSD exploiting pCCD-optimized orbitals. Similar to conventional CCSD (with a canonical RHF reference), which does not break the symmetry of benzene, CCSD, frozen-pair linearized CC, and DMRG-tCCSD calculations performed on pCCD-optimized orbitals correctly predict the aromatic structure (D$_{6h}$ point group symmetry) as the minimum geometry. Although the DMRG(6,6) potential energy curves differ, we obtained almost exactly the same energies in DMRG(6,6)-tCCSD calculations exploiting both the pCCD and canonical RHF orbital basis. On the contrary, the fpCCD and fpCCSD methods anticipate the minimum energy to be associated with some slightly deformed molecular structure, thus breaking the aromaticity of benzene. Specifically, fpCCD and fpCCSD predict that the most stable molecular structure is distorted by approximately 0.2–0.3$^\circ$ and lies about 0.09–0.17 kcal/mol lower in energy than the D$_{6h}$ structure. Most importantly, the predicted symmetry breaking is reduced compared to the pure pCCD ansatz where the distortion angle reached 1.8$^\circ$ and the energy difference between the aromatic and distorted structures amount to 3.01 kcal/mol.
Conclusions

In this work, we scrutinized the performance of various coupled cluster methods tailored by pCCD and DMRG wave functions for various small- and medium-sized molecules (F₂, C₂, CN⁺, BN, BO⁺, CO, Cr₂, ammonia, ethylene, cyclobutadiene, and benzene) and analyzed the limitations of this computationally cheap and conceptually simple approaches. Specifically, all conventional and DMRG-tailored CC calculations were performed for two different molecular orbital basis sets and thus reference determinants: (i) delocalized canonical RHF orbitals and (ii) localized pCCD-optimized molecular orbitals. The active spaces in all DMRG calculations were further selected using a black-box orbital-selection protocol based on the single-orbital entropy and orbital-pair mutual information. If pCCD-optimized orbitals are chosen as molecular orbital basis in DMRG calculations, an entropy- and/or correlation-based active space can be furthermore straightforwardly and cheaply selected from the complete set of orbitals as these measures are readily available at the end of an orbital-optimized pCCD calculation. This feature greatly facilitates and speeds up DMRG calculations with respect to selecting proper active orbital spaces, DMRG convergence, and computational cost (that is, the maximum number of bond dimensions m required for energy convergence).

Tailored CC approaches noticeably improve the quality of spectroscopic properties, that is equilibrium bond lengths, harmonic vibrational frequencies, and dissociation energies, in comparison to their single-reference counterparts CCD and CCSD. Although restricting the cluster operator to at most double excitations is insufficient to reach the accuracy of the more expensive CCSDT, MRCC, or MRCI methods, the mean errors in spectroscopic constants can be reduced to 0.005 Å for bond lengths, 2.5 kcal/mol for dissociation energies, and 40 cm⁻¹ for harmonic vibrational frequencies. Thus, tailored coupled cluster theory constitutes a promising alternative to the conventional CCSD approach if the inclusion of triple and higher excitation operators is computationally too demanding. Furthermore, for F₂, C₂, CN⁺, BN, BO⁺, CO, ammonia, and ethylene, we obtained congruent coupled cluster electron-pair amplitudes and spectroscopic constants for both DMRG- and pCCD-tailored approached. This indicates that electron-pair amplitudes are qualitatively well described by the rather simple and cheap pCCD approach. Statistically, the performance of DMRG-tCCSD in predicting reliable spectroscopic constants lies between fpCCSD and its linearized version fpLCCSD, while fpCC(S)D and fpLCC(S)D typically provide results of similar accuracy (like relative energy differences and spectroscopic constants). The major drawback of linearized fpCC methods is that divergencies and poles can be encountered when solving the set of the (linearized) amplitude equations. These divergencies and poles disappear if non-linear terms are added in the amplitude equations thus resulting in fpCC-type methods. Finally, the matrix product state ansatz optimized by the DMRG algorithm is a more flexible reference wave function for externally-corrected CC methods than pCCD as it correctly describes the dissociation of the triple bond of the nitrogen dimer and does not break in the region of avoided crossings. The performance of DMRG-tCC is, however, dependent on the choice of the molecular orbital basis: while for some cases (like equilibrium bond lengths, automerization of cyclobutadiene, benzene distortion) delocalized canonical RHF orbitals yield results that agree better with reference data (both from experiment and multireference calculations), DMRG-tCC exploiting localized pCCD-optimized orbitals performs better for
others (like vibrational frequencies, dissociation energies, Cr\textsubscript{2}). However, none of the studied tailored CC methods was able to predict the correct barrier height for the automerization of cyclobutadiene or to reliably describe the complete potential energy surface of the chromium dimer. Most likely, full triple excitations are required to reach chemical accuracy for such challenging systems.
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