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Application of multiple analysis methods in optimising complex residual stress characterisation

S. Hossain¹,² • G. Zheng¹,³ • C.E. Truman¹ • D.J. Smith¹

Abstract  An accurate characterisation of residual stress plays an important role in the structural integrity assessment of an engineering component. Several techniques and tools are available for measuring and predicting residual stresses. For example, neutron diffraction (ND) and X-ray diffraction (XRD) are non-destructive techniques used for measuring through-thickness and surface residual stresses respectively, while the deep-hole drilling (DHD) and the incremental centre-hole drilling (ICHD) are semi-destructive techniques and measure through-thickness and sub-surface residual stress respectively. In most open literature, a more favoured method is traditionally used over others, with some degree of validation using finite element analysis (FEA) predictive tool. In this paper it will be shown that the different methods and tools available are not contradicting or more superior to the others, but rather, the use of more than one available technique complementary to each other can improve the quality and the confidence in the characterisation of the residual stress state in an engineering component. In particular, the accurate knowledge of the residual stress field for a safety critical component plays a vital role for subsequent structural integrity assessment.
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Introduction

Residual stresses can arise in engineering components in a number of different ways. Manufacturing process such as the heat treatment process to impart beneficial material properties is a common means of introducing residual stresses into the components. With further manipulation of components, e.g. manufacturing to final designed parts the residual stresses can redistribute in a non-linear and unpredictable manner. The stress redistribution can give rise to part distortions which may be too significant to ignore. Subsequent correction of these part distortions in aluminium alloys can cost aircraft industry in excess of millions of Euros per annum. In order to gain an understanding of the relationship between the stress redistribution during machining and the part distortion in the final machined parts, an accurate characterisation of the original residual stress distribution is a pre-requisite.

Several residual stress measurement techniques are available in open literature. Measurements of residual stresses may be carried out using non-destructive techniques such as the X-ray diffraction (XRD) and the neutron diffraction (ND) or using semi-destructive techniques such as the incremental centre-hole drilling (ICHD) and the deep-hole drilling (DHD) technique. The XRD and ICHD measurements are limited to the near surface whereas the ND and DHD can measure well into the depth of components. The ND technique is not readily available and is not portable. Although
achieve an optimum solution.

discussed with a view of optimising the several residual stress element analyses and measurement results. Finally, results are described in the next section followed by description of the finite element model grid shown in Fig. 1(b) is described in Section 3.

Ring Welded Specimen

The ring welded (RW) specimen consisted of a circular disc containing a recessed multi-pass ring-weld that introduced complex residual stresses of high intensity. Figure 2 shows the schematic and various steps in preparation of the ring welded specimen.

(a) An Esshete 1250 cylindrical bar of diameter 185 mm, thickness 52 mm shown in Fig. 2(a) was solution heat treated at 1080 °C for half hour followed by water quenching.

(b) Following water quenching the disc was machined to the final weld groove preparation dimension. As shown in Fig. 2(b), material was removed circumferentially from the disc to a final diameter of 160 mm. The disc was machined equally from both sides to a final circular disc with an overall thickness of 35 mm, and further machined to final weld preparation.

(c) Manual Metal Arc Welding (MMA) was adopted to fill the groove. Welding was carried out in the flat position, according to DIN EN ISO 6947 with the specimen supported, but not restrained. All seven weld passes were deposited in one direction but with different start/stop positions. Figure 2(c) shows the detail of the weld passes.

(d) Figure 3(d) shows the final dimension of the ring weld after welding and final machining. Due to excessive welding distortion, the outer edge of the recess was machined to a depth of 5 mm, while only 4 mm was machined from the inner edge of the recess. The weld was machined flat.

Figure 2(e) illustrating the finite element modelling is described in detail in Section 3.

Autogenously Welded Plate

Figure 3(a) shows the schematic of an autogenously welded stainless steel bead-on-plate with dimensions in mm. The finite element half models shown in Fig. 3(b) and (c) are described later in Section 3. The specimen was manufactured from an annealed heat treated AISI type 316 L stainless steel
block. The plate was of dimension $120 \times 180 \times 20 \text{ mm}^3$ and was solution heat treated to eliminate machining and fabrication residual after cutting and machining to ensure minimal residual stresses were present prior to the welding process. The welds were positioned at the centre of the plate width as shown Fig. 3(a). Welding was carried out using argon shrouded TIG arc. As autogenous welding was employed no filler material was used. Further detail of the welding can be found in [5]. The specimen was unrestrained during the welding process to allow any deformation to occur unhindered.

**Material Properties**

Table 1 provides the temperature dependent thermal properties [6] including specific heat capacity, thermal conductivity and density for 7449 aluminium alloy. Figure 4 shows the experimentally measured [6] temperature dependent thermal heat transfer coefficient. Also present is the measurement based average value. The temperature dependent mechanical properties including the Young’s modulus and the yield stress for 7449 aluminium alloy are shown in Fig. 5.

Table 2 provides the temperature dependent thermal and mechanical properties for 316 L stainless steel including the conductivity, specific heat capacity, thermal heat expansion and Young’s modulus [7, 8]. The temperature dependent yield (proof) stress for 316 L stainless steel is shown in Fig. 6.

Table 3 provides the temperature dependent thermal and mechanical properties of Esshete 1250 weld and parent stainless steel [9]. The density, conductivity, specific heat, heat transfer coefficient, thermal expansion, Young’s modulus, Poisson’s ratio, yield stress are all provided as a function of temperature. The physical and mechanical properties are respectively shown in Figs. 7 and 8.

**Finite Element Model**

**Quenching Model**

The initial residual stress state in the forged block and the quenching step in the ring-weld (RW) preparation shown in Fig. 2(a) were achieved by solving respective non-linear quenching models. The analysis in each case consisted of an uncoupled heat transfer analysis with a subsequent thermal non-linear stress analysis using an isotropic hardening model. The boundary condition included convective heat transfer on the outer surfaces with a heat transfer coefficient of $7000 \text{ W}$
$m^{-2} K^{-1}$ for the forged block sample and $16,742 \ W\ m^{-2} K^{-1}$ [10] for the quenching of the RW, and an adiabatic condition on symmetry boundaries. The material was assumed elastic with strain hardening plasticity and with a yield stress that decreased with temperature (Figs. 5, 6 and 8).

Figure 1(b) shows the model of the forged block. A quarter model was meshed with 52,800 eight-noded reduced integration brick elements (DC3D8 for the heat transfer analysis and C3D8R for the thermal stress analysis). Although three geometric symmetries existed in the block, a quarter model was used because the third symmetry was not applicable in the deep-hole drilling measurement simulation which occurs from one face to the other. This is further explained in Section 3.3.

Figure 2(e) shows the various stages of the FEA model of the ring weld (RW). A 2D axisymmetric model of the quenching bar was created in stage 1 using 1592 linear quadrilateral elements of type DCAX4 for the heat transfer analysis and CAX4R for the subsequent thermal stress analysis.
Different parts were defined in stage 2. Parts ‘a’ to ‘e’ were machined away during the mechanical analysis. Further details are provided in [9, 11]. Machining was simulated to reduce the disc thickness to 35 mm and introduce a weld excavation as illustrated in Fig. 2(i) stage 2(i). The quenching residual stress/strain from Stage 2(i) were both mapped onto the model mesh in stage 3. Note, the effect of phase transformation on residual stress was not deemed important for the austenitic stainless steel material. The quenching residual stress remaining in the welding preparation model was thereby obtained.

The forged block was initially assumed to be at a uniform temperature of 550 °C and the ring weld at 1080 °C. The specimens were each assumed in a stress-free state. The forged block and the RW specimens were then quenched in water until the entire specimens reached the equilibrium quenchant temperature of 20° and 100 °C respectively. During the heat transfer analysis the temperature distributions were stored in the ABAQUS results file. This temperature-time history was then used as an input loading condition in the thermal stress analysis step. The transient stresses were large enough to cause significant plastic flow, so residual
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Fig. 2 (continued)
stresses remained after the specimens reached the coolant temperature. The effect of phase transformation on residual stress and distortion was considered unimportant.

Welding Model

Ring weld specimen

An axisymmetric block-dumped finite element analysis was used to simulate the welding process and predict the residual stress field in the ring weld specimen, Fig. 2(e). Each weld pass was deposited instantaneously as a full ring weld. In order to simplify the model each weld pass consisted of 2–3 weld beads, and each weld pass was assumed only to have one weld bead in the model. The welding model contained seven weld passes, stage 3(i) and a final cap machining line, stage 4 was created.

Table 1 Temperature dependent thermal properties for 7449 aluminium alloy

| Temp (°C) | Conductivity (W m⁻¹ K⁻¹) | Specific Heat (J kg⁻¹ K⁻¹) | Density (kg m⁻³) |
|-----------|---------------------------|----------------------------|------------------|
| 20        | 166                       | 842                        | 2796             |
| 93        | 175                       | 900                        | 2781             |
| 205       | 180                       | 963                        | 2759             |
| 316       | 175                       | 1055                       | 2737             |
| 427       | 163                       | 1172                       | 2715             |
| 475       | 156                       | 1230                       | 2705             |

Fig. 4 Experimentally determined [6] temperature dependent thermal heat transfer coefficient for 7449 aluminium alloy and an average constant heat transfer coefficient

Fig. 5 Temperature dependent Young’s modulus and yield stress for 7449 aluminium alloy
The mesh employed for the thermal analysis consisted of 3952 linear quadrilateral elements of type DCAX4 (4-node linear axisymmetric heat transfer quadrilateral). The welding and adjacent regions were meshed with refined element sizes as shown in Fig. 2(e). Thermal boundary conditions of convective heat transfer coefficients were applied to the model. The top surface had temperature dependent coefficients ranging from 4.2 Wm$^{-2}$ K$^{-1}$ at 20 °C to 13.21 Wm$^{-2}$ K$^{-1}$ at 1400 °C [9, 11]. Fixed convective heat transfer coefficients, 7 Wm$^{-2}$ K$^{-1}$ for the side and 3 Wm$^{-2}$ K$^{-1}$ for the bottom were applied to the model. The model consisted of 7 weld passes. The weld beads, yet to be deposited, should be physically isolated from the rest of the model. This was achieved by initially removing all the element sets for the 7 weld passes and then activating relevant weld pass element sets as required.

A thermal model was initialised at room temperature with all the weld beads removed. A simple heat source model was adapted to simulate the welding process using the following steps, (1) the weld bead into the FEA model at a fixed temperature of 1400 °C was introduced and the deposited bead held at this temperature for an arbitrary period, (2) a heat flux for a period of time was applied to simulate the weld torch, (3) the specimen allowed to cool down. The heat input to each weld bead consisted of holding for a period at the molten temperature and with a heat flux. The heat flux was directly determined from the recorded welding details provided in [9, 11], i.e. heat input, advance rate, weld pass cross section area, pass length, weld efficiency. These five parameters determine the ‘Reduced Body Flux’ value. The final step was to remove all the input heat source and cool the specimen down to room temperature of 20 °C.

The welding thermal model consisted of 3592 linear quadrilateral elements of type CAX4 (4-node bilinear axisymmetric quadrilateral). The quenching residual stress was mapped onto this model before the welding mechanical analysis was conducted. The only loads imposed on the welding model were transient thermal loads calculated from the previous thermal analysis.

Final machining was later conducted to machine flat the weld top as shown in Fig. 2(e). The machined parts were individually partitioned and assigned an element set in ABAQUS CAE and machining was achieved by using the ‘**MODEL CHANGE, REMOVE’ ABAQUS keyword, the same procedure as in the quench machining. The effect of phase transformation on residual stress was not considered important for the austenitic stainless steel material. The residual stress remaining in the ring weld model was thus obtained.

**Autogenously welded plate**

The welding simulation consisted of a thermal analysis to calculate the nodal temperature produced by a moving heat source and a mechanical analysis to predict the expansions and residual stresses in the model [5]. As the welding was carried out on a straight line in the middle of the plate as shown in Fig. 3(a), the weld line formed a symmetry line in the middle of the plate and consequently half of the plate was modelled. The welding model shown in Fig. 3(b) was meshed by using 27,232 linear 8-noded reduced integration brick elements (C3D8R) for the mechanical analysis and fully integrated heat transfer elements (DC3D8) for the thermal analysis [5]. The thermal analysis was carried out using ABAQUS version 6.6 finite element code [12].

| Temp (°C) | Conductivity (W m$^{-1}$ K$^{-1}$) | Specific Heat (Jkg$^{-1}$ K$^{-1}$) | Expansion coeff $(1 \times 10^{-6}$ K$^{-1}$) | Young’s modulus, GPa |
|-----------|---------------------------------|-----------------------------------|--------------------------------|------------------|
| 20        | 14.12                           | 492                               | 14.6                           | 196              |
| 100       | 15.26                           | 502                               | 15.4                           | 191              |
| 200       | 16.69                           | 514                               | 16.2                           | 186              |
| 300       | 18.11                           | 526                               | 16.9                           | 180              |
| 400       | 19.54                           | 538                               | 17.4                           | 173              |
| 500       | 20.96                           | 550                               | 17.8                           | 165              |
| 600       | 22.38                           | 562                               | 18.1                           | 155              |
| 700       | 23.81                           | 575                               | 18.4                           | 144              |
| 800       | 25.23                           | 587                               | 18.7                           | 131              |
| 900       | 26.66                           | 599                               | 19                             | 117              |
| 1000      | 28.08                           | 611                               | 19.3                           | 100              |
| 1100      | 29.5                            | 623                               | 19.5                           | 80               |
| 1200      | 30.93                           | 635                               | 19.8                           | 57               |
| 1300      | 32.35                           | 647                               | 20                             | 30               |
| 1400      | 33.78                           | 659                               | 20.2                           | 2                |

Table 2 Temperature dependent thermal and mechanical properties for 316 L stainless steel alloy

![Graph showing temperature dependent yield stress for 316 L stainless steel](image)
The autogenous bead on plate was simulated using a moving heat source representing the welding torch on the surface of the plate. The heat source also moved along the weld bead at the advance rate measured during welding of the test specimen. Moving heat source was simulated using user-defined subroutine (DFLUX) in the ABAQUS finite element code [12]. A surface heat flux was used to heat up the surface of the
bead path. The parameters in the thermal analysis were obtained on an iteration basis by changing their values in Rosenthal analytical thermal solution for a moving heat source \[13\] and the finite element thermal analysis of a moving heat source on a plate until the predicted nodal temperature history closely matched the thermocouple measured temperature history. Thermal boundary conditions were defined as convection from all the exterior surfaces. The radiation heat transfer was ignored and overall heat loss was considered in convective heat lost from free surfaces.

The mechanical modelling of weld simulations was carried out using ABAQUS 6.6. The only load imposed on the mechanical model was transient thermal loads that were defined via the nodal temperature data calculated by the thermal analysis. Plastic strain annealing was used to remove the high temperature plastic strains that accumulate at temperature above the molten temperature. This assumption has a physical basis that when the material exceeds its molten temperature (becomes fluid) the plastic strain history is removed. The plastic strain is introduced when there-solidification occurs. With no plastic strain annealing the plastic strains developed in the temperature above the melting point of the material, when the metal is fluid, will be included in the total stress and strain calculations. In order to have more realistic simulation of welding the annealing temperature of 1400 °C was also introduced into the model. Only the mechanical part of the model was constrained to prevent the plate from rigid body motion; the plate was free to deform in all directions as the specimen was not constrained during welding process.

Deep-Hole Drilling Model

The deep-hole drilling is a semi-destructive method of measuring residual stress distribution in an engineering component. The technique can be simulated in ABAQUS using finite element analysis involving several steps of material removal.

Forged block

Figure 1(b) shows the model mesh of the forged block. A quarter model was meshed with 52,800 eight-noded reduced integration linear brick elements. Figure 1(c) shows a schematic of the deep-hole drilling quarter model illustrating clearly the drilling and trepanning steps represented by d1, d2, d3 and t1, t2, t3 up to total step of 20. The regions (element sets) defining the drilling steps (d1, d2, … d20) were removed in 20 successive steps followed by the subsequent removal of regions (element sets) defining the trepanning steps (t1, t2, … t20) in 20 further steps. Drilling and trepanning were both carried out from one face (ST-LT) to the other along the longitudinal (L) axis of the forged block so that the ST-LT symmetry plane at \(\frac{1}{2}\) L does not exist and consequently only a quarter model was considered. In ABAQUS the element sets were removed in each step by using the “MODEL CHANGE REMOVE” keyword option in the input file \[14\]. The diametral distortions, at a number of angles through the axis of the forged block, at the end of drilling and trepanning steps, were used to determine the residual stress present in the specimen. Both the conventional and the improved optimised deep-hole drilling techniques were modelled and are briefly described in Section 4.1.

Ring weld

The deep-hole drilling finite element analysis (DHD-FEA) simulation was carried out in three steps. First, the axisymmetric results were rotated through a 3D half disc as shown in Fig. 9(a-b). Second, the 3D stress and strain fields were mapped onto a 3D deep-hole drilling FEA model shown in Fig. 9(c). Third, the standard deep-hole drilling (DHD), the modified incremental deep-hole drilling (iDHD) and the modified over-coring deep-hole drilling (oDHD) simulations, as shown in Fig. 9(d), were carried out. Figure 9(c) also shows the model mesh used to perform the deep-hole drilling simulations. The mesh in Fig. 9(e) and (f) illustrates the fine mesh used for the oDHD and the iDHD simulation respectively, where the details of the various trepanning diameters and the drilling region are clearly shown.

Autogenously welded plate

Figure 3(c) shows the model mesh of the autogenous bead on plate specimen. Due to symmetry in the x-y plane, a half model with 4812 predominantly eight-noded reduced integration linear brick elements C3D8R was meshed. The overall geometry of this mesh is identical to that of the welded mesh in Fig. 3(b). This permits the mapping procedure in ABAQUS to map the original welding residual stress and strain fields from the welding model onto the DHD model. Figure 3(d) provides a close-up of Fig. 3(c) illustrating the drilling and the trepanning steps.

A brief outline of the basic principle of the DHD method - both the conventional and the improved optimised method is provided in the next section with relevance to the FEA model constructed to allow the DHD simulation and description of the additional boundary conditions.
Residual Stress Measurement Techniques

Two residual stress measurement techniques were used to measure the residual stress fields in the quenched and welded samples. These included the deep-hole drilling technique (both the conventional and the improved modified deep-hole drilling technique), and the neutron diffraction technique.

Deep-Hole Drilling Technique

The deep-hole drilling method determines the through-thickness residual stress distribution in a component by measuring the change in diameter of a reference hole that occurs when a core of material is removed from the component by trepanning. A schematic illustration of the DHD method is shown in Fig. 10. Full details
of the method can be found elsewhere [15, 16]. Only an outline of the procedure is included here. The steps 1–4 in the DHD method are as follows:

1. A reference through hole is gun-drilled through the component.
2. Accurate measurements of the initial reference hole diameter are taken at a number of angles around the reference hole axis \( \theta \) and at several increments of depth \( z \), giving \( d(\theta, z) \).
3. A core of material containing the reference hole is trepanned free of the rest of the component using a plunge electric discharge machine. The trepanned cylindrical core is macroscopically “stress-free”.
4. After core removal, the reference hole diameter is re-measured in the same manner as in step 2, giving \( d'(\theta, z) \).

The changes in diameter of the reference hole are used to calculate the in-plane distribution of the residual stress through the thickness of the component. Details are provided in Appendix.

Improved modified DHD technique

Two modifications to the standard deep-hole drilling technique were made in order to improve the conventional technique. The first included the incremental deep-hole drilling (iDHD) technique. Detail of this method is provided in [17], only the key features are summarised here, Section 4.2. The second method included the decreasing trepanning method, also known as the over-coring deep-hole drilling (oDHD) method and is described in Section 4.3.

Incremental Deep-Hole Drilling

The procedure is similar to that of the conventional DHD technique with modifications/additions made to steps 3 and 4 of Fig. 10. In step 3, the core is not completely trepanned free of the component. Instead the trepanning is partially carried out in a number of pre-set increments. At the end of each trepanning step, the reference hole diameter is re-measured. Thus, the diameter \( d_i(\theta, z_i) \) at the end of each trepanning step to a depth \( z_i \) is obtained. If \( N \) is the number of trepanning steps, then \( i = 1, 2 \ldots N \).

The change in reference hole diameter is calculated for each trepanning increment

\[
\delta d_i(\theta, z_i) = d'_N(\theta, z_N) - d'_i(\theta, z_i)
\]

The changes in reference hole diameter for each trepanning step are then converted into strain using

\[
\bar{\varepsilon}_i(\theta, z_i) = \frac{\delta d_i(\theta, z_i)}{d'_N(\theta, z_N)}
\]

Using a pseudo-inverse matrix similar to the conventional DHD analysis the unknown stress components \( \{\sigma_i(z_i)\} \) are calculated from the measured hole strains using least squares:

\[
\{\sigma_i(z_i)\} = -\left\{ [M(z_i)]^T[M(z_i)] \right\}^{-1} [M(z_i)]^T \{\bar{\varepsilon}_i(z_i)\}
\]

This method is applied to all the specimens including the quenched forged block (Fig. 1), the ring weld (Figs. 2 and 9) and the autogenously welded plate specimen (Fig. 3). Note that while in the conventional DHD a high spatial resolution in the residual stress distributions (usually every 0.2 mm) is obtained, the spatial resolution in the incremental deep-hole drilling method is limited to the number of pre-set trepanning steps, normally ranging between 10 and 20 steps.

Over-Coring Method

The decreasing trepanning or the over-coring deep-hole drilling (oDHD) method in principle is similar to the conventional DHD method with additional steps of trepanning a core with...
larger diameter. This method is also simulated for the ring weld, Fig. 9 and the autogenously welded plate, Fig. 3. Following the drilling step (diameter of 1.5 mm), a large core of diameter 40 mm is first trepanned followed by a medium core of diameter 10 mm and finally the usual 5 mm diameter core is trepanned. The advantages of this method over the incremental DHD method are (i) the spatial resolution as in the conventional DHD technique is retained and (ii) since the hole diameters at the end of drilling and at the end of final trepanning (5 mm core diameter) are only used in the usual DHD analysis the method is simpler and less time-consuming and thus more economical. The hole diameters following drilling step and at the end of final trepanning are treated exactly the same way as in the conventional DHD technique to determine the unknown residual stress components \( \{ \sigma(z_i) \} \).

**Neutron Diffraction Technique**

The application of neutron diffraction provides internal residual stress measurement in engineering components non-destructively. Strain components are directly measured from changes in lattice spacing of crystals when a beam of neutrons is incident on the component. It may easily be shown that if \( 2\theta \) is the angle between the incident beam and the diffracted beam (Fig. 11) then with a polycrystalline sample constructive interference (and a subsequent peak in intensity) occurs when Bragg’s law is satisfied

\[
2d_{hkl} \sin \theta = \lambda \tag{4}
\]

where \( d_{hkl} \) is the interplanar distance between planes of Miller indices \( (hkl) \). Further details are provided elsewhere [18].

A stress-free lattice spacing \( d_0^{hkl} \) must also be measured to measure absolute values of residual elastic strain. This permits using eq. (4) the strain component \( \varepsilon_i \) in a direction defined by the geometry of the incident and diffracted beam to be determined as

\[
\varepsilon_i = \frac{d_i^{hkl} - d_0^{hkl}}{d_0^{hkl}} = \frac{\Delta \lambda}{\lambda} \cot \theta \Delta \theta \tag{5}
\]

For constant wavelength strain scanners, \( \Delta \lambda = 0 \) and \( \varepsilon_i = \frac{-\cot \theta \Delta \theta}{\lambda} \), and for pulsed beam instruments, \( \Delta \theta = 0 \) and \( \varepsilon_i = \Delta \lambda / \lambda = \Delta \lambda / t \). Residual stresses may then be determined from the measured residual strain components using Hooke’s law.

\[
\sigma_{xx} = \frac{E}{(1 + \nu)(1-2\nu)} \left[ (1-\nu)\varepsilon_{xx} + \nu(\varepsilon_{yy} + \varepsilon_{zz}) \right] \tag{6}
\]

where \( E \) is the Young’s modulus and \( \nu \) is the Poisson ratio of the material. Similar expressions hold for the \( y \)- and \( z \)-directions.

**Results**

This section describes the residual stress results including both the finite element predicted and the measured, accompanied with a brief discussion. First, results for the quenched forged block are provided, followed by the ring weld and finally results for the autogenously welded plate are presented and discussed.

**Quenched Forged Block**

Figure 12 shows the FEA predicted residual stress distributions along the longitudinal axis \( L \) of the quenched forged block showing (i) the initial quenching residual stress, (ii) the conventional DHD reconstructed residual stress and (iii)
the incremental DHD (iDHD) reconstructed residual stress distributions. The longitudinal residual stress component is not shown as the drilling path here is along the longitudinal axis \( L \) and this component is not usually determined in the conventional DHD technique. As expected, the quenching residual stresses are equi-biaxial compressive on the outer surface and become tensile towards the inner core with LT component higher than the ST component. The level of the tensile LT residual stress component is close to the yield stress (see Fig. 5) so that care should be taken while using the deep-hole drilling technique. The effect of plastic distribution is clearly shown by the DHFEA (i.e. the DHD measurement simulation) result in Fig. 12. By utilising the improved method such as the incremental DHD method, the iDHD reconstructed residual stresses match very closely with the initial FEA predicted quenching residual stresses.

Figure 13 shows the measured LT and ST residual stress components along the longitudinal axis \( L \) of the quenched forged block [4]. Measurements using both the stress instruments ENGIN-X (time-of-flight method) at ISIS and SALSA (diffraction method) at ILL are shown. The level of stresses measured using the SALSA stress instrument is lower than that using the ENGIN-X stress instrument. For the same sample two different residual stress distributions are obtained. Two possible explanations for the discrepancy include (i) the effect of stress-free \((d_0)\) reference sample; a cube extracted from the corner of the block was used as the reference sample and was unable to account for any microstructural variation [19] and (ii) natural ageing of the specimen at room temperature; the measurement using the SALSA instrument was at a later date.

Figure 14 compares the ENGIN-X measured residual stress distributions with corresponding initial FEA predicted. A very similar trend exists but with a constant offset of approximately 55 MPa. This constant offset might arise from inaccurate \( d_0 \) stress-free measurement. In Fig. 15 after increasing the measured stresses by 55 MPa the correlation improved considerably. Therefore the selection of a stress-free \( d_0 \) sample is critical in obtaining a reliable residual stress result using the neutron diffraction technique. Robinson et al. [19] by re-analysing stress-free \( d_0 \) sample obtained a higher ND measured residual stresses which correlated better with their FEA predictions.

Figures 16 and 17 show respectively a comparison of LT and LT residual stress distributions measured using different techniques including the ND technique, the conventional DHD technique and the incremental DHD technique. Here the stresses measured are along the short-transverse ST direction. The effect of the plastic distribution in the DHD technique is
clearly shown. The iDHD technique measured a higher residual stress distribution than the conventional DHD in much the same way as shown by the FE simulation results in Fig. 12. As expected the L component is greater than the LT component. Furthermore, both the iDHD and the conventional DHD measurements show that the stresses are not symmetric about the ST direction. Clearly quenching such a big block would make it difficult for symmetric heat transfer in practice. Therefore, in the neutron diffraction measurement or any other techniques it would be wrong to assume symmetry. Rather measurements should be carried out along the complete path surface-to-surface as is commonly done using the deep-hole-drilling technique. Secondly, by using a stress-free sample cut out completely through the measurement path, e.g., using a DHD core is likely to further improve the ND stress results.

Overall, both the FEA predicted results in Fig. 12 and the measurements in Figs. 16 and 17 show that the DHD redistribution is not as significant as was for a similar quenching process on a cylindrical solid specimen of dimension 60 mm diameter, 60 mm length reported elsewhere [20, 21], where the reconstructed residual stresses under the conventional technique broke down completely. One suggestion may be the effect of the size of the specimens involved. Since the dimensions of the drilling and trepanning remain the same for both cases, the drilling/trepanning to overall dimension changes significantly. In order to verify this effect, the DHD simulation on the large forged block was repeated but using a typical stainless steel material data. The results are shown in Fig. 18. The reconstructed DHD FEA residual stresses break away from the original predicted quenched residual stresses considerably. The only variable parameter here is the material property, namely the Young’s modulus $E$. This is about three times higher in steel than in aluminium. Therefore, the possible explanation for the significant breakdown of reconstructed residual stresses in steel is that during trepanning the elastic unloading occurs at three times the gradient as compared to aluminium. Much of the plastic strain remains in the core for the steel case which does not readily relax as for aluminium.

Ring Weld

Neutron diffraction was conducted on the ring weld specimen to validate the FEA predicted weld residual stress. The instrument used to carry out the neutron diffraction measurements included the dedicated SALSA at the Institut Laure Langevin (ILL), Grenoble France. Details of this instrument are described in [22, 23]. The neutron wavelength and the nominal Bragg angle were 1.648 Å and 98.8° respectively. The
diffraction peaks corresponded to the \{311\} lattice plane of austenitic steel with face-centred cubic (f.c.c.) structure. One comb sample used as the stress-free reference sample was extracted through the ring weld thickness to provide the \(d_0\) stress-free measurement. This comb sample included a number of teeth. In order to achieve a high level of stress relief but at the same time simultaneously ensuring a completely filled gauge volume, the reference sample cross section was limited to 5 mm × 6 mm. Slots cut into the stress free sample created 8 teeth on the stress-free comb and permitted the axial stresses (i.e. the through-thickness stress component) to be completely relaxed. The comb sample provided stress-free diffraction data as a function of the distance across the thickness, accounting for microstructure and micro-stresses.

Neutron diffraction was conducted at 270° position of the ring weld specimen. It had 12 ND measurement points through the weld until reaching the parent metal. This measurement was conducted to measure the peak stress values in the welded and transition region. The ND measured residual stresses are shown in Fig. 19 and compared with the welding

![Comparison of measured residual stresses by the ND technique at 270° position with the welding simulation](image)

(a) Radial residual stress

(b) Hoop residual stress
simulation result. Overall an excellent correlation exists, in particular a very similar trend exists. Some differences between the ND measured and the FEA predicted results present can be thought to be due to the start/stop effect. The start/stop effect of the weld was not considered in the present FEA study and instead an axisymmetric model was considered. The ND measured results represent the stresses over a gauge volume (usually 1.5 mm × 1.5 mm × 1.5 mm). The measured residual stresses would therefore not match 100% with the simulation. Nevertheless, in the present study which focusses on the optimisation of the DHD technique the comparison shown in Fig. 19 is sufficient for further investigation on the measurement simulation.

The results from the simulations of the standard DHD, the incremental iDHD and the over-coring oDHD measurement processes through the weld centre line are shown in Fig. 20. Also shown are the initial weld residual stress components. The three simulations considered include DH1: the standard DHD, DH2: the iDHD, and DH3: the oDHD. For both the radial and the hoop directions, high tensile residual stresses were present at the top of the weld and decreased sharply to compressive stresses around the weld/parent interface.

**Fig. 20** Comparison of initial residual stress distributions with standard DHD (DH1), iDHD (DH2) and oDHD (DH3) measurement simulations.
(15 mm) followed by tensile residual stresses again. In the weld top region, the hoop stress reached a magnitude of 650 MPa while the radial stress reached 450 MPa.

The trepanning simulation was carried out starting from the parent side and moving towards the weld top. The standard DHD simulation initially ‘measured’ both the radial and the hoop residual stresses correctly for the parent side, but when the high tensile weld region was reached near the weld top the simulated ‘measured’ tensile stresses remained relatively low. The presence of high residual stress near and above the yield stress caused plastic deformation during the trepanning procedure. This is the main reason why the standard DHD does not reconstruct near high yield tensile residual stresses.

The iDHD simulation which accounts for plasticity and the oDHD simulation which avoids plasticity both reconstructed well the residual stresses and is shown as solid squares and open circles respectively in Fig. 20. The iDHD and the oDHD radial stresses matched well with the initial FEA stress at all locations through the weld centre. For hoop stresses, the iDHD and the oDHD methods provided results which were in better agreement than the standard DHD but still did not completely reconstruct the residual stresses in the welded region. There are several possible reasons for this difference. First, this analysis did not account for the out-of-plane through thickness stress component, the axial stress component. Secondly, the iDHD/oDHD procedures may cause additional plastic deformation during drilling or trepanning procedures.

**Autogenously Welded Bead-on-Plate Results**

The thermal residual stress and strain fields predicted for the autogenously welded bead-on-plate model (Fig. 3(b)) described in Section 3.2 was mapped using ABAQUS [14] on to a further model (Fig. 3(c)) which allowed the DHD simulation procedure. The mapping procedure using the FEA interpolation process is described briefly in [20, 21]. Figure 21 compares the initial welded residual stresses after mapping on to the DHD model. An excellent correlation illustrates successful mapping procedure. For results shown in Figs. 21, 22, 23, 24 and 25, the longitudinal component is along the welding direction (along the length of the bead-on-plate, i.e., along X in Fig. 3(a)), the transverse component is transverse to the welding direction (along Z in Fig. 3(a)) and the normal component is along through-thickness of the bead-on-plate (along Y in Fig. 3(a)).

Figure 22 compares the longitudinal component of the initial FEA predicted weld residual stress distribution with the ND measured using the Stress-Spec stress instrument at FRM II and the conventional DHD measured residual stress distribution. Good correlation exists between the FEA predicted and the ND measured. In contrast, the comparison between

**Fig. 21** Welded residual stress fields mapped on to DHD model

**Fig. 22** Comparison of measured (ND and conventional DHD) and FE predicted (initial welded and conventional DHD simulation) longitudinal residual stress components

**Fig. 23** Comparison of ND measured and FEA predicted initial welded, reconstructed iDHD and reconstructed oDHD (decreasing trepanning) longitudinal residual stress components
the FEA prediction and the DHD measured is poor. Also shown in the figure is the reconstructed conventional DHD FEA simulation. The correlation between the reconstructed conventional DHD FEA simulation and the DHD measured is very good illustrating the influence of the DHD technique on the initial residual stress distribution. The standard DHD technique cannot be used to analyse the original welded residual stresses. By adopting the two modified techniques described in Sections 4.2 and 4.3 a significant improvement in reconstructed residual stresses is shown in Fig. 23. Both the incremental DHD (iDHD) and the decreasing trepanning results shown here are from FEA simulations and show an excellent correlation with both the initial FEA predicted and the ND measured weld residual stresses.

Results for the transverse component are shown in Figs. 24 and 25. Similar trend is obtained for the transverse component as for the longitudinal component. As shown in Fig. 24, the ND measured residual stress distribution compared very well with the initial FEA predicted weld residual stress distribution. The reconstructed residual stresses under the conventional DHD technique for both the FEA simulation and the measurement did not match with the initial distribution. The modified techniques including the iDHD and the decreasing trepanning improved the FEA reconstructed residual stress component as shown in Fig. 25. In particular, the reconstructed residual stress distribution using the decreasing trepanning method provided a better correlation which also provided a better depth resolution.

Discussions

The results presented in this paper illustrate the finite element analyses to be a valuable tool in not only predicting the initial residual stresses in an engineering component, but also a powerful tool in selecting an appropriate modification to the conventional deep-hole drilling method when the predicted stress level is close to the material yield stress. The same argument holds for other invasive residual stress measurement methods where material removal is required. It was shown that the value of Young’s modulus \( E \) played an important role in the breakdown of the standard DHD technique when measuring residual stress of high magnitude as shown by Fig. 18.

Figure 13 shows significantly different residual stress profiles measured for the same specimen using two different stress instruments. This illustrated how critical the selection of an appropriate stress-free \( d_0 \) sample can be in the neutron diffraction residual stress measurements.

The ring weld results provided an example where the neutron measurements can be used to verify, optimise and fine tune the FEA predictions. In contrast, the forged block and the autogenously welded bead on plate sample illustrated how the use of finite element tool along with a number of available measurement techniques can help to optimise the final residual stresses.

The unknown residual stress components in an engineering component may be determined via one of the two routes, the finite element prediction or the residual stress measurement. The combination of the two, however, can increase the accuracy and the confidence in the end result. This is summarised and illustrated in Fig. 26 using a flow chart. The flow chart summarises the overall outcome of the results discussed in the present paper and provides a potential mechanism of how an optimisation of the residual stress characterisation can be achieved in practice. The following steps summarise the mechanism.
A finite element analysis of the process condition predicts the initial residual stress in the component, $RS_{\text{initial FEA}}$. If this stress level is less than 70% ($\alpha = 0.70$) of the material yield stress then the conventional deep-hole drilling can be used to measure the residual stress which can in turn be used to validate the FEA prediction. However, if the stress level is more than 70% yield stress, a finite element simulation of the deep-hole drilling technique needs to be carried out to check whether the conventional DHD reconstructed residual stress, $RS_{\text{DHD FEA}}$ approximately equals the initial predicted residual stress, $RS_{\text{initial FEA}}$. If equal, then the conventional DHD can be used in practice to measure the residual stress. If the reconstructed residual stress deviates significantly from the initial FEA predicted stress, two further improved DHD, i.e., (1) the incremental iDHD and (2) decreasing trepanning DHD are to be simulated. The improved DHD reconstructed residual stress is compared with the initial FEA predicted stress and the optimised FEA predicted residual stress can be achieved. The FEA simulation of the three different DHD methods thus help in optimising the DHD measured residual stress, $RS_{\text{optimised DHD}}$. The optimised DHD measured residual stress can also be used to verify both the residual stress measured using the neutron diffraction technique and the FEA predicted initial residual stress. Finally an accurate residual stress state in the component can be achieved.

### Conclusions

Three different samples including a quenched forged block, a ring welded short cylinder and an autogenously bead-on-plate were studied. Finite element analysis and different measurement techniques including the neutron diffraction technique and the deep-hole drilling techniques were used to characterise the residual stresses in the samples. The neutron diffraction measurements generally compared well with the initial FEA predicted residual stress components. This was particularly true for the quenched forged and the autogenously bead-on-plate samples. Further tuning in the FEA model of the ring weld is required in order to achieve a better correlation with the neutron diffraction measured residual stress, in particular for the hoop component.
The reference hole strains are related to the residual stress components in the plane normal to the reference hole axis, \(\sigma_{xx}(z), \sigma_{yy}(z)\) and \(\sigma_{xy}(z)\), through a simple elastic analysis. The analysis is based on deformations occurring at a hole in a finite-thickness planar-infinite plate subjected to remote planar stress components assumed constant through the plate thickness. The reference hole strain that would occur for the given applied remote stress is given by

\[
\bar{\varepsilon}(\theta, z) = \frac{f(\theta, z)\sigma_{xx} + g(\theta, z)\sigma_{yy} + h(\theta, z)\sigma_{xy}}{E}
\]

where the functions \(f, g\) and \(h\) were given by Garcia Granada et al. [24] as

\[
\begin{align*}
  f(\theta, z) &= A(z)[1 + B(z)2\cos(2\theta)] \\
  g(\theta, z) &= A(z)[1 - B(z)2\cos(2\theta)] \\
  h(\theta, z) &= 4A(z)B(z)\sin(2\theta)
\end{align*}
\]

where values of \(A(z)\) and \(B(z)\) are determined from FE analysis.

To find residual stresses that vary with depth, it is assumed that the trepanned core is composed of a stack of annular slices, which act independently of one another behaving in a manner predicted by the constant remote stress analysis.

A through-thickness residual stress distribution is calculated from measured reference hole strains through the use of a compliance matrix. Since the trepanned core is assumed to be composed of a stack of independent annular slices, stresses at a given depth are found independently from those at other depths. Reference hole strain is measured at a set of \(n\) depths \(z = \{z_1, z_2, \ldots, z_n\}\) and a set of \(m\) angles \(\theta = \{\theta_1, \theta_2, \ldots, \theta_m\}\), where \(m \geq 3\). At each depth \(z_i\), the measured strains are assembled into a vector of \(m\) components

\[
\left\{\tilde{\varepsilon}(z_i)\right\} = \left[\tilde{\varepsilon}(\theta_1, z_i), \tilde{\varepsilon}(\theta_2, z_i), \ldots, \tilde{\varepsilon}(\theta_m, z_i)\right]^T
\]

The strain vector is then related to a vector of unknown stress components

\[
\{\sigma(z_i)\} = \left[\sigma_{xx}(z_i), \sigma_{yy}(z_i), \sigma_{xy}(z_i)\right]^T
\]

through

\[
\left\{\tilde{\varepsilon}(z_i)\right\} = -[M(z_i)]\{\sigma(z_i)\}
\]

where the elements of the matrix \([M(z_i)]\) are derived from eqs. (A3) to (A6) and are given by

\[
[M(z_i)] = \frac{1}{E} \begin{bmatrix}
  f(\theta_1, z_i) & g(\theta_1, z_i) & h(\theta_1, z_i) \\
  \vdots & \vdots & \vdots \\
  f(\theta_m, z_i) & g(\theta_m, z_i) & h(\theta_m, z_i)
\end{bmatrix}
\]
Finally, the unknown stress components \( \sigma(z_i) \) are calculated from the measured reference hole strains using least squares:

\[
\{ \sigma(z_i) \} = -\left\{ [M(z_i)]^T [M(z_i)] \right\}^{-1} [M(z_i)]^T \{ \tilde{\varepsilon}(z_i) \} \quad (A11)
\]
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