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Abstract

In this paper we prove the propagation of chaos property for an ensemble of interacting neurons subject to independent Brownian noise. The propagation of chaos property means that in the large network size limit, the neurons behave as if they are probabilistically independent. The model for the internal dynamics of the neurons is taken to be that of Wilson and Cowan, and we consider there to be multiple different populations. The synaptic connections are modelled with a nonlinear ‘electrical’ model. The nonlinearity of the synaptic connections means that our model lies outside the scope of classical propagation of chaos results. We obtain the propagation of chaos result by taking advantage of the fact that the mean-field equations are Gaussian, which allows us to use Borell’s Inequality to prove that its tails decay exponentially.

1 Introduction

Activity in the human brain results from the activity of billions of interacting neurons \cite{29, 30, 2, 12}. Ensembles of neurons can often produce coherent behaviour at macroscopic levels, and therefore it is desirable to use mathematical techniques to rigorously understand how the macroscopic description emerges out of the neuron-level description \cite{3, 5, 21, 11, 12, 27, 24, 20}. The macroscopic phenomenon we are interested in studying is propagation of chaos. This describes the situation where a large ensemble of neurons is heavily interconnected and subject to a lot of external noise, resulting in the neurons behaving randomly, with the activity of any two neurons probabilistically uncorrelated. These models are often described as ‘mean-field’ models, because as a consequence of the uncorrelated behaviour of the neurons, their average activity is well-approximated by the mean activity of any particular neuron \cite{9}.
Mean-field models of neurons are typically a stochastic differential equation with three components: an internal dynamics term $b(X_j^t)$, an interaction term $\frac{1}{N} \sum_{k=1}^{N} g(X_j^t, X_k^t)$ and a noise term $W^t_j$, so that the evolution of the state variable $X^t_j$ is given by the following

$$dX^t_j = \left( b(X_j^t) + \frac{1}{N} \sum_{k=1}^{N} g(X_j^t, X_k^t) \right) dt + dW^t_j$$

$$= \left( b(X_j^t) + \bar{g}(X_j^t, \hat{\mu}^N(X^t)) \right) dt + dW^t_j,$$

where $\hat{\mu}^N(X^t) = \frac{1}{N} \sum_{k=1}^{N} \delta X_k^t$ is the empirical measure and $\bar{g}(x, \mu) := \mathbb{E}^\mu[g(x, \cdot)]$. The above model is also often referred to as an interacting diffusion model. The noise terms $(W^t_j)$ are taken to be probabilistically independent. As long as the functions $b$ and $g$ are suitably well-behaved, the propagation of chaos result dictates that in the limit as $N \to \infty$, the law of $(X^t_j)_{t \in [0,T]}$ converges probabilistically to the law of some process $(\bar{X}^t)_{t \in [0,T]}$ which is the same for all $j$. This result was first proven by Sznitman [26], and later by many others, including [14, 23, 28, 4, 7, 17]. These works typically prove the convergence over fixed time intervals $[0,T]$, but sometimes the convergence is uniform in time $[25]$. There is a large variety of neuronal models, including those of Hodgkin-Huxley [16], FitzHugh-Nagumo [4] and Wilson-Cowan [30, 29, 2]. We employ the Wilson-Cowan model in this paper. The Wilson-Cowan model was originally developed to model the interaction between excitatory and inhibitory neurons in a population [29]. It is simpler than the other models: it was developed to capture some of the qualitative features of the dynamics of interacting neurons, without being too complicated. It is sufficient for our purpose because we are more interested in the effect of the synaptic connections on the behaviour of the neural network than the internal neuronal dynamics.

Our model for the synaptic connections is that of an electrical synapse, which is more sophisticated than many other models of synaptic connections. They have previously been employed to model mean-field behaviour in neuronal networks in [4]. In electrical synapses, neurons are extremely close, so that current is able to directly flow through specialised structures called gap junctions [18]. Gap junctions consist of precisely aligned channels in the presynaptic and postsynaptic neuron. These channels allow ions and other molecules to flow, thereby inducing an electric current. Often the current is induced by an action-potential, so that it is natural to model the current to be proportional to the difference between the activity of the presynaptic and postsynaptic neurons (since by Ohm’s Law electrical current is proportional to the voltage difference) multiplied by the maximal conductance. We take the maximal conductance to be proportional to the activity of the presynaptic neuron, which we represent by a sigmoidal function. In conclusion, if $X_{pre}$ is the state variable of the presynaptic neuron and $X_{post}$ is the state variable of the post-synaptic neuron, then we take the total effect of the pre-synaptic neuron on the post-synaptic neuron to be proportional to

$$g(X_{post}, X_{pre}) = C_g(X_{post} - X_{pre})S(X_{pre}),$$

where $S(x)$ is the sigmoidal function.
for some sigmoid $S$ and constant $C_g$ [4].

Most proofs of propagation of chaos either assume that $g$ is globally Lipschitz in both of its variables, or that

$$\sup_{x,y \in \mathbb{R}} |g(x, y)| < \infty. \quad (3)$$

The above condition unfortunately excludes the model of electrical synapses in [2]. We must therefore prove the propagation of chaos result from first principles, adapting the proof of Sznitman [26]. The proof works in our specific situation because, just as with [28], we can exploit the fact that the internal dynamics term $b$ is linear, which allows us to use the theory of Gaussian Processes to prove the existence and uniqueness of the mean-field limit. However our model of the synaptic interactions is more complicated than that of [28] and we are forced to develop different methods. In more detail, we reduce the problem of existence and uniqueness of the mean-field limit to an existence and uniqueness problem for the ordinary differential equations governing the mean and variance. The Gaussian nature of the mean-field limit also allows us to use Borell’s Inequality to bound the tails of $\bar{X}_j^t$. In the classical theory, it has been proven that the rate of convergence of the Wasserstein Distance is $O(N^{-\frac{1}{2}})$: however in our model we do not obtain a specific rate (it is probably slower than $O(N^{-\frac{1}{2}})$). It should be noted that [7], like us, also do not assume (3).

Another feature of our work is that we consider a multipopulation model. Classically, multipopulations models are typically composed of activator and inhibitor neurons, but in our work the number of populations may be arbitrarily high. The ratio of the number of neurons in each population is kept fixed. Mean-field multipopulation models have already been studied in the original work of Wilson and Cowan [29], but also in that of [13, 8, 28] and [4], amongst others. Multipopulation models can admit much richer dynamics: as an example it is well-known that activator-inhibitor models can admit limit-cycle solutions [28].

One of the basic reasons to obtain mean-field equations is that the unreduced system is too complicated to study. However even the mean-field equations are frequently difficult to study, because the drift term is a function of the law $\bar{\mu}_t$ of the limit; so that often there is not an elegant way of characterising the solution. However in our specific case, the mean-field equations are Gaussian, and so their behaviour can be further reduced to the ODEs governing the mean and variance. The strength of our paper is that we have reduced the seemingly very complicated question of studying the dynamics of a large system of interacting neurons subject to noise, to the much-more tractable problem of studying the dynamics of a set of coupled ODEs. We note that [28] have already studied a similar problem. They obtain mean-field equations for a system of interacting Wilson-Cowan neurons. They also reduce the mean-field equations to a set of ODEs governing the mean and variance, and study the bifurcations of these ODEs. Our work is different because our interaction term is that of an electrical synapse (our interaction term is not bounded).

The structure of this paper is as follows. In Section 2 we outline a general multipopulation model of interacting Wilson-Cowan neurons, coupled by elec-
trical synapses and subject to noise. In Section 3 we introduce the mean-field equations for our system and prove the propagation of chaos property, namely that the finite-size system converges to the mean-field limit as the number of neurons asymptotes to infinity. In Section 4 we give an example of a neural network which contains two populations, and perform a numerical simulation of the mean-field equation.

2 Mathematical Model And Assumptions

In this section we outline our model and our assumptions. As we have already noted in the introduction, our model is that of a multipopulation model of Wilson-Cowan neurons, connected by electrical synapses and subject to Brownian noise. We introduce and explain our model further below. However before we do this, we must introduce some notation.

We assume that the number of populations \( P \) is fixed, and that the ratio of neurons in each population is fixed. We fix the integer constants \( s_1, \ldots, s_P > 0 \) which give the relative proportion of neurons in each population. We organise the neurons into \((2n+1)\) groups, with each group containing neurons from all of the populations. In the mean-field limit as \( n \to \infty \), we will find that the behaviour of a single group of neurons is characteristic of the behaviour of the entire ensemble. Within each group \( i \in [-n,n] \), we specify that there are \( 2s_\alpha + 1 \) neurons from population \( \alpha \). We accordingly index each neuron by \( (i,\alpha,p) \), for \( i \in [-n,n] \), \( \alpha \in [1,P] \) and \( p \in [-s_\alpha,s_\alpha] \). Observe that the total number of neurons across all of the groups in population \( \alpha \in [1,P] \) is \((2s_\alpha + 1) \times (2n+1)\).

Our goal is to asymptote \( n \to \infty \), while keeping the other parameters fixed. We work in a complete probability space \((\Omega, F, P)\), endowed with a filtration \((F_t)\) and satisfying the usual conditions. The set of all probability measures on some topological space \( X \) (endowed with the Borelian sigma-algebra) is written as \( P(X) \). The state variable for any single neuron is assumed to be in \( \mathbb{R} \). Let \( \bar{s} = \sum_{\alpha=1}^{P}(2s_\alpha + 1) \). We write \( T := \mathbb{R}^{\bar{s}} \) to be the state space for a single group of populations, using the indexing (for \( i \in [-n,n] \)): \( X^i_t \in T \), where \( X^i_t := (X^i_{t,\alpha,p})_{\alpha=1}^{P, p=1} [-s_\alpha,s_\alpha] \). In general, when \( Y \in \mathbb{R}^q \) for some \( q > 0 \), \( \|Y\| = \sup_{r \in [1,q]} |Y^r| \). Throughout this article, we work over the time interval \([0,T]\), for some fixed \( T > 0 \).

Let \((W^{i,\alpha,p})_{i \in [-n,n], \alpha \in [1,P], p \in [-s_\alpha,s_\alpha]}\) be mutually independent Wiener Processes on \([0,T]\). The general evolution equation of our neural network is of the form

\[
dX^{i,\alpha,p}_t = -\frac{1}{\tau} X^{i,\alpha,p}_t + I^\alpha(t) + \frac{1}{2n+1} \sum_{j=-n}^{n} \sum_{\beta=1}^{P} \sum_{q=-s_\beta}^{s_\beta} J^{\alpha\beta} \left( X^{i,\alpha,p}_t - X^{j,\beta,q}_t \right) S(X^{j,\beta,q}_t) dt + \sigma^\alpha dW^{i,\alpha,p}_t, \tag{4}
\]

with \( X_0 = X_{ini} \) (a constant). We will often neglect the summation limits if they are clear from the context. Here \( I^\alpha \in C(\mathbb{R}) \) is the deterministic input current; it
is assumed to be continuous and bounded and homogeneous across populations. \( \tau \) and \( \sigma^\alpha \) are positive constants: \( \tau \) gives the magnitude of the decay due to the internal dynamics, and \( \sigma^\alpha \) the relative strength of the noise.

We have already noted in the introduction that we model the synaptic connections as electrical. It can be seen that the strength of connection from a presynaptic neuron in population \( \alpha \) to a postsynaptic neuron in population \( \beta \) is scaled by the constant \( J^\alpha_\beta \in \mathbb{R} \). \( S \) is a sigmoid function: monotonically increasing, twice differentiable everywhere and satisfying \( 0 < S(x) < 1 \). We assume that there exists a positive constant \( C_S \) such that

\[
\sup_{x \in \mathbb{R}} |S'(x)x| \leq C_S \quad \text{and that} \quad \sup_{x \in \mathbb{R}} \left| \frac{d^2S}{dx^2} \right| < \infty.
\]

Write \( \sigma_{\min} = \sup_{\alpha \in [1,P]} \sigma^\alpha \) (this is assumed to be strictly greater than zero), \( \sigma_{\max} = \sup_{\alpha \in [1,P]} \sigma^\alpha \) and \( \bar{J}_{\max} = \sup_{\alpha,\beta \in [1,P]} |J^\alpha_\beta| \). The empirical measure is defined to be

\[
\hat{\mu}^n(X) := \frac{1}{2n+1} \sum_{i=-n}^{n} \delta_{X_i} \in \mathcal{P}(C([0,T], \mathbb{T})). \tag{5}
\]

The evolution equation (1) may thus be written as

\[
\begin{align*}
\frac{dX_{i,\alpha,p}^t}{dt} &= -\frac{1}{\tau} X_{i,\alpha,p}^t + I_\alpha(t) + \sigma^\alpha \, dW_{i,\alpha,p}^t + \\
&+ \int_{T} \sum_{\beta=1}^{P} \sum_{q=-s_{\beta}}^{s_{\beta}} \bar{J}^\alpha_\beta \left( X_{i,\alpha,p}^t - Y_{i,\beta,q}^t \right) S(Y_{i,\beta,q}^t) \, d\hat{\mu}^n(X)(Y) \, dt, \tag{6}
\end{align*}
\]

where the integration in the second line is performed with respect to the empirical measure. The following theorem guarantees strong existence and uniqueness to the evolution equations.

**Theorem 1.** There exists a unique strong solution to (4).

**Proof.** This follows from a direct application of [22, Theorem 3.5]. \( \square \)

### 3 Mean-field description and propagation of chaos

In this section we prove the propagation of chaos property. There are two key theorems. In the first theorem (Theorem 2), we prove that there exists a unique solution to the mean-field equation given just below in (7). In the second theorem, Theorem 3, we prove that the expectation of the distance between the solution of the mean-field equation and the solution of a single group \( X_i \) (for some fixed \( i \)) from (4) goes to zero as \( n \to \infty \). We could not use classical
propagation of chaos results such as those in [26] because the interaction due to the electrical synapses is not uniformly Lipschitz. Neither does our model fit in the framework of more recent results such as those in [6]. As we note in Remark [1] this result implies that the 1st Wasserstein distance between the probability laws goes to zero.

Let \((W^{\alpha,p})_{\alpha \in [1,P], p \in [-s, s]}\) be independent Wiener processes. Define \(\tilde X\) to be the solution of
\[
d\tilde X_t^{\alpha,p} = \sigma^{\alpha} dW_t^{\alpha,p} + \left[ -\frac{\tilde X_t^{\alpha,p}}{\tau} + I^{\alpha}(t) + \int_T \sum_{p=1}^P \sum_{q=-s}^s \bar J^{\alpha,\beta} (\tilde X_t^{\alpha,p} - Y^{\beta,q}) S(Y^{\beta,q}) d\bar \mu_t(Y) \right] dt,
\]
for \(\alpha \in [1, P]\) and \(\tilde X_0 := X_{ini} \in T\). Here \(\bar \mu \in \mathcal{P}(\mathcal{C}([0,T], T))\) is the law of \(\tilde X\), with time marginal \(\bar \mu_t \in \mathcal{P}(T)\). The existence and uniqueness of the solution \(\tilde X\) is proved in the following section. We note that by symmetry, the law of \(\tilde X^{\alpha,p}\) is the same as the law of \(\tilde X^{\alpha,q}\) for any \(p, q \in [-s, s]\).

Our first main theorem is the following.

**Theorem 2.** There exists a unique strong solution \(\tilde X\) (with law \(\bar \mu \in \mathcal{P}(\mathcal{C}([0,T], T))\)) to (7) which satisfies
\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \|\tilde X_t\|^2 \right] < \infty.
\]

The propagation of chaos (our second main result) is the following.

**Theorem 3.**
\[
\lim_{n \to \infty} \mathbb{E} \left[ \sup_{t \in [0,T]} \|X^1_t - \bar X^1_t\| \right] = 0.
\]

**Remark 1.** This result implies that
\[
\lim_{n \to \infty} d^W(\mu^1, \bar \mu) = 0,
\]
where \(\mu^1 \in \mathcal{P}(\mathcal{C}([0,T], T))\) is the probability law of \(X^1 := (X^{1,\alpha,p})_{\alpha \in [1,P], p \in [-s, s]}\) in [4]. Here \(d^W\) is the 1st Wasserstein Distance, a metric on \(\mathcal{P}(\mathcal{C}([0,T], T))\) given by
\[
d^W(\nu, \gamma) = \inf_{\zeta \in \Gamma(\nu,\gamma)} \mathbb{E}_\zeta \left[ \sup_{t \in [0,T]} \|x(t) - y(t)\| \right],
\]
where \(\Gamma(\nu, \gamma)\) is the set of all probability measures on \(\mathcal{C}([0,T], T) \times \mathcal{C}([0,T], T)\) with marginals \(\nu\) and \(\gamma\) which are (respectively) the laws of the processes \(x(t)\) and \(y(t)\).

**Remark 2.** We have assumed for notational convenience throughout this paper that the initial condition is a constant. In fact this paper easily generalises to the situation where the initial condition of each \(X^i\) is Gaussian, as long as \(X^i_0\) is independent of \(X^j_0\) for \(i \neq j\).
3.1 Existence and Uniqueness of Solution to the Mean Field Equations

Classically, [26] showed existence and uniqueness to the mean-field equations by using a fixed-point argument. It is not immediately clear how one might adapt this method to our context because the interaction terms are not uniformly Lipschitz. Instead, we proceed by noting that any solution of the mean-field equations must be Gaussian. We may then reduce the problem of existence and uniqueness of a solution to (7) to the problem of existence and uniqueness of a solution to the ordinary differential equation governing the mean and variance of the Gaussian solution.

**Proof of Theorem 2.** The existence and uniqueness is a direct consequence of Lemmas 1 and 2 (below). Equation (8) follows from the fact that the solution \((\bar{X}_t^{\alpha,p})_{t \in [0,T]}\) is continuous and Gaussian with bounded mean and variance and Borell’s Inequality (see [1, Theorem 2.1]).

We start by proving Lemma 1, i.e. that the existence and uniqueness to the SDE reduces to the question of existence and uniqueness to the ODEs governing the mean and variance.

We must first introduce some new notation. Using the fact that \((\bar{X}^{\alpha,p}_t)_{p \in [-s_\alpha, s_\alpha]}\) are identically distributed, we may write (7) as

\[
d\bar{X}^{\alpha,p}_t = \left( F^{\alpha}(\bar{\mu}_t) \bar{X}^{\alpha,p}_t + f^{\alpha}(t, \bar{\mu}_t) \right) dt + \sigma^{\alpha} dW^{\alpha,p}_t \tag{11}
\]

where for some \(\gamma \in \mathcal{P}(T)\),

\[F^{\alpha}(\gamma) := -\frac{1}{\tau} + \frac{\sum_{\beta=1}^{\frac{P}{2}} (2s_\beta + 1) \int_{T} J^{\alpha \beta \gamma} S(y^{\beta,0}) d\gamma(y)}{1}
\]

and

\[f^{\alpha}(t, \gamma) := I^{\alpha}(t) - \frac{\sum_{\beta=1}^{\frac{P}{2}} (2s_\beta + 1) \int_{T} J^{\alpha \beta \gamma} y^{\beta,0} S(y^{\beta,0}) d\gamma(y)}{1}.
\]

Let \(\bar{X}_t := (\bar{X}^{\alpha,p}_t)_{\alpha \in [1,P], p \in [-s_\alpha, s_\alpha]}\).

Let \((\xi_t)_{t \in [0,T]} \subset \mathcal{P}(T)\) such that \(t \mapsto F(\xi_t)\) and \(t \mapsto f(t, \xi_t)\) are continuous in \(t\). In particular, if there exists \(\bar{X}_t \in \mathcal{P}(\mathcal{C}([0,T], T))\) with marginals \((\xi_t)_{t \in [0,T]}\) such that \(\mathbb{E}^{\xi(y)} \left[ \sup_{t \in [0,T]} \|y_t\|^2 \right] < \infty\), then this property would be satisfied. To see this, let \(t_{(m)} \to t\) as \(m \to \infty\). Then since \(y_{t_{(m)}} \to y_t\) for any \(y \in \mathcal{C}([0,T], T)\), by the dominated convergence theorem for any \(\alpha, \beta \in [1,P]\) and \(p \in [-s_\alpha, s_\alpha]\) and \(q \in [-s_\beta, s_\beta]\),

\[\mathbb{E}^{\xi(y)} \left[ y^{\alpha,p}_{t_{(m)}} - y^{\alpha,p}_t \right] \to 0, \quad \text{and} \quad \mathbb{E}^{\xi(y)} \left[ y^{\beta,q}_{t_{(m)}} - y^{\beta,q}_t \right] \to 0,
\]

as \(m \to \infty\). In any case, the solution of the following stochastic differential equation is Gaussian (see for instance [19, Section 5.6]),
\[ dY_t^{\alpha,p} = [F^\alpha(\xi_t)Y_t^{\alpha,p} + f^\alpha(t, \xi_t)] dt + \sigma^\alpha dW_t^{\alpha,p}. \] (12)

It is clear that the drift of (12) is linear in \( Y_t \), which means that there exists a unique Gaussian Solution [15 Section 5.6]). To see this, notice that we can write the solution as

\[ Y_t^{\alpha,p} = \phi_\alpha(t) \left( X_{ini}^{\alpha,p} + \int_0^t \phi_*^{-1}(s)f^\alpha(s, \xi_s) ds + \int_0^t \phi_*^{-1}(s)\sigma^\alpha dW_s^{\alpha,p} \right), \]

where \( \phi_\alpha \) satisfies \( \frac{d\phi_\alpha(t)}{dt} = F^\alpha(\xi_t)\phi_\alpha(t) \) and \( \phi_\alpha(0) = 1 \). One may see that the marginals of the process \( \int_0^t \phi_*^{-1}(s)\sigma^\alpha dW_s^{\alpha,p} \) are Gaussian by approximating the integrand using simple functions and then taking limits (see [19 Section 5.6]). This means that the marginals of \( (Y_t^{\alpha,p})_{t \in [0,T]} \) are also Gaussian.

As a particular application of the above theory, any solution of (11) must be Gaussian (since it comes from substituting \( \xi_t = \bar{\mu}_t \), the law of the mean field process \( \mathcal{P}(\mathcal{C}([0,T], T)) \), into (12)) and can be characterized by the evolution of its mean and covariance.

Assuming for the moment that there is a unique solution, let \( m(t) := (m^\alpha(t))_{\alpha \in [1,P]} \) be the mean, where for any \( p \in [-s_\alpha, s_\alpha] \), \( m_\alpha(t) = E[X_t^{\alpha,p}] \) and \( Q(t) := (Q^{\alpha\beta}_{pq}(t)) \) the covariance, where for any \( p \in [-s_\alpha, s_\alpha] \) and \( q \in [-s_\beta, s_\beta] \), \( Q^{\alpha\beta}_{pq}(t) = E[(X_t^{\alpha,p} - m^\alpha(t))(X_t^{\beta,q} - m^\beta(t))] \).

It follows from (12) that the mean and variance must satisfy the differential system (see for instance [19 Section 5.6]). For all \( \alpha, \beta \in [1,P] \), \( p \in [-s_\alpha, s_\alpha] \) and \( q \in [-s_\beta, s_\beta] \)

\[
\frac{d}{dt} m^\alpha(t) = F^\alpha(\bar{\mu}_t)m^\alpha(t) + f^\alpha(t, \bar{\mu}_t) \tag{13}
\]

\[
\frac{d}{dt} Q^{\alpha\beta}_{pq}(t) = (F^\alpha(\bar{\mu}_t) + F^\beta(\bar{\mu}_t))Q^{\alpha\beta}_{pq}(t) + \delta(p,q)\delta(\alpha,\beta)(\sigma^\alpha)^2 \tag{14}
\]

with \( m(0) = X_{ini} \) and \( Q^{\alpha\beta}_{pq}(0) = 0 \). It may be seen that \( Q^{\alpha\beta}_{pq}(t) = 0 \) if \( \alpha \neq \beta \) or \( p \neq q \), and that \( Q_{pp}^{\alpha\alpha}(t) = Q_{qq}^{\alpha\alpha}(t) \) for all \( p, q \in [-s_\alpha, s_\alpha] \). Thus we only need to determine \( (Q^{\alpha\alpha}_{00}(t))_{\alpha \in [1,P]} \).

For \( w > 0 \) and \( r \in \mathbb{R} \), let \( \rho(r, w, y) = (2\pi w)^{-\frac{1}{2}} \exp \left( -\frac{(y-r)^2}{2w} \right) \) be the Gaussian density. It may be seen that if \( Q^{\alpha\alpha}_{00}(t) > 0 \) for all \( \beta \in [1,P] \), then

\[
F^\alpha(\bar{\mu}_t) = -\frac{1}{\tau} + \sum_{\beta=1}^P (2s_\beta+1)\bar{\mu}^\beta \int_{\mathbb{R}} S(y)\rho(m^\beta(t), Q^{\alpha\beta}_{00}(t), y) dy := \bar{F}^\alpha(m(t), Q(t)) \tag{15}
\]

and

\[
f^\alpha(t, \bar{\mu}_t) = F^\alpha(t) - \sum_{\beta=1}^P (2s_\beta+1)\bar{\mu}^\beta \int_{\mathbb{R}} yS(y)\rho(m^\beta(t), Q^{\alpha\beta}_{00}(t), y) dy := \bar{f}^\alpha(t, m(t), Q(t)). \tag{16}
\]
Lemma 2. There exists a unique solution thanks to Lemma 3 below (note also the definitions in (15) and (16)). This

Proof. \( \int_{\mathbb{R}} S(y)\rho(m^\beta(t), Q^\beta_{00}(t), y)dy \rightarrow S(m^\beta(t)) \)

\( \int_{\mathbb{R}} yS(y)\rho(m^\beta(t), Q^\beta_{00}(t), y)dy \rightarrow m^\beta(t)S(m^\beta(t)). \)

Thus we may consider \( f \) and \( F \) to be functions \( \tilde{f}, \tilde{F} \) of \( m(t) \) and \( Q(t) \), which

are well-defined and continuous for \( Q^\beta_{00}(t) \geq 0 \) and \( m^\beta(t) \in \mathbb{R}. \)

**Lemma 1.** There exists a unique solution \( \bar{\mu} \) of the SDE \( \text{(11)} \) if and only if there exists a unique solution (for all time) of the following system of ordinary differential equations

\[
\frac{d}{dt} m^\alpha(t) = \bar{F}^\alpha(m(t), Q(t))m^\alpha(t) + \bar{f}^\alpha(t), \quad \alpha \in [1, P] \quad \text{(17)}
\]

\[
\frac{d}{dt} Q^\alpha_{00}(t) = 2\bar{F}^\alpha(m(t), Q(t))Q^\alpha_{00}(t) + (\sigma^\alpha)^2, \quad \alpha \in [1, P] \quad \text{(18)}
\]

for all \( \alpha \in [1, P] \) with \( m(0) = \bar{X}_{i_0} \) and \( Q^\alpha_{00}(0) = 0. \)

Proof. We have already seen the necessity of \( \text{(17)}-\text{(18)}. \) For the sufficiency, suppose that we have a solution \( (m, Q) \) to \( \text{(17)}-\text{(18)}. \) For each \( t \geq 0 \), we then define \( \xi_t \in \mathcal{P}(\mathcal{T}) \) to be a Gaussian distribution with mean \( m(t) \) and variance \( Q(t) \). More precisely, we define \( \mathbb{E}^{\xi_t}(y^\alpha)[y^\alpha, p] := m^\alpha(t) \), for all \( \alpha \in [1, P] \) and \( p \in [-s_\alpha, s_\alpha] \), \( \mathbb{E}^{\xi_t}(y^\alpha)[(y^\alpha,p-m^\alpha(t))^2] := Q^\alpha_{00}(t) \) and \( \mathbb{E}^{\xi_t}(y^\alpha)[(y^\alpha,p-m^\alpha(t))(y^\beta,q-m^\beta(t))] := 0 \) if \( \alpha \neq \beta \) or \( p \neq q \). We note that this is a well-defined covariance function which is positive definite, because \( Q^\alpha_{00}(t) \geq 0 \) for all \( t \in [0, T] \) (since if \( Q^\alpha_{00}(0) = 0 \) then \( \frac{d}{dt} Q^\alpha_{00}(t) > 0 \)).

We substitute this definition of \( \xi_t \) into \( \text{(12)}. \) Using this definition of \( \xi_t \), \( \text{(12)} \) becomes a linear SDE with coefficients which are continuous in time, for which there is a unique strong solution, as noted in \( \text{[19] Section 5.6}. \) This solution is Gaussian, and we write its law as \( \bar{\mu} \in \mathcal{P}([0, T], \mathcal{T}). \) The marginal \( \bar{\mu}_t \) has mean \( m(t) \) and variance \( Q(t) \). This means that the strong solution must also satisfy \( \text{(11)}. \)

\[
\mathcal{R} = (m^\alpha, Q^\alpha_{00})_{\alpha \in [1, P]} \quad \text{be the solution space of} \quad \text{(17)}-\text{(18)}, \quad \text{with} \quad Q^\alpha_{00} \geq 0.
\]

We have left out of the definition of \( \mathcal{R} \) the covariances \( Q^\alpha_{pq} \) if \( \alpha \neq \beta \) or \( p \neq q \) because they are trivially zero. We use the supremum norms \( ||m|| = \sup_{\alpha \in [1, P]} |m^\alpha| \) and

\[
||Q|| = \sup_{\alpha \in [1, P]} |Q^\alpha_{00}|
\]

**Lemma 2.** There exists a unique solution \( (m, Q) \in \mathcal{C}([0, T], \mathcal{R}) \) to \( \text{(17)} \) and \( \text{(18)}. \)

Proof. The right hand sides of \( \text{(17)} \) and \( \text{(18)} \) satisfy a locally Lipschitz condition thanks to Lemma \( \text{[3]} \) below (note also the definitions in \( \text{[15]} \) and \( \text{[16]} \)). This
locally Lipschitz property extends to the case $Q_{00}^{m} = 0$ (for any $\alpha \in [1, P]$) thanks to the continuity of $f$ and $\hat{F}$ as functions of $Q(t)$.

We proceed inductively to prove that there exists a unique solution over the time interval $[0, T]$. Suppose that we have a unique solution $(m(t), Q(t))$ for $t \in [0, \gamma]$ for some $\gamma \in [0, T)$. Write $m_\gamma := m(\gamma)$ and $Q_\gamma := Q(\gamma)$. Let $\epsilon = \max\{|m_\gamma|, |Q_\gamma|\}$ and

$$B = \{(m, Q) \in \mathcal{R} : |m - m_\gamma| \leq \max(\epsilon, 1), |Q - Q_\gamma| \leq \max(\epsilon, 1)\}. $$

It follows from this that if $(m, Q) \in B$, then

$$|m| \leq |m_\gamma| + \epsilon + 1 \leq 2\epsilon + 1$$

and

$$|Q| \leq |Q_\gamma| + \epsilon + 1 \leq 2\epsilon + 1.$$  \hspace{1cm} (19)

From Lemma 4 (below) and (19)-(20), we observe that for all $\alpha \in [1, P]$ and $t \in [0, T]$,

$$\sup_{(m, Q) \in B} |\hat{F}^\alpha(m, Q)m^\alpha + \bar{f}^\alpha(t, m, Q)| \leq A(4\epsilon + 3)$$

and

$$\sup_{(m, Q) \in B} |2\hat{F}^\alpha(m, Q)Q_{00}^{\alpha} + (\sigma^\alpha)^2| \leq A(2\epsilon + 2).$$  \hspace{1cm} (21)

Let

$$v = \inf_{\epsilon > 0} \left\{ T - \gamma, \frac{\max(\epsilon, 1)}{A(4\epsilon + 3)}, \frac{\max(\epsilon, 1)}{A(2\epsilon + 2)} \right\}. $$

\hspace{1cm} (22)

Observe that $v > 0$. By the Cauchy-Peano Theorem [15, Theorem 2.1], there exists a solution over the time interval $[\gamma, \gamma + v]$ to (17) and (18) with the initial condition such that $(m(\gamma), Q(\gamma)) = (m_\gamma, Q_\gamma)$. This solution is unique because the right hand side of (17)-(18) is locally Lipschitz over $B$. Since $v$ is independent of $\epsilon$, we may continue iteratively until we find that there exists a unique solution for all $t \in [0, T]$.

**Lemma 3.** There exists a constant $K$ such that for all $m, m_2 \in \mathbb{R}$ and all $\mathcal{U}, \mathcal{V}_2 > 0$,

$$\left| \int_\mathbb{R} S(y) (\rho(m, \mathcal{U}, y) - \rho(m_2, \mathcal{V}_2, y)) \, dy \right| \leq K \left( |\mathcal{U} - \mathcal{V}_2| + |m - m_2| \right), \hspace{1cm} (24)$$

$$\left| \int_\mathbb{R} yS(y) (\rho(m, \mathcal{U}, y) - \rho(m_2, \mathcal{V}_2, y)) \, dy \right| \leq K \left( |\mathcal{U} - \mathcal{V}_2| + |m - m_2| \right). \hspace{1cm} (25)$$

Here $\rho(r, w, y) := (2\pi w)^{-\frac{1}{2}} \exp \left( -\frac{(y - r)^2}{2w} \right)$ is a Gaussian kernel.

**Proof.** We prove the second of the above identities (the first follows very similarly). Assume without loss of generality that $\mathcal{V}_2 \geq \mathcal{U}$. Define $y_t$ to satisfy the following 1-dimensional SDE. Let $y_0$ be Gaussian, with mean $m$ and variance $\mathcal{U}$, and $(W_t)$ a standard Wiener Process, such that

$$dy_t = (m_2 - m)dt + \sqrt{\mathcal{V}_2 - \mathcal{U}} dW_t.$$
Using standard theory we see that \( y_t \) possesses a unique strong solution possessing Gaussian marginals. For any \( t \geq 0 \), \( y_t \) has mean \( m + t(m_2 - m) \) and variance \( \mathfrak{V} + t(\mathfrak{V}_2 - \mathfrak{V}) \). Using Ito’s Lemma,

\[
\int_{\mathbb{R}} y S(y) \left( \rho(m_2, \mathfrak{V}_2, y) - \rho(m, \mathfrak{V}, y) \right) dy = E \left[ y_1 S(y_1) - y_0 S(y_0) \right]
\]

\[
= \mathbb{E} \left[ \int_0^1 \left( m_2 - m \right) \left( y_t S(y_t) \right) + \frac{1}{2} (\mathfrak{V}_2 - \mathfrak{V}) \frac{d^2}{dy_t^2} \left( y_t S(y_t) \right) dt \right]
\]

\[
= (m_2 - m) \mathbb{E} \left[ \int_0^1 \left( y_t S(y_t) \right) dt \right] + \frac{1}{2} (\mathfrak{V}_2 - \mathfrak{V}) \mathbb{E} \left[ \int_0^1 \frac{d^2}{dy_t^2} \left( y_t S(y_t) \right) dt \right].
\]

Now, by Lemma 5 (below) and the assumptions on \( S \), there is a constant \( K_2 \) such that \( \sup_{y \in \mathbb{R}} |\frac{d}{dy} (y S(y))| < K_2 \) and \( \sup_{y \in \mathbb{R}} \left| \frac{d^2}{dy^2} (y S(y)) \right| < 2K_2 \). We thus see that

\[
\left| \int_{\mathbb{R}} y S(y) \left( \rho(m, \mathfrak{V}, y) - \rho(m_2, \mathfrak{V}_2, y) \right) dy \right| \leq K_2 (|m_2 - m| + |\mathfrak{V}_2 - \mathfrak{V}|).
\]

\[\square\]

**Lemma 4.** There exists \( A > 0 \), such that for all \((m, Q) \in \mathbb{R}, \) and all \( \alpha \in [1, P], \)

\[
\|\tilde{F}^\alpha(m, Q) m^\alpha + \tilde{f}^\alpha(t, m, Q)\| \leq A (\|m\| + \|Q\| + 1)
\]

\[
\|2\tilde{F}^\alpha(m, Q) Q^{\alpha \sigma} + (\sigma^\alpha)^2\| \leq A (\|Q\| + 1).
\]

**Proof.** It is clear that the bounds hold if \( Q_{00}^{\alpha_i \alpha_i} = 0 \) for some \( \{ \alpha_i \} \subset [1, P] \) (since the Gaussian Integration converges to a \( \delta \)-function). We therefore assume that for all \( \alpha \in [1, P], Q_{00}^{\alpha \alpha} > 0 \). We note the following bounds (making use of the triangle inequality)

\[
|f^\alpha(t, m, Q)| \leq |I^\alpha(t)| + \sum_{\beta=1}^P (2s_\beta + 1) J^\max \int_{\mathbb{R}} |y|(2\pi Q_{00}^{\beta \beta})^{-\frac{1}{2}} \exp \left( -\frac{(y - m_\beta)^2}{2Q_{00}^{\beta \beta}} \right) dy
\]

\[
\leq \|I(t)\| + \sum_{\beta=1}^P (2s_\beta + 1) J^\max \left( m_\beta + \int_{\mathbb{R}} |y - m_\beta|(2\pi Q_{00}^{\beta \beta})^{-\frac{1}{2}} \exp \left( -\frac{(y - m_\beta)^2}{2Q_{00}^{\beta \beta}} \right) dy \right)
\]

\[
= \|I(t)\| + \sum_{\beta=1}^P (2s_\beta + 1) J^\max \left( m_\beta + \sqrt{\frac{2}{\pi}} \sqrt{Q_{00}^{\beta \beta}} \right),
\]

using a standard Gaussian identity. Hence, recalling that \( \bar{s} = \sum_{\beta=1}^P (2s_\beta + 1) \),

\[
\|f(t, m, Q)\| \leq \|I(t)\| + \bar{s} J^\max (\|m\| + \|Q\| + 1).
\]

We also observe that

\[
\|\tilde{F}^\alpha(m, Q)\| \leq \frac{1}{\tau} + J^\max \bar{s},
\]

from which the second bound quickly follows. \[\square\]
Lemma 5. The function $x \mapsto xS(x)$ is globally Lipschitz in $x$.

Proof. We have that $\frac{d}{dx}(xS(x)) = xS'(x) + S(x)$. This is bounded (by assumption on $S$). Therefore by the Mean Value Theorem, $xS(x)$ must be globally Lipschitz. 

3.2 Propagation of Chaos

In this section we prove the propagation of chaos property. This is stated in Theorem 3, and amounts to proving that the first Wasserstein distance between the laws of $\bar{X}^j$ and $X^j$ (considered as random variables on $C([0,T],\mathbb{T})$ goes to zero as $n \to \infty$.

Here, for $j \in \mathbb{Z}$,

$$d\bar{X}^j_t = -\bar{X}^j_t + \int_0^t \sum_{\alpha=1}^P \sum_{q=-s_\beta}^{s_\beta} j_{\alpha,\beta} \left( \bar{X}^j_t - y_{\beta,q} \right) S(y_{\beta,q}) \mu_t(dy) dt$$

$$+ \sigma^\alpha dW^j_{\alpha,p}.$$  

The Wiener Processes $(W^j_{\alpha,p})$ are the same as in (4). Clearly the law of $\bar{X}^j$ is the same as the law of $\bar{X}^k$, and these laws are the same as the law of $\bar{X}$ in (7).

As we have already noted, we cannot directly use the proofs in [26] because the interaction terms are not uniformly Lipschitz. Instead, we will exploit the fact that $\bar{X}$ is Gaussian, so that we may use Borell’s Inequality to show that the tails of $\sup_{x \in [0,T]} |\bar{X}^\alpha|_p$ decay exponentially.

Proof of Theorem 3. Throughout this proof, when summing over indices, the ranges are always such that $i, j \in [-n,n]$, $\alpha, \beta \in [1,P]$, $p \in [-s_\alpha, s_\alpha]$ and $q \in [-s_\beta, s_\beta]$. We observe that for any $i \in [-n,n]$, $\alpha \in [1,P]$ and $p \in [-s_\alpha, s_\alpha],$

$$X^i_{t,\alpha,p} - \bar{X}^i_{t,\alpha,p} = \int_0^t \left[-\tau^{-1} \left( X^i_{s,\alpha,p} - \bar{X}^i_{s,\alpha,p} \right) + \right.$$

$$(2n+1)^{-1} \sum_{j,\beta,q} j_{\alpha,\beta} \left[ \left( X^i_{s,\alpha,p} - X^j_{s,\beta,q} \right) S(X^j_{s,\beta,q}) - E^\beta \left[ \left( \bar{X}^i_{s,\alpha,p} - y_{\beta,q} \right) S(y_{\beta,q}) \right] \right] ds$

$$= \int_0^t \left[-\tau^{-1} \left( X^i_{s,\alpha,p} - \bar{X}^i_{s,\alpha,p} \right) + 

(2n+1)^{-1} \sum_{j,\beta,q} j_{\alpha,\beta} \left[ \left( X^i_{s,\alpha,p} - X^j_{s,\beta,q} \right) S(X^j_{s,\beta,q}) - \left( X^i_{s,\alpha,p} - X^j_{s,\beta,q} \right) S(X^j_{s,\beta,q}) + 

(\bar{X}^i_{s,\alpha,p} - X^j_{s,\beta,q}) S(X^j_{s,\beta,q}) - (\bar{X}^i_{s,\alpha,p} - \bar{X}^j_{s,\beta,q}) S(\bar{X}^j_{s,\beta,q}) + 

(\bar{X}^i_{s,\alpha,p} - \bar{X}^j_{s,\beta,q}) S(\bar{X}^j_{s,\beta,q}) - E^\beta \left[ \left( \bar{X}^i_{s,\alpha,p} - y_{\beta,q} \right) S(y_{\beta,q}) \right] \right] ds.
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For any \( g \in C([0, t], \mathbb{R}) \), let \( |g|^* = \sup_{s \in [0, t]} |g_s| \). We thus find that

\[
|X_{i,\alpha,p} - \tilde{X}_{i,\alpha,p}|^*_T \leq \int_0^T \left( r^{-1} |X_{i,\alpha,p} - \tilde{X}_{i,\alpha,p}| + (2n + 1)^{-1} \sum_{j,\beta,q} \tilde{j}_{\text{max}} \left( |X_{i,\alpha,p} - \tilde{X}_{i,\alpha,p}| + |\tilde{X}_{i,\alpha,p}| \right) S(X_{j,\beta,q}^\ast - S(\tilde{X}_{j,\beta,q}^\ast) + \\
+ \left| \tilde{X}_{i,\alpha,p} S(X_{j,\beta,q}^\ast) - \tilde{X}_{i,\alpha,p} S(\tilde{X}_{j,\beta,q}^\ast) \right| + \\
+ \left| \tilde{X}_{i,\alpha,p} - \tilde{X}_{i,\alpha,p} \right| S(\tilde{X}_{j,\beta,q}^\ast - E \tilde{\mu}_t \left[ \left( \tilde{X}_{i,\alpha,p} - y^\beta,q \right) S(y^\beta,q) \right] ) \right) dt.
\]

Let \( S(X^j) \in C([0, T), T) \) be defined as \( S(X^j)^\beta,q := S(X_{j,\beta,q}^\ast) \). Now by Lemma 5, the function \( xS(x) \) is globally Lipschitz in \( x \). Thus summing over \( i \), we find that for some constant \( L > 0 \),

\[
\sum_i |X_{i,\alpha,p} - \tilde{X}_{i,\alpha,p}|^*_T \leq \int_0^T \left( L \sum_i |X_{i,\alpha,p} - \tilde{X}_{i,\alpha,p}|^*_T + (2n + 1)^{-1} \sum_{i,j,\beta,q} \tilde{j}_{\text{max}} \left( |X_{i,\alpha,p} - \tilde{X}_{i,\alpha,p}|^*_T + |S(X^j)^\beta,q - S(\tilde{X}_{j,\beta,q}^\ast) \right) + \\
+ \left( \tilde{X}_{i,\alpha,p} - \tilde{X}_{i,\alpha,p} \right) S(\tilde{X}_{j,\beta,q}^\ast - E \tilde{\mu}_t \left[ \left( \tilde{X}_{i,\alpha,p} - y^\beta,q \right) S(y^\beta,q) \right] ) \right) dt.
\]

Write \( \|X\|^*_T = \sup_{\alpha,p} |X_{\alpha,p}|^*_T \). Taking expectations, and using symmetry, we find that

\[
(2n + 1) \mathbb{E} \left[ \|X^0 - \tilde{X}_0\|^*_T \right] \leq \int_0^T \left( (2n + 1) L \mathbb{E} \left[ \|X^0 - \tilde{X}_0\|^*_T \right] + \\
+ \tilde{j}_{\text{max}} \sum_{j} \mathbb{E} \left[ \|X^0\|^*_T \|S(X^j) - S(\tilde{X}^j)\|^*_T \right] \right) dt + B(T).
\]

Here,

\[
B(T) = \\
T \tilde{j}_{\text{max}} \sup_{t \in [0, T]} \sup_{\alpha,p} \sum_{\beta,q} \mathbb{E} \left[ \sum_j \left( \tilde{X}_{i,\alpha,p} - \tilde{X}_{i,\alpha,p} \right) S(\tilde{X}_{j,\beta,q}^\ast) - E \tilde{\mu}_t \left[ \left( \tilde{X}_{i,\alpha,p} - y^\beta,q \right) S(y^\beta,q) \right] \right] \right)
\]

\[
\leq T \tilde{j}_{\text{max}} \sup_{\alpha,p} \sum_{\beta,q} \mathbb{E} \left[ \left( \sum_j R_t(i, j, \alpha, p, \beta, q) \right)^2 \right]^{\frac{1}{2}},
\]

through Jensen’s Inequality, where

\[
R_t(i, j, \alpha, p, \beta, q) = \left( \tilde{X}_{i,\alpha,p} - \tilde{X}_{i,\alpha,p} \right) S(\tilde{X}_{j,\beta,q}^\ast) - E \tilde{\mu}_t \left[ \left( \tilde{X}_{i,\alpha,p} - y^\beta,q \right) S(y^\beta,q) \right] .
\]

13
Now if $j \neq k$, $\mathbb{E}[R_t(i,j,\alpha,p,\beta,q)R_t(i,k,\alpha,p,\beta,q)] = 0$, since the integrands are independent and of zero mean. By (8), $\mathbb{E}[R_t(i,j,\alpha,p,\beta,q)]$ possesses an upper bound which is uniform for all $t \in [0,T]$ and all indices. This means that there exists a constant $K(T)$ such that $B(T) \leq K(T)(2n + 1)^{\frac{1}{2}}$.

For some $M > 0$, let $A_M = \{X \in C([0,T],\mathbb{R}) : \|X\|_T^* \geq M\}$ and

$$\kappa_M = \int_{A_M} \|X^0\|_T^* d\mathbb{P}(\tilde{X}^0).$$

(28)

We thus find that, since $\|S(X^j) - S(\tilde{X}^j)\|_T^* < 1$,

$$\mathbb{E}\left[\|\tilde{X}_t - X^j\|_T^*\right] \leq M\mathbb{E}\left[\|X^j - \tilde{X}^j\|_T^*\right] + \kappa_M.$$

Therefore

$$\mathbb{E}\left[\|X^0 - \tilde{X}^0\|_T^*\right] \leq \int_0^T (M\bar{s}\bar{J}_{\text{max}} + L)\mathbb{E}\left[\|X^0 - \tilde{X}^0\|_t^*\right] + \bar{s}\bar{J}_{\text{max}} \kappa_M \ dt + (2n + 1)^{-\frac{1}{2}} K(T).$$

Through Gronwall’s Inequality, since trivially $\mathbb{E}\left[\|X^0 - \tilde{X}^0\|_0^*\right] = 0$,

$$\mathbb{E}\left[\|X^0 - \tilde{X}^0\|_T^*\right] \leq \left((2n + 1)^{-\frac{1}{2}} K(T) + T\bar{s}\bar{J}_{\text{max}} \kappa_M\right) \exp(T(M\bar{s}\bar{J}_{\text{max}} + L)).$$

By Lemma 6 as $M \to \infty$,

$$T\bar{s}\bar{J}_{\text{max}} \kappa_M \exp(T(M\bar{s}\bar{J}_{\text{max}} + L)) \to 0.$$

(29)

Thus by taking $M,n \to \infty$, such that $(2n + 1)^{-\frac{1}{2}} \exp(T(M\bar{s}\bar{J}_{\text{max}} + L)) \to 0$,

$$\mathbb{E}\left[\|X^0 - \tilde{X}^0\|_T^*\right] \to 0.$$

For the following lemma, note that $\kappa_M$ is defined in (28). This Lemma is needed for (29) in the previous proof.

**Lemma 6.** There exist constants $\delta,M_0 > 0$ such that for all $M > M_0$,

$$\kappa_M \leq \exp\left(-\delta M^2\right).$$

**Proof.** Let $\delta = \frac{1}{8} \left(\sup_{s \in [0,T]} \|Q(s)\|\right)^{-1}$, where $(m,Q)$ is the solution of the mean field equations (17)-(18). We saw in the previous section that the law of $\tilde{X}$ (which is the same as the law of $\tilde{X}^j$) is Gaussian. Moreover the means $m^{\alpha,p}(s)$ and variances $Q^{\alpha\alpha}_{pp}(s)$ are continuous in $s$, and therefore bounded for
\[ s \in [0, T]. \] Let \( \bar{Y}_s^\alpha, p := X_s^\alpha, p - m_s^\alpha (s) \) and \( \bar{Q}_p^\alpha = \sup_{s \in [0, T]} Q_s^\alpha, p (s) \). By Borell’s Inequality (see [1, Theorem 2.1]), \( E \left[ \left| \bar{Y}_s^\alpha, p \right|_T \right] < \infty \) and for all \( \lambda > 0 \),

\[ P \left( \left| \bar{Y}_s^\alpha, p - E \left[ \left| \bar{Y}_s^\alpha, p \right|_T \right] \right|_T > \lambda \right) \leq 2 \exp \left( -\frac{1}{2 \bar{Q}_p^\alpha} \lambda^2 \right). \]

Since \( \sup_{s \in [0, T]} |m_s^\alpha, p| < \infty \) for all \( \alpha \in [1, P] \) and \( p \in [-s_\alpha, s_\alpha] \), there must exist an \( M_0 \) such that for all \( M \geq M_0 \)

\[ P (\|X\|_T^* \geq M) \leq (M + 1)^{-1} \exp (-2\delta M^2). \]

Hence

\[ \kappa_M \leq \sum_{k=0}^\infty (M+k+1)P (\|X\|_T^* \geq (M+k)) \leq \sum_{k=0}^\infty \exp (-2\delta (M + k)^2) \leq \exp(-\delta M^2), \]

for \( M_0 \) sufficiently large. \( \square \)

4 Numerical simulation of the mean-field equation and discussion

In this section we perform a numerical simulation of the mean-field equations [7].

We consider two populations of neurons, with the first one denoted by \( \alpha \) and the second one denoted by \( \beta \). The ratio of neurons in the populations is fixed at 1:1, with \( s_1 = s_2 = 0 \). We take the initial condition \( X_{ini} = (0.2, -0.35) \), the currents are fixed at \( I^\alpha = 0.2, I^\beta = -0.2 \), the noise intensity is \( \sigma^\alpha = \sigma^\beta = 0.2 \), and the sigmoid function is \( S(x) = (1 + \exp(-x))^{-1} \). The synaptic weights are set to \( J_\alpha^\alpha = -0.11, J_\alpha^\beta = -1.1, J_\beta^\alpha = 0.44 \) and \( J_\beta^\beta = -0.11 \). The results are displayed in Figure 1.

As we noted in the introduction, mean-field equations are useful because they reduce the dynamics of large-scale ensembles of neurons to a scale which is more easily studied. We have seen that the mean-field equations for our system reduce to a system of ordinary differential equations in the mean and covariance. One can therefore apply dynamical systems techniques (in particular, bifurcation analysis) to study the properties of the mean-field equations. The above example demonstrates an ergodic convergence in time. However one could straightforwardly apply the theory in this paper to investigate more complicated examples. For example, one could search for two-population activator-inhibitor systems where the means and covariances oscillate in time (a well-known result). One could also investigate systems of three or more populations of neurons and search for other types of bifurcations. We plan to perform a detailed bifurcation analysis of the mean-field equations in future work.
Figure 1: In the bottom two figures we plot the evolution of the means $m^\alpha$ and $m^\beta$ of the mean-field equations. The covariances $Q^\alpha_{00}$ and $Q^\beta_{00}$ are not plotted but display a similar asymptotic convergence in time. In the top two figures we plot Monte-Carlo simulations of $\bar{X}^{\alpha,0}$ and $\bar{X}^{\beta,0}$.

References

[1] Robert J Adler. An introduction to continuity, extrema, and related topics for general gaussian processes. Lecture Notes-Monograph Series, pages i–155, 1990.

[2] Shun-ichi Amari. Dynamics of pattern formation in lateral-inhibition type neural fields. Biological cybernetics, 27(2):77–87, 1977.

[3] Daniel J Amit, Hanoch Gutfreund, and Haim Sompolinsky. Spin-glass models of neural networks. Physical Review A, 32(2):1007, 1985.

[4] Javier Baladron, Diego Fasoli, Olivier Faugeras, Jonathan Touboul, et al. Mean-field description and propagation of chaos in networks of Hodgkin-Huxley and Fitzhugh-Nagumo neurons. The Journal of Mathematical Neuroscience, 2(1):10, 2012.

[5] S Benachour, B Roynette, D Talay, and P Vallois. Nonlinear self-stabilizing processes–I existence, invariant probability, propagation of chaos. Stochastic processes and their applications, 75(2):173–201, 1998.

[6] François Bolley, Ivan Gentil, and Arnaud Guillin. Uniform convergence to equilibrium for granular media. Archive for Rational Mechanics and Analysis, 208(2):429–445, 2013.

[7] Mireille Bossy, Olivier Faugeras, and Denis Talay. Clarification and complement to” mean-field description and propagation of chaos in ne
works of Hodgkin-Huxley and FitzHugh-Nagumo neurons". arXiv preprint arXiv:1412.7728, 2014.

[8] Paul C Bressloff. Metastable states and quasicycles in a stochastic Wilson-Cowan model of neuronal population dynamics. Physical Review E, 82(5):051903, 2010.

[9] Paul C Bressloff. Spatiotemporal dynamics of continuum neural fields. Journal of Physics A: Mathematical and Theoretical, 45(3):033001, 2012.

[10] Amarjit Budhiraja, Paul Dupuis, Markus Fischer, et al. Large deviation properties of weakly interacting processes via weak convergence methods. The Annals of Probability, 40(1):74–102, 2012.

[11] Gustavo Deco, Viktor K Jirsa, Peter A Robinson, Michael Breakspear, and Karl Friston. The dynamic brain: from spiking neurons to neural masses and cortical fields. PLoS Comput. Biol, 4(8):e1000092, 2008.

[12] Bard Ermentrout. Neural networks as spatio-temporal pattern-forming systems. Reports on progress in physics, 61(4):353, 1998.

[13] Olivier Faugeras, Jonathan Touboul, and Bruno Cessac. A constructive mean-field analysis of multi-population neural networks with random synaptic weights and stochastic inputs. Frontiers in computational neuroscience, 3, 2009.

[14] Jürgen Gärtner. On the mckean-vlasov limit for interacting diffusions. Mathematische Nachrichten, 137(1):197–248, 1988.

[15] Philip Hartman. Ordinary differential equations, 1964.

[16] Alan L Hodgkin and Andrew F Huxley. A quantitative description of membrane current and its application to conduction and excitation in nerve. The Journal of physiology, 117(4):500–544, 1952.

[17] James Inglis and Denis Talay. Mean-field limit of a stochastic particle system smoothly interacting through threshold hitting-times and applications to neural networks with dendritic component. arXiv preprint arXiv:1408.8221, 2014.

[18] Eric R Kandel, James H Schwartz, Thomas M Jessell, et al. Principles of neural science, volume 4. McGraw-Hill New York, 2000.

[19] Ioannis Karatzas and Steven Shreve. Brownian motion and stochastic calculus, volume 113. Springer Science & Business Media, 2012.

[20] Eric Luçon, Wilhelm Stannat, et al. Mean field limit for disordered diffusions with singular interactions. The Annals of Applied Probability, 24(5):1946–1993, 2014.
[21] Florent Malrieu et al. Convergence to equilibrium for granular media equations and their euler schemes. *The Annals of Applied Probability*, 13(2):540–560, 2003.

[22] Xuerong Mao. *Stochastic differential equations and applications*. Elsevier, 2007.

[23] Alfonso Renart, Nicolas Brunel, and Xiao-Jing Wang. Mean-field theory of irregularly spiking neuronal populations and working memory in recurrent cortical networks. *Computational neuroscience: A comprehensive approach*, pages 431–490, 2004.

[24] Martin G Riedler and Evelyn Buckwar. Laws of large numbers and langevin approximations for stochastic neural field equations. *The Journal of Mathematical Neuroscience (JMN)*, 3(1):1–54, 2013.

[25] Toumi Salwa Salhi, Jamil and James MacLaurin. On uniform propagation of chaos. *arXiv preprint arXiv:1503.07807*, 2015.

[26] Alain-Sol Sznitman. Topics in propagation of chaos. In *Ecole d’été de probabilités de Saint-Flour XIX*?1989, pages 165–251. Springer, 1991.

[27] Jonathan Touboul. Limits and dynamics of stochastic neuronal networks with random heterogeneous delays. *Journal of Statistical Physics*, 149(4):569–597, 2012.

[28] Jonathan Touboul, Geoffroy Hermann, and Olivier Faugeras. Noise-induced behaviors in neural mean field dynamics. *SIAM Journal on Applied Dynamical Systems*, 11(1):49–81, 2012.

[29] Hugh R Wilson and Jack D Cowan. Excitatory and inhibitory interactions in localized populations of model neurons. *Biophysical journal*, 12(1):1, 1972.

[30] Hugh R Wilson and Jack D Cowan. A mathematical theory of the functional dynamics of cortical and thalamic nervous tissue. *Kybernetik*, 13(2):55–80, 1973.