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Abstract

Social media provides a timely yet challenging data source for adverse drug reaction (ADR) detection. Existing dictionary-based, semi-supervised learning approaches are intrinsically limited by the coverage and maintainability of laymen health vocabularies. In this paper, we introduce a data augmentation approach that leverages variational autoencoders to learn high-quality data distributions from a large unlabeled dataset, and subsequently, to automatically generate a large labeled training set from a small set of labeled samples. This allows for efficient social-media ADR detection with low training and re-training costs to adapt to the changes and emergence of informal medical laymen terms. An extensive evaluation performed on Twitter and Reddit data shows that our approach matches the performance of fully-supervised approaches while requiring only 25% of training data.

1 Introduction

Adverse Drug Reactions (ADRs) is the fourth leading cause of death in the United States (Chee et al., 2011). ADR detection is, therefore, a critical element of drug safety. Studies have shown that clinical trials are not able to fully characterize drugs’ adverse effects (Harpaz et al., 2012; Chee et al., 2011; Ahmad, 2003). Traditional techniques of post-market ADR mainly rely on voluntary and mandatory reporting of ADRs by patients and health providers, but they suffer from delays in reporting, under-reporting, or data incompleteness (Sarker et al., 2015).

Social media is becoming a preferred channel for millions of users and patients to share, discuss, and seek health information (He et al., 2017); such user-generated content can, therefore, provide valuable insights for monitoring Adverse Drug Reactions (ADRs) from an additional point of view (Lee et al., 2017; Sarker and Gonzalez, 2015; Aramaki et al., 2011). ADR detection from social media is, however challenging, as online users report ADRs using a different language style and terminology that largely depend on the user’s medical proficiency, as well as the type of online medium (e.g., health forums vs micro-post social networks). In particular, laymen often use diverse dialects (Karisani and Agichtein, 2018) when describing medical concepts, and make abundant use of informal terminology.

Existing approaches for detecting terms in informal medical language mainly rely on semi-manually generated dictionaries (e.g. laymen health dictionaries) (Zeng and Tse, 2006), or supervised machine-learning-based sequence classifiers (Huynh et al., 2016; Chowdhury et al., 2018). Due to the language dynamicity in online and ofﬁne communication (Kershaw et al., 2016; Zanzotto and Pennacchiotti, 2012), there is a constant emergence of new informal medical terms. This results in a lack of coverage and maintainability of laymen health vocabularies. While showing superior performance, machine learning approaches often need to be trained for specific Web communities and platforms due to differences in the underlying language models; this results in high costs for manual annotation of training data, which for many domains is only sparsely available (Deriu et al., 2017).

More recently, researchers have started to investigate techniques for expanding the size of manually created training data. Often, sentence similarity implemented with embedding techniques (Mikolov et al., 2013; Le and Mikolov, 2014) is used to discover similar sentences, and then annotations are automatically propagated to those sentences (Mesbah et al., 2018). While these techniques have indeed shown to reduce the cost of
training, they are typically limited by availability of the existing data as the reliability of annotation propagation suffers when sentences are not similar enough. Therefore, in this paper we focus on how to automatically generate high quality training data for Adverse Drug Reaction detection with minimal human supervision and costs.

Original Contribution. In this paper, we propose to generate artificial sentences closely mimicking existing training data; such artificial sentences are then annotated automatically via label propagation. This contrasts existing approaches expanding manually created training data set by discovering additional existing sentences in a dataset.

We build our method upon variational autoencoders (VAE), a deep probabilistic neural model which learns latent text features and their distributions effectively. In contrast to other approaches using variational autoencoders for text generation, we modify the mechanism for generating new artificial samples such that we obtain samples structurally and semantically similar to a specific subset of the original data. This allows us to generate sentences similar to those in the pre-existing human-labeled ADR training usable for classifier training set by taking advantage of the implicit semantics contained in the larger unlabeled dataset.

We evaluate the proposed method on a standard Twitter dataset and on a large new dataset for the Reddit platform we created with the help of expert annotators. Results show that our approach achieves superior or comparable performance with significantly less training data (reduced by 75%) than state-of-the-art training methods.

2 Related Work

The terminology adopted in most social communities makes heavy use of slang or indirect descriptions, which is often lacking with respect to grammar and orthography; in addition, it is also constantly evolving and differs between communities. This makes the use of established techniques relying on expert-curated dictionaries (Leaman et al., 2010; Soldaini and Goharian, 2016) of consumer health vocabulary or fully-supervised machine learning-based classifiers (Huynh et al., 2016; Chowdhury et al., 2018) expensive, and in many cases even prohibits their use. While techniques to lessen the costs of training like distant supervision (Mintz et al., 2009) or bootstrapping (Tsai et al., 2013; Blum and Mitchell, 1998) can provide some support, their performance has been shown to be limited.

Some recent work has started to address the issues of size and cost of ADR training data (Lee et al., 2017; Cocos et al., 2017; Nikfarjam et al., 2015). Lee et al. (2017) explores different types of unlabeled data and a small training set to generate phrase embeddings, so to classify the tweets that indicate adverse drug event in a semi-supervised way. In contrast, our work focuses on detecting the actual ADR span in the text of the user generated posts rather than just classifying the whole post as containing an ADR mention. Nikfarjam et al. (2015) and Cocos et al. (2017) augment traditional supervised methods with additional features such as pre-trained word representation vectors, to improve performance and to be less dependent on large training sets. The resulting BLSTM-RNN (Cocos et al., 2017) technique, which achieves state-of-the-art performance, is also evaluated in our experiments (see Section 5.1). Rather than adding new features or proposing new ADR detector models, our work focuses on the generation of new labeled data samples from small annotated training sample using deep probabilistic models.

Different from the above approaches, embedding based methods (Le and Mikolov, 2014; Mikolov et al., 2013) learn vector representations of words or paragraphs to capture semantic relationships among words. Such methods are, therefore, useful to find sentences similar to the labeled training data, thereby expanding the size of the training data. Embedding based methods, however are limited by the existing sentences available in a given corpus. In contrast, our approach is capable of generating new sentences not existing in the corpus, thus largely expanding the training data. Our approach for generating additional labeled training data is inspired by (Bowman et al., 2016), where VAEs are used to learn a generative model of text for sentence generation. Bowman et al. (2016), however, only tackles the general problem of sentence generation. To the best of our knowledge, our work is the first that investigate VAEs as a tool for training data expansion, so as to enhance machine learning performance with limited amount of labeled data.
3 Adverse Drug Reaction Detection in User Generated Content

Approach Overview. Figure 1 presents an overview of our proposed approach. Given a list of drug names, a corpus $UGC = \{ugc_1, \ldots, ugc_n\}$ of health-related User Generated Content (UGC) that mention one or more drugs of interest, and a subset $LC \subset UGC$ of UGCs labeled with ADR mentions, the Sentence Generation step (Sections 3.1) creates a set $SC$ of newly generated sentences that are similar to the ones in $LC$. The size of $LC$ is usually highly limited, thus Sentence Generation is important to expand the labeled data for better training the ADR detector. In $LC$, terms related to ADR (e.g. “no appetite”) are considered positive examples ($POSTerms$), while all the other terms (e.g. “aspirin”, “again”), excluding English stop words, are considered negative examples ($NEGTerms$). A Variational Auto Encoder (VAE) is first trained on $UGC$ data to learn the data distribution of the dataset, and then provided with $LC$ sentences as input to generate the output set $SC$. The Sentence Annotation step (Section 3.2) then propagates the label from $LC$ to the terms of sentences in $SC$. This is achieved by labelling the set $UTerms = \{ut_1, \ldots, ut_n\}$ of terms in the newly generated sentence $SC$ that are semantically more similar to $POSTerms$ than to $NEGTerms$ in $LC$. Finally, the labelled sets $LC$ and $SC$ are combined in the ADR Detector Training step (Section 3.3) to train an ADR detector.

3.1 Sentence Generation

Our method for data generation relies on learning sentence distributions from a large text corpus, which can then be used to generate posts $SC$ semantically similar to a given set of existing labeled content $LC$. Let $x \in \mathbb{R}^{|V|} (x \in UGC)$ be the bag-of-words (multi-hot) representation of a user-generated content, where $V$ is the global vocabulary, and $w_i \in \mathbb{R}^{|V|}$ be the one-hot representation of the word at position $i$ in the sentence represented by $x$. Our goal is to learn $P(\hat{x}|x)$, where the probability of a newly generated content $\hat{x}$ serves as a proxy of the semantic similarity between $\hat{x}$ and the original labeled content $x$. Note that we will use the full set of user generated content $UGC$ to learn the data distribution, while only the labeled subset $LC$ is used to generate new sentences.

To obtain this conditional distribution, we adopt the deep generative modeling approach (Kingma and Welling, 2014; Miao et al., 2016), which was originally proposed to generate data instances similar to those already in a given dataset. Here, data is embedded into a latent space which is modelled by conditional distributions, and samples from this distributions can be decoded into new artificial data instances. In contrast to shallow models such as Skip-Gram (Mikolov et al., 2013) which also embeds into latent spaces, deep generative models have been shown to capture the implicit semantics and structure of the underlying data more effectively. However, existing deep generative models are not designed for generating class-specific data instances. Therefore, our goal is to extend existing deep generative models such that we can choose to only generate samples of a chosen subclass (e.g., resembling just labeled data). For example, Table 1 shows 3 artificial samples generated for 2 human-written training data sentences.

To do so, we build our method upon variational autoencoder (VAE), a representative deep generative model capable of learning high-quality representations of data structures. Given a set of sentences, VAE aims at learning a likelihood func-
Table 1: Three samples generated using VAE for a given input sentence.

| Input | Sample 1 | Sample 2 | Sample 3 |
|-------|----------|----------|----------|
| Case 1 | my doctor put me on zoloft and prozac made me feel sick. | drew a latent feature vector | took my prozac today and my head is spinning.
| Case 2 | my doctor put me on zoloft and prozac made me feel sick. | drew a latent feature vector | took my prozac today and my head is spinning.
| Case 3 | my doctor put me on zoloft and prozac made me feel sick. | drew a latent feature vector | took my prozac today and my head is spinning.

is the KL-divergence between two distributions; \( Q(z|g(x; \phi)) \) is a Gaussian distribution \( \mathcal{N}(\mu, \text{diag}(\sigma^2)) \) that is again parameterized by a deep neural network: the two parameters of the Gaussian distribution, i.e., \( \mu \) and \( \sigma \) are both the output of the neural network \( g(x; \phi) \).

**New Content Generation.** Once a VAE is trained on all user-generated content UGC, we take the existing human-annotated content LC (annotated with ADR mentions) as the input for VAE to generate new sentence SC. The generation is performed by making use of the two conditional distributions learned before, i.e., \( Q(z|g(x; \phi)) \) and \( P(w_i|f(z; \theta)) \). When used together, these distributions form the conditional distribution we are interested for generating new content:

\[
P(\hat{x}|x) = \int \sum_{i=1}^{|x|} P(w_i|f(z; \theta)) \cdot Q(z|g(x; \phi)) dz
\]

Content generation can then be performed via sampling from the above distribution. To generate new sentences, we take each sentence from the labeled set LC, and sample a pre-defined number (k) of latent feature vectors \( z_j \) from \( Q(z|g(x; \phi)) \). For each sampled \( z_j \), we use it as an input for \( P(w_i|f(z; \theta)) \) to generate a sequence of words as the new sentence.

**3.2 Sentence Annotation**

After generating new samples SC similar to LC, the next step is to automatically annotate the terms in the newly generated sentences with ADR mentions such that it can be used to train a sequence-labeling model. In its basic version, we can only rely on the terms in the POSTerms as positive examples of ADRs. However, we will heuristically expand this term set with additional positive examples found in the SC, thus improving the recall of the ADR detector.

In this work we rely on measuring and aggregating the semantic relatedness SR between a term \( u_t \) and all the terms in POSTerms as well as NEGeterms. In general, terms which are semantically related to terms in the POSTerms should be considered as positive example. For example, having the terms fever and no appetite as positive examples, the new terms weakness or body aches could also be added to POSTerms (because they are considered semantically related due to frequent co-occurrence, following the distributional hypothesis (Harris,
Table 2: CRF training parameters.

| Parameter                  | Value       |
|----------------------------|-------------|
| useNGrams                  | true        |
| normalize                  | true        |
| noMidNGrams                | true        |
| useOccurrencePatterns      | true        |
| usePrev                    | true        |
| useNext                    | true        |
| maxLeft                    | 1           |
| lowerCaseNGrams            | true        |

1954)), while wheelchair shall be added to \( \text{NEGTerms} \). To this end, we use the popular \text{word2vec} implementation of skip-n-gram word embeddings (Mikolov et al., 2013). We define the semantic relatedness \( \text{SR}_\text{pos}(u_t, \text{POSTerms}) \) for a term \( u_t \) and the \( \text{POSTerms} \) as well as \( \text{SR}_\text{neg}(u_t, \text{NEGTerms}) \) as follows:

\[
\text{SR}_\text{pos}(u_t) = \frac{\sum_{\text{pterm} \in \text{POSTerms}} \text{SR}_\text{pos}(u_t, \text{pterm})}{|\text{POSTerms}|}
\]

\[
\text{SR}_\text{neg}(u_t) = \frac{\sum_{\text{nterm} \in \text{NEGTerms}} \text{SR}_\text{neg}(u_t, \text{nterm})}{|\text{NEGTerms}|}
\]

Some terms are semantically related to both \( \text{POSTerms} \) and \( \text{NEGTerms} \); for instance, terms such as drugs, pills, and pharmacy have a very close \( \text{SR}_\text{pos} \) and \( \text{SR}_\text{neg} \). In order to avoid noisy terms which have an overlap in positive and negative semantics, we only annotate a term as positive if it appears in the \( \text{POSTerms} \); or if the semantic relatedness between \( u_t \) and \( \text{POSTerms} \) is higher than the semantic relatedness between \( u_t \) and \( \text{NEGTerms} \), and if the distance between \( \text{SR}_\text{pos} \) and \( \text{SR}_\text{neg} \) is higher than a given threshold \( (th) \).

3.3 ADR Detector Training

The labeled training data generated in the previous step can then be used to train any kind of supervised sequence tagger for ADRs. Conditional Random Field (CRF) has shown to be an effective technique on different NER tasks (Lafferty et al., 2001). We used the popular Conditional Random Field (CRF) sequence model trained using the features listed in Table 2. Finally, the trained ADR detector can be used to detect the ADR mentions in our desired user generated content.

4 Evaluation

4.1 Experimental Settings

We evaluate the performance of our approach using precision, recall and f-score via approximate matching (Tsai et al., 2006). The focus of our evaluation is on the variation of performance at different fractions of training data and the number of newly generated samples to demonstrate the effectiveness of our proposed approach in reducing costs of manual annotation for training.

4.2 Datasets

Experiments are performed on two datasets targeting different Web platforms. We used the publicly available Twitter dataset from PSB 2016 Social Media Shared Task for ADR detection. Next, to evaluate our approach on richer textual forum data, we manually created an annotated corpus of Reddit medical subreddits with the help of medical experts. The aforementioned datasets contain only labeled data, but our approach requires in addition a larger corpus of unlabeled data from the same source. We therefore expanded each datasets with new posts, crawled respectively from Twitter and Reddit, that contain at least of one of the drug names contained in a common vocabulary. The properties of each dataset are described in Table 3.

Twitter. The PSB 2016 Social Media Shared Task Twitter dataset (i.e. collected as explained in Nikfarjam et al., 2015)) is a widely used manually annotated training data for ADR detection. The original dataset contained a total of 2,000 tweet IDs; at the time of this study we were able to retrieve text from only 643 tweets, which we acknowledge might have an effect on the performance of the trained models.

Reddit Data. Reddit is a discussion website where users share and discuss problems/ideas about different topics. Reddit also contains subreddits such as AskDocs, DiagnoseMe, or

Table 3: Dataset statistics. LC: labeled training set, UGC: unlabelled set. Number of sentences, words, and unique ADRs.

| Dataset  | LC (Training) | LC (Testing) | UGC |
|----------|---------------|--------------|-----|
| Twitter  | 493 6557 379  | 292 2601 154 | 140K 2.14M |
| Reddit   | 7506 133K 543 | 1820 31708 195 | 274K 3.65M |

\[ \text{https://github.com/dat/stanford-ner} \]
Details on the selected features:
\[ \text{https://nlp.stanford.edu/ie/NERFeatureFactory.html} \]

\[ \text{https://nlp.stanford.edu/nlp/javadoc/javanlp/edu/stanford/nlp/ie/NERFeatureFactory.html} \]

\[ \text{http://diego.asu.edu/psb2016/task2data.html} \]

\[ \text{http://diego.asu.edu/downloads/publications/ADRmine/drug_names.txt} \]

\[ \text{https://www.reddit.com/r/AskDocs/} \]

\[ \text{https://www.reddit.com/r/DiagnoseMe/} \]
Bipolar\footnote{https://www.reddit.com/r/bipolar/} where users share information about their health-related issues. To create a labeled training data set, we used the set of drug names mentioned above to collect 1,626 Reddit posts containing at least one drug name. We then recruited a medical doctor to annotate the ADRs (mentions of adverse drug reactions) in the collected posts following the annotation guidelines suggested in (Karimi et al., 2015), which specify: 1) exclude Leading prepositions, qualifiers, or possessive adjectives from selecting the ADR span, to avoid inconsistency. For instance, in the sentence “it increases my anxiety” only anxiety should be annotated; and 2) annotate all relevant contexts for an ADR concept. For example, in the sentence “I have a severe muscle pain”, “severe muscle pain” should be annotated (not just “muscle pain”). To validate the labels, two of the authors manually checked again the annotations and found some ADRs which were not detected by the annotator; also, ambiguous ADRs were identified and discussed with the medical expert. From all the annotated posts, 600 posts with 9,326 sentences contained at least one ADR which were split into training and testing as shown in Table 3.

4.3 Compared Methods

We compare our proposed approach to established state-of-the-art ADR detection algorithms of different types:

- **QuickUMLS (Soldaini and Goharian, 2016):** an approximate dictionary matching algorithm which relies on UMLS concepts. We used the following setting, mentioned in (Soldaini and Goharian, 2016) as having best performance: \textit{Similarity threshold} = 0.9, \textit{Semantic types} = \{SignorSymptom, DiseaseorSyndrome, Finding, Neoplastic Process\}
- **CRF (Baseline).** The Conditional Random Field Phrase Detection Model\footnote{https://github.com/dat/stanford-ner} trained on the manually annotated training data \textit{LC}.
- **CRF+VAE (Proposed):** In our proposed approach, we train a CRF model on the expanded training data created using the Variational Auto-Encoder approach as discussed in Section 3.
- **BLSTM-RNN (Cocos et al., 2017):** A state-of-the-art Bidirectional Long Short Term Memory (BLSTM) recurrent neural network (RNN) trained on the manually annotated training data \textit{LC}.
- **BLSTM-RNN+VAE (proposed):** We combined our proposed technique with the BLSTM-RNN phrase detection technique. This is to highlight that our method can be combined with any supervised phrase detection technique.

To demonstrate the effectiveness of different strategies for augmenting the training data for ADR phrase detection, we compare our proposed approach with the following techniques:

- **CRF+SelfTraining (Usami et al., 2011):** A simple semi-supervised learning technique, where we train a similar conditional-random field phrase detection model as described before, but we apply the trained model on a set of randomly selected unlabeled sentences from \textit{UGC} (i.e. we used 500 samples). The sentences containing newly annotated ADRs are added to the initial training data and are used to re-train the phrase detection model.
- **CRF+Doc2vec:** CRF model trained on data expanded using an embedding-based strategy. Instead of generating new content \textit{SC} using VAE, we use Doc2vec (Le and Mikolov, 2014) which is inspired by word2vec (Mikolov et al., 2013) to find sentences similar to the labeled content \textit{LC}.

4.4 Training

For training the Variational Autoencoder described in Section 3.1, we set the word dropout to 0.5, the learning rate to 0.001 and we used GRU (Cho et al., 2014) for both the encoder and the decoder. For labeling the newly generated sentences, we used word embeddings as described in (Mikolov et al., 2013). For Twitter we used pre-trained word embeddings trained on Twitter as described in (Godin et al., 2015). Since these pre-trained word embeddings did not perform well on the Reddit dataset, we trained a custom word embedding on all our Reddit data. We trained the skip-gram word2vec (300 dimension) model on the whole Reddit unlabeled collection.
Table 4: Performance of the different ADR detection techniques on the Twitter and Reddit test sets.

| Technique          | Precision | Recall | Fscore |
|--------------------|-----------|--------|--------|
| QuickUMLS          | .47       | .34    | .39    |
| CRF                | .67       | .42    | .51    |
| BLSTM-RNN          | .66       | .87    | .72    |
| CRF+VAE            | .69       | .49    | .57    |
| BLSTM-RNN+VAE      | .71       | .85    | .77    |

(a) Twitter

| Technique          | Precision | Recall | Fscore |
|--------------------|-----------|--------|--------|
| QuickUMLS          | .14       | .21    | .17    |
| CRF                | .72       | .47    | .57    |
| BLSTM-RNN          | .67       | .28    | .39    |
| CRF+VAE            | .69       | .52    | .60    |
| BLSTM-RNN+VAE      | .63       | .29    | .40    |

(b) Reddit

5 Results and Discussions

5.1 Comparison with ADR Detectors

In the first experiment, we compare our approach (i.e. trained with 100% of the labeled training data with 1 sample generated for each sample in the LC) against different ADR detector techniques described in Section 4.3. Table 4 reports precision, recall and F1-measure, of all the baselines in comparison to proposed approach CRF+VAE in Twitter and Reddit dataset. We make the following observations: QuickUMLS is outperformed by all the other methods. The result shows that dictionary based approaches are not able to cover concepts that do not have a reference in UMLS dictionary, and produce false positives by labeling irrelevant words such as “maybe”, “energy”, “condition”, “illness”, or “worse” as positive.

The difference in performance between CRF and CRF+VAE shows the advantage brought by the sentence generation (VAE) and sentence annotation step of our approach. To highlight that our method can be combined with any supervised phrase detection technique, we combined our proposed technique with the BLSTM-RNN. BLSTM-RNN outperforms CRF in Twitter dataset; note that the model was designed to detect ADRs from the Twitter dataset. The results show that independent of the methodology used for training an ADR detector (e.g. CRF or BLSTM-RNN), expanding training data with VAE improves the overall performance. However due to the large amount of time required for training the BLSTM-RNN and the unstable prediction performance of its model on the test set (Cocos et al., 2017), the remaining experiments just focus on CRF for training ADR detector.

5.2 Effects of Training Data Size on CRF+VAE

For a given dataset (Twitter and Reddit), we created smaller subsets of the training data (i.e. 10%, 25%, 50%, 75%, 100%) to simulate the effect of limited training data availability. The subsets are randomly selected, and experiments are repeated 10 times for each size setting. We then train a CRF algorithm and different variants of our CRF+VAE (i.e. with different subsets of training data and different size of newly generated content for each labeled sample) and compare their performance. In
particular, the core advantage of our approach is that we are able to generate any number of additional training data samples. Therefore, we test different settings where we generate an extra 1, 5, or 10 artificial sentences for each labeled sentence in the training set. The experiments are conducted 10 times for each setting.

Figure 2 summarizes the average performance achieved for Twitter and Reddit datasets. The results show that by using the VAE to expand the training data, it is possible to obtain higher F-scores for both datasets. In addition, we can show that by increasing the number of artificially generated samples (i.e. 5 and 10 samples), we can achieve a considerable F-score boost up to (+.17) and (+.12) for Twitter and Reddit (i.e. with just 10% of the labeled samples). We did not observe any significant improvement with more than 10 samples. This limitation is likely due to our constraint to generate sentences similar to the existing annotated sentences instead of radically new ones - a limitation chosen to allow us to perform reliable label propagation which would be hard for sentences too different. The results also show that by generating 1 sample using VAE but only using 50% of the training data, we can obtain comparable results to using the 100% of the labeled training data without VAE. When generating more training samples (i.e. 10 samples), our approach can achieve comparable performance with only the 25% of the initial labeled set. As shown in Figure 2, the effect of VAE expansion is greater the smaller the training data set is, thus VAE is used most efficiently to reduce the training costs of ADR detection significantly while maintaining quality. Note that all the improvements of CRF+VAE over CRF are statistically significant using paired t-test (i.e. p-value<0.05). When artificially expanding training data, recall is often improved at the cost of precision. This is demonstrated by the performance of CRF+Doc2Vec (Table 5). However, even using CRF+VAE (1 sample) shows higher F-score than CRF without notable loss of precision. This positive behaviour can be attributed to the larger number of positive and negative examples which helps to maintain the generalisation capabilities of the ADR detector while refining the quality of its recognition.

5.3 Comparison of Data Expansion Techniques

In the third experiment, we compare the performance of CRF+VAE against the two other automatic training data expansion techniques CRF+SelfTraining and CRF+Doc2Vec. As in the previous experiment, we use 10%, 25%, 50%, 75% and 100% of the training data. For the sake of brevity, we only report the best performance achieved by these techniques in Table 5.

CRF+SelfTraining keeps the precision high but compared to CRF+Doc2Vec and CRF+VAE, it is not able to increase the recall significantly. Its low recall can be attributed to treating some terms incorrectly as negative instance examples. This is due to relying only on the output of the trained model for labeling the training data for the next iteration. We observe that CRF+VAE achieves better precision and comparable recall to CRF+Doc2Vec with the Twitter dataset, while achieving similar performance in the Reddit dataset in terms of F-score, but with higher precision. This underlines that artificially generating new similar training sentences can outperform discovering existing similar training sentences using Doc2Vec similarity. The results show that our approach in general performs better in the Twitter dataset. This can likely be attributed to the differences in the structure between the two datasets. Each tweet contains on average 8 words, while each Reddit sentence contains on average 17 words. Also, VAEs have shown to perform better on shorter sentences (Semeniuta et al., 2017).

6 Qualitative Analysis

In this section we tested CRF+VAE approach on Twitter and Reddit test sets and manually inspect all the posts containing false positive and negatives to understand the reasons for the prediction errors.

False Positives. Manual inspection of the posts reveal that most of the false positives are due to 1) Mis-recognizing indications as an ADR, i.e. an illness for which the drug has been prescribed is recognized as an adverse drug reaction (Chowdhury et al., 2018). For instance in the two posts “I started effexor after having pretty severe postpartum depression” and “depression hurts cymbalta can help”, depression is labeled as ADR even though it is an indication. However,
Table 5: Average Precision/Recall/F1 with standard deviation in parenthesis for CRF, CRF+SelfTraining, CRF+Doc2Vec and CRF+VAE on Twitter and Reddit datasets. The experiments are conducted 10 times for each setting.

| Datasets | % Labeled samples | CRF    | CRF+SelfTraining | CRF+Doc2Vec | CRF+VAE |
|----------|-------------------|--------|-----------------|-------------|---------|
|          | 10                | 62(1)/15(0.7)/24(0.07) | 65(0.5)/27(0.05)/38(0.06) | 57(0.09)/30(0.04)/39(0.04) | 61(1)/32(0.04)/41(0.04) |
| Twitter  | 25                | 68(0.06)/29(0.03)/37(0.04) | 66(0.05)/32(0.02)/43(0.02) | 62(0.03)/42(0.03)/50(0.03) | 65(0.04)/44(0.03)/53(0.02) |
|          | 50                | 73(0.02)/39(0.01)/50(0.02) | 70(0.03)/37(0.03)/48(0.03) | 65(0.04)/50(0.01)/56(0.01) | 65(0.01)/51(0.02)/57(0.01) |
|          | 75                | 70(0.02)/39(0.01)/50(0.02) | 68(0.02)/40(0.02)/51(0.02) | 66(0.02)/52(0.02)/58(0.01) | 67(0.02)/51(0.03)/58(0.02) |
|          | 100               | 67(0.42)/51 | 67(0.42)/51 | 61(0.57)/59 | 64(0.56)/60 |
| Reddit   | 10                | 64(0.06)/28(0.05)/38(0.05) | 64(0.05)/29(0.05)/40(0.04) | 62(0.04)/42(0.04)/50(0.03) | 64(0.03)/41(0.04)/50(0.03) |
|          | 25                | 68(0.03)/34(0.03)/45(0.03) | 68(0.03)/34(0.04)/45(0.03) | 61(0.02)/51(0.02)/55(0.02) | 63(0.02)/48(0.01)/55(0.01) |
|          | 50                | 69(0.02)/42(0.03)/52(0.02) | 69(0.02)/43(0.04)/53(0.02) | 57(0.02)/60(0.01)/59(0.01) | 61(0.01)/56(0.02)/59(0.01) |
|          | 75                | 70(0.01)/46(0.02)/55(0.01) | 70(0.01)/46(0.02)/55(0.01) | 56(0.01)/62(0.01)/59(0.01) | 60(0.01)/59(0.01)/60(0.01) |
|          | 100               | 72(0.47)/57 | 71(0.46)/57 | 57(0.64)/61 | 60(0.62)/61 |

False Negatives. False negatives are likely to occur in posts that are ambiguous or overly complex. For example, in the post “Ive had no appetite since I started on prozac”, the annotators did not annotate no appetite as an ADR. However, our model was able to predict it correctly as an ADR, but due to this mistake in test data is considered a false positive.

7 Conclusion

In this paper, we have demonstrated an approach for augmenting training data for detecting mentions of Adverse Drug Reactions from social media text in a very cost-efficient manner. We introduced a technique which expands human-labeled training sets with a large number of artificially generated training samples. The benefit of our training data generation technique is greater the smaller the manually created training data set is. Therefore, it is used most efficiently to reduce the manual training costs of ADR detection while maintaining quality (e.g., in our experiments, we can maintain quality even when reducing manually provided training data by 75%). Furthermore, we could show that our approach generally works better on Twitter data. We assume that this can be explained by Reddit forum posts using significantly richer, longer, and more complex sentences. VAEs are known to work more effectively with shorter sentences than with longer ones. This work is only one of the initial steps towards automated adverse drug effect analytics on social data. The next step would be to interpret the semantics of the extracted slang ADRs, and linking them to medical ontologies to allow for further structured analysis.
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