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Abstract: This paper proposes a discrete-time, distributed algorithm for multi-agent networks to achieve the minimum $l_1$-norm solution to a group of linear equations known to possess a family of solutions. We assume each agent in the network knows only one equation and can communicate with its nearby neighbors. The key idea of these distributed algorithms is a so-called “agreement principle” Mou and Morse (2013) or “projection-consensus flow” Shi et al. (2016), in which each agent limits the update of its state to satisfy its own equation while trying to reach a consensus with its nearby neighbors’ states. Various extensions have been made: these include elimination of the initialization step Wang et al. (2019a), reduction of state vector size Mou et al. (2016), computing solutions with the minimum Euclidean norm Wang et al. (2017, 2018) and achieving least-squares solutions of an over-determined equation set Wang et al. (2019c). These algorithms are however not applicable to achieve a sparse (minimum $l_0$-norm) solution of an under-determined equation set, which is of particular interest in many engineering applications including earthquake location detection Shearer (1997), analysis of statistical data Dodge (2012), solving biomagnetic inverse problems Beuker and Schlitt (1996), compressive sensing Baron et al. (2009), and so on. Challenged by the fact that the $l_0$-norm minimization problem is NP-hard Ge et al. (2011), researchers usually turn to achieve solutions with minimum $l_1$-norm instead, for which the function to be minimized is convex; the obtained solution, is almost surely unique and equals the sparse (minimum $l_0$-norm) solution Candes and Tao (2005). Existing results for achieving minimum $l_1$-norm solutions are usually based on the idea of LASSO Tibshirani (1996), and they usually require a centralized coordinator and are not easily generalized to the distributed case. Existing results in distributed optimization are also not directly applicable since they either assume all agents hold the same constraints Nedic et al. (2010) or different but compact constraints Lin et al. (2016), and they typically require the weighting matrix associated with the network graph to be doubly stochastic Nedic et al. (2010); Nedić et al. (2018); Lin et al. (2016) or at least weighted balanced Gharesifard and Cortés (2013). However, when solving under-determined equation sets via multi-agent networks, the local equations known by different agents can not be the same; the solution set to the local equation constraint is an affine subspace which is not compact; and as illustrated in Dominguez-Garcia and Hadjicostis (2013), for a directed graph, additional cooperations among agents are usually required to guarantee its weighting matrix is doubly stochastic. Further, the non-smooth nature of the $l_1$-norm can be problematic; to handle these issues in continuous-time, we have developed a distributed algorithm for minimum $l_1$-norm solution Zhou et al. (2018) based on Filippov Set Value maps, which is a considerable technical complication. In this paper, we achieve further progress by devising a discrete-time algorithm based on a combination of the projection-consensus flow and the sub-gradient method. Moreover, compared with the results in Nedic et al. (2010); Nedić et al. (2018); Lin et al. (2016), we remove the requirement for the weighting matrix associated with the network graph to
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1. INTRODUCTION

Distributed algorithms proposed by Mou et al. (2015); Shi et al. (2016); Wang et al. (2019b) solve linear equations via multi-agent networks, in which each agent knows one private equation and can only communicate with its nearby neighbors. The key idea of these distributed algorithms is a so-called “agreement principle” Mou and Morse (2013) or “projection-consensus flow” Shi et al. (2016), in which each agent limits the update of its state to satisfy its own equation while trying to reach a consensus with its nearby neighbors’ states. Various extensions have been made: these include elimination of the initialization step Wang et al. (2019a), reduction of state vector size Mou et al. (2016), computing solutions with the minimum Euclidean norm Wang et al. (2017, 2018) and achieving least-squares solutions of an over-determined equation set Wang et al. (2019c). These algorithms are however not applicable to achieve a sparse (minimum $l_0$-norm) solution of an under-determined equation set, which is of particular interest in many engineering applications including earthquake location detection Shearer (1997), analysis of statistical data Dodge (2012), solving biomagnetic inverse problems Beuker and Schlitt (1996), compressive sensing Baron et al. (2009), and so on. Challenged by the fact that the $l_0$-norm minimization problem is NP-hard Ge et al. (2011), researchers usually turn to achieve solutions with minimum $l_1$-norm instead, for which the function to be minimized is convex; the obtained solution, is almost surely unique and equals the sparse (minimum $l_0$-norm) solution Candes and Tao (2005). Existing results for achieving minimum $l_1$-norm solutions are usually based on the idea of LASSO Tibshirani (1996), and they usually require a centralized coordinator and are not easily generalized to the distributed case. Existing results in distributed optimization are also not directly applicable since they either assume all agents hold the same constraints Nedic et al. (2010) or different but compact constraints Lin et al. (2016), and they typically require the weighting matrix associated with the network graph to be doubly stochastic Nedic et al. (2010); Nedić et al. (2018); Lin et al. (2016) or at least weighted balanced Gharesifard and Cortés (2013). However, when solving under-determined equation sets via multi-agent networks, the local equations known by different agents can not be the same; the solution set to the local equation constraint is an affine subspace which is not compact; and as illustrated in Dominguez-Garcia and Hadjicostis (2013), for a directed graph, additional cooperations among agents are usually required to guarantee its weighting matrix is doubly stochastic. Further, the non-smooth nature of the $l_1$-norm can be problematic; to handle these issues in continuous-time, we have developed a distributed algorithm for minimum $l_1$-norm solution Zhou et al. (2018) based on Filippov Set Value maps, which is a considerable technical complication. In this paper, we achieve further progress by devising a discrete-time algorithm based on a combination of the projection-consensus flow and the sub-gradient method. Moreover, compared with the results in Nedic et al. (2010); Nedić et al. (2018); Lin et al. (2016), we remove the requirement for the weighting matrix associated with the network graph to

* This work was supported by fundings from Northrop Grumman Corporation (NGC-REALM and NGCRC), Data61-CSIRO, and the Australian Research Council’s Discovery Projects DP-160104500 and DP190100887. Corresponding Author: Shaoshuai Mou.
be doubly stochastic, so that the algorithm is applicable to any directed network that is strongly connected.

The organization of the paper is as follows. We formulate the problem of interest in Section II. In section III, we present a discrete-time, distributed algorithm for achieving the minimum $l_1$-norm solution. The effectiveness of this algorithm is theoretically proved in Section IV, which is further validated by a simulation in Section V. Concluding remarks are made in Section VI. Proofs of all Lemmas are given in the Appendix.

Notation: Let $1_r$ denote the vector in $\mathbb{R}^r$ with all entries equal to 1. Let $I_r$ denote the $r \times r$ identity matrix. We let col $\{A_1, A_2, \ldots, A_r\}$ be a stack of matrices $A_i$ possessing the same number of columns with the index in a top-down ascending order, $i = 1, 2, \ldots, r$. Let $\text{diag} \{A_1, A_2, \ldots, A_r\}$ denote a block diagonal matrix with $A_i$ the $i$th diagonal block entry, $i = 1, 2, \ldots, r$. By $M > 0$ and $M \geq 0$ are meant that the square matrix $M$ is positive definite and positive semi-definite, respectively. By $M^T$ is meant the transpose of a matrix $M$. Let $\text{ker} M$ and image $M$ denote the kernel and image of a matrix $M$, respectively. Let $\otimes$ denote the Kronecker product. Let $||\cdot||$ denote the $l_1$-norm of a vector, and $[\cdot]_{ij}$ denote the $j$th entry of a vector.

2. PROBLEM FORMULATION

Consider a network of $m$ agents, $i = 1, 2, \ldots, m$, where each agent in the network is able to receive information from certain other agents called its neighbors. Let $N_i$ denote the set of agent $i$'s neighbors. The neighbor relation can be characterized by a directed graph $G$, where we assume $G$ is strongly connected. Let $S \in \mathbb{R}^{m \times m}$ denote a row stochastic weighted adjacency matrix associated with $G$, namely, for $i, j = 1, 2, \ldots, m$, the entries of $S$ satisfy $\sum_{j=1}^{m} s_{ij} = 1$, where $s_{ij} > 0$ if $j \in N_i$, and $s_{ij} = 0$ otherwise. Note that for any strongly connected $G$, one such $S$ can be simply constructed in a distributed manner by letting $s_{ij} = \frac{1}{|N_i|}$, for $\forall j \in N_i$, where $d_i = |N_i|$ is the number of agent $i$'s neighbors. Suppose each agent $i$ knows $A_i \in \mathbb{R}^{n \times n}$ and $b_i \in \mathbb{R}^n$, and controls a state vector $x_i(t) \in \mathbb{R}^n$. For an underlying under-determined linear equation $Ax = b$, let $x^*$ denote a minimum $l_1$-norm solution such that

$$x^* = \arg \min_{Ax=b} ||x||_1,$$

where

$$A = \begin{bmatrix} A_1 \\ \vdots \\ A_m \end{bmatrix}, \quad b = \begin{bmatrix} b_1 \\ \vdots \\ b_m \end{bmatrix}.\quad (2)$$

Assumption 1. The equation

$$Ax = b\quad (3)$$

is under-determined and it has a unique minimum $l_1$-norm solution.

According to the applications Shearer (1997); Beucker and Schlitt (1996), most under-determined linear equation sets found in practice have a unique minimum $l_1$-norm solution. Our assumption does not lead to a degradation on generality.

The problem of interest is to develop an iterative update to each agent’s state vector by only using its neighbors’ states such that all $x_i(t)$ converges to a common value, viz the minimum $l_1$ solution $x^*$ of equation (3).

3. THE UPDATE

A distributed update for achieving a solution to $Ax = b$ is developed in Mon et al. (2015) based on the projection-consensus flow as follows:

$$x_i(t+1) = x_i(t) - P_i\left(x_i(t) - s_i \sum_{j \in N_i} x_j(t)\right), \quad i = 1, 2, \ldots, m\quad (4)$$

where $A_i x_i(0) = b_i$ and $P_i \in \mathbb{R}^{n \times n}$ is the projection matrix to $\text{ker} A_i$. The above update enables all $x_i(t)$ to reach a consensus value exponentially fast which is a solution to $Ax = b$. This procedure imposes an a priori requirement on existence of a solution, or possibly a family of solutions. To further guide this consensus value to be the minimum $l_1$-norm solution, we add the subgradient of $||x||_1$ subject to $A_i x = b_i$, namely, $P_i \text{sgn} (x_i(t))$, to (4) and have the following

$$x_i(t+1) = x_i(t) - P_i\left(x_i(t) - s_i \sum_{j \in N_i} x_j(t)\right) - \frac{P_i}{t+1} \text{sgn} (x_i(t))\quad (5)$$

with $A_i x_i(0) = b_i$, $i = 1, 2, \ldots, m$.

Remark 1. Because $A_i x_i(0) = b_i$, and image $P_i$ is ker $A_i$, under the distributed update (5), one has $A_i x_i(t) = b_i$ for all $t > 0$. Note that $\frac{1}{t+1}$ is introduced to adjust impact of the term $P_i \text{sgn} (x_i(t))$ to the original update (4), a device which is commonly used in many distributed optimization algorithms Nedic et al. (2010). This takes care of the fact that $P_i \text{sgn} (x_i(t))$ cannot be expected to tend to zero. Without such adjusted term $\frac{1}{t+1}$, we could never secure a consensus steady state solution $x_i(t) = x^* + Ax^* = b$.

Remark 2. The update (5) is different from the algorithms proposed in Nedic et al. (2010); Lin et al. (2016). In update (5), the gradient term $\frac{1}{t+1} P_i \text{sgn} (x_i(t))$ is computed with respect to the current state $x_i(t)$ of agent $i$, thus, it is independent of the current round of communication. In Nedic et al. (2010); Lin et al. (2016), the gradient follows the form of $\frac{1}{t+1} P_i \text{sgn} (s_i \sum_{j \in N_i} x_j(t))$, which is computed using a weighted average of agent $i$'s neighbors states.

4. MAIN RESULT

In this section, we will present our main result under the distributed update (5), for the problem identified in Section 2.

Theorem 1. Suppose the equation $Ax = b$ is under-determined with a unique minimum $l_1$-norm solution. Suppose the graph $G$ of an associated $m$-agent network is directed and strongly connected, and its associated weighted adjacency matrix is row stochastic. Let each agent knows $A_i$ and $b_i$ defined in the partition (2). Initialize $x_i(0)$ such that $A_i x_i(0) = b_i$. Then, under the distributed update (5), all $x_i(t)$ converge asymptotically to a constant given
by $x^\ast$, which is the unique minimum $l_1$-norm solution \(^1\) to equation $Ax = b$.

For the convenience of establishing Theorem 1, let $x(t) = \text{col} \{x_1(t), \ldots, x_m(t)\}$ denote a stack of all $x_i(t)$; let $\bar{P} = \text{diag} \{P_1, \ldots, P_m\}$ denote a block-diagonal matrix with the \(i\)th diagonal block equal to $P_i$. Further let $S = S \otimes I_n$, where $S \in \mathbb{R}^{m \times m}$ is a weighted adjacency matrix of the graph $G$. Then based on equation (5), the evolution of all the states in the network can be rewritten in a compact form as

$$x(t + 1) = \bar{Q}x(t) - \frac{1}{t + 1} \bar{P} \text{sgn} (x(t))$$ \hspace{1cm} (6)

where

$$\bar{Q} = I - \bar{P} + \bar{P}S.$$

To prove Theorem 1, it is sufficient to show that $x(t) \rightarrow x^\ast$, where $x^\ast \triangleq 1 \otimes x^\ast$. Towards this end, the proof is divided into three steps, which progressively lead to the fact that $x(t) \rightarrow x^\ast$. Firstly, for the purposes of proving the correctness of the algorithm, but not something computed in the course of executing the algorithm, we introduce a trajectory $z(t)$ linked in a certain way to $x(t)$. Then based on this $z(t)$, we show that $x(t) \rightarrow z(t)$. Finally, we show that $z(t) \rightarrow x^\ast$. The details of these steps are provided in the following subsections.

4.1 Introducing a trajectory $z(t)$.

For each time step $t$, define

$$z(t, k) \triangleq \bar{Q}^k x(t).$$ \hspace{1cm} (7)

Then the following Proposition holds.

**Proposition 1.** For each fixed $t$, as $k \rightarrow \infty$, the following limit of $z(t, k)$ exists,

$$z(t) \triangleq \lim_{k \rightarrow \infty} z(t, k) = \lim_{k \rightarrow \infty} \bar{Q}^k x(t).$$ \hspace{1cm} (8)

Moreover, $Qz(t) = z(t)$ and for all $t$, there holds $z(t) = 1_m \otimes z(t)$ where $z(t) \in \mathbb{R}^n$ is a solution to $Ax = b$.

To prove Proposition 1, we propose the following lemma, for which we provide the proof in the Appendix.

**Lemma 1.** The following statements hold:

(a) All eigenvalues of $PS$ have magnitude less than or equal to 1.

(b) $\lambda^\ast = 1$ is the only eigenvalue of $PS$ with magnitude 1.

It is non-defective and any corresponding eigenvector satisfies $PSu = Su = u$ where $u = 1_m \otimes u$ and $u \in \ker A$.

**Proof of Proposition 1:** Let $t$ be arbitrary but fixed. By definition (7), one has

$$z(t, k + 1) = \bar{Q}z(t, k) = (I - \bar{P} + \bar{P}S)z(t, k)$$ \hspace{1cm} (9)

with $z(t, 0) = x(t)$. Since $\bar{P} = \text{diag} \{P_1, \ldots, P_m\}$, and setting $z = \text{col} \{z_1, \ldots, z_m\}$, then update (9) can be rewritten as

$$z_i(t, k + 1) = z_i(t, k) - P_i \left( z_i(t, k) - s_{ij} \sum_{j \in N_i} z_j(t, k) \right).$$ \hspace{1cm} (10)

From update (10) and the fact that $P_i$ is a projection matrix to $\ker A_i$, one has $A_i z_i(t, k + 1) = A_i z_i(t, k)$. Since also $z_i(t, 0) = x_i(t)$ is a solution to $A_i x_i = b_i$, one has for all $t$, $z_i(t, k)$ is a solution to $A_i z_i = b_i$.

To continue, define $z^\ast \triangleq 1_m \otimes z^\ast$, where $z^\ast \in \mathbb{R}^n$ is an arbitrary solution to $Ax = b$. Since $S$ is row stochastic, for any $z^\ast \in \mathbb{R}^n$, one has $S z^\ast = (S \otimes I_n) (1_m \otimes z^\ast) = z^\ast$.

Further define $\eta(t, k) \triangleq z(t, k) - z^\ast$, where $\eta_i(t, k) = \eta_1(t, k), \ldots, \eta_m(t, k)$ and $\eta_i(t, k) = z_i(t, k) - z_i^\ast$ for all $i = 1, \ldots, m$. Recall that both $z_i(t, k)$ and $z^\ast$ are solutions to $A_i z_i = b_i$; then $\eta_i(t, k) \in \ker A_i$. Because $P_i$ is a projection matrix to $\ker A_i$, one has $P_i \eta_i(t, k) = \eta_i(t, k)$, that is $P S \eta(t, k) = \eta(t, k)$. Then, by subtracting $z^\ast$ on both sides of (9), one has

$$\eta(t, k + 1) = \eta(t, k) - (\bar{P} - \bar{P}S) \eta(t, k) - (\bar{P} - \bar{P}S) z^\ast = \eta(t, k) - (\bar{P} - \bar{P}S) \eta(t, k) = \bar{P} S \eta(t, k)$$ \hspace{1cm} (11)

By Lemma 1, there exists a non-singular matrix $T$ such that

$$\bar{P} S = T \begin{bmatrix} I & 0 \\ 0 & R \end{bmatrix} T^{-1}$$ \hspace{1cm} (12)

where all the eigenvalues of $R$ are the eigenvalues of $\bar{P} S$ with magnitude less than 1. Let

$$M = \lim_{k \rightarrow \infty} (\bar{P} S)^k = T \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} T^{-1}$$ \hspace{1cm} (13)

Define $\eta(t)^\ast = \lim_{k \rightarrow \infty} \eta(t, k)$; then by update (11),

$$\eta(t)^\ast = \lim_{k \rightarrow \infty} (\bar{P} S)^k \eta(t, 0) = T \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} T^{-1} \eta(t, 0)$$ \hspace{1cm} (14)

Further, by the definition of $\eta$, one has

$$\lim_{k \rightarrow \infty} z(t, k) = \lim_{k \rightarrow \infty} \eta(t, k) + z^\ast = \eta(t)^\ast + z^\ast$$ \hspace{1cm} (15)

Equation (15) verifies the existence of $\lim_{k \rightarrow \infty} z(t, k)$, namely $\bar{z}(t)$ as defined in (8). As a consequence, $\bar{Q} z(t) = \lim_{k \rightarrow \infty} \bar{Q}^{k+1} x(t)$ is $\bar{z}(t)$. To further show that $\bar{z}(t) = 1_m \otimes \bar{z}(t)$ and for all $t$, $\bar{z}(t)$ is a solution to $Ax = b$, recall from equations (12) and (14) that

$$\bar{P} S \eta(t)^\ast = T \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} T^{-1} \eta(t, 0) = \eta(t)^\ast$$ \hspace{1cm} (16)

Thus, by Lemma 1 (b), one has $\eta(t)^\ast = 1_m \otimes \eta(t)$ and for all $t$, $\eta(t) \in \ker A$. This, along with the definition of $z^\ast$ yields

$$z(t) = \eta(t)^\ast + z^\ast = 1_m \otimes (\eta(t) + z^\ast) = 1_m \otimes z(t)$$ \hspace{1cm} (17)

Because $z^\ast \in \mathbb{R}^n$ is a solution to $Ax = b$ and $\eta(t) \in \ker A$, it follows that $z(t)$ is also a solution to $Ax = b$. This completes the proof.

\hspace{1cm} ■

4.2 Proof of $x(t) \rightarrow z(t)$.

**Proposition 2.** For update (6), given any initial $x(0)$ and the $z(t)$ defined in (8), there always exists a positive constant $\beta$ independent of $t$ such that

$$||x(t) - z(t)||_2 \leq \beta \frac{1}{t + 1}$$ \hspace{1cm} (18)

**Proof of Proposition 2:** Pre-multiply equation (6) on the left by $\bar{Q}^k$, leading to

$$\bar{Q}^k x(t + 1) = \bar{Q}^{k+1} x(t) - \frac{1}{t + 1} \bar{Q}^k P \text{sgn} (x(t))$$ \hspace{1cm} (19)
By taking $k \to \infty$ and recalling from definition (8) that $z(t) = \lim_{k \to \infty} \bar{Q}^k x(t) = \lim_{k \to \infty} \bar{Q}^{k+1} x(t)$, one has

$$z(t+1) = z(t) - \frac{1}{t+1} \lim_{k \to \infty} \bar{Q}^k P_{\text{sgn}}(x(t)) \quad (20)$$

Recall that $\bar{Q} = I - P + \bar{P} \bar{S}$ and $P_2 = \bar{P}$ (a property of projection matrices); then

$$\lim_{k \to \infty} \bar{Q}^k \bar{P} = \lim_{k \to \infty} (I \bar{P} + \bar{P} \bar{S})^k \bar{P} = \lim_{k \to \infty} (I \bar{P} + \bar{P} \bar{S})^{k-1} (I \bar{P} + \bar{P} \bar{S}) \bar{P} = \lim_{k \to \infty} (I \bar{P} + \bar{P} \bar{S})^{k-2} (\bar{P} \bar{S})^2 \bar{P} = \lim_{k \to \infty} (\bar{P} \bar{S})^k \bar{P} = \bar{M} \bar{P} \quad (21)$$

where $\bar{M}$ is defined in (13). Using this, equation (20) can be further written as

$$z(t+1) = \bar{Q}z(t) - \frac{1}{t+1} \bar{M} \bar{P}_{\text{sgn}}(x(t)) \quad (22)$$

Define $e(t) = x(t) - z(t)$. Subtracting (22) from (6) yields

$$e(t+1) = \bar{Q}e(t) - \frac{1}{t+1} (I - \bar{M}) \bar{P}_{\text{sgn}}(x(t)) \quad (23)$$

Now, recall from Remark 1 and Proposition 1 that $x(t)$ and $z(t)$ are solutions to $A_i x_i = b_i$, which implies that $P_i (x_i(t) - z(t)) = x_i(t) - z(t)$, that is, $Pe(t) = e(t)$. Thus, by using (21) in reverse,

$$Me(t) = \bar{M} Pe(t) = \lim_{k \to \infty} \bar{Q}^k Pe(t) = \lim_{k \to \infty} \bar{Q}^k e(t) = \lim_{k \to \infty} \bar{Q}^k (x(t) - z(t)) = z(t) - z(t) = 0$$

Bringing this, equations (12) and (13) into update (23), yields

$$e(t+1) = (I - P + \bar{P} \bar{S} - M) e(t) - \frac{1}{t+1} (I - \bar{M}) \bar{P}_{\text{sgn}}(x(t))$$

$$= \bar{P} \bar{S} e(t) - \frac{1}{t+1} (I - \bar{M}) \bar{P}_{\text{sgn}}(x(t))$$

$$= T \begin{bmatrix} 0 & 0 \\ 0 & R \end{bmatrix} T^{-1} e(t) - \frac{1}{t+1} (I - \bar{M}) \bar{P}_{\text{sgn}}(x(t)) \quad (24)$$

Since all eigenvalues of $R$ have magnitude strictly less than one, there must exist a scalar $0 < \rho < 1$ such that

$$\|e(t+1)\| \leq \rho \|e(t)\| \quad (25)$$

where $c_c > 0$ is the upper bound of $\|(\bar{I} - \bar{M}) \bar{P}_{\text{sgn}}(x(t))\|$. Now, given equation (25), for $t = 2\tau$, $\tau = 0, 1, 2, \ldots$, one has

$$\|e(2\tau)\| \leq \rho^{2\tau} \|e(0)\| + c_c \sum_{j=1}^{2\tau} \rho^{2\tau-j}$$

$$= \rho^{2\tau} \|e(0)\| + c_c \rho^\tau \sum_{j=1}^{2\tau} \rho^{2\tau-j} + c_c \sum_{j=\tau+1}^{2\tau} \rho^{2\tau-j}$$

$$\leq \rho^{2\tau} \|e(0)\| + c_c \rho^\tau \sum_{j=1}^{2\tau} \rho^{2\tau-j} + c_c \rho^\tau \sum_{j=\tau+1}^{2\tau} \rho^{2\tau-j}$$

$$\leq \rho^{2\tau} \|e(0)\| + c_c \rho^\tau \sum_{j=1}^{2\tau} \rho^{2\tau-j} + c_c \rho^\tau \sum_{j=\tau+1}^{2\tau} \rho^{2\tau-j}$$

$$\leq \rho^{2\tau} \|e(0)\| + c_c \rho^\tau \sum_{j=1}^{2\tau} \rho^{2\tau-j} + c_c \rho^\tau \sum_{j=\tau+1}^{2\tau} \rho^{2\tau-j}$$

$$\leq \rho^{2\tau} \|e(0)\| + c_c \rho^\tau \sum_{j=1}^{2\tau} \rho^{2\tau-j} + c_c \rho^\tau \sum_{j=\tau+1}^{2\tau} \rho^{2\tau-j}$$

For $t = 2\tau + 1$, $\tau = 0, 1, 2, \ldots$, one has

$$\|e(t+1)\| \leq \rho \|e(2\tau)\| \leq \rho \frac{c_c}{2\tau + 2} \left( \frac{\rho^\tau}{1 - \rho} \right)^{2\tau} \leq \frac{c_c}{2\tau + 2} \quad (27)$$

Since $e(t) = x(t) - z(t)$, by combining equations (26) and (27), for $\forall t > 0$, it is evident there must exist a positive constant $\beta$ such that (26) is true. This completes the proof.

4.3 Proof of $z(t) \to x^*$.

**Proposition 3.** Suppose the minimum $l_1$-norm solution $x^*$ to problem (1) is unique. Let $x^* \triangleq 1 \otimes x^*$. Then for update (6), given any initial $x(0)$, and the $z(t)$ defined in (8), one has

$$\|z(t) - x^*\| \to 0 \quad \text{as} \quad t \to \infty \quad (28)$$

Before proving Proposition 3, we define $x^* = 1_m \otimes x^*$ where $x^*$ is the unique minimum $l_1$-norm solution defined in (1). Let $e(t) = z(t) - x^*$ and define a function $V(e(t)) \triangleq e(t)^T e(t)$. Let $\Pi \triangleq \Pi \otimes I_n \in \mathbb{R}^{mn \times mn}$ be a diagonal matrix, where $\Pi = \text{diag} \{\pi_1, \ldots, \pi_m\}$ and $[\pi_1, \pi_2, \ldots, \pi_m] = \pi \triangleq \lim_{k \to \infty} (\Pi^T \Pi)^{1/2} \in \mathbb{R}^{1 \times m}$. Then, we introduce the following two lemmas to summarize some useful results with proofs provided in the Appendix.

**Lemma 2.** The following statements hold:

(a) The row vector $\pi^T$ is a left eigenvector of $S$ corresponding to eigenvalue $1$, $\bar{\Pi}$ is positive definite and

$$e(t)^T P_{\text{sgn}}(x(t)) = e(t)^T \bar{\Pi} \text{ sgn}(x(t)) \quad (b) \quad \text{such that } e(t)^T \bar{\Pi} \text{ sgn}(x(t)) \quad (29)$$

(b) $\|\text{sgn}(x(t))\| \leq \|x(t)\| \leq \|\Pi x(t)\| = \|\Pi x^*\| \leq \|x^*\| \quad (c) \quad \text{and } \|\Pi x(t)\| = \|\Pi x^*\| \leq \|x^*\| \quad (d) \quad \text{where } m \times n \text{ is the dimension of } \Pi \text{ and } z(t), \text{ with } m \text{ the number of agents in the network, } n \text{ the dimension of each } x_i(t), \text{ and } z(t)$.}

**Lemma 3.** Suppose the minimum $l_1$-norm solution $x^*$ of the linear equation $Ax = b$ is unique. Further, suppose $\|e(t)\| \leq \Delta$ is bounded, where $e(t) = z(t) - x^*$, then there exists a positive constant $\alpha$ such that $\forall t > 0$,

$$\|z(t)\|_1 \geq \|x^*\|_1 \geq \alpha e(t)^T e(t) = \alpha V(e(t)) \quad (26)$$

**Proof of Proposition 3:** By (21), subtracting $x^*$ from both sides of equation (20) yields

$$e(t+1) = e(t) - \frac{1}{t+1} M P_{\text{sgn}}(x(t)) \quad (29)$$

Based on (a) of Lemma 2, one has
where $\psi$ and $\gamma$ are positive constants such that for all $\forall x(t), \|M_{sgn}(x(t))\|_2^2 \leq \psi$ and $\|H_{sgn}(x(t))\|_2 \leq \gamma$ (the last inequality in (31) results from (18) of Proposition 2). Then, by bringing (b), (c) and (d) of Lemma 2 into equation (31), one has

$$V(\epsilon(t+1)) - V(\epsilon(t)) \leq -\frac{\gamma}{t+1}\left(\|\epsilon(t+1)\|_1 - \|\epsilon(t)\|_1\right) + \frac{2\gamma}{t+1}\left(\|\epsilon(t+1)\|_1 - \|\epsilon(t)\|_1\right) + \frac{2\gamma}{t+1}(t+1)$$

$$\leq -\frac{\gamma}{t+1}\left(\|\epsilon(t+1)\|_1 - \|\epsilon(t)\|_1\right) + \frac{2\gamma}{t+1}\left(\|\epsilon(t+1)\|_1 - \|\epsilon(t)\|_1\right) + \frac{2\gamma}{t+1}(t+1)^2$$

$$\leq -\frac{\gamma}{t+1}\left(\|\epsilon(t+1)\|_1 - \|\epsilon(t)\|_1\right) + \frac{2\gamma}{t+1}\left(\|\epsilon(t+1)\|_1 - \|\epsilon(t)\|_1\right) + \frac{2\gamma}{t+1}(t+1)^2$$

$$\leq -\frac{\gamma}{t+1}\left(\|\epsilon(t+1)\|_1 - \|\epsilon(t)\|_1\right) + \frac{2\gamma}{t+1}\left(\|\epsilon(t+1)\|_1 - \|\epsilon(t)\|_1\right) + \frac{2\gamma}{t+1}(t+1)^2$$

where $\gamma = \frac{1}{m}$ and $\psi = 2\max\{\|\epsilon(t)\|_1 - \|\epsilon(t)\|_1\}$.

To continue, since $z(t) = 1_m \otimes z(t)$ and $x^* = 1_m \otimes x^*$, where $z(t)$ is a solution to $Az = b$ and $x^*$ is the unique minimum $l_1$-norm solution to $Ax = b$, one has $\|z(t)\|_1 - \|x^*\|_1 \geq 0$. This taken with (32) implies

$$V(\epsilon(t+1)) - V(\epsilon(t)) \leq -\frac{\gamma}{t+1}\left(\|\epsilon(t+1)\|_1 - \|\epsilon(t)\|_1\right) + \frac{2\gamma}{t+1}(t+1)^2$$

Since $\psi$ is a constant, and $\sum_{t=1}^{\infty} \frac{1}{t^2} < \infty$, then $V(\epsilon(t))$ must be bounded. Therefore, there exists a constant $\Delta$ such that $\|\epsilon(t)\|_2 \leq \Delta$. Then, based on Lemma 3, by introducing (29) to (32), one has:

$$V(\epsilon(t+1)) \leq \left(1 - \frac{2\gamma}{t+1}\right)V(\epsilon(t)) + \frac{\psi}{(t+1)^2}$$

The inequality (34) can be ‘solved’ by writing it in summation form:

$$V(\epsilon(t+1)) \leq \frac{\psi}{(t+1)^2} + \sum_{t=2}^{\tau+1} \left[\frac{\psi}{(t-1)^2} \sum_{k=\tau}^{t}(1 - \frac{2\gamma}{k}) \right]$$

Define $F(\tau_0, t) = \sum_{k=\tau_0}^{t}(1 - \frac{2\gamma}{k})$, where $\tau_0$ is sufficiently large such that $0 < 1 - \frac{2\gamma}{k} < 1$ for all $k \geq \tau_0$. Then

$$\log F(\tau_0, t) = \sum_{k=\tau_0}^{t}(1 - \frac{2\gamma}{k})$$

Since $0 < 1 - \frac{2\gamma}{k} < 1$ for all $k \geq \tau_0$, it follows that $\log(1 - \frac{2\gamma}{k}) < -\frac{2\gamma}{k}$. Thus,

$$\log F(\tau_0, t) < \sum_{k=\tau_0}^{t}(1 - \frac{2\gamma}{k}) = -\frac{2\gamma}{k} \log \left(\frac{t+1}{\tau_0+1}\right).$$

In addition, since $\tau \geq 2$ and $\prod_{k=2}^{\tau-1}(1 - \frac{2\gamma}{k})$ is a product of finite terms, with each term being bounded by $[1 - \gamma, 1]$, this product must be also bounded by a certain $\phi > 0$; then,

$$\sum_{k=\tau}^{t}(1 - \frac{2\gamma}{k}) = \sum_{k=\tau}^{t}(1 - \frac{2\gamma}{k}) \cdot F(\tau_0, t)$$

$$< \phi \cdot e^{2\gamma t} \cdot \log \left(\frac{t+1}{\tau_0+1}\right)$$

Using equation (36) in (35), one has

$$V(\epsilon(t+1)) \leq \frac{\psi}{t^2} + \frac{\psi}{(t-1)^2} \cdot \phi \left(\frac{t+2}{t+1}\right)^2$$

Since $\alpha, \gamma, \phi$ and $\psi$ are positive constants, as $t \to \infty$, one has $\frac{\psi}{t^2} \to 0$, $\left(\frac{t+2}{t+1}\right)^2 \to 0$ and $\phi \cdot \frac{\psi}{(t-1)^2} \to 0$. Thus

$$V(\epsilon(t+1)) \to 0 \quad \text{as} \quad t \to \infty.$$

That is, $\epsilon(t) = (z(t) - x^*) \to 0$ as $t \to \infty$. This completes the proof.

4.4 Proof of Theorem 1.

5. SIMULATIONS

In this section, we describe the numerical simulations in MATLAB to validate the main result, noting a particular representative example. The simulations were conducted for a number of randomly generated networks with randomly generated linear equations. More precisely, we employ a directed, strongly connected network of $m = 16$ agents, where any two agents are connected with a probability of 0.4. Let $A_i j \in \mathbb{R}^{2 \times 33}$ and $b_i \in \mathbb{R}^2$ with entries randomly selected from the interval $[0, 1]$. The equation set $Ax = b_i$, $i = 1, \ldots, m$ has a unique minimum $l_1$ norm solution $x^*$ with probability 1. Define $V(t) = \|x(t) - x^*\|_2^2$, where $x(t) = \{x_1(t), \ldots, x_m(t)\}$ and $x^* = 1 \otimes x^*$. 
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Fig. 1. Convergence of the distributed update (5) under a directed, strongly connected network of 16 agents.

The curves shown in Figure 1 are generally representative of the convergence behavior in the vast majority of simulations we undertook but depict just one example. Comparisons are given for the algorithm proposed in this paper and the one proposed in Mou et al. (2015), as revealed by the results, the distributed update (5) is able to drive the states in all agents to the minimum $l_1$ norm solution $x^*$ of the equation set, which validates Theorem 1. On the contrary, the algorithm introduced in Mou et al. (2015) for solving linear equations is not guaranteed to achieve $x^*$.

6. CONCLUSION

By combining the projection-consensus and sub-gradient descent aspects, we have developed a discrete-time distributed algorithm for achieving the minimum $l_1$-norm solutions to under-determined linear equations. Given the network is directed and strongly connected, it has been theoretically proved that the proposed algorithm can drive the states in all agents to the minimum $l_1$-norm solution of the linear equation. In future, we will focus on the modification of the algorithm to achieve a better convergence rate.

APPENDIX

Proof of Lemma 1

(a) Since $S$ is a row stochastic matrix corresponding to the weighted adjacency matrix of a strongly connected graph, by the Perron-Frobenius theorem Perron (1907), $S$ has a simple eigenvalue equal to 1 and all the other eigenvalues of $S$ have magnitude strictly less than 1. Now let $\omega^\top = [\omega_1, \ldots, \omega_m] \neq 0$ be a normalized left Perron-Frobenius eigenvector\(^2\) of $S$. Let $\Omega = \text{diag} \{\omega_1, \ldots, \omega_m\}$ and $H = \Omega - S^\top \Omega S$. Since $\Omega$ is diagonal and positive; and all elements of $S$ are non-negative, then all the off-diagonal elements of $H$ are non-positive. Further note that the row sums of $H$ have the property:

\[
H \cdot 1_m = (\Omega - S^\top \Omega S)1_m = \pi - S^\top \Omega 1_m = \pi - S^\top \pi = 0
\]

Thus, $H$ must be a Laplacian matrix of a certain graph so that $H = \Omega - S^\top \Omega S \geq 0$. Recall that the graph $\mathcal{G}$ for our problem is strongly connected, which means $\pi_i > 0$, thus, $\Omega$ is positive. By left/right multiplying by $\Omega^{-1/2}$ in the expression for $H$, one has

\[
\Omega^{-1/2}S^\top \Omega S \Omega^{-1/2} \leq I_m.
\]

It follows that

\[
\sigma_{\max}(\overline{\Omega}^{-1/2}S^\top \overline{\Omega} S \overline{\Omega}^{-1/2}) \leq 1
\]

where $\overline{\Omega} = \Omega \otimes I_n$, $\overline{S} = S \otimes I_n$ and $\sigma_{\max}(\cdot)$ denotes the largest singular value of a matrix. Note that $P_i$ is the projection to ker $A_i$ and $\overline{P} = \text{diag} \{P_1, \ldots, P_m\}$, then one must have $\sigma_{\max}(P) \leq 1$. This, along with (39), leads to

\[
\sigma_{\max}(\overline{P} \overline{\Omega}^{-1/2}S^\top \overline{\Omega} S \overline{\Omega}^{-1/2}P) \leq 1
\]

Furthermore, since $\overline{\Omega} = \Omega \otimes I_n$ where $\Omega$ is a diagonal matrix and $\overline{P}$ is a block-diagonal matrix with each block $P_i \in \mathbb{R}^{n \times n}$, then one has $\overline{P} \overline{\Omega}^{-1/2} = \overline{\Omega}^{-1/2} \overline{P}$. That is

\[
\sigma_{\max}(\overline{\Omega}^{-1/2}S^\top \overline{\Omega} S \overline{\Omega}^{-1/2}) \leq 1
\]

This indicates that all the eigenvalues of $\overline{\Omega}^{-1/2}S^\top \overline{\Omega} S \overline{\Omega}^{-1/2}$ has magnitude less than or equal to one. Since for all the eigenvalues, we have $\lambda(\overline{P} \overline{S}) = \lambda(\overline{S} \overline{P}) = \lambda(\overline{\Omega}^{-1/2} \overline{S} \overline{\Omega}^{-1/2})$.

Horn and Johnson (2012), this completes the proof of statement (a).

(b) Note that the equality $|\lambda(\overline{P} \overline{S})| = 1$ holds if and only if there exist a vector $u \neq 0$ such that

\[
\overline{P} \overline{S} u = \lambda^* u \quad \text{with} \quad |\lambda^*| = 1
\]

Thus, $\overline{S} u \neq 0$ and

\[
\overline{\Omega}^{-1/2}S^\top \overline{\Omega}^{-1/2} = \lambda^* \overline{\Omega}^{1/2} \overline{S} \overline{u}.
\]

Let $q = \overline{\Omega}^{1/2} \overline{S} \overline{u}$, since $\overline{\Omega}^{-1/2} = \overline{\Omega}^{-1/2} \overline{P}$, then (42) can be rewritten as

\[
\overline{\Omega}^{1/2}S^\top \overline{\Omega}^{-1/2} \overline{P} q = \lambda^* q
\]

The equality of (43) holds only if

\[
\|\overline{\Omega}^{1/2}S^\top \overline{\Omega}^{-1/2} \overline{P} q\| = \|\lambda^* q\| = |\lambda^*| \cdot \|q\| = \|q\|
\]

Recall that $\sigma_{\max}(\overline{P}) \leq 1$ and $\sigma_{\max}(\overline{\Omega}^{-1/2} \overline{S} \overline{\Omega}^{-1/2}) \leq 1$, thus, $\|\overline{\Omega}^{1/2}S^\top \overline{\Omega}^{-1/2} \overline{P} q\| \leq \|\overline{P} q\| \leq \|q\|$.

Then, (44) holds if and only if $\|\overline{P} q\| = \|q\|$. Further, recall that $\overline{P}$ is a projection matrix; then additionally

\[
\overline{P} q = q
\]

Bringing (46) into (43) leads to

\[
\overline{\Omega}^{1/2}S^\top \overline{\Omega}^{-1/2} q = \lambda^* q \quad \text{with} \quad |\lambda^*| = 1.
\]

Note that $\overline{\Omega}^{1/2}S^\top \overline{\Omega}^{-1/2}$ and $\overline{S}$ are similar matrices with identical eigenvalues. Further, recall the definition of $\overline{S} = S \otimes I_n$ and the fact that $|\lambda(S)| = 1$ if and only if $|\lambda(S)| = 1$, thus, one has $\lambda^* = 1$. Bringing this into equation (41) leads to

\[
\overline{P} \overline{S} u = u
\]

To continue, recall that $q = \overline{\Omega}^{1/2} \overline{S} u$ and $\overline{\Omega}^{1/2} = \overline{\Omega}^{1/2} \overline{P}$. Then equation (46) implies

\[
\overline{\Omega}^{1/2} \overline{P} \overline{S} u = \overline{\Omega}^{1/2} \overline{S} u = \overline{\Omega}^{1/2} \overline{S} u
\]

Since $\overline{\Omega}^{1/2}$ is positive definite, one has

\[
\overline{P} \overline{S} u = \overline{S} u
\]

Equations (48) and (50) implies

\[
\overline{S} u = u
\]

Thus, $u = 1_m \otimes u, u \in \mathbb{R}^n$. Bringing (51) back to (48) yields $\overline{P} u = u$. This, along with $u = 1_m \otimes u$ implies
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that $u \in \bigcap_{m=1}^{m} \ker A_i = \ker A$. Since $Ax = b$ is under-determined, $\ker A \neq \emptyset$ and such $u$ exists. Till now, we have validated that $|\lambda(\hat{P})| = 1$, which happens if and only if $\hat{P}Su = \lambda^* u$ with $u = 1_m \otimes 1, u \in \ker A, \lambda^* = 1$.

Now, we prove that the eigenvalues of $PS$ equal to 1 must be non-defective by contradiction. Suppose $PS$ has defective eigenvalues equal to 1. Then so must the matrix $\Omega^{1/2} \hat{P} \Omega^{-1/2}$ since they are similar. From the definition of defective eigenvalues Horn and Johnson (2012), there always exist vectors $v_1 \neq v_2$, with $\|v_1\| + \|v_2\| = 1$, and $v_1^T v_2 \geq 0$ such that

$$\begin{align*}
\Omega^{1/2} \hat{P} \Omega^{-1/2} v_2 &= v_1 \\
(\Omega^{1/2} \hat{P} \Omega^{-1/2} - I) v_1 &= 0
\end{align*}$$

(52)

(53)

Since $\|v_1\| + \|v_2\| = 1$ and $v_1 \neq v_2$, one can always find a vector $\|\tilde{v}\| = 1$ such that $\tilde{v} = r_1 v_1 + r_2 v_2$ with $r_1 + r_2 > 1$. Then one has

$$\begin{align*}
\|\Omega^{1/2} \hat{P} \Omega^{-1/2} \tilde{v}\| &= \|\Omega^{1/2} \hat{P} \Omega^{-1/2} (r_1 v_1 + r_2 v_2)\| \\
&= \|r_1 v_1 + r_2 v_2\|
\end{align*}$$

(54)

Recall that $r_1 > 0, r_2 > 0$ and $v_1^T v_2 \geq 0$, then

$$\|(r_1 + r_2) v_1 + r_2 v_2\| \geq \|(r_1 + r_2) v_1\| = r_1 + r_2 > 1.$$ 

This indicates $\sigma_{\max}(\Omega^{1/2} \hat{P} \Omega^{-1/2}) > 1$, which contradicts with equation (40). Thus, the eigenvalues of $PS$ equal to 1 must be non-defective. This completes the proof. □

**Proof of Lemma 2**

(a) Since the matrix $S$ is row stochastic, it has an eigenvalue equal to 1. Let $\pi = \lim_{k \to \infty} (1_m \otimes S^k)$; then one has $\pi^T S = \lim_{k \to \infty} (1_m \otimes S^{k+1}) = \pi^T$. Thus, $\pi^T$ is a left eigenvector of $S$ corresponding to eigenvalue 1. Further since $S$ is primitive (due to the strong connectedness of the graph), then by the Perron-Frobenius theorem Perron (1907) all entries of $\pi$ are positive and the corresponding eigenvalue at 1 is simple.

Now, recall that $z(t) = 1_m \otimes z(t)$, $x^* = 1_m \otimes x^*$, thus, $\epsilon(t) = z(t) - x^* = 1_m \otimes (z(t) - x^*) = 1_m \otimes \epsilon(t)$. Furthermore, since both $z(t)$ and $x^*$ are solutions to $Ax = b$, one has $P\epsilon(t) = \epsilon(t)$, that is, $(v^T \otimes \epsilon(t))^T P = (v^T \otimes \epsilon(t))^T$, for any $v \in \mathbb{R}^m$. With this in mind, by the definition of $M$ in (13), one has

$$\begin{align*}
\epsilon(t)^T M \hat{P} \text{sgn}(\epsilon(t)) &= \lim_{k \to \infty} (1_m \otimes \epsilon(t))^T (\hat{P} \otimes S^k) \text{sgn}(\epsilon(t)) \\
&= \lim_{k \to \infty} (1_m \otimes \epsilon(t))^T (S \otimes I_m) (\hat{P} \otimes S^{k-1}) \text{sgn}(\epsilon(t)) \\
&= \lim_{k \to \infty} (1_m \otimes \epsilon(t))^T (\hat{P} S \otimes S^{k-1}) \text{sgn}(\epsilon(t)) \\
&= \lim_{k \to \infty} (1_m \otimes \epsilon(t))^T (\hat{P} S \otimes S^{k-1}) \text{sgn}(\epsilon(t)) \\
&= \lim_{k \to \infty} (1_m \otimes S \otimes \epsilon(t))^T \text{sgn}(\epsilon(t)) \\
&= \epsilon(t)^T \hat{P} \text{sgn}(\epsilon(t))
\end{align*}$$

(55)

This completes the proof.

(b) Consider a function $G(\xi) = \|\hat{P} \xi\|_1$, where $\xi \in \mathbb{R}^{nm}$. $G(\xi)$ is convex because the $l_1$-norm is convex. It follows that

$$\begin{align*}
\[\text{sgn} (\hat{P} \xi_1)\]^T \hat{P} (\xi_1 - \xi_2) &= \left[\frac{\partial G(\xi)}{\partial \xi} \xi = \epsilon_1\right]^T (\xi_1 - \xi_2) \\
&\geq G(\xi_1) - G(\xi_2) = \|\hat{P} \xi_1\|_1 - \|\hat{P} \xi_2\|_1
\end{align*}$$

Recall that $\hat{P}$ is a diagonal matrix with all entries being positive, which means $\text{sgn}(\hat{P} \xi_1) = \text{sgn}(\xi_1)$; then by letting $x(t) = \xi_1$ and $x^* = \xi_2$ one has

$$\text{sgn}(x(t))^T \hat{P} (x(t) - x^*) \geq \|\hat{P} x(t)\|_1 - \|\hat{P} x^*\|_1$$

(56)

This completes the proof.

(c) Since $z(t) = 1_m \otimes z(t)$, $x^* = 1_m \otimes x^*$, by the definition of $\hat{P}$, one has

$$\|\hat{P} x(t)\|_1 = \|\text{diag} \{\pi_1, \pi_2, \ldots, \pi_m\} \otimes I_m\|_1 = \|\text{col} \{\pi_1, \pi_2, \ldots, \pi_m\} \otimes z(t)\|_1 = \|\pi \otimes z(t)\|_1 = 1_m \|\pi z(t)\|_1 = \frac{1}{m} \|\pi z(t)\|_1$$

(57)

Similarly,

$$\|\hat{P} x^*\|_1 = \frac{1}{m} \|\pi x^*\|_1$$

(58)

This completes the proof.

(d) Let $[1, \ldots, 1]^T$ denote the $j$th entry of a vector. Using the Cauchy-Schwarz inequality, one has

$$\|\hat{P} x(t)\|_1 - \|\hat{P} x(t)\|_1 = \|\text{diag} \{\pi_1, \pi_2, \ldots, \pi_m\} \otimes I_m\|_1$$

$$= \sum_{j=1}^{m} \|\hat{P} x(t)\|_1 - \|\hat{P} x(t)\|_1 \leq \sum_{j=1}^{m} \|\hat{P} x(t)\|_1 - \|\hat{P} x(t)\|_1$$

$$= \sum_{j=1}^{m} \|\hat{P} x(t)\|_1 \leq \max_{i \in \{1, \ldots, m\}} \sum_{j=1}^{m} \|\hat{P} x(t)\|_1 = \max_{i \in \{1, \ldots, m\}} \sqrt{m} |\epsilon(t)|_1$$

$$\leq \max_{i \in \{1, \ldots, m\}} \sqrt{m} |\epsilon(t)|_1$$

(59)

This completes the proof. □

**Proof of Lemma 3**

If $z(t) - x^* = \epsilon(t) = 0$, then $V(\epsilon(t)) = 0$. Thus, (29) holds. If $\epsilon(t) \neq 0$, recall that $z(t) = 1_m \otimes z(t)$, $x^* = 1_m \otimes x^*$, then $\epsilon(t) = z(t) - x^* = 1_m \otimes (z(t) - x^*) = 1_m \otimes \epsilon(t)$. Since both $z(t)$ and $x^*$ are solutions to $Ax = b$, one has $\epsilon(t) \in \ker A$. Let $\kappa$ be a positive scalar whose value can be made arbitrarily small. Let

$$h \triangleq \kappa \cdot \frac{\|\epsilon(t)\|}{\|\epsilon(t)\|}.$$ 

(59)

Obviously, $\|h\|_1 = \kappa$ and $h \in \ker A$. Since $\|\cdot\|_1$ is piece-wise linear, and given that $x^*$ is fixed, then $\kappa$ can always be chosen small enough such that for any $h$ in the form of (59), the function value of $\|x^* + h\|_1$ varies linearly along the line segment $\{x^* + \mu h : \mu \in (0, 1]\}$. That is, for $y = \mu h$ with $\mu \in (0, 1]$, one has $\text{sgn}(x^* + y) = \text{sgn}(x^* + h)$ and

$$\|x^* + y\|_1 - \|x^*\|_1 = \text{sgn}(x^* + h)^T y.$$ 

(60)

Recall that $\frac{\text{sgn}(y)}{\|y\|_1} = \frac{\text{sgn}(y)}{\|y\|_1}$, then equation (60) can be further written as

$$\|x^* + y\|_1 - \|x^*\|_1 = \eta(x^*, h)\|y\|_1.$$ 

(61)
where
\[ \eta(x^*, h) = \frac{\text{sgn}(x^* + h)\top h}{\|h\|_1} \in \mathbb{R}. \] (62)

Since \( y \in \ker A \) and \( x^* \) is the unique minimum \( l_1 \)-norm solution to \( Ax = b \), \( x^* \) has a lower bound \( \tilde{\eta} \), which is strictly positive. Thus, from (61), one has
\[ \|x^* + y\|_1 - \|x^*\|_1 \geq \tilde{\eta}\|y\|_1. \] (63)

Based on inequality (63), we will consider two possibilities, depending on the magnitude of \( \|e(t)\|_1 \). First, if \( \|e(t)\|_1 \leq \kappa \), that is \( \frac{\|e(t)\|_1}{\kappa} \leq 1 \), we let \( \mu = \frac{\|e(t)\|_1}{\kappa} \), which leads to
\[ y = \mu h = \frac{\|e(t)\|_1}{\kappa} - \frac{\|e(t)\|_1}{\kappa} y = e(t). \] Then from (63), one has
\[ \|z(t)\|_1 - \|x^*\|_1 = \|x^* + e(t)\|_1 - \|x^*\|_1 \geq \tilde{\eta}\|e(t)\|_1. \] (64)

Second, if \( \|e(t)\|_1 > \kappa \), it follows (because of (59) and (63)) that \( e(t) = \frac{\|e(t)\|_1}{\mu \kappa} y \), where \( \frac{\|e(t)\|_1}{\mu \kappa} > 1 \). Then due to the convexity of \( \| \cdot \|_1 \), one has
\[ \|z(t)\|_1 - \|x^*\|_1 = \|x^* + \frac{\|e(t)\|_1}{\mu \kappa} y\|_1 - \|x^*\|_1 \geq \frac{\|e(t)\|_1}{\mu \kappa} \tilde{\eta}\|y\|_1 = \tilde{\eta}\|e(t)\|_1. \] (65)

where the last equality follows because \( y = \mu h \) and \( \|h\|_1 = \kappa \). Then equations (64) and (65), along with the fact that \( z(t) = I_m \otimes z(t), x^* = I_m \otimes x^* \), lead to
\[ \|z(t)\|_1 - \|x^*\|_1 \geq \tilde{\eta}\|e(t)\|_1. \]

Recall that \( \|e(t)\|_1 \geq \|e(t)\|_2 \) and \( \|e(t)\|_2 \leq \Delta \), then
\[ \|z(t)\|_1 - \|x^*\|_1 \geq \tilde{\eta}\|e(t)\|_2^2 \geq \tilde{\eta}\Delta V(t) \]

Let \( \alpha = \frac{\tilde{\eta}}{\Delta} \). This completes the proof. \( \blacksquare \)
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