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Abstract

In this work, an advanced motion controller is proposed for buck converter-fed DC motor systems. The design is based on an idea of active disturbance rejection control (ADRC) with its key component being a custom observer capable of reconstructing various types of disturbances (including complex, harmonic signals). A special formulation of the proposed design allows the control action to be expressed in a concise and practically appealing form reducing its implementation requirements. The obtained experimental results show increased performance of the introduced approach over conventionally used methods in tracking precision and disturbance rejection, while keeping similar level of energy consumption. A stability analysis using theory of singular perturbation further supports the validity of proposed control approach.
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1. Introduction

With the rapid development of power electronics devices, the use of DC-DC buck converters has become an interesting alternative to linear regulators for DC motor control [1]. The DC-DC buck converter-DC motor combination offers a "smooth start" of the drive, which mitigates the unwanted effects in the armature circuit. In order to achieve high performance of motion control, this start has to be realized in engineering practice in the inevitable presence of various sources of uncertainties [2, 3], including unknown load torques; ii) various parametric uncertainties including those coming from external voltage source, winding resistance, and load resistance; as well as iii) unmodeled dynamics of the sensing device, equivalence series resistance, and direct current resistance in the converter system. This amount of uncertainty in conventional converter-fed motor systems often goes beyond the capability of a standard industrial off-the-shelf PID controller [4]. As a result, numerous advanced control techniques have been proposed to date, including differential flatness-based controller [5], neuroadaptive backstepping method [6], generalized proportional-integral control [7], hierarchical cascade-like scheme [8], nonlinear adaptive controller [9], and most recently sliding mode control [10].

The high performance control of converter-fed motors has been recently investigated from the perspective of active disturbance rejection control (ADRC). This general control concept has been introduced in [11] and its latest developments has been recently summarized in surveys [12, 13, 14]. The interest in this particular class of techniques came from their recent applications to various motion [15, 16, 17], power [18, 19, 20], and process [21, 22, 23] control problems as well as successful transition of ADRC from academia to industry through its incorporation in embedded motion control chips from Texas Instruments (called InstaSPIN). Through the utilization of profound implications of the integrator

\[ \text{http://www.ti.com/microcontrollers/c2000-real-time-control-mcus/applications/instaspin.html (last visit: May 2020)} \]
chain form \cite{24, 25} and the concept of real-time \textit{total disturbance} reconstruction and attenuation, several ADRC schemes have been shown to give promising results in governing converter-driven motor systems, e.g. \cite{26, 27, 28}.

The problem investigated in this work concerns two major limitations of the currently available ADRC methods for converter-fed DC motors. The first one comes from their expression in 2DOF output-based form (in which one degree-of-freedom deals with real-time disturbance reconstruction and rejection and the other for governing the resultant simplified plant model). Although such topology offers important robust and adaptive features, its hardware implementation may be problematic in the cases of motor angular velocity tracking, which nominally use high-order plant models for controller design. In scenarios where a reduced-order observer cannot be used (due to limited plant modeling/sensing capabilities), the conventional ADRC structure requires the availability of multiple consecutive time-derivatives of the output signal and the reference signal in order to synthesize the controller \cite{29, 30}. It is rarely the case in industrial applications of converter-fed drives that analytical forms of all these signals are available or that these signals are directly measurable.

The second limitation investigated in this work is the often use of disturbance observers in ADRC that are based solely on a polynomial representation of the total disturbance. This makes conventional ADRC-based approaches only practically capable of handling slowly varying disturbances \cite{31}. Consequently, the conventional polynomial model limits the abilities to capture the fast varying harmonic disturbances \cite{12}, which are common in converter-driven DC motor systems. For example, harmonic currents can cause adverse effects in power systems such as overheating, interferences in sensitive communication equipment, capacitor blowing, motor mechanical vibration, excessive neutral currents, or resonances with the power grid. The harmonic disturbances thus negatively influence the tracking performance, justifying the need for their mitigation through the governing scheme.

Motivated by the above limitations, a new ADRC design is proposed in this work. Its goal is to retain the desired capabilities of standard 2DOF output-
based ADRC, while minimizing its disadvantages related to impractical assumptions about signal availability and limited capabilities for attenuating complex multifarious disturbances. The proposed design utilizes a special state transformation and a dedicated observer. The transformation allows the control action to be expressed in a concise practically appealing form reducing its implementation time and requirements, thus making it more easily deployable in various industrial control platforms. The observer is used to virtually decompose the acting lumped disturbance into polynomial-like and sinusoidal-like signals. These two acting disturbance models allow to represent a majority of multifarious disturbances with a satisfactory level of approximation, then simultaneously reconstruct them with a single observer, and finally compensate their effect on the governed output signal in real-time.

In order to verify the efficacy of the proposed design, several experiments are conducted on a laboratory platform to evaluate the performance of the introduced approach. The proposed control technique is compared with some conventional solutions using several criteria like tracking precision, disturbance rejection, and energy consumption. Furthermore, the stability of the proposed control system is proved using singular perturbation theory.

2. Preliminaries

2.1. Simplified plant model

Following [1], dynamic model of a buck converter can be expressed as:

\[
\begin{align*}
L \frac{di}{dt} &= -v + Eu, \\
C \frac{dv}{dt} &= i - \frac{v}{R},
\end{align*}
\]

(1)
in which \(u \in [0, 1]\) denotes duty-cycle, \(i[A]\) represents current across the inductor, \(R[\Omega]\) is the load resistance, \(C[F]\) is the output filter capacitance, \(E[V]\) denotes the external voltage, \(L[H]\) represents the input circuit inductance, and \(v[V]\) is the output voltage.
On the other hand, a permanent magnet DC motor (assuming nonzero armature inductance) can be modeled as:

\[
\begin{align*}
L_a \frac{di_a}{dt} &= v_a - R_a i_a - k_e \omega, \\
J \frac{d\omega}{dt} &= k_m i_a - b \omega - \tau,
\end{align*}
\] (2)

where \( \omega = \frac{d\theta}{dt} \) [rad/s] represents the motor shaft angular velocity subjected to load torque \( \tau \) [Nm], \( \theta \) [rad] denotes the motor shaft angular position, \( J \) [kg·m\(^2\)] is the inertia of rotor and load, \( b \) [Nm·s/rad] represents the friction coefficient, \( v_a \) [V] is the motor armature voltage, \( i_a \) [A] is the armature current, \( k_e \) [Vs/rad] is the counter-electromotive force constant, \( k_m \) [N-m/A] is the motor torque constant, \( L_a \) [H] is the armature inductance, and \( R_a \) [Ω] is the armature resistance.

A combination of the converter and motor parts forms the considered converter-fed motor system, seen Fig. 1, that can be modeled as:

\[
\begin{align*}
C \frac{dv}{dt} &= i - \frac{v}{R} - i_a, \\
L \frac{di}{dt} &= -v + E u, \\
L_a \frac{di_a}{dt} &= v - R a i_a - k_e \omega, \\
J \frac{d\omega}{dt} &= k_m i_a - b_m \omega - \tau.
\end{align*}
\] (3)

The definition of a state vector \( \mathbf{x} = [x_1 \ x_2 \ x_3 \ x_4]^\top \triangleq [i \ v \ i_a \ \omega]^\top \in \mathcal{X} \subset \mathbb{R}^4 \), allows to express the above system in state-space form as:

\[
\begin{align*}
\dot{\mathbf{x}} &= A \mathbf{x} + B_u u + B_d \tau, \\
\omega &= C \mathbf{x},
\end{align*}
\] (4)

where \( u \) is the system input, \( \omega \) is the system output, while matrices \( C = [0 \ 0 \ 0 \ 1] \in \mathbb{R}^{1 \times 4} \), \( B_d = [0 \ 0 \ 0 \ -1/J]^\top \in \mathbb{R}^{4 \times 1} \), \( B_u = [E \ 0 \ 0 \ 0]^\top \in \mathbb{R}^{4 \times 1} \) and

\[
A = \begin{bmatrix}
0 & -\frac{1}{L} & 0 & 0 \\
\frac{1}{C} & -\frac{1}{CR} & -\frac{1}{C} & 0 \\
0 & \frac{1}{L_e} & -\frac{R_e}{L_e} & -\frac{k_e}{L_e} \\
0 & 0 & \frac{k_m}{J} & -\frac{b_m}{J}
\end{bmatrix} \in \mathbb{R}^{4 \times 4}.
\]
A1. Load torque disturbance $\tau$, and its consecutive time-derivatives are bounded, in the sense that there exists a constant $r_\tau \in \mathbb{R}_+$, such that:

$$\forall t \geq 0 \max \left\{ \tau(t), \dot{\tau}(t), ..., \tau^{(3)}(t) \right\} < r_\tau.$$ 

A2. System output signal $\omega \text{[rad/s]}$ is the only available quantity in the considered control system.

Remark 1. Several approximations have been made in (4). Such system model will be used in further considerations regardless due its appealing practical simplicity and the fact that a robust controller will be designed.

2.2. Control objective

In this article, the focus is on trajectory tracking motion task of a motor shaft angular velocity $\omega(t)$. A smooth reference motor shaft velocity is defined as $\omega_d(t) \text{[rad/s]} \in \mathbb{R}_+$ and satisfies following practical assumptions:

A3. The reference velocity itself, together with its consecutive time-derivatives $\left( \dot{\omega}_d, ..., \omega_d^{(4)} \right)$, is bounded at any time instant $t$, i.e., there exists a positive constant $r_{\omega_d} \in \mathbb{R}_+$ such that $\forall t \geq 0 \max \left\{ \omega_d(t), \dot{\omega}_d(t), ..., \omega_d^{(4)}(t) \right\} < r_{\omega_d}$.

A4. Reference $\omega_d$ is not known in advance, meaning that neither its analytical form, its future values, nor its consecutive reference time-derivatives are available, thus they cannot be utilized in controller/observer synthesis.
The control objective is to design a control signal \( u(t) \) that will satisfy a precise following of the desired trajectory \( \omega_d(t) \) by the motor shaft angular velocity \( \omega(t) \), despite the presence of various uncertainties corresponding to system parameters variations, external harmonic interferences, unknown load torques, and unavailability of measuring time-derivatives of \( \omega \). Assuming practicality of the desired result, the goal is to make the tracking error \( |e(t)| \triangleq |\omega_d(t) - \omega(t)| \) ultimately bounded by some small (but practically acceptable) number \( r_e \in \mathbb{R}_+ \), i.e. \( \limsup_{t \geq 0} |e(t)| < r_e \).

2.3. Flatness-based model representation

In order to express the plant mathematical model in a causal input-output integral chain perturbed with a matched, input-additive, lumped disturbance, for which most ADRC-based control schemes are most conveniently derived for, the flatness property of the considered system is utilized. Applying the notation from [32], the SISO system (3), expressed generally as \( \dot{x} = g(x, u, \tau) \), is differentially flat if there exists a scalar output \( \zeta = \Phi(x) \in \mathbb{R} \), called flat \( \zeta \) output, which allows a differential parametrization of state \( (x) \) and input \( (u) \) in form of:

\[
x = \Psi_x \left( \zeta, \dot{\zeta}, \ddot{\zeta}, \zeta^{(3)} \right), \quad u = \Psi_u \left( \zeta, \dot{\zeta}, \ldots, \zeta^{(4)} \right).
\]

Recalling that for linear systems the concept of flatness is equivalent to a controllability property, one can easily verify the flatness of (3). We thus compute its controllability matrix as:

\[
Q_C = \begin{bmatrix}
B_u & AB_u & A^2B_u & A^3B_u
\end{bmatrix}^\top = \begin{bmatrix}
E & 0 & -E & -E \\
0 & E & -E & -E \\
0 & 0 & E & -E \\
0 & 0 & 0 & E
\end{bmatrix},
\]

with \( a_{24} = CLR^2 - LL_a + CR^2L_a \), and \( a_{34} = EL_a + ECRR_a \).

The flat output is given by the inner product of the last row of the inverse of the Kalman controllability matrix \( Q_C \), which yields:

\[
\zeta = C [0 0 0 1] Q_C^{-1} x = \left( \frac{Ek_m}{CJLL_a} \right)^{-1} x_4 = \frac{1}{CA^3B_u} x_4 = b_0^{-1} x_4,
\]
where $b_0 = \frac{E_k}{C_{ALL}}$. Using flat output $\zeta$, a transformation of (3) to the control normal form gives:

$$
\nu = [\nu_1 \nu_2 \nu_3 \nu_4]^T
= \begin{bmatrix}
\zeta & \dot{\zeta} & \ddot{\zeta} & \zeta^{(3)}
\end{bmatrix}^T
= \begin{bmatrix}
C^T, A^T C^T, (A^2)^T C^T, (A^3)^T C^T
\end{bmatrix}^T x
= T x \in \mathcal{N} \subset \mathbb{R}^4,
$$

which results in a transformed system: $\dot{\nu} = T A T^{-1} \nu + T B_d \tau$. The differential parametrization of the input is given by solving the last row of transformed system $\dot{z}$ for input $u$, that yields $u = \Psi_u(\nu, \dot{\nu}_4)$. Similarly, with the inverse $x = T^{-1} z : \mathcal{N} \to \mathcal{X} \subset \mathbb{R}^4$, one can establish the relations in (5), which can be straightforwardly utilized in the ADRC design. Utilization of the flatness property allows to rewrite system (4) as:

$$
\omega^{(4)} = C x^{(4)}
= C A^3 (A x + B_u u + B_d \tau) + C A^2 B_d \dot{\tau}
+ C A B_d \tau^{(2)} + C B_d \tau^{(3)},
$$

which has explicit form of coordinates transformation:

$$
x = \begin{bmatrix}
C \\
CA \\
CA^2 \\
CA^3
\end{bmatrix}^{-1}
\begin{bmatrix}
0 \\
CB_d \\
CAB_d \\
CA^2 B_d
\end{bmatrix} \tau
- \begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix} \dot{\tau}.
$$

Further rearrangement of (9) results in a simplified model:

$$
\omega^{(4)} = \hat{F} \left( t, x, \tau, \dot{\tau}, \ddot{\tau}, \tau^{(3)}, u \right) + \hat{b}_0 u, \quad \hat{b}_0 \neq 0,
$$

where $\hat{b}_0 \approx b_0$ is a rough approximation of the system input gain (inevitably subject to parametric mismatch) and term:

$$
\hat{F}(t, \cdot) = C A^4 x + C A^3 B_d \tau + C A^2 B_d \dot{\tau} + C A B_d \ddot{\tau}
+ C B_d \tau^{(3)} + C A^3 B_u u - \hat{b}_0 u,
$$
denotes the plant aggregated "total disturbance". In general, it comprises of endogenous uncertainties (representing parametric uncertainties and either unknown or purposefully neglected state-depended terms, whether of linear or nonlinear nature) and exogenous disturbances (represented by unknown, unstructured, disturbances signals - possibly of harmonic nature, as well as noises, etc.).

Remark 2. The justification of such compact and constantly updated plant description (10) has been thoroughly validated in the area of active disturbance rejection [33, 34, 24] from both theoretical and practical points of view [12, 13, 14]. In particular, the treatment of state-dependent and control signal-dependent terms as part of the total disturbance has been already addressed in the literature (see Sect. III.C in [35]).

2.4. Conventional ADRC

The conventional active disturbance rejection control solution, as seen in [36] for (10) would be a two-stage governing action in form of:

\[
\hat{u} = \frac{1}{b_0} \left( \omega_d^{(4)} + \sum_{i=0}^{3} k_i e^{(i)} - \hat{F}(t, \cdot) \right)
\]

(12)

where the first stage is on-line disturbance estimation and rejection (\(\hat{F}(t, \cdot)\)) and the second stage is control objective realization (\(\hat{u}_0\)) with an output feedback plus feed-forward controller, designed for an idealized disturbance-free system \(\omega^{(4)} = u\) (cf. (10)), which behavior is shaped by proper selection of controller coefficients \(k_i > 0\) for \(i \in \{0, ..., 3\}\).

An implementation of the conventional ADRC governing action (12) into system (10) reveals the limitations with its practical application as several higher-order terms are required to be available, which in the case of the considered converter-fed system violates assumptions A2 and A4. The other limitation is the often used polynomial model for reconstructing the total disturbance term, whereas \(\hat{F}\) in the considered system consists of multiple-type disturbances, including complex harmonic ones.
In order to address the above limitations, while not losing the robustness of tracking performance offered by (12), a new ADRC design for converter-driven DC motors is introduced next.

3. Proposed ADRC structure

3.1. Control task reformulation

Recalling the definition of \(e(t)\), one can rewrite (10) in error-domain as:

\[
e^{(4)} = \omega^{(4)} - \omega^{(4)} - \tilde{F}(t, \cdot) - \hat{b}_0 u.
\]

Furthermore, term \(\sum_{i=1}^{3} k_i e^{(i)}\) can be added to both sides of (13) giving:

\[
e^{(4)} + \sum_{i=1}^{3} k_i e^{(i)} = \sum_{i=1}^{3} k_i e^{(i)} + \omega^{(4)} - \tilde{F}(t, \cdot) - \hat{b}_0 u,
\]

where \(F\) is now the total disturbance for the modified system model in error-based form with partially incorporated closed-loop dynamics (cf. (10)).

With the introduced alternative system description in (14), a control signal can be designed as (cf. (12)):

\[
u(t) = \frac{1}{\hat{b}_0} (u_0 + \hat{F}) = \frac{1}{\hat{b}_0} (k_0 e + \hat{F}), \quad u_0 = k_0 e,
\]

which when applied to (14) gives the following dynamics:

\[
e^{(4)} + k_3 \dot{e}^{(3)} + k_2 \ddot{e} + k_1 \dot{e} + k_0 e = F - \hat{F},
\]

with its behavior in accordance to user-defined gains \(k_i > 0\) and \(i \in \{0, \ldots, 3\}\).

Remark 3. Note that \(u_0\) is chosen in the proposed control action (15) as a proportional controller, which trivializes the entire control synthesis in comparison to conventional solutions (12). The otherwise unavailable target time-derivatives, needed for fourth-order integral chain stabilization, are now incorporated as a part of \(F\), to estimated by an observer (designed next).
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3.2. Complex disturbance reconstruction

It becomes clear from (15) that the quality of control task realization in practice will be a function of total disturbance estimation quality. Additionally, to address the considered limitation of conventional ADRC design with effective harmonic disturbance estimation, we first adopt our general methodology [37, 38, 39] and express $F$ from (14) as a sum:

$$F(t) = F_p(t) + F_w(t, \omega_r) + F_r(t),$$

(17)

where $F_p(t) = c_0 + c_1 t + c_2 t^2 + \cdots + c_{m-1} t^{(m-1)}$ is a polynomial disturbance component, $F_w(t, \omega_r) = a_1 \sin(\omega_r t) + a_2 \cos(\omega_r t)$ is a sinusoidal disturbance, while $F_r(t)$ includes disturbances that do not match models $F_p(t)$ or $F_w(t, \omega_r)$.

A following model of an unforced oscillator can be used to represent the behavior of $F_w(t, \omega_r)$:

$$\ddot{F}_w(t, \omega_r) + \omega_r^2 F_w(t, \omega_r) = 0,$$

(18)

where $\omega_r$ is its resonant frequency.

**Remark 4.** According to [37, 39], we can design a disturbance observer that allows to fully compensate $F_p(t)$ and $F_w(t, \omega_r)$ (assuming perfect knowledge of $\omega_r$), and estimate $F_r(t)$ with an arbitrary high precision depending on the observer specific structure and design parameters.

In this particular work, we would like to be able to completely reject a constant disturbance $F_p(t) = c_0$ (i.e. $m = 1$) and one harmonic component $F_w(t, \hat{\omega}_r)$, where $\hat{\omega}_r$ is the estimated pulsation of the real $\omega_r$. To achieve that, we need to define the extended state for system (14) in a form $z = [z_1 \ldots z_7]^\top \triangleq [e \ ˙e \ ˙\overset{(3)}{e} \ 0 \ 0 \ F \ 0 \ F_w]^\top \in \mathbb{R}^7$. Such extended state representation leads to a controllable and observable system expressed in state-space as:

$$\begin{align*}
\dot{z} &= \mathbf{A} z - \mathbf{b}_0 (u - u_0) + \mathbf{h} \left( \dot{F}_r + \dot{F}_w(\cdot, \omega_r) - \dot{F}_w(\cdot, \hat{\omega}_r) \right), \\
e &= c z,
\end{align*}$$

(19)
where

\[
\bar{A} = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
-k_0 & -k_1 & -k_2 & -k_3 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & -\hat{\omega}_r^2 \\
\end{bmatrix} \in \mathbb{R}^{7 \times 7}, \quad \hat{b}_0 = \begin{bmatrix} 0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \end{bmatrix} \in \mathbb{R}^{7 \times 1}
\]

\[
h = [0 0 0 1 0 0]^T \in \mathbb{R}^{7 \times 1} \text{ and } c = [1 0 0 0 0 0] \in \mathbb{R}^{1 \times 7}.
\]

Now, a resonant extended state observer (RESO) for system (19) can be derived in error-based form to reconstruct the state vector (including the unknown total disturbance \( F \)) based solely on the already available input \((u)\) and output \((e)\) signals:

\[
\begin{aligned}
\dot{\hat{z}} &= \bar{A}\hat{z} - \hat{b}_0(u - u_0) + l(e - \hat{e}), \\
\hat{e} &= c\hat{z},
\end{aligned}
\]

where \( \hat{z} \) is the estimate of \( z \), \( l = [l_1 \ldots l_7]^T \in \mathbb{R}_+^7 \) is the vector of observer positive gains, and \( \hat{e} \) is the estimate of \( e \).

Thanks to partially incorporating the desired closed-loop dynamics (14), terms \( k_1 - k_3 \) are now present in \( \bar{A} \), which means that the control designer can be unburdened from knowing higher-order derivatives of \( e \) (see A2 and A4) as they are now estimated by observer (20). It allows to reduce \( u_0 \) to just a proportional action (15), which significantly reduces the complexity of control synthesis and implementation. This results in several advantages, e.g. fewer sensor needed, reduced implementation time, straightforward interpretation of the control action. A block diagram showing its application to the considered converter-fed motor system is shown in Fig. 2.

### 3.3. Stability analysis

The theoretical investigation concerning proposed ADRC structure with RESO is based on a singular perturbation theory [40]. That is why certain
definitions and transformations need to be introduced next that will be later utilized in the stability proof.

First, upon (19) and (20), let us consider the dynamics of the observation error \( q \triangleq z - \hat{z} \):

\[
\dot{q} = H q + h \eta = (\hat{A} - l c) q + h \eta,
\]

where

\[
\eta = \dot{F}_r + \dot{F}_w(\cdot, \dot{\omega}_r) - \dot{\hat{F}}_w(\cdot, \dot{\hat{\omega}}_r),
\]

and \( H \) is the estimation error matrix. A practically convenient and widely known pole-placement approach can be applied to parametrize the observer and controller gains selection [36]. We thus propose to design the characteristic equation:

\[
\det(\lambda I - H) = \lambda^7 + s_1 \lambda^6 + \ldots + s_6 \lambda + s_7,
\]

Figure 2: Proposed ADRC with RESO for the converter-fed motor system.
as:

\[
\begin{align*}
\begin{cases}
s_1 &= k_3 + l_1 = \beta_1 \omega_o \Rightarrow l_1 = \beta_1 \omega_o - r_1, \\
s_2 &= k_3 l_1 + \omega^2 + k_2 + l_2 = \beta_2 \omega^2 \Rightarrow l_2 = \beta_2 \omega^2 - r_2, \\
\quad \vdots \\
s_7 &= l_3 \omega^3 + l_7 = \beta_7 \omega^7 \Rightarrow l_7 = \beta_7 \omega^7 - r_7,
\end{cases}
\end{align*}
\]

(23)

where \( r_i \), recalling that \( n = 4 \), are uniquely defined by

\[ k_i = \frac{n!}{n(n-1)!} \omega^i \] (for \( 0 \leq i \leq n - 1 \)) and \( \hat{\omega}_r \), while parameters \( \beta_i = \frac{(n+3)!}{n(n+3+s-1)!} \) (for \( 1 \leq i \leq n + 3 \)).

Terms \( \omega_o, \omega_c > 0 \) are design parameters that correspond to the observer and controller bandwidths, respectively. It leads to the possibility of decomposition of the estimation error state matrix \( H \) as:

\[
H = \begin{bmatrix}
-\beta_1 \omega_o & 1 & 0 & 0 & 0 & 0 & 0 \\
-\beta_2 \omega_o^2 & 0 & 1 & 0 & 0 & 0 & 0 \\
-\beta_3 \omega_o^3 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\beta_4 \omega_o^4 & 0 & 0 & 0 & 1 & 0 & 0 \\
-\beta_5 \omega_o^5 & 0 & 0 & 0 & 1 & 0 & 0 \\
-\beta_6 \omega_o^6 & 0 & 0 & 0 & 0 & 1 & 0 \\
-\beta_7 \omega_o^7 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} +
\begin{bmatrix}
r_1 & 1 & 0 & 0 & 0 & 0 & 0 \\
r_2 & 0 & 1 & 0 & 0 & 0 & 0 \\
r_3 & 0 & 0 & 0 & 0 & 0 & 0 \\
r_4 & -k_1 & -k_2 & -k_3 & 1 & 0 & 0 \\
r_5 & 0 & 0 & 0 & 0 & 1 & 0 \\
r_6 & 0 & 0 & 0 & 0 & 0 & 1 \\
r_7 & 0 & 0 & 0 & 0 & -\hat{\omega}_r^2 & 0
\end{bmatrix}
\]

Now, by introducing a change of coordinates to (21) as: \( q = \Lambda \xi \), with \( \Lambda = \text{diag} \{ \omega_o^{-7} \ldots \omega_o^{-1} \} \in \mathbb{R}^{7 \times 7} \), allows to rewrite it as:

\[
\dot{\Lambda} \xi = H \Lambda \xi + h \eta,
\]

(24)
where $h = [0, 0, 0, 0, 0, 1]^T$. Multiplying both sides of (24) by $\Lambda^{-1}$ from the right, one gets:

$$\Lambda \dot{\xi} \Lambda^{-1} = H \Lambda \xi \Lambda^{-1} + h \eta \Lambda^{-1},$$

which yields:

$$\frac{1}{\omega_o} \dot{\xi} = H_q \xi + \frac{1}{\omega_o} h \eta \implies \dot{\xi} = H_q \xi + \varepsilon h \eta,$$

with $\varepsilon = \frac{1}{\omega_o}$, and $H_q = A_q + \varepsilon H_\varepsilon$, where:

$$A_q = \begin{bmatrix}
-\beta_1 & 1 & 0 & 0 & 0 & 0 \\
-\beta_2 & 0 & 1 & 0 & 0 & 0 \\
-\beta_3 & 0 & 0 & 1 & 0 & 0 \\
-\beta_4 & 0 & 0 & 0 & 1 & 0 \\
-\beta_5 & 0 & 0 & 0 & 0 & 1 \\
-\beta_6 & 0 & 0 & 0 & 0 & 0 \\
-\beta_7 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},$$

$$H_\varepsilon = \begin{bmatrix}
\varepsilon r_1 & 0 & 0 & 0 & 0 & 0 \\
\varepsilon r_2 & 0 & 0 & 0 & 0 & 0 \\
\varepsilon^2 r_3 & 0 & 0 & 0 & 0 & 0 \\
\varepsilon^3 r_4 & -\varepsilon^2 k_1 & -\varepsilon k_2 & -k_3 & 0 & 0 \\
\varepsilon^4 r_5 & 0 & 0 & 0 & 0 & 0 \\
\varepsilon^5 r_6 & 0 & 0 & 0 & 0 & 0 \\
\varepsilon^6 r_7 & 0 & 0 & 0 & 0 & -\varepsilon \omega^2 r \\
\end{bmatrix}.$$

Next, the observer error dynamics (26) is considered in form of:

$$\varepsilon \dot{\xi} = H_q \xi + \varepsilon h \cdot \eta,$$

where $\xi(0) = \xi_0$ represents the initial condition. The above relation represents the so-called initial value problem of the standard singularly perturbed linear system of differential equations. It should be noted $H_q$ and $\varepsilon H$ are similar, i.e., $\varepsilon H = A_\varepsilon H_q A^{-1}$, and have same eigenvalues $\lambda_i(H_q) = \lambda_i(H) = -\omega_o$ (see tuning procedure described by (23)), whereas $\lambda_i(A_q) = -1$ (for $1 \leq i \leq n + 3$),
which implies $H_q$ and $A_q$ are Hurwitz. It means that $\hat{\omega}_t$ in $A$ does not influence the stability of $H_q$ in (28) as long as $\hat{\omega}_t1$ is finite.

Having introduced the above definitions and transformations, one can compare the proposed ADRC with RESO with the conventional ADRC and its rigorous proof given in [41]. Similar to the conventional ADRC [41], it can be concluded here for the proposed proposed ADRC with RESO that for the existing derivative of total disturbance $\dot{F}$, if $\|\xi_0\| = O(\varepsilon)$ i.e. $\xi_0$ lies in its stable initial manifold, the danger of large magnitude transients in (28) does not exists as $\varepsilon \to 0$ for $t > 0$, hence the system is exponentially stable and uniformly asymptotically stable (for stability within the stable initial manifold for $\xi_0$).

Hence, by looking at Theorems 3.1 and 4.1 of conventional ADRC stability analysis in [41], main stability theorem for the proposed ADRC with RESO can be given as follows.

**Theorem 1** If $\|\xi_0\| = O(\varepsilon)$ and $\eta = \dot{F}_t$ exists, then:

(i) asymptotic solution of (28),

$$\varepsilon \dot{\xi} = H_q \xi + \varepsilon h \cdot \eta = (A_q + \varepsilon H_q) \xi + \varepsilon h \cdot \eta, \quad \xi(0) = \xi_0,$$

is uniformly valid for all finite time $L$ with $0 \leq t \leq L < \infty$, and is expressed as:

$$\xi(\varepsilon,t) = \exp \left( A_q \frac{t}{\varepsilon} \right) \xi_0 + \varepsilon \left( A_q^{-1} h \cdot \eta + \exp \left( A_q \frac{t}{\varepsilon} \right) (A_q^{-1} h \cdot \eta(0)) + O(\varepsilon^2) \right) - H_0 \int_0^t \exp \left[ A_q \left( \frac{t-s}{\varepsilon} \right) \right] A_q^{-1} h \cdot \eta(s) ds \right);$$

(ii) there exists $\varepsilon^* > 0$ such that for all $\varepsilon \in [0, \varepsilon^*]$ the leading term of the solution $\xi(\varepsilon,t)$ in the initial layer of system (28) is exponentially stable;

(iii) for all $\xi \in \Omega = [-\rho_1, \rho_1]^7 \subset \mathbb{R}^7$ with $\rho_1 = \gamma \max \left\{ \omega_t, \frac{1}{\omega_o}, \|H_q\| \right\}$ for some constant $\gamma > 0$, then there exists positive constant $C_2$, independent of $\varepsilon$,\[It should be noted that this is not stability in the Lyapunov sense.\]
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and the solution of (28) satisfies:

$$
\|\xi(\varepsilon, t)\| \leq \varepsilon C_1 \exp \left[ -\left( \frac{1}{2} - \varepsilon C_1 C_2 \right) \frac{t}{\varepsilon} \right]
$$

$$
\|\eta\| \cdot \|\xi(\varepsilon, t)\|^{-1} \leq C_2,
$$

(30)

where $C_1 = \sqrt{n + 3 + \frac{1}{\omega_c} \sum_{j=1}^{n+2} \frac{L_j}{n}} \| (H_q + I_{n+3})^{\frac{3}{2}} \|$ with $I_{n+3}$ is the $n + 3$ order identity matrix and:

$$
H_0 = \begin{bmatrix}
7\omega_c^6 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
$$

Based on the standard result of the singular perturbation theory [40] as well as (i) of Theorem 1, one can conclude that (ii) holds if (i) of Theorem 1 holds. Also, it is stated in the above theorem that (28) is exponentially stable and uniformly asymptotically stable if $\|\xi_0\| = O(\varepsilon) = O\left(\frac{1}{\omega_c}\right)$ and $\eta = \dot{F}$ exists. That directly implies that results of conventional ADRC stability analysis in [41] can be straightforwardly extended to the proposed ADRC with RESO with the difference of having the error dynamic system (28) with a more general coefficient matrix. To be specific, the coefficient matrix $\hat{A}$ from [41] can be replaced by a more general matrix, say $\tilde{A}$, as long as $\tilde{A}$ can lead to the matrix $H_q$ in (26) being decomposable into a form $H_q = A_q + \varepsilon^n \tilde{H}$, with $1 \leq m < \infty$ and $\tilde{H}$ being a square matrix of the same size as $H_q$. For that reason, a detailed proof is omitted here in order to avoid redundancy of results.

4. Hardware validation

Three hardware experiments (E1-E3) were conducted on a real converter-fed motor laboratory platform (Fig. 3) to validate the efficacy of the proposed control solution. The results of the proposed ADRC with RESO were quantitatively
compared with the results obtained with ADRC with generalized proportional-integral observer (GPIO) and a standard PI controller. The ADRC with GPIO is a popular advanced motion controller that uses a higher-order polynomial representation of disturbances in case of systems subject to complex disturbances [28]. The PI controller was selected since it represents the standard industrial control solution.

In order to allow a fair comparison between the two tested ADRC designs, the same tuning methodology from [36] (mentioned in Sect. 3.3) has been utilized for both of them. The gains were thus calculated upon (23) and gathered in Table 1. Choosing specific values of $\omega_c$, $\omega_o$ came from a compromise between control/estimation precision and amplification of sensor noise.
Table 1: Bandwidth-parametrization of observer gains $l_{1-7}$ and controller gains $k_{0-3}$ (same for RESO and GPIO, but with GPIO always having $\hat{\omega}_r = 0$).

| Parameter | Value |
|-----------|-------|
| $l_1$    | $7\omega_o - k_3$ |
| $l_2$    | $21\omega_o^2 - k_2 - l_1k_3 - \hat{\omega}_r^2$ |
| $l_3$    | $35\omega_o^3 - k_1 - l_1k_2 - l_2k_3 - \hat{\omega}_r^2(l_1 + k_3)$ |
| $l_4$    | $35\omega_o^4 - l_1k_1 - l_2k_2 - l_3k_3 - \hat{\omega}_r^2(l_1k_3 + l_2 + k_2)$ |
| $l_5$    | $21\omega_o^5 - \hat{\omega}_r^2(l_3 + k_1 + l_1k_2 + l_2k_3)$ |
| $l_6$    | $7\omega_o^6 - \hat{\omega}_r^2(l_4 + l_1k_1 + l_2k_2 + l_3k_3)$ |
| $l_7$    | $\omega_o^7 - \hat{\omega}_r^2l_5$ |
| $k_0$    | $\omega_c^4$ |
| $k_1$    | $4\omega_c^3$ |
| $k_2$    | $6\omega_c^2$ |
| $k_3$    | $4\omega_c$ |

4.1. Establishing nominal performance (E1)

Test (E1) was about establishing a base for fair tests later as well as showing nominal performance of each tested control algorithms. The reference signal was set as:

$$\omega_d[\text{rad/s}] = \begin{cases} 
100, t \in [0, 1), \\
200, t \in [1, 2), \\
300, t \in [2, 3), \\
400, t \in [3, 4], 
\end{cases} \quad (31)$$

and additionally filtered with a stable dynamics $H(s) = 1/(0.025s^2 + 0.6s + 1)$ to satisfy assumption A3. The three control structures were tuned to give comparable results of quality of tracking, signal profiles, and level of sensor noise. The order of GPIO was chosen to match with the order of RESO (7th order) thus making the observer gains of both observers with similar magnitudes. Both ADRC structures were tuned with: $\omega_c = 0.35$, $\omega_o = 140$, and the system
gain in both cases was calculated upon the available plant model information as \( \hat{b}_0 = 4.3015 \times 10^{12} \). Both GPIO and RESO were designed as in (20) but with GPIO lacking the internal harmonic model (i.e. \( \hat{\omega}_r = 0 \)). Furthermore, the same form of control action (15) has been used in both ADRC cases however with different observers working to reconstruct total disturbance \( \hat{F} \).

For the PI controller design \((u(t) = k_p e(t) + k_d \int e(t) dt)\), the gains were selected based on trial and error approach as \( k_p = 0.01 \) and \( k_i = 0.25 \), respectively. The derivative part had to be excluded from the design due to assumptions A2 and A4.

The outcomes of E1 are shown in Fig. 4. The three considered control solutions give comparable quality of tracking \((\omega \rightarrow \omega_d)\), level of measurement noise, and energy usage \((u)\). The achieved behavior of each control algorithm is treated as a baseline for next tests.

4.2. Robustness against load torque (E2)

The robustness of the considered control methods was tested against a step-like (E2a) and a sinusoidal-like load torque disturbance (E2b), both generated using a tension controller (Fig. 3) and applied to the system at \( t = 1s \). The step signal (E2a) had amplitude \( c_0 = 1Nm \) and the sinusoidal signal (E2b) had amplitude \( a_1 = 1.35Nm, a_2 = 0Nm, \) and frequency \( \omega_r = 6\pi \). In case E2b, \( \hat{\omega}_r = \omega_r \) was set in case of RESO and \( \hat{\omega}_r = 0 \) in case of GPIO.

The outcomes E2a are seen in Fig. 5. The unmodeled step disturbance resulted in a significant 15rad/s velocity drop in case of PI, which took it 0.38s to recover to nominal operation. The added disturbance also affected both ADRCs but thanks to the constant disturbance model \((F_p)\) in both GPIO and RESO designs, the change was not that significant. In both cases, the step disturbance was timely estimated and mitigated, resulting in around 0.14s recovery time.

The outcomes E2b are seen in Fig. 6. The unmodeled harmonic load torque disturbance significantly influenced the standard PI controller causing a ±22.4rad/s output oscillations. The test has shed a light on the structural limitation of the GPIO-based ADRC. The exclusive use of constant disturbance model \((F_p)\)
Figure 4: EL Performance of PI control (green), ADRC with GPIO (blue), and proposed ADRC with RESO (red).
in GPIO allows only partial reconstruction of fast-varying sinusoidal signal. Improving quality of disturbance estimation would require higher-order GPIO and/or higher gains - both posing certain practical problems, like sensor noise over-amplification. The proposed ADRC with RESO managed to attenuate the sinusoidal disturbance and almost entirely keep its nominal performance thanks to the built-in model of harmonic disturbance.

4.3. Robustness against parametric uncertainty (E3)

The experiment E3 was about verifying what is the level of modeling discrepancy in selecting the estimated resonant frequency (\(\hat{\omega}_r\)) that the proposed ADRC with RESO can tolerate. This test was inspired by control practice
in which often times $\hat{\omega}_r \neq \omega_r$. For this test, the frequency of the harmonic disturbance was set to $\omega_r = 6\pi$. The outcomes of E3 are seen in Fig. 7. It can be seen that, due to the disturbance-centered design, the proposed ADRC with RESO has certain robustness against inaccuracy of $\hat{\omega}_r$ (top row). As expected, and confirmed with middle row plots, this robustness is limited. When the modeling discrepancy reaches up to ±25% of the actual value, the ADRC with RESO began to have visible oscillations, just like GPIO in test E2b. This implies that the ADRC with RESO is suitable to control scenarios which have known, or ”roughly” known, frequency of the harmonic disturbance. A systematic, analytical method of establishing robustness bounds is difficult in this case and is yet to be developed.
Figure 7: [E3] Parametric robustness of ADRC with RESO under the effect of load torque.
5. Conclusions

An advanced motion control solution for power converter-fed DC motors has been proposed. The utilization of a resonant extended state observer, working under the framework of active disturbance rejection control, allowed to enhance precision of angular velocity tracking and its robustness against even complex, harmonic disturbances. At the same time, the proposed control algorithm was shown to be straightforward to implement in practice and to have similar level of energy consumption with some standard methods. The claims have been supported with experimental results and a rigorous stability analysis.

In the future work, the practical part can be realized using a series excitation motor because of the limitation of permanent magnet DC motor to non-industrial applications. Also, a cascade control structure can be introduced with inner, current feedback loop in order to increase circuit safety. Additionally, a frequency estimator method can be combined with RESO to provide on-line information about the harmonic disturbance frequency.
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