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Abstract

Chiral Magnetic Wave (CMW) is a gapless collective excitation of chiral charges along the direction of magnetic field in the Quark-Gluon Plasma that arises from the triangle anomaly of QCD. We perform reliable study of the CMW in the realistic simulation of heavy ion collisions, and find that the CMW contributions to the charge dependent elliptic flow of pions, $\Delta v_2 \equiv v_2(\pi^-) - v_2(\pi^+)$, linearly depending on the net charge asymmetry $A_\pm \equiv (N_+ - N_-)/(N_+ + N_-)$ with a positive slope $r$, is comparable to the recent experimental results from RHIC. We identify “Freezeout Hole Effect”, which is a direct consequence of the propagation of CMW during the realistic evolution of fireball, as the dominant physics effect responsible for a sizable contribution from the CMW to the slope parameter $r$, and emphasize that a proper treatment of the freeze out condition is crucial in any reliable computation of the CMW contribution to the slope parameter $r$. We also implement chiral phase transition effect in our study, which illustrates the sensitivity of the results to chiral phase transition temperature, and suggest that the CMW can be an important probe of QCD chiral phase transition. Our results on the impact parameter dependence compare well with the RHIC experiments. We also give predictions for the LHC energy.
I. INTRODUCTION

Heavy Ion Collision experiments in RHIC and LHC are the unique opportunities to experimentally realize the new state of QCD matter with extreme high temperature, so that the fundamental constituents of nuclear matter, quarks and gluons, are liberated from color confinement to form a quark-gluon plasma (QGP). Many experimental evidences collected from the on-going RHIC and LHC indicate a strongly coupled nature of the QGP, which has provided much motivation and many challenges in understanding the properties of the created QCD plasma. Although the very early stage of the plasma at the time much less than 1 fm is still beyond our complete theoretical control, hydrodynamics has been used to model the evolution after the initial stage to successfully explain majority of experimental observations with a few transport coefficients without worrying too much about microscopic details of the QCD at strong coupling.

Hydrodynamics is based on the conservation equations, and this is why triangle anomaly (chiral anomaly) of axial symmetry conservation affects some of hydrodynamic properties of charge fluctuations in QGP. Chiral Magnetic Effect (CME) [1],[3], which dictates a vector (axial) current along the magnetic field in the presence of axial (vector) charge due to triangle anomaly, leads to an important modification of the hydrodynamic constitutive relations of the vector and axial charge currents [4]:

\[ J_{V,A}^\mu = n_{V,A} u^\mu + \Delta J_{V,A}^\mu + \ldots, \]  

(I.1)

where ... refers to viscous corrections, and \( \Delta J_{V,A}^\mu \) denotes the (axial) current induced by CME:

\[ \Delta J_{V}^\mu = \frac{eN_c}{2\pi^2} \mu_A B^\mu, \quad \Delta J_{A}^\mu = \frac{eN_c}{2\pi^2} \mu_V B^\mu, \]  

(I.2)

where \( B^\mu = (1/2)\epsilon^{\mu\nu\alpha\beta} u_\nu F_{\alpha\beta} \) is the magnetic field boosted from the fluid rest frame, and \( \mu_V, \mu_A \) are vector and axial charge chemical potentials respectively. In heavy ion collisions, axial charges \( \mu_A \) may be generated event-by-event through glasma color fields or sphaleron transitions, and the magnetic field created by the spectator charges of ultra relativistic heavy ions can be as large as \( eB \sim 10m_\pi^2 \), and it points to the perpendicular direction of the reaction plane [1]. These conditions make the CME possible in heavy ion collisions, which would induce event-by-event charge separation perpendicular to the reaction plane. Experimental signatures in two particle correlations of \( \cos(\phi_1 + \phi_2) \) between same charged or opposite
charged particles that are sensitive to this charge separation \[5\] are in favor of the prediction of the CME \[6, 7\], but there are other unexplained features in the experiments and the background effects unrelated to the CME \[8–11\], so that the situation is not conclusive\[12\].

Writing down the anomalous part of Eq. (I.2) in the absence of background flow,

\[
⃗J_V = eN_c \frac{2}{\pi^2} \mu_A \vec{B}, \quad ⃗J_A = eN_c \frac{2}{\pi^2} \mu_V \vec{B},
\]

one obtains a new gapless hydrodynamic propagating mode of chiral charges, coined as Chiral Magnetic Wave (CMW) \[13, 14\]. A distinctive feature of the CMW is that it is about how charge fluctuations of arbitrary shape propagate along the direction of the magnetic field, and it does not require the presence of background axial or vector charge densities. Defining left (right)-handed chiral charges by \( J_{V,A} = J_L + J_R \), these chiral charge fluctuations propagate according to the hydrodynamic dispersion relation \[13\]

\[
\omega = \mp v_\chi k - iDk^2 + \cdots,
\]

where the momentum \( k \) is along the direction of the magnetic field, and the Chiral Magnetic Wave velocity is determined in terms of the chiral charge susceptibility, \( \chi_{L,R} \), of the plasma as\[13\]

\[
v_\chi = eN_c B \frac{4}{\pi^2 \chi_{L,R}} = eN_c B \frac{2}{\pi^2 \chi_V},
\]

with \( \chi_V \) the vector charge susceptibility. Note that the sign in front of the first term is dictated by the chirality of the charge fluctuations: the CMW is uni-directional depending on the chirality of the charge fluctuations. However, it should be stressed that the direction of motion does not depend on the sign of the fluctuations of a given chirality: any profile of fluctuations, either positive or negative, of a given chirality move to the same direction. In this sense, the CMW is not simply a separation of net axial charges \( J_A = -J_L + J_R \).

It was suggested that one of the experimental signatures of the CMW in heavy ion collisions is the charge dependent elliptic flow of pions, \( \Delta v_2 \equiv v_2(\pi^-) - v_2(\pi^+) \), linearly depending on the net charge asymmetry of the plasma \( A_\pm \equiv (N_+ - N_-)/(N_+ + N_-) \), that is, \( \Delta v_2 = rA_\pm \) with a positive slope \( r > 0 \) \[13, 19\]. It is based on the fact that the net charge asymmetry (with zero axial charge in average) is a linear superposition of equal amount of left- and right-handed chiral charges via the relation \( J_{V,A} = \mp J_L + J_R \). In the presence of magnetic field, these chiral charges move along the magnetic field in opposite directions to each other according to the CMW, resulting in an excess of (chiral) charges around the pole.
FIG. 1. (Color online) The Chiral Magnetic Wave induces an electric quadrupole moment proportional to the initial charge asymmetry (left), which eventually leads to the charge dependent elliptic flow of pions $\Delta v_2 \equiv v_2(\pi^-) - v_2(\pi^+)$. The RHIC experiments\cite{15, 16} confirmed the linear dependency of $\Delta v_2$ on the charge asymmetry $A \equiv (N_+ - N_-)/(N_+ + N_-)$ (middle and right). The intercept at $A = 0$ was explained in Ref.\cite{17} using electric fields.

regions of the plasma fireball and a depletion of charges in the central region, which leads to a net electric quadrupole moment proportional to the initial charge asymmetry $A_\pm$. See Figure 1 (left). A similar observation was also made in Ref.\cite{20}. This spatial distribution of charge asymmetry together with the background radial flow eventually leads to a difference between elliptic flows of positive and negative pions. The positive sign of the slope $r > 0$ is an important prediction of the CMW. Recent experimental analysis of the RHIC data confirmed the linear dependence with a positive slope $r > 0$ (see Figure 1 (middle and right)).

In Refs.\cite{18, 19}, numerical simulations of the CMW were performed with a few simplified conditions for an estimate purpose:

1. It was a 2+1 dimensional simulation with the static plasma and the magnetic field lasting for a finite time before applying blast wave approximation;

2. The transverse profile of the temperature obtained from the KLN model with the Wood-Saxon nuclear shape was used;

3. Initial charge asymmetry was distributed homogeneously in the transverse plane;

4. No realistic freeze out condition was used;
FIG. 2. (Color online) The results of Refs. [18, 19] for the impact parameter dependence of slope parameter $r$ with different lifetimes of the magnetic field (different colored lines). The stared points are from the RHIC experiments [15, 16].

5. The CMW velocity from the strong coupling AdS/CFT model was used inside the boundary where the temperature crosses the chiral phase transition. On the boundary, the CMW velocity was put to zero since the CMW disappears in the chiral symmetry broken phase.

Despite these simplifications, the numerical results in Refs. [18, 19] were able to explain the experimental results at RHIC with a tuning of the strength and the lifetime of the magnetic field. Somewhat surprisingly, the simulation also explained the impact parameter dependence of the slope $r$ quite well, which is not trivial. See Figure 2.

In this work, we perform more realistic simulation of the CMW improving all five points mentioned in the above. We also point out several important physics aspects in the simulation that have to be taken into account, in order to get a trustable numerical result for the CMW contribution to the slope parameter $r$. Especially, we identify “Freezeout Hole Effect” happening in the realistic simulation as the dominant source of the CMW contribution to the slope $r$. In heavy-ion collisions, the (chiral) charge flow of a given fluid cell is heavily deflected to the direction of the magnetic field due to the CMW. The initial charges of a given chirality will move to a definite direction along the magnetic field before hitting the freeze out surface, so that a part of the freeze out surface that lies in front of the motion
induced by the CMW would encounter more charges hitting the surface, while the freeze out surface in the opposite side would see much less charges, and there exists a part of the freeze out surface that sees no charges of that given chirality at all: we call it “Freeze-out Hole”. Adding contributions from both chiralities would result in an “quadrupole-like” charge distribution on the freeze-out surface. We find that this “Freeze-out Hole” Effect is the dominant mechanism of the CMW contribution to the slope $r$.

Another important ingredient we implement is the chiral phase transition effect. Near the region of the chiral phase transition, the CMW velocity should naturally drop to zero, since the CMW disappears in the chiral symmetry broken phase. Note that the chiral phase transition region is inside the chemical freeze out surface. The charge flow of a given fluid cell will be dramatically different before and after hitting the chiral phase transition region. This jump of the CMW velocity across the chiral boundary significantly modifies the charge flow of fluid elements and the final charge distribution on the freeze out surface.

Our result points to that the slope parameter $r$ receives a sizable contribution from the CMW which is comparable to (though somewhat less than) the experimental value. Note that the slope $r$ is a P-even observable that is subject to other possible effects unrelated to triangle anomaly. Our findings are in contrast to those of the recent simulation in Ref. [21] which claims that the contribution to $r$ from the CMW is negligibly small. One possible reason for this discrepancy seems to be a crude treatment of the freeze out condition in Ref. [21]: the freeze out surface is taken at a fixed time. The chiral phase transition effect to the CMW propagation seems to be absent in Ref. [21] too. The work of Ref. [21] was certainly a very important step towards a realistic numerical study of the anomalous hydrodynamics, but we inevitably disagree on a few important details, since the slope $r$ is very sensitive to them. With our initial condition which seems well justified as we explain in the main text, we don’t find a large contribution to the slope $r$ without the CMW.

Our paper is organized as follows. In section II we describe first the CMW in a non-static inhomogeneous expanding plasma in an ideal hydrodynamic limit, neglecting viscosities and charge diffusions. We develop a new and more intuitive way of describing the charge flow dynamics in an ideal limit, based on the concept of co-moving fluid cells, where the local charge conservation is manifestly realized. The result obtained in this way can also be interpreted as the Green’s function of charge density connecting the initial surface to the final freeze out surface, that can be easily integrated over any initial conditions, so it
should be very useful by itself for future studies. We then explain in detail the various elements of our realistic numerical simulation of the CMW. In section III we highlight the “Freezeout Hole Effect” and discuss the role played by the chiral phase transition (cross-over), by providing our numerical evidences for their importance. In section IV we present our numerical results, including the dependence on the impact parameter, the magnetic field and its lifetime. We point out that the ratio \( \kappa = r/\bar{v}_2 \), where \( \bar{v}_2 = (v_2^+ + v_2^-)/2 \) is the background (charge-independent) elliptic flow, is a convenient experimental observable characterizing the CMW contribution to the charge-dependent elliptic flows. We also predict that at LHC energy the dependence of \( \kappa \) on impact parameter \( b \) would be different from that in RHIC and offer an explanation for that difference.

While our work was near the final stage, Ref. [22] appeared which studied the CMW in an Bjorken-like expanding plasma. Our formalism of CMW in a general hydrodynamic background is consistent with Ref. [22]. Ref. [22] discussed the smallness of the magnitude of the snapshot of the charges due to the CMW, while the slope \( r \) of our interest is sensitive to the integrated charge flow across the freeze out surface. We think this is one reason that some of our conclusions seem different from those in Ref. [22].

II. REALISTIC IMPLEMENTATION OF CHIRAL MAGNETIC WAVE

We first describe the formulation of the CMW charge flow in a general ideal hydrodynamic background where the charge density is treated as a small linearized perturbation to the background plasma. Instead of solving the linearized hydrodynamic equation for the charge perturbations directly (we will write this down any way shortly), we find an alternative description in terms of co-moving fluid cell of charges more intuitive and useful in our numerical study. We mention that the usefulness of this description is limited to the ideal case without diffusion.

Let us illustrate the idea in the case of no magnetic field or CMW. For an ideal case, the constitutive relation of charge current reads as

\[
J^\mu = n u^\mu ,
\]

with the conservation equation

\[
\partial_\mu J^\mu = \partial_\mu (n u^\mu) = (u^\mu \partial_\mu) n + n (\partial \cdot u) = 0 .
\]
The first term is the co-moving variation of the charge density while the second term repre-
sents the expansion of the volume of the co-moving fluid cell. The above equation means
that the total charge inside the walls of a co-moving fluid cell does not change: it is the
charge conservation without any diffusion across the walls. This implies that any points
along the trajectory of a given fluid cell given by solving the first order equation
\[
\frac{dX^\mu(\lambda)}{d\lambda} = u^\mu(X),
\] (II.8)
has the same total charge inside the fluid cell. Each trajectory can be interpreted as a map-
ping from the initial surface to the final freezeout surface, and therefore, these trajectories
can also be thought of as defining a Greens function transporting initial data to the final
freeze out surface.

We next turn to the case of our interests: the charge flow with the CMW, in the above
picture of the co-moving fluid cell. Because the charge flow is affected by the CMW velocity,
the co-moving velocity that traces the chiral charge flow deviates from the background fluid
velocity \(u^\mu\). To see this more clearly, let’s start from the constitutive relation of chiral charge
currents defined by
\[
J^\mu_{L,R} = (J^\mu_V \mp J^\mu_A)/2,
\] (II.9)
where, as a reminder, \(B^\mu = (1/2)\epsilon^{\mu\alpha\beta}u_\nu F_{\alpha\beta}\) is the magnetic field boosted from the fluid
rest frame, and the second term is the CME contribution. Since we are treating the charges
as linearized perturbations, the chemical potentials at the linearized level are related to the
density fluctuations \(n_{L,R}\) by
\[
n_{L,R} = \chi_{L,R}(T)\mu_{L,R} = \frac{1}{2}\chi_{V}\mu_{L,R},
\] (II.10)
with the susceptibility \(\chi_{L,R}(T)\) which are equal for both chiralities as the QCD is P-
conserving. Defining the CMW velocity in a general boosted frame,
\[
u^\mu \equiv \frac{eN_c}{4\pi^2\chi_{L,R}(T)}B^\mu = \frac{eN_c}{2\pi^2\chi_V}B^\mu,
\] (II.11)
the linearized constitutive relations become
\[
J^\mu_{L,R} = n_{L,R}\big(u^\mu \mp u^\mu_\chi\big) \equiv \tilde{n}_{L,R}\tilde{u}^\mu_{L,R},
\] (II.12)
where
\[
\tilde{u}^\mu_{L,R} \equiv \frac{(u^\mu \mp u^\mu_\chi)}{\sqrt{1 - v_\chi^2}},
\] (II.13)
is the properly normalized 4-vector $g_{\mu\nu} \tilde{u}_{L,R}^\mu \tilde{u}_{L,R}^\nu = -1$, and $\tilde{n}_{L,R} = n_{L,R} \sqrt{1 - v_\chi^2}$ is the density in the rest frame of $\tilde{u}_{L,R}^\mu$, and

$$v_\chi = \frac{e N_c}{4 \pi^2 \chi_{L,R}(T)} B = \frac{e N_c}{2 \pi^2 \chi_V(T)} B,$$

is the CMW velocity in the local rest frame[13]. We used $u_{\chi L}^\mu u_\mu = 0$ and $g_{\mu\nu} u_{\chi L}^\mu u_{\chi L}^\nu = v_\chi^2$. The new velocity fields $\tilde{u}_{L,R}^\mu$ for left or right-handed chiralities are the effective velocity fields for the chiral charge motion affected by the CMW contribution $u_{\chi}^\mu$. The conservation equations then give

$$\partial_\mu J_{L,R}^\mu = \partial_\mu \left( \tilde{n}_{L,R} \tilde{u}_{L,R}^\mu \right) = 0 ,$$

which simply means that we can apply the previous co-moving fluid cell picture of charge conservation with the modified fluid velocity $\tilde{u}_{L,R}^\mu$ and the chiral charge densities $\tilde{n}_{L,R}$ for each left-handed (L) or right-handed (R) chirality separately. This generalizes the CMW to an arbitrary hydrodynamic background. Therefore, the trajectories, determined by solving the first order equation

$$\frac{dX^\mu(\lambda)}{d\lambda} = \tilde{u}_{L,R}^\mu(X) ,$$

with $\lambda$ being the affine parameter of the trajectories, can be thought of as describing the motion of chiral charges in the background plasma. The trajectories from (II.16) give a mapping from an initial surface to the final freeze out surface, transporting the initial data to the final chiral charge densities, which defines a Green’s function of the chiral charge densities in the presence of the CMW. The fluid cell picture co-moving with $\tilde{u}_{L,R}^\mu$ is an intuitive way of looking at the charge motion affected by the CMW.

The above fluid cell picture provides us with a convenient numerical method to solve the charge flow dynamics. We assume boost invariance and the initial condition at the Bjorken time $\tau = \tau_i$ is specified by the charge density profile on the transverse 2-plane $(x, y)$. We divide the initial transverse space into small squares of equal area, say $A_{cell}^i$, they define our fluid cells and we numerically integrate (II.16) to find the stream-line trajectories of each fluid cells. This gives us the chiral charge motion with the CMW and the volume expansion of each fluid cells. Note that the (chiral) charge conservation ensures that the total (chiral) charge inside each cell is constant, given by the initial charge distribution. Using this fact and the volume expansion, one can find the charge density at later times. When the charge cell trajectory hits the freeze-out surface (of constant temperature $T = T_f$ in our analysis),
we obtain the charge dependent particle spectrum (more precisely, the difference between the positive and negative pion momentum spectrum) emitted from the cell using the Cooper-Frye type treatment (more detail in the following), and we sum over all the cells to find the net difference in the positive and negative pion momentum distributions.

We now explain our freeze out treatment in more detail. We first consider a fluid cell which is initially located at \((x_i, y_i)\) at \(\tau = \tau_i\) (say for example, point E in Fig. 6). We denote its initial vector charge density by \(n^i_{\text{cell}}\). In the present work, we consider the case where there is no axial charge initially, so that \(n^i_L = n^i_R = n^i_{\text{cell}}/2\). We then track the trajectories of left-handed (right-handed) charges determined by Eq. (II.16). When the trajectory hits the freeze-out surface, we denote the corresponding fluid velocity as \(u_{f,L}^\mu\) \((u_{f,R}^\mu)\) (c.f. Fig. 6).

The momentum distribution of pions due to the fluid cell we are considering is given by the boosted thermal distribution summed over both left-handed and right-handed contributions,

\[
p^0 d^3 N^+_\text{cell} = \frac{d^3 N^\pm_{\text{cell}}}{p_\perp dp_\perp dY d\phi} = \frac{p_\mu}{(2\pi)^3} \left[ V^{f}_{\text{cell,}L} u^{\mu}_{f,L} e^{-\frac{(p_\mu u_{\mu}^{f,L})}{T_f}} + V^{f}_{\text{cell,}R} u^{\mu}_{f,R} e^{-\frac{(p_\mu u_{\mu}^{f,R})}{T_f}} \right],
\]

where \(p_\perp = \sqrt{p_x^2 + p_y^2}\), and \(\phi\) is the azimuthal angle in \((p_x, p_y)\) plane, and

\[
Y = \frac{1}{2} \log \left( \frac{p^0 + p^z}{p^0 - p^z} \right),
\]

is the momentum rapidity. The \(V^{f}_{\text{cell,}L}(V^{f}_{\text{cell,}R})\) is the 3-volume of the cell in its local rest frame. For \(p_\perp \gg m_\pi\), one can safely replace the Bose-Einstein distribution with the Boltzmann distribution.

A clarification on the notations of \(n^L, n^R\) or \(\mu^L, \mu^R\) is due here. Note that the meaning of chirality (left or right-handed) disappears beyond the chiral phase transition surface since the chiral symmetry is heavily broken by the condensate. What remains meaningful is the net vector (electric) charge which is a simple sum of left and right-handed chiral charges. Beyond the chiral phase boundary, the charge flow is the usual ideal charge flow without CMW which is the same, independent of chirality, i.e. \(\tilde{u}_{L,R}^{\mu} = u^{\mu}\). Since we are working on the linearized charge fluctuations, the superposition principle applies, and we can treat the vector charges originating from the left or right-handed chiral charges separately: the final total electric charge on the freeze out surface would be a simple sum of them. Therefore, when we say the left-handed(right-handed) charge (chemical potential) beyond the chiral phase boundary, what we really mean is the vector charge(chemical potential) originating
from the left-handed (right-handed) charge inside the chiral transition boundary and flowing according to Eq. (II.16).

One may define the charge dependent distribution of a fluid cell, \( N_{\text{cell}}^{\text{ch}} \), by

\[
N_{\text{cell}}^{\text{ch}} = \frac{N_{\text{cell}}^+ - N_{\text{cell}}^-}{2}.
\]

We then have, to linear order in \( \mu_f/T_f \),

\[
p_0 \frac{d^3 N_{\text{cell}}^{\text{ch}}}{d^3 p} = \frac{1}{T_f (2\pi)^3} \left[ \mu_L^f V_{\text{cell},L}^{f} u_{f,L}^\mu e^{-\frac{p_{\mu} u_{\mu,L}^f}{T_f}} + \mu_R^f V_{\text{cell},R}^{f} u_{f,R}^\mu e^{-\frac{p_{\mu} u_{\mu,R}^f}{T_f}} \right] = \\
\frac{2}{\chi_T} \frac{p_\mu}{p_\mu} \left[ n_L^{\text{f},L} u_{f,L}^\mu e^{-\frac{p_{\mu} u_{\mu,L}^f}{T_f}} + n_R^{\text{f},R} u_{f,R}^\mu e^{-\frac{p_{\mu} u_{\mu,R}^f}{T_f}} \right], \tag{II.19}
\]

where \( \chi_T = \chi_V(T_f) \) is the susceptibility evaluated at freeze-out temperature. Because the total (chiral) charge inside a cell is conserved along the streamline, we have

\[
V_{\text{cell},L}^{f} n_L^{\text{f}} = \tilde{V}_{\text{cell},L}^{f} n_L^{i} = \frac{1}{2} V_{\text{cell},L}^{i}, \quad V_{\text{cell},R}^{f} n_R^{f} = \frac{1}{2} V_{\text{cell},R}^{i}, \tag{II.20}
\]

where \( \tilde{V}_{\text{cell},L}^{i} \) (\( V_{\text{cell}}^{i} \)) is the volume in the rest frame of \( \tilde{u}_{L}^{\mu}(u^\mu) \) which is given by the initial data, and moreover the initial 3-volume, which is at rest initially along the transverse directions, is simply

\[
V_{\text{cell}}^{i} = A_{\text{cell}}^{i} \tau_i \Delta \xi, \tag{II.21}
\]

where \( \xi = \tanh^{-1}(z/t) \) is the spatial rapidity and \( A_{\text{cell}}^{i} \) is the initial transverse area of a square cell. Then we have for each cell

\[
p_0 \frac{d^3 N_{\text{cell}}^{\text{ch}}}{d^3 p} = \frac{1}{(2\pi)^3} \frac{A_{\text{cell}}^{i} \tau_i n_i}{T_f \chi_T} \int d\xi p_\mu \left( u_{f,L}^\mu e^{-\frac{p_{\mu} u_{\mu,L}^f}{T_f}} + u_{f,R}^\mu e^{-\frac{p_{\mu} u_{\mu,R}^f}{T_f}} \right), \tag{II.22}
\]

where we have integrated over the space rapidity for each transverse initial position of a cell. The \( \xi \)-integration can be done analytically. By writing \( u^\mu = (u^0, u^r, u^x, u^y) = (u^r \cosh \xi, u^r \sinh \xi, u^x \cos \phi_u, u^y \sin \phi_u) \) and \( p^\mu = (m_\perp \cosh Y, m_\perp \sinh Y, p_\perp \cos \phi, p_\perp \sin \phi) \) with \( m_\perp = \sqrt{p_\perp^2 + m_\perp^2} \), the \( \xi \)-integration gives

\[
\int d\xi p_\mu u^\mu e^{-\frac{p_{\mu} u_{\mu}}{T_f}} = e^{-\frac{p_\perp u^r}{T_f} \cos(\phi - \phi_u)} \left[ u^r m_\perp K_1 \left( \frac{m_\perp u^r}{T_f} \right) - u^r p_\perp \cos(\phi - \phi_u) K_0 \left( \frac{m_\perp u^r}{T_f} \right) \right], \tag{II.23}
\]

which considerably helps to reduce the computation time of our analysis. What remains is the sum over all transverse area elements:

\[
p_0 \frac{d^3 N_{\text{cell}}^{\text{ch}}}{d^3 p} = \sum_{\text{cell}} p_0 \frac{d^3 N_{\text{cell}}^{\text{ch}}}{d^3 p}, \tag{II.24}
\]
What is nice about the above formula is that it is computed via a sum over “initial” surface area.

Mathematically, our freeze out treatment corresponds to taking $V_{cell}^f u^\mu$ as the normal surface vector in the usual Cooper-Frye formula. In other words, the 3-dimensional “freeze out surface” is the 3-volume $V_{cell}^f$ in the local rest frame and the normal vector is $u^\mu$. Although our treatment is not strictly equal to the original Cooper-Frye, the difference is checked to be numerically less than 10%, and the uncertainty is smaller than those involved in the Cooper-Frye itself.

From $N_{ch}$, it is straightforward to obtain the charge dependent elliptic flow of pions, $\Delta v_2 = v_2(\pi^-) - v_2(\pi^+)$, of our interest as follows. From our definition of $N_{ch}$, i.e., $N^\pm = \bar{N} \pm N_{ch}$, we have

$$p^0 \frac{d^3 N^\pm}{d^3 p} = \frac{d^3 N^\pm}{p_\perp dp_\perp dY d\phi} = \frac{d^3 \bar{N}}{p_\perp dp_\perp dY d\phi} \pm \frac{d^3 N_{ch}}{p_\perp dp_\perp dY d\phi}. \tag{II.25}$$

Harmonically expanding each term in azimuthal angle $\phi$ from the reaction plane,

$$\frac{d^3 \bar{N}}{p_\perp dp_\perp dY d\phi} = \bar{v}_0 \left( 1 + 2\bar{v}_2 \cos(2\phi) + \cdots \right),$$

$$\frac{d^3 N_{ch}}{p_\perp dp_\perp dY d\phi} = v_{ch}^0 \left( 1 + 2v_{ch}^2 \cos(2\phi) + \cdots \right), \tag{II.26}$$

one can easily derive that the charge asymmetry $A^\pm = (N^+ - N^-)/(N^+ + N^-)$ is given by $A = v_{ch}^0/\bar{v}_0$, and the elliptic flows of charged pions are

$$v_{2}^\pm = \frac{\bar{v}_0 v_2^\pm}{\bar{v}_0 \pm v_{ch}^0} = \frac{\bar{v}_2 \pm A v_{ch}^0}{\pm A} = \bar{v}_2 \mp (\bar{v}_2 - v_{ch}^0) A + O(A^2), \tag{II.27}$$

up to linear in $A$. Then, we have

$$\Delta v_2 = v_2^- - v_2^+ = 2(\bar{v}_2 - v_{ch}^0) A \equiv r A, \tag{II.28}$$

with the slope parameter

$$r = 2(\bar{v}_2 - v_{ch}^0). \tag{II.29}$$

Therefore, the slope parameter is essentially the (twice of) difference between the average and charge dependent elliptic flows. In addition, as will be explained in detail in the upcoming section, it would be convenient to introduce a new parameter $\kappa$ defined as

$$\kappa \equiv \frac{2(\bar{v}_2 - v_{ch}^0)}{\bar{v}_2} = \frac{2(v_2^- - v_2^+)}{v_2^- + v_2^+} = \frac{r}{\bar{v}_2}, \tag{II.30}$$
FIG. 3. (Color online) $\chi_V/T^2$ (left) and $s/T^3$ (right) measured in lattice\textsuperscript{[23] [24]}. In practice, we parametrize lattice data as $\chi_V/T^2 = 0.609(1 - 8.29e^{-\frac{T}{1.833}})$ and $s/T^3 = (-17.4 - 0.185/T^2 + 62.7T^{0.33} - 46.2T^{1.43})$ where in those expression, temperature $T$ is in GeV. Lattice data points with error bar are in blue and the results of above parametrization are shown in red solid curves.

to characterize the charge asymmetry in the elliptic flows.

We now detail the elements of our numerical analysis which improves the previous simulation in Refs. \textsuperscript{[18] [19]} regarding the five points mentioned in the introduction.

1. We use the existing boost-invariant 2+1 dimensional (ideal) hydrodynamic simulation code by U. Romatschke and P. Romatschke \textsuperscript{[25] [26]} to generate a realistic background plasma evolution with the Glauber initial condition, on top of which the charge asymmetry of our interest is treated as a linear perturbation, obeying the equation of motion derived in the previous section.\textsuperscript{1} Changing the Glauber initial condition to the KLN (CGC) model does not change our results much. The initial time is set at $\tau_i = 0.4$ fm. It is worth pointing out that while the charge-independent $\bar{v}_2$ is not very sensitive to $\tau_i$ as the plasma has enough time to generate the elliptic flow \textsuperscript{[27]}, a relatively later initial time would underestimate the contribution of the CMW to the charge dependent $v_2$, since the magnetic field is strongest at early time. For the QCD equation of state, we use the current lattice result from the Wuppertal Collaboration \textsuperscript{[23]}( See Figure. 3).

2. We take $B$ in the lab frame along the $y$ direction and use the time-varying profile of the magnetic field with a parametrization

$$eB(\tau) = \frac{(eB)_{\text{max}}}{1 + (\tau/\tau_B)^2}, \quad \text{(II.31)}$$

\footnote{We are grateful to P. & U. Romatschke who made their codes accessible to the public. These codes are maintained by M. Luzum and can be downloaded via \url{http://matt.luzum.org/hydro/}.}
FIG. 4. (Color online) Background pion elliptic flow $v_2$ as a function of transverse momentum in GeV (the upper dots for $b = 7$ fm, the lower for $b = 4$ fm).

where we call $\tau_B$ the lifetime of the magnetic field. This form fits well to the exact result neglecting plasma matter effects, and has been used in previous literature widely (see, for example, Ref. [28]). Our magnetic field is however still homogeneous in space, which is not significantly different from the exact solution in the fireball region. In Bjorken’s coordinates, $B^\mu$ explicitly reads as

$$
\begin{align*}
\tau B^y &= eBu_y \cosh(\xi), \\
\xi B^z &= -\frac{eB}{\tau} u_y \sinh(\xi), \\
\xi B^\eta &= eBu_\tau \cosh(\xi).
\end{align*}
$$

As we are interested in the result at mid-rapidity, we set $\xi = 0$ in the expression of $B^\mu$ in practical calculations (see Ref. [22] for a similar treatment).

3. For the initial charge distribution on the initial surface, we take a constant homogeneous profile of the dimensionless ratio $n/s$, where $n, s$ are charge and entropy density in the local rest frame. For high initial temperature where the QCD is approximately conformal, this is almost equivalent to a homogeneous $\mu/T$ (which in fact agrees with the initial condition used in Ref. [21]). This is based on the expectation that both charge density and the entropy density at initial time should be governed by the same scale, saturation scale $Q_s$, so that the dimensionless ratio should be approximately constant over the transverse space. Note that $Q_s$ (and $n, s$) itself is a non-trivial function in the transverse space. As explained in the next section, with this initial condition the slope parameter $r$ would be zero in the absence of CMW. This makes a clean separation between contributions to $r$ due to an initial profile and that due to the propagation of CMW during the evolution of the fireball.
4. We use the Cooper-Frye type formula explained in the above with the constant temperature freeze out surfaces at $T = 120$ MeV (guided by Ref. [29]) to get the final momentum distribution of charged pions. The realistic plasma background we use reproduces the experimentally measured average pion elliptic flows as a function of transverse momentum well. This is shown in Figure 4 for the RHIC energy $\sqrt{s_{NN}} = 200$ GeV with impact parameters $b = 4$ and 7 fm, which are consistent with the experimental measurements at $0 - 20\%$ and $20 - 30\%$ centrality bins respectively[30]. This is an important prerequisite for our numerical results of the charge dependent pion elliptic flows to be trustable. We also implement the chiral phase transition effect by assuming a sharp chiral transition at $T = T_\chi$ where the CMW velocity drops to zero discontinuously. Our results are somewhat sensitive to $T_\chi$ ranging from 150 MeV to 165 MeV, reducing our results up to factor 5 for $T_\chi = 165$ MeV (see section IV). This dependence on the chiral phase transition has to be examined more carefully in the future, which may have come from the simplified sharp chiral phase transition we assumed. Our objective in this work is to show that the CMW contribution to the slope $r$ can be order 1 comparable to the experiments.

5. For the CMW velocity $v_\chi$ inside the “chiral boundary”, which depends on the inverse charge susceptibility, we use the lattice result for the susceptibility (at zero magnetic field) from Wuppertal Collaboration[24]. The $v_\chi$, as shown in (I.5), is approximately linear in $eB$ for small $eB$, while for a sufficiently large $eB$ the susceptibility is modified such a way to saturate the causality bound $v_\chi \leq 1$. This behavior has been verified previously in a holographic model [13]. We take this feature into account by replacing the naive $v_\chi$ obtained by using the lattice susceptibility (at zero magnetic field) with $v_\chi = 1$ when the naive value exceeds the speed of light $^2$. The resulting shape of $v_\chi$ should be qualitatively same with the true behavior. Figure 5 shows the shape of $v_\chi$ as a function of temperature (the sudden drop is due to chiral transition at $T_\chi = 150$ MeV). This detail should not change our conclusion by order one factor. Future lattice study on the susceptibility in the presence of the magnetic field would be desirable to improve on this.

---

$^2$ In numerical calculations, we set the largest value of $v_\chi$ to be 0.99. Therefore all streamlines determined by Eq. (II.16) is time-like.
FIG. 5. (Color online) The CMW velocity $v_\chi$ with $eB/m_\pi^2 = 6$ as a function of temperature (in GeV) using the lattice result on susceptibility (with zero magnetic field) for a charge carrier with charge $q = (|q_u| + |q_d|)/2 = 1/2$. The sudden drop at $T = 150$ MeV is due to the chiral phase transition.

FIG. 6. (Color online) Streamlines, freezeout surface and freeze-out hole (see text) projected on the plane $x = 0.098$ fm for $b = 7$ fm at RHIC energy. The purple vertical line denotes the location of initial transverse plane $\tau_i = 0.4$ fm.

III. "FREEZEOUT HOLE EFFECT" AND CHIRAL PHASE TRANSITION

As emphasized in the introduction, we identify a few important phenomena happening in the realistic simulation of the CMW that are responsible for a sizable contribution from the CMW to the slope parameter $r$: especially the “Freezeout Hole Effect”. To highlight this effect, we show in Figure 6 some prototypical trajectories of the (right-handed chiral) charge
cells in the \((\tau, y)\) plane, where \(\tau\) is the Bjorken time and \(y\) is the transverse coordinate along the magnetic field direction perpendicular to the reaction plane, starting from the initial surface at \(\tau = \tau_i\) and ending on the freeze out surface (the curve on the far right). In the middle, we also point out the location of the chiral phase transition surface (the dotted orange curve) where the CMW velocity drops to zero.

As seen in Figure 6, the initial right-handed charge starting at the lowest position, the point A, in \(y\) inside the chiral transition boundary (see orange curve) hits the freeze out surface at the point B after being affected by the CMW velocity. The initial point slightly outside the chiral boundary (the point C) follows the background flow without CMW velocity, hitting the freeze out surface at the point D. Since the trajectories can not intersect with each other as they are governed by the first order equation of motion, we conclude that the freeze out surface between the points B and D does not encounter any right-handed chiral charges at all (see green curve connecting the points B and D) : there is a “Freezeout Hole” with no right-handed chiral charge density upon which. For the left-handed charges, the freezeout hole exists in the mirror reflected place by \(y \rightarrow -y\). This effect gives a sizable contribution to the momentum asymmetry with Cooper-Frye formula, leading to a dominant contribution from the CMW to the slope \(r\). We therefore emphasize that the proper treatment of the freeze out surface is crucially important in a trustable computation of the CMW contribution to the charge dependent elliptic flows of pions.

As a comparison, let us discuss what would be the case without the CMW. Again, let us first consider the contribution to particle distribution in momentum space from one particular fluid cell which is located at initial transverse plane initially, say point E in Figure 6. In the absence of magnetic field, the streamline of left-handed charge of that fluid cell coincides with that of right-handed charge ( see the black curve in Figure 6). When such streamline hits the freeze-out surface, we denote the corresponding fluid velocity by \(u_\mu^f\). Similar to our previous formula Eq. (II.22), we have

\[
\rho^0 \frac{d^3 N_{ch cell}}{d^3 p} \bigg|_{B=0} = \frac{1}{(2\pi)^3} \frac{A_{cell} \tau_i}{T_f \chi_f} n_i \int d\xi \frac{p_\mu u_\mu^f e^{-p_\mu u_\mu^f \tau_f}}{\sqrt{g}},
\]

(III.33)

Moreover, due to the ideal hydrodynamic equation \(\partial_\mu (su^\mu) = 0\), we also notice that along the streamline with respect to \(u^\mu\), total entropy inside the fluid cell is conserved. Therefore
FIG. 7. (Color online) The numerical results of $r/\bar{v}_2$ as a function of chiral phase transition temperature $T_\chi$ (in GeV) at RHIC energy with $b = 7$ fm (left). The magnetic field is chosen to be $eB/m_\pi^2 = 6$ and $\tau_B = 6$ fm.

we have $V_{cell}^{i} = V_{cell}^{f}$ and

$$p_0 \frac{d^3 \bar{N}_{cell}}{d^3 p} \bigg|_{B=0} = \frac{1}{(2\pi)^3} \frac{A_{cell} \tau_i}{T_f s_f} s_i \int d\xi p_\mu u^\mu e^{-\frac{p_\mu u^\mu}{T_f}}.$$  \hspace{1cm} (III.34)

Total $N_{ch}$ and $\bar{N}$ can be determined by summing over all fluid cells as before. Indeed, this is how we computed $\bar{v}_2$. Comparing Eq. (III.33) and Eq. (III.34), we immediately see that if the charge distribution has a homogeneous profile of $n/s$ in the initial transverse space and there is no CMW, then $\bar{v}_2 = v_{2}^{ch}$ which implies that the slope parameter $r = 2(\bar{v}_2 - v_{2}^{ch})$ vanishes. Therefore, we conclude that our reasonable initial condition and the freeze out condition would give zero (or negligibly small if the freeze out condition is not precisely the fixed temperature) contribution to the slope $r$, if we did not include the CMW. We think that a large value of $r$ without the CMW found in Ref. [21] comes from their crude freeze-out surface at the constant “time”.

Another important ingredient of our simulation is the implementation of chiral phase transition (cross-over). According to the recent lattice simulations [23, 24, 31], chiral phase cross-over happens in the region $T = 0.15 \sim 0.165$ GeV. We present in Figure. 7 the dependence of our numerical results on the chiral phase transition temperature at RHIC energy with $b = 7$ fm, $eB/m_\pi^2 = 6$, and $\tau_B = 6$ fm. The results of $\kappa = r/\bar{v}_2$ is at $p_\perp = 0.8$ GeV. It is interesting to find a somewhat sensitive dependency on the chiral phase transition, dropping the results by a factor 5 when we increase $T_\chi$ from 150 MeV to $T_\chi = 165$ MeV. This can be attributed to the rapid decrease of $\chi$ which would in turn drastically increases the speed of CMW as shown in Figure. 5. That effect suggests that CMW could
be a useful probe of QCD chiral phase transition.

IV. NUMERICAL RESULTS AND COMPARISON TO EXPERIMENTS

We now present the results of our numerical analysis. We have taken the charge of the charge carriers to be $q = (|q_u| + |q_d|)/2 = 1/2$. For our optimistic scenario, we will use the value $T_\chi = 150$ MeV in the following. Before presenting our results as a function of impact parameter and the collision energy, we mention that our results also depend on a few more input parameters, such as the strength $(eB/m_\pi^2)$ and the lifetime ($\tau_B$) of the magnetic field. The elliptic flow is also a function of the transverse momentum $p_\perp$ too. Let us first discuss how our results are sensitive to these input parameters and the transverse momentum, and for this purpose let us look at RHIC energy $\sqrt{s_{NN}} = 200$ GeV with the impact parameter $b = 7$ fm. Figure 8 shows $r/\bar{v}_2$ as a function of $p_\perp$ with $eB/m_\pi^2 = 6$ for different lifetimes $\tau_B = 1, 2, 4, 6$ fm. Perhaps, it is not surprising to find that the result is approximately linear in the lifetime $\tau_B$, but what is interesting here is that the ratio $r/\bar{v}_2$ is surprisingly constant over a wide range of transverse momentum $p_\perp$. That fact makes the ratio $\kappa = r/\bar{v}_2$ as a convenient parameter to characterize the contribution due to CMW to the slope $r$. This is important since for low $p_\perp$, there are other sizable contributions such as resonance decays and the viscosity which we are neglecting. In the rest, we will present the results for a particular $p_\perp = 0.8$ GeV bin where these additional effects can be neglected, but one can easily extrapolate our results for the CMW to a lower $p_\perp$ using the above constancy of $r/\bar{v}_2$.

The values of the magnetic field we will use for different impact parameters at the RHIC energy is in the table below based on the result in Ref. 32. For the LHC energy, we scale up the magnetic field by $\gamma_{\text{LHC}}/\gamma_{\text{RHIC}} \approx 13.8$ and scale down the lifetime $\tau_B$ by the same factor.

| b     | $T_i$ at RHIC | $T_i$ at LHC | $eB$ at RHIC |
|-------|---------------|--------------|--------------|
| 4 fm  | 370 (MeV)     | 470 (MeV)    | $4m_\pi^2$   |
| 7 fm  | 345 (MeV)     | 440 (MeV)    | $6m_\pi^2$   |
| 10 fm | 270 (MeV)     | 330 (MeV)    | $7m_\pi^2$   |

TABLE I. Summary of parameters used for our CMW simulations for different impact parameters and collision energies. The $eB_{\text{max}}$ at LHC at a given impact parameter would be given by $eB_{\text{max}}$ of RHIC times 13.8.
Figure 8. (Color online) Left: The numerical results of $r/\bar{v}_2$ as a function of transverse momentum $p_\perp$ (in GeV) for different lifetimes ($\tau_B = 2, 4, 6$ fm) of the magnetic field at RHIC energy with $b = 7$ fm. The magnetic field is chosen to be $eB/m^2_\pi = 6$. The right figure shows the results as a function of magnetic field with $\tau_B = 6$ fm and $p_\perp = 0.8$ GeV.

Figure 9 (left) shows our results of $r/\bar{v}_2$ at RHIC energy for three different impact parameters $b = 4, 7, 10$ fm. For comparison, we plot the same quantity measured at RHIC experiments as a function of centrality (right). We see that the contribution from the CMW we compute is comparable to the experimental values, somewhat less by a factor 2-3 for $\tau_B = 6$ fm. This result is qualitatively similar to that in Refs. [18, 19]. We also see that the impact parameter dependence, which is a non-trivial feature, qualitatively agrees with the experiments, showing a downfall behavior for a large impact parameter (note that the magnetic field for larger impact parameter is always bigger in our simulation). We are not claiming that the CMW contribution takes all account of the experimental value, as the slope $r$ is a P-even quantity subject to other possible effects, but we believe that our results point to that the CMW contribution is relevant and has to be taken into account in comparing to the experimental results.

In Figure 10 we show our prediction on $r/\bar{v}_2$ at the LHC energy for three different impact parameters, $b = 4, 7, 10$ fm. Remarkably, the impact parameter dependence is different from that at the RHIC energy: there is no downfall behavior for a large impact parameter at the LHC energy. Such difference between RHIC and LHC can be understood as follows. It is seen from Figure 5 that at RHIC energy, the speed of CMW is small at high temperature

3 It should be pointed out that in Ref. [15, 16], only experiment results of the slope $r$ for pions from 0.15 GeV to 0.5 GeV are given. We estimate $\bar{v}_2$ in that $p_\perp$ range by $\bar{v}_2 \approx (\bar{v}_2(p_\perp = 0.225 GeV) + \bar{v}_2(p_\perp = 0.375 GeV) + \bar{v}_2(p_\perp = 0.525 GeV))/3$ with $\bar{v}_2(p_\perp)$ taken from Ref. [30] to produce the right figure of Fig. 9.
or at early time. However, at LHC where the magnetic field is much larger than that at RHIC, the speed of CMW is already saturated at $v_\chi = 1$ at very early time. Consequently, for sufficiently large magnetic field, a large amount of charges would escape from the plasma due to CMW and freeze out at very early stage of the fireball expansion. As radial flow has not yet developed at such early time, the charge-dependent elliptic flow $v_{2}^{\text{ch}}$ becomes very small. As a result, the ratio $\kappa = r/\bar{v}_2 = 2(\bar{v}_2 - v_{2}^{\text{ch}})/\bar{v}_2$ turns out to be larger in such situations. We emphasis here that the difference between RHIC and LHC that we discuss above would have been missed if the CMW equations were not solved in a realistic hydrodynamic background.

In the light of above discussion, one may consider an extreme situation that all charges move to the freeze-out surface due to CMW before radial flow has been built up. In such limit, $v_{2}^{\text{ch}} \to 0$ and we obtain a theoretical upper bound to the ratio $\kappa = 2(\bar{v}_2 - v_{2}^{\text{ch}})/\bar{v}_2 \leq 2$. It would be interesting to see the results from LHC on $\kappa$ and compare it with the bound value 2. This comparison would provide an useful indicator of the CMW.

V. DISCUSSION

In this work, we study chiral magnetic wave (CMW) in realistic temperature and flow background. Our results are based on the realistic simulation of heavy-ion collisions and the proper initial/final states treatment points to that the CMW contribution to the charge dependent elliptic flow of pions is comparable to the experiments at RHIC. We observe
FIG. 10. (Color online) The numerical results of $r/\bar{v}_2$ as a function of the impact parameter at LHC energy for three different lifetimes $\tau_B = 2/13.8$ fm (red) 4/13.8 fm (blue) 6/13.8 fm (green) from bottom to top. We observe a very different impact parameter dependence than that at RHIC.

that the proper freeze out condition is crucial for a reliable computation of the CMW contributions to experimental observables. As the observable we are considering is subject to other background effects (see for example Ref. [33]), we don’t claim that the CMW contribution explains all portion of the data. Our conclusion is that the CMW contribution is sizable and has to be taken into account.

Our result on the impact parameter dependence qualitatively agrees well with the experiments at RHIC. Our prediction for the LHC energy is quite different from that for RHIC, suggesting that we may be able to test the CMW contribution by looking at the impact parameter dependence at LHC energy.

We find somewhat large sensitivity of our results on the chiral phase transition temperature. The lifetime of the magnetic field [34, 35] is also a major source of uncertainty involved in our analysis. We haven’t included fluctuations of the electromagnetic fields, and one should include viscous effects for a more precision computation of the observables. We leave all these important possible improvements to our future work.

As a final comment, it is known that the axial charge in the plasma is subject to decay via anomaly by the dynamical gauge fields. One aspect of this is seen in the instability of the dynamical gauge fields in the presence of axial charge[36, 37]. In principle, this should be an important effect to be taken into account in realistic simulation of axial charge evolution. We have neglected this since we are considering very small charge fluctuations (recall the charge asymmetry in FIG. 1 is $A \sim 0.04$ maximum) and the resulting instability time scale which is inversely proportional to the axial charge and $\alpha_{EM}$[37] is much larger than 10 fm.
The situation for gluons should be addressed more carefully, which should be taken into account in the future analysis.
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