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ABSTRACT. We consider tilting mutations of a weakly symmetric algebra at a subset of simple modules, as recently introduced by T. Aihara. These mutations are defined as the endomorphism rings of certain tilting complexes of length 1. Starting from a weakly symmetric algebra $A$, presented by a quiver with relations, we give a detailed description of the quiver and relations of the algebra obtained by mutating at a single loopless vertex of the quiver of $A$. In this form the mutation procedure appears similar to, although significantly more complicated than, the mutation procedure of Derksen, Weyman and Zelevinsky for quivers with potentials. By definition, weakly symmetric algebras connected by a sequence of tilting mutations are derived equivalent, and hence stably equivalent. The second aim of this article is to study these stable equivalences via a result of Okuyama describing the images of the simple modules. As an application we answer a question of Asashiba on the derived Picard groups of a class of self-injective algebras of finite representation type. We conclude by introducing a mutation procedure for maximal systems of orthogonal bricks in a triangulated category, which is motivated by the effect that a tilting mutation has on the set of simple modules in the stable category.

1. Introduction

Motivated by work of Okuyama and Rickard in modular representation theory, T. Aihara has recently introduced the notion of tilting mutation for symmetric algebras $[1]$. Roughly speaking, these tilting mutations are defined as endomorphism rings of special tilting complexes of length 1 that were first studied by Rickard $[22]$ and Okuyama $[19]$ and have since proved quite useful in the construction of derived equivalences between blocks of finite groups as well as general symmetric algebras $[4, 10, 11, 6]$. These same tilting complexes have also been used by Vitoria $[24]$ and by Keller and Yang $[14]$ to establish derived equivalences between the Jacobian algebras of certain pairs of quivers with potential which are linked by a mutation in the sense of Derksen, Weyman and Zelevinsky $[5]$. Although these Jacobian algebras are often infinite-dimensional, this nice correspondence between the combinatorial mutation procedure of the quiver with potential and the homological mutation given by a derived equivalence warrants a further study of the combinatorics behind these derived equivalences in the finite-dimensional case.

The beginning of such a study is the first of two primary goals of the present article. We aim to give a combinatorial description of tilting mutation for weakly symmetric algebras. More precisely, given a weakly symmetric algebra $A$ presented by a quiver with relations and a vertex $i$ of the quiver at which there are no loops, we describe the quiver and relations of the endomorphism ring of a certain tilting complex associated to the vertex $i$. This endomorphism ring, which we denote $\mu_i^+(A)$, is also a weakly symmetric algebra, and we say that it is obtained by mutating $A$ at the vertex $i$. After reviewing some general facts about tilting mutation in Section 2, we describe the quiver of the mutated algebra in Section 3, and the relations for the mutated algebra in Section 4, both in terms of the quiver and relations for $A$. We note that, in contrast to the mutation procedure for quivers with potential, in our setting the quiver for the mutated algebra typically depends on both the quiver and the relations of the original algebra. Nevertheless, there remain some unsurprising similarities between the effects of tilting mutations and quiver mutations on the quiver of our algebra. We see, for instance, reversal of arrows out of the vertex $i$ as well as new arrows corresponding to paths of length two through $i$.

Secondly, we examine the effect of a tilting mutation inside the stable module category $\text{mod-}A$. Well-known work of Rickard has established that any two derived equivalent self-injective algebras are also stably equivalent $[22]$. However, little seems to be known about how the stable categories of two derived-equivalent
self-injective algebras match up. Studying this problem, we rediscovered a special case of an unpublished lemma of Okuyama [19] describing the images in $\text{mod}-A$ of the simple modules over the mutated algebra. In his preprint, Okuyama applies this information to the problem of lifting a stable equivalence of Morita type to a derived equivalence in order to verify Brunić’s conjecture in several cases. In a similar vein, in Section 5 we apply our results and Okuyama’s Lemma to resolve a question of Asashiba’s concerning the derived Picard groups of a class of self-injective algebras of finite representation type [3]. Specifically, for an algebra $A$ in this class, we show that a certain auto-equivalence of $\text{mod}-A$, which was previously not known to be of Morita type, lifts to an auto-equivalence of the derived category $D^b(\text{mod}-A)$ afforded by a tilting mutation. Using Asashiba’s arguments, the Main Theorem of [3] can now be strengthened to include all standard self-injective algebras of finite representation type as follows: Any stable equivalence between standard representation-finite self-injective algebras lifts to a standard derived equivalence, and hence is of Morita type.

Finally, motivated by the form Okuyama’s Lemma takes in our setting (see Corollary 5.1), in Section 6 we abstract the effect of a tilting mutation in $\text{mod}-A$ to a Hom-finite triangulated $k$-category $\mathcal{T}$ (with some additional hypotheses). The main idea is to view the images of the simple $\mu_i^+(A)$-modules in $\text{mod}-A$ as a mutation of the set of simple $A$-modules. We develop this notion of mutation inside a triangulated category $\mathcal{T}$ for maximal systems of orthogonal bricks, which are sets of objects which homologically resemble the set of simple modules inside a stable category. Our main result here is that the set of maximal systems of orthogonal bricks in $\mathcal{T}$ is closed under mutation. In particular, we obtain a way to keep track of successive tilting mutations to an algebra $A$ inside the stable category of $A$ by successively mutating the set of simple $A$-modules. Furthermore, such iterations of this mutation procedure will typically produce many nontrivial examples of maximal systems of orthogonal bricks in $\text{mod}-A$, for a given algebra $A$. In [8] we will generalize this mutation procedure and compare it with related notions of mutation appearing in the work of Keller and Yang [14] and of Koenig and Yang [10].

Throughout this article, we work over a fixed algebraically closed field $k$. We typically work with right modules and write morphisms on the left, composing them from right to left. Likewise, paths in a quiver $Q$ will be composed from right to left, and we often identify them with morphisms between projective right modules over (a quotient of) the path algebra. For an arrow $\alpha$ in a quiver, we shall write $s(\alpha)$ and $t(\alpha)$ for the source and target of $\alpha$ respectively. Moreover, if $p$ and $q$ are paths in $Q$ we set

$$p/q = \begin{cases} p', & \text{if } p = p'q \\ 0, & \text{otherwise} \end{cases} \quad \text{and} \quad q\langle p = \begin{cases} p', & \text{if } p = qp' \\ 0, & \text{otherwise} \end{cases}$$

and we extend these path-division operations linearly to $k$-linear combinations of paths $p$ and $p'$ in the obvious way. For an algebra $A$, we write $K(A)$ for the homotopy category of complexes of right $A$-modules. We use complexes with differential of degree 1 and define the degree-shifts of a complex $(X^\bullet, \delta)$ by $X[i]^p = X^{i+p}$ and $\delta[i] = (-1)^i\delta$ for $i \in \mathbb{Z}$. We occasionally signal the degree-0 term of a complex by underlining it, and we identify $\text{mod}-A$ with complexes concentrated in degree 0. We also frequently make use of a shorthand for matrices of morphisms, writing merely $[f_{ij}]$ in square brackets instead of a full matrix to denote a morphism $f : \oplus_{i \in I} X_i \to \oplus_{j \in J} Y_j$ where $f_{ij} : X_i \to Y_j$ for each $i, j$. As is standard, we view elements of these direct sums as column vectors so that the morphism $f$ corresponds to left “multiplication” by the matrix $[f_{ij}]$.

# 2. Tilting mutations and a lemma of Okuyama

We assume that $A = k\Delta/I$ is a weakly symmetric $k$-algebra, presented as the path algebra of a quiver $\Delta$ modulo an admissible ideal $I$ of relations. We let $J = k\Delta_{\geq 1}$ be the ideal of $k\Delta$ generated by the arrows, and write $J_A = J/I$ for the Jacobson radical of $A$. We also write $\Delta_0 = \{1, 2, \ldots, n\}$ and $\Delta_1$ for the vertices and arrows of $\Delta$ respectively. For $U \subseteq \Delta_0$, we shall write $e_U = \sum_{i \in U} e_i$ for the sum of the corresponding primitive idempotents of $A$, and we shall write $P_U = e_U A$ for the corresponding projective $A$-module. We also write $Q_U = (1 - e_U)A$ so that $A_A \cong P_U \oplus Q_U$. Letting $f_U : P_U \to L_U$ be a minimal left add($Q_U$)-approximation of $P_U$, it is not hard to see that

$$T_U = [P_U \xrightarrow{f_U} L_U] \oplus Q_U[-1]$$
is a tilting complex concentrated in degrees 0 and 1. Similarly, if \( g_U : R_U \to P_U \) is a minimal right \( \text{add}(Q_U) \)-approximation of \( P_U \), then

\[
_uT = [R_U \xrightarrow{g_U} P_U] \oplus Q_U[1]
\]

is a tilting complex concentrated in degrees \(-1\) and 0.

**Definition 2.1.** Let \( U \subseteq \Delta_0 \). The left (tilting) mutation of \( A \) at \( U \) is the algebra

\[
\mu_U^L(A) = \text{End}_{K(A)}(T_U),
\]

and the right (tilting) mutation of \( A \) at \( U \) is the algebra

\[
\mu_U^R(A) = \text{End}_{K(A)}(uT).
\]

**Remark.** Our notation differs somewhat from Aihara’s in [1]. Namely, for a subset \( U \subseteq \Delta_0 \), Aihara defines a tilting complex \( T(U) \), which is isomorphic to the complex \( \hat{g}T[1] \), where \( \hat{U} = \Delta_0 \setminus U \). It follows that the tilting mutation of \( A \) at the vertex \( i \), as defined by Aihara, coincides with the right tilting mutation \( \mu_U^R(A) \) of \( A \) at \( i \) in the notation introduced above.

When we consider a sequence of such mutations, it is convenient to use the same indexing set for the vertices of the quivers of each mutated algebra. We employ the following convention. The vertices of the quiver of \( \mu_U^+(A) \) correspond to the indecomposable summands of \( T_U \). If \( i \notin U \), then \( e_iA \) (as a complex concentrated in degree 1) is a summand of \( T_U \) and we keep the label \( i \) for the corresponding vertex of the new quiver. If \( i \in U \), then we use \( i \) for the vertex corresponding to the summand \( [P_i \xrightarrow{f_i} L_U, i] \) of \( T_U \), where \( f_i \) is a minimal left \( \text{add}(Q_U) \)-approximation (later we will instead write \( i' \) for the vertex of the new quiver \( \Delta' \) corresponding to \( i \in \Delta_0 \)).

With these conventions we see that right and left mutations on the same subset of vertices yield inverse operations.

**Lemma 2.2.** For any \( U \subseteq \Delta_0 \) we have

\[
\mu_U^L(\mu_U^R(A)) \cong A \cong \mu_U^R(\mu_U^L(A)).
\]

**Proof.** Let \( G : D^b(A) \to D^b(B) \) be the equivalence induced by \( T_U \), where \( B = \mu_U^+(A) = \text{End}_{K(A)}(T_U) \). We write \( P'_U \) and \( Q'_U \) for the projective summands of \( B \) given by \( G([P_U \to L_U]) \) and \( G(Q_U[-1]) \) respectively. The inverse equivalence then corresponds to the tilting complex \( G(A) \) in \( K(B) \). To calculate \( G(A) \), observe that we have the triangle

\[
[P_U \to L_U] \to A \left( \begin{array}{c} f_U \\ 0 \\ 0 \end{array} \right) L_U \oplus Q_U \to .
\]

Applying \( G \) yields a triangle in \( K(B) \)

\[
P'_U \to G(A) \to G(L_U \oplus Q_U) \to
\]

with \( G(L_U \oplus Q_U) \in \text{add}(Q'_U[1]) \) since \( L_U \oplus Q_U \in \text{add}(Q_U) \subset \text{add}(T_U[1]) \). It follows that \( G(A) \) is concentrated in degrees 0 and \(-1\), with \( P'_U \) in degree 0 and with its degree-\((-1)\) term in \( \text{add}(Q'_U) \). Since we know that \( G(A) \) is a tilting complex, it follows that the component \( G(L_U)[-1] \to P'_U \) of the connecting morphism in the above triangle must be a right \( \text{add}(Q'_U) \)-approximation of \( P'_U \). Hence, \( G(A) \) coincides with the tilting complex \( uT' \) constructed over \( B \) in the definition of \( \mu_U^L(A) \). The second isomorphism is proved symmetrically. \( \square \)

For \( U \subseteq \Delta_0 \) fixed, we continue to let \( B = \mu_U^R(A) \). We let \( F : D^-\text{-mod}(B) \to D^-\text{-mod}(A) \) be the equivalence constructed by Rickard in [21] that corresponds to the tilting complex \( T_U \in K^b(\text{proj}(A)) \), and we will denote by \( F \) the induced stable equivalence \( \text{mod}(B) \to \text{mod}(A) \). Following Rickard, to construct \( F(X) \) for \( X \in \text{mod}(B) \) one starts with a projective resolution \( P^* \) of \( X \) and then uses the equivalence \( \text{proj}(B) \cong \text{add}(T_U) \) to replace each term and each differential of this complex with the corresponding summands of \( T \in K^b(\text{proj}(A)) \) and the corresponding morphisms between them. The result is nearly a double complex over \( \text{proj}(A) \), but the square of the differential is zero in only one direction, while in the other direction it is zero only up to homotopy. Consequently, Rickard defines \( F(X) \in K^-\text{-mod}(A) \) to be the total complex, but with differential given by a sum of maps of bi-degrees \((p, 1-p)\) for \( p \geq 0 \). Since \( T \) is concentrated in degrees 0 and 1 the resulting complex \( F(X) \) will be concentrated in degrees \( \leq 1 \). Furthermore, Hu and Xi show that
$F(X)$ has homology concentrated in degrees 0 and 1 and is isomorphic in $K^{-}(\text{mod-}A)$ to a unique radical complex of the form

$$0 \to Q^0 \to Q^1 \to 0$$

where $Q^1 \in \text{add}(Q_U) = \text{add}((1 - e_U)A)$ \[13\]. One then sets $F(X) := Q^0$ in $\text{mod-}A$.

In his unpublished preprint \[19\], Okuyama gives the following description of the effect of the stable equivalence $E$ on the simple $B$-modules, where we write $S_i$ (respectively, $S'_i$) for the simple $A$-module (resp. $B$-module) corresponding to $i \in \Delta_0$.

**Okuyama’s Lemma.** [Lemma 2.1’ in \[19\]]

1. For $i \in U$, $E(S'_i) \cong S_i$ in $\text{mod-}A$.
2. For $j \notin U$, $E(S'_j) \cong X$ in $\text{mod-}A$, where $X$ is a submodule of $P_j$ such that
   (i) each composition factor of $X/\text{rad}X$ is in the set $\{S_l \mid l \notin U\}$; and
   (ii) each composition factor of $\text{rad} \Omega^{-1}(X)$ is in the set $\{S_l \mid l \in U\}$.

While we do not repeat Okuyama’s proof here, we explain in \[8\] how an alternative proof can be derived from recent results of Koenig and Yang \[16\].

### 3. Arrows in the Mutated Quiver

We continue to assume that $A = k\Delta/I$ is a weakly symmetric $k$-algebra. For the remainder of this article, we focus on the case where $U = \{1\}$ consists of a single vertex $1 \in \Delta_0$ at which there are no loops. To simplify our notation we shall henceforth replace the subscripts $U$ used above by 1, or omit them altogether when there is no chance of confusion., and $1 \in \Delta_0 = \{1, \ldots, n\}$ is a vertex at which there are no loops. Our first goal is to describe a quiver $\Delta'$ and an ideal $I'$ of relations in $k\Delta'$ giving a presentation of $B = \mu_1^{-1}(A)$.

As already remarked, the vertices of $\Delta'$ can be identified with the summands of $T$, and thus with the vertices of $\Delta$. We shall write $\Delta'_0 = \{1', \ldots, n'\}$ where $1'$ corresponds to $T_1 := [P_1 \to L]$ and $i'$ corresponds to $T_i := P_i[-1]$ for each $i \neq 1$. Furthermore, notice that the former summand of $T$ has the form $P_1 \xrightarrow{[\gamma]} \bigoplus_{s(\gamma) = 1} P_{t(\gamma)}$. We will also write $S'_i$ and $P'_i$ for the simple and indecomposable projective $B$-modules, respectively, associated to the vertex $i'$ of $\Delta'$. According to standard conventions, the arrows in $\Delta'$ from $i'$ to $j'$ should correspond to (a $k$-basis of) the irreducible maps in $\text{add}(T)$ between the corresponding summands of $T$. For simplicity, our initial description of the arrows in $\Delta'$ includes some maps which may turn out to be reducible, once the relations are taken into account. Thus, the remainder of this section will focus on describing (the arrows of) a quiver $\Delta'$, together with a surjective homomorphism $\Phi : k\Delta' \to \text{End}_{\mathcal{K}(A)}(T)$.

We will see that these arrows may arise in several possible ways, depending on the arrows of $\Delta$ as well as on certain relations in $I$.

(A1) Arrows $i' \to 1'$ for $i \neq 1$ are in one-to-one correspondence with the arrows $1 \to i$ in $\Delta$. If $\alpha : 1 \to i$ in $\Delta$, we write $\alpha^* : i' \to 1'$ for the corresponding arrow in $\Delta'$, and we define $\Phi(\alpha^*)$ to be the irreducible map

$$\begin{array}{ccc}
0 & \to & P_i \\
\downarrow & & \downarrow 1_u \\
P_1 & \xrightarrow{[\gamma]} & \bigoplus_{s(\gamma) = 1} P_{t(\gamma)}
\end{array}$$

regarded as an endomorphism of $T$.

(A2) Arrows $1' \to i'$ for $i \neq 1$ are in one-to-one correspondence with a fixed $k$-basis of $(1 - e_1)(I/(J(1 - e_1)I + IJ))e_1$. Given a nonzero map

$$\begin{array}{ccc}
P_1 & \xrightarrow{[\gamma]} & \bigoplus_{s(\gamma) = 1} P_{t(\gamma)} \\
\downarrow & & \downarrow [f] \\
0 & \to & P_i
\end{array}$$
we must first have $\sum_\gamma f_\gamma \gamma = 0$ in $A$. That is, we must have a relation $r = \sum_\gamma f_\gamma \gamma \in I$, where the sum ranges over all arrows $\gamma$ starting in $1$ and $f_\gamma$ is a linear combination of paths from $t(\gamma)$ to $i$. Since this map is assumed nonzero, we cannot have $r \in IJ e_1$, and we may even assume each $f_\gamma \notin I$. In order for this map to be irreducible, the relation $r$ must be left-minimal in the sense that it does not belong to $J(1-e_1)Je_1$. For any such left-minimal relation $r$, we shall write $r^*$ for the corresponding arrow $1' \to i'$ in $\Delta'$. To obtain a complete set of such arrows $r^*$ for $\Delta'$, we need only let $r$ run through a $k$-basis of $(1-e_1)Je_1/(1-e_1)(J(1-e_1)I+IJ)e_1 \cong (1-e_1)(I/(J(1-e_1)I+IJ))e_1$. For each relation $r$ from this basis, we let $\Phi(r^*)$ be the irreducible map displayed above, where $f_\gamma = r/\gamma$.

Note: When we speak of a basis of the quotient of an ideal in a path algebra $kQ$, such as $I/I'$ where $I' \subseteq I \subseteq kQ$, we really mean a set $B$ of linear combinations of paths in $I \subseteq kQ$ whose images in $I/I'$ form a $k$-basis. Moreover, we always assume that each $p \in B$ is a linear combination of paths with the same source and target vertices in $Q$.

(A3) For $i, j \neq 1$, we have an arrow $i' \to j'$ in $\Delta'$ for each arrow $i \to j$ in $\Delta$. If $\beta : i \to j$ is an arrow in $\Delta$, then we write $\beta' : i' \to j'$ for the corresponding arrow of $\Delta'$, and set $\Phi(\beta')$ equal to the map $\beta[-1] : P_i[-1] \to P_j[-1]$ in $\text{add}(T)$. In certain cases this map may fail to be irreducible. For example, in the relation $(r/\alpha)^* - r^* \alpha^*$ introduced in (R2) of the next section, we would have $r/\alpha = \beta$ if $r := \beta \alpha$ is a relation in $I$.

(A4) Also for $i, j \neq 1$, $\Delta'$ will contain a new arrow $(\alpha \beta') : i' \to j'$ for each pair of arrows $\beta : i \to 1$ and $\alpha : 1 \to j$ in $\Delta$ with $\alpha \beta \notin I$. We set $\Phi((\alpha \beta'))$ equal to the map $\alpha \beta : e_i A[-1] \to e_j A[-1]$, which may be irreducible in $\text{add}(T)$. In certain cases, this map may still be reducible: for instance, if $I$ contains a relation of the form $\alpha \beta - p$ for some path $p$ that does not pass through 1. Alternatively, it is possible that the various irreducible maps obtained in this way are not linearly independent: for instance, if $I$ contains a relation of the form $\sum_{i} \alpha_i \beta_i$. All of these possibilities will be handled by the relations $I'$ described in the next section. (Thus our initial description of $I'$ is not necessarily an admissible ideal in the path algebra $k\Delta'$.)

This completes our description of the quiver $\Delta'$ and of the images in $\text{End}_{k(A)}(T)$ of the arrows of $\Delta'$ under $\Phi$. Naturally, we define $\Phi$ on the vertex $e'_i$ of $\Delta'$ to be the projection onto the corresponding summand of $T$. It follows that $\Phi$ can be extended uniquely to an algebra homomorphism $k\Delta' \to \text{End}_{k(A)}(T)$.

**Proposition 3.1.** The homomorphism $\Phi : k\Delta' \to \text{End}_{k(A)}(T) = B$ is surjective.

**Proof.** It suffices to show that any (irreducible) radical map between indecomposable summands of $T$ can be factored through a linear combination of the maps $\Phi(a)$ for $a \in \Delta'_1$. If $f : T_i \to T_j$ for $i \neq 1$, then clearly $f$ must factor through some linear combination of the maps $\Phi(a)^*$ for $a^*$ as in (A1). Similarly, by construction, any $f : T_1 \to T_i$ for $i \neq 1$ as considered in (A2) will factor through some linear combination of the irreducible maps $\Phi(r^*)$ presented there. Next, any radical map from $T_i$ to $T_j$ for $i, j \neq 1$ arises from a radical map $f : P_i \to P_j$ over $A$. Clearly $f$ may be factored through the map

$$\left( \begin{array}{c} \beta \\ \alpha \beta \end{array} \right) : P_i \to \bigoplus_{i \neq 1} P_i \oplus \bigoplus_{i \neq 1} P_i,$$

the components of which correspond via $\Phi$ to the arrows in $\Delta'$ starting at $i'$.

Finally, consider a radical morphism $f : P'_i \to P'_j$:

$$\begin{array}{ccc}
P_i & \xrightarrow{[\gamma]} & P_i \\
\downarrow f_0 & & \downarrow f_1 \\
P_i & \xrightarrow{[\gamma]} & P_i \\
\end{array}$$

Since $\Delta$ contains no loops at 1, $f_0$ factors through the left approximation $[\gamma]$. It follows that, up to homotopy, $f_0$ may be chosen to be 0. However, then the map $(0, f_1)$ will factor through $[\gamma]^* : \oplus_{s(\gamma)=1} P'_{t(\gamma)} \to P'_1$. □
We now describe the ideal \( I' \) of relations on the quiver \( \Delta' \) so that \( B = \mu^+(A) \cong k\Delta'/I' \). These relations can emerge in various ways, and we divide them up based on their starting and ending vertices. As mentioned already, the ideal \( I' \) may fail to be contained in \( k\Delta'_{\sim} \). This means that some of the arrows in \( \Delta' \) as described in the previous section may turn out to be redundant. Nevertheless, it is convenient to include them here, as they lead to more uniform descriptions of \( \Delta' \) and \( I' \).

To describe the relations in \( I' \), we will need a natural way of translating paths in \( \Delta \) to paths in \( \Delta' \). Assume that \( p \) is a path from \( i \) to \( j \) in \( \Delta \) with \( i, j \neq 1 \). We define the corresponding path \( p' \) in \( \Delta' \) inductively by the following rules:

- If \( p = \beta \) is an arrow, then set \( p' := \beta' \) as in (A3) in the previous section.
- If \( p = \alpha\beta \) for arrows \( \beta : i \to j \) and \( \alpha : 1 \to j \) in \( \Delta \), then set \( p' := (\alpha\beta)' \) as in (A4) in the previous section.
- If \( p = p_1p_2 \) for a path \( p_1 \) that does not start at 1, then set \( p' := p'_1p'_2 \).

A simple induction on the length of \( p \) shows that \( p' \) is well-defined. Of course, we can extend this correspondence linearly to linear combinations of paths. A less formal way of viewing this translation is by interpreting \( p \) to \( p' \) as a (not necessarily unique) linear combination of paths from \( i \) to \( j \). A less formal way of viewing this translation is by interpreting \( p \) as a linear combination of paths from \( i \) to \( j \).

(R1) Old relations \( i' \to j' \) for \( i, j \neq 1 \): If \( \rho \in e_jIe_i \), then the corresponding linear combination of paths \( \rho' \) will be a relation from \( i' \) to \( j' \) in \( I' \). Notice that we may obtain minimal relations for \( B \) in this way, even starting from non-minimal relations for \( A \). For instance, if \( \rho : i \to 1 \) is a minimal relation in \( I \) and \( \alpha : 1 \to j \), then \((\rho\alpha)'' \in I' \) could be minimal. In general, to obtain representatives of all the minimal relations of \( I' \) that arise in this way, we need to consider a \( k \)-basis for \((1 - e_1)[I/(J(1 - e_1)I + I(1 - e_1)J)](1 - e_1)\).

(R2) Suppose \( r \) is a (left minimal) relation in \( e_iIe_1 \) as in (A2) of the previous section. We can decompose \( r = \sum_{s(\alpha)=1}(r/\alpha)\alpha \) where \( r/\alpha \) is a linear combination of paths from \( t(\alpha) \) to \( i \). Then \( I' \) contains the relation

\[
(r/\alpha)' - r^*\alpha^*
\]

for each arrow \( \alpha \in \Delta_1 \) with source 1. To see that these relations are contained in \( \ker \Phi \), observe that the composite

\[
\begin{array}{ccc}
P_{t(\alpha)}[-1] & \xrightarrow{0} & P_{t(\alpha)} \\
\Phi(\alpha^*) & \downarrow & \downarrow 1_{\alpha} \\
T_1 & \xrightarrow{[\gamma]} & \oplus_{s(\gamma)=1} P_{t(\gamma)} \\
\Phi(r^*) & \downarrow & \downarrow [r/\gamma] \\
P_{t}[{-1}] & \xrightarrow{0} & P_{t}
\end{array}
\]

clearly coincides with the map \( \Phi((r/\alpha)') : P_{t(\alpha)}[-1] \to P_{t}[-1] \). Notice that \((r/\alpha)' \) may be a single arrow or even zero.

(R3) For any arrow \( \beta : i \to 1 \), we have the following relation

\[
\sum_{s(\alpha)=1} \alpha^*(\alpha\beta)' : i' \to 1' \in I'.
\]
To see that this is contained in $\ker \Phi$, notice that $\beta$ provides a homotopy between this sum and the zero map.

\[
\begin{array}{c}
P_i[-1] \\ \downarrow [\Phi((\alpha \rho')^*)] \\ \bigoplus_{s(\alpha)=1} P_{t(\alpha)}[-1] \\ \downarrow [\Phi(\alpha^*)] \\ T_1
\end{array}
\quad
\begin{array}{c}
P_i \\ \downarrow [\alpha \rho] \\ \bigoplus_{s(\alpha)=1} P_{t(\alpha)} \\ \downarrow 1 \\ P_1
\end{array}
\]

(R4) Suppose $\rho : 1 \to 1$ is a minimal relation in $I$, so that $\alpha \rho : 1 \to i$ is a relation inducing an arrow $(\alpha \rho)^*$ (as in (A2) of the previous section) for any arrow $\alpha : 1 \to i$. Then we have

\[
\sum_{s(\alpha)=1} \alpha^*(\alpha \rho)^* : 1' \to 1' \in I'.
\]

In fact the corresponding morphism $T_1 \to T_1$ is null-homotopic via the map $[\rho/\gamma]$ where $\rho = \sum_{s(\gamma)=1} (\rho/\gamma) \gamma$.

\[
\begin{array}{c}
T_1 \\ \downarrow [\Phi((\alpha \rho')^*)] \\ \bigoplus_{s(\alpha)=1} P_{t(\alpha)}[-1] \\ \downarrow [\Phi(\alpha^*)] \\ T_1
\end{array}
\quad
\begin{array}{c}
P_i \quad [\gamma] \\ \bigoplus_{s(\gamma)=1} P_{t(\gamma)} \\ \downarrow [\rho/\gamma] \\ \bigoplus_{s(\alpha)=1} P_{t(\alpha)} \\ \downarrow 1 \\ P_1
\end{array}
\]

(R5) The relations from $1' \to i'$ with $i \neq 1$ are the most difficult to describe explicitly. We can identify them by way of the following lemma.

**Lemma 4.1.** A linear combination $\rho$ of paths from $1'$ to $i'$ is contained in $\ker \Phi$ if and only if $\rho \alpha^* \in \ker \Phi$ for all arrows $\alpha \in \Delta_1$ with source 1 (if and only if the map $P_{t(\alpha)} \to P_i$ that corresponds to $\rho \alpha^*$ is zero in $A$ for all such $\alpha$).

**Proof.** The forward direction is clear. Thus assume that $\rho \alpha^* \in \ker \Phi$ for all arrows $\alpha : 1 \to i$ in $\Delta$. Since the arrows of the form $\alpha^*$ are the only arrows with target 1' in $\Delta'$, we see that $\rho J_B = 0$ and thus $\rho \in \soc P_1'$. As $B$ is weakly symmetric, we must have $\soc P_1' \cong S_1'$, which forces $i = 1$ (a contradiction) or $\rho = 0$ in $B$. \( \square \)

Thus we add to $I'$ all linear combinations $\rho$ of paths from $1'$ to $i'$ for which we already have $\rho \alpha^* \in I'$ for all arrows $\alpha \in \Delta_1$ with source 1.

**Remark.** Let $\rho : 1' \to i'$ be a minimal relation arising as above. Observe that by using the relations from (R2), we may replace any $r^* \alpha^*$ occurring in $\rho$ by $(r/\alpha)'$. We may thus choose a basis of $(1 - e_i')(1')/(J' T' + I' J')e_i'$ consisting of linear combinations of paths not containing any arrow $r^*$ other than as the initial arrow.

**Proposition 4.2.** We have $I' = \ker \Phi$. Hence $\Phi$ induces an isomorphism $k \Delta'/I' \cong \End_{K(A)}(T) = B$.

**Proof.** Let $\rho \in \ker \Phi$. Without loss of generality we may assume $\rho \in e_i' k \Delta' e_j'$ for idempotents $e_i'$ and $e_j'$ corresponding to vertices $i'$ and $j'$ of $\Delta'$, respectively.

First, if $i, j \neq 1$, then notice that (R2) allows us to add elements of $I'$ to $\rho$ to eliminate any occurrences of arrows of the form $r^*$ and $\alpha^*$ as in (A2) and (A1). We may thus assume that $\rho = p'$ for some linear combination of paths $p$ from $i$ to $j$ in $k \Delta$. Then the fact that $\Phi(\rho) = 0$ is equivalent to $\rho \in I$. Thus $\rho \in I'$ according to (R1).
If \( i = 1 \) and \( j \neq 1 \) (cf. (R5)), we clearly have \( \rho \alpha^* \in \ker \Phi \) for all arrows \( \alpha \) with source 1. Thus \( \rho \alpha^* \in I' \) for all such \( \alpha \) by the above argument and \( \rho \in I' \) by (R5).

If \( i \neq 1 \) and \( j = 1 \) (cf. (R3)), we can decompose \( \rho = \sum_{s(\alpha)=1} \alpha^* (\alpha^* \rho) \), and (R2) again allows us to assume that \( \alpha^* \rho \) is of the form \( p_\alpha' \) for a linear combination of paths \( p_\alpha \in k \Delta \). For \( \Phi(\rho) \) to be null-homotopic, the map \([p_\alpha] = [\Phi(\alpha^* \rho)[1]] : P_1 \to \oplus_{s(\alpha)=1} P_{t(\alpha)} \) must factor through \([\alpha] : P_1 \to \oplus_{s(\alpha)=1} P_{t(\alpha)} \), meaning that we can write \( p_\alpha = \alpha p \) for a single linear combination of paths \( p \) from \( i \) to \( 1 \). We then have

\[
\rho = \sum_{s(\alpha)=1} \alpha^* \sum_{t(\beta)=1} (\alpha \beta)' (\beta^* p)' \in I'
\]

by (R3).

The case where \( i = j = 1 \) (cf. (R4)) is treated similarly. We begin by observing that we may assume \( \rho \notin J'(\ker \Phi) \) and that \( \rho \notin (\ker \Phi) J' \) by the two previous cases. Now, for each \( \alpha, \gamma \in \Delta_1 \) with source 1, the above argument applied to \( \rho \gamma^* \) shows that \( \alpha^* \rho \gamma^* = (\alpha p_\gamma)' \) for some linear combination of paths \( p_\gamma \in k \Delta \) from \( t(\gamma) \) to 1. Thus the factorization \( \Phi(\rho) = [\Phi(\alpha^*)] [\Phi(\alpha^* \rho)] \) corresponds to the following maps in \( \text{add}(T) \), which is null-homotopic via \([p_\gamma] \).

Since the vertical composite on the left is zero, we must have \( q := \sum_{s(\gamma)=1} p_\gamma \gamma \in e_1 I e_1 \). Next we check that \( q \) is a minimal relation so that the construction in (R4) can be applied. Our assumption that \( \rho \notin J'(\ker \Phi) \) implies that \([\Phi(\alpha^* \rho)] \neq 0 \) and hence that \( \alpha p_\gamma \notin I \) for some \( \alpha \) and \( \gamma \). Consequently, \( p_\gamma \notin I \) for some \( \gamma \), and \( q \notin I J \). On the other hand, if \( q \in J I \), then we have \( q = \sum_{t(\gamma)=1} \beta (\beta^* q) \) with each \( \beta^* q \in I \). In the above diagram, we can factor the degree-(1) component of \( \Phi(\rho) \) as \([\alpha p_\gamma] = [\alpha \beta] [\beta^* p_\gamma] = [\alpha] [\beta] [\beta^* p_\gamma] \). As \([\beta] : \oplus_{t(\beta)=1} P_{s(\beta)} \to P_1 \) gives a homotopy between the map \( (0 \ [\alpha \beta]) : \oplus_{t(\beta)=1} T_{s(\beta)} \to T_1 \) and the zero map, we would have \( \rho \in (\ker \Phi) J' \), contradicting our earlier assumption.

Finally, for each arrow \( \gamma \) with source 1, we have

\[
\alpha^* \rho \gamma^* = (\alpha p_\gamma)' = (\alpha q / \gamma)' \equiv (\alpha q)^* \gamma^* \quad (\text{mod } I')
\]

by (R2). Thus, by (R5), we have \( \alpha^* \rho \equiv (\alpha q)^* \quad (\text{mod } I') \), and hence

\[
\rho = \sum_{s(\alpha)=1} \alpha^* (\alpha^* \rho) \equiv \sum_{s(\alpha)=1} \alpha^* (\alpha q)^* \equiv 0 \quad (\text{mod } I')
\]

according to (R4). This completes the proof that \( \ker \Phi \subseteq I' \). \( \square \)

As an application of the above results we can describe the beginnings of (not necessarily minimal) projective resolutions of the simple right \( B \)-modules. We shall apply the general description of a projective resolution of a simple module \( S_i = e_i (kQ/I) \) over an algebra \( \Lambda = kQ/I \), which begins

\[
\bigoplus_{p \in c_i (I/(I J + J I))} e_{s(p)} \Lambda^[[\alpha] p] \bigoplus_{\alpha \in Q_1, \ t(\alpha)=i} e_{s(\alpha)} \Lambda^[[\alpha] p] e_{i} \Lambda \to S_i \to 0,
\]

where the first direct sum is indexed by a \( k \)-basis of \( e_i (I/(I J + J I)) \). This resolution is actually minimal if \( I \) is an admissible ideal (i.e., if the presentation of \( \Lambda \) by quiver with relations is minimal), but that is not always the case for the quiver and relations \((Q', I')\) described above.

Thus a projective resolution of \( S_i' \) begins
where again the first direct sum is indexed by a $k$-basis of the specified set. The first map between projectives is determined by the arrows of type (A1) from Section 3, and the second map is determined by the minimal relations described in (R3) and (R4) above. Similarly, a projective resolution for $S'_i$ with $i \neq 1$ begins

$$
\bigoplus_{p \in e'_i'I'_e} P'_1 \oplus \bigoplus_{q \in e'_i'I_{e_1}} P'_{s(\delta)} \bigoplus_{s(\alpha)=1} P'_t(\alpha) \xrightarrow{\phi} P'_1 \to S'_1 \to 0,
$$

where the map $\phi$ is given by

$$
\varphi = \begin{pmatrix}
0 & -[\delta_r, p]^t & 0 \\
[\beta^t, \gamma] & [\gamma^t, \delta] & [\gamma^t, \beta] \\
[\beta^t, q] & [\gamma^t, \delta] & [\gamma^t, \beta]
\end{pmatrix}.
$$

Furthermore, in the summations $\rho$ runs through a $k$-basis of $e'_i(I'/IJ')e'_1$ consisting of relations as in (R5), $q$ and $r$ run through the same $k$-basis of $e_i(I/(1-e_1)I+I)(I')e_1$ as in (A2) of the last section (hence we may write $\delta_{r,q}$ for the Kronecker delta), and $p$ runs through a $k$-basis of $e_i[I/(1-e_1)I+I(1-e_1)J])(1-e_1)$ as in (R1) above. Observe that the 0 in the upper-left entry of $\varphi$ is a consequence of the choice of basis described in the Remark following Lemma 4.1. In particular, for any $\rho$ belonging to such a basis of $e'_i(I'/IJ')e'_1$ and any $r$, we have $r^t \rho = 0$.

5. Examples and Applications

Now that we have described the quiver and relations of the mutated algebra $B = \mu^+_1(A)$, which is derived equivalent to the original algebra $A$, our goal in the remainder of this paper is to apply Okuyama’s Lemma to study the stable equivalence between $A$ and $B$ that is induced by the tilting complex $T$. As above, we write $S_1, \ldots, S_n$ and $S'_1, \ldots, S'_n$ for the simple modules (up to isomorphism) over $A$ and $B$ respectively, and we let $E : \text{mod-}B \to \text{mod-}A$ be the induced stable equivalence. In our context, we obtain the following specialization of Okuyama’s Lemma.

**Corollary 5.1.** With notation as above, we have $E(S'_i) \cong S_1$ and for each $i \neq 1$, $E(S'_i) \cong e_iJ_1(1-e_1)A$, which can also be described as the largest submodule of $\text{rad } P_1$ without a factor of $S_1$ in its top Loewy layer.

For our first example, we consider a standard self-injective algebra of finite representation type which is of type $(\mathbb{D}_{3m}, 1/3, 1)$ for $m \geq 2$. In fact, by Asashiba’s classification theorem [2], any such algebra is derived equivalent to the algebra $A$ presented by the quiver
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and relations (i) $\alpha_1 \cdots \alpha_m = \beta^2$; (ii) $\alpha_i \cdots \alpha_m \beta \alpha_1 \cdots \alpha_i = 0$ for all $i \in \{1, \ldots, m\} = \mathbb{Z}/(m)$; and (iii) $\alpha_m \alpha_1 = 0$ [3].

Our interest in this specific example stems from the following problem raised by Asashiba in [3], where it is shown that nearly all equivalences between the stable categories of standard self-injective algebras of finite
representation type can be lifted to standard derived equivalences. (By a *standard* derived equivalence we mean a derived equivalence induced by tensoring with a two-sided tilting complex as in [23].) Asashiba shows that there is essentially one stable auto-equivalence for the algebras of type \((\mathbb{D}_3, s/3, 1)\) with \(3 \nmid s\) for which this problem is left unresolved. More specifically, the stable AR-quiver of such an algebra \(\Lambda\) is isomorphic to \(\mathbb{Z}\mathbb{D}_{3m}/(\tau^{(2m-1)s})\), and the stable module category \(\text{mod-}\Lambda\) is (the \(k\)-variety generated by) the mesh category \(k(\mathbb{Z}\mathbb{D}_{3m}/(\tau^{(2m-1)s}))\) since \(\Lambda\) is standard. Hence, corresponding to the order-2 graph automorphism of \(\mathbb{D}_{3m}\), we have an automorphism \(H\) of the stable AR-quiver of \(\Lambda\) and therefore of the category \(\text{mod-}\Lambda\) as well, which fixes most indecomposables, but swaps each pair of indecomposables corresponding to the leaves of a fixed sectional \(\mathbb{D}_{3m}\) subquiver or one of its \(\tau\)-translates. By Asashiba's description of the stable Picard group of \(\Lambda\) (i.e., the group of all auto-equivalences of \(\text{mod-}\Lambda\), modulo automorphisms), to show that this auto-equivalence is induced by an auto-equivalence of \(D^b(\text{mod-}\Lambda)\) it suffices to show that at least one stable equivalence which does not induce a power of \(\tau\) on the stable AR-quiver can be lifted to a derived equivalence. For the algebra \(A\) given above \((s = 1)\), we will show that such a stable equivalence \(F\) is induced by a tilting mutation, and hence by a derived equivalence. We will then indicate how to extend this result to the \(\mathbb{Z}/s\)-Galois covering of \(A\) which gives a representative algebra of type \((\mathbb{D}_{3m}, s/3, 1)\). Finally, by Corollary 3.5 in [23], we can conclude that there is a standard derived equivalence having the same effect on isomorphism classes of objects, and hence inducing a stable equivalence that agrees with \(F\) on isomorphism classes of objects.

For the algebra \(A\), we now check what happens when we perform a tilting mutation at the vertex 1. The quiver of the resulting endomorphism algebra contains arrows \(\beta'\) and \(\alpha'_i\) for \(3 \leq i \leq m\). We also have new arrows \((\alpha_1\alpha_2)'\), \(\alpha'_1\), \((\alpha_m\alpha_1)^*\) and \(r^*\) where \(r\) can be taken to be \(\beta^2\alpha_1\).

For the relations, we first consider those induced by the original relations of \(A\). From (i) we get

\[
(\alpha_1\alpha_2)'\alpha'_3 \cdots \alpha'_m = (\beta')^2;
\]

from (ii) we get

\[
\alpha'_i \cdot \beta' (\alpha_1\alpha_2)' \cdots \alpha'_i = 0 \text{ for } 3 \leq i \leq m
\]
as well as

\[
(\alpha_1\alpha_2)' \cdots \alpha'_m \beta' (\alpha_1\alpha_2)' = 0
\]

which is induced by the corresponding non-minimal relation from 2 to 0. From (R2) applied to the relations \(r\) and \(\alpha_m\alpha_1\) we obtain

\[
(\beta')^2 = r^*\alpha'_1
\]
\[
\alpha'_m = (\alpha_m\alpha_1)^*\alpha'_1.
\]

From (R3) we obtain

\[
\alpha'_1(\alpha_1\alpha_2)' = 0.
\]

We do not obtain any relations from (R4), but (R5) yields the relation

\[
r^* = (\alpha_1\alpha_2)' \cdots \alpha'_{m-1}(\alpha_m\alpha_1)^*
\]
since we have \( r^*\alpha^*_i = (\beta')^2 = (\alpha_1 \alpha_2)^{1} \cdots \alpha'_m = (\alpha_1 \alpha_2)^{1} \cdots \alpha'_{m-1} (\alpha_m \alpha_1)^* \alpha^*_1 \). Thus the mutated algebra \( B \) can be presented by the quiver

\[
\begin{align*}
\alpha^*_1 & \quad \beta' \quad 0' \\
\bfill & \quad 1' (\alpha_m \alpha_1)^* (m-1)' \quad \bfill \\
2' & \quad \alpha'_3 \quad 3'
\end{align*}
\]

which is isomorphic to the quiver of \( A \). Moreover, the relations above correspond precisely to the relations of \( A \) under such an isomorphism of quivers. Thus we have \( \mu_1^+(A) \cong A \) in this example.

In light of this isomorphism, we may consider the induced derived equivalence \( \mathcal{F} \) as an autoequivalence of \( D^b(A) \), which induces the autoequivalence \( \mathcal{F} \) of \( \text{mod-}A \). Since this isomorphism identifies \( 0' \) with 0, 1' with \( m-1 \) and \( i' \) with \( i-1 \) for \( 2 \leq i \leq m-1 \), Corollary 5.1 shows that \( \mathcal{F} \) has the following effect on the simple \( A \)-modules

\[
\begin{align*}
\mathcal{F}(S_{m-1}) & \cong S_1 \cong \Omega^3(S_{m-1}), \\
\mathcal{F}(S_0) & \cong e_0 J_A (1-e_1) A \cong \Omega^3(e_0 A/\beta \alpha_1 A), \\
\mathcal{F}(S_i) & \cong e_{i+1} J_A (1-e_1) A \cong \Omega(S_{i+1}) \cong \Omega^3(S_i) \text{ for } 1 \leq i \leq m-2.
\end{align*}
\]

We claim that no power of the syzygy functor \( \Omega \) (or, equivalently, of \( \tau \)) can have the same effect on the simples in \( \text{mod-}A \). This is due to the fact that \( \Omega \) coincides with \( \tau^m \) on objects, while \( S_0 \) and \( e_0 A/\beta \alpha_1 A \) are not in the same \( \tau \)-orbit. The latter assertion can be seen by the fact that \( S_0 \) and \( e_0 A/\beta \alpha_1 A \) occur as summands (shown below as the first two) of the middle term in the same almost split sequence:

\[
\begin{align*}
& 0 & 0 \\
& \oplus & 0 & 1 & 0 \\
\end{align*}
\]

\[
\begin{align*}
& 0 & m-1 \\
& 0 & 1 & 0 \\
\end{align*}
\]

Since the AR-quiver of \( A \) is isomorphic to \( \mathbb{Z}D_{3m}/(\tau^{2m-1}) \), the indecomposable summands of the middle term of any almost split sequence must lie in distinct \( \tau \)-orbits.

We now consider the \( \mathbb{Z}/s \)-grading on \( A \) where \( \deg(\beta) = 1, \deg(\alpha_1) = 2 \) and \( \deg(\alpha_i) = 0 \) for \( 2 \leq i \leq m \), and we let \( \tilde{A} \) be the corresponding Galois covering of \( A \). It is known that \( \tilde{A} \) is a standard self-injective algebra of finite representation type \((\mathbb{D}_{3m}, s/3, 1)\), the category \( \text{mod-}\tilde{A} \) is equivalent to the category \( \text{gr-}A \) of finitely-generated \( \mathbb{Z}/s \)-graded \( A \)-modules, and the forgetful functor \( \text{gr-}A \to \text{mod-}A \) is dense. With respect to this grading of \( A \), the tilting complex \( T = [e_1 A \oplus e_0 A] \oplus (1-e_1) A[-1] \) is gradable (with \( e_1 A \) generated in degree \(-2\) and all other projectives generated in degree 0), and thus the mutated algebra \( \mu_1^+(A) = \text{End}_{K(A)}(T) \) inherits a \( \mathbb{Z}/s \)-grading. Moreover, one easily checks that the isomorphism \( \mu_1^+(A) \cong A \) respects this grading, as the map \( (\alpha_1 \alpha_2)^{1} \) comes from an endomorphism of degree 2, \( \beta^\prime \) comes from an endomorphism of degree 1 and all the other arrows in the mutated quiver are derived from endomorphisms of degree 0. Now, according to Theorem 4.4 of [3], the tilting complex \( T \) can be lifted to \( \tilde{A} \), thereby yielding a derived auto-equivalence \( \tilde{F} \) of \( \tilde{A} \) that lifts the derived auto-equivalence \( F \) constructed above. Finally, if \( \tilde{F} \) induces a functor on the stable category \( \text{mod-}A \approx \text{gr-}A \) that agrees with a power of the syzygy functor on isomorphism classes of objects, the same would have to be true of \( F \) on \( \text{mod-}A \) since the forgetful functor \( \text{gr-}A \to \text{mod-}A \) is dense. However, we have already shown that this is not the case.
As a second example, we consider the algebra $A$ given by the quiver

\[
\begin{array}{c}
1 \\
\alpha_3 \\
\beta_3 \\
\beta_1 \\
\alpha_1 \\
\beta_2 \\
2
\end{array}
\]

and the relations $\beta_i \alpha_i = 0 = \alpha_i \beta_i$ and $\alpha_{i+2} \alpha_{i+1} \alpha_i = \beta_i \beta_{i+1} \beta_{i+2}$ for each $i \pmod{3}$. Performing a tilting mutation at the vertex 1, we obtain arrows as follows:

(A1) Corresponding to the arrows $\alpha_1$ and $\beta_3$, we have $\alpha_1^*: 2' \to 1'$ and $\beta_3^*: 3' \to 1'$.

(A2) Corresponding to the relations $\beta_3 \beta_1 \alpha_1 = 0$, $\alpha_1 \alpha_3 \beta_3 = 0$, $\alpha_1 \alpha_3 \alpha_2 \alpha_1 = 0$ and $\beta_3 \beta_1 \beta_2 \beta_3 = 0$ we obtain arrows $(\beta_3 \beta_1 \alpha_1)^*: 1' \to 3'$; $(\alpha_1 \alpha_3 \beta_3)^*: 1' \to 2'$; $(\alpha_1 \alpha_3 \alpha_2 \alpha_1)^*: 1' \to 2'$ and $(\beta_3 \beta_1 \beta_2 \beta_3)^*: 1' \to 3'$.

(A3) Corresponding to the arrows $\alpha_2$ and $\beta_2$, we have $\alpha_2^*: 2' \to 3'$ and $\beta_2^*: 3' \to 2'$.

(A4) Corresponding to the nonzero paths of length 2 passing through 1, we have the arrows $(\alpha_1 \alpha_3)^*: 3' \to 2'$ and $(\beta_3 \beta_1)^*: 2' \to 3'$.

Following Section 4, we work out the relations to be:

(R1) From the relations in $A$ between vertices 2 and 3, we obtain $\beta_2 \alpha_2^* = \alpha_2^* \beta_2 = 0$, $(\alpha_1 \alpha_3)^* \alpha_2^* = \beta_2^*(\beta_3 \beta_1)^*$ and $\alpha_2^* (\alpha_1 \alpha_3)^* = (\beta_3 \beta_1)^* \beta_2^*$.

(R2) The relations of the form $(r/\alpha)^* \rightarrow r^* \alpha^*$ where $r$ runs through the relations used in (A2) above are $(\beta_3 \beta_1)^* = (\beta_3 \beta_1 \alpha_1)^* \alpha_1^* = 0$, $(\beta_3 \beta_1 \beta_2)^* = (\alpha_1 \alpha_3 \beta_3)^* \alpha_1^* = 0 = (\alpha_1 \alpha_3 \beta_3)^* \alpha_1^*$; $(\alpha_1 \alpha_3 \alpha_2 \alpha_1)^* \beta_3 = (\beta_3 \beta_1 \beta_2 \beta_3)^* \beta_3^* = 0 = (\beta_3 \beta_1 \beta_2 \beta_3)^* \beta_3^*$. In particular, we see that the arrows $(\beta_3 \beta_1)^*$ and $(\alpha_1 \alpha_3)^*$ may be eliminated from the quiver.

(R3) For $\beta = \alpha_3, \beta_1$, we get the relations $\alpha_1^* (\alpha_1 \alpha_3)^* = 0$ and $\beta_2^* (\beta_3 \beta_1)^* = 0$ respectively.

(R4) Taking $\rho = \alpha_3 \beta_3$ and $\rho = \beta_1 \alpha_1$ yields $\alpha_1^* (\alpha_1 \alpha_3 \beta_3)^* = 0$ and $\beta_2^* (\beta_3 \beta_1 \alpha_1)^* = 0$ respectively. Taking $\rho = \alpha_3 \alpha_2 \alpha_1 - \beta_1 \beta_2 \beta_3$ yields $\alpha_1^* (\alpha_1 \alpha_3 \alpha_2 \alpha_1)^* - \beta_2^* (\beta_3 \beta_1 \beta_2 \beta_3)^* = 0$.

(R5) Combining relations from (R2), (R1) and (R2) again, we have $(\alpha_1 \alpha_3 \alpha_2 \alpha_1)^* \alpha_1^* = (\alpha_1 \alpha_3)^* \alpha_2^* = \beta_2^* (\beta_3 \beta_1)^* = \beta_2^* (\beta_3 \beta_1 \alpha_1)^* \alpha_1^*$ and $(\alpha_1 \alpha_3 \alpha_2 \alpha_1)^* \beta_3^* = 0 = \beta_3^* (\beta_3 \beta_1 \alpha_1)^* \beta_3^*$ by (R2). Thus we have $(\alpha_1 \alpha_3 \alpha_2 \alpha_1)^* = \beta_2^* (\beta_3 \beta_1 \alpha_1)^*$ using Lemma 4.1. Similarly, one checks that $(\beta_3 \beta_1 \beta_2 \beta_3)^* = \alpha_2^* (\alpha_1 \alpha_3 \beta_3)^*$.

Thus, after eliminating the redundant arrows, the quiver of the mutated algebra becomes

\[
\begin{array}{c}
1' \\
\beta_3^* \\
(\beta_3 \beta_1 \alpha_1)^* \\
\alpha_1^* \\
2' \\
\alpha_2^* \\
3'
\end{array}
\]

and the relations show that this algebra is in fact isomorphic to the original algebra $A$. By Corollary 5.1, we have

\[ \mathcal{F}(S'_1) \cong S_1; \quad \mathcal{F}(S'_2) \cong 3; \quad \mathcal{F}(S'_3) \cong 2. \]

6. Mutations of maximal systems of orthogonal bricks

In Sections 2 and 3 we have described the quiver and relations for the algebra obtained via a tilting mutation at a single vertex without a loop. Even in this restricted setting, it would be interesting to understand the changes to the quiver and relations resulting from performing successive tilting mutations. While this problem may be too general to admit a nice answer, we can still apply Okuyama’s Lemma to keep track of these successive mutations internally in $\text{mod}-A$ by following the images of the simple modules. In fact, this leads us to a way of mutating sets of objects that behave like simple modules in the stable category $\text{mod}-A$. 
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For starters, suppose that $A$ is a weakly symmetric algebra with simples $S_1, \ldots, S_n$ such that $\text{Ext}^1_A(S_1, S_1) = 0$, and let $B = \mu^+_1(A)$. If $F: \text{mod}-B \to \text{mod}-A$ is the induced stable equivalence, Corollary 5.1 shows that the images of the simple $B$-modules under $F$ are the modules $S_i^+$ defined by $S_1^+ = S_1$ and for $i \neq 1$ by the short exact sequences

$$0 \to S_i^+ \to \Omega S_i \xrightarrow{f_i} S_1^{n_i} \to 0$$

where $f_i$ is a minimal left $\text{add}(S_i)$-approximation. In fact, we can replace these short exact sequence by distinguished triangles $S_i^+ \to S_i[-1] \xrightarrow{f_i} S_1^{n_i} \to$ in the stable category $\text{mod}-A$, where $-[d]$ denotes the $d^{th}$ power of the suspension functor $\Omega^{-1}$. This observation motivates us to define a general mutation procedure on sets of objects resembling simples in certain triangulated categories.

We thus let $\mathcal{T}$ be a Hom-finite triangulated Krull-Schmidt $k$-category with suspension denoted by $-\{0\}$. In order for $\mathcal{T}$ to resemble the stable module category of a weakly symmetric algebra, we assume additionally that

$$\mathcal{T}(X, Y) \cong \mathcal{T}(Y, X[-1])$$

for all $X,Y \in \mathcal{T}$. These isomorphisms are not required to be natural, and as these Hom-spaces are only $k$-vector spaces, this is equivalent to asking that these two Hom-spaces always have equal dimensions. Such an equality holds, for instance, if $\mathcal{T}$ is $-1$-Calabi-Yau. Following Pogorzaly [20], we say that a (finite) set $\mathcal{S} = \{S_1, \ldots, S_n\}$ of objects of $\mathcal{T}$ is a maximal system of orthogonal bricks if the following hold:

1. $\mathcal{T}(S_i, S_i) \cong k$ for all $i$.
2. $\mathcal{T}(S_i, S_j) = 0$ for all $i \neq j$.
3. For every nonzero $X \in \mathcal{T}$ there exists a $j$ such that $\mathcal{T}(X, S_j) \neq 0$.
4. $S_i[2] \neq S_i$ for all $i$.

Note that condition (3) is equivalent to (3') For every $X \in \mathcal{T}$ there exists a $j$ such that $\mathcal{T}(S_j, X) \neq 0$ in light of the identity $\dim_k \mathcal{T}(X, Y) = \dim_k \mathcal{T}(Y, X[-1])$. We have also substituted condition (4) for the requirement (from Pogorzaly’s original definition) that $\tau S_i \neq S_i$ for all $i$, as these two are equivalent for the set of simples in the stable category of a weakly symmetric algebra.

**Definition 6.1.** Suppose $\mathcal{S} = \{S_1, \ldots, S_n\}$ is maximal system of orthogonal bricks in $\mathcal{T}$ such that $\mathcal{T}(S_i, S_i[1]) = 0$. We define the left mutation of $\mathcal{S}$ at $S_i$ to be $\mu^+_i(\mathcal{S}) := \{S_i^+, \ldots, S_n^+\} \text{ where } S_i^+ = S_i$ and for $j \neq i$, $S_j^+$ is defined via a distinguished triangle

$$S_j^+ \to S_j[-1] \xrightarrow{f_j} S_i^{n_j} \to$$

where $f_j$ is a minimal left $\text{add}(S_i)$-approximation. In particular, since $\mathcal{T}(S_i, S_i) \cong k$, the map $f_j$ has the form $(g_1, \ldots, g_n)^T: S_j[-1] \to S_i^{n_j}$ where $\{g_1, \ldots, g_n\}$ is a $k$-basis for $\mathcal{T}(S_j[-1], S_i)$.

**Remark.** An equivalent mutation of simples appears in the work of Keller and Yang on Jacobian algebras of quivers with potential [14]. They construct an equivalence of derived categories (induced by an Okuyama complex) that has the same effect on the simples once it is composed with the suspension functor. We thank Bernhard Keller for bringing our attention to this result.

We first show that left mutation preserves the defining properties of maximal systems of orthogonal bricks.

**Theorem 6.2.** Let $\mathcal{S} = \{S_1, \ldots, S_n\}$ be a maximal system of orthogonal bricks in $\mathcal{T}$, and suppose that $\mathcal{T}(S_i, S_i[1]) = 0$. Then the set $\mu^+_i(\mathcal{S})$ is again a maximal system of orthogonal bricks in $\mathcal{T}$.

**Proof.** Applying $\mathcal{T}(-, S_i)$ to the triangle $S_i^+ \to S_j[-1] \xrightarrow{f_j} S_i^{n_j} \to$ yields an exact sequence

$$\mathcal{T}(S_i^{n_j}, S_i) \to \mathcal{T}(S_j[-1], S_i) \xrightarrow{0} \mathcal{T}(S_i^+, S_i) \to \mathcal{T}(S_i^{n_i}[1], S_i),$$

where the first map is an epimorphism by definition of $f_j$ and the last term is 0 since $S_i$ is assumed to have no self-extensions. Thus $\mathcal{T}(S_i^+, S_i) = 0$. Similarly applying $\mathcal{T}(S_i, -)$ to the same triangle yields the exact
We thus see that $\mathcal{T}(S_l, S_j^+) = 0$. Now suppose that $j, l \neq i$, and consider the exact diagram obtained by applying $\mathcal{T}(S_j^+, -)$ and $\mathcal{T}(-, S_i[-1])$ to the triangles defining $S_j^+$ and $S_j^+$ respectively.

To get the zero maps, we have used that $\mathcal{T}(S_j^+, S_i^+[-1]) \cong \mathcal{T}(S_i^+, S_j^+) = 0$, $\mathcal{T}(S_i, S_l) = 0$, $\mathcal{T}(S_j^+, S_i) = 0$ and $\mathcal{T}(S_i^+, S_i[-1]) \cong \mathcal{T}(S_i, S_i^+) = 0$. Thus the remaining nonzero maps now yield isomorphisms

$$\mathcal{T}(S_i, S_l) \cong \mathcal{T}(S_j^+, S_i[-1]) \cong \mathcal{T}(S_i^+, S_i[-1]) \cong \mathcal{T}(S_i, S_l) \cong \begin{cases} k & j = l \\ 0 & j \neq l. \end{cases}$$

Next we check that condition (3) holds for $\mu_i^+(S)$. Assume that $\mathcal{T}(X, S_j^+) = 0$ for all $j$ for some nonzero $X \in \mathcal{T}$. In particular, $\mathcal{T}(X, S_i) = 0$ since $S_i^+ = S_i$. Thus for all $j \neq i$, applying $\mathcal{T}(X, -)$ to the defining triangle for $S_j^+$ shows that $\mathcal{T}(X, S_j[-1]) = 0$. Consequently, $\mathcal{T}(S_j, X) = 0$ for all $j \neq i$, which forces $\mathcal{T}(S_i, X) \neq 0$ by the dual of condition (3) for the maximal system of orthogonal bricks $S$. Now let $g : S_i^+ \to X$ be a minimal right add($S_i$)-approximation of $X$, where $r = \dim_k \mathcal{T}(S_i, X) > 0$, and define $Y$ as the cone of $g$ in a distinguished triangle

$$S_i^+ \xrightarrow{g} X \to Y \to .$$

Since $\mathcal{T}(S_i[1], S_j^+) \cong \mathcal{T}(S_i^+, S_i) = 0$ for all $j \neq i$, we see that $\mathcal{T}(Y, S_j^+) = 0$ for all $j \neq i$. Next, we apply $\mathcal{T}(S_i, -)$ to the above triangle to get

$$\mathcal{T}(S_i, X[-1]) \to \mathcal{T}(S_i, Y[-1]) \to \mathcal{T}(S_i, S_j^+) \to \mathcal{T}(S_i, g) \to \mathcal{T}(S_i, X) \to \mathcal{T}(S_i, Y) \to \mathcal{T}(S_i, S_j[1])$$

The first term above is zero since it is isomorphic to $\mathcal{T}(X, S_i) = 0$, the last term is zero since $\mathcal{T}(S_i, S_i[1]) = 0$. Furthermore, $\mathcal{T}(S_i, g)$ must be an isomorphism since it is an epimorphism by definition, while its domain and co-domain have the same $k$-dimension. It follows that $\mathcal{T}(Y, S_i) \cong \mathcal{T}(S_i, Y[-1]) = 0$. Now $Y$ satisfies $\mathcal{T}(Y, S_j^+) = 0$ for all $j$, and hence as we argued above for $X$, we must have $\mathcal{T}(S_i, Y) \neq 0$ or else $Y = 0$.

We have already seen that the first possibility does not occur, so suppose $Y = 0$. Then, by definition of $Y$, $X \cong S_i^+$, which contradicts $\mathcal{T}(X, S_i) = 0$. 
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Finally, for condition (4), observe that \( T(S_i[2], S_i) \cong T(S_i, S_i[1]) = 0 \), which implies that \( S_i[2] \not\cong S_i \). If \( j \neq i \) and \( n_j > 0 \), then the exact sequence \( T(S_j^+[2], S_j) \to T(S_j^{n_j}[1], S_j) \to T(S_j, S_j) \), obtained from applying \( T(-, S_j) \) to the triangle defining \( S_j^+ \), yields \( T(S_j^+[2], S_j) \neq 0 \), as \( T(S_j, S_j) = 0 \) while \( T(S_j^{n_j}[1], S_j) \cong T(S_j, S_j^{n_j}) \neq 0 \). Thus \( S_j^+[2] \not\cong S_j^+ \). Alternatively, if \( n_j = 0 \), then \( S_j^+ = S_j[-1] \) and \( S_j^+[2] \not\cong S_j^+ \) follows from \( S_j[2] \not\cong S_j \).

\[ \square \]

Remarks. (1) Recently, Koenig and Liu have defined \textit{simple-minded systems} of objects (in stable categories) \([6] \), and the definition carries over easily to a triangulated category \( T \) as above. Furthermore, they note that any simple minded system in this setting is also a maximal system of orthogonal bricks; although the converse is not clear. It turns out that the set of simple-minded systems in \( T \) is also closed under the mutations defined above, but the argument requires a closer study of torsion pairs in \( T \) and hence will be presented in a sequel to this article \([8] \).

(2) It is shown in \([7] \) that stable equivalences of Morita type (between self-injective algebras) preserve \textit{rigid} modules, i.e., modules with open \( \text{GL}_d(k) \)-orbits in the affine variety \( \text{Mod}_d^A \) parametrizing \( d \)-dimensional \( A \)-modules. As simple modules are always rigid, one can construct many further examples of rigid modules by successively mutating the simple \( A \)-modules in the above manner.

We can also define right mutations on the sets of maximal systems of orthogonal bricks in \( T \). Suppose \( S = \{ S_1, \ldots, S_n \} \) is a maximal system of orthogonal bricks in \( T \) with \( T(S_i, S_i[1]) = 0 \). Then the \textbf{right mutation of \( S \) at} \( S_i \) is defined as the set \( \mu_i^+(S) = \{ S_1^-, \ldots, S_n^+ \} \) where \( S_i^- = S_i \) and for \( j \neq i \), \( S_j^+ \) is defined via a distinguished triangle

\[ S_i^{m_i} \xrightarrow{g_i} S_j[1] \to S_j^- \to \]

where \( g_i \) is a minimal right \( \text{add}(S_i) \)-approximation. As expected, left and right mutation at \( S_i \) turn out to be inverse operations. To see this, it suffices to observe that in the triangle defining \( S_j^+ \in \mu_i^+(S) \), the connecting morphism \( S_i^{m_i} \to S_j[1] \) is a right \( \text{add}(S_i) \)-approximation (since its cone is \( S_j \) and \( T(S_j, S_j) = 0 \)).

In particular, \( S_j^{+/-} \in \mu_i^- (\mu_i^+(S)) \) is defined as the cone of this connecting morphism, which is just \( S_j \). Hence we have the following.

**Proposition 6.3.** For any maximal system of orthogonal bricks \( S \) in \( T \) such that \( T(S_i, S_i[1]) = 0 \), we have \( \mu_i^+ (\mu_i^- (S)) = S = \mu_i^- (\mu_i^+ (S)) \).

We now explain how these mutations keep track of the images of the simple modules under the stable equivalences induced by successive tilting mutations. More specifically, suppose that \( F : D^b(A') \to D^b(A) \) is an equivalence of triangulated categories, inducing an equivalence \( \mathcal{E} : \text{mod}-A' \to \text{mod}-A \), and \( S = \{ \mathcal{E}(S'_1), \ldots, \mathcal{E}(S'_n) \} \) where the \( S'_i \) are the simple \( A' \)-modules. Setting \( A'' = \mu_i^+(A') \), we get a stable equivalence \( \mathcal{G} : \text{mod}-A'' \to \text{mod}-A' \), and assuming \( \text{Ext}^{1}_{A'}(S'_i, S'_i) = 0 \), Corollary 5.1 implies that the image of the set of simple \( A'' \)-modules \( S'' = \{ S''_1, \ldots, S''_n \} \) under \( \mathcal{G} \) is \( \mu_i^+(S'_1, \ldots, S'_n) \). Thus \( \mathcal{E}(\mathcal{G}(S'')) = \mathcal{E}(\mu_i^+(S'_1, \ldots, S'_n)) = \mu_i^+(S) \), since \( \mathcal{E} \) preserves triangles and approximations. In fact, by general arguments involving the preservation of exact sequences by a stable equivalence (see for example \([13] \), the same is true if \( \mathcal{E} \) is replaced by any stable equivalence between algebras without nodes, even one that is not assumed to be an equivalence of triangulated categories.

**Corollary 6.4.** Let \( A \) be a weakly symmetric algebra, and let \( \mathcal{M}_{st} \) (respectively, \( \mathcal{M}_{der} \)) be the set of all maximal systems of orthogonal bricks in \( \text{mod}-A \) which correspond to the simple \( B \)-modules via a stable equivalence \( \text{mod}-B \to \text{mod}-A \) (respectively, via a stable equivalence induced by a derived equivalence \( D^b(B) \to D^b(A) \)) for some algebra \( B \). Then \( \mathcal{M}_{st} \) (resp. \( \mathcal{M}_{der} \)) is closed under left and right mutation.
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