Vortex arrays and meso-scale turbulence of self-propelled particles
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Inspired by the Turing mechanism for pattern formation, we propose a simple self-propelled particle model with short-ranged alignment and anti-alignment at larger distances. It is able to produce orientationally ordered states, periodic vortex patterns as well as meso-scale turbulence. The latter phase resembles observations in dense bacterial suspensions. The model allows a systematic derivation and analysis of a kinetic theory as well as hydrodynamic equations for density and momentum fields. A phase diagram with regions of such pattern formation as well as spatially homogeneous orientational order and disorder is obtained from a linear stability analysis of these continuum equations. Microscopic Langevin simulations of the self-propelled particle system are in agreement with these findings.

The term active matter refers to non-equilibrium systems of interacting, self-propelled entities which are able to take up energy from their environment and convert it into motion [1, 2]. Examples, such as cytoskeletal filaments [3], chemically driven colloids [4] or flocks of birds [5] have recently received a lot of attention in physics, chemistry and biology. They exhibit a wide range of collective phenomena which are absent in systems at thermodynamic equilibrium, for example large-scale traveling bands and polar clusters [6, 7] as well as arrays of vortices [8, 9]. In this context, bacteria represent important model systems, which have been used to investigate such different aspects as clustering [10] and rheological properties [11] of active matter systems.

Recently, irregular vortex structures were experimentally observed in dense bacterial suspensions [11–15]. In addition, a phenomenological model was proposed which describes the observed behavior including the power spectrum of the bacterial dynamics [14, 16]. The spectrum at large wave numbers as well as the dynamic vortex patterns in these experiments and simulations are reminiscent of a turbulent state which led the authors to denominate this new phenomenon as “meso-scale turbulence”.

We aim to formulate a model at the level of individual particles which is capable to produce such mesoscopic spatiotemporal patterns. Inspired by the Turing mechanism of short-range activation and long-range inhibition in reaction-diffusion systems [17, 18], we propose interacting self-propelled particles with local alignment at short length scales and anti-alignment at larger distances. Such a type of interactions may be realized by a competition of local alignment and large-scale hydrodynamic back-flow effects [19, 20], e.g. in suspensions of bacterial microswimmers, which leads to preferential alignment of neighboring cells and anti-alignment with more distant swimmers.

Here, we abstain from considering a detailed model of individual swimmers immersed and interacting through a surrounding fluid. Our model includes effective interactions of self-propelled particles of the type first formulated by Vicsek et al. [21]. The original Vicsek model displays surprisingly complex spatiotemporal behavior [22–24], but it does not exhibit meso-scale turbulence or vortex patterns. In contrast, our generalized model including anti-alignment exhibits both orientationally ordered states and periodic vortex arrays. Between both states, a transition region with spatio-temporal irregular behavior is found. The simulated patterns therein reproduce most features found in the turbulent state reported earlier in experiments and phenomenological macroscopic models [15, 16].

The simplicity of our microscopic model makes it analytically tractable and allows to derive and analyse kinetic equations as well as approximated equations for the coarse-grained density and momentum fields. The validity of the kinetic equations is demonstrated by comparison of their phase diagram to direct simulations of the “microscopic” self-propelled particle model. The resulting hydrodynamic model is a modification of the Toner-Tu equations [25, 26] similar to the phenomenological model of bacterial turbulence suggested earlier [13, 27]. We show explicitly that a non-local anti-orientation interaction is necessary to obtain a negative effective viscosity of the order-parameter field.

We consider $N$ self-propelled particles moving with constant speed $v_0$ in a two-dimensional system with periodic boundary conditions. Each particle interacts with all neighbors within a finite interaction range $l_{\text{int}}$. For simplicity, we work in natural units such that the particle mass, speed and interaction range equal one ($m = 1$, $v_0 = 1$, $l_{\text{int}} = 1$).

The stochastic equations of motion for the individual particles read

$$\dot{\mathbf{r}}_i = \mathbf{v}_i, \quad \dot{\mathbf{v}}_i = \sum_{j \neq i}^{N} T_{\varphi}(\mathbf{r}_{ji}, \varphi_i, \varphi_j) + \sqrt{2D_{\varphi}} \zeta_i(t) \quad (1)$$

with $\mathbf{r}_i$ and $\mathbf{v}_i = (\cos \varphi_i, \sin \varphi_i)^T$ denoting the position and velocity vector of the $i$-th particle, respectively. Due
to the constant speed $|v_i| = 1$, the velocity vector $v_i$ is fully determined by the polar angle $\phi_i$ representing the direction of motion of the particle. The particles reorient according to pair interactions $T_\phi(r_{ji}, \phi_i, \phi_j)$, which depend on the distance vector $r_{ji} = r_j - r_i$ and the orientation angles of the interaction partners. The last term on the right-hand side of the angle equation (1) represents angular noise with intensity $D_\phi$. Here, $c(t)$ describes Gaussian random processes with zero mean and variance $c(t)$. The pair-wise interaction is modelled as follows:

$$T_\phi(r_{ji}, \phi_i, \phi_j) = \mu(r_{ji}) \sin(\phi_j - \phi_i)$$

The first term aligns the interacting particles either parallel or anti-parallel depending on the sign of the interaction strength $\mu(r_{ji})$, which is a function of the scalar distance $r_{ji} = |r_{ji}|$. For $\mu(r_{ji}) > 0$, the velocity vectors align, whereas $\mu(r_{ji}) < 0$ implies an anti-parallel orientation of these vectors (anti-alignment). The distance dependence of the alignment interactions is depicted in Fig. 1b. For simplicity, we model $\mu(r_{ji})$ as a piecewise parabolic function

$$\mu(r_{ji}) = \begin{cases} +\mu_+ \left(1 - \frac{(r_{ji}/\xi a)^2}{1 - (1 - r_{ji}/\xi a)^2}\right) & \text{for } 0 \leq r_{ji} \leq \xi a, \\ -\mu_- \left(\frac{4(r_{ji} - \xi a)(1-r_{ji})}{(1-\xi a)^2}\right) & \text{for } \xi a < r_{ji} \leq 1 \end{cases}$$

with $\mu_+ > 0$. Thus, the interaction favors alignment at short distances and anti-alignment at larger distances within the interaction range (Fig. 1b). The maximal strengths of alignment and anti-alignment are denoted by $\mu_+$ and $-\mu_-$, respectively (Fig. 1b).

The second term on the right-hand side of Eq. (2) describes a repulsive soft-core interaction where $\alpha_{ji} = \arg(r_{ji})$ is the polar positional angle of particle $j$ in the reference frame of particle $i$. A constant repulsion strength $\kappa \geq 0$ is assumed below a distance $r_{ji} \leq \xi_r$ and no interaction for $r_{ji} > \xi_r$, indicated by the Heaviside function $\Theta(x)$. The repulsive interaction is motivated by steric interaction of finite-sized particles. We assume that short-ranged alignment and repulsion act on comparable length scale $\xi_r \lesssim \xi a$ and use $\xi_r = \xi a/2$.

We performed numerical simulations of the microscopic particle dynamics (1) in the high density regime $\rho_0 \gg 1$. Examples of the observed patterns are shown in Fig. 1c,d and movies can be found in Supplementary Material (SM). For low $\mu_+$ and $\mu_-$, we observe a spatially homogeneous, disordered state (region I in the phase diagram Fig. 3, Movie 1 in SM). For low $\mu_-$, an increase in $\mu_+$ eventually leads to the onset of long-ranged orientational order (region II in Fig. 3, movie 2 in SM). In contrast, for large $\mu_+$ and large $\mu_-$ we observe periodic arrays of vortices in the velocity field (Fig. 1e, region III in Fig. 3, Movie 3 in SM). These vortices are typically accompanied by a periodic modulation of the density. However, a strong short-range repulsion (large $\kappa$) enforces a quasi-homogeneous density profile with only weak fluctuations. The pattern corresponds to the one observed in the phenomenological model by Dunkel et al. [27]. Interestingly, for parameters in the vortex phase (III) close to the emergence of polar order (II), the short-ranged alignment induces mesoscopic convective flows, whereas $\mu_-$ is just sufficiently large to break global orientational order. These flows destroy the spatial periodicity of the vortex array, and the emergent, irregular pattern is best described as *meso-scale turbulence* [14] (Fig. 1f, Movie 4 in SM). Fig. 2 shows the two-point velocity correlation $C_{vv}(r)$ and its Fourier transform $E_2(k)$, see [14] for definitions, for a periodic vortex array and in the turbulent phase. In the former case, we typically observe damped oscillations of $C_{vv}(r)$ corresponding to a sharp peak in the energy spectrum $E_2(k)$ indicating spatially periodic vortex patterns. In the turbulent phase, $C_{vv}$ shows only a single minimum. The qualitative behavior of the velocity correlation function in the turbulent regime is in good agreement with observations made in dense bacterial suspensions [11,15].

Following [28,29], we derive the dynamics of the one-particle density function $p(r, \phi, t) = \langle \sum_{i=1}^N \delta(|r - r_i(t)|)\delta(\phi - \phi_i(t)) \rangle$ starting from the
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Fokker-Planck equation \[30\] of the $N$-particle probability density function (PDF). The evolution of $p(\mathbf{r}, \varphi, t)$ depends on the two-particle distribution function due to binary interactions. Here, we approximate the two particle PDF by neglecting correlations between particles. Using this choice of closure, we obtain a nonlinear Fokker-Planck equation for the one-particle density:

$$\partial_t p(\mathbf{r}, \varphi, t) = -\nabla \cdot \nabla p(\mathbf{r}, \varphi, t) + D_\varphi \partial_\varphi p(\mathbf{r}, \varphi, t)$$

$$- \partial_\varphi \left[ \int d^2r' d\varphi' T_\varphi(\mathbf{r}', \varphi', \varphi, t) p(\mathbf{r}, \varphi, t) p(\mathbf{r} + \mathbf{r}', \varphi', t) \right].$$

Eq. \[4\] is solved by the spatially homogeneous, isotropic state $p_0 = \rho_0/(2\pi)$ where $\rho_0$ is the spatially homogeneous particle density. In order to study the stability of this solution, it is convenient to work in Fourier space with respect to the angular variable $\varphi$. We derive equations of motion for the Fourier coefficients $\hat{f}_n(\mathbf{r}, t) = \int_0^{2\pi} d\varphi e^{i n \varphi} p(\mathbf{r}, \varphi, t)$ from \[4\]. Further, we expand $p(\mathbf{r} + \mathbf{r}', \varphi', t)$ into a Taylor series around $\mathbf{r}' = \mathbf{0}$, which allows for the transformation of the interaction integral in Eq. \[4\] into an infinite series of differential operators \[31\] \[32\]. The Fourier transformation of Eq. \[4\] then yields

$$\partial_t \hat{f}_n = -\left( \nabla \hat{f}_{n+1} + \nabla^* \hat{f}_{n+1} \right) - n^2 D_\varphi \hat{f}_n$$

$$+ \pi n \left[ \hat{f}_{n-1} - \hat{f}_{n+1} + \mu_\Delta \hat{f}_{-1} \right]$$

$$- \pi n \left[ \hat{f}_{n-1} - \kappa_\Delta \nabla \hat{f}_0 - \hat{f}_{n+1} + \kappa_\Delta \nabla^* \hat{f}_0 \right]$$

where $\nabla = (\partial_x + i \partial_y) / 2$.

Some terms in Eq. \[5\] are also present for non-interacting particles: the first two terms on the right hand side in parenthesis account for the convection due to active motion, whereas the third term describes the diffusion of the direction of motion due to angular fluctuations. The term containing the differential operator $\mu_\Delta = \int_0^\infty dr \gamma J_0(r \sqrt{\sigma})$ originates in the alignment interaction. It can be rewritten using the series expansion of the Bessel function of the first kind $J_0(x)$ to

$$\hat{\mu}_\Delta = \sum_{n=0}^{\infty} \mu_n \Delta^n, \quad \mu_n = \int_0^\infty dr \rho(r) \frac{r^{2n+1}}{4^n n!}. \quad (6)$$

The last two terms stem from the repulsion interaction in Eq. \[2\]. The operator $\kappa_\Delta$ is given by the series

$$\kappa_\Delta = \kappa \sum_{n=0}^{\infty} \frac{\xi_n^{2n+3}}{4^n n!(n+1)!} \Delta^n. \quad (7)$$

Starting from Eq. \[5\], we analyzed the linear stability of the disordered, homogeneous state $p_0$. The number of parameters determining the linear stability of $p_0$ is reduced by introducing $\beta = \rho_0 \mu_+, \gamma = \mu_- / \mu_+$ and $\eta = \rho_0 \kappa$. The results of the linear stability analysis (phase diagram) are shown in Fig. \[2\]. The different behavior of the largest eigenvalues $\sigma(k)$, where $k = |k|$ denotes the wavenumber, reveals the existence of three distinct phases. We observe an instability towards a spatially homogeneous orientationally ordered state indicated by a maximum of $\text{Re}(\sigma(k))$ at $k = 0$. For other parameter values, we find a novel instability with a maximum of $\text{Re}(\sigma(k))$ at a finite wavenumber $k \neq 0$ predicting the emergence of a spatial pattern with a characteristic length scale. The destabilization of $p_0$ at finite $k$ is only possible if $\gamma$ is large enough. This particular instability cannot be found in a system with alignment only, because it crucially depends on the presence of sufficiently strong anti-alignment interaction.

We derive approximated equations for the relevant observables: density $\rho(\mathbf{r}, t)$ and the momentum field $\mathbf{w}(\mathbf{r}, t)$, related to $\hat{f}_0$ and $\hat{f}_1 \[33\]$. The dynamics of the $n$-th Fourier coefficient $\hat{f}_n$ is in general coupled to the coefficients $\hat{f}_{n-1}$ and $\hat{f}_{n+1}$, cf. Eq. \[5\]. Thus, the nonlinear, non-local Fokker-Planck equation \[4\] is equivalent to an infinite hierarchy of dynamical equations \[5\] in Fourier space. This formulation allows for a systematic investigation of the consequences of the following two approximations: (i) elimination of Fourier coefficients $\hat{f}_n$ with $|n| > n_c > 0$, i.e. assuming fast relaxation of high order orientational modes; (ii) elimination of higher-order derivatives in \[6\] and \[7\] by focusing only on large-scale spatial dynamics.

First, we eliminate the second Fourier mode by assuming $\partial_t \hat{f}_2 \approx 0 \[29\] \[34\]$ but keep the full operator $\hat{\mu}_\Delta$ accounting for the non-local interactions. For simplicity, only the corresponding linearized evolution equations are
considered (linearized hydrodynamic equations)

\[
\frac{\partial \rho}{\partial t} = -\nabla \cdot w, \tag{8a}
\]
\[
\frac{\partial w}{\partial t} = -c\nabla \rho - D_\phi w + \pi \rho_0 \hat{\mu}_\Delta w + \frac{\Delta w}{16D_\phi}, \tag{8b}
\]

where the positive coefficient \(c = (1/2 + \pi \eta \xi_0^2/6)\) is proportional to the compressibility.

A comparison of the prediction on linear stability from the full kinetic theory in Eq. (6) with corresponding results from Eqs. (8) shows that the latter theory qualitatively reproduces the general structure of the phase space (Fig. 3). Excellent quantitative agreement is obtained for large noise strengths due to the strong damping of higher order Fourier modes and an effectively weak coupling of different modes (not shown).

So far, we have kept the full interaction operator \(\hat{\mu}_\Delta\) defined in Eq. (II). We can now connect our theory to phenomenological theories as the one by Toner and Tu [25, 26] or the one by Dunkel et al. [14, 27] by truncating the infinite series in Eq. (6) as \(\hat{\mu}_{\Delta N_c} = \sum_{n=0}^{N_c} \mu_n \Delta^n\). The stability of the linearized dynamics at short length scales (large \(k\)) requires \((-1)^{N_c} \mu_{N_c} < 0\) to hold. If the anti-alignment interaction is dominant, this implies even \(N_c\) and the lowest order truncation is given by \(N_c = 2\). In this case, the linearized hydrodynamic equation of the momentum field reads

\[
\frac{\partial w}{\partial t} \approx -c\nabla \rho + \left[\pi \rho_0 \mu_0 - D_\phi\right]w \tag{9}
\]
\[
+ \left[\pi \rho_0 \mu_1 + (16D_\phi)^{-1}\right] \Delta w + \pi \rho_0 \mu_2 \Delta^2 w,
\]

where \(\Gamma\) denotes the effective viscosity of the momentum field \(w\). One sees from Eq. (9) that polar order increases locally, if \(\pi \rho_0 \mu_0 - D_\phi > 0\) (right of black dashed line in the phase diagram, Fig. 3).

We performed the linear stability analysis of the spatially homogeneous, isotropic state for different truncation orders \(N_c\). The results are depicted in Fig. 3. Qualitatively, the three phases of the system – disordered, polar order and vortex arrays – are predicted by the truncated, linearized hydrodynamic theory for all \(N_c \geq 2\). The predictions of the linear stability analysis by the hydrodynamic theory on the transition lines are, however, only for \(N_c \geq 4\) in rough quantitative agreement with the predictions of the full kinetic theory [27]. In contrast, the predicted structure of the phase space for \(N_c = 2\) differs significantly from the one obtained from the full kinetic theory: the extent of the vortex phase is much smaller than predicted by the kinetic theory.

However, it is possible to gain important qualitative insights in the mechanism leading to periodic structures in the order-parameter field, which is related to a change of sign of the effective viscosity \(\Gamma\) in Eq. (9), as suggested already in [27]. In turn, this is only possible if the alignment strength is negative, i.e. anti-alignment is present.

Since the presented model captures the phenomenology of meso-scale turbulence (cf. Fig. 1 and Fig. 2), we hypothesize that this state may emerge due to a competition of short-ranged alignment and anti-alignment at larger distances suppressing the emergence of long-ranged, spatially homogeneous orientational order. Moreover, the introduced model exhibits regular periodic vortex array patterns if the anti-alignment interaction is strong enough.

In summary, we have proposed a simple model of self-propelled particles with purely local interactions: alignment of close-by neighbors and anti-alignment with particles at larger distances, which exhibits not only a polar ordered phase but also periodic vortex array patterns if the anti-alignment interaction is strong enough.

The latter emerges close to the critical line for the onset of polar order, where increasing convective flows destroy the regular vortex pattern. We were able to establish a direct connection between the microscopic and mesoscopic behavior of interacting self-propelled particles by a derivation and analysis of coarse-grained equations suggested to describe these novel phases of active matter. On a more general level, the emergence of collective motion patterns in self-propelled particle systems due to the simultaneous action of short-range alignment and anti-alignment at larger dis-
stances represents the analogue of the Turing mechanism based on short-range activation and long-range inhibition in reaction-diffusion systems.
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