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Abstract—A deep clustering network (DCN) is desired for data streams because of its aptitude in extracting natural features thus bypassing the laborious feature engineering step. While automatic construction of deep networks in streaming environments remains an open issue, it is also hindered by the expensive labeling cost of data streams rendering the increasing demand for unsupervised approaches. This article presents an unsupervised approach of DCN construction on the fly via simultaneous deep learning and clustering termed autonomous DCN (ADCN). It combines the feature extraction layer and autonomous fully connected layer in which both network width and depth are self-evolved from data streams based on the bias-variance decomposition of reconstruction loss. The self-clustering mechanism is performed in the deep embedding space of every fully connected layer, while the final output is inferred via the summation of cluster prediction score. Furthermore, a latent-based regularization is incorporated to resolve the catastrophic forgetting issue. A rigorous numerical study has shown that ADCN produces better performance compared with its counterparts while offering fully autonomous construction of ADCN structure in streaming environments in the absence of any labeled samples for model updates. To support the reproducible research initiative, codes, supplementary material, and raw results of ADCN are made available in https://github.com/andriash001/AutonomousDCN.git
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I. INTRODUCTION

The use of deep neural networks (DNNs) for data streams is desired because it offers the automatic features engineering step and its aptitude to handle complex problems with high-input dimension [1]. Nevertheless, such approaches are under-explored in the data stream literature due to the iterative training nature of DNNs and its rigid structure. The former issue rises the computational and memory issue for data streams requiring data samples to be scanned once without revisiting them again in the future [2]. The latter issue causes the so-called retraining phase from scratch being impossible to be carried out in the resource-constrained environments of data streams and imposes relevant knowledge to be catastrophically erased by new ones [3]. In addition, the fixed structure of DNNs warrants the model’s capacity to be determined before the process runs—impossible to be done given the non-stationary natures of data streams. It often leads to the over-estimation problem where the network structure of DNNs is overly complex and redundant thus calling for the pruning approaches to be performed afterward [4], [5].

The requirement of powerful algorithms for data streams is evident in practice notably in the predictive maintenance sector. That is, data are collected from sensors continuously with a fast sampling rate [6]. This issue cannot be settled by deployment of a static model which cannot adapt to new training patterns due to non-stationary nature of a manufacturing process [2]. Once maintenance is completed, a model is supposed to revisit its previously seen state. In other words, a model should be robust against the catastrophic forgetting problem when embracing to a new operating condition [7]. That is, it must possess a knowledge retention property. Another issue is perceived in the prohibitive labeling cost because data annotation often results in a complete shutdown of the manufacturing process for visual inspection. This calls for a continual learner handling non-stationary data streams in a label-wise fashion while being robust against the issue of catastrophic forgetting.

The algorithmic development of DNNs for data streams has started to gain research attention. In [8], online deep learning (ODL) is proposed with the idea of hedge back-propagation where every layer has its direct connection to the output layer and produces its own local output. Despite its online training scheme, this approach still relies on the fixed structure which does not adapt to the concept drift. Incremental learning of denoising autoencoder is proposed in [9] to grow the hidden nodes based on the loss criteria and merges redundant hidden nodes. A similar idea is shared in [4] where it is built upon a radial basis function network. The above-mentioned study, however, has not been evaluated under standard data stream evaluation protocol, namely, the prequential procedure [2]. Furthermore, these approaches still depend on the shallow network structure. It is understood that the addition of network depth is capable of boosting the capacity of a model more significantly than network width [10].

A fully flexible DNNs, namely, autonomous deep learning (ADL), is proposed in [11]. ADL features a different depth network structure where its hidden nodes and layers
are self-organized from data streams. The different depth network structure handles the catastrophic forgetting problem in integrating a new layer where every layer produces its own output aggregated by the weighted voting scheme. This idea is extended to the context of the standard multi-layer perceptron (MLP) network structure in neural network (NN) with dynamically evolved capacity (NADINE) [12] where adaptive memory and soft-forgetting mechanisms are designed to address the catastrophic forgetting problem during structural evolution. Another piece of work under the roof of recurrent NNs, namely, parsimonious learning machine (PALM), is put forward in [13]. It is created based on the teacher-forcing concept where its network structure is self-evolved to handle data streams. These approaches are hampered by their fully supervised working principle thereby imposing prohibitive labeling cost.

One of the major bottlenecks for most data stream algorithms relies on the assumption where the true class label can be gathered shortly after data samples arrive [2]. This fact does not coincide with the fact where at least some delay is expected by the operator to label data samples [14]. It is also known that the labeling cost is varying. For instance, fault diagnosis via manual inspection has to be performed to feed the correct class label. That is, one target class might be more difficult to gather than other classes. This issue also creates difficulty in adapting to the concept drift as the drift status has to be flagged in the absence of any target classes. Furthermore, the aforementioned approaches are not capable of handling catastrophic forgetting because of the presence of new tasks. That is, unable to deliver a good performance on the previously seen task after learning a new task [7], [15].

One attempt to resolve the issue of labeling cost is via the deployment of active learning by means of actively querying important samples for model updates to operators. The confidence score is proposed to actively sample important labels of data streams for model updates [6]. This method indeed reduces the labeling cost yet it often biases to under-represented classes in which the class label might be difficult to obtain. In addition, the true class label has to be immediately obtained without considering the possible delay. Another attempt to overcome the labeling cost is via the algorithmic development of a semi-supervised algorithm assuming partially labeled samples. In [16], it makes use of the incremental learning of denoising autoencoder coupled with the hashing algorithm. A self-evolving denoising autoencoder having closed-loop configuration between the generative and discriminative learning phases is proposed [17]. These approaches, however, do not fit to handle the infinite delay case where the true class label is only available during the warm-up phase.

The labeling cost of the data stream is addressed as the extreme latency problem where it relies only on pre-recorded labels, while the true class label never arrives during the process runs. Compacted object sample extraction (COMPOSE) is proposed in [18] to cope with the extreme latency problem via the computational geometry approach. In [14], stream classification algorithm guided by clustering (SCARGC) is put forward in which it adopts the pool-based approach. These two approaches are non-deep-learning approach. The problem of labeling delay is addressed via the dynamic skip connection of recurrent NN in [19]. In [20], the deep learning approach via the self-labeling strategy with hedge (SLASH) method is put forward. Our approach differs from these approaches since it is a fully unsupervised approach. That is, the training process is performed in the absence of labeled samples. The class labels are only used to induce class-associate representations [21], i.e., few labeled samples are only exploited to determine the class tendency of a cluster being done in the initialization phase. Note that this step is necessary because we deal with a classification task rather than a clustering task.

An autonomous deep clustering network (ADCN) is proposed in this article for unsupervised data stream classification in lifelong environments. ADCN is constructed under the deep network structure consisting of a feature extractor and an autonomous fully connected layer. The feature extractor layer may adopt either the convolutional layer or the MLP layer. On top of that, a flexible fully connected layer is used. It is crafted by the deep clustering network (DCN) approach with a self-evolving property. That is, both network width and depth are self-generated. Hidden nodes can be automatically generated or pruned in a flexible manner using the network significance (NS) method [17], while the drift detection method is used to expand the network depth. The self-clustering mechanism is performed in the deep embedding space where every layer produces its own set of clusters and its own local output. That is, clusters are self-generated in different levels of deep embedding space to cope with any possible concept drift. A simple summation is applied to infer the final predicted output.

The overall optimization objective aims to produce the cluster-friendly latent space preventing the trivial solution [22]. In other words, it performs simultaneous feature learning and clustering under one joint optimization problem. It replaces the traditional paradigm of linear transformation having difficulty in handling complex data distribution with deep nonlinear transformation via stacked autoencoder (SAE). It jointly optimizes both the reconstruction loss in a greedy-layer-wise fashion and the clustering loss. Furthermore, a latent-based regularization adopted from [3] completes the ADCN learning policy. It is capable of resolving the catastrophic forgetting problems by creating a task-invariant network.

This article consists of five major contributions: 1) it presents an unsupervised approach for data stream classification; 2) it proposes the deep clustering approach for data stream classification; 3) it put forwards a methodology for structural learning of DCNs from data streams; 4) it incorporates a latent-based regularization strategy to mitigate the catastrophic forgetting problems; and 5) source codes of ADCN including all our numerical results are made public to support reproducible research. Our numerical results have demonstrated the efficacy of ADCN for handling data streams in an unsupervised manner where it produces better accuracy to those counterparts in most cases.

The rest of this article is structured as follows: Section II outlines the problem formulation; Section III discusses the learning policy of ADCN; Section IV elaborates our experiments; some concluding remarks are drawn in Section V of this article.
II. PROBLEM FORMULATION

Data stream problem is defined as the problem of never-ending information flow $B_1, B_2, B_3, \ldots, B_K$ where data batch $B_1$ is sampled regularly within a specific time interval and $K$ is the number of data batches often unknown in practice. This peculiar property requires data stream $B_k$ to be handled in a single scan without revisiting it again in the future to assure scalable space and memory complexities. Data stream arrives in the absence of correct class labels $B_k = X_k \in \mathbb{R}^{N_u}$ where $N$ and $u$, respectively, denote the size of data batch and data dimension. ADCN handles data streams in point-by-point $N = 1$ or chunk-by-chunk equally well including constant or varying chunk size. Input samples $X_k$ are paired with true class labels $Y_k \in \mathbb{R}^{N_u \times M}$ via a particular labeling mechanism where $M$ stands for the number of target classes. Nonetheless, the labeling cost of the data stream is laborious and often calls for continual labeling efforts by operators.

The underlying objective is to build a teacher-free predictive model $f(.)$ being capable of associating an input sample $X$ to its corresponding class label $Y = f(X)$ in the absence of any true class label navigating its training process. Another important property of data streams lies in the rapidly changing data distributions affecting the joint probability distribution $P(Y|X)_t \neq P(Y|X)_{t+1}$. This issue necessitates a self-organizing property of a model where it is capable of adjusting the model’s capacity with respect to the distributional variations of data streams. In the realm of unsupervised data stream classification, a model has no knowledge of the desired target distribution. That is, structural learning of a model is governed based on the change in marginal probability distribution $P(X)_t \neq P(X)_{t+1}$.

In the streaming environments, there may exist a new task where the incoming data belonging to both known or new classes (NC) come into the picture in a batch $B_k$ [7]. This situation, also known as a continual learning environment, demands an algorithm to adapt to new knowledge, without forgetting the previously seen task, namely, catastrophic forgetting [15]. One may consolidate all data and retrain the network. This practice, however, is far from the biological learning philosophy and does not fit to handle endless sequences of streaming data that are generated continuously in a rapid manner [2]. Consequently, the predictive model $f(.)$ should be able to accumulate the knowledge, hence delivering positive transfer, as well as being able to generalize to the previous task. That is, successfully mitigating the catastrophic forgetting problem which becomes the second objective of this study.

III. LEARNING POLICY OF ADCN

A. Network Architecture of ADCN

The network architecture of ADCN is built upon two modules, feature extraction layer and self-evolving fully connected layer tracking any distributional changes in data streams. The feature extraction layer can be built upon either MLP or convolutional NN (CNN) layer handling both sensory data streams and visual data streams. That is, raw input signal $X$ is fed to the feature extraction layer $F(.)$ to produce natural input feature $Z$. The parameters of the feature extractor are updated in the same way as in the autoencoder obtaining useful features [1]. In other words, the feature extractor enables the remainder part of the network to enjoy better representation for clustering purposes.

The output of the feature extractor $Z$ is injected to flexible fully connected layer which serves as SAE as illustrated in Fig. 1. It projects the natural features to lower dimensional latent space. SAE is constructed by the encoder (1) and decoder (2) trained to reconstruct the natural features as follows:

\[
    h' = r(W^l h^{l-1} + b^l); \quad h^0 = Z
\]

\[
    \hat{h}^{l-1} = r((W^l)^T h^l + d^l) \quad \forall l = 1, \ldots, L
\]

where $W^l \in \mathbb{R}^{R_l \times ul}$ and $b^l$ are, respectively, the SAE weight and bias in the $l$th layer, while $d \in \mathbb{R}^{ul}$ is the decoder bias of the $l$th layer. Note that in this research a tied weight constraint is adopted. That is, the decoder weight is the transpose of the encoder weight attempting to reduce the risk of overfitting [1]. The number of hidden nodes and the number of inputs in the $l$th layer are, respectively, denoted as $R_l$ and $ul$, whereas $L$ represents the number of SAE hidden layer. A function $r(.)$ is arranged as the ReLU activation function.

The parameters of feature extractor and SAE are learned in the greedy-layer-wise fashion to deal with a non-convex optimization problem. Furthermore, SAE features the self-evolving characteristic where its network width and depth are governed by a particular structural learning procedure rather than being prefixed to handle the change in marginal distributions $P(X)_t \neq P(X)_{t+1}$. In addition to the dimensionality reduction approach, the use of SAE also works to avoid the trivial solution frequently occurring in the case of linear transformation. That is, SAE functions as the nonlinear projector of natural features generating the clustering-friendly latent space [22].

The self-clustering mechanism is performed in every layer of SAE where its local output is produced by calculating the cluster’s allegiance [21] as follows:

\[
    a_{c_j h_n}^{l} = \frac{\exp \left( - \| c_j - h_n^{l} \| \right)}{\max_{j = 1, \ldots, C} \exp \left( - \| c_j - h_n^{l} \| \right)}
\]
where \( c_j^l \) and \( C_l \) are the centroid of the \( j \)th cluster and the number of clusters at the \( l \)th layer of SAE, respectively. The number of cluster can be incrementally increased to encompass the uncovered representation. Until this point, it is clear that updating the ADCN parameters can be achieved without any labeled samples. The feature extractor, SAE, and self-clustering mechanism can be updated in an unsupervised manner.

When it comes to classification, several labeled samples can be provided for associating centroids with classes via (3). That is, latent representations of labeled samples \( h_n^{l'} \in \mathbb{R}^{Nm} \) are associated with the nearest centroid \( c_j^l \). The allegiance of a cluster to the \( m \)th class is the average \( a_{c_j,h_n}^l \) to all the labeled samples that belong to the \( m \)th class as follows:

\[
A_{c_j,m}^l = \frac{1}{N_m} \sum_{n=1}^{N_m} a_{c_j,h_n}^l
\]  

(4)

where \( N_m \) is the number of labeled samples belonging to the \( m \)th class. The local output of the \( l \)th layer is produced by combining the cluster’s allegiance and the distance of cluster to the incoming sample \( h^l \). In a nutshell, \( h^l \) is classified to a class by the \( l \)th layer which maximizes a combined score consisting both cluster allegiance and the distance formalized as follows:

\[
\text{score}^l = \text{Softmax} \left( \sum_{j=1}^{C_l} A_{c_j,m}^l \exp \left( -\| c_j^l - h^l \| \right) \right)
\]

(5)

\[
\hat{Y} = \arg \max_{m=1,\ldots,M} \sum_{l=1}^{L} \text{score}^l_m
\]

(6)

where \( \text{score}^l \in \mathbb{R}^m \) is regarded as a score of a data point \( h^l \) obtained from the \( l \)th layer indicating it tends to be predicted to which class. In addition to standardizing the score of every layer, \( \text{Softmax}() \) is useful to ensure the partition of unity property of score. Once calculating the local score of \( L \) layers’ SAE, the predicted label results from the summation of score\(^l\) across all \( L \) layers as written in (6). Note that labeled samples are only exploited to associate a cluster to a target class as per (4) because a classification problem is considered rather than a clustering problem here and this step can be performed in the initialization phase. Labeled samples are not used at all for model updates.

B. Structural Learning of SAE

1) Adjustment of Network Width: ADCN possesses a flexible network structure where its hidden nodes are automatically grown and pruned on the fly. It is governed by the NS method [17] derived from the bias-variance decomposition concept formalized as follows:

\[
\text{NS} = (h^l - E[h^l])^2 + (E[(h^l)^2] - E[h^l]^2)
\]

\[
\text{NS} = \text{Bias}(h^l)^2 + \text{Var}(h^l)
\]

(7)

where \( E[h^l] \) stands for the expected reconstructed features of SAE. Note that the bias and variance expression here is based on the reconstruction loss of SAE in a greedy-layerwise manner. The growing phase is controlled by the bias term where high bias, underfitting, signifies the addition of extra hidden nodes to increase the model’s capacity, while high variance, overfitting, pinpoints removal of inconsequential hidden nodes to decrease the model’s capacity. Assuming the normal distribution \( p(h^l) \), (7) can be solved [17].

The hidden unit growing condition is formulated from the statistical process control method with dynamic confidence level as follows:

\[
\mu_{\text{bias}} + \sigma_{\text{bias}} \geq \mu_{\text{bias}}^{\text{min}} + k_1 \sigma_{\text{bias}} \rightarrow \text{Growing}
\]

\[
\mu_{\text{var}} + \sigma_{\text{var}} \geq \mu_{\text{var}}^{\text{min}} + 2k_2 \sigma_{\text{var}} \rightarrow \text{Pruning}
\]

(8)

(9)

where \( k_1 = 1.3 \exp(-\text{Bias}^2) + 0.7 \) and \( k_2 = 1.3 \exp(-\text{Var}) + 0.7 \) is defined from Hoeffding’s bound statistic. Note that the point of interest here is in the change in marginal distribution, virtual drift, rather than the conditional distribution, real drift, because of the unsupervised nature of ADCN. The drift detection method initiates by finding the cutting point, a point where the population means increases. A cutting point, cut, is identified if the following condition comes across:

\[
\hat{S} + \epsilon_s \leq \hat{T} + \epsilon_t
\]

(10)

where \( S \in \mathbb{R}^{2N} \) is the extracted feature \( Z \) produced using previous and current batch data \([B_{k-1}; B_k]\), whereas \( T \in \mathbb{R}^{2N} \) is identified from Hoeffding’s bound as follows:

\[
\epsilon_{S,T} = \sqrt{\frac{1}{2 \times \text{size} \times \ln \frac{1}{\alpha_s}}}
\]

(11)

where size denotes the cardinality of the data matrix \( S, T \), while \( \alpha_s \) is the significance level. Note that the significance level is inversely proportional to the confidence level of 1 - \( \alpha_s \). Once finding the cutting point cut, the drift condition can be signaled if \( |\hat{S} - \hat{T}| \geq \epsilon_d \). There exists another condition,
warning, where a drift still requires further investigation with the next data batch. The warning condition, $\epsilon_w \leq |\hat{S} - T| \leq \epsilon_d$, is akin to the drift condition unless a higher significance level is used $\alpha_d < \alpha_w$ leading to a lower confidence level. The error bound drift and warning $\epsilon_d, \epsilon_w$ are written as follows:

$$
\epsilon_{d,w} = (b - a) \times \sqrt{\frac{\text{size-cut}}{2 \times \text{cut} \times \text{size}}} - \ln \frac{1}{\alpha_{d,w}}
$$

(12)

where $[a, b]$ represents the interval of $S$. The concept drift induces the introduction of a new layer where the number of nodes of a new layer is set as half of the number of nodes of a previous layer. This strategy is designed to induce the nonlinear feature reduction mechanism and to prevent an over-complete network. Initial unlabeled data are exploited to construct a new layer if the next data batch returns a drift condition. Conversely, a stable condition only leads to the parameter learning phase. It is worth mentioning that the catastrophic forgetting problem is not incurred here since the greedy-layer-wise training scenario is implemented. Moreover, the self-clustering mechanism is implemented in every layer thereby generating its own local output. The overall network evolution of ADCN is illustrated in Fig. 1.

3) Self-Clustering Mechanism: ADCN applies the self-clustering mechanism in the deep embedding space—every layer of SAE which aims to find the clustering-friendly latent space thus resulting in high generalization power. The self-clustering mechanism is implemented here where clusters are self-evolved from data streams to deal with variational distributions. Suppose that $D(x, y)$ denotes the $L2$ distance between two variables $x, y$, a new cluster is added if the following condition is fulfilled:

$$
D(h^{l}, c^{l}_{\text{win}}) > \mu^{l}_{\text{win}} + k^{l}_{\text{win}} \sigma^{l}_{\text{win}}
$$

$$
k^{l}_{\text{win}} = 2 \exp \left( -D(h^{l}, c^{l}_{\text{win}}) \right) + 2
$$

(13)

where $c^{l}_{\text{win}}$ is the winning cluster of the $l$th latent space, while $\mu^{l}_{\text{win}}$ and $\sigma^{l}_{\text{win}}$ are the mean and standard deviation of $D(h^{l}, c^{l}_{\text{win}})$, respectively. The winning cluster is that having the most adjacent distance to the cluster winning $\min_{i=1,..,C_l} D(h^{l}, c^{l}_{i})$. The dynamic constant $k^{l}_{\text{win}}$ is used to realize a dynamic confidence degree. The condition in (13) indicates that a new cluster tends to be appended if the winning cluster is incapable of covering the current latent representation $h^{l}$. It also signifies the presence of concept drift since a data point is not properly covered by any cluster. A new cluster is parameterized as $c_{C_l + 1} = h^{l}$ and $\text{Sup}_{C_l + 1} = 1$ where those, respectively, represent the centroid and support of the new cluster.

C. Parameter Learning Strategy

1) Simultaneous Feature Learning and Clustering: It is performed via joint cost function taking into account both the reconstruction loss and the clustering loss. The reconstruction loss avoids the trap of trivial solutions by means of nonlinear dimensional reduction via SAE mapping the latent space back to the extracted feature space. The use of clustering loss aims to discover the clustering-friendly latent space. The joint optimization problem $L_U$ is expressed as follows:

$$
L_U = L(X, \hat{X}) + \sum_{l=1}^{L} \left( L(h^{l}, h^{l}) + \frac{\alpha}{2} \| h^{l} - c^{l}_{\text{win}} \|_2 ^2 \right)
$$

(14)

where $L_U$ is the unsupervised learning loss and $L(.)$ represents the mean squared error (mse) loss. The clustering loss strength $\alpha$ is a constant controlling the amount of update from the clustering loss. In other words, it finds a balance between the clustering-friendly latent space and latent space best representing the original feature space. The first and second terms are designed to update the feature extractor and to learn the latent structure of data space via $L$ multiple nonlinear mapping of SAE. Note that it also functions as the nonlinear dimensionality reduction addressing the bottleneck of simple linear mapping, namely, the trivial solution. The third part of (14) is obtained from the $K$-means loss function simultaneously solved with the reconstruction loss in the greedy-layer-wise fashion. It is worth noting that the clustering mechanism takes place in every layer of SAE as depicted in Fig. 1 where ADCN features an expandable network depth controlled by the drift detection mechanism. Note that our approach differs from [22] since their clustering process is only localized into the bottleneck layer.

Simultaneous feature learning and clustering is performed in the greedy-layer-wise fashion and addressed via alternate optimization between SAE’s parameters and cluster’s parameters. That is, the cluster’s parameters are fixed when updating SAE’s parameters. SAE’s parameters are optimized via the stochastic gradient descent (SGD) approach. Also, it is understood that parameter initialization is one of the important parts of DNN training [1]. Because of this reason, a small pre-training phase is executed before the streaming process run to initialize the network parameters. As many as $N_{\text{win}}$ samples are exploited in this phase. The streaming process is started after $nE$ epochs are achieved. This process is also carried out whenever there is a new layer or at the beginning of a new task. Note that the learning process in the streaming phase is conducted in a single-pass learning fashion as an effort to cope with the rapid nature of the data stream.

2) Centroid Update: The cluster’s centroid is updated in the winner-takes-all fashion if (13) is violated. That is, only the winning cluster having the closest distance to a data sample is adjusted. The centroid’s update is formulated as follows:

$$
c^{l}_{\text{win}} = c^{l}_{\text{win}} + \frac{c^{l}_{\text{win}} - h^{l}}{\text{Sup}^{l}_{\text{win}}}^{+1}; \quad \text{Sup}^{l}_{\text{win}} = \text{Sup}^{l}_{\text{win}} + 1
$$

(15)

where $c^{l}_{\text{win}}$ and $\text{Sup}^{l}_{\text{win}}$ are the centroid and cardinality of the winning cluster, respectively. Equation (15) adjusts more aggressively for a cluster with low number of population, whereas it updates more gracefully for a cluster with high number of population. Furthermore, a data sample $h^{l}$ is assigned to the winning cluster increasing the cardinality of the winning cluster. Equation (15) is also seen as the SGD method where the learning rate is varied as the cluster’s population.

One major cause of trivial solutions is that all data are assigned to a single cluster. To further avoid this issue, a simple
trick from feature quantization [23] is adopted here. That is, empty clusters are automatically reassigned during the self-clustering process as suggested by [24]. Practically, a highly populated cluster is randomly selected whenever there is an empty cluster. We then use the selected cluster centroid with a small random perturbation as the new centroid for the empty cluster.

3) Solution of Catastrophic Forgetting: Up to this point, ADCN learning policy is able to handle unsupervised learning problem in streaming environments. Nonetheless, it is still prone to catastrophic forgetting since there is no mechanism to constraint the parameter movement while learning a new task. Here, a latent-based regularization \( L_{CL} \) adopted from [3] is added to (14) for resolving the issue. The joint optimization problem for solving unsupervised continual learning \( L_{UCL} \) can be written as follows:

\[
L_{UCL} = L_U + \sum_{i=1}^{n_T} \lambda_{iT} L_{BCE}(\hat{X}, \hat{X}_{CL}^{iT}) \tag{16}
\]

\[
\lambda_{iT} = \begin{cases} 
0, & n_T = 1 \\
\beta \left(1 - \frac{M_{iT}}{\sum_{j=1}^{n_T} M_{jT}}\right), & n_T > 1 \tag{17}
\end{cases}
\]

where \( n_T \) is the number of tasks. The second term of (16), namely, \( L_{CL} \), mitigates the catastrophic forgetting by enforcing the reconstructed output \( \hat{X} \) stability. That is, it forces the reconstructed output of a network in the current task \( \hat{X} \) to stay close to the reconstructed output of networks in all previous tasks, \( \hat{X}_{CL}^{iT} \) where \( iT = 1, \ldots, n_T \), given the current task input \( X \) and thus creating a task-invariant network. In this research, binary cross-entropy loss \( L_{BCE} \) is used instead of knowledge distillation loss attempting to simplify the implementation in streaming environments. It is achievable without loss of generalization as explained in [3].

The regularization strength \( \lambda_{iT} \in [0, \beta] \) is designed to incrementally decrease as the number of task increases [7], where \( M_{iT} \) denotes the number of classes in the current task. This is reasonable since the importance of the previous task should increase with the total number of classes learned. Here, it is also modified by introducing a constant \( \beta \) increasing the amount of regularization as an effort to compensate for the single-pass nature of ADCN. Whenever there are more than one task \( (n_T > 1) \) observed by ADCN, the latent-based regularization \( L_{CL} \) is added to (14) to update the network parameters. The optimization of \( L_{CL} \) is conducted in an end-to-end fashion since it targets all network parameters.

Regularization (16) is inspired by the proposed method in [3] to overcome the catastrophic forgetting problem in a supervised learning situation. Here, it is extended as the latent-based regularization forcing the reconstructed output of the current task to behave similar to the output of all previous tasks. Furthermore, it is executed in an unsupervised manner.

IV. PROOF OF CONCEPTS

This section demonstrates the classification performance of ADCN on benchmark datasets. The performance of ADCN was simulated on two scenarios: standard unsupervised learning and unsupervised learning in a continual learning environment. The ADCN learning policy together with those two simulation scenarios are presented in Algorithm 1 and Figs. S-1 and S-2 of the supplementary document. A list of symbols and acronyms is also provided to facilitate the reader in Tables S-1 and S-2.

A. Unsupervised Learning Problem

1) Experimental Setup: Here, all consolidated algorithms are required to classify streaming unlabeled samples where there is only one task \( nT = 1 \). The data arrive batch-by-batch where the batch size is \( N = 1000 \). Since the prequential procedure is used here, the accuracy is calculated per batch, and the final result is the average accuracy of all batches, namely, prequential accuracy (preq. acc.). It reflects the performance of an algorithm in handling concept changes [2].

In the pre-training phase, we simply consider \( N_{init} = \{1 K, 5K\} \) and \( nE = 50 \). At the end of the first batch, a limited amount of labeled data per class \( (N_m = 500) \) is introduced to evaluate the preq. acc. The labeled data remain unchanged until the streaming phase is completed. This simulates a real-world scenario where the operators only release the labels once and let the algorithms autonomously adapt to any incoming concept changes [14]. The reported results are the average over five runs. In each run, the same unlabeled data stream is handled. In other words, it tests the consistency of ADCN in dealing with a given problem. These protocols are also applied to all baselines.

2) Benchmark Datasets: We use synthetic and real-world datasets to demonstrate the efficacy of ADCN. Four of them are in the form of unstructured data, i.e., Modified National Institute of Standards and Technology (MNIST) [25], Kuzushiji-MNIST (KMNIST) [26], Fashion-MNIST (FMNIST) [27], and CIFAR10 [35]. To induce the covariate drift to those data, the image data are rotated four times \([0, 5] \rightarrow [6, 10] \rightarrow [11, 15] \rightarrow [0, 15]\) which leads to two drift types: abrupt and recurring. ADCN performance is also tested on the structured data, i.e., streaming ensemble algorithm (SEA) [28], hyperplane [29], and credit card default [30] datasets. In addition to testing ADCN performance in handling non-stationary data, the use of structured data also tests the generalizability of the proposed framework, since instead of CNN, the MLP network is used as the feature extractor. The datasets properties are summarized in Table I.

| Datasets | \#C | \#Samples | \( N_{init} \) | Char. |
|---------|-----|----------|----------------|------|
| MNIST and KMNIST | 28 \times 28 | 10 | 70K | 5K, R, U |
| FMNIST | 28 \times 28 | 10 | 70K | 5K, Syn, U |
| CIFAR10 | 32 \times 32 \times 3 | 10 | 100K | 5K, R, U |
| SEA | 3 | 2 | 100K | 1K, Syn, S |
| Hyperplane | 4 | 2 | 120K | 1K, Syn, S |
| Credit Card | 24 | 2 | 30K | 1K, R, S |

Characteristics of the data (Char.): real-world data (R), synthetic data (syn.), unstructured data (U), structured data (S).
optimization problem in (14) yet it does not incorporate evolving mechanism. AE + KMEANS is similar to DCN yet it optimizes its network and clusters alternately. SCARGC [14] is also considered as the baseline. It is a non-DNN method specifically designed for the infinite delay problem and considered as a state-of-the-art algorithm. Two versions of SCARGC built upon support vector machine (SVM) (SCARGC + SVM) and k-nearest neighbor (KNN) (SCARGC + KNN) classifiers are used here.

On MNIST-based problems and CIFAR10 dataset, ADCN uses CNN as the feature extractor. For the MNIST-based problems, the encoder part consists of two convolutional layers with 16 and four filters and max-pooling layers in between, whereas the decoder part is constructed by two transposed convolution operators with four and 16 filters. For CIFAR10 dataset, the encoder uses three-layer CNN architecture with 12, 24, and 48 filters, whereas the decoder part is composed of three transposed convolution operators with 24, 12, and 3 filters. On structured datasets, ADCN put forward a two-layered MLP as a feature extractor where the number of nodes in each layer is set as $4 \times u$. A tied weight constraint is applied to construct the decoder part. The initial node of SAE $R_1$ is simply set as 96 and $2 \times u$ for unstructured and structured data cases, respectively. Finally, the ReLU activation function is used to induce nonlinear transformation in the intermediate layers, whereas the decoder output applies the Sigmoid activation function obtaining the normalized reconstructed input.

The learning rate and momentum coefficient of SGD are set as 0.01 and 0.95, respectively. The weight decay strength is set at $5 \times 10^{-5}$ attempting to avoid overfitting. The learning batch size is set to be in the range of 4–128. In the conducted experiments, the learning batch size of ADCN was mostly set as 16 in this study. ADCN hyperparameters $\{\alpha_u, \alpha_d, \alpha_w\}$, and $\alpha$ are, respectively, set to $\{0.001, 0.001, 0.005\}$, and 0.01 which control the drift rate and the amount of update from clustering loss. Note that all these hyperparameters remain unchanged in all experiments to demonstrate the non-ad hoc nature of ADCN. To certify a fair comparison, all baselines are re-implemented in the same simulation scenario and procedure. For the DNN-based methods, the hyperparameters and network structures are the same as those applied in ADCN, whereas the hyperparameters of the non-DNN methods are reused. It aims to obtain better performance, thereby providing a more competitive experimental setting for testing out ADCN.

4) Results: From Table II, ADCN achieved the best predictive performance on six of seven problems. Specifically, ADCN delivered an average performance increase of 4.4% compared to DCN in terms of accuracy. Furthermore, the t-test confirmed that these results are statistically significant ($P < 0.05$) in five datasets. In addition to demonstrating the efficacy of ADCN learning policy, this also signifies that the evolving mechanisms of ADCN can generate appropriate network and cluster complexity for a given unsupervised data stream problem. ADCN predictive performance was comparable to DCN and AE + KMEANS on the SEA and hyperplane problems. The number of initial clusters is believed to become the main cause. Note that the number of clusters of those two methods was 100 from the beginning of the training process; whereas ADCN started the process with only two clusters. As a result, those baselines could accommodate more knowledge enabling to deliver better predictive performance.

One can see that ADCN outperforms SCARGC by a large margin in all cases in terms of accuracy. This demonstrates the advantage of using the self-clustering mechanism in deep embedding space. We note that the performance of SCARGC in these experiments was unsatisfactory, probably because it performs a direct input space clustering method which may experience a saturating performance on high input dimension datasets since the Euclidean distance is ineffective to deal with high-dimensional problems [31]. Furthermore, the direct input space clustering is less likely to obtain a better solution since the characteristics of input features are usually less stable. Note that the clustering works better on top of stable features [24].

Another important finding is also shown in Table II where ADCN predictive performance is better than DCN and AE + KMEANS in almost all cases. This finding highlights the benefit of the evolving mechanism embraced by ADCN. The autonomous SAE is capable of increasing or decreasing the network capacity on demand, whereas the self-clustering evolution aims to accommodate uncovered latent space representations crafting a new knowledge. The comparison against AE + KMEANS also suggests that the combination of structural

| Dataset | Methods | NoC | NoF | Depth | Preq. Acc. (%) |
|---------|---------|-----|-----|-------|---------------|
| MNIST   | ADCN    | 2277±31 | 117±17 | 1 | 86.49±0.56 |
|         | DCN     | 500    | 96   | 1   | 80.38±0.59   |
|         | AE+KMEANS | 500    | 96   | 1   | 80.11±0.75   |
|         | SCARGC+svm | 500    | 784  | N/A | 70.24±1.61   |
|         | SCARGC+KNN | 500    | 784  | N/A | 9.89±0.07    |
| KMNIST  | ADCN    | 2178±35 | 128±23 | 1 | 82.48±0.65 |
|         | DCN     | 500    | 96   | 1   | 76.52±1.14   |
|         | AE+KMEANS | 500    | 96   | 1   | 76.48±1.25   |
|         | SCARGC+svm | 500    | 784  | N/A | 59.46±0.86   |
|         | SCARGC+KNN | 500    | 784  | N/A | 10.03±0.06   |
| FNIST   | ADCN    | 2533±72 | 107±43.5 | 1 | 73.04±1.17 |
|         | DCN     | 500    | 96   | 1   | 70.23±0.72   |
|         | AE+KMEANS | 500    | 96   | 1   | 69.29±0.61   |
|         | SCARGC+svm | 500    | 784  | N/A | 62.79±2.11   |
|         | SCARGC+KNN | 500    | 784  | N/A | 10.10±0.08   |
| CIFAR10 | ADCN    | 2451±66 | 101±4   | 1 | 78.20±0.25 |
|         | DCN     | 500    | 256  | 1   | 72.65±0.20   |
|         | AE+KMEANS | 500    | 256  | 1   | 69.44±0.56   |
|         | SCARGC+svm | 500    | 784  | N/A | 62.79±2.11   |
|         | SCARGC+KNN | 500    | 784  | N/A | 10.10±0.08   |
| SEA     | ADCN    | 51±6   | 7±2   | 1   | 86.16±1.99 |
|         | DCN     | 100    | 0    | 1   | 85.44±0.56   |
|         | AE+KMEANS | 100    | 0    | 1   | 85.43±0.74   |
|         | SCARGC+svm | 500    | 3    | N/A | 82.42±5.86   |
|         | SCARGC+KNN | 500    | 3    | N/A | 57.89±4.34   |
| Hyperplane | ADCN | 98.80±15 | 8±1   | 1   | 83.85±2.22 |
|          | DCN     | 100    | 8    | 1   | 83.96±0.75   |
|          | AE+KMEANS | 100    | 8    | 1   | 84.12±0.87   |
|          | SCARGC+svm | 500    | 4    | N/A | 78.15±3.74   |
|          | SCARGC+KNN | 500    | 4    | N/A | 50.11±0.05   |
| Credit Card | ADCN | 501±41 | 110±3  | 6 | 74.33±3.59 |
|           | DCN     | 100    | 48   | 1   | 64.17±1.07   |
|           | AE+KMEANS | 100    | 48   | 1   | 61.23±1.24   |
|           | SCARGC+svm | 500    | 24   | N/A | 54.38±7.64   |
|           | SCARGC+KNN | 500    | 24   | N/A | 44.97±5.28   |

NoC: Number of clusters, NoF: Number of latent features for clustering. \( \times \): Indicates that the numerical results of the respected baseline and ADCN are significantly different.
evolution and joint optimization in (14) is able to work hand-in-hand to find a solution for a given problem.

The performance and network evolution of ADCN is pictorially exhibited in Fig. S-3 of the supplemental document illustrating the credit card default problem. The flexible nature of ADCN is demonstrated where the growing and pruning mechanisms are implemented. Furthermore, the evolution of accuracy is shown to rapidly increase and stable over time highlighting the efficacy of ADCN learning policy. The accuracy decreases in the case of drift but timely responded with the introduction of new nodes and new layers. From the figure, the evolving nature of the self-clustering mechanism is also demonstrated where the number of clusters can be evolved whenever there are uncovered latent features.

B. Unsupervised Continual Learning Problem

1) Experimental Setup: ADCN capability in handling unsupervised continual learning problems is tested here where the number of tasks is greater than one ($nT > 1$). We consider two continual learning scenarios in creating different tasks, i.e., new instances (NI) and NC [7]. The former scenario is defined as a situation where the newly seen data of the same classes come into the picture in the following batches possessing different distribution, whereas the latter scenario defines a case where the newly seen data of different classes arrive in subsequent batches.

Besides preq. acc., we also measure task accuracy (task acc.), positive backward transfer (BWT), and positive forward transfer (FWT) as suggested in [32]. In a nutshell, those three metrics are commonly used in continual learning and measure an algorithm’s capability in both handling catastrophic forgetting and using the past knowledge to improve its prediction in the incoming task. Using them together satisfies to determine the efficacy of a continual learning algorithm. Note that BWT and FWT are a value within $-\infty \rightarrow +\infty$, with a high positive value being the best performance in mitigating catastrophic forgetting problems and in exhibiting positive knowledge transfer.

Unless otherwise stated, a similar setup as in the first simulation scenario is adopted. In each task, all consolidated algorithms only have access to $(N_{\text{init}}/nT)$ initial unlabeled data of the current task for the pre-training purpose. After that, all algorithms process streaming unlabeled samples batch-by-batch in a one-pass learning fashion. Several labeled samples per class $(N_m/nT)$ are incrementally provided according to the task for performing classification. We simply consider $[N_{\text{init}}, N_m] = [5000, 500]$. In each task, we also let a batch of data remain unseen for calculating task acc., BWT, and FWT. That is, an algorithm is required to perform classification on all previously seen tasks at the end of every task. The simulation scenario of unsupervised continual learning is illustrated in Fig. S-2 of the supplemental document.

2) Benchmark Datasets: Rotated MNIST (RMNIST) [32], permuted MNIST (PMNIST) [33], and split MNIST (SMNIST) [34] are considered as benchmarks here which are created from the real-world handwritten digit dataset MNIST [25]. In addition to the three-digit recognition problems, the split CIFAR10 (SCIFAR10) problem [37] is included in our experiment. CIFAR10 is a popular dataset used to evaluate the performance of an image classification algorithm. It consists of 50K training images and 10K testing images incorporating ten classes: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck [35]. Besides the classes are completely mutually exclusive [35], it has been demonstrated in [36] that the nearest neighbor cluster of CIFAR10 under the $L_2$ distance metric is more unclear than that of MNIST. This causes CIFAR10 more difficult to classify than MNIST, thereby providing a more competitive benchmark for testing out ADCN.

RMNIST and PMNIST problems are, respectively, generated via image rotation and image pixel permutation realizing the NI scenario. Four tasks are considered here ($nT = 4$) generated by applying four sets of rotation angle, i.e., [(0, 30), (31, 60), (61, 90), and (91, 120)], and four random permutations to images. SMNIST and SCIFAR10 are generated by splitting the MNIST dataset in sequence based on its classes (0/1, 2/3, 4/5, 6/7, 8/9) creating five tasks ($nT = 5$). SMNIST and SCIFAR10 problems realize the NC scenario. Finally, we can have 15K samples (for RMNIST and PMNIST), 13K samples (for SMNIST), and 11K samples (for SCIFAR10) as streaming unlabeled data in each task.

3) Algorithms and Parameters: We compare the proposed ADCN with DCN, AE + KMEANS, and self-taught associative memory (STAM) [21]. To make their learning policy fit in a continual learning environment, we arm DCN and AE + KMEANS with the state-of-the-art methods in the field, i.e., learning without forgetting (LwF) [3] and synaptic intelligence (SI) [37]. In a nutshell, LwF and SI are capable of mitigating catastrophic forgetting problem, respectively, via controlling output stability and preventing the important parameters of the previous task to move away from the optimal solution. Note that they are originally operated in supervised learning. Here, those methods are used to update the autoencoder network in an unsupervised manner. On the other hand, STAM is an unsupervised continual learning algorithm consisting of a hierarchy of increasing receptive field, online clustering, novelty detection, and a dual-memory that stores the prototype of data [21]. It works in the similar manner as ADCN, with the exception that STAM uses a non-NN model as the feature extractor.

On RMNIST, SMNIST, and SCIFAR10 problems, all consolidated algorithms use the same network structure as that on the MNIST and CIFAR10 problems in the first experiment scenario. A two-layered MLP is put forward as a feature extractor instead of CNN to deal with the PMNIST problem with [1000, 500] hidden nodes in each layer. It is reasonable since the PMNIST problem requires a network to take into account all image pixels without any exception which is unachievable by CNN. Unless otherwise noted, the ADCN and SGD hyperparameters in the second experiment adopt the same value as in the first simulation scenario. The maximum regularization strength is set as $\beta = 5$ which is also applied in LwF. The regularization strength of SI is set as 0.2 in the first task and 0.8 in the remaining tasks. In the case of SCIFAR10, the learning process in streaming phase applies a small epoch of 10 times which is still applicable in streaming environments. The selected hyperparameters are fixed during experiments.
that the performances of other baselines are unsatisfactory on this problem. This finding is likely attributed to the abrupt change nature of the problem that occurred between tasks. The relatively low FWT on this problem supports our argument, signifying that there is almost no relevant knowledge to improve the performance in incoming tasks. It is understood that the latent representation learned by a DNN tends to be stable or less varying. When the task changes, the update forces the parameters to move to a point optimizing the performance on the new task resulting in changing representation. The implementation of $L_{CL}$, $L_{wF}$, and $SI$ tries to consolidate the amount of update such that the network is capable of generating stable latent representation. Changes that occurred on the PMNIST problem, however, are too severe to be addressed by these strategies in a single-pass learning fashion without any supervision. Another rationale behind low results in the PMNIST problem is attributed to the absence of any labeled samples for model updates. That is, the structural evolution is only guided by the reconstruction loss meaning that it only adapts to the virtual drift.

The comparison results against all baselines demonstrate the efficacy of the ADCN self-organizing mechanism. Note that all consolidated algorithms possess the same network capacity at the beginning of the training process. Moreover, all baselines start with 500 clusters, whereas ADCN only consists of two clusters before the process runs. ADCN, however, is capable of increasing its network and learning capacity on demand. The uncovered latent representation can be immediately accommodated via a cluster growing mechanism. On the other hand, all baselines possess a static learning capacity requiring them to replace the stored knowledge in the cluster with a new one whenever there are NIs or NCs. Because of this reason, their accuracy drastically suffers in an unsupervised continual learning scenario. This finding suggests that the evolving trait of ADCN took part in both delivering better predictive performance and preventing catastrophic forgetting.

C. Ablation Study

The effectiveness of the ADCN evolving mechanism in handling unsupervised problems both in standard or continual learning environments has been demonstrated in two simulation scenarios. In this section, we further evaluate the effectiveness of latent-based regularization $L_{CL}$ in handling catastrophic forgetting. Also, we evaluate the effect of reducing the number of labeled samples for associating centroids with classes $N_m$. The first ablation is only conducted on the RMNIST and SMNIST problems attempting to obtain obvious findings, whereas the second ablation also involves the MNIST and FMNIST datasets.

From Table IV, it is clear that removing $L_{CL}$ dramatically decreases both task acc. and BWT indicating that the respected ablation suffers from a catastrophic forgetting problem. It is understood since the implementation of $L_{CL}$ stabilizes the latent representation output and thus creating a task-invariant network. Even previous task representations have been stored in the centroids as patterns, yet none of them is recognized by the clusters without implementing $L_{CL}$.
representations are changing after learning a new task. This suggests that the implementation of \( L_{CL} \) completes the ADCN learning policy in handling continual unsupervised learning problems. Another interesting observation is that the unregularized ADCN delivered better FWT. This is explainable since the network parameters having a good initial condition can freely move to the cost-optimal point of the new task. Also, the stored knowledge in the clusters helps achieve better accuracy in the incoming tasks. This supports the implementation of the ADCN learning policy to handle transfer learning problems in an unsupervised manner.

Separately, the second ablation results are depicted in Fig. 2. We consider \( N_m = \{50, 100, 200, 300, 400, 500\} \). It is observed that the performance of ADCN does not decrease significantly when reducing \( N_m \) to 200. The task acc. on the RMNIST and SMNIST problems also indicates that ADCN experiences less catastrophic forgetting. It is understood since the learning process is only dependent on streaming unlabeled samples. The SAE and self-clustering mechanism are capable of updating themselves in an unsupervised manner. However, we observe that ADCN delivered a comparable performance with fewer labeled samples compared with several baselines enjoying \( N_m = 500 \). In terms of task acc., for reference, ADCN achieved 79.87\% (\( N_m = 50 \)), whereas DCN + SI attained 58.82\% (\( N_m = 500 \)) on the SMNIST problem.

**D. Theoretical Study**

This section is meant to study the validity of ADCN’s structural learning in which node, layer, and cluster are grown and pruned dynamically from streaming data. Our study is based on the statistical learning theory analyzing the generalization bound of a model [39]. The generalization bound of a model is defined in terms of the expected risk function \( R_{\exp}(f) \) having an upper bound as a factor of the empirical risk function

\[
R_{\exp}(f) \leq R_{\emp}(f) + \sigma_{\emp}^2
\]

where \( R_{\emp}(f) \) is calculated in terms of prediction error. Direct evaluation of the expected risk function \( R_{\exp}(f) \) is impractical since it calls for the presence of unseen samples. Hence, the only way for the evaluation of generalization power is via the upper bound of (18) which can be estimated using the reversed cross-validation procedure. The \( k \)-fold reversed cross-validation protocol distinguishes itself from the conventional cross-validation in the proportion of training samples where only one data bin or \( 1/k \)th part of data samples are made available in the training process while leaving the remainder of data samples in the testing process. That is, all data samples are split into \( k \) equal-sized data bins. Fig. 3 visualizes the five-fold reversed cross-validation. The reversed cross-validation protocol portrays an upper bound of model’s generalization power because it presents a challenging training condition where only few training samples are accessible. The upper bound of generalization power is ultimately recorded as \( R_{\exp}(f) + \sigma_{\emp}^2 \) where \( R_{\exp}(f) \) depicts the testing classification loss measured in every fold of the reversed cross-validation mechanism while \( \sigma_{\emp}^2 \) is its variance after visiting the testing process of all \( k \) data bins.

Since the focus of this study is to assess the quality of network structure evolved during the training process, ADCN’s parameters after the training process are randomly reinitialized and retrained from scratch in the absence of structural learning phase. Note that the incremental clustering mechanism is still carried out in this case because random initialization of cluster centroids leads to loss of generalization power. That is, cluster’s centroid no longer represents original data points.

| Fold | \( R_{\emp}(f) \) | ADCN | STAM |
|------|-----------------|------|------|
| 1    | 25.01           | 28.87|      |
| 2    | 25.60           | 29.25|      |
| 3    | 29.50           | 29.64|      |
| 4    | 24.82           | 27.28|      |
| 5    | 24.94           | 26.08|      |
| 6    | 27.12           | 24.86|      |
| 7    | 26.22           | 24.05|      |
| 8    | 26.36           | 30.32|      | 26.55 | 29.71 |
| 9    | 25.06           | 27.47|      |
| 10   | 1.84            | 4.27 |      |

\[
\sigma_{\emp}^2 \leq \max\{R_{\emp}(f)\} + \sigma_{\emp}^2
\]

Table V reports the error rate of ADCN and STAM where the reversed cross-validation is undertaken across ten folds. It is presented that ADCN-generated network attained the
lowest upper bound value of error rate \( \max(R_{\text{emp}}(f)) + \sigma_{\text{emp}}^2 = 31.34 \) which indicates that the performance of ADCN-generated network is better than the STAM network on unseen samples possessing the same data distribution. The generalization performance test also validates the ADCN performance on MNIST reported in Table II and at the same time confirms the effectiveness of the ADCN learning policy in generating a network structure for any given problem in an unsupervised manner.

### E. Related Works and Discussion

Even though DCN has been successfully used in the past to solve unsupervised learning problem [22], [24], [40], yet most of them are incapable of expanding their learning capacity and have not been tested to process streaming data in the continual learning environment. ADCN, on the other hand, is designed to take advantage of both the self-evolving mechanism and latent-based regularization to handle such situations. The SAE evolution aims to adapt to any concept changes increasing the network capacity, whereas the cluster growing mechanism expands ADCN knowledge covering new latent representation. The implementation of latent-based regularization completes the learning policy as an effort to mitigate the catastrophic forgetting issue.

DeepCluster is introduced in [24] to jointly learn the parameters of DNNs and clusters. It is also capable of generating pseudo-labels to update the network in a supervised manner. Dual adversarial autoencoder (AAE) is proposed in [40] to distill classification information from unlabeled data. It involves adversarial training in the learning process to obtain better latent representations. Mixture of embedding (MIX’EM) is proposed in [41] as a novel solution of unsupervised image classification. By constructing a MIX’EM module, it is capable of producing sufficient representations for driving the clustering process. In this study, however, we do not compare the performance of ADCN with DeepCluster, Dual AAE, and MIX’EM because they highly depend on the iterative training process to achieve the best performance hindering their implementation in streaming environments. Our method, on the other hand, is applicable to such cases and is reliably capable of constructing a good quality network and clusters even only using a GPU GeForce GTX 1080 in just \( 5–10 \) min.

ParsNet [20] is proposed to handle the lack of labeled samples in streaming environments via network evolving mechanism. Continual bayesian learning networks (CBLN) uses Bayesian NN to flexibly allocate additional learning resources to adapt to new tasks for mitigating the catastrophic forgetting problem [42]. Nonetheless, those methods involve a supervised learning mechanism requiring labeled samples before the process runs which does not fit with our simulation scenario. STAM, a non-DNN-based approach [21], puts forward an online clustering mechanism for unsupervised continual learning in non-stationary environments. It is capable of expanding the learning capacity attempting to prevent catastrophic forgetting. STAM, however, does not benefit from the NN structure [22], [24]. Using uncommon feature extractor causes STAM to have lack of support from most libraries in deep learning community for executing both the training and testing processes on GPU. Table S-III of the supplemental document summarizes the characteristics of the aforementioned methods.

We agree that to create an algorithm possessing human-level intelligence, we should follow biological learning philosophy. That is, the designed algorithm should possess the ability to handle any concept changes or any incoming task without any labels in a single-pass learning fashion. Our proposed method, ADCN, pursues the same direction as the philosophy. It is capable of continually learning from the streaming unlabeled data. When a classification task is required, one surely needs to reveal several labeled samples for associating centroids with classes. It is worth mentioning that ADCN does not use these labels to perform a training process. The learning capacity of ADCN can be incrementally increased via network and cluster evolution. The network structure can be flexibly adjusted with respect to problem complexity, whereas the clusters can be constructed autonomously accommodating newly seen knowledge. Even though ADCN has no access to previously seen data, it is still capable of mitigating the catastrophic forgetting problem. This is explainable since the previously seen knowledge has been stored as centroids. Furthermore, ADCN stabilizes the latent representation via latent-based regularization attempting to obtain a task-invariant network. Interestingly, our finding also signifies that ADCN is applicable to handle a transfer learning problem in streaming environments. That is, the crafted knowledge in the clusters can help improve the predictive performance of the incoming tasks.

### V. Conclusion

This brief introduces a novel ADCN. It simultaneously optimizes the deep network and cluster parameters via a joint optimization of reconstruction loss and clustering loss. The learning capacity is expandable via incremental learning of SAE and self-clustering mechanisms. ADCN also incorporates a latent-based regularization to further mitigate the catastrophic forgetting problem. We evaluate our proposed method on standard unsupervised learning and unsupervised continual learning scenarios. The results show that it can outperform other baselines in almost all cases. Since ADCN exhibits a promising positive FWT performance, we plan to extend this algorithm to unsupervised transfer learning in the future. Also, it would be intriguing to derive sufficient conditions to guarantee the performance of the ADCN-generated network.
