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Abstract: We consider optimal designs for the Kiefer’s criteria (and, in particular, the E-criterion) and the G-criterion in random coefficients regression (RCR) models. We obtain general the Kiefer’s criteria for approximate designs and prove the equivalence of the E-criteria in the fixed effects and RCR models. We discuss in detail the G-criterion for ordinary linear regression on specific design regions.

Keywords: random coefficients regression, mixed models, Kiefer’s criteria, E- and G-optimality, individual parameters, prediction.

1 Introduction

The subject of this work is random coefficients regression (RCR) models, which were initially introduced in biosciences and are nowadays popular in many fields of statistical application, for example in agricultural studies or medical research.

Linear criteria as well as a generalized version of the $D$-criterion in RCR have been discussed in Prus and Schwabe (2016b). Some results for the particular case of the $c$-criterion, interpolation and extrapolation, are presented in Prus and Schwabe (2016a).

In this work we concentrate on the Kiefer’s $\Phi_q$-criteria (see e.g. Fedorov and Leonov (2013), p. 54, for the fixed effects case), which are based on the eigenvalues of the information matrix in the random coefficient regression models, and the $G$- (global) criterion, which aims to minimize the maximal prediction mean squared error over the experimental region.

For fixed effects models, the $E$-criterion (see e.g. Atkinson et al. (2007), ch. 10), which can be recognized as the particular Kiefer’s $\Phi_q$-criterion for $q \to \infty$, has been considered in detail in Kiefer (1974). Kiefer and Wolfowitz (1960) have proved the equivalence of $D$- and $G$-criteria in models with homoscedastic errors. More recently, Wong (1995) has discussed the $G$-optimality in heteroscedastic models. For that models, it has been established that the $D$- and $G$-criteria are in general not equivalent.

Here, we present some results for the general form of Kiefer’s $\Phi_q$-criteria in RCR models and prove for the $E$-criterion for largest eigenvalue that the optimal designs for fixed effects models retain their optimality for the prediction. We consider the $G$-criterion for ordinary linear regression with a diagonal covariance structure on specific experimental regions.

The paper has the following structure: In the second part the random coefficients regression models will be specified and the best linear unbiased prediction of individual random parameters will be presented. The third part provides analytical results for the designs, which are optimal for the prediction. The paper will be concluded by a short discussion in the forth part.

2 Model Specification and Prediction

In this paper we consider the random coefficients regression models, in which the $j$-th observation of individual $i$ is given by

$$Y_{ij} = f(x_j) \beta_i + \varepsilon_{ij}, \quad j = 1, \ldots, m, \quad i = 1, \ldots, n, \quad x \in \mathcal{X}$$
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where \( m \) is the number of observations per individual, \( n \) is the number of individuals, \( \mathbf{f} = (f_1, \ldots, f_p)^\top \) is a vector of known regression functions and \( \mathcal{X} \) is an experimental region. The observational errors \( \varepsilon_{ij} \) are assumed to have zero mean and common variance \( \sigma^2 > 0 \). The individual parameters \( \beta_i = (\beta_{i1}, \ldots, \beta_{ip})^\top \) have unknown population mean \( \mathbb{E}(\beta_i) = \beta \) and known positive definite covariance matrix \( \text{Cov}(\beta_i) = \sigma^2 \mathbf{D} \). All individual parameters \( \beta_i \) and all observational errors \( \varepsilon_{ij} \) are assumed to be uncorrelated.

The best linear unbiased predictor of individual parameter \( \beta_i \) is given by

\[
\hat{\beta}_i = (\mathbf{F}^\top \mathbf{F} + \mathbf{D}^{-1})^{-1} (\mathbf{F}^\top \mathbf{F} \hat{\beta}_{i\text{ind}} + \mathbf{D}^{-1} \beta),
\]

where \( \hat{\beta}_{i\text{ind}} = (\mathbf{F}^\top \mathbf{F})^{-1} \mathbf{F}^\top \mathbf{Y}_i \) and \( \beta = (\mathbf{F}^\top \mathbf{F})^{-1} \mathbf{F}^\top \bar{\mathbf{Y}} \) for the individual vector of observations \( \mathbf{Y}_i = (Y_{i1}, \ldots, Y_{im})^\top \), the mean observational vector \( \bar{\mathbf{Y}} = \frac{1}{n} \sum_{i=1}^{n} \mathbf{Y}_i \) and the design matrix \( \mathbf{F} = (f(x_1), \ldots, f(x_m))^\top \), which is assumed to be of full column rank.

The mean squared error matrix of the vector \( \hat{\mathbf{B}} = (\hat{\beta}_1^\top, \ldots, \hat{\beta}_n^\top)^\top \) of all predictors of all individual parameters is given by

\[
\text{MSE} = \sigma^2 \left( \frac{1}{n} (\mathbf{I}_n \mathbf{1}_n^\top) \otimes (\mathbf{F}^\top \mathbf{F})^{-1} \right) + \left( \mathbf{I}_n - \frac{1}{n} \mathbf{1}_n \mathbf{1}_n^\top \right) \otimes (\mathbf{F}^\top \mathbf{F} + \mathbf{D}^{-1})^{-1},
\]

where \( \mathbf{I}_n \) is identity matrix, \( \mathbf{1}_n \) is the vector of length \( n \) with all elements equal to 1 and \( \otimes \) denotes the Kronecker product.

### 3 Optimal Designs

We define here exact designs in the following way:

\[
\xi = \left( \begin{array}{c} x_1 \\ \vdots \\ x_k \\ m_1 \\ \vdots \\ m_k \end{array} \right),
\]

where \( x_1, \ldots, x_k \) are the distinct experimental settings with the numbers of replications \( m_1, \ldots, m_k \). Approximate designs are defined as

\[
\xi = \left( \begin{array}{c} x_1 \\ \vdots \\ x_k \\ w_1 \\ \vdots \\ w_k \end{array} \right),
\]

where \( w_j = m_j/m \) and only the conditions \( w_j \geq 0 \) and \( \sum_{j=1}^{k} w_j = 1 \) have to be satisfied (integer numbers of replications are not required). Further we will use the notation

\[
\mathbf{M}(\xi) = \frac{1}{m} \sum_{j=1}^{k} m_j \mathbf{f}(x_j)\mathbf{f}(x_j)^\top
\]

for the standardized information matrix from the fixed effects model and \( \Delta = m \mathbf{D} \) for the adjusted dispersion matrix for the random effects. We assume the matrix \( \mathbf{M}(\xi) \) to be non-singular. With this notation the definition of the mean squared error (3) can be extended for approximate designs to

\[
\text{MSE}(\xi) = \frac{1}{n} (\mathbf{I}_n \mathbf{1}_n^\top) \otimes \mathbf{M}(\xi)^{-1} + \left( \mathbf{I}_n - \frac{1}{n} \mathbf{1}_n \mathbf{1}_n^\top \right) \otimes (\mathbf{M}(\xi) + \Delta^{-1})^{-1},
\]

when we neglect the constant term \( \frac{\sigma^2}{m} \).
3.1 Kiefer’s criterion

We define the Kiefer’s $\Phi_q$-criterion for the prediction in RCR models for all values of $q > 0$ as the following function of the trace of the MSE matrix (3) of the prediction:

$$\Phi_q = \left( \frac{1}{np} \, \text{tr} \, (\text{MSE}^q) \right)^{\frac{1}{q}}, \quad q \in (0, \infty).$$

(8)

Then we extend the definition of the criterion for approximate designs and obtain the following result.

**Theorem 1.** The Kiefer’s $\Phi_q$-criterion for the prediction of individual parameters is for approximate designs given by

$$\Phi_q(\xi) = \left( \frac{1}{np} \left( \text{tr} \, (M(\xi)^{-q}) + (n - 1) \, \text{tr} \, \left( \left( M(\xi) + \Delta^{-1} \right)^{-q} \right) \right) \right)^{\frac{1}{q}}, \quad q \in (0, \infty).$$

(9)

**Proof.** As proved in Prus (2015), ch. 5, the $np$ eigenvalues of $\text{MSE}(\xi)$ are the $p$ eigenvalues $\eta_1, \ldots, \eta_p$ of $M(\xi)^{-1}$ with multiplicity 1 and the $p$ eigenvalues $\mu_1, \ldots, \mu_p$ of $(M(\xi) + \Delta^{-1})^{-1}$ with multiplicity $n - 1$. Then we obtain

$$\Phi_q(\xi) = \left( \frac{1}{np} \left( \text{tr} \, (M(\xi)^{-q}) + (n - 1) \, \text{tr} \, \left( \left( M(\xi) + \Delta^{-1} \right)^{-q} \right) \right) \right)^{\frac{1}{q}}.$$

Note that the Kiefer’s criterion (9) can be recognized as a weighted sum of the Kiefer’s $\Phi_q$-criteria in fixed effects and Bayesian models (if we neglect the power $\frac{1}{q}$). The weight of the Bayesian part increases with increasing number of individuals $n$. For models with only one individual optimal designs in fixed effects models are optimal for the prediction.

Particular cases of the Kiefer’s $\Phi_q$-criterion (for $q \to 0$ and $q = 1$), $D$- and $A$-criteria, have been considered in detail by Prus and Schwabe (2016b). The $E$-criterion, which can also be recognized as the limiting Kiefer’s criterion for $q \to \infty$, will be discussed in the next section.

3.2 $E$-criterion

We define the $E$-criterion (eigenvalue criterion) for the prediction as the largest eigenvalue $\lambda_{\text{max}}$ of the MSE matrix (3):

$$\Phi_E = \lambda_{\text{max}}.$$

(10)

For approximate designs we obtain the following result.

**Theorem 2.** The $E$-criterion for the prediction of individual parameters is for approximate designs given by

$$\Phi_E(\xi) = \eta_{\text{max}}(\xi),$$

(11)

where $\eta_{\text{max}}(\xi)$ denotes the largest eigenvalue of $M(\xi)^{-1}$.
Proof. It is easy to see that $M(\xi) < M(\xi) + \Delta^{-1}$ in Loewner ordering. Therefore, the smallest eigenvalue $\zeta_{\min}(\xi)$ of $M(\xi)$ is smaller than the smallest eigenvalue $\nu_{\min}(\xi)$ of $M(\xi) + \Delta^{-1}$ (see e.g. Fedorov and Leonov (2013), p. 11) and, consequently, the largest eigenvalue $\eta_{\max}(\xi) = \frac{1}{\zeta_{\min}(\xi)}$ of $M(\xi)^{-1}$ is larger than the largest eigenvalue $\mu_{\max}(\xi) = \frac{1}{\nu_{\min}(\xi)}$ of $(M(\xi) + \Delta^{-1})^{-1}$. Then making use of the proof of Theorem 1 we obtain the result (11).

**Corollary 1.** E-optimal designs in the fixed effects model are E-optimal for the prediction of individual parameters in the random coefficient regression model.

### 3.3 G-criterion

For the prediction in RCR models we define the $G$-criterion (global criterion) as the maximal sum of individual expected squared differences of the predicted and real response across all individuals with respect to all possible observational settings:

$$
\Phi_G = \max_{x \in \mathcal{X}} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left( \left( f(x)^\top (\hat{\beta}_i - \beta_i) \right)^2 \right).
$$

We receive the following criterion for the approximate designs.

**Theorem 3.** The $G$-criterion for the prediction of individual parameters is for approximate designs given by

$$
\Phi_G(\xi) = \max_{x \in \mathcal{X}} \left( f(x)^\top \left( M(\xi)^{-1} + (n-1) \left( M(\xi) + \Delta^{-1} \right)^{-1} \right) f(x) \right).
$$

**Proof.**

$$
\Phi_G = \max_{x \in \mathcal{X}} \frac{1}{n} \sum_{i=1}^{n} \text{var} \left( f(x)^\top (\hat{\beta}_i - \beta_i) \right)
$$

$$
= \max_{x \in \mathcal{X}} \frac{1}{n} \sum_{i=1}^{n} \text{tr} \left( \text{Cov}(\hat{\beta}_i - \beta_i) f(x) f(x)^\top \right)
$$

$$
= \max_{x \in \mathcal{X}} \text{tr} \left( \text{MSE} \left( I_n \otimes \left( f(x) f(x)^\top \right) \right) \right)
$$

$$
\Phi_G(\xi) = \max_{x \in \mathcal{X}} \text{tr} \left( \text{MSE}(\xi) \left( I_n \otimes (f(x) f(x)^\top) \right) \right)
$$

$$
= \max_{x \in \mathcal{X}} \left( \text{tr} \left( M(\xi)^{-1} f(x) f(x)^\top \right) + (n-1) \text{tr} \left( (M(\xi) + \Delta^{-1})^{-1} f(x) f(x)^\top \right) \right)
$$

$$
= \max_{x \in \mathcal{X}} \left( f(x)^\top \left( M(\xi)^{-1} + (n-1) \left( M(\xi) + \Delta^{-1} \right)^{-1} \right) f(x) \right).
$$

The following property can be easily verified for the $G$-criterion (13).

**Lemma 1.** Let $\xi_1$ and $\xi_2$ be approximate designs of form (5) so that $M(\xi_1) \preceq M(\xi_2)$ in Loewner ordering. Then it holds for the $G$-criterion (13) that $\Phi_G(\xi_1) \geq \Phi_G(\xi_2)$. 


Note that the $G$-criterion (13) is not differentiable and, therefore, no optimality condition in the sense of an equivalence theorem (see Kiefer and Wolfowitz (1960)) is straightforward to formulate. Therefore, we will consider in detail the following particular model.

**Particular model: straight line regression**

We consider the linear regression model

$$Y_{ij} = \beta_{i1} + \beta_{i2} x_j + \varepsilon_{ij} \quad (14)$$

for two different experimental regions $X_1 = [0, a], \ a > 0$, and $X_2 = [-b, b], \ b > 0$.

For this model the function

$$\Phi(x, \xi) = f(x)^\top \left( M(\xi)^{-1} + (n - 1) \left( M(\xi) + \Delta^{-1} \right)^{-1} \right) f(x), \quad (15)$$

which can be also recognized as the sensitivity function of the $D$-criterion in RCR models (see Prus and Schwabe (2016b)), is a parabola with a positive leading term (with respect to $x$). Therefore, $\Phi(x, \xi)$ achieves its maxima at the ends of the intervals. Then the $G$-criterion (13) simplifies to

$$\Phi_G(\xi_1) = \max \{ \Phi(0, \xi_1), \Phi(a, \xi_1) \}$$

or

$$\Phi_G(\xi_2) = \max \{ \Phi(-b, \xi_2), \Phi(b, \xi_2) \}$$

for all non-singular designs $\xi_1$ on $X_1$ or $\xi_2$ on $X_2$, respectively.

Further we will make use of the following simple lemmas.

**Lemma 2.** Let

$$\xi = \begin{pmatrix} x_1, \ldots, x_k \\ w_1, \ldots, w_k \end{pmatrix}$$

be an approximate design in model (14) on $X_1$. Then it holds for the approximate design

$$\xi' = \begin{pmatrix} 0 & a \\ 1 - w' & w' \end{pmatrix},$$

where $w' = \frac{1}{a} \sum_{j=1}^k x_j w_j$, that $M(\xi) \leq M(\xi')$ in Loewner ordering.

**Lemma 3.** Let

$$\xi = \begin{pmatrix} x_1, \ldots, x_k \\ w_1, \ldots, w_k \end{pmatrix}$$

be an approximate design in model (14) on $X_2$. Then it holds for the approximate design

$$\xi' = \begin{pmatrix} -b & b \\ 1 - w' & w' \end{pmatrix},$$

where $w' = \frac{1}{2} \left( \frac{1}{b} \sum_{j=1}^k x_j w_j + 1 \right)$, that $M(\xi) \leq M(\xi')$ in Loewner ordering.

Then it follows directly from Lemmas 1, 2 and 3 that at least one of $G$-optimal designs in model (14) on $X_1$ or $X_2$ is of the form

$$\xi_1 = \begin{pmatrix} 0 & a \\ 1 - w_1 & w_1 \end{pmatrix}$$

or

$$\xi_2 = \begin{pmatrix} -b & b \\ 1 - w_2 & w_2 \end{pmatrix},$$

with $w_1, w_2 > 0$. 


respectively. Then only the optimal weights \( w_1^* \) and \( w_2^* \) have to be determined.

Further we will additionally assume the diagonal structure of the covariance matrix of the random effects: \( \mathbf{D} = \text{diag}(d_1, d_2) \). Then it is easy to verify that \( \Phi(0, \xi_1) \) and \( \Phi(-b, \xi_2) \) increase and \( \Phi(a, \xi_1) \) and \( \Phi(b, \xi_2) \) decrease with increasing values of \( w_1 \) and \( w_2 \), respectively. Consequently, the \( G \)-optimal designs are solutions of the equations

\[
\Phi(0, \xi_1) = \Phi(a, \xi_1), \quad (16)
\]

and

\[
\Phi(-b, \xi_2) = \Phi(b, \xi_2), \quad (17)
\]

Note that if equation (16) or (17) has no solutions, the resulting optimal designs on \( X_1 \) or \( X_2 \), respectively, will lead to a singular information matrix.

Then equation (16) may be represented for \( c_s = 1/(md_s) \), \( s = 1, 2 \), in form

\[
\frac{2w_1 - 1}{w_1(1 - w_1)} = (n - 1) \frac{a^2(1 + c_1 - 2w_1)}{(1 + c_1)(a^2w_1 + c_2)} - a^2w_1^2. \quad (18)
\]

For condition (17) we obtain

\[
\frac{2w_2 - 1}{w_2(1 - w_2)} = (n - 1) \frac{4b^2(1 - 2w_2)}{(1 + c_1)(b^2 + c_2) - b^2(2w_2 - 1)^2}. \quad (19)
\]

It is easy to see that the only solution of (19) is given by the optimal weight \( w_2^* = 0.5 \).

According to Prus and Schwabe (2016b), the optimality condition for the \( D \)-criterion is given by

\[
\Phi(x, \xi) \leq p + (n - 1) \left( \left( \mathbf{M}(\xi) + \mathbf{\Delta}^{-1} \right)^{-1} \mathbf{M}(\xi) \right), \quad (20)
\]

for all \( x \in \mathcal{X} \), and equality in (20) for all support points. This condition coincides with (18) for \( \mathcal{X} = \mathcal{X}_1 \) and (19) for \( \mathcal{X} = \mathcal{X}_2 \), which implies for both design regions the equivalence of the \( D \)- and \( G \)-criteria in the linear regression model (14) with the diagonal covariance structure.

### 4 Discussion

We have discussed Kiefer’s the \( \Phi_q \)-criterion and the global (\( G \)-) criterion in RCR models. The obtained general form of the Kiefer’s criterion can be recognized as the weighted sum of the Kiefer’s criterion in fixed effects and Bayesian models, where the weight of the Bayesian part increases with increasing number of individuals. For the \( E \)-criterion (particular Kiefer’s \( \Phi_q \)-criterion with \( q \rightarrow \infty \)), it was proved that optimal designs in fixed effects models retain their optimality for the prediction in RCR models. The \( G \)-criterion cannot be factorized in the fixed effects and Bayesian parts. This criterion has been discussed in detail for ordinary linear regression on specific experimental regions, \([0, a] \), \( a > 0 \), and \([-b, b] \), \( b > 0 \). For this special case, the equivalence of \( D \)- and \( G \)-criteria has been established. However, the equivalence of these two criteria does not hold in general for RCR models.
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