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Figure S1. Making one dimensional electrical contact. a) Schematic of the fabrication process for memory cells with edge-contact. b) Optical and c) AFM image of memory cells with graphene electrode in a width of ~30 nm.

In order to achieve one dimensional edge-contact between graphene and phase-change material (PCM), we use pick-up technology [1] to sandwich graphene in-between two h-BN layers as shown in Figure S1a. And a mask of PMMA resist is defined by lithography on the capping h-BN surface. The regions of hetero-structure outside of the mask are then etched away to expose the edge of graphene. Pd electrodes in thickness of ~50 nm are deposited by magnetron sputter. After another small window is opened to expose the edge of graphene, the GST material is deposited by magnetron sputter. Figure S1b shows the optical image of memory cells with MLG edge-contact, the width is ~30 nm. And its AFM image is given at Figure S1c.
Figure S2. Failure time versus reciprocal temperature under isothermal heating for GST.

The relationship of failure time versus reciprocal temperature was fitted by using the Arrhenius equation $t = \tau \exp\left(\frac{E_a}{k_B T}\right)$, where $t$ is the time to failure when sheet resistance of amorphous film, at a certain isothermal heating temperature, falls to half of its initial magnitude, $\tau$ is a proportionality constant, $E_a$ is the activation energy, and $k_B$ is the Boltzmann constant.
Figure S3. Resistance of memory cells *versus* current pulse magnitude in *a*) the memory cells with edge-contact of MLG (blue) and BLG (yellow) in different contact widths and *b*) the memory cells with edge-contact of GNR in different contact widths. The width of the RESET pulses are 100 ns.
We would like to introduce how the energy consumption was measured. Figure S4a shows the schematic of the setup which includes a “SET/RESET” current source and a “READ” source meter. A home-made circuit is used to generate current pulse to conduct “SET/RESET” operation. The source meter (Keithley 2602A) was used to conduct the “READ” operation. There is a switch-circuit to separate the two parts. The measurement starts from a high resistance state (amorphous state) of the memory cell. A series of current pulses with the fixed duration (100 ns) are sourced to the memory cell with the pulse amplitude gradually increased. The resistance status of the cell was recorded by the source meter (Keithley 2602A) by applying a DC voltage of 0.1V after every operation of sourcing current pulse was finished. The operation is known as “READ”. “READ” and sourcing current pulse (also known as the operation of “SET/RESET”) cannot be carried out simultaneously.

First, the current pulse was sourced to the memory cell by the current source shown in
Figure S4a. Then, the oscilloscope is used to capture the transient voltage (RESET voltage) of the memory cell during the RESET operation. The RESET current sourced and the waveform captured are shown in Figure S4b and S4c, respectively.

The power consumption is calculated:

\[ E = \int_0^{\Delta t} I(V)dt = 1 \int_0^{\Delta t} Vdt = 9 \times 10^{-7} \times \int_0^{100 \text{ ns}} Vdt = 5.366 \times 10^{-14} \text{ J} \]

Here, \( I \) represents RESET current, \( V \) is RESET voltage, and \( \Delta t \) is a time symbol for pulse duration. The current pulse waveform cannot be captured by an oscilloscope. Based on the waveform of voltage captured on the cell load (shown in Figure S4c), it is reasonable to believe that the current pulse is a standard square wave.

| No. of round | 1st   | 2nd   | 3rd   | 4th   | 5th   |
|--------------|-------|-------|-------|-------|-------|
| E \((10^{-15} \text{ J})\) | 53.66 | 54.17 | 53.72 | 53.69 | 53.25 |

Table S1 Measurement results for the power consumption of a memory cell with \(~3\) nm-wide GNR edge-contact.

The memory cell was measured for 5 times, and the results are shown in Table S1. We extract the average of these results as the power consumption for the memory cell with \(~3\) nm-wide GNR edge-contact.

\[ E = \frac{\sum_{i=1}^{5} E_i}{5} \approx 53.71 \times 10^{-15} \text{ J} \approx 53.71 \text{ fJ} \]

The error bar of the measurement comes from standard deviation:

\[ \sigma = \sqrt{\frac{\sum_{i=1}^{5} (E_i - \bar{E})^2}{5}} = 0.292 \]

The power consumption of the memory cell with \(~3\) nm-wide GNR edge-contact is 53.7 ± 0.3 fJ. In the main manuscript, it is simply recorded as \(~53.7\) fJ.
Figure S5. Resistance-voltage characteristic of memory cells. a) the cell (#BLG 33) with BLG edge-contact. b) the cell (#MLG 51) with MLG edge-contact. The widths of contact are ~30 nm. c) the cell (#GNR 69) with ~ 3 nm wide GNR edge-contact cell. d) Voltage dependence of SET speed for memory cells with edge contact. The contact widths of graphene (BLG, MLG) and GNR are ~30 nm and ~3 nm, respectively.

In addition, SET speed and cycle endurance of the memory cells with edge-contact are also examined. The memory cells are at the OFF state (HRS) in the beginning as the as-deposited GST is amorphous and highly resistive. It could be difficult to realize reversible switching in our tests. Therefore, it is necessary to set the memory cells to ON state (LRS) in the first step by annealing. Reversible switching of the cells was tested by applying voltage pulses. The relationship of resistance versus voltage pulse in cells with edge contact of MLG, BLG and GNR is plotted in Figure S5. It is found that both the cells can be reversibly switched by using voltage pulses in a width of 5 ns. Here, the width of pulse is also regarded as SET speed. The SET speeds of those cells are extracted from Figure S5a to S5c and the voltage dependence of SET speed are plotted in Figure S5d. Here, the minimum of voltage pulse under which the resistance of cell switches to ON state is defined as SET voltage. As shown in Figure S5d, it is found that, under the same speed, the SET voltage decreases with the width and thickness of graphene. The phenomena are attributed to reduction of contact areas. We noticed that the memory cell (#GNR 69) with GNR edge-contact achieves a SET speed of 6 ns at ~0.45 V, which could fulfill the demands on speed and bias of typical DRAM [2].

It is also found that the SET speed decreases with the increase of SET voltage in all the memory cells, as shown in Figure S5d. Obviously memory cells with edge-contact
exhibit merits over traditional T-shaped device \(^3\) in aspects of both SET speed and
voltage. Noticeably, the decreasing curves for edge-contact cells are in a steep slope.
This means that the SET operation still can be completed without greatly increasing the
amplitude of pulse voltage, when the width of voltage pulse decreases several orders.
The possible reason is that the Joule heat generated is sufficient to drive a small volume
of GST in cell to its crystallization temperature \(\sim 430\) K even if the pulse width is greatly
reduced under a similar amplitude of pulse voltage. And the cell still can switch into
LRS until a critical point for the pulse width was reached. Once the critical point was
reached, higher amplitude of voltage pulse is necessary for the cell to complete the SET
operation. The sudden turn point corresponds to the minimum of the Joule heat required
for GST crystallization.
Figure S6. Data of the cells subjected to cycle endurance test. Voltage pulses in a width of 100 ns were applied from Port I to II lead to “Stuck RESET” failure in cells with a) MLG and c) GNR edge-contact, respectively. Voltage pulses in a width of 100 ns applied from Port II to I through CUTs cause that the cells with b) MLG and d) GNR edge-contact fail in “Stuck SET”, respectively.
Figure S7. Cross-sectional TEM images. a) the cell No. #MLG #MLG 101 and b) No. #MLG 96 suffered from “Stuck RESET” failure after endurance test. The voids profiled by white dash line formed at the interface between graphene-edge and GST. The scale bar is 20 nm.

Figure S7 shows a cross-sectional TEM image of the cell failed in “Stuck RESET”. The white dash lines show profiles of the voids formed at the contact between graphene-edge and GST. It is believed that the formation of void causes the stay of cells at high resistance state and the rejection to SET.

We believe that the formation of void mainly comes from thermal expansion and volume change between phases in the active region of PCRAM after millions of programming operations [4].
Figure S8. Cross-sectional TEM investigation on the contact region in a cell (No. #MLG 55) after its failure as “Stuck SET”. a) Cross-sectional STEM image. The corresponding STEM-EDX maps for different element are shown here: b) Boron-B, c) Nitrogen-N, d) Carbon-C, e) Titanium-Ti, f) Germanium-Ge, g) Antimony-Sb, and h) Tellurium-Te. i, j) Elemental profiles of EDS line scan along line ① in active region and line ② in inactive region, respectively.

As shown in Figure S8, GST slightly intercalates into the graphene region in-between h-BN flakes, and Ge element is relatively rich in active region of cell. It is necessary to discuss the mechanism behind. Different from simple atomic separation induced by the electrostatic force, all the elements in molten phase moves towards graphene electrodes which is applied with negative bias. Ge and Sb atoms are likely to behave as cations and move towards graphene by electrostatic force, while Te atoms move to graphene in liquid phase by diffusion. Subsequent “incongruent melting” or “crystallization-induced segregation” [5] in the confined space of graphene between h-BN flakes is believed account for these atomic distribution in the active region. The phase separating behavior leads to the “SET stuck” failure after tens of thousands of programming operation.
Thermoelectric properties (Seebeck coefficient and Thomson coefficient) may be one important factor for memory cells because thermoelectric heating can significantly influence the temperature distribution in the memory cells. When the current flows from graphene to GST, Peltier heating may reduce the RESET current under certain polarity. While Thomson heating may alter the temperature profile and the resulting shape of amorphous phase in GST material itself. Both of the effects may reduce the RESET power consumption under certain polarity if thermoelectric properties play an important role. A relatively small power consumption reduces damage to memory cell, and benefit for the improvement of the cycle endurance.

Actually, it is possible to qualitatively achieve some signature of the thermoelectric effects by comparing the difference of RESET voltage under different polarity in the same device. According to the discussion in previous paragraphs, the Peltier heating that is favorable for the memory cell programming under certain polarity in the same device. Obviously, RESET voltage under different polarity should be significantly different if the thermoelectric effects play an important role.

In order to compare the effect of the voltage polarity on the RESET voltage, we carried out the statistical analysis on the voltage amplitudes of voltage pulse of different polarity in the same memory cell without taking cycle endurance measurements in those devices. As shown in Figure S9b, little difference was observed in the RESET voltages of two polarities. It indicates that the thermoelectric heating may not be pronounced during programming in the cells with graphene.

The thermoelectric heating may exist during programming in conventional PCM cells,
and it is normally a supplement to Joule heating. An unprecedentedly high energy-efficiency of memory cell will be expected, if the majority of the heat is supplied by the thermoelectric effect. Optimizing the design of the materials makes thermoelectric heat produced during the operation of nanometer scaled memory cells crucial to rapidly melting the PCM material and switching it to an amorphous phase. We also think that thermoelectric effects may play an important role in re-designed memory cells with GNR edge contact in the future.
Cell resistance as a function of time for the RESET state of some edge-contacted devices. Cells with both GNR and MLG edge-contacts are tested. The amorphous state of cells with MLG and GNR edge-contact were achieved by applying voltage pulses of 100 ns. The cell resistance at amorphous state were monitored at room temperature over 1 hour with a read-voltage of 0.1 V.

The resistance drift shows the steady variation in electrical resistance of amorphous GST with time at ambient temperatures. It is regarded as a critical index in evaluation whether a material is suitable for multilevel storage. And it is strongly related to thermal/structural relaxation in amorphous GST. As shown in Figure S10, the square and triangle dots represent the experimental value of resistance drift of the cells with MLG and GNR edge-contact, respectively. And the resistance drift is roughly depicted as: \( R(t) = \text{abs} \left( R_0 \left( t/t_0 \right)^v \right) \), where \( R_0 \) is the initial resistance at \( t_0 \), and \( v \) represents the fitted resistance drift coefficient. The power-law exponents (\( v \)) are fitted to be 0.02–0.03 in the cells. It is significantly smaller than that of a normal memory cell with cylinder electrode (\( v \approx 0.1 \))\(^{10}\), while similar to that of the memory cell with insert projection layer in-between GST and the cylinder electrode (\( v \approx 0.02 \))\(^{11}\).

In order to explore the main possible reason for the small drift of resistance, we fabricated some memory cells addressed with graphene edge contact. The difference is that \( h \)-BN multilayers were damaged by \( N_2 \) plasma (in the power of 30 W) before assembling vdW heterostuctures. The plasma treatment breaks the covalence bonds and degrades the in-plane thermal conductivity. We name the \( h \)-BN flakes subjected in \( N_2 \) plasma for 30 seconds as “highly defective \( h \)-BN”, and name the \( h \)-BN flakes treated in \( N_2 \) plasma for 3 minutes as “amorphous \( h \)-BN”. We also replace the bottom \( h \)-BN substrate to \( \text{SiO}_2 \), \( \text{SiC} \) crystal and diamond crystal, respectively. The substrates have different thermal conductivity (~1.2 W/m·K for \( \text{SiO}_2 \) film, 400W/ m·K for \( h \)-BN (in plane direction), 2W/ m·K for \( h \)-BN (out of plane direction), ~347 W/ m·K for \( \text{SiC} \) (0001) substrate and ~2000 W/ m·K for diamond (001) substrate). All the measurement results are summarized in Table S2.
| Type | Configuration                          | Drift coefficient | cycles | Operation speed | RESET current |
|------|----------------------------------------|-------------------|--------|----------------|---------------|
| I    | h-BN/MLG/h-BN                          | 0.036             | 3.2E6  | 5 ns@2.3 V     | 0.45 mA @100 ns |
| II   | Highly defective h-BN/MLG/highly defective h-BN | 0.087             | 2.6E4  | 50 ns@1.2 V    | 0.4 mA @100 ns |
| III  | Amorphous h-BN/MLG/amorphous h-BN      | 0.103             | 1.1E4  | 80 ns@2.0 V    | 0.45 mA @100 ns |
| IV   | h-BN/MLG/SiO$_2$                       | 0.052             | 4.7E4  | 30 ns@1.7 V    | 0.4 mA @100 ns |
| V    | Highly defective h-BN/MLG/SiO$_2$      | 0.101             | 8.0E3  | 100 ns@1.8 V   | 0.45 mA @100 ns |
| VI   | Amorphous h-BN/MLG/SiO$_2$             | 0.131             | 2.1E3  | 100 ns@1.2 V   | 0.5 mA @100 ns |
| VII  | h-BN/MLG/SiC(0001)                     | 0.020             | 6.6E5  | 10 ns@3.4 V    | 0.7 mA @100 ns |
| VIII | h-BN/MLG/diamond(001)                  | 0.016             | 5.3E2  | 20 ns@4.1 V    | 2.1 mA @100 ns |

Table S2. The performance of phase change memory cells with different configurations. All the edge contacts have the same width of ~1 \( \mu \)m.

As shown in Table S2, Type I configuration is based on the heterostructure of h-BN/MLG/h-BN, MLG is perfectly protected by high quality h-BN, enabling memory cells with a resistance drift coefficient of ~0.036. The resistance drift coefficient of the highly defective h-BN/MLG/highly defective h-BN based memory cell and amorphous h-BN/MLG/amorphous h-BN based phase change memory cell is ~0.087 and ~0.103, respectively. The plasma treatment breaks the covalence bonds in h-BN and degrades/destroyed the in-plane thermal conductivity of h-BN flakes. It is obvious that resistance drifts are related to the crystalline quality of h-BN flakes.

In order to investigate the relationship of resistance drift and the thermal conductivity further, the bottom h-BN flakes are replaced by SiO$_2$ layer (thermal conductivity ~1.2 W/m·K for SiO$_2$ film). High quality h-BN, highly defective h-BN and amorphous h-BN are used as capping layer. We also fabricated memory cells with h-BN/MLG/SiO$_2$ edge contact (type IV), highly defective h-BN/MLG/SiO$_2$ edge contact (type V) and amorphous h-BN/MLG/SiO$_2$ edge contact (type VI). The resistance drift coefficient of the type IV cell is ~0.052. The resistance drift coefficient increase significantly if h-BN flakes treated with plasma are adapted (type V: ~0.101, type VI: ~1.131).
Finally, the substrates with high thermal conductivity (~347 W/ m·K for SiC (0001) substrate and ~2000 W/ m·K for diamond (001)) are used. The phase change memory cells based on type VII($h$-BN/MLG/SiC(0001)) and type VIII($h$-BN/MLG/diamond(001)) have a smaller resistance drift coefficient. The high thermal conductivity of SiC and diamond is beneficial to improve the resistance stability of amorphous GST.

It can be seen from the Table S2, a high thermal conductivity of dielectric substrate benefits for a low drift coefficient and a high switching speed to some extent. However, it may also lead to an increase of power consumption, which is reflected in the increase of RESET current. The excess Joule heat may cause the damage of interface between PCM(GST) and MLG-electrode, and finally shortens the cycle endurance of memory cells. As such, creating the balance between the resistance drift and the power consumption is the key for design of memory cells.

In order to investigate the influence of falling time on the resistance drift, we extended the falling time of voltage pulse to 3 ns, 4 ns, 5 ns and 6 ns, respectively. However, we did not find obvious dependence of resistance drift on the falling time. A longer falling time than 6 ns always spoil the amorphous state of the device. In this case, it looks difficult to achieve a conclusive result about the influence of falling time of voltage pulse on resistance drift. On the other hand, our results indeed show that the devices fabricated on substrates with high thermal conductivity always exhibit a low resistance drift. This is contrary to the common knowledge. It is indeed an interesting issue which is really worth further investigation.

In our opinion, there are two possible reasons of the small resistance drift for our case: (1) edge contact of graphene reduces greatly the volume of active region, and the small active region normally leads to less stresses together with the high thermal conductivity of graphene and $h$-BN. (2) The weak van der Waals interactions between GST and $h$-BN or GNR could cause full relaxation of amorphous GST [1]. In contrast, the defective $h$-BN or SiO$_2$ results in more reactive bonds whose reaction and relaxation may lead to a higher resistance drift.
As the nonvolatile memory cells can perform the function of resistive switching, we demonstrated the logic function of D latch based on the memory cells with edge-contact. The results are shown in Figure S11. Figure S11a displays the logic function of D latch. Input signals can modify the magnitude of output resistance. It is always expressed as the switching of logic states in the cell. Here, “D”, “Q”, and “Q*” denote input, initial state, and subsequent state, respectively. Both pulse of high voltage (2.5 V) and HRS are defined as logical “1”, while pulse of low voltage (1.5 V) and LRS are defined as logical “0”. As shown in Figure S11a, if no voltage pulse is applied (D = “zero input”), the subsequent state (Q*) remains the initial state (Q). When a voltage pulse in 1.5 V (D = logical “0”) is sourced, the cell switches from the HRS to LRS. Similarly, a voltage pulse of higher magnitude (2.5 V) (D = logical “1”) will switch the cell from the LRS to HRS. The voltage for reading the cell resistance always remains less than 0.1 V unless otherwise noted. The corresponding truth table and logic diagram are shown in Figure S11b and S11c, respectively.

Figure S11. The prototypical D latch made from a memory cell with graphene edge-contact. a) Logic function demonstration of the D latch. b) the truth table of D-type latch. c) Logic diagram (composed of NOT and NOR gates) for the D-type latch.
As shown in Figure S12a, firstly, a flake of graphite is peeled onto the silicon substrate with 300 nm SiO$_2$ to serve as the back-gate electrode of the device. After that, $h$-BN, which is ~52 nm thick, is then transferred onto the graphite. Subsequently, a flake of $h$-BN with GNRs was stacked on the $h$-BN, as shown the in ③ in Figure S12a. The GNRs are then contacted with Pd (10 nm) leads (L1 and L2) defined by lithographic patterning. Meanwhile, the Pd lead (L3) contacting back-gate graphite was deposited. We can find GNR by AFM, and the AFM image of GNR is shown in Figure S12b. After that, a flake of $h$-BN with ~20 nm-thick covers the GNR devices and acts as a protective layer. A window between metal lead and GNR was opened via RIE etching and then the ~30 nm-thick film of GST was deposited into it. After annealing at 260 ℃, the memory devices based on GNRs are ready for electrical measurement. A TEM image of the ~3 nm-wide GNR is shown Figure S12c.
Figure S13. Operation of a D flip-flop made from a memory cell with GNR edge-contact. 

a) The resistance as the function of $V_{\text{gate}}$ in the GNR FET with ~3 nm width. 

b) The resistance versus $V_{\text{gate}}$ at 300 K after depositing GST by sputter. 

c) The resistance-voltage characteristic window. 

d) Cycle endurance. SET (0.5 V)/ RESET (1 V) with 100 ns-width of pulse voltage.
Figure S14. Schematic of the electrical test setup.

The pulse generator produces voltage pulse to induce phase change in memory device. The source meter records the change of the device resistance. The arbitrary waveform generator provides CLK signal. A constant resistance about $10^8 \, \Omega$ is connected in series. The oscilloscope monitors the variation of waveforms in the memory devices and the load resistance. The change of current through the PCRAM device can be deduced by monitoring the change of voltage in load resistance.
Figure S15. Details about logic functions in the D flip-flop made from a PCRAM cell with GNR edge contact. a) Logic function demonstration of the prototype D flip-flop device. b) The truth table of the device.

Figure S15 shows a dynamic logic function of the D flip-flop under a clock (CLK) signal of 2.5 MHz. We set 0.5 V/1 V as SET/RESET voltage with a pulse width of 100 ns to complete the reversible switch from HRS (~10^9 Ω) to LRS (~10^7 Ω) (Figure S13D). The input D in a voltage pulse of 0.5 V (1V) is regarded as logical “0” (“1”). Q and Q* represent the initial and subsequent resistance state of the memory cell, respectively. The LRS of cell means logical “0” while HRS in cell is considered as logical “1”. When CLK is in 0 V (logical “1”), Q* becomes logical “0” or “1” regardless of the initial resistance state, by following D. However, when CLK is in 5 V, Q* will not change but remains in its initial state of Q. The transient change of resistance can be measured directly by an oscilloscope, the details about measurement is shown in Figure S15a. It is noted that the switch between two states takes ~20 ns, greatly shorter than 100 ns of input pulse. This indicates that the excrescent electrical energy converts to the Joule heat without causing amorphous–crystalline transitions. The corresponding truth table is shown in Figure S15b. D flip-flop normally takes lots of transistors to implement in the traditional CMOS technology. Here, the memory cell with GNR edge-contact realized the logic function of a D flip-flop, which just is composed of PCMs and GNR channel. In addition, the D flipflop is of the capability of nonvolatile memory. It could be used to produce low power arithmetic/logic units in nonvolatile random-access memories.
Figure S16. Resistivity of edge-contacts of graphene to metal Pd in a h-BN/monolayer graphene/h-BN hetero-structure. a) The schematic of the hetero-structure device. b) The resistance as a function of \( \Delta V = V_{\text{gate}} - V_D \) with the different channel length in 10 \( \mu \)A at 300 K. c) Contact resistance as a function of \( \Delta V \) at 300K. d) Temperature dependence of contact resistance at different \( \Delta V \).

Figure S16a shows the schematic of the devices. We use the transfer-length method (TLM) to extract the resistance of the edge-contact. The graphene devices in various channel lengths and the same channel width of 2 \( \mu \)m, are fabricated. The metal leads (Pd) are deposited by sputter. The resistances with different channel length are measured as a function of back gate voltage, the results are plotted in Figure S16b. It is found that the longer the channel length, the larger the total resistance \( R \) for the graphene device. And the total resistance in each channel can be written as \( R = 2R_c(W) + \rho L/W \), where \( R_c \) is the contact resistance, \( L \) is the device length, \( W \) is the device width, and \( \rho \) is the 2D channel resistivity. The contact resistance was extracted by TLM, and the relationship between \( R_c \) and \( \Delta V \) was shown in Figure S16c. It is found that the \( R_c \) is \( \sim 600 \Omega \cdot \mu \text{m} \) when \( V_{\text{gate}} = 0 \) V at 300 K. Figure S16d shows the temperature dependence of \( R_c \) at different \( \Delta V \) (0 V, ± 30 V). It is found that the \( R_c \) between Pd and graphene varies a little under different temperature.
Figure S17. Modeling calculation of heat distribution. a) A comprehensive 3D finite element model for the heat distribution in GST with the initial temperature of 1400 K. The classical molecular dynamics simulation of heat transport in the graphene and h-BN two-dimension materials, and the initial temperature is set at 1400 K. The heat distribution at b) 2 ps, e) 40 ps, d) 200 ps and e) 500 ps, respectively.

As shown in Figure S17a, a comprehensive 3D finite element model is used to analyze the heat distribution in GST with the initial temperature of 1400 K to perform a RESET operation. The heat distribution in GST is related to its density, conductivity and the heat capacity at constant pressure. The 3D finite element model uses the following parameters of GST in crystalline state to capture the temperature distribution: density - 6200 kg/m³, thermal conductivity - 0.46 W/m/K and the heat capacity at constant pressure - 202 J/kg/K.

In order to investigate the heat transport in the graphene and h-BN multidimensional heterostructure, we carried out classical molecular dynamics simulations to calculate the lattice-vibration-induced heat transport, which is performed by the LAMMPS software [13]. The interatomic potential [14] is used to describe the interatomic interactions, which was developed to study the thermal transport in the graphene/h-BN interfaces. A 50 nm × 200 nm model with 368000 atoms is constructed. A 3 nm × 6 nm region is considered as heat source, whose temperature is set at 1400 K and is controlled by the NVT) ensemble using the Nose-Hoover thermostat, i.e. constant particle number, volume, and temperature. The other region is implemented by a NVE ensemble of the initial temperature at 300 K, i.e. constant particle number, volume, and enthalpy. In the simulations, the timestep is set as 2 fs.

The self-heating of GNR electrode under an applied pulse current with an amplitude of 0.9 µA with 100 ns was also calculated. The temperature change caused by self-heating is weak, and the overall temperature increase does not exceed 10 K after 500 ps. The heat distribution in the graphene and h-BN multidimensional heterostructure at different times were shown in Figure S17b to S17e.
| Memory type | Ref. No. | Structure | Speed/Pulse magnitude | Power consumption for a cell | Cycles |
|-------------|---------|-----------|------------------------|-----------------------------|--------|
|             |         |           |                        | Parameters of electrical pulse |        |
|             |         |           |                        | Energy                      |        |
| PCRAM       | This work | Pd-GST-GNR (edge contact) | 6 ns/0.45 V | −53.7 Ω | 0.9 μA/100 ns | $3 \times 10^5$ |
|             | Ref.[15] | GST was deposited in CNT gap (side contact together with end contact) | 150 ns/1.5 μA | −100 Ω | >1.5 μA/20 ns | $2 \times 10^5$ |
|             | Ref.[16] | GST was deposited in CNT gap (side contact together with end contact) | 300 ns/0.1 μA | −80 Ω | 1.6 μA/100 ns | $10^3$ |
|             | Ref.[17] | GST was deposited in CNT gap (side contact together with end contact) | 50 ns/0.5 μA | 210 Ω | 1.4 μA/50 ns | $10^2$ |
|             | Ref.[18] | GST was deposited in graphene ribbon gap (side contact together with edge contact) | N. A. | N. A. | < 10 μA/100 ns | 12 |
|             | Ref.[3] | TiN/GST/W (cylinder) | 30 ns/2.7 V | 2.1 nJ | 2.1 mA/1000 ns | $10^6$ |
|             |         | TiN/PCH(TiTe2/SbTe3)/W (cylinder) | 8 ns/1.5 V | 0.27 nJ | 0.9 mA/1000 ns | $2 \times 10^5$ |
|             | Ref.[19] | TiW/GST/TiW (porelike) | 500 ps/0.95 V | N. A. |         | $10^4$ |
|             | Ref.[20] | TiN/GST/Sb2Te/W (cylinder) | 20 ns/0.8 V | N. A. |         | $10^3$ |
|             | Ref.[21] | TiN/CGST/TiN (blade) | 100 ns/0.1 mA | N. A. | 0.6 mA/100 ns | $>10^6$ |
|             | Ref.[22] | TiN/CGST/TiN (blade) | 20 ns/0.1 mA | N. A. | 0.64 mA/50 ns | $10^6$ |
|             | Ref.[23] | TiN/Sc2Sb2Te3/W (cylinder) | 700 ps/5.3 V | 0.56 nJ | 0.4 mA/1000 ns | $10^5$ |
|             | Ref.[24] | TiN/Ti6.5Sb2Te5/W (cylinder) | 6 ns/1.3 V | 0.95 nJ | 0.5 mA/1000 ns | $10^7$ |
| RRAM        | Ref.[25] | Ag/a-SVO/Pt | 100 ns | N. A. |         | $10^2$ |
|             | Ref.[26] | TiN-HfOx-graphene | 500 ns | −63 pJ | 5 μA/500 ns | $10^3$ |
|             | Ref.[27] | TiN-HfOx-graphene | N. A. | 230 Ω | 2.3 μA/500 ns | $>1.6 \times 10^5$ |
| Flash memory | Ref.[28] | MoS2/h-BN/graphene | 20 ns/30 V | N. A. |         | $>1.39 \times 10^7$ |
|             | Ref.[29] | InSe/h-BN/graphene | 21 ns/20.2 V | N. A. |         | $2 \times 10^5$ |
Table S3. Summary of key parameters and performance of representative non-volatile memory.

| Ref.[30] | BP/graphene/h-BN/graphene | 0.3 ms/20 V | N. A. | tens |

PCRAM, resistive random-access memory (RRAM) and Flash memory are all recognized as important technologies capable of storing information in a non-volatile way. Power consumption, operating speed and cycle endurance are key parameters to evaluate the performance of non-volatile memory. We present in detail a statistical analysis of the reported performance of representative non-volatile memory in Supplementary Table S3. As shown in Supplementary Table S3, the PCRAM cell with ~3 nm-wide GNR as edge-contact presented in this work exhibits a power consumption about 53.7 fJ, which is the lowest among all PCRAM cells reported. In addition, the PCRAM cell exhibits among the best combination of an operating speed (~6 ns) and a cycle endurance (~$3\times10^5$) in all non-volatile memories shown in Table S3. Because GNRs serve as both edge-contact electrode and channel material, a low power arithmetic/logic unit can be built-up in simplified device structure.
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