Thermodynamics of Precision in Markovian Open Quantum Dynamics
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The thermodynamic and kinetic uncertainty relations indicate trade-offs between the relative fluctuation of observables and thermodynamic quantities such as dissipation and dynamical activity. Although these relations have been well studied for classical systems, they remain largely unexplored in the quantum regime. In this paper, we investigate such trade-off relations for Markovian open quantum systems whose underlying dynamics are quantum jumps, such as thermal processes and quantum measurement processes. Specifically, we derive finite-time lower bounds on the relative fluctuation of both dynamical observables and their first passage times for arbitrary initial states. The bounds imply that the precision of observables is constrained not only by thermodynamic quantities but also by quantum coherence. We find that the product of the relative fluctuation and entropy production or dynamical activity is enhanced by quantum coherence in a generic class of dissipative processes of systems with nondegenerate energy levels. Our findings provide insights into the survival of the classical uncertainty relations in quantum cases.

Introduction.—Small systems are inevitably subjected to significant fluctuations owing to their interaction with the environment; these fluctuations can strongly affect the performance of physical systems such as heat engines, mechanical clocks, and molecular motors. Thus, understanding fluctuations is an important step, both theoretically and practically, to controlling or overcoming such effects.

The fluctuation theorem [1–6], which encodes fluctuations of thermodynamic quantities into a universal equality, has been a prominent achievement over the last two decades. Beyond this equality, in recent years, the thermodynamic uncertainty relation (TUR), which presents a trade-off between precision and dissipation, was discovered [7–9]. Qualitatively, the TUR implies that the precision of time-integrated currents, which is quantified via the relative fluctuation, cannot be enhanced without increasing dissipation. The TUR was initially developed for steady-state Markov jump processes and subsequently generalized to arbitrary initial states [10, 11], given by the inequality

$$\frac{\text{var}[J]}{\langle J \rangle^2} \geq \frac{2(1 + \delta J)^2}{\Sigma_{\tau}}$$

(1)

where $\langle J \rangle$ and $\text{var}[J]$ are, respectively, the mean and variance of the current $J$, $\delta J := \tau \partial_{\tau} \ln \langle J \rangle / \tau$, and $\Sigma_{\tau}$ denotes the irreversible entropy production during the operational time $\tau$. A similar relation that applies to arbitrary counting observables is the kinetic uncertainty relation (KUR) [12, 13], which is obtained by replacing the irreversible entropy production in Eq. (1) with dynamical activity. Notably, the TUR leads to a universal trade-off between the power and efficiency of heat engines [14, 15]. Furthermore, it can be applied to infer dissipation from trajectory data without prior knowledge of the system [16–19]. Numerous studies have examined and extended these uncertainty relations for both classical and quantum dynamics [20–40].

It is now well known that quantum coherence plays an essential role in a broad class of thermodynamics, especially in the field of finite-time thermodynamics [41–55]. Concerning the TUR and KUR, it has been shown through specific examples that these relations can be violated in the quantum realm [56–60]. Despite the derivation of several quantum bounds [61–67], the interplay between dissipation and quantum coherence in constraining finite-time fluctuations remains unclear. Moreover, a recent study [58] has shown that quantum coherence responsible for the TUR violations cannot be characterized solely by off-diagonal elements of the density matrix. Note here that quantum coherence has no unique definition [68]. Therefore, these backgrounds strongly motivate us to clarify what types of quantum coherence are relevant to the TUR and KUR. Elucidating this should also give us insights into when and how the original uncertainty relations survive in the quantum realm.

In this paper, we investigate the precision of observ-
ables in open quantum systems and the role of quantum coherence. Focusing on the dynamical class of quantum jump processes, we find the relevant quantum coherence terms and derive fundamental bounds on the relative fluctuation of observables in terms of both thermodynamic quantities and quantum coherence terms [cf. Eqs. (12) and (13)]. The coherence terms can help clarify whether quantum coherence reduces or enhances the relative fluctuation of observables. In addition to dynamical observables, we also derive a lower bound on the first passage time (FPT) fluctuation of generic counting observables [cf. Eq. (14)], which is relevant when a physical observable appears in the quantum jump processes. The obtained bounds are general and valid for arbitrary operational times and initial states. We also provide sufficient conditions to reduce these quantum generalizations of the TUR and KUR to the classical expressions, as summarized in Table I. We numerically illustrate our findings using a three-level maser [69–71].

Model.—We consider an open quantum system with a finite dimension $d$, which is weakly coupled to single or multiple heat baths at different temperatures. Let $\rho_t$ denote the density operator of the system at time $t$. Then, its time evolution during the operational time $\tau$ can be described by the Lindblad master equation [72, 73]:

$$\dot{\rho}_t = L(\rho_t) := -i[H, \rho_t] + \sum_{k=1}^{K} \mathcal{D}[L_k]\rho_t.$$  \hspace{1cm} (2)

Here, $H$ is a time-independent Hamiltonian, $\mathcal{D}[L] \rho = L_0 L^\dagger - \{L^\dagger L, \rho\}/2$ is a dissipator, and $L_k$ is the $k$th jump operator. The dot · denotes the time derivative, and $[\cdot, \cdot]$ and $(\cdot, \cdot)$ are the commutator and anticommutator of the two operators, respectively. Throughout this paper, both the Planck constant and Boltzmann constant are set to unity, $\hbar = k_B = 1$. We note that the dynamics (2) can describe the quantum measurement process as well as the thermal dissipation dynamics. In the quantum measurement process, $L_k$ can either represent a projective measurement on the system or characterize a jump outcome induced by continuously monitoring the environment [74]. For thermal dissipation dynamics, we assume the local detailed balance condition $L_k = e^{\Delta s_k/2} L_k^\dagger$, which is satisfied in most cases of physical interest [75]. Here, the operator $L_k^\dagger$ represents the reversed jump of the $k$th jump, and $\Delta s_k$ denotes the entropy change of the environment due to the jump. For simplicity, we exclusively focus on time-independent driving; nevertheless, the generalization to the time-dependent case is straightforward.

The quantum dynamics (2) can be unraveled into quantum jump trajectories [76–79]. For a small time interval $dt$, the Lindblad dynamics $\dot{\rho}_{t+dt} = (\mathbb{1} + L dt)\rho_t$ can be expressed in the Kraus representation $\dot{\rho}_{t+dt} = \sum_{k=0}^{K} V_k \rho_t V_k^\dagger$ with the operators given by

$$V_0 := \mathbb{1} - i H_{\text{eff}} dt, \hspace{1cm} (3)$$

$$V_k := L_k \sqrt{dt} \quad (1 \leq k \leq K). \hspace{1cm} (4)$$

Here, $H_{\text{eff}} := H - (i/2) \sum_{k} L_k^\dagger L_k$ is the non-Hermitian Hamiltonian, and $\mathbb{1}$ denotes the identity operator. The operator $V_0$ induces a smooth nonunitary evolution, whereas operators $V_k (k \geq 1)$ induce jumps in the system state. Using this representation, the master equation can be unraveled into individual trajectories consisting of smooth evolution of the pure state $|\psi_t\rangle$ and discontinuous changes caused by quantum jumps in the pure state at random times. Notably, the entire time evolution of the pure state can be described by the stochastic Schrödinger equation [80].

The system is initially in a pure state $|n\rangle$ with probability $p_n$, which is confirmed by a projective measurement, that is, $\rho_0 = \sum_{n=1}^{d} p_n |n\rangle \langle n|$. Let $\Gamma_\tau = \{|\psi_t\rangle\}_{0 \leq t \leq \tau}$ be a stochastic trajectory of period $\tau$. Then, $\Gamma_\tau$ can be characterized by a discrete set $\{(t_0, n), (t_1, k_1), \ldots, (t_N, k_N)\}$, where $n$ is the measurement outcome at the initial time $t_0 = 0$, and the $k_j$th jump occurs at time $t_j$ for each $1 \leq j \leq N$. By defining the time propagation operator $U(t', t) := \exp[-i H_{\text{eff}}(t' - t)]$, the probability density of observing the trajectory $\Gamma_\tau$ is calculated as

$$p(\Gamma_\tau) = p_n |U(\tau, t_N) \prod_{j=1}^{N} L_{k_j} U(t_j, t_{j-1}) |n\rangle|^2. \hspace{1cm} (5)$$

We consider a generic time-integrated counting observable $\Phi(\Gamma_\tau)$ defined for each trajectory $\Gamma_\tau$ as

$$\Phi(\Gamma_\tau) := \sum_{j=1}^{N} w_{k_j}. \hspace{1cm} (6)$$

where $w_k$ is an arbitrary real coefficient associated with the $k$th jump. In the case where the coefficients are time-antisymmetric (i.e., $w_k = -w_{k'}$ for all $k$ and its reversed counterpart $k'$), $\Phi$ is called a current. Examples of currents include the net number of jumps by setting $w_k = 1 = -w_{k'}$ and the entropy flux to the environment by setting $w_k = \Delta s_k = -w_{k'}$. Another observable of interest is the static observable, which is defined as [81]

$$\Lambda(\Gamma_\tau) := \tau^{-1} \int_0^\tau \langle \psi_t | A | \psi_t \rangle dt, \hspace{1cm} (7)$$

where $A$ is an arbitrary time-independent operator. Unlike observable $\Phi$, which is only contributed by jumps, observable $\Lambda$ is evaluated over the entire evolution of the system’s pure state.

Relevant thermodynamic quantities.—We discuss two quantities that play key roles in constraining the precision of observables. The first is the irreversible entropy production, which quantifies the degree of irreversibility of thermodynamic processes [82]. It is defined as the sum
of the entropy changes of the system and environment as follows:
\[ \Sigma_\tau := \Delta S_{\text{sys}} + \Delta S_{\text{env}}, \tag{8} \]
where \( \Delta S_{\text{sys}} \) and \( \Delta S_{\text{env}} \) are given by \[ \begin{align*}
\Delta S_{\text{sys}} &= \text{tr}\{ \rho_0 \ln \rho_0 \} - \text{tr}\{ \rho_\tau \ln \rho_\tau \}, \quad (9) \\
\Delta S_{\text{env}} &= \int_0^\tau \sum_{k=1}^K \text{tr}\{ L_k \rho_\tau L_k^\dagger \} \Delta s_k \, dt. \quad (10)
\end{align*} \]

It can be shown that \( \Sigma_\tau \) is always nonnegative, \( \Sigma_\tau \geq 0 \), which corresponds to the second law of thermodynamics.

The second key quantity is quantum dynamical activity \[ \text{(64, 83, 84)}, \] which is quantified by the average number of jumps during period \( \tau \) as follows:
\[ A_\tau := \int_0^\tau N p(\Gamma_\tau) \, d\Gamma_\tau = \langle N \rangle. \tag{11} \]

This can be explicitly calculated as \[ A_\tau = \int_0^\tau \sum_k \text{tr}\{ L_k \rho_\tau L_k^\dagger \} \, dt. \]

Whereas entropy production is a dissipative term and measures the degree of time-reversal symmetry breaking, dynamical activity is a frenetic term that reflects the strength of thermalization of a system. These quantities complementarily characterize nonequilibrium phenomena \[ \text{[85]}. \]

**Main results.**—Under the aforementioned setup, we explain our main results, whose proof sketch is presented at the end of the paper (see also the Supplemental Material (SM) \[ \text{[86] for details of the derivation}). \] We consider a general situation in which the system is initially in an arbitrary state and aim to develop lower bounds on the relative fluctuation of observables in terms of relevant thermodynamic quantities. First, we consider an arbitrary current \( J \). Using the classical Cramér-Rao inequality \[ \text{[23, 87]}, \] we prove that its relative fluctuation is bounded by the entropy production and a quantum term as
\[ \frac{\text{var}[J]}{\langle J \rangle^2} \geq \frac{2(1 + \hat{\delta} J)^2}{\Sigma_\tau + 2Q_1}, \tag{12} \]
where \( Q_1 \) is the quantum contribution \[ \text{[cf. Eq. (18)]}, \]
\[ \hat{\delta} J := \langle J \rangle_\star / \langle J \rangle, \quad \text{and } \langle J \rangle_\star \text{ is the average of the current in perturbative dynamics [cf. Eq. (20)]}. \] Here, the perturbative dynamics is obtained by modifying the original Hamiltonian and jump operators with a parameter \( \theta \) as in Eq. (16). Equation (12) is the first main result, which is valid for arbitrary operational times and initial states as long as the local detailed balance is satisfied. In the absence of quantum coherence, we have \( Q_1 = 0 \); thus, \( Q_1 \) is identified as the contribution from the coherent dynamics. The inequality (12) quantitatively implies that the relative fluctuation of the currents is lower bounded by both the irreversible entropy production and quantum coherence. In the classical limit \( \text{(e.g., when } H = 0 \text{ and } L_k = \sqrt{\gamma_{mn}} |m\rangle\langle n| \text{ with a transition rate } \gamma_{mn} > 0 \text{), it can be calculated that } \hat{\delta} J = \delta J \text{ and } Q_1 = 0 \). Therefore, the relation (12) recovers the classical TUR \[ \text{[11]} \] and can be regarded as a quantum generalization of the TUR.

Next, we deal with an arbitrary generic counting observable \( \Phi \) and static observable \( \Lambda \). Employing the same technique, we obtain the following bound on the precision of these observables:
\[ \frac{\text{var}[O]}{\langle O \rangle^2} \geq \frac{1 + \delta O^2}{\text{var}[\tau] + Q_2} \text{ for } O \in \{ \Phi, \Lambda \}. \tag{13} \]

Here, \( Q_2 \), which vanishes in the absence of quantum coherence, is identified as a coherence term \[ \text{[86]}. \] Equation (13) is the second main result, implying that the precision of observables is constrained not only by dynamical activity but also by quantum coherence. Notably, the local detailed balance is not required to obtain this result; thus, it is valid for general dynamics. Moreover, it holds for arbitrary operational times and initial states. In the classical limit, the coherence term \( Q_2 \) equals zero, and the relation (13) is reduced to the classical KUR \[ \text{[13]}. \] Thus, it can be considered a quantum generalization of the KUR for counting observables.

Finally, we examine the FPT of an arbitrary counting observable \( \Phi \) that can be measured in a quantum jump process, such as an optical process. For each stochastic realization, let \( \tau \) be the first time at which the counting observable reaches a finite threshold value \( \Phi_{\text{thr}} \), that is, \[ \tau = \inf\{ t | \Phi(\Gamma_t) \geq \Phi_{\text{thr}} \}. \] Evidently, the stopping time \( \tau \) is a stochastic variable. Assuming that the mean and variance of \( \tau \) are finite, we obtain the following bound on the relative fluctuation of the FPT:
\[ \frac{\text{var}[\tau]}{\langle \tau \rangle^2} \geq \frac{1}{\langle N \rangle_\tau + Q_3}. \tag{14} \]

Here, \( \langle N \rangle_\tau \) is the average number of jumps evaluated at the stopping time, and \( Q_3 \) is a quantum term that vanishes in the absence of coherence \[ \text{[86]}. \] Equation (14) is our third main result and implies that the precision of the FPT is constrained by both the average number of jumps up to that time and quantum coherence. It can also be regarded as a quantum generalization of the classical KUR for the FPT obtained in Ref. \[ \text{[88]}. \]

The coherence terms \( Q_i \) \( (i = 1, 2, 3) \) are on par with the thermodynamic quantities in constraining the precision of observables. They provide information for determining regions where coherence suppresses or enhances the relative fluctuation of observables. Specifically, when \( Q_i \) is negative, it can be concluded that coherence tends to enhance the relative fluctuation of observables, whereas its positivity potentially indicates a violation of the original TUR and KUR. In addition, these coherence terms are genuine contributions from the coherent dynamics beyond the density matrix of the system. This is in good agreement with recent studies showing that quantum coherence in the density matrix cannot be directly related.
to the breaking of the TUR [58]. In the SM [86], we provide simple upper bounds for the terms \( Q_1 \) and \( Q_2 \) in the long-time regime, which can be computed using only the Hamiltonian, jump operators, and density matrix.

We discuss the differences between the results obtained here and the related quantum bounds. References [63, 64] derived quantum KURs for counting observables; however, they are only applicable to the steady-state and long-time limit \( \tau \to \infty \), whereas our results are valid for arbitrary initial states and operational time \( \tau \). A quantum TUR for *instantaneous* currents in a nonequilibrium steady-state system was obtained in Ref. [62]. By contrast, our bounds apply to time-integrated observables. In Ref. [64], Hasegawa derived a quantum TUR for time-integrated currents [see Eq. (14) therein]: nevertheless, Hasegawa’s bound cannot be applied to quantum systems that involve quantum coherence. In Refs. [65, 67], Hasegawa also obtained two finite-time bounds that are applicable to arbitrary initial states in general open quantum systems; however, these two bounds are neither directly related to entropy production nor to dynamical activity, and decay exponentially in the long-time regime.

On the other hand, our bound [Eq. (12)] can characterize the interplay between dissipation and coherence in the suppression of current fluctuations, and simultaneously it reduces to the original TUR [Eq. (1)] in the classical limit. Regarding the FPT, a quantum KUR was derived for quantum jump processes that stopped after a fixed number of jumps [89]. This type of process is a particular case of the general first passage process considered in this paper.

**Sufficient conditions for the classical uncertainty relations to survive.**—Here we reveal the deterministic effect of quantum coherence on the precision of observables, and thus determining sufficient conditions for the survival of the classical relations in the quantum regime. We consider a *generic* case in which the Hamiltonian is nondegenerate and the jump operators characterize transitions between different energy eigenstates with the same energy change. In particular, they satisfy \( [L_k, H] = \omega_k L_k \), where \( \omega_k = -\omega_{k'} \) denotes the energy change associated with the jump. In this case, we prove that the coherence terms are always negative, that is, \( Q_i \leq 0 \) for all \( i = 1, 2, 3 \) (see the SM [86]). This implies that quantum coherence has no advantage in suppressing the relative fluctuation of both the dynamical observables and the FPT, indicating the richness of the intrinsic features of thermal processes [90–92]. Notably, Eqs. (13) and (14) recover the classical KURs in this generic case; moreover, Eq. (12) results exactly in the classical TUR when the system is nonresonant, thus implying that the classical relations survive under these conditions. The details of this consequence are summarized in Table I.

**Example.**—We illustrate the main results in a three-level maser, which interacts with a classical electric field and a hot and a cold heat bath [see Fig. 1(a)]. The maser can operate as a heat engine or refrigerator, depending on the parameters. To guarantee the validity of the local master equation, we exclusively consider the weak driving field [93]. In a rotating frame [58, 94], the dynamics of the density matrix is governed by the Hamiltonian \( H = -\Delta \sigma_{22} + \Omega (\sigma_{13} + \sigma_{21}) \) and the jump operators \( L_1 = \sqrt{\gamma_h \sigma_{31}}, L_2 = \sqrt{\gamma_c \sigma_{32}}, \) and \( L_\nu = \gamma_c (n_c + 1) \sigma_{23} \). Here, \( \Delta \) is a detuning parameter, \( \Omega \) is the coupling strength of the driving field, \( \sigma_{ij} = |\epsilon_i\rangle\langle\epsilon_j| \), and \( n_h \) and \( n_c \) are the decay rate and the thermal occupation number for \( x \in \{c, h\} \), respectively.

We consider a current \( J \) with \( \nu = [1, -1, 1]^T \), which is proportional to the net number of cycles, and the FPT of the current with a threshold of \( J_{th} = 1 \). The quality factor of each bound is defined as the relative fluctuation divided by the lower-bound term, which should be greater than or equal to 1. Let \( \mathcal{F}_i \) \( (i = 1, 2, 3) \) be the quality factors associated with the derived bounds in Eqs. (12), (13), and (14), respectively, and \( \mathcal{F}_{i0} \) are the factors of the corresponding classical TUR or KUR. We vary \( \Delta \) while fixing the other parameters. The initial state is set to a pure state \( \rho_0 = |\epsilon_2\rangle\langle\epsilon_2| \). The quality factors of the bounds are numerically evaluated using \( 10^5 \) trajectories and are plotted in Figs. 1(b)–1(d). As shown, \( \mathcal{F}_i \) is always greater than 1, which numerically validates the derived bounds. In contrast, the classical bounds are significantly violated for \( (\Delta \leq \Omega = 0.15) \). Although we focus here on the transient dynamics, the same violation was also observed in steady-state dynamics [58, 59]. In the region where the classical bounds are invalid, the coherence terms become relatively large compared to the thermodynamic quantities, showing a quantum advantage in enhancing the
precision of observables.

**Sketch of proof.**—We consider an auxiliary dynamics, which is obtained by perturbing the original dynamics [Eq. (2)] by a parameter $\theta$; when $\theta = 0$, the auxiliary dynamics is reduced to the original. According to the classical Cramér-Rao inequality, we have

$$\frac{\text{var}[\Phi]}{(\partial_{\theta} \langle \Phi \rangle_{0})^2} \geq \frac{1}{\mathcal{I}(0)},$$

(15)

where the Fisher information is given by $\mathcal{I}(0) = -\langle \partial_{\theta}^2 \ln \rho(\Gamma) \rangle_{\theta=0}$ and the subscript $\theta$ is associated with auxiliary dynamics. To derive Eq. (12), we consider the auxiliary dynamics with the Hamiltonian and jump operators modified as

$$H_\theta(t) = (1 + \theta) H, \quad L_{k,\theta}(t) = \sqrt{1 + \ell_k(t) \theta} L_k,$$

(16)

where the coefficient $\ell_k(t)$ is given by

$$\ell_k(t) = \frac{\text{tr}\left\{ L_k \partial_t L_k^\dagger \right\} - \text{tr}\left\{ L_k \partial_t L_k^\dagger \right\} + \text{tr}\left\{ L_k \partial_t L_k^\dagger \right\}}{\text{tr}\left\{ L_k \partial_t L_k^\dagger \right\}}.$$

(17)

With this modification, the Fisher information can be upper bounded as $\mathcal{I}(0) \leq \Sigma_{r}/2 + \mathcal{Q}_1$, where

$$\mathcal{Q}_1 := -\left\langle \partial_{\theta}^2 \ln \left| \Psi_\theta(\Gamma) \right| \right\rangle_{\theta=0},$$

(18)

$$\Psi_\theta(\Gamma) := U_\theta(\tau, tN) \prod_{j=1}^{N} L_{k_j} U_\theta(t_j, t_{j-1}) \left| n \right>.$$

(19)

In addition, $\partial_{\theta} \langle J \rangle_{\theta} = \langle J \rangle + \langle J \rangle_s$, where

$$\langle J \rangle_s := \int_0^\tau \sum_k w_k \text{tr}\left\{ L_k \phi_k L_k^\dagger \right\} dt$$

(20)

and the traceless operator $\phi_k$ evolves according to the equation $\phi_k = \mathcal{L} \left( \phi_k + \phi_{\ell} + \sum_{j} \ell_j(t-1)D[L_k] \phi_k \right)$ with the initial condition $\phi_k = 0$. Likewise, Eqs. (13) and (14) are derived using the following auxiliary dynamics:

$$H_\theta(t) = (1 + \theta) H, \quad L_{k,\theta}(t) = \sqrt{1 + \theta L_k}.$$

(21)

In this case, we obtain $\mathcal{I}(0) = A_r + Q_2$ for counting and static observables and $\mathcal{I}(0) = \langle N \rangle_r + Q_3$ for the FPT observable. Here, $Q_2$ and $Q_3$ are defined analogously as in Eq. (18) with the corresponding time propagation operator $U_\theta$.

**Summary.**—In this paper, we derived fundamental bounds on the precision of dynamical and time observables for Markovian dynamics. These bounds indicate that quantum coherence plays a key role in constraining the relative fluctuation of the observables. Moreover, they provide insights into the precision of thermal machines, such as heat engines and quantum clocks. Restricting to the generic class of dissipative processes, we found that quantum coherence tends to enhance the relative fluctuation of the observables. Because thermal processes are relevant in heat engines, our bounds can be applied to obtain useful trade-off relations between the power and efficiency.
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S1. LOWER BOUND ON THE IRREVERSIBLE ENTROPY PRODUCTION RATE

Here, we show an analytical expression for the entropy production rate \( \dot{\Sigma}_t \) and derive a lower bound on \( \dot{\Sigma}_t \). Taking the time derivative of the irreversible entropy production, the entropy production rate can be calculated as follows:

\[
\dot{\Sigma}_t = -\text{tr}(\dot{\varrho}_t \ln \varrho_t) + \sum_k \text{tr} \{ L^\dagger_k L_k \dot{\varrho}_t \} \Delta s_k \\
= -\sum_k \text{tr}(\{D[L_k] \dot{\varrho}_t\} \ln \varrho_t) + \sum_k \text{tr} \{ L^\dagger_k L_k \dot{\varrho}_t \} \Delta s_k \\
= \sum_k \text{tr} \{ L_k \dot{\varrho}_t (\Delta s_k L^\dagger_k - [L^\dagger_k, \ln \varrho_t]) \}. 
\]

(S1)

Let \( \varrho_t = \sum_n p_n(t) |n_t\rangle \langle n_t| \) be the spectral decomposition of the density matrix \( \varrho_t \). We define \( W^{nm}_k(t) = |\langle n_t| L_k |m_t\rangle|^2 \), which is always nonnegative. Notice that \( W^{nm}_k(t) = e^{\Delta s_k} W^{nm}_k(t) \). Because \( \text{tr} A = \sum_n \langle n_t| A |n_t\rangle \) for any operator \( A \),
the entropy production rate can be calculated as follows:
\[
\dot{\Sigma}_t = \sum_k \sum_i \langle n_i | L_k \partial_t (\Delta s_k L_k^\dagger - [L_k^\dagger, \ln g_i]) | n_i \rangle
\]
\[
= \sum_k \sum_{n,m} W_k^{nm}(t) p_m(t) \left[ \Delta s_k + \ln \frac{p_m(t)}{p_n(t)} \right]
\]
\[
= \frac{1}{2} \sum_k \sum_{n,m} W_k^{nm}(t) p_m(t) \left[ \Delta s_k + \ln \frac{p_m(t)}{p_n(t)} \right] + W_k'^{mn}(t) p_n(t) \left[ \Delta s_k + \ln \frac{p_n(t)}{p_m(t)} \right]
\]
\[
= \frac{1}{2} \sum_k \sum_{n,m} W_k^{nm}(t) p_m(t) \left[ \Delta s_k - \ln \frac{p_n(t)}{p_m(t)} \right] + e^{-\Delta s_k} \frac{p_n(t)}{p_m(t)} \left[ -\Delta s_k + \ln \frac{p_n(t)}{p_m(t)} \right]
\]
\[
= \frac{1}{2} \sum_k \sum_{n,m} [W_k^{nm}(t) p_m(t) - W_k'^{mn}(t) p_n(t)] \ln \frac{W_k^{nm}(t) p_m(t)}{W_k'^{mn}(t) p_n(t)}.
\]
(S2)

Because \((a - b) \ln(a/b) \geq 0\) for all \(a, b \geq 0\), the positivity of \(\dot{\Sigma}_t\) is immediately derived.

Notably, the following inequalities hold for arbitrary real numbers \(a_n \geq 0, b_n \geq 0\):
\[
(a_1 - b_1) \ln \frac{a_1}{b_1} \geq 2 \frac{(a_1 - b_1)^2}{a_1 + b_1},
\]
(S3)
\[
\sum_n a_n^2 \geq \frac{(\sum_n a_n)^2}{\sum_n b_n}.
\]
(S4)

By applying the above inequalities to Eq. (S2), we obtain a lower bound for the entropy production rate as follows:
\[
\dot{\Sigma}_t \geq \sum_k \sum_{n,m} \frac{[W_k^{nm}(t) p_m(t) - W_k'^{mn}(t) p_n(t)]^2}{W_k^{nm}(t) p_m(t) + W_k'^{mn}(t) p_n(t)}
\]
\[
\geq \sum_k \frac{[\sum_{n,m} W_k^{nm}(t) p_m(t) - W_k'^{mn}(t) p_n(t)]^2}{\sum_{n,m} W_k^{nm}(t) p_m(t) + W_k'^{mn}(t) p_n(t)}
\]
\[
= \sum_k \frac{[\text{tr}\{L_k \partial_t L_k^\dagger\} - \text{tr}\{L_k' \partial_t L_k'\}]^2}{\text{tr}\{L_k \partial_t L_k^\dagger\} + \text{tr}\{L_k' \partial_t L_k'\}}.
\]
(S5)

The lower bound in Eq. (S5) will be used later to derive the quantum TUR for the currents.

S2. DERIVATION OF THE QUANTUM TUR AND KUR FOR DYNAMICAL AND TIME OBSERVABLES

Our derivation is based on the classical Cramér-Rao inequality
\[
\frac{\text{var}[\Phi]}{(\partial_r \Phi|_{r=0})^2} \geq \frac{1}{\mathcal{I}(0)},
\]
(S6)

where the Fisher information is given by \(\mathcal{I}(0) = -\langle \partial^2_r \ln p_0(\Gamma_+) \rangle|_{r=0}\).

In the following, we use \(J, \Phi, \text{and } \Lambda\) to denote current-type, generic counting, and static observables, respectively.

A. Derivation of the quantum TUR for currents

We consider an auxiliary dynamics parameterized by the parameter \(\theta\) as follows:
\[
H_\theta = (1 + \theta) H, \quad L_{k,\theta}(t) = \sqrt{1 + \ell_k(t)} \theta L_k,
\]
(S7)
where
\[
\ell_k(t) = \frac{\text{tr}\{L_k \phi_t L_k^\dagger\} - \text{tr}\{L_k \phi_t L_k^\dagger\}}{\text{tr}\{L_k \phi_t L_k^\dagger\} + \text{tr}\{L_k \phi_t L_k^\dagger\}}.
\] (S8)

The Hamiltonian and jump operators modified in Eq. (S7) are always valid for \( \theta \ll 1 \), and \( \ell_k(t) = -\ell_k'(t) \). Moreover, the auxiliary dynamics is reduced to the original when \( \theta = 0 \). The effective Hamiltonian and the non-unitary propagator have the following forms:

\[
H_{\text{eff}, \theta}(t) = (1 + \theta) H - \frac{i}{2} \sum_k (1 + \ell_k(t)) \theta L_k^\dagger L_k, \quad \quad (S9)
\]
\[
U_\theta(t_{j+1}, t_j) = \mathcal{T} \exp\{-i \int_{t_j}^{t_{j+1}} H_{\text{eff}, \theta}(t) \, dt\}. \quad \quad (S10)
\]

where \( \mathcal{T} \) denotes the time-ordering operator. The probability density of finding the trajectory \( \Gamma_\tau \) in the auxiliary dynamics is given by

\[
p_\theta(\Gamma_\tau) = p_n \prod_{j=1}^N (1 + \ell_{k_j}(t_j)) |U_\theta(\tau, t_N) \prod_{j=1}^N L_{k_j} U_\theta(t_j, t_{j-1}) |n\rangle |n\rangle^2. \quad \quad (S11)
\]

Subsequently, the Fisher information can be calculated as

\[
\mathcal{I}(0) = - \left. \left( \partial^2_\theta \ln \left\| \prod_{j=1}^N (1 + \ell_{k_j}(t_j)) |U_\theta(\tau, t_N) \prod_{j=1}^N L_{k_j} U_\theta(t_j, t_{j-1}) |n\rangle \right\| \right) \right|_{\theta=0}
\]
\[
= \left( \sum_{j=1}^N \ell_{k_j}(t_j)^2 \right) + \langle q_1(\Gamma_\tau) \rangle
\]
\[
= \int_0^\tau \sum_k \text{tr}\{L_k \phi_t L_k^\dagger\} \ell_k(t)^2 \, dt + \langle q_1(\Gamma_\tau) \rangle
\]
\[
= \frac{1}{2} \int_0^\tau \sum_k \left[ \text{tr}\{L_k \phi_t L_k^\dagger\} + \text{tr}\{L_k' \phi_t L_k'^\dagger\} \right] \ell_k(t)^2 \, dt + \langle q_1(\Gamma_\tau) \rangle
\]
\[
= \frac{1}{2} \int_0^\tau \sum_k \left[ \text{tr}\{L_k \phi_t L_k^\dagger\} - \text{tr}\{L_k' \phi_t L_k'^\dagger\} \right]^2 \, dt + \langle q_1(\Gamma_\tau) \rangle
\]
\[
\leq \frac{1}{2} \int_0^\tau \dot{\Sigma}_t \, dt + \langle q_1(\Gamma_\tau) \rangle
\]
\[
= \dot{\Sigma}_t / 2 + Q_1. \quad \quad (S12)
\]

Here, we have used Eq. (S5) to obtain the last inequality and have defined

\[
Q_1 := \langle q_1(\Gamma_\tau) \rangle, \quad \quad (S13)
\]
\[
q_1(\Gamma_\tau) := - \left. \partial^2_\theta \ln \left\| U_\theta(\tau, t_N) \prod_{j=1}^N L_{k_j} U_\theta(t_j, t_{j-1}) |n\rangle \right\| \right|_{\theta=0}. \quad \quad (S14)
\]

For \( \theta \ll 1 \), the density operator \( \rho_{t, \theta} \) in the auxiliary dynamics can be expanded in terms of \( \theta \) as \( \rho_{t, \theta} = \rho_t + \theta \phi_t + \mathcal{O}(\theta^2) \). Substituting this perturbative expression to the Lindblad master equation, we have

\[
\dot{\phi}_t + \theta \dot{\phi}_t = -i[(1 + \theta) H, \rho_t + \theta \phi_t] + \sum_k (1 + \ell_k(t)) \theta \left[ L_k(\rho_t + \theta \phi_t) L_k^\dagger - \frac{1}{2} \{L_k^\dagger L_k, \rho_t + \theta \phi_t\} \right] + \mathcal{O}(\theta^2). \quad \quad (S15)
\]

By collecting the terms in the first order of \( \theta \), we obtain the differential equation describing the time evolution of the operator \( \phi_t \):

\[
\dot{\phi}_t = -i[H, \rho_t + \phi_t] + \sum_k \{D[L_k] \phi_t + \ell_k(t) D[L_k] \rho_t\} = \mathcal{L}(\rho_t + \phi_t) + \sum_k [\ell_k(t) - 1] D[L_k] \rho_t \quad \quad (S16)
\]
given the initial condition $\phi_0 = 0$. It can be easily seen that the operator $\phi_t$ is always traceless. Noting that $w_k = -w_{k'}$ and $w_k \ell_k(t) = w_{k'} \ell_{k'}(t)$, the partial derivative of the current average in the auxiliary dynamics with respect to $\theta$ can be calculated as

$$
\left. \frac{\partial \langle J \rangle}{\partial \theta} \right|_{\theta=0} = \left. \partial_\theta \left[ \int_0^\tau \sum_k w_k (1 + \ell_k(t) \theta) \text{tr} \{ L_k (\phi_t + \theta \phi_t) L_k \} \ dt + O(\theta^2) \right] \right|_{\theta=0}
$$

$$
= \int_0^\tau \sum_k w_k \ell_k(t) \left[ \text{tr} \{ L_k \phi_t L_k \} \right] \ dt + \int_0^\tau \sum_k w_k \text{tr} \{ L_k \phi_t L_k \} \ dt
$$

$$
= \frac{1}{2} \int_0^\tau \sum_k w_k \ell_k(t) \left[ \text{tr} \{ L_k \phi_t L_k \} + \text{tr} \{ L_k' \phi_t L_k' \} \right] \ dt + \frac{1}{2} \int_0^\tau \sum_k w_k \text{tr} \{ L_k \phi_t L_k \} \ dt
$$

$$
= \int_0^\tau \sum_k w_k \text{tr} \{ L_k \phi_t L_k \} \ dt + \int_0^\tau \sum_k w_k \text{tr} \{ L_k \phi_t L_k \} \ dt
$$

$$
= \langle J \rangle + \langle J \rangle^* ,
$$

(S17)

where we have defined $\langle J \rangle := \int_0^\tau \sum_k w_k \text{tr} \{ L_k \phi_t L_k \} \ dt$. From Eqs. (S12) and (S17), we obtain the quantum TUR,

$$
\frac{\text{var}[J]}{\langle J \rangle^2} \geq \frac{2(1 + \delta J)^2}{\Sigma \tau + 2Q_1} ,
$$

(S18)

where $\delta J = \langle J \rangle^*/\langle J \rangle$.

### B. Derivation of the quantum KUR for counting observables

We consider auxiliary dynamics with the Hamiltonian and jump operators are parameterized by the parameter $\theta$ as follows:

$$
H_\theta = (1 + \theta) H, \quad L_{k,\theta} = \sqrt{1 + \theta} L_k.
$$

(S19)

Evidently, the auxiliary dynamics is reduced to the original when $\theta = 0$. The effective Hamiltonian and the non-unitary propagator have the following forms:

$$
H_{\text{eff},\theta} = (1 + \theta) H - \frac{i}{2} \sum_k (1 + \theta) L_k^\dagger L_k = (1 + \theta) H_{\text{eff}},
$$

(S20)

$$
U_\theta(t_{j+1}, t_j) = \exp \left[ -i H_{\text{eff},\theta} (t_{j+1} - t_j) \right].
$$

(S21)

The probability density of observing the trajectory $\Gamma_{\tau}$ is given by

$$
p_\theta(\Gamma_{\tau}) = p_n (1 + \theta)^N | U_\theta(\tau, t_N) \prod_{j=1}^N L_k U_\theta(t_j, t_{j-1}) | n \rangle|^2 .
$$

(S22)

Analogously, the Fisher information can be calculated as

$$
\mathcal{I}(0) = - \left. \frac{\partial^2 \ln (1 + \theta)^N}{\partial \theta^2} \right|_{\theta=0} - \left. \frac{\partial^2 \ln | U_\theta(\tau, t_N) \prod_{j=1}^N L_k U_\theta(t_j, t_{j-1}) | n \rangle|^2}{\partial \theta^2} \right|_{\theta=0}
$$

$$
= \langle N \rangle + \langle q_2(\Gamma_{\tau}) \rangle
$$

$$
= \int_0^\tau \text{tr} \{ L_k \phi_t L_k \} \ dt + \langle q_2(\Gamma_{\tau}) \rangle
$$

$$
= \mathcal{A}_\tau + Q_2 .
$$

(S23)

Here, we have defined

$$
Q_2 := \langle q_2(\Gamma_{\tau}) \rangle ,
$$

(S24)
\[ q_2(\Gamma_\tau) := -\partial_\theta^2 \ln |U_\theta(\tau, t_N) \prod_{j=1}^N L_k U_\theta(t_j, t_{j-1}) |n \rangle^2 |_{\theta=0}. \] (S25)

Note that the quantities \( q_1 \) and \( q_2 \) are not the same because the form of the propagator \( U_\theta \) is different in the two cases.

It can be verified that the density operator in the auxiliary dynamics is related to that in the original as \( \varrho_{t,\theta} = \varrho_{t(1+\theta)} \). Therefore, the partial derivative of the average of the generic observable in the auxiliary dynamics with respect to \( \theta \) can be calculated as

\[
\partial_\theta \langle \Phi \rangle \bigg|_{\theta=0} = \partial_\theta \left[ \int_0^\tau \sum_k w_k (1+\theta) \text{tr} \{ L_k \varrho_{t,\theta} L_k^\dagger \} dt \right] \bigg|_{\theta=0} \\
= \partial_\theta \left[ \int_0^\tau \sum_k w_k (1+\theta) \text{tr} \{ L_k \varrho_{t(1+\theta)} L_k^\dagger \} dt \right] \bigg|_{\theta=0} \\
= \partial_\theta \left[ \int_0^{(1+\theta)\tau} \sum_k w_k \text{tr} \{ L_k \varrho_{t} L_k^\dagger \} dt \right] \bigg|_{\theta=0} \\
= \tau \sum_k w_k \text{tr} \{ L_k \varrho_{t} L_k^\dagger \} \\
= \tau \partial_\tau \langle \Phi \rangle. \tag{S26}
\]

From Eqs. (S23) and (S26), we obtain the quantum KUR as follows:

\[
\frac{\text{var}[\Phi]}{\langle \Phi \rangle^2} \geq \frac{(1+\delta \Phi)^2}{\mathcal{A}_\tau + Q_2}, \tag{S27}
\]

where \( \delta \Phi := \tau \partial_\tau \ln \langle \Phi \rangle / \tau \).

### C. Derivation of the quantum KUR for static observables

We consider the same auxiliary dynamics as in the previous section:

\[ H_\theta = (1+\theta) H, \quad L_{k,\theta}(t) = \sqrt{1+\theta} L_k. \] (S28)

The Fisher information can be analogously calculated using Eq. (S23). Because \( \varrho_{t,\theta} = \varrho_{t(1+\theta)} \), the partial derivative of the average of the static observable in the auxiliary dynamics with respect to \( \theta \) can be calculated as

\[
\partial_\theta \langle \Lambda \rangle \bigg|_{\theta=0} = \partial_\theta \left[ \tau^{-1} \int_0^\tau \text{tr} \{ A \varrho_{t,\theta} \} dt \right] \bigg|_{\theta=0} \\
= \partial_\theta \left[ \tau^{-1} \int_0^\tau \text{tr} \{ A \varrho_{t(1+\theta)} \} dt \right] \bigg|_{\theta=0} \\
= \partial_\theta \left[ (1+\theta)^{-1} \tau^{-1} \int_0^{(1+\theta)\tau} \text{tr} \{ A \varrho_{t} \} dt \right] \bigg|_{\theta=0} \\
= -\langle \Lambda \rangle + \text{tr} \{ A \varrho_{t} \} \\
= -\langle \Lambda \rangle + \partial_\tau \langle \Lambda \rangle \\
= \tau \partial_\tau \langle \Lambda \rangle. \tag{S29}
\]

Consequently, we obtain the quantum KUR for the static observable as the following:

\[
\frac{\text{var}[\Lambda]}{\langle \Lambda \rangle^2} \geq \frac{(1+\delta \Lambda)^2}{\mathcal{A}_\tau + Q_2}, \tag{S30}
\]

where \( \delta \Lambda := \tau \partial_\tau \ln |\langle \Lambda \rangle / \tau| \).
D. Derivation of the quantum KUR for the first passage time

We consider the same auxiliary dynamics as in the derivation of the quantum KUR, that is, the Hamiltonian and jump operators are parameterized as follows:

\[ H_{\theta} = (1 + \theta) H, \quad L_{k,\theta} = \sqrt{1 + \theta} L_k. \]  

(S31)

We assume that \( P(\tau < +\infty) = 1 \) and the mean and variance of \( \tau \) are finite. Applying the Cramér-Rao inequality, we have

\[
\frac{\text{var}[\tau]}{(\partial_{\theta} \langle \tau \rangle_{\theta}|_{\theta=0})^2} \geq \frac{1}{\mathcal{I}(0)}.
\]  

(S32)

For the first passage time problem, the time at which the last jump occurs is always the stopping time. That is, \( \tau = t_N \), where \( N = \min\{m| \sum_{j=1}^m w_{k_j} \geq \Phi_{\text{thr}}\} \). Each trajectory \( \Gamma_{\tau} \) can be described by the discrete set \( \{(t_0, n), (t_1, k_1), \ldots, (t_N, k_N)\} \). Let \( \tilde{\Gamma}_{\text{jump}} = \{k_1, \ldots, k_N\} \) be the trajectory of only jump events, then the partial derivative of the average of the first passage time in the auxiliary dynamics with respect to \( \theta \) can be calculated as follows:

\[
\partial_{\theta} \langle \tau \rangle_{\theta}|_{\theta=0} = \partial_{\theta} \left[ \sum_{\tilde{\Gamma}_{\text{jump}}} \int_0^\infty \int_0^{\tau} \int_t^{\tau} \cdots \int_{t_{N-2}}^{\tau} dt_N \cdots dt_1 p_n (1 + \theta)^N \left| \prod_{j=1}^{N} L_{k_j} U_{\theta}(t_j, t_{j-1}) |n\rangle \right|^2 \right]|_{\theta=0} = \partial_{\theta} \left[ \sum_{\tilde{\Gamma}_{\text{jump}}} \int_0^\infty \int_0^{\tau'} \int_{t_1}^{\tau'} \cdots \int_{t_{N-2}}^{\tau'} dt_N \cdots dt_1 p_n \left| \prod_{j=1}^{N} L_{k_j} U_{\theta}(t_j', t_{j-1}') |n\rangle \right|^2 (1 + \theta)^{-1} \right]|_{\theta=0} = \partial_{\theta} [(1 + \theta)^{-1} \langle \tau \rangle]|_{\theta=0} = -\langle \tau \rangle.
\]  

(S33)

Here we have changed the variables \( t_j' = (1 + \theta) t_j \) and \( \tau' = (1 + \theta) \tau \) in the integration. Likewise, the Fisher information can be calculated as

\[
\mathcal{I}(0) = -\left( \partial_{\theta}^2 \ln(1 + \theta)^N \right)|_{\theta=0} - \left( \partial_{\theta}^2 \ln \left| \prod_{j=1}^{N} L_{k_j} U_{\theta}(t_j, t_{j-1}) |n\rangle \right|^2 \right)|_{\theta=0} = \langle N \rangle_{\tau} + \langle q_3(\Gamma_{\tau}) \rangle = \langle N \rangle_{\tau} + Q_3,
\]  

(S34)

where we have defined

\[
Q_3 := \langle q_3(\Gamma_{\tau}) \rangle,
\]  

(S35)

\[
q_3(\Gamma_{\tau}) := -\partial_{\theta}^2 \ln \left| \prod_{j=1}^{N} L_{k_j} U_{\theta}(t_j, t_{j-1}) |n\rangle \right|^2|_{\theta=0}.
\]  

(S36)

Consequently, we obtain the quantum KUR for the first passage time as follows:

\[
\frac{\text{var}[\tau]}{\langle \tau \rangle^2} \geq \frac{1}{\langle N \rangle_{\tau} + Q_3}.
\]  

(S37)

In the above, we have assumed that \( P(\tau < +\infty) = 1 \). Nevertheless, an analogous bound can be derived in the remaining case [i.e., when the probability of an infinite stopping time is positive, \( P(\tau < +\infty) < 1 \)]. To this end, we define the average for arbitrary functional function \( f \) as

\[
\langle f \rangle_{\star, \theta} := \int \int \cdots \int f(\Gamma_{\tau}) p_0(\Gamma_{\tau}) d\Gamma_{\tau},
\]  

(S38)

where the average is over all trajectories with finite stopping times. For simplicity, we denote \( \langle \cdot \rangle_{\star, \theta} \) by \( \langle \cdot \rangle_{\star} \) for the \( \theta = 0 \) case. The modified variance of the stopping time can be defined as

\[
\text{var}[\tau]_{\star} := \left\langle (\tau - \langle \tau \rangle_{\star})^2 \right\rangle_{\star}.
\]  

(S39)

When \( P(\tau < +\infty) = 1 \), these modified mean and variance reduce to \( \langle \tau \rangle \) and \( \text{var}[\tau] \), respectively. Note that \( \partial_{\theta} \langle 1 \rangle_{\star, \theta} = 0 \). The same approach using the Cramér-Rao inequality yields the following KUR:

\[
\frac{\text{var}[\tau]}{\langle \tau \rangle^2_{\star}} \geq \frac{1}{\langle N \rangle_{\tau, \star} + \langle q_3 \rangle_{\star}}.
\]  

(S40)
S3. UPPER BOUNDS OF $Q_1$ AND $Q_2$ IN THE LONG-TIME REGIME

Here we show that in the long-time regime, the terms $Q_1$ and $Q_2$ can be upper bounded by simple quantities that depend only on the Hamiltonian, jump operators, and the stationary density matrix. Notice that the obtained Fisher information is always upper bounded by the quantum Fisher information, which is maximized over all positive operator valued measures (POVMs),

$$I(0) \leq I_Q = \max_{\mathcal{P}} \{ I(0; \mathcal{P}) \}.$$  \hspace{1cm} (S41)

Here, $I(0; \mathcal{P})$ is the Fisher information obtained using a specific POVM $\mathcal{P}$. Moreover, for long-time steady-state systems, the quantum Fisher information can be explicitly calculated \[1\],

$$I_Q = 4\tau \partial_{\theta_1\theta_2}^2 \chi(\theta) \bigg|_{\theta = \theta_0},$$  \hspace{1cm} (S42)

where $\chi(\theta) (\theta = [\theta_1, \theta_2]^T)$ is the dominant eigenvalue of the generalized Lindblad super-operator

$$\mathcal{L}_\theta(\rho) = -i[(1+\theta_1)H \rho - (1+\theta_2) \rho H] + \sum_k \sqrt{(1+\ell_k \theta_1)(1+\ell_k \theta_2)} L_k \rho L_k^\dagger - \frac{1}{2} \sum_k (1+\ell_k \theta_1) L_k^\dagger L_k \rho - \frac{1}{2} \sum_k (1+\ell_k \theta_2) \rho L_k^\dagger L_k. \hspace{1cm} (S43)$$

To calculate $I_Q$, it is convenient to vectorize operators as

$$X = \sum_{m,n} x_{mn} |m|n\rangle \rightarrow |X\rangle = \sum_{m,n} x_{mn} |m\rangle \otimes |n\rangle. \hspace{1cm} (S44)$$

We can easily show that $|XY\rangle = (X \otimes 1)|Y\rangle$ and $|YX\rangle = (1 \otimes X^\dagger)|Y\rangle$. Using this representation, the Lindblad equation can be written as

$$|\dot{\psi}\rangle = \hat{L}|\psi\rangle,$$  \hspace{1cm} (S45)

where the operator $\hat{L}$ is defined as

$$\hat{L} = -i(H \otimes 1 - 1 \otimes H^\dagger) + \sum_k \left[ L_k \otimes L_k^\dagger - \frac{1}{2} (L_k^\dagger L_k) \otimes 1 - \frac{1}{2} 1 \otimes (L_k^\dagger L_k)^\dagger \right]. \hspace{1cm} (S46)$$

Here $^\dagger$ and $^\ast$ denote the matrix transpose and complex conjugate, respectively. For the matrix $\hat{L}_\theta$, let $u(\theta)$ and $v(\theta)$ denote the corresponding left and right eigenvectors associated with an eigenvalue $\chi(\theta)$ (which is vanished at $\theta = 0$),

$$\hat{L}_\theta u(\theta) = \chi(\theta) u(\theta),$$  \hspace{1cm} (S47)

$$\hat{L}_\theta^\dagger v(\theta) = \chi(\theta)^* v(\theta). \hspace{1cm} (S48)$$

Here, $u(\theta)$ and $v(\theta)$ satisfy the normalization constraints, $\langle u(\theta), u(\theta) \rangle = 1$ and $\langle u(0), v(0) \rangle = 1$, where we have used the notation of the Frobenius inner product $\langle X, Y \rangle = \text{tr}\{X^\dagger Y\}$. Specifically,

$$u(0) = |\varrho^s\rangle/\sqrt{\langle \varrho^s | \varrho^s \rangle},$$  \hspace{1cm} (S49)

$$v(0) = |1\rangle/\sqrt{\langle 1 | \varrho^s \rangle}. \hspace{1cm} (S50)$$

Here, $\varrho^s$ denotes the steady-state density matrix. Then, the partial derivative of the eigenvalue $\chi(\theta)$ can be calculated as

$$\partial_{\theta_1\theta_2}^2 \chi(\theta) \bigg|_{\theta = \theta_0} = \langle v(0), \partial_{\theta_1\theta_2}^2 \hat{L}_\theta u(0) \rangle \bigg|_{\theta = \theta_0} - \langle v(0), \partial_{\theta_1} \hat{L}_\theta ^\dagger \hat{F} \partial_{\theta_2} \hat{L}_\theta u(0) + \partial_{\theta_1} \hat{L}_\theta ^\dagger \hat{L}^\dagger \partial_{\theta_1} \hat{L}_\theta u(0) \rangle \bigg|_{\theta = \theta_0}. \hspace{1cm} (S51)$$

Here, the operator $\hat{F}$ denotes the projection onto the complement of the 0-eigenspace (i.e., $\hat{F} x = x - \langle v(0), x \rangle u(0)$) and $\hat{L}^\dagger$ denotes the Moore-Penrose pseudo-inverse of $\hat{L}$. The first term on the right-hand side of Eq. (S51) can be explicitly calculated as

$$\langle v(0), \partial_{\theta_1\theta_2}^2 \hat{L}_\theta u(0) \rangle \bigg|_{\theta = \theta_0} = \frac{1}{4} \left\{ \sum_k \ell_k^2 \langle L_k \otimes L_k^\dagger | \varrho^s \rangle \right\} = \frac{1}{4} \sum_k \text{tr}\{ L_k \varrho^s L_k^\dagger \}. \hspace{1cm} (S52)$$
The second term can be analogously calculated as
\[
\begin{split}
\{v(0), \partial_0, \hat{L}_\theta \hat{P} \hat{L}^\dagger \hat{P} \partial_0, \hat{L}_\theta \hat{u}(0) + \partial_0, \hat{L}_\theta \hat{P} \hat{L}^\dagger \hat{P} \partial_0, \hat{L}_\theta \hat{u}(0)\}_{\theta = 0}
\end{split}
\]  
(S53)
\[
= \langle \langle \hat{1}| \hat{F}_1 \hat{L}^\dagger \hat{P} \hat{F}_2 | \hat{q}^{ss} \rangle \rangle + \langle \langle \hat{1}| \hat{F}_2 \hat{L}^\dagger \hat{P} \hat{F}_1 | \hat{q}^{ss} \rangle \rangle,
\]  
(S54)
where the matrices \( \hat{F}_1 \) and \( \hat{F}_2 \) are given by
\[
\begin{split}
\hat{F}_1 := - i H \otimes 1 + \frac{1}{2} \sum_k \ell_k \{ L_k \otimes L_k^\dagger - (L_k^\dagger L_k) \otimes 1 \}, \\
\hat{F}_2 := i \hat{1} \otimes H^\dagger + \frac{1}{2} \sum_k \ell_k \{ L_k \otimes L_k^\dagger - 1 \otimes (L_k^\dagger L_k)^\dagger \}.
\end{split}
\]  
(S55) 
(S56)
Define \( Q_i^u := -4\tau \left( \langle \langle \hat{1}| \hat{F}_1 \hat{L}^\dagger \hat{P} \hat{F}_2 | \hat{q}^{ss} \rangle \rangle + \langle \langle \hat{1}| \hat{F}_2 \hat{L}^\dagger \hat{P} \hat{F}_1 | \hat{q}^{ss} \rangle \rangle \right) \), we readily obtain
\[
\mathcal{I}_Q = \tau \sum_k \ell_k^2 \text{tr} \{ L_k \hat{q}^{ss} L_k^\dagger \} + Q_i^u.
\]  
(S57)
Since \( \mathcal{I}(0) \leq \mathcal{I}_Q \) and
\[
\mathcal{I}(0) = \tau \sum_k \ell_k^2 \text{tr} \{ L_k \hat{q}^{ss} L_k^\dagger \} + Q_1,
\]  
(S58)
we consequently obtain the following upper bound for \( Q_1 \):
\[
Q_1 \leq Q_i^u = -4\tau \left( \langle \langle \hat{1}| \hat{F}_1 \hat{L}^\dagger \hat{P} \hat{F}_2 | \hat{q}^{ss} \rangle \rangle + \langle \langle \hat{1}| \hat{F}_2 \hat{L}^\dagger \hat{P} \hat{F}_1 | \hat{q}^{ss} \rangle \rangle \right).
\]  
(S59)
Unlike the term \( Q_1 \) (which requires information of all trajectories to calculate), the term \( Q_i^u \) has a simpler form and can be calculated using only the Hamiltonian, jump operators, and the steady-state density matrix. The relationship between \( Q_1 \) and \( Q_i^u \) is illustrated in Fig. S1. Consequently, we obtain the following hierarchy of lower bounds for the fluctuation of currents:
\[
\frac{\text{var}[J]}{(\langle J \rangle)^2} \geq \frac{2(1 + \delta J)^2}{\Sigma_r + 2Q_1} \geq \frac{2(1 + \delta J)^2}{\Sigma_r + 2Q_i^u}.
\]  
(S60)
In the following, we show that \( Q_i^u = 0 \) in the classical limit (i.e., \( H = 0 \) and \( L_k = \sqrt{\epsilon_m} |\epsilon_m\rangle \langle \epsilon_m| \)). Nevertheless, it should be noted that \( Q_i^u \) does not vanish in the general case; therefore, \( Q_i^u \) is identified as a quantum term.

**FIG. S1.** The relationship between \( Q_i \) and its upper bound \( Q_i^u \). While calculating \( Q_i \) requires information of stochastic trajectories, its upper bound \( Q_i^u \) can be easily calculated using solely the Hamiltonian \( H \), jump operators \( \{L_k\} \), and the steady-state density matrix \( \hat{q}^{ss} \). The upper bound \( Q_i^u \) is the quantum contribution that can be applied to an arbitrary unraveling of the Lindblad master equation.
Let $p_n = \langle \epsilon_n | \varrho^{ss} | \epsilon_n \rangle$, then the steady-state condition gives

$$-i[H, \varrho] + \sum_k \left( L_k \varrho^{ss} L_k^\dagger - \frac{1}{2} \left( L_k^\dagger L_k, \varrho^{ss} \right) \right) = 0 \rightarrow \sum_{m,n} \left( \gamma_{mn} p_n | \epsilon_m \rangle \langle \epsilon_m | - \gamma_{nm} p_n | \epsilon_n \rangle \langle \epsilon_n | \right) = 0$$

$$- \sum_{m,n} \sum_{n(\pm m)} \left( \gamma_{mn} p_n - \gamma_{nm} p_n \right) | \epsilon_m \rangle \langle \epsilon_m | = 0. \tag{S61}$$

By using $\ell_k = (\gamma_{mn} p_n - \gamma_{nm} p_n) / (\gamma_{mn} p_n + \gamma_{nm} p_n)$, we can calculate as follows:

$$\mathcal{F}_1[\varrho^{ss}] = - i H \varrho^{ss} + \frac{1}{2} \sum_k \ell_k \left( L_k \varrho^{ss} L_k^\dagger - L_k^\dagger L_k \varrho^{ss} \right) = \frac{1}{2} \sum_{m,n} \sum_{n(\pm m)} \gamma_{mn} p_n - \gamma_{nm} p_n \left( \gamma_{mn} p_n | \epsilon_m \rangle \langle \epsilon_m | - \gamma_{nm} p_n | \epsilon_n \rangle \langle \epsilon_n | \right) = \frac{1}{2} \sum_{m,n} \left( \gamma_{mn} p_n - \gamma_{nm} p_n \right) | \epsilon_m \rangle \langle \epsilon_m | = 0. \tag{S62}$$

Analogously, we can also show that $\mathcal{F}_2[\varrho^{ss}] = 0$. Consequently, we obtain $Q^u_1 = 0$.

Following the same procedure, we also obtain the following upper bound for $Q_2$:

$$Q_2 \leq Q^u_2 = -4 \tau \left( \langle 1 | G_1 \hat{\mathcal{L}}^+ \hat{\mathcal{P}} G_2 | \varrho^{ss} \rangle + \langle 1 | G_2 \hat{\mathcal{L}}^+ \hat{\mathcal{P}} G_1 | \varrho^{ss} \rangle \right), \tag{S63}$$

where the matrices $G_1$ and $G_2$ are given by

$$G_1 := - i H \otimes 1 + \frac{1}{2} \sum_k \left[ L_k \otimes L_k^\dagger - (L_k^\dagger L_k) \otimes 1 \right], \tag{S64}$$

$$G_2 := i 1 \otimes H^\dagger + \frac{1}{2} \sum_k \left[ L_k \otimes L_k^* - 1 \otimes (L_k^\dagger L_k)^\dagger \right]. \tag{S65}$$

Note that the term $Q^u_2$ also vanishes in the classical limit.

### A. Explicit expressions of the upper bounds in a two-level system

Here we explicitly calculate the upper bounds $Q^u_1$ and $Q^u_2$ for a two-level system. Consider an open quantum system with the following Hamiltonian and jump operators:

$$H = \Delta | \epsilon_1 \rangle \langle \epsilon_1 | + \Omega (| \epsilon_1 \rangle \langle \epsilon_0 | + | \epsilon_0 \rangle \langle \epsilon_1 |), \tag{S66}$$

$$L_{1L} = \sqrt{\gamma} | \epsilon_1 \rangle \langle \epsilon_0 |, \tag{S67}$$

$$L_{1R} = \sqrt{\gamma(n+1)} | \epsilon_0 \rangle \langle \epsilon_1 |. \tag{S68}$$

Here, $\Delta$ and $\Omega$ are real parameters, and $| \epsilon_0 \rangle$ and $| \epsilon_1 \rangle$ are the ground and excited states, respectively. The steady-state density matrix can be calculated as

$$\varrho^{ss} = \left( \begin{array}{cc} \varrho^s_{00} & \varrho^s_{01} \\ \varrho^s_{10} & \varrho^s_{11} \end{array} \right) = \left( \begin{array}{cc} \frac{n+1}{2} \left[ 4 \Delta^2 + \gamma^2 (2n+1)^2 \right] + 4 (2n+1) \Omega^2 & 2 \Omega \left[ -2 \Delta + i \gamma (2n+1) \right] \\ \frac{n}{2} \left[ -2 \Delta - i \gamma (2n+1) \right] & \frac{n}{2} \left[ 4 \Delta^2 + \gamma^2 (2n+1)^2 + 8 \Omega^2 \right] \end{array} \right), \tag{S69}$$

where $\varrho^s_{ij} = \langle \epsilon_i | \varrho^{ss} | \epsilon_j \rangle$. Using the energy eigenbasis, the matrix representations of the Lindblad super-operator is given by

$$\hat{\mathcal{L}} = \left( \begin{array}{cccc} -\gamma n & i \Omega & -i \Omega & \gamma (n+1) \\ i \Omega & i \Delta - \gamma (2n+1)/2 & 0 & -i \Omega \\ -i \Omega & 0 & -i \Delta - \gamma (2n+1)/2 & i \Omega \\ \gamma n & -i \Omega & i \Omega & -\gamma (n+1) \end{array} \right). \tag{S70}$$
By performing some algebraic calculations, the explicit forms of the upper bounds $Q^u_1$ and $Q^u_2$ are obtained,

\begin{align}
Q^u_1 &= \frac{N^u_1}{D^u_1}, \\
Q^u_2 &= \frac{N^u_2}{D^u_2},
\end{align}

(S71)

(S72)

where $N^u_i$ and $D^u_i$ can be written in terms of the parameters $\Omega$, $\Delta$, $\gamma$, $x = n(n + 1)$, and $y = 2n + 1$ as

\begin{align}
N^u_1 &= 8\tau \left[ 32\Omega^4 \left( \gamma^2 y^4 + 2\Delta^2(8x + 1) \right) + 29\Omega^2 \left( \gamma^2 \Delta^2(36x + 1) y^2 + 4\gamma^4 y^6 + 4\Delta^4(20x + 1) \right) x \left( 4\Delta^3 + \Delta \gamma^2 y^2 \right)^2 + 128\gamma^2 10^6 \right] \\
&\quad \times \left[ 16x \Omega \left( 4\Delta^2 + \gamma^2 y^2 \right) + x \left( 4\Delta^2 + \gamma^2 y^2 \right)^2 + 16y^2 10^4 \right], \\
D^u_1 &= \gamma y^3 \left[ x \left( 4\Delta^2 + \gamma^2 y^2 \right) + 20\gamma^2 y^2 \right] \left[ 4 \left( \Delta^2 + 2\Omega^2 \right) + \gamma^2 y^2 \right] \omega^3,
\end{align}

(S73)

\begin{align}
N^u_2 &= 8\tau \left[ 16\Omega^4 \left( \gamma^2 \Delta^2 y^2 (100x + 1) + \gamma^4 y^4 (12x + 1) + 4\Delta^4 (52x + 1) \right) + 256\Omega^6 \left( \gamma^2 (6x + 1) y^2 + 2\Delta^2 (12x + 1) \right) \\
&\quad + 8x \Omega^2 \left( 4\Delta^2 + \gamma^2 y^2 \right) \left( 6\Delta^2 + \gamma^2 y^2 \right) + \Delta^2 x \left( 4\Delta^2 + \gamma^2 y^2 \right)^2 + 1024\gamma^2 10^8 \right], \\
D^u_2 &= \gamma y^3 \left[ 4 \left( \Delta^2 + 2\Omega^2 \right) + \gamma^2 y^2 \right] \omega^3.
\end{align}

(S74)

(S75)

(S76)

Notice that both $Q^u_1$ and $Q^u_2$ converge to the same value when $\Omega \to 0$ or $n \to 0$.

**S4. SUFFICIENT CONDITIONS FOR THE SURVIVAL OF THE CLASSICAL UNCERTAINTY RELATIONS**

Here we reveal the deterministic role of quantum coherence in constraining the precision of observables and derive sufficient conditions for the classical uncertainty relations to survive. As stated in the main text, we consider the generic case of dissipative processes where the Hamiltonian has no energy degeneracy and the jump operators account for transitions between energy eigenstates with the same energy change. Specifically, they satisfy sufficient conditions for the classical uncertainty relations to survive. As stated in the main text, we consider the

\begin{align}
U_\theta(t_{j+1}, t_j) |\epsilon_n\rangle &= e^{u_n(\theta, t_{j+1}, t_j)} |\epsilon_n\rangle,
\end{align}

(S77)

where $u_n(\theta, t_{j+1}, t_j)$ is a complex function that is linear in $\theta$. Because the initial pure state $|n\rangle$ can be expressed in terms of eigenstates as $|n\rangle = \sum_{m} c_{nm} |\epsilon_m\rangle$, the quantity $q_i(\Gamma_\tau)$ can be expanded in terms of the transition paths between eigenstates as

\begin{align}
q_i(\Gamma_\tau) &= -\partial^2_\epsilon \ln[U_\theta(\tau, t_N) \prod_{j=1}^{N} L_{k_j} U_\theta(t_j, t_{j-1}) |n\rangle] \bigg|_{\epsilon=0} \\
&= -\partial^2_\epsilon \ln \left[ \sum_{m, \Gamma_\tau^\epsilon} \delta(m, \Gamma_\tau^\epsilon) e^{a(m, \Gamma_\tau^\epsilon)} |\epsilon_{k_N}\rangle \right] \bigg|_{\epsilon=0}.
\end{align}

(S78)

In Eq. (S78), each path $\Gamma_\tau^\epsilon$ is described by a set of pairs of indices $\Gamma_\tau^\epsilon = \{(k_1^\tau, k_1^\epsilon), (k_2^\tau, k_2^\epsilon), \ldots, (k_N^\tau, k_N^\epsilon)\}$. Accordingly, the functional $\delta(m, \Gamma_\tau^\epsilon)$ and action $a(m, \Gamma_\tau^\epsilon)$ are defined as follows:

\begin{align}
\delta(m, \Gamma_\tau^\epsilon) &= \delta_{m, k_1^\tau} \delta_{k_1^\tau, k_2^\epsilon} \cdots \delta_{k_{N-1}^\tau, k_N^\epsilon}, \\
a(m, \Gamma_\tau^\epsilon) &= b(m, \Gamma_\tau^\epsilon) + u_m(\theta, t_1, 0) + \sum_{j=1}^{N} u_{k_j^\tau}(\theta, t_{j+1}, t_j),
\end{align}

(S79)

(S80)

where $\delta_{m,n}$ is the Kronecker delta, $t_{N+1} := \tau$, and $b(m, \Gamma_\tau^\epsilon)$ is a $\theta$-independent functional. For each index $m$, there exists at most one path $\Gamma_\tau^\epsilon$ such that $\delta(m, \Gamma_\tau^\epsilon) = 1$ and $k_N^\epsilon$ is different in each path. By defining $a(m, \Gamma_\tau^\epsilon) + a(m, \Gamma_\tau^\epsilon)^*$ as:
\[ \theta x(m, \Gamma^p_r) + y(m, \Gamma^p_r) = z(m, \Gamma^p_r), \] where \( x, y, \) and \( z \) are real functionals, we have

\[
q_i(\Gamma_r) = -\partial^2_{\theta} \ln \left[ \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) \right]_{\theta=0}^2
- \partial^2_{\theta} \ln \left[ \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) e^{a(m, \Gamma^p_r) + a(m, \Gamma^p_r)^*} \right]_{\theta=0}
- \partial^2_{\theta} \ln \left[ \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) e^{a(m, \Gamma^p_r) + y(m, \Gamma^p_r)} \right]_{\theta=0}
= \left[ \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) x(m, \Gamma^p_r) e^{a(m, \Gamma^p_r)} \right]^2
- \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) e^{a(m, \Gamma^p_r)} \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) x(m, \Gamma^p_r)^2 e^{a(m, \Gamma^p_r)}
= \left[ \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) x(m, \Gamma^p_r) e^{a(m, \Gamma^p_r)} \right] - \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) e^{a(m, \Gamma^p_r)} \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) x(m, \Gamma^p_r)^2 e^{a(m, \Gamma^p_r)} \cdot \tag{S81}
\]

According to the Cauchy–Schwarz inequality, we have

\[
\left[ \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) x(m, \Gamma^p_r) e^{a(m, \Gamma^p_r)} \right]^2
- \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) e^{a(m, \Gamma^p_r)} \sum_{m, \Gamma^p_r} \delta(m, \Gamma^p_r) x(m, \Gamma^p_r)^2 e^{a(m, \Gamma^p_r)} \leq 0. \tag{S82}
\]

Therefore, \( q_i(\Gamma_r) \leq 0 \) and thus, \( Q_i \leq 0 \) for all \( i = 1, 2, 3 \). Consequently, the classical KURs survive in the quantum regime.

\[
\begin{align*}
\text{var}[O] &\geq \frac{(1 + \delta O)^2}{\langle O \rangle^2}, \quad \text{for } O \in \{\Phi, \Lambda\}, \\
\text{var}[\tau] &\geq \frac{1}{\langle N \rangle},
\end{align*}
\tag{S83, S84}
\]

In the case of nonresonant processes, that is, \( L_k = \sqrt{\epsilon_{mn} \epsilon_{mn}} \) for all \( k \), we show that \( \tilde{\delta} J = \delta J \). To this end, we first have

\[
\dot{q}_t = \mathcal{L}(q_t),
\tag{S85}
\]

\[
\dot{\phi}_t = \mathcal{L}(q_t + \phi_t) + \sum_k [\ell_k(t) - 1] D[L_k] q_t,
\tag{S86}
\]

with \( \phi_0 = 0 \). Defining \( p_n(t) := \langle \epsilon_n | q_t | \epsilon_n \rangle \) and \( q_n(t) := \langle \epsilon_n | \phi_t | \epsilon_n \rangle \), we obtain the time evolution of these population distributions as follows:

\[
\begin{align*}
\dot{p}_n(t) &= \sum_{m(n)} [\gamma_{nm} p_m(t) - \gamma_{mn} p_n(t)], \\
\dot{q}_n(t) &= \sum_{m(n)} [\gamma_{nm}(p_m(t) + q_m(t)) - \gamma_{mn}(p_n(t) + q_n(t))].
\end{align*}
\tag{S87, S88}
\]

By defining \( |p_t\rangle := [p_n(t)]^T, \ |q_t\rangle := [q_n(t)]^T \), and \( R := [r_{mn}] \) with \( r_{mn} = \gamma_{mn} \) for \( m \neq n \) and \( r_{nn} = -\sum_{m \neq n} r_{mn} \), Eqns. (S87) and (S88) can be rewritten as follows:

\[
\begin{align*}
|\dot{p}_t\rangle &= R |p_t\rangle, \\
|\dot{q}_t\rangle &= R (|p_t\rangle + |q_t\rangle).
\end{align*}
\tag{S89, S90}
\]

The solution of these equations can be explicitly calculated as

\[
\begin{align*}
|p_t\rangle &= e^{R t} |p_0\rangle, \\
|q_t\rangle &= t R e^{R t} |p_0\rangle + e^{R t} |q_0\rangle = t |\dot{p}_t\rangle.
\end{align*}
\tag{S91, S92}
\]
Here, we have used $\text{Re}^{Rt}|\rho_0\rangle = |\rho_t\rangle$ and $|\rho_0\rangle = 0$ in the last equality. Using these relations, we can calculate as follows:

$$\langle J \rangle + \langle J \rangle = \int_0^\tau \sum_k w_k \text{tr}\{L_k(\dot{q}_t + \dot{q}_t)L_k^\dagger\} \, dt$$

$$= \int_0^\tau \sum_k w_k \gamma_{mn}(p_n(t) + q_n(t)) \, dt$$

$$= \int_0^\tau \langle w| (|p_t\rangle + |q_t\rangle) \rangle \, dt$$

$$= \int_0^\tau \langle w| (|p_t\rangle + t|\dot{p}_t\rangle) \rangle \, dt$$

$$= \int_0^\tau \frac{d}{dt}[t\langle w|p_t\rangle] \, dt$$

$$= \tau \langle w|p_t\rangle$$

$$= \tau \sum_k w_k \text{tr}\{L_k\dot{q}_tL_k^\dagger\}$$

$$= \tau \dot{\varrho}_t, (S102)$$

Consequently, $\delta J = \langle J \rangle \tau / \langle J \rangle = \tau \dot{\varrho}_t \ln|\langle J \rangle| - 1 = \tau \dot{\varrho}_t \ln|\langle J \rangle| / \tau = \delta J$. Thus, the classical TUR survives in this case as $Q_1 \leq 0$,

$$\frac{\text{var}[J]}{\langle J \rangle^2} \geq \frac{2(1 + \delta J)^2}{\Sigma \tau}. \quad (S94)$$

### S5. THERMODYNAMICS OF THE THREE-LEVEL MASER

Here we describe the thermodynamics of the three-level maser employed in the illustrative example. The dynamics of the density matrix is governed by the local master equation

$$\dot{\varrho}_t = -i[H_t, \varrho_t] + \sum_{k=1}^{2} (D[L_k]\varrho_t + D[L_k^\dagger]\varrho_t), \quad (S95)$$

where the Hamiltonian and jump operators are given by

$$H_t = H_0 + V_t,$$  \hspace{1cm} (S96)

$$L_1 = \sqrt{\gamma_1 H_0} \sigma_{31},$$  \hspace{1cm} (S97)

$$L_{1'} = \sqrt{\gamma_1 (n_h + 1)} \sigma_{13},$$  \hspace{1cm} (S98)

$$L_2 = \sqrt{\gamma_2 n_c} \sigma_{32},$$  \hspace{1cm} (S99)

$$L_{2'} = \sqrt{\gamma_2 (n_c + 1)} \sigma_{23}. \quad (S100)$$

Here, $H_0 = (\omega_1 \sigma_{11} + \omega_2 \sigma_{22} + \omega_3 \sigma_{33})$ is the bare Hamiltonian and $V_t = \Omega(e^{i\omega t} \sigma_{12} + e^{-i\omega t} \sigma_{21})$ is the external classical field. To remove the time dependence of the full Hamiltonian, it is convenient to rewrite operators in the rotating frame $X \rightarrow \tilde{X} = U_t^\dagger UXU_t$, where $U_t = e^{-iHt}$ and $\tilde{H} = \omega_1 \sigma_{11} + (\omega_1 + \omega_0) \sigma_{22} + \omega_3 \sigma_{33}$. In this rotating frame, the master equation reads

$$\dot{\tilde{\varrho}}_t = -i[H, \tilde{\varrho}_t] + \sum_{k=1}^{2} (D[L_k]\tilde{\varrho}_t + D[L_k^\dagger]\tilde{\varrho}_t), \quad (S101)$$

where $H = -\Delta \sigma_{22} + \Omega(\sigma_{12} + \sigma_{21})$ and $\Delta = \omega_0 + \omega_1 - \omega_2$. Equation (S101) is exactly the master equation considered in the main text. It was shown that the master equation (S95) is valid when the driving field is weak [2]. In the case of strong driving fields, the local master equation should be modified to be thermodynamically consistent [2]. In the present paper, we exclusively consider the case of weak driving fields, and the validity of Eq. (S95) is thus guaranteed.

Now we consider the thermodynamics of the three-level maser described by Eq. (S95). Following the approach proposed in Ref. [3], the first law of thermodynamics can be formulated as

$$\dot{E}_t \doteq \frac{d}{dt} \text{tr}\{\dot{\varrho}_t H_0\} = \text{tr}\{\dot{\varrho}_t H_0\} = \text{tr}\left\{\sum_{k=1}^{2} (D[L_k]\varrho_t + D[L_k^\dagger]\varrho_t)H_0\right\} - i \text{tr}\{[H_0, V_t]\varrho_t\}$$

$$= Q_t + W_t, \quad (S102)$$
where $\dot{E}_t$ is the energy change and $\dot{Q}_t$ and $\dot{W}_t$ denote the heat and work flux, respectively. The heat flux can be decomposed into two contributions from the hot and cold heat baths,

$$\dot{Q}_t = \text{tr}\left\{ \sum_{k=1}^{2} (D[L_k] \rho_t + D[L_{k'}] \rho_t) H_0 \right\} = \text{tr}\{(D[L_1] \rho_t + D[L_1'] \rho_t) H_0\} + \text{tr}\{(D[L_2] \rho_t + D[L_2'] \rho_t) H_0\} = \dot{Q}_t^{(h)} + \dot{Q}_t^{(c)}.$$

(S103)

Consequently, the entropy production rate reads

$$\dot{\Sigma}_t = \dot{S}_t - \frac{\dot{Q}_t^{(h)}}{T_h} - \frac{\dot{Q}_t^{(c)}}{T_c} \geq 0.$$  

(S104)

Here $S_t = -\text{tr}\{\rho_t \ln \rho_t\}$ denotes the von Neumann entropy. The nonnegativity of the entropy production rate corresponds to the second law of thermodynamics. Note that the entropy production does not change in the rotating frame. Since the environmental entropy changes due to the jumps are $\Delta s_1' = \Delta s_2' = \beta_c (\omega_3 - \omega_2)$, and the von Neumann entropy is invariant under unitary transforms, we have

$$\Sigma_r = -\text{tr}\{\tilde{\rho}_r \ln \tilde{\rho}_r\} + \text{tr}\{\tilde{\rho}_0 \ln \tilde{\rho}_0\} + \frac{\Delta s_1'}{L_1 \tilde{\rho}_1 L_1} + \frac{\Delta s_2'}{L_2 \tilde{\rho}_2 L_2}$$

(S105)

which is exactly the formula of the irreversible entropy production defined in the main text. It is also worth noting that if we use the full Hamiltonian $H_t$ instead of the bare Hamiltonian $H_0$ in Eq. (S102), the corresponding entropy production can be negative. An approach to resolve this issue is to modify the local master equation by adding a correction term $[2]$.
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