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Abstract
Distributed controllers play a prominent role in electric power grid operation. The coordinated failure or malfunction of these controllers is a serious threat, where the resulting mechanisms and consequences are not yet well-known and planned against. If certain controllers are maliciously compromised by an adversary, they can be manipulated to drive the system to an unsafe state. The authors present a strategy for distributed controller defence (SDCD) for improved grid tolerance under conditions of distributed controller compromise. The work of the authors' first formalises the roles that distributed controllers play and their control support groups using controllability analysis techniques. With these formally defined roles and groups, the authors then present defence strategies for maintaining or regaining system control during such an attack. A general control response framework is presented here for the compromise or failure of distributed controllers using the remaining, operational set. The SDCD approach is successfully demonstrated with a 7-bus system and the IEEE 118-bus system for single and coordinated distributed controller compromise; the results indicate that SDCD is able to significantly reduce system stress and mitigate compromise consequences.

1 | INTRODUCTION

The smart grid initiative has facilitated increasingly sophisticated systems of sensors, algorithms, and controllers that are involved in widespread communication and online decision-making. These systems, which improve the operating efficiency of the grid, can also make the grid more susceptible to unsafe operation under attacks or failures. In this work, distrust control is a situation where one or more controllers are compromised and under the command of a sophisticated adversary. Such an adversary is able to craft commands in a legitimate format and thus have them successfully executed in the system. Furthermore, these alterations can be invisible to the operator and automated security systems; about 59% of power and utility companies reported a recent significant cybersecurity incident in EY’s Global Information Security Survey for 2016–2017 [1]. The threat of physical consequences resulting from these cyber-attacks is a serious concern, raising attention through demonstration in [2, 3]. One of the first publicised large-scale attacks on a power grid occurred in December 2015 in Ukraine. This attack led to disconnection of seven substations and power outage for more than 200,000 customers for several hours [4]. A second Ukraine attack in 2016 is attributed to malware CrashOverride, which, as reported by Dragos Security, is specifically designed and deployed to attack electric grids [5].

As modern power systems are increasingly outfitted with publicly available operating systems, network communications, and third-party software, a myriad of access points may exist through which an adversary may enter. The benefit of ‘security
by obscurity’ does not exist. A motivated adversary need not possess deep knowledge of a specific utility system to launch a successful attack [6]. In preventing and mitigating attacks, it is essential to consider feasible attack vectors, adversary capabilities, trusted entities, and the impact of these on system controllability and stability.

Existing research in the distributed control domain focuses predominantly on methods to control diverse sets of resources such distributed energy resources (DERs) for microgrids [7]. Additionally, methods to divide global control tasks among DERs and other units are of great interest. Distributed control is also being investigated for specific goals such as frequency control or voltage support using agent-based technologies [8, 9]. These efforts are integral for modernising and achieving a smarter grid, but the focus is on the control architecture and tasks. Here, we present a general method for characterising a controller set and utilising those characteristics to respond to system disturbances, including controller compromise.

This paper presents the systematic formulation of controller-based defences against controller-based attacks in power systems. In particular, a strategy for distributed controller defence (SDCD) is developed that leverages power system interconnectivity and controllability knowledge to enable operators or automated defence solutions to restore the control capability of a system following such an attack. SCD address employs the residual set of functional controllers in proactive distributed controller response strategies where controllers reinforce other controllers by taking advantage of the naturally occurring redundancy in the meshed transmission network to maintain or regain control of the system given coordinated compromise or failure.

The high-level architecture and background for SCD is presented in Section 2. The distributed controller role and interaction discovery (RID) analysis utilised in SCD is provided in Section 3, and its application for offline analysis is detailed in Section 4. The online SCD method is presented in Section 5, demonstrating its ability to respond to controller compromise. In Section 6, the state dependence of the results is analysed. Section 7 provides results and discussion for the 7-bus and IEEE 118-bus systems for single and coordinated distributed controller compromise. Section 8 concludes the paper.

2 | OVERVIEW OF SCD FRAMEWORK

An overview of SCD is given in Figure 1.

The strategy leverages the distributed controller RID algorithm [10, 11] to classify controllers into control support groups and controller roles which are then applied to maintain control of the system during an attack, where the attacks of interest are those that manipulate the output of other controllers. The contribution of this paper is to close the loop by using these roles and groups to develop a coordinated response strategy to distributed controller compromise, as shown in Figure 1. This work addresses a critical need for coordinated response in achieving cyber-physical intrusion tolerance by providing a strategy for distributed control response that involves study of how often roles/groups need to be calculated, mapping equivalent line flows, ranking redundant controllers, computation of control settings, and demonstration and evaluation of coordinated distributed controller response on the presented test systems. The sensitivity-based roles in SCD provide both (1) ahead-of-time controller placement to avoid loss of system controllability as well as (2) online algorithms to formulate the most effective response with the non-compromised controllers. The application of SCD is illustrated with a set of 10 distributed controllers in Figure 2.

2.1 | Motivation

Multiple strategically compromised and manipulated controllers can cause severe impact, and they may be able to drive the power system to an unsafe or unreliable operating state. While conventional attacks on the grid observed so far have primarily been forms of disconnection of key elements to force the grid to shut down, sophisticated attacks, such as the ones discussed in this paper are possible by a more knowledgeable and motivated attacker. For example, an insider threat may have goal(s) that are not to just make the grid succumb to an attack, but to degrade operation steadily, primarily motivated by economic factors. Such attacks could be developed to make system operation more expensive, increase congestion at desired locations, or spoof misoperation of specific devices so as to influence decisions such as vendor selection.

Distributed controller attack vectors include execution of malicious commands to damage to sensitive equipment, forced controller settings, or topology changes that intentionally create
overloads as well as prevention of necessary relay tripping. If unmitigated, these scenarios can lead to equipment damage and/or blackout. While coordinated compromise could potentially cripple the system, whether and how this is possible depends on the specific power system, including its topology and state. Intentional and effective use of controllers in these situations is critical. For example, dynamic reactive support is known to make a difference between an operational system and a blackout [12, 13], and compromise of a certain powerful controllers such as a static var compensator (SVC) can destabilise system voltage [14]. SDCD is a proactive defence against controller compromise that works by identifying and reconfiguring the operating points of select functional controllers in the system based on the system's unique sensitivities and control theory concepts.

2.2 Offline defence

In the absence of an attack, SDCD is an offline planning mode tool for stakeholders to study the amount of flexibility and redundancy provided by available controls for any network and controller configuration. This analysis should begin before an attack occurs because SDCD will reveal control weak points that can inform how to allocate new controllers and measurement devices. The offline, planning stage is a critical time to develop and evaluate online control algorithms that will address natural failures and combat cyber attacks while maintaining operational requirements.

2.3 Online defence

During or after a compromise, SDCD defends the system under attack by using its framework of controller roles and groups to rapidly determine as well as implement the most effective use of the system's remaining control capabilities. In a distrupted control scenario, the remaining set of controllers needs to quickly respond to ensure that operational reliability (with no violation of limits [15]) is maintained. Additionally, the controller roles and groups can be recomputed with real-time sensitivities to reflect actual system conditions for adaptive control scenarios.

The framework is flexible in that it supports customisable intrusion detection/recovery and stability control strategy mechanisms. During its implementation, appropriate stability control strategies must be deployed, either intrinsically or via an outer control loop as shown in Figure 1. The stability of the power system must be assessed both after compromise or failure and during control response by the distributed controllers. If the system approaches instability, appropriate stability control strategies must be deployed. Such strategies are beyond the scope of this work but can be used in conjunction with the overall framework, as will be discussed in later sections.

2.4 Related work

The distributed controller RID algorithm that we introduced in [10] identifies the role of each controller, partitioning controller devices into sets that are either critical, essential, or redundant for control of the system, and the control support groups that indicate which controllers are most effective in obtaining some control objective together are obtained.

In contrast to existing literature that mostly focuses on overall system controllability measures [16–19], our work provides individual controller roles as well as the formalisation and application of their interactions for system
3 | SDCD: DISTRIBUTED CONTROLLER ROLE AND INTERACTION DISCOVERY

The distributed controller RID algorithm presented in [10] and summarised in Figure 3, identifies essential, critical, and redundant controllers for controllability of the system and identifies control support and line flow groups by processing sensitivity matrices:

- **Essential controllers** are a minimal set of devices required to maintain system controllability; all devices that occur in a minimal-cut set for system controllability are considered essential controllers.
- **Critical controllers** are essential controllers that are irreplaceable and mandatory for system controllability, that is, critical controllers are essential controllers that occur in every minimal-cut controllability set of the system.
- **Redundant controllers** are the devices that reinforce the control capability of essential controllers and can be removed without affecting system controllability.
- **Control support groups** contain devices that are highly coupled in terms of impact on the control objective and with each other.
- **Line flow groups** contain sets of transmission lines where flows in each group can be controlled independently with respect to flows in other groups.

Sensitivity matrices are derived from the nonlinear system model and then utilised to conduct the controllability analysis that identifies the aforementioned roles and groups.

3.1 | Obtaining sensitivity matrix \( A^* \)

A system’s sensitivity matrix \( A^* \) is used for control design and stability analysis [21]; contents depend on the control objective.

The methodologies developed in this paper are generic in nature and can be suitably applied to any dynamic control support device in the grid. In [10], distributed flexible AC transmission system (D-FACTS) devices are used as the example distributed controllers. We will use this example in this paper for continuity but it is important to note that the RID and SDCD methods can be applied to any distributed controller; the main impact is the construction of the sensitivity matrix.

D-FACTS are currently deployed by SmartWires Inc. [22, 23] in five continents to support grid operation. They include distributed series reactors (DSRs) and distributed static series compensators (DSSCs). Each DSSC acts as a synchronous voltage source in series with the line, changing the line’s effective impedance and thus its power flow [22, 24, 25]. The D-FACTS scenarios use total power flow to impedance sensitivities based on the AC power flow equations, topology, and state. The sensitivities are computed analytically as detailed in [26] and reflect both direct (i.e., change in impedance of a line and its direct impact on that line’s power flow) and indirect (i.e., change in impedance of a line and its indirect impact on all other lines’ power flows) sensitivities. The sensitivity matrix \( A^* \) is found from \( \Omega \),

\[
\Delta P_{flow} = [\Omega] \cdot \Delta x
\]  

where \( \Delta P_{flow} \) are the changes in the line power flows and \( \Delta x \) are the impedances. These matrices can be calculated efficiently even for large systems.

3.2 | Finding controllability-equivalence sets

The line flow groups, which are of specific interest for D-FACTS devices that are performing power flow control, are found by clustering the sensitivity matrix rows to reveal how lines are affected by each other. Cosine similarity between row vectors \( v_i \) and \( v_j \) of \( A^* \) or coupling index \( CI \) (2) is used to find coupled sets of lines as clusters that are approximately orthogonal to each other [27].

\[
CI = \cos(\theta_{v_i v_j}) = \frac{v_i \cdot v_j}{\|v_i\|\|v_j\|}
\]  

Within each group, it is only necessary to control one line flow (the target lines) because controlling one such flow impacts the others in a predictable way. \( A^* \) is reduced to include
only these target lines. SDCD also identifies how the controllers are related to each other by finding the control support groups [28]. These controllability-equivalence sets are determined through clustering using the CI. A well-known challenge for clustering algorithms (e.g., k-means or k-medoids) is the selection of the number of clusters k [29, 30]; therefore, hierarchical agglomerative clustering is chosen as it groups data by creating a cluster tree or dendrogram. This is elaborated upon in [10]. The line flows within a cluster are decoupled from flows in other clusters. Flows within a cluster are coupled and mutually dependent.

3.3 Finding critical, essential, and redundant sets

The critical, essential, or redundant status of a controller is determined based on the coupling of the columns of $A^T$ (rows of $[A]^T$). Essential controllers are linearly independent and have the best control range/influence to meet the objective. While some essential controllers are exchangeable with redundant controllers, other essential controllers are critical controllers that lack redundancy. Particularly, Chen et al. [31] defined a critical measurement as a measurement whose elimination from the measurement set results in an unobservable system. A similar approach is applied to identify critical controllers. lower-upper (LU) factorisation is applied on $[A]^T$ to obtain the change of basis, decomposing the transposed sensitivity matrix to lower and upper triangular factors [32]. The following decomposition of $[A]^T$ is obtained:

\[
[A]^T = P^T L_F U_b
\]  
\[
L_F = \begin{bmatrix} L_b \\ M \end{bmatrix}
\]

Using the Peters–Wilkinson method [32], $[A]^T$ is decomposed (Equation 3); P is the permutation matrix and $L_b$ and $U_b$ are the lower and upper triangular factors of dimension $n$, respectively. $M$ is a sparse, rectangular matrix with rows corresponding to redundant controllers. The new basis has the structure:

\[
L_{CER} = L_p^T = L_F L_b^{-1} = \begin{bmatrix} I_n \\ R \end{bmatrix}
\]

The new basis, shown in (5), must be full rank for a controllable system and this requires the $m \times (n-1)$ matrix to have a column rank of $(n-1)$ to be a controllable $n$-bus system with $m$-measurements. Since, $L_p$ and $U_b$ will be non-singular for a controllable system, the rank of $[A]^T$ can be confirmed by checking the rank of the transformed factor $L_{CER}^T$. Also, $L_b$ has full rank and with $L_{CER}$ multiplied by $L_b^{-1}$ from the right, the row identities will be preserved in the transformed matrix $L_{CER}^T$. Each row of the matrix will, therefore, correspond to the respective controllers [31].

4 SDCD FOR OFFLINE CONTROLLER DEFENCE

4.1 Mapping equivalent line flows

The equivalent line flows are a linear mapping of actual line flows, visualised in Figure 4, and the actual system values can be obtained by traditional back-substitution solution techniques. Thus, the equivalent line flows provide insight into how actual line flows are distributed within the equivalence to better understand how the controller roles are computed. The formulation of the transformed sensitivity matrix $L_{CER}$ is visualised in Figure 5.

Rows of $I_n$ correspond to essential controls that are sufficient to assure independent controllability of the equivalent line flows. Non-zero entries in the rows of $R$ correspond to redundant controls. Columns correspond to the equivalent flows which can easily be mapped back to the original flows using the permutation matrix $P$ obtained from the LU decomposition step. The LU decomposition approach preserves and applies the control theory principles that the matrices must have full rank to be controllable/observable.
system. The 7-bus system is a demonstrative case from the Glover et al. textbook, as well as a PowerWorld Simulator public test case [33]. The 7-bus system is used as a simple case study in presenting the SDCD strategy in an understandable way. Results from the SDCD method will also be demonstrated with the same 7-bus system in Section 7.

Using the analysis techniques described above, the transformed basis $L_{CRB}$ is obtained for the 7-bus system as shown in Figure 6. An example result from the transformed basis, highlighted in purple in Figure 6, shows that by studying the transformed sensitivity of the redundant controller $C_{R2}$ to the equivalent line flow 4, one can easily map back to obtain the original line flow composition of $EQL4$.

The entries in $U_{F}$ (Figure 5) are weightings of the original line flows in the equivalent line flows. $U_{F}$ for the 7-bus system is shown in Table 1, where its entries determine the composition of the equivalent line flows as linear combinations of the original target line flows $T_{j}$, where $j$ is the index over all eight target lines, as shown in Equations (6)–(12). The target line flow, $T_{j}$, is defined for the purposes of this analysis as the real power flow of the target set of transmission lines that can be independently controlled.

$$EQL1 = 1.9165 \cdot T_1 - 0.3014 \cdot T_2 + 0.6138 \cdot T_3 + 0.4783 \cdot T_4 - 0.7696 \cdot T_5 + 1.3766 \cdot T_6$$ (6)

$$EQL2 = -1.6761 \cdot T_2 - 0.5473 \cdot T_3 - 0.7116 \cdot T_4 - 0.9459 \cdot T_5 + 0.4046 \cdot T_6$$ (7)

$$EQL3 = -1.4221 \cdot T_3 + 0.7592 \cdot T_4 - 0.7507 \cdot T_5 - 0.6497 \cdot T_6$$ (8)

$$EQL4 = 1.2547 \cdot T_4 - 1.2407 \cdot T_5 + 1.2444 \cdot T_6$$ (9)

$$EQL5 = -0.0041 \cdot T_5 + 0.0113 \cdot T_6$$ (10)

$$EQL6 = -0.0063 \cdot T_6$$ (11)

Equations (6)–(12) indicate the linear mapping between the target line flows and the equivalent line flows. The equivalent line $EQL_i$ flows are expressed in terms of the target line flows $T_j$ to identify the sets of redundant and non-redundant control devices.

### Table 1

The upper triangular factor matrix $U_{F}$ of the 7-bus system's sensitivity matrix provides weightings between equivalent (transformed) line flows $EQL_i$ and original flows $T_j$.

| $T_i$ | $T_1$ | $T_2$ | $T_3$ | $T_4$ | $T_5$ | $T_6$ |
|------|-------|-------|-------|-------|-------|-------|
| $EQL1$ | 1.9165 | -0.3014 | 0.6138 | 0.4783 | -0.7696 | 1.3766 |
| $EQL2$ | 0 | -1.6761 | -0.5473 | -0.7116 | -0.9459 | 0.4046 |
| $EQL3$ | 0 | 0 | -1.4221 | 0.7592 | -0.7507 | -0.6497 |
| $EQL4$ | 0 | 0 | 0 | 1.2547 | -1.2407 | 1.2444 |
| $EQL5$ | 0 | 0 | 0 | 0 | -0.0041 | 0.0113 |
| $EQL6$ | 0 | 0 | 0 | 0 | 0 | -0.0063 |

### Table 2

Table 2 shows the ranking of controller groups in descending order of the effectiveness using equivalent line flows for the 7-bus system.

| Equivalent line | Effective controllers | Ineffective controllers |
|-----------------|-----------------------|-------------------------|
| $EQL1$ | $C_{R4}$ > $C_{R3}$ > $C_{R2}$ | $C_{R3}$ |
| $EQL2$ | $C_{R3}$ | $C_{R1}$, $C_{R2}$, $C_{R4}$ |
| $EQL3$ | N/A | $C_{R1}$, $C_{R2}$, $C_{R3}$, $C_{R4}$ |
| $EQL4$ | $C_{R2}$ > $C_{R4}$ > $C_{R1}$ > $C_{R3}$ | N/A |
| $EQL5$ | $C_{R3}$ | $C_{R1}$, $C_{R2}$, $C_{R4}$ |
| $EQL6$ | $C_{R3}$ | $C_{R1}$, $C_{R2}$, $C_{R4}$ |

### 4.2 Ranking redundant controllers

The transformed basis in Figure 6 also reveals how the redundant controllers labelled $C_{R1}$ – $C_{R4}$ should be ranked. When compromise or failure occurs for any essential controller (in $L_{b}$), the redundant controllers should respond. The entries of $R$ give the sensitivity of each equivalent line flow to each redundant controller.

If the essential controller of $EQL4$ is compromised, from the transformed basis it is clear that redundant controller $C_{R2}$ has the highest impact on $EQL4$ and is thus of the highest importance for responding to that compromise. $C_{R4}$ has the next highest sensitivity and can be used in conjunction with or subsequent to $C_{R2}$. Both $C_{R1}$ and $C_{R3}$ have low sensitivities and would not be effective if used alone. Based on the specific compromise or failure situation, these rankings can be used to employ the most sensitive redundant controllers or utilise all controllers such that highly ranked controllers are prioritised. Table 2 summarises the ranking of the redundant controllers for the six equivalent line flows computed for a selected operating point of the system.

### 4.3 Improving controller placement

When no other controller can provide needed control of the corresponding equivalent line flow (i.e., Critical Controller), the decomposition reveals where to add a redundant controller.
Relevant techniques have been developed for phasor measurement unit (PMU) placement and observability, and these can be extended to controllers [34]. In the 7-bus example, Controller 5 corresponding to EQ.L3 of the transformed basis is critical, as shown in Figure 7. The composition of EQ.L3 is shown in (9), where $T_3$ provides the most significant contribution to EQ.L3. The target line selections are $T_p$ and the mapping to the actual line indices in the 7-bus system is the following: $T_1$: $L_1$, $T_2$: $L_3$, $T_3$: $L_5$, $T_4$: $L_7$, $T_5$: $L_9$, and $T_6$: $L_{10}$. That is, $T_3$ corresponds to $L_5$ in the 7-bus system, and is based on the selection of target line flows. After another controller is added to be redundant to Line 5, the transformed basis after re-factorising the matrix is obtained (Table 3).

Controller 6 shown in Figure 8 is redundant to EQ.L3 and converts controller 5 from critical to essential—with magnitude 1 in the transformed basis, Controllers 5 and 6 are now interchangeable for controlling EQ.L3. By eliminating critical controllers, the risk of loss of system controllability is now reduced.

This type of study can be performed as a planning tool for placing distributed controllers such that there exist no critical controllers, while unnecessary controllers are avoided. The compositions of the equivalent line flows in terms of the original line flows aid controller placement to avoid critical roles and eliminate excessive redundancy. Rankings of redundant controllers from the transformed sensitivities during essential controller compromise or failure can be used to give the most effective redundant controllers and to avoid using controllers that have little or no impact.

### 5 | SDCD: RESPONDING TO CONTROLLER COMPROMISE

Once compromise of a distributed controller is detected, that is, by an intrusion detection system (IDS) or basic detection of rapid or unnecessary controller settings changes, the optimal response process can be deployed with the remaining distributed controllers.

In systems without IDS or the security features needed to identify a compromised controller, a deteriorating system state may be the only indication of abnormal behaviour. In these cases, physical controls can respond immediately while cyber-side abnormalities are investigated and repaired. It should be noted that control support group responses cannot always completely mitigate the effects of distrusted controllers. In some cases, there may simply be no support group for the affected lines. In other cases, the control support groups might not be able to manipulate the power flow in their lines sufficiently to offset the undesired system behaviour. These circumstances can be averted in the offline planning stage (Section 4) through careful attention to optimal controller placement and redundancies.

When the compromise of any distributed controller occurs, the appropriate response of the remaining controllers must be formulated, using the SDCD algorithm, to minimise stressed conditions and prevent damage to sensitive equipment. Recurrent sets (sets of controllers that frequently occur together in transformed sensitivity analyses taken over time), can be used to select controllers that maximise controllability across a range of operating points. An optimisation framework and control algorithm is applied, using the generic objective function $f_0$ in Equation (13) to minimise the differences between the actual and desired quantities,

$$f_0 = \sum_{i=1}^{N} \left| P_{\text{flow,desired}}(x) - P_{\text{flow,actual}}(x) \right|^2_i$$

$$\text{min } f_0$$

$$\text{s.t. } f_r(x, u) = 0$$

$$x \leq x_{\text{max}}$$

$$x \geq x_{\text{min}}$$

where $N$ represents the number of lines to be targeted for control. The constraints are AC power balance and device limits. The formulation is solved using the reduced gradient method and described in more detail in [28].
6 | STATE DEPENDENCE OF ROLES AND GROUPS

The previous sections discuss the insights gained from the transformed sensitivity matrix basis and show how that information can be leveraged. In order for control systems to take advantage of these results, it is necessary to examine the extent to which the controller roles and control support groups change with varying operating states of the power system. The 7-bus system was studied with different settings of the D-FACTS controllers. The effective impedance of each device, was varied to ±30% of the line impedance where the ±30% variation is based on the real-world D-FACTS device limits [35]. In the 7-bus system, 10 lines have D-FACTS devices, and each is given one of three different settings \( \text{x}_{\text{DF,LOW}}, \text{x}_{\text{DF, M}}, \text{x}_{\text{DF, HIGH}} \), where \( \text{x}_{\text{DF,0}} \) indicates the controller is not in use and the line is at its original impedance.

The first scenario uses two D-FACTS at a time and considers 900 setting states. The second scenario uses combinations of four controllers in the same manner, resulting in 81,000 setting states. Four device combinations are the maximum considered for this study due to the computational burden. With these operating points and device combinations, controller role and control support groups are recalculated and compared. Figure 9, in the labelled \#1 and \#2 plots, shows the number of occurrences (y-axis) of each controller (x-axis) as essential or critical over all the operating points. Results indicate that a pattern of recurrent essential controllers and recurrent critical controllers emerges. Controllers 1, 2, 3, 8, 9 frequently appear as essential over all the operating points. Similarly, plots \#3 and \#4 of Figure 9 show the number of occurrences for each controller as critical over all operating points, for both two and four device combinations.

These results highlight two main points: (1) the controller roles can change as the operating point varies; and (2) some controllers frequently appear in a certain role. Then, to further explore these observations, the effective impedance of each device was varied ±90% of the line impedance to study dramatically different operating points.

For two D-FACTS combinations, a pattern broadly emerges, with Controllers 8, 9 increasing in frequency for critical role assignment.

For four D-FACTS combinations, the results have higher variation. Controllers 1, 2, 3, 8, 9 retain high frequency as essential or critical and Controller 5 retains the highest number of occurrences as critical. However, Controllers 4, 6, 8, 9 exhibit higher numbers of occurrences as critical. This provides the insight that it may be necessary to factor in the operating point of the system during remedial actions.

Cluster membership in control support groups was also tracked in the above experiments to measure how frequently the controllers changed clusters, with the results summarised in Figure 10.

The IEEE 118-bus system was tested using this procedure with varying operating points, for both ±30% and ±90% changes in \( x_{\text{LINE}} \). D-FACTS were presumed to be on every line (186 lines) and a change in a single device was considered at a time. As the operating point changes, the resultant controller roles remain the same for both ±30% and ±90% changes. More significant changes such as line outages and faults may impact the groups, even in a large system. When recurrent sets of controller roles exist, they can be used to aid priori response calculations. In the 118-bus system, the analysis showed that of the 186 lines in the system, none were critical, while 96 were found to be essential, and 90 were found to be redundant to system controllability, with 91 control support groups for the system.

The main observations from studying cluster membership over different operating points are the following:

(1) For the different scenarios of D-FACTS combination cases, the results are similar and show distinct cluster membership.
(2) For large variations in line impedances, cluster membership patterns become less distinct, though the same controllers still appear dominant.

(3) For small changes in larger systems, controller roles often stay the same.

These frequencies of occurrences and operation points of the controllers are used to develop various controller selection techniques for mitigation. Namely, the **Recurrent CE** and **Recurrent R** selection methods use controller roles with the highest frequency of occurrence (over the operating points), for critical/essential roles and redundant roles, respectively. These selection techniques factor in sensitivity computations made over various operating points of the system to form control support groups. The **Current CE**, **Current R**, and **Ranked R** selection methods are calculated with the current operating point of the system. These selection methods and their impact in mitigating controller compromise is demonstrated in the next section for both the 7-bus and IEEE 118-bus systems using the SCD approach.

### 7 | RESULTS AND DISCUSSION

The selection algorithms discussed above were implemented for two test cases; the 7-bus system detailed in previous sections, and the IEEE 118-bus system. SCD results use power system metrics to measure performance and to optimise response using distributed controllers. The megavolt-ampere (MVA), a measure of apparent power, percentage loading of lines is used as a metric for power system tolerance. The MVA limits of lines are a common indicator of physical power system impact, for example, in optimal power flow formulations. Other performance metrics may also be applied when implementing SCD, where the equations used in the algorithm would be modified accordingly. Calculating response and measuring performance with these metrics, cyber-physical intrusion tolerance of the power system is improved by minimising the impact of a compromise or intrusion with the deployment of coordinated controls.

#### 7.1 | 7-bus system

While the use of 10 controllers could be considered superfluous for this system, it is designed to illustrate the possibilities of various support groups that can be used to mitigate controller compromise and to highlight controller locations that cannot be mitigated using support group selections.

In the 7-bus system, Controller #2 was compromised, with the compromise causing an increase in Line 2 power flow. Table 4 presents the results. The compromised controller is mitigated through the various selection methods, and for this scenario, the effectiveness of the algorithms is based on the % MVA flows for all lines in the system. Based on this metric, the best performing selection scheme was found to be **Recurrent CE**, while **Current R** selection...
provided the least effective results under this scenario. While the Current CE and Current R techniques (that factor in the present operating point) provide a better reduction of power-flow in Line 2 (the compromised line), when the measure of effectiveness is changed to the mean system MVA, selection techniques that depend primarily on the system topology perform better.

Table 5 presents the results for various compromised controller scenarios using only the Recurrent CE controller set, where original, compromised, and response % MVA is given for each targeted line. The settings for the response set C #Resp, which excludes compromised controllers, are computed using Equations (13)–(17). In most cases, the response set is able to significantly reduce the line flow % MVA.

These results indicate that the SDCD algorithm’s flexibility is effective in either restoring a system’s overall line flows to the original state before a compromise, or restoring that of a particular line solely. Depending on the objective, an appropriate selection technique can be used.

### 7.2 | IEEE 118-bus system

The methodology was also tested on the larger IEEE 118-bus system shown in Figure 11. In this system, the controller on Line 63 (illustrated in orange in Figure 11) is selected as the compromised controller, with Controllers # 50, 68, 69, and 117 selected using the Recurrent R method, acting as the support groups, highlighted in blue in Figure 11.

Under the selected scenario, at the current system operating point, Line 63 had a power flow at 80.4% of line capacity. The compromise of the controller pushes up the power flow to 94.76% of line capacity. Following the recalculation of settings of
the other controllers, the power flow improves to 84.6% of the limit. The results of the line flows are summarised in Table 6.

It is observed that the failure of the controller on Line 63 increased the overall real power transmission loss by 4.03% and the reactive power transmission loss by 57.71%. After the recalculation of settings of the other controllers, the real power transmission loss did not improve greatly. However, the reactive power transmission loss improved by 11% over the operating state of the system during failure, with the post-mitigation loss being a significantly lower 40.6% decrease over the pre-failure operating state of the system. These results are presented in Table 7.

| Controller #63 compromise (original: 84.76% MVA_L63) |
|---|---|---|---|
| Line # | % MVA during failure | % MVA post-correction |
| 63 | 94.76% | 84.6% |
| 50 | 21.55% | 28.32% |
| 68 | 36.75% | 41.25% |
| 69 | 36.75% | 41.25% |
| 117 | 63.58% | 75.71% |

**TABLE 5** Responding to controller compromises with recurrent CE response set and calculated settings

**TABLE 6** Summary of the % MVA flows in the target lines during failure and post-correction for the IEEE 118-bus system

![IEEE 118-bus System used for testing, with the compromised line highlighted in orange and support group lines highlighted in blue](image-url)
move the system closer to its original operational state during times of an attack, with the metric of system losses being used.

It is pertinent to note from the results that SDCD is effective even in scenarios where only controllers with lower impact (Recurrent R selection), that is, redundantly ranked devices, are available for mitigation. Additionally, the Recurrent R selection controllers are not recalculated using current system state and can be computed offline, in advance. Using more effective techniques such as Current CE, Recurrent CE etc. can provide more benefit with current system state, but may not be necessary for all scenarios. Thus, the SDCD approach can be used flexibly for different systems, controller sets, and operational needs. The results of these other selection techniques are compared in Table 8.

### 8 CONCLUSION

This paper presents a process to restore control and reliable steady-state operation using the SDCD method, given the compromise or failure of distributed devices on the grid. In summary, the core contributions of this paper are as follows:

1. Discovering the equivalent sensitivity parameters to identify redundancies by using the transformed basis that is obtained by decomposition and factorisation of desired system sensitivities.
2. Aiding controller placement to avoid critical roles, avoid excessive redundancy, and rank redundancies based on their effectiveness to the selected parameter.
3. Exploring system state (operating point) dependence of role and group recurrent behaviour exhibited in the results.
4. Development of a control response framework for the compromise or failure of distributed device(s) in a system based on a desired objective. This was demonstrated for a 7-bus and the IEEE 118-bus systems with both single controller and coordinated attack.

The response mechanisms highlighted in this paper are designed to be deployed during an incident to reduce system stress and mitigate compromise consequences while the actual cause and removal of the compromise is investigated by intrusion detection and recovery methods, or other security mechanisms.

---

**TABLE 7** Summary of the real and reactive power flow losses in the IEEE118-bus system for a single controller attack scenario with the objective to reduce target line’s flow

| Controller #63 compromise (original: 84.76% MVA<sub>LED</sub>) | % change in real power loss | % change in reactive power loss |
|---|---|---|
| Before failure | 257.87 MW | 137.11 MVAR | N/A | N/A |
| During failure | 268.08 MW | 216.54 MVAR | 4.03% | 57.713% |
| Post correction | 268.25 MW | 192.84 MVAR | 4.09% | 40.6% |

**TABLE 8** Comparison of the effectiveness of selection techniques (S. No) for the IEEE 118-bus system. It is observed that considerable improvement in losses are obtained even with redundant (less effective) controllers

| S. No | Mitigation selection technique | Losses |
|---|---|---|
| - | Normal operation | 264.471 MW, 181.327 MVAR |
| - | Coordinated attack scenario | 268.076 MW, 216.541 MVAR |
| 1 | Recurrent R | 268.024 MW, 202.711 MVAR |
| 2 | Recurrent CE | 268.917 MW, 187.337 MVAR |
| 3 | Current ranked R | 266.258 MW, 200.315 MVAR |

The results for the IEEE 118-bus system provide multiple key insights:

1. Results reiterate observations from the 7-bus system that the line clusters and support groups do not need to be localised, and they are highly dependent on system topology as well as the distribution of loads and generators across the system.

2. Results indicate how to utilise knowledge of the system to generate remedial schemes that ensure grid operation without limit violations using distributed controllers in the system rather than merely using localised elements/devices in the immediate neighbourhood.

Following the single attack cases, the SDCD strategy is also tested for a scenario of coordinated attack, where several essential controllers on Lines 14, 63, 81, and 117 are compromised. The aim of this attack is to reduce power flow on lines with high capacity and force it to be routed through lines with low capacity. The SDCD recomputes settings of controllers in other high capacity lines to mitigate this event. In this scenario, the high capacity lines have functional D-FACTS devices that enable higher power flow. When these devices are compromised, they can reduce the overall system efficiency by manipulating the effective impedance of the lines with compromised D-FACTS devices and, consequently, cause line overloading.

Under this scenario, other controllers in the concerned support groups are selected and their settings are reconfigured to redirect power flow through them and improve system efficiency while reducing the loading on lines that were affected by the attack. Table 8 provides data pertaining to overall system efficiency that indicates how SDCD strategy can be used to
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