When people are defeated by artificial intelligence in a competition task requiring logical thinking, how do they make causal attribution?
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Abstract

Given that artificial intelligence (AI) has been predicted to eventually take on human tasks demanding logical thinking, it makes sense that we should examine psychological responses of humans when their performance is inferior to AI. Research has demonstrated that after people fail a task, whether they reorient their behavior towards success depends on what they attribute the failure to. This study investigated the causal attributions people made in a competition task requiring such thinking. We also recorded whether they wanted to re-challenge the games after they were defeated by AI. Experiments 1 (N = 74) and 2 (N = 788) recruited Japanese participants, while Experiment 3 (N = 500) comprised American participants. There were two conditions: in the first, participants competed against an AI opponent and in the other, they believed they were competing against a human. The results of the three experiments showed that participants attributed the loss to their own and their opponent’s abilities more than any other factor, irrespective of the opponent type. The number of participants choosing to re-challenge the game did not differ significantly between the AI and human conditions in Experiments 1 and 3, although the number was lower in the AI condition than in the human condition in Experiment 2. Besides providing fresh insight on how people make causal attributions when competing against AI, our findings also predict how people will respond after their jobs are replaced by AI.
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The technology of autonomous systems, in particular artificial intelligence (AI), has been applied to several domains, such as transportation (Waldrop, 2015), medical diagnosis (Topol, 2019), and military uses (Dawes, 2017), and it is expected that the development of AI will be increasingly promoted. In the future, AI will have the ability to undertake jobs that have traditionally been performed by humans (Acemoglu & Restrepo, 2018; Huang & Rust, 2018). Frey and Osborne (2017) analyzed 702 jobs and estimated the probability of their being computerized; their findings revealed that professionals such as telemarketers, tailors, and mathematical technicians are likely to be replaced by AI. In a reported case of the performance of AI being superior to that of human experts, Topol (2019) found that medical AI can diagnose a disease more accurately and rapidly than human doctors. AI are growing increasingly more proficient at completing tasks that demand complex analysis and logical thinking, which humans can find difficult (Huang & Rust, 2018). As AI becomes increasingly prevalent in our society, research must examine the psychological responses of humans when their performance is inferior to that of AI. Therefore, this study focuses on human-AI interaction in a task requiring logical thinking and investigates how people make causal attributions after losing a game against an AI opponent.

The games used in our experiments required people to think logically. We did not examine a scenario where people’s jobs are replaced by AI, as such a situation would involve various extraneous variables, such as types of jobs and individuals’ past achievements that may influence causal attribution. The pattern of causal attribution was tested under two situations—where participants were defeated by AI and where they were defeated by a human—to examine whether there was a specific causal attribution when they
lost the game against AI. To the best of our knowledge, this is the first study to examine people’s causal attribution in a situation where they compete against AI.

**Causal Attribution**

According to attribution theory, causal attribution is defined as the consideration of why a consequence arises (Weiner, 1979, 1985, 2010). Heider (1978), who discussed causal attribution in the 1950s, claimed that people interpret the relationship between an individual’s action and the environment and attribute events to individual and environmental factors. Causal attribution was gradually adopted in the research on motivations in educational situations (Weiner, 1979), and most of this research focused on the causal attribution related to the success and failure of an individual’s achievements and examined the relationship between causal attribution and motivation (Weiner, 1979).

Weiner (2010) proposed two dimensions of the perceived causes of success and failure: the locus of causality and stability. The locus of causality determines whether an outcome arises from internal or external causes, while stability refers to the extent to which the causes are temporally persistent. Weiner (2010) also described four representative causes of individual achievement based on these two dimensions (Fig. 1). Self-effort is internal and changeable depending on the circumstances, for example. Since our research used a task in which participants competed against AI, opponent ability was adopted as an external and stable cause, rather than task difficulty.

**Self-Serving and Self-Effacing Attribution**

In the typical pattern of causal attribution, people are more likely to attribute positive results to internal causes and negative results to external factors (Miller & Ross, 1975). This is called “self-serving attribution.” Self-serving attribution is considered to protect self-esteem and decrease self-threat (Campbell & Sedikides, 1999; Zuckerman, 1979) and
tends to emerge when a task is important to an individual (Bradley, 1978). Research on causal attribution has observed self-serving attribution in various contexts, such as education (Wang & Hall, 2018), sports (Allen et al., 2020), business (Ford, 1985), and competition (De Michele et al., 1998; Grove et al., 1991; Polman et al., 2007). The tendency of attribution is robust and generalizable.

However, there are cultural differences in the patterns of causal attribution. Mezulis et al. (2004) reviewed studies on causal attribution and found that people in Western countries are more inclined to make self-serving attributions than those in Asia. They also demonstrated that the Japanese tend to make self-effacing, rather than self-serving, attributions; in other words, they attribute positive events to situational factors and luck, while attributing negative events to their own ability and effort. Many studies have examined the differences in causal attribution between Japanese and Western subjects (Chandler et al., 1981; Kashima & Triandis, 1986; Peterson et al., 2002; Yan & Gaier, 1994). For example, Kashima and Triandis (1986) found that when they failed a memory task, Japanese participants attributed the outcome to internal causes more than Americans. This Japanese causal attribution tendency is assumed to derive from their desire to gain positive evaluations from other people (Yoshida et al., 1982).

Research on Attribution during Human–Computer Interaction

Many studies on attribution have been conducted in the area of human–computer interaction, which have focused on how people make attributions of responsibility for robot and computer failures and who they blame for such failures (Awad et al., 2020; Belanche et al., 2020; Hong, 2020; Lee & Cranage, 2018; Leo & Huh, 2020; van der Woerd & Haselager, 2019). Awad et al. (2020) investigated how attributions of responsibility were made for traffic accidents by human drivers and autonomous vehicles. They described various scenarios in which the primary driver of a shared-control car drove the vehicle and the secondary driver monitored the actions of the primary driver, with either a human or an autonomous system being allocated to one of the primary and secondary drivers. Their findings showed that, overall, the autonomous system was blamed less than the human driver.

Causal attribution has also been tested in situations where people either succeed or fail in tasks involving computers and robots (Brown et al., 2015; Hinds et al., 2004; Moon & Nass, 1998; Serenko, 2007). However, these studies have employed circumstances in which people cooperated with computers or where computers aided people’s tasks. For example, Brown et al. (2015) examined people’s causal attribution in circumstances where a navigation system helped a human driver. Their experiment manipulated the level of the system’s autonomy and indicated that people attributed the driving performance to the system when the system’s autonomy was high. Hence, although causal attribution has been investigated in tasks in which humans collaborate with computers and robots, to the best of our knowledge, no extant evidence has revealed the causal attributions people make when competing against AI.

Hypothesis and Rationale

We assume that the pattern of causal attribution differs depending on whether the opponent is human or AI. Madhavan and Wiegmann (2007) reviewed the literature on human–automation trust relationships and suggested that people have different expectations of the performance of automated systems to those they have of humans. The authors claimed that people expect automated systems to perform perfectly, while expecting humans to perform imperfectly. Many studies have indicated that automated systems are expected to perform at nearly perfect rates and make rational decisions (Dijkstra et al., 1998; Dzindolet et al., 2002; Lyons & Stokes, 2012; Sundar & Nass, 2000; Thurman et al., 2019). Salem et al. (2013) also revealed that when a humanoid robot’s gestures were incongruent with speech, people evaluated the anthropomorphic nature of the robot highly. These findings imply that people expect automated systems to perform perfectly, whereas humans are perceived as agents who can fail. People may think that AI’s ability strongly dictates the outcome of a competition against it, while they may also believe that luck is unrelated to the outcome. Given the above, we formulated the first hypothesis:

H1: When people lose a game against AI, they are more likely to attribute the result to the opponent’s ability than when they lose against a human. When losing against AI, people are less likely to attribute the result to luck than when they lose against a human.

Additionally, this study investigated people’s behavioral responses when they were defeated by an AI or human opponent. Specifically, we measured whether participants want to compete against the same opponent again after experiencing a loss. H1 assumed that people would attribute losing a game to a stable cause when competing against AI and an unstable cause when competing against a human. Attribution to stable factors after a failure leads to low expectations of future success (McMahan, 1973; Weiner et al., 1976); thus, we hypothesized:
H2: The proportion of participants who want to re-challenge their opponent in the competition task is less if they competed against AI than if they competed against a human.

The present study contributes to the literature on causal attribution and human–AI interaction and presents meaningful findings that may help predict people’s behavior in situations where they are defeated by AI. The results of this study are expected to contribute to the investigation of the psychological responses of humans whose jobs may be replaced by AI in the future.

Ethics Statement

All procedures used in this research were conducted in accordance with the guidelines of the Japanese Psychological Association. The experimental procedures were approved by the Research Ethics Review Committee regarding Human Subject Research of the Doshisha University (Faculty of Psychology), reference number 202016R2. None of the studies reported in this manuscript was preregistered.

Experiment 1

In Experiment 1, we conducted a laboratory experiment to clarify participants’ causal attributions and behavior after losing a game against AI. An original competition task was used that was unfamiliar to participants, and only university students were recruited as participants. These procedures were adopted to control for individual variables such as the participants’ initial skill level and age as much as possible and to increase internal validity. All the game screens and questionnaire wording used in Experiments 1 and 2 are available at the Open Science Framework (OSF; https://bit.ly/3diOsVe).

Method

Participants

Given the novel nature of this research, we could not identify an ideal sample size. A large sample size leads to correct estimations of average scores, differences in scores between groups, and effect size (Funder & Ozer, 2019). As the current research was novel, it was necessary to generate accurate and clear findings; thus, as large a sample that our resources allowed was selected. The COVID-19 pandemic reduced the number of students attending university; thus, we recruited fewer participants than expected. Ultimately, 74 students from a Japanese university (15 male, 59 female; age $M = 19.62$, $SD = 1.16$ years) participated in Experiment 1.

Design

Experiment 1 employed a 2 (opponent type: AI vs. human) × 4 (attributed factor: self-ability vs. self-effort vs. opponent ability vs. luck) design. The opponent type was manipulated as a between-participants factor, while the type of causal attribution was a within-participants factor. A total of 36 and 38 participants were assigned to the AI and human conditions, respectively.

Taking Sticks Game

A “taking sticks” game was created to allow the participants to compete with the AI opponent using Visual Studio 2017 (Version 15.9.30; Microsoft, 2020). The game used a one-to-one format. Two players chose between sticks of
three colors—red, yellow, and blue—in turn (Fig. 2). The players could only take sticks of one color; however, they could take as many sticks as they wanted if the sticks were of the same color. The game did not allow players to take two or three colors at once. They could not end their turn without taking a stick. The player who took the last stick lost the game.

We invited two participants into the experimental room for each session. For experimental control, all participants competed against the AI opponent regardless of whether they were allocated to the AI or human condition, although those in the human condition were told that they would be competing against other participants. We partitioned the experimental room into two parts using a curtain, and the two participants were seated in front of computers arranged in each part of the room so that they could not see each other. When only one participant came to the experimental room, they were assigned to the AI condition. The participants were randomly assigned to take the first or second move before starting the game; the number of sticks in the three colors was then determined.

The game was programmed for the participants to be defeated. There was a definite way to win the game, depending on the turn and the number of sticks that were first determined. The winning method was as follows. Players were supposed to convert the number of sticks into binary numbers and take the sticks in such a way that the total of the binary numbers representing the sticks of the three colors became zero. For example, in a turn comprising four red sticks, two yellow sticks, and three blue sticks, the player needed to take three red sticks to make the total of the binary numbers representing the sticks equal zero. The game was programmed such that the AI opponent could adopt the winning strategy, while the participants could not. The total binary number was always zero in the participants’ turns. A detailed explanation of the winning method is presented in an online supplemental file.

Measures

Participants answered questions on the computers after completing the taking sticks game. We recorded the participants’ attributions of their defeat to self-ability ($\alpha = .82$), self-effort ($\alpha = .53$), opponent ability ($\alpha = .90$), and luck ($\alpha = .81$) as the dependent variables (Table 1). We also measured their perceived enjoyment of the game ($\alpha = .94$) and each individual’s risk aversion ($\alpha = .44$) as the control variables (Table 1). These items were measured with a 7-point Likert scale ranging from “1 = do not agree at all” to “7 = strongly agree.” We included a test item among these questions (e.g., “For this item, please indicate No. 5”) to assess whether the respondents were concentrating while answering the questionnaire.

The participants were then asked to select whether they wanted to compete against the same opponent again; this selection was measured as a behavioral response. We checked whether participants understood the principles of the winning formula using the binary number and provided them with the number of sticks of the three colors (e.g., two reds, four yellows, and seven blues). The participants then selected the color and number of sticks that they wanted to take. If they understood the winning strategy, they would need to take the sticks so that the total of the binary numbers representing the sticks of the three colors became zero. When taking one blue stick, in the case of the above example, the total number of sticks became zero. Thereafter, we asked participants three questions related to the usage of the binary number. If a participant correctly answered these three questions, it was considered that they understood how to win the game. The participants were also required to answer whether they knew that there was a definite method through which to defeat their opponent in the game and that the game was designed to make them lose from the beginning. Additionally, in the human condition, participants were asked if they noticed that the real opponent was not another participant but a computer. These questions were used to determine participants’ understanding of the winning strategy and the design of the game. We thus excluded data of participants who were aware of the winning strategy and the design of the game, as these understandings might affect the experimental results.

Procedure

The participants entered the experimental room and were seated in front of a computer. A researcher explained the experiment to them and that they would receive a prepaid card (JPY 500) as a reward for participating in the experiment as well as a gift as an additional reward. The participants were then asked for their informed consent to participate in the study. Thereafter, the researcher explained the rules of the game using an operation manual and that if participants defeated their opponent, they would receive an additional reward. As the participants could refer to the manual during the game, they were not given a training session in Experiment 1. We randomly assigned each participant to either the AI or human condition. After finishing the game, the participants were required to complete the questionnaire. Finally, they were told that the game was designed for them to lose and that they would be provided with an additional reward regardless of their win. They were also informed that they had actually competed.

---

1 Colored figures depicting the games used in this study are available in the online supplemental material (https://bit.ly/3diOsVe).
with the AI opponent in the human condition. The task used in this study was a computer game, and the AI in the game did not perform machine-learning or deep-learning. The AI simply performed according to the program to win the game. The term “computer” may, therefore, be more appropriate than “AI” to describe the opponent. In recent years, however, algorithm opponents have been described as AI in computer games such as Othello and UNO card game. As this study focused on a situation where human performance was inferior to that of AI, our experimental procedures aimed to make participants believe that their opponent was AI. Thus, we used the term “AI.”

Results

The raw data, codebook, and R code for all studies are available at the OSF (https://bit.ly/3diOsVe). All participants completed the experiment and gave correct answers to the test question. None of them completely understood the specific method with which they could win the game. Some participants reported that they knew there was a winning strategy. However, as no participant gave correct answers to all the questions regarding the understanding of binary numbers, it was inferred that they did not actually know the winning method, even if aware of its existence. If they really knew the strategy, they would have given accurate answers to all the questions. Thus, we did not exclude the data of respondents who reported that they knew of the existence of a winning strategy. On the other hand, we excluded the data of participants who noticed that the game was created for them to lose from the beginning. In the human condition, respondents who realized that the opponent was an AI opponent were also eliminated. In total, 16 participants were eliminated from the analysis, resulting in a final sample of

| Table 1 Questionnaire Items in Experiments 1–3 |
|-----------------|
| **Self-ability** |
| • I lost because I lacked the logical thinking necessary for this game. |
| • I lost because I lacked the ability to see several moves ahead. |
| • I lost because I lacked the ability to find a path to victory. |
| **Self-effort** |
| • I lost because I did not seriously engage in the game. |
| • I lost because I did not intensively engage in the game. |
| • I lost because I did not use my maximum ability. |
| • I lost because I did not engage in the game with all my might. |
| **Opponent ability** |
| • I lost because the AI (or opponent) had the logical thinking necessary for this game. |
| • I lost because the AI (or opponent) had the ability to see several moves ahead. |
| • I lost because the AI (or opponent) had the ability to find a path to victory. |
| **Luck** |
| • I lost because I was unlucky. |
| • I lost because the order of the first move / second move was unfavorable. |
| • I lost because the number of three colored sticks was unfavorable. |
| • I lost because the arrangement of the 10 coins was unfavorable. |
| **Perceived enjoyment** |
| • Playing the taking sticks game is enjoyable. |
| • The taking sticks game is fun. |
| • The taking sticks game is boring. |
| **Risk aversion** |
| • I prefer situations where I gain a foreseeable profit. |
| • I avoid situations that present the possibility of loss. |
| • I avoid situations where it is not certain how things will turn out. |
| **Perceived stability of AI’s (humans’) performance** |
| • Humans (or AI) are always able to make the best choice in “the taking coin” game. |
| • Humans (or AI) are able to stably exert their maximum strength in “the taking coin” game. |
| • The strength of humans (or AI) in “the taking coin” game is stable. |

AI=artificial intelligence. a These items were used in only Experiment 1. b These items were used in Experiments 2 and 3. c In Experiments 2 and 3, the taking sticks game was replaced with the taking coins game in these items. d Reverse scoring was used for this item. e These items were used in only Experiment 3
58 (AI condition = 31, human condition = 27). Additionally, the item assessing self-effort—“I lost because I did not use my maximum ability”—was not significantly correlated with the other two items ($r = .06, r = .18$) and was, therefore, excluded when the average self-effort score was calculated.\(^2\) The two remaining items showed higher internal consistency ($\alpha = .79$) than that of all three combined.

**Causal Attribution**

We performed a 2 (opponent type: AI, human) × 4 (attributed factor: self-ability, self-effort, opponent ability, luck) mixed ANOVA with the last factor as repeated measures to test the difference in the participants’ causal attributions in the AI and human conditions. The analysis found a significant effect of the attributed factor ($F(3, 168) = 75.46, p < .001, \eta^2_p = .574$), although the opponent type ($F(1, 56) = .10, p = .755, \eta^2_p = .002$) and two-way interaction ($F(3, 168) = .71, p = .548, \eta^2_p = .013$) had no significant effect. The descriptive statistics shown in Fig. 3 demonstrate that the pattern of causal attribution in the competition with the AI opponent was similar to the pattern when participants believed they were competing against a human. Table 2 shows the results of multiple comparison tests with a Bonferroni correction, which investigated the differences in attribution scores among the four attributed factors. The results indicated that participants attributed the loss of the game to self-ability more than any other factor.\(^3\)

**Behavioral Response**

The effect of the opponent type on participants’ choice to re-challenge them was tested using logistic regression. We also entered perceived enjoyment and risk aversion into the exploratory variables to control for their influence. Since the internal consistency of the three items of risk aversion was low, each item was individually added to the exploratory variables. A dummy variable was used for the opponent type as follows: 1 = AI condition and 0 = human condition. The results revealed that participants’ choice to re-challenge their opponent was not significantly influenced by the opponent type (Table 3); that is, participants’ behavior after losing the game did not significantly differ regardless of whether the opponent was AI or human. The proportion of participants who wanted to play the taking sticks game again was generally low in both the AI and human conditions (Table 4).

\(^2\) We conducted a two-way ANOVA as a supplemental analysis using the average score of the three self-effort items in Experiment 1. The results were similar to those of the analysis using the two self-effort items. The supplemental analysis showed that the attributed factor had a significant effect on the degree of attribution ($F(1, 168) = 82.79, p < .001, \eta^2_p = .596$). The effects of opponent type ($F(1, 56) = .26, p = .614, \eta^2_p = .005$) and two-way interaction ($F(1, 168) = .48, p = .699, \eta^2_p = .008$) were not significant. Multiple comparison tests with a Bonferroni correction revealed that the attribution score for self-ability was higher than those for self-effort ($t(56) = 12.35, p < .001, \text{Cohen’s } d = 2.11$), opponent ability ($t(56) = 3.41, p = .002, \text{Cohen’s } d = .42$) and luck ($t(56) = 12.11, p < .001, \text{Cohen’s } d = 2.32$). Opponent ability was evaluated as an attributional cause more frequently than self-effort ($t(56) = 8.74, p < .001, \text{Cohen’s } d = 1.51$) and luck ($t(56) = 9.01, p < .001, \text{Cohen’s } d = 1.73$). There was no significant difference in ratings between self-effort and luck ($t(56) = 1.71, p = .092, \text{Cohen’s } d = .32$).

\(^3\) As a supplemental analysis, in all three experiments, we conducted MANOVAs with four attribution scores of self-ability, self-effort, opponent ability, and luck as the dependent variables and the opponent type as the independent variable. The analysis found that the opponent type had no significant effect on causal attribution in Experiments 1 ($F(1, 56) = .45, p = .771$), 2 ($F(1, 309) = .51, p = .673$), and 3 ($F(1, 123) = 1.58, p = .198$). These results were congruent with those of the two-way ANOVAs.
Discussion

Experiment 1 showed that participants made self-effacing attributions when they were defeated in the taking sticks game, irrespective of whether their opponent was AI or human; that is, they attributed the loss to their own abilities more than any other cause. The proportion of participants who wanted to try the game again did not significantly differ between the AI and human conditions. However, we could not propose a conclusion based on only one experiment, and accumulated evidence was required to understand the patterns of causal attribution when people are defeated by AI. Experiment 2 was thus performed to examine whether the results of Experiment 1 could be replicated.

Experiment 2

Experiment 2 investigated whether the findings of Experiment 1 could be reproduced and tested both replicability and generalizability. Experiment 2 attempted to extend the findings of Experiment 1 to another competition task and extended the sample to graduates, rather than university students.

Method

Participants

COVID-19 restrictions made it difficult to conduct an experiment in the experimental room; therefore, Experiment 2 was carried out online. As in Experiment 1, we tried to recruit as many participants as possible via a Japanese

Table 2 Results of the multiple comparison tests in Experiments 1–3

| Pair                        | T-value | P value | Cohen’s d (95%CI) |
|-----------------------------|---------|---------|-------------------|
| Experiment 1               |         |         |                   |
| Self-ability vs. Self-effort| 11.07   | <.001   | 2.03 (1.58–2.47)  |
| Self-ability vs. Opponent ability | 3.41   | .002    | .42 (.05–.78)     |
| Self-ability vs. Luck       | 12.11   | <.001   | 2.32 (1.85–2.79)  |
| Self-effort vs. Opponent ability | 8.31   | <.001   | 1.50 (1.09–1.91)  |
| Self-effort vs. Luck        | .74     | .462    | .14 (–.22–.51)    |
| Opponent ability vs. Luck   | 9.01    | <.001   | 1.73 (1.31–2.16)  |
| Experiment 2                |         |         |                   |
| Self-ability vs. Self-effort| 13.24   | <.001   | .98 (.81–1.14)    |
| Self-ability vs. Opponent ability | 4.43   | <.001   | .25 (.09–.41)     |
| Self-ability vs. Luck       | 15.54   | <.001   | 1.34 (1.16–1.51)  |
| Self-effort vs. Opponent ability | 9.50   | <.001   | .74 (.58–.90)     |
| Self-effort vs. Luck        | 2.75    | .038    | .21 (.05–.37)     |
| Opponent ability vs. Luck   | 13.13   | <.001   | 1.06 (.90–1.23)   |
| Experiment 3                |         |         |                   |
| Self-ability vs. Self-effort| 5.81    | <.001   | .64 (.38–.89)     |
| Self-ability vs. Opponent ability | 2.41   | .035    | .22 (–.03–.46)    |
| Self-ability vs. Luck       | 3.43    | .003    | .43 (1.18–.68)    |
| Self-effort vs. Opponent ability | 7.04   | <.001   | .85 (.59–1.10)    |
| Self-effort vs. Luck        | 1.99    | .049    | .25 (.03–.50)     |
| Opponent ability vs. Luck   | 5.32    | <.001   | .65 (.40–.90)     |

P values were calculated with a Bonferroni correction

Table 3 Logistic regression results of participant’s choice to re-challenge their opponent in Experiments 1–3

| Experiment | Unstandardized coefficient | Z-value | P value | 95%CI       |
|------------|----------------------------|---------|---------|-------------|
| Experiment 1 | 1.77                      | −2.38   | .02     | −6.08       |
| Opponent type | .05                      | −1.17   | .13     | −1.29       |
| Perceived enjoyment | .15                      | −.34   | .70     | −.65       |
| Risk aversion 1 | −.25                     | −.68   | .48     | .16         |
| Risk aversion 2 | −.52                     | −1.03  | .34     | −.06       |
| Risk aversion 3 | .06                      | −.38   | .70     | −.54       |
| Experiment 2 | −2.19                     | −3.01   | .00     | −1.43       |
| Opponent type | −.56                     | −1.08  | .30     | −.04       |
| Perceived enjoyment | .47                     | .31   | .70     | −.64       |
| Experiment 3 | −1.12                     | −2.41   | .00     | −1.10       |
| Opponent type | .34                      | −.38   | .70     | −1.07       |
| Perceived enjoyment | .17                     | −.04   | .50     | −.40       |

Table 4 Number of participants who did or did not want to compete against the same opponent again in Experiments 1–3 by Condition

| Condition   | Re-challenge | Do not re-challenge |
|-------------|--------------|---------------------|
| Experiment 1| 11 (35.5%)   | 20 (64.5%)          |
| Human condition | 9 (33.3%)   | 18 (66.7%)          |
| Experiment 2| 69 (34.2%)  | 133 (65.8%)         |
| Human condition | 46 (42.2%) | 63 (57.8%)          |
| Experiment 3| 39 (53.4%)  | 34 (46.6%)          |
| Human condition | 23 (55.8%) | 29 (44.2%)          |

Values in brackets are proportions of each condition.
survey company, Cross Marketing (https://www.cross-m.co.jp/en/). A total of 788 adults (402 male, 386 female; age $M=40.73$, $SD=10.75$ years) volunteered to participate. Participants were recruited by e-mail and accessed a website to participate in the experiment. They earned points that could be exchanged for cash or prepaid cards.

**Design**

The experimental design remained identical to that of Experiment 1 to test the generalizability of the findings of Experiment 1. The AI and human conditions included 407 and 381 participants, respectively.

**Taking Coins Game**

In Experiment 2, a “taking coins” game was used with the online survey system Qualtrics. The game had a one-to-one format. Ten Japanese yen coins were arranged in a line (Fig. 4), and the players took one coin per turn. They had to take a coin from either the leftmost or rightmost side and could not complete their turn without taking a coin. The player whose total coin value was more than their opponent’s at the end of the game was the winner.

Although the participants competed with the AI opponent in both the AI and the human conditions, as in Experiment 1, those in the human condition were informed that they would compete with another participant and that the turns and arrangement of the coins were randomly determined. However, participants were deliberately allocated to take the second turn at the beginning of the game and to the arrangement of the 10 coins shown in Fig. 4, which meant they would lose the game.

In the taking coins game, the first mover could win the game if they knew how to defeat the opponent. The winning method was as follows. The first mover totaled the value of the coins of every other coin from the left-hand side as well as from the right-hand side. If the total calculated from the left was more than that calculated from the right, they needed to take the leftmost coin in the first turn. Conversely, if the total calculated from the right was higher, they needed to take the rightmost coin in the first turn. For example, referring to the 10 coins shown in Fig. 4 (5 yen, 10 yen, 50 yen, 100 yen, 5 yen, 100 yen, 10 yen, 1 yen, 100 yen, and 1 yen), the total value was 170 when summing every other coin from the left-hand side ($5 + 50 + 5 + 10 + 100 = 170$); the total was 212 when summing up every other coin from the right-hand side ($1 + 1 + 100 + 100 + 10 = 212$). To win the game, the player who made the first move had to take the rightmost coin in the first turn; thereafter, they needed to take the coins in congruence with the decision their opponent made. For instance, if the opponent took the rightmost coin, the first mover needed to take the next rightmost coin in their turn; if the opponent took the leftmost coin, the first mover needed to take the next leftmost coin. This strategy would enable the first mover to win the game; thus, we intentionally allocated the first move to the AI opponent and the second to the participants.

**Measures**

The questionnaire used in Experiment 1 was also used in Experiment 2 to assess causal attributions and perceived enjoyment, and the same test questions were included. The self-effort items improved from those of Experiment 1 due to low internal consistency (Table 1). We could not provide participants with an additional reward because Experiment 2 was conducted online; therefore, when they opted whether to play again, we could not state that the additional reward depended on their performance. The items of risk aversion were thus excluded from the questionnaire.

We checked whether participants understood that there was a particular way to win the game by asking them, “There was a definite way to win the taking coins game, depending on whether you had the first or second move. Who do you think could use the winning strategy, the first mover or the second mover?” They were then provided with 10 coins and asked, “If you had the first move, which coin would you take, the leftmost or rightmost?” Thereafter, we asked them three questions and presented them with 10 coins. If a participant correctly answered these three questions and realized that the player with the first move could use the winning method, we considered that they understood how to defeat an opponent in the taking coins game. Finally, all participants
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were asked whether they knew that the game was designed so that they would lose, while those in the human condition were also asked if they noticed that their opponent was not another participant but a computer.

**Procedures**

Participants accessed the experiment via a website. Electronic informed consent was obtained from all participants by Cross Marketing. Participants were randomly assigned to either the AI or human condition and the rules of the game were explained to them. We allowed them to undertake adaptive training with a line of four coins before the formal game. After the training session, the arrangement of the 10 coins and the order of the players were determined; to ensure that they believed they were competing against another participant in the human condition, they were shown a screen stating that they were being synchronized to another participant in real time. After finishing the formal game, the participants were asked to complete the questionnaire. Finally, they were told that the game was designed for them to lose and that they had competed with an AI opponent in the human condition.

**Results**

Data from the 477 participants who gave incorrect answers to the item assessing their concentration, who completely understood how to win the game, who noticed that the game was designed for them to lose, or who realized that their opponent was not human (in the human condition) were removed. As this study used multiple criteria to decide whether to exclude certain data, many participant responses were eliminated before data analysis. This resulted in a final sample of 311 (AI condition = 202, human condition = 109). The data of only those participants who completed the experiment were provided by the survey company. Thus, we did not know how many people quit the experiment halfway. All questionnaire items had adequate internal consistency (self-ability, \( \alpha = .90 \); self-effort, \( \alpha = .94 \); opponent ability, \( \alpha = .90 \); luck, \( \alpha = .71 \); perceived enjoyment, \( \alpha = .94 \)).

**Causal Attribution**

As in Experiment 1, a two-way mixed ANOVA was performed to examine the causal attribution in both the AI and human conditions. The results clarified that the attributed factor had a significant effect on the degree of attribution (\( F(3, 927) = 126.61, p < .001, \eta^2_p = .291 \)). The effects of the opponent type (\( F(1, 309) = .48, p = .488, \eta^2_p = .002 \)) and two-way interaction (\( F(3, 927) = .41, p = .748, \eta^2_p = .001 \)) were not significant. The descriptive statistics showed that the pattern of causal attribution in the AI condition did not significantly differ from that in the human condition (Fig. 3). Table 2 describes the results of the multiple comparison tests with a Bonferroni correction, which investigated differences in the attribution scores among the four attributed factors. The analysis found that self-ability was attributed as factor of participants’ loss more than any other factor. The participants also attributed their loss to self-effort more than luck.

**Behavioral Response**

We tested whether the opponent type affected whether participants chose to play again using logistic regression analysis. Perceived enjoyment was also entered into the exploratory variables to control for its influence. The results demonstrated that the opponent type had a significant effect on the choice to re-challenge in the game (Table 3), suggesting that when the opponent was AI, the proportion of participants who wanted to play the game again decreased (Table 4). Perceived enjoyment positively influenced participants’ choice to play again.

**Discussion**

The results of Experiment 2 were partially in line with those of Experiment 1. The subjective evaluation of causal attribution was replicated. Participants attributed the loss of the game to their own ability more than any other cause in both the AI and human conditions. We increased the sample size in Experiment 2 compared with that in Experiment 1, which enhanced the power of the test. The participants’ causal attribution did not differ significantly between the AI and human conditions; rather, they tended to make self-effacing attributions, regardless of the condition. The causal attribution pattern in the AI condition may be robust. Experiments 1 and 2 recruited only Japanese participants, however, and there is a cultural difference in causal attribution in that Western people are more inclined to display self-serving attributions than Japanese people (Mezulis et al., 2004). It is thus necessary to test the replicability of our findings in a sample of Western people.

On the contrary, the behavioral response result was not reproduced. The number of participants who wanted to play the taking coins game again was higher in the human condition than in the AI condition. It was considered that the perceived stability of the opponent’s performance would influence the decision to re-challenge. The participants might think that AI could stably exert its maximum strength and they would be defeated by AI, even if they competed again. They might thus be less likely to compete against AI than against humans.
Experiment 3

Experiment 3 tested whether the findings of Experiments 1 and 2 could be reproduced with American participants. We also aimed to explain why people were reluctant to play the taking coins game again in the AI condition more than in the human condition, focusing on the perceived stability of AI’s (or humans’) performance. The procedure of Experiment 3 was consistent with that of Experiment 2, except for the types of participants and items in the questionnaire section.

Method

Participants

This study tried to make the sample as large as resources would allow. American adults were recruited via a survey company, Qualtrics (https://www.qualtrics.com/research-services/online-sample/). A total of 500 adults who had already graduated (233 males, 261 females; age $M = 40.01$, $SD = 10.77$ years) volunteered to participate for a compensation. Six participants did not indicate their gender and one participant did not reveal their age. The AI and human conditions comprised 256 and 244 participants, respectively.

Measure

In addition to the items used in Experiment 2, we recorded the perceived stability of AI’s (or humans’) performance (Table 1).

Results

We eliminated respondents who gave incorrect answers to the item assessing their concentration, completely understood how to win the game, noticed that the game was designed for them to lose, or realized that their opponent was not human (in the human condition), resulting in a final sample of 125 (AI condition = 73, human condition = 52). Similar to Experiment 2, many respondents who did not pass the multiple check items were excluded. As in Experiment 2, the data of only those participants who completed the experiment were provided by the survey company, and we did not know whether anyone quit the experiment halfway. All questionnaire items had adequate internal consistency (self-ability, $\alpha = .81$; self-effort, $\alpha = .84$; opponent ability, $\alpha = .87$; luck, $\alpha = .64$; perceived enjoyment, $\alpha = .91$; perceived stability of AI’s or humans’ performance, $\alpha = .75$).

Causal Attribution

A two-way mixed ANOVA was carried out to investigate the causal attribution in both the AI and human conditions. The results demonstrated that the attributed factor significantly influenced the degree of attribution ($F(3, 369) = 23.47$, $p < .001$, $\eta^2_p = .160$). The effects of the opponent type ($F(1, 123) = 2.35$, $p = .128$, $\eta^2_p = .019$) and two-way interaction ($F(3, 369) = 1.17$, $p = .319$, $\eta^2_p = .009$) were not significant. The descriptive statistics indicated that the pattern of causal attribution in the AI condition was similar to that in the human condition (Fig. 3). Table 2 shows the results of the multiple comparison tests with a Bonferroni correction that examined differences in the attribution scores among the four attributed factors. The analysis revealed that self-ability and opponent ability were attributed as factors behind participants’ loss more than any other factor. Specifically, the participants most attributed the loss to opponent ability; luck was also attributed more than self-effort.

Behavioral Response

This study investigated the effect of the opponent type on trying the game again using logistic regression analysis. Perceived enjoyment was also entered into the exploratory variables to control for its influence. The results showed that neither the opponent type nor perceived enjoyment significantly affected the choice to re-challenge in the game (Table 3). The proportions of participants who wanted to play the taking coins game again was similar between the AI and human conditions (Table 4).

Supplemental Analysis

It was assumed that people perceived AI’s performance as more stable than humans’ performance. After they lost the game, therefore, they might be more reluctant to compete with AI than with a human. We tested the difference in perceived stability between the AI and human conditions, as a supplemental analysis, although the proportion of re-challenges did not significantly depend on the opponent type. It was found that the stability of AI’s performance ($M = 5.16$) was significantly rated more than that of humans’ performance ($M = 4.58$) using an independent samples t-test ($t(123) = 2.52$, $p = .013$, Cohen’s $d = .46$).

Discussion

Experiment 3 adopted the taking coins game as in Experiment 2 and tested Americans’ causal attribution after they lost the game against AI. The results of Experiment 3 were consistent with those of Experiments 1 and 2, not supporting our hypotheses. Americans tended to attribute their loss to their and their opponent’s abilities irrespective of whether the opponent was AI or human. The ratings of attribution to their effort and luck were low. Americans thought that
opponent ability most affected their loss, which differed from the results of Experiments 1 and 2, wherein Japanese participants attributed their loss to self-ability more than any other factor. Moreover, the attribution score of luck was higher than that of self-effort in Experiment 3, although this difference was reversed in Experiment 2. The proportion of participants who wanted to re-challenge the game was similar between the AI and human conditions. This result was different from that of Experiment 2.

General Discussion

The current research investigated causal attributions and behaviors when people lose a competition against AI. We created two competition tasks that required people to display logical thinking in the experiments, as it is expected that AI might replace human jobs requiring such thinking in the future (Huang & Rust, 2018). The results related to causal attributions were consistent between the three experiments, while those of the behavioral responses were mixed. Participants generally made self-effacing attributions for their loss; that is, they attributed the outcome to internal and stable factors. Participants rarely attributed unstable factors—their own effort and luck—to their loss. As the same pattern of causal attribution was shown in three experiments, the findings may be considered robust. In terms of whether the participants wanted to play the game again after they lost (i.e., their behavioral response), the results implied that such behavior changes depend on the experimental environment.

Causal Attribution

The three experiments indicated that people attributed their loss against the AI opponent to their own and their opponent’s abilities more than any other cause. Self-effacing attribution was also found in the condition where participants believed that they had lost the game to another human, that is, people make similar causal attributions when they lose to AI as when they lose to a human. The results do not support H1 that people are more likely to attribute the loss to the opponent’s ability and are less likely to attribute it to luck when they lose the game against AI than when they lose against a human. Even though the task (i.e., the taking sticks game vs. the taking coins game) and participants’ characteristics (university students vs. adults who had already graduated; Japanese vs. Americans) changed among the three experiments, self-effacing attributions were found in the AI and human conditions. No significant interaction (opponent type x attributed factors) was observed in Experiment 2 where we drastically increased the number of participants, additionally implying that the pattern of causal attribution does not greatly change regardless of whether the opponent is AI or human.

There are two explanations for our findings related to causal attribution. First, this study used competition tasks demanding participants to make logical decisions and see several moves ahead. Based on such tasks, the participants might have thought that the outcome of the games depended on their own and their opponent’s logical thinking ability. Although research on causal attribution has demonstrated that Western populations tend to attribute failures to external rather than internal factors (Mezulis et al., 2004), the results of Experiment 3 found that Americans attributed their loss to their ability more than luck. The results of Experiments 1 and 2 are in line with prior research that Japanese are likely to make self-effacing attributions. High attribution to self-ability and low attribution to luck might have been brought about by the characteristics of our games.

The second possible account is as follows: participants responded to their interaction with the AI opponent in the same way as when they believed they were interacting with a human, thereby demonstrating the same causal attribution between the AI and human conditions. According to Reeves and Nass’ (2001) media equation theory, people are inclined to respond and behave similarly to computers and robots as they are to humans. This theory has been supported by several findings, and Nass and Moon (2000) reviewed numerous studies that contributed to it. For instance, it was observed that people show ingroup bias toward computers and exhibit politeness when interacting with robots. Since the participants adapted the same responses and behaviors to AI as to humans, they might have made the same attribution in both the AI and the human conditions.

In Experiments 1 and 2, the Japanese considered that self-ability most influenced their loss. They also attributed their loss to self-effort more than luck in Experiment 2. In Experiment 3, on the other hand, Americans reported that their loss most depended on opponent ability and attributed to luck more than self-effort. These results can be explained by literature on cultural differences: For instance, the results of a meta-analysis by Mezulis et al. (2004) revealed that individuals from Western cultures tend to attribute their failure to external factors while Japanese tend to attribute it to internal ones. This cultural background might have influenced the evaluation of causal attribution in our experiments. Although self-ability and opponent ability were attributed more than self-effort and luck, overall, in both Japanese and American samples, this study observed slight cultural differences in causal attribution.
Behavioral Response

In terms of whether participants wanted to re-challenge the game after they were defeated by the AI opponent or believed they had been defeated by a human, the findings were mixed. Only the results of Experiment 2 supported H2 that people are more averse to re-challenging the competition task against AI than against a human. In contrast, the hypothesis was not supported in Experiments 1 and 3. These mixed results might have been brought about by the characteristics of our games.

The number of participants who opted to play again did not significantly differ between the AI and human conditions in Experiment 1. Overall, few participants chose to re-challenge the game, resulting in a floor effect. We offer two potential explanations for these results. First, the difficulty of the taking sticks game might have influenced participants’ decisions. This game required players to choose the color and number of sticks that they wanted to take. Thus, they needed to plan several moves ahead and think logically to win the game, although the game was programmed for them to lose. Since the game was difficult for participants, they might have been averse to re-challenging their opponent.

The second explanation is related to loss aversion, which posits that people are more sensitive to losses than to gains (Tversky & Kahneman, 1991). We told the participants that one reward would be removed if they lost the second game; thus, they may have wanted to avoid losing their rewards, which might have led to few participants deciding to try the game again.

In Experiment 2, the number of participants who wanted to play again was less in the AI condition than in the human condition. In the taking coins game, participants were asked to take one of only two coins on the left- or right-hand side, and the rules of the taking coins game might have been easier for them to understand than those of the taking sticks game. Additionally, in Experiment 2, the reward amount did not depend on participants’ decision to re-challenge the game; the environment of the second experiment was not a situation in which loss aversion was invoked. Therefore, the participants might not focus on defeating their opponents, as there was no influence of the reward. It is also possible that participants wanted to know the programming of the game and explore other ways of taking coins. Thus, they might select whether to re-challenge based not on competition motivation but learning motivation. These procedures might have prevented a floor effect related to the number of participants who wanted to try the game again. The proportion of participants selecting to re-challenge increased overall in Experiment 3, where the taking coins game was used, compared with Experiment 1. However, the results of Experiment 3 did not support H2. About half of the participants wanted to try the taking coins game again in both the AI and human conditions. It is thus difficult to conclude about the behavioral response based only on our findings. Future studies should further investigate people’s behavior after they are defeated by AI.

In interpreting the differences in behavioral response between the AI and human conditions in Experiment 2, we inferred that perceived stability of opponent’s performance would affect participant behavior. Experiment 3 thus recorded participants’ perception of stability to test its effect on the selection of re-challenge. In Experiment 3, however, the number of the participants who wanted to try the game again did not differ between the AI and human conditions. Therefore, we could not examine whether the behavioral response of re-challenge depended on the perceived stability of opponent’s performance. The relation between the perception of stability and re-challenge selection should be tested in future research.

Theoretical and Practical Contributions

This study offers the first evidence on how people make causal attributions when competing against AI in a game requiring logical thinking. Psychological research on causal attribution has focused on individual achievement tasks and human–human competitions (Allen et al., 2020; Wang & Hall, 2018); thus, the present study extends the literature on causal attribution by adopting a situation in which people compete against AI. Our three experiments revealed that the pattern of causal attribution was similar regardless of whether participants played a game against AI or believed they were playing a game against a human. This finding could be accurate because the sample size of Experiment 2 was sufficiently large. In the future, AI may take over jobs that are currently performed by humans (Acemoglu & Restrepo, 2018; Huang & Rust, 2018); therefore, future studies should examine causal attribution in circumstances where people are defeated by AI. Our findings may be fundamental for the further investigation of causal attribution in competitions against AI.

Our study also contributes to human–computer interaction research. Much research has already examined attribution in interactions between humans and robots, computers, and autonomous systems. These studies have focused on attributions of responsibility (Awad et al., 2020; Belanche et al., 2020; Hong, 2020; Lee & Cranage, 2018; Leo & Huh, 2020; van der Woerdt & Haselager, 2019); for example, whether people attribute responsibility to either the user or robot when the robot service fails (Belanche et al., 2020; Lee & Cranage, 2018; Leo & Huh, 2020). We add new evidence to the literature on attribution by using a game in which humans competed against AI. Additionally, the present study’s finding suggest that people made self-effacing attributions in both competitions against AI and humans.
indicating the generalizability of media equation theory. Our research could integrate this theory into situations of competition against AI.

We also make a practical contribution. Our results indicated that participants attributed their losses against the AI opponent to internal and stable factors and their own ability. Research on causal attribution has found that when people fail a task and attribute the fault to internal and stable factors, they do not expect future success or make an effort to achieve such success (Crittenden & Wiley, 1980; Mamonov & Koufaris, 2018; McMahan, 1973; Rascle et al., 2015; Weiner et al., 1976). People may have an undesirable outlook when their jobs are replaced by AI; thus, interventions may be needed to promote these employees to aim for success. For example, when people are told that ability is important for the achievement of a task and is changeable, they prefer to receive accurate feedback about themselves, irrespective of whether this feedback is positive or negative (Dunning, 1995). Psychological interventions may be required after people lose a competition against AI. On the other hand, job replacement by AI is not invoked only due to differences in logical thinking between AI and human. AI may be adopted to reduce labor costs and increase efficiency of work. Such job replacement differs from losing a competition requiring logical thinking. Future studies should investigate whether the patterns of causal attribution found in our experiments can be generalized to actual scenarios involving job replacement by AI.

Limitations

The limitations of our research should be mentioned. First, we used only original games that required players to have the ability to calculate and think logically. Our experiments are the first to investigate causal attribution when people lost a game against AI; since the study needed to control for extraneous variables, we used original tasks to promote internal validity. However, the pattern of causal attribution remains unclear in tasks that require other abilities, such as artistic skills and creativity. For instance, the Remote Associates Test developed by Mednick (1962) is frequently used to measure creativity, while artistic skills can be evaluated through drawings. The present study did not observe causal attribution when people were defeated by AI in such tasks. Logical tasks, such as the computer games used in this study, which AI can perform perfectly each time, might be perceived as difficult by participants, influencing their causal attributions and decision to re-challenge. To expand the scope of this study, tasks showing diverse aspects of AI, such as learning and prediction, should be used.

The second limitation is related to assessing the behavioral response and the order of our questions. Since this study focused on causal attribution, participants were first asked to answer the question about causal attribution and then evaluate the extent to which the competition tasks were enjoyable. After completing the questionnaire, they selected whether they wanted to play the game again. The order of the questions might then have influenced their decision to re-challenge. If future studies accurately investigate people’s behavioral responses after they are defeated by AI, they should measure their behavior at the beginning instead. Additionally, the decision to re-challenge could be affected by diverse extraneous variables, such as participants’ fatigue and mood. Expectancy factors, such as the subjective likelihood of winning, should be recorded in addition to the participants’ behavior.

Third, as this study mainly focused on causal attribution, some critical variables were not recorded. For example, we did not measure individual difference variables, such as participants’ interest, computer literacy, and gaming skills. These variables might influence the decision to try the game again. It was found, for example, that attitude toward playing online games is correlated with intention to play online games (Wu & Liu, 2007). Hancock et al. (2011) also demonstrated that high expertise leads to a positive attitude toward an interaction with a computer. Emotions such as shame and regret should be assessed because research on causal attribution has clarified that emotions are correlated with causal attribution (Weiner, 1979, 1985, 2010). Future studies need to measure these variables and statistically control their effects to understand the impact of the opponent type on the causal attribution and the decision to re-challenge.

Finally, the experimental design used in the current research comprised only a situation where participants lost the game. In addition to the losing condition, including a winning condition might lead to a more appropriate understanding of participants’ causal attribution when they are defeated by AI. Such design would enable researchers to investigate the extent to which people make a self-efficacing (or self-serving) attribution in a situation where they lose competition against AI, compared to when they win.
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