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Abstract—Machine learning, artificial intelligence and especially deep learning based approaches are often used to simplify or eliminate the burden of programming industrial robots. Using these approaches robots inherently learn a skill instead of being programmed using strict and tedious programming instructions. While deep learning is effective in making robots learn skills, it does not offer a practical route for teaching a complete task, such as assembly or machine tending, where a complex logic must be understood and related sub-tasks need to be performed. We present a model similar to an episodic memory that allows robots to comprehend sequences of actions using single demonstration and perform them properly and accurately. The algorithm identifies and recognizes the changes in the states of the system and memorizes how to execute the necessary tasks in order to make those changes. This allows the robot to decompose the tasks into smaller sub-tasks, retain the essential steps, and remember how they have been performed.

Index Terms—Cognitive robot, Artificial Intelligence, Robots, Co-bots, Episodic Memory

I. INTRODUCTION

A typical automation system includes, in addition to the robot itself, various elements that collectively make the intended process feasible. Examples of such elements are grippers, fixtures, cameras, sensors, and simple passive elements such as trays and containers. The system composed of such elements needs to be programmed so that action sequences take place in an expected and controlled manner to achieve the desired goal. The conventional programming process for industrial robots includes representing all the elements that are present in the process and programming how and in what order the interactions between them should occur. Each program is case-specific and typically needs weeks or months of implementation and verification before the production starts [1], [2].

To enhance the re-usability of such systems, programs are usually divided into more diminutive and reusable modules or routines, which can be utilized in other applications. To further simplify the work, one can provide a framework with all essential parts prepared and introduced [3], [4]. As long as the template explicitly covers the case of interest, it can minimize the programming time considerably [5], [6], [7]. Graphical tools and visual programming languages are also often utilized to help the programming process [8], [9], [10], [11].

All of the above mentioned methods can be recognized as standard techniques to reduce the burden of programming and make it more effective. Despite all the attempts to simplify the programming of robots, a single and comprehensive method that eliminates or reduces the programming effort for all kind of applications does not exist and unless templates are prepared for a specific domain, an expert programmer with knowledge from a specific robot is needed to develop an efficient and reliable robot application for industrial use.

Recent advances in machine learning, computer vision, and artificial intelligence, together with availability of affordable high-performance computing power have led to the initiation and development of new ideas for making robots more accessible to inexperienced and first time robot users. Innovative strategies are proposed and developed to make the robots trainable rather than programmable.

Learning from Demonstration (LfD) or Programming by Demonstration (PbD) denote methods, which have received wide attention from the robotic community. The fundamental idea is to enable the robot to learn and perform tasks without programming in a similar way as humans [12], [13], [14]. In a nutshell, a human tutor will demonstrate specific tasks to a robot, and the robot will use the demonstrated knowledge to execute the instructed task. The LfD process usually has an off-line learning phase, from which the data collected from successfully performed tasks are used for training. Typically, Gaussian Mixture Models (GMM), Bayesian networks, or dynamical system control are used to learn the trajectory or the action sequence. During operation, the input from a set of sensors is used to control the robot. As long as the input is consistent with the training cases, with some level of robustness to environmental noise and perturbations, the robot will behave properly. If the system faces an unknown condition, incompatible with the training data, the system does its best to perform, but the outcome will not be predictable [15], [16], [17], [18]. In general, these methods require a large amount of data or prior knowledge for each new skill.

A more recent, forward-looking approach to the LfD, is the one-shot learning or learning from a single demonstration. In some approaches, the concept of learning from demonstration is joined with some hierarchical task networks and is accomplished via the bi-directional communication between the tutor and robot, where both are committed to the shared goal of the interaction and both actively contribute towards achieving a single goal [19]. More advanced strategies to one-shot learning combine meta-learning with imitation, enabling a robot to reuse previous experience and learn new skills from a...
Learning is an ability possessed by humans, animals, and certain plants, and concerns acquiring understanding, knowledge, behaviors, skills, values, and preferences [25]. Acquired knowledge and information are collected in the memory and prepared for later use. In general, memory can be short-term or long-term. As far as the learning concerns, long-term memory should be considered. According to neuroscientists, long-term memory can be divided into procedural and declarative. Procedural or implicit memory is the unconscious memory that is used for learning skills, such as balancing, biking, and playing musical instruments. Declarative memory is where facts and events are stored and can be recalled consciously. Declarative memory is further divided into episodic and semantic memory, as illustrated in figure 1. Episodic memory stores knowledge about events, while semantic memory accumulates facts and data together with logical relations [26].

Procedural memory is typically acquired through repetition and practice and is composed of unconsciously relating sensory inputs to motoric behaviors. Artificial neural networks are used to model procedural memory and allow a fast recognition or reaction to sensory data after a complete training [27]. Semantic memory is developed through observations, training, and consciously acquiring information. For example, we learn the laws of physics and apply them to solve problems and perform our daily tasks. Semantic memory can for example be modeled by expert systems [28]. In [29] a knowledge graph was used as the core of the semantic memory. It enables the robot to learn a new task, by shadowing a tutor, learning, and generalizing from only one demonstration. Episodic memory is a long-term memory of experiences and memories of events. Episodic memory provides means to store various experiences and combine them to a more abstract construct and recall consciously when needed [30], [31], [32].

While all of above methods are contributing to ease of working with robots, none of them have reached a degree of reliability and generality to enter manufacturing industry, where the expectations on predictability, reliability and accuracy of outcomes are extremely high. In this work, our goal is to build a model for episodic memory that enables the user to teach the robot to perform necessary instructions in an industrial manufacturing application through one single demonstration, the same way as teaching an apprentice. Unlike typical LfD methods, our single shot teaching provides an economic, efficient, and convenient way of providing the robot with the required information to complete the desired task without programming [33], [34].

II. RELATED WORK

Industrial robots have evolved from being pure engineering systems to become collaborative over time. Collaborative robots are designed to augment humans’ abilities and act as an extension in work in complex industrial environments. To enhance the interactions, collaborative robotic architectures attempt to recreate human cognition and intend to reach a higher degree of autonomy by hierarchical control system design, environment sensing, and information fusion [29], [35].

Recent researches have successfully demonstrated task-based dialogues with collaborative robots [29]. The proposed cognitive architecture can acquire a new understanding of objects, their properties, and details of the (manipulative) actions performed on the object. The authors have defined a graph-based memory design that sets the methodology apart from present-day data-hungry statistics-based approaches. The described architecture is robust for knowledge sharing among multiple industrial robots. This system allows users to teach the robot new knowledge about objects, activities, and tasks in one shot [36]. One can transfer the learning and experiences from one robot to another in a simple manner. To be optimally useful and easy to use, robots need to effectively remember repetitive manipulative experiences. Episodic memory has an effective structure to store explicit past experiences and plays an essential role in diverse cognitive processes. It helps to put knowledge in order and structure it for future use.

Various strategies for managing computational models of episodic memory are available to memorize experience sequences [37], [38], [39]. Hierarchical emotional episodic memory, using deep adaptive resonance theory network [40] has also been proposed to learn emotions correlated with past experiences. Generalized fusion adaptive resonance theory-based EM-ART has been introduced to make the episodic memory suitable to handle intricate relations of past events [41], [42].
Temporal event sequences are efficiently learned and recalled from stored episodes. Such elements are required to make intelligent robots for drastically simpler automation.

The proposed method presented in this paper considers remembering essential events in the right order from software architecture and information management perspective. The method enables the robot to learn a new task, by shadowing a tutor, without the need for programming knowledge. We define a unified approach using graph-based finite-state automata. The behavior of the elements used in the application is modeled by state machines. Each element and its state machine can be utilized in any other application without the necessity for adaptation. A software architecture is introduced that simplifies building large robotic systems.

III. LEARNING WORK INSTRUCTIONS

A. Apprentice at work

In the approach we present here, we aim to provide an industrial robot the ability to memorize the steps in a process and repeat them when requested, similar to what an apprentice would learn working in an industrial environment. Before going into the details of the methodology, it is worth imagining a learning scenario for our apprentice on the very first working day.

On the first day of work, the apprentice is introduced to the working environment. Tools and procedures are described, and the apprentice observes how each device works and if needed, receives necessary training. Next, the instructions are described by the tutor. The apprentice observes what is happening and how objects change in the working space. If our apprentice has a perfect memory, all steps will be memorized and repeated in the right order when needed. Our apprentice learns by observing changes in the environment and processes the information, but what is learned will depend on personal judgments and prior experiences as well as the attention paid to the details of the process. An apprentice that does not pay significant attention will not be able to memorize the steps properly and if there is a lack of experience to understand the observations, the learning process will not be complete. As an example, an adolescent will have complications learning to perform a complex assembly task, even if mechanical capabilities are sufficient.

To give our robots the ability to learn instructions and reproduce them, it must first be able to make observations on the objects it is working with. Secondly, the robot needs to understand the variations in the object and the surrounding world, record and retrieve both the changes and the process that has caused them. We accomplish this by decomposing the world around the robot into a collection of elements and describe their behavior, as well as interactions between them, in an observable and measurable manner. Details of the proposed system are described in the next section through an example of machine tending.

B. Machine tending application

A typical machine tending application has the following workflow. There is an infeed tray that contains parts that should be placed in the machine. The task starts by loading the machine with parts from this tray. After safely loading the machine, the door is closed and the machine is instructed to start the process. Once the process is complete, the machine stops, the door opens and the system is ready to remove the part from the machine and put it in the outfeed tray. In our example, we assume that the machine performs a test with a result that could be good or bad. Depending on the result, the parts are sorted in the respective trays. Learning this process for an apprentice will not be challenging and it will be likely adequate to see the process only once. The apprentice will understand that the object should be picked from the in-feed tray and be placed in the machine, or be picked from the machine and placed in the proper outfeed trays, depending on the result of the test. Not picking from empty slots and not placing in full slots are explicit rules for an apprentice. We intend to build a robotic system that is capable of learning the process similarly. We use the case of the testing machine as an example, but the method is by no means restricted to any particular applications.

C. Solution

A simplistic structure of a machine tending cell is shown in Figure 2 and consists of a robotic arm, grippers, trays, and
a test machine. Although it is conventional to use machine vision to recognize and localize objects, here, for simplicity, we overlook that and instead assume that the objects are known and the locations are defined. Each component of this system is represented by a finite state machine, which closely describes the characteristic behavior of that element, regardless of the application it is being used in. Note that in a production system, the objects in the work cell are recognized by the vision system, their position and their configurations will be distinguished automatically.

Figure 3 shows the construction of the system for observing, learning, and executing the application. First, the data concerning all observable elements is collected and analyzed. The data can be augmented to advance the understanding and categorizing ability of the system. The data is first used to generate the path for moving elements of the system. Correlations between signals are used for discovering the essential events that change the state of one or several elements in the system.

How the environment is changing is a combination of the changes in the elements of the system. After the correlations are found and the state of each element is identified, the information is integrated into a transition to a new state of the environment, with the conditions required for the transition to happen. If the new state is the same as the ones previously visited, a closed loop is created and can be executed repeatedly. The series of state transitions form the application, for which a code can be generated and executed later. The proposed solution and the procedure of learning is described as follows:

- A scene is separated into elements whose interactions lead to the execution of the desired task. These elements are identified either with a vision system or the information is fed to the system during commissioning as configuration.
- A state machine is connected to each element, which includes the states of the element and the conditions that would lead to a transition from one state to another. These state machines are not application dependent but are constructed assuming that the element is used in a robotic system.
- All the existing elements are attached to the system and their data will become observable for the data collector.
- The robot and tools connected to it are the players in the system. The demonstration concerns leading the players so that the task can be accomplished. During the demonstration, the following steps are taken:
  1) The data collector accumulates all data at each time step.
  2) The data is filtered and correlations, as well as the state changes for each element, are found.
  3) The state changes, as well as conditions leading to them, are synthesized in a state machine describing the changes in the scene.
  4) The recorded data is used to define the path for movable elements, like the robot itself.

5) A loop is identified if one of the previous states is revisited.
6) The synthesized state machine, together with the corresponding path, are saved as a program.

- The recorded program can be executed on command.

With the above method, our robot learns the steps necessary to perform a task, very similar to an apprentice who pays full attention during the demonstration and memorizes all details. In the next section, we present the details of implementation for our specific case of machine tending with an ABB robot.

IV. IMPLEMENTATION

In this section, we explain the system developed for machine tending with ABB’s industrial robot IRB 14000, YuMi. YuMi is a two-armed robot with integrated grippers and lead-through functionality that allows the demonstration of tasks to be convenient. The tutor simply moves the robot arm in lead-through mode and demonstrates the desired task. During this operation, data are collected by the data collection module, and the raw data are analyzed by the data augmentation module to extract element states.

This state vector is the basis for extracting the logic of the process. In the case of machine tending, the elements whose actions lead to changes in the environment are the robot and the gripper. Therefore, we pay special attention to the following system states: robot motion (RM), indicating the robot is moving, gripper motion (GM), occurring when the gripper is in motion, and stand still (SS), which is when the robot and gripper are not moving. A sample state trajectory is presented in Table II. At each instance of time, the elements of the system are in a specific state. We monitor the element states and record when a state transition occurs.

Three properties are used to identify a state:
- Type of state (e.g., Robot Motion, Gripper Motion, Stand-still)
- Condition for transitioning into state
- Commands given in the state

Using the state identity, we can recognize when a state is repeated and whether there is a loop in the system. The task application program is being generated on-the-fly, which enables the robot to perform the same task without the need for programming and based on what the system has observed from the tutor. Machine tending is only an example of what the system is capable of doing. This learning framework can handle different variations, for example, several trays and test machines, process task sequence, etc without any changes.

4. State machines

The element state machines encode essential information about the operation of the individual elements and how they interact with each other. This is equivalent to the mental models built by the apprentice for the elements involved in the process s/he is observing. The information encoded in an element state machine includes the discrete physical and operational states that the element can be in, the conditions
that lead it to transition between states, the labeling of certain states as active to indicate interaction with other elements, and the commands that can be given to the element.

Consider the example of the Test Machine State Machine (TMSM) (Figure 4). It includes operational states that are common to all element state machines: Start, Init, System Config, and Idle. Machine Full and Machine Empty represent physical states where an object has been placed in the machine and when there is no object in the machine, respectively. A physical property common to both these states is that the machine door is closed. When the door is opened in the Machine Empty state, the state machine makes the transition to the Ready to Get state, where an object can be placed into the machine. The door opening is achieved via an “open door” command sent to the Test Machine Element. The TMSM encodes this information into the state machine for the benefit of the learning system by issuing an output with the command name when there is a transition from Machine Empty to Ready to Get. In general, every state transition has an output; this output is set to “None” if there is no command triggering that state change. In the Ready to Get state, the test machine is empty with its door open and ready to receive a test object. When a loaded robot enters the test machine in this state, the state transitions to a special state, called an “active state”, indicating that the element is in interaction with another element. There are two active states in the TMSM: Getting Object and Giving Object. The tagging of states as active allows the learning system to identify the interaction between elements. Other appropriate information can be included in the element’s state variables, e.g., the result generated by the test machine. This causes the Test Running state to be split into Result Positive and Result Negative, depending on the result generated, enabling the learning system to utilize this information to branch process control based on the result without any special means for encoding the decision making.

Once the element state machines have been constructed in this manner, it is easy to see that a superstate machine can capture all the relevant information for the discrete process. The superstate machine aggregates the element states and has states representing seen element state combinations. Any information that is not captured in this process is a result of an insufficient design of one or more of the incorporated element state machines. Any state/event that is important to the process for selecting an “action” needs to be captured in an overall state change of the system so that the learning machine can recognize the need for taking action.

| Time | $t_0$ | $t_1$ | $t_2$ | $t_3$ | $t_4$ | $t_5$ | $t_6$ | $t_7$ | $t_8$ |
|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Robot position | $SS_0$ | $SS_0$ | $SS_0$ | $SS_0$ | RM$M_0$ | RM$M_0$ | RM$M_0$ | RM$M_0$ | SS$S_1$ |
| Command | $MoveL$ | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ | $Grip$ |

TABLE I: A sample state trajectory.

B. Active elements

In a robotic process, robot motions are almost always targeted towards interaction with other elements of the process, e.g., pick or put objects from/to tray, pick/put objects from/into test machine. Identifying and capturing these interactions are essential for learning the process. Also, the robot motions between interactions need to be understood as a single action with the target of getting into position to interact; meaning that the exact trajectory/motion profile is not important, but getting into position to interact is. To highlight this interaction, the concept of active elements is introduced. Elements are considered active when they enter into states that are labeled as active states. For example, the test machine is in interaction with the robot when the robot enters the machine to take or leave an object; therefore, the states Getting Object and Giving Object are active states in the TMSM.

C. Single shot learning of task

During learning, the system builds an application state machine (ASM), which can later execute the learned process. The ASM build process is started with the inclusion of states that are common to all element state machines: Start, Init, System Config, and Idle, as well as an Exception state. As the process is demonstrated, the learning system adds states to the ASM. Because our implementation targets a robotic application, the types of states in our ASM were selected to be Robot Motion, Gripper Motion and Standstill; however, these can be arbitrarily chosen for different implementations. In fact, in a generic implementation new states can be added to the ASM whenever any of the underlying elements changes state without any correspondence to the state of the robot or gripper. With each new state, two transitions are added: one from the previous state to the new state and a second from the new state to the Exception state.

The learning system also captures any commands produced by the element state machines and adds them to the appropriate state in the ASM. Commands can take arguments, which can be simple, e.g., the binary open/close commands for the gripper; or complex, e.g., location, in the case of robot motion command. Location information for robot motion commands is recorded in semantic form by the ASM, e.g., {“Move to”, “Tray”}. The semantic location is inferred by the correlation module based on what element is active when a robot completes its move. During execution, the semantic location is replaced by the known metric location for the Tray.

In this manner, the learning system builds an initial application state machine as a string of states with each state having a transition to the next state in the process as well as the Exception state. This state machine is later filtered to
detect loops and branches, resulting in a more complex state machine.

When executing, the ASM transitions along the state chain as the underlying elements change state in accordance with the observed process. If a state change occurs that does not follow this process, i.e., the ASM sees a state combination that is not in its current state or the immediate next states that it can transition to, it transitions to the Exception state. The Exception state is a special state where the system interacts with a user describing why it is in this state and looks for direction on how to resolve the situation. The user can direct the system to continue, which is interpreted by the system to mean that the element state combination seen is an allowed combination in the state it was in. Or, if the user decides that special steps need to be taken to resolve the exceptional condition, s/he can request the system to learn and then proceed to demonstrate what to do in that condition. In this case, the system goes back to learning and adds new states to the ASM based on the user demonstration.

**D. Task state pruning**

The ASM is constructed as a linear chain of states. After the demonstration is complete, this linear chain is examined to detect any duplicate states. States are compared for duplexity based on their properties: type of state (Robot motion, Gripper motion, Standstill); transition condition (element state vector); any commands given in the state. If all the properties match for two states, then they are considered duplicates. In this case, the state that comes later in the chain is removed and the transitions to and from that state are instead pointed to the state that comes earlier in the chain. This is how loops get formed in the ASM. Loops can be genuine or erroneous. For example, when the robot is being moved to interface with a tray during a demonstration, jitter in successive position measurements at the boundary can indicate robot moving into and out of interfacing with the tray. This will result in duplicate states and loop formation. This loop is identified as an erroneous loop and discarded. Genuine loops can form if a process demonstration is repeated to show a variation. In case of the machine tending example, the user will demonstrate the process for the two possible results of the test. In this case, all the states leading up to the test machine producing a result are duplicates for the repeated demonstration. Therefore, during pruning, the duplicate states get replaced resulting in a branch formation in the ASM where the two branches represent the test machine producing a positive and a negative result, resp.

**E. Execution of learned task**

Once an application is learned, the system stores it in its library. Any time the system is on, it is continuously monitoring the elements in its workcell. Based on the identified elements, it is able to load all the applications possible with those elements. When a particular application is selected, the system executes the corresponding ASM. The ASM moves to Init state and waits on a trigger – in the case of the machine tending example: introduction of a full input tray.
input tray is introduced, the change in the tray element results in the ASM transitioning to a state where a command is given to the robot to move into interaction with the tray. As the robot starts moving, the change in the robot state machine results in the ASM transitioning to the corresponding robot motion state. In this manner, as long as the combined element state transitions follow the demonstrated process, the ASM executes normally. If a previously unseen condition is encountered, the ASM enters Exception state. In this state, the ASM interacts with the user to determine how to proceed.

V. SOFTWARE PLATFORM

Figure 5 presents the software architecture used for this implementation. The core of the platform is a message broker, RabbitMQ, to allow a flexible communication between different components. Any component in the system which either generates or consumes data, e.g. robot, tray, test machine, needs to be connected to the message broker. Messages are in JSON format to ensure cross language compatibility. Each component is wrapped by a driver, following a standard template. In what follows, we describe the robot driver, as an example that illustrates the structure of a driver and especially explain how the communication with the robot is implemented.

All drivers consist of three major sub modules: Façade, Decorator and Bridge. Façade acts as the interface between the driver and the message broker and is responsible to interpret JSON messages. Decorator implement the logic and the desired representation of the element. Bridge provides the communication link to the element.

In the case of the robot, two arms and their respective grippers are packed in one driver, which communicates with the robot controller, running a hard real time application. The representation should be such that they can be considered as four different components, but can be operated synchronously if needed. Consequently, the driver needs to provide following functionalities:

1) Ability to control robot arms and their respective grippers independently.
2) Lead through programming support.
3) Access to data generated by robot in real time.
4) Synchronous execution of commands.

To ensure that the system responds properly to the robot, the bridge is divided into 8 modules, each of which running in a separate thread, as follows:

- Thread 1 and 2 execute motion commands for left and right arms of YuMi.
- Thread 3 and 4 execute gripper commands for left and right grippers.
- Thread 5 and 6 provide access to real time data generated by robot.
- Thread 7 and 8 allow stopping/re-starting of commands in execution.

The robot provides a TCP/IP server, implemented in ABB’s programming language, RAPID, and the platform is a client consuming services offered by the server.

VI. EXPERIMENT

The method described above was examined by applying to the case of machine tending explained earlier. The experiment was performed with the dual arm, collaborative IRB14000 (YuMi), equipped with smart gripper from ABB, with simple wooden blocks and trays as shown in Figure 6. The test machine is simulated with a given location on the table, the black square, and the results was randomly set to resemble a realistic scenario.

When the system starts for the first time, it is expected to scan its environment and collect information about the environment. For the object in surrounding, this will typically mean that a vision sensor scans the scene and identifies the objects present in the scene. The system will also scan the interfaces, such as field busses, Ethernet ports, USB ports etc. to identify devices that are available. Although this is a standard procedure, in our test, we explicitly provide the information to simplify the implementation.

Each recognized element is expected to be represented by a state machine as described above. That is all information which will be available to the system before training. The information is generic and does not depend on the application to be trained. Consequently, before training the robot system does not have any information about what the task will be and how it should be performed. However, after recognizing the elements in the system and in the environment, the robot is capable to record any changes and can learn to react to them according to the instructions from the tutor.
(a) Initial state observed and understood by the system.

(b) Tutor leads the robot to the infeed tray and closes the gripper to grasp the object.

(c) The robot with the closed gripper is moved to the test machine and the gripper is opened to release the object.

(d) The robot is moved to the home position waiting for test result.

(e) Post test result, the robot is moved to the test machine, gripper is closed to grasp the object.

(f) The robot is moved to the tray corresponding to the test result, the gripper is opened and the object is released.

(g) The robot is moved to the infeed tray to pick the next object.

(h) The object is moved to the test machine and the gripper is opened to release object.

(i) The robot is moved to the home position waiting for test results.

(j) Once the result is known, the object is picked from the test machine.

(k) The object is placed in the tray corresponding to the test result.

(l) The robot is moved to the infeed tray to pick the next object.

Fig. 7: Training process.

We assume that the process will start with placing a full infeed tray in the scene. This change of environment state will be detected and will trig execution of the process that has been learnt. In what follows, we describe the training process first and then show how the robot will repeat the process accurately. Once again, it should be noted that the robot does not learn a path, but understands the semantic of the actions, including all logic.

Figure 7 presents the steps that the tutor needs to take to teach the process to the robot system. The tray to the left is the infeed and the middle one and the right one are outfeed trays associated to the binary result of the test, say 'good' and 'defected'. As described in the captions of the sub-figures, the tutor simply needs to guide the robot to perform the task at least once for each possible branch, here a good object and a bad object. Obviously, during the training time, it would be practical to have one good and one bad at the start and let the robot continue by itself.

Actions that are taken by the tutor, or autonomously by the elements themselves, are observed and used for dividing the process into meaningful steps that should be executed when certain well-defined conditions are fulfilled. These steps are assembled as the application state machine that can be executed in continuation.

Figure 8 shows how the robot repeats the steps that it has learnt after a complete training session. Obviously, to be
(a) The robot follows the learnt process and moves to the first available object and grasps it by closing the gripper.

(b) The object is placed in the dedicated location in the test machine and is released as the gripper is opened.

(c) The robot exits the test machine and goes to the home position awaiting the test to complete.

(d) After that the test is complete and result is known, the robot moves to the test machine and picks the object.

(e) The target tray is selected depending on the result of the test and the object is placed in the first available position.

(f) The robot returns to the infeed tray and picks the next available object.

(g) The robot is moved to the test machine and the object is left to be tested.

(h) The robot moves to the home position waiting for the test to be completed.

(i) The robot is moved the test machine to pick the object.

(j) The object is placed in the tray corresponding to the test result.

(k) The robot moves to the infeed tray to pick the next object.

(l) The process is continued until an unforeseen state occurs. Here, the middle tray is full, and therefore the robot stops and waits for human intervention.

Fig. 8: Execution process.

able to perform the work, the robot needs to understand the semantics and generalize the learnt step. For example, at the pick, the robot picks next available object, whose coordinate will be delivered by the tray, which tracks its content with the help of the camera. Equally, at the placement, the next available empty slot is taken, without the tutor having taught that specific position.

The last sub-figure in figure 8 shows that the robot has observed a yet unknown state: The middle tray is full, an event that has not occurred before. In such a case, the system lacks information to proceed and will stop and request human interventions. The operator will take action, for example instruct the other hand to remove the full tray and replace it with an empty one. This will bring the system to a recognized state and the procedure can continue. By doing so, how to handle exceptions can also be learned after that each exception has happened only once. This reduces the burden of programming enormously.

VII. SUMMARY AND CONCLUSION

We propose an approach that allows machines to record and follow instructions in a reliable manner. Each element
of the system is modeled by a state machine that describes the behavior of the element and its interaction with other elements in the system. The element model is independent of the application, allowing its reuse across multiple applications. The training process consists of a single demonstration of the tasks, allowing the system to comprehend the steps and the underlying inherent logic.

This procedure minimizes programming efforts and automatically generates the execution logic of the tasks performed. Occurrence of untrained circumstances leads to the system prompting for unexpected state and requesting human intervention for complementary training. Episodic memory based design leads to continuous learning for robots by exploiting effective memory structures that utilizes past experiences.
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