Real-Time Construction of Thermal Model Based on Multimodal Scene Data
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In commercial buildings, the total consumption of central air conditioning accounts for about 40%–50%. However, at present, the initial design value of building Heating Ventilation and Air Conditioning (HVAC) is usually far greater than the actual refrigeration value of refrigeration demand, which will lead to great energy consumption waste. Moreover, the operation of HVAC affects the thermal comfort of users, so it is necessary to establish a thermal model for the scene to control. The thermal model describes the temperature of the scene in different environments. So it is very important to design a thermal model to calculate the scene in real time. Because the flow of people, the opening of windows, the ventilation of the scene and other parameters influence the change of thermal state in the scene environment, these parameters are complicated to model. Human disturbance will lead to the instability of the state of the scene environment. The inconsistency of its thermal model will lead to energy allocation tracking strategies in different regions. To solve this problem, We propose a thermal model for building thermal comfort using a multimodal analysis framework. This paper analyzes multiple temperature and humidity sensors and area image by multimodal combination and processes the image and sensor data by combining CNN and LSTM. Our results show that when the thermal model analyzed by this method is deployed in a building in the south of China, the MSE accuracy of the local effect of temperature field prediction reaches 99%, and its AMAX reaches 94%, so the running stability of the model in the scene is high. In addition, the research shows that the thermal model analysis framework can make the Internet of Things (IoT) in buildings more intelligent, and it can be combined with this thermal model to improve human comfort, make it easier to deploy in each hot zone, and have a better overall energy-saving effect.
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INTRODUCTION

Buildings account for about 30% of the total global energy consumption and carbon emissions, causing serious energy and environmental problems (e.g., Yu et al., 2021). In addition, the energy demand of buildings is expected to increase by 50% in the next 30 years (e.g., Sharma et al., 2019). With the increased global focus on energy conservation and carbon emission reduction, improving energy utilization rates has become the focus of many research works. Under the above background, the rise of intelligent buildings makes it possible to improve the energy utilization rate. He can use many advanced technologies, such as the Internet of Things, cloud computing and deep learning analysis. Because the HVAC system accounts for
30%–50% of total building energy usage (e.g., Chiara Delmastro and Abergel, 2019), it is possible to provide energy-saving control such as HVAC regulation for building users.

However, at present, the adjustment of HVAC in intelligent buildings is based on the perception of the hot zone of the building scene, such as thermal comfort analysis, and identification of the scene variables (number of people and CO2). However, suppose there is no good perception and frequency conversion control. In that case, these adjustments will worsen human comfort in the building to a certain extent and then affect the residents’ long-term health and work efficiency. In thermal comfort analysis, we need to consider to many factors, but in this paper, we take temperature as the main consideration.

For example, the widely used proportional integral differential algorithm (e.g., Clifford and Stephenson, 1986) realizes the rule-based heuristic control mechanism. Comfort is defined as the set point temperature, such as 23°C. As long as the indoor temperature is not much different from the set point, this strategy will optimize energy efficiency. Similar works are also included in (e.g., Moon et al., 2013; UZhang et al., 2018; Nagarathinam et al., 2020; Yu et al., 2020). However, because this empirical assumption regarding comfort has been repeatedly demonstrated to be incorrect, energy savings are frequently realized at the expense of occupant satisfaction. However, several studies (e.g., Ter Mors et al., 2011; Maiti, 2014; Khan and Pao, 2015) believe that these normative models are insufficient for evaluating human thermal feelings. Their experimental results indicate that these models frequently underestimate or exceed the thermal comfort level of humans by a significant margin under various climatic circumstances. Therefore, it is difficult to use the thermal comfort analysis of the scene as the basis for control. Indeed, our literature survey indicates that more parameters/signals related to human thermal comfort have been investigated over the last 2 decades, including environmental parameters such as CO2 concentration (e.g., Seppänen et al., 1999; Kolokotsa et al., 2001), vision (such as color), and acoustics (such as noise) (e.g., Frontczak and Wargocki, 2011), and vital personal signs such as sex (e.g., Parsons, 2002; Karjalainen, 2007), age (e.g., Indraganti and Rao, 2010), heart rate (e.g., Epstein and Moran, 2006; Liu et al., 2008), and skin temperature (e.g., Höppe, 2002). As a result, it is required to reconsider the foundations and methods of energy-saving control and design a thermal model that precisely and effectively expresses the thermal dynamics of buildings for building control.

At present, the indeterminacy of the control basis for HVAC in intelligent buildings doesn’t explain why it should be controlled like this, and many current control basis often didn’t consider the disturbance in a large area, so it is very valuable to explain the indoor air thermal model. There are two widely used thermal building models in the literature: the first is the first principle physics model, which employs thermal dynamics equations to describe thermal equilibrium (e.g., Xu and Wang, 2008; Li et al., 2009). This model is frequently used in building simulations (e.g., Crawley et al., 2001) and has shown a reliable result. The lumped-parameter reduced order model (e.g., Laret, 2000; Gouda et al., 2002; Fraisse et al., 2002; Rodriguez Jara et al., 2016. Resistance-Capacitance models), which reduces the system’s representation while still capturing the relevant physics of a first principle model, is the second type of thermal model. For various reasons, both approaches are challenging to apply in practice. For model selection and parameter identification, domain knowledge is first required. Second, the model is zone-specific and time-specific, which means that the model of each thermal zone in a building needs to be manually configured by calibration alone and is challenging to use in various environments. Third, these models cannot be altered to match the environment’s real-time functioning (e.g., Zhang et al., 2019). Data-driven techniques have become increasingly popular as a result of these factors. The author of Zhang et al. (2019) proposed that machine learning be used to model and predict a single temperature sensor in the scene, which could then be used to control the system. On the other hand, existing data-driven models either require analog data for testing or require reasonably accurate time-series temperature data. Thus, in practice, we require a thermal model capable of enhancing the expression of real-time scenes.

In this research, to build the thermal model of the scene in real time and utilize the sensors in the intelligent building appropriately and economically. We propose a framework for the real-time prediction of building thermal models using multimodal scene data. It aims to automatically predict the thermal model of the scene through the temperature of certain areas in the scene. Therefore, we use multimodal scene data fusion to align the monitored image data of the scene in the building with the locally deployed temperature and humidity sensors according to the position. It can take a scene area as one of the agents of the smart building, and the control of frequency conversion can control the thermal model analysis results of each agent. The paper proposes a learning model for a building’s thermal model in a hot zone. The monitored image data is analyzed using CNN. The temperature and humidity sensor data in each area are encoded using encoder. Finally, the encoded data of each time step and the features extracted by CNN are fused and then analyzed by LSTM. The analysis results from the above two methods are aligned with the hot zone’s actual location to predict the hot zone’s overall thermal model. The framework is easy to integrate with various smart buildings’ Internet of Things systems (IoT). The proposed framework only relies on the data collected by surveillance cameras and a few temperature and humidity sensor in hot areas for learning, which is affordable for most building owners. Additionally, we developed and deployed the framework in the actual building and quantified the temperature prediction error of each indoor overall thermal model area based on the learned model. Therefore, this paper is expected to provide insights for the quantification of indoor air thermal models and the basic development of HVAC control in intelligent buildings and help to enable and popularize advanced HVAC control in intelligent building applications based on the Internet of Things (IoT).

The rest of the paper is arranged as follows: Section 2 introduces the architecture and Internet of Things platform deployed in this work. The Section 3 introduces the principles of building an indoor air thermal model. The Section 4 describes multimodal scene data’s thermal model learning framework, including data preparation, preprocessing, and training. In the Section 5, a case study based on an actual building is conducted to verify the framework and evaluate the final thermal model. Section 6 summarizes the current research focus and future work.
CONSTRUCTION AND INSTALLATION OF AN INTERNET OF THINGS PLATFORM AT AN EXPERIMENTAL SITE

The experimental space for this paper’s thermal model is a teaching classroom 205 on the campus of Wuyi University in Jiangmen City, Guangdong Province, China. The space’s length, width, and height are 1262, 1671.5, and 451.7 cm, with a podium and a table, and the camera is placed at the door. The three-dimensional composition of the space is shown in Figure 1, with a total area of 160 square meters.

In this paper, in order to more accurately measure the indoor temperature and observe the temperature change, we use gambit software to establish the room model and use fluent for numerical calculation, take the average temperature of the room working area as the temperature of the whole working area, obtain the temperatures of multiple measuring points in the room working area, and study the best location of the indoor temperature sensor. Five sensors are deployed in an area of 160 square meters, Using the sensors as a prediction device for model building, it shows the three-dimensional situation of its layout from Figure 1B.

The Internet of Things system (IoT) is a software platform that enables the monitoring, control, and intelligent application of equipment in buildings, with the goal of optimizing the management of building energy use and indoor comfort. The proposed framework for learning can be used as a proxy service throughout the entire building system. Similar to the communication function of the mobile phone application on the mobile operating system, the management system provides lower-level services [for example, interfaces with Internet of Things (IoT) devices and historical data storage in each hot zone in the building] and focuses on solving some specific problems (for example, learning the thermal model of the air scene in each hot zone). In this study, the multiarea proxy energy management system based on the Internet of Things (IoT) is deployed in the test hot zone of the building and runs on the edge equipment.

In order to collect heat-related data and monitoring data in the scene, the temperature and humidity data are communicated by Bluetooth to a wireless network gateway, and the current data of each minute is collected from the sensor and stored in the MySQL database of the server. The image data of common visual camera is transmitted to the nodes of the processing server through TCP, and the temperature and humidity data along with the image data are used to align the areas. Then, the thermal model of the hot zone is analyzed through the platform, and the control of frequency conversion is given to the decision service. The ready-made intelligent temperature controller in each hot zone is used to control the hot zone's decision service HVAC fan control unit through Lora communication. The server terminal processes the whole building, the equipment in each hot zone comes from the original equipment, so the equipment price is relatively more economical. Because the platform supports a variety of control schemes, their large-scale deployment in intelligent buildings has a high return on investment. In order to improve the perception of the thermal model in the hot zone and learn the thermal model in the hot zone from local sensors and monitoring data. As discussed in the third chapter, a thermal model in the hot zone based on multimodal scene data is established.
In this section, we describe the analysis and construction of data-driven thermal model in hot zone. Please note that data drives the experiment in this paper, and the results of sensors directly guide all the data. Therefore, although the experiment in this paper was conducted in autumn, the proposed framework can also be used directly in winter, and only the trained model needs to be updated.

**Grid Segmentation in Hot Zone**

In this paper, the experimental scene of the building is segmented according to other a ratio of 10*10*10, and the total number of segmented blocks is 1000. This segmented grid is used as the thermal model analysis of the scene, and the temperature field is constructed and analyzed. Five sensors are deployed in an area of 160 square meters, and the deployment positions are randomly determined. Using one of the sensors as a prediction device for model building, it shows the three-dimensional situation of its layout from Figure 1.

**Situation With the Data Set**

The temperature and humidity sensor samples once every minute, and the time of sampling is aligned with the image, so that the multimodal scene data at that time can be obtained.

The temperature and humidity sensor is a Bluetooth sensor with SHT20 chip produced by the Jaalee manufacturer. Its small size will not affect its daily use. Its temperature measurement range is from −40°C to +60°C, its accuracy is ±0.3°C, the humidity range is 0%–100%, and its accuracy is ±3%, which can meet the annual data collection in this area.

The monitor image data is collected every second, which is a zoom webcam with a 4K camera, which can collect full-coverage images of hot spots. It is transmitted to the memory through FRP. If the model is
needed to analyze and predict the temperature field in real time, it can be obtained by obtaining the network address of the webcam. Figure 2 is the visualization of surveillance images and sensor acquisition data.

LEARNING FRAMEWORK OF THE HOT ZONE THERMAL MODEL FOR MULTIMODAL SCENE DATA

This chapter describes the architecture of school framework for building thermal model by using scene data and the hardware used to realize it.

The Thermal Model Learning Channel

Figure 3 shows the flow of thermal model learning, it includes three main steps: collecting data from multiple temperature and humidity sensors; using an edge device or cloud platform for thermal model learning; and delivering the learned model to other intelligent control applications. The whole process is entirely automatic, and there is no intervention. The learning process begins with data preprocessing. That is, historical temperature sensor and image data from the previous few days is used and cleaned as a training data set. This research is data-driven.

Figure 4 shows the overall training process. The model inputs the temperature values and images with the specific continuous time steps average. The model’s label is the sum average of the temperature values with the range of 2 in the fixed position in the 10*10*10 matrix as the label, which is sent to the second step as described in section B of chapter 3.

Model Frame

The model uses the CNN framework to process visual data and the LSTM framework to process temperature and humidity data.
As shown in the Figure 5, CNN is used to extract features from input images, and embedding is used to encode data continuously collected by multiple sensors. Then, at each time step, the features extracted by CNN are spliced into the time dimension to be input to LSTM. In this way, the model can use successive frames of information and then decode the output temperature field by the decoder.

Data Preprocessing
Before training, the data is preprocessed. The preprocessing steps of the training data and the preprocessing steps of the test data are shown in Figure 6. After the preprocessing, the data is provided to the model. When the model obtains the data, the preprocessed input data is learned every 10 time steps by a sliding window algorithm.

Fitness Metrics
The MSE (e.g., Chen et al., 2020) and AMAX (e.g., Chen et al., 2021) error metrics, which are the mean value (MSE) of the sum of squares of the errors between the predicted and original data points, and the Absolute Error of the Maximum Temperature, respectively, were used to evaluate and compare the performance of the created algorithms (AMAX)

\[ MSE = \frac{1}{M} \sum_{m=1}^{M} (y_m - \hat{y}_m)^2 \]  
\[ AMAX = \frac{1}{M} \max(\hat{Y}) - \max(Y) \]

CNN-LSTM Structure
In terms of CNN, the deeper the network is, the more practical information can be obtained. However, with the deepening of the network, the optimization effect worsens because the deepening of the network will cause gradient explosion and disappearance. In order to avoid the loss of important information, this paper designs an improved CNN, which is suitable for extracting the thermal model of the image. When designing the improved CNN model, the following parameters shown in the Figure 7 were considered.
The CNN of this paper adopts the structure of DenseNet (e.g., Huang et al., 2017). DenseNet network is used as the upper-layer network, and DenseNet classifies images at pixel level, thus solving the problem of image segmentation at semantic level. Different from the classic CNN classification method in which the feature vectors of all connected layers get a fixed degree after the convolution layer, DenseNet can accept the output image of any size, and uses the deconvolution layer to upsample the feature map of the last convolution layer to restore it to the same scale as the output image, so that each pixel can be predicted. At the same time, the spatial information in the original output image is retained. After the exported image passes through the backbone network, the image features are getting smaller and smaller, and the resolution gets lower and lower. After that, DenseNet and others unpooling the features by transpose convolution, and reduced the image features to the size of the original image. At the same time, to capture the shallow features, the skip structure was used appropriately to predict the temperature field. In addition, although some algorithms use multiscale feature fusion, they usually use fused features to make predictions. However, the difference in this paper is that the predictions are made independently in different feature layers, and the network structure of skip connection is also used to fuse features of different depths to obtain more detailed image features. Simply put, the features generated in the last step are used to predict the temperature field after multiple upsampling and feature fusion.

LSTM is the lower layer of CNN-LSTM, which stores the time information of the scene and is multi-modal data running in the whole. The structure of LSTM is shown in Figure 8 below. LSTM provides a solution to preserve long-term memory by consolidating storage units to update the apparent hidden state. This function makes it easy to understand the time relationship of long-term series. The output value from the previous cable news network layer is passed to the gate unit. The LSTM network is very suitable for predicting the thermal model of real-time scenes by solving the explosive and disappearing gradient problems that may occur when learning traditional neural networks. The fused part is processed by the LSTM network, using basic LSTM, Bi-LSTM, and LSTM multi layers bi. The CSALSTM used in this article uses a self-attention mechanism at the input layer, which is a two-way, two-layer, and the output layer also adopts a self-attention LSTM to learn attention weights in different time steps.

**Architecture**

CNN-LSTM is basically composed of a convolution layer, a convergence layer, an LSTM layer, and a dense layer. The convolution layer uses densenet as the backbone network, because the monitoring image represents a lot of information in the scene, such as the mobility of people and the location of people in the scene. By extracting the features of the scene in the convolution layer, and coding the sensor, the convolution features and codes are converged and input into LSTM for prediction. Because LSTM structure has the ability to memorize long-term and short-term information, Because the prediction of the thermal model is influenced by time, the time that the human body stays in the scene will affect the prediction effect of the thermal model. The longer the human body stays, the thermal model will tend to be stable at this time. Therefore, LSTM structure is used to learn its changes due to time. The running data is a multivariate time series, preprocessed to a window of 10-time steps by a sliding window algorithm. Data passes through the convolution and aggregation layers and then through LSTM. We designed the parameters of CNN-LSTM, as shown in Table 1. This table shows the number of filters in each convolution layer, the size and steps of the convolution layer, the core of the pooling layer, and the number of parameters of the whole layer, including the LSTM layer.

**CASE STUDY**

**Data Introduction**

This section discusses the data collection and testing process of learning model framework in the construction of test platform.
The temperature and humidity sensor readings used in this study were collected in October, November, and December 2021. The temperature data and monitoring image data collected by five temperature sensors are recorded on the platform, and the aligned data reaches 46,285 pieces, as shown in Table 2.

Among them, data time is the timestamp, Zp is the address of the monitoring image, 1_device_number 1_tp is the temperature value of the device in degrees Celsius. Example of images are shown in Table 2.

The equipment is modeled in a matrix of 10*10*10 in the scene. The location is shown in Figure 1C.

Model Training
In the training process, the input batch is 16, the input size is scaled for data efficiency, and 32 consecutive frames are used. The optimization algorithm selects SGD. The network is trained by cosine learning rate decay. The initial learning rate is 0.025. Due to the large amount of data, the mse dropped to a stable state in the first epoch, so we trained the epoch to be 10. The loss function is MSE. The implementation was based on the public PyTorch platform. The training and testing bed was Windows 10 system with two NVIDIA GeForce RTX 2070 SPUER graphics card.

Thermal Evaluation Results
We have done tests to confirm that the suggested strategy is superior than previous deep learning-based models. Table 3 covers the performance of deep learning models for forecasting energy usage. LSTM-Densenet, Bi-LSTM-Densenet, and Attention LSTM-Densenet are used for time series prediction. The findings are assessed in two error measures like MSE and AMAX. Experimental findings reveal that the proposed CNN-LSTM model provides higher performance than the standard deep learning approaches for power.

DISCUSSION
In order to establish an accurate and effective building thermal model in hot zone. In this paper, the method of data-driven and
Internet of things is used to study and model the hot zone thermal model, and a learning framework based on multimodal scene data is established. The framework aims to learn the thermal model of the building scene from the data collected by multiple sensors in the scene, predict the temperature and humidity of the scene in real time and accurately, facilitate the subsequent energy-saving control and provide the corresponding basis.

A case study based on the data of real-life buildings shows that the MSE error of local temperature field prediction is 99%, and the average relative error is 90% by using this thermal model learning framework. This means that the learned model can be used to provide reliable thermal comfort evaluation when implementing intelligent control. The framework is easy to integrate with the Internet of Things (IoT) systems of various intelligent buildings, providing a convenient way to integrate.

Generally speaking, this real-time prediction framework of thermal model can explain the reasons for fine scene control in intelligent buildings, and can analyze the real-time thermal model when someone walks in the area. It enriches the physical data of the scene and provides a solution for the perceptual digital twinning of the scene. This real-time prediction framework can avoid the difficulty of real-time energy distribution tracking in CFD modeling, so as to greatly speed up the listing process of technology and make more buildings adopt advanced control. The future work of this topic includes: 1) exploring the application effect in other complex types of buildings; 2) The model is used to track energy distribution and realize on-demand supply.
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