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Abstract The discrete empirical interpolation method (DEIM) may be used as an index selection strategy for formulating a CUR factorization. A notable drawback of the original DEIM algorithm is that the number of column or row indices that can be selected is limited to the number of input singular vectors. We propose a new variant of DEIM, which we call L-DEIM, a combination of the strength of deterministic leverage scores and DEIM. This method allows for the selection of a number of indices greater than the number of input singular vectors. Since DEIM requires singular vectors as input matrices, L-DEIM is particularly attractive for example in big data problems when computing a rank-$k$ SVD approximation is expensive even for moderately small $k$ since it uses a lower-rank SVD approximation instead of the full rank-$k$ SVD. We empirically demonstrate the performance of L-DEIM, which despite its efficiency, may achieve comparable results to the original DEIM and even better approximations than some state-of-the-art methods.
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1 Introduction

Data sets are often represented by large matrices. In recent times, with the growth of the internet (industrial) data matrices are big and may be hard to manage. Examples of such data sets include text documents, customer databases, stocks, and financial transactions. In many data analyses, we need dimension reduction and for many applications, we need interpretable dimension reduction of which a CUR decomposition is one form. A CUR factorization is a low-rank matrix approximation proposed as an alternative to the TSVD to ensure interpretability and preserve relevant properties like sparsity or nonnegativity of the underlying matrix. A rank-$k$ CUR decomposition of an $m \times n$ matrix $A$ has the form

$$A \approx CMR = AP \cdot M \cdot S^T A,$$
where $C \in \mathbb{R}^{m \times k}$ and $R \in \mathbb{R}^{k \times n}$ are subsets of the columns and rows of $A$, respectively. The matrices $P \in \mathbb{R}^{n \times k}$ and $S \in \mathbb{R}^{m \times k}$ are index selection matrices with some columns of the identity indicating the columns and rows that are picked. The matrix $M$ is constructed to minimize the approximation error. There are several variants of this decomposition, which implies that the three factors are not necessarily unique. In [9, 7] the authors present algorithms for a CUR factorization based on a rank-$k$ singular value decomposition. Sorensen and Embree [9] propose a CUR approximation using a discrete interpolation method (DEIM) on the rank-$k$ singular vectors. The index selection method DEIM has first been introduced in the context of model order reduction [1]. In [9], it is shown to be a viable index selection method for identifying the most representative and influential subset of columns and rows that define a low-dimensional space of the data. The DEIM-induced CUR requires the computation of the SVD or its approximation. A notable limitation of this index selection algorithm is that the number of indices that can be selected is limited to the number of available singular vectors. In an attempt to address this, we propose a new extension called L-DEIM. The L-DEIM scheme combines the strengths of deterministic leverage scores sampling [8] and the DEIM procedure. Our new approach is an alternative index selection method that is particularly attractive in a setting (for example big data problems) where we want a rank-$k$ CUR decomposition and computing a rank-$k$ SVD approximation is expensive even for moderately small $k$. This new algorithm allows us to select $k$ indices without having to compute the full rank-$k$ SVD by using a lower-rank SVD approximation instead. It may be viewed as an approach to reuse the same information to further improve the approximation.

We denote 2-norm by $\| \cdot \|$. We use MATLAB notation to index vectors and matrices; thus, $A(:, p)$ denotes the $k$ columns of $A$ whose corresponding indices are in vector $p \in \mathbb{N}_+^k$.

2 Related Works

In this section, we briefly review some state-of-the-art deterministic algorithms for a CUR decomposition. These algorithms have been developed for the column subset selection problem or interpolative decomposition, but can be generalized for a CUR decomposition. We derive our proposed algorithm L-DEIM by combining two of the algorithms.

2.1 Standard DEIM

The DEIM is a discrete variant of the empirical interpolation method for approximating systems of nonlinear ordinary differential equations. In a recent paper by Sorensen and Embree [9], the authors use this method in the formulation of a CUR decomposition. The DEIM algorithm requires a full rank-$k$ SVD of $A$ to select at most $k$ column and or row indices of $A$. To illustrate how the indices are selected via the DEIM index selection method, we first define a projector which the authors in [1] called an interpolatory projector. Suppose we want to preserve $k$ rows of $A$ and we have the rank-$k$ approximation of $A$ as
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\[ A \approx U F, \]
\[ m \times n \quad m \times k \quad k \times n \]

where \( U \) contains the top \( k \) left singular vectors. The matrix \( F \) is a coefficient matrix to be defined such that the above approximation preserves exactly the desired \( k \) rows of \( A \). Let \( s \in \mathbb{N}_k \) be an index vector with unique entries from the row index set \( \{1, \ldots, m\} \) of \( A \). Now let \( S \in \mathbb{R}^{m \times k} \) be an index selection matrix with some columns of the identity matrix that selects certain rows of \( A \), i.e., \( S = I(:, s) \). Assuming we want to keep desired rows in \( s \) in the approximation, viz., \( S^T A \approx S^T (UF) \). If \( S^T U \) is nonsingular, the coefficient matrix \( F \) can be determined uniquely:

\[ F = \left(S^T U\right)^{-1} S^T A. \]

This implies \( A \approx U \left(S^T U\right)^{-1} S^T A = SA \). The operator \( S \) is the DEIM interpolatory projector, an oblique projector. The name interpolatory comes from the fact that the projected matrix \( SA \) matches \( A \) in the \( s \) entries. Note that we can obtain a similar projector using the right singular vectors. The DEIM algorithm processes the left singular vectors sequentially starting with the first dominant singular vector. Each step considers the next singular vector to obtain the next index. The selected indices are used to compute the interpolatory projector \( S \). The next index is selected by removing the direction of the interpolatory projection in the previous vectors from the subsequent one and finding the index of the entry with the largest magnitude in the residual vector (for more details see [9]).

In [2], Drmac and Gugercin proposed the Q-DEIM; a variant of DEIM which runs a column pivoted QR factorization on the transposes of the right and left singular vectors to select the column and row indices, respectively.

### 2.2 Deterministic Leverage Score Sampling

Part of the new extension borrows an idea from the leverage scores of a matrix \( A \), which is defined below. We denote the \( i \)th row of \( V_k \) by \( [V_k]_i \).

**Definition 1.** Given a matrix \( A \in \mathbb{R}^{m \times n} \) with rank \( (A) \geq k \), let \( V_k \) contain its \( k \) leading right singular vectors. The rank-\( k \) leverage score of the \( i \)th column of \( A \) is

\[ \ell_i = \| [V_k]_i \|^2, \quad i = 1, \ldots, n. \]

The deterministic leverage score sampling procedure selects columns of \( A \) corresponding to the indices of the largest leverage scores for a given \( k \). This deterministic column selection method proposed by Jolliffe [6] is one of the first column subset selection algorithms. The leverage score sampling algorithm can extract at least \( k \) column indices of \( A \) and the upper bound on the number of indices that can be selected is not immediate. For more details on the algorithm and the bound on the number of columns to be sampled see, [8, Sect. 3.1].

### 3 L-DEIM

We now introduce the new extension of DEIM. Our starting point is the method from the earlier work [9], which derives a rank-\( \hat{k} \) CUR factorization by applying DEIM to the \( \hat{k} \) singular vectors. Given the promising results of this algorithm compared to other state-of-the-art methods for a CUR approximation, our proposed algorithm builds on the DEIM procedure. Constructing a rank-\( \hat{k} \) CUR decomposition using L-
DEIM requires a rank-\(k\) singular vectors where \(\hat{k} > k\). The integer \(k\) is the number of available (approximate) singular vectors, while \(\hat{k}\) is the number of indices to be selected. To select the \(\hat{k}\) indices, the proposed method performs the original DEIM to find the first \(k\) indices while keeping the residual singular vector in each index selection step of the DEIM procedure. The residual singular vector is the error between the input singular vector and its approximation from interpolating the previous singular vectors at the selected indices; as in line 2 of Algorithm 1. At the end of the iteration, using the idea of leverage scores, we compute the 2-norm of the rows of the residual singular vectors to select the additional \(\hat{k} - k\) indices. The procedure is summarized in Algorithm 1. Note that the vectors in \(U\) in line 3 of Algorithm 1 are the residual singular vectors and not the original singular vectors.

Algorithm 1: L-DEIM index selection

**Input:** \(U \in \mathbb{R}^{m \times \hat{k}}\) and \(V \in \mathbb{R}^{n \times \hat{k}}\), target rank = \(\hat{k}\), with \(k \leq \hat{k} \leq \min(m, n)\)

**Output:** column and row indices \(s, p \in \mathbb{N}^{\hat{k}}\), respectively, with non-repeating entries

1. \(s(j) = \arg\max_{1 \leq i \leq m} |(U(:, j))|\)
2. \(U(:, j+1) = U(:, j+1) - U(:, 1:j) \cdot (U(s, 1:j) \setminus U(s, j+1))\)
3. Compute \(\ell_i = ||U|_{i}|\) for \(i = 1, \ldots, m\); sort \(\ell\) in non-increasing order
4. Remove entries in \(\ell\) corresponding to the indices in \(s\)
5. \(s' = \hat{k} - k\) indices corresponding to \(\hat{k} - k\) largest entries of \(\ell\)
6. \(s = [s; s']\)
7. Perform 1–6 on \(V\) to get index set \(p\)

From Algorithm 1, if \(k = \hat{k}\) then the algorithm reduces to the standard DEIM. We note that if the target rank is not specified, given \(k\), we can select at least \(k\) indices but the upper bound on the number of indices to be selected is not immediate; we can select an arbitrary number of indices. Similar to leverage scores sampling, the L-DEIM allows for oversampling of columns and or rows.

**Error bounds.** Let us consider a fixed matrix \(A \in \mathbb{R}^{m \times n}\) with rank \(\rho \leq \min(m, n)\). For an arbitrary \(k\) with \(1 \leq k \leq \rho\), the best rank-\(k\) approximation of \(A (A_k)\) provided by the SVD gives \(||A - A_k|| = \sigma_{k+1}(A)\) where \(\sigma_{k+1}\) is the \((k+1)\)st singular value of \(A\). Suppose that we have a known target rank \(k < \min(m, n)\), a good rank-\(k\) approximation \(A_k\) gives \(||A - A_k|| \leq \tau ||A - A_k||\), where \(\tau > 0\) is a modest tolerance and \(k \leq \hat{k} \leq \rho\) is the rank of the decomposition with oversampling. The following result unifies the theoretical bound results for \(||A - CMR||\) in \([9\) Sect. 4] and \([5\) Append. 1].

**Proposition 1.** (See \([9\) Sect. 4], \([5\) Append. 1]) Given \(A \in \mathbb{R}^{m \times n}\) and \(1 \leq k \leq \hat{k} \leq \min(m, n)\), let \(S \in \mathbb{R}^{m \times \hat{k}}\), \(P \in \mathbb{R}^{n \times \hat{k}}\) be index selection matrices and the top \(k\) left and right singular vectors be \(U \in \mathbb{R}^{m \times k}\) and \(V \in \mathbb{R}^{n \times k}\), respectively. Let \(C = AP \in \mathbb{R}^{m \times \hat{k}}\) and \(R = S^T A \in \mathbb{R}^{n \times \hat{k}}\) be of full rank, assuming we compute \(M\)

\[1\] Note that the backslash operator used in the algorithm is a Matlab type notation for solving linear systems and least-squares problems.
as \((C^T C)^{-1} C^T A R^T (RR^T)^{-1}\) and \(S^T U\) and \(V^T P\) are of full rank we have

\[
\|A - CMR\| = \left[ \sigma_{\text{min}}^{-1}(V^T P) + \sigma_{\text{min}}^{-1}(S^T U) \right] \cdot \sigma_{k+1}.
\]

The above error bounds suggest the index selection method which minimizes the quantities \(\sigma_{\text{min}}^{-1}(V^T P)\) and \(\sigma_{\text{min}}^{-1}(S^T U)\) are theoretically desirable.

4 Experiments

We perform some experiments to compare the approximation quality and runtimes of the new method L-DEIM with the existing deterministic methods discussed in section 2. We use the relative error \(\|A - CMR\| / \|A\|\) and runtimes for selecting the column and row indices as the evaluation criteria. Note that the runtimes reported here do not include the time for computing the singular vectors. We run the algorithms on three real data sets used in [9, 7]. The application domains of the data sets are Internet term document analysis, genetics, and collaborative filtering. The Internet term document data is from the Technion Repository of Text Categorization Datasets (TechTC). We use test 26, which consists of a collection of 139 documents on two topics with 15210 terms describing each document [3]. As in [9], the 139 \times 15210 TechTC matrix rows are scaled to have a unit 2-norm. We take the cancer genetics data set GSE10072 from National Institutes of Health. This data set has 107 patients described by 22283 probes. There are 58 patients with tumors and 49 without. We center the 22283 \times 107 genetics data matrix by subtracting the mean of each row from the entries in that row. The final data set is the Jester joke data set [4], which is often used as a benchmark for recommender system research. The data matrix consists of 73421 users and their ratings for 100 jokes. We only consider users who have ratings for all 100 jokes. We center the resulting 14116 \times 100 matrix by subtracting the mean of each column from all entries in that column.

From figure 1, we see that the approximation quality of the proposed method L-DEIM can be as good as the original DEIM while the L-DEIM enjoys favorable runtimes. Both DEIM and L-DEIM have considerably lower approximation error than the other methods. The leverage scores sampling using two singular vectors seems to be the most efficient; however, we note that there is a trade-off between the runtimes and approximation quality. We show results of the leverage scores method using only the leading two singular vectors since higher choices yield worse approximation results.

5 Conclusions

We have presented a new extension of the DEIM index selection algorithm (L-DEIM) to identify additional indices for constructing a rank-\(k\) CUR decomposition using a lower-rank SVD approximation. This is especially useful in a setting (for example big data problems) where computing a full rank-\(k\) SVD is relatively expensive. The algorithm may be viewed not only as an extension of DEIM but also as an alternative index selection method for a CUR factorization. The L-DEIM procedure may also be suitable for point selection in the context of model order for nonlinear dynamical systems. Although the proposed algorithm is computationally more efficient than the original DEIM, experiments show that the approximation accuracy
of both methods may be comparable when the target rank \( \hat{k} \) is at most twice the available \( k \) singular vectors. For all results presented in section 4, we assume that given a target rank \( \hat{k} \), \( 2k = \hat{k} \) in Algorithm 1. From experiments not presented here, if \( \hat{k} > 2k \) in Algorithm 1, then the rank-\( \hat{k} \) CUR approximation quality of the L-DEIM procedure which uses \( k \) singular vectors may generally be worse than the rank-\( \hat{k} \) CUR factorization quality of the standard DEIM scheme which requires \( \hat{k} \) singular vectors. However, we stress that the L-DEIM is considerably cheaper. A code for L-DEIM is available on github.com/perfectyayra/L-DEIM-index-selection.
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