Quench dynamics of a Tonks–Girardeau gas released from a harmonic trap
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Abstract. We consider the non-equilibrium dynamics of a gas of impenetrable bosons released from a harmonic trapping potential to a circle. The many-body dynamics is solved analytically and the time dependence of all the physically relevant correlations is described. We prove that, for large times and in the thermodynamic limit, the reduced density matrix of any subsystem converges to a generalized Gibbs ensemble as a consequence of the integrability of the model. We discuss the approach to stationary behavior at late times. We also describe the time dependence of the entanglement entropy which attains a very simple form in the stationary state.
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1. Introduction

Recent experiments on trapped ultra-cold atomic gases have shown that it is possible to follow and measure the unitary non-equilibrium evolution of an isolated quantum system [1]–[11]. A particular class of these non-equilibrium problems which is experiencing...
enormous theoretical activity is that of a sudden quench of a Hamiltonian parameter. In a global quantum quench, the initial condition is the ground state of a translationally invariant Hamiltonian which differs from the one governing the evolution by an experimentally tunable parameter such as a magnetic field. In these experiments the two key questions are (i) how the correlations and entanglement spread into the system with time [12]–[16], [18]–[29] and (ii) whether the system relaxes (in some sense) to a stationary state and, if it does, how to characterize from first principles its physical properties at late times. For the latter question, it is widely believed that, depending on the integrability of the Hamiltonian governing the time evolution, the behavior of local observables can be described either by an effective thermal distribution or by a generalized Gibbs ensemble (GGE), for non-integrable and integrable systems respectively (see e.g. [12] for a review). This scenario is corroborated by many investigations [14, 15, 24], [30]–[58], but still a few studies [59]–[66] suggest that the behavior could be more complicated. Indeed, it has been argued that the initial state can affect this scenario, in particular if it breaks some symmetries of the Hamiltonian governing the subsequent evolution which tend to be recovered in a statistical ensemble such as thermal or GGE. The case that has been most widely studied is that of a non-translationally invariant initial state generically referred to as an inhomogeneous quench [68]–[75].

Among inhomogeneous quenches, a particularly relevant one which has already been experimentally realized (also in one dimension [8, 9]) is the non-equilibrium dynamics of a gas released from a parabolic trapping potential. A very interesting experimental finding is that the spreading of correlations is ballistic for an integrable system and diffusive for a non-integrable one [9]. Both experimental [8, 9] and theoretical [64], [76]–[87] analyses have concentrated on the expansion in the full one-dimensional space, which has the advantage of avoiding unwanted finite-size effects. However, if a repulsive gas expands on the full line, its density will decrease as time passes, and for infinite time it goes to zero, making it senseless to distinguish thermal and GGE states.

An alternative proposal by Caux and Konik [88] is that of considering the release of a gas from a parabolic trap not in free space but on a closed circle of length \(L\) (as sketched in figure 1), so that the gas has finite density even for infinite time. However, in a gas with a finite number of particles \(N\) (or more generally in a system with a finite number of degrees of freedom) a stationary state cannot be approached because of revival and recurrence effects (i.e. the system is always quasi-periodic). To circumvent this, the thermodynamic (TD) limit should be defined properly: for fixed final density \(n = N/L\), when \(N, L \to \infty\), at the same time the frequency of the initial confining potential \(\omega\) should also vanish, i.e. \(\omega \to 0\), but with \(\omega N\) constant (i.e. fixed ‘initial density’) [88, 89]. In order to tackle this problem quite generally, a new approach based on integrability has been developed and applied explicitly to the Lieb–Liniger Bose gas [90] (a preliminary analysis for non-integrable models has also been presented [91]). Using this approach, in [88], it has been shown numerically that for a Lieb–Liniger gas, the time averaged correlation functions are well described by a GGE, apart from finite-size effects (the maximum number of particles considered in [88] is \(N = 56\)). In principle, this new approach also allows the study of the time evolution, but it is much more computationally demanding and it has not yet been done. As a consequence it has not yet been established whether (and in which sense) an infinite time limit exists and, if so, how it is approached.
In order to overcome these limitations, in a recent letter [89] we presented a full analytic solution of the non-equilibrium trap release dynamics in the limit of strong coupling, i.e. in the Tonks–Girardeau regime [92]. This allowed us to understand that the infinite time limit should also be handled with care: in the trap release dynamics, a stationary behavior is possible because of the interference of the particles going around the circle $L$ many times (see figure 1), i.e. to observe a stationary value we must require $vt \gg L$ (with $v$ the expansion velocity of the gas). This is very different from equilibration in standard global quenches where, in order to avoid revival effects, the time should be such that the boundaries are never reached (i.e. one first considers the TD limit $L \to \infty$ and only afterwards the infinite time limit $t \to \infty$, which, in finite systems, corresponds to the condition $vt \ll L$, see e.g. [39]). In the trap release problem the revival scale is $\tau_{\text{rev}} \propto L^2$ (see also [93]) and so the infinite time limit in which a stationary behavior can be achieved is $t/L \to \infty$ provided $t/L^2 \to 0$. In [89], we have shown that, in the TD limit, the reduced density matrix of any finite subsystem converges for long times (in the sense just explained) to the GGE one. This implies that any measurable local observable will converge to the GGE predictions. In this paper, we extend the previous letter [89] in several aspects. First of all, we give complete derivation of all results in the GGE previously presented. Secondly, for many observables we will characterize the full asymptotic time dependence and not restrict ourselves to the stationary results. As particularly important new aspects absent in [89], we study the time evolution of the entanglement entropies and we construct the GGE in terms of local integrals of motion.

The paper is organized as follows. In section 2 we introduce the model under investigation and the quench protocol. In section 3 we calculate the time evolution of the two-point correlation function and prove that for infinite time a stationary value is approached. We also discuss the approach to the stationary value. In section 4 we show that the stationary values of all local observables are described by a GGE both in fermionic momentum occupation numbers and in the local integrals of motion. In section 5 we compute the density–density correlation and in section 6 the bosonic one-particle density matrix (Fourier transform of the momentum distribution function). In section 7 we move our attention to the entanglement entropies. The trap release dynamics from a trapped gas to a larger trap is addressed in section 8. Finally in section 9 we draw our conclusions.
2. The model and quench protocol

The Lieb–Liniger model describes a system of $N$ identical bosons in one dimension (1D) interacting via a pairwise Dirac-delta potential. In first quantization language, the Hamiltonian is given by

$$H_{\text{LL}} = -\frac{1}{2} \sum_{j=1}^{N} \frac{\partial^2}{\partial x_j^2} + c \sum_{i \neq j} \delta(x_i - x_j),$$

(1)

where $c$ is the coupling constant and we set $\hbar = m = 1$. For definiteness, we consider a system of length $L$ with periodic boundary conditions (PBCs). In the repulsive regime, $c > 0$, and in the TD limit, the equilibrium physics of the model depends on the single parameter $\gamma = c/n$, where $n = N/L$ is the particle density. Then, in 1D, in stark contrast to higher dimensions, low densities lead one to the strong-coupling regime of impenetrable bosons $c \to \infty$, known as the Tonks–Girardeau limit [92]. In the attractive regime, $c < 0$, the physics of the model is completely different (see e.g. [94, 95]) and will not be considered here.

In second quantization language, the Hamiltonian (1) can be rewritten as the Hamiltonian of the quantum non-linear Schrödinger equation

$$H_{\text{LL}} = \int_{-L/2}^{L/2} dx \left[ \frac{1}{2} \partial_\xi \hat{\Phi}(x) \partial_\xi \hat{\Phi}(x) + c \hat{\Phi}^\dagger(x) \hat{\Phi}^\dagger(x) \hat{\Phi}(x) \hat{\Phi}(x) \right],$$

(2)

where $\hat{\Phi}(x)$ and $\hat{\Phi}^\dagger(x)$ are the bosonic annihilation and creation field operators respectively.

The Lieb–Liniger model is Bethe ansatz integrable [90], but the analytic calculation of the non-equilibrium dynamics in the TD limit is still a formidable task, despite the numerous attempts in the literature [78, 80, 88, 93, 96, 97]. For this reason, as already anticipated, we concentrate here on the impenetrable limit $c \to \infty$ in which the Hamiltonian (2) can be simply written as

$$H = \int_{-L/2}^{L/2} dx \hat{\Phi}^\dagger(x) \left[ -\frac{1}{2} \frac{\partial^2}{\partial x^2} \right] \hat{\Phi}(x), \quad \text{with } \hat{\Phi}^2(x) = 0,$$

(3)

and where the infinite coupling $c$ is encoded in the hard-core constraint $\hat{\Phi}^2(x) = 0$, i.e. the condition that two bosons cannot occupy the same position. At operator level, this constraint can be imposed by requiring that $\hat{\Phi}(x)^\dagger$ and $\hat{\Phi}(x)$ commute at different spatial points and they anti-commute when evaluated at the same point. In other words, they are similar to fermionic operators but they commute on different space positions. In order to restore a genuine Fermi algebra, fermionic field operators $\hat{\Psi}(x)$ and $\hat{\Psi}^\dagger(x)$ are built through a Jordan–Wigner transformation

$$\hat{\Psi}(x) = \exp \left\{ i \pi \int_{-L/2}^{L/2} dz \hat{\Psi}^\dagger(z) \hat{\Psi}(z) \right\} \hat{\Phi}(x),$$

$$\hat{\Psi}^\dagger(x) = \hat{\Phi}^\dagger(x) \exp \left\{ -i \pi \int_{-L/2}^{L/2} dz \hat{\Psi}^\dagger(z) \hat{\Psi}(z) \right\},$$

(4)

which by construction satisfy $\{ \hat{\Psi}(x), \hat{\Psi}^\dagger(y) \} = \delta(x - y)$ and $\hat{\Psi}^\dagger(x) \hat{\Psi}(x) = \hat{\Phi}^\dagger(x) \hat{\Phi}(x) \equiv \hat{n}(x)$, with $\hat{n}(x)$ the density operator of both fermions and bosons. This is the standard
mapping between impenetrable bosons and free fermions [92] which ensures that all spectral and thermodynamical properties of the bosons can be simply obtained from free fermions. However, as the transformation (4) is non-local, the bosonic correlation functions are different from the fermionic ones and they should be reconstructed with the help of the Wick theorem, as explicitly carried out in the following.

The Hamiltonian (3) of \( N \) impenetrable bosons is the one governing the time evolution in our problem and we now have to fix the initial many-body state.

2.1. The initial state

The initial state we consider is the ground state of the Tonks–Girardeau gas in a harmonic confining potential, i.e. the ground state of the Hamiltonian

\[
H_0 = -\frac{1}{2} \sum_{j=1}^{N} \frac{\partial^2}{\partial x_j^2} + \sum_{j=1}^{N} V(x_j) + c \sum_{i \neq j} \delta(x_i - x_j),
\]

(5)

with \( V(x) = \omega^2 x^2 / 2 \) and for \( c \to \infty \). The translationally invariant Lieb–Liniger model is recovered for \( \omega = 0 \). In the Tonks–Girardeau limit, the corresponding free fermionic Hamiltonian is

\[
H_0 = \int dx \, \hat{\Psi}^\dagger(x) \left[ -\frac{1}{2} \frac{\partial^2}{\partial x^2} + V(x) \right] \hat{\Psi}(x).
\]

(6)

The many-body ground state is the Slater determinant built with the lowest energy one-particle eigenfunctions. This is easily worked out from the diagonalization of the single-particle Hamiltonian

\[
H_0 = -\frac{1}{2} \frac{\partial^2}{\partial x^2} + V(x).
\]

(7)

Let us assume for the moment that \( L \to \infty \) so that the eigenfunctions of \( H_0 \), for the parabolic potential \( V(x) \), are the ones of the one-dimensional harmonic oscillator

\[
H_0 \chi_j(x) = \epsilon_j \chi_j(x), \quad \epsilon_j = \omega(j + 1/2),
\]

\[
\chi_j(x) = \frac{1}{\sqrt{2^j j!}} \left( \frac{\omega}{\pi} \right)^{1/4} e^{-\omega x^2 / 2} H_j(x \sqrt{\omega}),
\]

(8)

with \( H_j(x) \) the Hermite polynomials and \( j = 0, 1, 2, \ldots \) a non-negative integer number. Introducing now the fermionic operators \( \hat{\xi}_j \) as

\[
\hat{\xi}_j = \int_{-\infty}^{\infty} dx \, \chi_j^\dagger(x) \hat{\Psi}(x), \quad \hat{\Psi}(x) = \sum_{j=0}^{\infty} \chi_j(x) \hat{\xi}_j,
\]

(9)

satisfying the canonical anti-commutation relations \( \{ \hat{\xi}_i, \hat{\xi}_j^\dagger \} = \delta_{ij} \), the many-body Hamiltonian is diagonal in the \( \hat{\xi}_j, \hat{\xi}_j^\dagger \) representation

\[
H_0 = \sum_{j=0}^{\infty} \epsilon_j \hat{\xi}_j^\dagger \hat{\xi}_j.
\]

(10)
Clearly, all previous results remain valid for any external potential \( V(x) \) as long as one uses the corresponding eigenfunctions of the one-body Hamiltonian (7).

In Fock space, the many-body ground state of \( N \) impenetrable bosons in a parabolic trap is

\[
|\Psi_0\rangle = \prod_{j=0}^{N-1} \hat{\xi}_j^\dagger |\emptyset\rangle, \quad \text{and} \quad \langle \Psi_0 | \hat{\xi}_i^\dagger \hat{\xi}_j | \Psi_0 \rangle = \delta_{ij} \theta(N - j),
\]

where \( |\emptyset\rangle \) is the vacuum state annihilated by \( \hat{\xi}_j \) for all \( j \).

Let us now consider the initial density profile

\[
n_0(x) \equiv \langle \Psi_0 | \hat{n}(x) | \Psi_0 \rangle = \sum_{j=0}^{N-1} |\chi_j(x)|^2.
\]

The sum over \( j \) can be analytically carried out using the Christoffel–Darboux formula for the Hermite polynomials \( H_j(x) \)

\[
\sum_{j=0}^{N-1} \frac{H_j(x)H_j(y)}{2^j j!} = \frac{1}{2^N(N-1)!} \frac{H_N(x)H_{N-1}(y) - H_N(y)H_{N-1}(x)}{x - y},
\]

which in the limit \( N \to \infty \) leads to

\[
e^{-x^2} \sum_{j=0}^{N-1} \frac{H_j(x)^2}{2^j j!} \simeq \frac{\sqrt{2N - x^2}}{\pi}.
\]

Thus the TD initial density profile is

\[
n_0(x) = \frac{\sqrt{2N\omega - \omega^2 x^2}}{\pi} \theta(\ell - |x|), \quad \ell = \sqrt{2N/\omega},
\]

which is the well-known Thomas–Fermi profile (straightforwardly obtained for free fermions also by the local density approximation). Notice that for \( x \) larger than the Thomas–Fermi radius \( \ell \) the gas density is exactly zero in the TD limit. Also the trapped fermionic two-point correlation function is straightforwardly obtained from the Christoffel–Darboux formula

\[
C(x, y) \equiv \langle \hat{\Psi}^\dagger(x) \hat{\Psi}(y) \rangle = \sqrt{\frac{N}{2\omega}} \frac{\chi_N(x)\chi_{N-1}(y) - \chi_{N-1}(x)\chi_N(y)}{x - y},
\]

with \( \chi_j(x) \) the single-particle wavefunction in equation (8). When the two points \( x, y \) are very close to the center of the trap, i.e. \( x, y \ll 1/\omega \), the above formula simplifies to

\[
C(x, y) \simeq \frac{\sin[\sqrt{2\omega N}(x - y)]}{\pi (x - y)},
\]

which is the translationally invariant result with \( k_F = \sqrt{2\omega N} \).

The vanishing of the density and of the many-body wavefunction, in the TD limit, for \( |x| > \ell \) is the fundamental property allowing us to treat analytically also the time evolution in a finite circle of length \( L \). Indeed, we now make the only crucial physical assumption of our treatment: we impose that the space initially occupied by the trapped gas as a whole is within the external box of length \( L \), i.e. the PBCs are irrelevant for the
gas in the initial state which only ‘sees’ the parabolic trap. This means that the extension of the gas in the trap, \(2\ell\) in equation (15), must be smaller than the box size \(L\), 
\[ 2\ell < L \Rightarrow N < \omega L^{2/8}. \] (18)
In terms of the number of particles \(N\), this condition means that \(N\) must be smaller than the first level of the parabolic potential that is affected by the PBCs. Furthermore, this is the hypothesis which allows us to talk about release of the gas, because if the gas would feel the PBCs before the quench, we would not have a trapped gas, but something more complicated. Clearly, under the assumption (18), the many-body ground state in infinite space (11) is also the ground state for a finite circular geometry in the presence of the trap.

The trap release condition can also be written in a maybe more transparent way in terms of the initial average density \(n_0\) and final density \(n\). Indeed, by definition we have 
\[ n_0 \equiv \frac{N}{2\ell} = \sqrt{\frac{N\omega}{8}}, \] (19)
and the trap release condition becomes 
\[ n_0 > n, \] (20)
i.e. that the initial average density is larger than the final one signaling that the gas expands.

2.2. The quench protocol

In this section we describe the non-equilibrium dynamics which is the focus of this paper. The initial state is \(|\Psi_0\rangle\) in equation (11) and the Hamiltonian governing the evolution for \(t > 0\) is the Tonks–Girardeau Hamiltonian in equation (3) clearly with periodic boundary conditions. In practical terms, this protocol is a quench of the trapping potential from a given \(\omega\) to 0, i.e. a trap release at \(t = 0\).

The Hamiltonian (3) in terms of the fermionic field operators is 
\[ H = \int_{-L/2}^{L/2} dx \tilde{\Psi}^\dagger(x) \left[ -\frac{1}{2} \frac{\partial^2}{\partial x^2} \right] \tilde{\Psi}(x), \] (21)
which is diagonalized by Fourier transform in terms of the free fermionic operators \(\tilde{\eta}_k\) and \(\tilde{\eta}_k^\dagger\) (with \(k = 2\pi m/L\) and \(m\) integer)
\[ H = \sum_{k=\pm\infty} L^{-1} \frac{k^2}{2} \tilde{\eta}_k^\dagger \tilde{\eta}_k, \quad \tilde{\eta}_k = \int_{-L/2}^{L/2} dx \varphi_k^\dagger(x) \tilde{\Psi}(x), \quad \varphi_k(x) = e^{-ikx}/\sqrt{L}. \] (22)
The time evolution of an observable is obtained in a standard way.

(i) Write the desired observable in terms of the post-quench mode operators \(\tilde{\eta}_k\), whose time evolution, in Heisenberg representation, is 
\[ \tilde{\eta}_k(t) = e^{iHt} \tilde{\eta}_k e^{-iHt} = e^{ik^2t/2} \tilde{\eta}_k^\dagger \tilde{\eta}_k^\dagger/2 \tilde{\eta}_k e^{-ik^2t/2} \tilde{\eta}_k^\dagger/2 = e^{-ik^2t/2} \tilde{\eta}_k. \] (23)
(ii) Write the post-quench mode operators \(\tilde{\eta}_k\) as a function of the pre-quench operators \(\xi_j\), whose action on the initial state is trivial.
The relation between pre-quench and post-quench mode operators can be written as
\[ \hat{\eta}_k = \int_{-L/2}^{L/2} dx \varphi^*_k(x) \sum_{j=0}^{\infty} \chi_j(x) \hat{\xi}_j = \sum_{j=0}^{\infty} A_{k,j} \hat{\xi}_j, \] (24)
where we introduced the overlap between the pre-quench and the post-quench one-particle eigenfunctions
\[ A_{k,j} \equiv \int_{-L/2}^{L/2} dx \varphi^*_k(x) \chi_j(x). \] (25)

The inverse relation is
\[ \hat{\xi}_j = \int_{-\infty}^{\infty} dx \chi^*_j(x) \sum_{k=-\infty}^{\infty} \varphi_k(x) \hat{\eta}_k = \sum_{k=-\infty}^{\infty} A^*_{k,j} \hat{\eta}_k + \mathcal{O} \left( j^{-1/4} (\omega L)^{3/4} e^{-\omega L^2/8} \right), \] (26)
where the term \( \mathcal{O}(\cdots) \) is due to the different domains of integration between the pre-quench and post-quench Hamiltonians.

All of this derivation is completely general and it is the practical way in which we construct the exact time evolution for finite number of particles \( N \), finite \( L \) and \( \omega \). However, the results greatly simplify in the TD limit if this is properly defined as follows. We should consider \( N, L \to \infty \) at fixed density \( n = N/L \) and, at the same time, \( \omega \to 0 \) with \( \omega N \) constant (i.e. fixed ‘initial density’). This is exactly the same TD limit as defined in [88]. In terms of these TD quantities the trap release condition \( \ell < L/2 \) reads \( \sqrt{\omega N} > 2\sqrt{2}n \). Under this condition, the functions \( \chi_j(x) \) entering in the definition of \( |\Psi_0\rangle \) (i.e. with \( j < N \)) are exponentially small outside the interval \([-L/2, L/2]\) and the mapping between the operators \( \hat{\xi}_j \) and \( \hat{\eta}_k \) in equation (26) is exact also with the integration domain in equation (25) extended to \( \pm \infty \). Thus, if the trap release condition is satisfied, the overlaps \( A_{k,j} \) are simply the Fourier transforms of the eigenfunctions of the one-dimensional harmonic oscillator, i.e.
\[ A_{k,j} = \frac{1}{\sqrt{L}} \int_{-\infty}^{\infty} dx \chi^*_j(x) e^{ikx} = i\sqrt{\frac{2\pi}{\omega L}} \chi_j(k/\omega). \] (27)

A very important quantity for the non-equilibrium dynamics is the expansion velocity of the gas in full space. This is obtained straightforwardly from the analytic solution of the dynamics [76] which we will discuss later, but can also be simply written down from elementary arguments. Indeed, this velocity is determined by the maximum energy single-particle occupied level in the initial state with energy \( \epsilon_N = \omega (N - 1/2) \simeq \omega N \). In terms of the post-quench Hamiltonian with single-particle spectrum \( \epsilon_k = k^2/2 \), \( \epsilon_N \) corresponds to an initial Fermi momentum \( k^F_\nu = \sqrt{2\omega N} \). Since \( v_k = d\epsilon_k/dk = k \), we have for the Fermi velocity \( v = v^F_k \)
\[ v = \sqrt{2\omega N}. \] (28)
Notice how the expansion velocity \( v \) remains finite in the proper TD limit with \( \omega N \) constant.
3. The two-point fermionic correlation function

The easiest observable that we can calculate is the two-point fermionic correlator

\[ C(x, y; t) \equiv \langle \hat{\Psi}^\dagger(x, t) \hat{\Psi}(y, t) \rangle. \] (29)

Indeed, since the Hamiltonian is quadratic in the fermionic operators, the evolved state is a Slater determinant and the Wick theorem applies for us to obtain (with some work as we shall see) all other observables. In terms of one-particle wavefunctions the fermionic correlator is

\[ C(x, y; t) = \langle \Psi_0 | e^{i H_0 t} \hat{\xi}_k^\dagger \hat{\xi}_p | \Psi_0 \rangle = \sum_{k, p = -\infty}^{\infty} \varphi^*_k(x) \varphi_p(y) \langle \Psi_0 | e^{i H_0 t} \hat{\eta}_k^\dagger \hat{\eta}_p e^{-i H_0 t} | \Psi_0 \rangle = \sum_{j = 0}^{N-1} \phi^*_j(x, t) \phi_j(y, t), \] (30)

which is a well-known result for Slater determinants.

The time-evolved one-particle wavefunctions are the solutions to the Schrödinger equation

\[ i \partial_t \phi_j(x, t) = \mathcal{H} \phi_j(x, t), \quad \text{with } \phi_j(x, 0) = \chi_j(x), \] (31)

where \( \mathcal{H} = -\partial_x^2/2 \) is the single-particle Hamiltonian with PBCs. In terms of the overlaps in equation (27) the solutions to this equation read

\[ \phi_j(x, t) = \sum_{p = -\infty}^{\infty} A_{p, j} \varphi_p(x) e^{-ip^2 t/2}. \] (32)

3.1. The time average

Let us first compute the time average of the fermionic correlation function since if a large-time limit of equation (30) exists, it should be equal to its time average. To this end, it is convenient to split the double momentum sum in equation (30) into terms with \( p \neq \pm k \) and others with \( p = \pm k \). After time averaging only the latter terms survive to give

\[ \overline{C}(x, y; t) = \frac{1}{L} \sum_{k = -\infty}^{\infty} e^{ik(x-y)} B_{k, k} + \frac{1}{L} \sum_{k = -\infty}^{\infty} e^{ik(x+y)} B_{k, -k} - \frac{1}{L} B_{0, 0}, \] (33)

where we defined

\[ B_{k, p} \equiv \sum_{j = 0}^{N-1} A_{k, j}^* A_{p, j} = \frac{2\pi}{\omega L} \sum_{j = 0}^{N-1} \chi_j(k/\omega) \chi_j(p/\omega), \] (34)

in terms of the overlaps in equation (27).
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We now calculate the TD limits of the three pieces $C_+, C_-$ and $B_{0,0}$ separately. The formulation is simplified by use of the Dirac notation for the one-particle states

$$\varphi_k(x) = \langle x|k \rangle, \quad \text{and} \quad \chi_j(x) = \langle x|\chi_j \rangle \quad \quad \quad (35)$$

(we use $|\chi_j \rangle$ instead of $|j \rangle$ to avoid confusion with the state $|k \rangle$). Notice that, because of our normalization, the momentum operator $\hat{P}$ acts on free-waves as $\hat{P}|k \rangle = -k|k \rangle$.

Let us first compute $C_+$:

$$C_+ = \frac{1}{L} \sum_{j=0}^{N-1} \sum_{k=-\infty}^{\infty} e^{ik(x-y)}|A_{k,j}|^2 = \frac{1}{L} \sum_{j=0}^{N-1} \sum_{k=-\infty}^{\infty} e^{ik(x-y)}|\langle k|\chi_j \rangle|^2$$

$$= \frac{1}{L} \sum_{j=0}^{N-1} \sum_{k=-\infty}^{\infty} \langle \chi_j|e^{-i\hat{P}(x-y)}|k \rangle \langle k|\chi_j \rangle = \frac{1}{L} \sum_{j=0}^{N-1} \langle \chi_j|e^{-i\hat{P}(x-y)}|\chi_j \rangle. \quad \quad \quad (36)$$

These matrix elements can be calculated using $\hat{P} = (\hat{a}^\dagger - \hat{a})\sqrt{\omega/2}$ (with $\hat{a}, \hat{a}^\dagger$ the harmonic oscillator ladder operators) and the Baker–Campbell–Hausdorff formula

$$\langle \chi_j|e^{-i\hat{P}(x-y)}|\chi_j \rangle = \langle \chi_j|e^{(\hat{a}^\dagger - \hat{a})(x-y)\sqrt{\omega/2}}|\chi_j \rangle = e^{\omega(x-y)^2/4} \langle \chi_j|e^{-\hat{a}(x-y)\sqrt{\omega/2}}e^{\hat{a}^\dagger(x-y)\sqrt{\omega/2}}|\chi_j \rangle$$

$$= e^{\omega(x-y)^2/4} \sum_{m,n=0}^{\infty} \frac{(-1)^m}{m!n!} \left[ \frac{\omega}{2} (x-y) \right]^{m+n} \langle \chi_j|\hat{a}^m(\hat{a}^\dagger)^n|\chi_j \rangle$$

$$= e^{\omega(x-y)^2/4} \sum_{m,n=0}^{\infty} \frac{(-1)^m}{m!n!} \left[ \frac{\omega}{2} (x-y) \right]^{m+n} \frac{\sqrt{(j+m)!(j+n)!}}{j!} \delta_{m,n}$$

$$= e^{\omega(x-y)^2/4} \frac{1}{j!} \sum_{m=0}^{\infty} \frac{(j+m)!}{m!^2} \left[ -\omega(x-y)^2/2 \right]^m$$

$$= e^{\omega(x-y)^2/4} \text{$_1F_1$(}j + 1; 1; -\omega(x-y)^2/2\text{)}, \quad \quad \quad (37)$$

where $\text{$_1F_1$(}a; b; z\text{)}$ is the hypergeometric function. To evaluate $C_+$ in the TD limit we need to calculate the coefficients of the powers of $\omega N(x-y)^2/2$ with $\omega N = \text{cst.}, N, L \to \infty$ and $\omega \to 0$

$$C_+ = \frac{1}{L} e^{\omega(x-y)^2/4} \sum_{j=0}^{N-1} \frac{1}{j!} \sum_{m=0}^{\infty} \frac{(j+m)!}{m!^2 N^m} \left[ -\omega N(x-y)^2/2 \right]^m$$

$$= \frac{1}{L} e^{\omega(x-y)^2/4} \sum_{m=0}^{\infty} \left( \sum_{j=0}^{N-1} \frac{(j+m)!}{j!} \right) \frac{\left[ -\omega N(x-y)^2/2 \right]^m}{m!^2 N^m}$$

$$= \frac{1}{L} e^{\omega(x-y)^2/4} \sum_{m=0}^{\infty} \frac{(m + N)!}{(N-1)! N^m} \frac{\left[ -\omega N(x-y)^2/2 \right]^m}{m!(m+1)!}. \quad \quad \quad (38)$$
The large $N$ limit of the expression in the last line in the parentheses is just $N$ and therefore we obtain

$$C_+ \simeq \frac{N}{L} \sum_{m=0}^{\infty} \frac{1}{m!(m+1)!} \left[-\omega N(x-y)^2/2\right]^m = 2n \frac{J_1(\sqrt{2\omega N}(x-y))}{\sqrt{2\omega N}(x-y)},$$

with $J_1(z)$ the Bessel function. Notice that $\sqrt{2\omega N} = k_0 F$, the initial Fermi momentum.

In order to evaluate $C_-$ we notice from equation (27) that $A_{-k,j} = (-1)^j A_{k,j}$. Thus the only differences compared to $C_+$ are (i) an extra sign $(-1)^j$ and (ii) the replacement of $y$ with $-y$. Therefore the calculation of $C_-$ follows the same steps as for $C_+$ up to the middle line in equation (38), which now becomes

$$C_- = \frac{1}{L} e^{\omega(x+y)^2/4} \sum_{m=0}^{\infty} \sum_{j=0}^{N-1} \left(-1\right)^j \frac{(j+m)!}{j!} \left[-\omega N(x+y)^2/4\right]^m \frac{1}{m!^2 N^m},$$

but unlike $C_+$, the piece in the parentheses does not grow like $N$ for large $N$, but has a finite limit because $\sum_{j=0}^{\infty} (-1)^j (j+m)!/j! = m!/2^{m+1}$. Therefore, for $N \to \infty$, we have

$$C_- \simeq \frac{1}{2L} e^{\omega(x+y)^2/4} \sum_{m=0}^{\infty} \frac{[-\omega(x+y)^2/4]^m}{m!} = \frac{1}{2L}.$$  

Thus, unlike $C_+$ which is finite in the TD limit, $C_-$ decays to zero as $1/L$ giving just a finite-size correction to the correlation function. This contribution arising from correlations with opposite momenta is responsible for the failure of the GGE in the infinite 1D geometry [40], [64]–[67]. Understanding whether the analog of such a term can be finite even in the TD limit in other situations is an interesting open problem.

The calculation of the last term $-B_{0,0}/L$ is straightforward, and in the TD limit we have

$$-\frac{B_{0,0}}{L} = -\frac{(2\pi n)^{3/2}}{\sqrt{2\omega NL^{1/2}}},$$

which also vanishes for large $L$.

Summing up, the time average of the fermionic correlation function in the thermodynamic limit gets a non-vanishing contribution only from $C_+$ and so it is

$$\overline{C_F(x, y; t)} = 2n \frac{J_1(\sqrt{2\omega N}(x-y))}{\sqrt{2\omega N}(x-y)} = 2n \frac{J_1[k_0^F(x-y)]}{k_0^F(x-y)}. $$

### 3.2. The time-dependent one-particle problem

As detailed in the appendix, Fourier analysis allows us to rewrite the one-particle evolution in equation (32) in terms of the time-evolved wavefunction in the infinite space $\phi_j(x, t)$,

$$\phi_j(x, t) = \sum_{p=-\infty}^{\infty} \phi_j^\infty(x + pL, t),$$

which is normalized to one in the interval $[-L/2, L/2]$. This formula is valid for any one-particle time-dependent problem with PBCs and its physical meaning is very simple: in a circle of length $L$ with PBCs, the time evolution is equivalent to the sum (superposition)
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Figure 2. Pictorial representation of the solution of the trap release dynamics in a ring as a superposition of replicas of the infinite-space time-evolved function \( \tilde{f}(x,t) \) periodically shifted in space. See the appendix for the mathematical derivation.

of the time evolutions of infinite copies (replicas labeled by \( p \) in equation (44)) of the initial state in infinite space but shifted by integer multiples of \( L \) (see figure 2 for a pictorial representation). For the particular case at hand we have

\[
\phi^\infty_j(x,t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dk \chi_j(k/\omega) e^{-ik^2t/2} e^{-ikx} \\
= \frac{i^j(\omega/\pi)^1/4}{\sqrt{2}^{j+1}j!\sqrt{\omega}} \int_{-\infty}^{\infty} dk e^{-ikx-(1+i\omega t)/2\omega k^2} H_j(k/\sqrt{\omega}),
\]

(45)

and using the following property of the Hermite polynomials:

\[
\int_{-\infty}^{\infty} dx e^{-(x-y)^2} H_j(ax) = \sqrt{\pi}(1-a^2)^{j/2} H_j \left( \frac{ay}{\sqrt{1-a^2}} \right),
\]

we get

\[
\int_{-\infty}^{\infty} dk e^{-ikx-(1+i\omega t)/2\omega k^2} H_j \left( \frac{k}{\sqrt{\omega}} \right) = (-i)^j \sqrt{\frac{2\pi \omega}{1+i\omega t}} \left( \frac{1-i\omega t}{1+i\omega t} \right)^{j/2} e^{-\omega x^2/2(1+i\omega t)} H_j \left( x\sqrt{\frac{\omega}{1+\omega^2 t^2}} \right),
\]

(46)

and therefore

\[
\phi^\infty_j(x,t) = \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{1+\omega t}} \left( \frac{1-i\omega t}{1+i\omega t} \right)^{j/2} e^{-\omega x^2/2(1+i\omega t)} H_j \left( x\sqrt{\frac{\omega}{1+\omega^2 t^2}} \right),
\]

(47)

which coincides with the result in [76]. The full time dependence in the ring is obtained by plugging the above equation (47) into (44).
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3.3. The time evolution of the density profile

We start the time-dependent analysis of the many-body problem from the diagonal part of the fermionic correlation function, i.e. the particle density (for both fermions and bosons). Plugging the one-particle wavefunctions (47) and (44) into (30) we obtain

\[ n(x,t) = \frac{1}{\sqrt{1 + \omega^2 t^2}} \sum_{p,q=-\infty}^{\infty} \exp \left\{ \frac{i}{2} \frac{\omega^2 t}{(1 + \omega^2 t^2)} [(x + pL)^2 - (x + qL)^2] \right\} \]

\[ \times \sum_{j=0}^{N-1} \chi_j \left( \frac{x + pL}{\sqrt{1 + \omega^2 t^2}} \right) \chi_j \left( \frac{x + qL}{\sqrt{1 + \omega^2 t^2}} \right), \]

which is an exact formula for any \( N, L, \omega \).

The physical interpretation of equation (48) is again the one suggested by figure 2. The wavefunctions of periodically placed replicas expand in infinite space and eventually overlap with each other when they reach a boundary between two replicas, which happens (approximately) at times which are integer multiples of the characteristic time \( \tau \sim L/v \).

Therefore, if \( t < \tau \) the boundaries are not reached and the system does not feel the PBCs. When the time becomes much larger than \( \tau \), the overlap between replicas (or the turning of the particles around the circle) leads, as we shall prove, to equilibration manifested as a uniform distribution. However, as already stressed in the introduction, the infinite time limit should be handled with care because revivals will take place for larger time scales of the order of \( L^2 \) (because the fundamental frequency of the double momentum sum is \( 2\pi/L^2 \), i.e. the revival period is \( L^2/2\pi \), see also [93] for a general treatment). Therefore, in the TD limit, the physically relevant scaling regime is obtained by taking \( x/L = \text{cst.} \) and \( t/L = \text{cst.} \) and consequently \( L^2/t \rightarrow \infty \), so that the revivals are eliminated. In this regime the leading behavior of equation (48) is extracted by stationary phase arguments and it comes from the ‘diagonal replicas’, i.e. the terms with \( p = q \). Indeed, in the TD limit with \( \omega N = \omega Ln = \text{cst.} \), the phase of the exponent in (48) is stationary only for \( p = \pm q \), but the terms with \( p = -q \) give a finite-size correction going like \( L^{-1} \). Thus, in the TD limit, the leading behavior of the time-dependent density profile is given by

\[ n(x,t) = \frac{1}{\sqrt{1 + \omega^2 t^2}} \sum_{p=-\infty}^{\infty} \sum_{j=0}^{N-1} \left| \chi_j \left( \frac{x + qL}{\sqrt{1 + \omega^2 t^2}} \right) \right|^2. \]

To perform the sum over \( j \), we use the Christoffel–Darboux formula for the Hermite polynomials \( H_j(x) \) in equation (13) which in the limit \( N \rightarrow \infty \) leads to equation (14). Thus equation (49) can be written in terms of the particle density at initial time \( n_0(x) \) in equation (15) as

\[ n(x,t) = \frac{1}{\sqrt{1 + \omega^2 t^2}} \sum_{p=-\infty}^{\infty} n_0 \left( \frac{x + qL}{\sqrt{1 + \omega^2 t^2}} \right), \]

showing that the density profile in the TD limit is simply given by the sum of the replicated densities and all the interference effects are subleading in \( L \), as probably expected.

In figures 3–5 we show the numerically calculated exact time-dependent density for finite but large \( N \). For large enough systems, the numerical data agree perfectly with the
above TD prediction for any time. The infinite time limit \( t/L \rightarrow \infty \) of equation (50) is straightforward and gives the expected result \( n(x, \infty) = n \).

### 3.4. The time evolution of the two-point fermionic correlation and its large-time limit

The calculation of the time evolution of the two-point fermionic correlator is similar to the one just reported for the density. For finite \( L, N, \omega \), plugging equation (44) into (30) we have an exact starting point

\[
C(x, y; t) = \frac{1}{\sqrt{1 + \omega^2 t^2}} \sum_{p,q=-\infty}^{\infty} \exp \left\{ i \frac{\omega^2 t}{2(1 + \omega^2 t^2)} [(x + pL)^2 - (y + qL)^2] \right\} \\
\times \sum_{j=0}^{N-1} \chi_j \left( \frac{x + pL}{\sqrt{1 + \omega^2 t^2}} \right) \chi_j \left( \frac{y + qL}{\sqrt{1 + \omega^2 t^2}} \right), \tag{51}
\]

which once again can be easily interpreted in terms of replicas.

As for the density, a stationary phase argument allows us to conclude that only diagonal terms \( p = q \) contribute to the TD limit. (To quantitatively support this statement, in figure 6 we compare the full sum with the one restricted over the diagonal terms: for \( N = 20 \) small differences are visible, but they are negligible already for \( N = 100 \).) This
Figure 4. In each panel we plot the time evolution of the density $n(x,t)$ as a function of the rescaled time $t/L$ at fixed $x/L$: for different (large enough) sizes the curves collapse on top of each other. Dashed red lines indicate the equilibration value $n = N/L$ reached at infinite time. The symbols are the exact dynamics (cf equation (48)) for finite $N$, while the full black lines are the TD limit in equation (50).

leads to

$$C(x, y; t) = \frac{e^{i(\omega^2 t(x^2 - y^2)/(2(1 + \omega^2 t^2))}}}{\sqrt{1 + \omega^2 t^2}} \sum_{p = -\infty}^{\infty} e^{i(\omega^2 t(x-y)pL/1+\omega^2 t^2)}$$

$$\times \sum_{j=0}^{N-1} \chi_j \left( \frac{x + pL}{\sqrt{1 + \omega^2 t^2}} \right) \chi_j \left( \frac{y + pL}{\sqrt{1 + \omega^2 t^2}} \right).$$

As for the density, we can use the Christoffel–Darboux formula (13) to evaluate the sum over the number of particles, but the analytic progress is not enough to get the full time dependence of the correlation function.
In each panel we report the density profile $n(x, t)$ as a function of $x/L$ for fixed $t/L$: again the results for various sizes collapse onto a single curve when $L$ increases. The symbols are the exact dynamics for finite $N$ (cf equation (48)), while the full black lines are the TD limit in equation (50). As the time increases, the profiles tighten close to the equilibration value $n = N/L$ (note the very different vertical scales in the four panels).

In figures 6–8 we report the numerically calculated correlation function for finite $N$ in order to understand how the infinite time limit is approached. Figure 6 is a density plot for $\text{Re}[C(x, 0; t)]$ revealing clearly the various velocities entering in the dynamics. Figure 7 reports the $x$ dependence of the same correlation for four different times, while figure 8 shows the time dependence for two different values of $x$. All these figures show that the stationary value of $C(x, x_0, t)$ as a function of $x$ and $t$ is approached starting from a neighborhood of $x_0$ and growing inside a cone bounded by two moving peaks with velocity $v_{\text{peak}} = 2\pi/L$. Interestingly, this velocity depends only on the final geometry (very differently from the expansion velocity $v = \sqrt{2\omega N}$ depending only on the initial state). Conversely, the amplitude of the peaks depends on the initial condition through
Figure 6. Top: color plot of the numerically calculated fermionic correlation function \( \text{Re}[C(x, 0; t)] \) for \( N = 20, 100 \) considering both the full replica sum on \( p, q \) (Full) in equation (51) and only the diagonal part \( p = q \) (Diag.) in equation (52). We fix \( x \in [-20, 20] \) and \( t/L \in [0, 4] \). Notice how the differences between the full and diagonal calculations, visible for \( N = 20 \), disappear already for \( N = 100 \). Bottom: for \( N = 100 \) we report the correlation function \( \text{Re}[C(x, 0; t)] \) (calculated as a sum over only the diagonal term \( p = q \) in equation (52)) for several values of the TD parameters. From left to right: (a) \( n = 1/2, \omega N = 5 \); (b) \( n = 1/4, \omega N = 5 \); (c) \( n = 1/2, \omega N = 10 \); (d) \( n = 1/4, \omega N = 10 \). Notice (i) the slope of the signal lines (yellow) is equal to integer multiples of \( 2\pi/L \), (ii) the difference in the time scale \( \tau/L \) (at the bottom of the figure) which depends on \( \omega N \).

Looking at figure 6 more carefully, one can notice the presence of secondary peaks of two different types. First, there are peaks generated at times which are integer multiples of \( \tau/L \approx 1/v \), where \( v = \sqrt{2\omega N} \) is the expansion velocity of the gas. The interference of this series of peaks produces finally a stationary correlation. Second (as clear in figure 6
Figure 7. Snapshots of the correlation $\text{Re}[C(x, 0; t)]$ at different rescaled times $t/L$ and sizes. The data for different large enough sizes nicely collapse on top of each other. In panel (a) for $t/L = 0$, the full line is the initial correlation in the TD limit (cf equation (17)). Panels (b) and (c) show that, as time increases, two symmetric peaks are expelled from the central region. In panel (c) for $t/L = 2$, the full line is the stationary value plus the first-order correction in equation (59), which correctly describes the position of the two moving peaks, but not their amplitudes. For comparison, in panel (c) we report also the leading contribution for infinite time (red dashed line). In panel (d) with $t/L = 4$, in the considered spatial region $x \in [-20, 20]$, the time-evolved data are almost indistinguishable from the stationary values (full line).

from the panels with different $\omega N$, but the same $L$), there are subleading moving peaks with velocities equal to integer multiplies of $v_{\text{peak}}$. We will show in the following that this second family of peaks can be explained in the large-time limit as a series of subleading corrections to the stationary behavior.

Let us now take the TD and large-time limits. In the TD limit, unlike the density which depends on the scaling variables $x/L$ and $t/L$, the presence of the phase factor
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Figure 8. Time dependence of the correlation $\text{Re}[C(x, 0; t)]$ for $x = 5$ (a), (c) and $x = 10$ (b), (d). The dynamics is rather irregular before the propagating peak travels the distance $x$ (in a time $x/v_{\text{peak}}$). For later times instead there is a simple damped oscillatory behavior around the stationary value (dashed line in top panels) which is zoomed in the insets for clarity. In (a), (b) the points represent the full correlation function in equation (51) while the full lines are the diagonal sum in equation (52). In the two bottom panels (c), (d), the points represent $\text{Re}[C(x, 0; t)]$ from the diagonal sum in equation (52) for larger time scales. They are compared with the asymptotic expansion in equation (60) (full lines) which is almost indistinguishable from the data soon after the moving peak passed through. Also the asymptotic $t^{-3/2}$ behavior for the envelopes of maxima and minima is reported (dashed lines, cf equation (61)).

in equation (52) breaks the spatial scaling: the two-point fermionic correlation function depends on $x$, $y$ and $t/L$. This is clearer in the large-time limit $t \gg \omega^{-1}$, when we have (in terms of the TD quantities $\omega N, N/L, \ldots$)

$$
C(x, y; t) \simeq \frac{1}{\omega t} \sum_{p = -\infty}^{\infty} e^{i(x-y)pL/\omega t} \sum_{j=0}^{N-1} \chi_j \left( \frac{x + pL}{\omega t} \right) \chi_j \left( \frac{y + pL}{\omega t} \right).
$$

(53)
To explicitly take the TD limit it is convenient to introduce $\tilde{\chi}_j(x)$ as the eigenfunctions of a harmonic oscillator with $\omega = 1$ because in the eigenfunctions $\chi_j(x)$ (cf equation (8)) the $x$ variable is multiplied by $\sqrt{\omega}$. Equation (53) is then rewritten as

$$C(x, y; t) \simeq \frac{1}{\sqrt{\omega} t} \sum_{p=\pm} e^{i(x\cdot y)pL/t} \sum_{j=0}^{N-1} \tilde{\chi}_j \left( \frac{x + pL}{\sqrt{\omega} t} \right) \tilde{\chi}_j \left( \frac{y + pL}{\sqrt{\omega} t} \right).$$

(54)

Therefore, taking both TD and large-time limits $t/L \to \infty$ (with $t/L^2 \to 0$), the factor $L/t\sqrt{\omega}$ goes to zero and, using equation (A.5), we can recast the sum over $p$ as an integral

$$C(x, y; t \to \infty) \simeq \frac{1}{L} \int_{-\infty}^{\infty} dz \ e^{i\sqrt{\omega}(x-y)z} \sum_{j=0}^{N-1} \tilde{\chi}_j \left( \frac{x}{\sqrt{\omega} t} + z \right) \tilde{\chi}_j \left( \frac{y}{\sqrt{\omega} t} + z \right).$$

(55)

In the TD and infinite time limits, the terms $x/t\sqrt{\omega}$ and $y/t\sqrt{\omega}$ can be neglected and we can further simplify equation (55) obtaining

$$C(x, y; t \to \infty) = \frac{1}{L} \int_{-\infty}^{\infty} dz \ e^{i\sqrt{\omega}(x-y)z} \sum_{j=0}^{N-1} |\tilde{\chi}_j(z)|^2,$$

(56)

which in the large $N$ limit becomes

$$C(x, y; t \to \infty) = \frac{1}{L} \int_{-\infty}^{\infty} dz \ e^{i\sqrt{\omega}(x-y)z} \tilde{n}_0(z) = 2n \frac{J_1[\sqrt{2\omega N(x-y)}]}{\sqrt{2\omega N(x-y)}},$$

(57)

where $n_0(x) = \sqrt{\omega} \tilde{n}_0(x\sqrt{\omega})$, i.e. $\tilde{n}_0(x) = \sqrt{2N - x^2/\pi}$.

Equation (57) for the infinite time limit of the correlation function coincides with the time average $\overline{C}(x, y; t)$ obtained in equation (43) showing explicitly that, in the TD and large-time limits, a stationary correlation function is approached without time average. Furthermore, this result perfectly matches the numerical calculation for large enough value of $t/L$ (as long as we observe the correlations inside the cone bounded by two propagating peaks with velocity $v_{\text{peak}} = 2\pi/L$, see figure 6). Notice that the analytic large-time calculation is much simpler than the full time dependence which is accessible only numerically.

The peculiar approach to the infinite time limit and the presence of the moving peaks can be explained by taking into account the corrections to the integral in equation (57). From equation (A.5), starting from equation (54), the leading correction to equation (57) is

$$\frac{1}{L} \int_{-\infty}^{\infty} dz \ e^{i\sqrt{\omega}[x\cdot y \pm 2\pi t/L]z} \sum_{j=0}^{N-1} \tilde{\chi}_j \left( \frac{x}{\sqrt{\omega} t} + z \right) \tilde{\chi}_j \left( \frac{y}{\sqrt{\omega} t} + z \right),$$

(58)

which, in the TD limit and for $\sqrt{\omega} t \to \infty$, becomes

$$\frac{1}{L} \int_{-\infty}^{\infty} dz \ e^{i\sqrt{\omega}[x\cdot y \pm 2\pi t/L]z} \tilde{n}_0(z) = 2n \frac{J_1[\sqrt{2\omega N(x-y \pm 2\pi t/L)}]}{\sqrt{2\omega N(x-y \pm 2\pi t/L)}},$$

(59)

This correction correctly identifies the location of the first two propagating peaks at $x-y \sim 2\pi t/L$ justifying the result we anticipated for $v_{\text{peak}} = 2\pi/L$. However, the amplitude of the moving peaks is lower than what is predicted by equation (59) because it gets contributions
from the interference between the eigenfunctions $\chi_j(x)$ evaluated at different points which have been neglected going from equation (54) to (58). Interestingly, equations (57) and (59) are translationally invariant symmetric integrals over even functions, and therefore they are real. This is not true for the full correlation in equation (54) which is, in general, complex and not translationally invariant. As expected, only in the large-time limit does one recover the translational invariance. In the very same way, all secondary peaks with velocities $mv_{\text{peak}}$ (with $m$ integer) are qualitatively described by the sum

$$C(x, y; t) = 2n \sum_{m=-\infty}^{\infty} \frac{J_1[\sqrt{2}\omega N(x-y+2\pi mt/L)]}{\sqrt{2}\omega N(x-y+2\pi mt/L)},$$

but again the amplitudes of these peaks are reduced by interference effects which are encoded in equation (54). For any $x, y$ and for times slightly larger than the expulsion of the moving peak, i.e. $v_{\text{peak}}t \gtrsim x-y$, equation (60) reproduces very precisely the data as shown in the two bottom panels in figure 8. Furthermore, one can expand equation (60) for very large time and obtain

$$C(x, 0; t) \simeq C(x, 0; t \to \infty) + \frac{n}{\pi^2(\sqrt{2}\omega N t/L)^{3/2}} \cos(\sqrt{2}\omega N x) F(2\pi\sqrt{2}\omega N t/L),$$

where we defined the real function

$$F(z) = \frac{i-1}{\sqrt{2}}[\text{Li}_{3/2}(e^{-iz}) + i\text{Li}_{3/2}(e^{iz})],$$

with $F_{\text{min}} = -\sqrt{2}\zeta(3/2)$ and $F_{\text{max}} = 1.659 2637 \ldots$ being respectively the minimum and the maximum of $F(z)$. The maxima and minima of $C(x, 0; t)$ depend on $x$ because of the oscillating cosine. This shows that the approach to the GGE is power-law like with an exponent $3/2$, similarly to what was found for the Ising model [39]. This power-law behavior is compared to the numerical data in figure 8.

All the figures we have reported up to now are just for $C(x, 0; t)$, but the general conclusions we outlined are true for arbitrary $x$ and $y$, as figures 9 and 10 show. These two figures are density plots for the real part of $C(x, y; t)$ as a function of $x$ and $y$ for different times $t/L$ which can be explained as follows. The system starts from an inhomogeneous initial condition which determines the time evolution, especially during the early stages where the breakdown of the translational invariance is evident. However, as time goes on, a strip opens around the diagonal and in that region translational invariance is (approximately) restored. If one zooms in to a small region as in figure 10, the system appears almost homogeneous for all times.

4. The reduced density matrix and the GGE

In section 3.4, we have proved analytically that the fermionic correlation function for large time approaches a stationary value. We are going to show in this section that this is true for arbitrary correlations of local observables and that their value can be inferred a priori without solving the non-equilibrium evolution by the so called generalized Gibbs ensemble (GGE). A GGE can be written generically as

$$\rho_{\text{GGE}} = \frac{1}{Z_{\text{GGE}}} \exp \left( -\sum \lambda_i \hat{f}_i \right),$$

$$\text{doi:10.1088/1742-5468/2013/09/P09025}$$
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Figure 9. Color snapshots of the fermionic correlation $\text{Re}\left[C(x,y;t)\right]$ for $N = 100$, $L = 200$ ($n = 1/2$) and $\omega N = 5$ with $x, y \in [-L/2, L/2]$. (a)–(d) From left to right correlations are calculated at $t/L = 0, 1/8, 1/4, 1/2$. (e)–(h) From left to right correlations are calculated at $t/L = 1, 2, 4, 8$. The numerical evaluation is made using only the diagonal part of the replica sum, which is exact in the TD limit. The small white squares are the regions zoomed in to in figure 10.

Figure 10. The same data as in figure 9 zoomed in to the region $x, y \in [-20, 20]$. (a)–(c) From left to right correlations are calculated at $t/L = 0, 1/2, 1$. (d)–(f) From left to right correlations are calculated at $t/L = 2, 4, 8$. 
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where \( I_j \) are some integrals of motion and \( Z_{\text{GGE}} \) ensures the normalization condition 
\[ \text{Tr}\rho_{\text{GGE}} = 1 \] (this generalizes the canonical Gibbs ensemble where we only have \( I_1 = H \)
and \( \lambda_1 = \beta = 1/kT \)). In [30], it has been proposed that an integrable system after a quantum quench in the infinite time limit is described by a GGE where the \( I_j \)s represent a complete set of independent integrals of motion and the Lagrange multipliers \( \lambda_j \) are fully determined by the initial state \(|\Psi_0\rangle\) through the conditions
\[ \langle \Psi_0 | \hat{I}_i | \Psi_0 \rangle = \text{Tr}[\rho_{\text{GGE}} \hat{I}_i]. \] (64)

However, for a closed system evolving under Hamiltonian dynamics, the existence of a stationary state described by \( \rho_{\text{GGE}} \) may seem paradoxical because the whole system is always in a pure state and cannot be described by a mixed state at infinite time. This apparent paradox is solved with the help of the reduced density matrix [34, 35, 39]. Let us consider a spatial interval \( A \), and its reduced density matrix
\[ \rho_A(t) \equiv \text{Tr}_B[\rho(t)], \] (65)

where \( B \) is the complement of \( A \) and \( \rho(t) = |\Psi(t)\rangle\langle\Psi(t)| \) is the time-dependent density matrix of the whole pure system. With some abuse of language, we can say that a system is stationary if, after the TD limit is properly taken for the whole system, the limit
\[ \rho_{A,\infty} \equiv \lim_{t \to \infty} \rho_A(t) \] (66)
exists for any finite \( A \) [39]. Furthermore we say that a system is described by a statistical ensemble, e.g. Gibbs or GGE, with density matrix \( \rho_E \) if the reduced density matrix \( \rho_{A,E} \equiv \text{Tr}_B[\rho_E] \) equals \( \rho_{A,\infty} \).

For a gas of free fermions, by means of the Wick theorem, any observable can be obtained from the two-point correlator and so also the reduced density matrix. The construction of \( \rho_A \) in terms of the fermionic correlation \( C(x,y) \) in continuous space has been detailed in [98, 99] (generalizing the lattice approach [100]). Indeed, in the fermionic basis, the reduced density matrix of a subsystem \( A \) extending from \( x_1 \) to \( x_2 \) can be written as
\[ \rho_A \propto \exp \left( - \int_{x_1}^{x_2} dy_1 \int dy_2 \hat{\Psi}^\dagger(y_1) \mathbb{H}(y_1,y_2) \hat{\Psi}(y_2) \right), \] (67)

where \( \mathbb{H} = \ln[(1-C)/C] \) and the normalization constant is fixed requiring \( \text{Tr}\rho_A = 1 \). The easiest way to understand this equation is the continuum limit of the formula for lattice free fermions [100], but it can also be obtained following the standard derivation in [100] in the path integral formalism. As a fundamental point, the non-local Jordan–Wigner transformation (4) mapping the Tonks–Girardeau gas to free fermions is local within any given compact subspace in systems with PBCs, i.e. the bosonic degrees of freedom within \( A \) can be written only in terms of fermions in \( A \), as is clear from equation (4). This is analogous to lattice models such as the Ising chain [24, 39, 40]. Thus, if for finite \( x \) and \( y \), \( C(x,y;t \to \infty) \) is described by a statistical ensemble, \( \rho_A \) will also be and consequently the expectation value of any bosonic of fermionic observable local within \( A \). Another important point concerns the issue of which integrals of motion \( I_j \) must be included in the definition (63) of the GGE density matrix. Indeed, any quantum
system, integrable or not, has too many integrals of motion. For example, the projectors on Hamiltonian eigenstates are integrals of motion, but such conservation laws cannot always be important for the late time behavior after a quantum quench, otherwise no system would ever thermalize. Following [39, 55], in equation (63) we include only the \textit{local} integrals of motion: these are characterized as arising from an integral of a local current density \( J_j(x) \) as

\[ I_j = \int d x J_j(x). \]

At this point, we have all ingredients to construct the GGE which is expected to describe the stationary value of correlations of local observables in the trap release dynamics of a Tonks–Girardeau gas. For free fermionic models, instead of using the local integrals of motion, it is simpler to work with the momentum occupation modes \( \hat{n}_k = \eta_k^\dagger \eta_k \), which are non-local integrals of motion, but can be written as linear combinations of local integrals of motion [55] (however, we will also describe the GGE with local charges in the following subsection and also describe the linear mapping between the two). The initial values of \( \hat{n}_k \) are

\[ \langle \Psi_0 | \hat{n}_k | \Psi_0 \rangle = \sum_{i,j} A_{k,i}^* A_{k,j} \langle \Psi_0 | \hat{\xi}_i^\dagger \hat{\xi}_j | \Psi_0 \rangle = \frac{N-1}{2 L} \sqrt{\frac{2N}{\omega}} \sqrt{1 - \frac{k^2}{2\omega N}}, \]  

and zero if the argument of the square root is negative (with the last equality above valid only in the TD limit). In the GGE we have

\[ n_{\text{GGE}}(k) \equiv \text{Tr}[\rho_{\text{GGE}} \hat{n}_k] = \frac{1}{e^{\lambda_k} + 1}, \]  

and equating the last two equations we have

\[ \lambda_k = \ln \left[ \frac{1}{\langle \Psi_0 | \hat{n}_k | \Psi_0 \rangle} - 1 \right] = \ln \left[ \frac{L\omega}{2} \sqrt{\frac{1}{\sqrt{2\omega N - k^2}} - 1} \right]. \]  

The real space fermionic correlation \( C(x, y) \) in the GGE is just the Fourier transform of \( n_{\text{GGE}}(k) \), but equation (68) is the momentum distribution appearing in the integral definition \( C(x, y; t \to \infty) \) in equation (57). Thus \( C(x, y) \) in the GGE trivially equals the infinite time limit after the trap release. Since via equation (67) the two-point fermion correlation determines the full reduced density matrix, this equality shows that all stationary quantities of the released gas are described by a GGE. Very interestingly, in [41] it has been shown that all non-equal time stationary properties are always determined by the same ensemble describing the static quantities, and so, even in our case, they are encoded solely in the GGE.

4.1. Local integrals of motion and GGE

The local integrals of motion are linear combinations of the fermionic occupation modes \( \hat{n}_k \). Indeed, the linear combinations [88]

\[ \hat{I}_j = \sum_k k^j \hat{n}_k \]  
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satisfy the commutation relations \([\hat{I}_i, \hat{I}_j] = 0\) and they are local, in the sense that they can be written as integrals of one-point differential operators \([101]\),

\[
\hat{I}_j = \frac{1}{L} \sum_k \int \int dx \, dy \, k^j e^{i k(x-y)} \hat{\Psi}^\dagger(x) \hat{\Psi}(y) = \int \int dx \, dy \, \left[ \int \frac{dk}{2\pi} k^j e^{i k(x-y)} \right] \hat{\Psi}(y) = \int \int dx \, dy \, (-i)^j \hat{\Psi}^\dagger(x) \delta^{(j)}(x-y) \hat{\Psi}(y) = \int \int dx \, \hat{\Psi}^\dagger(x)(-i)^j \partial^j x \hat{\Psi}(x). \quad (72)
\]

This means that all powers of the momentum operator \(\hat{P} \equiv -i\partial_x\) are conserved, as is well known for free fermions. The Hamiltonian is \(H = \hat{I}_2/2\).

We want now to construct a GGE in terms of these local integrals of motion

\[
\rho_{\text{GGE}} = Z_{\text{GGE}}^{-1} \exp \left( -\sum_{j=0}^{\infty} \gamma_j \hat{I}_j \right), \quad (73)
\]

and understand its relation and equivalence with the one in momentum modes. To this end, it is useful to formally expand the \(\lambda_k\) in powers of \(k\) (in the TD limit \(k\) is a continuous variable)

\[
\lambda_k = \sum_{j=0}^{\infty} \Gamma_j k^j, \quad \Gamma_j \equiv \frac{d^j}{dk^j} \lambda_k \bigg|_{k=0}, \quad (74)
\]

where \(\Gamma_j = 0\) for all \(j\) odd because \(n_{\text{GGE}}(k)\) is an even function of \(k\) due to the invariance of the initial ground state under \(k \to -k\) (which also implies \(\langle \Psi_0 | \hat{I}_j | \Psi_0 \rangle = 0\), for all \(j\) odd).

This allows us to rearrange the sum over the occupation number operators \(\hat{n}_k\) in terms of the local charges \(\hat{I}_j\)

\[
\sum_{k=\infty}^{\infty} \lambda_k \hat{n}_k = \sum_{j=0}^{\infty} \Gamma_j j! \sum_{k=\infty}^{\infty} k^j \hat{n}_k = \sum_{j=0}^{\infty} \Gamma_j j! \hat{I}_j = \gamma_0 \hat{N} + 2\gamma_2 \hat{H} + \cdots, \quad (75)
\]

from which we conclude that the Lagrange multipliers of the local charges \(\hat{I}_j\) are just \(\gamma_j = \Gamma_j/j!\), i.e. the \(\gamma_j\) are proportional to the derivatives of \(\lambda_k\) in equation \((70)\) evaluated at \(k = 0\). The Lagrange multipliers are written in a more compact form in terms of the initial average density in equation \((19)\), i.e. \(n_0 = \sqrt{\omega N/8}\). The first two Lagrange multipliers are

\[
\gamma_0 = \ln \left[ \frac{n_0}{n} - 1 \right] \quad \text{and} \quad \gamma_2 = \frac{1}{4\omega N(1 - n/n_0)}. \quad (76)
\]

The explicit analytic form of the higher order multipliers is more cumbersome to write here, but they all diverge for \(n_0 \to n\) as

\[
\gamma_{2j} \sim \frac{1}{(2j)! (2\omega N)^{j/2} (1 - n/n_0)^j}, \quad (77)
\]

with the \(j = 0\) term becoming a logarithm. This divergence coincides with the trap release condition \(\ell < L/2\), i.e. \(n_0 > n\). In the opposite limit \(\sqrt{2\omega N} \to \infty\) (i.e. \(n_0 \gg n\)) all the Lagrange multipliers are vanishing except the first one, i.e.

\[
\gamma_{2j} \sim (\omega N)^{-j} \quad \text{and} \quad \gamma_0 \sim \ln(\omega N). \quad (78)
\]
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Figure 11. Left: the GGE Lagrange multipliers $\lambda_k$ (full lines) as a function of $k/k_F$ ($k_F = \pi n$) for different initial trapping potentials $\omega N$. Notice the singularity in zero for $\omega N = 8$ (i.e. $n_0 = n$). For comparison the grand canonical approximation (dashed line) is also reported. Central: the even Lagrange multipliers $|\gamma_j|$ of the local GGE as a function of $j$ in logarithmic scale and for different initial conditions. The large-$j$ behavior (dashed lines) depends only on $\omega N$. Right: the Lagrange multipliers $\gamma_0$ and $\gamma_2$ (corresponding to the first two local conserved charges $\hat{N}$ and $2\hat{H}$) as predicted by the GGE (full and dashed lines) and numerically evaluated in the case of the GCE (symbols). Different colors represent different densities: $n = 1/2$, blue; $n = 1$, red. The vertical dotted lines $\sqrt{2}\omega N = 4n$ delimit the region ($\sqrt{2}\omega N > 4n$, i.e. $n_0 > n$) where $\gamma_{0,2}$ are defined.

The expectation value of $\hat{I}_{2j}$ in the initial state is

$$\langle \Psi_0 | \hat{I}_{2j} | \Psi_0 \rangle = \int_{-\sqrt{2}\omega N}^{\sqrt{2}\omega N} dk \frac{k^{2j}}{\pi} \sqrt{\frac{2N}{\omega}} \sqrt{1 - \frac{k^2}{2\omega N}} = \frac{N(2\omega N)^j \Gamma[j + 1/2]}{\sqrt{\pi} \Gamma[2 + j]},$$

(79)

from which one can see that, for $j > 0$, the product $\gamma_{2j} \langle \Psi_0 | \hat{I}_{2j} | \Psi_0 \rangle / N$ remains finite in the limit $\omega N \to \infty$, while for $j = 0$ it diverges logarithmically confirming, as stated above, that this is the only important term.

It is also possible to extract the behavior of the Lagrange multipliers $\gamma_j$ for large $j$, which gives information about the weight that each local charge $\hat{I}_j$ has in the GGE expansion. After some algebra, one finds the leading contribution

$$\gamma_{2j} \sim (2\omega N)^{-j}/(2j),$$

(80)

which does not depend on the density $n$ (see figure 11). In figure 11 we plot both the coefficients $\lambda_k$ and $\gamma_j$ for different initial trapping potentials.

4.2. Comparing the GGE with the canonical and grand canonical ensembles

For a generic non-integrable system, the only local conserved charge is the post-quench Hamiltonian $\hat{H}$ and if a large-time stationary state exists it should be described by the canonical ensemble (CE)

$$\rho_{CE} = Z_{CE}^{-1} e^{-\beta_{CE} \hat{H}},$$

(81)

doi:10.1088/1742-5468/2013/09/P09025
where, once again, the inverse temperature $\beta_C$ is fixed by the condition $\langle \Psi_0 | \hat{H} | \Psi_0 \rangle = \text{Tr} [ \rho_{CE} \hat{H} ]$.

It is worth investigating the qualitative and quantitative differences between the canonical ensemble and the GGE to provide testable predictions for experiments and numerical analyses. In our case, in order to estimate the differences in the expectation values of local observables, we compare the results previously obtained in the GGE with the canonical ensemble. In the diagonal basis the post-quench Hamiltonian is

$$\hat{H} = \sum_k \frac{k^2}{2} \hat{n}_k, \quad k = \frac{2\pi m}{L},$$

so that the condition fixing $\beta_C$ (the only multiplier here) is

$$\sum_k \frac{k^2}{2} \frac{1}{1 + e^{\beta_C k^2/2}} = \sum_k \frac{k^2}{2} \langle \Psi_0 | \hat{n}_k | \Psi_0 \rangle. \quad (83)$$

In the TD limit, equation (83) becomes

$$\int_{-\infty}^{\infty} \frac{k^2 \, dk}{1 + e^{\beta_C k^2/2}} = 2n \int_{-\sqrt{2\omega N}}^{\sqrt{2\omega N}} dk \, k^2 \sqrt{2\omega N} - k^2, \quad (84)$$

which gives

$$\beta_C = \left[ \frac{(\sqrt{2} - 1) \zeta(3/2)}{n \omega N \sqrt{\pi}} \right]^{2/3} = 0.719653 \ldots (n \omega N)^{-2/3}. \quad (85)$$

The canonical approximation is qualitatively incorrect for this quench, indeed the momentum distribution

$$n_{CE}(k) \equiv \text{Tr} [ \rho_{CE} \hat{n}_k ] = \frac{1}{1 + e^{\beta_C k^2/2}}$$

has infinite support (but decays for large $k$ as $e^{-\beta_C k^2}$). A comparison between the canonical and GGE $n(k)$ is reported in the left panel of figure 12. Furthermore, we have $n_{CE}(0) = 1/2$ independently of the initial conditions, in contrast to the infinite time limit (which is also a GGE) which retains information about the initial state.

We can improve the canonical approximation by considering also the number of particles operator $\hat{N}$ as a conserved charge, i.e. using the grand canonical ensemble (GCE)

$$\rho_{GCE} = Z_{\text{GCE}}^{-1} e^{-\beta_G \hat{H} - \mu_G \hat{N}}. \quad (87)$$

The two Lagrange multipliers $\beta_G$ and $\mu_G$ are fixed by the set of equations (in the TD limit)

$$\int_{-\infty}^{\infty} \frac{k^2 \, dk}{1 + e^{\beta_G k^2/2 + \mu_G}} = 2n \int_{-\sqrt{2\omega N}}^{\sqrt{2\omega N}} dk \, k^2 \sqrt{2\omega N} - k^2, \quad (88)$$

$$\int_{-\infty}^{\infty} \frac{dk}{1 + e^{\beta_G k^2/2 + \mu_G}} = 2n \int_{-\sqrt{2\omega N}}^{\sqrt{2\omega N}} dk \, \sqrt{2\omega N} - k^2,$$
Figure 12. The GGE momentum distribution \( n(k) \) (on the left) and the structure factor \( S(k) \) (on the right) as a function of \( k/k_F \) \((k_F = \pi n)\) for different initial trap potentials \( \omega N \) compared with the CE (dotted lines), the GCE (dashed lines) and the ground state (GS) result (dot-dashed line).

which can be recast in terms of polylogarithm functions \( \text{Li}_n(z) = \sum_{k=1}^{\infty} z^k/k^n \) as

\[
\frac{\sqrt{2\pi} \text{Li}_{3/2}(-e^{-\mu_{GC}})}{\beta_{GC}^{3/2}} = -\pi \omega N, \quad \frac{\sqrt{2\pi} \text{Li}_{1/2}(-e^{-\mu_{GC}})}{\beta_{GC}^{1/2}} = -2\pi n, \tag{89}
\]

from which \( \mu_{GC} \) is given by the solution of

\[
\frac{\text{Li}_{3/2}(-e^{-\mu_{GC}})}{[\text{Li}_{1/2}(-e^{-\mu_{GC}})]^{3/2}} = \frac{\omega N}{4\pi n^3} = \frac{2n_0^2}{\pi n^3}, \tag{90}
\]

and then \( \beta_{GC} \) plugging the numerically found \( \mu_{GC} \) into one of the two equations in equation (89).

We can compare the GGE values of \( \gamma_{0,2} \) with the GCE ones. The values of \( \mu_{GC} \) and \( \beta_{GC} \) in the GCE are reported in figure 11 (right) and show a qualitative behavior similar to the GGE multipliers \( \gamma_{0,2} \), but they are quantitatively rather different. For the multipliers \( \lambda_k \) of the momentum occupation numbers, using the GCE ensemble amounts to considering only a second-order expansion in \( k \) of equation (70). The resulting parabolic form with \( \mu_{GC} \) and \( \beta_{GC} \) is plotted in figure 11 (left), showing a behavior rather different from the GGE one.

We can also compare \( n_{GCE}(k) \),

\[
n_{GCE}(k) \equiv \text{Tr} [\hat{n}_k \rho_{GCE}] = \frac{1}{1 + e^{\beta_{GC}k^2/2+\mu_{GC}N}}, \tag{91}
\]

with the GGE as shown in figure 12 (left panel). One may note a relatively good match of the GCE and GGE curves for \( \omega N = 8 \) for density \( n = 1 \). This is easily understood: close to the threshold value \( \omega N = 8n^2 \), among the GGE multipliers \( \gamma_{2j} \), the ones with higher weight are those with smaller \( j \) \((\gamma_{2j}/\gamma_{0,2} \to 0, \forall j > 1, \text{cf equation (77)})\), which are exactly those kept in the GCE approximation. Furthermore, in the opposite limit \( \omega N \to \infty \), the
An important experimentally measurable quantity is the equal-time density–density correlator
and the static structure factor \(S\), which is also reported in figure 12. Before calculating \(S(k)\) in the GGE, let us give for comparison the structure factor for the free fermionic ground state (GS) with \(n_{\text{GS}}(k) = \theta(k_{\text{F}} - |k|)\),

\[
S_{\text{GS}}(k) = 1 - \frac{1}{2\pi n} \int_{-k_{\text{F}}}^{k_{\text{F}}} dq \theta(k_{\text{F}} - |k - q|) = \begin{cases} |k|/2k_{\text{F}} & |k| < 2k_{\text{F}} \\ 1 & |k| > 2k_{\text{F}} \end{cases},
\]

which is also reported in figure 12.

5.1. The structure factor in the GGE

The structure factor \(S(k)\) in the GGE is obtained by plugging the GGE \(n_{\text{GGE}}(k)\) (cf equation (68)) into equation (95), obtaining

\[
S(k) = 1 - \frac{1}{n} \int \frac{dq}{2\pi} n_{\text{GGE}}(q)n_{\text{GGE}}(k - q) = 1 - \frac{4\sqrt{2\pi}}{2\pi \sqrt{\omega N}} f\left(\frac{k}{\sqrt{2\omega N}}\right),
\]

where the explicit result of the integration is

\[
f(x) = \begin{cases} (4 + x^2)E\left(1 - \frac{4}{x^2}\right) - 8K\left(1 - \frac{4}{x^2}\right) & \text{if } |x| < 2 \\ 0 & \text{if } |x| > 2, \end{cases}
\]
and $E(z)$ and $K(z)$ are standard elliptic functions. Notice that for $x > 0$, $f(x)$ is a monotonic function with maximum $f(0) = 4/3$. Thus $S(k)$ turns out to be an even function of $k$ and monotonic for $k > 0$. The plot of $S(k)$ for fixed density $n = N/L = 1$ and for different initial trapping potentials $\omega N$ is reported in figure 12. $S(k)$ qualitatively resembles the one found numerically in [88] for the Lieb–Liniger gas. Because of the trap release constraint $\sqrt{\omega N} > 2\sqrt{2}n$, we have $S(k) > S(0) \geq 1 - 8/3\pi = 0.151 174 \ldots$

We can also compare the GGE structure factor with the canonical and grand canonical ones by plugging into equation (95) the corresponding mode occupation functions. For the canonical ensemble, using $n_{CE}(k)$ in equation (86), we have

$$S_{CE}(k) = 1 - \frac{1}{n} \int_{-\infty}^{\infty} dq \frac{d}{(1 + e^{\beta C q^2/2})(1 + e^{\beta C (k-q)^2/2})}.$$ 

(99)

In figure 12 this is compared to the GGE results and it is clear that they differ substantially. For the grand canonical ensemble, using the mode occupation in equation (91) and the numerically calculated Lagrange multipliers $\beta_{GC}$ and $\mu_{GC}$ we obtain the results reported in figure 12. In contrast to the canonical ensemble, there is a relatively good match of the GCE and GGE data for all considered values of $\omega N$. As already discussed in section 4, this is due to the fact that both close to the lower threshold $\omega N = 8n$ and for large $\omega N$ the GGE gets a higher weight from the two lowest charges $N$ and $H$ which are the ones considered in the grand canonical ensemble.

6. The two-point bosonic correlation function

In this section we consider the equal-time bosonic two-point correlation

$$C_B(x, y; t) \equiv \langle \hat{\Phi}(x, t) \hat{\Phi}(y, t) \rangle,$$

(100)

also known as the one-particle density matrix whose Fourier transform is the (bosonic) momentum distribution function commonly measured in cold atom experiments. This can be expressed in terms of the fermionic correlations using the Jordan–Wigner mapping in equation (4) and the Wick theorem. Indeed, for $y > x$ and suppressing for simplicity the time dependence of operators, we have

$$C_B(x, y; t) = \langle \hat{\Psi}^\dagger(x) \exp \left\{ -i\pi \int_x^y dz \hat{\Psi}^\dagger(z) \hat{\Psi}(z) \right\} \hat{\Psi}(y) \rangle.$$ 

(101)

Taylor expanding the exponential this becomes

$$C_B(x, y; t) = \sum_{n=0}^{\infty} \frac{(-i\pi)^n}{n!} \int_x^y dz_1 \cdots \int_x^y dz_n \langle \hat{\Psi}^\dagger(x) \hat{\Psi}^\dagger(z_1) \hat{\Psi}(z_1) \cdots \hat{\Psi}^\dagger(z_n) \hat{\Psi}(z_n) \hat{\Psi}(y) \rangle,$$
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which can be rearranged in normal order\(^1\) and, using the Wick theorem, we finally have

\[
C_B(x, y; t) = \sum_{n=0}^{\infty} \frac{(-2)^n}{n!} \int_x^y dz_1 \cdots \int_x^y dz_n \det \langle \hat{\Psi}^\dagger(x_i) \hat{\Psi}(y_j) \rangle
\]

\[
= \sum_{n=0}^{\infty} \frac{(-2)^n}{n!} \int_x^y dz_1 \cdots \int_x^y dz_n \det C(x_i, y_j; t),
\]

(102)

where the indices \(i, j\) run from 0 to \(n\), and we used the convention \(x_i = y_i \equiv z_i, \forall i > 0\), and \(x_0 \equiv x, y_0 \equiv y\). Equation (102) is a Fredholm minor of the first order [102, 103]. Following [103], \(C_B(x, y; t)\) can be rewritten in an operatorial form as

\[
C_B(x, y; t) = D_{x,y;t}(\lambda) \langle y | \frac{C}{1 - \lambda C} | x \rangle \bigg|_{\lambda=2},
\]

(103)

where we introduced the Fredholm determinant

\[
D_{x,y;t}(\lambda) = \text{Det} \left[ \delta(z - z') - \lambda C(z, z'; t) \right],
\]

(104)

in which the kernel \(C(z, z'; t)\) and the identity \(\delta(z - z')\) are restricted to the interval \([x, y]\). We stress that in equation (103) the fraction stands for the multiplication by the inverse operator of the denominator and is not the simple numerical ratio.

Although equation (103) is compact and elegant, its direct evaluation is not straightforward. It is convenient to rewrite \(C_B(x, y; t)\) in terms of the time-evolved single-particle wavefunctions \(\phi_j(z, t)\) in equation (44) following [104], which in practice is just a change of basis. To this end we introduce the \(N \times N\) overlap matrix \(A(x, y; t)\) with elements [98]

\[
A_{ij}(x, y; t) = \int_x^y dz \phi_i^\dagger(z, t) \phi_j(z, t), \quad i, j \in [0, \ldots, N - 1],
\]

(105)

in terms of which we have [104]

\[
C_B(x, y; t) = \sum_{i,j=0}^{N-1} \phi_i^\dagger(x, t) B_{ij}(x, y; t) \phi_j(y, t),
\]

(106)

where the \(N \times N\) matrix \(B(x, y; t)\) is

\[
B(x, y; t) = \text{det}[P](P^{-1})^T,
\]

(107)

with the \(N \times N\) matrix \(P\) related to the overlap matrix via

\[
P(x; y; t) = I - 2 \text{sgn}(y - x) A(x, y; t),
\]

(108)

where \(I\) is the \(N \times N\) identity matrix.

\(^1\) Using the anti-commutation relations it is straightforward to show that

\[
\sum_n \frac{a^n}{n!} \int_x^y dz_1 \cdots \int_x^y dz_n \hat{\Psi}^\dagger(z_1) \hat{\Psi}(z_1) \cdots \hat{\Psi}^\dagger(z_n) \hat{\Psi}(z_n)
\]

\[
= \sum_n \frac{(e^a - 1)^n}{n!} \int_x^y dz_1 \cdots \int_x^y dz_n \hat{\Psi}^\dagger(z_n) \cdots \hat{\Psi}^\dagger(z_1) \hat{\Psi}(z_1) \cdots \hat{\Psi}(z_n),
\]

which for \(a = -i\pi\) gives the desired result.
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6.1. The large-time limit of the bosonic correlators

Equation (106) is not only a practical formula to calculate the bosonic correlation function at any time, but is also the ideal starting point to evaluate its large-time limit. Indeed, from the single-particle wavefunctions (44) and using the fact that only diagonal replica terms survive in the product, in the large-time regime $t/L \gg 1$ with $L \to \infty$ (but with $t/L^2 \ll 1$) one can approximate $\phi_a^*(z,t)\phi_b(z,t)$ as

$$\phi_a^*(z,t)\phi_b(z,t) \sim \frac{e^{i\pi(a-b)/2}}{\omega t} \sum_{p=-\infty}^{\infty} \chi_a^*(\frac{z+pl}{\omega t}) \chi_b\left(\frac{z+pl}{\omega t}\right)$$

$$\sim \frac{i^{a-b}}{L} \int_{-\infty}^{\infty} dx \chi_a^*\left(\frac{x}{\omega t} + x\right) \chi_b\left(\frac{x}{\omega t} + x\right) = \frac{1}{L} \delta_{ab}, \quad (109)$$

where in the last equality we used the orthonormality of the eigenfunctions $\chi_a(x)$. Consequently, the large-time behavior of the $A$ and $P$ matrices is

$$A_{ab} \equiv \int_x^y dz \phi_a^*(z,t)\phi_b(z,t) = \frac{y-x}{L} \delta_{ab}, \quad P(x,y;t \to \infty) = \left(1 - 2\frac{|x-y|}{L}\right) I. \quad (110)$$

Clearly the above equations are valid as long as the right-hand sides are finite, i.e. when $|x-y|/L \sim O(1)$. For $|x-y| \ll L$ different approaches must be used, such as, e.g., expanding the determinant in equation (102).

From equation (110), the $B$ matrix is

$$B(x,y;t \to \infty) = \left(1 - 2\frac{|x-y|}{L}\right)^{N-1} I, \quad \text{and} \quad \lim_{N \to \infty} B(x,y;t \to \infty) = I e^{-2n|x-y|}, \quad (111)$$

where the large $N$ limit has been taken keeping, as usual, $n = N/L$ constant. Substituting equation (111) into (106) one finally finds

$$C_B(x,y;t \to \infty) = C(x,y;t \to \infty)e^{-2n|x-y|} = 2n J_1[\sqrt{2\omega N(x-y)}] e^{-2n|x-y|}. \quad (112)$$

This result analytically explains the exponential decay of the bosonic correlation function that was already found for a different quench in the GGE [105], providing also the exact prefactor $2n$ in the exponent.

We can evaluate the approach to the stationary value of the bosonic correlator as we have already done for the fermionic one. The corrections to the factor $e^{-2n|x-y|}$ are exponentially small for $t/L \to \infty$ and, therefore, the leading corrections to equation (112) come from corrections to the fermionic factor (cf equation (60)), i.e.

$$C_B(x,y;t \gg 1) \simeq 2n e^{-2n|x-y|} \sum_{n=-\infty}^{\infty} \frac{J_1[\sqrt{2\omega N(x-y+2\pi mt/L)}]}{\sqrt{2\omega N(x-y+2\pi mt/L)}}. \quad (113)$$

In figure 13, not only the location, but also the amplitudes of the secondary peaks are well described by the above equation, although the fermionic correlation is not (see figure 7). This is simply due to the exponential reduction of the peaks’ amplitudes in equation (113).

In order to check the validity of these asymptotic predictions we numerically evaluate $C_B(x,0;t)$ using equation (106). In figure 13 we report the bosonic correlation function
Figure 13. Left: snapshot of the bosonic correlation \(\text{Re}\left[C_B(x, 0; t)\right]\) at different rescaled times \(t/L\). The profiles have been shifted along the vertical axis for clarity. The time \(t/L = 1/v \simeq 3/10\) approximatively separates the expansion in full space from the equilibration regime. Right: zoom close to the origin for the profiles at \(t/L = 1/2, 1, 2, 3\). The full black lines correspond to the large-time behavior including corrections as in equation (113) which match the data perfectly, including the moving peaks. In particular, for \(t/L = 1/2\) and 1, in order to quantitatively describe all peaks, it has been necessary to include large-time corrections up to the third and second order respectively in equation (113).

at different times for a system of size \(L = 500\) with \(N = 50\) and \(\omega N = 5\). Notice how the bosonic correlation function reduces its amplitude and acquires a long-range oscillating behavior reminiscent of the fermionic correlation function as long as the expanding gas does not feel the boundary (i.e. for \(t/L \lesssim 1/v\)). However, for larger times, the periodic boundary conditions destroy these oscillations and give rise to the exponential tail predicted by equation (113) which perfectly describes the data for large enough time.

6.2. Bosonic correlators: the short-distance behavior

The asymptotic formula (112) is strictly valid only in the TD limit because for any finite \(N\), at very small distances \(C_B(x, y; t \to \infty)\) crosses over to \(|x - y|^3\) as expected from general arguments [107]–[109]. Consequently, the momentum distribution function has a large momentum tail of the form \(k^{-2}\) which crosses over to the standard \(k^{-4}\) for even larger \(k\). This large momentum crossover should be a measurable signature of the GGE.

Equation (106) is not easy to manipulate for the large enough number of particles needed to show this crossover in the GGE. For this reason, we proceed by discretizing the Fredholm minor in equation (102) as explained in [105, 106]. In order to do so, we proceed as follows: (i) we discretize the space interval \([0, x]\) in \(M + 1\) points, introducing the lattice spacing \(a = x/(M + 1)\); (ii) we define the \((M + 1) \times (M + 1)\) matrices (indices
run from 1 to \( M + 1 \)
\[
\mathbb{R}_{nm} = \delta_{nm} - \delta_{n1}\delta_{1m},
\]
\[
S_{nm} = C((n - m)a, 0; t \rightarrow \infty) \quad \text{for } n > 1, \quad S_{1m} = C(x - ma, 0; t \rightarrow \infty),
\]
where \( C(x, 0; t \rightarrow \infty) \) is the GGE fermionic correlation in equation (57). Therefore, the bosonic correlator is given by the limit
\[
C_B(x, 0; t \rightarrow \infty) = \lim_{a \rightarrow 0} \frac{\det(2a S - \mathbb{R})}{2a}. 
\]
(In practice we evaluate the ratio in the rhs of the above equation for small enough spacing \( a \) and check that it does not vary to the required precision by making it smaller.) In this way, we numerically calculate \( C_B(x, 0; t \rightarrow \infty) \) as a function of \( x \) for different values of \( \omega N \) (we recall \( n = N/L \) is constant) and the results are reported in figure 14. It is clear that on increasing \( N \), the numerical data approach the asymptotic result in equation (112). However, if we zoom in to the region of very small distances, as done in the left panel of figure 14, the \(|x - y|\) singularity is absent, and the main singularity is of the form \(|x - y|^3\) while the leading behavior is non-singular \((x - y)^2\). This small distance behavior can be worked out analytically in a very simple way. Indeed, for small \(|x - y|\), the only terms contributing to the expansion \( C_B(x, y; t \rightarrow \infty) \) up to the third order are those with \( n = 0, 1 \) in equation (102) (analogously to a similar expansion for a different physical problem in \[109\]). The sum of these two contributions is
\[
C_B(x, y; t \rightarrow \infty) \sim n - \frac{n\omega N}{4} (x - y)^2 - \frac{n^2\omega N}{6} |x - y|^3 + O((x - y)^4). 
\]
Figure 15. Left: the GGE bosonic momentum distribution $n_B(k)$ (actually $kn_B(k)$ in order to have a plot resembling the one in [88]) for different initial conditions $\omega N$ and for fixed density $n = 1$, as a function of $k/k_F$ ($k_F = n\pi$). Right: $n_B(k)/n$ for fixed initial condition $\omega N = 16$ and several final densities $n$ as a function of $k$. Notice as $n$ decreases the emergence of a singularity at $k = \sqrt{2\omega N}$. As stressed in the text, for any finite $\omega N$, there will be a crossover from the plotted $k^{-2}$ tail for large $k$ to a standard $k^{-4}$. The location of the crossover depends on the value of $\omega N$ and it is not encoded in equation (119).

The right panel of figure 14 reports the numerically evaluated $C_B(x, y; t \to \infty)$ for small $x$ which perfectly agrees with the expansion above, and it crosses over to the TD value (112) for larger values of $x$.

6.3. The bosonic momentum distribution

The bosonic correlation function $C_B(x, y; t)$ in the large-time limit is translationally invariant, as it should be. Thus for the bosonic occupation number operator

$$\hat{n}_B(k) \equiv \frac{1}{L} \int \int dx \, dy \, e^{ik(x-y)}\hat{\Phi}^\dagger(x)\hat{\Phi}(y)$$

one obtains in the large-time limit the expectation value

$$n_B(k) = \lim_{t \to \infty} \langle \hat{n}_B(k, t) \rangle = \int dx \, e^{ikx} C_B(x, 0; t \to \infty).$$

Since the real space correlator (112) is a product, its Fourier transform is the convolution

$$n_B(k) = \int_{-\sqrt{2\omega N}}^{\sqrt{2\omega N}} \frac{dq}{2\pi} n_{\text{GGE}}(q) \frac{1/n}{1 + (k - q)^2/4n^2},$$

with $n_{\text{GGE}}(k)$ given in equation (68). In figure 15 we plot the stationary bosonic momentum distribution as a function of $k/2\pi$ for different initial conditions. Notice that our result differs from the Gangardt and Pustilnik result in [64], where using the stationary phase approximation it was found that $n_B(k) = n_{\text{GGE}}(k)$ for $t \to \infty$. Indeed, [64] analyzes the
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expansion of a bosonic gas in the full space, for which the density of particle \( n \) goes to zero. However, their result is encoded in our solution if one considers the naïve limit \( n \to 0 \).

The large momentum behavior of equation (119), for any finite \( \omega N \), is
\[
\frac{n_B(k) \gg \frac{k_0^0}{F}}{\simeq \frac{4n^2}{k^2}}. \tag{120}
\]

However, as previously discussed, this result does not reproduce the correct \( k^{-4} \) large momentum tail for \( n_B(k) \). Indeed, there will be a crossover at large enough \( k \), whose location depends on \( \omega N \), from this \( k^{-2} \) tail to the expected \( k^{-4} \) as a consequence of the crossover for small \( x \) in figure 14.

7. Entanglement entropies of a subsystem

Up to now we have only considered the correlation functions of local observables either bosonic or fermionic. Another extremely important quantity for a full description of the out of equilibrium dynamics of quantum systems is the bipartite entanglement entropy. Indeed the amount of entanglement contained in a quantum system is the main limitation [110, 111] to simulation on a classical computer of a quantum system (at least for numerical methods based on tensor network states). This observation has motivated intense study on the evolution of the entanglement entropy and in particular of its growth with time. Based on results from conformal field theory [112]–[114] and on analytical [112, 115] or numerical calculations [17, 18], [116]–[122] for specific models, it is known that the entanglement entropy grows linearly with time for a global quench, while at most logarithmically for a local one. As a consequence a local quench is effectively simulable on a classical computer up to large times, while for a global quench one can access only a relatively short time dynamics. It is then natural to wonder whether the trap release dynamics studied here displays asymptotically logarithmic or extensive behavior for large times. To this end, let us first introduce the basic definition and then move to the actual calculations.

For a general bipartition of a pure state \( |\Psi\rangle \) of a quantum system (i.e. writing the whole Hilbert space of the system as a direct product of two parts \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \)), the Rényi entropy of the reduced density matrix \( \rho_A = \text{Tr}_B |\Psi\rangle \langle \Psi| \) of the subsystem \( A \) [123],
\[
S_A^{(\alpha)} = \frac{1}{1 - \alpha} \ln \text{Tr} \rho_A^\alpha, \tag{121}
\]
is a measurement of the entanglement between the two parts. In the limit \( \alpha \to 1 \), \( S_A^{(1)} \) reduces to the more studied von Neumann entanglement entropy, but knowledge of the Rényi entropies for any \( \alpha \) gives far more information than the \( \alpha = 1 \) case because it provides the full spectrum of the reduced density matrix [124]. In the ground state of a one-dimensional conformal critical system (which includes the quantum gases studied here) in the case when \( A \) is an interval of length \( \ell \) embedded in a finite system of length \( L \), the asymptotic behavior of the Rényi entropies is given by [125, 126]
\[
S_A^{(\alpha)} = \frac{c}{6} \left( 1 + \frac{1}{\alpha} \right) \ln \left[ \frac{L}{\pi} \sin \left( \frac{\pi \ell}{L} \right) \right] + \text{cst}, \tag{122}
\]
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where \( c \) is the central charge of the underlying conformal field theory \([127]\). Conformal invariance can also be exploited to predict the behavior of the entanglement entropy for global \([112]\) and local \([113, 114]\) quantum quenches.

The bipartite entanglement entropies of a spatial subsystem of a one-dimensional quantum gas can be obtained by exploiting the systematic framework of \([98, 99]\) whenever the model can be mapped to a non-interacting fermion system. Indeed, the bipartite entanglement entropies of an interval \([x, y]\) can always be expressed in terms of the Fredholm determinant in equation (104) as the integral \([99, 128]\)

\[
S^{(\alpha)}_{[x, y]} = \oint \frac{d\lambda}{2\pi i} e_\alpha(\lambda) \frac{d}{d\lambda} \ln D_{[x, y]}(\lambda^{-1})
\]

over a contour which encircles the segment \([0, 1]\) and where \( e_\alpha(\lambda) = \ln[\lambda^\alpha + (1-\lambda)^\alpha]/(1-\alpha) \).

As a crucial point, the Fredholm determinant can be evaluated in terms of the overlap matrix \( A \) because \([98, 99]\)

\[
\operatorname{Tr} C^n \equiv \int_x^y dz_1 \cdots dz_n C(z_1, z_2)C(z_2, z_3) \cdots C(z_n, z_1) = \sum_{i_1, i_2, \ldots, i_n} A_{i_1 i_2} A_{i_2 i_3} \cdots A_{i_n i_1} = \operatorname{Tr} A^n,
\]

where \( C(x, y) \) is the fermionic correlation function. Using this trace identity one has

\[
\ln D_{[x, y]}(\lambda^{-1}) = -\sum_{n=1}^\infty \frac{\operatorname{Tr} C^n}{n \lambda^n} = -\sum_{n=1}^\infty \frac{\operatorname{Tr} A^n}{n \lambda^n} = -\sum_{n=1}^N \sum_{m=0}^{N-1} \frac{a_m^n}{n \lambda^n} = \sum_{m=0}^{N-1} \ln(\lambda - a_m),
\]

where \( \{a_0, \ldots, a_{N-1}\} \) are the eigenvalues of \( A \) and we have neglected the term proportional to \( \ln \lambda \) because it does not contribute to the integral in equation (123). Finally, inserting this last result into the contour integral, one obtains

\[
S^{(\alpha)}_{[x, y]} = \oint \frac{d\lambda}{2\pi i} \sum_{m=0}^{N-1} \frac{e_\alpha(\lambda)}{\lambda - a_m} = \sum_{m=0}^{N-1} e_\alpha(a_m).
\]

This result is extremely useful because it reduces the calculation of a problem initially defined on a continuum interval to the diagonalization of an \( N \times N \) matrix that can be easily handled at least numerically. This approach has already been applied to a variety of equilibrium and non-equilibrium situations \([82, 98, 99]\), \([129]\)–\([132]\). The result for the interval \([x, y]\) in the ground state of a gas of \( N \) impenetrable bosons in a ring of length \( L \) is \([98, 99]\)

\[
S^{(\alpha)}_{[x, y]} = \frac{1 + \alpha^{-1}}{6} \ln \left[ 2N \sin \frac{\pi |y - x|}{L} \right] + \text{cst.}
\]

All numerical data in this section have been obtained by calculating explicitly the time-dependent overlap matrix and plugging its eigenvalues into equation (126). As a first example, we report in figure 16 the von Neumann entropy of the interval \( A = [-x/2, x/2] \) centered around the origin as a function of the length of the subsystem \( x \) for different times and initial conditions.
Figure 16. Entanglement entropy profiles $S_{[-x/2,x/2]}(t)$, i.e. around the center of the system, as a function of the rescaled subsystem length $x/L$ for different times and initial conditions ($\omega N = 1/2$ on the left and $\omega N = 5$ on the right). The initial profile at time $t = 0$ extends up to $x/L \simeq 2\ell/L \simeq 4n/v$, where $v \equiv \sqrt{2\omega N}$ is the expansion velocity of the gas. This allows us to identify two different time regimes: for $t/L < 1/2v$ (dashed lines) the entropy profiles expand following the expansion of the gas; for $t/L > 1/2v$ (full lines) the entropy profiles grow approaching the equilibration profile (dot-dashed line). For sound velocity $v = 1$ (left), the revival period $\tau/L \simeq L/2\pi \simeq 16$ is small and the revival effects appear before the TD equilibration profile is reached. See, e.g., the curve for $t/L = 4$ for which the revival effects are clearly present. For $v \simeq 3.16$ (right), the equilibration time is such that for $t/L = 4$ the gas has already travelled around the ring about 12 times allowing a perfect equilibration long before the revival effects take place ($\tau/L \sim 160$).

7.1. The large-time limit of the entanglement entropies

While for arbitrary finite time the analytical diagonalization of the overlap matrix $A$ for an interval $[x, y]$ is a hard task, in the TD and large-time limits the overlap matrix reduces to the diagonal form in equation (110), i.e. to $A(t \to \infty) = (|y - x|/L)I$. The Rényi entropies after the equilibration are then straightforwardly obtained as

$$S^{(\alpha)}_{[x,y]}(t \to \infty) = Ne_{\alpha} \left( \frac{|y-x|}{L} \right).$$

(128)

For $\alpha \to 1$ the previous formula gives the von Neumann entropy (we define $S_A \equiv S^{(1)}_A$)

$$\frac{S_{[x,y]}(t \to \infty)}{N} = - \frac{|y-x|}{L} \ln \left( \frac{|y-x|}{L} \right) - \left( 1 - \frac{|y-x|}{L} \right) \ln \left( 1 - \frac{|y-x|}{L} \right),$$

(129)

and for $\alpha \to \infty$ the single copy entanglement

$$\frac{S^{(\infty)}_{[x,y]}(t \to \infty)}{N} = - \ln \left( \frac{1}{2} + \left| \frac{|y-x|}{L} - \frac{1}{2} \right| \right).$$

(130)
We could have achieved the same result using directly the limit of the Fredholm determinant

$$\ln D_{|x,y;t|}(\lambda^{-1}) \rightarrow N \ln \left[ \frac{1}{\lambda} \left( \lambda - \frac{|y-x|}{L} \right) \right],$$

which plugged into equation (123) gives again

$$S_{|x,y|}^{(\alpha)}(t) = N \oint \frac{d\lambda}{2\pi i} \frac{e_{\alpha}(\lambda)}{\lambda - |y-x|/L} = Ne_{\alpha}\left(\frac{|y-x|}{L}\right).$$

The extensive behavior of the entanglement entropies for large time in equation (128) is a direct consequence of the fact that the overlap matrix is proportional to the identity for any $N$. This is in contrast to the result for the expansion in full space [82, 98] for which, as a consequence of the zero-density limit for large time, for any finite subsystem $A$ one has $A \rightarrow 0$ and so also the entanglement entropies $S_{A}^{(\alpha)}(t \rightarrow \infty) \rightarrow 0$. Indeed, using the exact solution of the one-particle dynamics for the release from a harmonic potential to the full line, it has been shown that the time-dependent entanglement entropy is [82, 98, 132]

$$S_{|x,y|}^{(\alpha)}(t) = S_{|x/s(t),y/s(t)|}^{(\alpha)}(0), \quad \text{with } s(t) = \sqrt{1 + \omega^2 t^2}.$$  \hspace{1cm} (131)

### 7.2. The time evolution of the entanglement entropy

We now consider the time evolution of the entanglement entropies as obtained from the exact numerical diagonalization of the overlap matrix. Figures 16–18 show different aspects of this time evolution. First it is evident from all figures that there are two clearly separated time regimes: (i) for $t/L < 1/2v$ (we recall $v = \sqrt{2\omega N}$) the gas expands without feeling the PBCs and follows the dynamics as in full space in equation (131); (ii) once the particles go around the circle, they begin to mix with each other and therefore produce an increase of the entropy that, after many turns, approaches the asymptotic value in equation (128). There are many other interesting details in this time evolution. In the initial regime (i), as long as also $\omega t \ll 1$, in equation (131) $s(t) \sim 1$ and the support of the entanglement entropy just expands without changing considerably from the initial value in equation (127), as is clear from figures 16 and 18. In regime (ii) the gas starts turning around the circle and the entanglement entropies grow from the initial logarithmic dependence in $N$ to the extensive asymptotic one in equation (128). However, in order to ensure that the equilibration will be fully achieved before the revival effects take place, the inequality $L/2\pi \gg t/L \gg 1/v$ should be fulfilled to ensure that the gas goes around the ring a sufficient number of times to equilibrate without ever reaching the revival time $L^2/2\pi$. To further analyze the influence of the revival on the entanglement entropies, we report in figure 17 the time evolution of $S_{[-L/4,L/4]}^{(1)}(t)$ for a subsystem of length $L/2$ around the center of the initial trap. Comparing the two panels, we see that the sharper the initial confinement is, the faster the entropy reaches its equilibration value $\ln 2$. Moreover, the equilibrium value is held (apart from finite-size effects) for a longer time for a higher expansion velocity. In figure 18 we report the different entropies $\alpha = 1, 2$ and $\infty$ for the subsystem $[-L/2,x]$ which starts from the left boundary: all the discussed effects are evident such as the initial expansion and after a few turns around the circle a perfect match to the expected stationary behavior.
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Figure 17. The evolution of the entanglement entropy $S[−L/4,L/4](t)$ for a subsystem of length $L/2$ around the center of the initial trap, for system sizes $L = 8, 16, 32, 64$ and constant density $n = 1/4$. The time is rescaled in terms of the revival period $\tau = L^2/2\pi$ in order to show the revival effects. The entanglement entropy stays for most of the time close to the stationary plateau $\ln 2$ which is approached earlier for larger $\omega N$, i.e. larger expansion velocity.

Figure 18. Profiles of the entanglement entropies $S^{(\alpha)}[-L/2,x](t)$ of the subsystem $[-L/2,x]$ for $\alpha = 1, 2, \infty$ as a function of the rescaled distance $x/L$ for different times. As expected, with increasing time the entropies tend to their equilibrium profiles.

While the quantitative aspects we have found are specific to the free fermionic model, the two time regimes and their gross features are expected to be valid for a general trap release of any interacting 1D model. This allows us to conclude that it is possible to handle numerically by means of tensor network algorithms the gas expansion in the first time regime of expansion in full space, but not after the gas has reached the boundaries. This observation explains a posteriori why it has been possible to obtain very accurate tDMRG simulations of interacting expanding gas on the full line [9, 83, 84].
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Finally, we need to stress that the entanglement entropies show the expected large-time and TD limit behavior also for very few particles (the maximum value of \( N \) in the three figures 16–18 is \( N = 16 \)), in contrast to the other observables discussed so far. This is a quite standard fact both in and out of equilibrium, because, as the entanglement is a more global observable, all the small length and short time non-universal physics is averaged out giving at most subleading corrections in \( N \). The main limitation for the applicability of the asymptotic result is that the length \( L \) should be sufficiently large to guarantee the orthonormalization of all the initially occupied one-particle levels in order to ensure the validity of equation (110). Indeed, since we are working with the eigenfunctions \( \chi_j(x) \) of the harmonic oscillator defined in the whole space, the normalization condition in \([-L/2, L/2]\) is correct up to the correction in equation (26) of the order of \( \sim j^{-1/4} \omega L^{j-3/4} e^{-\omega L^2/8} \).

### 7.3. Entanglement entropies and particle fluctuations

The Rényi entropies characterize the non-trivial connections between different parts of an extended quantum system. For systems which can be mapped to free fermions, like the present one, they are intimately related to the expectation values of the correlations of local operators. Indeed, the entanglement entropies can be formally related to the even cumulant \( V^{(2k)}_{[x,y]} \) of the particle-number distribution \([133]–[136]\),

\[
V^{(k)}_{[x,y]} = (-i\partial_\lambda)^k \ln(e^{i\lambda \hat{N}_{[x,y]}})|_{\lambda=0}, \quad \text{where } \hat{N}_{[x,y]} = \int_x^y dz \hat{\Psi}^\dagger(z)\hat{\Psi}(z) \tag{132}
\]

is the operator counting the number of particles in the interval \([x, y]\). Indeed, it has been shown that the following formal expansion holds \([135]\):

\[
S^{(\alpha)}_{[x,y]} = \sum_{k=1}^\infty s^{(\alpha)}_k \hat{S}^{(2k)}_{[x,y]} \, , \quad \hat{S}^{(\alpha)}_k = (-1)^k(2\pi)^{2k}2\zeta[-2k, (1 + \alpha)/2] \frac{\alpha - 1}{\alpha - 1} 2^{2k}k! \tag{133}
\]

where \( \zeta[n, x] \equiv \sum_{k=0}^\infty (k + x)^{-n} \) is the generalized Riemann zeta function. When the generating function (132) is specialized to the trap release dynamics, it assumes a particularly simple form after taking the TD and large-time limits, as a consequence of the diagonal form of the overlap matrix. Indeed, we have

\[
\frac{V^{(k)}_{[x,y]}}{N} = (-i\partial_\lambda)^k \ln[1 - (1 - e^{i\lambda})z] \bigg|_{\lambda=0} \tag{134}
\]

where \( z = (y - x)/L \) is the rescaled length of the interval. In particular, using the expansion of the logarithm \( \ln(1 - az) = -\sum_{p=1}^\infty a^p z^p \), one can rewrite the cumulants as

\[
\frac{V^{(k)}_{[x,y]}}{N} = \sum_{p=1}^\infty w^{(k)}_p z^p, \quad w^{(k)}_p = -(-i)^k p^{-1} \partial_\lambda^k (1 - e^{i\lambda})^p \bigg|_{\lambda=0} \tag{135}
\]

where the coefficients \( w^{(k)}_p \) can be evaluated using the binomial theorem, obtaining

\[
w^{(k)}_p = \frac{1}{p} \sum_{n=0}^{p} (-1)^{n+1} \frac{p!}{n!(p-n)!} n^k, \tag{136}
\]
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which are zero for $p > k$. Plugging the last result into the expansion for the cumulants, we have

$$\frac{V^{(k)}_{x,y}}{N} = \sum_{p=1}^{\infty} (p-1)! z^p \sum_{n=0}^{p} \frac{(-1)^{n+1} n^k}{n!(p-n)!}.$$

$$= \sum_{n=0}^{\infty} \frac{(-1)^{n+1}}{n!} n^k \sum_{p=n}^{\infty} \frac{(p-1)!}{(p-n)!} z^p - \left[ (-1)^{n+1} n^k z^n \right]_{n=0}.$$  

$$= \sum_{n=0}^{\infty} \frac{(-1)^{n+1}}{n!} n^k \sum_{q=0}^{\infty} \frac{(q+n-1)!}{q!} z^q + \delta_{k,1}.$$  

$$= \delta_{k,1} + \sum_{n=0}^{\infty} (-1)^{n+1} n^k \left( \frac{z}{1-z} \right)^n = -\operatorname{Li}_{1-k} \left( \frac{z}{z-1} \right),$$  

in terms of the polylogarithm functions $\operatorname{Li}_k(z) = \sum_{n=1}^{\infty} z^n/n^k$.

In figure 19 we report the entanglement entropies $S_A^{(1)}$, $S_A^{(2)}$, and $S_A^{(\infty)}$ for a subsystem $A$ of length $zL$ ($0 \leq z \leq 1$) embedded in a ring of length $L$. The corresponding approximations given by the expansion (133) calculated as a sum up to a finite order are also reported. Several comments are now in order. As opposed to ground state results [131], [134]–[136] and other non-equilibrium situations [82, 132, 133], all cumulants contribute to the leading behavior of the entanglement entropies and the expansion (133) does not get effectively truncated at the second order. Indeed, all even cumulants in equation (137) are linear in the particle number $N$ (i.e. extensive). This also implies that the relation $S_A^{(\alpha)} = V_A^{(2)}(1+\alpha^{-1})\pi^2/6$ does not hold, as is clear from the exact results. Finally, it is worth mentioning, as already noticed elsewhere [98, 129], that when all cumulants contribute to the expansion (133), this series is well defined and convergent only for integer $\alpha > 1$. For all other values, and in particular the important one $\alpha = 1$, the coefficients $s^{(\alpha)}_k$ grow too quickly with $k$ and the resulting series is only asymptotic and adequate resummation schemes should be used to extract quantitative information from it. In fact, the left panel in figure 19 shows how by adding more terms to the expansion (133) for the von Neumann entropy, we have worse and worse results.

8. Trap-to-trap release

So far we have considered the case of a gas release from a trap into a circle. We now consider the release from one trap into another larger one. The Hamiltonian before the quench, $H_0$, is now given by (3) with trap frequency $\omega_0$ and the Hamiltonian after the quench, $H$, by the same equation but with frequency $\omega \sim \omega_0$. If we denote by $\hat{\xi}$ the operators that diagonalize the pre-quench Hamiltonian and by $\hat{\zeta}$ those that diagonalize the post-quench Hamiltonian, then from equation (9) we find that the relation between them is

$$\hat{\xi}_i = \int_{-\infty}^{+\infty} dx \chi_i^*(\omega_0; x) \hat{\Psi}(x)$$

$$= \sum_{j=0}^{\infty} \int_{-\infty}^{+\infty} dx \chi_j^*(\omega_0; x) \chi_j(\omega; x) \hat{\xi}_j = \sum_{j=0}^{\infty} B_{i,j}(\omega_0, \omega) \hat{\xi}_j, \quad (138)$$
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Figure 19. Exact entanglement entropy profiles (thick full lines) in the stationary state for a subsystem of length $zL$ compared with the cumulant expansion given by equation (133) and truncated up to a given finite order (dashed lines). While for $\alpha = 2, \infty$ (and all other integer $\alpha$), the convergence of the cumulant expansion is very fast, for $\alpha = 1$ (and all non-integer $\alpha$) the series is only asymptotic and the direct sum does not converge, as is clear from the first panel.

where we defined

$$B_{i,j}(\omega_0, \omega) \equiv \int_{-\infty}^{+\infty} dx \chi_i^*(\omega_0; x)\chi_j(\omega; x) = \langle \chi_i(\omega_0) | \chi_j(\omega) \rangle. \quad (139)$$

Note that $\chi(\omega_0; x) = (\omega/\omega_0)^{1/4}\chi_j(\omega; x\sqrt{\omega/\omega_0})$. Even though we will not need the explicit expressions for the overlaps $B_{i,j}$ since, as we will see below, the evolution of the system’s wavefunction can be derived in a simpler way, we report their value for completeness,

$$B_{i,j}(\omega_0, \omega) = \frac{1}{\sqrt{2\pi i}!\sqrt{2\pi j}!} \left( \frac{ab}{\pi} \right)^{1/2} \Gamma \left( \frac{i+j+1}{2} \right) 2^{i+j}(ab)^{i}(a^2-1)^{(i-j)/2} \times _2F_1 \left[ -\frac{1}{2}, 1 - \frac{i-j}{2}; \frac{1-i-j}{2}; \frac{(\omega_0 + \omega)^2}{4\omega_0\omega} \right] \quad (140)$$

for $i + j$ even and zero otherwise. In the last equation $a = \sqrt{2\omega/(\omega_0 + \omega)}$, $b = \sqrt{2\omega_0/(\omega_0 + \omega)}$ and $_2F_1$ is the hypergeometric function.

The inverse relation is simply given by interchange of the $\omega_0$ and $\omega$,

$$\hat{\zeta}_i = \sum_{j=0}^{\infty} B_{i,j}(\omega, \omega_0)\xi_j. \quad (141)$$

Unlike (26) the above inverse relation is exact without any further assumptions. The initial state is given, as in the previous case, by (11).

We are now able to calculate the time evolution of physical observables, in particular of the two-point fermionic correlation function $C(x, y; t) = \langle \hat{\Psi}^\dagger(x)\hat{\Psi}(y) \rangle_t$ from which, as we have seen, all other local observables can be derived,

$$C(x, y; t) = \langle \Psi_0 | e^{iHt} \hat{\Psi}^\dagger(x)\hat{\Psi}(y)e^{-iHt} | \Psi_0 \rangle = \sum_{j=0}^{N-1} \phi_j^*(x, t)\phi_j(y, t), \quad (142)$$
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where \( \phi_j(x, t) \) are, as before, the time-evolved one-particle eigenfunctions
\[
\phi_j(x, t) = \sum_{n=0}^{\infty} B_{n,j}(\omega, \omega_0) \chi_n(\omega; x) e^{-i(\omega(n+1)/2)t},
\]
(143)
i.e. the solution of the single-particle Schrödinger equation
\[
\frac{i}{2} \frac{\partial \phi_j(x, t)}{\partial t} = -\frac{1}{2} \frac{\partial^2 \phi_j(x, t)}{\partial x^2} + \frac{1}{2} \omega^2 x^2 \phi_j(x, t)
\]
(144)
with \( \phi_j(x, 0) = \chi_j(\omega_0; x) \). This differential equation belongs to a class of problems (harmonic oscillator with time-dependent frequency [76, 137]) that can be solved elegantly by means of a scaling ansatz
\[
\phi_j(x, t) = a(t) \phi_j \left( \frac{x}{b(t)}, 0 \right) \exp \left[ \frac{1}{2} i \Omega(t) x^2 + i \varphi(t) \right],
\]
(145)
where the functions \( a(t), b(t) \) and \( \varphi(t) \) are assumed real. By substituting the ansatz into (144) and using the time-independent Schrödinger equation satisfied by \( \phi_j(x, 0) \),
\[
E_{0j} \phi_j(x, 0) = -\frac{1}{2} \frac{\partial^2 \phi_j(x, 0)}{\partial x^2} + \frac{1}{2} \omega_0^2 x^2 \phi_j(x, 0)
\]
(146)
(with \( E_{0j} = \omega_0(j + 1/2) \)), we see that the ansatz (145) is correct, if we choose the auxiliary functions to satisfy the equations
\[
\ddot{b}(t) + \omega^2 b(t) = \omega_0^2 / b^3(t), \quad b(0) = 1, \quad \dot{b}(0) = 0,
\]
(147)
\[
\Omega(t) = b(t)/b(t),
\]
(148)
\[
a(t) = 1/\sqrt{b(t)},
\]
(149)
\[
\varphi(t) = -E_{0j} \int_0^t dt / b^2(t).
\]
(150)
With these definitions the evolved wavefunctions are given by
\[
\phi_j(x, t) = \frac{1}{\sqrt{b(t)}} \phi_j \left( \frac{x}{b(t)}, 0 \right) \exp \left[ \frac{1}{2} \frac{\dot{b}(t)}{b(t)} x^2 - iE_{0j} \int_0^t dt / b^2(t) \right],
\]
(151)
where the solution to the differential equation (147) for \( b(t) \) is
\[
b(t) = \sqrt{1 + (\omega_0^2 - \omega^2) \sin^2(\omega t/\omega^2)}.
\]
(152)
Going back to the two-point fermionic correlation function, we obtain
\[
C(x, y; t) = \frac{1}{b(t)} \exp \left[ \frac{1}{2} \frac{\dot{b}(t)}{b(t)} (y^2 - x^2) \right] \sum_{j=0}^{N-1} \phi^*_j \left( \frac{x}{b(t)}, 0 \right) \phi_j \left( \frac{y}{b(t)}, 0 \right)
\]
\[
= \frac{1}{b(t)} \exp \left[ \frac{1}{2} \frac{\dot{b}(t)}{b(t)} (y^2 - x^2) \right] C \left( \frac{x}{b(t)}, \frac{y}{b(t)} \right).
\]
(153)
In particular, for the particle density \( n(x; t) \), i.e. the diagonal part of the fermionic correlation function, we obtain the simple expression
\[
n(x; t) = \frac{1}{b(t)} n \left( \frac{x}{b(t)}; 0 \right),
\]
that is, the density profile is simply given by its initial form (the Wigner semicircle), rescaled periodically in time, a phenomenon known as ‘breathing’. Similarly, the density–density correlation function is given by
\[
G(x, y; t) = \frac{1}{b(t)^2} G \left( \frac{x}{b(t)}, \frac{y}{b(t)}; 0 \right).
\]
Note that the evolution of the system is periodic with period \( \pi/\omega \).

At this point we realize that there is a crucial difference in comparison with the case of trap-to-circle release and in fact with most typical quantum quench problems studied in the literature. In the previous case the evolution was characterized by two different time scales, well separated in the thermodynamic limit: the time needed in order for the particles to travel around the circumference of the circle (so that they overlap and interfere among each other leading to dephasing), which scales like \( \sim L \), and the revival time determined by the inverse of the fundamental frequency of the evolution, which scales like \( \sim L^2 \). This fact allowed us to consider the regime of intermediate times where equilibration takes place, i.e. times such that \( t/L \to \infty \) but \( t/L^2 \to 0 \). In the present case, instead, there is only one characteristic time scale determined by \( \omega \), meaning that both dephasing and revival have the same frequency. Therefore there is no regime in which the first effect can lead to equilibration before the second one takes place. However, a weak version of the GGE conjecture may still be applicable, if it refers to the long time averages of the expectation values of observables [61], instead of the values themselves, which exhibit persistent oscillations.

The GGE density matrix in this case can be written using the post-quench occupation number operators \( \hat{n}_i = \hat{\zeta}^\dagger_i \hat{\zeta}_i \) as conserved charges,
\[
\hat{\rho}_{GGE} = \frac{1}{Z} \exp \left( - \sum_{i=0}^{\infty} \lambda_i \hat{n}_i \right),
\]
with
\[
Z = \text{Tr} \left[ \exp \left( - \sum_i \lambda_i \hat{n}_i \right) \right]
\]
and where the Lagrange multipliers are defined through the equations
\[
\text{Tr}[\hat{n}_i \hat{\rho}_{GGE}] = \langle \Psi_0 | \hat{n}_i | \Psi_0 \rangle,
\]
which can be easily evaluated, giving
\[
\frac{1}{1 + e^{\lambda_i}} = \sum_{k=0}^{N-1} B_{i,k}^2(\omega, \omega_0) B_{i,k}(\omega, \omega_0).
\]
We stress that these charges are clearly non-local and we do not know whether they can be written in terms of linear combinations of local charges as in the trap-to-circle quench. We use the above definition just as a prescription and check its correctness for two basic observables.

It is straightforward to show that the time averaged observables are in agreement with the GGE. In fact one can show this using solely the general properties of the
model (essentially based on its non-interacting nature) rather than specific details. We will demonstrate this for the two-point correlation function. The GGE prediction is given by

$$C_{\text{GGE}}(x, y) = \text{Tr}[\hat{\Psi}^\dagger(x)\hat{\Psi}(y)\hat{\rho}_{\text{GGE}}] = \sum_{i,j=0}^\infty \chi_i^*(\omega; x)\chi_j(\omega; y)\text{Tr}[\hat{\zeta}_i^\dagger\hat{\zeta}_j\hat{\rho}_{\text{GGE}}]$$

$$= \sum_{i,j=0}^\infty \chi_i^*(\omega; x)\chi_j(\omega; y)\delta_{ij}\text{Tr}[\hat{n}_i\hat{\rho}_{\text{GGE}}] = \sum_{i=0}^\infty \chi_i^*(\omega; x)\chi_i(\omega; y)\text{Tr}[\hat{n}_i\hat{\rho}_{\text{GGE}}]. \quad (159)$$

On the other hand, the exact time-evolved expression is

$$C(x, y; t) = \langle \Psi_0|e^{iHt}\hat{\Psi}(x)\hat{\Psi}(y)e^{-iHt}|\Psi_0\rangle = \sum_{i,j=0}^\infty \chi_i^*(\omega; x)\chi_j(\omega; y)\langle \Psi_0|e^{iHt}\hat{\zeta}_i^\dagger\hat{\zeta}_je^{-iHt}|\Psi_0\rangle$$

$$= \sum_{i,j=0}^\infty \chi_i^*(\omega; x)\chi_j(\omega; y)e^{i\omega(i-j)t}\langle \Psi_0|\hat{\zeta}_i^\dagger\hat{\zeta}_j|\Psi_0\rangle, \quad (160)$$

and, after time averaging, in which case only the diagonal terms of the sum survive,

$$\overline{C(x, y; t)} = \sum_{i=0}^\infty \chi_i^*(\omega; x)\chi_i(\omega; y)\langle \Psi_0|\hat{n}_i|\Psi_0\rangle. \quad (161)$$

Now it is obvious that the two expressions (159) and (161) are identical due to (157). Since this holds for the two-point correlation function, it is also true for any other observable that is a linear combination of values of the two-point function. The key point here is that the field operators $\hat{\Psi}(x)$ are expressed as a linear combination of the diagonalization operators $\hat{\zeta}_i^\dagger, \hat{\zeta}_i$. Therefore the correlation function is just a linear combination of the expectation values of the conserved charges and the equality of its GGE value with its time averaged exact expression is a direct consequence of the defining condition of the GGE. For observables that are algebraic combinations of the two-point function, one should check whether the time averaging commutes with the algebraic combination. In particular, for the density–density correlation function $G(x, y; t)$ satisfying

$$G(x, y; t) = n(x, t)n(y, t) + n(x, t)\delta(x - y) - |C(x, y; t)|^2, \quad (162)$$

even though $\overline{n(x, t)n(y, t)} \neq \overline{n(x, t)}\overline{n(y, t)}$ and $\overline{C(x, y; t)C^*(x, y; t)} \neq \overline{C(x, y; t)}\overline{C^*(x, y; t)}$, we can readily show that $\overline{n(x, t)n(y, t)} - \overline{C(x, y; t)C^*(x, y; t)} = \overline{n(x, t)} - \overline{n(x, t)\overline{C^*(x, y; t)} - \overline{C(x, y; t)\overline{C^*(x, y; t)}}}$ and therefore

$$\overline{G(x, y; t)} = G_{\text{GGE}}(x, y; t), \quad (163)$$

i.e. the time averaged density–density correlation function is also correctly predicted by the GGE.

Figure 20 shows numerical plots of the time averaged density profile $\overline{n(x; t)}$ as a function of $x$ for several values of $\gamma \equiv \omega_0/\omega$. This is given by the following expression:

$$\overline{n(x; t)} = \frac{\omega}{\pi} \int_0^{\pi/\omega} dt \frac{1}{b(t)} \frac{n}{b(t)} \left( \frac{x}{b(t)}; 0 \right) = \frac{2\omega}{\pi} \int_1^{\omega\omega_0/\omega} db \frac{1}{b(b)} \frac{n}{b} \left( \frac{x}{b}; 0 \right). \quad (164)$$

doi:10.1088/1742-5468/2013/09/P09025
Quench dynamics of a Tonks–Girardeau gas released from a harmonic trap

Figure 20. Time averaged density profile for trap-to-trap release for several values of the quench parameters parametrized as $\gamma = \omega_0/\omega$ as a function of $x/\ell$, where $\ell$ is the radius of the initial distribution.

After the completion of this work, these results for trap-to-trap release were extended to the Calogero model [138].

9. Summary and discussion

In this paper we considered the non-equilibrium dynamics of a gas of impenetrable bosons released from a harmonic trap to a periodic ring of length $L$, as sketched in figure 1. The results can be summarized as follows.

- The TD limit should be handled with care. One should consider $N, L \to \infty$ with $n = N/L$ constant but also the initial trap frequency $\omega \to 0$ with $\omega N$ constant, analogously to what was done in [88]. Among other things, this also implies that we have a finite average initial density $n_0$ and a finite expansion velocity $v = \sqrt{2\omega N}$.
- The large-time limit should also be handled with care: we require $t \to \infty$, i.e. $vt \gg L$, but $t/L^2 \to 0$ in order to avoid the effect of the revivals.
- The calculation is significantly simplified by physically assuming that the initial extension of the gas, $2\ell = 2\sqrt{2N/\omega}$, is smaller that the length of the ring $L$. This is equivalent to the requirement $n_0 > n$. Under this condition, the gas initially does not feel the presence of the periodic boundary conditions.

While all these results were explicitly checked only for the specific model, they are expected to remain valid for any trap-to-ring release experiment, for integrable/non-integrable models. Specifically, for impenetrable bosons, we have shown the following results.
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• We exactly calculated the time-dependent fermionic two-point correlation function (and, hence, at equal points, the density). We have shown that for large times it converges to a stationary value (equal to its time average). The approach to the stationary value is a power-law of the form $t^{-3/2}$. For intermediate times, the dynamics is much more complicated and it is described in section 3.

• We proved that for a long time and in the TD limit, any subsystem becomes stationary and its behavior is described by a GGE. This provides the first analytic proof of a GGE for an inhomogeneous initial state. The GGEs built with the fermionic momentum occupation and with the local integrals of motion were proved to be equivalent and all Lagrange multipliers were explicitly calculated. We also compared the GGE with the canonical and grand canonical ensembles.

• The density–density correlation was analytically worked out in the large-time limit.

• In the stationary state, the bosonic two-point correlation function turns out to decay exponentially with the distance, in contrast to the fermionic one which obeys a power-law. We also found a very peculiar short-distance behavior giving rise to a $k^{-2}$ tail in the bosonic momentum distribution which crosses over to standard $k^{-4}$ only for very large momenta.

• We calculated the entanglement entropies of a compact subsystem which in the infinite time limit turned out to assume an extremely simple form. The finite time results were, however, rather complicated, as reported in section 7.

• Finally, we also considered the trap-to-trap release in which local observables oscillate forever. However, the time-average expectations of several calculated observables are still described by a proper GGE.

There are a few points which need some discussion. We found that the mechanism responsible for the equilibration is the interference of the particles going around the circle many times, requiring $vt \gg L$ in order to observe a stationary behavior. This is very different from the behavior in a standard global quantum quench where instead the opposite requirement $vt \ll L$ should be satisfied to avoid revival effects. While we have shown this equilibration mechanism only for a gas of impenetrable bosons, it is natural to expect the same for any one-dimensional gas released into a circle, independently of whether the stationary state is GGE or thermal (for integrable and non-integrable models respectively). It would be interesting to check this statement for the time evolution of truly interacting models such as the Lieb–Liniger or Gaudin–Yang fermionic gases, along the lines of [88, 91], or by means of purely numerical methods. Furthermore, the results derived here are also the starting point for an analytic study of the trap release dynamics of the Lieb–Liniger model (1) in a $1/c$ expansion.

Finally, there are several easy generalizations that are worth investigating such as the dynamics from different inhomogeneous initial states (e.g. due to non-harmonic trapping potentials) and the effect of different boundary conditions in the post-quench Hamiltonians (such as Dirichlet ones).
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Appendix. From Fourier transform to Fourier series

Let us suppose that we need to evaluate a function $f(x) : [-L/2, L/2] \rightarrow \mathbb{C}$ which is given by the Fourier series

$$f(x) = \frac{1}{L} \sum_{m=-\infty}^{\infty} g(k_m) e^{-ik_m x}, \quad k_m = \frac{2\pi m}{L}, \quad (A.1)$$

and we only know the Fourier transform of $g(k)$,

$$\hat{f}(x) \equiv \frac{1}{2\pi} \int_{-\infty}^{\infty} dk \, g(k) e^{-ikx} \Leftrightarrow g(k) = \int_{-\infty}^{\infty} dx \, \hat{f}(x) e^{ikx}. \quad (A.2)$$

This gives for the original series

$$f(x) = \frac{1}{L} \sum_{m=-\infty}^{\infty} \int_{-\infty}^{\infty} dy \, \hat{f}(y) e^{ik_m(y-x)} = \sum_{j=-\infty}^{\infty} \hat{f}(x+jL), \quad (A.3)$$

where we used the Fourier series representation of the Dirac $\delta$-comb

$$\Delta_L(x) \equiv \sum_{j=-\infty}^{\infty} \delta(x - jL) = \frac{1}{L} \sum_{m=-\infty}^{\infty} e^{2\pi i m x/L}. \quad (A.4)$$

In simpler words, this tells us that whenever we know the solution of a Fourier problem defined in the whole space $[-\infty, \infty]$, the solution of the same problem restricted to a finite interval of length $L$ is given by the sum of the infinite-space solution shifted in space by integer multiples of $L$.

Moreover, we can use equation (A.3) to evaluate a sum of a series in terms of an integral plus corrections. Indeed, let $F\left(\{x_i\}, \delta p\right)$ be a function of a set of continuum variables $\{x_i\}$ and a discrete variable $\delta p$ evaluated in a set of point ($p \in \mathbb{N}$); then, if $\delta \rightarrow 0$, one has

$$\lim_{\delta \rightarrow 0} \delta \sum_{p=-\infty}^{\infty} F(\{x_i\}, \delta p) = \int_{-\infty}^{\infty} dz \, F(\{x_i\}, z) + 2 \int_{-\infty}^{\infty} dz \, F(\{x_i\}, z) \cos \left(\frac{2\pi z}{\delta}\right)$$
$$+ 2 \int_{-\infty}^{\infty} dz \, F(\{x_i\}, z) \cos \left(\frac{4\pi z}{\delta}\right) + \cdots, \quad (A.5)$$

where the integrals weighted over the cos functions are vanishing for $\delta \rightarrow 0$ due to the strong oscillations and give the next corrections to the leading term.
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