Abstract

Digital filter construction method, which is optimal by parametric sensitivity, based on using of non-canonical hypercomplex number systems is proposed and investigated. It is shown that the use of non-canonical hypercomplex number system with greater number of non-zero structure constants in multiplication table can significantly improve the sensitivity of the digital filter.
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1. Introduction and problem statement

The general approach of using hypercomplex number systems in the construction of the amplitude-frequency characteristics and filter sensitivity calculation is already described in [1-10]. Canonical hypercomplex number systems (HNS) are mainly used in these studies. In this article the attempt was made to develop the methodology for digital filters synthesis in more complex HNS, which contain larger amounts of non-zero structural units in their multiplication tables. As it is shown, this approach allows us to synthesize the reversible digital filters with better parametric sensitivity performance.

2. Equivalenting of digital filters with real coefficients and hypercomplex coefficients

In this article the method of synthesis filter structure by converting the digital reversible filter of \( n \) order with real coefficients to the digital reversible filter of the first order with hypercomplex coefficients will be used, described in detail in [4].

Consider a digital filter of order 3 with real coefficients, which frequency response is:

\[
H_R(z) = \frac{\phi_3 z^{-3} + \phi_2 z^{-2} + \phi_1 z^{-1} + \phi_0}{q_3 z^{-3} + q_2 z^{-2} + q_1 z^{-1} + 1}.
\]  

(1)

Then, following the procedure described in [4], it can be converted to the digital filter of the first order with a transfer function:
\( H_f = \frac{A + Bz^{-1}}{1 + Cz^{-1}} = \frac{(A + Bz^{-1}) \cdot (1 + Cz^{-1})}{N(1 + Cz^{-1})} \),

but with hypercomplex coefficients \( A, B, C \) which belong to some HNS of dimension 3. In (2) conjugate and norm \( N \) are defined in accordance with the formulas defined for HNS, which is used.

Let's consider non-canonical HNS of dimension 3 with multiplication table:

\[
\begin{array}{c|ccc}
\Gamma(e,3) & e_1 & e_2 & e_3 \\
\hline
 e_1 & e_1 & e_2 & e_3 \\
 e_2 & e_2 & - e_1 + e_3 & - 2e_2 \\
 e_3 & e_3 & - 2e_2 & 2e_1 - e_3 \\
\end{array}
\]

In the given table there are 4 non-canonical non-zero constants.

HNS \( \Gamma(e,3) \) with multiplication table (3) is isomorphic to HNS \( R \oplus C \) with the following multiplication table:

\[
\begin{array}{c|ccc}
R \oplus C & E_1 & E_2 & E_3 \\
\hline
 E_1 & E_1 & 0 & 0 \\
 E_2 & 0 & E_2 & E_3 \\
 E_3 & 0 & E_3 & - E_2 \\
\end{array}
\]

As it is shown from the systems (3) and (4) comparation, calculations in the last one are much easier. This fact can be used to enhance the digital filter performance.

Then the coefficients of the transfer function \( H_f \) are of the form:

\[
A = a_1 e_1 + a_2 e_2 + a_3 e_3, \quad B = b_1 e_1 + b_2 e_2 + b_3 e_3, \quad C = c_1 e_1 + c_2 e_2 + c_3 e_3, \quad A, B, C \in \Gamma(e,3).
\]

When substituted to (2) and transformed we obtain the first-order digital filter transfer function with hypercomplex coefficients in the \( \Gamma(e,3) \):

\[
H_f = \frac{a_1 + \frac{K}{z} + \frac{M}{z^2} + \frac{L}{z^3}}{1 + \frac{T}{z} + \frac{P}{z^2} + \frac{Q}{z^3}},
\]

where \( K = a_2 c_2 - a_3 c_3 - 3a_1 c_1 + 2a_1 c_1 + b_1 \).
\[ M = -2b_3c_3 + c_2a_2c_3 + c_2a_2c_1 - 3a_1c_1c_3 + c_2b_2 - 2a_3c_1c_3 + 4a_2c_2^2 + 2a_1c_1^2 + 2a_3c_2^2 - 3b_1c_3 + + 2a_1c_2^2 + 2b_1c_1 \]

\[ L = c_2b_2c_3 + b_1c_1^2 - 2b_3c_1c_3 + c_2b_2c_1 + 2b_1c_1c_3 + 2b_1c_2^2 + 2b_3c_2^2 + 4b_3c_2^2; \]

\[ T = 3c_1 - 3c_2; \quad P = -6c_1c_3 + 3c_2^2 + 3c_1^2; \quad Q = 3c_1c_3^2 + 3c_2^2c_3 + c_1^3 - 3c_1^2c_3 + 4c_3^3. \]

Consider a specific example of a third-order filter with real coefficients and the transfer function [1]:

\[
H = \frac{0.287589 + 0.6888683 \cdot z^{-1} + 0.6888683 \cdot z^{-2} + 0.287589 \cdot z^{-3}}{1 + 0.418204 \cdot z^{-1} + 0.473048 \cdot z^{-2} + 0.061292 \cdot z^{-3}}.
\]

Consider the process of obtaining the coefficient values \( a_1, a_2, a_3, b_1, b_2, b_3, c_1, c_2, c_3 \).

Using the method described above, we equate the coefficients of the denominator with the same \( z^{-i} \), we find the values of hypercomplex coefficients \( a_1, a_2, a_3, b_1, b_2, b_3, c_1, c_2, c_3 \).

The following system is obtained:

\[
\begin{align*}
T &= 3c_1 - 3c_2 = 0.418204; \\
P &= -6c_1c_3 + 3c_2^2 + 3c_1^2 = 0.473048; \\
Q &= 3c_1c_3^2 + 3c_2^2c_3 + c_1^3 - 3c_1^2c_3 + 4c_3^3 = 0.061292,
\end{align*}
\]

whence:

\[
\begin{align*}
c_1 &= 0.1403252267, \\
c_2 &= -0.3718209092, \\
c_3 &= 0.0009238933689.
\end{align*}
\]

Substitute these values to the transfer function (5) numerator and equate to the corresponding coefficients of the transfer function of the real filter:

\[
\begin{align*}
a_1 &= 0.287589 \\
&= 0.277878773a_1 - 0.3718209092a_2 - 0.0018477867b_1 + b_1 = 0.6888683 \\
&= -0.0018477867b_3 - 0.0525193762a_2 + 0.2958055168a_1 - 0.3718209092b_2 + \\
&+ 0.2762457002a_3 + 0.277878773b_1 = 0.6888683 \\
&= -0.0525193762b_2 + 0.2958055168b_1 + 0.2762457002b_3 = 0.287589
\end{align*}
\]

(7)

Express \( a_1, a_2, b_1, b_3 \) by \( a_3, b_2 \):

\[
\begin{align*}
a_1 &= 0.287589 \\
a_2 &= 8.446312201 - 5.370129737a_3 + 7.221392887b_2 \\
b_1 &= 3.749468903 - 1.994878735a_3 + 2.685064869b_2 \\
b_3 &= -2.973890946 + 2.136127855a_3 - 2.68506487b_2
\end{align*}
\]

(8)
Thus, we obtain the filter parameters as a function of variables $a_1, b_2$. Digital filter parametric sensitivity is the sensitivity of the digital filter transfer function $\lvert H(e^{j\omega}) \rvert$ to the coefficients variations of the filter transfer function. Parametric sensitivity function allows us to analyze the impact of coefficients error on the output signal. For the filters with hypercomplex coefficients research we need to consider the possible cumulative error for each of the transfer function coefficients.

Total parametric sensitivity of a first-order filter with hypercomplex coefficients in HNS of dimension 3 is defined by the formula:

$$RCS = \sum_{i=1}^{3} \frac{\alpha_i}{\lvert H \rvert} \frac{\partial \lvert H \rvert}{\partial \alpha_i},$$

(9)

where $\alpha_1 = a_1, \alpha_2 = a_2, \alpha_3 = a_3, \alpha_4 = b_1, \alpha_5 = b_2, \alpha_6 = b_3, \alpha_7 = c_1, \alpha_8 = c_2, \alpha_9 = c_3$.

Parameters $a_2, b_2$ can be of any value in system (8). Suppose, that $a_3 = b_2 = 0$. Then, total parametric sensitivity of the filter with hypercomplex coefficients will be built by the formula (9).

Its graph is represented on Fig. 1.

Fig. 1. Total parametric sensitivity of the filter with hypercomplex coefficients.

The total parametric sensitivity of the filter with hypercomplex coefficients to the total parametric sensitivity of the filter with real coefficients ratio plot is presented in Figure 2.
3. Parametric sensitivity optimization

As it can be seen from (8), the filter parameters \( a_3, b_2 \) may take different values without altering the transfer function. This fact can be used to optimize the filter parametric sensitivity.

Let's make results optimization. You must choose such values \( a_3, b_2 \) to satisfy conditions (7) and at the same time to optimize a certain criterion. Calculate total sensitivity function to build this criterion, expressing all its components via \( a_3, b_2 \).

\[
RCS = 2.87589 \cdot 10^3 |a_3 (z^2 + 0.2778787733z + 0.2958055168) + 6.8886829998 \cdot 10^3 z + 6.888683 \cdot 10^3 z^2 + 2.87589 \cdot 10^3 z^2 + 2.875899996 \cdot 10^3 - 0.000043zb_2 - 0.0001za_3 - 0.001z^2a_3 - 0.0004b_2| + \\
+ 3.718209092 \cdot 10^3 (8.4463312201 - 5.370129737a_3 + 7.221392887b_2) |(z^3 + 0.418204z^2 + 0.4730479999z + 0.061292)z|/(z^3 + 0.2769548799z + 0.4339283669)(6.888682998 \cdot 10^3 z + 6.888683 \cdot 10^3 z^2 + 2.87589 \cdot 10^3 z^2 + 2.875899996 \cdot 10^3 - 0.000043zb_2 - 0.0001za_3 - 0.001z^2a_3 - 0.0004b_2| + 10^6 (3.749468903 - 1.994878735 a_3 + 2.685064869 b_2)|z^2 + 0.2778787733 z + 0.2958055168 )/(6.888683 \cdot 10^3 z + 6.888683 \cdot 10^3 z^2 + 2.87589 \cdot 10^3 z^2 + 2.875899996 \cdot 10^3 - 0.000043zb_2 - 0.0001za_3 - 0.001z^2a_3 - 0.0004b_2| + \\
+ 3.718209092 \cdot 10^3 b_2 |z^3 + 0.418204z^2 + 0.4730479999 z + 0.061292|/(z^3 + 0.2769548799 z + 6.888682998 \cdot 10^3 z + 6.888683 \cdot 10^3 z^2 + 2.87589 \cdot 10^3 z^2 + 2.875899996 \cdot 10^3 - 0.000043zb_2 - 0.0001za_3 - 0.001z^2a_3 - 0.0004b_2)| + 2 \cdot 10^6 (-0.2973890946 + 2.136127855 a_3 - \\

\]
Accordingly, on Fig. 3. a wide-range search area is presented, on Fig. 4. – narrowed one. It can be a multistage procedure: first select the wide scope of the search, then it narrows.

Dimensional graph, which used procedures of analytical calculations MAPLE. At the same time it approximate optimum, which is possible to be done by the construction of a function three-independent honest task.

Differentiation by the components is very complex. Therefore, its optimization is an independent honest task.

It is impossible to represent the function in this article, since it is too cumbersome. It was also unsuccessful to apply a gradient optimization method, such as function differentiation by the components. Therefore, its optimization is an independent honest task.

To prove the described method efficiency of digital filter synthesis is sufficient to find the approximate optimum, which is possible to be done by the construction of a function three-dimensional graph, which used procedures of analytical calculations MAPLE. At the same time it can be a multistage procedure: first select the wide scope of the search, then it narrows. Accordingly, on Fig. 3. a wide-range search area is presented, on Fig. 4. – narrowed one.
Fig. 3. $S_{RCS}(\omega, a_3, b_2)$ plot wide range search area; $a_3 \in [-10..10], b_2 \in [-10..10]$.

Fig. 4. $S_{RCS}(\omega, a_3, b_2)$ plot for narrow range search area; $a_3 \in [-0.25..0.05], b_2 \in [-1.4..-1.25]$. 
Figure 5 is showing the parametric sensitivity changes graph near one of the obtained local minimum with $a_3 = -0.2316615, b_2 = -1.2783899677$.

Fig. 5. Total parametric sensitivity of the filter with hypercomplex coefficients after optimization.

The sensitivity of the filter with hypercomplex coefficients in $\Gamma(e,3)$ system to the sensitivity of the filter with real coefficients ratio is shown on Fig. 6, which shows that the hypercomplex filter sensitivity is lower than the one of the real filter.
Fig. 6. The sensitivity of the filter with hypercomplex coefficients in $\Gamma(e,3)$ to the sensitivity of the filter with real coefficients ratio.

4. Conclusions

Thus, we have shown that using the non-canonical HNS allows to reduce the total parametric sensitivity of the digital filter. At the same time, precise optimization of the target function $S_{\text{RCS}}(\omega, a_3, b_2)$ requires additional research.
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