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Abstract: This study proposed a real-time flood extent prediction method to shorten the time it takes from the flood occurrence to an alert issuance. This method uses logistic regression to generate a flood probability discriminant for each grid constituting the study area, and then predicts the flood extent with the amount of runoff caused by rainfall. In order to generate the flood probability discriminant for each grid, a two-dimensional (2D) flood inundation model was verified by applying the Typhoon Chaba, which caused great damage to the study area in 2016. Then, 100 probability rainfall scenarios were created by combining the return period, duration, and time distribution using past observation rainfall data, and rainfall-runoff–inundation relation databases were built for each scenario by applying hydrodynamic and hydrological models. A flood probability discriminant based on logistic regression was generated for each grid by using whether the grid was flooded (1 or 0) for the runoff amount in the database. When the runoff amount is input to the generated discriminant, the flood probability on the target grid is calculated by the coefficients, so that the flood extent is quickly predicted. The proposed method predicted the flood extent in a few seconds in both cases and showed high accuracy with 83.6~/98.4% and 74.4~/99.1%, respectively, in the application of scenario rainfall and actual rainfall.
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1. Introduction

Recently, floods have been frequently occurring not only in Korea but also around the world due to climate change. In Korea, hydraulic structures are designed with 80 to 200 years of floods depending on the size of the rivers to prevent floods. In urban areas, storm sewers and drainage pumping stations are designed against rainfall of 5 to 30 years, respectively, and are redesigned every 5 or 10 years to cope with climate and environmental changes.

However, the recent rainfall of 132 mm/h in Ulsan in 2016, 98 mm/h in Busan in 2017, and 93 mm/h in Gangneung in 2018 have caused flooding by exceeding the design rainfall for hydraulic structures in each region. In particular, 132 mm/h in 2016 was much higher than the 200-year frequency rainfall of 86.8 mm/h in the Taehwa River basin, which is the study area. As such, the goals for disaster prevention capability of rivers and hydraulic structures set to reduce flood damage are designed to be lower. Moreover, since rainfalls of strong intensity are occurring locally and suddenly, it is necessary to establish a comprehensive disaster response system for reducing and predicting flood damages.

Structural and non-structural measures may be proposed for reducing flood damage, but structural measures such as embankment raising and river dredging are limited due to difficulties in securing budgets and constructing processes, and even harm to the river environment. Therefore, in order to reduce flood damage efficiently, it is necessary to
combine with non-structural measures such as establishing flood forecasts and warnings and evacuation plans.

For flood forecasting and warning, observations including rainfall, water level, and pipeline depth are important. However, in small and medium-sized watersheds where the arrival time of a flood wave is short, it is difficult to quickly deliver necessary information to decision-makers about evacuation plans only by observing data. Thus, hydraulic and hydrologic numerical models are often required to predict flood behavior. In order to establish an evacuation plan using a numerical model in areas where flood damage is expected, it is important to secure a lead time through rapid simulation. However, it takes a long time to perform detailed and accurate simulations with a numerical model. Thus, to shorten the simulation time of the numerical model, the performance of the equipment is improved, the numerical schemes are developed, and data-based analysis using various scenarios is carried out.

In Korea, 1D or 2D numerical models are mainly used for flood forecasting and warning in rivers. For 2D models, the higher the resolution of the grid, the more detailed topography is reflected. However, the higher the resolution, the longer the computational time, making it difficult to perform real-time predictions and warnings in areas where detailed topography is required, such as in urban areas. Continuous research is ongoing to overcome the weaknesses of these 2D flood models [1–4]. Horritt and Bate [5] emphasized the usability of the DEM-based inundation model that uses uniform grids in efficiency of calculation time and parameter adjustment. Liang et al. [6] enabled efficient calculation for fine grids through quad-tree grid-based shallow water. Kim et al. [7] developed a model capable of selecting favorable grids for different situations via various comparisons on types of grids in a 2D flood model, and improved the calculation efficiency by considering Local Time Stepping (LTS).

Recently, many studies have been conducted on real-time flood forecasts and warnings using machine learning models including Artificial Neural Networks (ANN) and data-based analyses [8–11]. Nayak et al. [12] predicted the flow rate using neuro-fuzzy, artificial neural network, and fuzzy inference system with rainfall data for the past three years, Oh et al. [13] proposed an automatic calibration system for estimating missing hydrological data and correcting real-time data using a neural network model. Toth [14] clustered rainfall data using Self-Organizing Maps (SOM) and predicted the flow rate through artificial neural networks suitable for the characteristics of the clustered rainfall. Chang et al. [15] showed the superiority of Nonlinear Auto-Regressive eXogenous (NARX) ANN by comparing Back-Propagation NN (BPNN), Elman NN, and NARX ANN for the prediction of reservoir water level. To calculate 1–6 h of preceding time during a storm, Jhong et al. [16] suggested a two-step inundation prediction approach method that predicts accumulated rainfall, expected inundation depth, terrain information and standard point of inundated grid based on Support Vector Machine (SVM). Kim et al. [17] identified that the prediction of one-dimensional (1D) flooding through the NARX artificial neural network is excellent by comparing several dynamic neural networks with respect to the runoff quantity of manholes that cause urban flooding. Further, Jung et al. [18] proposed a method for estimating the probability of inundation through multiple logistic regression analysis using terrain information as an input variable.

In Korea, the flood forecasting and warning system for large rivers, including the Nakdong River, is designed so that the water level of the river can be calculated in a short time by a 1D numerical model that applies observation data (rainfall and water level) as boundary conditions. However, the flood extent has not been forecasted yet due to various difficulties. For example, a 1D model may lead to inaccurate results in spatial flood prediction, and a 2D model is difficult to simulate rapidly for real-time forecasting.

Therefore, in order to overcome these difficulties, this study developed a real-time flood prediction method using a database built in a rainfall-runoff–inundation relationship and logistic regression. As shown in Figure 1, a rainfall scenario using probability rainfall was set up, and a rainfall-runoff–inundation database was constructed.
by calculating basin runoff and river flooding with 1D and 2D models. Based on this, the flood probability discriminant for each grid on the floodplain is generated by using logistic regression, and when the runoff amount according to rainfall is determined, the flood probability for each grid is quickly calculated. Figure 1 shows the difference between the existing method used for flood forecasting and warning in Korea and the proposed method of this study.

The flood probability discrimination using logistic regression proposed in this study is expected to help establish an evacuation plan for a flood-prone area by predicting the inundation grid in a short time.

The pre-existing regression expressions assume that the values calculated from both the left and right terms are continuous. However, the condition of the data applied to logistic regressions is that the right side is a continuous number, but the left side terms have discrete numbers, which becomes a problem of predicting 0 or 1. As such, logistic regressions can be viewed as sorting techniques because the result of input data can be divided into specific categories when they are given.

Araghinejad [21] described the reason for using logistic regression rather than linear regression in flood probability prediction as shown in Figure 2. Figure 2 shows an example of applying linear regression and logistic regression to predict flooding due to rainfall. If

Figure 1. Flow chart of this study.

2. Methodology

2.1. Logistic Regression

The general purpose of regression analysis is to study the relationship between dependent and independent variables, from linear and nonlinear regression, parameter estimation to non-parametric models. This is one of the most widely used techniques for analyzing a set of well-known data because of its convenience in application, and especially in the field of water resources and environmental engineering [19,20]. Regression analysis is widely used for prediction using data interpolation and extrapolation, and for estimation of missing data. In this study, logistic regression was used among several techniques of regression analysis to predict the inundated grids.

As shown in Equation (1), in logistics regression, \( x_i \) represents an independent variable, \( y \) represents a dependent variable, \( w_i^0 \) represents a constant of a regression expression, and \( w^T \) represents a constant for an independent variable.

\[
y = w_i^0 + w^T x_i = w_i^0 \times 1 + \sum_{j=1}^{N} w^j x_i^j
\] (1)
the rainfall exceeds the threshold (260 mm) and floods occur, applying the Generalized Linear Model (GLM) produces a linear classification as shown in Figure 2a. According to this classification, no flooding occurs on the left side of the line, and flooding occurs on the right side. However, under this classification, the flood probability for rainfall of 240 to 290 mm is incorrectly predicted (Figure 2a). The flood probabilities are not linear (Figure 2a), but S-shaped distribution (Figure 2b) since there is no distinct threshold for real floods [21]. That is, if the classification in flood prediction is generated by logistic regression rather than linear regression, the flood probability fits well with the S-shaped distribution as shown in Figure 2b.

Figure 2. Relationship between rainfall and probability of flooding [21]. (a) Linear regression; (b) Logistic regression.

The logistic regression can be expressed as Equation (3) by logarithmically converting Equation (2) that represents the Odds Ratio (OR) for a specific event, and the resulting expression is called a logit function.

\[ OR = \frac{p}{1-p} \]  

\[ f(x) = \text{logit}(OR) = \log \left( \frac{p}{1-p} \right) \]  

\[ \log \left( \frac{p}{1-p} \right) = b_1 + b_2 x \]  

\[ p = \frac{1}{1 + e^{-(b_1+b_2 x)}} \]  

where \( p \) represents the probability of the goal event. \( b_1 \) represents the constant term of the logistic regression, and \( b_2 \) represents the parameter for an independent variable. Equation (4) that represents the relationship of the logit function to a continuous variable is called the logistic regression. The logistic function shows the result of the continuous variable converted into variables between 0 and 1 as an inverse of the logit function (Equation (5)).

The logistic regression parameter is normally estimated by using the maximum likelihood method, and when the logistic regression parameter has a large value, it greatly influences the probability of inundation, and the closer the value is to 0, the less it influences the probability of inundation. Ultimately, the calculation is performed using binary data, where 1 is provided when the inundation probability of the target grid is greater than the cutoff value, and 0 is provided otherwise.
2.2. Inundated Grid Prediction

The prediction process of the inundated grid using logistic regression utilizes the runoff calculated from hydrological analysis of rainfall as shown in Figure 3. If the calculated probability of inundation is 0.5 or higher, the grid is determined as an inundated grid, and if it is 0.5 or lower, it is determined as a non-inundated grid. This allows the expected extent of flooding at floodplains to be predicted quickly and accurately without a 2D flood simulation, enabling for rapid issuance of evacuation alerts for hazardous areas. The flood threshold in this study means the amount of runoff that causes a flood probability of 0.5 or higher for each grid. This threshold has a different value for each grid, such as inundation may occur in the lowlands even with a small runoff and no inundation occurs in the highlands even with a high runoff.

![Prediction process of inundation grid.](image)

There are insufficient data on actual floods required to predict flooding by applying logistic regression in Korea. Therefore, this study constructed a database for floodplain inundation using hydrodynamic and hydrological numerical models by creating rainfall scenarios. The average annual rainfall in Korea is 1000~1800 mm, of which 50~60% is concentrated in the summer season, so the coefficient of flow fluctuation is high, and the probability of rainfall varies greatly depending on the return period. In this study, scenario rainfall was generated by using this probability rainfall. In particular, the Taehwa River, a river in the study area, is designed with the rainfall of 100-year return period, so a rainfall of a higher return period (e.g., 200 years) was considered in the scenario generation (Table 1).

| Scenario No. | Return Period (years) | Duration (h) | Time Distribution |
|--------------|-----------------------|--------------|-------------------|
| 1            | 200                   | 3            | Huff 1st quartile |
| 2            | 200                   | 3            | Huff 2nd quartile |
| 3            | 200                   | 3            | Huff 3rd quartile |
| 4            | 200                   | 3            | Huff 4th quartile |
| ...          | ...                   | ...          | ...               |
| 92           | 1000                  | 12           | Huff 4th quartile |
| ...          | ...                   | ...          | ...               |
| 100          | 1000                  | 24           | Huff 4th quartile |
The rainfall scenarios were created according to the calculating procedure of the probability rainfall of the MLTM [22]. In this guideline, considering the meteorological and geographic characteristics of Korea when calculating the probability rainfall, it is recommended to use the Gumbel distribution for rainfall intensity formula and the Probability Weight Moment (PWM) method for parameter estimation.

In this study, a total of 100 rainfall scenarios were applied by combining return period (200, 300, 500, 700, and 1000 years), duration (3, 6, 9, 12, 18, and 24 h), and time distribution (1, 2, 3, 4 quartile) of rainfall as shown in Table 1. As an example, Figure 4 shows rainfall distribution by return period and time distribution for 12 h duration among the created rainfall scenarios.

![Figure 4. Twelve-hour scenario rainfall per each design period.](image)

3. Model Application

3.1. Study Area

The study area is the Taehwa River basin located in the southeastern part of the Korean Peninsula, as shown in Figure 5. Typhoon Chaba caused damage to human life and properties in the study area on 5 October 2016. The gauge station A, located upstream of the study area, began observing on 1 January 2016, so there are not enough observations to create a rating curve. However, since this observatory is an important position that should be used as an upstream boundary for building a database on floods, accurate flooding estimates are required at this point.

Therefore, in this study, a hydrological model was constructed to accurately reproduce the damage situation at the time of Typhoon Chaba. The parameters of the hydrological model utilized the basin characteristics of the Taehwa River Basic Plan [23]. A 2D flood model was constructed by using the data involving digital topographic maps produced in 2016 [24], river surveyed cross-sectional data [23] and rainfall data [25]. Meanwhile, since there is a water supply dam [26] in the study area, the reservoir outflow during the same period was used as the inflow of the 2D flood model as shown in Figure 6a [27].
Figure 5. Study area and damage photos.

The FLO-2D model [28] was used for the 2D inundation analysis of the study area. FLO-2D is a 2-Dimensional flood analysis model approved by Federal Emergency Management Agency (FEMA) [29], and is widely used for flood prediction such as river-overland flow analysis and flood risk management [30–33]. To consider the floodplain terrain in detail, the Triangular Irregular Network (TIN), including elevation of buildings and roads, was created from 1/1000 scale digital topographic maps. Additionally, the specifications of underground parking lots and culverts obtained from field investigation were considered. The roughness coefficients suggested by UMC [33] and Mattocks and Forbes [34] were applied in the river and floodplain, respectively. For 2D flood modeling in the study area, structured grids with 5 m resolution were generated, and the elevation of the terrain was placed at the center of each grid. The 2D flood model was verified with field surveyed flood extent and flood depth. Figure 6 shows the boundary conditions of the upstream and downstream applied for model verification. The discharge at gauge A and the outflow from the dam were applied as the upstream boundary condition, and the water level at gauge B was applied as the downstream boundary condition (Figures 5 and 6) [25].

Figure 6. Boundary conditions for verification. (a) Upstream discharge and dam outflow; (b) Downstream water level.
The result of 2D flood model verification presents that the maximum flood depth and flood extent around the apartment (Figure 5) are in good agreement with field surveyed ones as shown in Figure 7. For more accurate verification, the maximum flood depth at 4 (A to D) points and flood depth for a specific time at 10 (1 to 10) points were compared as shown in Figure 8. Figures 9 and 10 present a comparison of the observed maximum depth and flood depth at a specific time with the simulation at 4 representative points among 14 points. Figure 9 shows the maximum depth in points A and C, respectively, while Figure 10 show the flood depth in points 2 and 7 at 11:13 and 12:59 respectively. Table 2 describes the comparison between simulated flood depths and field surveyed ones at 14 points shown in Figure 8. As shown in Table 2, the RMSE for the maximum flood depth was only 0.11 m, and the RMSE for the specific time flood depth was 0.23 m, which was slightly higher than the RMSE for maximum flood depth. However, the RMSE of the 9 points except for point 8 with a large error was 0.15 m, similar to the RMSE of the maximum flood depth. The verification result showed that the applied hydrodynamic and hydrological models well reproduced the flooding situation at the time of Typhoon Chaba, and thus the models were utilized to the database generation of rainfall-runoff–inundation relation.
Figure 9. Maximum flood depth: (a) comparison of observations and simulations and (b) photos at the point [36].

Figure 10. Flood depth at specific time: (a) comparison of observations and simulations (b) photos at the time [36].

Table 2. Comparison of observations and simulations at the points shown in Figure 8.

| Pts. | Meas. (m) | Sim. (m) | Pts. | Time | Meas. (m) | Sim. (m) | Pts. | Time | Meas. (m) | Sim. (m) |
|------|-----------|----------|------|------|-----------|----------|------|------|-----------|----------|
| A    | 1.60      | 1.62     | 1    | 11:13| 0.50      | 0.72     | 6    | 12:31| 1.14      | 1.21     |
| B    | 2.23      | 2.36     | 2    | 11:13| 1.10      | 1.10     | 7    | 12:59| 1.46      | 1.52     |
| C    | 2.20      | 2.27     | 3    | 11:51| 0.98      | 0.98     | 8    | 12:59| 0.58      | 1.13     |
| D    | 2.00      | 2.17     | 4    | 12:02| 0.67      | 0.67     | 9    | 14:11| 0.50      | 0.30     |
|      |           |          | 5    | 12:31| 1.40      | 1.75     | 10   | 14:44| 0.70      | 0.70     |

RMSE = 0.11 m  RMSE = 0.23 m

3.2. Construction of Scenario-Based Database (DB)

For the application of the real-time flood extent prediction method proposed in this study, it is necessary to establish a database on the rainfall-runoff-inundation relationship. To this end, first, 100 rainfall scenarios were created through probability rainfall analysis based on rainfall events in the study area. Flood inundation analysis was performed using HEC-HMS [37], a rainfall-runoff analysis model, HEC-5 [38], a reservoir routing model, and FLO-2D [28], a 2D flood analysis model, based on the 100 rainfall scenarios. The 2D flood analysis considering 100 scenarios yielded a flood depth every 10 min (1/6 h) for a 36-h simulation time, and as a result, 21,600 (100 scenarios × 36 h × 6/h) database records were created for the relationship between rainfall-runoff and flood. Figure 11 presents 6 flood extents and depths out of 216 calculated in the No. 92 scenario with the highest runoff.
3.3. Real-Time Flood Extent Prediction

For real-time flood extent prediction, the parameters of the flood probability discriminant (Equation (5)) for the 2D grid were calculated through logistic regression using the previously constructed database (Section 3.2). However, it is inefficient to calculate the parameters of the flood discriminant for the 1,006,216 grids generated in the entire study area. Therefore, the flood-prone areas were selected in the study area using the levee risk analysis proposed by Park et al. [39] to build efficient training data with logistic regression. Figure 12 shows the selected flood-prone areas, and training and prediction were conducted for these areas. The flood probability discriminant of each grid for the selected flood-prone areas was determined as an inundated grid when the flood probability was 0.5 or greater by applying the runoff amount according to the rainfall.

![Figure 11. Flood extent and depth over time evolution for the No. 92th scenario (see Table 1).](image)

![Figure 12. Location of selected flood-prone areas.](image)
The performance of the real-time flood prediction method proposed in this study was tested by applying scenario rainfall and actual typhoon event. The flood extent from FLO-2D, a physical numerical model, and the one from flood probability discriminant was expressed as simulation and prediction, respectively. The upstream boundary condition of the FLO-2D for the scenario rainfall of No. 92 (Table 1) is shown in Figure 13, and the open condition was applied as the downstream boundary condition. The maximum flood extents of simulation and prediction for scenario No. 92 were represented by red checkered areas and hollow yellow solid lines, respectively, as shown in Figure 14. For quantitative comparison between simulation and prediction, the goodness of fit (G) was calculated by Equation (6). The goodness of fit of the flood extent between the two by scenario rainfall was relatively well-matched with 83.6–98.4%, as shown in Table 3.

\[
G(\%) = \frac{\text{Area}(\text{Case}_1 \cap \text{Case}_2)}{\text{Area}(\text{Case}_1 \cup \text{Case}_2)} \times 100
\]

where, \(\text{Case}_1 = \) FLO-2D simulation, \(\text{Case}_2 = \) prediction.

**Figure 13.** Discharge based on scenario rainfall.

**Figure 14.** Comparison of inundation area (scenario).
Next, simulation from FLO-2D and prediction from flood discriminant were compared for Typhoon Chaba, which is an actual event. The flood extent and goodness of fit between simulation and prediction were compared and shown in Figure 15 and Table 3, respectively. The fit of flood extent between simulation and prediction was 74.4~99.1%, which was relatively well-matched as in the case of rainfall scenario, and area 4 (Figure 12) did not cause flooding in both cases.

4. Discussion

The real-time flood extent prediction method proposed in this study has the strength of reducing the time required for 2D flood analysis while maintaining accuracy by utilizing the database built in advance. In other words, the flood extent prediction, which took more than 100 min for the hydrological–hydrodynamic model, was able to predict accurately and quickly within 30 s by the proposed method. Therefore, this method is expected to make a significant contribution to securing sufficient lead time when establishing an evacuation plan for reducing flood damage.

The proposed method creates a unique regression equation that considers regional characteristics using a database built with scenario rainfall and hydraulic and hydrological models. Unfortunately, this regression cannot be applied to other areas. In order to predict flooding in other areas, it is necessary to create a regression equation suitable for the area through the process of constructing the database shown in this study. This process includes verifying the numerical model and constructing a database on the rainfall-runoff–inundation relationship for the scenario rainfall using the numerical

| Area | G (%) | Area | G (%) |
|------|-------|------|-------|
|      | Scenario | Chaba |      | Scenario | Chaba |
| 1    | 87.1    | 99.1  | 7    | 91.8    | 90.6  |
| 2    | 83.9    | 89.8  | 8    | 93.0    | 97.0  |
| 3    | 93.3    | 93.7  | 9    | 83.6    | 92.0  |
| 4    | 96.7    | -     | 10   | 95.5    | 90.6  |
| 5    | 94.5    | 82.3  | 11   | 98.4    | 98.7  |
| 6    | 89.5    | 94.8  | 12   | 85.3    | 74.4  |

Figure 15. Comparison of inundation area (Typhoon Chaba).
model. Real-time flooding range prediction is possible by calculating the coefficients of the logistic regression equation for each grid using this database.

In areas with a climate where rainfall has concentrated in summer, such as in Korea, a database using probability rainfall as a scenario rainfall was useful, but further studies are needed to determine whether it is effective in areas with other climate characteristics.

Since the proposed method does not consider tributary inflow in the flood probability discriminant, its accuracy may be limited in application to large river basins with a lot of inflow from a tributary. However, after the Four Rivers Project, most floods in Korea have occurred in small and medium-sized rivers such as the study area, not in the large rivers, so this method is expected to be effectively applied to flood defense in Korea. In addition, to solve the limitation of the application of this study to the large river, the future study is to add multiple variables such as Jung et al. [18] instead of single variables (Equation (1)) to the logistic regression equation to enable efficient and accurate flood prediction in the large river.

In addition, in this study, the inundation cutoff value of the grid was applied as 0.5, but if this value is varied depending on the importance of the region, another result may be obtained. For example, if a criterion lower than 0.5 is applied for areas with large populations or major SOC facilities, the flood extent can be predicted earlier, which can increase lead time for evacuation.

5. Conclusions

This study proposes a real-time flood extent prediction method using logistic regression. This method pre-establishes a database of rainfall-runoff-inundation relationships in the study area based on 100 rainfall scenarios, and quickly and accurately predicts the flood extent according to the rainfall size by determining the flood probability for each grid. The results of this study were summarized as follows.

(1) The hydrological and hydrodynamic models used in this study were verified using Typhoon Chaba, which caused great damage to the study area in 2016. For the 2D flood inundation analysis in the study area, the grids of FLO-2D were created considering detailed topography including buildings, roads, and culverts, and the runoff calculated by HEC-HMS was applied as the boundary condition of FLO-2D. The mean RMSE of maximum flood depth between simulation and measurement was 0.11 m and the RMSE of flood depth over time evolution was 0.23 m, which presented good overall agreement.

(2) The more past flooding records, including the flood extent, the more reliable and accurate the flood probability discriminant using logistic regression. However, structural flood defense measures are well established in areas that are vulnerable to flooding or areas that have suffered flood damage in the past, which makes it difficult to obtain flood data for various rainfall events. The study area is also a place with few historical flood data described above. Therefore, in this study, the relationship of rainfall-runoff-inundation based on the probability rainfall scenarios was used instead of the actual flood extent. That is, this study constructed a rainfall-runoff-inundation relationship database based on 100 rainfall scenarios consisting of a combination according to the return period, duration, and time distribution of rainfall for the hydrological and hydrodynamic model verified for the study area.

(3) In the flood probability discriminant for each grid using rainfall-runoff as input data, \( p = 0.5 \) was used to distinguish between flooding and non-flooding. As a result of predicting the flood extent for rainfall scenario and actual rainfall event, the goodness of fit between the proposed method and the 2D physical flood inundation model was high at 83.6–98.4 and 74.4–99.1%, respectively. In addition, the proposed method was able to predict quickly in less than 30 s to derive the expected flood extent by using
only the rainfall versus relationship database of rainfall-runoff-inundation instead of flooding analysis using a 2D physical model.

(4) Therefore, the real-time flood extent prediction method proposed in this study is able to help to provide fast and reliable flood information to decision-makers, and it is expected that residents in the flooded area can secure sufficient lead time for flood preparation and evacuation planning.
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