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Abstract—Reconfigurable Intelligent Surfaces (RIS) are passive or semi-passive heterogeneous metasurfaces and consist of many tunable elements. RIS is gaining momentum as a promising new technology to enable transforming the propagation environment into controllable parameters. In this paper, we investigate the co-design of per-subcarrier power allocation matrices and multielement RIS phase shifts in downlink wideband MIMO transmission using 28 GHz frequency bands. Our contributions in improving RIS-aided links include (1) enhanced system modeling with pathloss and blockage modeling, and uniform rectangular array (URA) design, (2) design of gradient ascent co-design algorithm, and (3) asymptotic (Big O) complexity analysis of proposed algorithm and runtime complexity evaluation.

Index Terms—Reconfigurable intelligent surfaces, projected gradient ascent, millimeter-Wave (mmWave), multiple-input multiple-output (MIMO)

I. INTRODUCTION

The advent of fifth-generation (5G) communication systems promises rapid increases in connectivity in the coming years. A primary enabling technology of 5G communication is the use of millimeter wave (mmWave) frequency bands and beyond (30–300GHz) in order to meet increasing demands of communication systems and circumvent the limited spectrum resources in the sub-6 GHz band [1]. Enabling technologies for mmWave communication systems include massive multiple-input multiple-output (MIMO), millimeter wave (mmWave) communication systems and ultra-dense networks (UDNs) which can offer large bandwidths in conjunction with greater beamforming and spatial-multiplexing gains from antenna arrays to meet demands for higher data rates and support a growing number of mobile devices [2], [3].

The mmWave channel is susceptible to blockage, which can occur due to objects in the environment, and can suffer from severe pathloss under omnidirectional antennas, which can be compensated by highly directional antennas and appropriate beamforming techniques [1]. However, many proposed solutions within mmWave frequency bands lead to increased hardware requirements and power consumption. For instance, UDNs are proposed to deploy dense base stations (BS) or hotspots which will lead to higher hardware cost and power consumption. Massive MIMO, although large antenna arrays can improve communication links, requires complex signal processing and increased number of radio frequency (RF) chains, which turn leads to added hardware costs [3]. Consequently, there is need for spectral-efficient, energy-efficient, and cost-effective solutions for future wireless networks.

Recently, the concept of reconfigurable intelligent surfaces (RISs) has been gaining traction as an emerging solution for mitigating some of the high energy consumption in future communication systems. A primary enabling technology considered for RISs are metasurfaces. Metasurfaces are thin panels comprised of a large number of low-cost elements used to supplement existing communication systems. RISs are intended to operate with low cost and power demands, and as such, the elements are often assumed passive; i.e., they neither transmit nor receive [4]–[6]. The reflection coefficients and phases of the RIS can be tuned independently by means of smart switches and a RIS controller. A RIS can be designed so that it reflects signals (i) constructively with those from the other paths to enhance the desired signal power, or (ii) destructively to cancel interference [6]–[10]. In this work we consider the mmWave MIMO orthogonal frequency division multiplexing (OFDM) RIS-assisted system in Fig. 1.

A substantial amount of prior work regarding RIS pertains to a single-input single-output (SISO) or multiple-input single-output (MISO) setting [2] in sub-6 GHz systems. In [11], a narrowband MIMO RIS-assisted system is considered in...
which the authors jointly optimize the precoder and RIS phase shifts by minimizing the symbol error rate. In [2], the authors propose an alternating optimization (AO) method of the RIS phase shifts and power allocation matrix in both narrowband and wideband MIMO systems. In [12], the authors propose a practical transmission protocol using pilot training to estimate the channels in a MIMO-OFDM system, and then propose an AO algorithm to optimize the RIS phase shifts and power allocation matrix. The problem of mutual coupling in an SISO-OFDM setting is considered in [13], in which the authors propose a low-complexity solution for channel estimation and RIS configuration including practical reflection amplitudes and binary RIS phase shifts. A mmWave MIMO communication system is considered in [14] in which a semi-passive RIS is considered with low-resolution active elements in the RIS for channel estimation. We extend upon the work in [15] which configures a RIS by projected gradient ascent (PGA) upon the RIS phase shifts and power allocation matrix in a MIMO narrowband sub-6 GHz setting. Gradient ascent achieves the same performance as the AO method proposed in [15] with lower computational complexity in the studied settings.

We distinguish this work from prior work by considering the joint optimization of the RIS phase shifts and power allocation matrices in a mmWave MIMO-OFDM downlink communication system between a BS and single user equipment (UE) with practical environment considerations. In a substantial amount of prior work, pathloss is not modeled and the direct path between a BS and UE is assumed to always be available. A significant use case of RIS is signal focusing at a UE when the direct path is unavailable. This becomes more important in mmWave frequencies and beyond. We adapt the RIS pathloss in [15] to the mmWave setting with directional antennas and model blockage on the direct path between the BS and UE.

The rest of this paper is organized as follows. The system model is discussed in Section II and the optimization problem is written in Section III. In Section IV we introduce the proposed PGA method considered for RIS configuration and power allocation method considered. In Section V, we show through simulation the performance of the proposed optimization in a RIS-assisted system over a non-optimized RIS-assisted system and system without a RIS in various settings. Lastly, in the Section VI present the a complexity analysis of the proposed algorithms using Big-O analysis and runtime evaluation. The paper is concluded in Section VII.

II. SYSTEM MODEL

We consider a mmWave MIMO-OFDM RIS-assisted downlink communication system consisting of a direct path between a basestation (BS) and single-user equipment (UE) and indirect path between the BS and UE through a single RIS as shown in Fig. 1. In Fig. 1, the direct path consists of a blocker which we use to investigate blockage effects on spectral efficiency. The direct path consists of both a line-of-sight (LOS) and non-line-of-sight (NLOS) path which is considered in the case of blockage of the direct LOS path. The transmitter is equipped with $N_t$ antennas to transmit $N_c$ streams and the receiver consists of $N_r$ antennas. Both the BS and UE are equipped with uniform rectangular arrays (URA). The RIS consists of $N_{RIS}$ passive elements with tunable phase shifts $[0, 2\pi]$, which are assigned via a RIS controller. In this work, we consider unit reflection coefficients on each of the RIS elements in order to ensure the RIS is passive and does not amplify the signal.

A. Channel Model

We consider Rician fading channels with Rician factor $K$:

$$H_{i}[l] = \sqrt{\frac{K}{K+1}} H_{1}[l] + \frac{1}{\sqrt{K+1}} H_{1}[l]$$

where $i = 1, 2, 3$ denotes the channel index and $l$ is the index corresponding to a delay tap of the time-domain channel. We denote $H_{1}[k] \in \mathbb{C}^{N_{RIS} \times N_r}$ as the channel between the BS and RIS indexed by the $k$-th subcarrier, $H_{2}[k] \in \mathbb{C}^{N_{RIS} \times N_t}$ as the channel between the RIS and UE indexed by the $k$-th subcarrier, and $H_{3}[k] \in \mathbb{C}^{N_t \times N_r}$ as the direct channel between the BS and UE indexed by the $k$-th subcarrier. The number of taps in the three channels are denoted as $L_1$, $L_2$, $L_3$. The entries of $H_{i}[l]$ are independently and identically distributed (i.i.d.) according to $CN(0, 1)$. The channels $H_{i}[l]$ are defined by the geometry of the antenna arrays and environment. In particular, the following channel is adopted [16]

$$H_{i}[l] = \sqrt{\frac{N_{RX} \cdot N_{TX}}{RC}} \sum_{c=0}^{C-1} \sum_{r=0}^{R-1} \beta_{rc} a_{c,r}(\phi_{c,r}, \varphi_{c,r}) a_{c,r}^{\ast}(\phi_{c,r}, \varphi_{c,r})$$

where $\beta_{rc}$ is the complex gain of the $r$-th ray in the $c$-th cluster, $C$ is the number of clusters, $R$ is the number of rays per cluster, $(\phi_{c,r}, \varphi_{c,r})$ are the azimuth (elevation) angles of arrival. Similarly, $(\phi_{c,r}, \varphi_{c,r})$ are the azimuth (elevation) angles of departure. We denote the array response vectors of the BS and UE URAs as $a_{c}(\phi_{c,r}, \varphi_{c,r})$ and $a_{c}^{\ast}(\phi_{c,r}, \varphi_{c,r})$.

B. Blockage and Pathloss Modeling

In the frequency domain, the frequency-selective equivalent channel matrix is the sum of the direct and indirect paths:

$$H_{eq}[k] = \sqrt{\rho_{direct}} H_{3}[k] + \sqrt{\rho_{indirect}} H_{2}[k] \Phi H_{1}[k], \forall k$$

where $k$ is the subcarrier index, $\rho_{direct}$ and $\rho_{indirect}$ are the pathlosses for direct and indirect paths, respectively. In (3), the phase shifts of the RIS elements are arranged in the diagonal matrix $\Phi \in \mathbb{C}^{N_{RIS} \times N_{RIS}}$, $\Phi = \text{diag}(e^{jo_{1}}, \ldots, e^{jo_{N_{RIS}}})$. Note that $\Phi$ is common across subcarriers $k$ in (3) due to the passive nature of the RIS not including baseband processing [2]. In [15], the authors propose pathloss expressions for the direct and indirect links in Fig. 1 for a sub-6 GHz system, we update these pathloss expressions to include the antenna gain associated with directional antennas necessary for communication in mmWave settings [1]. We update the indirect link pathloss from [15] as follows:

$$\rho_{indirect} = \frac{256 G_0 G_c \pi^2 d_1^2 d_2^2}{\lambda^4 (l_1/d_1 + l_2/d_2)^2}$$

(4)
In [15], the distance between the BS array center and RIS center is given as 
\[ d_1 = \sqrt{d^2 + l_i^2} \]
the distance between the RIS and UE array centers is 
\[ d_2 = \sqrt{(D - d_{\text{RIS}})^2 + l_i^2} \]
and 
\[ G_i, G_r \] are the antenna gains for the BS and UE URAs.

An important aim of RIS is to assist communication in the case of blockage in the direct path between a BS and UE. As such, we extend from prior work such as [15] to consider a more practical scenario in which the direct path between the BS and UE may be blocked, this is especially relevant in a mmWave setting. We model blockage of the direct path through the probability of the direct path being LOS, we denote a threshold probability \( P_{\text{LOS}} \) as [17]

\[ P_{\text{LOS}} = e^{-((d_1(l_i))^2 - 10)/50} \]  

(5)

Letting \( K_0 = (\lambda/4\pi d_0)^2 G_i G_r \), we adopt a Bernoulli pathloss model for the direct path between the BS and UE as follows:

\[ P_{\text{direct}} = \begin{cases} 
K_0 & \text{if LOS} \\
0 & \text{if NLOS}
\end{cases} \]

(6)

where \( d_0 \) is the reference distance assumed to be 1, \( \alpha_{\text{dir}} \) is the pathloss exponent for the direct path. The distances in the system are indicated in Fig. 1, where \( D \) is the distance between the BS and UE, \( l_i \) is the height of the BS, \( l_r \) is the height of the UE. The distance between the center of the RIS and the center of the BS antenna array is denoted as \( d_{\text{RIS}} \).

In the case that the direct path is in blockage in (6), a different pathloss exponent \( \alpha_{\text{NLOS}} \) and the number of clusters and rays per clusters is set to higher than those of the case where the direct path is not in blockage. This setting further accounts for the increased scattering observed in the NLOS path in Fig. 1.

We can express the received signal \( y[k] \in \mathbb{C}^{N_r \times 1} \) as

\[ y[k] = H_{\text{eq}}[k]x[k] + v[k] \]  

(7)

where \( v[k] \) is the noise vector on the \( k \)-th subcarrier, which is distributed according to \( CN(0, \sigma_n^2 I) \).

III. PROBLEM FORMULATION

In this work, we consider the problem of maximizing the spectral efficiency at the UE by jointly optimizing the transmit covariance matrices \( Q[k] \) according to power constraint in (8) for each subcarrier and the \( \Phi \). The rate optimization for the considered system with perfect CSI can be stated as follows:

\[ \max_{\Phi, \{Q[k]\}} \sum_{k=1}^{K} \frac{1}{\sigma_n^2} \sum_{i=1}^{N_r} \log_2 \det \left( I_{N_t} + \frac{1}{\sigma_n^2} H_{\text{eq}}[k] Q[k] H_{\text{eq}}[k]^H \right) \]

s.t. \[ |e_i^H \Phi e_i| = 1, \quad i = 1 \ldots N_{\text{RIS}} \]

\[ \sum_{k=1}^{K} \sum_{g=1}^{N_c} P_{k,g} \leq P_t \]

\[ Q[k] \geq 0, \quad k = 1, \ldots, K \]

\( e_i \) is the \( i \)-th standard Euclidean basis vector of size \( N_{\text{RIS}} \).

IV. PROPOSED SOLUTION

A. RIS Phase Optimization: PGA Algorithm

In order to define the PGA method, the gradient on the objective function in the optimization problem in (8) with respect to \( \Phi \) is required. Mathematically, we can write the desired gradient as

\[ \frac{\partial}{\partial \Phi} \sum_{k=1}^{K} \log_2 \det \left( I_{N_t} + \frac{1}{\sigma_n^2} H_{\text{eq}}[k] Q[k] H_{\text{eq}}[k]^H \right) \]

(9)

Note that \( \Phi \) does not vary with subcarrier index \( k \), therefore the gradient in (9) evaluates to the sum of the gradients obtained by each subcarrier, therefore we show the gradient for a particular subcarrier. We let \( A_k(\Phi) = (I_{N_t} + \frac{1}{\sigma_n^2} H_{\text{eq}}[k] Q[k] H_{\text{eq}}[k]^H) \) and rewrite the gradient from (9) as

\[ \sum_{k=1}^{K} \frac{\partial}{\partial \Phi} \log_2 \det(A_k(\Phi)) \]  

(10)

We now define the derivative of the scalar \( \log_2 \det(A_k(\Phi)) \) with respect to each of the elements in \( \Phi \). We choose to find the derivatives with respect to each of the diagonal elements of \( \Phi \) and then build the overall gradient matrix for the given subcarrier.

\[ \frac{\partial}{\partial \Phi_{i,j}} \log_2 \det(A_k(\Phi)) = \text{Trace} \left[ A_k(\Phi)^{-1} \frac{\partial A_k(\Phi)}{\partial \Phi_{i,j}} \right] \]  

(11)

We now define the derivative of \( \partial A_k(\Phi) \) with respect to an element \( \Phi_{i,j} \). Let \( X_k = \frac{1}{\sigma_n^2} H_{\text{eq}}[k] \), \( Y_k = H_{1}[k] Q[k] H_{3}[k]^H \), and \( Z_k = H_{1}[k] Q[k] H_{3}[k]^H \Phi^H H_{2}[k]^H \).

\[ \frac{\partial A_k(\Phi)}{\partial \Phi_{i,j}} = \frac{\partial (X_k \Phi Y_k + X_k \Phi Z_k)}{\partial \Phi_{i,j}} \]  

(12)

The gradient in (12) evaluates the gradient for both the diagonal or off-diagonal elements of \( \Phi \). Since we are interested in the gradient with respect to only the diagonal RIS elements, we further simplify the expression in (12) in order to evaluate the gradient for the diagonal elements of \( \Phi \)

\[ \frac{\partial A_k(\Phi)}{\partial \Phi_{i,i}} = X_k \text{diag}(e_i) (Y_k + Z_k) \]  

(13)

Substituting (13) into (11) leads to the desired gradient over \( N_{\text{RIS}} \) elements.

In order to enforce the unit modulus constraints on \( \{ \phi \} \), after updating the configuration of \( \{ \phi \} \) we project the solution back into the space of feasible solutions through the projection

\[ P(\phi_i) = \frac{\phi_i}{|\phi_i|}, \quad i = 1 \ldots N_{\text{RIS}} \]  

(14)

B. Power Allocation: Spatial-Frequency Waterfilling

Assuming CSI at the BS is available, the transmit covariance matrices \( Q[k] \) should be optimized. In [2], CVX is used, while in [15] one-dimensional waterfilling with a PGA update on the transmit covariance matrix in the narrowband sub-6 GHz MIMO case considered. We consider spatial-frequency waterfilling for designing \( Q[k] \). We consider the power constraint in (8) and the method presented in [18] in which
power is allocated across both streams and subcarriers. In [18], the authors discuss that in the case of frequency-selective MIMO systems with CSI available at the transmitter, spatial-frequency waterflling performs better than single dimensional waterflling either in the frequency domain or in the spatial domain. The power allocation across subcarriers and streams $P_{k,g}$ in (8) is computed by

$$ P_{k,g} = \max \left( 0, \frac{1}{\lambda_d} - \frac{1}{\lambda_{k,g}} \right) $$

(15)

where $\lambda_d$ is the cutoff frequency, which is iteratively updated and computed using the power constraint in (8) and (15) as defined in [18]. Spatial-frequency waterflling assigns more power to transmission streams with larger power gain. The joint optimization of $\Phi$ and $Q[k]$ is outlined in Alg. 1.

Algorithm 1: Projected Gradient Ascent optimizing $\mathcal{R}(Q[k], \Phi)$

1. Initialize $\Phi$ with random phases taken from $U[0, 2\pi]$  
2. Set $n = 0$  
3. Evaluate $\mathcal{R}_n(Q[k], \Phi)$ using $Q[k], \Phi$  
4. while $|\mathcal{R}_{n+1}(Q[k], \Phi) - \mathcal{R}_n(Q[k], \Phi)| \geq \epsilon$ do  
5. Calculate $\nabla_{\Phi_n} \mathcal{R}(Q[k], \Phi)$  
6. Update $\text{diag}(\Phi_{n+1})$ as:  
7. $\text{diag}(\Phi_{n+1}) = \text{diag}(\Phi_n) + \mu \text{diag}(\nabla_{\Phi_n} \mathcal{R}(Q[k], \Phi))$  
8. Project phase shifts in $\Phi_{n+1}$ back to feasible set  
9. Update each transmit covariance matrix $Q_{n+1}[k]$  
10. Evaluate $\mathcal{R}_{n+1}(Q[k], \Phi)$ using $Q_{n+1}[k], \Phi_{n+1}$  
11. if $\mathcal{R}_{n+1}(Q[k], \Phi) \leq \mathcal{R}_n(Q[k], \Phi)$  
12. Update learning rate $\mu$ as $\mu = \mu/10$  
13. end while  
14. Evaluate the optimized $\mathcal{R}(Q[k]^*, \Phi^*)$

V. NUMERICAL RESULTS

In this section, we provide numerical results obtained via Monte Carlo simulations to examine the performance of our proposed algorithm for maximizing the RIS-aided mmWave MIMO-OFDM system spectral efficiency. Unless otherwise stated, Table I presents the values of the system parameters. In our analysis, we compare the spectral efficiency of the proposed PGA algorithm to that of random RIS phases configuration and to a system without any indirect link or RIS. All three comparisons utilize the blockchain model of the direct path introduced earlier with parameters listed in Table I.

First, we consider $l_t = 10m$ and $d_{1m} = 2.2m$. In Fig. 2, we observe how the spectral efficiency scales for various SNR settings. The proposed PGA approach achieves substantial spectral efficiency performance gain over a system without a RIS and a RIS-aided system with random RIS phases. As SNR grows, gains of the proposed PGA method and random RIS configuration grow marginally over a system with no RIS. Increasing the number of RIS elements $N_{\text{RIS}}$ unlocks further spectral efficiency gains as indicated in Fig. 2 for the settings of $N_{\text{RIS}} = 64$ and $N_{\text{RIS}} = 256$. We note an interesting tradeoff in which the setting of $N_{\text{RIS}} = 64$ optimized with the proposed PGA method leads to similar performance to that of the case of random RIS phase configuration for $N_{\text{RIS}} = 256$.

With the incorporation of blockage modeling on the direct path between the BS and UE, we investigated the impact of the probability of the direct path being LOS on the spectral efficiency of the user at SNR settings of $-5$ dB and $10$ dB. In this experiment, we considered the settings $D = 200m$, $l_t = 5m$, and $d_{1m} = 2.2m$. In Fig. 3, as the probability of LOS increases, blockage on the direct path becomes less likely and spectral efficiency performance of the random RIS phases configuration converges with that of the proposed PGA method due to the presence of a strong direct path between the BS and UE. When the SNR is $10$ dB, the spectral efficiency of a system without a RIS approaches that of a RIS-aided system with proposed PGA approach and random RIS phases.

| Parameter | Value |
|-----------|-------|
| $D$       | 200 m |
| $l_t$     | 1.8 m |
| $N_{\text{RIS}}$ | 10 |
| $N_s$     | 8 |
| $N_s$     | 1 |
| $N_s$     | 5 |
| LOS path loss exponent | 2 |
| NLOS path loss exponent | 4 |
| Angular spread | $10^\circ$ |
| Number of subcarriers ($K$) | 24 |
| Number of taps ($L_1, L_2, L_3$) | 3, 4, 5 |
| Number of antennas at BS | 64 |
| Number of antennas at UE | 4 |
| Antenna Gain | 62 dB |
| SNR | -5, 10 dB |
| Number of RIS elements | 64 |
| Carrier Frequency | 28 GHz |
| Bandwidth | 850 MHz |
| Initial Learning Rate | .1 |
| Convergence Error Threshold | .001 |
| Number of Monte Carlo Iterations | 500 |

![Fig. 2. Spectral efficiency versus SNR for two settings of $N_{\text{RIS}}$](image-url)
configuration, as the direct path experiences becomes less likely to be in blockage. At SNR = −5dB setting, the spectral efficiency is consistently lower than a RIS-assisted system using either the proposed PGA approach or random RIS phase configuration, indicating that the direct path between the BS and UE being available with high probability is not sufficient to compensate for the low SNR in the system.

Lastly, we studied the impact of varying the distances in the system on spectral efficiency. We consider the settings $l_1 = 20m$, $d_{ris} = 30m$, SNR = 5dB, and the distance between the BS and UE $D$ is varied between 100m and 250m. The distance between the RIS and UE $d_2$ is evaluated based on $D$ and $d_{ris}$ using the expressions in Section II. From Fig. 4, we observe the RIS needs to be placed in proximity of the BS in order to achieve spectral efficiency gains over that of a system without a RIS. In the case of $d_1 = 10m$ and a low setting of $d_2$, $\rho_{direct}$ and $\rho_{indirect}$ are lower, which coupled with the high SNR setting, RIS-assisted and no-RIS systems performing similarly. Note this is a similar behavior to the high SNR setting, $\rho_{direct}$ and $\rho_{indirect}$ increase and the utility of the RIS-assisted system is observed, with the PGA approach outperforming a non-optimized random phase RIS configuration. In the case that $d_1 = 30m$, the RIS is not sufficiently close to either the BS or the UE in order for the RIS-assisted systems to achieve performance gains over the system without a RIS. The results confirm the RIS should be placed either near to the BS or the UE to avoid the multiplicative effect in pathloss [19].

### VI. Computational Complexity

In this section, we present the computational complexity of the proposed joint optimization of the RIS phases through the PGA algorithm and power allocation matrices through the spatial-frequency waterflling algorithm. We provide a Big-O approximation of the complexity of the proposed algorithm, by adopting the complexity analysis presented in [15]. We then used the Lightspeed matlab toolbox to exemplify how at runtime an estimate of the number of floating-point operations (FLOPs) [20], evaluation time and the number of iterations scales with $N_{RIS}$.

Using rules provided in [15], we obtain the Big-O approximation of the computational complexity of the proposed algorithm by evaluating the number of complex-valued multiplications which are required from the primary components of the algorithm. The approximation of the complexity is a result of evaluating the gradient of the spectral efficiency with respect to $\Phi$, the gradient update of $\Phi$, the projection of the elements $\Phi$ back onto the feasible set, the updated evaluation of $H_{eq}$, and spatial-frequency waterflling which is employed in the algorithm. In the evaluation of the gradient, we compute $H_{eq}$ which requires $K(N_1N_{RIS} + N_1N_TN_{RIS})$ complex-valued multiplications. Similarly, the gradient requires the evaluation of $Y[k]\mathcal{v}k$ requiring $K(N_{RIS}N_1^2 + N_1N_{RIS})$ complex-valued multiplication, the evaluation of $Z[k]\mathcal{v}k$ which requires $K(N_{RIS}N_1^2 + N_{RIS}^2N_1 + N_{RIS}^2N_T + N_1N_TN_{RIS})$ complex-valued multiplication. Using [15], the cost of evaluating $A_k(\Phi)\mathcal{v}k$ is $K(N_1N_{RIS} + \frac{1}{2}N_1N_T^2 + N_1^3)$. We find the number of complex-valued multiplications for evaluating (11) for each subcarrier as $K(N_1N_{RIS} + N_1^2N_{RIS} + N_1^3)$. The gradient update requires multiplying the learning rate $\mu$ by the gradient $\nabla_{\Phi}R(Q[k], \Phi)$ and the projection onto the feasible set from (14) both lead to $N_{RIS}$ complex-valued multiplications. Within the spatial-frequency waterflling method, an SVD of each of the square matrices $H_{eq}^H[k]H_{eq}[k]\mathcal{v}k$ is required. The evaluation of each of these matrices requires $K(N_1^2N_1)$ complex-valued multiplications. For an $m \times n$ matrix, the approximated complexity of and SVD is $O(m^2n + n^3)$. Using this result, for $K$ subcarriers the complexity of the required SVDs is $O(N_{RIS}^3)$. We evaluate $Q[k]\mathcal{v}k$ as $U[k]\text{diag}(p[k])U[k]^H$ where $U[k]$ is the right singular matrix of $H_{eq}[k]$ and $p[k]$ are the power allocations found by (15) for the $k$-th subcarrier. The evaluation of $Q[k]\mathcal{v}k$ requires $K(2N_{RIS}^3)$. Overall, we obtain that approximated com-

**Fig. 3.** Probability of LOS on the direct path between BS-RIS versus spectral efficiency in the low and high SNR setting

**Fig. 4.** Distance between BS and UE ($d_2$) versus spectral efficiency for two settings of the distance between the BS and RIS ($d_1$)
complexity of the proposed joint optimization of $\Phi$ and $Q[k]$ as $O(K(2N_{\text{RIS}}^3+2N_v^3+(N_{\text{RIS}}+1)N_v^2+(2N_r+N_v^2+N_v+1)N_{\text{RIS}}^2+(2N_r+2N_{\text{RIS}})N_v^2+\frac{3}{2}N_vN_r^2+(2+2N_v+3N_r)N_{\text{RIS}}))$. We note that we can reduce the complexity of the algorithm by considering uniform power allocation over spatial-frequency waterfilling. Full comparison of the two power allocations schemes will be presented in future work.

In order to further inspect the complexity of the proposed algorithm, we use the Lightspeed toolbox [20] to get the number of FLOPs required at runtime. We note that the Lightspeed toolbox provides FLOP counts based on real-valued operations. We update the code to consider both complex-valued multiplications which require 6 FLOPs computations and complex-valued operations. We update the code to consider both complex-valued multiplications which require 6 FLOPs computations and complex-valued operations. We update the code to consider both complex-valued multiplications which require 6 FLOPs computations and complex-valued operations.

| $N_{\text{RIS}}$ | Iter. Count | Flop Count | Runtime (s) |
|-----------------|-------------|------------|-------------|
| 4               | 6           | 1.70e+10   | 0.1742      |
| 16              | 8           | 6.17e+10   | 0.2646      |
| 36              | 10          | 1.28e+11   | 0.4617      |
| 144             | 11          | 1.88e+12   | 1.5274      |
| 196             | 12          | 2.28e+12   | 2.9407      |
| 324             | 16          | 6.61e+11   | 12.0429     |
| 400             | 17          | 5.6e+11    | 22.8954     |

**TABLE II**

Complexity evaluated by iteration and FLOP counts for different $N_{\text{RIS}}$ settings.

VII. CONCLUSION

In this work, we consider a mmWave frequency-selective setting, in which a PGA algorithm in conjunction with spatial-frequency waterfilling jointly optimizes the RIS phase matrix and power allocation matrices per subcarrier. This work is an extension from the sub-6 GHz narrowband MISO and MIMO work in [10], [15]. Unlike prior work, we model URAs at both the BS and UE and also model blockage along the direct path between the BS and UE. We present performance gains of the optimized RIS-assisted system over a non-optimized RIS assisted system and system with no path through the RIS and investigate the impact of blockage and RIS position in RIS-assisted systems on spectral efficiency. Additionally, we run a complexity analysis in which we evaluated the Big-O complexity and measured runtime statistics to understand how complexity of the proposed algorithm scales with larger $N_{\text{RIS}}$. Immediate future work will consist of studying the impact of imperfect CSI on spectral efficiency under mobility and comparing the performance of our proposed approach to the AO algorithm proposed in [2].
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