Endpoint Strichartz estimates for magnetic wave equations on \( \mathbb{H}^2 \)
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Abstract In this paper, we prove that Kato smoothing effects for magnetic half wave operators can yield the endpoint Strichartz estimates for linear wave equation with magnetic potential on two dimensional hyperbolic spaces. This result serves as a cornerstone for the author’s work [27] and collaborative work [29] in the study of asymptotic stability of harmonic maps for wave maps from \( \mathbb{R} \times \mathbb{H}^2 \) to \( \mathbb{H}^2 \).

1 Introduction

The motivation of this problem is the study of asymptotic stability of harmonic maps for wave maps from \( \mathbb{R} \times \mathbb{H}^2 \) to \( \mathbb{H}^2 \). In fact, the heat tension field \( \phi_s \) which provides a natural measure for the distance between the solution of wave maps and the limit harmonic map satisfies a master semilinear wave equation under Tao’s caloric gauge. After separating the limit part of connections and differential fields and applying “dynamic separation”, the linear part of the master equation becomes a wave equation with magnetic potential:

\[
\begin{aligned}
\Box u + B(x)u + 2(A, du) - (d^* A)u &= F, \\
u(0, x) &= u_0 : \mathbb{H}^2 \rightarrow \mathbb{R}^2, \partial_t u(0, x) = u_1(x) : \mathbb{H}^2 \rightarrow \mathbb{R}^2
\end{aligned}
\]

(1.1)

where \( u \) is a \( \mathbb{R}^2 \)-valued field defined on \( \mathbb{R} \times \mathbb{H}^2 \), \( A = A_i dx^i \) is a real anti-symmetric \( 2 \times 2 \) matrix valued one form defined on \( \mathbb{H}^2 \), \( B \) is a real symmetric \( 2 \times 2 \) matrix defined on \( \mathbb{H}^2 \). \( (A, du) \) denotes the metric of one forms. Since \( A \) is a matrix valued one form and \( du \) is a \( \mathbb{R}^2 \) valued one form, \( (A, du) \) is \( \mathbb{R}^2 \) valued as well. And \( \Box = -\partial^2_t + \Delta_{\mathbb{H}^2} \) is the D’Alembertian on \( \mathbb{R} \times \mathbb{H}^2 \).
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Integration by parts shows \( W u := B_0(x) u + 2(A, du) - (d^* A) u \) is formally symmetric in \( L^2(\mathbb{H}^2; C^2) \). In \([27]\), \( A = A_i dx^i \) is indeed the connection one form on the pullback bundle \( Q^*(T\mathbb{H}^2) \) with \( Q : \mathbb{H}^2 \to \mathbb{H}^2 \) denoting the limit harmonic map. As in the Euclidean case, we may use the tight notation \( W u = V u + Xu \) to denote the potential part, where \( V := B(x) - (d^* A) \) is a matrix valued function defined on \( \mathbb{H}^2 \) and \( X := 2 h^{ij} A_i \frac{\partial}{\partial x^j} \) is a matrix valued vector field defined on \( \mathbb{H}^2 \).

The wave map equation on flat spacetimes known as the nonlinear \( \sigma \)-model, arises as a model problem in general relativity and particle physics, see for instance \([30, 1]\). The Cauchy and dynamic problems for wave maps on flat spacetimes have been a fruitful field with plenty of works, see for instance \([20, 40, 46, 45, 43, 44]\). The dynamics for the wave map equations on curved spacetimes were less understood until now. We mention the work of Shatah, Tahvildar-Zadeh \([38]\) on the \( S^2 \times \mathbb{R} \) background and Lawrie, Oh, Shahshahani \([23, 25, 26, 24]\) on the \( \mathbb{H}^n \times \mathbb{R} \) background.

In this paper, we focus on the endpoint Strichartz estimates for the magnetic wave equation \((1.1)\). The Strichartz estimates for magnetic Schrödinger equations (MS), magnetic Dirac equations (MD) and magnetic wave equations (MW) on flat spaces were intensively studied in decades, for instance \([17, 2, 10, 12, 7, 8, 9]\). In the fundamental work of Rodnianski, Schlag \([36]\), they showed that the Kato smoothing effects imply the non-endpoint Strichartz estimates for MS. This idea was further developed to MS with large potential by Erdogan, Goldberg, Schlag \([10]\) and MW, MD by D’Ancona, Fanelli \([7]\). The endpoint Strichartz estimates for free wave and Schrödinger equations were obtained first by Keel, Tao \([21]\). With a key lemma of Ionescu, Kenig \([15]\) whose proof is based on \([21]\), D’Ancona, Fanelli, Vega, Visciglia \([8]\) obtained endpoint Strichartz estimates for MS in the small potential case. Strichartz estimates for free Schrödinger, wave and Klein Gordon equations on \( \mathbb{H}^n \) were obtained by Tataru \([35]\), Metcalfe, Taylor \([34, 33]\), Anker, Pierfelice, Vallarino \([3, 4]\) and see Metcalfe, Tataru \([32]\) for small perturbations of flat spacetimes. And the study of resolvent estimates, spectral measures, scattering, analytic continuation, degenerate elliptic operators, etc. on hyperbolic/asymptotic hyperbolic spaces has become an active field, see the works \([34, 47, 48, 6]\) for instance. The dispersive estimates of Schrödinger operators with electric potential on \( \mathbb{H}^d \) were obtained by Borthwick, Marzuola \([5]\) for \( t \geq 1 \).

Our main theorems consist of two parts. The first result shows that the Kato smoothing effect estimates for magnetic half wave operators on \( \mathbb{H}^2 \) imply both the non-endpoint Strichartz and endpoint Strichartz estimates. Second, we prove the Kato smoothing effect estimates in the small potential case. Thus, by our first result the endpoint Strichartz estimates hold in the small potential case, which is useful for \([29]\). And we remark that for the special magnetic Schrödinger operator appearing in the study of wave maps from \( \mathbb{R} \times \mathbb{H}^2 \) to \( \mathbb{H}^2 \), the Kato smoothing effect can also be established for arbitrary large potentials, see \([27]\).

Let \( \mathbb{D} \) denote the Poincare disk model for \( \mathbb{H}^2 \). Let \( r = d(x, O) \) be the geodesic distance between \( x \in \mathbb{D} \) and the origin point \( O \) in \( \mathbb{D} \). Recall \( V := B(x) - d^* A \). Our main theorems are as follows.
**Theorem 1.1.** Suppose that $B, A$ satisfy for some $\varrho > 0$

$$\|Ve^{\varrho \theta}\|_{L^\infty_x} + \|e^{\varrho \theta}|A||_{L^\infty_x} < \infty,$$  \hspace{1cm} (1.2)

and the Schrödinger operator $H = -\Delta + V + X$ is strictly positive\(^\dagger\), i.e., there exists some positive constant $c > 0$ such that the spectrum of $H$ in $L^2(\mathbb{H}^2, \mathbb{C}^2)$ is contained in $(c, \infty)$. Assume further that for some $0 < \alpha < 2\varrho$,

$$\|H^{1/2}f\|_{L^2} \lesssim \|Df\|_{L^2} + \|f\|_{L^2},$$  \hspace{1cm} (1.3)

$$\|Df\|_{L^2} \lesssim \|H^{1/2}f\|_{L^2} + \|f\|_{L^2},$$  \hspace{1cm} (1.4)

$$\|e^{-\alpha r} \nabla f\|_{L^2} \lesssim \|e^{-\alpha r} H^{1/2}f\|_{L^2} + \|e^{-\alpha r} f\|_{L^2},$$  \hspace{1cm} (1.5)

provided the right hand sides are finite. Then if the Kato smoothing effect

$$\|e^{-\alpha r} e^{\pm it\sqrt{H}} f\|_{L^2_t L^2} \lesssim \|f\|_{L^2}$$

holds, we have the following endpoint Strichartz estimates for (1.1): Let $u$ solve (1.1), then for any $p \in (2, 6)$

$$\|D^{1/2}u\|_{L^2_t L^p_x} + \|e^{-\alpha r} \nabla u\|_{L^2_t L^2_x} + \|\partial_t u\|_{L^2_t L^2_x} + \|\nabla u\|_{L^2_t L^2_x} \lesssim \|\nabla u_0\|_{L^2} + \|u_1\|_{L^2} + \|F\|_{L^1_t L^2_x}.$$

**Remark 1.1** Generally (1.3)-(1.5) hold if $H$ is a bounded perturbation of $-\Delta$. Even if $H$ has discrete spectrum, we can still expect (1.3)-(1.5) to be right. But if one expects the exact equivalence without the zero order term $\|f\|_{L^2}$, the discrete spectrum of $H$ must be eliminated.

**Remark 1.2** If $H$ has discrete spectrum, the Kato smoothing estimates can only hold in the continuous spectrum part of $H$.

The following corollary will show that the Kato smoothing estimates hold for small potentials. Moreover, in the large potential case considered in [27], we can prove the Kato smoothing estimates via choosing a suitable frame on the bundle $Q^+(T\mathbb{H}^2)$. In fact, the one form $A$ in (1.1) indeed depends on the frame fixed on $Q^+(T\mathbb{H}^2)$. Then using the geometric setting of the Schrödinger operator $H$ and the Coulomb gauge, we can prove no discrete spectrum, no bottom resonance and no embedded eigenvalue exist, which are the enemies in the low frequency and mediate frequency. Moreover, the negative sectional curvature property of the target $\mathbb{H}^2$ is very important to make the electric potential part be a non-negative operator. Finally, the Kato smoothing effect follows by the decay estimates for the high frequency via choosing a suitable weight and energy arguments. See [27] for more details.

As a corollary we have the endpoint Strichartz estimates for magnetic wave equations in the small potential case.

---

\(^\dagger\) By Kato's perturbation theorem, (1.2) shows $H$ is self-adjoint in $L^2$. See Lemma 3.3.

\(^\dagger\) Since $H$ is self-adjoint, $H^{1/2}$ is defined by spectrum theorem. $D := (-\Delta)^{1/2}$ and can be defined by the Fourier transform on hyperbolic spaces, see Section 2.
Corollary 1.1. Suppose that the Schrödinger operator $H = -\Delta + V + X$ satisfy for some $\rho > 0$

$$\|e^{\rho V}\|_{L^\infty} + \|V\|_{L^2} + \|e^{\rho |A|}\|_{L^\infty} + \|A\|_{L^2} \leq \mu_1. \quad (1.6)$$

Assume $0 < \mu_1 \ll 1$, $0 < \alpha \ll 1$ and $0 < \alpha < 3\rho$. If $u$ solves (1.1), then for any $p \in (2, 6)$, there holds

$$\|e^{-\alpha r} \nabla u\|_{L^2_t L^2_x} + \|D^\frac{3}{2} u\|_{L^2_t L^p_x} + \|\partial_t u\|_{L^\infty_t L^2_x} + \|\nabla u\|_{L^\infty_t L^2_x} \lesssim \|\nabla u_0\|_{L^2} + \|u_1\|_{L^2} + \|F\|_{L^1_t L^2_x}.$$ 

And as a byproduct, for $s \in [0, \frac{1}{2}], p \in [2, \infty)$, we have

$$\|D^{2s} f\|_{L^p} \sim \|H^s f\|_{L^p}.$$ \quad (1.7)

Remark 1.3 (1.7) is useful for studying the well-posedness and scattering of semilinear dispersive equations with magnetic potentials particularly because no chain rule and Leibnitz rule are available for magnetic Schrödinger operators $H$.

The key for the proof of Theorem 1.1 is the weighted Morawetz estimate in Lemma 3.3 and the endpoint weighted Strichartz estimate for free wave equations on $\mathbb{H}^2$ in Lemma 3.6 inspired by [15, 8]. The proof of Lemma 3.6 depends on the bilinear argument of [21], complex interpolation and the frequency decomposition. It is important that Theorem 1.1 is essentially suitable to potentials of any size. The key point to involve large potentials in Theorem 1.1 is the three advantages of the hyperbolic background compared with the flat case, i.e., the exotic Strichartz estimates for free wave equations on $\mathbb{H}^2$, the Kunze-Stein phenomenon, the exponential decay of the spherical functions. In fact, as noticed by [16, 4], Strichartz estimates of dispersive equations on hyperbolic spaces own more Strichartz pairs than the Euclidean one, see [Corollary 1.3, [21]] and Lemma 2.2 below. For the $\mathbb{H}^2$ background studied here, an $L^2_t$-type Strichartz estimate is available, which is essential for Lemma 3.6 and unavailable in the $\mathbb{R}^2$ case.

The key for the proof of Corollary 1.1 is to prove (1.3)-(1.5). The Kato smoothing effect in the small potential case is respectively easy. For (1.3)-(1.5), we apply an almost equivalence technique of our previous paper [28] instead of the heat semigroup techniques usually used in the flat case. In fact, in the Euclidean case (1.3) and (1.4) are usually proved by Simon’s heat semigroup method with Kato’s strong Trotter formula, see [9, 18, 39]. The convenience of our almost equivalence arguments here is that we need neither the commutation property nor the special structure of $H$, which seems to fail for the hyperbolic backgrounds due to the non-vanishing connection coefficients. In fact, in our argument, it suffices to prove the $L^p_t L^q_x$ and weighted $L^2_x$ resolvent estimates on the half-line ($-\infty, 1/4$). These resolvent estimates can be proved by carefully bounding the resolvent kernel and applying the

* The Strichartz pair $(p, q)$ in the norm $L^p_t L^q_x$ for wave equations in $\mathbb{R}^2$ requires $p \geq 4$ at least, see [Corollary 1.3, [21]].
Kunze-Stein phenomenon. Moreover, due to the spectrum gap of $-\Delta$, we find this almost equivalence argument directly yields the exact equivalence.

**Notation** Let $D = (-\Delta)^{\frac{1}{2}}$. The square of $H$ is denoted by $H^\frac{1}{4}$ or $\sqrt{H}$. And denote the shifted derivative by $\tilde{D} = (-\Delta - \frac{i}{4} + \kappa^2)^{\frac{1}{2}}$ with $\kappa > \frac{1}{2}$.

The resolvent of an operator $L$ from one function space to the other is always denoted by $R_L(z) = (L - z)^{-1}$ for simplicity, for instance

$$R_H(z) = (H - z)^{-1}, \ R_D(z) = (D - z)^{-1}, \ R_{\sqrt{H}}(z) = (\sqrt{H} - z)^{-1}.$$  

In order to coincide with the notions in [5], we introduce $\mathcal{R}_0(s)$ defined by

$$\mathcal{R}_0(s) = (-\Delta - (1-s)z)^{-1}.$$  

Notice that $s(1-s)$ ranges over all the complex plane if $s$ ranges over the half plane $\{\frac{1}{2} + z : \Re z \geq 0\}$. And if $s$ takes values in the critical line $\{\frac{1}{2} + i\lambda : \lambda \in \mathbb{R}\}$, then $s(1-s)$ lies in $[1/4, \infty)$ which is the continuous spectrum of $-\Delta$. Similarly, we introduce the notations: $\mathcal{R}_D(z) = (D - z(1-z))^{-1}$, and

$$R_{\sqrt{H}}(z) = (H - z(1-z))^{-1}, \ R_{\sqrt{H}}(z) = (\sqrt{H} - z(1-z))^{-1}.$$  

Let $S(t)$ be any function defined in $\mathbb{R}$, the notation $S(t) \leq t^{-\infty}$ introduced in [3] means for any positive integer $n$, there exists some constant $C(n) > 0$ such that $S(t) \leq C(n)|t|^{-n}$ when $|t| \to \infty$. Similarly, for any function $S(\cdot)$ defined on integers, $S(j) \leq j^{-\infty}$ means for any positive integer $n$, there exists some constant $C(n) > 0$ such that $S(j) \leq C(n)|j|^{-n}$ when $|j| \to \infty$.

## 2 Preliminaries

Some preliminaries on the geometric notions and the Fourier analysis on the hyperbolic planes are recalled in this section. Most materials are standard and can be found in Helgason [13], while some are folk and we will contain some proofs if necessary.

Let $\mathbb{D} = \{(x_1, x_2) \in \mathbb{R}^2 : |x_1|^2 + |x_2|^2 < 1\}$ be the Poincare model of the hyperbolic plane $\mathbb{H}^2$ with the metric tension

$$4 \frac{dx_1^2 + dx_2^2}{(1 - |x_1|^2 - |x_2|^2)^2}.$$  

In the polar coordinates $(r, \theta)$, the metric tension of $\mathbb{D}$ is $dr^2 + \sinh^2 r d\theta^2$.  

* Since [3] also considered shifted wave equations, they introduce the operator $\tilde{D}$ to eliminate the singularity at zero of the corresponding symbols when applying the Fourier transform. The coincidence of $\|D^s \cdot \|_{L^p_\mathbb{T}}$ and $\|\tilde{D}^s \cdot \|_{L^p_\mathbb{T}}$ for $p \in (1, \infty)$ makes the use of $\tilde{D}$ safe for the final estimates and beneficial due to the elimination of singularity at zero. In our case, since the symbol of $(-\Delta)^{-1}$ is $(\lambda^2 + 1/4)^{-1}$ and has no singularity, it is generally not necessary to introduce $\tilde{D}$. We keep this notation for reader’s convenience of contrasting these papers.
The Laplace-Beltrami operator on \( \mathbb{D} \) is
\[
\Delta = \partial_r^2 + \coth r \partial_r + \sinh^{-2} r \partial_\theta.
\]
The spherical functions \( \varphi_\lambda \) with \( \lambda \in \mathbb{C} \) on \( \mathbb{D} \) are normalized radial eigenfunctions of \( \Delta \):
\[
\begin{aligned}
\{ \Delta \varphi_\lambda &= -(\lambda^2 + \frac{1}{4}) \varphi_\lambda \\
\varphi_\lambda(0) &= 1
\end{aligned} \tag{2.1}
\]
For any \( \lambda \in \mathbb{R}, \ r \geq 0 \), the spherical functions are of exponential decay:
\[
|\varphi_\lambda(r)| \leq \varphi_0(r) \lesssim (1 + r)e^{-r^2}.
\]
A horocycle for \( \mathbb{D} \) is a circle in \( \mathbb{D} \) tangential to the boundary \( \mathbb{B} = \partial \mathbb{D} \). Given \( b \in \mathbb{B} \) and \( z \in \mathbb{D} \), denote the horocycle through \( b \) and \( z \) by \( \xi(z, b) \). Then we put
\[
[z, b] = \text{distance from O to } \xi(z, b) \text{ (with sign; to be taken negative if O lies inside } \xi(z, b)).
\]
If \( f \) is a complex-valued function on \( \mathbb{D} \), the Fourier transform is defined by
\[
\tilde{f}(\lambda, b) = \int_{\mathbb{D}} f(z)e^{-(i\lambda+1)[z, b]}dz, \tag{2.2}
\]
for all \( \lambda \in \mathbb{C}, \ b \in \mathbb{B} \), if this integral exists. The inverse Fourier transform is defined by
\[
f(z) = \text{const. } \int_{0}^{\infty} \left( \int_{\mathbb{B}} \tilde{f}(\lambda, b)e^{(i\lambda+1)[z, b]}db \right) |c(\lambda)|^{-2}d\lambda, \tag{2.3}
\]
where \( c(\lambda) \) is the Harish-Chandra’s c-function. The Plancherel formula is
\[
\|f\|_{L^2}^2 = \text{const. } \int_{0}^{\infty} \int_{\mathbb{B}} |\tilde{f}(\lambda, b)|^2|c(\lambda)|^{-2}dbd\lambda. \tag{2.4}
\]
Any function \( m : \mathbb{R} \to \mathbb{C} \) induces a Fourier multiplier operator \( m(-\Delta) \) by the formula \( m(-\Delta)f(\lambda, b) = m(\lambda^2 + \frac{1}{4})\tilde{f}(\lambda, b) \). Thus, the symbol of the operator \( m(D) \) is \( m(\sqrt{\lambda^2 + \frac{1}{4}}) \). Consider the group
\[
\text{SU}(1, 1) = \left\{ \begin{pmatrix} a & b \\ \bar{b} & \bar{a} \end{pmatrix} : |a|^2 - |b|^2 = 1 \right\}
\]
with the action on \( \mathbb{D} \) defined by the map
\[
g : z \to \frac{az + b}{bz + a}, \ (z \in \mathbb{D}).
\]
Then we have the identification \( \mathbb{D} = \text{SU}(1, 1)/\text{SO}(2) \). Let \( d\mu(g) \) denote the
Lemma 2.1. If $H$ coincides with Sobolev spaces denoted by $H^s$, for any Fourier multiplier operator $f$ on manifolds, see for instance Hebey [14]. It is known that one has the same Young’s convolution inequality as the Euclidean space. Furthermore, hyperbolic planes have the so-called Kunze-Stein phenomenon, see Lemma 3.2 below. The convolution operation $f_1 * f_2$ has an equivalent form if one of $f_1, f_2$ is radial. In fact, suppose that $f_2(x) = f_2(d(x, O))$ is radial, then

$$f_1 * f_2(z) = \int_{\mathbb{D}} f_1(x) f_2(d(x, z)) dx. \quad (2.7)$$

Indeed, since $f_2$ is radial, $f_2(g^{-1} \cdot z) = f_2(d(g^{-1} \cdot z, O))$. And since $G$ keeps the Riemannian structure of $\mathbb{D}$, we have $d(g^{-1} \cdot z, O) = d(z, g \cdot O)$. Then (2.6) reduces to

$$f_1 * f_2(z) = \int_{G} f_1(g \cdot O) f_2(d(z, g \cdot O)) d\mu(g). \quad (2.8)$$

Considering $f_1(\cdot) f_2(d(\cdot, \cdot))$ as a function in $\mathbb{D}$, we have (2.7) by (2.8) and (2.5). For any Fourier multiplier operator $m(-\Delta)$, we say the radial function $k(r)$ is the corresponding kernel if $m(-\Delta)f = f * k$. And by (2.7), the function $k(d(x, y))$ defined on $\mathbb{D} \times \mathbb{D}$ is exactly the Schwartz kernel of $m(-\Delta)$.

Let $H^{k,p}(\mathbb{D}; \mathbb{R}^2)$ be the usual Sobolev space for scalar functions defined on manifolds, see for instance Hebey [14]. It is known that $C^\infty_c(\mathbb{D}; \mathbb{R}^2)$ is dense in $H^{k,p}(\mathbb{D}; \mathbb{R}^2)$. We also recall the norm of $H^{k,p}$:

$$\|f\|_{H^{k,p}}^p = \sum_{l=1}^{k} \|\nabla^l f\|_{L_x^p}^p,$$

where $\nabla^l f$ is the covariant derivative, $p \in [1, \infty)$. The fractional power Sobolev spaces denoted by $H^{s,p}$ are defined by $\{f : D^s f \in L^p\}$. And it coincides with $H^{k,p}$ if $s = k$ is an integer. $H^{s,2}$ are usually written by $H^s$ for simplicity.

We now recall the Sobolev inequalities.

**Lemma 2.1.** If $f \in C^\infty_c(\mathbb{D}; \mathbb{R})$, then for $1 < p < \infty$, $p \leq q \leq \infty$, $1 < r < 2,$
$r \leq l < \infty$, $\alpha > 1$ the following inequalities hold

$$\|f\|_{L^2} \lesssim \|\nabla f\|_{L^2}; \quad \|\nabla f\|_{L^p} \sim \|Df\|_{L^p}; \quad \|f\|_{L^1} \lesssim \|\nabla f\|_{L^r} \quad \text{when } \frac{1}{r} - \frac{1}{2} = \frac{1}{l};$$

$$\|f\|_{L^\infty} \lesssim \|D^\alpha f\|_{L^2}.$$

For the proof, we refer to [16, 14, 41], see also [25].

The dispersive estimates and Strichartz estimates for free wave equations on $\mathbb{H}^d$ were considered by [45, 34, 33, 3, 4]. Theorem 5.2 and Remark 5.5 of Anker, Pierfelice [3] obtained the Strichartz estimates for linear wave/Klein-Gordon equations. Recall $\tilde{D} = (-\Delta - \frac{1}{4} + \kappa^2)^{\frac{1}{2}}$ for some $\kappa > \frac{1}{2}$.

**Lemma 2.2** ([3]). Let $(p, q)$ and $(\tilde{p}, \tilde{q})$ be two admissible couples, i.e.,

$$\left\{(p^{-1}, q^{-1}) \in (0, \frac{1}{2}) \times (0, \frac{1}{2}) : \frac{1}{p} > \frac{1}{2} \left(\frac{1}{2} - \frac{1}{q}\right)\right\} \cup \left\{0, \frac{1}{2}\right\},$$

and similarly for $(\tilde{p}, \tilde{q})$. Meanwhile assume that

$$\sigma \geq \frac{3}{2}\left(\frac{1}{2} - \frac{1}{q}\right), \tilde{\sigma} \geq \frac{3}{2}\left(\frac{1}{2} - \frac{1}{\tilde{q}}\right),$$

then the solution $u$ to the linear wave equation

$$\begin{align*}
\partial^2_t u - \Delta u &= F \\
u(0, x) &= u_0(x), \partial_t |_{t=0} u(t, x) = u_1(x)
\end{align*}$$

satisfies the Strichartz estimate

$$\left\|\tilde{D}^{\sigma - \frac{1}{2}}_x u\right\|_{L_t^p L_x^q} + \left\|\tilde{D}^{\tilde{\sigma} - \frac{1}{2}}_x \partial_t u\right\|_{L_t^p L_x^q} \lesssim \left\|\tilde{D}^{\frac{1}{2}}_x u_0\right\|_{L^2} + \left\|\tilde{D}^{-\frac{1}{2}}_x u_1\right\|_{L^2} + \left\|\tilde{D}^{\tilde{\sigma} - \frac{1}{2}} F\right\|_{L_t^p L_x^q}.$$  

**Remark** For all $\sigma \in \mathbb{R}$, $p \in (1, \infty)$, $\|\tilde{D}^\sigma f\|_p$ is equivalent to $\|D^\sigma f\|_p$, see [Page 5618, 4].

### 3 Proof of Theorem 1.1

**Lemma 3.1.** Let $B, A$ satisfy ([1,2]), then $H$ is a self-adjoint operator in $L^2(\mathbb{D}; \mathbb{C}^2)$ with domain $D(H) = H^2$.

**Proof.** Since we will work with $\mathbb{C}^2$-valued functions, the operators $d, d^*$ are assumed to act on $\Omega^p(\mathbb{D}) \otimes \mathbb{C}^2$ and $\Omega^p(\mathbb{D}) \otimes g(2, \mathbb{C})$. First, $-\Delta$ is self-adjoint in $L^2$ with domain $H^2$ (see for instance [11]). Second, $H$ is symmetric in $L^2(\mathbb{D}; \mathbb{C}^2)$ with domain $H^2$ by integration by parts. In fact, denote the inner product in $\mathbb{C}^2$ by $\langle \cdot, \cdot \rangle$. Given, $f, g \in C_c^\infty(\mathbb{D}; \mathbb{C}^2)$. Since $B$ is symmetric and real, it is obvious that

$$\int_{\mathbb{D}} \langle Bf, g \rangle dz = \int_{\mathbb{D}} \langle f, Bg \rangle dz.$$  

(3.1)
Let $K$ where $B$ spaces with (3.2), (3.3) implies Thus the Poincare inequality

$$\|f\|_{L^2(B)} \leq \epsilon \|\Delta f\|_{L^2(B)} + C_1(\epsilon, K)\|f\|_{L^2(B)}$$

where $B_K$ denotes the geodesic ball with center $O$ of radius $K$. By taking $K \gg 1$, the exponential decay of $V$ and $|A|$ (see (1.2)) yields

$$\|(V + X)f\|_{L^2(B_K^c)} \lesssim e^{-\epsilon K} \|f\|_{L^2} + e^{-\epsilon K} \|\nabla f\|_{L^2}.$$  

Thus the Poincare inequality $\|f\|_{L^2} + \|\nabla f\|_{L^2} \lesssim \|\Delta f\|_{L^2}$ for hyperbolic spaces with (3.2), (3.3) implies

$$\|(V + X)f\|_{L^2(\mathbb{D})} \lesssim (e^{-\epsilon K} + \epsilon)\|\Delta f\|_{L^2} + C_1(\epsilon, K)\|f\|_{L^2}.$$  

Let $K$ be sufficiently large, by Kato’s perturbation theorem, $H$ is self-adjoint.

Since $H$ is assumed to be positive, one can define its fractional power $H^s$ for any $s \in \mathbb{R}$ via the spectrum theorem.

For reader’s convenience, we recall the following lemma of [4] whose proof is based on the Kunze-Stein phenomenon.

**Lemma 3.2** (Lemma 5.1, [4]). * There exists a constant $C > 0$ so that for any radial function $h$ on $\mathbb{D}$, any $2 \leq m, k < \infty$ and $g \in L^k(\mathbb{D})$,

$$\|g * h\|_{L^m} \lesssim \|g\|_{L^k} \left( \int_0^\infty \sinh r(\varphi_0(r))^P |h(r)|^Q dr \right)^{1/Q},$$

where $P = \frac{2\min\{m,k\}}{m+k}$, $Q = \frac{mk}{k+m}$, and $\varphi_0$ is the spherical function defined in [2.7].

* The JDE version of [Lemma 5.1,[4]] has some misprints. And we take this Lemma from its arxiv version which is correct.
The following weighted Strichartz estimate will be important to prove the endpoint Strichartz estimates. Its proof is an application of the smoothing effects. Recall $\rho(x) = e^{-d(x,0)}$.

**Lemma 3.3.** Let $H$ satisfy assumptions in Theorem 1.1. Assume that $u$ solves
\begin{align}
\begin{cases}
\partial_t^2 u + Hu = F \\
u(0, x) = u_0, \partial_t u(0, x) = u_1
\end{cases}
\end{align}
Then we have
\begin{equation}
\|\rho^{\alpha} \nabla u\|_{L^2_t L^2_x} \lesssim \|F(t)\|_{L^1_t L^2_x} + \|\nabla u_0\|_{L^2_x} + \|u_1\|_{L^2_x}.
\end{equation}

**Proof.** The proof is an easy application of the Kato’s smoothing effect of $e^{\pm it\sqrt{H}}$. In fact, by Duhamel principle,
\begin{equation}
u(t) = \cos\left(t\sqrt{H}\right) u_0 + \sin\left(t\sqrt{H}\right) u_1 + \int_0^t \sin\left((t-s)\sqrt{H}\right) F(s) ds.
\end{equation}
By the Christ-Kiselev lemma, for the inhomogeneous term it suffices to prove
\begin{equation}
\left\|\int_\mathbb{R} \rho^{\alpha} \nabla H^{-\frac{1}{2}} \sin\left((t-s)\sqrt{H}\right) F(s) ds\right\|_{L^2_t L^2_x} \lesssim \|F\|_{L^1_t L^2_x}.
\end{equation}
By (1.5), the Kato’s smoothing effect and Minkowski,
\begin{align}
\left\|\int_\mathbb{R} \rho^{\alpha} \nabla H^{-\frac{1}{2}} \sin\left((t-s)\sqrt{H}\right) F(s) ds\right\|_{L^2_t L^2_x} &\lesssim \int_\mathbb{R} \|\rho^{\alpha} \sin\left((t-s)\sqrt{H}\right) F(s)\|_{L^2_t L^2_x} ds \\
&+ \int_\mathbb{R} \|\rho^{\alpha} H^{-\frac{1}{2}} \sin\left((t-s)\sqrt{H}\right) F(s)\|_{L^2_t L^2_x} ds \\
&\lesssim \int_\mathbb{R} \|F(s)\|_{L^2_x} ds + \int_\mathbb{R} \|H^{-\frac{1}{2}} F(s)\|_{L^2_x} ds.
\end{align}
Meanwhile, the strict positiveness of the self-adjoint operator $H$ and the spectrum theorem imply
\begin{equation}
\|H^{-\frac{1}{2}} F\|_{L^2_x}^2 = \langle H^{-1} F, F \rangle \leq c \|F\|_{L^2_x}^2.
\end{equation}
Hence the estimates for the inhomogeneous term follow by (3.8) and (3.7). Similarly, the two homogeneous terms are bounded by $\|\nabla u_0\|_{L^2_x} + \|u_1\|_{L^2_x}$ by applying (1.5), Kato’s smoothing effect for $e^{\pm it\sqrt{H}}$ and the standard Poincare inequality $\|f\|_{L^2_x} \lesssim \|\nabla f\|_{L^2}$.

The proof of non-endpoint Strichartz estimates is quite standard. The non-endpoint homogeneous Strichartz estimates are given below.
Lemma 3.4. Let \((p, q)\) be an admissible pair with \(p > 2\), then
\[
\|D_\pm e^{\pm it\sqrt{H}} f\|_{L^p_t L^q_x} \lesssim \|Df\|_{L^2_x}. \tag{3.9}
\]
\[
\|D_\pm e^{\pm it\sqrt{H}} f\|_{L^p_t L^q_x} \lesssim \|H^{\frac{3}{2}} f\|_{L^2_x}. \tag{3.10}
\]

Proof. We follow the framework of \([7]\). Recall that \(W = V + X\) is the potential part of \(H\). Denote \(e^{it\sqrt{H}} f = u\), then
\[
e^{it\sqrt{H}} f = \cos (tD \pm i\sin D) \sqrt{H} f - \int_0^t \sin ((t - s)D) \sqrt{H} f - \int_0^t \sin ((t - s)D) W u ds. \tag{3.11}
\]

Lemma 2.2, (1.3) and Lemma 2.1 show
\[
\|\sin (tD) \sqrt{H} f\|_{L^p_t L^q_x} \lesssim \|\sqrt{H} f\|_{L^2_x} \lesssim \|Df\|_{L^2_x}.
\]

Thus the homogeneous estimate is done. The rest is to handle the inhomogeneous term. As a preparation, we first prove
\[
\left\| \int_0^t \frac{\sin ((t - s)D)}{D^\frac{3}{2}} W u ds \right\|_{L^p_t L^q_x} \lesssim \|\rho^\alpha H^{\frac{3}{2}} u\|_{L^2_x} + \|\rho^\alpha u\|_{L^2_x}. \tag{3.12}
\]

Since \(p > 2\), by the Christ-Kiselev lemma, to verify (3.12) it suffices to prove
\[
\left\| \int_{\mathbb{R}} \frac{e^{\pm i(t-s)D}}{D^\frac{3}{2}} W u ds \right\|_{L^p_t L^q_x} \lesssim \|\rho^\alpha H^{\frac{3}{2}} u\|_{L^2_x} + \|\rho^\alpha u\|_{L^2_x}. \tag{3.13}
\]

Recall the Kato smoothing effect for \(e^{iDt}\): for any \(g \in L^2\) there holds
\[
\|\rho^\alpha e^{\pm itD} g\|_{L^2_t L^2_x} \lesssim \|g\|_{L^2_x}.
\]

The dual version is
\[
\left\| \int_{\mathbb{R}} e^{\pm iD} F(s) ds \right\|_{L^2_x} \lesssim \|\rho^{-\alpha} F\|_{L^2_x}. \tag{3.14}
\]

(3.14) and Lemma 2.2 give
\[
\left\| \int_{\mathbb{R}} D^\frac{1}{2} e^{\pm i(t-s)D} W u ds \right\|_{L^p_t L^q_x} \lesssim \left\| \int_{\mathbb{R}} e^{-isD} W u ds \right\|_{L^2_x} \lesssim \|\rho^{-\alpha} (V + X) u\|_{L^2_t L^2_x}.
\]
Thus by (1.2) and (1.5), one deduces
\[ \left\| \int_0^t e^{i\sqrt{H}(t-s)} F \, ds \right\|_{L^2_t L^2_x} \]
\[ \lesssim \left( \left\| \nabla \rho^{-2\alpha} \right\|_{L^\infty} + \left\| |A| \rho^{-2\alpha} \right\|_{L^\infty} \right) \left( \left\| \rho^\alpha u \right\|_{L^2_t L^2_x} + \left\| \rho^\alpha \nabla u \right\|_{L^2_t L^2_x} \right) \]
\[ \lesssim \left\| \rho^\alpha u \right\|_{L^2_t L^2_x} + \left\| \rho^\alpha H^\frac{1}{2} u \right\|_{L^2_t L^2_x}. \]

Hence (3.12) has been proved. Since \( H^\frac{1}{2} \) commute with \( e^{\pm i \sqrt{H}} \), (3.12), the Kato’s smoothing effect for \( e^{\pm i \sqrt{H}} \) and (1.3)-(1.4) yield
\[ \int_0^t \left\| \rho^\alpha \right\|_{L^2_t L^2_x} + \left\| H^\frac{1}{2} f \right\|_{L^2_x} \lesssim \left\| \nabla f \right\|_{L^2_x}. \]

Thus we have obtained (3.9). (3.10) follows by (3.9) and (3.8).

\[ \square \]

**Proposition 3.1.** Let \( H \) satisfy the assumptions in Theorem 1.1. Then we have the non-endpoint Strichartz estimates for the magnetic wave equation: If \( u \) solves the equation
\[ \begin{cases} \partial_t^2 u + Hu = F \\ u(0,x) = u_0, \partial_t u(0,x) = u_1 \end{cases} \quad (3.15) \]
then it holds for any admissible pair \((p,q)\) with \( p > 2, q \in (2,6] \)
\[ \left\| D^\frac{1}{2} u \right\|_{L^p_t L^q_x} + \left\| D^\frac{1}{2} \partial_t u \right\|_{L^p_t L^q_x} + \left\| \partial_t u \right\|_{L^p_t L^2_x} + \left\| \nabla u \right\|_{L^p_t L^2_x} \]
\[ \lesssim \left\| \nabla u_0 \right\|_{L^2} + \left\| u_1 \right\|_{L^2} + \left\| F \right\|_{L^1_t L^2_x}. \]

\[ \square \]

**Proof.** By Duhamel principle,
\[ u(t) = \cos \left( t \sqrt{H} \right) u_0 + \frac{1}{\sqrt{H}} \sin \left( t \sqrt{H} \right) u_1 + \int_0^t \sin \left( s \sqrt{H} \right) \frac{F(s)}{\sqrt{H}} \, ds. \]

The homogenous estimates follow directly by Lemma 3.4, (1.3)-(1.4), and the inequality \( \left\| \nabla f \right\|_{L^2} \lesssim \left\| (-\Delta)^s f \right\|_{L^2} \) for any \( s \in (0,1) \). It remains to deal with the inhomogeneous term. By the Christ-Kiselev lemma, it suffices to prove
\[ \left\| \int_0^t D^\frac{1}{2} H^{-\frac{1}{2}} \sin \left( (t-s) \sqrt{H} \right) F(s) \, ds \right\|_{L^p_t L^q_x} \lesssim \left\| F \right\|_{L^1_t L^2_x}. \]
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This is an immediate corollary of (1.3)-(1.4) and (3.10). In fact, we have by (3.10) and Minkowski inequality
\[
\int_{\mathbb{R}} D^{1/2} H^{-1/2} \sin \left( (t-s) \sqrt{H} \right) F(s) ds \lesssim \int_{\mathbb{R}} D^{1/2} H^{-1/2} e^{\pm i (t-s) \sqrt{H}} F(s) ds
\]
\[
\lesssim \int_{\mathbb{R}} \left| H^{1/2} H^{-1/2} e^{\pm is \sqrt{H}} F(s) \right| ds \lesssim \|F(s)\|_{L^1_\sigma L^2_x}.
\]
The estimate of \(\partial_t u\) is similar. \(\square\)

Recall \(\tilde{D} = (-\Delta - \frac{1}{4} + \kappa^2)^{1/2}\) in Section 1. Let \(\chi_\infty(r)\) be a cutoff function which equals one when \(r \geq 3/2\) and vanishes near zero. In the vertical strip \(0 \leq \Re \sigma \leq 3/2\), we define an analytic family of operators
\[
\tilde{W}^{\sigma,\infty}_t = \frac{e^{\sigma^2}}{\Gamma(2 - \sigma)} \chi_\infty(D) \tilde{D}^{-\sigma} e^{itD}
\]
Denote its kernel by \(\tilde{w}^{\sigma,\infty}_t(r)\). It is easily seen that \(\tilde{W}^{\sigma,\infty}_t\) is the high frequency truncation of \(\tilde{D}^{-\sigma} e^{itD}\). The Gamma function added to (3.16) allows us to handle the boundary \(\Re \sigma = \frac{3}{2}\) (see [3]). For \(\sigma \in \mathbb{R}\), define the low frequency truncation of \(\tilde{D}^{-\sigma} e^{itD}\) to be
\[
W^{\sigma,0}_t = \tilde{D}^{-\sigma} e^{itD}(I - \chi_\infty(D)).
\]
Denote its kernel by \(w^{\sigma,0}_t(r)\). We collect some results from [Section 3, [3]] for reader’s convenience.

**Lemma 3.5 ([3])**. The kernel \(w^{\sigma,0}_t(r)\) satisfies the point-wise estimates for \(\sigma \in \mathbb{R}, |t| \geq 2\)
\[
|w^{\sigma,0}_t(r)| \lesssim \begin{cases} |t|^{-3/2} (1 + r) \varphi_0(r), & 0 \leq r \leq \frac{1}{2} |t| \\ \varphi_0(r), & r \geq \frac{1}{2} |t| \end{cases}
\]
And for \(\sigma \in \mathbb{C}\) with \(\Re \sigma = \frac{3}{2}\), the kernel \(\tilde{w}^{\sigma,\infty}_t(r)\) satisfies
\[
|w^{\sigma,\infty}_t(r)| \lesssim \begin{cases} |t|^{-\infty} \varphi_0(r), & 0 \leq r \leq \frac{1}{2} |t| \\ e^{-\frac{1}{2} r t}, & r \geq \frac{1}{2} |t| \end{cases}
\]

**Remark 3.1.** ([3],[18]) can be found in Theorem 3.1 of [3]. (3.19) is contained in the proof of Theorem 3.2 in [3].

**Lemma 3.5** has several corollaries.

**Corollary 3.1.** Assume that \(p \in (2, 6), q \in (2, 6)\), then for \(t \geq 2\)
\[
\left\| f \ast w^{\sigma,0}_t(r) \right\|_{L^p} \lesssim t^{-3/2} \|f\|_{L^q'}.
\]
Moreover, for $\Re \sigma > 3(\frac{1}{2} - \frac{1}{p})$, $\Re \sigma > 3(\frac{1}{2} - \frac{1}{q})$, $t \geq 2$, one has

$$\| f \ast \tilde{w}_{t}^{\sigma, \infty} \|_{L^{p}} \lesssim t^{-\infty} \| f \|_{L^{p'}}.$$  \hspace{1cm} (3.21)

**Proof.** First, we prove the $w_{t}^{\sigma, 0}(r)$ part in (3.20). When $r \leq \frac{1}{2} |t|$ the desired estimate in (3.20) follows by applying Lemma 3.2 and (3.18). When $r \geq \frac{1}{2} |t|$, since $\varphi_{0}(r) \lesssim (1 + r)e^{-\frac{1}{2}r}$, choosing arbitrary $0 < \epsilon < 1$, we obtain $\varphi_{0}(r) \lesssim t^{-\frac{3}{2}} e^{-\frac{1}{2} - \epsilon r}$. Then the desired estimate in (3.20) follows by applying Lemma 3.2 as well.

Second, we deal with the $\tilde{w}_{t}^{\sigma, \infty}(r)$ part in (3.21). This is achieved by interpolation. In fact, for $\Re \sigma = 0$

$$\| f \ast \tilde{w}_{t}^{\sigma, \infty} \|_{L^{2}} \leq C \| f \|_{L^{2}}.$$  \hspace{1cm} (3.22)

For $\Re \sigma = 3/2$, as in the first step, (3.19) with Lemma 3.2 yields for any $2 < m < \infty$, $k \in [2, \infty)$

$$\| f \ast \tilde{w}_{t}^{\sigma, \infty} \|_{L^{k}} \leq C t^{-\infty} \| f \|_{L^{m'}}.$$  \hspace{1cm} (3.23)

Interpolating (3.22) with (3.23), for $\frac{1}{p} = \frac{\theta}{2} + \frac{1-\theta}{k}$, $\frac{1}{q'} = \frac{\theta}{2} + \frac{1-\theta}{m'}$, and $\Re \sigma = \frac{3}{2}(1 - \theta)$, we have

$$\| f \ast \tilde{w}_{t}^{\sigma, \infty} \|_{L^{p}} \leq C t^{-\infty} \| f \|_{L^{q'}}.$$  \hspace{1cm} (3.24)

In this case, by checking the relations $k = \frac{2 \sigma}{3} / (\frac{1}{p} - \frac{1}{2} + \frac{1}{q'} \sigma)$, $m' = \frac{2 \sigma}{3} / (\frac{1}{q'} - \frac{1}{2} + \frac{1}{q} \sigma)$, and $2 < m < \infty$, $k \in [2, \infty)$, we conclude that for $\Re \sigma > 3(\frac{1}{2} - \frac{1}{p})$, $\Re \sigma > 3(\frac{1}{2} - \frac{1}{q})$, $p \in (2, 6)$, $q \in (2, 6)$, there holds

$$\| f \ast \tilde{w}_{t}^{\sigma, \infty} \|_{L^{p}} \leq C(p, q) t^{-\infty} \| f \|_{L^{q'}}.$$  \hspace{1cm} (3.25)

**Lemma 3.6.** Let $u$ solve the linear wave equation

$$\begin{cases}
\partial_{t}^{2} u - \Delta u = F \\
u(0, x) = 0, \partial_{t} u(0, x) = 0
\end{cases}$$  \hspace{1cm} (3.26)

Let $\alpha > 0$, then for $q \in (2, 6)$

$$\left\| D^{\frac{3}{2} + \alpha} u \right\|_{L^{2}_{t} L^{2}_{x}} \leq \left\| \rho^{-\alpha} F \right\|_{L^{2}_{t} L^{2}_{x}}.$$  \hspace{1cm} (3.27)

**Proof.** Step 1. A Non-endpoint Result. Although the Christ-Kiselev
Lemma is not available here, we can firstly prove a non-endpoint result, i.e.,

$$\left\| D^{1/2} u \right\|_{L^p_t L^q_x} \lesssim \left\| \rho^{-\alpha} F \right\|_{L^r_t L^s_x},$$  \hspace{1cm} (3.26)

where \((p, q)\) is an admissible pair and \(p > 2\). The proof of (3.26) follows from the Christ-Kiselev lemma, Lemma 2.2 and the Kato’s smoothing effect.

**Step 2. Bilinear Argument for Endpoint.** Next, we prove the endpoint case. The proof is based on the bilinear argument of [21].

**Step 2.1. Reduction of Time Support.** By Duhamel principle,

$$D^{1/2} u(t) = \int_0^t \frac{\sin(D(t-s))}{D^{1/2}} F(s) ds.$$  \hspace{1cm} (3.27)

Meanwhile, the endpoint Strichartz estimates for the free wave equation in Lemma 2.2 and the dual Kato smoothing effect for \(e^{\pm itD} \) show

$$\left\| \int_{-\infty}^0 \frac{\sin(D(t-s))}{D^{1/2}} F(s) ds \right\|_{L^r_t L^s_x} \lesssim \left\| \int_{-\infty}^0 e^{\pm isD} F(s) ds \right\|_{L^r_t L^s_x} \lesssim \left\| \rho^{-\alpha} F \right\|_{L^r_t L^s_x}.$$

Hence, (3.25) reduces to prove

$$\left\| \int_{-\infty}^t \frac{\sin(D(t-s))}{D^{1/2}} F(s) ds \right\|_{L^r_t L^s_x} \lesssim \left\| \rho^{-\alpha} F \right\|_{L^r_t L^s_x}.$$  \hspace{1cm} (3.28)

Consider the bilinear form of (3.28):

$$\left\| \int_{-\infty}^t \int_{-\infty}^t e^{i(t-s)D} D^{-\frac{1}{2}} F(s) G(t) ds dt \right\| \lesssim \left\| \rho^{-\alpha} F(t) \right\|_{L^r_t L^s_x} \left\| G(t) \right\|_{L^r_t L^s_x}.$$  \hspace{1cm} (3.29)

Split the time integrand domain into the following dyadic subintervals:

$$\int_{-\infty}^t \int_{-\infty}^t e^{i(t-s)D} D^{-\frac{1}{2}} F(s) G(t) ds dt = \sum_{j \in \mathbb{Z}} \int_{-\infty}^t \int_{-\infty}^t e^{i(t-s)D} D^{-\frac{1}{2}} F(s) G(t) ds dt.$$  \hspace{1cm} (3.30)

For any fixed \(j \in \mathbb{Z}\), divide \(F(s), G(t)\) further into \(F(s) = \sum_{k \in \mathbb{Z}} F^j_k(s), G(t) = \sum_{n \in \mathbb{Z}} G^j_n(t)\) with

$$F^j_k(s) = F(s) 1_{s \in [k2^j, (k+1)2^j)}, \quad G^j_n(t) = G(t) 1_{t \in [n2^j, (n+1)2^j)}.$$  

When \(s \in [k2^j, (k+1)2^j), k \in \mathbb{Z}\), the relation \(t - 2^j \leq s \leq t - 2^j - 1\) shows \(|n - k| \leq 2\). If we have proved there exists a constant \(\beta(q) > 0\) such that for
all \(k, j \in \mathbb{Z}\)
\[
\int_{\mathbb{R}} \int_{\mathbb{D}} \int_{t-2^j \leq s \leq t-2^j-1, |n-k| \leq 2} e^{i(t-s)D} D_{-\frac{1}{2}} F^j_k(s)G^j_n(t) dsdxdt 
\lesssim |j|^{-\beta} \|\rho^{-\alpha} F^j_k\|_{L^2 L^2_x} \|G^j_n\|_{L^1_t L^p_y}.
\] (3.31)

Then the Cauchy-Schwartz inequality and the restriction \(|n-k| \leq 2\) give
\[
|3.30| \lesssim \sum_{j \in \mathbb{Z}} |j|^{-\beta} \sum_{k, n \in \mathbb{Z}, |n-k| \leq 2} \|F^j_k\|_{L^2 L^2_x} \|G^j_n\|_{L^1_t L^p_y} 
\lesssim \sum_{j \in \mathbb{Z}} |j|^{-\beta} \left( \sum_{k \in \mathbb{Z}} \|F^j_k\|_{L^2 L^2_x}^2 \right)^{\frac{1}{2}} \left( \sum_{n \in \mathbb{Z}} \|G^j_n\|_{L^1_t L^p_y}^2 \right)^{\frac{1}{2}} 
\lesssim \|F\|_{L^2_t L^p_x} \|G\|_{L^1_t L^p_y} \sum_{j \in \mathbb{Z}} |j|^{-\beta}.
\]

Thus it suffices to prove (3.31). Therefore, without loss of generality, we assume \(F\) and \(G\) are supported on a time interval of size \(2^j\) on \(\{(t, s) : t - 2^j \leq s \leq t - 2^j-1\}\).

**Step 2.2. Sum of Negative \(j\).** For \(j \leq 0, q \in (2, 6]\), choose \(m\) to be slightly larger than 2, then Hölder and (3.20) give for \(\frac{1}{m} > \frac{1}{2} - \frac{1}{q}\) (then \((m, q)\) is an admissible pair)
\[
\left| \int_{\mathbb{R}} \int_{\mathbb{D}} \int_{t-2^j \leq s \leq t-2^j-1} e^{i(t-s)D} D_{-\frac{1}{2}} F(s)G(t) dsdxdt \right| 
\lesssim \left\| \int_{t-2^j \leq s \leq t-2^j-1} e^{i(t-s)D} D_{-\frac{1}{2}} F(s) ds \right\|_{L^m_t L^q_y} \|G(t)\|_{L^1_t L^p_y'} 
\lesssim \|\rho^{-\alpha} F(t)\|_{L^2_t L^2_x} \|G(t)\|_{L^1_t L^p_y'} 
\lesssim \|\rho^{-\alpha} F(t)\|_{L^2_t L^2_x} \|G(t)\|_{L^2_t L^2_y} 2^{(\frac{1}{m} - \frac{1}{q})}.
\] (3.32)

where we used the time support of \(G(t)\) is of size \(2^j\) in the last line. Therefore, the negative \(j\) part of (3.30) is summable.

**Step 2.3. Sum of Positive \(j\).** For the positive \(j\), let us consider a multiple parameter analytic family of operators defined by
\[
T^\sigma_\sigma^1_j(F, G) = \int_{\mathbb{R}} \int_{\mathbb{D}} \int_{t-2^j \leq s \leq t-2^j-1} e^{i(t-s)D} D_{-\sigma} D_{-\sigma_1} F(s)G(t) dsdxdt.
\] (3.33)

By Remark 2.1, every estimate for \(T^\sigma_\sigma^1_j(F, G)\) will yield a corresponding estimate for \(T^\sigma_\sigma^0_j(F, G)\) if both \(\sigma\) and \(\sigma_1\) are real. Furthermore, we divide \(T^\sigma_\sigma^1_j\) into \(T^\sigma_\sigma^1_j + T^\sigma_\sigma^0_j\), where \(T^\sigma_\sigma^1_j = \chi_\infty(D)T^\sigma_\sigma^1_j\) denotes the high frequency part (see Lemma 3.5 for \(\chi_\infty\)), and \(T^\sigma_\sigma^0_j = T^\sigma_\sigma^1_j(I - \chi_\infty)(D)\) denotes
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the low frequency part.

**Step 2.3.1. High Frequency for Positive $j$.** We claim for any $\Re \sigma > \frac{3}{2}(\frac{1}{2} - \frac{1}{q})$, $\Re \sigma_1 > \frac{3}{2}(\frac{1}{2} - \frac{1}{p})$, $(p, q) \in (2, 6) \times (2, 6)$

$$|T^{\sigma, \sigma_1}_{j, \infty}(F, G)| \lesssim j^{-\infty} \|F\|_{L^p_t L^q_x} \|G\|_{\tilde{L}^p_t \tilde{L}^q_x}.$$  \hspace{1cm} (3.34)

(3.34) is essentially contained in [4]. For convenience, we give the detailed proof in Lemma 5.2 below. Meanwhile, given $0 < \eta \ll 1$, for any $p, q \in (2, 6)$ satisfying

$$\frac{1}{p} + \frac{1}{q} = \frac{2}{3} + \eta,$$  \hspace{1cm} (3.35)

and any $\theta \in (\frac{1}{2} - \frac{3}{2} \eta, \frac{1}{2})$, we can divide $\theta$ into $\theta_1 + \theta_2 = \theta$, such that $\theta_1 > \frac{3}{2}(\frac{1}{2} - \frac{1}{q})$, $\theta_2 > \frac{3}{2}(\frac{1}{2} - \frac{1}{p})$. Thus by our claim (3.34),

$$|T^{\theta_1, \theta_2}_{j, \infty}(F, G)| \lesssim j^{-\infty} \|F\|_{L^p_t L^q_x} \|G\|_{\tilde{L}^p_t \tilde{L}^q_x}.$$  \hspace{1cm} (3.36)

For a given $\alpha > 0$, choose $p$ slightly larger than 2 such that

$$\frac{2p'}{2 - p'} > 1,$$  \hspace{1cm} (3.37)

then Hölder and (3.30) give

$$|T^{\theta_1, \theta_2}_{j, \infty}(F, G)| \lesssim j^{-\infty} \|\rho^\alpha\|_{L^{p'}_t L^q_x} \|F\|_{L^p_t L^q_x} \|G\|_{\tilde{L}^p_t \tilde{L}^q_x} \lesssim j^{-\infty} \|\rho^{-\alpha}\|_{L^p_t L^q_x} \|G\|_{\tilde{L}^p_t \tilde{L}^q_x}.$$  \hspace{1cm} (3.38)

Notice that for $\theta_1 + \theta_2 = \theta \in (\frac{1}{2} - \eta, \frac{1}{2})$, (3.37) and (3.35) imply that in order to obtain (3.38), $q$ should be restricted to $q \in (\frac{6}{1+6\eta+6\eta^2}, 6)$. The special case of (3.38) when $\theta_1 + \theta_2 = \frac{1}{2}$ corresponds to (3.30). The left range of $q$ will be considered later.

**Step 2.3.2. Low Frequency for Positive $j$.** Meanwhile, (3.20) and Hölder give for all $p, q \in (2, 6)$ and any $\sigma_2 \in \mathbb{R}$,

$$|T^{\theta, \sigma_2}_{j, 0}(F, G)| \lesssim \int_{\mathbb{R}} \int_{t-2^j \leq s \leq t-2^{j-1}} \left\|(I - \chi_\infty(D))\bar{D}^{-\sigma_2} e^{\pm i(t-s)D} F(s)\right\|_{L^q} \|G(s)\|_{L^{q'}} ds dt$$

$$\lesssim \int_{\mathbb{R}} \int_{t-2^j \leq s \leq t-2^{j-1}} (t-s)^{-\frac{3}{2}} \|F(s)\|_{L^{q'}} \|G(s)\|_{L^{q'}} ds dt$$

$$\lesssim 2^{-j/2} \|F\|_{L^p_t L^q_x} \|G\|_{\tilde{L}^p_t \tilde{L}^q_x}.$$  \hspace{1cm} (3.39)
Choosing $p$ to be slightly larger than 2 such that (3.37) holds, we have by (3.39) that
\[
|T_{j,0}^{0,\sigma_2}(F,G)| \lesssim 2^{-j/2} \|\rho^{-\alpha} F\|_{L^\infty_t L^2_x} \|G\|_{L^q_t L^r_x}.
\] (3.40)

The special case when $\sigma_2 = \frac{1}{2}$ corresponds to the low frequency part of (3.30).

**Step 2.4. Sum for Positive $j$.** Hence, (3.29) is summable when $j \geq 0$ by (3.38) and (3.39) for $q \in (\frac{6}{1+6\alpha+6\eta} \cdot 6)$. Thus we have proved (3.25) for $q \in (\frac{6}{1+6\alpha+6\eta} \cdot 6)$. It remains to prove (3.25) for the left $p$ in (2,6). Since the negative $j$ part of (3.30) is done, we separate the positive $j$ part by defining:
\[
T_{\geq 0}^{\gamma} F := \int_{-\infty}^{t-\frac{1}{2}} e^{\pm itD} D^{-\gamma} F(s) ds.
\] (3.41)

Then it suffices to prove
\[
\|T_{\geq 0}^{\frac{1}{2}} F\|_{L^2_t L^4_x} \lesssim \|\rho^{-\alpha} F\|_{L^2_t L^2_x}.
\] (3.42)

Denote the high frequency truncation of $T_{\geq 0}^{\gamma}$ by $T_{\geq 0,hi}^{\gamma}$ and its low frequency truncation by $T_{\geq 0,low}^{\gamma}$ respectively. And the corresponding bilinear form can be divided into dyadic subintervals and high/low frequency parts as above. The only difference is $j$ is forced to be $j \geq 0$. Step 2.3.2 shows the low frequency part $T_{\geq 0,low}^{\gamma} F$ satisfies
\[
\|T_{\geq 0,low}^{\gamma} F\|_{L^2_t L^4_x} \lesssim \|\rho^{-\alpha} F\|_{L^2_t L^2_x}.
\] (3.43)

for all $\gamma \in \mathbb{R}$ and $q \in (2,6)$. Step 2.3.1 shows the high frequency part $T_{\geq 0,hi}^{\gamma} F$ satisfies
\[
\|T_{\geq 0,hi}^{\gamma} F\|_{L^2_t L^4_x} \lesssim \|\rho^{-\alpha} F\|_{L^2_t L^2_x}.
\] (3.44)

for all $\gamma \in (\frac{1}{2} - \eta, \frac{1}{2}]$ and $q \in (\frac{6}{1+6\alpha+6\eta} \cdot 6)$. The key point is (3.33), (3.44) give some gain in derivatives. (But it seems that this gain only happens in the positive $j$ part.)

**Step 2.4.1. Derivatives of Low Order.** Consider $T_{\leq 0}^{1,0}$. The corresponding dyadic bilinear form is
\[
T_{j,\infty}^{1,0}(F,G) = \int_{\mathbb{R}} \int_{\mathbb{R}} \int_{2^{-j} t - 1 \leq s \leq 2^{-j} t - 1} e^{i(t-s)D} D^{-1} \chi_{\infty} F(s) G(t) ds dx dt,
\] (3.45)
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and

$$T_{j,0}^{1,0}(F, G) = \int_{\mathbb{R}} \int_D \int_{t-2^j \leq s \leq t-2^{j-1}} e^{i(t-s)D} D^{-1}(I - \chi_\infty(D))F(s)G(t) ds dx dt,$$

(3.46)

In this case, $T_{j,0}^{1,0}$ has a full derivative. Then by directly applying Corollary 3.1, we obtain for all $p, q \in (2, 6)$

$$\left| T_{j,\infty}^{1,0}(F, G) \right| \lesssim \int_{\mathbb{R}} \int_{t-2^j \leq s \leq t-2^{j-1}} (t-s)^{-\infty} \| F(s) \|_{L^p} \| G(s) \|_{L^q} ds dt$$

$$\lesssim j^{-\infty} \| F(s) \|_{L^2_t L^p_x} \| G(s) \|_{L^q_t L^2_x}.$$

Then by choosing $p$ to be slightly larger than 2, we get for all $q \in (2, 6)$,

$$\left| T_{j,\infty}^{0,1}(F, G) \right| \lesssim j^{-\infty} \| \rho^{-\alpha} F \|_{L^2_t L^2_x} \| G \|_{L^q_t L^2_x}.$$  

(3.47)

The low frequency part $T_{j,0}^{1,0}$ in (3.46) for $j \geq 0$ follows by the same arguments as $D^\frac{1}{2}$ considered above. Hence, we have for all $q \in (2, 6)$

$$\| T_{\geq 0}^1 \|_{L^2_t L^2_x} \lesssim \| \rho^{-\alpha} F \|_{L^2_t L^2_x}.$$  

(3.48)

**Step 2.4.2. Full Range of $q$ by Interpolation.** It suffices to prove (3.42). By Gagliardo-Nirenberg inequality, for any $q \in (2, 6)$ there exists $q_1 = 2^+$, $q_2 = 6^-$ and $\gamma = \left(\frac{1}{2}\right)^-$ such that

$$\left\| T_{\geq 0}^1 F \right\|_{L^2_x} \lesssim \| T_{\geq 0}^1 F \|_{L^{q_1}_t L^{q_1}_x} \| T_{\geq 0}^1 F \|_{L^{q_2}_t L^{q_2}_x}^{1-\tau},$$

(3.49)

with $\tau \in (0, 1)$. Then (3.42) follows by (3.49), (3.44), (3.43) and Hölder.

Proposition 3.1 with Lemma 3.6, Lemma 3.3 gives

**Lemma 3.7.** Let $H$ satisfy assumptions in Theorem 1.1, $0 < \alpha < 2\rho$, then we have the weighted Strichartz estimates for the magnetic wave equation: If $u$ solves the equation

$$\left\{ \begin{array}{l}
\partial_t^2 u + Hu = 0 \\
u(0, x) = u_0, \partial_t u(0, x) = u_1
\end{array} \right.$$  

then it holds for any $p \in (2, 6)$

$$\left\| D^\frac{1}{2} u \right\|_{L^2_t L^p_x} + \| \rho^{\alpha} \nabla u \|_{L^2_t L^2_x} + \| \partial_t u \|_{L^\infty_t L^2_x} + \| \nabla u \|_{L^\infty_t L^2_x} \lesssim \| \nabla u_0 \|_{L^2} + \| u_1 \|_{L^2}.$$  
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**Proof.** (3.11), Lemma 3.2 and Lemma 3.6 with \( p \in (2, 6) \) give

\[
\left\| \frac{D^\frac{1}{2}}{\sqrt{\lambda}} u \right\|_{L^2_t L^p_x} + \| u \|_{L^2_t L^p_x} \lesssim \| \nabla u_0 \|_{L^2_x} + \| u_1 \|_{L^2_x} + \| \rho^{-\alpha} W u \|_{L^2_t L^2_x}.
\]

Hence by (1.2), one obtains

\[
\left\| \frac{D^\frac{1}{2}}{\sqrt{\lambda}} u \right\|_{L^2_t L^p_x} + \| u \|_{L^2_t L^p_x} \lesssim \| \nabla u_0 \|_{L^2_x} + \| u_1 \|_{L^2_x} + \| \rho^{-\alpha} W u \|_{L^2_t L^2_x}.
\]

(3.50)

Lemma 3.3 shows

\[
\| \rho^{-\alpha} \nabla u \|_{L^2_t L^2_x} \lesssim \| \nabla u_0 \|_{L^2_x} + \| u_1 \|_{L^2_x}.
\]

(3.51)

By (3.50), (3.51) and the Kato smoothing effect for \( e^{\pm i t \sqrt{\lambda}} \), we get the endpoint homogeneous estimate

\[
\left\| \frac{D^\frac{1}{2}}{\sqrt{\lambda}} u \right\|_{L^2_t L^p_x} + \| u \|_{L^2_t L^p_x} \lesssim \| \nabla u_0 \|_{L^2_x} + \| u_1 \|_{L^2_x}.
\]

\( \square \)

The remaining inhomogeneous endpoint Strichartz estimates are given below.

**Proposition 3.2.** Let \( H \) satisfy assumptions in Theorem 1.1, \( 0 < \alpha < 2\beta \), then we have the weighted Strichartz estimates for the magnetic wave equation: If \( u \) solves the equation

\[
\begin{cases}
\partial_t^2 u + H u = F \\
u(0, x) = u_0, \partial_t u(0, x) = u_1
\end{cases}
\]

then it holds for any \( p \in (2, 6) \)

\[
\left\| \frac{D^\frac{1}{2}}{\sqrt{\lambda}} u \right\|_{L^2_t L^p_x} + \| \rho^{-\alpha} \nabla u \|_{L^2_t L^2_x} + \| \partial_t u \|_{L^\infty_t L^2_x} + \| \nabla u \|_{L^\infty_t L^2_x} \lesssim \| \nabla u_0 \|_{L^2_x} + \| u_1 \|_{L^2_x} + \| F \|_{L^1_t L^2_x}.
\]

**Proof.** It remains to prove the case when \( u_0 = u_1 = 0 \) by Lemma 3.7. In this case, by the Christ-Kiselev lemma, it suffices to prove

\[
\left\| \int_\mathbb{R} \frac{D^\frac{1}{2}}{\sqrt{\lambda}} H^{-\frac{1}{2}} e^{\pm i (t-s) \sqrt{\lambda}} F(s) ds \right\|_{L^p_t L^p_x} \lesssim \| F \|_{L^1_t L^2_x}.
\]

This follows immediately from Minkowski, Lemma 3.7 and (1.3)-(1.4). \( \square \)
4 Proof of Corollary 1.1

In this section we prove Corollary 1.1. The Kato smoothing effect will be proved first, the equivalence of $H^{1/2}$ and $D$ in various spaces will be proved then.

4.1 Kato smoothing estimates for wave equations with small potentials

In this subsection, we aim to prove the Kato smoothing estimates for the magnetic half wave operator $e^{it\sqrt{H}}$. The technique we use is on one hand quite eclectic, and usually statements are proved by combining ideas borrowed from different works. And on the other hand, some refinements and new ideas are introduced to estimate troublesome terms.

The self-adjoint operator $H$ is strictly positive due to the smallness assumption of potentials. In fact, (1.6) shows
\[
\langle Hf, f \rangle = \langle -\Delta f, f \rangle + O(\mu_1 \|\nabla f\|_{L^2}^2 + \mu_1 \|f\|_{L^2}^2).
\]
(4.1)

Then the standard Poincare inequality $\langle -\Delta f, f \rangle \geq \frac{1}{4} \|f\|_{L^2}^2$ implies there exists some $c > 0$ such that $\langle Hf, f \rangle \geq c \|f\|_{L^2}^2$ provided $\mu_1$ is sufficiently small.

We recall the Kato smoothing Theorem.

Theorem 4.1 (\[35\]). (Kato smoothing theorem) Let $M, N$ be two Hilbert spaces and $H : M \to N$ be a self-adjoint operator. Denote its resolvent by $(H - \lambda)^{-1}$. Let $U : M \to N$ be a closed densely defined operator. Assume that for any $f \in D(U^*)$, $\lambda \in \mathbb{C} \setminus \mathbb{R}$ there holds
\[
\|U(H - \lambda)^{-1}U^*f\|_N \leq C\|f\|_N.
\]
Then $e^{\pm itH}g \in D(U)$ for all $g \in M$ and a.e. $t$. Moreover, it holds
\[
\int_{-\infty}^{\infty} \|Ue^{\pm itH}g\|_N^2 \, dt \leq \frac{2}{\pi} C^2 \|g\|_M^2.
\]

First we give the estimates for the kernel of the free resolvent. (4.3), (4.2) were established by Corollary 3.2 and Lemma 3.3 in [5]. (4.3) and (4.4) are new here.

Lemma 4.1. Let $R_0(\frac{1}{2} + \sigma) = (-\Delta + \sigma^2 - \frac{1}{4})^{-1}$ be the free resolvent and denote its Schwartz kernel by $R_0(\frac{1}{2} + \sigma, x, y)$. Then for $\Re \sigma \geq 0$, $|\sigma| \leq 1$, $r \in (0, \infty)$, we have
\[
|R_0(\frac{1}{2} + \sigma, x, y)| \leq \begin{cases} 
C|\log r|, & |r| \leq 1 \\
C|\sigma|^{-\frac{1}{2}} e^{-(\frac{1}{2} + \Re \sigma)r}, & |r| \geq 1
\end{cases}
\]
(4.2)
And for $\Re \sigma \geq 0$, $|\sigma| \geq 1$, $r \in (0, \infty)$, we have

$$|\mathcal{R}_0(\frac{1}{2} + \sigma, x, y)| \leq \left\{ \begin{array}{ll}
C |\log r|, & |r\sigma| \leq 1 \\
C |\sigma|^{-\frac{1}{2}} e^{-(\frac{1}{2} + \Re \sigma) r}, & |r\sigma| \geq 1
\end{array} \right. \quad (4.3)$$

Furthermore, for $\Re \sigma \geq 0$, $|\sigma| \leq 1$, $r \in (0, \infty)$, we have

$$\left| \nabla_x \mathcal{R}_0(\frac{1}{2} + \sigma, x, y) \right| \leq \left\{ \begin{array}{ll}
Cr^{-2}(\sinh r)^2(\cosh^2 r - 1)^{-\frac{1}{2}}, & |r\sigma| \leq 1 \\
C|\sigma|^{\frac{1}{2}} e^{-(\frac{1}{2} + \Re \sigma) r}(\sinh r)^2(\cosh^2 r - 1)^{-\frac{1}{2}}, & |r\sigma| \geq 1
\end{array} \right. \quad (4.4)$$

And for $\Re \sigma \geq 0$, $|\sigma| \geq 1$, $r \in (0, \infty)$, we have

$$\left| \nabla_x \mathcal{R}_0(\frac{1}{2} + \sigma, x, y) \right| \leq \left\{ \begin{array}{ll}
Cr^{-2}(\sinh r)^2(\cosh^2 r - 1)^{-\frac{1}{2}}, & |r\sigma| \leq 1 \\
C|\sigma|^{\frac{1}{2}} e^{-(\frac{1}{2} + \Re \sigma) r}(\sinh r)^2(\cosh^2 r - 1)^{-\frac{1}{2}}, & |r\sigma| \geq 1
\end{array} \right. \quad (4.5)$$

**Proof.** Let $[^{n}\mathcal{R}]_0(s, x, y)$ denote the Schwartz kernel of the resolvent of the Laplace-Beltrami operator in $\mathbb{H}^{n+1}$, i.e., the kernel of $(-\Delta_{\mathbb{H}^{n+1}} - s(n-s))^{-1}$. Then $[^{n}\mathcal{R}]_0(s, x, y)$ can be written in terms of Legendre functions (42),

$$[^{n}\mathcal{R}]_0(s, x, y) = c(n)e^{-i\pi\mu}(\sinh r)^{-\mu}Q_{\nu}^0(\cosh r), \quad (4.6)$$

where $r = d(x, y)$, $\nu = s - \frac{n+1}{2}$ and $\mu = \frac{n-1}{2}$. Particularly, if choosing $s = \frac{n}{2} + \sigma$ for $n = 1, 3$ we have

$$[^{1}\mathcal{R}]_0(\frac{1}{2} + \sigma, x, y) = \mathcal{R}_0(\frac{1}{2} + \sigma, x, y) \quad (4.7)$$

$$[^{1}\mathcal{R}]_0(\frac{1}{2} + \sigma, x, y) = c(1)Q_{\sigma}^0(\cosh r), \quad (4.8)$$

$$[^{3}\mathcal{R}]_0(\frac{1}{2} + \sigma, x, y) = c(3)e^{-i\pi}(\sinh r)^{-1}Q_{\sigma}^1(\cosh r), \quad (4.9)$$

Recall the formula for the derivative of the second class Legendre functions (see for instance [49])

$$(z^2 - 1)^{\frac{1}{2}} \frac{d}{dz} Q_{\nu}^0(z) = Q_{\nu}^1(z). \quad (4.10)$$

Therefore, (4.7) combined with (4.10), (4.8) and (4.9) implies

$$\partial_r \mathcal{R}_0(\frac{1}{2} + \sigma, x, y) = c(1)\partial_r Q_{\kappa}(\cosh r) = c(1)(\cosh^2 r - 1)^{-\frac{1}{2}} \sinh r Q_{\kappa}^1(\cosh r)$$

$$= c(\cosh^2 r - 1)^{-\frac{1}{2}} \sinh^2 r[^{3}\mathcal{R}]_0(\frac{3}{2} + \sigma, x, y).$$

Hence, (4.5) and (4.4) follow from the fact $|\nabla r| = 1$ and the corresponding resolvent estimates for $[^{3}\mathcal{R}]_0$ in [Corollary 3.2, Lemma 3.3, [5]].
The free resolvent $R_0(z) = (-\Delta - z(1 - z))^{-1}$ has the following basic estimates in weighted $L^2$ spaces.

**Lemma 4.2.** For $z \in \mathbb{C}$ with $\Re z > 0$, we have for $\alpha > 0$ sufficiently small

$$
\|\rho^\alpha R_0(\frac{1}{2} + z)f\|_{L^2} \lesssim |z|^{-1}\|f\rho^{-\alpha}\|_{L^2}
$$

(4.11)

$$
\|\rho^\alpha R_0(\frac{1}{2} + z)f\|_{L^2} \lesssim \|f\rho^{-\alpha}\|_{L^2}
$$

(4.12)

$$
\|\rho^\alpha \nabla R_0(\frac{1}{2} + z)f\|_{L^2} \lesssim \|f\rho^{-\alpha}\|_{L^2}
$$

(4.13)

**Proof.** (4.11) follows by the same arguments in [5, Proposition 4.1] and the following wave operator expression for the free resolvent:

$$
(-\Delta - \frac{1}{4} - (\lambda + i\mu)^2)^{-1} = \Lambda(\lambda, \mu) \int_0^\infty e^{i(\text{sgn} \mu) \lambda t} e^{-|\mu| (\cos t \sqrt{-\Delta - \frac{1}{4}})} dt,
$$

(4.14)

where $\Lambda(\lambda, \mu) = \frac{i \text{sgn} \mu}{\lambda + i\mu}$. By (4.5), (4.4), the kernel of $\rho^\alpha \nabla R_0 \rho^\alpha$ is bounded by

$$
\begin{cases}
Ce^{-(\alpha + \frac{1}{2})r} r^{-\frac{1}{2}}, & |z| \leq 1 \\
Cr^{-\frac{1}{2}}, & |z| \geq 1, |zr| \leq 1 \\
C|z|^{\frac{1}{2}} e^{-(\alpha + \frac{1}{2})r} r^{-\frac{1}{2}}, & |z| \geq 1, |zr| \geq 1
\end{cases}
$$

Then, for $|z| \leq 1$ the Kunze-Stein phenomenon yields

$$
\|\rho^\alpha \nabla R_0(\frac{1}{2} + z)f\|_{L^2} \lesssim \|\rho^\alpha f\|_{L^2},
$$

(4.15)

which shows (4.13) in the case $|z| \leq 1$. By Sobolev embedding and Leibnitz rule,

$$
\left\|\rho^\alpha R_0(\frac{1}{2} + z)\rho^\alpha f\right\|_{L^2} \leq C \left\|\nabla \rho^\alpha R_0(\frac{1}{2} + z)\rho^\alpha f\right\|_{L^2} \leq C\alpha \left\|\rho^\alpha R_0(\frac{1}{2} + z)\rho^\alpha f\right\|_{L^2} + C \left\|\rho^\alpha \nabla R_0(\frac{1}{2} + z)\rho^\alpha f\right\|_{L^2}.
$$

(4.16)

Since (4.11) has shown the LHS of (4.16) is finite provided $\Re z > 0$, choosing $\alpha > 0$ to be sufficiently small, we get

$$
\left\|\rho^\alpha R_0(\frac{1}{2} + z)\rho^\alpha f\right\|_{L^2} \leq C \left\|\rho^\alpha \nabla R_0(\frac{1}{2} + z)\rho^\alpha f\right\|_{L^2}.
$$

Hence (4.12) follows by (4.11) when $|z| \geq 1$ and by (4.15) when $|z| \leq 1$. The rest is to prove (4.13) for $|z| \geq 1$. Integration by parts and $|\nabla d(x, 0)| = 1$.
yield
\[
\left\| \rho^\alpha \nabla R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\|_{L^2}^2 = \left\langle \rho^\alpha \nabla R_0\left( \frac{1}{2} + z \right) \rho^\alpha f, \rho^\alpha \nabla R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\rangle
\]
\[
= - \left\langle \rho^{2\alpha} \Delta R_0\left( \frac{1}{2} + z \right) \rho^\alpha f, R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\rangle
\]
\[
- \left\langle (\nabla \rho^{2\alpha}) \cdot \nabla R_0\left( \frac{1}{2} + z \right) \rho^\alpha f, R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\rangle
\]
\[
= \left\langle \rho^{2\alpha} \left( -\Delta - \frac{1}{4} + z^2 \right) R_0\left( \frac{1}{2} + z \right) \rho^\alpha f, R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\rangle
\]
\[
+ O \left( \alpha \left\langle \rho^\alpha \nabla R_0\left( \frac{1}{2} + z \right) \rho^\alpha f, \rho^\alpha R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\rangle \right)
\]
\[
+ \left( \frac{1}{4} - z^2 \right) \left\langle \rho^\alpha R_0\left( \frac{1}{2} + z \right) \rho^\alpha f, \rho^\alpha R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\rangle.
\]
Thus for \(|z| \geq 1\), (4.11) gives
\[
\left\| \rho^\alpha \nabla R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\|_{L^2}^2 \lesssim \|f\|_{L^2}^2 \left\| \rho^\alpha R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\|_{L^2}^2 + \alpha \left\| \rho^\alpha \nabla R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\|_{L^2}^2
\]
\[
+ \left( |z|^2 + 1 \right) \left\| \rho^\alpha R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\|_{L^2}^2
\]
\[
\lesssim \alpha \left\| \rho^\alpha \nabla R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\|_{L^2}^2 + \|f\|_{L^2}^2.
\]
Let \(\alpha > 0\) be sufficiently small, we obtain for \(|z| \geq 1\)
\[
\left\| \rho^\alpha \nabla R_0\left( \frac{1}{2} + z \right) \rho^\alpha f \right\|_{L^2} \lesssim \|f\|_{L^2},
\]
which combined with (4.15) gives (4.13).

**Lemma 4.3.** Recall \(R_H(z) = (H - z(1 - z))^{-1}\), then for all \(\Re z > 0\), one has when \(0 < \mu_1 \ll 1, 0 < \alpha \ll 1\)
\[
\|\rho^\alpha R_H(z + \frac{1}{2}) f\|_{L^2} \leq C \min(1, |z|^{-1}) \|\rho^{-\alpha} f\|_{L^2}.
\]  
(4.17)

**Proof.** Formally we have the identity
\[
R_H(z + \frac{1}{2}) = R_0(z + \frac{1}{2}) (I + W R_0(z + \frac{1}{2}))^{-1}.
\]  
(4.18)
First we prove the operator \((I + W R_0)^{-1}\) is well-defined and uniformly
bounded in \( L(\rho^\alpha L^2, \rho^\alpha L^2) \). By Lemma 4.2 choose \( 3\alpha < \varrho \),
\[
\|\rho^{-\alpha}X\mathcal{R}_0 f\|_{L^2} \lesssim \|A\rho^{-2\alpha}\|_{L^\infty} \|\rho^\alpha \nabla \mathcal{R}_0 f\|_{L^2} 
\lesssim \mu_1 \|\rho^\alpha \nabla \mathcal{R}_0 \rho^\alpha\|_{L^2 \to L^2} \|\rho^{-\alpha} f\|_{L^2}.
\]
Meanwhile, we have
\[
\|\rho^{-\alpha} V\mathcal{R}_0 f\|_{L^2} \lesssim \mu_1 \|\rho^\alpha \mathcal{R}_0 \rho^\alpha\|_{L^2 \to L^2} \|\rho^{-\alpha} f\|_{L^2}.
\]
Therefore, by Neumann series argument we conclude \( I + W\mathcal{R}_0 \) is invertible in \( \rho^\alpha L^2 \) with
\[
\|\rho^{-\alpha}(I + W\mathcal{R}_0)^{-1} f\|_{L^2} \leq C \|\rho^{-\alpha} f\|_{L^2},
\]
where \( C \) is independent of \( z \). Hence Lemma 4.2 implies
\[
\|\rho^\alpha \mathcal{R}_0 (I + W\mathcal{R}_0)^{-1} f\|_{L^2} \leq C \|\rho^\alpha \mathcal{R}_0 \rho^\alpha\|_{L^2 \to L^2} \|\rho^{-\alpha}(I + W\mathcal{R}_0)^{-1} f\|_{L^2}
\lesssim \|\rho^{-\alpha} f\|_{L^2}.
\]
The \(|z|^{-1}\) decay follows directly from (4.11).

**Corollary 4.1.** Let \( H \) satisfy the assumptions in Corollary 1.1. If \( 0 < \mu_1 \ll 1 \), then the spectrum of \( H \) is absolutely continuous and \( \sigma(H) = \left[\frac{1}{4}, \infty\right) \).

**Proof.** In the beginning of Section 2, we have shown \( H \) is self-adjoint. By [Theorem XIII.19, Page 137, 35] and the continuity of spectral projection operators, to prove the spectrum is absolutely continuous, it suffices to prove for any bounded interval \((c, d)\) and any \( f \in C_c^\infty \)
\[
\sup_{0 < \varepsilon < 1} \int_c^d |\Im (f, R_H(\tau + i\varepsilon) f)|^2 d\tau < \infty. \tag{4.19}
\]
Using (4.17) one has for \( \varepsilon > 0 \)
\[
|\langle f, R_H(\tau + i\varepsilon) f \rangle| = |\langle f \rho^{-\alpha}, \rho^\alpha R_H(\tau + i\varepsilon) \rho^\alpha \rho^{-\alpha} f \rangle| \lesssim \|f \rho^{-\alpha}\|_2^2 < \infty,
\]
which yields (4.19). Meanwhile, by Weyl’s criterion, \( \sigma_{\text{ess}}(H) = \left[\frac{1}{4}, \infty\right) \). Therefore, we obtain \( \sigma(H) = \sigma_{\text{ac}}(H) = \left[\frac{1}{4}, \infty\right) \).

**Lemma 4.4.** Let \( H \) satisfy the assumptions in Corollary 1.1. Let \( z \in \mathbb{C} \setminus \mathbb{R} \). If \( 0 < \mu_1 \ll 1, 0 < \alpha \ll 1 \), then there holds
\[
\left\|\rho^\alpha R^{\sqrt{H}}(z) f\right\|_{L^2} \leq C \|\rho^{-\alpha} f\|_{L^2}, \tag{4.20}
\]
where \( C \) is independent of \( z \). And thus by Theorem 4.1, the Kato smoothing effect
\[
\|\rho^\alpha e^{\pm i \sqrt{H} t} f\|_{L^2_t L^2_x} \lesssim \|f\|_{L^2_x}
\]
holds for all \( 0 < \alpha \ll 1 \).
Thus we have
\begin{align*}
&\left\| (\sqrt{\mathcal{H}} - z) f \right\|_{L^2}^2 = \left\| \sqrt{\mathcal{H}} f \right\|_{L^2}^2 + |z|^2 \| f \|_{L^2}^2 - 2\Re z \left\langle \sqrt{\mathcal{H}} f, f \right\rangle \\
&\quad \geq \left\| \sqrt{\mathcal{H}} f \right\|_{L^2}^2 \geq \frac{1}{4} \| f \|_{L^2}^2.
\end{align*}

Thus we have
\begin{align*}
&\| \rho^\alpha (\sqrt{\mathcal{H}} - z)^{-1} f \|_{L^2} \leq \| (\sqrt{\mathcal{H}} - z)^{-1} f \|_{L^2} \leq C \| f \|_{L^2} \leq C \| \rho^{-\alpha} f \|_{L^2}.
\end{align*}

Hence (a) is done. For (b), we use
\begin{align*}
R_{\sqrt{\mathcal{H}}} (z) = (\sqrt{\mathcal{H}} - z)^{-1} = 2z R_H (z^2) + (\sqrt{\mathcal{H}} + z)^{-1}.
\end{align*}

Since \( \Re z > 0 \) and \( z \notin \mathbb{R} \) in case (b), we have \( z^2 \notin [\frac{1}{4}, \infty) \). Then the first term in (4.21) follows from (4.17) and the second follows from case (a). \( \square \)

In the following lemmas, we prove the equivalence of \( \| (-\Delta)^s f \|_{\rho^{-\beta} L^2} \) and \( \| H^s f \|_{\rho^{-\beta} L^2} \) for \( s = \frac{1}{2} \) and \( \beta = 0, \alpha \). As a preparation, we prove the \( L^p - L^q \) estimates for the free resolvent.

**Lemma 4.5.** Let \( 0 < \alpha < \frac{1}{2} \). For any \( 2 \leq p < q < \infty \), \( \sigma \geq \frac{1}{2} \) and any \( \omega > \frac{1}{p} - \frac{1}{q} \), we have
\begin{align*}
\| (-\Delta + \sigma^2 - 1/4)^{-1} \|_{L^p \rightarrow L^q} &\lesssim \min(1, \sigma^{-2+\omega}) \quad (4.22) \\
\| \nabla (-\Delta + \sigma^2 - 1/4)^{-1} \|_{L^p \rightarrow L^q} &\lesssim \min(1, \sigma^{-1+2\omega}) \quad (4.23) \\
\| (-\Delta + \sigma^2 - 1/4)^{-1} \|_{\rho^{-\alpha} L^2 \rightarrow \rho^{-\alpha} L^2} &\lesssim \min(1, \sigma^{-2}) \quad (4.24) \\
\| \nabla (-\Delta + \sigma^2 - 1/4)^{-1} \|_{\rho^{-\alpha} L^2 \rightarrow \rho^{-\alpha} L^2} &\lesssim \min(1, \sigma^{-1}). \quad (4.25)
\end{align*}

**Proof.** First, we prove (4.22) for \( \frac{1}{4} \leq \sigma \leq 1 \). By Lemma 4.1 and Young’s inequality, it suffices to prove for \( \frac{1}{2} \leq \sigma \leq 1 \) and \( m \in (1, \infty) \) with \( \frac{1}{p} + \frac{1}{q} = \frac{1}{p} + \frac{1}{m} \), there holds
\begin{align*}
\int_0^1 |\log r|^m r dr &\lesssim 1; \quad \sigma^{-\frac{1}{2}} \int_1^\infty e^{-m(\frac{1}{2} + \sigma)r} r dr \lesssim 1.
\end{align*}

The first inequality on the LHS is obvious. Noticing that \( m = 1/(1 - \frac{1}{p} + \frac{1}{q}) \) is strictly larger than 1 due to \( p < q \), for \( \sigma \geq \frac{1}{2} \), we obtain
\begin{align*}
\sigma^{-\frac{1}{2}} \int_1^\infty e^{-m(\frac{1}{2} + \sigma)r} r dr \lesssim \frac{1}{m - 1}.
\end{align*}

Second, we prove (4.22) for \( \sigma \geq 1 \). By Lemma 4.1 and Young’s inequality,
it suffices to prove for \( \sigma \geq 1 \) there holds
\[
\left( \int_0^\infty |\log r|^m r^{1/m} dr \right) \lesssim \sigma^{-2+\omega} \quad (4.26)
\]
\[
\left( \int_\sigma^\infty \sigma^{-m(\frac{1}{2}+\sigma)r} \sinh r dr \right) \lesssim \sigma^{-2+\omega}. \quad (4.27)
\]

(4.26) follows by direct calculation. For (4.27), we divide it into two regimes: for \( \sigma \geq 1, r \in [\sigma^{-1}, 1] \), one has
\[
\left( \int_{\sigma^{-1}}^1 \sigma^{-m(\frac{1}{2}+\sigma)r} \sinh r dr \right) \lesssim \left( \int_{\sigma^{-1}}^1 \sigma^{-m(\frac{1}{2}+\sigma)r} \right) \lesssim \sigma^{-2+\omega}, \quad (4.28)
\]
and for \( \sigma \geq 1, r \in [1, \infty) \) we have
\[
\left( \int_1^\infty \sigma^{-m(\frac{1}{2}+\sigma)r} \sinh r dr \right) \lesssim \left( \int_1^\infty \sigma^{-m(1-m)(\frac{1}{2}+\sigma)r} \right) \lesssim \sigma^{-2+\omega}. \quad (4.29)
\]

Third, we prove (4.23) when \( \frac{1}{2} \leq \sigma \leq 1 \). This follows by the same arguments as above and the following inequalities for the corresponding kernel:
\[
\sigma^{\frac{1}{2}r-2} e^{-\frac{1}{2}(\frac{1}{2}+\sigma)^2}(\sinh^2 r - 1)^{-\frac{1}{2}} \lesssim \left\{ \begin{array}{ll}
r^{1-\frac{1}{2}}, & 0 \leq r \leq 1; \\
e^{-\frac{1}{2}(\frac{1}{2}+\sigma)r}, & r \geq 1.
\end{array} \right. \]

Forth, we prove (4.23) when \( \sigma \geq 1 \). By Lemma 4.1 it suffices to prove
\[
\sigma^{\frac{1}{2}} \left( \int_{\sigma^{-1}}^1 r^{-2m}(\sinh r)^{2m} (\cosh^2 r - 1)^{-\frac{1}{2}} \right) \lesssim \left\{ \begin{array}{ll}
r^{1-\frac{1}{2}}, & 0 \leq r \leq 1; \\
e^{-\frac{1}{2}(\frac{1}{2}+\sigma)r}, & r \geq 1.
\end{array} \right. \]

When \( \sigma \geq 1 \), the LHS of (4.32) is bounded by
\[
\sigma^{\frac{1}{2}} \left( \int_{\sigma^{-1}}^1 r^{-\frac{m}{2}} e^{-m(\frac{1}{2}+\sigma)r} dr \right) \lesssim \sigma^{\frac{1}{2}} \left( \int_{\sigma^{-1}}^1 r^{-\frac{m}{2}} e^{-m(\frac{1}{2}+\sigma)r} dr \right) \lesssim \sigma^{-1+2\omega}, \quad (4.32)
\]
which yields (4.32). When \( \sigma \geq 1 \), the LHS of (4.33) is bounded by
\[
\sigma^{\frac{1}{2}} \left( \int_1^\infty e^{(m+1)-m(\frac{1}{2}+\sigma)r} dr \right) \lesssim e^{-\frac{1}{2}r} \sigma^{\frac{1}{2}} (m-1)^{-\frac{1}{2}} \lesssim \sigma^{-1+2\omega},
\]
which yields (4.33).

Fifth, we prove (4.24). Instead of Young’s inequality, we will use the the
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Kunze-Stein phenomenon:

\[
\|f \ast k\|_{L^2(\mathbb{D})} \lesssim \|f\|_{L^2(\mathbb{D})} \left\{ \int_0^\infty k(r) \varphi_0(r) \sinh r dr \right\}, \tag{4.34}
\]

where \( k(r) \) is assumed to be radial. Lemma 4.1 shows the point-wise estimate:

\[
\left| \rho^{\text{ad}(x,0)}(-\Delta + \sigma^2 - 1/4)^{-1}(\rho^{-\alpha}\rho f) \right| \lesssim \int_{\mathbb{D}} e^{\text{ad}(x,y)} |\mathcal{R}_0(x,y)f(y)| dy, \tag{4.35}
\]

and

\[
\left| \rho^{\text{ad}(x,0)}\nabla(-\Delta + \sigma^2 - 1/4)^{-1}(\rho^{-\alpha}\rho f) \right| \lesssim \int_{\mathbb{D}} e^{\text{ad}(x,y)} |\nabla \mathcal{R}_0(x,y)f(y)| dy. \tag{4.36}
\]

Inserting the bounds in Lemma 4.1 to (4.35), (4.36) and applying (4.34) implies it suffices to prove for \( \sigma \in [\frac{1}{2}, 1] \)

\[
\sigma^{-\frac{1}{2}} \int_0^1 |\log r| r \varphi_0 dr + \sigma^{-\frac{1}{2}} \int_1^\infty e^{-\left(\frac{1}{2}+\sigma\right)r} e^{(1+\alpha)r} \varphi_0 dr \lesssim 1 \tag{4.37}
\]

and for \( \sigma \in [1, \infty) \)

\[
\sigma^{-\frac{1}{2}} \int_0^\frac{1}{\sigma} |\log r| e^{\alpha r} \varphi_0 r dr + \sigma^{-\frac{1}{2}} \int_{\sigma^{-1}}^\infty \sigma^{-\frac{1}{2}} e^{(\alpha-\frac{3}{2}-\sigma)r} \sinh r \varphi_0 dr \lesssim \sigma^{-2} \tag{4.39}
\]

\[
\sigma^\frac{1}{2} \int_{\sigma^{-1}}^1 r^{-2} (\sinh r)^2 (\cosh^2 r - 1)^{-\frac{1}{2}} e^{(\alpha-\frac{3}{2}-\sigma)r} r \varphi_0 dr \lesssim \sigma^{-1} \tag{4.40}
\]

\[
\sigma^\frac{1}{2} \int_1^\infty r^{-2} (\sinh r)^2 (\cosh^2 r - 1)^{-\frac{1}{2}} e^{(\alpha-\frac{3}{2}-\sigma)r} r \varphi_0 dr \lesssim \sigma^{-1}. \tag{4.41}
\]

Using the bound \( \varphi_0(r) \lesssim (1+r)e^{-\frac{3}{2}r} \) to absorb the \( e^{\alpha r} \) growth, (4.37)-(4.41) follow by the same calculations as above.

And we also need the boundedness of Riesz transform on weighted \( L^2 \) space.

**Lemma 4.6.** Let \( 0 < \alpha < \frac{1}{2} \), then \( \nabla D^{-1} \) is bounded from \( \rho^{-\alpha}L^2 \) to \( \rho^{-\alpha}L^2 \).

**Proof.** The proof is adapted from [Theorem 6.1, [41]]. For \( f \in C_0^\infty \), we have

\[
D^{-1}f(x) = \int_{\mathbb{D}} E(d(x,z)) f(z) dz,
\]
where $E$ which denotes the Schwartz kernel for $D^{-1}$ is defined by:

\[ E(t) = \int_0^\infty (\lambda^2 + \frac{1}{4})^{-\frac{1}{2}} \varphi_\lambda(t)|c(\lambda)|^{-2}d\lambda, \]

where $\phi_\lambda$ is the spherical function and $c(\lambda)$ is the Harish-Chandra $c$-function (see Section 2). Let $\chi(\tau)$ be a cutoff function which equals one when $|\tau| \leq 1$ and vanishes for $|\tau| \geq 2$. Split $\nabla D^{-1}f$ into the local and global parts:

\[
\nabla D^{-1}f = \int_D \chi(d(x,z))\nabla_x E(d(x,z))f(z)dz \quad \text{(4.42)}
\]

\[
+ \int_D (1 - \chi(d(x,z)))\nabla_x E(d(x,z))f(z)dz. \quad \text{(4.43)}
\]

The local part (4.42) is bounded on $L^p$ by [Theorem 4.7, [41]]. Meanwhile, since $d(x,y) \leq 1$ in the local part, one has $\rho^\alpha(x)\rho^-\alpha(z) \leq e$ in (4.42), and thus (4.42) is also bounded in $\rho^-\alpha L^2$. It remains to consider the global part (4.43). The proof of [Proposition 4.5, [37]] has shown that for $0 < \varepsilon \ll 1$, $\rho^\alpha(x)\rho^-\alpha(z)\rho^-\alpha(z)$ satisfies

\[
\int_0^\infty |K_\varepsilon(r)|^2 dr < \infty. \quad \text{[41], Theorem 6.1 pointed out the same bound (4.44) holds for (1 - \chi(d(x,z)))\nabla_x E(d(x,z)). Thus one has}
\]

\[
\left| \int_D \rho^\alpha(x) (1 - \chi(d(x,z))) \nabla_x E(d(x,z))f(z)dz \right| 
\leq \int_D \rho^\alpha(x)e^{-(1+\varepsilon)\frac{1}{2}d(x,z)} (1 + K_\varepsilon(d(x,z))) |f(z)| dz
\leq \int_D \rho^\alpha(x)e^{-(1+\varepsilon)\frac{1}{2}d(x,z)} (1 + K_\varepsilon(d(x,z))) \rho^-\alpha(z) |f(z)| dz.
\]

Since $\rho^\alpha(x)\rho^-\alpha(z)\rho^-\alpha(z) \leq 1$, for $\varepsilon' = \frac{1}{2}\varepsilon - \alpha$ we have

\[
\text{(4.43)} \leq \int_D e^{-(1+\varepsilon')\frac{1}{2}d(x,z)} (1 + K_\varepsilon(d(x,z))) \rho^\alpha(z) |f(z)| dz. \quad \text{(4.45)}
\]

Applying the Kunze-Stein phenomenon (4.34) and the bound $\varphi_\varepsilon(r) \lesssim (1 + r)e^{-\frac{1}{2}r}$, we obtain

\[
\| \text{(4.45)} \|_{L^2(\mathbb{S})} \lesssim \| \rho^\alpha f \|_{L^2(\mathbb{S})} \left\{ \int_0^\infty (\sinh r)(1 + r)e^{-(1+\varepsilon')\frac{1}{2}r}e^{-\frac{1}{2}r}dr \right\}.
\]

Hence, for $0 < \alpha < \frac{1}{2}$, $\nabla D^{-1}$ belongs to $L(\rho^-\alpha L^2; \rho^-\alpha L^2)$.

**Lemma 4.7.** Let $0 < \mu_1 \ll 1$, and $H$ satisfy the assumptions in Corollary 4.7. For any $s \in [0, \frac{1}{2}]$ and any $p \in [2, \infty)$, there exists some constant
C(p, s) > 0 such that for all \( f \in \mathcal{H}^{2s, p} \)

\[ \frac{1}{C} \| H^s f \|_{L^{p}} \leq \| (\Delta)^s f \|_{L^{p}} \leq C \| H^s f \|_{L^{p}} \]  \hfill (4.46)

\[ \| D f - H^{\frac{1}{2}} \|_{\rho^{-\alpha}L^{2}} \lesssim \mu_1 \| f \|_{\rho^{-\alpha}L^{2}}. \]  \hfill (4.47)

**Proof.** Case 1. 0 < s < \( \frac{1}{2} \). Given \( p \in [2, \infty) \), fix a constant \( q \) such that

\[ 2 \leq p < q < \infty, \quad \frac{1}{p} - \frac{1}{q} < \frac{1}{200} \left( \frac{1}{2} - s \right) \]  in the following proof. And the \( \omega \) defined in Lemma 4.3 is fixed to be \( \frac{1}{100} \left( \frac{1}{2} - s \right) \). Then we see \( 2s + 3\omega - 3 < -1 \). Recall \( W = V + X \) defined in Section 1. Balakrishnan’s formula for non-negative operators and direct calculations (see Lemma 5.1 in Appendix) give,

\[ (-\Delta)^s f - H^s f = c(s) \int_0^\infty \lambda^s (\lambda - \Delta)^{-1} W(\lambda - H)^{-1} f d\lambda. \]  \hfill (4.48)

Let \( \lambda = \sigma^2 - \frac{1}{4}, \) (4.48) yields

\[ (-\Delta)^s f - H^s f = 2c(s) \int_{\frac{1}{2}}^\infty (\sigma^2 - \frac{1}{4})^s (-\Delta + \sigma^2 - 1/4)^{-1} W(-H + \sigma^2 - 1/4)^{-1} f \sigma d\sigma. \]  \hfill (4.49)

For \( \sigma \geq \frac{1}{2}, \) \( \frac{1}{q} + \frac{1}{q} = \frac{1}{p}, \) (1.16), (4.22), (1.23) and Hölder show that

\[ \left\| V(-\Delta + \sigma^2 - 1/4)^{-1} \right\|_{L^p \to L^q} \lesssim \| V \|_{L^{p}} \left\| (-\Delta + \sigma^2 - 1/4)^{-1} \right\|_{L^p \to L^q} \lesssim \mu_1 \]

\[ \left\| X(-\Delta + \sigma^2 - 1/4)^{-1} \right\|_{L^p \to L^q} \lesssim \| A \|_{L^{p}} \left\| \nabla (-\Delta + \sigma^2 - 1/4)^{-1} \right\|_{L^p \to L^q} \lesssim \mu_1. \]

Hence we get \( \left\| (V + X)(-\Delta + \sigma^2 - 1/4)^{-1} \right\|_{L^p \to L^q} \lesssim \mu_1 \), by which it follows that

\[ \left\| (I + W(-\Delta + \sigma^2 - 1/4)^{-1})^{-1} \right\|_{L^p \to L^q} \leq 1. \]  \hfill (4.50)

Therefore, we conclude from the resolvent identity that

\[ \left\| (H + \sigma^2 - 1/4)^{-1} \right\|_{L^p \to L^q} \lesssim \left\| (-\Delta + \sigma^2 - 1/4)^{-1} \right\|_{L^p \to L^q} \left\| (I + W(-\Delta + \sigma^2 - 1/4)^{-1})^{-1} \right\|_{L^p \to L^p} \lesssim \min(1, \sigma^{-2+\omega}), \]  \hfill (4.51)

Consequently, for any \( 2 \leq k < p < q < \infty \) and \( \frac{1}{q} + \frac{1}{q} = \frac{1}{k} \), by Hölder we get

\[ \left\| (-\Delta + \sigma^2 - 1/4)^{-1} V(H + \sigma^2 - 1/4)^{-1} \right\|_{L^p \to L^p} \lesssim \left\| (-\Delta + \sigma^2 - 1/4)^{-1} \right\|_{L^k \to L^p} \| V \|_{L^q} \left\| (H + \sigma^2 - 1/4)^{-1} \right\|_{L^p \to L^q} \lesssim \mu_1 \min(1, \sigma^{-4+2\omega}). \]  \hfill (4.52)
The left is to bound the magnetic part. By the formal resolvent identity and \((4.23), (4.50)\),
\[
\| \nabla (H + \sigma^2 - 1/4)^{\frac{1}{2}} \|_{L^p \to L^q} \lesssim \| \nabla (-\Delta + \sigma^2 - 1/4)^{-1} \|_{L^p \to L^q} \| (I + W (-\Delta + \sigma^2 - 1/4)^{-1})^{-1} \|_{L^p \to L^p} \lesssim \min(1, \sigma^{-1+2\omega}).
\]

Thus for \(2 \leq k < p < q < \infty\) and \(\frac{1}{k} + \frac{1}{q} = \frac{1}{p}\) we have
\[
\| (-\Delta + \sigma^2 - 1/4)^{-1} X (H + \sigma^2 - 1/4)^{-1} \|_{L^p \to L^p} \lesssim \| (-\Delta + \sigma^2 - 1/4)^{-1} \|_{L^k \to L^p} \| A \|_{L^1} \| \nabla (H + \sigma^2 - 1/4)^{-1} \|_{L^p \to L^q} \lesssim \mu_1 \min(1, \sigma^{-3+3\omega}).
\]

Therefore, \((4.53), (4.52)\) and \((4.49)\) yield for any \(p \geq 2\), there exists some \(C(p) > 0\) such that
\[
\| (-\Delta)^s f \|_{L^p} \lesssim C(p) \mu_1 \| f \|_{L^p} + \| H^s f \|_{L^p}.
\]

Thus by the inequality \(\| f \|_{L^p} \lesssim \| D^s f \|_{L^p}\) for any \(s > 0\), we absorb the \(\mu_1 \| f \|_{L^p}\) to the LHS by taking \(\mu_1\) to be sufficiently small. Therefore, we conclude
\[
\| (-\Delta)^s f \|_{L^p} \lesssim \| H^s f \|_{L^p}.
\]

\((4.53), (4.52)\) and \((4.49)\) also yield
\[
\| H^s f \|_{L^p} \lesssim \| \mu_1 \| f \|_{L^p} + \| (-\Delta)^s f \|_{L^p}.
\]

Thus \((4.54)\) and the inequality \(\| f \|_{L^p} \lesssim \| D^s f \|_{L^p}\) for any \(s > 0\) imply
\[
\| f \|_{L^p} \lesssim \| H^s f \|_{L^p}.
\]

Therefore, absorbing the term \(\mu_1 \| f \|_{L^p}\) to the LHS by letting \(\mu_1\) to be sufficiently small gives our lemma.

**Case 2.** \(s = \frac{1}{2}\). In this case, given \(q_1 \in [2, \infty)\), fix a constant \(p_1\) such that \(2 \leq p_1 < q_1 < \infty, \frac{1}{p_1} - \frac{1}{q_1} < \frac{1}{200}\) in the following proof. And the \(\omega\) defined in Lemma \(4.5\) is fixed to be \(\frac{1}{100}\). Instead of \((4.48)\), we use the following \"inverse\" direction identity: (see Lemma \(5.1\) below)
\[
(-\Delta)^{\frac{1}{2}} f - H^\frac{1}{2} f = -c(s) \int_0^\infty \lambda^{\frac{1}{2}} (\lambda - H)^{-1} W(\lambda - \Delta)^{-1} f d\lambda. \tag{4.55}
\]

Let \(\sigma^2 - \frac{1}{2} = \lambda\), \((4.55)\) becomes
\[
(-\Delta)^{\frac{1}{2}} f - H^{\frac{1}{2}} f
\]
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\[
= -2c(s) \int_{\frac{1}{2}}^{\infty} (\sigma^2 - 1/4)^{\frac{3}{2}} (\sigma^2 - 1/4 - H)^{-1} W(\sigma^2 - 1/4 - \Delta)^{-1} f \sigma d\sigma.
\]

The same arguments as proving (4.51) show
\[
\|(H + \sigma^2 - 1/4)^{-1}\|_{L^{p_1} \to L^{q_1}} \lesssim \min(1, \sigma^{-2+\omega}). \quad (4.57)
\]
And for $\frac{1}{l_1} + \frac{1}{q_1} = \frac{1}{p_1}$, the same arguments give
\[
\|V(-\Delta + \sigma^2 - 1/4)^{-1}\|_{L^{p_1} \to L^{q_1}} \lesssim \|V\|_{L^{1}} \|(-\Delta + \sigma^2 - 1/4)^{-1}\|_{L^{p_1} \to L^{q_1}} \lesssim \mu_1 \min(1, \sigma^{-2+\omega}). \quad (4.58)
\]
The key point is the way of dealing with $X(-\Delta + \sigma^2 - 1/4)^{-1}$ to avoid the loss of decay of $\sigma$. In fact, by the equivalence of $\|\nabla f\|_{L^p}$ and $\|Df\|_{L^p}$, we have
\[
\|X(-\Delta + \sigma^2 - 1/4)^{-1}\|_{L^{p_1} \to L^{q_1}} \lesssim \|A\|_{L^{1}} \|D(-\Delta + \sigma^2 - 1/4)^{-1}\|_{L^{p_1} \to L^{q_1}}.
\]
Since $D$ commutes with $D(-\Delta + \sigma^2 - 1/4)^{-1}$, we have for any $f \in \mathcal{H}^{\frac{1}{2}, p_1}$,
\[
\|X(-\Delta + \sigma^2 - 1/4)^{-1} f\|_{L^{q_1}} \lesssim \mu_1 \min(1, \sigma^{-2+\omega}) \|Df\|_{L^{p_1}}. \quad (4.59)
\]
Therefore, (4.57), (4.58), (4.59) and (4.56) show
\[
\|Df - H^{\frac{1}{2}} f\|_{L^{p_1}} \lesssim \mu_1 (\|Df\|_{L^{p_1}} + \|f\|_{L^{p_1}}) \int_{\frac{1}{2}}^{\infty} (\sigma^2 - 1/4)^{\frac{3}{2}} \min(1, \sigma^{-4+2\omega}) \sigma d\sigma. \quad (4.60)
\]
Thus by $\|f\|_{L^{p_1}} \lesssim \|Df\|_{L^{p_1}}$, for any $p_1 \in [2, \infty)$ and $0 < \mu_1 \ll 1$, there holds
\[
\|Df\|_{L^{p_1}} \lesssim \|H^{\frac{1}{2}} f\|_{L^{p_1}}. \quad (4.61)
\]
The inverse direction is easy by (4.60) and $\|f\|_{L^{p_1}} \lesssim \|Df\|_{L^{p_1}}$. Thus (4.46) has been obtained.

**Proof of (4.47).** By Lemma (4.5), (4.56) and similar arguments as **Case 2**, one has
\[
\|Df - H^{\frac{1}{2}} f\|_{\rho^{-\alpha} L^2} \lesssim (\|A\|_{L^\infty} \|Df\|_{\rho^{-\alpha} L^2} + \|V\|_{L^\infty} \|f\|_{\rho^{-\alpha} L^2}) \int_{\frac{1}{2}}^{\infty} (\sigma^2 - 1/4)^{\frac{3}{2}} \min(1, \sigma^{-4}) \sigma d\sigma.
\]
Thus (4.47) follows by letting $\mu_1$ be sufficiently small. \qed

In the following lemma, we prove the equivalence between $D$ and $H^{\frac{1}{2}}$ in the weighted $L^2$ space.
Lemma 4.8. Let \( H \) satisfy the assumptions in Corollary 1.1. For \( 0 < \alpha \ll 1, 0 < \mu_1 \ll 1 \), we have
\[
\frac{1}{C} \left\| H^{\frac{1}{2}} f \right\|_{\rho^{-\alpha} L^2} \leq \| Df \|_{\rho^{-\alpha} L^2} \leq C \left\| H^{\frac{1}{2}} f \right\|_{\rho^{-\alpha} L^2}. \tag{4.62}
\]
\[
\| \nabla f \|_{\rho^{-\alpha} L^2} \leq C \left\| H^{\frac{1}{2}} f \right\|_{\rho^{-\alpha} L^2}. \tag{4.63}
\]

Proof. It is easy to see (4.63) follows directly from (4.62) and Lemma 4.6. Thus it suffices to prove (4.62). By \(|\nabla d(x, 0)| = 1\) and Leibnitz rule we have
\[
\| \rho^\alpha f \|_{L^2} \lesssim \| \nabla (\rho^\alpha f) \|_{L^2} \leq \| \rho^\alpha \nabla f \|_{L^2} + C\alpha \| \rho^\alpha f \|_{L^2}.
\]
Then the smallness of \( \alpha \) implies
\[
\| f \|_{\rho^{-\alpha} L^2} \leq C \| \nabla f \|_{\rho^{-\alpha} L^2}.
\]
By Lemma 4.6 we get
\[
\| f \|_{\rho^{-\alpha} L^2} \lesssim \| Df \|_{\rho^{-\alpha} L^2}. \tag{4.64}
\]
Meanwhile, (4.47) gives
\[
\| Df \|_{\rho^{-\alpha} L^2} \leq C\mu_1 \| f \|_{\rho^{-\alpha} L^2} + \left\| H^{\frac{1}{2}} f \right\|_{\rho^{-\alpha} L^2}. \tag{4.65}
\]
Since \( \mu_1 \) is sufficiently small, the RHS of (4.65) can be absorbed to the LHS as before. Thus the second inequality of (4.62) is done. The first inequality of (4.62) follows by (4.47), (4.64) and the second one. \( \square \)

4.2 Conclusion

By Lemma 4.7, Lemma 4.8, Lemma 4.4, Corollary 1.1, we obtain Corollary 1.1 by applying Theorem 1.1.

5 Appendix

Lemma 5.1. Let \( s \in (0, 2) \). \( H \) is the nonnegative self-adjoint operator in Corollary 1.1. The following identity holds for \( f \in \mathcal{H}^2 \):
\[
H^{\frac{s}{2}} = (-\Delta)^{\frac{s}{2}} + c(s) \int_0^\infty \lambda^{\frac{s}{2}} (\lambda - \Delta)^{-1} W(\lambda - H)^{-1} d\lambda
\]
\[
H^{\frac{s}{2}} = (-\Delta)^{\frac{s}{2}} - c(s) \int_0^\infty \lambda^{\frac{s}{2}} (\lambda - H)^{-1} W(\lambda - \Delta)^{-1} d\lambda.
\]

Proof. For \( s \in (0, 2) \), the A.V. Balakrishnan formula for nonnegative operators \( T \) is
\[
T^{\frac{s}{2}} f = c(s) \int_0^\infty \tau^{\frac{s}{2} - 1} (\tau + T)^{-1} T f d\tau.
\]
Then we have (5.1) by direct calculations and the resolvent identity:

$((-\Delta - \tau)^{-1} - (-\Delta + W - \tau)^{-1} = (-\Delta - \tau)^{-1}W(-\Delta + W - \tau)^{-1}.$

See [28] for the concrete calculation. \hfill \Box

**Lemma 5.2.** Assume that the time supports of $F$ and $G$ are of size $2^j$. For $(p, q) \in (2, 6)$ and $\sigma_1 > \frac{1}{2}(\frac{1}{2} - \frac{1}{p})$, $\sigma > \frac{1}{2}(\frac{1}{2} - \frac{1}{q})$, one has

$$\left|T_{j, \infty}^{\sigma, \sigma_1}(F, G)\right| \lesssim 2^{-\infty j}\|F\|_{L_t^p L_x^\sigma} \|G\|_{L_t^q L_x^{\sigma_1}}.$$  \hfill (5.1)

**Proof.** The lemma essentially belongs to [4]. As before, the results still hold after exchanging the two operators $D$ and $D$ due to the equivalence $\|D \cdot \|_{L^p} \sim \|D \cdot \|_{L^p}$ for $p \in (1, \infty)$. By complex interpolation it suffices to consider the following three cases

(a) $2 = q < p < 6$, $\Re \sigma = \frac{3}{2}(\frac{1}{2} - \frac{1}{q})$, $\Re \sigma_1 = 0$;

(b) $2 = p < q < 6$, $\Re \sigma = 0$, $\Re \sigma_1 = \frac{3}{2}(\frac{1}{2} - \frac{1}{p})$;

(c) $2 < p = q < 6$, $\Re \sigma = \Re \sigma_1 > \frac{3}{2}(\frac{1}{2} - \frac{1}{q})$.

For the case (a), since $\chi_\infty(D) \in \mathcal{B}(L^2; L^2)$, the inhomogeneous estimate in Lemma 2.2 and Hölder imply for a non-endpoint admissible pair $(m, p)$

$$\left|T_{j, \infty}^{\sigma, \sigma_1}(F, G)\right| \lesssim \left\|\int_{t-2^j \leq s \leq t-2^{j-1}} e^{\pm iD(t-s)} D^{-\sigma} F(s) ds \right\|_{L_t^p L_x^\sigma} \|G\|_{L_t^q L_x^{\sigma_1}}$$

$$\lesssim \|F\|_{L_t^m L_x^p} \|G\|_{L_t^q L_x^{\sigma_1}}$$

$$\lesssim \|F\|_{L_t^1 L_x^p} \|G\|_{L_t^1 L_x^{\sigma_1}} 2^{j(\frac{1}{p} - \frac{1}{m})}. \hfill (5.1)$$

In the case (b), the same arguments as (a) yield

$$\left|T_{j, \infty}^{\sigma, \sigma_1}(F, G)\right| \lesssim \|F\|_{L_t^p L_x^{\sigma_1}} \|G\|_{L_t^q L_x^\sigma} 2^{j(\frac{1}{2} - \frac{1}{m})}. \hfill (5.2)$$

For the case (c), by Corollary 3.1, we have for $p \in (2, 6)$ and $q \in (2, 6)$

$$\left|T_{j, \infty}^{\sigma, \sigma_1}(F, G)\right| \lesssim \sup_t \left\|\int_{t-2^j \leq s \leq t-2^{j-1}} \chi_\infty(D) \tilde{D}^{-\sigma_1} D^{-\sigma} F(s) ds \right\|_{L_t^q L_x^{\sigma_1}}$$

$$\lesssim 2^{-j\infty} \sup_t \left(\int_{t-2^j \leq s \leq t-2^{j-1}} \|F(s)\|_{L_x^p} ds \right) \|G\|_{L_t^1 L_x^{\sigma_1}}$$

$$\lesssim 2^{-j\infty} \|F(s)\|_{L_t^1 L_x^p} \|G\|_{L_t^1 L_x^{\sigma_1}} \|G\|_{L_t^q L_x^{\sigma_1}}.$$
Hence Hölder gives
\[
\left| T_{j, \infty}^{\sigma, \sigma} (F, G) \right| \lesssim 2^{-j \infty} \| F(s) \|_{L_t^q L_x^{q'}} \| G \|_{L_t^q L_x^{q'}}.
\] (5.3)

Interpolating (5.1), (5.2), (5.3) gives our lemma. \qed
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