Variational embedding of protein folding simulations using gaussian mixture variational autoencoders
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Conformational sampling of biomolecules using molecular dynamics simulations often produces large amount of high dimensional data that makes it difficult to interpret using conventional analysis techniques. Dimensionality reduction methods are thus required to extract useful and relevant information. Here we devise a machine learning method, Gaussian mixture variational autoencoder (GMVAE) that can simultaneously perform dimensionality reduction and clustering of biomolecular conformations in an unsupervised way. We show that GMVAE can learn a reduced representation of the free energy landscape of protein folding with highly separated clusters that correspond to the metastable states during folding. Since GMVAE uses a mixture of Gaussians as the prior, it can directly acknowledge the multi-basin nature of protein folding free-energy landscape. To make the model end-to-end differentiable, we use a Gumbel-softmax distribution. We test the model on three long-timescale protein folding trajectories and show that GMVAE embedding resembles the folding funnel with folded states down the funnel and unfolded states outer in the funnel path. Additionally, we show that the latent space of GMVAE can be used for kinetic analysis and Markov state models built on this embedding produce folding and unfolding timescales that are in close agreement with other rigorous dynamical embeddings such as time independent component analysis (TICA).

I. INTRODUCTION

In recent years, computer simulations of biomolecular systems have gained huge attention due to advances in theoretical methods, algorithms and computer hardware to efficiently explore processes in atomic scale using molecular dynamics (MD) simulations.1 In a MD simulation, one integrates the Newton’s equations of motion where the forces between atoms in the system are described by force field parameters. Exploration of the high dimensional space typically requires long timescale simulations or the use of some enhanced sampling techniques.2 3 These simulations usually generate a large amount of high dimensional data making analyzing the important features of protein folding such as free energy landscape (FEL) and identifying metastable states a challenging task.4 Therefore, dimensionality reduction techniques are often used to describe the processes such as folding and conformational transitions of proteins.5

The ideal FEL should consist of heavily clustered data-points, where each cluster is positioned in a local free energy minimum and corresponds to long-lived metastable states separated by kinetic bottlenecks (i.e. free energy barriers).6 This ideal FEL is the cornerstone of many kinetic models that describe the dynamics of the system using for example Markov state models (MSM).5–9 Traditional methods to capture FEL, rely on identifying the relevant collective variables (CVs) that are well-suited to describe the physical processes or to distinguish different states. However, finding the right collective variables for the system of interest requires a physical/chemical intuition about the process of interest.10,11 This makes it necessary to define a low-dimensional representation of the system that can capture the essential degrees of freedom of the CVs of the system of interest. There are various methods for dimensionality reduction and finding optimal representation of complex FEL such that employ linear (PCA12 and TICA13,14) or non-linear (Isomap15, sketch map16, diffusion map17,18).

Machine learning (ML) has recently emerged as a powerful alternative tool for learning informative representations and in particular variational autoencoders (VAEs) have shown great potential for unsupervised representation learning19. An autoencoder has two parts: encoder and decoder. The encoder network reduces the input data to a low-dimensional latent space and the decoder maps the latent representation back to the original data. In the VAE framework, a regularization is added to the model by forcing the latent space to be similar to a pre-defined probability distribution (e.g Gaussian) which is called a prior. VAEs have been recently used for CV discovery in MD simulations20–22, enhanced sampling23,24 and dimensionality reduction methods25,26. Noe and coworkers proposed a time-lagged autoencoder (TAE) that can find the low-dimensional embedding for high dimensional data while capturing the slow dynamics of the underlying processes27. Although Ferguson et al.28 showed that TAE is limited in finding the optimal embedding for the dynamical system and in general it finds a mixture of slow and maximum variance modes.

In a simple VAE, the prior is a simple standard distribution, which can lead to over-regularization of the posterior distribution and result in posterior collapse.29 This makes the output of the decoder almost independent of the latent embedding and can result in poor reconstruction and highly overlapping clusters in the latent space25. On the other hand, a Gaussian prior is limited since the learnt representation can only be unimodal and cannot capture multimodal nature of data such as protein folding simulation where there ex-
ist multiple metastable states during the folding process.\textsuperscript{30} In this work we employ a gaussian mixture variational autoencoder (GMVAE) that directly acknowledges the multimodal nature of protein folding simulations and can construct the ideal multi-basin FEL. This is achieved by modeling the latent space as a mixture of Gaussians by using a categorical variable that identifies which mode each data point comes from. Our model is different from the GMVAE model proposed by Varolğüneş et al.\textsuperscript{26} in that instead of learning the stochastic layer to learn the cluster assignment probabilities is replaced with a deterministic layer using Gumbel-softmax distribution which makes the model end-to-end differentiable and leads to better performance.\textsuperscript{31,32} Moreover, we make use of convolutional layers since they use sliding filter maps to capture local patterns in the data independent of its position. It is worth noting that, our GMVAE model is different from a simple Gaussian mixture model (GMM). In a GMM, the parameters of the model are optimized iteratively through expectation-maximization algorithm.\textsuperscript{33} GMM has been used to cluster the FEL of proteins. Delemotte et al. used GMM to construct and cluster the FEL of binding Ca\textsuperscript{2+} to Calmodulin and found novel pathway involving salt bridge breakage and formation.\textsuperscript{34} However, GMM requires the use of a few handcrafted features and a high number of collective variables can lead to over-fitting the model. On the other hand, since the GMVAE model is trained by gradient descent and is a deep learning architecture, it does not suffer from the same shortcomings of GMM.

The GMVAE model simultaneously performs dimensionality reduction and clustering.\textsuperscript{35} The number of clusters is a hyperparameter of the model that needs to be pre-defined. Varolğüneş et al.\textsuperscript{26} used a thresholding scheme to pick the clusters that have class probabilities that are more than a cutoff value (e.g. 0.95). However, we found that the number of clusters could largely vary depending on the cutoff value chosen for larger proteins studied here. To make a hard-cluster assignment, we use a k-nearest neighbors method to assign each datapoint to the most likely cluster in its neighborhood. The features in our model are the normalized distance map between Ca atoms of the protein. We test our model on three long-timescale protein folding simulations taken from DE Shaw group\textsuperscript{36}. These include Trp-cage (208 μs), BBA (325 μs) and Villin (125 μs). We show that the model can learn the funnel-shaped landscape of protein folding and cluster the conformational space with high accuracy that correspond to different structural features of protein. The funnelsness of the folding landscape can be viewed from the conformational entropy point of view where the folded state has a narrower distribution than the unfolded state. Furthermore, we show that despite the fact that the GMVAE embedding does not make use of any dynamical information, it is able to describe the kinetics of protein folding and the folding and unfolding timescales obtained by making a Markov model on this embedding are in close agreement with other works using a rigorous dynamical model to describe the kinetics.

II. METHODS

Variational inference methods convert an intractable inference problem into an optimization one. While the classical variational methods are limited to conjugate priors and likelihood, VAEs allow the use of arbitrary function approximators (i.e. neural networks) as the conditional posterior\textsuperscript{19}. Using the reparameterization trick, standard backpropagation can be to optimize the variational objective.

VAEs can be approached from two different perspectives: variational inference and neural networks. In the variational inference, the main idea is to learn a distribution in the latent space that truly captures the distribution of the dataset. In particular, given a dataset $x$, the goal of variational inference is to infer the latent space representation $z$ i.e. to accurately model $p(z|x)$. The Bayes theorem gives the relation between the posterior $p(z|x)$, the prior $p(z)$ and the likelihood $p(x|z)$ as:

$$p(z|x) = \frac{p(x|z)p(z)}{p(x)}$$ (1)

The denominator in this equation $p(x)$ is called the evidence which requires marginalization over all latent variables and thus is intractable. Therefore, in variational inference one seeks an approximate posterior $q_{\phi}(z|x)$ with learnable parameters $\phi$ and minimize the Kullback-Leibler divergence (KL) between the approximate and true posterior. The KL divergence shows the difference between two probability distributions and is defined as:

$$D_{KL}(q_{\phi}(z|x)||p(z|x)) = \mathbb{E}_{q_{\phi}} \log \frac{q_{\phi}(z|x)}{p(z|x)}$$ (2)

by re-writing this equation and using Bayes rule we get:

$$\log p(x) = KL(q_{\phi}(z|x)||p(z|x)) + \mathbb{E}_{q_{\phi}} \log \frac{q_{\phi}(z|x)}{p(x|z)}$$ (3)

Due to Jensen’s inequality the KL divergence is a non-negative term which makes the last term in the equation called evidence lower bound (ELBO) to act as a lower bound for the log-likelihood of the evidence.

$$ELBO = \mathbb{E}_{q_{\phi}} \log \frac{p(x,z)}{q_{\phi}(z|x)}$$ (4)

Therefore, we can now write equation 3 as:

$$\log p(x) = KL(q_{\phi}(z|x)||p(z|x)) + ELBO$$ (5)

This has the implication that minimizing the KL divergence or maximizing the log-likelihood of evidence can done by maximizing the ELBO.

The graphical model of GMVAE is shown in figure 1A. In the generative part (decoder) of the network, a sample $z$
is drawn from the latent space distribution $p_\beta(z|y)$ of cluster $y$ which is parameterized by parameters $\beta$ using the decoder part of the neural network. This can be used to generate the conditional distribution $p_\theta(x|z)$ parameterized by another neural network $\theta$. The generative process for GMVAE can be written as

$$p_{\beta, \theta}(x, z, y) = p_\theta(x|z)p_\beta(z|y)p(y)$$

(6)

$$p_\beta(z|y) = N(z|\mu_\beta(y), \sigma_\beta^2(y))$$

(7)

$$p_\theta(z|x) = N(x|\mu_\theta(z), \sigma_\theta^2(z))$$

(8)

$$p(y) = \text{Cat}(\pi)$$

(9)

In these equations, $\pi = 1/K$ is the uniform categorical distribution where $K$ is the number of clusters, $N()$ refers to normal distribution where $\mu_\beta$, $\mu_\theta$, $\sigma_\beta^2$, $\sigma_\theta^2$ are the means and variances learned by the neural nets parameterized by $\beta$ and $\theta$. Variational inference of GMVAE can be done by maximizing the ELBO which can be written as:

$$\text{ELBO} = \mathbb{E}_q \log \frac{p_{\beta, \theta}(x, z, y)}{q_{\phi, \psi}(z|x, y)}$$

(10)

The approximate posterior of the inference model $q_{\phi, \psi}(z, y|x)$ can be factorized into two distributions:

$$q_{\phi, \psi}(z, y|x) = q_\phi(y|x)q_\psi(z|x, y)$$

(11)

$q_\phi(y|x)$ gives the cluster assignment probabilities and thus $\sum_{y=1}^{K} q_\phi(y|x) = 1$. $q_\psi(z|x, y)$ is a Gaussian mixture where the parameters of each Gaussian $(\mu_\psi, \sigma_\psi^2)$ are learned by the encoder part of neural network. In this model, categorical variable $y$ represents a discrete node for each categorical distribution, which cannot be backpropagated and thus is substituted with a Gumbel-softmax distribution which approximates this categorical distribution with a continuous one. This can be written as:

$$y_i = \frac{e^{\log(\pi_i) + z_i}}{\sum_{j=1}^{K} e^{\log(\pi_j) + z_j}} \quad \text{for} \ i = 1...K$$

(12)

where $\tau$ is called the temperature parameter controls the smoothness of distribution where at small temperatures samples are close to one-hot encoded and at large temperatures, the distribution is more smooth. $g_i$ are the samples drawn from a Gumbel(0,1) distribution.

Using the generative and inference model the ELBO can be written as:

$$\text{ELBO} = \mathbb{E}_q \log \frac{p_\theta(x|z)p_\beta(z|y)p(y)}{q_\phi(y|x)q_\psi(z|x, y)}$$

(13)

The second term in the loss is called the cross-entropy and the last term is the mean squared error between the true and the reconstructed data.

A. Model parameters

The network architecture is shown in figure 1B. The GMVAE model was implemented in tensorflow. Convolutional layers were applied along with pooling for their ability to recognize features in images. Exponential linear unit (Elu) activation function was used in each layer and a softmax activation was used for the cluster assignment probability. The means and variances of distributions were obtained using no activation, and softplus activation respectively. Adam was used as optimizer in all models. We have optimized the hyperparameters of the model based on the reconstruction loss and the cross-entropy term. The chosen hyperparameters for each protein are shown in table 1. Embeddings obtained by training the GMVAE model with different hyperparameters, mainly different number of clusters are shown in supplementary information (SI). Each model was trained for 100 epochs of training. We also tried annealing the temperature parameter starting with a high value (5) and lowering it to 0.1 during the first 40 epochs of training and then keeping it the same for the rest of training. However, we found that the model would diverge after a few epochs of training and having a fixed and small value of temperature parameter gives the best results. Since the GMVAE model gives a probabilistic cluster assignment that is the probability of each datapoint belonging to each cluster, we used a k-nearest neighbors method to compute a hard-cluster assignment using the neighborhood of each point in the embedding. For the kinetic analysis, we used pyemma package to build the transition matrix. In each case, the embedding was discretized using 500 K-means cluster points and the transition probability matrix was built by counting the number of transitions between different states at lag time $\tau$. The implied time scales are computed from the eigenvalues of the transition probability matrix:

$$t_i(\tau) = -\frac{\tau}{\ln|\lambda_i(\tau)|}$$

(15)

To test the Markovianity of the transition matrix the implied timescales are plotted against the lag-time and then the smallest $\tau$ is chosen such that the implied timescales have converged. A coarse-grained transition matrix is later built by assigning the K-means points to the closest GMVAE clusters yielding a coarse-grained view of dynamics. The folding and unfolding timescales are obtained from this coarse-grained picture.
FIG. 1. A) graphical model for inference and generative parts of GMVAE. Grey circles represents the observed data B) Schematic of GMVAE architecture

TABLE I. best hyperparameters for each protein

| systems | number of layers | number of neurons | latent dimension | batch-size | temperature | kernel size | learning rate | number of filters | pooling sizes |
|---------|-----------------|------------------|-----------------|------------|-------------|-------------|---------------|-----------------|---------------|
| Trp-cage | 2               | 64               | 3               | 5000       | 0.1         | [3,3]       | 0.001         | [64,64]         | [1,1]         |
| BBA     | 2               | 64               | 2               | 5000       | 0.1         | [3,3]       | 0.001         | [64,64]         | [2,2]         |
| villin  | 3               | 64               | 3               | 2500       | 0.05        | [3,3,3]     | 0.001         | [64,64,32]      | [2,2,1]       |

III. RESULTS

Here we tested the performance of GMVAE model for dimensionality reduction and clustering of three protein folding systems including Trp-Cage (pdb: 2JOF)\textsuperscript{39}, BBA (pdb: 1FME)\textsuperscript{40} and Villin (pdb: 2F4K)\textsuperscript{41}. The native folded structure of these proteins are shown in figure 2. We show that the GMVAE embedding captures the free energy landscape of these proteins with well-separated clusters. We analyze the structural properties of each cluster and show that each cluster corresponds to a different structural feature in the protein. During training, we split the data into train/validation set with a fraction of 0.8 for training and 0.2 for validation set. The total loss, cross-entropy loss and reconstruction loss shows a decreasing behavior for both train and validation set in all three proteins. We use a 2D or 3D embedding for all proteins and show that this embedding mimics the funnel-shaped landscape of protein folding where the folded state resides down in the funnel and the unfolded states are outside the funnel. GMVAE gives the class assignments probabilities for each data point. The cluster assignment is done by a K-nearest neighbors method where for each datapoint we look at the 500 nearest neighbors and calculate the sum of class assignment probabilities and finding the cluster that has the maximum probability in its neighborhood. To test whether the GMVAE clusters give meaningful structural information, we sampled 5000 datapoints from the center of each cluster and compared the distribution of RMSDs of specific parts of the protein to the native state. Moreover, we show that building a Markov model on the embedding of GMVAE produces folding and unfolding timescales that are in close agreement with the timescales obtained from constructing a Markov model on a dynamical embedding such as TICA.

FIG. 2. Native folded structure of studied proteins. A) Trp-cage, B) BBA C) Villin headpiece

A. Trp-cage

As the first example, we test our GMVAE model on an ultra-long 208 µs explicit solvent simulation of the K8A mutation of 20-residue Trp-cage TC10b at 290K by D.E. Shaw Research.\textsuperscript{36} Numerous experimental and computational studies have been performed on Trp-cage.\textsuperscript{42–44} The folded state of Trp-cage shown in figure 2A contains an α-helix (residues 2-8), a 3\textsubscript{10} helix and a polyproline II helix, and the trypto-
phan residue is caged at the center of the protein. Two different folding mechanisms has been identified for Trp-cage to date\textsuperscript{45}: one where Trp-cage goes through a hydrophobic collapse into a molten globule followed by formation of N-terminal helix and the native core (nucleation-condensation) and second the pre-formation of the helix from the extend conformation and the joint formation of $3_{10}$-helix and hydrophobic core (diffusion-collision). The second mechanism is identified as the dominant folding pathway for Trp-cage.

Here we investigated Trp-cage folding trajectories using GMV AE model for embedding and clustering. The features are the normalized distances between the C\textsubscript{$\alpha$} atoms of Trp-cage in the trajectories. The hyperparameter K which identifies the number of clusters is unknown \textit{a priori} and it is expected that the ensemble have a hierarchical structure depending on the level of resolution.\textsuperscript{26} We tested different hyperparameters of the GMV AE model including number of clusters, batch-size, learning-rate, number-of-layers, temperature in Gumbel-softmax, kernel sizes, number-of-filters and pooling sizes for each protein. The best hyperparameters for each protein folding are selected based on the cross-entropy and reconstruction loss and also by visually looking at the embedding. For better visual inspection of the embedding we used a latent embedding dimension of 3 ($z_{dim} = 3$). We picked a value of 8 for the number of clusters in this protein. The embeddings for Trp-Cage with $K = 10$ and $K = 7$ clusters are shown in figures S4 and S5 respectively. The total, reconstruction and cross-entropy loss using the determined hyperparameters in table 1 are shown in figure S1. Reconstruction and cross-entropy loss for both training and validation data show a decreasing behavior demonstrating the convergence of the model after 100 epochs of training.

Figure 3A shows the 3d embedding of Trp-cage trajectories colored based on the RMSD with respect to the crystal structure. The gradual change of color from high RMSD (red) to low RMSD (blue) in the landscape demonstrates that the low-dimensional embedding can capture the protein folding process. Additionally the shape of the low-dimensional embedding resembles the protein folding funnel where the folded
state resides down the funnel and the ensemble of unfolded states are outer in the funnel. This shape can also be explained by the configurational entropy. The folded state has a narrow width in the model and the unfolded state presents a larger variance in the model due to its high fluctuation and high configurational entropy. Figure 3B shows the first two dimensions of the latent embedding colored based on RMSD. The high RMSD and low RMSD regions are well separated on this landscape. The folded state has a narrow distribution and is the narrow wedge of the folding funnel. We computed the free energy landscape on the first two dimensions of the latent space (figure 3C). The free energy landscape shows multiple wells that are separated by diffuse regions in between them. The wells correspond to the centers of GMV AE clusters and the diffuse region is the transition region between different conformational states. Since the GMV AE model gives the cluster assignment probabilities, which is the probability of each datapoint belonging to each of the K GMV AE cluster, we used a K-nearest neighbors algorithm for a hard cluster assignment. The cluster assignments is determined by computing the most probable assignment of the k neighboring data points. We used 500 neighbors in the k-nearest neighbors algorithm for Trp-cage embedding. The resulting clusters are shown in figure 3E. The first 2 dimensions of the embedding shows highly non-overlapping clusters. The unfolded cluster (cluster 3) is the extended structure and cluster 5 corresponds to the folded conformation of Trp-cage. To ensure that the GMV AE clusters correspond to different structural features of Trp cage we computed the RMSD of residues 11-15 comprising the β10-helix for different states. The results are shown in figure 3F. State 5 has a sharp distribution corresponding to the folded conformation of these residues. Other distributions are wider and correspond to different unfolded conformations. Cluster 3 has the highest and widest distribution of RMSD and this cluster corresponds to the extended conformation of Trp-cage.

Next, we built a MSM on the 3d embedding by choosing 300 KMeans points and discretizing the trajectories based on this clustering on the GMV AE embedding. The implied timescales for this transition matrix is shown in figure 3D. Based on this, we chose a lag time of 100 ns to build the MSM. To compute the mean-first-passage-time (MFPT) between different GMV AE clusters, we coarse grained the transition 300-state matrix into 8 states that corresponded to the GMV AE clusters. The folding and unfolding times based on the coarse-grained Markov model are 11.18 µs and 4.30 µs. The folding and unfolding times are in good agreement with the values reported by Lindorff-Larsen et al who reported 14.4 and 3.1 µs as the folding and unfolding times of this protein using the average lifetime in the folded and unfolded states observed in trajectories using a contact based definition of folded and unfolded states. A visualization of the 8 metastable states found by GMV AE model is shown in figure 4. The arrows between different states show the transition between different conformations and the arrow thickness relates to the transition probability between different clusters obtained by coarse graining the Markov model into 8 GMV AE clusters. The native folded state S5 accounts for about 18% of the total distribution and the unfolded ensemble represents the remaining 82%. The model predicts two folding pathways, either through a molten globule state (S1) or through a pre-folded helix structure (S2) which is consistent with other experimental and simulation studies.

B. BBA

The second example is ββα fold protein (BBA) which is a 28-residue fast folding protein. The NMR structure of this protein is shown in figure 2B. This protein contains an antiparallel β sheet at the N terminal and a helical conformation at its C terminus. Several models and hyperparameters were tested for this protein. We chose a value of 10 for the number of clusters in BBA. 2D and 3D embeddings were constructed and evaluated for this protein. This embedding resembles the folding funnel of protein with unfolded states possessing a larger distribution outside the funnel and the folded and near folded states down in the funnel. The folded ensemble is connected to multiple states which reveals multiple folding pathways of BBA and multiple intermediate states. Figure 5A shows a 2D embedding of BBA colored based on RMSD with respect to the folded structure. Unfolded and folded states are well separated on this 2D embedding. To separate different clusters in the embedding we performed a k-nearest neighbors as described earlier on the embedding. The result is shown in figure 5B which exhibits highly separated and non-overlapping clusters in the 2D embedding. In this embedding, state 4 corresponds to the folded state and state 1 is the near-folded (misfolded) state and all the other states are the unstructured or unfolded conformations. The highly non-overlapping clusters in the GMV AE landscape showcases the ability of this model to separate a vastly diverse set of protein conformations from a protein folding trajectory. The free energy landscape on this embedding is shown in figure 5C. It is observed that all clusters reside in the wells of the free energy landscape. There are also some diffuse and high energy regions between these wells which are the transitions between different metastable states. These regions are also where the model is least certain about the cluster assignment. Figure 5E shows the distribution of RMSD of antiparallel β-sheet (residues 7 to 14) (top figure) and the α-helical (bottom figure) parts of BBA (residues 16 to 26) with respect of the folded structure. It is observed that cluster 1 has a similar distribution to cluster 4 which is the folded state. This means that cluster 1 and 4 have similar secondary structures but the orientations of the two are different. 3D embeddings with K = 9 and K = 8 clusters were trained for BBA and are shown in figures S6 and S7 respectively. These embeddings also resemble the folding funnel of protein folding and show highly non-overlapping clusters.

To perform a Markov model on this embedding, we first clustered this embedding using 500 KMeans and discretized the trajectories based on the points. To choose the proper lag-time for the MSM model, we plotted the implied timescales (figure 5D) and picked 200 ns and built the transition probability matrix. Next to compute the transition timescale between different GMV AE clusters, we assigned each of the
FIG. 5. A) 2D embedding of BBA colored based on RMSD to the folded state B) clusters in 2D embedding of BBA using kNN for cluster assignment C) 2D free energy landscape of BBA based on 2D embedding D) ITS plot for BBA based on 2D embedding E) histograms for different clusters (top figure shows the RMSD for residues 7-14 or the antiparallel $\beta$-sheet and the bottom figure shows the RMSD distribution for the $\alpha$-helical residues (16-26)

500 KMeans clusters to the closest cluster in GMVAE and then computed the mean first passage times (MFPTs) between clusters. The folding and unfolding timescales calculated here are 18.17 $\mu$s and 8.83 $\mu$s which are in close agreement with the values reported by DE Shaw group.36

Figure 6 illustrates the representative structures of each cluster which are sampled from the mean of each distribution in the latent space. The transition between different states is shown with the arrow where the width of each arrow represents the transition probability. The near folded state $S_1$ has a high transition probability to the folded state $S_4$. Unfolding of BBA proceeds through transition to either $S_7$ or $S_2$ states.

C. Villin

The last example is a 35-residue villin-headpiece subdomain, which is one of the smallest proteins that can fold autonomously. It is composed of three $\alpha$-helices denoted as helix 1 (residues 4-8), helix 2 (residues 15-18) and helix 3 (residues 23-32) and a compact hydrophobic core. The observed experimental folding timescale for wild-type villin is about 4 $\mu$s and the replacement of two lysine residues (Lys65 and Lys70) with uncharged Norleucine (Nle) yield a mutant with folding time of less than one microsecond.48 Folding landscape of villin double mutant has been studied both by experiments and computer simulations.49–52 Folding a double mutant of Villin was studied using long-timescale molecular dynamics by D.E. Shaw group and is used here.36

Hyperparameters for this protein were selected based on the validation loss and the cross-entropy loss and are shown in table 1. A value of 6 was chosen for the number of clusters. The training and validation loss for this protein are shown in figure S3. Latent embeddings with other hyperparameters specifically $K = 8$ and $K = 7$ clusters are shown in figures S8 and S9 respectively. The 3D embedding obtained from the GMVAE model is shown in figure 7A where each point was painted based on RMSD with respect to the crystal structure. Like other proteins, the 3D landscape resembles a folding funnel with folded state down the funnel and the unfolded states having larger distributions (larger conformational entropy) upper...
FIG. 7. GMVAE embedding results for villin. A) 3D latent space colored with RMSD B) FEL based on first 2 dimensions of latent space C) cluster assignment using KNN D) ITS plot for markov model E) distribution of RMSD of helices 1 to 3 from top to bottom of the panel

in the folding funnel. Figure 7B shows the free energy landscape on the first two dimensions of the embedding. Due to fast transitions between different states in villin, unlike BBA the FEL has larger diffuse regions with smaller basins at the center of each cluster. Presence of large diffuse regions on this landscape means that the metastable states in the folding of villin are short lived and transition between each other quickly. The K-nearest neighbors described earlier was applied to the villin embedding for a hard-cluster assignment using 500 nearest neighbors. Figure 7C shows the first two embeddings colored based on this cluster assignment. As seen, cluster 3 corresponds to the folded state and clusters 0,1,2,4,5 correspond to misfolded or unfolded ensemble. Figure 7E shows the structural properties of each cluster. Specifically from the top to the bottom of this panel each distribution is the RMSD of the helix 1, 2, 3 residues with respect to the crystal structure. We observe that each cluster has a different distribution for the helical residues of the protein which are gaussian. Cluster $S_0$ has a low RMSD for helix 1 but higher RMSD values for helix 2 and 3. Secondary structure calculations showed that $S_0$ has a folded helix 1 (66±27%) but unfolded helix 2 and a near-folded helix 3 (38±16%). Most clusters have a folded or near-folded helix-3, except for cluster $S_1$ which has only about 15% folded structure for helix-3. Cluster $S_3$ is the folded state where are helices are folded with more than 80% probability. Moreover, $S_5$ has an unfolded helix-1 with less than 10% helical probability, whereas helix-1 is folded or near-folded (more than 40%) in other clusters. Helix-2 is only folded in $S_3$ which shows folding of this helix is crucial for proper folding to native state.

We next built a Markov model on this embedding by choosing 500 K-means cluster points for discretizing the trajectories. The implied timescales for this discretization are shown in figure 7D. A lag-time of 180 ns was chosen to build the transition matrix. The folding and unfolding times obtained based on the constructed MSM on this embedding are 2.25 µs and 1.54 µs, respectively, which are in good agreement with the values reported DE Shaw group (2.8 µs) and others building a Markov model using TICA.36,53,54 Figure 8 shows the structures of each cluster and the transition probability between different states. The highest transition probability $S_3 \rightarrow S_0$
corresponds mostly to unfolding of helix 2. Therefore, proper folding of helix 2 leads to formation of native contacts and native helices. Piano et al.\textsuperscript{55} studied the double mutant (Nle/Nle) of Villin and found a sparsely populated intermediate that involved formation of helix 3 and the turn between helices 2 and 3. This corresponds to cluster $S_4$ in our analysis that has near-folded helix-3 (54%). Mori and coworkers\textsuperscript{56} studied the molecular mecha

... on three long timescale protein folding trajectories, namely Trp-cage, BBA and Villin headpiece, all of which have been extensively characterized in previous studies.\textsuperscript{36} In all cases, we showed that the model is able to characterize different features of the structure that could correspond to folded, misfolded or unfolded states. The low dimensional embedding obtained by GMV AEs for these proteins resembles the folding funnel where the folded states lay down the funnel and unfolded ensemble are outside the funnel. This can be intuitively described from the conformational entropy point of view. The unfolded state has larger variations in the structure which causes the variance the gaussian learned by GMVAE to be larger than the folded cluster having a narrower distribution. This along with the continuity of the latent space makes landscape funnel-shaped. To verify that the clusters obtained by GMVAE correspond to different structural features of proteins during folding we computed the local RMSD of selected residues with respect to the folded structure. As expected the distribution of RMSD for different clusters follows a Gaussian where the folded state has the lowest and narrowest RMSD and the unfolded (extended) structure has the highest and widest RMSD distribution. We used normalized distance maps as the features in our machine learning model which are practical ways to represent the simulation dataset of proteins. Other features such as contact maps can also be used as the input to the model which would give a lower resolution embedding due to the amount of information in the contact maps relative to distance maps. Specifically in our model we used convolutional operations which are known for their great ability to recognize and process image dataset. To make the model end-to-end differentiable we made use of Gumbel-softmax for sampling from a discrete distribution. The temperature parameter in Gumbel-softmax was tuned along with other model hyperparameters during training. The best hyperparameters for each protein was chosen based on reconstruction and cross-entropy losses. The number of clusters is also a hyperparameter and depending on the level of resolution different values can be chosen. However, one needs to take extra care when attempting different values of this hyperparameter as it can lead to high variance in the folding and unfolding times obtained by making a Markov model on the embedding. In this work, we used 2 or 3 dimensional embedding for better visualization of the latent space however, larger embedding dimensions can also be used. We tested the models with higher values of the embedding dimensions (e.g. 10), and the reconstruction loss was only slightly better than a lower dimensional embedding such as 3.

Beyond the static characterization of the protein folding trajectories, we tested whether the model is able to characterize the kinetics of protein folding. We built a high resolution Markov model on the embedding obtained by GMVAE and computed the MFPTs between different states. Interestingly the folding timescales obtained by the model are in good agreement with the folding times reported by other groups constructing a MSM on a TICA landscape which characterizes the dynamics of folding. We should note that our model does not utilize any lag-time for construction of the low-dim embedding however, it is able to describe the folding timescales with reasonable accuracy. However, for some of the most dynamic proteins such as villin with fast folding timescales, only the first two implied timescales converge after 180 ns and the other implied timescales are below the maximum likelihood threshold which makes the model unable to give meaningful information about these faster processes. This might be remedied by adding dynamical information to the model by using a lag time in the training process. Further improvements to the model could include graph embedding of protein structures instead of using a distance map. This will be studied in a future work.

**Acknowledgements**

This work was partially supported by the National Heart, Lung and Blood institute at the National Institute of Health for B.R.B. and M.G.; in addition, it was partially supported by the National Science Foundation (grant number CHE-2029900) to J.B.K. The authors acknowledge the bwoluf high-performance computation center at National Institutes of Health for providing the time and resources for this project. We also would like to thank DE. Shaw research group for providing the simulation trajectories.

**Conflicts of Interest**

The authors declare that there is no conflict of interest regarding the publication of this article.

**Data Availability**

The source code for the analysis can be found at github page: github.com/ghoranimahdi73
46 F. Marinelli, F. Pietrucci, A. Laio, and S. Piana, “A kinetic model of trp-cage folding from multiple biased molecular dynamics simulations,” PLoS Comput Biol 5, e1000452 (2009).
47 A. Dickson and C. L. Brooks III, “Native states of fast-folding proteins are kinetic traps,” Journal of the American Chemical Society 135, 4729–4734 (2013).
48 I. Kubelka, W. A. Eaton, and J. Hofrichter, “Experimental tests of villin subdomain folding simulations,” Journal of molecular biology 329, 625–630 (2003).
49 G. Sormani, A. Rodriguez, and A. Laio, “Explicit characterization of the free-energy landscape of a protein in the space of all its $\alpha$ carbons,” Journal of chemical theory and computation 16, 80–87 (2019).
50 H. Lei, Y. Su, L. Jin, and Y. Duan, “Folding network of villin headpiece subdomain,” Biophysical journal 99, 3374–3384 (2010).
51 S.-H. Chong and S. Ham, “Examining a thermodynamic order parameter of protein folding,” Scientific reports 8, 1–9 (2018).
52 K. A. Beauchamp, D. L. Ensign, R. Das, and V. S. Pande, “Quantitative comparison of villin headpiece subdomain simulations and triplet–triplet energy transfer experiments,” Proceedings of the National Academy of Sciences 108, 12734–12739 (2011).
53 E. Suárez, R. P. Wiewiora, C. Wehmeyer, F. Noé, J. D. Chodera, and D. M. Zuckerman, “What markov state models can and cannot do: Correlation versus path-based observables in protein-folding models,” Journal of Chemical Theory and Computation 17, 3119–3133 (2021).
54 A. C. Pan, T. M. Weinreich, S. Piana, and D. E. Shaw, “Demonstrating an order-of-magnitude sampling enhancement in molecular dynamics simulations of complex protein systems,” Journal of chemical theory and computation 12, 1360–1367 (2016).
55 S. Piana, K. Lindorff-Larsen, and D. E. Shaw, “Protein folding kinetics and thermodynamics from atomistic simulation,” Proceedings of the National Academy of Sciences 109, 17845–17850 (2012).
56 T. Mori and S. Saito, “Molecular mechanism behind the fast folding/unfolding transitions of villin headpiece subdomain: Hierarchy and heterogeneity,” The Journal of Physical Chemistry B 120, 11683–11691 (2016).
Supplementary Information for Variational embedding of protein folding simulations using gaussian mixture variational autoencoders

Mahdi Ghorbani,1,2 Samarjeet Prasad,1 Jeffery B. Klauda,2 and Bernard R. Brooks1

1) Laboratory of Computational Biology, National, Heart, Lung and Blood Institute, National Institutes of Health, Bethesda, Maryland 20824, USA.
2) Department of Chemical and Biomolecular Engineering, University of Maryland, College Park, MD 20742, USA

(*Electronic mail: ghorbani.mahdi73@gmail.com.)

(Dated: 31 August 2021)
FIG. 1. training and validation losses for Trp-cage

FIG. 2. training and validation losses for BBA
FIG. 3. training and validation losses for Villin

FIG. 4. Trp cage embedding results from GMV AE with $K = 10$ clusters and 3D embedding $z = 3$
A) 3D embedding colored with RMSD
B) First two dimensions of latent space colored with RMSD
C) Free energy landscape on the first two embeddings
D) GMV AE clusters using 500 K-nearest neighbors for cluster assignment
E) Implied timescale plot for the Markov state built on the embedding using 500 KMeans points for clustering
FIG. 5. Trp cage embedding results from GMVAE with $K = 7$ clusters and 3D embedding $z = 3$ A) 3D embedding colored with RMSD B) First two dimensions of latent space colored with RMSD C) Free energy landscape on the first two embeddings D) GMVAE clusters using 500 K-nearest neighbors for cluster assignment E) Implied timescale plot for the Markov state built on the embedding using 500 KMeans points for clustering
FIG. 6. BBA cage embedding results from GMVAE with $K = 9$ clusters and 3D embedding $z = 3$ A) 3D embedding colored with RMSD B) First two dimensions of latent space colored with RMSD C) Free energy landscape on the first two embeddings D) GMVAE clusters using 500 K-nearest neighbors for cluster assignment E) Implied timescale plot for the Markov state built on the embedding using 500 KMeans points for clustering
FIG. 7. BBA embedding results from GMVAE with $K = 8$ clusters and 3D embedding $z = 3$ A) 3D embedding colored with RMSD B) First two dimensions of latent space colored with RMSD C) Free energy landscape on the first two embeddings D) GMVAE clusters using 500 K-nearest neighbors for cluster assignment E) Implied timescale plot for the Markov state built on the embedding using 500 KMeans points for clustering
FIG. 8. Villin embedding results from GMVAE with $K = 8$ clusters and 3D embedding $z = 3$. A) 3D embedding colored with RMSD. B) First two dimensions of latent space colored with RMSD. C) Free energy landscape on the first two embeddings. D) GMVAE clusters using 500 K-nearest neighbors for cluster assignment. E) Implied timescale plot for the Markov state built on the embedding using 500 KMeans points for clustering.
FIG. 9. Villin embedding results from GMVAE with $K = 7$ clusters and 3D embedding $z = 3$ A) 3D embedding colored with RMSD B) First two dimensions of latent space colored with RMSD C) Free energy landscape on the first two embeddings D) GMVAE clusters using 500 K-nearest neighbors for cluster assignment E) Implied timescale plot for the Markov state built on the embedding using 500 KMeans points for clustering