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Abstract—This paper presents a novel probabilistic approach to deep robot learning from demonstrations (LfD). Deep movement primitives (DMPs) are deterministic LfD models that maps visual information directly into a robot trajectory. This paper extends DMPs and presents a deep probabilistic model that maps the visual information into a distribution of effective robot trajectories. The architecture that leads to the highest level of trajectory accuracy is presented and compared with the existing methods. Moreover, this paper introduces a novel training method for learning domain-specific latent features. We show the superiority of the proposed probabilistic approach and novel latent space learning in the real-robot task of strawberry harvesting in the lab. The experimental results demonstrate that latent space learning can significantly improve model prediction performances. The proposed approach allows to sample trajectories from distribution and optimises the robot trajectory to meet a secondary objective, e.g. collision avoidance.

I. INTRODUCTION

Learning from demonstrations (LfD) was proposed to reduce the programming cost and time of robots. However, LfD methods are still relying mostly on hand-designed or high-level features, e.g. via/start/terminal points, to be provided by human or Computer Vision (CV) libraries [1].

Movement Primitives (MPs) are compact representations used for generating robot trajectory [2], [3], [4]. Dynamic Movement Primitives (DMPs) [2] have been proved to be stable and robust against perturbations for discrete and rhythmic movement skills [5]. Probabilistic Movement Primitives (ProMPs) [3] is more suitable for planning robot movements that encode a distribution of demonstrated trajectories. ProMPs express the distribution of demonstrated trajectories by corresponding weights mean and variance. To capture the correlation between the visual information and the corresponding manipulation trajectories DMPs and ProMPs can be exploited. Recent works [6], [7] proposed NN-based models trained to produce the DMP parameters. Deep-MPs [8], maps the raw image of the robot workspace into single robot trajectories (Deep-MPs). However, Nonetheless, they are not suitable to generate a probabilistic distribution of trajectories may be inherent in human demonstrations. We extend Deep-MPs (see Fig. 1) to capture the variation in the demonstrations via the proposed probabilistic LfD approach. Ridge et al. [9] proposed an NN-based model that was trained to produce the DMP parameters [10]. In contrast to d-DMP [6][9] and Deep-MPs, our approach maps the visual sensory information into a distribution of robot trajectories. Despite Deep-MPs which only generate one trajectory for a given image of the robot workspace, our proposed approach generates distributions of trajectories by the corresponding mean and variance. The approach is called Deep Probabilistic Motion Planning (dPMP).

In the basic dPMP, we have two independent training phases (tp1) unsupervised learning of latent space (e.g., training an auto-encoder (AE)), and (tp2) supervised learning of the MPs weights. This is a shortcoming of dPMP and limits the performance of the model as the latent space is not domain-specific (task-specific). Hence, we present a 3 stages training that enforces the latent space to be domain-specific. After (tp1) and (tp2), we train the Encoder to further minimise the model loss, i.e. trajectory error making the latent features domain-specific (tp3).

Encoder-Decoder is a well-known architecture in NNs, it first compresses the information, e.g., image, in spatial resolution and then gradually decompress it [11]. In AE architecture, the output of the decoder is the same as the input of the Encoder. This compresses/embeds the feature representation into a lower-dimensional space (latent feature). This can be used for different tasks such as dimensionality reduction [12] and information retrieval [13]. AEs yield optimal reconstruction error but lack structure and interpretability of the latent space, i.e. it is not capable of generating new content. By regularising AEs during training and expressing the probabilistic latent space we get Variational AEs (cVAE) [14] to avoid over-fitting. Conditional VAE (cVAE) is introduced to learn the class-wise distribution of the data by inputting the condition (e.g., class label) into the latent space [15]. In dPMP, we compared AE, VAE, and cVAE to learn the low dimensional feature vector of the image describing the robot workspace. This latent vector is then mapped into the weights distribution of movement primitives which expresses the distribution of the demonstrated trajectories. AE, VAE, and cVAE are developed for CV-specific tasks. Hence, the latent space features generated by these methods are not robotic task-specific. For instance, the latent spaces learned for strawberry picking and strawberry plant pruning are identical. We are interested in robotic-task-specific latent space such that the latent space is tailored to contain more useful information for a specific task.

Our novel probabilistic approach to Deep LfD outperforms
the state-of-the-art method in a series of real robot tasks of mock strawberry picking. The contributions of this paper include (1) a novel probabilistic model for dPMP using cVAE that outperforms architectures with AE and VAE (2) the implementation of a new training stage to learn domain/task-specific feature space. The proposed domain-specific training includes (1) unsupervised learning of initial latent space, (2) supervised learning for mapping latent feature vectors into robot trajectories distributions, (3) Encoder weights tuning using task-specific loss. We show the superiority and effectiveness of dPMP via a series of real robot tests for the simplified task of strawberry reaching with a Panda arm in the lab. The experimental results indicate that domain-specific training improves the model performances compared to others.

II. PROBLEM FORMULATION

We consider a set of $N_{tr}$ demonstrations $\mathcal{T} := \{\{Q^1, I^1\}, \ldots, \{Q^{N_{tr}}, I^{N_{tr}}\}\}$ where $Q^n$, $n = 1, \ldots, N_{tr}$, are the joint/task space trajectories and $I^n$ is raw RGB image taken from the corresponding robot’s workspace (https://github.com/imanlab/dPMP). For a single joint, we define a trajectory as the ordered set $q := \{q_t\}_{t=1, \ldots, T}$, where $q_t \in \mathbb{R}$ is the joint position at sample $t$, and $Q := \{q_1, \ldots, q_{N_{joint}}\}$ is the number of the joints (or Degree-of-Freedoms (DOFs)) of a manipulator (or task). Although we present the proposed approach in joint space, we can use the same step for task space.

A. Learning from demonstration problem formulation

We first model a robot trajectory with an observation uncertainty added to the following deterministic Movement Primitives (MPs) model:

$$q = \sum_{i=1}^{N_{tr}} \theta_i \psi_i(z(t)) + \epsilon_q$$

where $\psi_i$ are basis functions (usually Gaussian [16]) evaluated at $z(t)$, $z$ is a phase function that allows time modulation. If no modulation is required, then $z(t) = t/f$, where $f$ is the sampling frequency, $\theta_i \in \mathbb{R}$ are weights, and $\epsilon_q$ adds zero-mean Gaussian observation noise with variance $\Sigma_q$.

We use normalised Gaussian basis functions for stroke-like movements

$$\psi_i(t) := \frac{b_i(z(t))}{\sum_{j=1}^{N_{tr}} b_j(z(t))}$$

where $b_i(z(t)) := \exp\left(-\frac{(z(t)-c_i)^2}{2h}\right)$. We can also write Eq. (1) in a matrix form $q_t = \Psi_t^T \Theta + \epsilon_q$ where $\Psi_t := (\psi_1(z(t)), \ldots, \psi_{N_{tr}}(z(t))) \in \mathbb{R}^{N_{tr} \times 1}$, $\Theta := (\theta_1, \ldots, \theta_{N_{tr}}) \in \mathbb{R}^{N_{tr} \times 1}$, and we also define $\Omega := (\Theta_1, \ldots, \Theta_{N_{joint}}) \in \mathbb{R}^{N_{tr} \times N_{joint} \times 1}$ and $\Phi := [\Psi_1, \ldots, \Psi_T]^T \in \mathbb{R}^{T \times N_{tr}}$.

Deep Movement Primitives (deep-MPs) introduced in [8] uses an AI model learned from a task demonstrations (Fig. 1) to learn a deterministic mapping from (visual) sensory information into the corresponding robot trajectory to complete a task. The MPs weight vector is then computed by a NNs, as per Eq. 2:

$$\Theta_j = h_j(W_j, \Gamma^i, \sigma_j)$$

We can express distribution of demonstrated trajectories similar to Probabilistic Movement Primitives (ProMPs) [3]. From Eq. (1), it follows that the probability of observing $q_t$ is given by $p(q_t|\Theta) = N(q_t | \Psi_t^T \Theta, \Sigma_q)$. Since $\Sigma_q$ is the same for every time step, the values $q_t$ are taken from independent and identical distributions, i.i.d. Hence, the probability of observing a trajectory $q$ is given by:

$$p(q|\Theta) := \prod_{t=1}^{T} p(q_t|\Theta)$$

We can also assume weight parameters are taken from a distribution. We estimate the distribution of $q_t$ which does not depend on $\Theta$, but on $\rho := (\mu, \Sigma_{\Theta})$. This is done by marginalising $\Theta$ out in the distribution as follows:

$$p(q_t|\rho) = \int N(q_t | \Psi_t^T \Theta, \Sigma_q) N(\Theta | \mu, \Sigma_{\Theta}) d\Theta = N(q_t | \Psi_t^T \Theta, \Sigma_q + \Psi_t^T \Sigma_{\Theta} \Psi_t)$$

where $\Theta \sim p(\Theta|\rho) = N(\Theta | \mu_{\Theta}, \Sigma_{\Theta})$.

B. Deep Probabilistic Motion Planning - dPMP

dPMP is a probabilistic model that maps visual sensory information of a robot’s workspace to the distribution of robot trajectories.

For each joint, denoted by $j$, the relative trajectory distribution can be expressed in weights space with a mean vector $\Theta_{mean,j}$ and a covariance matrix $\Sigma_{\Theta,j}$. The deep model can learn the relation between these two parameters an the input image.

$$\Theta_{mean,j}, \Sigma_{\Theta,j} = f_j(\hat{W}_j, \Gamma^n, \hat{\sigma}_j)$$

We do not consider the correlation among the weights of different joints to reduce the dimensional of the problem. Considering these correlations can be a future work. Eq. (5) shows the network target vectors $\Theta_{mean,j}, \Sigma_{\Theta,j}$ are equivalent to a non-linear function, denoted by $f_j$, of the input image $\Gamma^n$, the weight parameter $\hat{W}_j$ and the node activation $\hat{\sigma}_j$. $f_j$ is a non-linear deep model mapping the image $\Gamma^n$ taken by
Fig. 2. dPMP-cVAE: (top) shows the dPMP model architecture with conditional variational autoEncoder. The training has two phases (1) autoEncoder and (2) MLP training; (bottom) domain-specific latent space training: in addition to the two training phases above, (3) the weights of the Encoder are further trained by fixing the weights of MLPs and using a domain specific loss. MLPs: a sequence of dense layers with 256 - 128 - 64 - 32 - 8 units predicting the ProMPs weights mean and/or covariance elements; Encoder: repetition of Convolutional layers with Leaky Relu activation function, and Max pooling and Batch normalization layers and a final Flattening layer.

robot’s camera at a home position (see Fig. 1) to the ProMPs weights distributions of each joint. The weights distribution then generates the corresponding trajectories distribution (Algorithm 1: Forward ProMPs) using Eq. (6).

\[
\begin{align*}
\tilde{q}_{\text{mean},j} &= \Phi^T \tilde{\Theta}_{\text{mean},j}, \\
\Sigma_{q,j} &= \Phi^T \Sigma_{\Theta,j} \Phi.
\end{align*}
\]  

1) Auto-Encoder (AE) and Variational AE (VAE), for learning weights of dPMP: We proposed and tested different baselines for dPMP model architectures to improve the accuracy in the prediction of the demonstrated behavior. The models have two parts (Algorithm 1.9: Forward Propagation): (1) part-1 encodes the high-dimensional input RGB image in a low-dimensional latent space vector, preserving all the relevant information, using a set of convolutional layers, as per Eq. (7):

\[
E^n = \text{Encoder}(W_{\text{enc}}, I^n, \sigma_{\text{enc}}) \tag{7}
\]

(2) part-2 maps the latent embedded vector to the relative ProMPs weights distribution using a Multi Layer Perceptron (MLP) per each joint as per Eq. (8). We solve the reduced dimensionality problem by using multiple MLPs (one for each joint). In future works, we will investigate using a single MLP that calculates the mean vector and variance across all the joints.

\[
\hat{\Theta}_j, \Sigma_{\Theta,j} = h_j(W_j, E^n, \sigma_j) \tag{8}
\]
The twofold design of the model has an advantage over the direct mapping of the image to the trajectories distributions (as in [8]) as it yields higher accuracy as it is demonstrated in Sec. III. Our first baseline uses the encoding layers (Encoder) of an AE for part-1 of the dPMP model to reduce the input dimensionality while preserving the important information. We first train an AE using images of our dataset in which the decoder reconstructs the input RGB image from the latent representation to compute the reconstruction loss. In the second baseline, we used the Encoder of a VAE so the latent representation $E^n$ is stochastic as per Eq. (9). Both the AE and VAE are made of a sequence of convolutional layers with Leaky Relu activation function, Max pooling, Batch normalization layers and a final Flattening layer. The Part-2 of the model is a multi layer perceptron (MLP), so a sequence of dense layers that map the deterministic or stochastic latent representation of the input image to the ProMPs weights distributions as per Eq. (8).

$$E^n \sim N(\mu_{E^n}, \Sigma_{E^n})$$

$$\mu_{E^n}, \Sigma_{E^n} = Encoder(W_{enc}, I^n, \sigma_{enc})$$

2) Conditioned dPMP model: In the third variation of the model architecture, we add a conditional variable $c$ concatenated with the latent vector computed by the Encoder from the input image. This helps the consequent MLP to tailor its behaviour according to some abstract information, e.g., pixel coordinate of a target berry, as per Eq. (10).

$$\hat{\Theta}_j, \hat{\Sigma}_{\theta,j} = h_j(W_j, E^n, \sigma_j, c)$$

3) Learning domain-specific latent space: Of note, we have two ordered training stages for the previous models: (tr-1) unsupervised training of part-1 (using image reconstruction loss) and (tr-2) supervised training of part-2 (using RMSE error as per Eq. (11)) where $\alpha$ is a tuning parameter that weights the loss components.

$$e = ||q_{mean,j} - \hat{q}_{mean,j}|| + \alpha||\Sigma_{q,j} - \hat{\Sigma}_{q,j}||$$

Eq. (11) indicates the loss is computed after having reconstructed the mean and covariance matrix of the demonstrated trajectories computed by ProMPs weights distribution as per Eq. (6). We first do tr-1 and train the Encoder; then, we do tr-2 to train the MLPs. Hence, tr-1 and tr-2 are completely decoupled. As such, the latent space is defined to maintain the information necessary for reconstructing the input RGB image, independently from the demonstrated trajectories distributions. We argue that, while this non-domain-specific training is absolutely useful for CV, it is not relevant for robotic tasks. Hence, we propose to train the weights of Encoder using the loss in Eq. 12 while the MLPs weights are kept fixed (Fig. 3). In this way, there is also a direct mapping of the latent space to the information useful both for image reconstruction and trajectory prediction. The dPMPs model obtained after the domain-specific latent space tuning is indicated with the $l$ prefix (l-dPMP). The domain-specific latent space learning dPMP is explained in detail in Algorithm 1.

III. EXPERIMENTAL RESULTS AND DISCUSSION

a) Use case on selective harvesting of strawberries:

Developing robotic technologies for selective harvesting of high-value crops, such as strawberries, has been highly demanded because of different social, political, and economical factors [17], such as labour shortage and the recent COVID-19 pandemic. As such, private and public sectors have invested across the globe to develop robotic harvesting and commercialise the corresponding technologies in the last few years. Strawberry is among high-value crops with considerable selective harvesting cost in production ($1 Billion is only the picking cost [18]). Hence, development of a
Joint space predictions: deep-ProMP-cVAE is the most accurate model.

| Joint | deep-ProMP-AE | deep-ProMP-VAE | deep-ProMP-cVAE |
|-------|----------------|----------------|-----------------|
| J1    | 5.4 x 10^{-4} | 1.3 x 10^{-4} | -74%           |
| J2    | 48.9 x 10^{-4} | 14.4 x 10^{-4} | -76%           |
| J3    | 93.0 x 10^{-4} | 9.6 x 10^{-4} | -89%           |
| J4    | 37.1 x 10^{-4} | 19.3 x 10^{-4} | -47%           |
| J5    | 24.2 x 10^{-4} | 23.5 x 10^{-4} | -2.7%          |
| J6    | 29.0 x 10^{-4} | 15.4 x 10^{-4} | -48%           |
| J7    | 21.4 x 10^{-4} | 5.4 x 10^{-4} | -75%           |

TABLE II

Cluster separability of latent space representation through T-SNE using Davies-Bouldin index before and after latent space tuning. A lower score indicates better clustering. Fig. 3 shows the T-SNE visualisations.

| Method | Davies-Bouldin score | Before latent space tuned | After latent space tuned |
|--------|-----------------------|----------------------------|--------------------------|
| AE     | 0.616                 | 0.482                      |
| VAE    | 0.424                 | 0.352                      |

Fig. 3. Latent space visualisation/representation through T-SNE embedding before and after domain specific tuning. After tuning, the clustering in the embedding space increases in both AE and VAE. A numerical evaluation is present in Table II.

c) Implementation details: We trained and tested the different architectures for trajectory prediction both in the task and joint space. The first two models embed the input image with the Encoder of AE (dPMP-AE) or of VAE (dPMP-VAE) respectively. In both models, the latent space representation is a 256-d vector. In the third model, we condition a VAE by concatenating the pixel coordinate of the target berry bounding box center and VAE latent vector (dPMP-...
TABLE III
JOINT SPACE VS TASK SPACE PREDICTION ACCURACY AT THE FINAL POINT. TASK SPACE PREDICTIONS ARE MORE ACCURATE.

|                | joint space prediction | task space prediction |
|----------------|------------------------|-----------------------|
|                | mean position [\*]     | orientation [\*]      | mean position [\*]     | orientation [\*]      |
| mean           | 0.15                   | 0.1                  | 0.08                   | 0.06                  |
| std.           | 0.10                   | 0.06                 | 0.04                   | 0.04                  |
| deep-ProMP-Direct | 0.06                   | 0.03                 | 0.03                   | 0.03                  |
| deep-ProMP-AE   | 0.04                   | 0.02                 | 0.02                   | 0.02                  |
| deep-ProMP-VAE  | 0.18                   | 0.28                 | 0.02                   | 0.02                  |
| deep-ProMP-cVAE | 0.04                   | 0.02                 | 0.06                   | 0.06                  |

Moreover, we implemented domain-specific latent space learning of these three models (l-dPMP-AE, l-dPMP-VAE, l-dPMP-cVAE). We use the prediction error in the last time instant for the latent space tuning loss (Algorithm 1.11: RMSE Loss), as per Eq. (12). This allows tuning the Encoder weights according to specific task requirements.

\[
\epsilon = \| \hat{\textbf{q}}_{\text{mean},j}(t_{\text{end}}) - \tilde{\textbf{q}}_{\text{mean},j}(t_{\text{end}}) \| + \\
\alpha \| \Sigma_{q,j}(t_{\text{end}}) - \tilde{\Sigma}_{q,j}(t_{\text{end}}) \|
\]  

**d) Discussion:** we carried out three types of analysis and the corresponding results are respectively shown in Table III, Table I and Fig. 4. For the first test, we use the prediction performances of the 7 joint trajectories distributions with dPMP-AE, dPMP-VAE, and dPMP-cVAE. We compared them to dPMP-Direct which is a model that maps directly the input image to the trajectories distributions with a series of Convolutional layers with Leaky Relu activation function, Max pooling, Batch normalization layers and a final Flattening layer followed by some Dense layers. We use dPMP-Direct as a benchmark to demonstrate that the twofold design proposed performs better than the direct mapping. The performances have been evaluated on a test set never seen in training or validation stages. We used as evaluation metric the loss used for training, as shown in Eq. 11. Table I shows that the prediction error is improving from dPMP-Direct to dPMP-AE, dPMP-VAE, and dPMP-cVAE. Hence, dPMP-cVAE is outperforming all other models. The same observation can be done in the task space case. Another experimentation has been done on the same test set to compare the model performances between task and joint space predictions. The evaluation metric used is expressed in Eq. 13 considering the error at the final point (when the target berry has to be reached) between the predicted and ground truth end-effector position and orientation.

\[
\epsilon_{\text{position}} = \sqrt{(x - \hat{x})^2 + (y - \hat{y})^2 + (z - \hat{z})^2} \\
\epsilon_{\text{orientation}} = \min_{q} \| q - \hat{q} \|, \| q + \hat{q} \|
\]  

In Eq. 13, \((x, y, z)\) and \((\hat{x}, \hat{y}, \hat{z})\) represent the ground truth and predicted positions and orientation (quaternions) at the final time step of the end effector, respectively. The error on the orientation has been derived from [21] and expresses the distance between two quaternions. The trajectories that have been evaluated are the predicted mean trajectory and the one at a distance of 3\(\sigma\) from the mean. Table III illustrates that task space predictions produce much more accurate performances. Moreover, the most accurate model is confirmed as being the dPMP-cVAE. We performed a third set of experiments by implementing the models on the real robot instead of using a previously recorded set of data. We built 5 new (different) strawberry plant configurations each including again 5 different target berries. This helps to demonstrate the generalisation ability of the model in predicting the reaching movement in unseen real-robot settings. The final position of the target strawberry is used as a reference to evaluate the prediction performances. To capture this information the robot was moved in kinesthetic teaching mode to the desired final pose necessary for picking a target berry and the final \((x, y, z)\) position was recorded. dPMP-AE, dPMP-VAE, dPMP-cVAE have been tested before and after the domain-specific latent space training. The predicted mean trajectory together with the trajectories at \(2\sigma\) and at \(-2\sigma\) from the mean have been evaluated. We use Eq. (13) as the metric to evaluate the position error at the final reaching point. Fig. 4 shows that the model performances increase after the domain-specific training. Furthermore, the most accurate model is l-dPMP-cVAE. The probabilistic framework can be exploited to perform the task in different ways sampling from the predictions of dPMP. For example, this allows the robot to reach the target point with different orientations. We also studied the clustering level of the latent space before and after the domain-specific training. Fig. 3 visualises the 2-D representation of latent spaces of AE Encoder or VAE Encoder to embed the input images (in a 256-d latent vector) before and after the domain-specific training. T-distributed Stochastic Neighbour Embedding [22] was used to reduce the dimensionality of the latent vectors from 256 to 2 to visualise the latent vectors. Every point in this representation in Fig. 3 represents an image taken from the dataset of 250 RGB images used for model training and testing. Table II also shows the Davies-Bouldin score used to evaluate the clustering level of the latent space with a numeric index. The score indicates the average similarity measure of each cluster with its most similar cluster, where similarity is the ratio of within-cluster distances to between-cluster distances. Thus, the lower the scores, the higher the level of clustering. The clustering level increases from AE to the VAE. Moreover, the domain-specific latent space learning further increases the clustering level, teams which is a well-known sign of better representation of the distribution of the inputs.
Similar to ProMPs features, such as conditioning by via-points, final positions or velocities, time modulation, and blending of movement primitives, we will investigate these features in our future works. Moreover, we will study how to adopt Kullback-Leibler divergence as the loss to train part-2 of the model since it explicitly expresses the distance between 2 probability distributions. We will also consider the use of dPMP in teleoperation setup to reduce the cognitive workload on the human operator [23].

IV. CONCLUSIONS

This paper presents a novel probabilistic framework for deep movement primitives which maps the visual sensory information of a robot workspace into the corresponding robot trajectories according to the demonstrations of the desired task. We propose a model architecture that leads to accurate predictions, namely dPMP-cVAE, found through its comparison with dPMP-AE, dPMP-VAE, and dPMP-Direct. We demonstrated the effectiveness of the proposed dPMP in a series of real robot tests showing the robot can produce a distribution of trajectories for a a single input image enabling the robot to access infinite number of trajectories that can be sampled from the distribution. To further improve the performance of dPMP, we proposed a novel domain-specific latent space tuning method that allows learning the latent space representation in order to be relevant for the specific robotic task. The results suggest this model, namely l-dPMP-cVAE, outperforms the other proposed models with acceptable accuracy for real robot applications.
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