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A range of ion–molecule reactions have been studied in the last years using the crossed-beam ion imaging technique, from charge transfer and proton transfer to nucleophlic substitution and elimination. This review presents the detailed insights that have been gained with respect to the dynamics of both cation–molecule and anion–molecule reactions studied with this method. In particular, we show the recent progress that has been achieved to understand the atomistic energetics and dynamics of ion–molecule reactions, such as the effects of vibrational quantum states, the formation of carbon–carbon bonds, and the competition between nucleophilic substitution and elimination.

Introduction

Ion–molecule reactions constitute an interdisciplinary research area that bridges chemistry and physics. This area has already attracted interest for many decades and still continues to rejuvenate itself. Ions are found in gaseous, liquid, and solid forms of matter, their spectral and collisional properties are therefore of interest for very different applications. In the gas phase, reactions of isolated ions with other neutral atoms or molecules are described by collisional cross sections that are much larger than usual neutral–neutral scattering cross sections.1 The long-range interaction between the charge of the ion and the electrical polarizability, dipole or quadrupole moment of the neutral is responsible for this and renders ion–molecule reactions very important for the time evolution of ionized gases. The Earth’s ionosphere, atmospheres of other planets or planetary satellites, and the gas clouds in the interstellar medium of our and other galaxies are important examples from our natural environment.2–4 Plasma discharges used for semiconductor etching or tokamak plasmas and plasma-wall interactions in fusion research represent technical applications where ion–molecule reactions are important.5 The temperatures at which ion–molecule reactions occur under these vastly different conditions range from few Kelvin in interstellar space to many thousands of Kelvin in atmospheric or technical plasmas.

It has already been known for the most part of the last century that gas phase reactions of ions with neutral atoms or molecules are important in weakly ionized media, such as the ionosphere. Many types of ion–molecule reactions have been identified and studied, but for many ion–molecule reactions that occur in our environment or in the interstellar medium detailed information on their reaction kinetics, product branching ratios, and reaction dynamics are still lacking. The simplest type of reaction, charge transfer, is often the starting point for chemical reaction networks, initiated when photon impact, cosmic ray ionization, or electron impact ionization creates a positively charged ion. Driven by the difference in ionization potential, this simple reaction can show intriguing features, because the ionization energy difference may be released to either product kinetic energy or to internal excitation depending on the details of the interaction potential. As discussed below for reactions of argon cations, this can also affect the total reaction cross section. Proton transfer and insertion reactions are other types of reactions that are frequently found for positively charged ions. For instance, interstellar chemistry is generally accepted to be initiated by reactions of the trihydrogen cation (H₃⁺) with abundant interstellar atoms or molecules such as C, O, N₂ or CO.6,7 These reactions open up different astrochemical networks that ultimately lead to aldehydes, carboxylic acids, amino acids etc.8

Anion–molecule reactions9 are also important in many environments, in particular when the densities are high enough that free electrons can attach to neutrals to form negative ions, such as in the lower ionosphere of the Earth. Negative ions have also been found in the atmosphere of the moon Titan and in several interstellar molecular clouds, which has sparked a lot of interest in the formation and destruction of these anions. Negative ion reactions often feature a sizable potential barrier at short range, which can be attributed to electron–electron repulsion by electrostatic forces and the Pauli exclusion principle. Together with the long-range attractive interaction this leads to potential energy landscapes with two characteristic minima along the reaction coordinate. A range of reaction types are found for negative ions, such as associative detachment, nucleophilic substitution, and base-induced elimination. The dynamics of such reactions are discussed below.
The primary interest in an ion–molecule reaction is usually the total reaction cross section or rate coefficient. Several experimental techniques have been developed to measure ion–molecule reaction rate coefficients as a function of temperature or collision energy and investigate how they compare to the classical Langevin or capture cross section.\textsuperscript{10,11} Widely used techniques to measure ion–molecule reaction kinetics are selected ion flow tubes,\textsuperscript{12} guided ion beams,\textsuperscript{13} supersonic flows (CRESU),\textsuperscript{14} or radiofrequency ion trapping.\textsuperscript{15} Recently, the combination of ion and neutral atom cooling and trapping has opened up an active field studying ultracold ion-atom collisions.\textsuperscript{16}

To understand in detail why and how a reaction occurs, one has to move beyond the total reaction cross section and investigate the reaction dynamics. This is the topic of the present review. The term dynamics in general refers to the characteristics that describe how a set of reactants evolve into product atoms or molecules.\textsuperscript{11} In the time-dependent description of quantum mechanics, the dynamics can be described by a multidimensional molecular wavepacket that is initialized at the reactants and evolves into products. In the equivalent time-independent description, the dynamics are described by the fully differential reactive scattering cross section, which depends on the internal quantum states of all reactants and products, on the relative velocity, and on the initial and final orbital angular momentum. Experimentally, neither the full time-dependent nor time-independent dynamics can be observed with state-of-the-art techniques. In practice, many reaction dynamics experiments probe the time-independent differential scattering cross section as a function of initial and final velocity and scattering angle. Additional control of the internal quantum states of the reactants is exerted as far as can be achieved. In this review, the dynamics of ion–molecule reactions are discussed as obtained from crossed-beam studies with the velocity map imaging technique.\textsuperscript{17} In principle, also direct femtosecond pump–probe experiments on chemical reactions can be performed, but there the reactants have to be already in close proximity when a pump pulse initiates the dynamics.\textsuperscript{18–20}

Reaction dynamics are driven by the interaction potential, usually the relevant Born–Oppenheimer potential hypersurface or several coupled hypersurfaces. For ion–molecule reactions, the interaction is strongly attractive at large reactant separations and leads to deep energy minima that may or may not show one or several barriers at short internuclear separation. Such barriers, even if they are energetically below the energy of the reactants can have a profound influence on the dynamics. Furthermore, the dwell time of the reaction complex in the energy minima and the statistical or non-statistical coupling among the rovibrational degrees of freedom change the reaction dynamics and the branching into different open product channels. All these aspects can depend on the translational energy and the thermal or non-thermal excitation of internal quantum states of the reactants.

To experimentally unravel reaction dynamics, crossed-beam reactive scattering experiments have been performed in the past on a number of ion–molecule reactions using the rotatable detector technique.\textsuperscript{21} Furthermore, the guided-ion-beam technique was employed to extract total and differential scattering cross sections.\textsuperscript{22} These studies focused mostly on three- or four-atom reactions, where the count rates of the experiments and the preparation of reactant ion beams did not pose severe limitations. The development of the velocity map imaging (VMI) technique\textsuperscript{17,23} has changed this and offered a substantially improved method to measure product differential scattering cross sections. A VMI spectrometer acts as a detector with a 4π solid angle of acceptance, which improves the detection efficiency for reaction products by orders of magnitude compared to a rotatable detector. It also decouples sensitivity and angular resolution.\textsuperscript{24,25} Examples for crossed-beam scattering experiments for neutral molecules that have exploited the VMI technique are studies of the H + D2 reaction\textsuperscript{26} or reactions of F, Cl and O with CH4.\textsuperscript{27–29}

The first application of velocity map imaging to study ion–molecule reactive scattering came in 2002 by Weisshaar and co-workers, who studied reactions of cobalt cations with different hydrocarbon molecules. In their experiment the cations were created by pulsed laser ionization directly in the interaction region.\textsuperscript{30} In the experiment that we have set up a few years later a spatially separated ion source was employed,\textsuperscript{31} which had also been the concept used in previous experiments employing rotatable detectors. This yields a lot of flexibility to create and control different ion species, in particular also negative ions. In addition our setup includes a radiofrequency ion trap\textsuperscript{15,32} to pre-cool the ions prior to crossing the neutral reactant beam. This facilitates the reduction of the collision energy spread down to about 200 meV (FWHM) and allows for the preparation of internally cold molecular ions.\textsuperscript{32} Our velocity map imaging spectrometer, which incorporates correlated position and arrival time measurements to determine three-dimensional product velocity distributions, has been described in detail in previous publications.\textsuperscript{23–37} We therefore do not present the experimental method in this review. In the ion–molecule imaging experimental setup by Farrar and co-workers a versatile ion beam is combined with a supersonic beam source that is also equipped to produce neutral radicals. Scattering images are acquired with a two-dimensional spectrometer. The images are then unfolded with an experimental machine function.\textsuperscript{38}

In the following, this article provides an account of the reaction dynamics experiments on ion–molecule reactions that have been carried out during the last years using the velocity map ion imaging technique. The interpretation of the experimental results always benefits substantially from comparison with high-level dynamics calculations and several references to such calculations will be given. The next section discusses different types of cation–molecule reactions, followed by a description of negative ion–molecule reactions. At the end we give an outlook with our personal view on the future of the field.

**Cation-neutral reactions**

Cations can be formed by interactions with energetic particles. Thus, their chemistry is important in high energy environments such as the upper planetary atmosphere, regions of the interstellar...
medium or technical plasmas. The charge transfer between a cation and a neutral molecule is a prominent reaction channel once it is energetically accessible. It is a conceptually simple reaction just transferring an electron, but it is often a first step that triggers a cascade of further elementary reactions. In the case of near resonance between both reactants, the transfer of an electron will happen with minimal momentum transfer. The newly formed ion will move with the same velocity as the neutral precursor. However, resonance phenomena can dominate the dynamics and energetics and lead to a break down of the Born–Oppenheimer approximation. In reactants with a hydrogen bond, the hydrogen atom transfer reaction competes with the charge transfer. Hydrogen transfer reactions take up key positions in molecular networks within the interstellar medium, the atmosphere of planets and also biomolecular environments. The hydrogen can be transferred as proton H⁺, H atom radical or even as a hydride H⁻ anion. Reactive collisions might also lead to the formation of new bonds with heavier elements, such as carbon or nitrogen. The reactions investigated in the next paragraphs range from resonance effects in atom–diatom charge transfer to bond forming reactions. In many reactions, charge transfer is only the first elementary reaction which is followed by secondary processes such as dissociation. A special case of competing pathways is the formation of isomeric species which will be discussed for the formation of HOC⁺/HCO⁺.

**Resonances in Ar⁺ diatom charge transfer reactions**

Charge transfer reactions commonly proceed at long range with minimal momentum transfer between both reactants. However, the change in charge state is likely to induce a structural change of the molecule’s shape going from the neutral to the ionic species, which affects its vibrational motion. Near-resonant channels along the reaction coordinate, which lead to product ions in specific rovibrational states, can result in a break down of the Born–Oppenheimer approximation which makes the accurate theoretical description of the experimental results challenging.

In the reaction of the argon cation Ar⁺ with molecules resonant charge transfer channels involving specific vibrational states have been observed. In the reaction with molecular nitrogen N₂ (reaction (1)),

\[
\text{Ar}^+ (2P_{3/2}) + \text{N}_2 (\Sigma_g^+) \rightarrow \text{Ar} (4S_0) + \text{N}_2^+ (\Sigma_g^+; \nu') \tag{1}
\]

the product ion N₂⁺ is predominantly formed in vibrationally excited states although these pathways are slightly endoergic. Vibrational state analysis reveals that most ions are found in the ν' = 1 vibrational state although only the formation of N₂⁺ in ν' = 0 is exoergic. These results from early crossed beam experiments could be explained by a model employing Landau–Zener curve crossings along the vibrationally adiabatic potential curves. A crossing does not exist for the ground state. Furthermore, the model predicts the excitation of higher vibrational states at smaller impact parameters. Crossed beam velocity map imaging experiments were able to record angle differential scattering cross sections (see Fig. 1, right column). The forward scattered distribution shows the highest intensity at small angles and peaks at ν' = 1. However, also scattering into larger angles is present, which can be seen in the angle integrated intensity profile. Smaller impact parameter collisions lead to this larger angle scattering. Analysis of the internal energy distribution as a function of scattering angle reveals a higher vibrational excitation at larger scattering angles in qualitative agreement with the predictions from the Landau–Zener model.

In the reaction of Ar⁺ with molecular hydrogen H₂ and its isotope D₂,

\[
\text{Ar}^+ (2P_{3/2}) + \text{H}_2/\text{D}_2(X,\nu',J) \rightarrow \text{Ar} (4S_0) + \text{H}_2^+/\text{D}_2^+ (X,\nu',J') \tag{2}
\]

\[
\rightarrow \text{ArH}^+(X,\nu',J') + \text{H}(2S_{1/2}) \tag{3}
\]

the ratio of charge transfer to hydrogen transfer (reactions (2) and (3)) is strongly dependent on collision energy with both reactions being exothermic. At low collision energy hydrogen...
transfer is dominant. The reaction dynamics were initially described by a capture model,16,57,58 but experiments found that the combined total cross sections of both reaction pathways exceed the Langevin cross section at low collision energies.56,59 The authors of the experimental studies argue that the first step is an electron jump from H₂ to the argon ion. In a second step, a proton is transferred from H₂⁺ to argon. The higher polarizability of the argon atom compared to H₂ brings experiment and capture model into agreement again. Therefore, the charge transfer reaction coordinate is often considered to be a part of the reaction coordinate leading to the hydrogen transfer which, therefore, is often referred to as proton transfer.

In the reaction with N₂ the two spin orbit states of Ar⁺ show no difference in reactivity, with the excited state being even slightly less reactive.60 In the reaction with H₂ the spin orbit excited Ar⁺ 3Pₓ/2 state is significantly more reactive than the 3P₃/2 ground state.59 The H₂⁺ is predominantly formed in the second vibrationally excited state (v’ = 2). This is caused by a quasi resonance in the energetics of entrance and exit channel for Ar⁺(3Pₓ/2) → Ar + H₂⁺ (v’ = 2). A seam between the potential energy surfaces due to an avoided crossing⁶¹–⁶³ opens an efficient reaction pathway. This resonance can no longer be observed in the reaction with D₂. Additionally, the reactivity for both spin orbit states of Ar⁺ in the reaction with D₂ is comparable.

To gain a full understanding of the involved dynamics, recent experiments recorded full angle and energy differential cross sections by crossed beam velocity map imaging for the second vibrationally excited state (v = 2). This is caused by a quasi resonance in the energetics of entrance and exit channel for Ar⁺(3Pₓ/2) → Ar + H₂⁺ (v = 2). A seam between the potential energy surfaces due to an avoided crossing opens an efficient reaction pathway. This resonance can no longer be observed in the reaction with D₂. Additionally, the reactivity for both spin orbit states of Ar⁺ in the reaction with D₂ is comparable.

To gain a full understanding of the involved dynamics, recent experiments recorded full angle and energy differential cross sections by crossed beam velocity map imaging for the reaction Ar⁺ + H₂. In reaction with spin orbit excited argon ions, forward scattering into H₂⁺ in v’ = 2 is the dominant scattering feature in the image (see Fig. 1, left column). The dashed rings indicate the vibrational state of the H₂⁺ product ion. The outermost ring corresponds to the vibrational ground state of H₂⁺. In the reaction with ground state argon only the first excited vibrational level is energetically accessible given the experimental conditions. The spin–orbit excited level of Ar⁺ lies 178 meV above the ground state and this allows also the second vibrational level to be populated. Contrary to prior experiments recording angle differential cross sections, only a minor backward fraction was observed. Analysis of the internal energy distribution revealed significant rotational excitation of the product H₂⁺ ions. A maximum of four quanta of rotational excitation can be found at a collision energy of E_coll = 0.1 eV (see middle row Fig. 1) and up to 8h at a collision energy of E_coll = 0.28 eV.⁵⁵ The reactant H₂ beam was generated by supersonic expansion and molecules can be considered to be mostly in the rotational ground state at the experimental conditions. Given the single collision conditions in the experiment, more than one rotational quantum has to be transferred into rotational excitation in a single reactive collision. A two step model was proposed to explain the rotational excitation. In a first step, the electron jumps form the H₂ to Ar⁺ at long range. This changes the potential from Ar⁺–H₂ to Ar–H₂⁺, on which rotational inelastic scattering may take place as a second step. In the inelastic collisions angular momentum is transferred into rotational excitation of H₂⁺. The energy transfer in these inelastic collisions can be very effective as recently shown for He + H₂⁺.⁶⁵ The same degree of rotational excitation can be found for the backward scattered H₂⁺ ions. At these small impact parameter collisions less total angular momentum is available. Thus, the transfer of angular momentum to rotational excitation must be even more efficient than in the atomistic mechanism leading to forward scattering.

Charge transfer and hydrogen transfer in heavy–light heavy reactions

In exothermic charge transfer reactions a significant amount of energy might become available to the reactants. Under single collision conditions in gas phase experiments this energy cannot be dissipated to surrounding solvent molecules but has to be redistributed among the reaction products. Farrar and co-workers investigated the dynamics of charge transfer reactions using crossed beam velocity map imaging experiments at several electron volt collisions energy. The high collision energy combined with the exothermicity of the reaction enables the transfer of a considerable amount of energy into internal degrees of freedom of molecular products. This opens the possibility of dissociative charge transfer, where the primary molecular product fragments due to the high degree of internal excitation.⁶⁶ This process often happens on such fast time scales that the dissociation reaction is considered to be a direct dynamical process. Similar to the initial charge transfer product ion, almost no momentum transfer occurs to the fragment ion, and the differential scattering cross section will be similar to that of the parent molecular ion. The charge transfer happens in a stripping-like mechanism leading to forward scattering with little momentum transfer. This situation is encountered in the reaction of N⁺/O⁺ + CH₃OD.⁶⁸ In the reaction of N⁺ with methane

\[
N⁺ + CH₄ → N + CH₄⁺ → N + CH₃⁺ + H \quad (4)
\]

\[
→ N + CH₂⁺ + H₂ \quad (5)
\]

the primary highly excited CH₄⁺ product ion fragments and CH₃⁺ and CH₂⁺ ions are formed (reaction (4) and (5)). A central motif in these reactions is the combination of A⁺ + BC in the form heavy–light–heavy, with the light constituent being a hydrogen atom.

In many of the systems investigated by Farrar and co-workers, charge transfer is dominant over proton transfer. Through a variation of the charge state (OH⁺/⁻ + C₂H₂)⁶⁹,⁷⁰ or the proton donor (H₂O⁺/H₂O⁺ + NH₃),⁷¹,⁷² they were able to investigate the proton transfer dynamics. A direct stripping mechanism was found to be the only reaction pathway. Their experiments reveal forward scattering close to the kinematic cut-off with little momentum transfer to the ionic product. The mechanism is dominant in any of the investigated systems. Reaction exothermicities are almost completely transferred into internal degrees of freedom of the reaction product. Whereas even at high collision energies the reactant velocity is conserved within the velocity of the proton transfer product due to the lack of momentum transfer during the reactive collision. This is a signature of a fast stripping mechanism which occurs at large impact parameters. The direct comparison of OH⁺ and OH⁻ in
Isomer specificity in proton transfer reactions: HCO⁺/HOC⁺ redistributed among the internal degrees of freedom. During the complex' lifetime the energy can be effectively

The reaction is expected to proceed via an intermediate ion–dipole complex that follows dissociation to the final products. In contrast to H₂⁺ + CO, reaction (9) leads to formation of only HCO⁺ under thermal conditions, with formation of HOC⁺ being endothermic by 1.18 eV. The enthalpy difference between both proton transfer channels in reactions (8) and (9) amounts to 1.73 eV, resembling the difference in proton affinity of the carbon- and oxygen
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Fig. 2 Raw product ion velocity distributions for the reaction of C⁺ + NH₃ from crossed beam velocity map imaging experiments at 2.1 eV relative collision energy. Left panel: The charge transfer product NH₃⁺ (reaction (6)) is the dominant reaction channel. Right panel: A complex mediated mechanism leads to the formation of a new C–N bond in the product ions HCNH⁺/CNH₂⁺ (reaction (7)). The isomers cannot be assigned. The neutron diagrams insert into the scattering images give the relative orientation of the velocity vectors. The circle around the center of mass indicates the maximum product ion velocity considering energy and momentum conservation. Reprinted with permission from ref. 38.

reaction with C₂H₂ reveals similar dynamics for the proton transfer reaction, which occurs for both charge states.

In the reaction of the carbon cation C⁺ with ammonia NH₃

\[
\begin{align*}
\text{C}^+ + \text{NH}_3 & \rightarrow \text{NH}_3^+ + \text{C} \\
& \rightarrow \text{HCNH}^+/\text{CNH}_2^+ + \text{H} 
\end{align*}
\]

no hydrogen transfer channel was observed.\textsuperscript{38,73} The reaction is important in the nitrogen molecular network of the interstellar medium.\textsuperscript{73} The charge transfer channel (reaction (6)) is dominant at high collision energies like the investigated energy range in the present study (E_{col} = 1.5–3 eV). Exemplary, raw velocity map images are shown in Fig. 2 at a collision energy of 2.1 eV. The dynamics indicate a stripping like mechanism at large impact parameters for the charge transfer due to minimal deflection of the NH₃⁺ ions from the initial NH₃ velocity vector. The authors even speculate if the process might be influenced by resonance phenomena involving the NH₃ umbrella bending vibration\textsuperscript{74} because the kinetic energy distribution of the NH₃⁺ ions resembles the Franck-Condon profile of the photo electron spectrum.\textsuperscript{74,75} The second product ion channel is the formation of a C–N bond which leads to two possible isomers HCNH⁺ and H₂CN⁻ (reaction (7)). The formation of HCN⁻ cannot be excluded but was found to be of lower intensity in previous studies.\textsuperscript{74,76} The product ion intensity is almost isotropically centered around the center of mass (see Fig. 2B). This refers to the formation of a complex whose lifetime exceeds a rotational period and decays statistically. The reaction is expected to proceed via the insertion of the C⁺ into an N–H bond followed by the elimination of H or H₂ from the complex. During the complex’ lifetime the energy can be effectively redistributed among the internal degrees of freedom.

**Isomer specificity in proton transfer reactions: HCO⁺/HOC⁺ formation**

Gas phase proton transfer reactions are thought to be one of the most relevant type of bimolecular interactions influencing the composition of the interstellar medium. Arguably the most relevant products of interstellar proton transfer processes are the formyl (HCO⁺) and isiformyl (HOC⁺) isomer cations,\textsuperscript{79} which can be formed via a variety of reactions, such as:

\[
\begin{align*}
\text{H}_3^+ + \text{CO} & \rightarrow \text{HCO}^+ + \text{H}_2 + 1.76 \text{ eV} \\
& \rightarrow \text{HOC}^+ + \text{H}_2 + 0.03 \text{ eV} 
\end{align*}
\]

\[\text{HOCO}^+ + \text{CO} \rightarrow \text{HCO}^+ + \text{CO}_2 + 0.55 \text{ eV} \]

\[\rightarrow \text{HOC}^+ + \text{CO}_2 + 1.18 \text{ eV} \]

There has been a long and still open debate regarding the interstellar HOC⁺/HCO⁺ branching ratio. More specifically, it seems that the ratio does strongly depend on the specific chemical environment of each investigated interstellar region. Reaction (8) forms both the stable HCO⁺ or the metastable HOC⁺ via two exothermic and barrierless channels, with the former being considerably more exothermic. Each pathway proceeds via an intermediate ion–dipole complex that follows dissociation to the final products.\textsuperscript{83} In contrast to H₂⁺ + CO, reaction (9) leads to formation of only HCO⁺ under thermal conditions, with formation of HOC⁺ being endothermic by 1.18 eV. The enthalpy difference between both proton transfer channels in reactions (8) and (9) amounts to 1.73 eV, resembling the difference in proton affinity of the carbon- and oxygen ends of CO.\textsuperscript{84} Proton migration between both isomers has been shown to be efficiently catalyzed by neutral molecules such as CO₂ and H₂ which possess a higher proton affinity than the O-side of CO.\textsuperscript{85} Moreover, HCO⁺ ↔ HOC⁺ autoisomerization can occur between highly internally energized product ions, after overcoming a potential barrier of 3.57 eV above the energy of the formyl cation product.\textsuperscript{86} The stationary points and main pathways for reaction (8) are schematically depicted in Fig. 3(A).

Given the large difference in reaction enthalpies for the formation of either isomer in both reactions, it should be possible to distinguish between product isomers in a velocity map ion image thanks to energy conservation. This has been the focus of two recent studies on reactions (8) and (9), where we have crossed a beam of H₂⁺ or HOCO⁺ ions at an internal temperature equal to room temperature with a supersonically expanded CO molecular beam at varying collision energies.\textsuperscript{87,88}

Fig. 3(B) and (C) depict the center-of-mass product velocity images and associated internal energy distributions for the above-mentioned reactions. The depicted red and white circles denote the kinematic limits for the formation of formyl and isoformyl cations, respectively. These limits represent the maximum center-of-mass speed allowed for the product ions given the collision energy and the respective reaction enthalpy. Thus, in the ideal case of minimal collision energy spread, a product event scattered with velocities larger than the radius of the white circle can solely be ascribed to the HCO⁺ isomer. Forward scattering in the direction of the initial CO, as well as a high degree of product internal excitation, are obtained for both reactions at all relative collision energies. Most importantly, a monomodal velocity distribution is observed, preventing a direct estimation of isomer ratios. While the major fraction of product events fall inside both kinematical limits in H₃⁺ + CO due to
high product internal excitation, HOCO$^+$ + CO presents a different situation, with almost all reactive events are scattered with velocities larger than the given kinematic limit for HOC$^+$ formation (see Fig. 3B).

In order to extract the product isomer ratio, the corresponding internal energy distributions are fitted using a sum of two Gaussian distribution functions, as shown in the lower left panel of Fig. 3. An upper limit of 24% HOC$^+$ is obtained at a scattering energy of 1.8 eV, whereas the value decreases to less than 10% for the two smaller collision energies of 0.2 and 0.6 eV. For HOCO$^+$ + CO, a maximum contribution of (1.5 ± 0.2)% for HOC$^+$ is obtained, making this system an HCO$^+$-specific product forming reaction even at relative collision energies above the threshold for HOC$^+$ formation.

From a statistical perspective, the higher density of rovibrational states for the HCO$^+$ geometry than for the HOC$^+$ geometry is supposed to favor the transfer of the proton to the carbon end of CO. In addition, possible reorientation effects in CO towards a H–C interaction may play a role. The possibility of H$2$/CO$_2$-catalyzed isomerization from HOC$^+$ to HCO$^+$ is predicted to be a slow process if compared to fast proton exchange and is thus not expected to affect the isomer branching ratio. This is supported by the lack of low velocity products ions that would most likely result from such a rearrangement.

**Competing formation channels in O$^+$ + CH$_3$Y reactions**

The oxygen cation O$^+$ is an important constituent of the atmospheric chemical network. Methyl halide molecules of anthropogenic origin can be found in the atmosphere.89,90 Pei et al. studied the reaction

\[
\text{O}^+(3S) + \text{CH}_3\text{Y} \rightarrow \text{CH}_3\text{Y}^+ + \text{O} \\
\rightarrow \text{Y}^+ + \text{CH}_3 + \text{O} \\
\rightarrow \text{CH}_3^+ + \text{YO}
\]

(10) (11) (12)

for a series of methyl halides CH$_3$Y with Y = Br, Cl, I$^\dagger$ using velocity map imaging. Three main product ion channels were identified: CH$_3$Y$^+$ (reaction (10)), Y$^+$ (reaction (11)) and CH$_3^+$ (reaction (12)). Reactions (10)–(12) are all exothermic for all three investigated halide species with the exception of Br$^+$ formation. The first two are formed by charge transfer and subsequent dissociation. These channels had been seen previously in selected ion flow tube experiments.92 The velocity map images for all product channels for the reaction of CH$_3$I + O$^+$ are shown in Fig. 4. The charge transfer leads to the typical narrow distribution peaking at the velocity of the precursor molecule due to the little momentum transfer during the reaction (see Fig. 4(A)). The distribution of the I$^+$ ions is slightly broader than for the charge transfer product CH$_3$I$^+$ but still corresponds to a fast dissociation allowing the analysis of the product energy distribution.93–95

The most abundant reaction product is the methyl cation CH$_3^+$. The distribution is centered isotropically around the center of mass at far lower velocities compared to the product ions from the other two reaction pathways, which are centered at the neutral beam velocity (see Fig. 4). Analysis of the kinetic energy distribution reveals two contributions to the differential cross section. The first, a peak at almost zero kinetic energy, shows strong forward scattering, while the second contribution is a high energy tail that extends to almost 3 eV kinetic energy. This tail contains almost 75% of the ion flux and shows no angular dependence. These findings indicate two independent atomistic reaction pathways. The forward scattering pathway results from a cleavage of the carbon–halogen bond on the initial spin surface.92 Along the second pathway, in a first step a CH$_3$YO$^+$ complex is formed which lives longer than at least one rotational period leading to the observed isotropic scattering.97 The CH$_3^+$ formation from the CH$_3$YO$^+$ complex is spin forbidden on the initial ground state doublet surface of the intermediate complex. After complex formation, the reaction coordinate has to cross to the quartet surface to proceed to the CH$_3^+$ formation. This process is mediated by spin–orbit coupling and thus explains the different behavior seen for the three investigated methyl halides. The branching ratio, as well as the contribution of the complex mediated pathway to the CH$_3^+$ formation, is...
strongly dependent on the halide ion. The contribution of the CH$_3^+$ channel is highest for methyl iodine.

**Metal ion–hydrocarbon reactions**

The reactivity of hydrocarbons in reactions with transition metal ions has already been investigated for several decades. The group of James Weisshaar extended their experiments with crossed beams to investigate the reaction of the cobalt cation with small saturated hydrocarbon molecules using velocity map imaging:

$$\text{Co}^+(N_F) + \text{C}_2\text{H}_4 \rightarrow \text{CoC}_2\text{H}_4^+$$  \hspace{1cm} (13)

$$\rightarrow \text{CoC}_2\text{H}_4^+ + \text{CH}_4$$ \hspace{1cm} (14)

$$\rightarrow \text{CoC}_4\text{H}_8^+ + \text{H}_2$$ \hspace{1cm} (15)

In the reaction Co$^+$ + C$_2$H$_4$ they found three major product channels (reactions (13)–(15)). In their experiment, the electronic state of the cobalt cation was controlled by selectively forming the ground state $^3F_4$ of the ion by photoionization. The product ions are scattered almost isotropically at low velocities around the center of mass for all three product channels. The dominant channels are the formation of the CoC$_2$H$_4^+$ complex (reaction (13)) and the elimination of molecular hydrogen from the initial encounter complex (reaction (15)). Only about 15% of the reaction leads to methane elimination (reaction (14)). The total cross section is estimated to be less than 10% of the Langevin cross section. The methane elimination shows a statistical energy distribution for the product molecules whereas the hydrogen formation shows a non-statistical behavior in agreement with previous studies by Bowers and co-workers. The results can be explained by the formation of a multi center transition state (MCTS) by either insertion of the Co$^+$ into the C-C bond leading to methane elimination or into a secondary C-H bond leading to H$_2$ formation. The formation of the MCTS is a concerted step and represents the rate limiting step along the reaction coordinate. In both cases a $\beta$-H shift leads to product formation. The resulting exit channel complexes (H$_2$)Co$^+$ (C$_3$H$_6$) and (CH$_4$)Co$^+$ (C$_2$H$_4$) are trapped in the potential well of the exit channel. However, the heavy Co atom effectively decouples the H$_2$ from the formed propylene and thus prevents internal vibrational relaxation. The H$_2$ can escape the potential well and form the fast products whereas the methane is efficiently thermalized within the well.

Weisshaar and co-workers tested the general concept derived for the reaction with propane (reactions (13)–(15)) by replacing a hydrogen atom by a methyl group and investigated the reaction of Co$^+$ with iso-butane:

$$\text{Co}^+(N_F) + \text{isoC}_4\text{H}_{10} \rightarrow \text{CoC}_4\text{H}_{10}^+$$ \hspace{1cm} (16)

$$\rightarrow \text{CoC}_4\text{H}_8^+ + \text{CH}_4$$ \hspace{1cm} (17)

$$\rightarrow \text{CoC}_4\text{H}_6^+ + \text{H}_2$$ \hspace{1cm} (18)

Here, the signal for the CH$_4$ formation pathway is five times more intense than that for H$_2$ elimination. The translational energy distribution for the H$_2$ pathway shows the high energy tail already seen in the reaction with propane (see Fig. 5). Data from the Bowers group is given as comparison. Both experiments observe a hot non-statistical tail in the distribution for H$_2$ products while the CH$_4$ products follow a statistical decay. The authors claim that no late barrier in the exit channel is responsible for the non-statistical behavior. The reaction coordinate rather moves through a multi center transition state to an exit channel complex. Structures for the multi center transition states are given in insets of Fig. 5. This reaction coordinate follows the same minimum energy path as the reaction with propane. The only exception is the preferred insertion of the Co$^+$ into the tertiary C-H bond compared to the secondary C-H bond in propane. Employing the MCTS-model the reaction can proceed on a single spin surface. Further support for the model is gained by experiments with deuterated alkanes leading to HD or D$_2$ elimination. The kinetic isotope effect experiments lead to a “colder” translational energy distribution.
Cation-radical reactions

The reactivity of radicals is of great importance in many environments, e.g. the atmosphere and the interstellar medium. Radicals are highly reactive and are often formed as intermediate species. The reaction of H$_3^+$ with the methyl radical CH$_3$

\[
H_3^+ + CH_3 \rightarrow CH_3^+ + H_2 + H \quad (19)
\]

\[
\rightarrow CH_4^+ + H_2 \quad (20)
\]

was investigated by Farrar and co-workers by a combination of crossed beams with velocity map imaging.$^{115}$ The dominant reaction channel is charge transfer forming the CH$_3^+$ cation (reaction (19)). Due to the presence of only a single electron in CH$_3$ to accept a proton, the proton transfer reaction forming CH$_4^+$ (reaction (20)) is very inefficient. This endothermic process only opens at higher collision energies. An alternative way to promote the reaction is the vibrational excitation of the H$_3^+$ reactant ion which was shown to be essential in the experiments by Pei et al. to promote the reaction. The H$_3^+$ was produced by electron impact and thus was vibrationally excited by at least 1 eV. Like in previously studied systems the reaction proceeds via a stripping like mechanism at large impact parameters which results in forward scattering with little momentum transfer to the final product ions CH$_3^+$ and CH$_4^+$.

Anion-neutral reactions

Most natural elements and many molecules are known to efficiently form stable anions. Their stability is directly correlated with the electron affinity of the respective neutral counterpart. As anions often bind their outer electrons rather weakly, they play an important role for the ion-neutral chemistry in environments where they are formed. In low density regimes such as planetary atmospheres or the interstellar medium, formation of anions commonly proceeds via radiative association. Several anions have been identified in various astronomical environments,$^{117,118}$ and the understanding of their formation mechanisms is an ongoing field of research.$^{119,120}$ In solution, anion-induced reactions are common in the formation or cleavage of bonds.
Among the large number of organic reactions where ionic intermediates play a decisive role, bimolecular nucleophilic substitution (S<sub>N</sub>2) and base-induced elimination (E<sub>2</sub>) reactions are perhaps the two most common processes in synthetic pathways leading to carbon bond formation or functional group displacements. The inversion of configuration caused by passage through the crossing of the barrier, geometrical reorientation of the CH<sub>3</sub> moiety and exit of the leaving group. The observed nucleophile, formation of a transition state with inversion of stereochemically pure compounds. Studying the mechanism of such model organic reactions in solvent-free conditions is fundamental to understanding and controlling organic and biomolecular processes. In addition, investigations on micro-solvated reactions provide a precise way of determining the effect of solvent interactions on the reaction on a molecular level.

**Elementary nucleophilic substitution reactions**

S<sub>N</sub>2 reactions have been extensively studied, both experimentally and theoretically, for more than a century. The simplest case of an S<sub>N</sub>2 reaction corresponds to the attack of a monatomic nucleophile on an alkyl halide,

\[
X^- + CH_3Y \rightarrow [X-CH_3-Y]^- \rightarrow Y^- + CH_3X. \tag{23}
\]

Such model systems can be used to benchmark the main atomistic reaction mechanisms in S<sub>N</sub>2 reactions. Textbooks commonly present the typical mechanism of S<sub>N</sub>2 reactions to follow three basic steps in a collinear geometry: attack of the nucleophile, formation of a transition state with inversion of the CH<sub>3</sub> moiety and exit of the leaving group. The observed similarities between reaction mechanisms in the gas phase and in solution makes studies on isolated reactions appropriate for unraveling intrinsic properties of such processes at single collision conditions. The gas phase S<sub>N</sub>2 energy landscape of these type of systems (see Fig. 7, black curve) presents two ion–dipole minima arising from long-range attractive ion–dipole interactions, which are separated by a potential energy barrier caused by repulsive electronic interactions. During the crossing of the barrier, geometrical reorientation of the hydrogen atoms, known as the Walden inversion, takes place in a concerted fashion. The inversion of configuration caused through this mechanism is often used in synthetic chemistry to selectively form specific isomeric compounds.

Despite often being submerged with respect to reactants, it has been shown that this barrier can have a significant effect on the overall reaction kinetics. In particular, it has been demonstrated that X<sup>+</sup> + CH<sub>3</sub>Y type systems do not behave statistically with respect to energy redistribution at the transition state, but are rather driven by efficient coupling of specific rovibrational modes to the reaction coordinate. The reaction probability depends on the interplay between complex lifetime and redistribution of energy between inter- and intramolecular degrees of freedom.

The collinear geometry (C<sub>3v</sub>) in S<sub>N</sub>2 reactions is favored by an efficient overlap of the highest occupied molecular orbital (HOMO) of the nucleophile’s lone pair with the backside lobe of the lowest unoccupied σ∗ molecular orbital (LUMO) of C–Y in the neutral reactant. The sideways interaction is hindered by steric crowding and inefficient molecular orbital overlap.

While this approach symmetry has been assumed as being the only valid picture of an S<sub>N</sub>2 reaction for decades, initial theoretical investigations already suggested the presence of alternative approach geometries.

Gas phase reactive scattering experiments performed in our laboratory using the crossed beam velocity map imaging technique have provided direct evidence for a large variety of reaction mechanisms in a set of X<sup>+</sup> + CH<sub>3</sub>Y reactions:

- Cl<sup>+</sup> + CH<sub>3</sub>I → I<sup>−</sup> + CH<sub>3</sub>I + 0.55 eV (24)
- CN<sup>+</sup> + CH<sub>3</sub>I → I<sup>−</sup> + CH<sub>3</sub>CN + 1.98 eV (25)
- → I<sup>−</sup> + CH<sub>3</sub>NC + 1.05 eV (26)
- F<sup>+</sup> + CH<sub>3</sub>Cl → Cl<sup>−</sup> + CH<sub>3</sub>F + 1.35 eV (27)
- → F<sup>−</sup> + CH<sub>3</sub>I + 1.84 eV (28)

Our studies have shown that the S<sub>N</sub>2 mechanistic preferences are strongly affected by a variety of factors such as the particular nucleophile, the leaving group, the surrounding solvent or steric substitution. To shed light into the detailed motion of the atoms leading to the observed product scattering images, close collaborations with chemical dynamics theory is essential. In chemical dynamics simulations, the motion and interaction between the involved atoms are followed using quasi-classical trajectory simulations, either “on the fly” by Hase and co-workers or on analytical multidimensional potential energy surfaces that represent the potential energy as a function of relative coordinates of the reactive system by Czakó and co-workers. Over the last decade, the collaboration between experiment and theory has led to the identification of many atomic level mechanisms, with the most common being:

- A direct rebound mechanism corresponding to the textbook collinear rebound reaction, with the leaving ion being scattered in backward direction with respect to its original motion.
A stripping process where X\(^{-}\) approaches the neutral molecule from the side and strips off the CH\(_3\) moiety, leading to a forward scattered Y\(^{-}\) ion.

The formation of a transition state complex with a lifetime longer than its rotational period, which leads to a slow Y\(^{-}\) that is isotropically scattered over all angles. The formation of this stable complex has been found to occur via both collinear and X-H bonded pre-reaction complexes\(^{152}\).

Additional mechanisms such as the roundabout, frontside attack or double inversion pathways have been also reported for some reactions\(^{141,144,151}\) and are a further indication of the mechanistic richness in S\(_{N}\)2 processes. Fig. 8 shows typical simulated trajectories for the most relevant reaction mechanisms.

Fig. 9 presents the experimental product velocity distributions for reactions (24)–(28) at low (0.4 eV) and high (1.9 eV) relative collision energy.

Electronic structure and direct dynamics simulations can be used to interpret the mechanistic patterns from Fig. 9. The reactions Cl\(^{-}\) + CH\(_3\)I, CN\(^{-}\) + CH\(_3\)I and F\(^{-}\) + CH\(_3\)Cl show dominant isotropic scattering at low relative collision energy and a contribution of direct backward scattering. Isotropic scattering has been ascribed to an indirect mechanism associated with efficient translational to rotational energy transfer via coupling of the reactant orbital angular momentum and the CH\(_3\)Y rotational angular momentum.\(^{135}\) The direct rebound mechanism is the major pathway at high collision energies and has been found to be particularly efficient at small impact parameters.\(^{150}\) While these direct reactions are probable only at small X-C-Y angles around the direct backside attack, collisions tend to occur at larger angles due to the insufficient time for reactant pre-orientation,\(^{154}\) which explains the decrease of the reaction rate coefficient with relative collision energy.
interaction in $F^-$ is weaker by about a factor of ten for the $F^-$–Cl interaction.34,145

In contrast to the previous results, the product velocity distributions from $F^-$ + CH$_3$I and OH$^-$ + CH$_3$I are markedly different, with isotopic and forward scattering at low collision energies and the indirect and stripping mechanisms dominating the reaction dynamics at high relative collision energies.34,145

This substantial change in the dynamics has been traced back to several factors. Most significantly, it has been demonstrated that both $F^-$ and OH$^-$ strongly favor a non-collinear, X–H bonded pre-reaction complex formation (see Fig. 7), a feature consistent with the high proton affinity of these anions.152,157,158 In contrast to the above described dynamics, the reaction between $F^-$ and CH$_3$Cl shows a strong preference for direct rebound dynamics, albeit $F^-$ being the attacking anion.143 While the calculated \textit{ab initio} potential energy surface of $F^-$ + CH$_3$I also shows the presence of a F–H bonded pre-reaction complex, clear differences in the energy of the dihalide interaction were found. As shown in Fig. 10, a deep energy minimum is obtained for the geometry associated to an F–I interaction in $F^-$ + CH$_3$I, while the interaction is weaker by about a factor of ten for the F–Cl interaction in $F^-$ + CH$_3$Cl.159

**Proton transfer and dihalide formation**

Reactions of negative ions with methyl halides not only lead to nucleophilic displacements, but also promote the formation of alternative reaction products. This is the case of the proton transfer and halogen abstraction channels. These reactions have shown to compete with $S_n2$ under excess energy conditions in reactions involving $F^-$ and OH$^-$, in particular $F^-$ + CH$_3$I and OH$^-$ + CH$_3$I.160–162 For the former reaction, the formation of CH$_3$I$^-$ (proton transfer) and IF$^-$ (dihalide formation) are endothermic by 0.6 ± 0.1 eV and 0.7 ± 0.3 eV, respectively. The latter reaction is exothermic and it was found that for temperatures as low as 200 K the proton transfer and the $S_n2$ reaction have nearly equal reaction probability.163

The proton transfer and halogen abstraction channels have only recently started to receive theoretical attention.157,163–165 For example, it has been shown for $F^-$ + CH$_3$I that the proton transfer channel features the same X–H bonded pre-reaction complex (C$_4$ minimum in Fig. 7) found for the nucleophilic substitution channel. In a recent experimental work, we have investigated the branching ratio and reaction dynamics of these pathways in $F^-$ + CH$_3$I as a function of relative collision energy.166 Formation of a protonated dihalide anion [FHI]$^-$ was identified for the first time during this study. While the $S_n2$ channel is the dominant product at all studied relative collision energies, all other channels contribute to a considerable extent at energies above 1 eV. In particular, the proton abstraction induced CH$_3$I$^-$ fragment reaches a maximum branching ratio of 0.2. At energies above 2.6 eV IF$^-$ becomes the second major channel, related to the possible occurrence of C–I bond dissociation at these energies. [FHI]$^-$ appears only above 1 eV relative collision energy, consistent with a calculated reaction enthalpy of 0.9 ± 0.2 eV, and remains a minor channel throughout the studied energy range.

Fig. 11 depicts the center-of-mass velocity distributions of all ions produced in $F^-$ + CH$_3$I at 2.3 eV (up), as well as the corresponding internal energy distributions (bottom). Both dihalide formations and the proton abstraction reaction present a substantial degree of energy partitioning to product internal degrees of freedom. The fraction of total internal excitation in the proton abstraction channel ranges from 0.55 to 0.35 and decreases with increasing collision energy. The values are in good agreement with a recent theoretical prediction at 1.55 eV164 and are found to be comparable to the degree of excitation observed in OH$^-$ + CH$_3$I.157 Compared to the CH$_3$I channel, formation of both dihalide species is found to occur under significantly stronger energy partitioning to internal degrees of freedom. In summary, this work shows that alternative product formation channels compete with $S_n2$ under excess energy conditions in reactions where non-traditional reactant approach geometries are favored.

**Effects of micro-solvation on the dynamics of nucleophilic substitution reactions**

Reaction dynamics in the liquid phase are driven by the interplay between the intrinsic reaction dynamics due to the reactants and the interactions induced by solvent molecules.166 Therefore, the role of individual solvent molecules is of great interest. Studies on bimolecular reactions in solution on the picosecond timescale have revealed a lot of information.28 Further, it was found that characteristics of the gas phase dynamics persist in solution.131 Solvent molecules affect the energetics along the reaction coordinate by either stabilizing selected intermediates and transition states or destabilizing them. Hence, kinetics, dynamics, and product branching ratios of a reaction are influenced by the solvent interaction.
To bridge the gap between gas and liquid phase, experiments using “micro-solvation” are employed. In these experiments, a selected number of solvent molecules is added to one or more reactants. Mass spectrometry allows control of the degree of solvation by accurately determining the mass of the solvated reactant, thereby counting the number of attached solvent molecules. In nucleophilic substitution a polar solvent is commonly used, which motivated investigations with water–nucleophile complexes. One of the studied nucleophiles is the hydroxyl anion \( \text{OH}^- \). Rate constants and product branching ratios have been determined at different temperatures (200 to 500 K) for \( \text{OH}^- (\text{H}_2\text{O})_n^- \) and \( \text{OD}^- (\text{D}_2\text{O})_n^- \) reacting with \( \text{CH}_3\text{I} \) or \( \text{CH}_3\text{Br} \). The solvent leads to a suppression of the reaction rate coefficient. As main product channel the formation of the free or only partially solvated ionic product was found, even though the fully solvated ionic product is thermodynamically favored. This non-statistical behavior means that the reaction pathway is strongly influenced by the dynamics. Also numerous theoretical studies investigated the effects of micro-solvation of the nucleophile. Several studies showed that the presence of water molecules attached to the nucleophile reduces its reactivity in \( \text{S}_n\text{2} \) reactions as seen by experiments. Further insight was gained by investigating the effect of micro-solvation on individual intermediates.

Insights into the effects micro-solvation has on the dynamics has been gained from crossed beam velocity map imaging experiments. The nucleophilic substitution reaction of \( \text{OH}^- (\text{H}_2\text{O})_n^- + \text{CH}_3\text{I} \) with \( n = 0–2 \) has been investigated. The differential scattering cross sections for the formation of the non-solvated \( \text{I}^- \) significantly change with the degree of solvation (see Fig. 12). Whereas the free \( \text{OH}^- \) in reaction with \( \text{CH}_3\text{I} \) shows predominant forward scattering (see Fig. 9), forward scattering can no longer be seen upon micro-solvation. At lower collision energies, once one water molecule is attached to the \( \text{OH}^- \), the scattering distribution becomes isotropic around the center of mass at low product ion velocity. This is common for a complex mediated atomistic reaction pathway. At the higher collision energy, the direct rebound opens and competes with the indirect mechanism. In the course of the direct rebound a co-linear arrangement of the O-atom of the attacking \( \text{OH}^- \) with the C–I bond has to be established. It was found that the interaction of the water molecule with a hydrogen atom of the methyl group steers the \( \text{OH}^- \) into place. The evolution of the trajectories for both mechanisms are given in Fig. 13. For \( \text{OH}^- (\text{H}_2\text{O})_2^- \) indirect dynamics are observed at both collision energies. The formation of these low velocity products is assumed to be associated with the formation of a long lived complex which lifetime exceeds at least one rotational period. Direct chemical dynamics simulations support these findings and provide a wealth of additional information on the different reaction mechanisms underlying the observed differential scattering.

In the crossed beam experiments, the unsolvated product ion is found to be the dominant product ion. Specifically, the
The proton transfer also appears in the proton transfer accounts for almost a third of the product ions simulations. The water molecule leaves before cross-“ally favored solvated product was found to be less than 5%. This branching ratio has been confirmed by trajectory mediated mechanism. The abundance of the thermodynamically favored solvated product was found to be less than 5%. This branching ratio has been confirmed by trajectory simulations. The water molecule leaves before crossing over the barrier forming the product ion (see Fig. 13). In case of the indirect mechanism the water molecule leaves at the same moment the bond rearrangement takes place. At higher collision energies that lead to direct rebound, the water molecule leaves upon impact and the reaction proceeds along the OH−CH3I reaction coordinate. In both cases, the reaction coordinate bypasses the solvated transition state and the dissociation of the micro-solvated complex is either concerted with the bond breaking and formation or even prior to it.

The proton transfer reaction forming the CH2I− is accessible at room temperature and constitutes a competing product channel to nucleophilic substitution. For the bare OH− the proton transfer accounts for almost a third of the product ions already at 0.5 eV. The proton transfer also appears in the micro-solvated case. Here, a remarkable agreement between theory and experiments could be achieved.

A trade-off between energetic and steric effects in the reaction of micro-solvated flouride ions F− with methyl iodide has been found in theoretical studies. Investigations of singly solvated F−(H2O)0−3 have been extended up to three attached water molecules, F−(H2O)0−3. It was found that the reaction coordinate does not cross the barrier of the fully solvated transition state complex. Subsequent loss of one or two water molecules occurs and the barrier is crossed at the F−(H2O) level. This leads again to favoring the thermodynamically less stable product which is the free I− like for micro-solvated OH−.

**Fig. 12** Velocity map images of I− product ions from the reaction of OH−(H2O)1,2 with CH3I at two collision energies. The outermost ring indicates the kinematic cut-off and the inner rings isospheres of 1 eV translational energy. The data are reproduced from ref. 186.

**Fig. 13** Exemplary molecular structures along the trajectories of (A) the direct rebound and (B) the indirect mechanism forming the non-solvated SN2 product ion I− in the reaction OH−(H2O) + CH3I. The full animations of the trajectories can be found at http://hase-group.ttu.edu/animations.html.

**Fig. 14** Schematic representation of SN2 and E2 reactions. Systems (1)−(3) represent reactions with increasingly substituted haloalkanes, where R1,2 denote the substituents. For the SN2 reaction only the collinear backward approach is shown for simplicity reasons.
sp². Base-induced elimination usually occurs via a so-called anti-periplanar geometry, where the X–H and the C–Y bonds lie in the same plane but point in opposite directions. Alternative formation of a syn-oriented transition state (same plane and same direction of X–H and C–Y bonds) is also possible and has been found to be thermodynamically stable for several systems.¹⁹³

Due to the fundamental and synthetical relevance of the S_N2/E2 competition, several theoretical and experimental studies have been devoted to understand which physicochemical factors determine the relative efficiency of these pathways. Given the complexity of the systems, density functional theory has been the usual method of choice to study the electronic structure of the stationary points along E2 and S_N2 pathways.¹⁹³–¹⁹⁷ Based on these calculations, some works have established reaction rates for each process using statistical theories.¹⁹⁸ Other studies based on the activation strain model of chemical reactivity¹⁹⁹ have predicted the dominance of E2 over S_N2 in gas phase reactions of increasing complexity due to a more stabilizing transition state interaction.¹⁹⁶,²⁰⁰

Many experimental gas-phase studies have been carried out towards providing a direct measure of the branching ratios and a qualitative picture of the effects governing this competition. The challenge of disentangling substitution and elimination products by conventional mass spectrometry is connected to the fact that both reactions generate the same ionic species. Indirect mass spectrometric branching ratios have been deduced by measuring the deuterium kinetic isotope effect (KIE) of reactions with subsequently substituted alkyl halides.¹²⁹,²⁰¹ Experiments have also been attempted to obtain direct branching ratios between both reactions. Braunam and coworkers have measured the reaction rate of S_N2 and E2 in systems where the S_N2 ion–molecule complex undergoes an internal proton transfer.²⁰² Gronert and coworkers have employed dianions as nucleophiles, therefore producing distinct ionic elimination and substitution products.¹²⁶,²⁰³,²⁰⁴

Recently, our group has exploited the capabilities of crossed beam velocity map imaging to disentangle the reaction mechanisms of E2 and S_N2 reactions by monitoring the scattering angle and velocity distribution of product Y⁻ and correlating them with the respective channels.²⁰⁵ Several nucleophile-leaving group combinations at stepwise methylated alkyl halides have been investigated,

\[
\begin{align*}
X^- + CH_3Y & \xrightarrow{S_N2} Y^- + CH_3X \\
X^- + C_2H_5Y & \xrightarrow{S_N2} Y^- + C_2H_5X \\
& \xrightarrow{E2} Y^- + C_2H_4 + XH \\
X^- + C_3H_7Y & \xrightarrow{S_N2} Y^- + C_3H_7X \\
& \xrightarrow{E2} Y^- + C_3H_6 + XH \\
X^- + C_4H_9Y & \xrightarrow{S_N2} Y^- + C_4H_9X \\
& \xrightarrow{E2} Y^- + C_4H_8 + XH,
\end{align*}
\]

with X = (Cl, CN, F⁻) and Y = (Cl⁻, I⁻). Fig. 15 presents one of such series of measurements for F⁻ reacting with different alkyl chlorides. A clear transition from direct backward dynamics in F⁻ + CH₃Cl to forward scattering in F⁻ + C₃H₇Cl and F⁻ + C₄H₉Cl is observed. The product velocity distribution for F⁻ + C₃H₇Cl presents both reaction mechanisms and represents transition between both mechanistic patterns, which can be also extracted in more detail from the product ion scattering angle graph (right panel of Fig. 15). The scattering into the forward hemisphere is observed in all reactions with tert-butyl halides, irrespective of the characteristics of nucleophile or leaving group.²⁰⁵ Given the fact that E2 is assumed to be increasingly favored with methyl substitution on the central carbon atom, we ascribe the observed forward scattered events as direct fingerprints of base induced elimination dynamics.

![Fig. 15](image-url)
In order to confirm this assignment, the experimental results are supported by electronic structure calculations\(^\text{206}\) and classical trajectory simulations on \(\text{F}^- + \text{C}_2\text{H}_4\text{I}\) at a collision energy of 1.9 eV. While the computed reactive trajectories show several different reaction mechanisms, the direct \textit{anti-}\textit{periplanar E2} is predicted to be the dominant pathway. Fig. 16 shows exemplary snapshots along the reaction coordinate for the three main mechanisms, direct \textit{anti-E2}, direct \textit{syn-E2} and direct \textit{backward S\textsubscript{N}2}, all of them occurring over a timescale of several hundred femtoseconds. Further inspection of the reaction probability as a function of impact parameter sheds light into the distinct probability of the \textit{direct} \textit{anti-E2} (A), \textit{direct syn-E2} (B) and \textit{direct backward S\textsubscript{N}2} (C) reactions.\(^\text{205}\) The animations of the trajectories can be found at (http://hase-group.ttu.edu/animations.html).

### Summary & future directions

Velocity map ion imaging has provided crossed-beam scattering experiments with a great detection technique. Its application to ion–molecule reactive scattering has allowed for numerous studies of cation– and anion–molecule reactions during the last decade. Differential scattering cross sections could be measured for a range of different reactions, from elementary charge transfer and proton transfer to the competition of nucleophilic substitution with base-induced elimination. In many cases state-of-the-art dynamics calculations compare very well with the experiments and have provided valuable insight into the dynamics. Quantum mechanical scattering calculations are, however, still lacking for most ion–molecule reactions.

Many important questions are still unsolved that require further and more advanced scattering experiments. Quantum state-cooling by cryogenic pre-trapping and quantum state-preparation by infrared laser-excitation are two techniques that will allow for improved state-to-state differential scattering and more stringent tests of scattering calculations. In particular, tests of quasiclassical \textit{versus} quantum scattering calculations can be expected from this. Furthermore, quantum-state selection may offer new means to control competing reaction mechanisms, such as \textit{S\textsubscript{N}2} \textit{versus} \textit{E2} reactions.

The dynamics of more complex reactions, \textit{i.e.} reactions involving an increasing number of atoms, can be expected to receive more attention. Possible cases are the formation of long carbon chain molecules, in particular the detected interstellar negative ions, or the observation of ring closure leading to aromatic hydrocarbons. The field of micro-solvation reaction dynamics using crossed-beam imaging has only been started and many aspects of the dynamics are still to be uncovered, such as the role of the cluster temperature or how shell closure around the ion affects the dynamics.

Complexity can also enter \textit{via} the coupling of different electronic hypersurfaces. Charge-transfer and ion-radical reactions are cases that allow to investigate such couplings and possible breakdowns of the Born–Oppenheimer approximation. Coupled potential energy surfaces of different electron spin configuration also influence the dynamics of transition metal ion–molecule reactions. Understanding such reactions is particularly relevant to gain insight into the functioning and the improving of bond activation in catalysis.
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