CERTAIN FUNCTIONS DEFINED IN TERMS OF CANTOR SERIES

SYMON SERBENYUK

Abstract. The present article is devoted to certain examples of functions whose argument represented in terms of Cantor series.

1. Introduction

Let \( Q \equiv (q_k) \) be a fixed sequence of positive integers, \( q_k > 1 \), \( \Theta_k \equiv \{0, 1, \ldots, q_k - 1\} \), and \( \varepsilon_k \in \Theta_k \).

The Cantor series expansion

\[
\frac{\varepsilon_1}{q_1} + \frac{\varepsilon_2}{q_1 q_2} + \cdots + \frac{\varepsilon_k}{q_1 q_2 \cdots q_k} + \cdots
\]

(1)

of \( x \in [0, 1] \), first studied by G. Cantor in [2]. It is easy to see that the Cantor series expansion is the \( q \)-ary expansion

\[
\frac{\alpha_1}{q} + \frac{\alpha_2}{q^2} + \cdots + \frac{\alpha_n}{q^n} + \cdots
\]

of numbers from the closed interval \([0, 1]\) whenever the condition \( q_k = q \) holds for all positive integers \( k \). Here \( q \) is a fixed positive integer, \( q > 1 \), and \( \alpha_n \in \{0, 1, \ldots, q - 1\} \).

By \( x = \Delta^Q_{c_1 c_2 \cdots c_m} \) denote a number \( x \in [0, 1] \) represented by series (1). This notation is called the representation of \( x \) by Cantor series (1).

We note that certain numbers from \([0, 1]\) have two different representations by Cantor series (1), i.e.,

\[
\Delta^Q_{c_1 c_2 \cdots c_{m-1} \varepsilon_m 000 \cdots} = \Delta^Q_{c_1 c_2 \cdots c_{m-1} \varepsilon_m \varepsilon_{m+1} \varepsilon_{m+2} \varepsilon_{m+3} \cdots} = \sum_{i=1}^{m} \frac{\varepsilon_i}{q_1 q_2 \cdots q_i}.
\]

Such numbers are called \( Q \)-rational. The other numbers in \([0, 1]\) are called \( Q \)-irrational.

Let \( c_1, c_2, \ldots, c_m \) be an ordered tuple of integers such that \( c_i \in \{0, 1, \ldots, q_i - 1\} \) for \( i = 1, m \).

A cylinder \( \Delta^Q_{c_1 c_2 \cdots c_m} \) of rank \( m \) with base \( c_1 c_2 \cdots c_m \) is a set of the form

\[
\Delta^Q_{c_1 c_2 \cdots c_m} \equiv \{ x : x = \Delta^Q_{c_1 c_2 \cdots c_m \varepsilon_{m+1} \varepsilon_{m+2} \cdots \} \}.
\]
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That is any cylinder \( \Delta^Q_{c_1 c_2 \cdots c_m} \) is a closed interval of the form
\[
\left[ \Delta^Q_{c_1 c_2 \cdots c_m000}, \Delta^Q_{c_1 c_2 \cdots c_m[q_{m+1}]q_{m+2}[q_{m+3}] \cdots} \right].
\]

Define the shift operator \( \sigma \) of expansion (1) by the rule
\[
\sigma(x) = \sigma \left( \Delta^Q_{c_1 c_2 \cdots c_k \ldots} \right) = \sum_{k=2}^{\infty} \frac{\varepsilon_k}{q_2 q_3 \cdots q_k} = q_1 \Delta^Q_{0 \varepsilon_2 \varepsilon_3 \ldots}.
\]

It is easy to see that
\[
\sigma^n(x) = \sigma^n \left( \Delta^Q_{\varepsilon_1 \varepsilon_2 \ldots \varepsilon_k \ldots} \right)
= \sum_{k=n+1}^{\infty} \frac{\varepsilon_k}{q_{n+1} q_{n+2} \cdots q_k} = q_1 \ldots q_n \Delta^Q_{0 \varepsilon_{n+1} \varepsilon_{n+2} \ldots}.
\]

Therefore,
\[
x = \sum_{i=1}^{n} \frac{\varepsilon_i}{q_1 q_2 \cdots q_i} + \frac{1}{q_1 q_2 \cdots q_n} \sigma^n(x).
\] (2)

Note that, in the paper [12], the notion of the shift operator of an alternating Cantor series is studied in detail.

In [6], Salem modeled the function
\[
s(x) = s \left( \Delta^2_{\alpha_1 \alpha_2 \ldots \alpha_n \ldots} \right) = \beta_{\alpha_1} + \sum_{n=2}^{\infty} \left( \beta_{\alpha_n} \prod_{i=1}^{n-1} q_i \right) = y = \Delta_{\alpha_1 \alpha_2 \ldots \alpha_n \ldots},
\]
where \( q_0 > 0, q_1 > 0, \) and \( q_0 + q_1 = 1. \) This function is a singular function. However, generalizations of the Salem function can be non-differentiable functions or do not have the derivative on a certain set.

Let us consider the following generalizations of the Salem function that are described in the paper [14] as well.

**Example 1** ([8]). Let \((q_n)\) is a fixed sequence of positive integers, \(q_0 > 1,\) and \((A_n)\) is a sequence of the sets \(\Theta_n = \{0, 1, \ldots, q_n - 1\} .\)

Let \( x \in [0, 1] \) be an arbitrary number represented by a positive Cantor series
\[
x = \Delta^Q_{\varepsilon_1 \varepsilon_2 \ldots \varepsilon_n \ldots} = \sum_{n=1}^{\infty} \frac{\varepsilon_n}{q_1 q_2 \cdots q_n}, \text{ where } \varepsilon_n \in \Theta_n.
\]

Let \( P = ||p_{i,n}|| \) be a fixed matrix such that \( p_{i,n} \in (-1, 1) \) \( (n = 1, 2, \ldots, \) and \( i = 0, q_n - 1), \) \( \sum_{n=0}^{q_n-1} p_{i,n} = 1 \) for an arbitrary \( n \in \mathbb{N}, \) and \( \prod_{n=1}^{\infty} p_{i,n} = 0 \) for any sequence \((i_n)\).

Suppose that elements of the matrix \( P = ||p_{i,n}|| \) can be negative numbers as well but
\[
\beta_{0,n} = 0, \beta_{i,n} > 0 \text{ for } i \neq 0, \text{ and } \max_{i} |p_{i,n}| < 1.
\]

Here
\[
\beta_{\varepsilon,k} = \begin{cases} 0 & \text{if } \varepsilon_k = 0 \\ \sum_{i=0}^{\varepsilon_k - 1} p_{i,k} & \text{if } \varepsilon_k \neq 0. \end{cases}
\]
Then the following statement is true.

**Theorem 1** \((\mathbb{F})\). Given the matrix \(P\) such that for all \(n \in \mathbb{N}\) the following are true: \(p_{i,n} \cdot p_{e_n-1,n} < 0\) moreover \(q_n \cdot p_{d_n-1,n} \geq 1\) or \(q_n \cdot p_{q_n-1,n} \leq 1\); and the conditions

\[
\lim_{n \to \infty} \prod_{k=1}^{n} g_k p_{0,k} \neq 0, \quad \lim_{n \to \infty} \prod_{k=1}^{n} g_k p_{q_k-1,k} \neq 0
\]

hold simultaneously. Then the function

\[
F(x) = \beta_{\varepsilon_1(x),1} + \sum_{k=2}^{\infty} \beta_{\varepsilon_k(x),k} \prod_{n=1}^{k-1} p_{e_n(x),n}
\]

is non-differentiable on \([0, 1]\).

**Example 2** \((\mathbb{F})\). Let \(P = ||p_{i,n}||\) be a given matrix such that \(n = 1, 2, \ldots\) and \(i = 0, q_n - 1\). For this matrix the following system of properties holds:

\[
\begin{aligned}
&1^\circ. \forall n \in \mathbb{N} : p_{i,n} \in (-1, 1) \\
&2^\circ. \forall n \in \mathbb{N} : \sum_{i=0}^{q_n-1} p_{i,n} = 1 \\
&3^\circ. \forall(i_n), i_n \in \Theta_n : \prod_{n=1}^{\infty} |p_{i_n,n}| = 0 \\
&4^\circ. \forall i_n \in \Theta_n \setminus \{0\} : 1 > \beta_{i_n,n} = \sum_{i=0}^{i_n-1} p_{i,n} > \beta_{0,n} = 0.
\end{aligned}
\]

Let us consider the following function

\[
\tilde{F}(x) = \beta_{\varepsilon_1(x),1} + \sum_{n=2}^{\infty} \beta_{\varepsilon_n(x),n} \prod_{j=1}^{n-1} \tilde{p}_{\varepsilon_j(x),j},
\]

where

\[
\begin{aligned}
\tilde{\beta}_{\varepsilon_n(x),n} &= \begin{cases} 
\beta_{\varepsilon_n(x),n} & \text{if } n \text{ is odd} \\
\beta_{q_n-1-\varepsilon_n(x),n} & \text{if } n \text{ is even},
\end{cases} \\
\tilde{p}_{\varepsilon_n(x),n} &= \begin{cases} 
p_{\varepsilon_n(x),n} & \text{if } n \text{ is odd} \\
p_{q_n-1-\varepsilon_n(x),n} & \text{if } n \text{ is even},
\end{cases} \\
\beta_{\varepsilon_n(x),n} &= \begin{cases} 
0 & \text{if } \varepsilon_n = 0 \\
\sum_{i=0}^{\varepsilon_n-1} p_{i,n} & \text{if } \varepsilon_n \neq 0.
\end{cases}
\end{aligned}
\]

Here \(x\) represented by an alternating Cantor series, i.e.,

\[
x = \Delta_{-\varepsilon_1e_2\ldots e_n} = \sum_{n=1}^{\infty} \frac{1 + \varepsilon_n}{q_1q_2\ldots q_n} (-1)^{n+1},
\]

where \((q_n)\) is a fixed sequence of positive integers, \(q_n > 1\), and \((\Theta_n)\) is a sequence of the sets \(\Theta_n = \{0, 1, \ldots, q_n - 1\}\), and \(\varepsilon_n \in \Theta_n\).
Theorem 2. Let \( p_{\varepsilon_n,n} \cdot p_{\varepsilon_{n-1},n} < 0 \) for all \( n \in \mathbb{N}, \varepsilon_n \in \Theta_n \setminus \{0\} \) and conditions
\[
\lim_{n \to \infty} \prod_{k=1}^{n} q_k p_{0,k} \neq 0, \quad \lim_{n \to \infty} \prod_{k=1}^{n} q_k p_{k-1,k} \neq 0
\]
hold simultaneously. Then the function \( \tilde{F} \) is non-differentiable on \([0, 1]\).

In the present article, two examples of certain functions with complicated local structure, are constructed and investigated.

Suppose that the condition \( q_n \leq s \) holds for all positive integers \( n \). The first function is following:
\[
f(x) = \Delta_{\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n} \rightarrow \Delta_{q_{\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n}} = y.
\]
This function is interesting, since the function described in Example 1 can be represented by the following way:
\[
F(x) = F_{\xi, Q} \circ f.
\]
Here by “\( \circ \)” denote the operation of composition of functions. Also, the function \( F_{\xi, Q} \) is a function of the type:
\[
F_{\eta, Q}(y) = \beta_{z_1(y),1} + \sum_{k=2}^{\infty} \left( \beta_{z_k(y),1} \prod_{j=1}^{k-1} p_{\varepsilon_j(y),j} \right),
\]
where \( y = \Delta_{q_{\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n}} \).

Note that the function \( F_{\eta, Q} \) is a distribution function of a certain random variable \( \eta \) whenever elements \( p_{i,n} \) of the matrix \( P \) (this matrix described in the last-mentioned examples) are non-negative.

Remark 1. Let \( \eta \) be a random variable defined by the \( q \)-ary expansion, i.e.,
\[
\eta = \frac{\xi_1}{q} + \frac{\xi_2}{q^2} + \frac{\xi_3}{q^3} + \cdots + \frac{\xi_k}{q^k} + \cdots = \Delta_{\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n},
\]
where the digits \( \xi_k \) \((k = 1, 2, 3, \ldots)\) are random and take the values \( 0, 1, \ldots, q - 1 \) with probabilities \( p_{0,k}, p_{1,k}, \ldots, p_{q-1,k}. \) That is, \( \xi_k \) are independent and \( P\{\xi_k = i_k\} = p_{i_k,k}, \ i_k \in \Theta = \{0, 1, \ldots, q - 1\}. \)

From the definition of the distribution function and the following expressions for \( x = \Delta_{\alpha_1, \alpha_2, \ldots, \alpha_k} \)
\[
\{\eta < x\} = \{\xi_1 < \alpha_1(x)\} \cup \{\xi_1 = \alpha_1(x), \xi_2 < \alpha_2(x)\} \cup \ldots
\]
\[
\ldots \cup \{\xi_1 = \alpha_1(x), \xi_2 = \alpha_2(x), \ldots, \xi_k < \alpha_k(x)\} \cup \ldots,
\]
\[
P\{\xi_1 = \alpha_1(x), \xi_2 = \alpha_2(x), \ldots, \xi_k < \alpha_k(x)\} = \beta_{\alpha_k(x),k} \prod_{j=1}^{k-1} p_{\alpha_j(x),j}
\]
we get that the distribution function \( F_{\eta,q} \) of the random variable \( \eta \) has the form

\[
F_{\eta,q}(x) = \begin{cases} 
0 & \text{for } x < 0 \\
\beta_{\alpha_1}(x,1) + \sum_{k=2}^{\infty} \left[ \beta_{\alpha_k}(x,k) \prod_{j=1}^{k-1} p_{\alpha_j}(x,j) \right] & \text{for } 0 \leq x < 1 \\
1 & \text{for } x \geq 1,
\end{cases}
\]

since the conditions \( F_{\eta,q}(0) = 0, F_{\eta,q}(1) = 1 \) hold and \( F_{\eta,q} \) is a continuous, monotonic, and non-decreasing function (the most generalized cases of the Salem function were investigated in [10]).

**Remark 2.** In the general case, suppose that \((f_n)\) is a finite or infinite sequence of certain functions (the sequence can contain functions with complicated local structure). Let us consider the corresponding composition of the functions

\[
\cdots \circ f_n \circ \cdots \circ f_2 \circ f_1 = f_{c,\infty}
\]

or

\[
f_n \circ \cdots \circ f_2 \circ f_1 = f_{c,n}.
\]

Also, we can take a certain part of the composition, i.e.,

\[
f_{n_0+t} \circ \cdots \circ f_{n_0+1} \circ f_{n_0} = f_{c,n_0,n_0+t},
\]

where \( n_0 \) is a fixed positive integer (a number from the set \( \mathbb{N} \)), \( t \in \mathbb{Z}_0 = \mathbb{N} \cup \{0\} \), and \( n_0 + t \leq n \).

One can use such technique for modeling and studying functions with complicated local structure. Also, one can use new representations of real numbers (numeral systems) of the type

\[
x' = \Delta_{\alpha_1 \alpha_2 \ldots \alpha_n} = \cdots \circ f_n \circ \cdots \circ f_2 \circ f_1(x),
\]

\[
x' = \Delta_{\alpha_1 \alpha_2 \ldots \alpha_n} = f_n \circ \cdots \circ f_2 \circ f_1(x)
\]

or

\[
z' = \Delta_{\alpha_0 \alpha_1 \alpha_2 \ldots \alpha_n} = f_{n_0+t} \circ \cdots \circ f_{n_0+1} \circ f_{n_0}(z).
\]

in fractal theory, applied mathematics, etc. The next articles of the author of the present article will be devoted to such investigations.

The second map considered in this article is useful for modeling fractals in space \( \mathbb{R}^2 \). That is, the map

\[
f : x = \Delta_{\alpha_1 \alpha_2 \ldots \alpha_n} \rightarrow \Delta_{\alpha_1 \alpha_2 \ldots \alpha_n} \quad \text{where } u \in \{0,1,\ldots,q-1\} \setminus \{u\}, \text{and } 3 < q \text{ is a fixed positive integers}, \text{models a certain fractal in } \mathbb{R}^2. \text{ It is easy to see that one can consider such map defined in terms of other representations of real numbers (e.g., the } Q_s, Q^*, Q^*_s, \tilde{Q}, \text{ nega-}Q\text{-representations and other positive and alternating representations). Really, functions with complicated local structure defined in terms of different representations of real numbers, as well as their compositions are useful for modeling fractals (the Moran sets) in } \mathbb{R}^2. \text{ Regularities in properties of different sets under the map spawned by functions with complicated local structure and their}
compositions, are interesting and unknown. The next articles of the author of the present paper will be devoted to such investigations as well.

2. ONE FUNCTION DEFINED IN TERMS OF POSITIVE CANTOR SERIES

Let us consider the function

\[ f(x) = f\left(\Delta Q_{\varepsilon_1 \varepsilon_2 \ldots \varepsilon_n \ldots}\right) = f\left(\sum_{n=1}^{\infty} \frac{\varepsilon_n}{q_n}\right) = \sum_{n=1}^{\infty} \frac{\varepsilon_n}{q^n} = \Delta Q_{\varepsilon_1 \varepsilon_2 \ldots \varepsilon_n \ldots} = y, \]

where \( \varepsilon_n \in \Theta_n \) and the condition \( q_n \leq q \) holds for all positive integers \( n \).

**Lemma 1** (On the well-posedness of the definition of the function). Values of the function \( f \) for different representations of \( Q \)-rational numbers from \([0, 1]\) are:

- identical whenever for all positive integers \( n \) the condition \( q_n = q \) holds;
- different whenever for all positive integers \( n \) the condition \( q_n < q \) holds;
- different for numbers from no more than a countable subset of \( Q \)-rational numbers whenever there exists a finite or infinite subsequence \( n_k \) of positive integers such that \( q_{n_k} < q \) for all positive integers values of \( k \).

**Proof.** Let \( x \) be a \( Q \)-rational number. Then there exists a number \( n_0 \) such that

\[ x = x_1 = \Delta Q_{\varepsilon_1 \varepsilon_2 \ldots \varepsilon_{n_0-1} \varepsilon_{n_0}000\ldots} = \Delta Q_{\varepsilon_1 \varepsilon_2 \ldots \varepsilon_{n_0-1} \varepsilon_{n_0-1}|q_{n_0+1-1}|q_{n_0+2-1}|q_{n_0+3-1}|\ldots} = x_2. \]

Whence,

\[ f(x_1) = \Delta Q_{\varepsilon_1 \varepsilon_2 \ldots \varepsilon_{n_0-1} \varepsilon_{n_0}000\ldots}, \quad f(x_2) = \Delta Q_{\varepsilon_1 \varepsilon_2 \ldots \varepsilon_{n_0-1} \varepsilon_{n_0-1}|q_{n_0+1-1}|q_{n_0+2-1}|q_{n_0+3-1}|\ldots} \]

and

\[ f(x_2) - f(x_1) = -\frac{1}{q^{n_0}} + \sum_{n=n_0+1}^{\infty} \frac{q_n - 1}{q^n} \leq 0. \]

That is, certain \( Q \)-rational points are points of discontinuity of the function. It is easy to see that \( f(x_2) - f(x_1) = 0 \) whenever the condition \( q_n = q \) holds for all positive integers \( n \).

From unique representation for each \( Q \)-irrational number from \([0, 1]\) it follows that the function \( f \) is well defined at any \( Q \)-irrational point. \( \Box \)

**Remark 3.** To reach that the function \( f \) be well-defined on the set of \( Q \)-rational numbers from \([0, 1]\), we shall not consider the representation

\[ \Delta Q_{\varepsilon_1 \varepsilon_2 \ldots \varepsilon_{n-1} \varepsilon_{n-1}|q_{n+1-1}|q_{n+2-1}|q_{n+3-1}|\ldots} \]

**Lemma 2.** The function \( f \) has the following properties:

1. \( D(f) = [0, 1] \), where \( D(f) \) is the domain of definition of \( f \);
2. Let \( E(f) \) be the range of values of \( f \). Then:
   - \( E(f) = [0, 1] \) whenever the condition \( q_n = q \) holds for all positive integers \( n \),
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• $E(f) = [0, 1] \setminus C_f$, where $C_f = C_1 \cup C_2$,

$C_1 = \{ y : y = \Delta_{\epsilon_1, \epsilon_2, \ldots, \epsilon_n}^q, \epsilon_n \in \{ q_n, q_n + 1, \ldots, q - 1 \} \text{ for all } n \text{ such that } q_n < q \}$

and

$C_2 = \{ y : y = \Delta_{\epsilon_1, \epsilon_2, \ldots, \epsilon_n-1}^q, \epsilon_n \in \{ q_n, q_n + 1, \ldots, q - 1 \} \text{ for all } n \}$

(3) $f(x) + f(1 - x) = f(1) \leq 1$;

(4) $f(\sigma^k(x)) = \sigma^k(f(x))$ for any $k \in \mathbb{N}$.

Proof. The first property follows from the definition of $f$.

The second property follows from Lemma 1.

Let us prove the third property. Since

$$1 - x = \sum_{n=1}^{\infty} \frac{q_n - 1 - \epsilon_n}{q_1 q_2 \cdots q_n},$$

we have

$$f(1 - x) = \sum_{n=1}^{\infty} \frac{q_n - 1 - \epsilon_n}{q^n}.$$

Whence,

$$f(x) + f(1 - x) = \sum_{n=1}^{\infty} \frac{\epsilon_n}{q^n} + \sum_{n=1}^{\infty} \frac{q_n - 1 - \epsilon_n}{q^n} = \sum_{n=1}^{\infty} \frac{q_n - 1}{q^n} = f(1) \leq 1.$$

Note that the last inequality is an equality whenever $y = x$, i.e., when the condition $q_n = q$ holds for all positive integers $n$.

Let us prove the fourth property. We have

$$f(\sigma^k(x)) = f\left( \sum_{j=k+1}^{\infty} \frac{\epsilon_j}{q_k q_{k+2} \cdots q_{j}} \right) = \sum_{j=k+1}^{\infty} \frac{\epsilon_j}{q^j} = \sigma^k \left( \sum_{n=1}^{\infty} \frac{\epsilon_n}{q^n} \right) = \sigma^k(f(x)).$$

□

Lemma 3. The function $f$ is continuous at $Q$-irrational points from $[0, 1]$.

The function $f$ is continuous at all $Q$-rational points from $[0, 1]$ if the condition $q_n = q$ holds for all positive integers $n$.

If there exist positive integers $n$ such that $q_n < q$, then points of the type

$\Delta_{\epsilon_1, \epsilon_2, \ldots, \epsilon_n-1}^Q$ and $\Delta_{\epsilon_1, \epsilon_2, \ldots, \epsilon_n-1}^Q, \epsilon_n = 000\ldots$

are points of discontinuity of the function.

Proof. Let $x = \Delta_{\epsilon_1, \epsilon_2, \ldots, \epsilon_n-1}^Q \in [0, 1]$ be an arbitrary number.

Let $x_0$ be a $Q$-irrational number.

Then there exists $n_0 = n_0(x)$ such that

$$\begin{cases} \varepsilon_m(x) = \varepsilon_m(x_0) \text{ for } m = 1, n_0 - 1 \\ \varepsilon_{n_0}(x) \neq \varepsilon_{n_0}(x_0). \end{cases}$$
From the system, it follows that the conditions \( x \to x_0 \) and \( n_0 \to \infty \) are equivalent and

\[
|f(x) - f(x_0)| = \left| \sum_{j=n_0}^{\infty} \frac{\varepsilon_j(f(x)) - \varepsilon_j(f(x_0))}{q^j} \right| \leq \sum_{j=n_0}^{\infty} \frac{|\varepsilon_j(f(x)) - \varepsilon_j(f(x_0))|}{q^j} \leq \sum_{j=n_0}^{\infty} \frac{q - 1}{q^{n_0+1}} \to 0 \text{ as } n_0 \to \infty.
\]

So, the function \( f \) is continuous at \( Q \)-irrational points. That is,

\[
\lim_{x \to x_0} f(x) = f(x_0).
\]

Let \( x_0 = \Delta^q_{\varepsilon_1 \varepsilon_2 \ldots} \) be a \( Q \)-rational number.

If the condition \( q_n < q \) holds for a certain \( n \in \mathbb{N} \), then \( q_n \leq q - 1 \) and \( q_n - 1 \leq q - 2 \).

That is,

\[
\varepsilon_n \in \Theta_n = \{0, 1, \ldots, q_n - 1\} \subseteq \{0, 1, \ldots, q - 2\}.
\]

Since

\[
\lim_{x \to x_0 - 0} f(x) = \Delta^q_{\varepsilon_1 \varepsilon_2 \ldots \varepsilon_{n-1} |\varepsilon_n - 1| |q_{n+1} - 1| |q_{n+2} - 1| \ldots}
\]

and

\[
\lim_{x \to x_0 + 0} f(x) = \Delta^q_{\varepsilon_1 \varepsilon_2 \ldots \varepsilon_{n-1} \varepsilon_n, 000 \ldots},
\]

we obtain

\[
\Delta_f = \lim_{x \to x_0 + 0} f(x) - \lim_{x \to x_0 - 0} f(x) = \frac{1}{q^n} - \sum_{j=n+1}^{\infty} \frac{q - 1}{q^j} \geq 0.
\]

Note that

\[
\Delta_f \geq \frac{1}{q^n} - \sum_{j=n+1}^{\infty} \frac{q - 2}{q^j} = \frac{1}{(q - 1)q^n}
\]

and

\[
\Delta_f \leq \frac{1}{q^n} - \sum_{j=n+1}^{\infty} \frac{1}{q^j} = \frac{q - 2}{(q - 1)q^n}.
\]

So, \( x_0 \) is a point of discontinuity for \( q_n < q \) and

\[
\frac{1}{(q - 1)q^n} \leq \Delta_f \leq \frac{q - 2}{(q - 1)q^n}.
\]

\[\square\]

**Lemma 4.** The function \( f \) is strictly increasing.
Proof. Let us have \( x_1 = Q(a_1, a_2, \ldots, a_m) \) and \( x_2 = Q(b_1, b_2, \ldots, b_m) \) such that \( x_1 < x_2 \). Then there exists \( n_0 \) such that \( \alpha_i = \varepsilon_i \) for \( i = 1, n_0 - 1 \) and \( \alpha_{n_0} < \varepsilon_{n_0} \). So,
\[
f(x_2) - f(x_1) = \frac{\varepsilon_{n_0} - \alpha_{n_0}}{q^{n_0}} + \sum_{j=n_0+1}^{\infty} \frac{\varepsilon_j - \alpha_j}{q^j}.
\]
Since \( \varepsilon_{n_0} > \alpha_{n_0} \) and \( q_n \leq q \), we have
\[
f(x_2) - f(x_1) > \frac{1}{q^{n_0}} - \sum_{j=n_0+1}^{\infty} \frac{q_j - 1}{q^j} \geq \frac{1}{q^{n_0}} + \sum_{j=n_0+1}^{\infty} \frac{1-q}{q^j} = 0.
\]
\[\square\]

**Theorem 3** (On differential properties).

- If the condition \( q_n = q \) holds for all positive integers \( n \), then \( f'(x_0) = 1 \);
- If for all \( n \) the condition \( q_n < q \) holds or there exists only a finite numbers of \( n \) such that \( q_n = q \), then \( f \) is a singular function;
- If there exists only a finite numbers of \( n \) such that \( q_n < q \), then \( f \) is not differentiable;
- If there exists an infinite subsequence \( (n_k) \) of positive integers such that \( q_{n_k} < q \), then \( f \) is a singular function.

**Proof.** Suppose \( x_0 = Q(c_1, c_2, \ldots, c_{m-1}, c_{m+1}, \ldots) \), where \( c \) is a fixed digit from \( \{0, 1, \ldots, q_m - 1\} \), and \( (x_m) \) is a sequence of numbers \( x_m = Q(c_1, c_2, \ldots, c_{m-1}, c_{m+1}, \ldots) \). Then
\[
x_m - x_0 = \frac{\varepsilon_m - c}{q_1q_2 \cdots q_m} \text{ and } f(x_m) - f(x_0) = \frac{\varepsilon_m - c}{q^m}.
\]
Note that the conditions \( x_m \to x_0 \) and \( m \to \infty \) are equivalent. We have
\[
\lim_{m \to \infty} \frac{f(x_m) - f(x_0)}{x_m - x_0} = \lim_{m \to \infty} \frac{q_1q_2 \cdots q_m}{q^m}.
\]

Let us consider cylinders \( Q(c_1, c_2, \ldots, c_m) \). The change \( \mu_f \) of the function \( f \) on a cylinder \( Q(c_1, c_2, \ldots, c_m) \) is the value \( \mu_f(Q(c_1, c_2, \ldots, c_m)) \) defined by the following equality
\[
\mu_f(Q(c_1, c_2, \ldots, c_m)) = f\left(\sup Q(c_1, c_2, \ldots, c_m)\right) - f\left(\inf Q(c_1, c_2, \ldots, c_m)\right) = f\left(Q(c_1 + 1, c_2, \ldots, c_{m-1}, 1, c_{m+1}, \ldots)\right) - f\left(Q(c_1, c_2, \ldots, c_m, 000, \ldots)\right).
\]
So, for \( x_0 \in Q(c_1, c_2, \ldots, c_m) \), we obtain
\[
f'(x_0) = \lim_{n \to \infty} \frac{\mu_f(Q(c_1, c_2, \ldots, c_m))}{\Delta Q(c_1, c_2, \ldots, c_m)} = \lim_{n \to \infty} \left(\frac{q_1q_2 \cdots q_m}{q^n} \sum_{j=n+1}^{\infty} \frac{q_j - 1}{q^j}\right).
\]
Since \( 2 \leq q_n \leq q \), we have
\[
\frac{1}{q - 1} \lim_{n \to \infty} \left(\frac{q_1q_2 \cdots q_m}{q^n}\right) \leq \lim_{n \to \infty} \left(\frac{q_1q_2 \cdots q_m}{q^n} \sum_{j=n+1}^{\infty} \frac{q_j - 1}{q^j}\right) \leq \lim_{n \to \infty} \left(\frac{q_1q_2 \cdots q_m}{q^n}\right).
\]
So, 

- \( f'(x_0) = 1 \) whenever the condition \( q_n = q \) holds for all positive integers \( n \);  
- \( f'(x_0) = 0 \), i.e., \( f \) is a singular function, whenever for all \( n \) the condition \( q_n < q \) holds or there exists only a finite numbers of \( n \) such that \( q_n = q \);  
- \( f \) is non-differentiable whenever there exists only a finite numbers of \( n \) such that \( q_n < q \) (since limits (3) and (4) are different);  
- \( f \) is a singular function whenever there exists an infinite subsequence \( (n_k) \) of positive integers such that \( q_{n_k} < q \).  

\[ \square \]

**Theorem 4.** The Lebesgue integral of the function \( f \) can be calculated by the formula 

\[
\int_{[0,1]} f(x)dx = \frac{1}{2} \sum_{n=1}^{\infty} \frac{q_n - 1}{q^n}.
\]

**Proof.** We have 

\[
0 \leq f(x) \leq \sum_{n=1}^{\infty} \frac{q_n - 1}{q^n}.
\]

Suppose that 

\[
T = \{0, \Delta_1^{q1000\ldots}, \Delta_2^{q2000\ldots}, \ldots, \Delta_{\lfloor q_1-1\rfloor}^{q\lfloor q_1-1\rfloor000\ldots}, \ldots, \Delta_{\lfloor q_n-1\rfloor}^{q\lfloor q_n-1\rfloor000\ldots}, \ldots \}.
\]

\[
E_n = \{x : y_{n-1} \leq f(x) < y_n\} = \Delta_{c_1c_2\ldots c_n}^Q, \quad c_n \in \Theta_n.
\]

We get 

\[
\lambda(E_n) = \frac{1}{q_1q_2\ldots q_n},
\]

where \( \lambda(\cdot) \) is the Lebesgue measure of a set.

Also, \( \bar{y} \in [y_{n-1}, y_n) \). Suppose that \( \bar{y} = y_{n-1} \). It is easy to see that the conditions \( \lambda(E_n) \to 0 \) and \( n \to \infty \) are equivalent.

So, 

\[
\int_{[0,1]} f(x)dx = \lim_{n \to \infty} \sum_n \frac{\Delta_{c_1c_2\ldots c_n000}}{q_1q_2\ldots q_n} = \lim_{n \to \infty} \left( \frac{(q_n - 1)q_1q_2\ldots q_n}{2 \cdot q^n \cdot q_1q_2\ldots q_n} \right) = \frac{1}{2} \sum_{n=1}^{\infty} \frac{q_n - 1}{q^n}.
\]

Note that 

\[
\frac{1}{2(q - 1)} \leq \int_{[0,1]} f(x)dx \leq \frac{1}{2}
\]

and the integral is equal to \( \frac{1}{2} \) whenever \( f(x) = x \).  

\[ \square \]
3. Fractal in \( \mathbb{R}^2 \) defined in terms of a certain map

Let us consider the following function

\[ g : x = \frac{u}{s-1} + \sum_{n=1}^{\infty} \frac{\alpha_n - u}{q^{\alpha_1 + \alpha_2 + \cdots + \alpha_n}} \longrightarrow \sum_{n=1}^{\infty} \frac{\alpha_n}{q^n} = g(x) = y. \]

where \( u \in \{0,1,\ldots,q-1\} \) is a fixed number, \( \alpha_n \in \Theta = \{1,2,\ldots,q-1\} \setminus \{u\} \), and \( 3 < q \) is a fixed positive integers. This function can be represented by the following way.

**Theorem 5.** The function \( g \) has the following properties:

1. The domain of definition \( D(g) \) of the function \( g \) is an uncountable, perfect, and nowhere dense set of zero Lebesgue measure, as well as is a self-similar fractal whose Hausdorff dimension \( \alpha_0 \) satisfies the following equation

\[ \sum_{p \neq u, p \in \{1,2,\ldots,q-1\}} \left( \frac{1}{s} \right)^{p\alpha_0} = 1. \]

2. The range of values of \( g \) is a self-similar fractal

\[ E(g) = \{ y : y = \Delta^{\alpha_1,\alpha_2,\ldots,\alpha_n}, \alpha_n \in \Theta \} \]

whose Hausdorff dimension \( \alpha_0 \) can be calculated by the formula

\[ \alpha_0(E(g)) = \log_q |\Theta|, \]

where \( |\cdot| \) is the number of elements of a set.

3. The function \( g \) on the domain of definition is well defined and is a bijective mapping.

4. On the domain of definition the function \( g \) is:
   - decreasing whenever \( u \in \{0,1\} \) for all \( q > 3 \);
   - increasing whenever \( u \in \{s-2,s-1\} \) for all \( q > 3 \);
   - not monotonic whenever \( u \in \{2,3,\ldots,s-3\} \) and \( q > 4 \).

5. The function \( g \) is continuous at any point on the domain.

6. The function \( g \) is non-differentiable on the domain.

7. The following relationships are true:

\[ g(\sigma^{\alpha_1}(x)) = \sigma(g(x)), \]

\[ g(\sigma^{\alpha_1+\alpha_2+\cdots+\alpha_n}(x)) = \sigma^n(g(x)), \]

where \( \sigma \) is the shift operator.

8. The function does not preserve the Hausdorff dimension.

**Proof.** For any fixed \( u \in \{0,1,\ldots,q-1\} \), the domain of definition \( D(g) \) of the function \( g \) is an uncountable, perfect, and nowhere dense set of zero Lebesgue
measure, as well as is a self-similar fractal whose Hausdorff dimension $\alpha_0$ satisfies the following equation (see [15, 16])

$$\sum_{p \neq u, p \in \{1, 2, \ldots, q-1\}} \left(\frac{1}{q}\right)^{p\alpha_0} = 1.$$ 

This set does not contain q-rational numbers, i.e., numbers of the form

$$\Delta^q_{\alpha_1 \alpha_2 \ldots \alpha_n 000 \ldots} = \Delta^q_{\alpha_1 \alpha_2 \ldots \alpha_n [q-1][q-1][q-1] \ldots}.$$ 

That is, any element of the domain of definition $D(g)$ of the function $g$ has the unique q-representation. Therefore the condition $g(x_1) \neq g(x_2)$ holds for $x_1 \neq x_2$. Note that a value $g(x) \in E(g)$ is assigned to an arbitrary $x \in D(g)$ and and vice versa.

Let us consider the difference

$$|g(x) - g(x_0)| = \left| \sum_{n=1}^{\infty} \beta_n - \alpha_n \right| q^n,$$

where $x_0 = \Delta^q_{\alpha_1 \alpha_2 \ldots \alpha_n 000 \ldots}$ is a fixed number from $D(g)$ and $x = \Delta^q_{u \ldots u \beta_1 \ldots u \beta_2 \ldots \ldots u \beta_n \ldots}$. It is easy to see that the conditions $x \to x_0$ and $\beta_n \to \alpha_n$ are equivalent, $n = 1, 2, \ldots$. So,

$$\lim_{x \to x_0} |g(x) - g(x_0)| = \lim_{\beta_n \to \alpha_n} \left| \sum_{n=1}^{\infty} \frac{\beta_n - \alpha_n}{q^n} \right| = 0.$$

From the definition of $g$ it follows that the set

$$E(g) = \{ y : y = \Delta^q_{\alpha_1 \alpha_2 \ldots \alpha_n \ldots} \in \Theta \}$$

is the range of values of $g$. It follows from Theorem 2 in [17] that $E(g)$ is a self-similar fractal whose Hausdorff dimension $\alpha_0$ can be calculated by the formula

$$\alpha_0(E(g)) = \log_q |\Theta|,$$

where $|\cdot|$ is the number of elements of a set.

So, Properties 1–3 and 5 are proved.

Let us prove Property 4. Let us have $x_1 = \Delta^q_{\alpha_1^{-1} \alpha_2^{-1} \ldots \alpha_n^{-1}}$ and $x_2 = \Delta^q_{\alpha_1^{-1} \alpha_2^{-1} \ldots \alpha_n^{-1}}$ such that $x_1 \neq x_2$. Then there exists $n_0$ such that $\alpha_i = \beta_i$ for $i = 1, n_0 - 1$ and $\alpha_{n_0} \neq \beta_{n_0}$. Suppose that $\alpha_{n_0} < \beta_{n_0}$. That is, consider the following numbers

$$x_1 = \Delta^q_{\alpha_1^{-1} \alpha_2^{-1} \ldots \alpha_{n_0-1}^{-1} \ldots \alpha_{n_0}^{n_0}},$$

$$x_2 = \Delta^q_{\alpha_1^{-1} \alpha_2^{-1} \ldots \alpha_{n_0-1}^{-1} \ldots \alpha_{n_0}^{n_0} \ldots}.$$
and

\[ x_2 = \Delta^q_{\beta_1 \ldots \beta_{n-1} \beta_n} \]

when \( \alpha_n < \beta_n \). Note that sufficiently consider the numbers

\[ \Delta^q_{\beta_1 \ldots \beta_{n-1} \alpha_n} \quad \text{and} \quad \Delta^q_{\beta_1 \ldots \beta_{n-1} \beta_n} \]

Then we obtain the following cases:

- If \( g(x_1) < g(x_2) \) for \( x_1 > x_2 \). The last condition is true for the case when \( u = 0 \) or \( u = 1 \). That is, in this case, \( g \) is decreasing.
- If \( g(x_1) < g(x_2) \) for \( x_1 < x_2 \). The last condition is true for the case when \( u = q - 1 \) or \( u = q - 2 \).
- If \( g(x_1) < g(x_2) \) for \( x_1 > x_2 \) and \( x_1 < x_2 \). This condition is true for the case when \( u \in \{2, 3, \ldots, q - 3\} \) and \( q > 4 \). That is, \( g \) is not monotonic.

Note that, for \( q = 4 \), \( g \) is increasing when \( u \in \{2, 3\} \) and is decreasing when \( u \in \{0, 1\} \).

Let us prove the 6th property. Let us consider a sequence \((x_n)\) of numbers

\[ x_n = \Delta^q_{\sigma_{a_1} \ldots \sigma_{a_{n-1}} \sigma_{a_n}} \quad \text{and a fixed number} \quad x_0 = \Delta^q_{\sigma_{a_1} \ldots \sigma_{a_{n-1}} \sigma_{a_n}} \quad \text{where} \quad c \quad \text{is a fixed number}. \]

Then

\[
\lim_{x \to x_0} \frac{g(x) - g(x_0)}{x - x_0} = \lim_{x \to x_0} \frac{\Delta^q_{\sigma_{a_1} \ldots \sigma_{a_{n-1}} \sigma_{a_n}}}{q \cdot (\alpha_n q^e - c \cdot q^{a_n})} = \frac{\Delta^q_{\sigma_{a_1} \ldots \sigma_{a_{n-1}} \sigma_{a_n}}}{q^{a_n + e}}.
\]

So, the function is non-differentiable.

Property 7. It is easy to see that

\[ g(\sigma^{a_n}(x)) = g(\Delta^q_{\sigma_{a_1} \ldots \sigma_{a_{n-1}} \sigma_{a_n}}) = \Delta^q_{\sigma_{a_1} \ldots \sigma_{a_{n-1}} \sigma_{a_n}} \]

and

\[ g(\sigma^{a_{n+1} a_n}(x)) = g(\Delta^q_{\sigma_{a_1} \ldots \sigma_{a_{n+1}} \sigma_{a_n}}) = \Delta^q_{\sigma_{a_1} \ldots \sigma_{a_{n+1}} \sigma_{a_n}}. \]

Property 8. It is easy to see that there exists a set \( S \) such that \( \alpha_0(S) \neq \alpha_0(g(S)) \), where \( \alpha_0(\cdot) \) is the Hausdorff dimension of a set.

Theorem 6. The Hausdorff dimension of a graph of the function \( g \) is equal to 1.

Proof. Suppose that

\[
X = [0, 1] \times [0, 1] = \left\{ (x, y) : x = \sum_{m=1}^{\infty} \alpha_m q^m, \alpha_m \in \Theta_q = \{0, 1, \ldots, q - 1\}, \sum_{m=1}^{\infty} \beta_m q^m, \beta_m \in \Theta_q \right\}.
\]
Then the set
\[ \cap_{(\alpha_1, \beta_1)(\alpha_2, \beta_2) \ldots (\alpha_m, \beta_m)} = \Delta_{\alpha_1, \alpha_2, \ldots, \alpha_m}^q \times \Delta_{\beta_1, \beta_2, \ldots, \beta_m}^q \]
is a square with a side length of \( q^{-m} \). This square is called a square of rank \( m \) with the base \((\alpha_1, \beta_1)(\alpha_2, \beta_2) \ldots (\alpha_m, \beta_m)\).

If \( E \subset X \), then the number
\[ \alpha^K(E) = \inf \{ \alpha : \hat{H}_\alpha(E) = 0 \} = \sup \{ \alpha : \hat{H}_\alpha(E) = \infty \}, \]
where
\[ \hat{H}_\alpha(E) = \lim_{\varepsilon \to 0} \inf_{d \leq \varepsilon} K(E, d^{\alpha}) \]
and \( K(E, d) \) is the minimum number of squares of diameter \( d \) required to cover the set \( E \), is called the fractal cell entropy dimension of the set \( E \). It is easy to see that \( \alpha^K(E) \geq \alpha_0(E) \).

From the definition and properties of the function \( g \) it follows that the graph of the function belongs to \( \tau = [\Theta] \) squares from \( q^2 \) first-rank squares (here \( \tau \) is equal to \( s - 1 \) for \( u = 0 \) and \( \tau \) is equal to \( s - 2 \) for \( u \neq 0 \)):

\[ \cap_{(i_1, i_2)} = \left[ \Delta_{i_1, \ldots, i_1}^q, \Delta_{i_1, \ldots, i_1}^q \right], \quad i_1 \in \Theta_q. \]

The graph of the function \( f \) belongs to \( \tau^2 \) squares from \( q^4 \) second-rank squares:

\[ \cap_{(i_1, i_2)(i_1, i_2)} = \left[ \Delta_{i_1, \ldots, i_1}^q, \Delta_{i_1, \ldots, i_1}^q \right], \quad i_1, i_2 \in \Theta_q. \]

The graph \( \Gamma_g \) of the function \( g \) belongs to \( \tau^m \) squares of rank \( m \) with sides \( q^{\alpha_1 + \alpha_2 + \cdots + \alpha_m} \) and \( q^{-m} \). Then
\[ \hat{H}_\alpha(\Gamma_g) = \lim_{m \to \infty} \tau^m \left( \sqrt{q^{-2(\alpha_1 + \alpha_2 + \cdots + \alpha_m)} + q^{-2m}} \right) \]
Since \( q^{-m(q-1)} \leq q^{-\alpha_1 - \alpha_2 - \cdots - \alpha_m} \leq q^{-m} \), we get
\[ \hat{H}_\alpha(\Gamma_g) = \lim_{m \to \infty} \tau^m \left( 2 \cdot q^{-2m} \right)^{\frac{2}{q}} = \lim_{m \to \infty} \tau^m \left( 2 \cdot q^{-2m} \right)^{\frac{2}{q}} = \lim_{m \to \infty} \left( 2^{\frac{2}{q}} \cdot \tau^m \cdot q^{-m \alpha} \right) \]
for \( \alpha_1 + \alpha_2 + \cdots + \alpha_m = m \) and
\[ \hat{H}_\alpha(\Gamma_g) = \lim_{m \to \infty} \tau^m \left( q^{-2m(q-1)} + q^{-2m} \right)^{\frac{2}{q}} = \lim_{m \to \infty} \left( \left( \frac{\tau^m}{q} \right)^{2m} + \left( q^{1-q \frac{1}{q}} \right)^{2m} \right) \]
for \( \alpha_1 + \alpha_2 + \cdots + \alpha_m = m(q-1) \).

It is obvious that if \( \left( \frac{\tau^m}{q} \right)^m \to 0, \left( q^{1-q \frac{1}{q}} \right)^m \to 0 \), and \( q^{1-q \frac{1}{q}} \to 0 \) for \( \alpha > 1 \), and the graph of the function has self-similar properties, then \( \alpha^K(\Gamma_g) = \alpha_0(\Gamma_g) = 1 \).
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