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\begin{abstract}
In this paper, we present a general scheme for how to relate differential equations for the recurrence coefficients of semiclassical orthogonal polynomials to the Painlevé equations using the geometric framework of the Okamoto Space of Initial Conditions. We demonstrate this procedure in two examples. For semiclassical Laguerre polynomials appearing in Ref. 1, we show how the recurrence coefficients are connected to the fourth Painlevé equation. For discrete orthogonal polynomials associated with the hypergeometric weight appearing in Ref. 2, we discuss the relation of the recurrence coefficients to the sixth Painlevé equation, extending the results of Ref. 3, where a similar approach was used for a discrete system for the same recurrence coefficients. Though the discrete and differential systems here share the same geometry, the construction of the space of initial conditions from the differential system is different and reveals extra considerations that must be made. We also discuss a number of related topics in the context of the geometric approach, such as Hamiltonian forms of the differential equations for the recurrence coefficients,
\end{abstract}
1 | INTRODUCTION

It is well known that a sequence of orthonormal polynomials $p_n(x) = \gamma_n x^n + \cdots + \gamma_1 x + \gamma_0$ indexed by their degree $n$ satisfies a three-term recurrence relation

$$x p_n(x) = a_{n+1} p_{n+1}(x) + b_n p_n(x) + a_n p_{n-1}(x), \quad (1)$$

where $\gamma_0 = 0$. The coefficients $a_n$ and $b_n$ are usually referred to as the recurrence coefficients.\textsuperscript{4–6} The corresponding monic orthogonal polynomials $P_n = p_n/\gamma_n$ satisfy a similar three-term recurrence relation

$$x P_n(x) = P_{n+1}(x) + b_n P_n(x) + a_n^2 P_{n-1}(x). \quad (2)$$

Recently, there has been considerable interest in connections between recurrence coefficients of semiclassical orthogonal polynomials and solutions of discrete or differential Painlevé equations (see, for instance, Ref. 7 and numerous references therein). Usually, it is first shown that the recurrence coefficients $\{a_n, b_n\}$, as functions of the discrete variable $n$, satisfy, after some change of variables, a system of nonlinear difference equations and, as functions also of some continuous parameter appearing in the weight, satisfy a Toda-type differential-difference system. From these systems, one can obtain a scalar second order (first or higher degree) nonlinear differential equation, which is usually very cumbersome. At this point, the following questions arise, which we address in this paper: Is this differential equation (or some equivalent system of first-order differential equations) reducible to one of the Painlevé equations? If so, which Painlevé equation? How may one find an explicit change of variables realizing this?

In Ref. 3, the authors considered similar questions for discrete equations, and presented a general framework for how to determine whether a given discrete system can be reduced to a standard discrete Painlevé equation and, if so, obtain the relation explicitly. The main tool was the geometric theory of discrete Painlevé equations developed by H. Sakai in the seminal paper\textsuperscript{8} (see also Ref. 9). Sakai’s theory was preceded by the fundamental work of K. Okamoto,\textsuperscript{10} in which he constructed spaces on which the differential Painlevé equations were, in a sense, regularized. The geometric approach provides powerful tools for the study of Painlevé equations, as evidenced by the large number of important studies that have taken cues from the work of Okamoto and Sakai, for instance, Refs. 11–15 in the differential case, Refs. 16–21 in the discrete case, as well as references therein.
In this paper, we present a general procedure for answering the questions above in the differential case using a geometric approach. Although the geometric theory is well documented in the literature, this paper is intended as a self-contained guide to the relevant techniques for use by researchers to whom such identification problems are of interest, but for whom the geometric theory may be new. For this reason, this paper includes a detailed exposition of the background material and comprehensive illustrations of the calculation techniques, as well as data from Refs. 9 and 3 necessary for some of the results. Although the examples we consider come from the theory of orthogonal polynomials, we emphasize that the procedure is applicable to any system of differential equations suspected to be reducible to one of the Painlevé equations. We are essentially considering the question of which Painlevé equation a given second-order equation with the Painlevé property is equivalent to, which is sometimes referred to as the “Painlevé equivalence problem.” In cases where the equation can be written as a pair of first-order first-degree differential equations, our approach is applicable and solves the problem.

We have chosen two differential systems as illustrative examples for this paper, with the general procedure presented in such a way that anyone interested would be able to make necessary changes to adapt the calculations to another problem of interest. The first example is a system related to the recurrence coefficients of semiclassical Laguerre polynomials Ref. [1, Cor. 2.5], which we will show is connected to the fourth Painlevé equation and transform it to the standard form. This system was deduced but not written down explicitly in Ref. 23, so we present it below. The second is a system related to the recurrence coefficients of discrete orthogonal polynomials with the hypergeometric weight defined in Ref. 2. For this weight, although it is known that the recurrence coefficients are related to the sixth Painlevé equation (see also Ref. 23 for an approach by direct calculation), the geometric method reveals some new features of the differential system and its regularization, which we wanted to discuss in detail. In addition, the analysis of the hypergeometric case makes use of a significant amount of data from Ref. 3, in which the authors applied a similar geometric method to a system of difference equations for the recurrence coefficients. The underlying geometry is the same for the differential equations, but its construction from the system itself is different and requires some careful considerations that we describe here.

1.1 Background

Solutions of nonlinear differential equations may have singularities that depend not only on the equation, but also on initial conditions. P. Painlevé defined a property of nonlinear ordinary differential equations (ODEs) (essentially that solutions are single-valued about movable singularities, that is, those whose locations are dependent on initial conditions), which is now known as the Painlevé property. P. Painlevé and his student B. Gambier then studied a large class of second-order nonlinear differential equations that satisfy this condition and found that all the families could be solved in terms of elementary functions, classical special functions, as well as the solutions of six new families, now known as the Painlevé equations \( P_I, \ldots, P_{VI} \). Solutions of these equations, the so-called Painlevé transcendents, are indeed new purely nonlinear special functions. Over the last 50 years, Painlevé transcendents have been playing an increasingly important role in many nonlinear models in mathematics and physics, from quantum cohomology to the theory of random matrices. Probably, the most important example is the famous Tracy–Widom distribution from random matrix theory, which can be expressed in terms of the Hastings–McLeod solution of \( P_{II} \).
1.1.1 Okamoto’s space

The Painlevé equations possess a number of remarkable properties, for example, Bäcklund transformation symmetries (which relate solutions with various values of the parameters), Hamiltonian forms, Lax pairs, and classical solutions for special parameter values, among many more.\textsuperscript{26–29} In particular, Hamiltonian forms and symmetries of the Painlevé equations were studied in Refs.\textsuperscript{30–36} Okamoto also discovered a geometric structure common to the six Painlevé equations, namely, the existence of a space of initial conditions.\textsuperscript{10} For each $P_J$, Okamoto considered an equivalent nonautonomous Hamiltonian system with polynomial Hamiltonian on the trivial bundle $\mathbb{C}^2 \times B_J$ over the independent variable space $B_J$ (the complex plane with fixed singularities of the equation removed). By first compactifying the $\mathbb{C}^2$-fibers, blowing up certain singularities, and then removing certain curves, Okamoto obtained a bundle $E_J$ over $B_J$, of which the flow of the Hamiltonian system induces a uniform foliation. Each fiber parameterizes the set of solutions of $P_J$, so can be regarded as a space of initial conditions. These spaces were studied further in a series of papers\textsuperscript{37–39} for the Hamiltonian forms of the Painlevé equations $P_{II}–P_{VI}$ (the $P_I$ case was later considered in Ref.\textsuperscript{40}, see also Ref.\textsuperscript{41}). In particular, for each space $E_J$, the authors constructed a symplectic atlas, provided by a number of coordinate neighborhoods between which the transition maps are rational and symplectic. Moreover, certain uniqueness results for Hamiltonian systems on these spaces were proved: any nonautonomous Hamiltonian system whose Hamiltonian structure is holomorphic on $E_J$ and meromorphically extendable to its closure must coincide with Okamoto’s Hamiltonian form of the Painlevé equation $P_J$. This gives rise to the idea that a global analysis of the Hamiltonian forms of the Painlevé equations reduces to the geometry of these spaces of initial conditions.

1.1.2 Semiclassical Laguerre weight

We consider a semiclassical Laguerre weight given by $w(x,s) = w(x,\alpha,s) := x^\alpha e^{-N(x+s(x^2-x))}$, where $x \in (0,\infty)$, $\alpha > -1$, $s \in [0,1]$, $N > 0$. A similar weight $\tilde{w}(x,\alpha,t) = x^\alpha e^{-x^2+tx}$ was considered in Refs.\textsuperscript{42–44}, where equations for the recurrence coefficients were derived and studied, with the differential equations in particular found to be related to $P_{IV}$.

In Ref.\textsuperscript{1}, it was shown that the recurrence coefficients satisfy a system of discrete equations

$$2s(a_{n+1}^2 + a_n^2) + 2sb_n^2 + (1-s)b_n = (2n + \alpha + 1)/N,$$

$$a_n^2(2sb_n + 1-s)(2b_{n-1} + 1-s) = (2sa_n^2 - n/N)(2sa_n^2 - (n + \alpha)/N),$$

with initial conditions $a_0^2 = 0$ and $b_0$ as an expression in terms of the parabolic cylinder functions. Moreover, as functions of the parameter $s$ in the weight they satisfy a Toda-type system

$$2s \frac{d}{ds} (\ln(a_n^2)) = N(1+s)(b_n - b_{n-1} - 2),$$

$$2s \frac{d}{ds} b_n = -b_n + N(1+s)(a_{n+1}^2 - a_n^2).$$
Note that we have made slight changes to the notation in Ref. 1, replacing the functions \( R_n(s) \) and \( r_n(s) \) by \( x_n(s) \) and \( y_n(s) \), respectively. The recurrence coefficients of the monic orthogonal polynomials with this semiclassical Laguerre weight are related to \( x_n \) and \( y_n \) as follows:

\[
b_n = \frac{(s - 1 + x_n)}{(2s)}, \quad a_n^2 = \frac{(n + Ny_n)}{(2Ns)}.
\]

With this notation, the discrete system (3) becomes

\[
x_n x_{n-1} = \frac{2sNy_n(y_n - \alpha/N)}{n + Ny_n},
\]

\[
2(y_{n+1} + y_n) = \frac{2\alpha}{N} - \frac{x_n^2 + (s - 1)x_n}{s}.
\]

From (4) and (6), one may obtain the following system of differential equations for \( x(s) := x_n(s) \), \( y(s) := y_n(s) \):

\[
\begin{align*}
\frac{1}{s+1} \frac{dx}{ds} &= -N \frac{x^2}{4s^2} + \left( \frac{N(1-s)}{4s^2} + \frac{1}{2s(s+1)} \right) x - N^2 \frac{y}{s} + \frac{\alpha}{2s}, \\
\frac{1}{s+1} \frac{dy}{ds} &= -N \frac{y^2}{2sx} + \left( \frac{\alpha}{2sx} + N \frac{x}{4s^2} \right) y + N \frac{x^2}{4s^2}.
\end{align*}
\]

System (7) is a system of coupled Riccati equations for \( x(s) \) and \( y(s) \), which is the differential system of interest to us in this case. Eliminating \( y \), one may obtain a second-order ODE, which the authors in Ref. 1 remarked was likely to be equivalent to one of the Painlevé equations, but did not transform it to any of the standard forms. In addition to the fact that the recurrence coefficients for the similar but less general weight \( \tilde{w}(\alpha, \sigma, t) = x^\alpha e^{-x^2 + \sigma t} \) are known to be related to \( P_{1V} \), there are several reasons that this is the Painlevé equation to which one should suspect that the system (7) is related, which we outline now.\(^1\)

Firstly, the second-order equation for \( x(s) \) is given explicitly by

\[
\frac{d^2 x}{ds^2} = \frac{1}{2x} \left( \frac{dx}{ds} \right)^2 - \frac{1}{s(1+s)} \frac{dx}{ds} + \frac{3N^2(1+s)^2}{32s^4} x^3 + \frac{N^2(s-1)(s+1)^2}{8s^2} x^2
\]

\[
\left[ \frac{(1-s^2)^2N^2}{32s^4} - \frac{N(2n+\alpha+1)(1+s)^2}{8s^3} + \frac{1-3s}{8s^2(1+s)} \right] x - \frac{\alpha^2(1+s)^2}{8s^2x},
\]

which we see has a similar form to the usual scalar fourth Painlevé equation

\[
\frac{d^2 w}{dz^2} = \frac{1}{2w} \left( \frac{dw}{dz} \right)^2 + \frac{3}{2} w^3 + 4zw^2 + 2(z^2 - A)w + \frac{B}{w},
\]

where \( A, B \) are constants. In addition, the fact that the initial conditions for the discrete system are given in terms of the parabolic cylinder functions also suggests a connection to \( P_{1V} \), because these initial conditions will correspond to a special solution of the differential system (7) at \( n = 0 \). Under

---

\(^1\)We thank an anonymous reviewer of an earlier version of this paper for bringing these observations to our attention.
a transformation to one of the Painlevé equations, these (and indeed the whole sequence of recurrence coefficients) would be mapped to a hierarchy of special solutions. The fact that $P_{IV}$ is the Painlevé equation that admits special solutions expressed in terms of parabolic cylinder functions is further indication that this is the natural “target equation” to which one should seek a transformation from the system (7). We remark as well that when $s = 1$ the problem can be reduced to the study of the weight $\tilde{w}(x, \alpha, 1) = x^\alpha e^{-x^2 + x}$, for which the connection to the parabolic cylinder functions and $P_{IV}$ were already identified in Ref. 43. This weight was also studied in Ref. 44.

We show step by step how we can identify the connection with the fourth Painlevé equation and find an explicit change of variables to the standard form. Although this can be achieved by alternative methods, in particular, identifying $P_{IV}$ as the target equation as outlined above and proceeding to isolate the transformation by direct computation, this relies on several choices being made, notably the form of the Ansatz for the transformation and the matching of parameters. The geometric method is systematic and eliminates the need for these choices. The purpose of this paper is to present this method itself as well as extra insights it yields, such as Hamiltonian structures for the differential equations for the recurrence coefficients. We choose this example to demonstrate this method in a detailed and systematic way, with full exposition of the required geometric theory so that it can be adapted to other cases.

### 1.1.3 Discrete orthogonal polynomials with hypergeometric weight

The discrete orthogonal polynomials $p_n(x)$ with the hypergeometric weight are defined as follows: they are orthonormal polynomials on the set $\mathbb{N} = \{0, 1, 2, \ldots\}$ of nonnegative integers with respect to the hypergeometric weight $w_k$, so

$$
\sum_{k=0}^{\infty} p_n(k)p_m(k)w_k = \delta_{m,n}, \quad w_k = \binom{\alpha}{k}\binom{\beta}{k}\frac{c^k}{(\gamma)_k k!}, \quad \alpha, \beta, \gamma > 0, \quad 0 < c < 1,
$$

where $(\cdot)_k$ is the usual Pochhammer symbol and $\delta_{m,n}$ is the Kronecker delta. In Ref. [2, Theorem 3.1], a system of two first-order difference equations was obtained for variables $x_n$ and $y_n$ related to the recurrence coefficients $a_n^2$ and $b_n$ as follows:

$$
a_n^2 \frac{1-c}{c} = y_n + \sum_{k=0}^{n-1} x_k + \frac{n(n+\alpha+\beta-\gamma-1)}{1-c},
$$

$$
b_n = x_n + \frac{n(n+\alpha+\beta)c-\gamma}{1-c}.
$$

In addition, we have that

$$
\frac{(1-c)^2}{c^2} a_n^2 x_n x_{n-1} = y_n \left( y_n - \alpha\beta + \frac{\gamma}{c} \right) + (\alpha\beta - y_n) \frac{1-c}{c} \sum_{k=0}^{n-1} x_k.
$$
From (11) and (13), one may obtain an alternative expression for $a_{n}^{2}$:

$$
a_{n}^{2} = \frac{n\alpha\beta c(n + \alpha + \beta - \gamma - 1) - c[n^{2} + n(\alpha + \beta - \gamma - 1) - \alpha\beta + \gamma]y_{n} - cy_{n}^{2}}{(c - 1)^{2}(\alpha\beta - x_{n-1}x_{n} - y_{n})}. \tag{14}
$$

The sequences $(x_{n})_{n \in \mathbb{N}}, (y_{n})_{n \in \mathbb{N}}$ satisfy the following discrete system (see Ref. [2, Theorem 3.1]):

$$
(y_{n} - \alpha\beta + (\alpha + \beta + n)x_{n} - x_{n}^{2})(y_{n+1} - \alpha\beta + (\alpha + \beta + n + 1)x_{n} - x_{n}^{2}) = \frac{1}{c}(x_{n} - 1)(x_{n} - \alpha)(x_{n} - \beta)(x_{n} - \gamma), \tag{15}
$$

and

$$(x_{n} + Y_{n})(x_{n-1} + Y_{n}) = \frac{(y_{n} + n\alpha)(y_{n} + n\beta)(y_{n} + ny - (\gamma - \alpha)(\gamma - \beta))(y_{n} + n - (1 - \alpha)(1 - \beta))}{(y_{n}(2n + \alpha + \beta - \gamma - 1) + n((n + \alpha + \beta)(n + \alpha + \beta - \gamma - 1) - \alpha\beta + \gamma))^{2}}, \tag{16}
$$

where

$$
Y_{n} = \frac{y_{n}^{2} + y_{n}(n(n + \alpha + \beta - \gamma - 1) - \alpha\beta + \gamma) - \alpha\beta n(n + \alpha + \beta - \gamma - 1)}{y_{n}(2n + \alpha + \beta - \gamma - 1) + n((n + \alpha + \beta)(n + \alpha + \beta - \gamma - 1) - \alpha\beta + \gamma)}. \tag{17}
$$

The initial values $x_{0}$ and $y_{0}$ are given by

$$
x_{0} = \frac{\alpha\beta c}{\gamma} \frac{2F_{1}(\alpha + 1, \beta + 1; \gamma + 1; c)}{2F_{1}(\alpha, \beta; \gamma; c)} + \frac{(\alpha + \beta)c - \gamma}{c - 1}, \quad y_{0} = 0, \tag{18}
$$

where $2F_{1}$ is the Gauss hypergeometric function. For the hypergeometric weight, the recurrence coefficients satisfy the Toda system

$$
c \frac{d}{dc} a_{n}^{2} = a_{n}^{2}(b_{n} - b_{n-1}), \quad n \geq 1, \tag{19}
$$

$$
c \frac{d}{dc} b_{n} = a_{n+1}^{2} - a_{n}^{2}, \quad n \geq 0. \tag{20}
$$

Let us recall, from Ref. 23, the procedure for obtaining a system of differential equations for $x_{n}(c)$ and $y_{n}(c)$. First replace $x_{n}$ and $y_{n}$ in (15) and (16) by $x_{n}(c)$ and $y_{n}(c)$, respectively. We may solve Equation (15) for $y_{n+1}(c)$ in terms of $x_{n}(c)$ and $y_{n}(c)$, and similarly, we may solve Equation (16) to give $x_{n-1}(c)$ in terms of $x_{n}(c)$ and $y_{n}(c)$. Next, we replace $n$ in (16) by $n + 1$ and substitute the expression for $y_{n+1}(c)$ found previously. This gives us an opportunity to find an expression for $x_{n+1}(c)$ in terms of $x_{n}(c)$ and $y_{n}(c)$. Next, we need to modify the Toda system. Equations (12) and (14) are expressions for the recurrence coefficients $a_{n}^{2}(c)$ and $b_{n}(c)$ in terms of $x_{n}(c)$ and $y_{n}(c)$. We substitute (12) and (14) into the Toda system. Next, we substitute $y_{n+1}(c), x_{n-1}(c)$ and their derivatives along with the expression for $x_{n+1}(c)$ found previously into the modified Toda system. This gives us a system of two first-order differential equations for $x(c) = x_{n}(c)$ and
\[ y(c) = y_n(c) \] of the form

\[
\begin{align*}
\frac{dx}{dc} &= \frac{P_1(x(c), y(c), c)}{Q(x(c), y(c), c)}, \\
\frac{dy}{dc} &= \frac{P_2(x(c), y(c), c)}{Q(x(c), y(c), c)},
\end{align*}
\]

where \( P_1, P_2 \) and \( Q \) are polynomials in their arguments. Explicitly, with \( x = x(c), y = y(c) \), these are given by

\[
P_1(x, y, c) = (1 - c)x^4 + \left[-\alpha - \beta + 2c(\alpha + \beta + n) - \gamma - 1\right]x^3
+ \left[\alpha(\beta + \gamma + 1) + \beta \gamma + \beta - c(\beta^2 + 2\beta(2\alpha + n) + (\alpha + n)^2) + \gamma\right]x^2
+ \left[\alpha\beta (2c(\alpha + \beta + n) - 1) - \gamma(\alpha\beta + \alpha + \beta)\right]x + \alpha\beta(\gamma - \alpha\beta c)
+ 2cy \left[ x^2 - (\alpha + \beta + n)x + \alpha\beta \right] - cy^2,
\]

\[
P_2(x, y, c) = n \left[ \alpha^2 + \alpha\beta - \alpha + \beta^2 - \beta + \gamma + n^2 - \gamma(\alpha + \beta + n) + 2\alpha n + 2\beta n - n \right] x^2
- 2\alpha n(\alpha + \beta - \gamma + n - 1)x + n\alpha\beta(\alpha\beta - \gamma)
+ y \left[ (\alpha + \beta - \gamma + 2n - 1)x^2 + 2(-\alpha\beta + \gamma + n^2 + n(\alpha + \beta - \gamma - 1))x
- \alpha\gamma - \beta\gamma + \alpha\beta(\gamma - 2n + 1)\right] + y^2 \left[ 2x - \gamma + n - 1 \right],
\]

\[
Q(x, y, c) = c(c - 1)(\alpha\beta - (n + \alpha + \beta)x + x^2 - y).
\]

This system (21) is the one of interest in the case of the hypergeometric weight, and we analyze it below in detail.

### 1.2 Outline of the paper

We will begin by outlining the method as a step-by-step procedure in Section 2, then demonstrate it in detail in Section 3 for the first example of the system (7) from the semiclassical Laguerre weight, and then in Section 4 for the system (21) from the hypergeometric weight. In the process, we will point out some aspects of the geometric theory of Painlevé equations that are important to our approach as well as some features of the equations that are uncovered through our analysis.

Relating to the method itself, we note some important considerations that must be made in using blowups to construct spaces of initial conditions for differential systems, which are different from the discrete case. In particular, careful attention that has to be paid to the behavior of the vector field defining the system, rather than simply where its components have indeterminacies. Further, once a space of initial conditions is constructed and found to correspond to a family of Sakai surfaces, it is slightly simpler in the differential case to obtain the transformation to the standard Painlevé equation as we do not have to ensure that the identification on the level of the Picard lattice matches the translations giving the discrete dynamics, see Remark 3 (unless there is a particular desired matching of parameters between the differential systems as in, for example Ref. 45). There is also a key difference in the theoretical basis for our procedures for identifying systems as equivalent to Painlevé equations between the discrete and differential cases: for discrete systems, if we construct a space of initial conditions, then the system is discrete Painlevé by definition if this is a family of Sakai surfaces and the dynamics correspond to a translation symmetry. For differential systems, after constructing a space of initial conditions given by a family of Sakai surfaces of one of the types corresponding to the differential Painlevé equations, we need
an extra step to justify the fact that the identification of surfaces transforms the given system to the standard Painlevé equation, via the uniqueness results for Hamiltonian systems on Okamoto’s spaces.37–39

Relating to the features of the differential systems for the recurrence coefficients beyond the identifications with the standard forms of Painlevé equations, for both examples, we obtain Hamiltonian structures for the differential equations using geometric techniques. We also show how the initial conditions for the discrete systems in each case correspond to seed solutions of a hierarchy of Riccati special solutions of the differential Painlevé equation, so the recurrence coefficients can, in principal, be written explicitly using the determinantal representations for this hierarchy.

2 | THE IDENTIFICATION PROCEDURE FOR DIFFERENTIAL SYSTEMS

This procedure consists of the following steps, where we assume that we indeed can find a birational transformation to some differential Painlevé equation; otherwise, the process will terminate at some step. Note that the procedure follows some of the same lines as the discrete case presented in Ref. 3, in particular steps 2–4. However, there are certain differences, particularly in the construction of a space of initial conditions, which we will point out when we arrive at them. In the following outline, we make reference to some concepts from the geometric theory, which will be explained in detail in our first expository example.

(Step 1) **Construct a space of initial conditions for the system.** Begin by considering the system as a pair of first-order equations. We compactify the fibers of the phase space of the nonautonomous system from \( \mathbb{C}^2 = \mathbb{C} \times \mathbb{C} \) to \( \mathbb{P}^1 \times \mathbb{P}^1 \), so we have a trivial bundle over \( \mathbb{C} \) (possibly with some fixed singularities of the system removed) on which the differential equation corresponds to a rational vector field. Find the points where the components of the vector field have indeterminacies (points where both the numerator and the denominator of the rational functions vanish). Here we run into a subtle point that is particular to the differential case, which is that we must determine whether these singular points of the vector field are accessible (in the sense that they can be reached by solutions with initial data where the vector field is regular). Resolve all such accessible singular points using the blowup procedure, until we have a space to which the vector field lifts to one with no more accessible singularities (we will address the question of when an indeterminacy of the vector field represents an accessible singularity in detail in our second example). Identify the inaccessible divisors in the fibers of the resulting bundle and remove them, after which we arrive at a space of initial conditions: a bundle over the independent variable space admitting a uniform foliation by solution curves transverse to the fibers.

(Step 2) **Determine the surface type, according to Sakai’s classification scheme.** In Sakai’s scheme, the surfaces associated with Painlevé equations are obtained from \( \mathbb{P}^1 \times \mathbb{P}^1 \) through the blowups of eight points. However, in practice, we may require more blowups to arrive at a space of initial conditions for the differential system, which would result in a nonminimal surface that must be further transformed by blowing down some \((-1)\)-curves to arrive at a Sakai surface. Once we have a space of initial conditions, the inaccessible divisors on each surface should form the irreducible components of an anti-
canonical divisor and should each have self-intersection index $-2$. This divisor can be identified as the proper transform of some biquadratic curve on $\mathbb{P}^1 \times \mathbb{P}^1$ (i.e., a curve whose defining polynomial, when written in a coordinate chart, has bidegree $(2,2)$). The components of the anticanonical divisor should also be associated with an affine Dynkin diagram; components correspond to nodes, which are connected when the corresponding components intersect. The type of this Dynkin diagram determines the type of the surface in Sakai’s classification, and is called the surface type of the system.

(Step 3) **Find an identification with the standard model on the level of** $\text{Pic}(\mathcal{X})$. At this step, make an identification between the surfaces obtained above and the standard model of Sakai surfaces of the same type on the level of their Picard lattices. We need to ensure that this change of basis identifies the surface roots (or nodes of the Dynkin diagrams of our surface corresponding to the inaccessible divisors) with the standard example, and matches the semigroups of effective divisor classes. Note that unless there is some desired parameter matching with the standard form of the Painlevé equation in question, the method from this point onward is simpler than that for the discrete case. If we are interested in identifying only the differential systems, rather than the discrete and differential systems simultaneously, then we do not need to adjust this identification.

(Step 4) **Find the change of variables reducing the given system to the standard form.** We need to find the birational mapping that induces the identification from the previous step, which will provide the change of variables to the standard form of the relevant Painlevé equation. For this, we form an Ansatz and successively impose conditions from the identification to determine the coefficients. An important part of this computation is the identification of various parameters between the two problems, which may be done using the period mapping on the surfaces forming our space of initial conditions.

We remark that the compactification in Step 1 may be chosen as a different minimal model, namely, $\mathbb{P}^2$ or one of the Hirzebruch surfaces $\mathbb{F}_i$. A different choice of compactification does not, in principle, pose a problem, and the only adaptations to the method to be made come from elementary facts about these minimal models, for example, the structure of their Picard groups. However, in our experience, choosing one of the Hirzebruch surfaces leads more often to situations where blowdowns are required to arrive at a family of Sakai surfaces, and we make the choice of $\mathbb{P}^1 \times \mathbb{P}^1$ because this is what is used in the reference models of surfaces in Ref. 9.

3 | **SEMICLASSICAL LAGUERRE WEIGHT**

3.1 | **The space of initial conditions for the semiclassical Laguerre weight**

We first construct a space of initial conditions for the differential system (7). As it is nonautonomous and has a fixed singularity at $s = 0$, we consider its phase space first as a trivial bundle over $\mathbb{C}\setminus\{0\}$ with fiber over $s$ being $\mathbb{C}^2$ with coordinates $(x, y)$. We then compactify the $\mathbb{C}^2$-fibers to $\mathbb{P}^1 \times \mathbb{P}^1$. Considering the variables $(x, y)$ from (7) as a set of affine coordinates, we introduce $X = 1/x, Y = 1/y$, so $\mathbb{P}^1 \times \mathbb{P}^1$ is covered by the usual four charts, namely, $(x, y), (X, y), (x, Y), (X, Y)$. Equations (7) then give a rational vector field on the part of the bundle visible in the $(x, y)$-chart. Via the transition functions $X = 1/x, Y = 1/y$, this extends uniquely to define a rational vector field on the whole bundle, the indeterminacies of which we will be interested in.
We see from (7) that the vector field is regular on the part of the \((x, y)\)-coordinate neighborhood where \(x \neq 0\). The vector field diverges where \(x = 0\) except for at the points of indeterminacy
\[
q_1 : (x, y) = (0, 0), \quad q_2 : (x, y) = (0, \alpha/N),
\]
with both components \(\frac{dx}{ds}, \frac{dy}{ds}\) being indeterminate at both of these points. We blow up each of these points in the \(\mathbb{P}^1 \times \mathbb{P}^1\) fiber, introducing for each \(q_i\) a pair of \(C^2\)-coordinate charts \((u_i, v_i), (U_i, V_i)\), in which the exceptional divisor \(F_i\) replacing \(q_i\) is given by \(v_i = 0, V_i = 0\), respectively:
\[
(x, y) = (u_1v_1, v_1) = (V_1, U_1V_1),
\]
\[
(x, y - \alpha/N) = (u_2v_2, v_2) = (V_2, U_2V_2).
\]
The vector field on the bundle lifts uniquely under the blowup of the fiber, and can be computed by direct substitution using the relations above as changes of variables. For example, in the \((u_1, v_1)\) chart, we have
\[
\frac{du_1}{ds} = -2s(s + 1)N + (2s + N - s^2N)u_1 - (s + 1)nu_1^2 - 2N(s + 1)u_1^2v_1 - \frac{2s(s + 1)N}{4s^2},
\]
\[
\frac{dv_1}{ds} = (s + 1)(2s\alpha - 2sNv_1 + nu_1^2v_1 + Nu_1^2v_1^2) - \frac{4s^2u_1}{4s^2}.
\]
Similarly, in the \((U_1, V_1)\) chart, we have
\[
\frac{dU_1}{ds} = (s + 1)n + (s^2N - N - 2s)U_1 + 2(s + 1)NU_1^2 + 2(s + 1)NU_1V_1 - \frac{4s^2}{4s^2},
\]
\[
\frac{dV_1}{ds} = 2s(s + 1)\alpha + (2s + N - s^2N)V_1 - 4s(s + 1)NU_1V_1 - (s + 1)NV_1^2 - \frac{4s^2}{4s^2}.
\]
From (25) and (26), we may deduce that the singularity at \(q_1\) is resolved. To be precise, we have the vector field on the exceptional divisor being given in the first chart by substituting \(v_1 = 0\) in (25):
\[
\frac{du_1}{ds} = -2s(s + 1)N + (2s + N - s^2N)u_1 - (s + 1)nu_1^2 - \frac{2s(s + 1)N}{4s^2},
\]
\[
\frac{dv_1}{ds} = \frac{(s + 1)\alpha}{2su_1}.
\]
and in the second chart by substituting $V_1 = 0$ in (26):

$$\frac{dU_1}{ds} = \frac{(s+1)n - (2s + N - s^2N)U_1 + 2s(s+1)NU_1^2}{4s^2}, \tag{28a}$$

$$\frac{dV_1}{ds} = \frac{(s+1)\alpha}{2s}. \tag{28b}$$

For each point $p$ on $F_1$ where $u_1 \neq 0$, the vector field is regular, so for any path through $s_0 \in \mathbb{C}\setminus\{0\}$, we have a unique analytic solution passing through $p$ in the fiber over $s_0$. We already knew that no solution curves pass through the part of the bundle given by $x = 0$ away from $q_1, q_2$ in this chart. So, we have a family of disjoint local solution curves parametrized by where they intersect $F_1$, and we have resolved the singularity at $q_1$. Computing along the same lines allows us to deduce that the vector field is regular on the part of $F_2$ where $u_2 \neq 0$, and the singularity at $q_2$ is also resolved. We note that the points on $F_1, F_2$ given by $(u_1, v_1) = (0, 0), (u_2, v_2) = (0, 0)$, respectively, are inaccessible in the same sense that the part of the $(x, y)$-coordinate patch where $x = 0$ but $y \neq 0, \alpha/N$ is. In fact, these points on the exceptional lines correspond to their intersection with the proper transform (also known as strict transform) of the line in $\mathbb{P}^1 \times \mathbb{P}^1$ defined by $x = 0$, which we explain now for completeness.

Denote the projection map from the blowups of $q_1, q_2$ by

$$\pi_{12} : \text{Bl}_{q_1,q_2}(\mathbb{P}^1 \times \mathbb{P}^1) \to \mathbb{P}^1 \times \mathbb{P}^1, \tag{29}$$

so $\pi_{12}$ is an isomorphism away from $q_1, q_2$, and the exceptional divisors are $F_1 = \pi_{12}^{-1}(q_1), F_2 = \pi_{12}^{-1}(q_2)$. If $C$ is a curve on $\mathbb{P}^1 \times \mathbb{P}^1$, its total transform (or pullback) is a curve on $\text{Bl}_{q_1,q_2}(\mathbb{P}^1 \times \mathbb{P}^1)$ given as the preimage $\pi_{12}^{-1}(C)$. If $C$ is irreducible and does not pass through $q_1, q_2$, then its total transform will also be irreducible and isomorphic to $C$. However, if $C$ passes through either $q_1$ or $q_2$, then its preimage under $\pi_{12}$ will have more irreducible components. For example, the line in $\mathbb{P}^1 \times \mathbb{P}^1$ defined by $x = 0$ intersects both $q_1$ and $q_2$, and in the charts $(u_1, v_1), (u_2, v_2)$ for $\text{Bl}_{q_1,q_2}(\mathbb{P}^1 \times \mathbb{P}^1)$, we may compute its preimage under $\pi_{12}$ in charts by direct substitution:

$$x = u_1v_1 = 0, \quad x = u_2v_2 = 0. \tag{30}$$

These local equations reveal that the total transform has three irreducible components, namely, $F_1, F_2$ (given by $v_1 = 0, v_2 = 0$, respectively) and the proper transform of the line $\{x = 0\}$, which can be understood as the closure in $\text{Bl}_{q_1,q_2}(\mathbb{P}^1 \times \mathbb{P}^1)$ of the preimage $\pi_{12}^{-1}(\{x = 0\}\setminus\{q_1, q_2\})$. For the remainder, we will use the standard notation for the total and proper transforms of divisors under blowups. For the current example, if the divisor $\{x = 0\}$ on $\mathbb{P}^1 \times \mathbb{P}^1$ is denoted by $H_x$, then we use the same symbol for its total transform on $\text{Bl}_{q_1,q_2}(\mathbb{P}^1 \times \mathbb{P}^1)$. Then, the proper transform is written as $H_x = F_1 - F_2$, because unions of curves correspond to sums of divisors and we have the total transform written as the sum of its three irreducible components as $H_x = (H_x - F_1 - F_2) + (F_1) + (F_2)$.

We see from the above equations that the intersections of the proper transform with $F_1, F_2$ are given in coordinates by $(u_1, v_1) = (0, 0), (u_2, v_2) = (0, 0)$, respectively. From this, our previous calculations show that the vector field diverges on the proper transform of $\{x = 0\}$ and no solution curves from elsewhere on the bundle pass through it: it is an inaccessible divisor.
We now proceed with our analysis elsewhere on the bundle, beginning with the \((x, Y)\)-chart. After direct substitution the only indeterminacy we find here is given by \((x, Y) = (0, N/\alpha)\), which is just \(q_2\) in this chart. We again see that the line \(\{x = 0\}\) away from \(q_2\) is inaccessible, and we identify another inaccessible divisor given by the line \(\{Y = 0\}\). In the chart \((X, y)\), we have another singularity at

\[q_3 : (X, y) = (0, -n/N),\]  

where we note that, importantly, the first component \(\frac{dX}{ds}\) is regular but \(\frac{dy}{ds}\) is indeterminate. We observe again that the vector field, or more precisely its second component \(\frac{dy}{ds}\), diverges on \(\{X = 0\}\) away from \(q_3\). Blowing up \(q_3\) and introducing charts

\[(X, y + n/N) = (u_3v_3, v_3) = (V_3, U_3V_3),\]  

we see by a calculation similar to those in the cases of \(q_1, q_2\) that the vector field is then regular on the exceptional divisor \(F_3\) except at the point \((u_3, v_3) = (0, 0)\), which is its intersection with the proper transform of the line \(\{X = 0\}\).

At this point, we have resolved all singularities of the system away from \((X, Y) = (0, 0)\) on \(\mathbb{P}^1 \times \mathbb{P}^1\). Indeed, in the \((X, Y)\) chart, we have

\[\begin{align*}
\frac{dX}{ds} &= \frac{(s + 1)NY - (2s + N - s^2N)XY + 4s(s + 1)NX^2 - 2s(s + 1)\alpha X^2Y}{4s^2Y}, \\
\frac{dY}{ds} &= \frac{-(s + 1)NY - (s + 1)nY^2 + 2s(s + 1)NX^2 - 2s(s + 1)\alpha X^2Y}{4s^2X},
\end{align*}\]  

so we see a new singularity at

\[q_4 : (X, Y) = (0, 0),\]  

at which both components \(\frac{dX}{ds}, \frac{dy}{ds}\) are indeterminate. Blowing this up and introducing charts \((u_4, v_4), (U_4, V_4)\) according to

\[(X, Y) = (u_4v_4, u_4) = (V_4, U_4V_4),\]  

we see that, unlike \(q_1, q_2, q_3\), the singularity is not immediately resolved. In particular, the vector field in the second chart is given by

\[\begin{align*}
\frac{dU_4}{ds} &= \frac{-2(s + 1)NU_4 - 2s(s + 1)NV_4 + (2s + N - s^2N)U_4V_4 - (s + 1)nU_4^2V_4}{4s^2V_4}, \\
\frac{dV_4}{ds} &= \frac{(s + 1)NU_4 + 4s(s + 1)NV_4 - (2s + N - s^2N)U_4V_4 - 2s(s + 1)\alpha U_4^2V_4}{4s^2U_4},
\end{align*}\]  

and we see that on the exceptional divisor \(F_4\), there is still a singularity

\[q_5 : (U_4, V_4) = (0, 0).\]
at which both \( \frac{dU_4}{ds}, \frac{dV_4}{ds} \) are indeterminate, so we must blow up this point too. To resolve the singularity at \( q_4 \), we require five blowups in total, of points defined in coordinates as follows:

\[
\begin{align*}
q_4 : (X, Y) &= (0, 0), \quad (X, Y) = (u_4v_4, v_4) = (V_4, U_4V_4), \\
q_5 : (U_4, V_4) &= (0, 0), \quad (U_4, V_4) = (u_5v_5, v_5) = (V_5, U_5V_5), \\
q_6 : (u_5, v_5) &= (-2s, 0), \quad (u_5 + 2s, v_5) = (u_6v_6, v_6) = (V_6, U_6V_6), \\
q_7 : (u_6, v_6) &= (2s(s - 1), 0), \quad (u_6 - 2s(s - 1), v_6) = (V_7, U_7V_7), \\
q_8 : (u_7, v_7) &= \left(-\frac{2s}{N}(N + s^2N + 2s(1 + n + \alpha - N)), 0\right), \\
&\quad \left(u_7 + \frac{2s}{N}(N + s^2N + 2s(1 + n + \alpha - N)), v_7\right) = (u_8v_8, v_8) = (V_8, U_8V_8).
\end{align*}
\]

By direct calculation in the two charts \((u_8, v_8)\) and \((U_8, V_8)\), we find that the vector field on the exceptional divisor \( F_8 \), where \( v_8 = 0 \), respectively, \( V_8 = 0 \), has no more indeterminacies. After making the change of variables and then substituting \( v_8 = 0 \), this is given by

\[
\begin{align*}
\frac{du_8}{ds} &= \frac{U(s, n, N, \alpha) + N(3s^2N - 3N + 10s)u_8}{4s^2}, \\
\frac{dv_8}{ds} &= -\frac{(s + 1)N}{4s^2},
\end{align*}
\]

where \( U \) is a known polynomial in \( s, n, N, \alpha \) which we omit for conciseness. In the other chart, we make the change of variables and then substitute \( V_8 = 0 \) to obtain

\[
\begin{align*}
\frac{dU_8}{ds} &= \frac{U_8(V(s, n, N, \alpha) - N(3s^2N - 3N + 10s)U_8)}{4s^2N}, \\
\frac{dV_8}{ds} &= -\frac{(s + 1)N}{4s^2U_8},
\end{align*}
\]

where similarly, \( V \) is a known polynomial in \( s, n, N, \alpha \). From the above results, we deduce that on the part of \( F_8 \) where \( U_8 \neq 0 \), the vector field is regular, and there are no more indeterminacies left to resolve.

After the eight blowups of the \( \mathbb{P}^1 \times \mathbb{P}^1 \)-fiber over \( s \), we obtain a rational surface \( \mathcal{X}_s \). We denote the group of divisors \( \text{Div}(\mathcal{X}_s) \), whose elements are formal integer sums of closed irreducible codimension one subvarieties of \( \mathcal{X}_s \), the quotient of which by the subgroup \( \mathcal{P}(\mathcal{X}_s) \) of principal divisors (i.e., by the relation of linear equivalence) is the divisor class group

\[
\text{Cl}(\mathcal{X}_s) = \text{Div}(\mathcal{X}_s) / \mathcal{P}(\mathcal{X}_s).
\]

As \( \mathcal{X}_s \) is smooth, this is isomorphic to the Picard group (or Picard lattice) \( \text{Pic}(\mathcal{X}_s) \), whose elements are line bundles on \( \mathcal{X}_s \) with group operation being tensor product. We can write this as

\[
\text{Pic}(\mathcal{X}_s) \cong \text{Cl}(\mathcal{X}_s) = \mathbb{Z}H_x + \mathbb{Z}H_y + \mathbb{Z}F_1 + \cdots \mathbb{Z}F_8,
\]
where \( H_x, H_y \) are the classes of total transforms of curves on \( \mathbb{P}^1 \times \mathbb{P}^1 \) of constant \( x \) (or \( X \)) and \( y \) (or \( Y \)), respectively, and \( F_i = [F_i] \) is the class of the exceptional divisor of the blowup of \( q_i \) (or more precisely its total transform under any further blowups of points on \( F_i \)). The Picard group \( \text{Pic}(\mathcal{X}_s) \) is equipped with the symmetric bilinear \textit{intersection form} defined by

\[
H_x \cdot H_x = H_y \cdot H_y = H_x \cdot F_i = H_y \cdot F_j = 0,
\]

\[
H_x \cdot H_y = 1,
\]

\[
F_i \cdot F_j = -\delta_{ij},
\]

(44)

on the generators, extended by symmetry and linearity. We give a schematic representation of the configuration of points that were blown up and also the resulting surface in Figure 1, in which blue curves represent inaccessible divisors. We also collect the locations in coordinates of the eight points in Figure 2.

The only step remaining in the construction of a space of initial conditions for the system (7) is to identify and remove the inaccessible divisors from each fiber \( \mathcal{X}_s \). In our earlier calculations, we identified the following inaccessible divisors: the proper transform of the line \( \{ x = 0 \} \), which is the divisor \( H_x - F_1 - F_2 \in \text{Div}(\mathcal{X}_s) \), the proper transform of the line \( \{ X = 0 \} \), which is \( H_x - F_3 - F_4 \), and the proper transform of the line \( \{ Y = 0 \} \), which is \( H_y - F_4 - F_5 \) (as \( q_5 \) was found at the intersection of \( F_4 \) and the proper transform of \( \{ Y = 0 \} \) under the blowup of \( q_4 \)). Further calculations in charts reveal that the vector field diverges everywhere in \( \pi^{-1}(q_4) \) except for the part of \( F_8 \) where \( U_8 \neq 0 \), so we also have the following inaccessible divisors: \( F_4 - F_5, F_5 - F_6, \)
We denote these by $D_i$ as follows:

\begin{align*}
D_0 &= F_7 - F_8, & D_4 &= H_y - F_4 - F_5, \\
D_1 &= H_x - F_3 - F_4, & D_5 &= H_x - F_1 - F_2, \\
D_2 &= F_4 - F_5, & D_6 &= F_6 - F_7, \\
D_3 &= F_5 - F_6.
\end{align*}

(45)

We remove the union of these curves $D_{\text{red}} = \bigcup_{i=0}^{6} D_i$ from the surface $\mathcal{X}_s$ to arrive at a bundle over $B = \mathbb{C}\setminus\{0\}$ with fiber over $s$ given by $\mathcal{X}_s\setminus D_{\text{red}}$, which we denote

\begin{align*}
\rho : E \longrightarrow B, \\
\rho^{-1}(s) &= \mathcal{X}_s\setminus D_{\text{red}}.
\end{align*}

(46)

This bundle admits a uniform foliation\textsuperscript{10,39} by solution curves transverse to the fibers, and each fiber can be regarded as a space of initial conditions for the system (7).

### 3.2 The surface type

We now perform step 2 of the identification procedure, showing that $\mathcal{X}_s$ constructed above is an example of the surfaces appearing in Sakai’s theory, and determine its type in the classification. This is done by identifying an anticanonical divisor of the surface $\mathcal{X}_s$, which is by definition the pole divisor of a rational 2-form on $\mathcal{X}_s$. This 2-form will also provide the symplectic structure of the resulting Hamiltonian system on the bundle $E$ (see Subsection 3.3.3). As we are dealing with an eight-point blowup of $\mathbb{P}^1 \times \mathbb{P}^1$, the class in $\text{Pic}(\mathcal{X}_s)$ of the anticanonical divisor should be

\begin{align*}
-\mathcal{K}_{\mathcal{X}_s} &= 2H_x + 2H_y - F_1 - F_2 - F_3 - F_4 - F_5 - F_6 - F_7 - F_8.
\end{align*}

(47)

This divisor can be identified from the configuration of the points $q_1, \ldots, q_8$ by finding a biquadratic curve on $\mathbb{P}^1 \times \mathbb{P}^1$ on which these points lie. In this case, we can take the curve as the pole divisor of the rational 2-form

\begin{align*}
\omega = k \frac{dx \wedge dy}{x} = -k \frac{dX \wedge dY}{X} = -k \frac{dx \wedge dY}{Y^2} = k \frac{dX \wedge dY}{XY^2},
\end{align*}

(48)

where $k$ is a nonzero constant which we allow to be arbitrary at this stage. The pole divisor of $\omega$ passes through $q_1, \ldots, q_8$, including the infinitely near points in the cascade over $q_4$. The proper transform of the biquadratic curve in $\mathbb{P}^1 \times \mathbb{P}^1$ under the blowups (or equivalently the pole divisor of the 2-form $\omega$ lifted to $\mathcal{X}_s$) gives an anticanonical divisor $D \in |-\mathcal{K}_{\mathcal{X}_s}|$, whose irreducible components are exactly the inaccessible divisors identified when we resolved the indeterminacies of the system above. This is given in terms of $D_i$ introduced in (45) as follows:

\begin{align*}
D = D_0 + D_1 + 2D_2 + 3D_3 + 2D_4 + D_5 + 2D_6.
\end{align*}

(49)
Sakai defined a **generalized Halphen surface** to be a complex nonsingular projective surface with an anticanonical divisor of **canonical type**. That is, a surface $\mathcal{X}$ with an anticanonical divisor $D \in | - K_{\mathcal{X}}|$ whose decomposition $D = \sum_i m_i D_i$ into irreducible components is such that $[D_i] \cdot K_{\mathcal{X}} = 0$ for all $i$, where $[D_i]$ is the class of $D_i$ in $\text{Pic}(\mathcal{X})$. A generalized Halphen surface has either $\text{dim} | - K_{\mathcal{X}}| = 1$, in which case we have a pencil of anticanonical divisors and $\mathcal{X}$ is a rational elliptic surface, or $\text{dim} | - K_{\mathcal{X}}| = 0$, in which case there is a unique anticanonical divisor and we call $\mathcal{X}$ a **Sakai surface**, which is the kind associated with Painlevé equations.

Sakai surfaces are classified first according to an affine Dynkin diagram determined by the matrix $(A_{ij})$ giving the intersection configuration of the components of the anticanonical divisor $[D_i] \cdot [D_j] = A_{ij}$. The type $R$ of the affine Dynkin diagram associated with this intersection configuration is the **surface type**, and the classes $\delta_i = [D_i]$ in $\text{Pic}(\mathcal{X}_c)$ of the irreducible components of the anticanonical divisor form a basis of simple roots for an affine root system, which we call the **surface root basis**, and whose $\mathbb{Z}$-span in $\text{Pic}(\mathcal{X}_c)$ is the **surface root lattice**, denoted as

$$Q(R) = Q\left(E_6^{(1)}\right) = \text{span}_{\mathbb{Z}}\{\delta_0, \delta_1, \delta_2, \delta_3, \delta_4, \delta_5, \delta_6\} \subset \text{Pic}(\mathcal{X}_c).$$

**Proposition 1.** The surface $\mathcal{X}_s$ constructed above is a Sakai surface, with surface type $E_6^{(1)}$.

**Proof.** It can be verified by direct calculation that $D$ given by (49) is an anticanonical divisor; with the components as in Figure 3, we see that

$$D = \delta_0 + \delta_1 + 2\delta_2 + 3\delta_3 + 2\delta_4 + \delta_5 + 2\delta_6,$$

$$= 2\mathcal{H}_x + 2\mathcal{H}_y - \mathcal{F}_1 - \mathcal{F}_2 - \mathcal{F}_3 - \mathcal{F}_4 - \mathcal{F}_5 - \mathcal{F}_6 - \mathcal{F}_7 - \mathcal{F}_8,$$

so $D \in | - K_{\mathcal{X}_s}|$. The fact that $\text{dim} | - K_{\mathcal{X}_s}| = 0$ can be verified by noting that the pole divisor of the symplectic form (60) is the unique biquadratic curve in $\mathbb{P}^1 \times \mathbb{P}^1$ passing through all eight points $q_1, \ldots, q_8$. The fact that this anticanonical divisor is of canonical type can be verified by direct calculation of $\delta_i \cdot K_{\mathcal{X}_s}$ using the formulae (44). Finally, we compute the intersection configuration of the classes $\delta_i$ to be given by

$$-(\delta_i \cdot \delta_j) = \begin{pmatrix}
2 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 2 & -1 & 0 & 0 & 0 & 0 \\
0 & -1 & 2 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 2 & -1 & 0 & -1 \\
0 & 0 & 0 & -1 & 2 & -1 & 0 \\
-1 & 0 & 0 & -1 & 0 & 0 & 2
\end{pmatrix}.$$  

**Figure 3** The surface root basis for the semiclassical Laguerre weight
which is the generalized Cartan matrix of affine type $E_6^{(1)}$, \(^{46}\) whose Dynkin diagram we give in Figure 3.

3.3 | Standard model of $E_6^{(1)}$-surfaces and $P_{IV}$

At this stage, we have determined the surface type for the differential system (7), which tells us which Painlevé equation it should be transformable to, namely, the fourth Painlevé equation $P_{IV}$. For this, we require the standard model of Sakai surfaces of type $E_6^{(1)}$ as provided by Ref. \(^{9}\), with which we aim to identify those constructed in the previous section. These surfaces provide the space of initial conditions for the fourth Painlevé equation in the Hamiltonian form

$$
\begin{align*}
\frac{dq}{dt} &= \frac{\partial H}{\partial p} = q(2p - q - t) - a_1, \\
\frac{dp}{dt} &= -\frac{\partial H}{\partial q} = p(2q - p + t) + a_2,
\end{align*}
$$

where $a_1, a_2$ are free complex parameters. The system (53) is equivalent to $P_{IV}$ for $q(t)$ in the scalar form

$$
\frac{d^2q}{dt^2} = \frac{1}{2q} \left( \frac{dq}{dt} \right)^2 + \frac{3}{2} q^3 + 2tq^2 + \left( \alpha + \frac{t^2}{2} \right) + \frac{\beta}{2q}, \quad \text{where } \alpha = a_2 - a_0, \ \beta = -a_1^2. \quad (54)
$$

Here $a_0$ is an extra parameter that will also appear in the point configuration, which is determined by the normalization

$$
a_0 + a_1 + a_2 = 1. \quad (55)
$$

We remark that this scalar form of $P_{IV}$ is slightly different from the standard one, which may be recovered from (54) by the scaling $q \rightarrow q/\sqrt{2}, \ t \rightarrow \sqrt{2}t$. The same scaling applied to (53) gives the Hamiltonian form of $P_{IV}$ due to Okamoto.\(^{10,31,33}\) However, we use the system (53) as our reference model as it is the one appearing in Ref. \(^{9}\), which allows us to make use of the geometric data for the associated model of $E_6^{(1)}$ surfaces therein.

3.3.1 | Point configuration and anticanonical divisor

To construct the surfaces, we begin with affine coordinates $(q, p)$, from which we introduce $Q = 1/q, P = 1/p$ similarly to in Subsection 3.1, so we have $\mathbb{P}^1 \times \mathbb{P}^1$ covered by the four affine charts $(q, p), (Q, p), (q, P), (Q, P)$. There are three points in $\mathbb{P}^1 \times \mathbb{P}^1$ initially identifiable as requiring blowups. For two of these, we require two blowups to resolve the singularities of the differential system, whereas the third requires four successive blowups. We show the configuration of these points in Figure 4, with their locations in coordinates in Figure 5. We use the same convention for introducing blowup coordinates as above, with two charts $(\tilde{u}_i, \tilde{v}_i), (\tilde{U}_i, \tilde{V}_i)$ introduced after the blowup of $p_i$, in which the exceptional divisor is given by $\tilde{v}_i = 0, \tilde{V}_i = 0$, respectively.
We denote the surface obtained through these eight blowups by \( \tilde{X}_1 \), with exceptional divisors arising from the eight blowups \( E_1, ... E_8 \in \text{Div}(\tilde{X}_1) \). The inaccessible divisors, which we denote by \( \tilde{D}_i \), are given by

\[
\begin{align*}
\tilde{D}_0 &= E_7 - E_8, & \tilde{D}_4 &= H_p - E_3 - E_5, \\
\tilde{D}_1 &= E_1 - E_2, & \tilde{D}_5 &= E_3 - E_4, \\
\tilde{D}_2 &= H_q - E_1 - E_5, & \tilde{D}_6 &= E_6 - E_7, \\
\tilde{D}_3 &= E_5 - E_6.
\end{align*}
\]  

We write the Picard lattice of the surface \( \tilde{X}_1 \) in terms of generators as

\[
\text{Pic}(\tilde{X}_1) \cong \mathbb{Z}H_q + \mathbb{Z}H_p + \mathbb{Z}E_1 + \cdots + \mathbb{Z}E_8,
\]  

where \( H_q, H_p \) are the classes of total transforms of curves on \( \mathbb{P}^1 \times \mathbb{P}^1 \) of constant \( q \) (or \( Q \)) and \( p \) (or \( P \)), respectively, and \( E_i = [E_i] \) are the exceptional classes arising from the blowups. Again, the inaccessible divisors give a representative of the anticanonical divisor class, given in terms of the surface roots \( \delta_i = [\tilde{D}_i] \) as in Figure 6 by

\[
-\mathcal{K}_{\tilde{X}_1} = \delta_0 + \delta_1 + 2\delta_2 + 3\delta_3 + 2\delta_4 + \delta_5 + 2\delta_6 = 2H_q + 2H_p - E_1 - E_2 - E_3 - E_4 - E_5 - E_6 - E_7 - E_8.
\]
3.3.2 Period mapping and root variables

The locations of the eight points that were blown up to obtain the surface $\tilde{X}_t$ depend on, in addition to the independent variable $t$, three parameters $a_0, a_1, a_2$ subject to the normalization (55). These parameters are the root variables for the surface $\tilde{X}_t$, which correspond to a choice of root basis for another affine root lattice in $\text{Pic}(\tilde{X}_t)$, which we call the symmetry root lattice. This is given by the orthogonal complement in $\text{Pic}(\tilde{X}_t)$ (with respect to the intersection form) of the surface root lattice $Q(R)$, and is denoted by $Q(R^\perp)$, where the symmetry type of the surface is the type $R^\perp$ of its affine Dynkin diagram. With the choice of symmetry root basis as in Ref. 9, we have

$$Q(R^\perp) = Q\left( A_2^{(1)} \right) = \text{span}_\mathbb{Z} \{ \tilde{\alpha}_0, \tilde{\alpha}_1, \tilde{\alpha}_2 \} \subset \text{Pic}(\tilde{X}_t), \quad (59)$$

where the symmetry roots $\tilde{\alpha}_0, \tilde{\alpha}_1, \tilde{\alpha}_2$ are given in Figure 7.

To define the period mapping, we choose a rational symplectic form on $\tilde{X}_t$ whose pole divisor is the configuration of curves $\tilde{D}_i$ as in (56). Any such symplectic form is given in the affine $(q, p)$-chart by $k dq \wedge dp$, where $k$ is a nonzero constant that will be normalized later. To calculate the value of the period mapping on the symmetry root basis, we will need to work with the symplectic form $\tilde{\omega}$ in a number of charts:

$$\tilde{\omega} = k dq \wedge dp = -k \frac{dQ \wedge dP}{Q^2} = -k \frac{dQ \wedge dP}{P^2} = k \frac{dQ \wedge dP}{Q^2 P^2}$$

$$= \frac{k d\tilde{u}_1 \wedge d\tilde{v}_1}{\tilde{v}_1} = -\frac{k d\tilde{u}_3 \wedge d\tilde{v}_3}{\tilde{v}_3} = \frac{k d\tilde{u}_5 \wedge d\tilde{v}_5}{\tilde{u}_5^2 \tilde{v}_5^3}$$

$$= \frac{k d\tilde{u}_6 \wedge \tilde{v}_6}{\tilde{v}_6^2 (1 + \tilde{u}_6 \tilde{v}_6)^2} = \frac{k d\tilde{u}_7 \wedge d\tilde{v}_7}{\tilde{v}_7^2 (1 + \tilde{u}_7 \tilde{v}_7 (t + \tilde{u}_7 \tilde{v}_7))^2}. \quad (60)$$
Choosing $\omega$ as above, the period mapping is a linear map

$$\tilde{\chi} : Q(R^\perp) \longrightarrow \mathbb{C}, \quad (61)$$

which gives the root variables corresponding to the symmetry root basis

$$a_i = \tilde{\chi}(\tilde{\alpha}_i). \quad (62)$$

These are computed according to the following process for each $\tilde{\alpha}_i$ in the symmetry root basis (see Refs. 8 for details, or Refs. 3, 19 for more examples of explicit calculations):

- First, express $\tilde{\alpha}_i$ as a difference of two effective divisors, $\tilde{\alpha}_i = [C_i^1] - [C_i^0]$, where $C_i^1$ and $C_i^0$ are irreducible curves.
- Note the unique component $\tilde{D}_k$ of the anticanonical divisor such that $[\tilde{D}_k] \cdot [C_i^1] = [\tilde{D}_k] \cdot [C_i^0] = 1$. Denote the points where $\tilde{D}_k$ intersects the curves by $P_i = \tilde{D}_k \cap C_i^0$ and $Q_i = \tilde{D}_k \cap C_i^1$.
- The period mapping can then be computed as

$$\tilde{\chi}(\tilde{\alpha}_i) = \tilde{\chi}([C_i^1] - [C_i^0]) = \int_{P_i}^{Q_i} \frac{1}{2\pi i} \oint_{\tilde{D}_k} \omega = \int_{P_i}^{Q_i} \text{res}_{\tilde{D}_k} \omega. \quad (63)$$

For the surface $\tilde{X}_i$ and the choice of symmetry root basis in Figure 7, the root variables are provided by the following lemma, which is proven by standard calculations using the method above.

**Lemma 1.**

(a) The residue of the rational symplectic form $\omega$ given in charts by (60) along each of the irreducible components of the anticanonical divisor is given by

$$\text{res}_{\tilde{D}_0} \omega = -\tilde{k} \tilde{u}_7, \quad \text{res}_{\tilde{D}_1} \omega = -\tilde{k} \tilde{u}_1, \quad \text{res}_{\tilde{D}_2} \omega = 0, \quad \text{res}_{\tilde{D}_3} \omega = 0, \quad \text{res}_{\tilde{D}_4} \omega = 0, \quad \text{res}_{\tilde{D}_5} \omega = \tilde{k} \tilde{u}_3, \quad \text{res}_{\tilde{D}_6} \omega = 0. \quad (64)$$

(b) The values of the period mapping on the symmetry roots in Figure 7 are given by

$$\tilde{\chi}(\tilde{\alpha}_0) = -\tilde{k} a_0, \quad \tilde{\chi}(\tilde{\alpha}_1) = -\tilde{k} a_1, \quad \tilde{\chi}(\tilde{\alpha}_2) = -\tilde{k} a_2. \quad (65)$$

(c) By normalizing the symplectic form with $\tilde{k} = -1$, we have the parameters $a_i$ in the point configuration being the root variables for the surface $\tilde{X}_i$ with the choice of symmetry root basis in Figure 7. This also yields the parameter normalization

$$a_0 + a_1 + a_2 = \tilde{\chi}(\tilde{\alpha}_0 + \tilde{\alpha}_1 + \tilde{\alpha}_2) = \tilde{\chi}(-\mathcal{K}_{\tilde{X}_i}) = 1. \quad (66)$$

3.3.3 Symplectic atlas and global Hamiltonian structure of $P_{IV}$ on Okamoto’s space

In Refs. 37–40, certain uniqueness results for Hamiltonian systems on the spaces constructed by Okamoto were proved, which give the theoretical basis for our method. These ensure that
appropriate identifications between surfaces provide transformations relating differential systems to the standard Hamiltonian forms of Painlevé equations. The uniqueness results relate to global Hamiltonian structures of the Painlevé equations on Okamoto’s spaces, which we recall now for the present example.

With the normalization obtained in the previous section, the symplectic form $\tilde{\omega} = dp \wedge dq$ on the fiber and Hamiltonian $H(q, p, t)$ from (53) allow us to define a global Hamiltonian structure of $P_{IV}$ on the bundle forming Okamoto’s space as follows. Similarly to in Subsection 3.1, we denote this bundle by

$$\tilde{\rho} : \tilde{E} \longrightarrow \tilde{B},$$

$$\tilde{\rho}^{-1}(t) = \tilde{E}_t = \tilde{X}_t \setminus \tilde{D}_{\text{red}}, \quad (67)$$

where $\tilde{B} = \mathbb{C}$ is the independent variable space for $P_{IV}$ and $D_{\text{red}} = \bigcup_{i=0}^6 \tilde{D}_i$ is the union of the inaccessible divisors. We take an atlas for the total space $E$, coming from the affine $(q, p)$-chart for the surface $\tilde{X}_t$ as well as charts to cover affine parts of the exceptional divisors $E_2, E_4, E_8$ that are not contained in $D_{\text{red}}$. For our purposes, we can require this atlas to be symplectic, but in a slightly weaker sense than that of Ref. 39 because we do not require the symplectic form on the fiber to be written in canonical coordinates, but just to be independent of $t$:

**Definition 1.** A symplectic atlas for the bundle $E$ is one for which the transition functions are birational and the symplectic form in each chart is independent of the point in the base space. The transition functions are of the form

$$\varphi : \mathbb{C}^3 \ni (x, y, t) \mapsto (X, Y, t) \in \mathbb{C}^3,$$

$$\varphi_t : (x, y) \mapsto (X, Y), \quad (\varphi_t)_* (F(x, y) \delta x \wedge \delta y) = G(X, Y) \delta X \wedge \delta Y, \quad (68)$$

where again $\delta$ is the exterior derivative on the fiber over $t$, and $F, G$ are rational functions independent of $t$.

With such an atlas, the following lemma allows for a differential system that is Hamiltonian in one chart to extend to the whole bundle with a Hamiltonian structure.

**Lemma 2.** If we have a symplectic atlas for a bundle $E$ as above, then given $H(x, y, t)$, there exists $K(X, Y, t)$ (unique modulo functions of $t$) such that

$$\varphi_*(F(x, y) dy \wedge dx - dH \wedge dt) = G(X, Y) dY \wedge dX - dK \wedge dt. \quad (69)$$

Further, the Hamiltonian system

$$F(x, y) \frac{dx}{dt} = \frac{\delta H}{\delta y}, \quad F(x, y) \frac{dy}{dt} = -\frac{\delta H}{\delta x} \quad (70)$$

is transformed under $\varphi$ to

$$G(X, Y) \frac{dX}{dt} = \frac{\delta K}{\delta Y}, \quad G(X, Y) \frac{dY}{dt} = -\frac{\delta K}{\delta X}. \quad (71)$$
Proof. This is a slight generalization of an elementary fact about symplectic transformations as presented in Ref. 39, and is proved by direct calculation.

For the bundle in this case, we can take the atlas to be
\[
\tilde{E} = \mathbb{C}^3_{q,p,t} \cup \mathbb{C}^3_{\tilde{u}_2,\tilde{v}_2,t} \cup \mathbb{C}^3_{\tilde{u}_4,\tilde{v}_4,t} \cup \mathbb{C}^3_{\tilde{r}_8,\tilde{s}_8,t},
\]
with gluing defined by
\[
\frac{1}{q} = \bar{v}_2(-a_2^{-1} + \tilde{u}_2 \bar{v}_2), \quad p = \bar{v}_2,
\]
\[
q = \bar{v}_4(a_1 + \tilde{u}_4 \bar{v}_4), \quad \frac{1}{p} = \bar{v}_4,
\]
\[
\frac{1}{q} = \bar{s}_8, \quad p = \frac{1 + t\bar{s}_8 - a_0\bar{s}_8^2 - \bar{r}_8\bar{s}_8^3}{\bar{s}_8}.
\]
The total space $E$ now has the structure of a fiber bundle of holomorphic symplectic manifolds, with fiber $E_t = \mathcal{X}_t \setminus D_{\text{red}}$ over $t \in \mathbb{C}$ equipped the following symplectic form:
\[
\omega_t = \delta p \wedge \delta q = \frac{\delta u_2 \wedge \delta v_2}{(\tilde{u}_2 \bar{v}_2 - a_2^{-1})^2} = \delta u_4 \wedge \delta v_4 = \delta \bar{r}_8 \wedge \delta \bar{s}_8,
\]
where we use $\delta$ to indicate the exterior derivative on the fiber $E_t$, so these equalities hold under the restrictions of the gluing to the fibers, and $t$ is treated as a constant in the calculations.

Remark 1. We have used the same charts $(\tilde{u}_2, \bar{v}_2)$ and $(\tilde{u}_4, \bar{v}_4)$ we introduced when constructing the surfaces $\mathcal{X}_t$, but we require an adjustment to our charts covering $E_8$ to define the Hamiltonian structure using the Lemma above. If we introduce the charts $(\bar{u}_8, \bar{v}_8)$ and $(\bar{U}_8, \bar{V}_8)$ in the usual way to cover the exceptional divisor $E_8$ arising from the blowup of $P_8$, namely, according to
\[
(\bar{u}_7 - t^2 + a_0, \bar{v}_7) = (\bar{u}_8 \bar{v}_8, \bar{v}_8) = (\bar{V}_8, \bar{U}_8 \bar{V}_8),
\]
then the part of $E_8$ away from the inaccessible divisors is visible in the affine $(\bar{u}_8, \bar{v}_8)$-chart. In this chart, the symplectic form is given by
\[
\omega_t = \frac{\delta \bar{v}_8 \wedge \delta \bar{u}_8}{(1 + t\bar{v}_8 + (t^2 - a_0)\bar{u}_8^2 + \bar{u}_8\bar{v}_8^2)^2}.
\]
The $t$-dependence in the symplectic form written in this chart means that Lemma 2 does not apply here, and indeed, there exists no Hamiltonian form for the differential system in this chart with respect to the symplectic form in these coordinates. We adjust our atlas by using instead the chart $(\bar{r}_8, \bar{s}_8)$ to cover the relevant part of the exceptional divisor $E_8$. This comes from the symplectic atlas constructed in Ref. 37 for the Okamoto Hamiltonian form of $P_4$, which is related to our standard model (53) by a scaling of dependent and independent variables. The relevant chart in
Ref. 37 is denoted by \((x(\infty \infty), y(\infty \infty))\), and is related to ours by

\[
x(\infty \infty) = \frac{\bar{s}_8}{\sqrt{2}}, \quad y(\infty \infty) = \sqrt{2}\bar{r}_8.
\]

The part of the exceptional divisor \(E_8\) away from its intersection with \(\hat{D}_{\text{red}}\) is visible in this chart, given by \(\bar{s}_8 = 0\), parametrized by \(\bar{r}_8\).

From Lemma 2, this atlas allows \(H(q, p, t)\) to determine Hamiltonians \(H_2(\bar{u}_2, \bar{v}_2, t)\), \(H_4(\bar{u}_4, \bar{v}_4, t)\), and \(H_8(\bar{r}_8, \bar{s}_8, t)\) in the other charts, and we have a global Hamiltonian structure of the differential equation on \(\bar{E}\) provided by the 2-form

\[
\hat{\Omega} = dp \wedge dq - dH \wedge dt = \frac{du_2 \wedge dv_2}{(\bar{u}_2 \bar{v}_2 - a_2^{-1})^2} - dH_2 \wedge dt
\]

\[
= d\bar{u}_4 \wedge d\bar{v}_4 - dH_4 \wedge dt = d\bar{r}_8 \wedge d\bar{s}_8 - dH_8 \wedge dt,
\]

where \(d\) denotes the exterior derivative on the total space \(\bar{E}\), and the Hamiltonians in each chart can be taken as

\[
H(q, p, t) = qp(p - q - t) - a_1 p - a_2 q,
\]

\[
H_2(\bar{u}_2, \bar{v}_2, t) = \frac{a_2(t - a_2^2 u_2) + (a_0 - 1 - ta_2^2 u_2)v_2 + a_2(2a_1 + a_2)u_2 v_2^2 - a_1 a_2^2 u_2^2 v_2^3}{(1 - a_2 u_2 v_2)^2},
\]

\[
H_4(\bar{u}_4, \bar{v}_4, t) = \bar{u}_4 - (a_1 + \bar{u}_4 \bar{v}_4)(t + \bar{v}_4(1 - a_0 + \bar{u}_4 \bar{v}_4)),
\]

\[
H_8(\bar{r}_8, \bar{s}_8, t) = -t - \bar{r}_8 + (1 - a_1)\bar{s}_8 + (a_2 - \bar{r}_8 \bar{s}_8)(t + \bar{s}_8(1 + a_0 + \bar{r}_8 \bar{s}_8)).
\]

From the second part of Lemma 2, we know that the system of first-order differential equations is given in charts as follows:

\[
\frac{d\bar{v}_2}{dt} = \left(\bar{u}_2 \bar{v}_2 - a_2^{-1}\right)^2 \frac{\partial H_2}{\partial \bar{u}_2}, \quad \frac{d\bar{u}_2}{dt} = \frac{\partial H_2}{\partial \bar{v}_2},
\]

\[
\frac{d\bar{v}_4}{dt} = \frac{\partial H_4}{\partial \bar{u}_4}, \quad \frac{d\bar{u}_4}{dt} = \frac{\partial H_4}{\partial \bar{v}_4},
\]

\[
\frac{d\bar{s}_8}{dt} = \frac{\partial H_8}{\partial \bar{r}_8}, \quad \frac{d\bar{r}_8}{dt} = \frac{\partial H_8}{\partial \bar{s}_8}.
\]

We have the following relation between these Hamiltonians under the gluing of the total space \(\bar{E}\):

\[
H = H_2 = H_4 = H_8 - q.
\]

The relevance of this to the present method is through the uniqueness results of Hamiltonian systems on Okamoto’s spaces. The result for \(P_{IV}\) provided in Ref. 37 implies that any system given by a collection of rational Hamiltonians holomorphic on \(\bar{E}\) as constructed here must coincide with the standard Hamiltonian form of \(P_{IV}\) in (53). This means that an appropriate identification
of the space $E$ from the semiclassical Laguerre weight with the standard model $\tilde{E}$ must identify the differential system (7) with the standard Hamiltonian form of $P_{IV}$, as we will see in Subsection 3.6.

### 3.4 Identification on the level of the Picard lattice

We will obtain the identification between the spaces $E, \tilde{E}$ by finding a birational mapping $(x, y) \mapsto (q, p)$ that gives an appropriate isomorphism $\mathcal{X}_s \to \mathcal{X}_t$. We will do this by first finding an identification on the level of Picard lattices $\text{Pic}(\mathcal{X}_s), \text{Pic}(\mathcal{X}_t)$ that

1. matches the surface roots in Figures 3 and 6, that is, $\delta_i = \tilde{\delta}_i$ for $i = 0, \ldots, 6$;
2. preserves the intersection form; and
3. preserves effectiveness of divisor classes.

Such an identification is essentially a change of basis for the rank 10 Lorentzian lattice that identifies the surface sublattices, so this is a linear algebra problem with the added consideration of effectiveness of divisor classes.

**Lemma 3.** The following identification of $\text{Pic}(\mathcal{X}_s)$ and $\text{Pic}(\mathcal{X}_t)$ matches the surface root bases in Figures 3 and 6, and preserves the intersection form:

\[
\begin{align*}
H_x &= H_q, \\
H_y &= H_q + H_p - E_1 - E_3, \\
P_1 &= H_q - E_3, \\
P_2 &= E_4, \\
P_3 &= E_2, \\
P_4 &= H_q - E_1, \\
P_5 &= E_5, \\
P_6 &= E_6, \\
P_7 &= E_7, \\
P_8 &= E_8,
\end{align*}
\]

\begin{align*}
H_q &= H_x, \\
P_1 &= H_x - P_1 - P_4, \\
E_1 &= H_x - P_4, \\
E_2 &= P_3, \\
E_3 &= H_x - P_1, \\
E_4 &= P_2, \\
E_5 &= P_5, \\
E_6 &= P_6, \\
E_7 &= P_7, \\
E_8 &= P_8.
\end{align*}

**Proof.** To identify the surface root bases, we require

\[
\begin{align*}
P_7 - P_8 &= E_7 - E_8, \\
H_x - P_3 - P_4 &= E_1 - E_2, \\
P_4 - P_5 &= H_q - E_1 - E_5, \\
P_5 - P_6 &= E_5 - E_6, \\
H_y - P_4 - P_5 &= H_p - E_3 - E_5, \\
H_x - P_1 - P_2 &= E_3 - E_4, \\
P_6 - P_7 &= E_6 - E_7.
\end{align*}
\]
We begin by setting $\mathcal{F}_8 = \mathcal{E}_8$, because both are effective classes of self-intersection $-1$. Then the conditions allow us to recursively determine

$$\begin{align*}
\mathcal{F}_7 &= \mathcal{E}_7, \\
\mathcal{F}_6 &= \mathcal{E}_6, \\
\mathcal{F}_5 &= \mathcal{E}_5, \\
\mathcal{F}_4 &= \mathcal{H}_q - \mathcal{E}_1, \\
\mathcal{H}_y &= \mathcal{H}_q + \mathcal{H}_p - \mathcal{E}_1 - \mathcal{E}_3.
\end{align*}$$

(84)

We then make two more choices of classes of $(-1)$-curves to match. In $\text{Pic}(\mathcal{X}_t)$, we have $\mathcal{F}_4$ being a class of self-intersection $-1$ that intersects $\tilde{D}_1$ with multiplicity one, so should be identified with the class of a $(-1)$-curve on $\tilde{\mathcal{X}}_t$ that intersects $\tilde{D}_1$ similarly. We take $\mathcal{F}_4 = \mathcal{E}_2$, and by similar reasoning $\mathcal{F}_2 = \mathcal{E}_4$, so are left to determine only $\mathcal{H}_x, \mathcal{F}_1, \mathcal{F}_3$. We require that

$$\begin{align*}
\mathcal{H}_x - \mathcal{F}_3 &= \mathcal{E}_1, \\
\mathcal{H}_x - \mathcal{F}_1 &= \mathcal{E}_3.
\end{align*}$$

(85)

as well as the intersection form being preserved, from which we deduce the rest of the matching. From this, computing the inverse is straightforward.

We remark that at this stage, we do not know for certain that the identification in Lemma 3 preserves effectiveness of divisors. If it did not, this would become evident at the next step when we cannot find a birational mapping realizing the identification. In such a case, the identification would require adjustment.

3.5 The change of variables and parameter correspondence

We now seek a birational map that provides an isomorphism that realizes the identification obtained above. The parameters from the differential systems will be related in a way that can be computed using the period mapping similarly to the standard model of $E_6^{(1)}$-surfaces. For this reason, we now include the parameters $\mathbf{a} = (a_0, a_1, a_2; t)$ and $\mathbf{b} = (\alpha, N, n; s)$ in our notation for the surfaces, so the standard model is denoted by $\tilde{\mathcal{X}}_a$ and those from the semiclassical Laguerre weight by $\mathcal{X}_b$. Under our identification in Lemma 3, we obtain the choice of symmetry root basis corresponding to that of the standard model in Figure 7, which we present in Figure 8.

The mechanism by which computation of the root variables for this symmetry root basis for $\mathcal{X}_b$ yields the parameter correspondence for our change of variables is provided by the following fact (see Refs. 8, 19).

**Lemma 4.** Suppose we have an isomorphism

$$\iota : \mathcal{X}_b \longrightarrow \tilde{\mathcal{X}}_a,$$

(86)
which induces the identification on the level of Picard lattices in Lemma 3, so

\[ t^* (\tilde{\delta}_i) = \delta_i \quad \text{for} \quad i = 0, \ldots, 6, \quad t^* (\tilde{\alpha}_j) = \alpha_j \quad \text{for} \quad j = 0, \ldots, 2. \quad (87) \]

Suppose also that the rational symplectic forms \( \omega, \tilde{\omega} \) on the surfaces are related by \( t^* \tilde{\omega} = \omega \). Then the definition of the period mapping \( \chi \) (using the symplectic form \( \omega \)) ensures that the root variables for the surface \( \mathcal{X}_b \) corresponding to the symmetry root basis in Figure 8 coincide with those for \( \tilde{\mathcal{X}}_4 \):

\[ \chi(\alpha_i) = \chi(t^* \tilde{\alpha}_i) = \tilde{\chi}(\tilde{\alpha}_i) = a_i. \quad (88) \]

Therefore, to compute the parameter correspondence between the system (7) from the semi-classical Laguerre weight and the standard Hamiltonian form of \( P_{IV} \) with our identification on the level of Picard lattices, we begin with the computation of the root variables for the surface \( \mathcal{X}_b \). To define the period mapping for the surface \( \mathcal{X}_b \), we take the symplectic form as in (48) given in relevant charts by

\[
\omega = k \frac{dx \wedge dy}{x} = -k \frac{dX \wedge dy}{X} = -k \frac{dx \wedge dY}{Y^2} = k \frac{dX \wedge dY}{XY^2} \\
= k \frac{dV_4 \wedge dU_4}{U_4 V_4^2} = k \frac{dv_5 \wedge du_5}{u_5 v_5^2} = k \frac{dv_6 \wedge du_6}{v_6^2 (u_6 v_6 - 2s)^2} \\
= k \frac{dv_7 \wedge du_7}{v_7 (u_7 v_7^2 + 2s(s-1)v_7 - 2s)^2}. \quad (89)
\]

**Lemma 5.**

(a) The residue of the rational symplectic form \( \omega \) given in charts by (89) along each of the irreducible components of the anticanonical divisor of \( \mathcal{X}_b \) is given by

\[
\text{res}_{D_0} \omega = k \frac{du_7}{4s^2}, \quad \text{res}_{D_1} \omega = -kd y, \quad \text{res}_{D_2} \omega = 0, \quad \text{res}_{D_3} \omega = 0, \quad \text{res}_{D_4} \omega = 0, \quad \text{res}_{D_5} \omega = k dy, \quad \text{res}_{D_6} \omega = 0. \quad (90)
\]

(b) The values of the period mapping on the symmetry roots in Figure 8 are given by

\[
\chi(\alpha_0) = k \frac{\alpha + n + 1}{N}, \quad \chi(\alpha_1) = -k \frac{\alpha}{N}, \quad \chi(\alpha_2) = -k \frac{n}{N}. \quad (91)
\]

(c) By normalizing the symplectic form so that \( k = N \), we have the root variables for the surface \( \mathcal{X}_b \) with the choice of symmetry root basis in Figure 8 being given by

\[
a_0 = \alpha + n + 1, \quad a_1 = -\alpha, \quad a_2 = -n. \quad (92)
\]

In particular, this is consistent with the parameter normalization \( a_0 + a_1 + a_2 = 1 \) from the Hamiltonian form of \( P_{IV} \).
Proof. This is again a standard computation, but we present the calculation of \( \chi(\alpha_0) \) because it is slightly more involved than others. According to the usual method, we express the symmetry root \( \alpha_0 \) as a difference of two effective divisors

\[
\alpha_0 = [C_1^0] - [C_0^0],
\]

where \( C_0^0 = F_8 \) and \( C_0^1 \) is the unique curve on \( \mathcal{X}_b \) whose class in \( \text{Pic}(\mathcal{X}_b) \) is

\[
[C_0^1] = 2H_x + H_y - F_1 - F_4 - F_5 - F_6 - F_7.
\]

By a straightforward calculation, one finds that this divisor must be given by the proper transform of the curve defined in the affine \((x, y)\)-chart by \( 2sy + (s - 1)x + x^2 = 0 \). The component \( D_k \) of the anticanonical divisor that intersects \( C_0^1 \) and \( C_0^0 \) is \( D_0 = F_7 - F_8 \), so we have immediately that the point \( P_0 = D_0 \cap C_0^0 \) is given in coordinates by

\[
P_0 : (u_7, v_7) = (-2s(N + s^2N + 2s(\alpha - N + n + 1)/N), 0).
\]

To find the point \( Q_0 = D_0 \cap C_0^1 \), we compute the equation of \( C_0^1 \) in the \((u_7, v_7)\)-chart to be

\[
C_0^1 : 2s(s - 1)^2 + u_7 + (s - 1)u_7v_7 = 0,
\]

so we find the intersection with \( D_0 = F_7 - F_8 \) by restricting its local equation (96) to \( v_7 = 0 \), then solving for \( u_7 \) to obtain

\[
Q_0 : (u_7, v_7) = (-2s(s - 1)^2, 0).
\]

We then have

\[
\chi(\alpha_0) = \int_{P_0}^{Q_0} \text{res}_{D_0} \omega = k\left[ \frac{u_7}{4s^2} \right]_{u_7=-2s(N+s^2N+2s(\alpha-N+n+1)/N)}^{u_7=-2s(s-1)^2} = \frac{\alpha + n + 1}{N}.
\]

The other root variables are obtained by similar calculations.  

We now wish to obtain a birational mapping \((x, y) \mapsto (q, p)\) that provides an isomorphism between \( \mathcal{X}_b \) and \( \mathcal{X}_a \) realizing the identification in Lemma 3, with parameters \( \alpha, n, N \) related to the root variables \( a_0, a_1, a_2 \) as in Lemma 5. The method is identical to that in Ref. 3 and in the process, we will find the relation between \( s \) and \( t \) necessary for this isomorphism to exist, which will give the correspondence of independent variables in the differential systems.

We begin by forming an Ansatz for the mapping, noting that under our identification, we have \( H_q = H_x \) and \( H_p = H_x + H_y - F_1 - F_2 \), which dictates the degrees of \( q, p \) as rational functions of \( x, y \):

\[
q = \frac{a_0 + a_1x}{b_0 + b_1x}, \quad p = \frac{c_{00} + c_{10}x + c_{01}y + c_{11}xy}{d_{00} + d_{10}x + d_{01}y + d_{11}xy}.
\]

The condition \( H_p = H_x + H_y - F_1 - F_2 \) means that \( p \) should provide an affine coordinate on a pencil of curves on \( \mathbb{P}^1 \times \mathbb{P}^1 \) passing through \( q_1 \) and \( q_2 \), so in particular, the numerator and
denominator of the rational function giving \( p \) in (99) should be indeterminate at both of these points. This gives

\[
c_{00} = d_{00} = 0, \quad c_{11} = d_{11} = 0.
\]  

(100)

We now successively impose conditions from the identification to determine the rest of the coefficients, as well as confirm our parameter matching. There are many possible orders in which the conditions can be imposed, but we illustrate one set of choices that leads to fairly simple calculations for reasons we outline in the process. First, the matching of the surface roots \( \delta_1, \bar{\delta}_1 \), namely, \( H_x - F_3 - F_4 = E_1 - E_2 \), means that the line \( X = 0 \) should be sent under the birational mapping to \( p_1 : (Q, p) = (0, 0) \). Rewriting the updated Ansatz in the relevant charts, we have

\[
Q = \frac{b_0X + b_1}{a_0X + a_1}, \quad p = \frac{c_{10} + c_{01}Xy}{d_{10} + d_{01}Xy},
\]  

(101)

so we require \( b_1 = 0, c_{10} = 0 \). Similarly, the matching of \( \delta_5, \bar{\delta}_5 \) requires \( H_x - F_1 - F_2 = E_3 - E_4 \), so the line \( x = 0 \) should be sent to \( p_3 : (q, P) = (0, 0) \), which leads to \( a_0 = 0, d_{01} = 0 \). Our refined Ansatz for the birational mapping is then

\[
q = Ax, \quad p = B\frac{y}{x},
\]  

(102)

where we have relabeled \( A = a_1/b_0, B = c_{01}/d_{10} \). We confirm that this gives the desired isomorphisms between components of the anticanonical divisors by calculations in charts. For example, to confirm the isomorphism between \( E_1 - E_2 \) and \( H_x - F_3 - F_4 \) (the proper transform of \( \{X = 0\} \)), we rewrite (102) in charts \((X, y)\) for \( \bar{X}_b \) and \((\bar{u}_1, \bar{v}_1)\) for \( \bar{X}_a \), which gives

\[
\bar{u}_1 = \frac{1}{ABy}, \quad \bar{v}_1 = BXY.
\]  

(103)

Setting \( X = 0 \) here gives \( \bar{v}_1 = 0 \) with \( \bar{u}_1 \) parametrized as a fractional-linear function of \( y \), so we have the two copies of \( \mathbb{P}^1 \) in bijection.

We next check the matching of some other components of the anticanonical divisors, for example, \( \delta_4 = H_y - F_4 - F_5 = H_p - E_3 - E_4 = \bar{\delta}_4 \) requires the proper transforms of \( \{Y = 0\} \) and \( \{P = 0\} \) to be in bijection. Calculations in relevant charts reveal that the mapping (102) already provides this, and similarly for the surface roots \( \delta_2, \delta_3 \). Matching \( \delta_6 \) and \( \bar{\delta}_6 \) requires isomorphism between \( F_6 - F_7 \) and \( E_6 - E_7 \), so the point \( q_6 : (u_5, v_5) = (-2s, 0) \) should be sent to \( p_6 : (\bar{u}_5, \bar{v}_5) = (1, 0) \). Rewriting (102) in the relevant charts, we have

\[
u_5 = \frac{B}{Au_5}, \quad v_5 = Au_5\bar{v}_5,
\]  

(104)

so we require \( B = -2sA \). Similarly, from the matching of \( \delta_6 \), we require \( q_7 \) to be sent to \( p_7 \), which gives \( A = 1/(s - 1) \), so we have determined all coefficients in the Ansatz:

\[
q = \frac{tx}{s - 1}, \quad p = \frac{2sty}{(1 - s)x}.
\]  

(105)
At this stage, we have refined the mapping so that it provides an isomorphism everywhere between the surfaces except for the exceptional divisors \( F_2, F_3, F_8 \) and \( E_4, E_2, E_8 \), which we now check are in bijection. For example, to check that \( q_2 : (x, y) = (0, \alpha/N) \) is sent to \( p_4 : (\bar{u}_3, \bar{v}_4) = (a_1, 0) \) as required, we rewrite (105) in relevant charts to find
\[
\bar{u}_3 = -\frac{2st^2y}{(s - 1)^2}, \quad \bar{v}_3 = \frac{(1 - s)x}{2sty},
\]
so after substituting \( q_2, p_4 \), we require that
\[
a_1 = -\frac{2st^2\alpha}{(s - 1)^2N},
\]
which with the matching of parameters and root variables in Lemma 5 leads to the relation
\[
2st^2 = (s - 1)^2N.
\]
Similar calculations for \( F_3, F_8 \) reveal that with the root variables in Lemma Theorem 5 as well as the matching (108) of \( t \) and \( s \), the correspondence (105) provides an isomorphism between surfaces \( \lambda_b \) and \( \bar{\lambda}_a \). This birational mapping provides a change of variables that identifies our differential system with the standard Hamiltonian form of \( P_{IV} \), which can be verified by direct calculation.

**Theorem 1.** The following change of variables identifies the differential system (7) from the semiclassical Laguerre weight with the standard Hamiltonian form (53) of the fourth Painlevé equation:

\[
\frac{x(s)}{s - 1} = \frac{q(t)}{t}, \quad \frac{2s}{(s - 1)x(s)} = -\frac{p(t)}{t}, \quad 2st^2 = (s - 1)^2N,
\]

with parameters related by
\[
a_0 = \alpha + n + 1, \quad a_1 = -\alpha, \quad a_2 = -n.
\]

**Remark 2.** The relation between the independent variables \( s \) and \( t \) is consistent with the following well-known symmetry \( q \to -q, \ p \to -p, \ t \to -t \) of \( P_{IV} \), with the parameters \( a_i \) unchanged.

**Remark 3.** We could also use the methods of Ref. 3 and adjust the change of variables in Theorem 1 by an element of the symmetry group \( \mathcal{W}(A_2^{(1)}) \times \text{Aut}(A_2^{(1)}) \) of the surfaces such that the discrete dynamics from the system (3) is matched with that of a standard discrete Painlevé equation on the same standard model of \( E_6^{(1)} \)-surfaces. This will be a Bäcklund transformation of the differential system, so that the discrete and differential systems are simultaneously identified with the standard ones. We can see the need for such an adjustment by noting that compared with Ref. 9, the evolution in \( n \) of the root variables in Theorem 1 does not match with that of the standard discrete Painlevé equation \( (a_0 \) should not depend on \( n \). Therefore, although we have identified the differential system with the fourth Painlevé equation, the change of variables does not work for the discrete equations. Adjusting our identification by an appropriate symmetry, we have another
transformation:

\[
\frac{x_n}{s-1} = \frac{q_n(q_n^2 + (t - p_n)q_n + \alpha)}{t(q_n^2 + (t - p_n)q_n - n - 1)},
\]

\[-\frac{2sy_n}{(s-1)x_n} = \frac{q_n^3p_n + (2 + 2n + \alpha + tp_n - p_n^2)q_n^2 + (n + 1)(t - 2p_n)q_n - (n + 1)^2}{tq_n(q_n^2 + (t - p_n)q_n - n - 1)},
\]

which identifies the discrete system (6) with the standard d-P(A_{2}^{(1)}/E_{6}^{(1)}) system

\[
q_{n+1} + q_n = p_n - t - a_2/p_n,
\]

\[
p_n + p_{n-1} = q_n + t + a_1/q_n,
\]

with \(a_0 = -\alpha, a_1 = -1 - n, a_2 = 2 + n + \alpha, 2st^2 = (s - 1)^2N\). As we have adjusted our identification in Theorem 1 by a symmetry of P_{IV}, the differential systems will also be identified.

### 3.6 Hamiltonian structure and justification of equivalence

As the isomorphism obtained above identifies the inaccessible divisors on the surfaces \(\mathcal{X}_b\) and \(\tilde{\mathcal{X}}_a\), this provides an isomorphism between the bundles (with parameters related as in Theorem 1)

\[
\varphi : E \longrightarrow \tilde{E}.
\]

Restricting to the fibers \(E_t = \mathcal{X}_b \setminus D_{\text{red}}, E_s = \tilde{\mathcal{X}}_a \setminus \tilde{D}_{\text{red}},\) this transformation can be verified by direct calculation to be symplectic with respect to the normalized 2-forms \(\omega, \tilde{\omega}\) in charts:

\[
\varphi^*(\delta p \wedge \delta q) = N \frac{\delta x \wedge \delta y}{x},
\]

where again \(\delta\) is the exterior derivative on the fiber, so \(t\) and \(s\) are treated as constants in the calculation. Noting that the symplectic forms are independent of \(t, s\), from Lemma 2, we automatically obtain the Hamiltonian structure of the system from the Laguerre weight.

**Theorem 2.** The differential system (7) can be written in the Hamiltonian form

\[
\frac{N}{x} \frac{dy}{ds} = \frac{\delta K}{\delta x}, \quad \frac{N}{x} \frac{dx}{ds} = -\frac{\delta K}{\delta y},
\]

\[
K(x, y, s) = \frac{N}{4s^4} \left( ((s^2 - 1)N - 2s)y + (s + 1)(Ny + n)x + 2s(s + 1)\frac{y(Ny - \alpha)}{x} \right).
\]

Under the identification \(\varphi\) of the total spaces \(E, \tilde{E}\), we have the equality of 2-forms

\[
N \frac{dx \wedge dy}{x} - dK \wedge ds = dp \wedge dq - dH \wedge dt,
\]

where \(d\) is the exterior derivative on the total space, and \(H\) is the Hamiltonian for P_{IV} as in system (53).
By pulling back the symplectic atlas for the standard model of Okamoto’s space under our isomorphism to the bundle $E$, we find that the differential system (7) indeed has a Hamiltonian structure holomorphic on $E$ and extending meromorphically to its closure (as each of the Hamiltonians is rational). Thus, by the uniqueness result of Ref. 37, our isomorphism is guaranteed to identify the differential systems as we have seen in Theorem 1.

4 | HYPERGEOMETRIC WEIGHT

We now turn to the case of the system of differential equations (21) from the hypergeometric weight (10). The surfaces are the same as those constructed in Ref. 3 in the analysis of the discrete system (15)–(16), and we recall the point configuration, surface root basis, and symplectic structure in Appendix A, in order for the present paper to be self-contained.

We will recycle notation from the previous section, denoting the surfaces constructed from the system (21) in $(x, y)$-coordinates by $\mathcal{X}_c$, irreducible components $D_k$ of the anticanonical divisor, with their union again being $D_{\text{red}} = \bigcup_k D_k$. The construction of the space of initial conditions gives the bundle

$$
\rho : E \longrightarrow B, \\
\rho^{-1}(c) = \mathcal{X}_c \setminus D_{\text{red}},
$$

where $B = \mathbb{C}\setminus\{0, 1\}$ is the independent variable space for system (21), with the fixed singularities removed. This again admits a uniform foliation by solution curves of the system (21) transverse to the fibers.

We also recycle notation for the standard model of the relevant Sakai surfaces, namely, those of surface type $D_4^{(1)}$ as presented in Ref. 9, which we recall in Appendix B. These provide spaces of initial conditions for a Hamiltonian system for $(f(t), g(t))$ equivalent to $P_{VI}$, and we denote them by $\tilde{\mathcal{X}}_t$, with the inaccessible divisors denoted by $\tilde{D}_k$, their union being $\tilde{D}_{\text{red}}$, and bundle

$$
\tilde{\rho} : \tilde{E} \longrightarrow \tilde{B}, \\
\tilde{\rho}^{-1}(t) = \tilde{\mathcal{X}}_t \setminus \tilde{D}_{\text{red}},
$$

where $\tilde{B} = \mathbb{C}\setminus\{0, 1\}$ is obtained by removing the locations of fixed singularities of $P_{VI}$ from the complex plane.

4.1 | Inaccessible singular points

The calculation methods required to construct a space of initial conditions for the system (21) are more involved than in Section 3. In particular, careful consideration has to be made to determine whether an indeterminacy of the vector field constitutes a singularity that requires blowing up in order to regularize the system.

As usual, we take the phase space of the system (21) initially to be the trivial bundle over $B = \mathbb{C}\setminus\{0, 1\}$ with fiber $\mathbb{P}^1 \times \mathbb{P}^1$ covered by affine charts $(x, y), (X, y), (x, Y), (X, Y)$ where $X = 1/x, Y = 1/y$. We begin by looking for points of indeterminacy of the vector field in the $(x, y)$-chart. Looking first for indeterminacies of the rational function $\frac{dx}{dc}$, we find precisely the points
\( q_1, q_2, q_3, q_4 \) as in Appendix A. Each of these singularities are resolved through exactly one blowup, which can be verified by computations in charts as usual.

However, when looking for indeterminacies of \( \frac{dy}{dc} \) we also find an extra point, which we call \( q_9 \), given by

\[
q_9 : (x, y) = \left( \frac{n + \alpha + \beta}{2}, -\frac{n^2 + 2n(\alpha + \beta) + (\alpha - \beta)^2}{4} \right). \tag{119}
\]

The point \( q_9 \) lies on the curve \( \Gamma (A1) \) along with other points \( q_1, q_2, q_3, q_4 \), which is to be expected because \( \Gamma \) is the vanishing locus of the denominators of both components of the vector field in the affine \( (x, y) \)-chart. We see that while \( \frac{dy}{dc} \) has an indeterminacy at \( q_9 \), \( \frac{dx}{dc} \) diverges (i.e., the denominator of \( \frac{dx}{dc} \) vanishes while the numerator stays nonzero). We claim that this is an indication that this extra point is an inaccessible singularity: an indeterminacy of (one or more components of) the vector field, but with no solution starting from a regular point passing through. By regular, here we mean where the vector field is regular, so classical ODE theorems guarantee existence and uniqueness of analytic solutions through these points.

In the \( (X, Y) \)-chart, we see the same points \( q_5, \ldots, q_8 \) as in Appendix A, and standard calculations show that the vector field is regular on the affine part of \( F_8 \) away from its intersection with the anticanonical divisor. However, after the blowup of \( q_6 \), we see a second extra point on the exceptional line in addition to \( q_7 \), given by

\[
q_{10} : (u_6, v_6) = (1, 0). \tag{120}
\]

We claim that these two extra points \( q_9 \) and \( q_{10} \) are inaccessible singularities, so can be removed as part of the inaccessible divisors and we have the bundle \( E \) as in (117). We first consider the extra point \( q_9 \). If we assume that the solutions of (21) in the neighborhood of the curve \( \Gamma \) are single-valued and given by Taylor series around some \( c_0 \in B \) (here we assume the Painlevé property), we can see that no solutions pass through the extra point \( q_9 \) transverse to the fiber over \( c_0 \). Indeed, let

\[
x(c) = \sum_{i=0}^{\infty} a_i (c - c_0)^i, \quad y(c) = \sum_{i=0}^{\infty} b_i (c - c_0)^i \tag{121}
\]

with \( (x(c_0), y(c_0)) = (a_0, b_0) \) on the curve \( \Gamma \), so these satisfy the relation

\[
b_0 = \alpha \beta - a_0 (\alpha + \beta) - na_0 + a_0^2. \tag{122}
\]

Clearing denominators in (21), then substituting the above expansions in \( c \) near \( c_0 \), we have

\[
(a_0 - 1)(a_0 - \alpha)(a_0 - \beta)(a_0 - \gamma) + O(c - c_0) = 0,
\]

\[
(a_0 - 1)(a_0 - \alpha)(a_0 - \beta)(a_0 - \gamma)(n + \alpha + \beta - 2a_0) + O(c - c_0) = 0. \tag{123}
\]

These equalities of asymptotic expansions about \( c_0 \) may only be both balanced if \( a_0 = 1, \alpha, \beta, \gamma \), that is, such solutions may only pass through one of \( q_1, \ldots, q_4 \), and not the extra basepoint \( q_9 \) at which \( a_0 = (n + \alpha + \beta)/2 \). Although the second equality is balanced by \( q_9 \), the first is not, which reflects the fact that while \( \frac{dy}{dc} \) is indeterminate at \( q_9 \), \( \frac{dx}{dc} \) diverges.
We now consider the second extra point $q_{10}$, so we rewrite system (21) in the $(u_6, v_6)$-chart, which recall is defined by

$$x = \frac{1}{v_6}, \quad y = \frac{1}{u_6 v_6^2}.$$  

(124)

Computing the system in this chart, we see that at $q_{10}$ the denominator of $\frac{du_6}{dc}$ vanishes while the numerator stays finite and nonzero. Again, this is an indication that this extra point is inaccessible. We proceed as before: if we assume that the only solutions of the system in the neighborhood of the exceptional divisor $F_6$ are single-valued (assuming the Painlevé property), we can see that the only point they may pass through is $q_7$, and no solutions pass through the extra point $q_{10}$. Consider a solution given by an expansion about $c = c_0$:

$$u_6(c) = \sum_{i=0}^{\infty} a_i (c - c_0)^i, \quad v_6(c) = \sum_{i=1}^{\infty} b_i (c - c_0)^i.$$  

(125)

After finding the rational functions $\frac{du_6}{dc}, \frac{dv_6}{dc}$, we substitute these expansions and obtain

$$-2(a_0 - 1)(c_0 - (c_0 - 1)a_0) + O(c - c_0) = 0,$$

$$ (c_0 - 1)(b_1 c_0 - 1)a_0^2 - c_0(2 - (c_0 - 1)b_1)a_0 + c_0 + O(c - c_0) = 0.$$  

(126)

We see that the first line is balanced when $a_0 = 1$, which corresponds to $q_{10}$, but upon substitution of this into the second line, the leading term is equal to $-1$, so again, we see that $q_{10}$ is an inaccessible singularity.

To summarize, to arrive at a space of initial conditions, we need to differentiate between points where one or more components of the vector field diverge and points where either both components have indeterminacies or one is indeterminate and the other is regular. So, we need to identify which of the points have the following properties:

(i) the vector field corresponding has an indeterminacy of both components;
(ii) the vector field has an indeterminacy in one component, but is finite in the other;
(iii) the vector field has an indeterminacy in one component but diverges in the other.

Only case (i) or case (ii) can possibly constitute accessible singularities, whereas case (iii) can be neglected, and these points may be removed as part of the inaccessible divisors.

Remark 4. There are also other types of indeterminacies of differential systems that do not require blowing up to arrive at a space of initial conditions, though in our experience, these arise only in rather artificial examples. For example, consider the system

$$\frac{d\zeta}{dt} = \frac{(1 + \zeta)(a_1 + a_2 + a_1 \zeta) + 2t(1 + \zeta)\eta - 3\zeta \eta^2}{\eta},$$

$$\frac{d\eta}{dt} = \frac{a_2(1 + \zeta) + t(1 + \zeta)\eta + (1 - \zeta) \eta^2}{1 + \zeta}.$$  

(127)
for $\zeta(t), \eta(t)$, which is equivalent to $P_{IV}$ in the Hamiltonian form (53) via the birational transformation

$$q = \frac{\eta}{1 + \zeta}, \quad p = \eta. \quad (128)$$

We see that $\frac{df}{dt}$ given by (127) is indeterminate when $(\zeta, \eta) = (-1 - a_2/a_1, 0)$, whereas $\frac{dn}{dt}$ is regular. However, this corresponds in $(q, p)$-coordinates to a point where the Hamiltonian system (53) is regular, and there is no infinite family of solutions passing through it at a fixed value of $t$, so no blowup is required. This is also the case for the system for $\zeta, \eta$, which can be seen through classical Painlevé analysis to establish that this indeterminacy does not require blowing up because there is no infinite family of solutions to separate to achieve a uniform foliation.

4.2 The change of variables from initial identification on the level of the Picard lattice

In Ref. 3, it was shown in detail how to transform the discrete system (15)–(16) to the standard form of a discrete Painlevé equation of surface type $D_4^{(1)}$ as it appears in Ref. 9. The change of variables

\[
\begin{align*}
    f &= -\frac{(x - \beta)(x - \gamma)}{c(nx - \alpha \beta + (\alpha + \beta)x - x^2 + y)}, \\
    g &= -\frac{(x - \gamma)(\beta(y - \beta - \alpha c) + (\alpha + \beta)c x - \gamma x - (c - 1)x^2 + n(x - \beta + cx) + cy)}{(x - \beta)(x - \gamma) + c(nx - \alpha \beta + (\alpha + \beta)x - x^2 + y)},
\end{align*}
\]  

will not only transform the discrete system to the standard form, but also identify the differential system (21) with a first-order system equivalent to the sixth Painlevé equation. The result is the following, which is proved by direct calculation.

**Theorem 3** (Ref. 3). Let $x = x(c)$ and $y = y(c)$ solve (21). Take $t = 1/c$ and define functions $f = f(t), g = g(t)$ by (129). Then system (21) is transformed to system

\[
\begin{align*}
    t(t - 1)\frac{df}{dt} &= (1 + 2n + \alpha + 2\beta - 2\gamma + 2g)f^2 + (\beta - \gamma + 2g)t \\
    &\quad - f(1 + n(1 + t) + \alpha + \beta + 2t\beta - 2\gamma - ty + 2(1 + t)g), \\
    t(t - 1)\frac{dg}{dt} &= t(\beta - \gamma + g)g - (1 + n + \beta - \gamma + g)(n + \alpha + \beta - \gamma + g)f^2,
\end{align*}
\]  

which is equivalent to the sixth Painlevé equation for the function $f$ given by

\[
\begin{align*}
    \frac{df^2}{dt^2} &= \frac{1}{2} \left( \frac{1}{f} + \frac{1}{f - 1} + \frac{1}{f - t} \right) \left( \frac{df}{dt} \right)^2 - \left( \frac{1}{t} + \frac{1}{t - 1} + \frac{1}{f - t} \right) \left( \frac{df}{dt} \right) \\
    &\quad + \frac{f(f - 1)(f - t)}{t^2(t - 1)^2} \left( A + B \frac{t}{f} + C \frac{t - 1}{(f - 1)^2} + D \frac{t(t - 1)}{(f - t)^2} \right), \quad (131)
\end{align*}
\]
The initial choice of symmetry root basis for the hypergeometric weight with parameters

\[
A = \frac{1}{2} (\alpha - 1)^2, \quad B = -\frac{1}{2} (\beta - \gamma)^2, \quad C = \frac{1}{2} (n + \beta)^2, \quad D = \frac{1}{2} - \frac{1}{2} (n + \alpha - \gamma)^2.
\] (132)

However, we could also use the initial identification on the level of Picard lattices described in Ref. 3 to find a birational isomorphism that provides a transformation from the differential system (21) to the standard form of the sixth Painlevé equation. This initial identification is provided by the following lemma, which can be verified by direct calculation.

**Lemma 6** (Ref. 3). The following identification of \( \text{Pic}(\mathcal{X}_c) \) and \( \text{Pic}(\mathcal{X}_1) \) matches the surface root bases in Figure A3 and Figure B3, and preserves the intersection form:

\[
\begin{align*}
\mathcal{H}_x &= \mathcal{H}_g, & \mathcal{H}_y &= \mathcal{H}_f + 2\mathcal{H}_g - \mathcal{E}_3 - \mathcal{E}_4 - \mathcal{E}_5 - \mathcal{E}_6, & \mathcal{H}_k &= \mathcal{H}_x, \\
\mathcal{F}_1 &= \mathcal{E}_1, & \mathcal{E}_1 &= \mathcal{F}_1, \\
\mathcal{F}_2 &= \mathcal{E}_2, & \mathcal{E}_2 &= \mathcal{F}_2, \\
\mathcal{F}_3 &= \mathcal{H}_g - \mathcal{E}_6, & \mathcal{E}_3 &= \mathcal{H}_x - \mathcal{F}_6, \\
\mathcal{F}_4 &= \mathcal{H}_g - \mathcal{E}_5, & \mathcal{E}_4 &= \mathcal{H}_x - \mathcal{F}_5, \\
\mathcal{F}_5 &= \mathcal{H}_g - \mathcal{E}_4, & \mathcal{E}_5 &= \mathcal{H}_x - \mathcal{F}_4, \\
\mathcal{F}_6 &= \mathcal{H}_g - \mathcal{E}_3, & \mathcal{E}_6 &= \mathcal{H}_x - \mathcal{F}_3, \\
\mathcal{F}_7 &= \mathcal{E}_7, & \mathcal{E}_7 &= \mathcal{F}_7, \\
\mathcal{F}_8 &= \mathcal{E}_8, & \mathcal{E}_8 &= \mathcal{F}_8.
\end{align*}
\] (133)

Using this identification, we obtain the choice of symmetry root basis corresponding to the standard one, which we present in Figure 9. Using this, we compute the root variables for this symmetry root basis, which will yield the parameter correspondence between the systems under this identification.

**Lemma 7.**

(i) Using the symplectic form (A4), the values of the period mapping on the symmetry root basis in Figure 9 are given by

\[
\begin{align*}
\chi(\alpha_0) &= k(\gamma - \alpha - n), & \chi(\alpha_1) &= k(\alpha - 1), & \chi(\alpha_2) &= k(1 - \gamma), \\
\chi(\alpha_3) &= k(\beta + n), & \chi(\alpha_4) &= k(\gamma - \beta).
\end{align*}
\] (134)
(ii) Normalizing the symplectic form (A4) to \( k = 1 \), the root variables for the symmetry root basis in Figure 9 are given by

\[
a_0 = \gamma - \alpha - n, \quad a_1 = \alpha - 1, \quad a_2 = 1 - \gamma, \quad a_3 = \beta + n, \quad a_4 = \gamma - \beta. \tag{135}
\]

To find the isomorphism between surfaces \( \mathcal{X}_b \) and \( \mathcal{X}_a \) that realizes the initial identification in Lemma 6, the technique is the same as was used in Section 3 for the semiclassical Laguerre weight (see also Ref. 3 for the isomorphism realizing the final adjusted identification that matches the discrete dynamics). In the process, we find the matching of the independent variables \( t \) and \( c \) to be given by \( ct = 1 \), and this again provides a change of variables from the system (21) to the standard Hamiltonian form of \( P_{VI} \).

**Theorem 4.** Let \( x = x(c) \) and \( y = y(c) \) solve (21). Take \( t = 1/c \) and define the functions \( f = f(t) \), \( g = g(t) \) by

\[
f = -\frac{(x - \beta)(x - \gamma)}{c(nx - \alpha\beta + (\alpha + \beta)x - x^2 + y)}, \quad g = \gamma - x. \tag{136}
\]

Then the system (21) is transformed to

\[
t(t - 1)\frac{df}{dt} = (1 + \alpha - 2\gamma + 2g)f^2 + t(\beta - \gamma + 2g) + (n(t - 1) - 1 - \alpha - \beta + \gamma(2 + t) - 2(t + 1)g)f,
\]

\[
t(t - 1)f\frac{dg}{dt} = (\gamma - 1 - g)(\alpha - \gamma + g)f^2 + t(\beta - \gamma + g)g, \tag{137}
\]

which is precisely the standard Hamiltonian form (B6) of \( P_{VI} \) with parameters

\[
a_0 = \gamma - \alpha - n, \quad a_1 = \alpha - 1, \quad a_2 = 1 - \gamma, \quad a_3 = \beta + n, \quad a_4 = \gamma - \beta. \tag{138}
\]

**Remark 5.** In Ref. 23, a second-order second-degree differential equation for the function \( x = x(c) \) was obtained from (21). By taking a function \( h = h(c) \) defined by

\[
x = \frac{c(c - 1)\frac{dh}{dc} - (n + \beta)h^2 + (n - \gamma + (n + \alpha + \beta)c)h - (n + \alpha - \gamma)c}{2(c - 1)h}, \tag{139}
\]

it was shown that this differential equation can be transformed to the sixth Painlevé equation for the function \( h \) with parameters

\[
A = \frac{1}{2}(n + \beta)^2, \quad B = -\frac{1}{2}(n + \alpha - \gamma)^2, \quad C = \frac{1}{2}(\beta - \gamma)^2, \quad D = -\frac{1}{2}(\alpha - 2)\alpha. \tag{140}
\]

It is not difficult to check that by taking further

\[
h(c) = \frac{cf(1/c) - 1}{f(1/c) - 1} \tag{141}
\]
and \( t = 1/c \) the function \( f(t) \) satisfies the sixth Painlevé equation with parameters (132). The approach in Ref. 23 was computational: by taking a suitable Ansatz for the form of the transformation from \( x \) to \( h \) (as in a general Riccati equation with unknown coefficients divided by a function linear in \( h \)), one could calculate unknown coefficients using any computer algebra package. Remark 6 explains why such an Ansatz worked. One could also have taken a different Ansatz: both numerator and denominator are as in a general Riccati equation with unknown coefficients, but as initial conditions for \( n = 0 \) should satisfy a Riccati equation, then one can assume that, for instance, the denominator is linear in \( h \). This reduces the number of unknown coefficients and simplifies the calculations.

### 4.3 Hamiltonian structure and explanation of equivalence

The isomorphism between surfaces \( \mathcal{X}_b \) and \( \tilde{\mathcal{X}}_a \) again provides an isomorphism between the bundles forming Okamoto’s space

\[
\varphi : E \rightarrow \tilde{E}.
\]

Restricting to the fibers \( E_t = \mathcal{X}_b \setminus D_{\text{red}}, E_c = \tilde{\mathcal{X}}_a \setminus D_{\text{red}} \), this transformation can be verified by direct calculation to be symplectic with respect to the normalized 2-forms \( \omega, \tilde{\omega} \) in charts:

\[
\varphi^*(\delta g \wedge \delta f) = \delta y \wedge \delta x / S(x, y),
\]

where

\[
S(x, y) = x^2 - (n + \alpha + \beta)x - y + \alpha \beta,
\]

and again \( \delta \) is the exterior derivative on the fiber, so \( t \) and \( c \) are treated as constants in the calculation. As the symplectic form \( \omega \) on \( \mathcal{X}_b \) is \( c \)-independent and \( \tilde{\omega} \) on \( \tilde{\mathcal{X}}_a \) is \( t \)-independent, Lemma 2 guarantees the existence of a Hamiltonian structure for the differential system (21).

**Theorem 5.** System (21) can be written as the following nonautonomous Hamiltonian system with respect to the symplectic form \( \omega = (dx \wedge dy)/S(x, y) \), where \( S(x, y) \) is given by (144):

\[
\frac{1}{S(x, y)} \frac{dx}{dc} = \frac{\partial K}{\partial y}, \quad \frac{1}{S(x, y)} \frac{dy}{dc} = -\frac{\partial K}{\partial x},
\]

where

\[
K = \frac{1}{c - 1} \left( \frac{(x - 1)(x - \alpha)(x - \beta)(x - y)}{c(\alpha \beta - (n + \alpha + \beta)x + x^2 - y)} - \frac{x(x + n - 1 - y)}{c} - y \right).
\]

Moreover, we have the following equality of 2-forms under the identification \( \varphi \), as well as \((f, g) = (q, qp)\):

\[
dp \wedge dq - dH \wedge dt = \frac{dg \wedge df}{f} - dH_1 \wedge dt = \frac{dy \wedge dx}{S(x, y)} - dK \wedge dc.
\]
with \( t = 1/c \) and parameters related according to (138).

Proof. Along the lines of Lemma 2, the condition (143) dictates the symplectic form with respect to which our system for \( x, y \) should be Hamiltonian, so the function \( K(x, y, c) \) will be obtained by solving a system of partial differential equations. Let us first find a function \( K \) satisfying \( \partial K/\partial y = -1/\left( S(x, y) \right) \), with \( \partial K/\partial c \) given by the system (21). Take the right-hand side of the first equation (21) and divide it by \( S(x, y) \). Then integrate the obtained rational expression with respect to \( y \). The result is another rational expression in terms of \( x, y \). Instead of a constant of integration, we take the unknown function \( F(x) = F(x, c) \). Next, we substitute this expression with added \( F(x) \) into the equation \( \partial K/\partial x = -1/\left( S(x, y) \right) \), where \( d/dc \) is replaced by the right-hand side of the second equation in (21). This gives a simple differential equation for \( F \), namely, \( (c - 1) \cdot \frac{dF}{dx} = 1 - n + y - 2x \), where we regard \( c \) as a constant as well. This equation can be solved explicitly as

\[
F(x) = -\frac{x(n - 1 - y + x)}{c(c - 1)} + C, \tag{148}
\]

where \( C \) is an arbitrary function of only \( c \) that can be set to zero. Hence,

\[
K = \frac{1}{c - 1} \left( \frac{(x - 1)(x - \alpha)(x - \beta)(x - \gamma)}{c(\alpha\beta - (n + \alpha + \beta)x + x^2 - y)} - \frac{x(n - 1 - y)}{c} - y \right). \tag{149}
\]

We could also proceed in the reverse order: first integrate the expression \( -1/\left( S(x, y) \right) \) with respect to \( x \) and then find a function \( G(y) = G(y, c) \) from \( \partial K/\partial y = 1/\left( S(x, y) \right) \cdot d/dc \). This gives an expression for \( K \) that differs from the previous only by terms depending on parameters and \( c \), but this does not influence (145).

If we rewrite \( K \) in terms of the variables \( x \) and \( S = S(x, y) \), we see that the resulting expression is holomorphic on the complement of the anticanonical divisor, and extends meromorphically to the part of the surface \( \mathcal{A}_b \) visible in the \((x, S)\)-chart. Similarly to in Section 3, we can pull back the symplectic atlas from Ref. 39 to the bundle \( E \), and see that the global Hamiltonian structure of the differential system (21) is given by a collection of rational Hamiltonians holomorphic on \( E \), so the uniqueness result of Ref. 39 implies that it should be transformed under our identification to the standard Hamiltonian form of the sixth Painlevé equation, as we have observed.

Remark 6. We remark that system (21) has special solutions for \( n = 0 \), namely, \( y = 0 \) with \( x = x(c) \) satisfying the Riccati equation

\[
c(c - 1) \frac{dx}{dc} + (c - 1)x^2 + (1 - c(\alpha + \beta) + y)x + \alpha\beta c - y = 0. \tag{150}
\]

The initial condition \( x_0 \) for the discrete system (15) and (16) satisfies this equation. When we take system (B6) with parameters (138), we also have special Riccati solutions for the function \( f = f(t) \) with \( n = 0 \):

\[
t(t - 1) \frac{df}{dt} + (\alpha - 1)f^2 - (\alpha - \beta - 1 + ty)f + (y - \beta) = 0. \tag{151}
\]
The relation between (150) and (151) is very simple; it is just a fractional-linear transformation, namely,

\[ f = \frac{x - \gamma}{c(x - \alpha)} \quad (152) \]

with \( t = 1/c \). We also see the appearance of Riccati solutions for \( n = 0 \) in terms of the surfaces: the \( n = 0 \) specialization causes the points \( q_2, q_3 \) to move onto the line \( \{ y = 0 \} \), so the class \( H_y - F_2 - F_3 \) becomes effective, with the Riccati solution given by the flow along this curve. This is the class in \( \text{Pic}(\mathcal{X}_b) \) of a nodal curve: a \((-2)\)-curve that is not a component of the anticanonical divisor.\(^8\)

5 | CONCLUSIONS

The purpose of this paper is to provide a novel method for solving the identification problem for differential Painlevé equations, that is, a systematic procedure for determining whether a second-order nonlinear differential system can be transformed to a differential Painlevé equation, and if so, how to reduce it to the standard form. The method is essentially justified by the uniqueness results related to global Hamiltonian systems on Okamoto’s spaces, so an appropriate identification obtained through the geometric approach is guaranteed to match the differential systems.

We considered in detail two examples from the theory of continuous and discrete orthogonal polynomials, where we showed that the recurrence coefficients for these polynomials are expressed in terms of solutions of the standard fourth and sixth Painlevé equations. In particular, the transformations both show features that would likely be difficult to detect through a brute force approach, for example, a nontrivial relation of independent variables in Theorem 1, and quite complicated forms of the birational transformations in Theorems 3 and 4. Although we have presented examples from the theory of orthogonal polynomials, it is worth noting that this method is applicable to a wide range of other applied problems where differential Painlevé equations are either known or suspected to appear.

ACKNOWLEDGMENTS

AD acknowledges the support of the MIMUW grant to visit Warsaw in January 2020. GF acknowledges the support of the National Science Center (Poland) via grant OPUS 2017/25/B/BST1/00931. Part of this work was carried out, whereas AS was supported by a University College London Graduate Research Scholarship and Overseas Research Scholarship. AS also acknowledges the support of the MIMUW grant that enabled him to visit Warsaw in December 2019 and February 2020, which was essential for the success of the project. AS was supported by a London Mathematical Society Early Career Fellowship during the preparation of this manuscript and gratefully acknowledges the support of the London Mathematical Society. The authors also thank an anonymous reviewer for valuable comments and suggestions, and for pointing out the alternative method for detecting the connection between Equation (7) and the fourth Painlevé equation as outlined in Subsubsection 1.1.2.

REFERENCES

1. Han P, Chen Y. The recurrence coefficients of semiclassical Laguerre polynomials and the large \( n \) asymptotics of the associated Hankel determinant. Random Matrices Theory Appl. 2017;6(4):1740002, 20 pp.
2. Filipuk G, Van Assche W. Discrete orthogonal polynomials with hypergeometric weights and Painlevé VI. *SIGMA Symmetry Integrability Geom Methods Appl*. 2018;14:19. Paper No. 088.

3. Dzhamay A, Filipuk G, Stokes A. Recurrence coefficients for discrete orthogonal polynomials with hypergeometric weight and discrete Painlevé equations. *J Phys A*. 2020;53(49):495201, 29pp.

4. Chihara TS. An introduction to orthogonal polynomials. In: *Mathematics and its Applications*, Vol. 13, Gordon and Breach Science Publishers; 1978.

5. Ismail MEH. Classical and quantum orthogonal polynomials in one variable. In: *Encyclopedia of Mathematics and its Applications*, Vol. 98, Cambridge University Press; 2005. With two chapters by W. Van Assche. With a foreword by R. A. Askey.

6. Szegő G. *Orthogonal Polynomials*. American Mathematical Society Colloquium Publications. 3rd ed. Vol. 23. American Mathematical Society; 1967.

7. Van Assche W. *Orthogonal Polynomials and Painlevé Equations*. Australian Mathematical Society Lecture Series. Vol. 27. Cambridge University Press; 2018.

8. Sakai H. Rational surfaces associated with affine root systems and geometry of the Painlevé equations. *Comm Math Phys*. 2001;220(1):165-229.

9. Kajiwara K, Noumi M, Yamada Y. Geometric aspects of Painlevé equations. *J Phys A*. 2017;50(7):073001, 164 pp.

10. Okamoto K. Sur les feuilletages associés aux équations du second ordre à points critiques fixes de P. Painlevé (French) [On foliations associated with second-order Painlevé equations with fixed critical points]. *Japan J Math (N.S.)*. 1979;5(1):1-79.

11. Duistermaat JJ, Joshi N. Okamoto’s space for the first Painlevé equation in Boutroux coordinates. *Arch Ration Mech Anal*. 2011;202(3):707-785.

12. Saito M-H, Takebe T. Classification of Okamoto-Painlevé pairs. *Kobe J Math*. 2002;19(1-2):21-50.

13. Sakai H. Ordinary differential equations on rational elliptic surfaces. In: Iohara K, ed. *Symmetries, Integrable Systems and Representations*. Springer Proceedings in Mathematica and Statistics, Vol. 40. Springer; 2013:515-541.

14. Terajima H. Families of Okamoto-Painlevé pairs and Painlevé equations. *Ann Mat Pura Appl*. 2007;186(1),(4):99-146.

15. Tsuda T, Okamoto K, Sakai H. Folding transformation of the Painlevé equations. *Math Ann*. 2005;331:713-738.

16. Carstea AS, Dzhamay A, Takenawa T. Fiber-dependent deautonomization of integrable 2D mappings and discrete Painlevé equations. *J Phys A*. 2017;50(40):405202, 41 pp.

17. Dzhavay A, Knizel A. q-Racah polynomial ensemble and discrete q-Painlevé equations. *Int Math Res Not IMRN*. December 2020;2020(24):9797-9843.

18. Dzhavay A, Sakai H, Takenawa T. Discrete Schlesinger transformations, their Hamiltonian formulation, and Difference Painlevé equations. arXiv:1302.2972v2 [math-ph], 2013, pp. 1-29.

19. Dzhavay A, Takenawa T. On some applications of Sakai’s geometric theory of discrete Painlevé equations. *SIGMA Symm Integr Geom Methods Appl*. 2018;14(075):20.

20. Takenawa T. Algebraic entropy and the space of initial values for discrete dynamical systems. *J Phys A*. 2001;34(48):10533-10545. Symmetries and integrability of difference equations (Tokyo, 2000).

21. Takenawa T. A geometric approach to singularity confinement and algebraic entropy. *J Phys A*. 2001;34(10):L195-L102.

22. Clarkson PA. Open problems for Painlevé equations. *SIGMA Symm Integr Geom Methods Appl*. 2019;15(006):20.

23. Hu J, Filipuk G, Chen Y. Differential and difference equations for recurrence coefficients of orthogonal polynomials with hypergeometric weights and Bäcklund transformations of the sixth Painlevé equation. *Random Matrices: Theory Appl*. 2020;2150029, 17pp.

24. Tracy CA, Widom H. Level-spacing distribution and the Airy kernel. *Phys Letts B*. 1993;305:115-118.

25. Tracy CA, Widom H. Level-spacing distribution and the Airy kernel. *Commun Math Phys*. 1994;159:151-174.

26. Gromak VI, Laine I, Shimomura S. Painlevé Differential Equations in the Complex Plane. De Gruyter Studies in Mathematics, Vol. 28. Walter de Gruyter & Co.; 2002.

27. Iwasaki K, Kimura H, Shimomura S, Yoshida M. *From Gauss to Painlevé. A Modern Theory of Special Functions*, Aspects of Mathematics, E16. Friedr. Vieweg & Sohn; 1991.
28. Noumi M. Painlevé Equations Through Symmetry. Translations of Mathematical Monographs, Vol. 223. American Mathematical Society; 2004.
29. Noumi M, Yamada Y. Affine Weyl groups, discrete dynamical systems and Painlevé equations. Comm Math Phys. 1998;199(2):281-295.
30. Ohyama Y, Kawamuko H, Sakai H, Okamoto K. Studies on the Painlevé equations. V. Third Painlevé equations of special type \( P_{III}(D_7) \) and \( P_{III}(D_8) \). J Math Sci Univ Tokyo. 2006;13(2):145-204.
31. Okamoto K. Polynomial Hamiltonians associated with Painlevé equations, I. Proc Japan Acad Ser A Math Sci. 1980;56:264-268.
32. Okamoto K. Polynomial Hamiltonians associated with Painlevé equations, II. Proc Japan Acad Ser A Math Sci. 1980;56:367-371.
33. Okamoto K. Studies on the Painlevé equations. III. Second and fourth Painlevé equations, \( P_{II} \) and \( P_{IV} \). Math Ann. 1986;275(2):221-255.
34. Okamoto K. Studies on the Painlevé equations. IV. Third Painlevé equation \( P_{III} \). Funkcial Ekvac. 1987;30(2-3):305-332.
35. Okamoto K. Studies on the Painlevé equations. I. Sixth Painlevé equation \( P_{VI} \). Ann Mat Pura Appl. 1987;146(4):337-381.
36. Okamoto K. Studies on the Painlevé equations. II. Fifth Painlevé equation \( P_{V} \). Japan J Math (N.S.). 1987;13(1):47-76.
37. Matano T, Matumiya A, Takano K. On some Hamiltonian structures of Painlevé systems. II. J Math Soc Japan. 1999;51(4):843-866.
38. Matumiya A. On some Hamiltonian structures of Painlevé systems III. Kamamoto J Math. 1997;10:45-73.
39. Shioda T, Takano K. On some Hamiltonian structures of Painlevé systems. I. Funkcial Ekvac. 1997;40(2):271-291.
40. Iwasaki K, Okada S. On an orbifold Hamiltonian structure for the first Painlevé equation. J Math Soc Japan. 2016;68(3):961-974.
41. Chiba H. The first, second and fourth Painlevé equations on weighted projective spaces. J Differential Equations. 2016;260(2):1263-1313.
42. Boelen L, Van Assche W. Discrete Painlevé equations for recurrence coefficients of semiclassical Laguerre polynomials. Proc Amer Math Soc. 2010;138(4):1317-1331.
43. Clarkson PA, Jordaan K. The relationship between semiclassical Laguerre polynomials and the fourth Painlevé equation. Constr Approx. 2014;39(1):223-254.
44. Filipuk G, Van Assche W, Zhang L. The recurrence coefficients of semi-classical Laguerre polynomials and the fourth Painlevé equation. J Phys A. 2012;45(20):205201, 13pp.
45. Dzhamay A, Filipuk G, Ligeza A, Stokes A. Different Hamiltonians for the Painlevé \( P_{IV} \) equation and their identification using a geometric approach. arXiv:2109.06428 [nlin.SI], 2021, pp. 1–26.
46. Kac VG. Infinite-Dimensional Lie Algebras, 3rd ed. Cambridge University Press; 1990.

How to cite this article: Dzhamay A, Filipuk G, Stokes A. Differential equations for the recurrence coefficients of semiclassical orthogonal polynomials and their relation to the Painlevé equations via the geometric approach. Stud Appl Math. 2022;148:1656–1702.
https://doi.org/10.1111/sapm.12487

APPENDIX A: SURFACES FROM THE HYPERGEOMETRIC WEIGHT
Here, we present the surfaces constructed in Ref. 3, which provide the space of initial conditions for the differential system (21) from the hypergeometric weight. As usual, we begin with the affine \((x, y)\)-chart and compactifying to \(\mathbb{P}^1 \times \mathbb{P}^1\) via \(X = 1/x, Y = 1/y\). In the \((x, y)\)-chart, we blow up
four points \( q_1, q_2, q_3, \) and \( q_4 \), which lie on the curve \( \Gamma \) on \( \mathbb{P}^1 \times \mathbb{P}^1 \) defined by the equation

\[
\Gamma : S(x, y) = x^2 - (n + \alpha + \beta)x - y + \alpha \beta = 0,
\]

which can be seen to be the vanishing locus of the denominators of both \( \frac{dx}{dc} \) and \( \frac{dy}{dc} \) in the system (21). In the \((X, Y)\)-chart, we find a cascade of four points over \( q_5 : (X, Y) = (0, 0) \). We give the configuration of these points in Figure A1, with their locations in coordinates in Figure A2. The
inaccessible divisors are

\begin{align}
D_0 &= F_5 - F_6, \quad D_3 = F_7 - F_8, \\
D_1 &= 2H_x + H_y - F_{123456}, \quad D_4 = H_y - F_{56}, \\
D_2 &= F_6 - F_7, \\
\end{align}

where we have used notation \( F_{ij} = F_i + F_j \), and so on, for brevity, and, in particular, the divisor \( D_1 \) is the proper transform of the curve \( \Gamma \) defined by (A1). The classes of these inaccessible divisors \( \delta_i = [D_i] \) in \( \text{Pic}(\mathcal{C}) \) provide the surface root basis in Figure A3. These form the irreducible components of the unique anticanonical divisor of the surface \( \mathcal{C} \), with

\begin{align}
-\mathcal{K}_\mathcal{C} &= \delta_0 + \delta_1 + 2\delta_2 + \delta_3 + \delta_4 \\
&= 2H_x + 2H_y - F_1 - F_2 - F_3 - F_4 - F_5 - F_6 - F_7 - F_8.
\end{align}

We take the rational symplectic form on \( \mathcal{C} \) given in charts by

\begin{align}
\omega &= k \left( \frac{dy \wedge dx}{x^2 - (n + \alpha + \beta)x - y + \alpha \beta} \\
&= k \left( \frac{dy \wedge dX}{X^2y - \alpha \beta X^2 + (n + \alpha + \beta)X - 1} \\
&= k \left( \frac{dx \wedge dY}{Y(x^2Y - (n + \alpha + \beta)xY + \alpha \beta Y - 1)} \\
&= k \left( \frac{dX \wedge dY}{Y(X^2 - \alpha \beta X^2 Y + (n + \alpha + \beta)XY - Y)} \right),
\end{align}

where \( k \) is normalized appropriately, for example, to \( k = 1 \) for the change of variables from the initial identification, provided in Lemma 7.

APPENDIX B: STANDARD MODEL OF \( D^{(1)}_4 \)-SURFACES AND \( P_{VI} \)

We also recall the standard model of Sakai surfaces of surface type \( D^{(1)}_4 \), as well as the standard form of \( P_{VI} \) as a first-order Hamiltonian system. The usual Hamiltonian form of \( P_{VI} \) is given by

\begin{align}
\frac{dq}{dt} &= \frac{\partial H}{\partial p}, \quad \frac{dp}{dt} = -\frac{\partial H}{\partial q},
\end{align}

where the Hamiltonian is given by

\begin{align}
H(q, p, t) = \frac{q(q-1)(q-t)}{t(t-1)} \left( p^2 - \left( \frac{a_0 - 1}{q - t} + \frac{a_3}{q - 1} + \frac{a_4}{q} \right) p \right) + \frac{(q - t)a_2(a_1 + a_2)}{t(t-1)}.
\end{align}

Here \( a_0, a_1, a_2, a_3, a_4 \) are parameters subject to the normalization

\begin{align}
a_0 + a_1 + 2a_2 + a_3 + a_4 = 1.
\end{align}
Eliminating $p$ from the system (B1), we obtain the usual scalar form of $P_{VI}$ for $q(t)$:

$$
\frac{d^2 q}{dt^2} = \frac{1}{2} \left( \frac{1}{q} + \frac{1}{q-1} + \frac{1}{q-t} \right) \left( \frac{dq}{dt} \right)^2 - \left( \frac{1}{t} + \frac{1}{t-1} + \frac{1}{q-t} \right) \left( \frac{dq}{dt} \right) + \frac{q(q-1)(q-t)}{t^2(t-1)^2} \left( A + B \frac{t}{q^2} + C \frac{t-1}{(y-1)^2} + D \frac{t(t-1)}{(y-t)^2} \right),
$$

(B4)

where the parameters are given by

$$
A = \frac{a_1^2}{2}, \quad B = -\frac{a_4^2}{2}, \quad C = \frac{a_3^2}{2}, \quad D = \frac{1 - a_0^2}{2}.
$$

(B5)

The standard form of $P_{VI}$ (as a first-order system) we will be working with is obtained from (B1) by letting $(f, g) = (q, qp)$, after which we have

$$
\frac{1}{f} \frac{df}{dt} = \frac{\partial H_1}{\partial g}, \quad \frac{1}{f} \frac{dg}{dt} = -\frac{\partial H_1}{\partial f},
$$

(B6)

where the Hamiltonian is given by

$$
H_1(f, g, t) = \frac{a_2(a_1 + a_2)(f-t)}{t(t-1)} + \frac{f(f-1)(f-t)}{t(t-1)} \left\{ \frac{g^2}{f} - \left( \frac{a_4}{f} + \frac{a_3}{f-1} + \frac{a_0}{f-t} \right) \right\}.
$$

(B7)

B.1 | Point configuration and anticanonical divisor

Beginning with the affine $(f, g)$-chart and compactifying to $\mathbb{P}^1 \times \mathbb{P}^1$ as usual via $F = 1/f$ and $G = 1/g$, the configuration of points to be blown up to construct the surface, which we denote $\tilde{\mathcal{X}}$, is given in Figure B1, with their locations in coordinates in Figure B2.
The inaccessible divisors are

\[
\begin{align*}
\tilde{D}_0 &= E_3 - E_4, & \tilde{D}_3 &= E_7 - E_8, \\
\tilde{D}_1 &= H_f - E_1 - E_2, & \tilde{D}_4 &= H_f - E_5 - E_6, \\
\tilde{D}_2 &= H_g - E_3 - E_7,
\end{align*}
\]

where, in particular, \(\tilde{D}_1\) and \(\tilde{D}_4\) are the proper transforms of the lines \(\{F = 0\}\) and \(\{f = 0\}\), respectively, and similarly, \(\tilde{D}_2\) is the proper transform of the line \(\{G = 0\}\). The classes \([\tilde{D}_i]\) provide the surface root basis in Figure B3. The inaccessible divisors in (B8) are the irreducible components of the unique anticanonical divisor of the surface \(\tilde{X}_t\), with

\[
-k_{\tilde{X}_t} = \tilde{\delta}_0 + \tilde{\delta}_1 + 2\tilde{\delta}_2 + \tilde{\delta}_3 + \tilde{\delta}_4 \\
= 2H_f + 2H_g - E_1 - E_2 - E_3 - E_4 - E_5 - E_6 - E_7 - E_8. \tag{B9}
\]

**Figure B3** The surface root basis for the standard model of \(D_4^{(1)}\)-surfaces

**Figure B4** The symmetry root basis for the standard model of \(D_4^{(1)}\)-surfaces

### B.2 Symmetry root basis and root variables

We make the same choice of symmetry root basis as in Ref. 9, which we present in Figure B4.

To define the root variables corresponding to this symmetry root basis for the surface \(\tilde{X}_t\), we use the symplectic form whose pole divisor is the anticanonical divisor of \(\tilde{X}_t\), which is defined in charts by

\[
\tilde{\omega} = \tilde{k} \frac{dg \wedge df}{f} = -\tilde{k} \frac{dG \wedge df}{G^2f} = -\tilde{k} \frac{dG \wedge dF}{F} = \tilde{k} \frac{dG \wedge dF}{G^2F}, \tag{B10}
\]

where again \(\tilde{k}\) is a nonzero constant that will be normalized. By standard computations (see Ref. 3 for details), we have the following.
Lemma B1.

(a) The values of the period mapping for the symplectic form $\tilde{\omega}$ in (B10) on the symmetry roots in Figure B4 are given by

$$\tilde{\chi}(\tilde{\alpha}_0) = \tilde{k}a_0, \quad \tilde{\chi}(\tilde{\alpha}_1) = \tilde{k}a_1, \quad \tilde{\chi}(\tilde{\alpha}_2) = \tilde{k}a_2, \quad \tilde{\chi}(\tilde{\alpha}_3) = \tilde{k}a_3, \quad \tilde{\chi}(\tilde{\alpha}_4) = \tilde{k}a_4. \quad (B11)$$

(b) By normalizing the symplectic form such that $\tilde{k} = 1$, we have the parameters $a_i$ in the point configuration being the root variables for the surface $\tilde{X}_t$ with the choice of symmetry root basis in Figure B4. This also recovers the parameter normalization (B3):

$$a_0 + a_1 + 2a_2 + a_3 + a_4 = \tilde{\chi}(\tilde{\alpha}_0 + \tilde{\alpha}_1 + 2\tilde{\alpha}_2 + \tilde{\alpha}_3 + \tilde{\alpha}_4) = \tilde{\chi}(-\mathcal{K}_{\tilde{r}_t}) = 1. \quad (B12)$$