Abstract

Mortality forecasting plays a pivotal role in insurance and financial risk management of life insurers, pension funds, and social securities. Mortality data is usually high-dimensional in nature and favors factor model approaches to modelling and forecasting. This paper introduces a new forecast-driven hierarchical factor model (FHFM) customized for mortality forecasting. Compared to existing models, which only capture the cross-sectional variation or time-serial dependence in the dimension reduction step, the new model captures both features efficiently under a hierarchical structure, and provides insights into the understanding of dynamic variation of mortality patterns over time. By comparing with static PCA utilized in Lee and Carter (1992), dynamic PCA introduced in Lam et al. (2011), as well as other existing mortality modelling methods, we find that this approach provides both better estimation results and superior out-of-sample forecasting performance. Simulation studies further illustrate the advantages of the proposed model based on different data structures. Finally, empirical studies using the US mortality data demonstrate the implications and significance of this new model in life expectancy forecasting and life annuities pricing.
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1 Introduction

The age-specific human mortality data consists of observations on either the death numbers or the death rates of a population under each age, measured for each historical year. Accurate forecasting of mortality data plays a crucial role in insurance and financial risk management of life insurers, pension funds, and social securities. For instance, the life expectancy of policyholders and the present values of life annuities are highly related to the future mortality rates. According to the life table published by Social Security Administration (2019), from 2016 to 2095, the life expectancy, which is the average
remaining years of life, for a male aged 66 in the US will rise from 17.2 to 21.7 years. Meanwhile, the present value (premium) of the corresponding life annuity, which pays annuities beginning from the year of age 66 until death, will change from $13.94 to $16.70 per $1 annual payment. Even a small change in mortality forecasting may have dramatic impact financially on insurance companies and social security. Therefore, a better mortality forecasting method, which guarantees more accurate estimations of life expectancy and premiums of life annuity, is crucial for risk management and financial planning.

This paper aims to model and forecast the age-specific mortality data of the US population from the Human Mortality Database (HMD) (30). After preprocessing, the annual age-specific death rates under study consist of a matrix data with 84 yearly observations (1933-2018) for 91 ages (0−90+). Modelling and forecasting mortality data pose a challenge for traditional statistical analysis and multivariate time series analysis, as the dimension 91 is comparable to the sample size (or time length) 86. This high dimensional setting incurs the curse of dimensionality. Dimension reduction is a remedy method that extracts representative features or patterns of available high dimensional data. Statistical analysis on extracted features and recovery of corresponding inference on original data are common techniques in high dimensional data analysis. However, forecast-driven feature selection and statistical inference are rarely studied in high dimensional data analysis. This paper contributes to seeking forecast-driven linear features of mortality data by proposing a hierarchical factor model. Roughly speaking, a linear feature is a linear combination of annual death rates over the total 91 ages, which is a univariate time series that summarizes the 91-dimensional time series linearly. Before introducing the formal statistical model, we first analyze the US mortality data and interpret the features in pursuit intuitively.

Table 1: The Log Central Death Rates of the US

| 1933 | 1934 | 1935 | ... | 2018 | 2019 | 2020 | ... |
|------|------|------|-----|------|------|------|-----|
| 0    | −2.792 | −2.681 | −2.789 | ... | ... | ?     | ?   |
| 1    | −4.661 | −4.551 | −4.720 | ... | ... | ?     | ?   |
| 2    | −5.437 | −5.328 | −5.486 | ... | ... | ?     | ?   |
| 3    | −5.775 | −5.735 | −5.816 | ... | ... | ?     | ?   |
| 4    | −6.038 | −6.011 | −6.031 | ... | ... | ?     | ?   |
| 5    | −6.227 | −6.200 | −6.210 | ... | ... | ?     | ?   |
| ...  | ...   | ...   | ...   | ... | ... | ?     | ?   |
| 90+  | ...   | ...   | ...   | ... | ... | ?     | ?   |

We consider the logarithms of the death rates, because this transformation makes the positive-valued original data spread over total real-value set without loss of generality (Booth and Tickle, 2008). Table 1 shows the structure of the historical log death rates as well as the purpose of forecasting. It demonstrates a classical problem: modelling and forecasting a high dimensional time series. Figure 1 illustrates the time-serial trend for each age; while Figure 2 exhibits the age structure of mortality data at different years. From these plots, we can see that the death rates are generally decreasing over the years for most ages; and mortality rates at different ages has strong relations, especially consecutive ages. These characteristics motivate us designing customized dimension reduction methods for mortality forecasting. More specifically, we can extract linear features that capture both the time-serial trend and cross-sectional variations, which represent the two most important characteristics of mortality data. In fact, the cross-sectional features help improve model fitting; while the time-serial features can enhance
Figure 1: The Log Central Death Rates, years 1933 – 2018 for ages 0 to 90+.

Figure 2: The Log Central Death Rates, ages 0 to 90+ for years 1933 – 2018.

forecasting accuracy.

There has been a large body of literature studying mortality modelling and forecasting, see a detailed review in Booth and Tickle (2008). One seminal paper on the US mortality forecasting is Lee and Carter (1992). The Lee-Carter model is one of the most prominent methods for mortality forecasting, which has been used by the US Bureau of the Census as the benchmark model (Hollmann et al., 1999). Later, many papers, such as Booth et al. (2002), Renshaw and Haberman (2003), Hyndman and Ullah (2007), Yang et al. (2010), and He et al. (2021) extended the Lee-Carter framework for mortality modeling in different countries. However, the feature extraction (dimension reduction) of existing models is usually not driven by forecast accuracy, which may not lead to optimal forecasting performance, consequently. To this end, this paper proposes a forecast-driven hierarchical factor model (FHFM) customized for mortality forecasting. It is noteworthy that hierarchical factor model appears in literature with various purposes (for example, see Moench et al. (2013)), which are different from the aim of optimal dimension reduction for forecasting in this paper.

As an instance of high dimensional time series, mortality data faces both the curse of dimensionality and challenges in time series forecasting. We apply factor analysis (or dimension reduction) to overcome the challenges, which can extract common features (including both time-serial trends and cross-sectional variations) among all cross-sections (ages). The Lee-Carter model can be regarded as applying the traditional dimension-reduction method (static PCA) (Anderson, 2003; Jolliffe, 2002) to pursue common features that retain the largest variations of mortality data. As a popular dimension reduction technique, PCA can be traced to that of Anderson (2003); Jolliffe (2002). Huang et al. (2021) proposed a new scaled PCA approach which scales each predictor with its predictive slope on the target to be forecast and then improves forecasting results. Different from the static PCA, several papers search for common features that drive the time-serial dependence of the original high-dimensional time series. Brillinger (1975) and Hörmann et al. (2015) extended the static PCA to dynamic PCA, which extract features from a Fourier transformation on covariance and auto-covariances with different time-lags. Lam et al. (2011) and Chang et al. (2018) extracted dynamic features by assembling auto-covariances in another way while excluding the covariance. Different from the existing factor analysis which focuses on either the static features or dynamic features, the proposed FHFM combines the dynamic and static features...
Figure 3: Error Analysis for Factor-based Forecasting

The factor-based forecasting procedure and error analysis are illustrated in Figure 3. The original mortality data \( \{y_t\} \) \((t = 1, 2, \ldots, T)\) is modelled by two types of factors \( k_t^{(1)} \) and \( k_t^{(2)} \), where \( k_t^{(1)} \) represents the factors with the maximum predictability and \( k_t^{(2)} \) represents the features that capture the largest remaining variations. A and B are coefficient matrices. Time series models are applied to the extracted factors to forecast \( \hat{k}_{T+1}^{(1)} \) and \( \hat{k}_{T+1}^{(2)} \), which are then plugged in the estimated factor model to obtain the predicted mortality rate at \( T + 1 \), \( \hat{y}_{T+1} \). In doing so, we decompose the mortality data into three parts: a strong dynamic part driven by low-dimensional factor time series \( \{k_t^{(1)}\} \); a weak dynamic but strong variation part represented by another lower-dimensional factor time series \( \{k_t^{(2)}\} \); and an error part that is a high dimensional time series with weak serial dependence as well as small variations. In Figure 3, we see that 1 indicates the factor modelling process, which contains the model approximation error; 2 is model estimation, which contains the model estimation error; 3 is factor forecasting, which contains forecasting error; and 4 represents the total mortality data forecasting error, which consists of the other three parts: modelling error 1, model estimation error 2, and factor forecasting error 3. The factors \( k_t^{(1)} \) could help to decrease the factor forecasting error 3 while the factors \( k_t^{(2)} \) is able to minimize the factor modelling error 1. To maximize the prediction accuracy, our aim is to capture both the common dynamic features and common static features that are most helpful for forecasting.

How to obtain the two types of factors \( k_t^{(1)} \) and \( k_t^{(2)} \)? Box and Tiao (1977) applied canonical analysis to a stationary multivariate time series to identify and order linear features in terms of their predictability. Using a similar idea, we extract \( k_t^{(1)} \) as the linear feature that explains the most predictability. However, to maximize the prediction accuracy, we also need to make sure the extracted features are a good low-rank approximation of the original mortality data, as \( k_t^{(1)} \) alone may not be sufficient to explain the data variation. To this end, we continue to extract the second type of factors \( k_t^{(2)} \) that explains the
2 Model and Estimation

Let $\mathbf{m}_t = (m_{1,t}, m_{2,t}, \ldots, m_{P,t})^\top$ be the US age-specific death rates in year $t$, where $m_{p,t}$ is the death rate for age $p$ in year $t$ with $p = 1, 2, \ldots, P$ and $t = 1, 2, \ldots, T$. The historical mortality data is available annually from the year 1933 to the year 2018 for ages from 0 to 90+. For high dimensional time series $\{\mathbf{m}_t, t = 1, 2, \ldots, T\}$, the time-serial length and the dimension are $T = 86$ and $P = 91$, respectively. We will propose a two-step dimension reduction model on the log transformation of $\mathbf{m}_t$ which is denoted by $\mathbf{y}_t = (\ln(m_{1,t}), \ln(m_{2,t}), \ldots, \ln(m_{P,t}))^\top$. It is worth noting that building a model is much easier on $\mathbf{y}_t$ than most remaining variations. Estimation of this hierarchical factor model is carried out by a two-step eigenanalysis for an auto-covariance matrix and a covariance matrix, respectively. Through investigating asymptotic properties of the proposed method, we find that the estimation of the two types of factors have equal rates of convergence. It is noteworthy that the two steps to obtain the factors are both necessary to achieve optimal prediction accuracy. This model is superior compared to factor models based on the static PCA or dynamic PCA alone, which can only capture one of the two features considered in the FHFMM and hence may ignore the other information to further reduce the forecasting error.

In this paper, we show that the proposed new method can improve forecasting accuracy compared to the benchmark methods. Moreover, empirical analysis using the US mortality data shows that the pricing error of a life annuity project using the Lee-Carter method is around $0.154$ per $1$ annual payment; however, the pricing error using the proposed FHFM is only about $0.041$ per $1$. Although the difference looks very small, it will actually have significant financial impact on life insurers or social security. To illustrate the financial impact on the industry, we consider an annuity product as an example. Suppose the annual payment of the annuity is $20,000$ per person and there are $5,000$ individuals under cover, then the $0.113$ per dollar improvement in annuity pricing of the FHFM over Lee-Carter model will account for $1.13$ million overall improvement in annuity valuation of the whole group, which is a remarkable improvement.

The rest of the paper is organized as follows. In Section 2, the details of the model are described, including model interpretations, the estimation and forecasting methods. A practical algorithm is provided as well. In Section 3, we discuss the similarity and differences of our method compared with static PCA and dynamic PCA methods. The asymptotic properties of the proposed method are presented in Section 4 and the corresponding proofs are in Appendix B. Simulation studies demonstrating the advantages of the new method are presented in Section 5 and Appendix A. In Section 6, we compare the forecasting performance of the proposed new method with traditional methods using the US age-specific mortality data. The differences in life expectancy calculations and life annuity prices are also assessed. Finally, the conclusion is presented in Section 7.

The notations in this paper are summarized here. For an $p \times n$ matrix $\mathbf{C}$, we denote its transpose as $\mathbf{C}^\top$, the square root of the maximum eigenvalue of $\mathbf{C} \mathbf{C}^\top$ as $\|\mathbf{C}\|$, and the square root of the smallest nonzero eigenvalue of $\mathbf{C} \mathbf{C}^\top$ as $\|\mathbf{C}\|_{\min}$. For a $k \times k$ matrix $\mathbf{F}$, $\lambda_i(\mathbf{F})$ indicates the $i$-th largest eigenvalue of the matrix $\mathbf{F}$. For a non-symmetric matrix $\mathbf{S}$, we use $\sigma_j(\mathbf{S})$ to denote the singular value of the matrix $\mathbf{S}$, which corresponds to the $j$-th largest eigenvalue of the matrix $\mathbf{S} \mathbf{S}^\top$. $\mathbf{I}_p$ represents $p$-dimensional identity matrix. All vectors are column vectors. The notation $a \asymp b$ means that $a = O(b)$ and $b = O(a)$. $\overset{i.p.}{\rightarrow}$ denotes convergence in probability. We use $P, T \rightarrow \infty$ to denote that $P$ and $T$ go to infinity jointly.
that on \( \mathbf{m} \), because \( \mathbf{m} \) takes non-negative values.

In this section, we first introduce the FHFM, then propose a two-step estimation method for the model, and lastly provide the forecasting procedure.

2.1 The Forecast-driven Hierarchical Factor Model

As analyzed in last section, death rates for all the 91 ages possess common features that drive common time-serial trend and common variations, respectively. This leads us to the following FHFM: for any \( t = 1, 2, \ldots, T \) (\( T = 86 \)),

\[
y_t = Bk^{(1)}_t + u_t, \tag{2.1}
\]
\[
u_t = Ak^{(2)}_t + \epsilon_t, \tag{2.2}
\]

where \( k^{(1)}_t = (k^{(1)}_{1t}, k^{(1)}_{2t}, \ldots, k^{(1)}_{rt})^\top \) is an \( r_1 \times 1 \) latent process with \( r_1 < P \), which represents common temporal trends; \( B = (b_1, b_2, \ldots, b_{r_1}) \) is a \( P \times r_1 \) unknown deterministic coefficients matrix; similarly, \( k^{(2)}_t = (k^{(2)}_{1t}, k^{(2)}_{2t}, \ldots, k^{(2)}_{rt})^\top \) is an \( r_2 \times 1 \) latent process with \( r_2 < P \), which indicates common variations among all ages; \( A = (a_1, a_2, \ldots, a_r) \) is the corresponding \( P \times r_2 \) unknown deterministic coefficients matrix; and \( \epsilon_t \) is an error component.

Here we assume \( r_1 \) and \( r_2 \) are both unknown positive integers. Once \( P \) is much larger than \( (r_1 + r_2) \), an effective dimension reduction is achieved because the original time series \( y_t \) is driven by a much lower dimensional time series \( (k^{(1)}_t, k^{(2)}_t) \). We also call model (2.1) and (2.2) the factor models with \( k^{(1)}_t \) and \( k^{(2)}_t \) being common factors, respectively. Thus \( B \) and \( A \) are the corresponding factor loadings, respectively. Factor model is a popular dimension reduction model in high dimensional statistics, which is investigated in huge amounts of literature, including Bai and Ng (2002), Lam et al. (2011), and Lam and Yao (2012).

It is noted that FHFM involves two kinds of common factors \( k^{(1)}_t \) and \( k^{(2)}_t \), which represent common temporal trends and common variations among all the \( p \) ages, respectively. These two kinds of common factors are necessary in producing good forecasting results.

Because all elements in the model are unknown, including factor loadings and common factors, we should impose identification conditions to make the model well-defined. First, we assume that the rank of factor loadings \( B \) and \( A \) are equal to \( r_1 \) and \( r_2 \), respectively. Otherwise, the two parts \( Bk^{(1)}_t \) and \( Ak^{(2)}_t \) can be represented in terms of factor models with even lower dimension. Moreover, as factors and factor loadings are all unknown, for any \( r_1 \times r_1 \) invertible matrix \( H \), if we substitute the factor model part \((B, k^{(1)}_t)\) with \((BH, H^{-1}k^{(1)}_t)\), the term \( Bk^{(1)}_t \) is unchanged. It is also true for the term \( Ak^{(2)}_t \). To avoid such matters, we impose the following assumption.

**Assumption 1.** Orthogonal Condition. \( B^\top B = I_{r_1}, A^\top A = I_{r_2} \), where \( I_{r_1} \) and \( I_{r_2} \) are \( r_1 \times r_1 \) and \( r_2 \times r_2 \) identity matrices, respectively.

Under Assumption 1, the factor loading \( B \) and the common factor \( k^{(1)}_t \) are determined up to an orthogonal matrix \( H \), and the same for the pair \( (A, k^{(2)}_t) \). In this way, Assumption 1 provides identification conditions between common factors and the corresponding factor loadings. It is also a common identification condition for factor models used in literature including Bai and Ng (2002), Lam and Yao (2012).
Secondly, we consider the identification between the two kinds of common factors. As mentioned earlier, the two kinds of factor parts represent common temporal trends and common variations of the data, respectively. Intuitively, we think the first common factor part possesses stronger time serial dependence than the second factor part. Formally, we use the auto-covariance to distinguish the two parts, which is reasonable since auto-covariance can describe strength of time-serial dependence. Before introducing Assumption 2, we specify some notations.

\[ \Sigma^1_k(\ell) := \text{cov} \left( k^{(1)}_t, k^{(1)}_{t+\ell} \right) \quad \text{and} \quad \Sigma^{(2)}_k(\ell) := \text{cov} \left( k^{(2)}_t, k^{(2)}_{t+\ell} \right) \]

are auto-covariance of \( k^{(1)}_t \) with lag \( \ell \) and that of \( k^{(2)}_t \) with lag \( \ell \), respectively. For any matrix \( C \), let \( ||C|| \) be the square root of the maximum eigenvalue of \( CC^T \) and \( ||C||_{\min} \) be the square root of the smallest nonzero eigenvalue of \( CC^T \).

**Assumption 2. Identification between \( k^{(1)}_t \) and \( k^{(2)}_t \).**

\[ \left| \left| \Sigma^1_k(\ell) \right| \right| = P^{1-\delta_1} \approx \left| \left| \Sigma^{(1)}_k(\ell) \right| \right|_{\min}, \left| \left| \Sigma^{(2)}_k(\ell) \right| \right| = P^{1-\delta_2} \approx \left| \left| \Sigma^{(2)}_k(\ell) \right| \right|_{\min}, \text{where} \ 0 < \delta_1 < \delta_2 \leq 1. \]

Assumption 2 imposes different orders for eigenvalues of the auto-covariance matrices for the two kinds of common factors. The order \( P^{1-\delta_1} \) for \( k^{(1)}_t \) is larger than the order \( P^{1-\delta_2} \) for \( k^{(2)}_t \) as \( \delta_1 < \delta_2 \), which ensures that the time-serial dependence of \( k^{(1)}_t \) is stronger than that of \( k^{(2)}_t \). In view of this, Assumption 2 identifies the two kinds of factor parts via their time-serial dependence. In other words, the first factor model part extracts common factors with stronger time-serial dependence, which also takes higher priority in the forecasting. This kind of identification condition is utilized in Lam and Yao (2012).

Thirdly, we distinguish the second kind of factor part from the error component of the model. After extracting the common temporal trends in the first part of the model, the aim on better forecasting stimulates us to pursue further necessary features in the data. Compared to the factor \( k^{(1)}_t \), the factor \( k^{(2)}_t \) has weaker time-serial dependence. It has little interest for forecasting improvement. However, it implies large amounts of common variations of the data. Neglecting it will result in unsatisfied model fitting of the original data. As better model fitting also plays an important role in improving forecasting, we would like to keep them in the dimension reduction as well.

**Assumption 3. Identification between \( k^{(2)}_t \) and \( \xi_t \).**

\[ \frac{1}{T} \sum_{t=1}^{T} k^{(2)}_t k^{(2)\top}_t \xrightarrow{i.p.} \Sigma^{(2)}_k(0) > 0, \text{as} \ P, T \to \infty. \text{Here} \Sigma^{(2)}_k(0) \text{is a deterministic} \ r_2 \times r_2 \text{positive definite matrix}. \]

Assumption 3 is a common condition on factor model in the sense that the factors represent most variations of the data. It is used in Bai and Ng (2002).

At last, we impose some conditions on the error component.

**Assumption 4. Error components.**

1. \( \mathbb{E}(\varepsilon_t) = 0 \). \( \{\xi_t : t \geq 1\} \) is strictly stationary.

2. \( \Sigma_{p-1} \Sigma_{j=1}^{p-1} \Sigma_{s=1}^{T} |\mathbb{E}(\varepsilon_t \varepsilon_{t+j})| = O(PT) \) and \( \Sigma_{s=1}^{p} \Sigma_{j=1}^{T} |\sigma_{\varepsilon,ij}| = O(P) \), where \( \sigma_{\varepsilon,ij} := \mathbb{E}(\varepsilon_i \varepsilon_j) \).

Condition 2 of Assumption 4 ensures that only weak cross-sectional dependence and time-serial dependence exist in the error component. This condition indicates that no obvious common variations and common temporal trends are involved in the error component.

In summary, Assumptions 1-4 create a well-defined FHFM (2.1) and (2.2). Next, we will consider how to estimate the two kinds of common factors for further forecasting.
Models (2.1) and (2.2) propose hierarchical factors which capture the time-serial dependence and cross-sectional variations, respectively. The factors $k_t(1)$ could help to decrease the factor forecasting error, while the factors $k_t(2)$ is able to minimize the factor modelling error. Combining these two types of factors, we could achieve optimal forecasting performance. In this section, we discuss how to obtain these two types of factors from the perspective of optimal factor analysis.

First, we review the linear combinations with the maximum predictability defined in Box and Tiao (1977). We consider the forecasting model for the high dimensional time series

$$y_t = \hat{y}_{t-1}(1) + \eta_t,$$

where

$$\hat{y}_{t-1}(1) = \mathbb{E}(y_t | y_{t-1}, y_{t-2}, \ldots)$$

is the expectation of $y_t$ conditional on past history up to the time $t-1$. So it is also the one-step ahead prediction. $\eta_t$ is the forecast error.

Since $y_t$ is a high dimensional time series, we pursue the linear combination $k_t = b^\top y_t$ which has the maximum predictability. In terms of (2.3), the univariate time series $k_t$ satisfies

$$k_t = \hat{k}_{t-1}(1) + \zeta_t,$$

where $\hat{k}_{t-1}(1) = b^\top \hat{y}_t(1)$ and $\zeta_t = b^\top \eta_t$.

Because $k_t$ is stationary,

$$\text{var}(k_t^2) = \text{var}\left(\hat{k}_{t-1}(1)^2\right) + \text{var}(\zeta_t^2).$$

Box and Tiao (1977) proposed the quantity $\lambda$ to measure the predictability of a univariate stationary time series as

$$\lambda := \frac{\text{var}\left(\hat{k}_{t-1}(1)^2\right)}{\text{var}(k_t)} = \frac{b^\top \Gamma_y(0) b}{b^\top \Gamma_y(0) b},$$

where $\Gamma_y = \mathbb{E}(y_t y_t^\top)$ and $\Gamma_y^{*} = \mathbb{E}\left(\hat{y}_{t-1}(1) \hat{y}_{t-1}(1)^\top\right)$.

It follows from (2.5) that the maximal predictability $\lambda$ should be the largest eigenvalue of the matrix $\Gamma_y^{-1} \Gamma_y^{*}$ and the linear combination vector $b$ is the eigenvector corresponding to the largest eigenvalue. In other words, the eigenvector corresponds to the smallest eigenvalue will yield the least predictable combination of $y_t$.

To make the matrix $\Gamma_y^{*}$ clearer, we consider the linear forecasting model

$$y_t = G y_t^* + \delta_t,$$

where $y_t^* = (y_{t-1}^\top, y_{t-2}^\top, \ldots, y_{t-\tau}^\top)$ is the past information; $G$ is an unknown $P \times (P \tau)$ coefficient matrix; and $\delta_t$ is the forecast error.
As the least-square estimator for \( \mathbf{G} \) is \( \hat{\mathbf{G}} = \mathbf{\Gamma}_{yy} \mathbf{\Sigma}_{yy}^{-1} \) with \( \mathbf{\Gamma}_{yy} = \mathbb{E}(\mathbf{y}_t \mathbf{y}_t^\top) \) and \( \mathbf{\Sigma}_{yy} = \mathbb{E}(\mathbf{y}_t^\top \mathbf{y}_t) \), we have

\[
\mathbf{\Gamma}_y = \mathbf{\Gamma}_{yy} \mathbf{\Sigma}_y^{-1} \mathbf{\Gamma}_{yy}^\top.
\] (2.7)

Based on (2.7), \( \lambda \) should be the largest eigenvalue of the canonical correlation matrix

\[
\mathbf{S}_{yy} := \mathbf{\Gamma}_y^{-1} \mathbf{\Gamma}_{yy} \mathbf{\Gamma}_y^{-1} \mathbf{\Gamma}_{yy}^\top.
\] (2.8)

In view of this point, the linear combination that results in the maximal predictability should be the eigenvector of the matrix \( \mathbf{S}_{yy} \) corresponding to the largest eigenvalue. This conclusion provides us with insights into recovering the factors with the maximum predictability, which is the first step of the hierarchical factor modelling.

It is noteworthy that we estimate the maximum predictable factors based on the eigen-decomposition of the matrix \( \mathbf{\Gamma}_{yy} \mathbf{\Gamma}_{yy}^\top \) instead of the canonical correlation matrix \( \mathbf{S}_{yy} \), which will be shown in Section 2.3. Actually, the matrix \( \mathbf{S}_{yy} \) is a normalized version of the symmetric matrix \( \mathbf{\Gamma}_{yy} \mathbf{\Gamma}_{yy}^\top \), by normalizing the different variances of mortality data across all ages. However, as our FHFM model also pursues factors with largest variations in the second step, we utilize the non-scaled version \( \mathbf{\Gamma}_{yy} \mathbf{\Gamma}_{yy}^\top \), for simplicity.

After recovering the factors with the maximum predictability, we extract the second type of factors to explain the largest variations using PCA as the second step. The implementation of PCA is based on the eigen-decomposition of the covariance matrix \( \mathbf{\Gamma}_y \) of the residuals from the first step.

### 2.3 Estimation Approach

Based on the identification between \( k_l^{(1)} \) and \( k_l^{(2)} \), the factor \( k_l^{(1)} \) will play a leading role in the auto-covariance matrix \( \mathbf{\Sigma}_y(\ell) := \text{cov}(\mathbf{y}_t, \mathbf{y}_{t+\ell}) \), with \( \ell \) being a positive integer. To see this point clearly, we do some calculations under the case of \( k_l^{(1)} \) and \( k_l^{(2)} \) being independent. It follows from (2.1) and (2.2) that

\[
\mathbf{\Sigma}_y(\ell) = B\mathbf{\Sigma}_k^{(1)}(\ell) \mathbf{B}^\top + A\mathbf{\Sigma}_k^{(2)}(\ell) \mathbf{A}^\top + \mathbf{\Sigma}_e(\ell),
\] (2.9)

where \( \mathbf{\Sigma}_e(\ell) = \text{cov}(\mathbf{e}_t, \mathbf{e}_{t+\ell}) \).

With Assumption 2 and Assumption 4, \( B\mathbf{\Sigma}_k^{(1)}(\ell) \mathbf{B}^\top \) is the leading term of \( \mathbf{\Sigma}_y(\ell) \) in the sense of spectral norm. As auto-covariance matrices are not symmetric, we consider the matrix

\[
\mathbf{L}(\ell) := \mathbf{\Sigma}_y(\ell) \mathbf{\Sigma}_y(\ell)^\top.
\] (2.10)

It is easy to obtain that the columns of \( \mathbf{B} \) are the eigenvectors of the matrix \( B\mathbf{\Sigma}_k^{(1)}(\ell) \mathbf{\Sigma}_k^{(1)}(\ell)^\top \mathbf{B}^\top \) corresponding to its non-zero eigenvalues. In fact, if \( \mathbf{C} = (\mathbf{b}_1, \ldots, \mathbf{b}_{p-r_1}) \) is a \( P \times (P-r_1) \) matrix for which \( \mathbf{B}, \mathbf{C} \) forms a \( P \times P \) orthogonal matrix, that is \( \mathbf{C}^\top \mathbf{B} = \mathbf{0} \) and \( \mathbf{C}^\top \mathbf{C} = \mathbf{I}_{P-r_1} \), then we have \( \left( B\mathbf{\Sigma}_k^{(1)}(\ell) \mathbf{\Sigma}_k^{(1)}(\ell)^\top \mathbf{B}^\top \right) \mathbf{C} = \mathbf{0} \). That is, the columns of \( \mathbf{C} \) are eigenvectors of \( B\mathbf{\Sigma}_k^{(1)}(\ell) \mathbf{\Sigma}_k^{(1)}(\ell)^\top \mathbf{B}^\top \) corresponding to zero eigenvalues.

Furthermore, the matrix \( B\mathbf{\Sigma}_k^{(1)}(\ell) \mathbf{\Sigma}_k^{(1)}(\ell)^\top \mathbf{B}^\top \) is the leading term of the matrix \( \mathbf{L}(\ell) \) in the sense of spectral norm. Hence the columns of \( \mathbf{B} \) are close to the eigenvectors of the matrix \( \mathbf{L}(\ell) \) corresponding to non-zero eigenvalues, approximately.
In terms of the analysis above, the eigendecomposition of $L(\ell)$ provides a recovery method of the factor loading matrix $B$. Note that we use $\ell = 1$ in the estimation step, because the estimation of $B$ is not sensitive to $\ell$ and the correlation is often at its strongest at the small time lag (Lam and Yao (2012)). Besides, after analyzing the US mortality data, we also find $\ell = 1$ is enough for the forecasting.

Back to the FHFM (2.1) and (2.2), given an estimator for the first factor part, the recovery of the second factor part is more straightforward. In fact, the model is reduced to a simpler form

$$y_t - Bk_t^{(1)} = Ak_t^{(2)} + \epsilon_t.$$  \hspace{1cm} (2.11)

Under Assumption 3, (2.11) is a classical factor model which can be estimated by the standard (static) PCA. See Fan et al. (2013).

In summary, the estimation of the FHFM has two dimension reduction steps. The first step is to extract features that can enhance forecasting accuracy via a dynamic PCA procedure. The second step is to extract features, that retain variations to the largest extent for each age by performing static PCA. Next let us discuss in details about the two steps.

The First Step

Firstly, we assume that $\{y_t\}_{t=1,2,...,T}$ is covariance stationary and consider the following matrix

$$L_1 = \Sigma_y(1)\Sigma_y(1)^\top,$$

where $\Sigma_y(1) = \text{cov}(y_t, y_{t+1})$. As $L_1$ is a symmetric matrix, it can be decomposed as $L_1 = QQ\Lambda Q^\top$. The $P \times P$ matrix $Q$ consists of the orthogonal eigenvectors of $L_1$ in the columns and the columns are arranged such that the corresponding eigenvalues are in descending order. $A$ is a $P \times P$ diagonal matrix with eigenvalues of $L_1$ as the diagonal elements in descending order. As $Q$ is an orthogonal matrix, we have $Q^\top Q = QQ^\top = I$.

Let $\mu_y = E(y_t)$, and $b_i$ be the $i^{th}$ column of $Q$, which is the eigenvector corresponding to the $i^{th}$ largest eigenvalue of $L_1$. Without loss of generality, we assume $\mu_y = 0$ for convenience. Then by some simple rearrangement, we have

$$y_t = \sum_{i=1}^{r_1} b_i b_i^\top y_t + \sum_{i=r_1+1}^{P} b_i b_i^\top y_t.$$  \hspace{1cm} (2.12)

Let $k_t^{(1)} = b_i^\top y_t$, and $u_t = \sum_{i=r_1+1}^{P} b_i b_i^\top y_t$. Then we can rewrite equation (2.12) as

$$y_t = \sum_{i=1}^{r_1} b_i k_t^{(1)} + u_t.$$  \hspace{1cm} (2.13)

Then the linear combination $k_t^{(1)}$, $i = 1, 2, \ldots, r_1$, are the features representing the time-serial trends, which are supposed to have good forecasting behaviors.
The Second Step

The second step is equivalent to do a static PCA on $\mathbf{u}_t$ in equation (2.13). Let $\Sigma_u(0) = \text{var}(\mathbf{u}_t)$, then the desired matrix for the second step is:

$$L_2 = \Sigma_u(0)\Sigma_u(0)^\top.$$  

We conducting eigendecomposition on $L_2$ and let $\mathbf{a}_i$ be the eigenvector corresponding to the $i^{th}$ largest eigenvalue of $L_2$. Then similar to that in the first step, $\mathbf{u}_t$ can be expressed as:

$$\mathbf{u}_t = \sum_{i=1}^{r_2} \mathbf{a}_i k_{it}^{(2)} + \mathbf{e}_t,$$  

(2.14)

where $k_{it}^{(2)} = \mathbf{a}_i^\top \mathbf{u}_t$, and $\mathbf{e}_t = \sum_{i=r_2+1}^{p} \mathbf{a}_i \mathbf{a}_i^\top \mathbf{u}_t$. $k_{it}^{(2)} = \mathbf{a}_i^\top \mathbf{u}_t, i = 1, 2, \ldots, r_2$ is the features extracted from the second step, which capture most of the common variations.

Finally combining equation (2.13) and (2.14), we have:

$$\tilde{\mathbf{y}}_t = \sum_{i=1}^{r_1} \mathbf{b}_i \hat{k}_{it}^{(1)} + \sum_{i=1}^{r_2} \mathbf{a}_i \hat{k}_{it}^{(2)} + \mathbf{e}_t.$$  

(2.15)

We can choose $r_1$ and $r_2$ such that $r_1 + r_2 < P$ and $\mathbb{E}([\mathbf{e}_t^\top \mathbf{e}_t])$ is small enough.

Replace the matrices with their sample version, we get the sample estimation of the model

$$\widetilde{\mathbf{y}}_t = \sum_{i=1}^{R_1} \mathbf{b}_i \hat{k}_{it}^{(1)} + \sum_{i=1}^{R_2} \mathbf{a}_i \hat{k}_{it}^{(2)}, \quad t = 1, \ldots, T$$  

(2.15)

which is a low-dimensional representation of the original data via two-step dimension reduction.

2.4 Forecasting

Recall that after the two-step dimension reduction, we get the estimation (2.15). Following Lee and Carter (1992), we can forecast $\mathbf{y}_{T+h}$ by forecasting the features $\hat{k}_{i,T+h}^{(1)}$ and $\hat{k}_{i,T+h}^{(2)}$ first. In order to get the forecasts $\hat{k}_{i,T+h}^{(1)}$ and $\hat{k}_{i,T+h}^{(2)}$, we model $\{\hat{k}_{it}^{(1)} : i = 1, 2, \ldots, r_1\}_{t=1,2,\ldots,T}$ and $\{\hat{k}_{it}^{(2)} : i = 1, 2, \ldots, r_2\}_{t=1,2,\ldots,T}$ with standard time series models and conduct $h$-steps ahead forecasting with them. Then together with (2.15), the $h$-steps ahead forecasting for $\mathbf{y}_{T+h}$ is

$$\hat{\mathbf{y}}_{T+h} = \sum_{i=1}^{R_1} \mathbf{b}_i \hat{k}_{i,T+h}^{(1)} + \sum_{i=1}^{R_2} \mathbf{a}_i \hat{k}_{i,T+h}^{(2)},$$

where $\hat{k}_{i,T+h}^{(1)}$ and $\hat{k}_{i,T+h}^{(2)}$ are predicted values of the features in $h$ years after time $T, h = 1, 2, \ldots$.

Consequently, instead of conducting $P$ forecasting models, we only need $\hat{r}_1 + \hat{r}_2 < P$ forecasting models. In our simulations and application on the US mortality data, we choose ARIMA($p, d, q$) models to forecast the time series, and we use BIC to choose the parameters $p, d, q$ for each model.
2.5 Practical Algorithm

The practical procedure for the two-steps dimension reduction and forecasting is summarized in Algorithm 1.

Algorithm 1: FHFM for Mortality Forecasting

Input: Data \( Y = [y_1, \ldots, y_T] \in \mathbb{R}^{P \times T} \); Desired rank \( \leq P \).

Output: Low-dimensional representation of \( Y \); \( h \)-steps ahead forecasts of \( y_T \), \( h = 1, 2, \ldots \).

Dimension Reduction Step 1:
1. Compute the sample mean \( \bar{y} = T^{-1} \sum_{i=1}^{T} y_i \);
2. Compute the sample auto-covariance matrix \( \hat{\Sigma}_y(1) = \frac{1}{T-1} \sum_{i=1}^{T-1} (y_{i+1} - \bar{y})(y_i - \bar{y})^\top \);
3. Compute sample matrix for the first step \( \hat{\Sigma}_1 = \hat{\Sigma}_y(1) \hat{\Sigma}_y(1)^\top \);
4. Conduct eigendecomposition on \( \hat{\Sigma}_1 \) and get \( \hat{b}_1, \ldots, \hat{b}_{\hat{r}_1} \), the eigenvectors corresponding to the largest \( \hat{r}_1 \) eigenvalues of \( \hat{\Sigma}_1 \);
5. Compute the first sets of features \( \hat{r}_1^{(1)}(t) = \hat{b}_{i}^\top (y_t - \bar{y}), i = 1, \ldots, \hat{r}_1, t = 1, \ldots, T \);

Dimension Reduction Step 2:
6. Compute \( \hat{u}_i = (y_t - \bar{y}) - \sum_{i=1}^{\hat{r}_1} \hat{b}_i \hat{r}_1^{(1)}(t) \);
7. Compute sample the covariance matrix of \( \hat{u}_i, \hat{\Sigma}_u(0) = \frac{1}{T} \sum_{i=1}^{T} \hat{u}_i \hat{u}_i^\top \);
8. Compute sample matrix for second step \( \hat{\Sigma}_2 = \hat{\Sigma}_u(0) \hat{\Sigma}_u(0)^\top \);
9. Conduct eigendecomposition on \( \hat{\Sigma}_2 \) and get \( \hat{a}_1, \ldots, \hat{a}_{\hat{r}_2} \), the eigenvectors corresponding to the largest \( \hat{r}_2 \) eigenvalues of \( \hat{\Sigma}_2 \);
10. Compute the second sets of features \( \hat{r}_2^{(2)}(t) = \hat{a}_i^\top \hat{u}_i, i = 1, \ldots, \hat{r}_2, t = 1, \ldots, T \);

Estimation result:
11. Compute \( \hat{y}_t = \bar{y} + \sum_{i=1}^{\hat{r}_1} \hat{b}_i \hat{r}_1^{(1)}(t) + \sum_{i=1}^{\hat{r}_2} \hat{a}_i \hat{r}_2^{(2)}(t), t = 1, \ldots, T \), and the estimated low-dimensional representation of \( Y \) is \( \hat{Y} = [\hat{y}_1, \ldots, \hat{y}_T] \);

Forecasting Step:
12. Fit \( \hat{r}_1^{(1)}(t) \) \( i = 1, \ldots, \hat{r}_1, t = 1, \ldots, T \) and \( \hat{r}_2^{(2)}(t) \) \( i = 1, \ldots, \hat{r}_2, t = 1, \ldots, T \) with standard ARIMA(p,d,q) models respectively;
13. Compute \( \hat{r}_{1:T+h}^{(1)} \) \( \hat{r}_{1:T+h}^{(2)} \) the \( h \)-step ahead forecasts of the features, with the fitted ARIMA models; \( i = 1, \ldots, \hat{r}_1; j = 1, \ldots, \hat{r}_2 \);
14. Compute the \( h \)-steps ahead forecasts after \( y_T \) by \( \hat{y}_{T+h} = \bar{y} + \sum_{i=1}^{\hat{r}_1} \hat{b}_i \hat{r}_{1:T+h}^{(1)} + \sum_{i=1}^{\hat{r}_2} \hat{a}_i \hat{r}_{1:T+h}^{(2)} \).

In our simulations and analysis of the US mortality data, we estimate the values of \( r_1 \) and \( r_2 \) by the criterion,

\[
\hat{r} = \arg \min_{1 \leq i \leq R} \frac{\hat{\lambda}_{i+1}}{\hat{\lambda}_i},
\]

(2.16)

where \( \hat{\lambda}_i, i = 1, 2, \ldots, R \) are the eigenvalues of \( \hat{\Sigma}_1 \) or \( \hat{\Sigma}_2 \) in descending order, and max(\( r_1, r_2 \)) < \( R < P \).

This ratio criterion is commonly used in literature, like Lam and Yao (2012) and Ahn and Horensten (2013) for auto-covariance matrices and covariance matrices on high-dimensional data, respectively. As mentioned in Lam and Yao (2012), in practice, the parameter \( R \) is chosen as \( \frac{1}{2} \min(P,T) \). It is worthy being mentioned that the number of nonzero eigenvalues of the sample matrices \( \hat{\Sigma}_1 \) and \( \hat{\Sigma}_2 \) is no larger than min(\( P,T \)).
3 Relationship with Existing Methods

The methods which forecast mortality via features’ forecasting date back to the Lee-Carter model (24). For general comparison, consider the following one factor model

\[ y_{x,t} = \ln(m_{x,t}) = a_x + b_x k_t + u_{x,t}, \]

where \( a_x \) is a constant for each \( x \), \( k_t \) is an unobserved time series (the feature summarizing the original high-dimensional time series), \( b_x \) is the loading of the feature \( k_t \) to each age \( x \), and \( u_{x,t} \) is the error term. One can recover the \( h \)-steps ahead forecasting of \( y_{x,t} \) via the forecasting of \( k_t \). Therefore, how we extract the feature \( k_t \) by dimension reduction is the main difference.

3.1 Static PCA Method

The most popular method for mortality modelling, the Lee-Carter model, utilizes static PCA to estimate \( k_t \). The extracted feature \( k_t \), which performs the most important role in the forecasting, is the first principal component that explains the most of the variance of the original data. Mathematically, the static PCA solves the following objective

\[
\max_b \text{var}(b^\top y_t)
\]

to get \( \tilde{k}_t = b^\top(y_t - \bar{y}) \), \( t = 1, \ldots, T \). This solution has the smallest average squared reconstruction error \( E(||u_t^\top u_t||^2) \) (Brillinger, 1975). It, however, does not seem to have enough forecasting ability. For example, suppose \( y_t = (y_{1t}, y_{2t}, \ldots, y_{pt})^\top \), \( t = 1, 2, \ldots, T \), where \( y_{1t} \) and \( y_{2t} \) have huge variances and very weak time serial dependence, while the rest have small variances but strong time serial dependence. Performing static PCA on \( y_t \) will get a feature which puts most of the loading on \( y_{1t} \) and \( y_{2t} \). The forecasting based on this feature will heavily depend on the pattern of \( y_{1t} \) and \( y_{2t} \) and not make use of the strong serial dependence information contained in the rest, which may lead to a misleading forecasting.

On the other hand, the first step of our proposed method extracts \( k_t \) from the auto-covariance matrix, which contains most of the time-serial dependence information. Thus it is expected to have stronger forecasting ability comparing to the feature extracted by the static PCA.

3.2 Dynamic PCA Method

There are several dynamic PCA methods, which usually involve the auto-covariance matrices and also utilize the time-serial dependence information, including Brillinger (1975), Lam et al. (2011), Hörmann et al. (2015), and Chang et al. (2018). Those methods can be used to extract feature \( k_t \) as well. For comparison purpose with our method, we consider one of them described in the following.

Define \( \Sigma_y(\ell) = \text{cov}(y_{t}, y_{t+\ell}) \), \( \ell = 0, 1, 2, \ldots \), and consider the nonnegative definite matrix

\[
L = \sum_{\ell=0}^{\ell_0} \Sigma_y(\ell) \Sigma_y(\ell)^\top. \tag{3.1}
\]

With matrix (3.1), the coefficients of the feature \( k_t \) can be estimated by the eigenvector of the sample matrix \( \hat{L} \) corresponding to its largest eigenvalue. This is similar to Brillinger (1975) and Hörmann et al.
(2015) by assigning different weights on those covariances, while in Lam et al. (2011), they exclude $\Sigma(0)$. If $\ell_0 = 0$, it is the same with the static PCA. If $\ell_0 = 1$, $L$ can be seen as the mixing of the two steps in our method. If $\ell_0 > 1$, $L$ aggregates more lagged covariances than our method.

There are similarities and advantages of our method compared to the aforementioned dynamic PCA methods. On one hand, the first step of our method is motivated by the dynamic PCA that autocovariance matrices are used to obtain forecasting ability for the features. While from the empirical and simulating studies, we find the lag 1 auto-covariance is enough for the mortality data and data with similar structure. To make the method simple and easy to apply, our method only involves the most useful auto-covariance. If the data structure changes, one can include more lagged covariances which adapts to the data. On the other hand, we intend to maximize the forecasting ability instead of balancing several characteristics of the features. The dynamic PCA provides only one set of features which mix the information of the temporal trend and the variation, while our proposed method extracts two types of features separately via a two-steps procedure. The first type of features represent the temporal trend, which benefits the forecasting, and the second type ones capture variations which are good for model fitting as well as the forecasting. The features are linear combinations of the original data and the coefficients of them represent the directions which the original data are projected to. Therefore, we can visualize the features by the directions. Figure 4 shows a simple example of the estimated directions for our method and the dynamic PCA. Data is generated the same as in Example 4 described in Appendix A with $P = 3$ and $T = 20$. The red arrow is the direction of the feature for the dynamic PCA (DPCA), and the blue ones are those for the first step and the second step of our method (FHFM), respectively. It is clear that they project the data into different directions and the red one can be seen as a direction which mixes the other two. In addition, if we take a detailed look at the matrix $L$, we find that it is actually hard to tell and explain what information is contained in this matrix, as it is a mix of several auto-covariances and the variance matrix. Our method, on the other hand, is stepwise, thus it has a clear goal for each step.
4 Asymptotic Properties

In this section, we establish the rates of convergence for the two-steps estimators of the factor loadings. Additional to the Assumptions 1-4, we impose the following assumptions for the asymptotic theory.

Assumption 5. Relation between the error and the factors. $\varepsilon_t$ independent of $k_t^{(1)}$ and $k_t^{(2)}$.

Remark 1. For simplicity of techniques and without loss of generality, the Assumption 5 assumes independent relationship between the error component and the two kinds of factors.

Assumption 6. Relation between $k_t^{(1)}$ and $k_t^{(2)}$. Suppose that

$$
\left| \Sigma^{(21)}_k \right| \approx \left| \Sigma^{(12)}_k \right| = O\left( P^{1-\frac{\delta_2}{2}} \right),
$$

where $\Sigma^{(21)}_k = \text{cov}(k_t^{(2)}, k_t^{(1)})$, $\Sigma^{(12)}_k = \text{cov}(k_t^{(1)}, k_t^{(2)})$ and $\delta_2$ is defined in Assumption 2.

Remark 2. The order of the eigenvalues of $\Sigma^{(21)}_k$ is not specified in Assumption 6. The reason is that the information involved in $\Sigma^{(21)}_k$ participate in the recovery of the factor $k_t^{(1)}$. The order of $\left| \Sigma^{(12)}_k \right|$ is restricted in order to make it not involved in the leading term when recovering $k_t^{(1)}$.

Assumption 7. Dimension Condition. $\frac{P}{T} \to c \in (0, \infty)$.

Remark 3. The setting of the dimension $P$ and the sample size $T$ being comparable is under consideration because the number of ages is comparable to the length of time series for the US mortality data. Note that when $P$ and $T$ are on the same order, the estimators for the eigenvalues and the eigenvectors may be no longer consistent. See Lam and Yao (2012), Ahn and Horensten (2013). However, the ratio based estimators for $r_1$ and $r_2$ can still work well.

Assumption 8. \( \{ (k_t^{(1)}, k_t^{(2)}, \varepsilon_t) : t \geq 1 \} \) is strictly stationary with finite fourth moments.

Theorem 1. In addition to Assumptions 1 - 8, we assume that

$$
\frac{P^{1-\delta_1}}{T} = o(1), \text{ as } P, T \to \infty. \tag{4.1}
$$

Then we have the following convergent rates

$$
\left| \hat{B} - B \right| = O_p \left( \frac{1}{T^{1/2}} \right), \quad \left| \hat{A} - A \right| = O_p \left( \frac{1}{T^{1/2}} \right). \tag{4.2}
$$

Remark 4. Two kinds of factors are strong factors in the sense of auto-correlation and variance, respectively. It is reasonable to obtain fast rates of convergence for both of them. In view of this, our proposed two-steps estimators have good statistical performance, which is an advantage for forecasting improvement. Based on identification condition between factors and factor loadings, $B$ is determined up to an orthogonal matrix. Due to technical proofs (some techniques in Lemma 3), the estimator $\hat{B}$ here is the estimator up to an identity matrix.

Theorem 2. In addition to assumptions in Theorem 1, we denote the one-step-ahead forecasting error of the common factors as

$$
\left| \hat{k}_{t-1}^{(j)} - k_t^{(j)} \right| = O_p \left( \gamma_{jj}^{(j)} \right), \quad j = 1, 2,
$$
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where \( \hat{k}_{t-1}^{(j)} \) is the forecasting for the common factor \( k_t^{(j)} \) at time \( t \).

Then we have

\[
\frac{1}{T} \left| \left| \hat{y}_{t-1} - y_t \right| \right| = O_p \left( \max \left\{ \frac{1}{\sqrt{T}}, \gamma_1^{(1)}, \gamma_2^{(2)}, \theta_{PT} \right\} \right), \tag{4.3}
\]

where \( \theta_{PT} = \frac{\sum_{i=2}^p k_i \tau(\theta(0))}{\sum_{i=1}^p k_i \tau(\theta(0))} \).

Remark 5. As the one-step-ahead forecasting for \( y_t \), the forecasting error of \( \hat{y}_{t-1} \) is influenced by three aspects: the estimation error \( \frac{1}{\sqrt{T}} \), the forecasting error from the forecast factors \( \gamma_{PT}^{(j)}, j = 1, 2 \), and the model error \( \theta_{PT} \) which comes from the error component \( \epsilon_t \) in (2.2).

5 Simulations

In this section, we use simulated data to illustrate the advantages of our method. For descriptive convenience, we use “FHFM” to represent our method, “CPCA” to represent the static PCA method which was described in Section 3, and “DPCA” to represent the dynamic PCA method described in Section 3 with \( \ell_0 = 1 \).

For all the three examples, we first examine the variance and serial dependence (lag 1 auto-covariance) of the first estimated factor by the three methods, respectively. Secondly, we evaluate the serial dependence and the variations remained in the error terms. Finally, we compare the forecasting performance for the 1 step and 5 steps ahead forecasting with the root mean squared forecasting error (FRMSE).

We show that our method extracts the feature with the largest auto-covariance and leaves the least information in the error terms. As a result, our method provides the best forecasting results for all the three examples. The details of the simulations are described in the rest of this section. More simulation studies which are special cases can be find in Appendix A.

5.1 Data Generating Processes

We generate three examples according to the following two-factors model:

\[
y_t = bk_t + aw_t + \epsilon_t,
\]

where \( a \) and \( b \) are two independent \( P \times 1 \) vectors with elements generated from a uniform distribution \( U(0, 1) \) and \( \epsilon_t \) is a \( P \times 1 \) error term with elements independently generated from a normal distribution \( N(0, 0.2^2) \). For all the three examples, \( \{k_t\}_{t=1,2,...,T} \) is generated from \( AR(1) \) model with coefficient 0.8, while \( \{w_t\}_{t=1,2,...,T} \) are different for each example.

- For Example 1, elements in \( \{w_t\}_{t=1,2,...,T} \) are independently generated from standard normal distribution \( N(0,1) \), which indicates the series of \( w_t \) are independent;
- For Example 2, we add time-serial dependence to the feature \( w_t \), hence \( \{w_t\}_{t=1,2,...,T} \) is generated from \( AR(1) \) model with coefficient 0.05;
- At last in Example 3, we increase the dependence in the series of \( w_t \) and generate it from \( AR(1) \) model with coefficient 0.2.
5.2 Performance Evaluation Criterion

Firstly, we show the variance and serial dependence (lag 1 auto-covariance) of the first estimated factor of the three methods, respectively. The variance and serial dependence of the first estimated factor are computed as follows:

\[
\text{Time variance } \left( \hat{k}_t \right) = \frac{1}{T-1} \sum_{i=1}^{T} \left( \hat{k}_i - \frac{1}{T} \sum_{j=1}^{T} \hat{k}_j \right)^2,
\]

\[
\text{Time dependence } \left( \hat{k}_t \right) = \frac{1}{T-2} \sum_{i=1}^{T-1} \left( \hat{k}_i - \frac{1}{T} \sum_{j=1}^{T} \hat{k}_j \right) \left( \hat{k}_{i+1} - \frac{1}{T} \sum_{j=1}^{T} \hat{k}_j \right),
\]

where \( \hat{k}_i \) is the estimated first feature at time \( t \). Especially, for our method, we compare the estimated first feature from the first step as it is the feature which intends to improve the forecasting power. Besides, we also report the sum of the aforementioned quantities:

\[
\text{Mix}(\hat{k}_t) = \text{Time variance}(\hat{k}_t) + \text{Time dependence}(\hat{k}_t).
\]

Secondly, we investigate the dependence and the variation remained in the error terms as follows:

\[
\text{Time variance } \left( \hat{e}_t \right) = \frac{1}{T} \sum_{p=1}^{P} \left( \frac{1}{T-1} \sum_{i=1}^{T} \left( \hat{e}_{pt} - \frac{1}{T} \sum_{j=1}^{T} \hat{e}_{pj} \right)^2 \right),
\]

\[
\text{Time dependence } \left( \hat{e}_t \right) = \frac{1}{T(T-1)} \sum_{i=1}^{T} \sum_{j=2}^{T} \left| \text{cov} \left( \hat{e}_{ti}, \hat{e}_{tj} \right) \right|,
\]

\[
\text{Cross-sectional variance } \left( \hat{e}_p \right) = \frac{1}{T} \sum_{i=1}^{T} \left( \frac{1}{P} \sum_{p=1}^{P} \left( \hat{e}_{pt} - \frac{1}{P} \sum_{j=1}^{P} \hat{e}_{pj} \right)^2 \right),
\]

\[
\text{Cross-sectional dependence } \left( \hat{e}_p \right) = \frac{1}{P(P-1)} \sum_{p1=1}^{P} \sum_{p2=1}^{P} \left| \text{cov} \left( \hat{e}_{p1t}, \hat{e}_{p2t} \right) \right|,
\]

where \( \hat{e}_{pt} \) is the the error term for age \( p \) at time \( t \), \( \hat{e}_t \) is error terms for all ages at time \( t \), \( \hat{e}_p \) is the error terms across all time for age \( p \), and

\[
\text{cov} \left( \hat{e}_{t1}, \hat{e}_{t2} \right) = \frac{1}{P} \sum_{p=1}^{P} \left( \hat{e}_{p1} - \frac{1}{P} \sum_{j=1}^{P} \hat{e}_{j1} \right) \left( \hat{e}_{p2} - \frac{1}{P} \sum_{j=1}^{P} \hat{e}_{j2} \right),
\]

\[
\text{cov} \left( \hat{e}_{p1}, \hat{e}_{p2} \right) = \frac{1}{T} \sum_{t=1}^{T} \left( \hat{e}_{p1t} - \frac{1}{T} \sum_{j=1}^{T} \hat{e}_{pj1} \right) \left( \hat{e}_{p2t} - \frac{1}{T} \sum_{j=1}^{T} \hat{e}_{pj2} \right).
\]

To evaluate the forecasting performance, we show the the 1 step and 5 steps ahead root mean squared error, which is computed by

\[
\text{FRMSE}(h) = \left( \frac{\sum_{i=0}^{h-1} \| \hat{y}_{T-i} - y_{T-i} \|^2}{hP} \right)^{1/2}
\]

where \( h = 1, 5 \) (the forecasting length), \( \hat{y}_{T-i} \) is obtained by forecasting with \( \{y_1, y_2, \ldots, y_{T-h}\} \), and \( y_{T-i} \) is the true value in the forecasting horizon.
5.3 Simulation Results

We try different sets of \((P,T)\): \((50,50), (50,100), (100,100), (100,200), (200,200)\), as we would like to evaluate the performance under the situations that \(P\) and \(T\) are comparable. The results are shown in Table 2 to Table 5.

Table 2: Variance and Dependence of \(\hat{k}_t\)

| \((P,T)\) | Time variance \(\hat{k}_t\) | Time dependence \(\hat{k}_t\) | Mix \(\hat{k}_t\) |
|----------|-----------------|-----------------|-----------------|
|          | CPCA            | DPCA            | FHFM            | CPCA            | DPCA            | FHFM            | CPCA            | DPCA            | FHFM            |
| (50,50)  | 51.102          | 51.008          | 48.750          | 29.015          | 29.437          | 30.174          | 80.117          | 80.445          | 78.923          |
| (50,100) | 53.436          | 53.330          | 51.577          | 31.843          | 32.304          | 32.938          | 85.279          | 85.635          | 84.515          |
| (100,100)| 107.483         | 107.263         | 103.799         | 64.119          | 65.070          | 66.341          | 171.601         | 172.333         | 170.139         |
| (100,200)| 110.269         | 110.037         | 107.091         | 67.532          | 68.517          | 69.651          | 177.801         | 178.554         | 176.742         |
| (200,200)| 221.091         | 220.619         | 214.682         | 135.760         | 137.762         | 140.053         | 356.851         | 358.381         | 354.735         |

Example 1 (AR(1) 0.8 + N(0,1))

| \((P,T)\) | Time variance \(\hat{k}_t\) | Time dependence \(\hat{k}_t\) | Mix \(\hat{k}_t\) |
|----------|-----------------|-----------------|-----------------|
| (50,50)  | 51.000          | 50.909          | 48.941          | 29.409          | 29.806          | 30.429          | 80.409          | 80.715          | 79.371          |
| (50,100) | 53.085          | 52.986          | 51.430          | 31.958          | 32.382          | 32.940          | 85.043          | 85.368          | 84.371          |
| (100,100)| 107.666         | 107.466         | 104.384         | 65.591          | 66.440          | 67.541          | 173.257         | 173.906         | 171.925         |
| (100,200)| 110.047         | 109.833         | 107.249         | 68.630          | 69.497          | 70.471          | 178.677         | 179.335         | 177.719         |
| (200,200)| 221.705         | 221.278         | 216.268         | 139.463         | 141.213         | 143.102         | 361.168         | 362.492         | 359.369         |

Example 2 (AR(1) 0.8 + AR(1) 0.05)

| \((P,T)\) | Time variance \(\hat{k}_t\) | Time dependence \(\hat{k}_t\) | Mix \(\hat{k}_t\) |
|----------|-----------------|-----------------|-----------------|
| (50,50)  | 51.572          | 51.498          | 50.033          | 31.392          | 31.685          | 32.093          | 82.964          | 83.183          | 82.126          |
| (50,100) | 54.963          | 54.889          | 53.942          | 35.265          | 35.556          | 35.873          | 90.228          | 90.445          | 89.815          |
| (100,100)| 108.933         | 108.778         | 106.789         | 69.386          | 69.996          | 70.666          | 178.319         | 178.774         | 177.455         |
| (100,200)| 110.179         | 110.024         | 108.342         | 71.475          | 72.086          | 72.097          | 181.655         | 182.110         | 181.039         |
| (200,200)| 224.522         | 224.200         | 220.766         | 147.018         | 148.273         | 149.494         | 371.541         | 372.472         | 370.260         |

Example 3 (AR(1) 0.8 + AR(1) 0.2)

From Table 2, we can see that the CPCA method provides feature with the largest variance, while the first step of our method (FHFM) captures the feature with the largest lag 1 auto-covariance, which summarizes the most of the time serial dependence of the original data. These simulated results corroborate the analysis in Section 3.

On the other hand, we can see that the DPCA method provides a feature with the largest sum of variance and lag 1 auto-covariance. Our method utilizes the same information with the DPCA, while we have two steps. When we compare the feature from our first step with that of the DPCA method, it is not surprising that DPCA one has larger Mix \(\hat{k}_t\). However, our second step provides features that capture the remaining variance, which is a necessary supplement for the first step to ensure that the final sets of features provide good fitting to the original data.

From Table 3 and 4, we can see that our method always provides the error terms with the smallest time and cross-sectional variance and dependence. It shows that FHFM can capture most of the time-serial dependence and variation information of all the ages among the three methods. The better model fitting performance of our method is supported by these results.

Finally in Table 5, we show the 1 step and 5 steps ahead root mean square errors for the three examples. Overall, our method (FHFM) has the smallest FRMSE for all the examples while the CPCA method performs the worst on the forecasting. The phenomenon tells us that the features extracted via the auto-covariance matrix are better than the ones from the covariance matrix, in the view of the forecasting accuracy. Moreover, the FHFM has smaller forecasting error than the DPCA, which indicates
Table 3: Variance across Time and Sections of the error terms

| (P, T)  | Time Variance ($\hat{\varepsilon}_t$) | Cross-sectional Variance ($\hat{\varepsilon}_p$) |
|---------|-------------------------------------|-----------------------------------------------|
|         | CPC | DPCA | FHFM | CPC | DPCA | FHFM |
| (50, 50) | 0.141 | 0.142 | 0.038 | 0.145 | 0.146 | 0.038 |
| (50, 100) | 0.146 | 0.146 | 0.038 | 0.148 | 0.151 | 0.038 |
| (100, 100) | 0.147 | 0.147 | 0.039 | 0.151 | 0.153 | 0.039 |
| (100, 200) | 0.151 | 0.151 | 0.039 | 0.154 | 0.156 | 0.039 |
| (200, 200) | 0.152 | 0.152 | 0.039 | 0.156 | 0.158 | 0.039 |

Example 1 (AR(1) 0.8 + N(0,1))

Example 2 (AR(1) 0.8 + AR(1) 0.05)

Example 3 (AR(1) 0.8 + AR(1) 0.2)

Table 4: Covariance across Time and Sections of error terms

| (P, T)  | Time dependence ($\hat{\varepsilon}_t$) | Cross-sectional dependence ($\hat{\varepsilon}_p$) |
|---------|-------------------------------------|-----------------------------------------------|
|         | CPC | DPCA | FHFM | CPC | DPCA | FHFM |
| (50, 50) | 0.067 | 0.067 | 0.005 | 0.072 | 0.073 | 0.005 |
| (50, 100) | 0.069 | 0.069 | 0.004 | 0.074 | 0.075 | 0.003 |
| (100, 100) | 0.069 | 0.069 | 0.003 | 0.075 | 0.076 | 0.003 |
| (100, 200) | 0.071 | 0.071 | 0.003 | 0.076 | 0.078 | 0.002 |
| (200, 200) | 0.072 | 0.072 | 0.002 | 0.078 | 0.079 | 0.002 |

Example 1 (AR(1) 0.8 + N(0,1))

Example 2 (AR(1) 0.8 + AR(1) 0.05)

Example 3 (AR(1) 0.8 + AR(1) 0.2)
that, extracting the different types of features sequentially can benefit the forecasting more than mixing them together.

Table 5: 1 Step and 5 Steps Ahead Forecasting RMSE

| (P, T) | 1 Step Ahead | 5 Steps Ahead |
|--------|---------------|---------------|
|        | FHFM | CPC | DPCA | FHFM | CPC | DPCA |
| (50, 50) | 0.808 | 0.829 | 0.822 | 1.046 | 1.053 | 1.051 |
| (50, 100) | 0.774 | 0.793 | 0.787 | 1.000 | 1.004 | 1.004 |
| (100, 100) | 0.789 | 0.812 | 0.804 | 1.046 | 1.054 | 1.053 |
| (100, 200) | 0.790 | 0.814 | 0.807 | 1.029 | 1.035 | 1.034 |
| (200, 200) | 0.800 | 0.819 | 0.812 | 0.986 | 0.996 | 0.993 |
| Example 1 (AR(1) 0.8 + N(0, 1)) |
| (50, 50) | 0.827 | 0.850 | 0.844 | 1.039 | 1.049 | 1.047 |
| (50, 100) | 0.802 | 0.818 | 0.813 | 1.041 | 1.049 | 1.046 |
| (100, 100) | 0.804 | 0.825 | 0.820 | 1.025 | 1.028 | 1.028 |
| (100, 200) | 0.790 | 0.810 | 0.802 | 0.993 | 0.998 | 0.995 |
| (200, 200) | 0.787 | 0.807 | 0.800 | 0.986 | 0.993 | 0.991 |
| Example 2 (AR(1) 0.8 + AR(1) 0.05) |
| (50, 50) | 0.791 | 0.809 | 0.805 | 1.039 | 1.045 | 1.043 |
| (50, 100) | 0.799 | 0.812 | 0.808 | 1.034 | 1.037 | 1.035 |
| (100, 100) | 0.756 | 0.771 | 0.766 | 1.035 | 1.039 | 1.040 |
| (100, 200) | 0.813 | 0.825 | 0.822 | 1.011 | 1.018 | 1.015 |
| (200, 200) | 0.787 | 0.803 | 0.799 | 1.008 | 1.017 | 1.015 |
| Example 3 (AR(1) 0.8 + AR(1) 0.2)) |

In summary, our method (FHFM) provides more accurate forecasts for the high dimensional time series data simulated in this section. In the Appendix A, more special simulated cases are presented.

6 Analysis of the US Mortality Data

In this section, we apply the FHFM on age-specific mortality data of the US. The data is the mortality data of the US population in the Human Mortality Database (HMD) (30) obtained in December 2020. HMD contains original calculations of death rates and life tables for the populations in 40 countries and areas, as well as the input data used in constructing those tables. The data we originally obtained from HMD includes the annual age-sex-specific information of the number of exposures to risk, the number of deaths, and the central death rate, for ages from 0 to 110+ (age 100 and above) during the period from 1933 to 2018. We focus our analysis on the age-specific central death rates of the total sex population. As the mortality data for advanced ages are measured sparsely which is mentioned in Lee and Carter (1992), death rates for the older age groups (from age 91 to 110+) are summarized and incorporated into a modified death rate denoted as age 90+. In view of this, the annual age-specific death rates under study consist of a matrix data with 86 yearly observations (1933-2018) for 91 ages (0-90+). Following Lee and Carter (1992), we consider the log transformed central death rates \( \ln(m_{p,t}) \) of \( [0, 1] \times T \), where \( P = 91, T = 86 \), for modeling purposes. By doing so, we can guarantee that the estimated and predicted central death rates are non-negative. We show the better model fitting and forecasting performance of the FHFM compared to several other models in this section. Moreover, we explain by examining the factor loadings of the features that the FHFM and its two-steps dimension reduction estimation are necessary on the
mortality data. At last, we illustrate with two applications that improving the accuracy of the predicted death rates is crucial.

6.1 Stationarity

As the log central death rates are not stationary time series, we modify the first estimation step in our method (FHFM) to deal with the non-stationary issue, which is summarized in Algorithm 2.

Algorithm 2: Modified Dimension Reduction Step 1 of FHFM

Input: Data $Y = [y_1, \ldots, y_T] \in \mathbb{R}^{P \times T}$; $y_t = (\ln(m_{1,t}), \ln(m_{2,t}), \ldots, \ln(m_{P,t}))^T$.

Output: $\hat{k}^{(1)}_{i}$, which is described in the first step of our method (see 2.13).

Dimension Reduction Step 1:

1. Compute $d_t = y_t - y_{t-1}$ and $\bar{d} = T^{-1} \sum_{t=2}^{T} d_t$, $t = 2, 3, \ldots, T$;
2. Compute
   \[
   \hat{\Sigma}_d(1) = \frac{1}{T-1} \sum_{t=2}^{T-1} (d_{t+1} - \bar{d}) (d_t - \bar{d})^T
   \]
   and $\hat{\Sigma}_d(1)^T \hat{\Sigma}_d(1)$;
3. Compute $\hat{b}_i : P \times 1$ by the eigenvector corresponding to the $i^{th}$ largest eigenvalue of $\hat{\Sigma}_d(1) \hat{\Sigma}_d(1)^T$, where $i = 1, 2, \ldots, \hat{r}_i$. $\hat{r}_i$ is chosen by the method introduced in Section 2;
4. Compute $\hat{y}_t = T^{-1} \sum_{i=1}^{T} y_i$, and $\hat{k}^{(1)} = \hat{b}_1^T (y_i - \hat{y})$.

The difference of Algorithm 2 and the first step in Algorithm 1 is, instead of obtaining $\hat{b}_i$ by the eigenvectors of $\hat{\Sigma}_y(1) \hat{\Sigma}_y(1)^T$, we get it from $\hat{\Sigma}_d(1) \hat{\Sigma}_d(1)^T$. Because $y_i$ is not stationary, $\hat{\Sigma}_y(1) \hat{\Sigma}_y(1)^T$ is not a good estimator for the population lag 1 auto-covariance of $y_i$.

We now explain the reason for using $\hat{\Sigma}_d(1) \hat{\Sigma}_d(1)^T$. From $d_t = y_t - y_{t-1}$, we have $y_t = y_{t-1} + d_t = y_{t-2} + d_{t-1} + d_t = \cdots = \sum_{i=-\infty}^{t} d_i$. With the coefficients $b_i, d_i$ can be expressed as $d_i = \sum_{j=1}^{P} b_j \varphi_{ij}$, where $\varphi_{ij} = b_j^T d_i$, thus

\[
\hat{y}_i = \sum_{i=-\infty}^{t} d_i = \sum_{i=-\infty}^{t} \left( \sum_{j=1}^{P} b_j \varphi_{ij} \right) = \sum_{j=1}^{P} \left( b_j \sum_{i=-\infty}^{t} \varphi_{ij} \right) = \sum_{j=1}^{P} b_j \psi_{ij},
\]

where $\psi_{ij} = \sum_{i=-\infty}^{t} \varphi_{ij}$. Thus when performing the dimension reduction, the coefficients to form a low-dimensional representation of $u_i$ should be the same as those of $y_i$. If $d_i$ is stationary, $\hat{\Sigma}_d(1) \hat{\Sigma}_d(1)^T$ is a good estimator for $\Sigma_d(1) \Sigma_d(1)^T$. Then eigenvectors of $\hat{\Sigma}_d(1) \hat{\Sigma}_d(1)^T$ are better estimators of the factor loadings than those of $\hat{\Sigma}_y(1) \hat{\Sigma}_y(1)^T$. We did stationary tests on the lag 1 differenced series of each age separately, and more than 72% of the ages have stationary results under significant level 0.1. This might not be enough to say $u_i$ is stationary, but for this dataset, it is better than the original log central death rates.

Due to the same reason, we make the same modification for the static PCA and the dynamic PCA methods when comparing on the US mortality data. Thus from now on, “CPCA” and “DPCA” refers to the static PCA and dynamic PCA which deal with the non-stationary issue, respectively. In addition, for comparison purpose, we also apply the static PCA method without considering the non-stationary issue, which is exactly the same as the method in Lee and Carter (1992) and we call it “Lee-Carter” in
Let us have a further discussion about the suitability of the FHFM for the US mortality data. We examine the variance and time serial dependence of the central death rates of the US. Because we modified the first step of the FHFM according to Section 6.1, instead of examining the original data, we check the first difference of log central death rates for each age. That is, for each age \( p \), we compute the variance and lag 1 autocorrelation (representing the time serial dependence) of \( d_p,2, d_p,3, \ldots, d_p,T \), where \( d_p,t = \log(m_p,t) - \log(m_p,t-1) \), \( p = 0,1,\ldots,90+, \) and \( T = 86 \). The results are shown in Figure 5.

In Figure 5, the top red plot shows the variances of \( d_p, \) for age \( p = 0,1,\ldots,90+, \) and the bottom blue line shows the lag 1 autocorrelation of \( d_p, \). From the plot, we see that the variances of ages from 5 to 13 are larger than those of ages from 25 to 40, while the lag 1 autocorrelations of ages from 5 to 13 are smaller than those of ages from 25 to 40. This is the same structure with the Example 5 in the simulation (in Appendix A). In addition, we have seen previously that the death rates of all ages have similar patterns, which indicates that information from part of the ages can be borrowed to help with the forecasting of other ages. Thus, the first step of the proposed method would like to use information from the ages with powerful forecasting ability, such as ages 25 to 40, to help with the forecasting of other ages with weak correlations, ages 5 to 13 for instance. On the other hand, the parts with powerful forecasting ability do not contain sufficient variations. For example, most of the variation is contained in younger ages while they do not all have large correlations. Therefore, the second step of our method utilizes static PCA to help retain sufficient variation of the original data, which is necessary for the final recovery for forecasting. As a result, FHFM is particularly suitable for the US mortality data. In the next section, we examine the model fitting performance of our method and illustrate the necessity of both steps using the estimated factor loadings in the following section.
6.3 Model Fitting Performance Comparison

In this section, we check the performance of the FHFM on fitting the original data. We apply FHFM, Lee-Carter, CPCA, and DPCA on the logarithm of central rates of death and compare the fitting performances using the root mean square error (RMSE). Based on the criteria in Section 2, all the methods choose only one factor. For FHFM, we have \( \hat{r}_1 = 1 \) and \( \hat{r}_2 = 1 \). Table 6 and Table 7 show the RMSEs of the four methods for selected ages (5, 25, 50, 65 and 85) and years (1933, 1953, 1993, and 2018) respectively, along with the overall RMSE of the whole data. From the tables, the RMSEs of the FHFM are the lowest among the other three methods, which shows that FHFM fits the data the best. As we described before, the two steps of the FHFM guarantee that it captures sufficient variations of the original data and results in a good model fitting. In addition, we see that the RMSEs of Lee-Carter are smaller than those of CPCA. It implies that the fitting performance on the log central death rates is worse for static PCA if we revise the method to deal with non-stationarity. This phenomenon may be caused by special characteristics of the mortality data, which is interesting to explore further.

Table 6: RMSE, for some specific ages

| Age | FHFM   | Lee-Carter | CPCA   | DPCA   |
|-----|--------|------------|--------|--------|
| 5   | 0.049  | 0.062      | 0.304  | 0.274  |
| 25  | 0.061  | 0.126      | 0.191  | 0.189  |
| 50  | 0.051  | 0.063      | 0.108  | 0.119  |
| 65  | 0.038  | 0.086      | 0.126  | 0.152  |
| 85  | 0.046  | 0.067      | 0.078  | 0.119  |
| RMSE| 0.055  | 0.083      | 0.151  | 0.155  |

Table 7: RMSE, for some specific years

| Year | FHFM   | Lee-Carter | CPCA   | DPCA   |
|------|--------|------------|--------|--------|
| 1933 | 0.076  | 0.153      | 0.186  | 0.171  |
| 1953 | 0.047  | 0.092      | 0.160  | 0.165  |
| 1993 | 0.063  | 0.080      | 0.142  | 0.145  |
| 2018 | 0.083  | 0.140      | 0.275  | 0.289  |
| RMSE | 0.055  | 0.083      | 0.151  | 0.155  |

We can also visualize the fitting performances of the four methods via plots. Figure 6 shows the actual and fitted log central rates of death for selected ages (5, 25, 50, 65 and 85) over all historical years from 1933 to 2018, while Figure 7 shows the actual and fitted log central rates of death for selected years (1933, 1953, 1993 and 2018) over all ages from 0 to 90+. The black lines represent the actual log central rates of death; the red, light blue, green and blue dashed lines show the fitted log central rates of death using FHFM, Lee-Carter, CPCA, and DPCA respectively. From Figure 6, we see that the FHFM captures the time-serial patterns well for all selected ages even when there is curvature, such as the paths of ages 25, 65 and 85. However, the Lee-Carter, CPCA and DPCA failed to recover the time-serial dependence appropriately and hence provide worse fitting results than the FHFM. From Figure 7, we see that the four methods provide similar fittings for ages 0 to 20. For ages 20 to 40, the mortality patterns changed and FHFM shows a better fitting performance than the other three methods. The four models perform similarly again for ages 40 and above with the FHFM’s fitting performance slightly better than the other three, especially for the year 2018. Hence, it shows that the FHFM captures both
time-serial (time dimension) dependence and cross-sectional (age dimension) variation well and exhibits advantages over the other three methods especially when the mortality trends change.

6.4 Forecasting Performance Comparison

In this section, we show that FHFM can forecast the central death rates of the US more accurately than the other methods. We compare the forecasting performance of FHFM with the Lee-Carter model in Lee and Carter (1992) (‘Lee-Carter’), the static PCA described in Section 3 (‘CPCA’), the dynamic PCA described in Section 3 (‘DPCA’), the Age-Period-Cohort model considered in Currie et al. (2004) (‘APC’), the two factor Cairns-Blake-Dowd model introduced by Cairns et al. (2006) (‘CBD’), the quadratic CBD models with cohort effects considered in Cairns et al. (2009) (‘M6’, ‘M7’, and ‘M8’), the functional mortality model of Hyndman and Ullah (2007) (‘FDM’), and the univariate ARIMA model (‘Individual’). We use rolling window out-of-sample forecasting to evaluate the performance. The univariate ARIMA model is fitted with time series of each age independently and the model structure is selected based on Bayesian information criterion (BIC); we refer to this as “individual” model. The individual model is included for comparison, as we would like to show that conducting dimension reduction before the forecasting is necessary, especially in the long term.

We use the data covering years from 2009 to 2018 as the test set and the historical data of previous years as the training set for modeling and testing purposes. Table 8 shows the forecasting root mean square errors (FRMSEs) of 1 to 25 steps ahead forecasts using the five methods. For each forecast, we have 10 rolling window sub-training sets for the 10 test years and the values presented in the table are the averages of the 10 rolling window FRMSEs. Figure 8 plots the results shown in Table 8 except for those of M6, M7, and M8, as the performance of M6, M7, and M8 are much worse than the others. We see that as the length of prediction steps increases, the performance of all methods gets worse. This is because the longer-term forecasting is always harder and contains more uncertainty.

The individual model and FDM have better forecasting accuracy than the other models when $h \leq 13$. 

---

Figure 6: Log Death Rates, 1933 – 2018 for ages 5, 25, 50, 65, 85; Actual and Fitted.  
Figure 7: Log Death Rates, ages 0 to 90+ for years 1933, 1953, 1993, 2018; Actual and Fitted.
while perform worse in the long-term compared with the FHFM and the Lee-Carter. The individual model focuses on capturing the mortality pattern of each age vector, which ignores the dependence among different ages, overlooks the cross-sectional common information, and contains many more parameters than the FHFM. The FDM performs similarly to the individual model, which indicates its forecasts might put more weights on the individual patterns than the common information. In the short term, individual factors dominate the forecasting performance, so the individual model and FDM perform better than others. However, the long-term mortality forecasting is usually more important in practice as it provides important assumptions for various actuarial practices and government policymaking, such as life insurance and annuities pricing and reserving, asset liability management of pension funds, and the solvency analysis of social securities. In the long term, different ages share similar drivers of the mortality variation, such as technology innovation, health improvement, wars, and epidemics. So common factors dominate the forecasting performance in the long term, and dimension reduction plays a crucial role in recovering the common information from the high dimensional mortality data.

FHFM performs the best overall (with the smallest average FRMSE, 0.181, over all forecasting horizons) and especially for long-term forecasting. Comparing to other methods, FHFM has the smallest FRMSEs for all $h > 13$, and the smallest FRMSEs for all $h$ when excluding the individual model and FDM. The empirical analysis shows that FHFM successfully extracts features with powerful forecasting ability and provides a good low-rank representation.

6.5 Analysis of the FHFM on Mortality Data

Recall that the FHFM intends to capture two kinds of common features for mortality data among all ages: common temporal trends and common variations. Now we would like to analysis the necessity and the behavior of the proposed model on the mortality data under study.

Figure 9 provides the estimation of $\{u_{p,t} : t \geq 1\}$ for all $p = 1, \ldots, P$, which is the residual of the first
Table 8: Comparison of the forecasting performance on the US data: Rolling Window FRMSE. ‘FHM’ for our proposed model; ‘Lee-Carter’ for the Lee-Carter model in Lee and Carter (1992); ‘CPCA’ for the static PCA described in Section 3; ‘DPCA’ for the dynamic PCA described in Section 3; ‘APC’ for the Age-Period-Cohort model considered in Currie et al. (2004); ‘CBD’ for the two factor Cairns-Blake-Dowd model introduced by Cairns et al. (2006); ‘M6’, ‘M7’, and ‘M8’ for the quadratic CBD models with cohort effects considered in Cairns et al. (2009); ‘FDM’ for the functional mortality model of Hyndman and Ullah (2007); ‘Individual’ for fitting univariate ARIMA model with time series of each age independently.

| h  | FHFM | Lee-Carter | CPCA | DPCA | APC | CBD | M6 | M7 | M8 | FDM | Individual |
|----|------|------------|------|------|-----|-----|----|----|----|-----|-------------|
| 1  | 0.092| 0.130      | 0.245| 0.261| 0.282| 0.614| 0.848| 0.796| 0.840| 0.040| **0.039**   |
| 2  | 0.104| 0.139      | 0.249| 0.265| 0.301| 0.632| 0.923| 0.929| 0.866| **0.059**| 0.060       |
| 3  | 0.118| 0.149      | 0.255| 0.271| 0.321| 0.650| 1.005| 1.078| 0.890| **0.080**| 0.081       |
| 4  | 0.132| 0.161      | 0.262| 0.277| 0.338| 0.669| 1.095| 1.242| 0.912| 0.099| **0.097**   |
| 5  | 0.146| 0.172      | 0.270| 0.286| 0.354| 0.685| 1.193| 1.418| 0.932| 0.118| **0.115**   |
| 6  | 0.156| 0.180      | 0.276| 0.293| 0.367| 0.701| 1.293| 1.600| 0.950| 0.131| **0.128**   |
| 7  | 0.164| 0.187      | 0.282| 0.299| 0.380| 0.714| 1.405| 1.796| 0.967| 0.142| **0.137**   |
| 8  | 0.169| 0.191      | 0.286| 0.304| 0.390| 0.727| 1.519| 1.991| 0.980| 0.150| **0.142**   |
| 9  | 0.174| 0.195      | 0.290| 0.308| 0.400| 0.741| 1.644| 2.197| 0.991| 0.155| **0.145**   |
| 10 | 0.173| 0.196      | 0.291| 0.310| 0.409| 0.755| 1.757| 2.397| 0.997| 0.158| **0.145**   |
| 11 | 0.177| 0.199      | 0.295| 0.315| 0.417| 0.773| 1.868| 2.604| 1.000| 0.164| **0.152**   |
| 12 | 0.182| 0.203      | 0.299| 0.319| 0.428| 0.788| 1.961| 2.801| 0.999| 0.170| **0.164**   |
| 13 | 0.190| 0.209      | 0.304| 0.325| 0.437| 0.804| 2.065| 3.008| 0.998| 0.204| **0.188**   |
| 14 | **0.197**| 0.215      | 0.309| 0.330| 0.446| 0.816| 2.157| 3.220| 0.996| 0.215| 0.202       |
| 15 | **0.205**| 0.221      | 0.314| 0.335| 0.456| 0.823| 2.232| 3.432| 0.995| 0.233| 0.223       |
| 16 | **0.210**| 0.226      | 0.317| 0.338| 0.464| 0.828| 2.323| 3.674| 0.996| 0.251| 0.244       |
| 17 | **0.217**| 0.233      | 0.321| 0.342| 0.475| 0.833| 2.389| 3.910| 0.996| 0.272| 0.268       |
| 18 | **0.222**| 0.238      | 0.324| 0.346| 0.487| 0.837| 2.465| 4.175| 0.997| 0.284| 0.283       |
| 19 | **0.226**| 0.243      | 0.326| 0.348| 0.500| 0.839| 2.499| 4.417| 0.996| 0.303| 0.302       |
| 20 | **0.223**| 0.245      | 0.325| 0.346| 0.512| 0.837| 2.538| 4.661| 0.994| 0.306| 0.310       |
| 21 | **0.217**| 0.246      | 0.322| 0.344| 0.524| 0.835| 2.553| 4.848| 0.992| 0.311| 0.313       |
| 22 | **0.208**| 0.245      | 0.318| 0.339| 0.532| 0.835| 2.605| 5.084| 0.993| 0.315| 0.307       |
| 23 | **0.201**| 0.247      | 0.315| 0.336| 0.543| 0.841| 2.636| 5.308| 0.992| 0.247| 0.277       |
| 24 | **0.202**| 0.254      | 0.317| 0.339| 0.556| 0.854| 2.642| 5.498| 0.988| 0.242| 0.276       |
| 25 | **0.216**| 0.268      | 0.327| 0.348| 0.570| 0.878| 2.665| 5.691| 0.983| 0.249| 0.275       |

Mean **0.181** | 0.208 | 0.298 | 0.317 | 0.435 | 0.772 | 1.931 | 3.111 | 0.970 | 0.196 | 0.195
After extracting the common temporal trends in the first step, it is expected that there is relatively weak common temporal trend existed in the residual $u_{p,t}$. Compared with Figure 1 that illustrates the time-trends in original mortality data, Figure 9 indeed demonstrates weak common time-trends for all ages, in view of different time-tendency for the young ages from that of the old ages.

Next, we investigate the extracted features from the two kinds of factor models, respectively. As analyzed earlier, the estimation for the two parts is based on the eigendecomposition of the two matrices $\hat{L}_1$ and $\hat{L}_2$, respectively. The first row of Figure 10 shows all the eigenvalues of the two matrices. The spikeness is obvious and the ratio-based statistic will estimate $r_1$ and $r_2$ as 1 intuitively. Then the bottom row of Figure 10 provides the eigenvectors of $\hat{L}_1$ and $\hat{L}_2$ corresponding to their largest eigenvalues respectively. By comparing them, factor loadings from the two parts of factor models are quite different from each other.

A natural question may arise: would it produce similar results if we included two factors in the first step instead of having the second-step factor modelling? Figure 11 shows that the second eigenvector of $\hat{L}_1$ is different from the first eigenvector extracted by the second step, which ensures the necessity of the second-step factor modelling. Roughly speaking, the second principal component (PC) in the first step represents weaker common temporal trend than the first PC, but stronger than the remaining PCs. However, the aim of our second step is to pursue features possessing most common variations of the residuals out of the first step. Although the extracted factor in the second step also has weaker common temporal trend than that is extracted in the first step, it is different from the second PC of the first step in view of Figure 11. Furthermore, the second eigenvalue of matrix $\hat{L}_1$, as shown in Figure 12, is not separable from the remaining ones (the third PC and above), and hence is not favored for forecasting purposes.
Figure 10: 1st Principal Component in Two Steps

Figure 11: 2nd PC in Step 1 and 1st PC in Step 2

Figure 12: Eigenvalues of Step 1
6.6 Application of the Mortality Forecasting

In this section, we use the forecasts of mortality to perform two applications: predicting the life expectancies and pricing the life annuities. The life expectancy describes the expected average remaining number of years prior to death for a person reached a specific age. Usually it can be reported in two different forms based on the mortality rates (period and cohort). The period life expectancy for a given year of each age is calculated based on the mortality rates for that single year, while the cohort life expectancy is estimated based on the mortality rates for the series of years in which the person will actually reach each succeeding age if the individual survives (The Board of Trustees of the Federal OASDI Trust Funds (2019)). For example, according to Table V.A4 and V.A5 in the 2019 report of The Board of Trustees of the Federal OASDI Trust Funds (2019), a male in the US aged 65 in year 2018 is expected to live another 18.1 years before death on a period basis while 18.9 years on a cohort basis. We will compare the estimated cohort and period life expectancy from our proposed method (FHFM) with those from the Lee-Carter model. In addition, related to the cohort life expectancy, another interesting and crucial problem is, how much would an individual pay for an insurance which provides annual payments after the retirement until the death? We will compare the present values (price, per $1) of the life annuities based on the estimated cohort life expectancies from different methods.

In the following part, we compute the actuarial life expectancy for an individual aged  \( x \) at year  \( T \)  \( (e_{x,T}) \) as follows,

\[
e_{x,T} = \sum_{t=1}^{w-x-1} t p_{x,T},
\]

where \( w \) is the assumed maximum age, and  \( t p_{x,T} = \prod_{j=0}^{t-1} (1 - q_{x+j,T}) \) is the probability that a person aged  \( x \) at year  \( T \) will survive to age  \( x+t \). For the period life expectancy,  \( 1 q_{x+j,T} = m_{x+j,T} \), and for the cohort life expectancy,  \( 1 q_{x+j,T} = m_{x+j,T+j} \), where  \( m_{x,t} \) is the death rate of a person aged  \( x \) at year  \( t \) from the mortality table. In addition, for simplicity, we assume  \( 1 - m_{90+,T} \) represents the probability that a person age 90 will survive to the maximum age  \( w \). Further, we calculate the present value of the life annuity  \( (PV_{x,T}) \) for an individual purchased at age  \( x \) in year  \( T \) and beginning to make payments $1 annually after age 66 until death or aged 90 (which one happens first) as below:

\[
PV_{x,T} = \begin{cases} 
\sum_{i=1}^{90-x} t p_{x,T} / (1+i)^t & \text{if } x \geq 66 \\
PV_{66,T+(66-x)} / (1+i)^{66-x} & \text{if } x < 66 
\end{cases}
\]

where  \( i = 2\% \) is the interest rate,  \( t p_{x,T} = \prod_{j=0}^{t-1} (1 - q_{x+j,T}) \) and  \( 1 q_{x+j,T} = m_{x+j,T+j} \), which is on a cohort basis and the same with the calculation for the cohort life expectancy. We let the life annuities end at age 90 for simplicity as the mortality rates for extreme older ages need more detailed analysis, which is beyond the scope of this paper. The age 66 is the retirement age for most individuals in the US. Hence, for an individual younger than 66,  \( PV_{x,T} \) is the price for a deferred life annuity. Similar calculation can be find in Warshawsky (1988), McCarthy and Mitchell (2001), and Cunningham et al. (2012).

In order to compare the out-of-sample performance of our method (FHFM) and the Lee-Carter model, we define the data for years 1933 to 1988 as the training set and the data for the last 30 years (1989 to 2018) as the test set. We first forecast the mortality rates of the test set with the training set using the FHFM and the Lee-Carter method, respectively. Then we calculate  \( e_{x,T} \) (cohort and period) and
using the actual mortality rates as well as the forecasting mortality rates from the two methods, respectively.

With more accurate mortality forecasts, how much can the FHFM method improve the prediction of the life expectancies and the pricing of the life annuities? Table 9 shows the forecast mean squared error (FMSE) and the forecast mean absolute error (FMAE) for the FHFM method and the Lee-Carter model, which are computed as

\[
\text{FMSE} = \frac{1}{N} \sum_x \sum_t (\hat{y}_{x,t} - y_{x,t})^2,
\]

\[
\text{FMAE} = \frac{1}{N} \sum_x \sum_t |\hat{y}_{x,t} - y_{x,t}|,
\]

where \( \hat{y}_{x,t} \) is the estimated value (computed with forecast death rates from the FHFM or Lee-Carter), \( y_{x,t} \) is the true value (computed with actual death rates), \( N \) is the number of estimates (it is different for the period and cohort life expectancies). It can be seen from the table that for all the three applications, the estimations from the FHFM have smaller FMSEs and FMAEs comparing with those from Lee-Carter method. Particularly, from the FMAEs of the present values of life annuities, we can see that, on average, the pricing error is $0.154 for Lee-Carter and only $0.041 for FHFM with annual payment $1. The better performance of FHFM is lead by the more accurately mortality forecasting.

Table 9: FMSE and FMAE of life expectancies (cohort and period) and present values of annuities (annual payment $1 and interest rate 2%)

|               | FMSE | FMAE   |
|---------------|------|--------|
|               | period life expectancy | cohort life expectancy | pv of life annuity | period life expectancy | cohort life expectancy | pv of life annuity |
| Lee-Carter    | 0.768 | 0.111 | 0.040 | 0.790 | 0.251 | 0.154 |
| FHFM          | **0.109** | **0.009** | **0.004** | **0.263** | **0.072** | **0.041** |

Figure 13 and Figure 14 show the cohort and period life expectancies for an individual aged 66 at different years. The red line is the value computed from historical death rates, the green one is the value computed with the forecast from the FHFM and the blue line is that from the Lee-Carter method. From Figure 13, we see that the three lines are close to each other before 1970, which is due to the less forecasts involved in the calculation for those years. After 1970, when involving more forecasts, the Lee-Carter method tends to estimate the life expectancies lower while the FHFM is close to the true value with slightly higher estimations for some years. From Figure 14, we see that the output of FHFM is always more close to the true values while both the FHFM and the Lee-Carter tend to underestimate the true values for the second half of the time horizon.

Table 10 exhibits the life expectancies (cohort and period) and the present values of annuities with annual payment $1 and interest rate 2% for some selected ages and years (for some years and ages there are no forecast involves, hence we use * to mark them). We can see that for the life expectancies, almost all the values from the FHFM are closer to the true values than those from the Lee-Carter method. The Lee-Carter method tends to price much lower than the empirical true values. The absolute pricing errors are around $0.20 to $0.40 per $1 of the life annuity. On the other hand, FHFM provides very accurately pricing with a maximum $0.02 error per $1 annual payment. Although the difference looks very small, it is indeed a big risk for life insurers or social security. To illustrate the financial impact on the industry, we
can consider the pricing for individuals aged 45 in year 1970. The price from the Lee-Carter method is $0.27 lower and from the FHFM is $0.01 lower per $1 compared with the empirical true price. Suppose the annual payment for an individual is $20,000 and the number of people purchased this insurance is 5,000. Then according to the Lee-Carter method, the insurance company will have a $27 million shortfall (27million = 0.27 × 20000 × 5000), which is a huge risk. On the other hand, FHFM will only have a $1 million shortfall. Although it also mis-priced the insurance, this amount of shortfall is much less risky for the company or the social security. In summary, our method improves the estimating of life expectancies and prices the life annuities more accurately by forecasting the mortality rates better.

Table 10: Selected life expectancies (cohort and period) and the present values of annuities (annual payment $1 and interest rate 2%)

| (year, age) | period life expectancy | cohort life expectancy | pv of life annuity |
|------------|-------------------------|------------------------|-------------------|
|            | true  | Lee-Carter | FHFM | true  | Lee-Carter | FHFM | true  | Lee-Carter | FHFM |
| (1950, 25) | 45.81 | *          | *    | 50.12 | 49.60 | 50.09 | 5.72  | 5.53  | 5.71   |
| (1960, 35) | 37.59 | *          | *    | 40.84 | 40.32 | 40.81 | 6.97  | 6.74  | 6.96   |
| (1970, 45) | 29.19 | *          | *    | 31.97 | 31.43 | 31.94 | 8.49  | 8.22  | 8.48   |
| (1980, 55) | 22.59 | *          | *    | 23.85 | 23.27 | 23.81 | 10.36 | 10.02 | 10.34  |
| (1990, 65) | 15.95 | 15.23      | 15.83 | 16.50 | 15.87 | 16.47 | 12.62 | 12.21 | 12.60  |
| (2000, 75) | 9.59  | 9.40       | 9.87 | 10.05 | 9.63  | 10.09 | 8.61  | 8.29  | 8.63   |

7 Conclusion

Motivated by the unique feature of human mortality data, we propose a new forecast-driven hierarchical factor model for mortality forecasting.

To the best of our knowledge, this is the first forecast-driven factor model for mortality forecasting. The proposed FHFM combines both the dynamic and static features together via a two-step procedure, with the first step extracting factors with the most predictability and the second step extracting factors
capturing the largest variations. Theoretically, we show that these two types of factors are both indispensable in producing optimal forecasting for mortality data.

Empirical analysis using the US mortality data shows that the proposed new method can improve the out-of-sample forecasting performance compared to the benchmark methods, especially in the long-term. Moreover, we show that the pricing error of a life annuity project using the Lee-Carter method is around $0.154 per $1 annual payment; however, the pricing error using the proposed FHFM is only about $0.041 per $1, which is a remarkable improvement.

Like other existing mortality models, the FHFM proposed in this paper can only extract linear features from the original data. For future research, we are interested in developing a general non-parametric factor model, which can capture non-linear features in mortality data. Modern statistical techniques, such as neural networks and non-parametric estimation methods, can be used to fulfil this target. In addition, we are interested in extending the age range considered in this research to include more advanced ages and exploring time-varying factor models for multi-population mortality forecasting (Huang et al., 2020; Dong et al., 2020).
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In this appendix, we provide more simulation studies as a supplementary to Section 5. Specially, Example 5 and 6 are special cases to the examples in Section 5, in which the two different types of features are completely separated.

Firstly, in Example 4 and 5, we show that the first step of our method extracts features with strong time-serial dependence, which indicates a powerful forecasting ability. In addition, the low-dimensional representation has relative small reconstruction errors, which is necessary for recovering the data.

Secondly, with Example 5 and 6, we show that our method performs better on forecasting compared to static PCA and dynamic PCA.

For descriptive convenience, we use “FHFM” to represent our method, “CPCA” to represent the static PCA which was described in Section 3, and “DPCA” to represent the dynamic PCA described in Section 3 with \( \ell_0 = 1 \). We also consider comparing with the method given in Lam et al. (2011), and we use “DPCA(\( \ell \))” to represent it, with \( \ell = 1, 5, 10 \). “DPCA(1)” is the same with the first step in our method, while “DPCA(5)” and “DPCA(10)” aggregate more auto-covariances but exclude the variance matrix.

**Data generating**

- **Example 4**

  \( \{y_t\}_{t=1,2,...,T} : P \times 1 \) is generated by

\[
y_t = a + bk_t + \epsilon_t,
\]

where \( a \) is a \( P \times 1 \) mean vector with elements independently generated from standard normal distribution, \( b \) is a \( P \times 1 \) vector obtained by the first column of a QR decomposition of a random generated matrix, \( \{k_t\}_{t=1,2,...,T} \) is generated from \( AR(1) \) model with coefficient 0.7 and mean
0, and \( \varepsilon_t \) is a \( P \times 1 \) error term with elements independently generated from standard normal distribution.

- **Example 5**
  Construct \( \mathbf{y}_t = (\mathbf{y}_t^{(1)\top}, \mathbf{y}_t^{(2)\top})\top \). \{\mathbf{y}_t^{(1)}\}_{t=1,2,...,T} : (dP) \times 1 \) is generated by

\[
\mathbf{y}_t^{(1)} = \mathbf{b}_t + \varepsilon_t^{(1)}.
\]

\( \mathbf{b} \) is a \( (dP) \times 1 \) vector with elements generated from \( U(0, 1) \), \{\mathbf{k}_t\}_{t=1,2,...,T} is generated from \( AR(1) \) model with coefficient 0.8, and \( \varepsilon_t^{(1)} \) is a \( (dP) \times 1 \) error term with elements independently generated from \( N(0, 0.2) \). \{\mathbf{y}_t^{(2)}\}_{t=1,2,...,T} : ((1 - d)P) \times 1 \) is generated by

\[
\mathbf{y}_t^{(2)} = \mathbf{a}w_t + \varepsilon_t^{(2)},
\]

where \( \mathbf{a} \) is a \( ((1 - d)P) \times 1 \) vector with elements generated from \( U(0, 1) \), \{\mathbf{w}_t\}_{t=1,2,...,T} is generated from \( N(0, 1.5) \), and \( \varepsilon_t^{(2)} \) is a \( ((1 - d)P) \times 1 \) error term with elements independently generated from \( N(0, 0.2) \).

We call \{\mathbf{y}_t^{(1)}\}_{t=1,2,...,T} the dependent part as it has autocorrelations within observations (time dimension), and \{\mathbf{y}_t^{(2)}\}_{t=1,2,...,T} the independent part as it has independent generated observations, while the variance of it is larger than that of \{\mathbf{y}_t^{(1)}\}_{t=1,2,...,T}. The parameter \( d \) is the proportion of the dependent part among the whole dataset, with possible values among (0, 1). As a result of this design, the whole data consists of two part. The dependent part has strong serial dependence with relatively small variance and the independent part has very weak dependence with relatively large variance. This is a special case for the FHFM in example 1 to 3 in which we can set 0s in the coefficient vector \( \mathbf{a} \) and \( \mathbf{b} \) to get the Example 5.

- **Example 6**
  The data structure is the same with Example 5 with \( d = 0.4 \), except that \{\mathbf{k}_t\}_{t=1,2,...,T} is generated from \( AR(1) \) model with coefficient 0.7. \( \varepsilon_t^{(1)} \) and \( \varepsilon_t^{(2)} \) are \( (dP) \times 1 \) error terms with elements independently generated from \( N(0, 0.5) \), and \{\mathbf{w}_t\}_{t=1,2,...,T} is generated from \( N(0, 3) \). The main difference is we enlarge the variations in Example 5, comparing with Example 6. The purpose is to show that keeping sufficient information of the variation is necessary.

Because in Example 5 and 6, \( \mathbf{y}_t \) consists of the dependent part and independent part, we also report the FRMSE for the two parts separately, in addition to the overall FRMSE defined in Section 5. Rewrite \( \hat{\mathbf{y}}_{T-i} \) as \( (\hat{\mathbf{y}}_{T-i}^{(1)}, \hat{\mathbf{y}}_{T-i}^{(2)})\top \) and \( \mathbf{y}_{T-i} \) as \( (\mathbf{y}_{T-i}^{(1)}, \mathbf{y}_{T-i}^{(2)})\top \), then:

\[
\text{Dependent FRMSE}(h) = \left( \frac{\sum_{i=0}^{h-1} \|\mathbf{y}_{T-i}^{(1)} - \hat{\mathbf{y}}_{T-i}^{(1)}\|^2}{hPd} \right)^{1/2},
\]

\[
\text{Independent FRMSE}(h) = \left( \frac{\sum_{i=0}^{h-1} \|\mathbf{y}_{T-i}^{(2)} - \hat{\mathbf{y}}_{T-i}^{(2)}\|^2}{hP(1-d)} \right)^{1/2},
\]

where \( d \) is the proportion of \( \mathbf{y}_t^{(1)} \) among \( \mathbf{y}_t \).
Results

We try different sets of \((P, T)\): (50, 50), (50, 100), (100, 100), (100, 200), (200, 200), as we would like to evaluate the performance under situations \(P\) and \(T\) are comparable. The results are shown in Table 11 to Table 16.

Table 11: Variance and Dependence of \(\hat{k}_t\)

| \((P, T)\) | Time variance \((\hat{k}_t)\) | Time dependence \((\hat{k}_t)\) | Mix \((\hat{k}_t)\) |
|-----------|----------------------------|----------------------------|----------------|
|           | CPC | DPC | FHFM | CPC | DPC | FHFM | CPC | DPC | FHFM |
| (50, 50)  | **7.882** | 7.723 | 6.073 | 1.201 | 1.607 | **1.833** | 9.083 | **9.331** | 7.905 |
| (50, 100) | **6.001** | 5.917 | 4.595 | 1.061 | 1.328 | **1.455** | 7.062 | **7.245** | 6.050 |
| (100, 100)| **7.968** | 7.811 | 6.094 | 0.957 | 1.392 | **1.671** | 8.925 | **9.204** | 7.765 |
| (100, 200)| **5.996** | 5.911 | 4.567 | 0.944 | 1.241 | **1.409** | 6.940 | **7.151** | 5.976 |
| (200, 200)| **7.974** | 7.814 | 6.088 | 0.757 | 1.130 | **1.399** | 8.731 | **8.943** | 7.487 |

Example 4

| \((P, T)\) | Time Variance \((\hat{E}_t)\) | Cross-sectional Variance \((\hat{E}_p)\) |
|-----------|----------------------------|----------------|
|           | CPC | DPC | FHFM | CPC | DPC | FHFM | CPC | DPC | FHFM |
| (50, 50)  | 0.778 | 0.680 | **0.337** | 0.794 | 0.694 | **0.343** |
| (50, 100) | 0.775 | 0.706 | **0.373** | 0.782 | 0.713 | **0.377** |
| (100, 100)| 0.796 | 0.694 | **0.351** | 0.804 | 0.701 | **0.355** |
| (100, 200)| 0.778 | 0.708 | **0.381** | 0.782 | 0.712 | **0.383** |
| (200, 200)| 0.803 | 0.701 | **0.357** | 0.807 | 0.704 | **0.359** |

Example 5 \((d = 0.5)\)

| \((P, T)\) | Time Variance \((\hat{E}_t)\) | Cross-sectional Variance \((\hat{E}_p)\) |
|-----------|----------------------------|----------------|
|           | CPC | DPC | FHFM | CPC | DPC | FHFM | CPC | DPC | FHFM |
| (50, 50)  | 0.071 | 0.091 | **0.037** | 0.094 | 0.123 | **0.037** |
| (50, 100) | 0.056 | 0.080 | **0.038** | 0.067 | 0.104 | **0.038** |
| (100, 100)| 0.055 | 0.077 | **0.039** | 0.064 | 0.100 | **0.039** |
| (100, 200)| 0.046 | 0.074 | **0.039** | 0.050 | 0.094 | **0.039** |
| (200, 200)| 0.046 | 0.072 | **0.039** | 0.051 | 0.091 | **0.039** |

From Table 11, we can see that the CPC provides feature \(\hat{k}_t\) with the largest variance, while the first step of our method (FHFM) captures \(\hat{k}_t\) with the largest lag 1 auto-covariance. In addition, in Example 5, our method has slightly larger Mix(\(\hat{k}_t\)) than DPCA, which shows that under certain data structure the dimension reduction of our first step is enough to represent sufficient information.

From Table 12 and 13, we can see that our method always provides the error terms with the smallest time and cross-sectional variance and dependence.

Table 12: Variance across Time and Ages of error terms

Table 14 and 15, show the 1 step and 5 steps ahead forecasting root mean square errors for Example 5 with \(d = 0.5, 0.4, 0.3\), respectively. Overall, FHFM performs better than the other two, as it has the smallest overall FRMSE for all the cases. Checking the Dependent FRMSE and Independent FRMSE separately, we can find that FHFM performs even better for the dependent part. As \(d\) decreasing, the
Dependent FRMSE of FHFM increases the least, although all the Dependent FRMSEs increase. And for the independent part, FHFM is better when \( d = 0.5, 0.4 \), but performs almost the same with others when \( d = 0.3 \). This result shows that FHFM extracts features with more forecasting power from the dependent part and uses it to help improve the forecasting of the independent part. However, when the proportion of the dependent part is small, such as \( d = 0.3 \), forecasting the independent part cannot be blessed that much from the dependent part. Therefore, there will be very little difference among the three methods when comparing the performance for the independent part when \( d = 0.3 \). But FHFM will always provide better forecasting for the dependent part, which leads to better overall forecasting for all cases.

Table 13: Covariance across Time and Ages of error terms

| \((P,T)\) | Time dependence \((\hat{\beta}_t)\) | Cross-sectional dependence \((\hat{\beta}_p)\) |
|----------|----------------------------------|----------------------------------|
|          | CPCA | DPCA | FHFM | CPCA | DPCA | FHFM |
| (50,50)  | 0.107 | 0.097 | 0.059 | 0.108 | 0.099 | 0.060 |
| (50,100) | 0.106 | 0.099 | 0.064 | 0.086 | 0.082 | 0.058 |
| (100,100)| 0.077 | 0.070 | 0.043 | 0.077 | 0.070 | 0.043 |
| (100,200)| 0.075 | 0.070 | 0.046 | 0.061 | 0.058 | 0.041 |
| (200,200)| 0.054 | 0.050 | 0.031 | 0.055 | 0.050 | 0.031 |

Table 16 shows the 1 step and 5 steps ahead forecasting root mean square error of FHFM compared to DPCA(\(\ell\)), \(\ell = 1, 5, 10\), for Example 6. The reason for comparing DPCA(\(\ell\)) separately is that it contains different information. The DPCA we compared with in Example 5 involves the same information (variance and lag 1 auto-covariance of \(y_i\)) with FHFM, while DPCA(\(\ell\)) aggregates more dependent information (lag 1 to lag \(\ell\) auto-covariances) but discards the variance \(\text{var}(y_i)\). In addition, DPCA(1) is equivalent to only conduct the first step of FHFM.

In Table 16, we can see that FHFM and DPCA(1) perform better than DPCA(5) and DPCA(10) for most \((P,T)\) cases. This shows that involving more lagged auto-covariances does not always provide more useful information for forecasting under certain situations. The performance of DPCA(1) is worse than FHFM with \((P,T) = (50,50), (50,100), (100,100)\) for 1 step ahead forecasting and \((P,T) = (100,100)\) for 5 step ahead forecasting, and similar for other cases. These results show that when variation is large, it is necessary to conduct the second step in the FHFM in order to achieve more accurate forecasting.

B Appendix B: Proof of Theorems

This section contains proof of Theorem 1, as well as some lemmas that are used in these proofs. Before introducing the proofs, we provide some notations. For a \(k \times k\) matrix \(F\), \(\lambda_i(F)\) indicates the \(i\)-th largest eigenvalue of the matrix \(F\). For a non-symmetric matrix \(S\), we use \(\sigma_j(S)\) to denote the singular value of the matrix \(S\), which corresponds to the \(j\)-th largest eigenvalue of the matrix \(SS^\top\). Let \(||F||\)
### Table 14: 1 Step Ahead Forecasting RMSE

| (P, T)      | Dependent FRMSE(1) | Independent FRMSE(1) | Overall FRMSE(1) |
|-------------|--------------------|----------------------|------------------|
|             | CPA | DPCA | FHFM | CPA | DPCA | FHFM | CPA | DPCA | FHFM |
| Example 5 (d = 0.5) |     |      |      |     |      |      |     |      |      |
| (50, 50)    | 0.623 | 0.608 | **0.568** | 0.771 | 0.768 | **0.749** | 0.757 | 0.748 | **0.716** |
| (50, 100)   | 0.573 | 0.567 | **0.550** | 0.746 | 0.747 | **0.743** | 0.715 | 0.711 | **0.700** |
| (100, 100)  | 0.568 | 0.558 | **0.536** | 0.760 | 0.746 | **0.734** | 0.719 | 0.705 | **0.688** |
| (100, 200)  | 0.572 | 0.568 | **0.553** | 0.782 | 0.772 | **0.764** | 0.732 | 0.725 | **0.711** |
| (200, 200)  | 0.537 | 0.531 | **0.521** | 0.759 | 0.752 | **0.746** | 0.705 | 0.696 | **0.686** |
| Example 5 (d = 0.4) |     |      |      |     |      |      |     |      |      |
| (50, 50)    | 0.654 | 0.642 | **0.584** | 0.738 | 0.743 | **0.741** | 0.759 | 0.756 | **0.731** |
| (50, 100)   | 0.603 | 0.595 | **0.553** | 0.727 | 0.731 | **0.712** | 0.732 | 0.731 | **0.699** |
| (100, 100)  | 0.631 | 0.607 | **0.562** | 0.767 | 0.768 | **0.754** | 0.766 | 0.755 | **0.727** |
| (100, 200)  | 0.575 | 0.580 | **0.542** | 0.778 | 0.774 | **0.767** | 0.752 | 0.752 | **0.729** |
| (200, 200)  | 0.570 | 0.568 | **0.537** | 0.739 | 0.742 | **0.733** | 0.719 | 0.720 | **0.701** |
| Example 5 (d = 0.3) |     |      |      |     |      |      |     |      |      |
| (50, 50)    | 0.708 | 0.686 | **0.598** | 0.761 | 0.764 | **0.760** | 0.798 | 0.793 | **0.760** |
| (50, 100)   | 0.687 | 0.653 | **0.572** | 0.749 | 0.752 | **0.749** | 0.782 | 0.772 | **0.742** |
| (100, 100)  | 0.695 | 0.640 | **0.556** | 0.773 | 0.774 | **0.775** | 0.805 | 0.788 | **0.757** |
| (100, 200)  | 0.682 | 0.606 | **0.533** | 0.742 | 0.747 | **0.743** | 0.772 | 0.749 | **0.719** |
| (200, 200)  | 0.680 | 0.620 | **0.549** | 0.719 | 0.720 | **0.720** | 0.759 | 0.737 | **0.711** |

### Table 15: 5 Steps Ahead Forecasting RMSE

| (P, T)      | Dependent FRMSE(5) | Independent FRMSE(5) | Overall FRMSE(5) |
|-------------|--------------------|----------------------|------------------|
|             | CPA | DPCA | FHFM | CPA | DPCA | FHFM | CPA | DPCA | FHFM |
| Example 5 (d = 0.5) |     |      |      |     |      |      |     |      |      |
| (50, 50)    | **0.846** | **0.839** | **0.839** | 0.891 | 0.893 | **0.879** | 0.899 | 0.896 | **0.888** |
| (50, 100)   | **0.833** | **0.834** | **0.827** | 0.876 | 0.870 | **0.864** | 0.883 | 0.881 | **0.874** |
| (100, 100)  | **0.823** | **0.817** | **0.811** | 0.885 | 0.878 | **0.867** | 0.883 | 0.876 | **0.866** |
| (100, 200)  | **0.802** | **0.798** | **0.794** | 0.872 | 0.866 | **0.862** | 0.866 | 0.861 | **0.857** |
| (200, 200)  | **0.790** | **0.795** | **0.788** | 0.862 | 0.857 | **0.854** | 0.852 | 0.852 | **0.847** |
| Example 5 (d = 0.4) |     |      |      |     |      |      |     |      |      |
| (50, 50)    | **0.864** | **0.854** | **0.838** | 0.876 | 0.877 | **0.867** | 0.901 | 0.899 | **0.886** |
| (50, 100)   | **0.826** | **0.815** | **0.803** | 0.875 | 0.877 | **0.868** | 0.885 | 0.882 | **0.872** |
| (100, 100)  | **0.815** | **0.817** | **0.807** | 0.870 | 0.872 | **0.860** | 0.874 | 0.876 | **0.865** |
| (100, 200)  | **0.787** | **0.781** | **0.772** | 0.866 | 0.865 | **0.857** | 0.859 | 0.856 | **0.849** |
| (200, 200)  | **0.792** | **0.797** | **0.786** | 0.865 | 0.868 | **0.852** | 0.861 | 0.864 | **0.851** |
| Example 5 (d = 0.3) |     |      |      |     |      |      |     |      |      |
| (50, 50)    | **0.877** | **0.863** | **0.835** | **0.885** | 0.889 | **0.885** | 0.910 | 0.909 | **0.896** |
| (50, 100)   | **0.860** | **0.841** | **0.821** | **0.855** | 0.856 | **0.855** | 0.883 | 0.878 | **0.870** |
| (100, 100)  | **0.890** | **0.865** | **0.833** | **0.847** | 0.848 | **0.847** | 0.887 | 0.880 | **0.868** |
| (100, 200)  | **0.831** | **0.804** | **0.771** | **0.854** | 0.856 | **0.852** | 0.871 | 0.864 | **0.851** |
| (200, 200)  | **0.851** | **0.818** | **0.801** | **0.867** | 0.868 | **0.866** | 0.888 | 0.877 | **0.869** |
be the square root of the maximum eigenvalue of $FF^\top$ and $\|F\|_{\text{min}}$ be the square root of the smallest nonzero eigenvalue of the matrix $FF^\top$. The notation $a \asymp b$ means that $a = O(b)$ and $b = O(a)$.

**Useful Lemmas**

We will introduce four lemmas that will be used in the proofs of Theorem 1. Lemma 1, Lemma 2 and Lemma 3 are available results on eigenvalues of matrices under various decomposition. Lemma 4 provides the orders of eigenvalues of the matrix $L_1$ and $L_2$, and the proof follows up the statement of Lemma 4.

**Lemma 1** (Weyl’s Theorem). Let $\{\lambda_i(S) : i = 1, \ldots, P\}$ be eigenvalues of the matrix $S$ in descending order and $\{\lambda_i(J) : i = 1, \ldots, P\}$ be eigenvalues of the matrix $J$ in descending order. Then

$$|\lambda_i(S) - \lambda_i(J)| \leq \|S - J\|.$$  \hfill (B.1)

**Lemma 2** (Lemma 3.1 of Lam and Yao (2012)). Let $F$ be a $k \times k$ symmetric matrix such that

$$F = \begin{pmatrix} G & H \\ H^\top & D \end{pmatrix}$$ \hfill (B.2)

with $G : k_1 \times k_1$, $D : k_2 \times k_2$ and $\lambda_{k_1}(G) > \lambda_1(D)$. Note that $k_1 + k_2 = k$. Then for $1 \leq j \leq k_2$,

$$0 \leq \lambda_j(D) - \lambda_{k_1+j}(F) \leq \frac{\lambda_1(HH^\top)}{\lambda_{k_1}(G) - \lambda_j(D)}.$$  \hfill (B.3)

**Lemma 3** (Lemma 3 of Lam et al. (2011)). Suppose $F$ and $F + E$ are $P \times P$ symmetric matrices and that $Q = (Q_1, Q_2)$, where $Q_1$ has size $P \times k$ and $Q_2$ has size $P \times (P - k)$, is an orthogonal matrix such that $\text{span}(Q_1)$ is an invariant subspace for the matrix $F$, that is, $F \times \text{span}(Q_1) \subset \text{span}(F)$. Partition the matrices $Q^\top F Q$ and $Q^\top E Q$ as follows.

$$Q^\top F Q = \begin{pmatrix} D_1 & 0 \\ 0 & D_2 \end{pmatrix}, \quad Q^\top E Q = \begin{pmatrix} E_{11} & E_{21}^\top \\ E_{21} & E_{22} \end{pmatrix}.$$  \hfill (B.4)

If $\text{sep}(D_1, D_2) := \min_{\lambda \in \Lambda(D_1), \mu \in \Lambda(D_2)} |\lambda - \mu| > 0$, where $\Lambda(D_1)$ denotes the set of eigenvalues of the matrix $D_1$ and $\|E\| \leq \text{sep}(D_1, D_2) / 5$, then there exists a matrix $P : (P - k) \times k$ with

$$\|P\| \leq \frac{4\|E_{21}\|}{\text{sep}(D_1, D_2)}.$$  \hfill (B.5)
such that the columns of the matrix $\tilde{Q}_1 = (Q_1 + Q_2 P) (I + P^T P)^{-1/2}$ define an orthogonal basis for a subspace that is invariant for the matrix $F + E$.

**Lemma 4.** Under Assumptions 1-8, we have

\[
\begin{align*}
\lambda_j(L_1) &\approx P^{2-2\delta}, \quad j = 1, \ldots, r_1, \\
\lambda_{r_1+j}(L_1) &\approx P^{2-2\delta}, \quad j = 1, \ldots, r_2; \\
\lambda_{r_1+r_2+i}(L_1) &= o_p\left( P^{1-\delta} \right), \quad i = 1, \ldots, P - (r_1 + r_2). \\
\lambda_i(L_2) &\approx P^2, \quad i = 1, \ldots, r_2.
\end{align*}
\]  

**proof of Lemma 4.** Recall the FHFM

\[
y_j = Bk_j^{(1)} + Ak_j^{(2)} + \epsilon_j.
\]  

From the expression (B.10), the population covariance matrix of $y_j$ has the following decomposition

\[
\Sigma_y(1) = BM_1 + AM_2 + \Sigma_{\epsilon}(1),
\]  

where

\[
M_1 = \Sigma_k^{(1)}(1)B^T + \Sigma_k^{(12)}(1)A^T, \quad M_2 = \Sigma_k^{(2)}(1)A^T + \Sigma_k^{(21)}(1)B^T.
\]

Based on Lemma 1, we can evaluate the $j$-th eigenvalue of $L_1$ below, $j = 1, \ldots, r_1$,

\[
\begin{align*}
\lambda_j(L_1) &= \sigma_j^2(\Sigma_y(1)) \geq \left| \sigma_j(BM_1) - \sigma_j(AM_2 + \Sigma_{\epsilon}(1)) \right|^2 \\
&\geq \left| \sigma_j(BM_1) - \sigma_j(AM_2) - \sigma_j(\Sigma_{\epsilon}(1)) \right|^2 \\
&= \left| \sigma_j(M_1) - \sigma_j(M_2) - \sigma_j(\Sigma_{\epsilon}(1)) \right|^2 \\
&\approx \sigma^2(M_1) \geq \left[ \sigma_j\left(\Sigma_k^{(1)}(1)B^T\right) - \sigma_j\left(\Sigma_k^{(12)}(1)A^T\right) \right]^2 \\
&\approx \sigma_j^2\left(\Sigma_k^{(1)}(1)B^T\right) = \sigma_j^2(\Sigma_k^{(1)}(1)) \geq \left\| \Sigma_k^{(1)}(1) \right\|_{\min}^2 = P^{2-2\delta},
\end{align*}
\]

where the first and second inequalities use Lemma 1; the second equality uses the matrices $B$ and $A$ being orthonormal assumed in Assumption 1; and the last inequality and equality both utilize Assumption 2.

Hence, the first $r_1$ largest eigenvalues of the matrix $L_1$ have the order of $P^{2-2\delta}$.

Now consider the order of the left $p - r_1$ eigenvalues of the matrix $L_1$. In terms of Weyl’s inequality in Lemma 1, we use the eigenvalues of the matrix $\tilde{L}_1 = \tilde{\Sigma}_y(1)\tilde{\Sigma}_y(1)$ to approximate the eigenvalues of $L_1$, where $\tilde{\Sigma}_y(1) = BM_1 + AM_2$. In fact,

\[
\begin{align*}
&\left| \lambda_{r_1+j}(L_1) - \lambda_{r_1+j}(\tilde{L}_1) \right| \leq \left\| L_1 - \tilde{L}_1 \right\| \\
&\leq \|BM_1 + AM_2 + \Sigma_{\epsilon}(1)\| \cdot \|\Sigma_{\epsilon}(1)\| + \|BM_1 + AM_2\| \cdot \|\Sigma_{\epsilon}(1)\| \\
&= o\left( P^{1-\delta} \right),
\end{align*}
\]  

where the last equality uses Assumption 2.
Now we evaluate the order of $\lambda_{r_1+j}(\tilde{L}_1)$. Note that the rank of $\tilde{L}_1$ is no larger than $r_1 + r_2$. So, when $j > r_1 + r_2$, $\lambda_{r_1+j}(\tilde{L}_1) = 0$. Hence, next we investigate the case of $j = 1, \ldots, r_2$.

Decompose $\tilde{L}_1$ in the following way.

$$
\tilde{L}_1 = \begin{pmatrix} B & A \end{pmatrix} \begin{pmatrix} M_1 & M_1^\top \\ M_2 & M_2^\top \end{pmatrix} \begin{pmatrix} B^\top \\ A^\top \end{pmatrix}
= \begin{pmatrix} B & A \end{pmatrix} \begin{pmatrix} M_1 M_1^\top & M_1 M_2^\top \\ M_2 M_1^\top & M_2 M_2^\top \end{pmatrix} \begin{pmatrix} B^\top \\ A^\top \end{pmatrix}.
$$

Because

$$
\begin{pmatrix} B^\top \\ C^\top \end{pmatrix} \begin{pmatrix} B & C \end{pmatrix} = I,
$$

we have $\lambda_j(L_1) = \lambda_j(M)$, where

$$
M = \begin{pmatrix} M_1 M_1^\top & M_1 M_2^\top \\ M_2 M_1^\top & M_2 M_2^\top \end{pmatrix}.
$$

It follows from Lemma 3 and Assumption 2 that

$$
\lambda_{r_1+j}(M) \leq \lambda_j(M_2 M_2^\top) \asymp p^{2-2\delta},
$$

and

$$
\lambda_{r_1+j}(M) \geq \sigma_j^2(M_2) - \frac{\sigma_j^2(M_1 M_1^\top)}{\sigma_r^2(M_1) - \sigma_j^2(M_2)} \asymp p^{2-2\delta},
$$

where the last $\asymp$ above uses the fact that $\sigma_r^2(M_1) \asymp p^{2-2\delta}$, $\sigma_j^2(M_2) \asymp p^{2-2\delta}$ and $\sigma_1^2(M_1 M_2^\top) = O(p^{4-2(\delta_1 + \delta_2)})$.

Combining (B.16) and (B.17), we can get

$$
\lambda_{r_1+j}(M) \asymp p^{2-2\delta}, \ j = 1, \ldots, r_2.
$$

Then it follows from (B.12), (B.18) and Assumption 2 that

$$
\lambda_{r_1+j}(L_1) \asymp p^{2-2\delta}, \ j = 1, \ldots, r_2;
$$

$$
\lambda_{r_1+r_2+i}(L_1) = o_p\left(p^{1-\delta}\right), \ i = 1, \ldots, P - (r_1 + r_2).
$$

Finally, the order of $\lambda_i(L_2)$ can be derived from Proposition 2.1 of Fan et al. (2013) directly. \(\square\)
Proof of Theorem 1

Proof. Let \( \mathbf{E}_L^{(1)} = \hat{L}_1 - L_1 \) with \( \hat{L}_1 = \hat{\Sigma}_y(1)\hat{\Sigma}_y(1)^\top \) and \( L_1 = \Sigma_y(1)\Sigma_y(1)^\top \). First we evaluate the order of \( \| \mathbf{E}_L^{(1)} \| \). In terms of simple calculations, we have

\[
\| \mathbf{E}_L^{(1)} \| \leq \| \hat{\Sigma}_y(1) - \Sigma_y(1) \|^2 + 2 \| \hat{\Sigma}_y(1) \| \cdot \| \hat{\Sigma}_y(1) - \Sigma_y(1) \|. \tag{B.21}
\]

In terms of (B.6) in Lemma 4, we have \( \| \hat{\Sigma}_y(1) \| \asymp p^{1-\delta} \). From (B.11), we can get

\[
\| \hat{\Sigma}_y(1) - \Sigma_y(1) \| \leq \| \hat{M}_1 - M_1 \| + \| \hat{M}_2 - M_2 \|
+ \| \hat{\Sigma}_\epsilon(1) - \Sigma_\epsilon(1) \|, \tag{B.22}
\]

where

\[
\hat{M}_1 = \hat{\Sigma}_k^{(1)}(1)\mathbf{B}^\top + \hat{\Sigma}_k^{(12)}(1)\mathbf{A}^\top, \quad \hat{M}_2 = \hat{\Sigma}_k^{(2)}(1)\mathbf{A}^\top + \hat{\Sigma}_k^{(21)}(1)\mathbf{B}^\top,
\]

with \( \hat{\Sigma}_k^{(1)}(1), \hat{\Sigma}_k^{(12)}(1), \hat{\Sigma}_k^{(2)}(1) \) and \( \hat{\Sigma}_k^{(21)}(1) \) are the sample covariances corresponding to the population covariances \( \Sigma_k^{(1)}(1), \Sigma_k^{(12)}(1), \Sigma_k^{(2)}(1) \) and \( \Sigma_k^{(21)}(1) \), respectively.

Hence, we evaluate (B.22) further

\[
\| \hat{\Sigma}_y(1) - \Sigma_y(1) \| \leq \| \hat{\Sigma}_k^{(1)}(1) - \Sigma_k^{(1)}(1) \| + \| \hat{\Sigma}_k^{(12)}(1) - \Sigma_k^{(12)}(1) \|
+ \| \hat{\Sigma}_k^{(2)}(1) - \Sigma_k^{(2)}(1) \| + \| \hat{\Sigma}_k^{(21)}(1) - \Sigma_k^{(21)}(1) \|
+ \| \hat{\Sigma}_\epsilon(1) - \Sigma_\epsilon(1) \|
= O_p \left( \frac{p^{1-\delta}}{T^{1/2}} \right) + O_p \left( \frac{p^{1-\delta}}{T^{1/2}} \right) + O_p \left( \frac{p}{T} \right) \tag{B.23}
= O_p \left( \max \left( \frac{p}{T}, \frac{p^{1-\delta}}{T^{1/2}} \right) \right),
\]

where the last second equality uses (A8) of Lam et al. (2011) which demonstrates \( \| \hat{\Sigma}_\epsilon(1) - \Sigma_\epsilon(1) \| = O_p \left( \frac{p^{\delta}}{T} \right) \).

Then it follows from (B.21) and (B.23) that

\[
\| \mathbf{E}_L^{(1)} \| = O_p \left( \max \left( \frac{p^2}{T^2}, \frac{p^{2-\delta}}{T^{1/2}}, \frac{p^{2-\delta}}{T}, \frac{p^{2-\delta}}{T^{1/2}} \right) \right), \tag{B.24}
\]

\[
= O_p \left( \frac{p^{2-\delta}}{T^{1/2}} \right), \tag{B.25}
\]

where the last equality uses the assumption that \( P^{\delta} = o \left( T^{1/2} \right) \).

Now we use Lemma 3 to get the order of estimated factor loadings. In Lemma 3, let \( \mathbf{F} \) and \( \mathbf{E} \) be \( \mathbf{L}_1 \)
and $\hat{L}_1 - L_1$, respectively. Let $k$ in Lemma 3 equal to $r_1$. Then we have, from (B.6),

$$sep(D_1, D_2) \lesssim p^{2-2\delta},$$

(B.26)

where the definition of $sep(\cdot, \cdot)$ is provided in Lemma 3. Then $E_L^{(1)}$ and $sep(D_1, D_2)$ satisfies

$$\left\| E_L^{(1)} \right\| = o_p \left( sep(D_1, D_2) \right) \leq \frac{sep(D_1, D_2)}{5}. $$

(B.27)

Hence Lemma 3 tells us that, there exists a matrix $P : (P - r_1) \times r_1$ such that

$$\left\| P \right\| \leq \frac{4}{sep (D_1, D_2)} \cdot \left\| \left( E_L^{(1)} \right)_{21} \right\| \leq \frac{4}{sep (D_1, D_2)} \left\| E_L^{(1)} \right\| $$

(B.28)

and then $\hat{B} = (B + B^* P) \left( I + P^T P \right)^{-1/2}$ is an estimator of $B$ with $B^*$ being $Q_2$ in Lemma 3. In view of this, the rate of convergence for $\hat{B}$ can be calculated as

$$\left\| \hat{B} - B \right\| = \left\| (B + B^* P) \left( I + P^T P \right)^{-1/2} - B \right\| $$

$$= \left\| (B + B^* P) - B \left( I + P^T P \right)^{1/2} \right\| \left( I + P^T P \right)^{-1/2} $$

$$= \left\| B \left[ I - \left( I + P^T P \right)^{1/2} \right] + B^* P \left( I + P^T P \right)^{-1/2} $$

$$\leq \left\| I - \left( I + P^T P \right)^{1/2} \right\| \left( I + P^T P \right)^{-1/2} $$

(B.29)

where the last second equality uses the fact that $B$ and $B^*$ are orthonormal; and the last equality uses the fact that

$$\left\| I - \left( I + P^T P \right)^{1/2} \right\| = 1 - \left( 1 + \lambda_{\min} \left( P^T P \right) \right)^{1/2}$$

(B.30)

$$\leq \lambda_{\max}^{1/2} \left( P^T P \right).$$

(B.31)

Therefore, by (B.29) and (B.28), we obtain

$$\left\| \hat{B} - B \right\| = O_p \left( \frac{\left\| E_L^{(1)} \right\|}{sep(D_1, D_2)} \right) = O_p \left( \frac{1}{\sqrt{T}} \right).$$

(B.32)

For the second factor model part, the estimation is to conduct principal component analysis on the residual of the first step, i.e. estimating the factor model

$$\hat{u}_t = A k_t^{(2)} + \eta_t, \ t = 1, 2, \ldots, T,$$

(B.33)

where $\hat{u}_t = y_t - \hat{B}k_t^{(1)}$; $\eta_t$ is the new error component in the estimation at the second step.

In order to derive the rate of convergence for $\hat{A}$, we also utilize Lemma 3. Now let $F$ and $E$ in Lemma 3 are $L_2$ and $E_L^{(2)} := \hat{L}_2 - L_2$, respectively. Let $k$ in Lemma 3 equal to $r_2$. 
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First, we evaluate $\|E_L^{(2)}\|$. Based on (B.33), we have
\[
\|E_L^{(2)}\| \leq \|\hat{\Sigma}_u(0) - \Sigma_u(0)\|^2 + 2\|\Sigma_u(0)\| \cdot \|\hat{\Sigma}_u(0) - \Sigma_u(0)\|, \tag{B.34}
\]
where $\Sigma_u(0)$ is the population covariance matrix of $u_i$ and $\hat{\Sigma}_u(0)$ is the sample covariance matrix of $\hat{u}_i$. Based on Assumption 3 and Proposition 2.1 of Fan et al. (2013), we know that $\|\Sigma_u(0)\| \asymp p$. For the term $\|\hat{\Sigma}_u(0) - \Sigma_u(0)\|$, we evaluate its order as follows.
\[
\|\hat{\Sigma}_u(0) - \Sigma_u(0)\| \leq \|\hat{\Sigma}_u(0) - \hat{\Sigma}_u(0)\| + \|\hat{\Sigma}_u(0) - \hat{\Sigma}_u(0)\|
\leq \frac{1}{T} \|\hat{B}^{(1)} - B^{(1)}\|^2 + \frac{2}{T} \|B^{(1)}\| \cdot \|\hat{B}^{(1)} - B^{(1)}\|
+ \|\hat{\Sigma}_u(0) - \Sigma_u(0)\|, \tag{B.35}
\]
where $\hat{k}^{(1)} = (\hat{k}_1^{(1)}, \hat{k}_2^{(1)}, \ldots, \hat{k}_T^{(1)})$ and $K^{(1)} = (k_1^{(1)}, k_2^{(1)}, \ldots, k_T^{(1)})$.

From Assumption 2 and (B.32), it can be derived that
\[
\frac{1}{\sqrt{T}} \|\hat{B}^{(1)} - B^{(1)}\| = O_p \left( \frac{p^{1/2 - \delta_i/2}}{\sqrt{T}} \right),
\frac{1}{\sqrt{T}} \|B^{(1)}\| = O_p \left( p^{1/2 - \delta_i/2} \right). \tag{B.36}
\]
Similar to (B.23), we can also get
\[
\|\hat{\Sigma}_u(0) - \Sigma_u(0)\| \leq \|\hat{\Sigma}_k^{(2)}(0) - \Sigma_k^{(2)}(0)\| + \|\hat{\Sigma}_e(0) - \Sigma_e(0)\|
= O_p \left( \frac{P}{T^{1/2}} \right) + O_p \left( \frac{P}{T} \right). \tag{B.37}
\]
In view of (B.36), (B.37) and (B.35), we can get
\[
\|\hat{\Sigma}_u(0) - \Sigma_u(0)\| = O_p \left( \frac{p^{1 - \delta}}{\sqrt{T}} \right) + O_p \left( \frac{P}{\sqrt{T}} \right) + O_p \left( \frac{P}{T} \right)
= O_p \left( \frac{P}{\sqrt{T}} \right). \tag{B.38}
\]
The order of $\|E_L^{(2)}\|$ is obtained from (B.34) and (B.38), i.e.
\[
\|E_L^{(2)}\| = O_p \left( \frac{p^2}{\sqrt{T}} \right). \tag{B.39}
\]
Moreover, it follows from Proposition 2.1 of Fan et al. (2013) that
\[
sep(D_1, D_2) \asymp P^2. \tag{B.40}
\]
Here $D_1$ in Lemma 3 is the diagonal matrix corresponding to the orthogonal matrix $A$. Then we can get
from Lemma 3 that
\[ \| \hat{A} - A \| = O_p \left( \frac{\| E_L^{(2)} \|}{\text{sep}(D_2, D_1)} \right) = O_p \left( \frac{1}{\sqrt{T}} \right). \] (B.41)

\[ \square \]

**Proof of Theorem 2**

*Proof.* It follows from the model (2.1) and (2.2) that
\[
\frac{1}{P} \| \hat{y}_{t-1}(1) - y_t \|^2 = \frac{1}{P} \sum_{i=1}^{P} (\hat{y}_{i,t-1}(1) - y_{it})^2 \\
= \frac{1}{P} \sum_{i=1}^{P} \left( b_i^\top \tilde{k}_{i,t-1}^{(1)}(1) + a_i^\top \tilde{k}_{i,t-1}^{(2)}(1) - b_i^\top \tilde{k}_{i,t-1}^{(1)}(1) - a_i^\top \tilde{k}_{i,t-1}^{(2)} - \epsilon_{it} \right)^2 \\
\leq \frac{1}{P} \sum_{i=1}^{P} \left( (b_i - b_i)^\top \tilde{k}_{i,t-1}^{(1)}(1) \right)^2 + \frac{1}{P} \sum_{i=1}^{P} \left( (a_i - a_i)^\top \tilde{k}_{i,t-1}^{(2)}(1) \right)^2 \\
+ \frac{1}{P} \sum_{i=1}^{P} \left[ b_i^\top \left( \tilde{k}_{i,t-1}^{(1)}(1) - k_i^{(1)} \right) \right]^2 + \frac{1}{P} \sum_{i=1}^{P} \left[ a_i^\top \left( \tilde{k}_{i,t-1}^{(2)}(1) - k_i^{(2)} \right) \right]^2 + \frac{1}{P} \sum_{i=1}^{P} \epsilon_{it}^2 \\
=: \sum_{d=1}^{S} C_d.
\]

From Theorem 1, we have the orders of $C_1$ and $C_2$ are $\frac{1}{T}$. The orders of $C_3$ and $C_4$ reply on the forecasting error of two kinds of factors $\tilde{k}_{j,t-1}(1)$ with $j = 1, 2$. The last term $\epsilon_{it}$ comes from the second factor model error in the second step. \[ \square \]