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Abstract

In this paper, we consider the online version of the machine minimization problem (introduced by Chuzhoy et al., FOCS 2004), where the goal is to schedule a set of jobs with release times, deadlines, and processing lengths on a minimum number of identical machines. Since the online problem has strong lower bounds if all the job parameters are arbitrary, we focus on jobs with uniform length. Our main result is a complete resolution of the deterministic complexity of this problem by showing that a competitive ratio of $e$ is achievable and optimal, thereby improving upon existing lower and upper bounds of 2.09 and 5.2 respectively. We also give a constant-competitive online algorithm for the case of uniform deadlines (but arbitrary job lengths); to the best of our knowledge, no such algorithm was known previously. Finally, we consider the complimentary problem of throughput maximization where the goal is to maximize the sum of weights of scheduled jobs on a fixed set of identical machines (introduced by Bar-Noy et al., STOC 1999). We give a randomized online algorithm for this problem with a competitive ratio of $e - 1$; previous results achieved this bound only for the case of a single machine or in the limit of an infinite number of machines.

1 Introduction

Scheduling jobs on machines to meet deadlines is a fundamental area of combinatorial optimization. In this paper, we consider a classical problem in this domain called machine minimization, which is defined as follows. We are given a set of $n$ jobs, where job $j$ is characterized by a release time $r_j$, a deadline $d_j$, and a processing length $p_j$. The algorithm must schedule the jobs on a set of identical machines such that each job is processed for a period $p_j$ in the interval $[r_j, d_j]$. The goal of the algorithm is to minimize the total number of machines used.

The machine minimization problem was previously considered in the offline setting, where all the jobs are known in advance. Garey and Johnson [22,23] showed that it is NP-hard to decide whether a given set of jobs can be scheduled on a single machine. On the positive side, using a standard LP formulation and randomized rounding [29], one can obtain an approximation factor of $O\left(\frac{\log n}{\log \log n}\right)$. This was improved by Chuzhoy et al [16] to $O\left(\sqrt{\frac{\log n}{\log \log n}}\right)$ by using a more sophisticated LP formulation and rounding procedure. This is the best approximation ratio currently known and it is an interesting open question as to whether a constant-factor approximation algorithm exists for this problem. (A constant-factor approximation was claimed in [15], but the analysis is incorrect [14].)

In this paper, we consider the online version of this problem, i.e., every job becomes visible to the algorithm when it is released. We evaluate our algorithm in terms of its competitive ratio [9], which is defined as the maximum ratio (over all instances) of the number of machines in the algorithmic solution to that in an (offline) optimal solution. For jobs with arbitrary processing lengths, an information-theoretic lower bound of $\Omega\left(\max(n, \log \left(\frac{p_{\max}}{p_{\min}}\right))\right)$ (where $p_{\max}$ and $p_{\min}$ are respectively the maximum and minimum processing lengths among all jobs) was shown by Saha [30]. We note that matching (up to constants) upper bounds are easy to obtain. An upper bound of $n$ in the competitive ratio is trivially obtained by scheduling every job on a distinct machine. On the other hand, any algorithm with a competitive ratio of $\frac{1}{2} + \epsilon$ for any constant $\epsilon > 0$ was shown to result in an online algorithm with a competitive ratio of $n^{1/2 + \epsilon}$.

1Saha [30] only mentions the lower bound of $\Omega\left(\log \left(\frac{p_{\max}}{p_{\min}}\right)\right)$ but the same construction also gives a lower bound of $\Omega(n)$.  
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ratio of \( \alpha \) for the case of unit length jobs can be used as a black box to obtain an algorithm with a competitive ratio of \( O(\alpha \log \frac{p_{\max}}{p_{\min}}) \) for jobs with arbitrary processing lengths.

Our main focus in this paper is the online machine minimization problem with unit processing lengths. The previous best competitive ratio for this problem was due to Kao et al [26] who gave an upper bound of 5.2 and a lower bound of 2.09. (Earlier, Shi and Ye [31] had claimed a competitive ratio of 2 for the special case of unit job lengths and equal deadlines, but an error in their analysis was discovered by Kao et al [26].) Saha [30] gave a different algorithm for this problem with a (larger) constant competitive ratio. Our main result in this paper is a complete resolution of the deterministic online complexity of this problem by giving an algorithm that has a competitive ratio of \( e \) and a matching lower bound.

**Theorem 1.1.** There is a deterministic algorithm for the online machine minimization problem with uniform job lengths that has a competitive ratio of \( e \). Moreover, no deterministic algorithm for this problem has a competitive ratio less than \( e \).\footnote{It was brought to our attention that this theorem also follows from the results of [4], who consider energy-minimizing scheduling problems. This result follows from Lemma 4.7 and Lemma 4.8 in [4].}

To prove this theorem, we first show that the following online algorithm is the best possible: at any point of time, the algorithm schedules available jobs using earliest deadline first on \( \alpha k \) machines, where \( k \) is the number of machines in the optimal offline deterministic solution for all jobs that have been released so far and \( \alpha \) is the optimal competitive ratio. Therefore, the main challenge is to find the value of \( \alpha \). If we under-estimate \( \alpha \), then this online algorithm is invalid in the sense that it will fail to schedule all jobs. On the other hand, over-estimating \( \alpha \) leads to a sub-optimal competitive ratio. In order to estimate \( \alpha \), we use an analysis technique that is reminiscent of factor-revealing LPs (see, e.g., Vazirani [33]). However, instead of using the LP per se, we give combinatorial interpretations of the primal and dual solutions. We prove that the earliest deadline first schedule is valid if and only if there exists a fractional schedule satisfying two natural conditions fractional completion and fractional packing. Then, we explicitly construct an online fractional schedule (which corresponds to the optimal dual solution) that uses the same number of machines as the online algorithm. To show a lower bound we explicitly present the offline strategy (which is essentially the optimal primal solution).

We also consider the online machine minimization problem where all the deadlines are identical, but the processing lengths of jobs are arbitrary. For this problem, we give a deterministic algorithm with a constant competitive ratio.

**Theorem 1.2.** There is a deterministic algorithm for the online machine minimization problem with uniform deadlines that has a constant competitive ratio.

A problem that is closely related to the machine minimization problem is that of throughput maximization. In this problem, every job \( j \) has a given weight \( w_j \) in addition to the parameters \( r_j, p_j, \) and \( d_j \). The goal is now to schedule the maximum total weight of jobs on a given number of machines. If all the job parameters are arbitrary, then this problem has a lower bound of \( \Omega(n) \) in the competitive ratio, even on a single machine where all jobs have unit weight. Initially, the adversary releases a job of processing length equal to its deadline (call it \( d \)) and depending on whether this job is scheduled or not, either releases \( d \) unit length jobs with the same deadline, or does not release any job at all. As in the machine minimization problem, we focus on the scenario where all jobs have uniform (wlog, unit) processing length. First, we note that in the unweighted case (i.e., all jobs have unit weight), it is optimal to use the earliest deadline first strategy, where jobs that are waiting to be scheduled are ordered by increasing deadlines and assigned to the available machines in this order. Therefore, we focus on the weighted scenario. Previously, the best online (randomized) algorithms for this problem had a competitive ratio of \( \frac{e}{e-1} \) for the case of a single machine [4][11][25]. For \( k \) machines, Chin et al [11] obtained a competitive ratio of \( \frac{1}{1-(\frac{1}{k+1})} \), which is equal to 2 for \( k = 1 \) but decreases with increasing \( k \) ultimately converging to \( \frac{e}{e-1} \) as \( k \to \infty \). The best known lower bound for randomized algorithms is 1.25 due to Chin and Fung [12], which holds even for a single machine.

In this paper, we give an approximation-preserving reduction from the online throughput maximization problem with any number of machines to the online vertex-weighted bipartite matching problem. (We will define this problem formally in section 5.) Using this reduction and known algorithms for the online vertex-weighted matching problem [1][20], we obtain a randomized algorithm for the online throughput maximization problem for unit length jobs that has a competitive ratio of \( \frac{e}{e-1} \) independent of the number of machines.
Theorem 1.3. There is a randomized algorithm for the online throughput maximization problem that has a competitive ratio of $\frac{1}{2}$, independent of the number of machines.

Related Work. As mentioned previously, the offline version of the machine minimization problem was considered by Chuzhoy et al [16] and Chuzhoy and Codenotti [15]. Several special cases of this problem have also been considered. Cieliebak et al [19] studied the problem under the restriction that the length of the time interval during which a job can be scheduled is small. Yu and Zhang [34] gave constant-factor approximation algorithm for two special cases where all jobs have equal release times or equal processing lengths.

A related problem is that of scheduling jobs on identical machines where each job has to be scheduled in one among a given set of discrete intervals. For this problem, an approximation hardness of $\Omega(\log \log n)$ was shown by Chuzhoy and Naor [17], even when the optimal solution uses just one machine. The best approximation algorithm known for this problem uses randomized rounding [29] and has an approximation factor of $O\left(\frac{\log n}{\log \log n}\right)$.

The complimentary problem of throughput maximization has a rich history in the offline model. For arbitrary job lengths, the best known approximation ratios for the unweighted and weighted cases are respectively $\frac{c}{c-1}$ [18] and $2 \sqrt{\frac{5}{6}}$ [33]. On the other hand, the discrete version of this problem was shown to be MAX-SNP hard by Spiroksma [32]. Several variants of this problem have also been explored. For example, when a machine is allowed to be simultaneously used by multiple jobs, Bar-Noy et al [5] obtained approximation factors of 5 and $\frac{2}{c-1}$ for the weighted and unweighted cases respectively. In the special case of every job having a single interval, Calinescu et al [10] have a 2-approximation algorithm, which was improved to a quasi-PTAS by Bansal et al [3].

As mentioned above, the best randomized algorithms for the online throughput maximization problem with unit length jobs were due to Chin et al [11] and Jez [25]. For the case of a single machine, Kesselman et al [22] gave a deterministic algorithm with a competitive ratio of 2, which was improved to $\frac{10}{33} \approx 0.303$ by Chrobak et al [13]. This was further improved to $2\sqrt{\frac{5}{6}} - 1 \approx 1.828$ by Englert and Westermann [21], and, in simultaneous work, to $\frac{6}{\sqrt{8}+1} \approx 1.854$ by Li et al [28]. On the other hand, Andelman et al [2], Chin and Fung [12], and Hajek [24] showed a lower bound of $\sqrt{\frac{5}{6}}+1 \approx 1.618$ on the competitive ratio of any deterministic algorithm for this problem.

2 Optimal Deterministic Algorithm for Unit Jobs

In this section we present a deterministic online algorithm with competitive ratio $e$, proving one half of Theorem 1.1. In the next section, we will prove that this algorithm is optimal, completing the other half.

The main challenge for the online algorithm is to determine how many machines to open at a given time $t$. The scheduling policy is easy: since all jobs are unit jobs, we can simply use the earliest deadline first policy. The policy is that if we have $m(t)$ available machines at time $t$, we should pick $m(t)$ released but not yet completed jobs with the earliest deadlines and schedule them on these $m(t)$ machines (if the total number of available jobs is less than $m(t)$ we schedule all available jobs at time $t$). We formally prove that this policy is optimal in Lemma 2.1.

Note that the number of machines used by the offline solution is a constant over time. Consequently, it is really easy to solve the offline problem – we just need to find the optimal $m$ using binary search and then verify that the earliest deadline first schedule is feasible. To state the online algorithm we need to introduce the following notation: Let $\text{Offline}(t)$ be the offline cost of the solution for jobs released in the time interval $[0, t]$. That is, we consider the subset of all jobs $J(t) = \{j : r_j \leq t\}$, and let $\text{Offline}(t)$ be the cost of the optimal offline schedule for $J(t)$. Note that the algorithm knows all jobs in $J(t)$ at time $t$, and thus can compute $\text{Offline}(t)$.

Algorithm e-EDF: The online algorithm uses $\lceil e \times \text{Offline}(t) \rceil$ machines at time $t$. It uses the earliest deadline first policy to schedule jobs.

Lemma 2.1. Consider a set of jobs $J$. Suppose we have $m(t) \in \mathbb{N}$ machines at time $t \in \{0, \ldots, T\}$. The earliest deadline schedule is feasible if and only if for every $d \in \{0, \ldots, T\}$, there exists a collection of functions, a fractional solution, $\{f_j : [0, T] \to \mathbb{R}^+\}$ satisfying the following conditions (note that $f_j$’s depend on $d$):

1. (Fractional completion) Every job $j$ with $d_j \leq d$ is completed before time $d$ according to the fractional schedule, i.e., $\int_0^d f_j(x)dx = 1$. Note that the fractional solution is allowed to schedule a job $j$ past its deadline $d_j$ (but before $d$).
2. (Fractional packing) For every $t \in [0, T]$ the total number of machines used according to the fractional schedule is at most $m([t])$, i.e., $\sum_{j \in J} f_j(t) \leq m([t])$.

**Proof.** In one direction – "only if" – this lemma is trivial. If the earliest deadline first schedule is feasible and uses $m(t)$ machines at time $t$, then we let $f_j(t) = 1$, if job $j$ is scheduled at time $[t]$; and $f_j(t) = 0$, otherwise. It is easy to see that $f_j$’s satisfy conditions both fractional completion and fractional packing conditions.

We now assume existence of $f_j$ that satisfy the conditions above and show that in the earliest deadline first schedule, no job $j$ misses its deadline $d_j$. Fix $j^* \in J$ and let $d^* = d_{j^*}$. Let $\{f_j\}$ be the fractional schedule for $d^*$. Notice that we can assume that $f_j(x) = 0$ for $x \leq r_j$ and $x \geq d^*$ (by simply redefining $f_j$ to be 0 for $x \leq r_j$ and $x \geq d^*$). Let $J^* = \{j : d_j \leq d^*\}$. Denote by $S(t)$ the set of jobs scheduled by the algorithm at one of the first $t$ steps $0, \ldots, t - 1$. We let $S(0) = \emptyset$.

**Proposition 2.2.** For every $t \in \{0, \ldots, T\}$ the following invariant holds:

$$|S(t) \cap J^*| \geq \sum_{j \in J^*} \int_0^t f_j(x)dx. \quad (1)$$

**Proof.** We prove this proposition by induction on $t$. For $t = 0$, the inequality trivially holds, because both sides are equal to 0. Now, we assume that the inequality holds for $t$, and prove it for $t + 1$. There are two cases.

In the first case, $m(t)$ jobs from $J^*$ are scheduled at time $t$. Then we have:

$$|S(t + 1) \cap J^*| = |S(t) \cap J^*| + m(t) \geq \sum_{j \in J^*} \int_0^t f_j(x)dx + \int_t^{t+1} m([x])dx$$

$$\geq \sum_{j \in J^*} \int_0^t f_j(x)dx + \int_t^{t+1} \sum_{j \in J^*} f_j(x)dx = \sum_{j \in J^*} \int_0^{t+1} f_j(x)dx,$$

where the first equality uses the fact that all machines are busy at time $t$, the second inequality follows by the inductive hypothesis and the fourth inequality uses the fractional packing condition.

In the second case, the number of jobs from $J^*$ scheduled at time $t$ is strictly less than $m(t)$. This means that all jobs in $J^*$ released by time $t$ are scheduled no later than at time $t$ (note that jobs in $J^*$ have priority over other jobs according to the earliest deadline policy). In other words, $J^* \cap J(t) \subseteq S(t + 1)$. Together with the fact that $S(t + 1) \subseteq J(t)$ this implies that $J^* \cap S(t + 1) = J^* \cap J(t)$. On the other hand, for $j \notin J(t)$, $r_j \geq t + 1$ and, hence, $\int_0^{t+1} f_j(x)dx = 0$. Putting this together,

$$|J^* \cap S(t + 1)| = |J^* \cap J(t)| = \sum_{j \in J^* \cap J(t)} \int_0^{t+1} f_j(x)dx \geq \sum_{j \in J^*} \int_0^{t+1} f_j(x)dx,$$

where the second equality follows by the fractional completion condition. This finishes the proof of the proposition. \[\square\]

By Proposition 2.2, the number of jobs from $J^*$ scheduled by time $d^*$ is:

$$|J^* \cap S(d^*)| \geq \sum_{j \in J^*} \int_0^{d^*} f_j(x)dx = \sum_{j \in J^*} \int_{r_j}^{d^*} f_j(x)dx = |J^*|.$$ 

Here, we used the fractional completion condition $\int_0^{d^*} f_j(x)dx = 1$. Thus, all jobs in $J^*$ are scheduled before the deadline $d^*$. Consequently, the job $j^*$ does not miss the deadline $d^* = d_{j^*}$. \[\square\]

We now use Lemma 2.1 to prove that the schedule produced by Algorithm e-EDF is feasible. Pick an arbitrary deadline $d^* \in \{0, \ldots, T\}$, and let $J^* = \{j : d_j \leq d^*\}$. We fractionally schedule every job $j \in J^*$ in the time interval $[r_j, d^* - (d^* - r_j)/e]$. We let

$$f_j(x) = \begin{cases} \frac{1}{d^*-x}, & \text{if } x \in [r_j, d^* - \frac{(d^*-r_j)}{e}] \\ 0, & \text{otherwise.} \end{cases}$$
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Note that the fractional schedule depends on \( d^* \), and possibly \( d^* - (d^* - r_j)/e > d_j \) for some \( j \). So the fractional solution may run a job \( j \) even after its deadline \( d_j \) is passed. Nevertheless, as we show now, functions \( f_j \) satisfy the conditions of Lemma 2.1.

First, we check the fractional completion condition. For \( j \in J^* \), we have:

\[
\int_{r_j}^{d^*} f_j(x) dx = \int_{r_j}^{(d^* - (d^* - r_j)/e)} \frac{dx}{d^* - x} = \ln \frac{d^* - r_j}{e} = 1.
\]

We now verify the fractional packing condition. We consider a fixed \( t \in [0, T] \), and show that this condition holds for this \( t \). Note that \( f_j(t) \neq 0 \) if and only if \( t \in [r_j, d^* - (d^* - r_j)/e] \), which is equivalent to \( d^* - e(d^* - t) \leq r_j \leq t \). We denote \( d^* - e(d^* - t) \) by \( r^* \), and let \( \Lambda = \{ j \in J^* | r^* \leq r_j \leq t \} \). Thus, \( f_j(t) \neq 0 \) if and only if \( j \in \Lambda \). Then,

\[
\sum_{j \in J^*} f_j(t) = \sum_{j \in J^*} 1(t \in [r_j, d^* - (d^* - r_j)/e]) = \sum_{j \in \Lambda} \frac{1}{d^* - t} = \frac{|\Lambda|}{d^* - t}.
\]

We need to compare the right hand side of (2) with \( m(t) = \lceil e \cdot \text{Offline}(t) \rceil \). By the definition of \( \text{Offline}(t) \), all jobs in \( \Lambda \subset J(t) \) can be scheduled on at most \( \text{Offline}(t) \) machines. All jobs in \( \Lambda \) must be completed by time \( d^* \) (since \( \forall j \in \Lambda \subset J(t), \ d_j \leq d^* \)). The number of completed jobs is bounded by the number of available “machine hours” in the time interval \([r^*, d^*]\) which is \((d^* - r^*) \times \text{Offline}(t)\). Therefore, \( |\Lambda| \leq (d^* - r^*) \times \text{Offline}(t) \), and, since \((d^* - r^*) = e(d^* - t)\),

\[
\sum_{j \in J^*} f_j(t) = \frac{|\Lambda|}{d^* - t} \leq \frac{(d^* - r^*) \times \text{Offline}(t)}{d^* - t} = e \cdot \text{Offline}(t).
\]

This concludes the proof that \( f_j \) satisfy the fractional completion and packing conditions, and thus, by Lemma 2.1 the online schedule is feasible i.e., every job \( j \) is completed before its deadline \( d_j \).

At every point of time \( t \), Algorithm \( e\cdot \text{EDF} \) uses \( \lceil e \cdot \text{Offline}(t) \rceil \) machines; \( \text{Offline}(t) \) is a lower bound on the cost of the offline schedule. Hence, the Algorithm \( e\cdot \text{EDF} \) is \( e \) competitive.

### 3 Optimal Deterministic Lower Bound

We now prove the second part of Theorem 1.1 giving a lower bound on the competitive ratio of a deterministic online algorithm. This bound holds even if all deadlines are the same. We present an adversarial strategy that forces any deterministic online algorithm to open \((e - \varepsilon) \times \text{Offline} \) machines. As in the previous section, we let \( \text{Offline}(t) \) to be the offline optimum solution for jobs in \( J(t) \) i.e. for jobs released in the time interval \([0, t]\). Let \( \text{Online}(t) \) be the number of machines used by the online algorithm at time \( t \).

**Adversary:** We fix a sufficiently large number \( n \) and \( N = n^2 \). At time \( t \in \{0, \ldots, T\} \), the adversary releases \([N/(n - t)] \) unit jobs with deadline \( n \). The stopping time \( T \) equals the first \( \tau \) such that \( \text{Online}(\tau) \geq e \cdot \text{Offline}(\tau) \) if such \( \tau \) exists, and \( n - 1 \) otherwise.

First we prove the following auxiliary statement.

**Lemma 3.1.** **For all** \( t^* \in [0, n] \) **it holds that** \( \text{Offline}(t^*) \leq \left\lceil N/(e(n - t^*)) \right\rceil \).

**Proof.** We need to show that all jobs in \( J(t^*) \) can be scheduled on \( m(t^*) = \lceil N/(e(n - t^*)) \rceil \) machines. Since all jobs have the same deadline we shall use a greedy strategy: at every point of time we run arbitrary \( m(t^*) \) jobs if there are \( m(t^*) \) available jobs; and all available jobs otherwise. In the offline schedule the number of machines equals \( m(t^*) \) and does not change over time. The number of jobs released by the adversary at time \( t \) increases as a function of \( t \). Thus, till a certain integral point of time \( s^* \), the number of available machines is greater than the number of available jobs, and thus all jobs are executed immediately after they are released. After that point of time, \( m(t^*) \) machines are completely loaded with jobs until all jobs are processed. The number of jobs released in the time interval \([s^*, t^*]\) is upper bounded by

\[
\int_{s^*}^{t^*} \frac{N}{n - x} dx = N \ln \frac{n - s^*}{n - t^*}.
\]
The number of jobs that can be processed in the time interval \([s^*, n]\) is equal to

\[
m(t^*) \times (n - s^*) \geq \frac{N}{e(n - t^*)} \times (n - s^*).
\]

Note that

\[
N \ln \frac{n - s^*}{(n - t^*)} \leq N \cdot \frac{n - s^*}{e(n - t^*)},
\]

since for every \(x\), particularly for \(x = (n - s^*)/(n - t^*)\), \(\ln x \leq x/e\) (the minimum of \(x/e - \ln x\) is attained when \(x = e\)). Therefore, all jobs are completed till the deadline \(n\). This completes the proof.

We are now ready to prove the second part of Theorem 1.1. Consider a run of a deterministic algorithm. We need to show that \(\text{Online}(n) \geq (e - \varepsilon) \text{Offline}(n)\). If for some \(\tau\), \(\text{Online}(\tau) \geq (e - \varepsilon) \text{Offline}(\tau)\), then we are done: \(\text{Online}(n) \geq \text{Online}(\tau) \geq (e - \varepsilon) \text{Offline}(\tau) = (e - \varepsilon) \text{Offline}(n)\) (we have \(\text{Offline}(\tau) = \text{Offline}(n)\) since the adversary stops releasing new jobs after time \(\tau\)). So we assume that \(\text{Online}(t) < (e - \varepsilon) \text{Offline}(t)\) for all \(t \in \{0, \ldots, n - 1\}\).

By Lemma 3.1 \(\text{Offline}(t) \leq \lceil N/(e(n - t)) \rceil \leq N/(e(n - t)) + 1\). By the assumption \(\text{Online}(t) < (e - \varepsilon) \text{Offline}(t) = (1 - \varepsilon/e)N/(n - t) + O(1)\). The total number of jobs processed by the online algorithm is upper bounded by

\[
\sum_{t=0}^{n-1} \text{Online}(t) \leq \int_0^{n-1} \text{Online}(x)dx + \text{Online}(n - 1)
\]

\[
\leq (1 - \frac{\varepsilon}{e}) \left( \int_0^{n-1} \frac{N}{n-x}dx + N + O(n) \right) \leq (1 - \frac{\varepsilon}{e})N \ln n + N + O(n). \tag{3}
\]

On the other hand, the total number of jobs released by the adversary is lower bounded by

\[
\int_0^{n-1} \left( \frac{N}{n-x} - 1 \right) dx = N \ln n - (n - 1). \tag{4}
\]

We get a contradiction since for a sufficiently large \(n\), expression (4) is larger than (3).

## 4 Online Machine Minimization with Equal Deadlines

In this section, we give a 16-approximation algorithm for the Online Machine Minimization problem with arbitrary release times and job sizes, but equal deadlines (thus proving Theorem 1.2). We assume w.l.o.g. that the common deadline \(d = 2^k - 1\).

**Algorithm.** The algorithm splits the time line \([0, d - 1]\) into \(k\) phases: \([0, 1/2(d + 1)], [1/2(d + 1), 3/4(d + 1)], \ldots\). The length of phase \(i\) is \(\ell_i = 2^{k-i} = (d + 1)/2^i\); we denote the beginning of the phase by \(a_i\) and the end of the phase by \(b_i\). In any phase \(i\), when a new job \(j\) is released, the algorithm classifies it as a short job if the size of the job \(s_j \leq \ell_i/4\) and as a long job otherwise. If \(j\) is long, the algorithm opens a new machine and executes \(j\) right away; otherwise, the algorithm postpones the execution of job \(j\) to the next phase.

At the beginning of phase \(i\), the algorithm closes all machines that are idle (closed machines can be reopened later if necessary). Next, it splits the open machines into two pools: those serving long jobs and those serving short jobs according to the following rule. A machine serves long jobs if the remaining length of the job currently being processed on it is at least \(\ell_i/4\); otherwise, the machine serves short jobs. Note that some machines in the short jobs pool are actually serving jobs that were long when they were released in a previous phase, but have become short now based on their remaining length. Then, the algorithm schedules all postponed short jobs (that were released in phase \(i - 1\)) on machines in the short jobs pool. (Note that machines in the short jobs pool are currently serving long jobs from previous phases that have now become short. When scheduling the postponed short jobs, the algorithm allows these running jobs to complete first.) The algorithm assigns postponed short jobs to machines using an offline
greedy algorithm: it picks a postponed job \( j \) and schedules it on one of the available machines serving short jobs if that machine can process \( j \) before the end of the current phase. If there are no such machines, the algorithm opens a new machine (or reactivates as idle machine) and adds it to the pool serving short jobs. Note that once all postponed jobs are scheduled in the time interval \([a_i, b_i]\), the algorithm does not assign any new job to the pool serving short jobs since all short jobs released in phase \( i \) will be postponed to phase \( i + 1 \).

**Analysis.** We prove that at every point of time, the number of machines serving short jobs does not exceed \( 8 \text{ Offline} + 1 \), and the number of machines serving long jobs does not exceed \( 8 \text{ Offline} \). (Recall that \( \text{Offline} \) denotes the number of machines in an optimal offline solution.) Our proof is by induction on the current phase \( i \). Observe that at the end of phase \( i \), all machines serving short jobs are going to be idle, because all jobs scheduled in this phase must be completed by \( b_i \). These machines will be closed at the beginning of phase \((i + 1)\). Thus, the only machines that may remain open when we transition from phase \( i \) to phase \((i + 1)\) are machines serving long jobs. The number of such machines is at most \( 8 \text{ Offline} \) by the optimal hypothesis. The next two lemmas show that this property implies that \( M_{\text{short}}(i + 1) \) (resp., \( M_{\text{long}}(i + 1) \)) — the number of machines serving short jobs (resp., long jobs) in phase \((i + 1)\) — is at most \( 8 \text{ Offline} + 1 \) (resp., \( 8 \text{ Offline} \)).

**Lemma 4.1.** If the number of active machines at the beginning of phase \((i + 1)\) is at most \( 8 \text{ Offline} \), then \( M_{\text{short}}(i + 1) \leq 8 \text{ Offline} + 1 \).

**Proof.** At the beginning of phase \((i + 1)\), we schedule all postponed jobs. There are two cases. The first case is that we schedule all postponed jobs on the machines that remained open from the previous phase. As we just argued, the number of such machines is at most \( 8 \text{ Offline} \). The second case is that we opened some extra machines. This means that every machine serving short jobs (except possibly the last one that we open) finishes processing jobs in phase \((i + 1)\) no earlier than time \( b_{i+1} - \ell_i/4 = b_{i+1} - \ell_{i+1}/2 \). Otherwise, if some machine was idle at at time \( b_{i+1} - \ell_i/4 \), we would assign an extra short job to this machine instead of opening a new machine (note that the length of any short job is at most \( \ell_i/4 \)). Therefore, every machine (but one) is busy for at least half of the time in phase \((i + 1)\). The volume of work they process is lower bounded by \((M_{\text{short}}(i + 1) - 1) \times \ell_{i+1}/2 \).

We now need to find an upper bound on the volume of work. Every short job that was released in phase \( i \) and got postponed to phase \((i + 1)\) must be scheduled by the offline optimal solution in the time interval \([a_i, d]\) (recall that \( a_i \) is the beginning of phase \( i \) and \( d \) is the deadline). A job \( j \) that was initially classified as a long job on release but got reclassified as a short job in phase \((i + 1)\) must also be partially scheduled by the optimal solution in the time interval \([a_i, d]\). For such a job, the optimal solution must schedule at least the same amount of work for the time interval \([a_{i+1}, d]\) as the online algorithm does for the time interval \([a_{i+1}, b_{i+1}]\). This follows from the fact that the online algorithm executed job \( j \) right after it was released (since it was initially a long job), and thus, no matter how \( j \) is scheduled in the optimal solution, the remaining size of \( j \) at time \( a_{i+1} \) in the optimal solution must be at least that in the online algorithm. Thus, the amount of work done by machines serving short jobs in phase \((i + 1)\) in the online schedule does not exceed the amount of work done by all machines in the time interval \([a_i, d]\) in the optimal schedule. The latter quantity is upper bounded by \((d - a_i) \times \text{Offline} < 2\ell_i \times \text{Offline} \). Consequently, \( M_{\text{short}}(i + 1) \leq 8 \text{ Offline} + 1 \). \( \square \)

**Lemma 4.2.** If the number of active machines at the beginning of phase \((i + 1)\) is at most \( 8 \text{ Offline} \), then \( M_{\text{long}}(i + 1) \leq 8 \text{ Offline} \).

**Proof.** Each long job released in phase \((i + 1)\) or the remainder of a job that got classified as long in phase \((i + 1)\) must have size at least \( \ell_{i+1}/4 \). Therefore, the total volume of these jobs is \( \ell_{i+1}/4 \times M_{\text{long}}(i + 1) \). The same argument as we used for short jobs shows that all this volume must be scheduled by the offline solution in the time interval \([a_{i+1}, d]\). Hence, \((\ell_{i+1}/4) \times M_{\text{long}}(i + 1) \leq 2\ell_{i+1} \times \text{Offline} \), and therefore, \( M_{\text{long}}(i + 1) \leq 8 \text{ Offline} \). \( \square \)

## 5 Online Throughput Maximization for Unit Jobs

In this section, we will give a reduction of the online throughput maximization problem for unit length jobs to the online vertex-weighted matching problem \([1][20]\). We will reuse the notation for the throughput maximization problem from the introduction, i.e., a job is characterized by its release time \( r_j \), deadline \( d_j \), and weight \( w_j \). Let us now define the online vertex-weighted matching problem. The input comprises a bipartite graph \( G = (U \cup V, E) \), where the vertices
in $U$ are given offline and have weights $w_u, u \in U$ associated with them and the vertices in $V$ (and their respective incident edges) appear online. When a vertex in $V$ appears, it must be matched to one of its neighbors in $U$ that has not been matched previously or not matched at all. The goal of the algorithm is to maximize the sum of weights of vertices in $U$ that are eventually matched by the algorithm. Aggarwal et al. [1] introduced this problem and obtained a randomized algorithm with a competitive ratio of $\frac{e}{e-1}$. An alternative proof of this result was recently obtained by Devanur, Jain, and Kleinberg [20] using a randomized version of the classical primal dual paradigm.

Our main contribution is an approximation preserving reduction from the online throughout maximization problem to the online vertex-weighted matching problem. Suppose we are given an instance of the throughput maximization problem. Define an instance of the vertex-weighted matching problem as follows. For every job $j$, define an offline vertex $u_j \in U$ with weight $w_j$. For every time step $t$, define $k$ online vertices in $V$, one for each machine. Let $v_{it}$ denote the vertex for machine $i$ in time step $t$, and add edges between each such online vertex and all offline vertices representing jobs $j$ such that $t \in [r_j, d_j]$.

Note that the reduction is somewhat counter-intuitive in that online jobs are being mapped to the offline side of the bipartite graph. However, it does produce a valid instance of the online vertex-weighted matching problem since at time $r_j$, both the offline vertex corresponding to job $j$ and its first set of online neighbors (all online vertices corresponding to time step $r_j$) are simultaneously revealed. This is sufficient since every offline vertex in $U$ comes into play in any algorithm only after its first online neighbor in $V$ is revealed.

We will now show that there is a 1-1 mapping between solutions of the throughput maximization instance and the vertex-weighted matching instance. Consider any solution to the matching instance. If an offline vertex $u_j$ is matched to a neighbor $v_{it}$, then we schedule job $j$ at time $t$ on machine $i$. This is valid since the edge between $u_j$ and $v_{it}$ testifies to the fact that $t \in [r_j, d_j]$. Conversely, consider a solution for the throughput maximization problem. If job $j$ is scheduled on machine $i$ at time $t$, then add the edge between $u_j$ and $v_{it}$ to the matching. First, note that this edge exists since job $j$ could only have been scheduled at some time $t \in [r_j, d_j]$; and second, the edges selected form a matching since no job is scheduled more than once and no machine can have more than one job scheduled on it in the same time step.

This completes the reduction and therefore, the proof of Theorem 1.3.
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