Mitigating Bias in CMB B-modes from Foreground Cleaning Using a Moment Expansion
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Abstract

One of the primary challenges facing upcoming cosmic microwave background (CMB) polarization experiments aiming to measure the inflationary B-mode signal is the removal of polarized foregrounds. The thermal dust foreground is often modeled as a single modified blackbody; however, overly simplistic foreground models can introduce systematic errors into the determination of the tensor-to-scalar ratio $r$. As CMB polarization experiments become increasingly sensitive, thermal dust emission models must account for greater complexity in the dust foreground while making minimal assumptions about the underlying distribution of dust properties within a beam. We use Planck dust temperature data to estimate the typical variation in dust properties along the line of sight and examine the impact of these variations on the bias in $r$ if a single modified blackbody model is assumed. We then assess the ability of the moment method to capture the effects of spatial averaging and to reduce bias in the tensor-to-scalar ratio for different possible toy models of dust emission. We find that the expected bias due to temperature variations along the line of sight is significant compared to the target sensitivities of future CMB experiments, and that the use of the moment method could reduce bias as well as shed light into the distribution of dust physical parameters.

Unified Astronomy Thesaurus concepts: Cosmic microwave background radiation (322); Interstellar dust (836)

1. Introduction

Many current and upcoming cosmic microwave background (CMB) experiments aim to measure the B-mode polarization of the CMB. B-modes are predicted as a result of primordial gravitational waves generated during inflation, a theorized period of exponential expansion in the early universe. Their detection would not only provide compelling evidence for inflation, but would also shed light on physics at energy scales orders of magnitude beyond those accessible to particle accelerators and would potentially provide the first evidence for quantum gravity (Krauss & Wilczek 2014). The primordial B-mode signal is extremely faint, with current upper limits on the tensor-to-scalar ratio of $r < 0.036$ (Ade et al. 2021). Further complicating its detection, a number of astrophysical foregrounds impart a B-mode polarization signature that must be carefully modeled and subtracted to leave only the primordial B-mode signal. In particular, the dominant foregrounds of synchrotron emission and thermal dust emission overwhelm the predicted B-mode signal across all frequencies, with synchrotron dominating at low frequencies ($\lesssim 70$ GHz) and dust at high frequencies ($\gtrsim 70$ GHz).

These foregrounds are polarized as a result of their interaction with the galactic magnetic field. Synchrotron emission is produced by the motion of charged particles through the galactic magnetic field, and is polarized perpendicular to the magnetic field. It is generally modeled as a power law in frequency, although more complex models can include a spectral curvature parameter or spectral breaking. Dust grains absorb UV photons from the interstellar radiation field and re-emit thermal radiation in the far-infrared. The grains tend to align themselves so that their short axis is parallel to the direction of the magnetic field, while they emit most efficiently along their long axis. This results in emission with polarization perpendicular to the local magnetic field. Variations in the orientation of the magnetic field along the line of sight can thus result in frequency decorrelation.

At millimeter or longer wavelengths, thermal dust emission is often modeled as a modified blackbody with a power-law emissivity. While this model gives a good approximation of dust emission at the frequencies commonly used for CMB observations, the true emission spectrum is expected to be more complicated. The true dust emission will be affected by variations in both the dust grain properties and the intensity of the local interstellar radiation field. With the unprecedented sensitivities of upcoming CMB polarization experiments, foregrounds must be modeled with greater accuracy to be able to accurately recover the faint primordial B-mode signal.

Several studies have shown that inaccuracies in modeling foregrounds can lead to a bias in the tensor-to-scalar ratio $r$ (Fantaye et al. 2011; Armitage-Caplan et al. 2012; Kogut & Fixsen 2016; Stompor et al. 2016; Hensley & Bull 2018). Armitage-Caplan et al. (2012) consider a series of simulated input foreground spectra and various models, finding that a mismatch in the complexity of the true foregrounds and the models used can bias $r$ by as much as $\delta r \approx 0.03$. An experiment such as PICO (Hanany et al. 2019) has a sensitivity of $r \approx 1 \cdot 10^{-4}$, illustrating the need to allow sufficient complexity while minimizing the number of free parameters.

Remazeilles et al. (2016) consider the effect of using overly simplistic foreground models in the context of the proposed satellite experiments LiteBIRD (Matsumura et al. 2014), COrE (The COrE Collaboration et al. 2011), COrE+ (André et al. 2014), EPIC (Bock et al. 2008), and PIXIE (Kogut et al. 2011). Two possible dust models were considered for the input sky maps—a single modified blackbody model, and a two-component modified blackbody model. A mismatch between the foreground model and the simulations was introduced by assuming a single component for the dust model. Even when excluding frequencies above 360 GHz to...
minimize the impact of inaccurate modeling, the tensor-to-scalar ratio was still strongly biased by $3\sigma$ or more for all considered experimental configurations. In most cases, poor $\chi^2$ values signaled the unsuccessful separation of CMB B-modes and foregrounds; however, experiments with lower sensitivity and fewer high-frequency channels may not be able to detect a poor fit from the $\chi^2$ value.

The focus of this paper is on thermal dust emission. Our goal is to place bounds on the possible dust complexity and assess its expected impact on bias in the tensor-to-scalar ratio. In Section 2 we analyze Planck thermal dust maps to estimate the variation in dust temperature and spectral index along the line of sight. We then estimate the bias in the tensor-to-scalar ratio as a function of standard deviation assuming a Gaussian distribution in temperature or spectral index and using a single modified blackbody model. In Section 3 we perform component separation simulations within a single pixel utilizing a dust parameterization known as the moment method (Chluba et al. 2017; Remazeilles et al. 2021; Rotti & Chluba 2020; Vacher et al. 2022), and assess its flexibility in modeling the effects of a continuous distribution of dust parameters and reducing bias. Finally, we discuss what we could learn about dust properties from the moments returned by this method in Section 4. We present our conclusions in Section 5.

2. Expected Bias Due to Dust Variations

Each beam contains a superposition of multiple modified blackbody spectra, leading to observed dust temperature and spectral index variations across the sky. However, even in the limit of a pencil beam variations along the line of sight are likely to result in spatial averaging. As CMB experiments become increasingly sensitive, thermal dust emission models must be improved to capture dust complexity along the line of sight to avoid biasing the tensor-to-scalar ratio.

2.1. Estimated Line-of-sight Variations in Dust Properties

Observations show that the dust physical parameters vary when looking in different directions on the sky, so it is likely that similar variations occur along the line of sight. To place bounds on the dust complexity along the line of sight, we analyze Planck thermal dust maps produced using the Commander algorithm (Eriksen et al. 2004) and use variations in the transverse direction as a proxy. We quantify these variations by dividing the sky into disks and measuring the standard deviations in temperature and spectral index as a function of disk radius. This is illustrated in Figure 1, where we show a Planck dust temperature map overlaid with sample disks of radius $12^{\circ.5}$. The gray region shows a sample mask, removing 20% of the sky near the galactic plane.

Disk centers and radii are chosen by using HEALPix$^5$ (Gorski et al. 2005) grids of various resolution orders and setting the disk radius to the minimum distance from any cell center to its boundary to avoid any overlap. The disks shown in Figure 1 correspond to a HEALPix grid with $N_{\text{side}}=2$. We then compute the standard deviation within each disk using all pixels from the full-resolution map ($N_{\text{side}}=256$) contained within that disk. We note that no apparent dependence is observed between the galactic latitude and the standard deviation in either parameter. The results for each disk are then averaged to estimate the expected variation in temperature and spectral index along the line of sight.

This was repeated using various Planck sky masks. A standard deviation was calculated for any disk for which more than half of its pixels were unmasked, and only those pixels were used in the calculation. The standard deviations in temperature and spectral index as a function of disk radius are shown in Figure 2 for each considered sky mask. The standard deviations appear to be nearly independent of the chosen masks. In both cases, the standard deviation increases as a function of radius and begins to flatten out significantly beyond a radius of about $10^{\circ}$.

Without direct measurements of the line-of-sight dust complexity, we use variations in the transverse direction as a proxy for those along the line of sight. We want to choose a disk radius such that dust complexity in the transverse direction is similar to that along the line of sight. Near the galactic poles, the simplest geometry (the transverse distance equal to the line-of-sight distance) would suggest a fairly large disk radius. Since Figure 2 shows that the standard deviation flattens out after about $10^{\circ}$; for simplicity we adopt a disk radius of $30^{\circ}$ throughout the remainder of this paper. For a disk radius of $30^{\circ}$

---

Figure 1. A Planck dust temperature map overlaid with disks of equal radius based on a HEALPix grid with $N_{\text{side}}=2$. The disk radius shown here is $12^{\circ.5}$. The galactic plane is masked out (indicated by the gray region).
and considering the cleanest 80% of the sky, the expected standard deviations in temperature and spectral index are approximately 1.6 K and 0.045, respectively.

2.2. Impact of Dust Variations on Bias in the Tensor-to-scalar Ratio

Several studies have demonstrated that a mismatch in the complexity of the true dust emission spectrum and the model used can result in a significant bias on the tensor-to-scalar ratio $r$ (Fantaye et al. 2011; Armitage-Caplan et al. 2012; Kogut & Fixsen 2016; Stompor et al. 2016; Hensley & Bull 2018, Vacher et al. 2022). The goal of this section is to directly quantify the relationship between the complexity of the true dust relative to the model and the resulting bias in $r$. To do this, we generate dust and synchrotron spectra and simulate component separation using an overly simplistic dust model.

Synchrotron emission is often modeled as a power law, with a spectrum given by

$$I_s(\nu) = \epsilon_{s,0} \left(\frac{\nu}{\nu_0}\right)^{\beta_s},$$

where $\epsilon_{s,0}$ is the emissivity at reference frequency $\nu_0$ and $\beta_s = -1.1$ is the synchrotron spectral index (Planck Collaboration et al. 2020). Note that here we are using units of surface brightness. For this test, the input synchrotron spectrum exactly matches the complexity of the model used.

Thermal dust emission is generally modeled as a single modified blackbody, with a spectrum given by

$$I_d(\nu) = \epsilon_{d,0} \left(\frac{\nu}{\nu_0}\right)^{\beta_d} B_\nu(T_d),$$

where $\epsilon_{d,0}$ is the emissivity at reference frequency $\nu_0$, $\beta_d = 1.53$ is the dust spectral index, and $B_\nu(T_d)$ is the Planck blackbody spectrum corresponding to the dust temperature $T_d = 19.6$ K (Planck Collaboration et al. 2020). Realistically however, within any given beam there will be a superposition of dust spectra at various temperatures and spectral indices. For this test, the simulated dust consists of a superposition of modified blackbody spectra with either a Gaussian distribution in temperature and a constant spectral index, or a Gaussian distribution in spectral index with a constant temperature,

$$I(\nu) = \int e^{-\frac{1}{2} \left(\frac{T - T_d}{\sigma_T}\right)^2} \left(\frac{\nu}{\nu_{\text{ref}}}\right)^{\beta_d} B_\nu(T) dT,$$

$$I(\nu) = \int e^{-\frac{1}{2} \left(\frac{\nu - \nu_{\text{ref}}}{\sigma_\nu}\right)^2} B_\nu(T) d\beta,$$

where $T_d = 19.6$ K, $\beta_d = 1.53$, and $\sigma_T$ and $\sigma_\nu$ are the standard deviations of temperature and spectral index, respectively. We model dust as only a single modified blackbody and vary the width of the Gaussian distribution to observe the relationship between the standard deviation and the resulting bias in $r$. Input spectra are generated in the PICO frequency bands, with 21 frequency channels ranging from 21 to 800 GHz. First, we consider dust with a Gaussian distribution of temperatures and uniform spectral index along the line of sight. The synchrotron spectrum is described by a power law with a spectral index $\beta_s = -1.1$ and is normalized to the Planck polarized intensity at 30 GHz. The dust has a spectral index $\beta_d = 1.53$ and a central temperature $T_d = 19.6$ K, and the standard deviation of the dust temperature distribution $\sigma_T$ is varied between 0 and 4 K. Each simulated spectrum was fit with a model containing dust, synchrotron, and CMB components, where the dust is modeled as a single modified blackbody, the synchrotron emission is modeled as a power law so that the complexity of the synchrotron model exactly matches the true complexity, and the CMB component is fit as an amplitude in nK.

Bias due to foreground complexity depends not only on the intrinsic dust variations, but also on the frequency channels used in a given experiment. Here we evaluate spectra in the PICO frequency bands, with 21 frequency channels ranging from 21 to 800 GHz. First, we consider dust with a Gaussian distribution of temperatures and uniform spectral index along the line of sight. The synchrotron spectrum is described by a power law with a spectral index $\beta_s = -1.1$ and is normalized to the Planck polarized intensity at 30 GHz. The dust has a spectral index $\beta_d = 1.53$ and a central temperature $T_d = 19.6$ K, and the standard deviation of the dust temperature distribution $\sigma_T$ is varied between 0 and 4 K. Each simulated spectrum was fit with a model containing dust, synchrotron, and CMB components, where the dust is modeled as a single modified blackbody, the synchrotron emission is modeled as a power law so that the complexity of the synchrotron model exactly matches the true complexity, and the CMB component is fit as an amplitude in nK.

Figures 3 and 4 show the bias in the CMB amplitude as a function of standard deviation in temperature and spectral index, respectively. Since we are only interested in determining the bias in CMB B-modes, we should only consider the B-mode component of foreground emission. We normalize our simulated foregrounds using Planck total power, which includes both E- and B-modes. These components do not have
equal weight; approximately one third of the total power from polarized foregrounds comes from B-modes (Planck Collaboration et al. 2016). We take this into account by scaling the bias by $1/\sqrt{3}$, finding that a standard deviation in temperature of 1.6 K corresponds to a bias in $r$ of approximately $1.4 \cdot 10^{-4}$ and a standard deviation in spectral index of 0.045 corresponds to a bias in $r$ of approximately $2 \cdot 10^{-5}$. While the expected bias due to spectral index variations is negligible, that due to temperature variations will become significant for future CMB experiments such as PICO, illustrating the need for improved dust models.

3. Fitting Foregrounds Using the Moment Method

Several toy models of dust emission have been developed that account for possible distributions of the dust temperature and spectral index; however, the distribution of dust properties is not well understood. Component separation methods must be capable of capturing complex variations in the dust emission spectrum with minimal prior knowledge of the true distribution of dust properties within a given pixel.

3.1. Dust Emission Models

Thermal dust emission is often modeled as a modified blackbody. However, the size, composition, temperature, and spectral index of dust grains all affect the resulting emission spectrum and are expected to vary along the line of sight. A number of empirical models have been developed that consider variations in these properties.

Dust consists largely of carbonaceous and silicate components; however, it is not known whether these components exist primarily as separate species or composite particles. Finkbeiner et al. (1999) consider a model with two components representing distinct dust species, motivated in part by Pollack et al. (1994), finding that this model produces a significantly better fit to observational data than a single modified blackbody model. However, if dust exists as distinct carbonaceous and silicate species, the temperatures of these two populations would be expected to differ. This would result in a fractional polarization that varies with frequency, while observations show a relatively flat fractional polarization spectrum (Ashton et al. 2018). Draine & Hensley (2021) present an alternative dust model, astrodust, in which dust is represented by a single population consisting of larger composite grains formed through coagulation along with nanoparticles resulting from grain fragmentation. Because it is a single population of dust particles, this picture of dust in the interstellar medium is more consistent with observations of the polarization fraction. Guillot et al. (2018) propose a dust model compatible with Planck observations consisting of polycyclic aromatic hydrocarbons, amorphous carbon, and astrodisilicates.

While a two-component model can reproduce some of the observed flattening of the dust emission spectrum, it assumes two distinct dust species with fixed spectral indices. Paradis et al. (2011) present a two-level systems model that successfully reproduces observed variations in the dust spectral index without needing to divide the dust into separate populations. This model considers the internal structure of amorphous silicate grains, resulting in a spectral index that depends on both temperature and frequency.

The size of dust grains also affects their thermal emission. Very small grains have heat capacities that are small compared to the energy imparted by a single UV photon, resulting in a spike in temperature followed by a cool-down process in which photons are emitted through vibrational transitions (Meny et al. 2007). The temperature distribution of these very small grains is described by the transient heating model, which has a constant spectral index and a temperature distribution with a peak at low temperatures and a tail to high temperatures.

It is important to note that our goal is not to reproduce physical dust properties in detail, but rather to capture broad features due to dust complexity along the line of sight. We start by considering a model with a Gaussian distribution of temperatures with either one or two peaks and a constant spectral index. Figure 5 shows the emissivity distributions for the one-Gaussian and two-Gaussian models. The width of the one-Gaussian model is chosen to reflect the expected standard deviation in dust temperature found in Section 2. The central temperature and spectral index for the one-Gaussian model are taken from a Planck single-component fit, while the central temperatures and spectral indices for the two-Gaussian model are taken from the Finkbeiner et al. (1999) two-component fit. We then adopt the transient heating model as an example of a broad temperature distribution. Figure 6 shows the fractional...
difference between each of these dust emission models after they have been normalized to the Planck polarized intensity at 353 GHz.

It is important to choose a parameterization that allows sufficient complexity without making overly restrictive assumptions about the dust emission. The moment method, introduced by Chluba et al. (2017), expands the fundamental dust spectral energy distribution (SED) in terms of the dust physical parameters to obtain spectral basis functions characteristic of the effects of spatial averaging.

3.2. Dust Parameterization

Considering only variations along the line of sight, the observed emission spectrum is represented by a superposition of modified blackbody spectra with unique amplitude, temperature, and spectral index at each point along the line of sight:

\[
I_v = \int I_v(A, \beta, T)dr.
\]

In the moment method, the amplitudes corresponding to each \((\beta, T)\) can be thought of as describing a probability density distribution in temperature and spectral index \(\rho(\beta, T)\) (Rotti & Chluba 2020):

\[
I_v = \int \rho(\beta, T)I_v(A_0, \beta, T)d\beta dT,
\]

where \(A_0\) is a constant reference amplitude. A multidimensional Taylor expansion of the fundamental SED is then performed around the average parameters \(\bar{\rho}\), producing a set of spectral basis functions consisting of derivatives and cross-derivatives with respect to the dust physical parameters. The model parameters to be optimized are then the central moments of the dust temperature and spectral index, providing direct insight into the nature of the dust.

The fundamental SED describing each emitting element along the line of sight is given by a modified blackbody spectrum:

\[
I_v(A, \beta, T) = A \left( \frac{\nu}{\nu_0} \right)^\beta B_v(T).
\]

All derivatives with respect to the dust physical parameters commute. Following Chluba et al. (2017), we expand with respect to the inverse of the dust temperature \(\tau = T^{-1}\) as computing the SED derivatives is more straightforward in this parameterization. The spectral basis functions then have the form

\[
I_{m,n}(\nu, \bar{\beta}) = A \left( \frac{\nu}{\nu_0} \right)^\beta \ln^m \left( \frac{\nu}{\nu_0} \right) \frac{\partial^n}{\partial^m \tau} B_v \left( \frac{1}{\tau} \right).
\]

for \(m\) derivatives with respect to \(\beta\) and \(n\) derivatives with respect to \(\tau\). Similarly, the central moments are given by

\[
\omega_{m,n} = ((\beta - \bar{\beta})^m (\tau - \bar{\tau})^n).
\]

Figure 7 shows the contribution of each order of the expansion to the spatially averaged spectrum. As in Chluba et al. (2017), the first-order term is kept at zero to fix the average parameters and thus is not shown. For a Gaussian distribution of dust temperatures, the first two terms dominate the expansion; however, dust with a tail to high temperatures requires several moments to be accurately represented.

3.3. Implementation

We now want to test the moment method on simulated spectra based on the toy models described above to determine whether fitting the dust component with this parameterization can reduce the expected bias in the tensor-to-scalar ratio and to assess what future CMB experiments could tell us about the distribution of dust properties.

One challenge in using the moment method is that the number of parameters can increase rapidly with increasing expansion order. A recent analysis by Osumi et al. (2021) finds no significant variation in the dust spectral index, suggesting temperature variations may have a greater impact on spatial averaging of dust SEDs. The results described in Section 2.2 also suggest that the expected bias due to line-of-sight variations in spectral index is lower than that expected from temperature variations. To reduce the number of free parameters, we therefore only expand the modified blackbody spectrum in terms of \(\tau\). In this case, incrementing the expansion order adds only one additional parameter. The spectral basis

\[
\omega_{m,n} = ((\beta - \bar{\beta})^m (\tau - \bar{\tau})^n).
\]
functions are then

\[ I_{0,n}(\nu, \bar{\nu}) = \bar{A} \left( \frac{\nu}{\nu_0} \right)^{\beta} \frac{\partial^n}{\partial^n(\tau)} B_\nu \left( \frac{1}{\tau} \right) \]

and the model parameters are the statistical moments of \( \tau \).

Simulated dust spectra are obtained by generating two-dimensional opacity distributions in temperature and spectral index according to the chosen model and calculating the spectrum produced by the superposition of each component in the PICO frequency bands. The resulting spectrum is then normalized to the Planck polarized dust intensity at 353 GHz. The true moments are calculated according to the equation below, where \( A(\beta, \tau) \) represents the input dust opacity at each \( (\beta, \tau) \):

\[ \omega_{0,n} = \frac{1}{A_{\text{tot}}(\beta, \tau)} \sum_{\beta, \tau} A(\beta, \tau)(\tau - \bar{\tau})^n. \]

Derivatives with respect to \( \tau \) are calculated numerically for each set of parameters.

3.4. Fitting Methods

The EMCEE\(^4\) (Foreman-Mackey et al. 2013) Python package was used to fit simulated spectra using an ensemble MCMC approach. The dust component was modeled using the moment method. To improve the performance, a zeroth-order fit was performed initially and the expansion order was incremented until the target order was reached, using the previous fits and uncertainties to initialize the walkers at each step.

The convergence of the distribution was monitored by tracking the integrated autocorrelation time for each parameter. The chains were set to evolve until either the chains converged (i.e., the number of iterations reached 100 times the maximum autocorrelation time) or a set maximum number of iterations \( (N_{\text{max}} = 10^6) \) was reached. In the results presented below, the MCMC chains fully converged in all cases.

3.5. Results

To assess the performance of this method, we generate noiseless simulated spectra containing only dust emission using the PICO frequency channels. We then perform multiple tests fitting both dust and CMB components at each expansion order to determine the order required to avoid significant bias in the tensor-to-scalar ratio. We perform noiseless tests and use the rms fractional residual as the goodness of fit. For each expansion order, 20 simulated fits are performed.

Figure 8 shows the mean CMB bias and rms fractional residual as a function of expansion order using the PICO frequency bands for the one-Gaussian, transient heating, and two-Gaussian models. We choose the rms fractional residual as our goodness of fit as we are performing noiseless simulations. Since the input models include no CMB component, the fitted CMB amplitude (top panel) represents the bias. The rms fractional residual (bottom panel) indicates how sensitive channels need to be to detect a bias. Note that in this case, a higher fractional residual indicates a better ability to detect

\(^4\) https://emcee.readthedocs.io/en/stable/
bias. We find that when using the moment method with this approach, the bias could be reduced to $|A_{\text{CMB}}| < 1 \, \text{nK}$ ($r < 1.0 \times 10^{-4}$) in all cases without requiring prior knowledge of the true dust temperature distribution. It is not clear why the second-order fit is worse than the zeroth-order fit for the single Gaussian model; however, it is important to note that because we are expanding with respect to inverse temperature rather than temperature, two moments are not necessarily sufficient to adequately describe the distribution.

4. Recovering the Dust Temperature Distribution

While our primary motivation in utilizing the moment method is in minimizing bias in the tensor-to-scalar ratio by allowing for more complexity and flexibility in the dust model, this technique could potentially tell us more about the underlying distribution of dust physical parameters as well. For second- or higher-order expansions, an approximate distribution of dust temperatures can be recovered from the truncated list of moments returned by the moment method using the principle of maximum entropy.

The classical moment problem (Shohat & Tamarkin 1943) asks whether, given a sequence of moments, there is a unique probability function having those moments. If one only has a finite number of moments, this problem is underdetermined. The idea of using a maximum entropy approach to solve an underdetermined inverse problem is first introduced in Shannon (1948), and is first applied to the classical moment problem by Mead & Papanicolaou (1984). The maximum entropy approach to the moment problem has found many applications across scientific disciplines (Abramov 2010).

The principle of maximum entropy states that of all possible distributions satisfying a finite set of moment constraints, that with the largest Shannon entropy is most representative of our knowledge about the system. PYMAXENT (Saad & Ruai 2019) is a Python package which takes a finite list of moment constraints and optimizes a parameter distribution to maximize the Shannon entropy. This could be used to obtain an approximate distribution of dust temperatures along individual lines of sight. Figure 9 shows distributions recovered from the theoretical moment values using PYMAXENT as a function of the number of known moments for three sample distributions based on the considered dust models. Note that the $x$-axis represents the inverse temperature, as we are expanding in terms of this parameter.

If the variation in dust properties along the line of sight is well represented by a Gaussian distribution, two moments in the dust expansion are sufficient to recover the distribution of dust emissivity as a function of temperature along individual lines of sight. More complex distributions require additional moments. A single extended distribution requires expansion to the fourth order of higher, while a distribution with two well-separated peaks is poorly fit at all orders. We note, however, that the recovery process here makes no assumptions regarding the underlying dust complexity. John et al. (2007) describe alternative approaches to recovering a distribution from a list of moments that, given additional assumptions about the distribution, can provide better recovered distributions with the available moments.

Figure 9 uses the moments calculated directly from the full SEDs of the different dust models. In practice, the frequency spectra are sampled at discrete frequencies. Figure 10 shows the recovered distributions from the truncated list of moments obtained by the noiseless transient heating model simulation using only the PICO frequency bands. The lowest (second-order) expansion is sufficient to show an extended distribution in temperature, with modest improvement seen at higher orders.

5. Conclusions

Our goal is to estimate dust complexity along the line of sight and its impact on bias in the tensor-to-scalar ratio for measurements of the B-mode polarization of the CMB. Here, we use the scatter in dust temperature and spectral index observed for Planck data in the plane of the sky as a proxy for...
similar variation along a single line of sight. Note that every realistic beam will include at least some variations across the map as well as along the line of sight. These effects are qualitatively the same, but any realistic beam will likely have at least somewhat larger variation than a true pencil beam. We find that an estimated line-of-sight standard deviation of 1.6 K in temperature or 0.045 in spectral index will source nontrivial bias in the tensor-to-scalar ratio if fitted using a single modified blackbody model. Bias of order $\delta r = 1.4 \times 10^{-4}$ is negligible for current upper limits to $r$ but could become significant at sensitivity levels anticipated for futuristic missions such as PICO. Variations in temperature are more important to capture than variations in spectral index, as the observed degree of temperature variation leads to a larger bias if not properly accounted for.

Replacing a simple modified blackbody model with an expansion in moments of the temperature distribution significantly reduces the bias without requiring a priori knowledge of the dust physical parameters. An expansion to the second order accurately reproduces a Gaussian distribution of dust temperatures along an individual line of sight, while higher orders are required for more complicated distributions. A futuristic experiment with information in enough frequency bands such as PICO could provide information on the dust temperature distribution along a given sightline using the statistical moments obtained from the moment method. This could allow us to distinguish between competing dust models, shedding light on dust emission mechanisms. That being said, as the order of the expansion is increased it is expected that there will be some trade-off between better modeling of the dust distribution and larger uncertainties in $r$.
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