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Abstract

Lyapunov exponents describe the asymptotic behavior of the singular values of large products of random matrices. A direct computation of these exponents is however often infeasible. Here we derive an analytical upper and lower bound for the maximal and minimal Lyapunov exponent, respectively. The bounds are tight in the commutative case and other scenarios. They can be expressed in terms of an optimization problem that only involves single matrices rather than large products. The upper bound for the maximal Lyapunov exponent can be evaluated efficiently via the theory of convex optimization.

1 Introduction

Large products of random matrices arise in many areas of theoretical physics. Arguably the most important characterization of such products is given by the Lyapunov exponents that describe the asymptotic behavior of the singular values. Oftentimes one encounters products that do not range over infinitely many matrices. This justifies the definition of non-asymptotic Lyapunov exponents that in the limit converge to the traditional Lyapunov exponents.

More precisely, let $n \in \mathbb{N}$ and $(L_i)_{i \in [n]}$ be a sequence of random matrices on $\mathbb{C}^{d \times d}$ such that

$$E \log^+ \sigma_{\text{max}}(L_i) < \infty \quad \text{for all } i \in [n] := \{1, 2, \ldots, n\},$$

(1)

where $\sigma_{\text{max}}$ denotes the largest singular value and $\log^+ t := \max\{\log t, 0\}$. In this manuscript we consider sequences of random matrices only where assumption (1) holds. We define the non-asymptotic Lyapunov spectrum of $(L_i)_{i \in [n]}$, consisting of the non-asymptotic Lyapunov exponents, as

$$\gamma_{k,n} := \frac{1}{n} E \log \sigma_k \left( \prod_{i=1}^{n} L_i \right) \quad \text{for } 1 \leq k \leq d \quad \text{and} \quad n \in \mathbb{N},$$

(2)

where $\sigma_k(\cdot)$ denotes the $k$-th singular value. We assume that the singular values are enumerated in decreasing order, i.e., $\sigma_{\text{max}} = \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_d = \sigma_{\text{min}}$. Hence, the non-asymptotic Lyapunov spectrum is also ordered in the sense that $\infty > \gamma_{1,n} \geq \gamma_{2,n} \geq \ldots \geq \gamma_{d,n} \geq -\infty$ for all $n \in \mathbb{N}$. The expectation in (2) exists as the largest singular value is submultiplicative \cite{5} and by assumption (1), but it can be $-\infty$.

For many applications it is natural to consider the traditional Lyapunov spectrum which is obtained by taking the limit $n \to \infty$. To ensure that the limit exists we need to impose further assumptions on the random matrices. Let $(L_i)_{i \in \mathbb{N}}$ be a stationary sequence of random matrices that satisfies (1). Then the (asymptotic) Lyapunov spectrum, consisting of the (asymptotic) Lyapunov exponents, is given by

$$\gamma_k := \lim_{n \to \infty} \gamma_{k,n} \quad \text{for } 1 \leq k \leq d.$$  

(3)
A precise argument of the well-known fact that the limit in (3) exists is given in Appendix A for the sake of completeness.

If we impose another assumption on the random matrices, i.e., that they are stationary and ergodic, it can be shown that $\mathbb{P}$-almost surely the expectation in the definition of Lyapunov spectrum can be dropped. More precisely, if $(L_i)_{i \in \mathbb{N}}$ is a stationary ergodic sequence of random matrices on $\mathbb{C}^{d \times d}$ that satisfies (1) then

$$
\gamma_k = \lim_{n \to \infty} \frac{1}{n} \log \sigma_k \left( \prod_{i=1}^{n} L_i \right) \quad \mathbb{P} \text{- a.s. for } 1 \leq k \leq d.
$$

(4)

The justification for this is due to Kingman’s subadditive ergodic theorem [27] (see also the two celebrated and historically older theorems by Oseledets [33] and Kesten-Fürstenberg [22, Theorem 2] which can be derived from Kingman’s result).

The maximal Lyapunov exponent $\gamma_1$ has a dominant role within the Lyapunov spectrum. Its definition can be rewritten in terms of Schatten norms as

$$
\gamma_1 = \lim_{n \to \infty} \frac{1}{n} \mathbb{E} \log \left\| \prod_{i=1}^{n} L_i \right\|_p \quad \text{for } p \geq 1,
$$

(5)

where $\|L\|_p := (\text{tr}|L|^p)^{\frac{1}{p}}$ and $|L| := \sqrt{L^* L}$. In the limit $p \to \infty$ we recover the spectral norm that is equal to the largest singular value denoted by $\sigma_{\text{max}}(L)$ or $\sigma_1(L)$. The maximal Lyapunov exponent defined in (5) is independent of the parameter $p$ since all Schatten $p$-norms are equivalent [5] and $d < \infty$.

The minimal Lyapunov exponent $\gamma_d$ is a meaningful quantity only for distributions on the group of invertible matrices on $\mathbb{C}^{d \times d}$, denoted by $\text{GL}(d, \mathbb{C})$. This follows from the fact that whenever a probability distribution has positive weight on a matrix that is not invertible we have $\gamma_d = -\infty$, which is obvious from the definition of $\gamma_d$.

The Lyapunov spectrum and in particular the maximal Lyapunov exponent plays a crucial role in several different areas of physics. Arguably its most prominent applications are in the study of dynamical systems and of disordered materials. A positive maximal Lyapunov exponent for example indicates that a dynamical system is chaotic. More precisely, the maximal Lyapunov exponent characterizes the sensitivity to initial conditions of a system. $\gamma_1$ is proportional to the inverse time rate at which two nearby trajectories diverge [8]. In the study of an Ising model, the maximal Lyapunov exponent is directly related to the free energy of the system and to the rate of the correlation decay [13]. In the Schrödinger equation with a random potential the maximal Lyapunov exponent is inverse proportional to the localization length of the wave function [9, 1]. Many more problems arising in physics, statistics or related areas have been reduced to the study of the Lyapunov spectrum. We refer the interested reader to [13, 1] for more details.

Computing the Lyapunov spectrum and in particular the minimal and maximal Lyapunov exponents turns out to be challenging. There is no explicit formula known that can be evaluated easily.\footnote{Kingman mentions in [27]: “Pride of place among the unsolved problems of subadditive ergodic theory must go to the calculation of the constant $\gamma_1$."
}

An exception is the commutative case discussed in Section 4.1, i.e., if the random matrices commute pairwise. There are a few specific sequences of $2 \times 2$ matrices such that the corresponding maximal Lyapunov exponent can be computed (see, e.g., [29, 30, 11, 10] and references therein). For arbitrary finite dimensions the maximal Lyapunov exponent is only known analytically for the case of i.i.d. Gaussian matrices [31], i.e., matrices with entries that are independent standard Gaussians, or small variations thereof [20, 25]. Fürstenberg proved a powerful lower bound for the maximal Lyapunov exponent that plays an important role in the mathematical description of disordered materials. He showed that for matrices belonging to the special linear group $\text{SL}(d, \mathbb{R})$, i.e., the group of matrices over $\mathbb{R}^{d \times d}$ with determinant equal to 1, the maximal Lyapunov exponent is strictly positive for most distributions on this group [21].
It has been shown that the maximal Lyapunov exponent cannot be approximated by an algorithm in full generality [37, 38]. However, this is under the assumption that the random matrices have nonnegative entries [34, 35], see also references therein for different algorithms with a slower rate of convergence.

**Result.** We prove that for any sequence \((L_i)_{i \in \mathbb{N}}\) of i.i.d. random matrices on a semigroup \(S \leq \mathbb{C}^{d \times d}\), or on a group \(G \leq \text{GL}(d, \mathbb{C})\), that satisfies (1) we have

\[
2\gamma_1 \leq \max_{X \in X_S} \mathbb{E} \log \text{tr} X L_1 L_1^\dagger \quad \text{and} \quad 2\gamma_d \geq \min_{X \in X_G} \mathbb{E} \log \text{tr} X L_1 L_1^\dagger, \quad (6)
\]

where \(X_S := \{Y^\dagger Y/\text{tr} Y^\dagger Y : Y \in S\}\). If we relax the (semi)group structure the optimizer can be assumed to be rank-one, i.e.,

\[
2\gamma_1 \leq \max_{X \in X_{C^{d \times d}}} \mathbb{E} \log \text{tr} X L_1 L_1^\dagger \quad \text{and} \quad 2\gamma_d \geq \min_{X \in X_{C^{d \times d}}} \mathbb{E} \log \text{tr} X L_1 L_1^\dagger, \quad (7)
\]

where \(X'_{C^{d \times d}} := \{Y^\dagger Y/\text{tr} Y^\dagger Y : Y \in \mathbb{C}^{d \times d}, \text{rank} Y = 1\}\). We refer to Theorem 3.1 for a more precise and more general result that provides upper and lower bounds for the non-asymptotic maximal and minimal Lyapunov exponents \(\gamma_{1,n}\) and \(\gamma_{d,n}\), respectively. The asymptotic statements are given by Corollaries 3.3 and 3.4. The bounds are tight in the commutative case for independent and identically distributed diagonal matrices. This is discussed in Section 4.1. Furthermore, Sections 4.2 and 4.3 present various scenarios where the bounds are either tight or outperform known bounds on the maximal or minimal Lyapunov exponent.

**Efficient evaluation of the bounds.** One crucial difference between the bounds in (6) for the maximal and minimal Lyapunov exponents and their definition (3) is that the former are given by formulas that contain a single random matrix only and hence do not include limits of products of infinitely many random matrices. Depending on the structure of \(X_S\) and \(X_G\) the maximization and minimization in (6) may not be simple to evaluate. To circumvent this problem we can relax \(X_S\) and \(X_G\) to \(X_{C^{d \times d}}\) which weakens the bounds but makes them easier to compute. Proposition 3.6 shows that the bound (6) on the maximal Lyapunov exponent for \(X_{C^{d \times d}}\) can be evaluated efficiently via convex programming [7].

**Structure.** Section 2 introduces the notation, reviews basic properties of eigenvalues of Hermitian matrices, and summarizes known results on the continuity of the maximal Lyapunov exponent. In Section 3 we present and prove the main result and discuss its implications. Section 4.3 presents various examples that illustrate how to use the bounds of the main result in practice and give insights about their performance. Finally in Section 5 we explain how the maximal Lyapunov exponent is related to entropy rates of hidden Markov processes and hence our bounds can be applied to bound these rates.

# 2 Preliminaries

## 2.1 Notation

For \(n \in \mathbb{N}\) let \([n] := \{1, 2, \ldots, n\}\). We denote the Löwner partial order on positive semidefinite matrices by \(\succeq\), i.e., \(X \succeq 0\) states that \(X\) is a positive semidefinite matrix. For a matrix \(L\) we write \(L^\dagger\) for its conjugate transpose. The natural logarithm is denoted by \(\log(\cdot)\). The general and special linear group over \(\mathbb{C}^{d \times d}\) are denoted by \(\text{GL}(d, \mathbb{C})\) and \(\text{SL}(d, \mathbb{C})\), respectively. If \(G\) is a subgroup of \(H\) we write \(G \leq H\). For a semigroup \(S \leq \mathbb{C}^{d \times d}\) we define the following set

\[
X_S := \{Y^\dagger Y/\text{tr} Y^\dagger Y : Y \in S\}, \quad (8)
\]
If there exists \( Y \in \mathcal{S} \) such that \( Y^\dagger Y = 0 \) then we define \( Y^\dagger Y / \text{tr} Y^\dagger Y = 0 \), i.e., \( \mathcal{X}_S \) contains the zero matrix. We further define the set
\[
\mathcal{X}_{d \times d} := \{ Y^\dagger Y / \text{tr} Y^\dagger Y : Y \in \mathbb{C}^{d \times d}, \text{rank} Y = 1 \}.
\] (9)

Let \( (L_n)_{n \in \mathbb{N}} \) be a sequence of random matrices on \( \mathbb{C}^{d \times d} \) with \( (\Omega, \mathcal{F}, \mathbb{P}) \) the associated probability space. Let \( T : \Omega \to \Omega \) be a shift operator that drops the first coordinate and shifts the others one place to the left. An event \( A \in \mathcal{F} \) is said to be shift invariant if \( A = T^{-1} A \). \( (L_n)_{n \in \mathbb{N}} \) is called stationary if for every \( k \geq 1 \) it has the same distribution as the shifted sequence \( (L_{k+n})_{n \in \mathbb{N}}, \) i.e., for each \( m, (L_1, \ldots, L_m) \) and \( (L_k, \ldots, L_{k+m}) \) have the same distribution. \( (L_n)_{n \in \mathbb{N}} \) is called ergodic if every shift invariant event \( A \) is trivial, i.e., \( \mathbb{P}(A) \in \{0, 1\} \). We note that it is a simple exercise to show that i.i.d. sequences are stationary and ergodic [16].

### 2.2 Variational formulas for eigenvalues

For any matrix \( L \in \mathbb{C}^{d \times d} \) we have \( LL^\dagger \geq 0 \) as \( \langle z^\dagger L, L^\dagger z \rangle = \| L^\dagger z \|^2 \geq 0 \) for all \( z \in \mathbb{C}^d \). The Cholesky decomposition ensures that every positive semidefinite matrix \( 0 \leq A \in \mathbb{C}^{d \times d} \) can be written as \( LL^\dagger \) for some \( L \in \mathbb{C}^{d \times d} \) [4, Fact 8.9.37].\(^2\) The largest and smallest eigenvalue of \( LL^\dagger \) are denoted by \( \lambda_{\max}(LL^\dagger) \) and \( \lambda_{\min}(LL^\dagger) \), respectively. These eigenvalues can be expressed as a semidefinite program. Using the notation (8) we have
\[
\lambda_{\max}(LL^\dagger) = \max_{X \in \mathcal{X}_{d \times d}} \text{tr} X LL^\dagger \quad \text{and} \quad \lambda_{\min}(LL^\dagger) = \min_{X \in \mathcal{X}_{d \times d}} \text{tr} X LL^\dagger.
\] (10)

For \( L \in \mathcal{G} \leq \text{GL}(d, \mathbb{C}) \) the following relation holds
\[
\lambda_{\min}(LL^\dagger) \geq \frac{1}{d} \min_{Y \in \mathcal{G}} \frac{\text{tr} Y^\dagger Y LL^\dagger}{\text{tr} Y^\dagger Y}. \] (11)

This can be seen as for \( Y = L^{-1} \in \mathcal{G} \) the right-hand side simplifies to \( \langle \text{tr} (LL^\dagger)^{-1} \rangle^{-1} = \| (LL^\dagger)^{-1} \|_1^{-1} \leq \lambda_{\max}((LL^\dagger)^{-1})^{-1} = \lambda_{\min}(LL^\dagger) \). For \( L \in \mathbb{C}^{d \times d} \) we denote its singular values by \( \sigma_{\max}(L) = \sigma_1(L) \geq \sigma_2(L) \geq \ldots \geq \sigma_d(L) = \sigma_{\min}(L) \). The largest and smallest singular value are related to the largest and smallest eigenvalues [4, Fact 9.13.1] by
\[
\sigma_{\max}(L)^2 = \lambda_{\max}(LL^\dagger) \quad \text{and} \quad \sigma_{\min}(L)^2 = \lambda_{\min}(LL^\dagger).
\] (12)

### 2.3 Continuity of the maximal Lyapunov exponent

Let \( \mathcal{G}(d, \mathbb{C}) \) be the space of compactly supported probability measures on \( \text{GL}(d, \mathbb{C}) \), equipped with the weakest topology \( \mathcal{T} \) such that

1. \( \mathcal{T} \) is stronger than the weak* topology restricted to \( \mathcal{G}(d, \mathbb{C}) \)

2. \( \mathcal{T} \) is stronger than the pull-back of the Hausdorff topology by \( \mu \mapsto \text{supp} \mu \).

More information about these assumptions can be found in [40, 19]. In other words, two compactly supported probability measures are close relative to \( \mathcal{T} \) if and only if they are weak*-close and their supports are Hausdorff-close. It has been shown [40, Theorem 3.5] that \( \mu \mapsto \gamma_1(\mu) \) is continuous on \( \mathcal{G}(d, \mathbb{C}) \).\(^3\) This means that for probability measures supported on finite sets, i.e.,
\[
\mu = \sum_{i=1}^np_i\delta_{L_i},
\] (13)

the maximal Lyapunov exponent \( \gamma_1 \) varies continuously with the probabilities \( p_i > 0 \) and the matrices \( L_i \in \text{GL}(d, \mathbb{C}) \) at every point. The following example stated in [26] shows that the continuity may break down if some of the probabilities vanish.

\(^2\)More precisely we can assume that \( L \) is a lower triangular matrix with nonnegative diagonal entries.

\(^3\)We note that for \( 2 \times 2 \) matrices the continuity of the maximal Lyapunov exponent has been proven in [41].
Example 2.1. Let \((L_i)_{i \in \mathbb{N}}\) be i.i.d. matrices over
\[ A = \left( \begin{array}{cc} \frac{1}{2} & 0 \\ 0 & 2 \end{array} \right), \quad B = \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \] with probabilities \(\{p, 1-p\}\) for \(p \in [0, 1]\).

It is straightforward to see that
\[ \gamma_1 = \begin{cases} \log 2 & \text{if } p = 1 \\ 0 & \text{if } p \in (0, 1) \end{cases} \quad \text{and} \quad \gamma_2 = \begin{cases} \log \frac{1}{2} & \text{if } p = 1 \\ 0 & \text{if } p \in (0, 1) \end{cases}. \]

We note that this discontinuity of \(\gamma_1\) is not in contradiction with the statement above since \(\mu = p\delta_A + (1-p)\delta_B\) does not converge to \(\delta_A\) in the \(\mathcal{T}\) topology when \(p \to 1\), because \(\text{supp} \mu = \{A, B\}\) does not converge to \(\text{supp} \delta = \{A\}\) in the Hausdorff topology.

3 Main results and proofs

We next state the main result which is an upper and lower bound for the non-asymptotic maximal and minimal Lyapunov exponents, respectively.

Theorem 3.1. Let \(d, n \in \mathbb{N}\) and let \((L_i)_{i \in [n]}\) be a sequence of independent random matrices on a semigroup \(\mathcal{S} \subseteq \mathbb{C}^{d \times d}\) that satisfies (1). Then
\[ 2\gamma_{1,n} \leq \frac{1}{n} \mathbb{E} \log \text{tr} \, L_1 L_1^\dagger \ + \ \frac{1}{n} \sum_{i=2}^{n} \max_{X \in \mathcal{X}_d} \mathbb{E} \log \text{tr} \, XL_i L_i^\dagger, \]
where \(\mathcal{X}_S = \{Y^\dagger Y / \text{tr} \, Y^\dagger Y : Y \in \mathcal{S}\}\). If \((L_i)_{i \in [n]}\) is distributed on a group \(\mathcal{G} \leq \text{GL}(d, \mathbb{C})\) we further have
\[ 2\gamma_{d,n} \geq \frac{1}{n} \sum_{i=1}^{n} \min_{X \in \mathcal{X}_G} \mathbb{E} \log \text{tr} \, XL_i L_i^\dagger - \frac{\log d}{n}. \]

The proof of Theorem 3.1 is given in Section 3.1 below.

Remark 3.2 (Dependent random matrices on with a discrete probability distribution.). In case of discrete probability distributions on \(\mathcal{S} \subseteq \mathbb{C}^{d \times d}\) we can prove a version of Theorem 3.1 without the independence assumption of the random matrices, i.e,
\[ 2\gamma_{1,n} \leq \frac{1}{n} \mathbb{E} \log \text{tr} \, L_1 L_1^\dagger \ + \ \frac{1}{n} \sum_{i=2}^{n} \max_{X \in \mathcal{X}_d} \mathbb{E} \left[ \log \text{tr} \, XL_i L_i^\dagger | L_1 = \ell_1, \ldots, L_{i-1} = \ell_{i-1} \right], \]
where \(\mathcal{X}_S = \{Y^\dagger Y / \text{tr} \, Y^\dagger Y : Y \in \mathcal{S}\}\). If \((L_i)_{i \in [n]}\) is distributed on a group \(\mathcal{G} \leq \text{GL}(d, \mathbb{C})\) we further have
\[ 2\gamma_{d,n} \geq \frac{1}{n} \sum_{i=1}^{n} \min_{X \in \mathcal{X}_G} \mathbb{E} \left[ \log \text{tr} \, XL_i L_i^\dagger | L_1 = \ell_1, \ldots, L_{i-1} = \ell_{i-1} \right] - \frac{\log d}{n}. \]

We note that the proof follows the same lines as the proof of Theorem 3.1 given in Section 3.1. The bounds (18) and (19) can be simplified if the random matrices satisfy a certain dependence structure. For example in case \((L_i)_{i \in [n]}\) form a Markov chain in order \(L_{k-1} \leftrightarrow L_k \leftrightarrow L_{k+1}\) the formulas (18) and (19) simplify to
\[ 2\gamma_{1,n} \leq \frac{1}{n} \mathbb{E} \log \text{tr} \, L_1 L_1^\dagger \ + \ \frac{1}{n} \sum_{i=2}^{n} \max_{X \in \mathcal{X}_d} \mathbb{E} \left[ \log \text{tr} \, XL_i L_i^\dagger | L_{i-1} = \ell_{i-1} \right] \]
and
\[ 2\gamma_{d,n} \geq \frac{1}{n} \sum_{i=1}^{n} \min_{X \in \mathcal{X}_G} \mathbb{E} \left[ \log \text{tr} \, XL_i L_i^\dagger | L_{i-1} = \ell_{i-1} \right] - \frac{\log d}{n}. \]
If the random matrices are i.i.d. the bounds can be further simplified in the limit $n \to \infty$.

**Corollary 3.3.** Let $d \in \mathbb{N}$ and let $(L_i)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random matrices on a semigroup $S \leq \mathbb{C}^{d \times d}$ that satisfies (1). Then

$$2\gamma_1 \leq \max_{X \in \mathcal{X}_S} \mathbb{E} \log tr XL_1 \, ^\dagger_1 ,$$

(22)

where $\mathcal{X}_S = \{Y^\dagger Y / tr Y^\dagger Y : Y \in S\}$. If $(L_i)_{i \in \mathbb{N}}$ is distributed on a group $\mathcal{G} \leq \text{GL}(d, \mathbb{C})$ we further have

$$2\gamma_d \geq \min_{X \in \mathcal{X}_\mathcal{G}} \mathbb{E} \log tr XL_1 \, ^\dagger_1 .$$

(23)

**Proof.** The assertion follows from Theorem 3.1 by considering the limit $n \to \infty$. The justification that the limits do exist for i.i.d. random matrices is given in Section 1. We note that assumption (1) implies that $\mathbb{E} \log tr L_1 \, ^\dagger_1 \leq d \mathbb{E} \log \lambda_{\text{max}}(L_1 \, ^\dagger_1 ) < \infty$ and hence $\lim_{n \to \infty} \frac{1}{n} \mathbb{E} \log tr L_1 \, ^\dagger_1 = 0$ which shows that the first term in (16) vanishes in the limit $n \to \infty$. \hfill \Box

There is another asymptotic version of Theorem 3.1 where we enforce a rank-one constraint on the optimizers.

**Corollary 3.4.** Let $d \in \mathbb{N}$ and let $(L_i)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random matrices on $\text{GL}(d, \mathbb{C})$ with a distribution that satisfies (1) and has compact support. Then

$$2\gamma_1 \leq \max_{X \in \mathcal{X}'_{\text{cd} \times d}} \mathbb{E} \log tr XL_1 \, ^\dagger_1 \quad \text{and} \quad 2\gamma_d \geq \min_{X \in \mathcal{X}'_{\text{cd} \times d}} \mathbb{E} \log tr XL_1 \, ^\dagger_1 ,$$

(24)

where $\mathcal{X}'_{\text{cd} \times d} = \{Y^\dagger Y / tr Y^\dagger Y : Y \in \mathbb{C}^{d \times d}, \text{rank} Y = 1\}$.

The proof of Corollary 3.4 is given in Section 3.2. We note that the major difference between Corollary 3.3 and Corollary 3.4 is that in the latter we can assume that the optimizer has rank-one, at the cost of considering $\mathcal{C}^{d \times d}$ instead of $\mathcal{S}$ or $\mathcal{G}$. Example 4.5 shows that there exist scenarios where Corollary 3.4 outperforms Corollary 3.3. Example 4.5 presents a case where the bounds from Corollary 3.4 are even tight.

**Remark 3.5.** We note that Corollary 3.4 unlike Corollary 3.3 does not respect the possible (semi)group structure of the random matrices. As visible from the proof it is possible to strengthen Corollary 3.4. More precisely suppose we have a sequence of random matrices $(L_i)_{i \in \mathbb{N}}$ on a group $\mathcal{G} \leq \mathbb{C}^{d \times d}$ with distribution $\mu$ such that there exits a family of joint distributions $(\mu_n')_{n \in \mathbb{N}}$ such that

1. $\lim_{n \to \infty} \|\mu_n' - \mu\|_1 = 0$
2. $\gamma_{1,n} > \gamma_{2,n}$ for all $n \in \mathbb{N}$ where $\gamma_{1,n}$ and $\gamma_{2,n}$ denote the largest and second largest Lyapunov exponents of $(L_i'_{i,n})_{i \in \mathbb{N}}$ distributed according to $\mu_n'$
3. for all $G \in \mathcal{G}$ we have $\Pi_{GG^\dagger} \in \mathcal{G}$, where $\Pi_{GG^\dagger}$ denotes the projector onto the eigenspace corresponding to the largest eigenvalue of $GG^\dagger$.

Then it follows from the proof of Corollary 3.4 that (24) is valid for $\mathcal{X}'_{\mathcal{G}}$.

As an example, it is an easy exercise to verify that the group $\mathcal{G} = \mathcal{D}(d, \mathbb{C})$ of commutative diagonalizable invertible matrices satisfies Properties 1, 2, and 3 above with $\mu_n' = (1 - \frac{1}{n})\mu + \frac{1}{n}\tilde{\mu}$ where $\tilde{\mu}$ is the joint distribution of uniformly distributed matrices on $\mathcal{D}(d, \mathbb{C})$. We refer to Section 4.1 for a more precise discussion of the commutative case.

Evaluating the bounds in Corollary 3.3 above may not be straightforward as the sets $\mathcal{X}_\mathcal{S}$ and $\mathcal{X}_\mathcal{G}$ can be complicated depending on the structure of $\mathcal{S}$ and $\mathcal{G}$. It is always possible to weaken the bounds by relaxing $\mathcal{X}_\mathcal{S}$ and $\mathcal{X}_\mathcal{G}$ to $\mathcal{X}_{\mathcal{C}^{d \times d}}$ which is equal to the set of positive semidefinite $d \times d$ matrices with trace one, also known as *density matrices*. One important advantage of working with $\mathcal{X}_{\mathcal{C}^{d \times d}}$ is that due to the convexity of $\mathcal{X}_{\mathcal{C}^{d \times d}}$ the bound for $\gamma_1$ can be efficiently evaluated, i.e., the maximization is efficiently computable.
We note that in case of dependent random matrices with bounds that can be obtained probability to occur (as otherwise asymptotic bounds for the maximal and minimal Lyapunov exponent linear. To see this we rewrite (27) straightforwardly by using the submultiplicativity of the largest singular value. Hence we obtain

\[ \max_{X \in \mathcal{X}_{cd}} \mathbb{E} \log \lambda \max(L_i L_i^\dagger) \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \log \lambda \max(L_i L_i^\dagger), \]

where the first and second bounds are a convex and semidefinite optimization problem, respectively.

**Proposition 3.6.** If the bound in (22) is relaxed by using \( \mathcal{X}_{\mathcal{C}d \times d} \) instead of \( \mathcal{X}_S \) it can be computed efficiently. More precisely, we have

\[ 2\gamma_1 \leq \max_{X \in \mathcal{X}_{\mathcal{C}d \times d}} \mathbb{E} \log \lambda \max(X L_i L_i^\dagger) \leq \log \max_{X \in \mathcal{X}_{\mathcal{C}d \times d}} \mathbb{E} \operatorname{tr} X L_i L_i^\dagger, \]  

(25)

where the first and second bounds are a convex and semidefinite optimization problem, respectively.

**Proof.** We start by recalling that the set \( \mathcal{X}_{\mathcal{C}d \times d} \) can be written as

\[ \mathcal{X}_{\mathcal{C}d \times d} = \{ Y^\dagger Y / \operatorname{tr} Y^\dagger Y : Y \in \mathbb{C}^{d \times d} \} = \{ Y \in \mathbb{C}^{d \times d} : Y \geq 0, \operatorname{tr} Y = 1 \}. \]  

(26)

Jensen’s inequality together with the monotonicity of the logarithm implies that

\[ \max_{X \in \mathcal{X}_{\mathcal{C}d \times d}} \mathbb{E} \log \lambda \max(X L_i L_i^\dagger) \leq \log \max_{X \in \mathcal{X}_{\mathcal{C}d \times d}} \mathbb{E} \operatorname{tr} X L_i L_i^\dagger. \]  

(27)

The first expression is a convex optimization problem as we are maximizing a concave function over a convex set [7]. The second expression is even a semidefinite program as the objective function is linear.

All semidefinite programs and most convex optimization problems can be solved efficiently by modern algorithms [7].

The following remark compares the bounds from Theorem 3.1 with bounds that can be obtained straightforwardly by using the submultiplicativity of the largest singular value.

**Remark 3.7** (Comparison with trivial bounds). The submultiplicativity of the largest singular value, i.e., \( \sigma_{\max}(L_1 L_2) \leq \sigma_{\max}(L_1) \sigma_{\max}(L_2) \) for any two matrices \( L_1 \) and \( L_2 \) [5], implies the following non-asymptotic bounds for the maximal and minimal Lyapunov exponent

\[ 2\gamma_{1,n} \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \log \lambda \max(L_i L_i^\dagger) \quad \text{and} \quad 2\gamma_{d,n} \geq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \log \lambda \min(L_i L_i^\dagger), \]  

(28)

where for the lower bound we assume that \( (L_n)_{n \in \mathbb{N}} \) is such that only invertible matrices have positive probability to occur (as otherwise \( \gamma_d = -\infty \)). This is correct since

\[ 2\gamma_{1,n} = \frac{2}{n} \mathbb{E} \log \sigma_{\max} \left( \prod_{i=1}^{n} L_i \right) \leq \frac{2}{n} \mathbb{E} \sum_{i=1}^{n} \log \sigma_{\max}(L_i) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \log \sigma_{\max}(L_i L_i^\dagger), \]  

(29)

where the final step uses (12). The lower bound follows by similar arguments. By the submultiplicativity of the maximal singular value we have \( \sigma_{\min}(L_1 L_2) \geq \sigma_{\min}(L_1) \sigma_{\min}(L_2) \) for any \( L_1, L_2 \in \text{GL}(d, \mathbb{C}) \).

Hence we obtain

\[ 2\gamma_{d,n} = \frac{2}{n} \mathbb{E} \log \sigma_{\min} \left( \prod_{i=1}^{n} L_i \right) \geq \frac{2}{n} \mathbb{E} \sum_{i=1}^{n} \log \sigma_{\min}(L_i) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \log \sigma_{\min}(L_i L_i^\dagger), \]  

(30)

where the final step follows from (12).

If the random matrices are independent the bounds (28) immediately follow from (16) and (17). To see this we rewrite (28) using the variational formulas (10) as

\[ 2\gamma_{1,n} \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \max_{X \in \mathcal{X}_{\mathcal{C}d \times d}} \log \operatorname{tr} X L_i L_i^\dagger \quad \text{and} \quad 2\gamma_{d,n} \geq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \min_{X \in \mathcal{X}_{\mathcal{C}d \times d}} \log \operatorname{tr} X L_i L_i^\dagger. \]  

(31)

This shows that the bounds (16) and (17) are stronger than (28) and (31) as the former imply the latter by relaxing them (by using \( \mathcal{X}_{\mathcal{C}d \times d} \) instead of \( \mathcal{X}_S \) and \( \mathcal{X}_G \)) and swapping the expectation with the maximization and minimization, respectively.\(^5\) We note that in case of dependent random matrices the bounds (28) may outperform (16) and (17).

\[^4\text{This follows from the fact that for any invertible matrix } L \text{ we have } \sigma_{\max}(L) = 1/\sigma_{\min}(L^{-1}).\]

\[^5\text{We note that in the lower bound for } \gamma_{d,n} \text{ in (17) we have an additional term } O(\frac{\log d}{n}) \text{ term, which however in practice does not matter as it vanishes for large values of } n.\]
We conclude this section with a remark about a possibility to distill further bounds on $\gamma_1$ and $\gamma_d$ from the bounds given by Theorem 3.1 via a simple relation between the largest and smallest singular value of an invertible matrix, i.e., $\sigma_{\text{max}}(L) = 1/\sigma_{\text{min}}(L^{-1})$.

**Remark 3.8.** Let $(L_i)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random matrices on a group $\mathcal{G} \leq \text{GL}(d, \mathbb{C})$. By utilizing the fact that $\sigma_{\text{max}}(L) = 1/\sigma_{\text{min}}(L^{-1})$ we find

$$\gamma_1 = \lim_{n \to \infty} \frac{1}{n} \mathbb{E} \log \sigma_{\text{max}} \left( \prod_{i=1}^{n} L_i \right) = -\lim_{n \to \infty} \frac{1}{n} \mathbb{E} \log \sigma_{\text{min}} \left( \prod_{i=1}^{n} L_i^{-1} \right)$$

(32)

and an analogous expression for $\gamma_d$. We can apply this simple observation to the bounds from Corollary 3.3 and find

$$2\gamma_1 \leq \min \left\{ \max_{X \in \mathcal{X}} \mathbb{E} \log \text{tr} XL_1L_1^\dagger, -\min_{X \in \mathcal{X}} \mathbb{E} \log \text{tr} X(L_1^\dagger)^{-1}L_1^{-1} \right\}$$

(33)

and

$$2\gamma_d \geq \max \left\{ \min_{X \in \mathcal{X}} \mathbb{E} \log \text{tr} XL_1L_1^\dagger, -\max_{X \in \mathcal{X}} \mathbb{E} \log \text{tr} X(L_1^\dagger)^{-1}L_1^{-1} \right\}.$$

(34)

We note that instead of Corollary 3.3 we could also improve the bounds of Theorem 3.1 and Corollary 3.4 with this observation. We note that in case the group $\mathcal{G}$ has additional symmetry this may be useful to further improve the bounds. For example in case of $\mathcal{G} = \text{SL}(2, \mathbb{R})$ we know that $\gamma_1 = -\gamma_2$ which turns out to be useful. This is explained in Example 4.2.

### 3.1 Proof of Theorem 3.1

To simplify notation we denote $L^n := \prod_{k=1}^{n} L_k$ and $L^m_m := \prod_{k=m}^{n} L_k$ for $m \leq n$. Let $\mu_{L^n}$ denote the joint distribution of $L^n$. We first prove the upper bound for the maximal Lyapunov exponent. By properties of Schatten norms, i.e., $\sigma_{\text{max}}(A) \leq ||A||_2$ for every $A \in \mathbb{C}^{d \times d}$ we have

$$2\gamma_{1,n} \leq \frac{2}{n} \mathbb{E} \log ||L^n||_2 = \frac{1}{n} \mathbb{E} \log \text{tr} L^n(L^n)^\dagger$$

(35)

and thus

$$2\gamma_{1,n} \leq \frac{1}{n} \int \log \left( \text{tr} L^n(L^n)^\dagger \right) \mu_{L^n}(dL^n).$$

(36)

With a small abuse of notation in the form of $L^0 = \text{id}_d$, where $\text{id}_d$ denotes the identity matrix of dimension $d$, we can write

$$2\gamma_{1,n} \leq \frac{1}{n} \int \sum_{i=1}^{n} \log \left( \frac{\text{tr} L^i(L^i)^\dagger}{\text{tr} L^{i-1}(L^{i-1})^\dagger} \right) \mu_{L^n}(dL^n)$$

(37)

$$= \frac{1}{n} \sum_{i=1}^{n} \int \log \left( \frac{\text{tr} L^i(L^i)^\dagger}{\text{tr} L^{i-1}(L^{i-1})^\dagger} \right) \mu_{L^n}(dL^n)$$

(38)

$$= \frac{1}{n} \sum_{i=1}^{n} \int \log \left( \frac{\text{tr} L^i(L^i)^\dagger}{\text{tr} L^{i-1}(L^{i-1})^\dagger} \right) \mu_{L_i}(dL_i) \mu_{L^{i-1}, L_{i+1}^n}(dL^{i-1}, dL_{i+1}^n, L_i)$$

(39)

$$= \frac{1}{n} \mathbb{E} \log \text{tr} L_1L_1^\dagger + \frac{1}{n} \sum_{i=2}^{n} \int \log \left( \frac{\text{tr} L^i(L^i)^\dagger}{\text{tr} L^{i-1}(L^{i-1})^\dagger} \right) \mu_{L_i}(dL_i) \mu_{L^{i-1}, L_{i+1}^n}(dL^{i-1}, dL_{i+1}^n, L_i),$$

(40)
where $\mu_{(L_{i-1}, L_{i+1})}(dL_{i-1}, dL_{i+1})$ denotes the conditional joint distribution of $(L_{i-1}, L_{i+1})$ which in general depends on $L_i$ as we do not assume the random matrices to be independent. We now have a natural upper bound on each term $i \geq 2$

$$
\int \log \left( \frac{\text{tr} L_i (L_i)^\dagger}{\text{tr} L_{i-1} (L_{i-1})^\dagger} \right) \mu_{L_i}(dL_i) \mu_{L_{i-1}, L_{i+1}^-}(dL_{i-1}^-, dL_{i+1}, L_i) \\
\leq \max_{X \in \mathcal{X}_S, \ell_1, \ldots, \ell_{i-1} \in \mathcal{S}} \mathbb{E} \left[ \log \text{tr} XL_i L_i^\dagger | L_1 = \ell_1, \ldots, L_{i-1} = \ell_{i-1} \right].
$$

(41)

We note that for $i \geq 2$ we have

$$
X = \frac{(L_{i-1})^\dagger L_{i-1}}{\text{tr} (L_{i-1})^\dagger L_{i-1}} \in \mathcal{X}_S,
$$

(42)

which thus justifies the inequality above. Combining the previous steps gives

$$
2\gamma_{1,n} \leq \frac{1}{n} \mathbb{E} \log \text{tr} L_1 L_1^\dagger + \frac{1}{n} \sum_{i=2}^n \max_{X \in \mathcal{X}_S, \ell_1, \ldots, \ell_{i-1} \in \mathcal{S}} \mathbb{E} \left[ \log \text{tr} XL_i L_i^\dagger | L_1 = \ell_1, \ldots, L_{i-1} = \ell_{i-1} \right].
$$

(43)

With a similar proof technique we obtain the asserted lower bound for the minimal Lyapunov exponent. By assumption $\mu$ is defined on $\mathcal{G} \leq \text{GL}(d, \mathbb{C})$. With the inequality for the smallest eigenvalue given in (11) we have

$$
2\gamma_{d,n} = \frac{1}{n} \mathbb{E} \log \min_{W \in \mathcal{G}} \frac{1}{n} \text{tr} W^\dagger W L^n (L^n)^\dagger - \frac{\log d}{n}.
$$

(44)

Using the same notation as above we find

$$
2\gamma_{d,n} \geq \frac{1}{n} \int \log \left( \min_{W \in \mathcal{G}} \frac{1}{n} \text{tr} W^\dagger W L^n (L^n)^\dagger \right) \mu_{L^n}(dL^n) - \frac{\log d}{n}.
$$

(45)

Let us denote the optimizer in the minimization above by $\tilde{W}$. With the same abuse of notation used before, i.e., $L^0 = \text{id}_d$ we can write

$$
2\gamma_{d,n} \geq \frac{1}{n} \int \sum_{i=1}^n \log \left( \frac{\text{tr} \tilde{W}^\dagger \tilde{W} L_i (L_i)^\dagger}{\text{tr} \tilde{W}^\dagger \tilde{W} L_{i-1} (L_{i-1})^\dagger} \right) \mu_{L^n}(dL^n) - \frac{\log d}{n}
$$

(46)

$$
= \frac{1}{n} \sum_{i=1}^n \int \log \left( \frac{\text{tr} \tilde{W}^\dagger \tilde{W} L_i (L_i)^\dagger}{\text{tr} \tilde{W}^\dagger \tilde{W} L_{i-1} (L_{i-1})^\dagger} \right) \mu_{L^n}(dL^n) - \frac{\log d}{n}
$$

(47)

$$
= \frac{1}{n} \sum_{i=1}^n \int \log \left( \frac{\text{tr} \tilde{W}^\dagger \tilde{W} L_i (L_i)^\dagger}{\text{tr} \tilde{W}^\dagger \tilde{W} L_{i-1} (L_{i-1})^\dagger} \right) \mu_{L_i}(dL_i) \mu_{L_{i-1}, L_{i+1}^-}(dL_{i-1}^-, dL_{i+1}, L_i) - \frac{\log d}{n}.
$$

(48)

Each term for $i \geq 1$ can be bounded from below as

$$
\int \log \left( \frac{\text{tr} \tilde{W}^\dagger \tilde{W} L_i (L_i)^\dagger}{\text{tr} \tilde{W}^\dagger \tilde{W} L_{i-1} (L_{i-1})^\dagger} \right) \mu_{L_i}(dL_i) \mu_{L_{i-1}, L_{i+1}^-}(dL_{i-1}^-, dL_{i+1}, L_i)
$$

$$
\geq \min_{X \in \mathcal{X}_0, L_1, \ldots, L_{i-1} \in \mathcal{S}} \mathbb{E} \left[ \log \text{tr} XL_i L_i^\dagger | L_1 = \ell_1, \ldots, L_{i-1} = \ell_{i-1} \right].
$$

(49)

The above inequality holds because

$$
X = \frac{(L_{i-1})^\dagger \tilde{W} \tilde{W} L_{i-1}}{\text{tr} (L_{i-1})^\dagger \tilde{W} \tilde{W} L_{i-1}} \in \mathcal{X}_0,
$$

(50)

which thus justifies the inequality above. Combining the previous steps gives

$$
2\gamma_{d,n} \geq \frac{1}{n} \sum_{i=1}^n \min_{X \in \mathcal{X}_0, L_1, \ldots, L_{i-1} \in \mathcal{S}} \mathbb{E} \left[ \log \text{tr} XL_i L_i^\dagger | L_1 = \ell_1, \ldots, L_{i-1} = \ell_{i-1} \right] - \frac{\log d}{n},
$$

(51)

which completes the proof. \qed
3.2 Proof of Corollary 3.4

We note that the major difference between Theorem 3.1 and Corollary 3.4 is that in the asymptotic setting of Corollary 3.4 we can assume that the optimizer is rank-one. Without this rank-one constraint the result would follow immediately from Theorem 3.1 by considering the limit \( n \to \infty \) which is explained in detail in the proof of Corollary 3.3. The justification that the limits do exist for stationary random matrices is given in Section 1.

It thus remains to prove why we can add the rank-one constraint to the optimizers. To see this recall that following the proof of Theorem 3.1 we find

\[
2\gamma_1 \leq \lim_{n \to \infty} \frac{1}{n} \mathbb{E} \log \text{tr} L^n (L^n) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} \log \left( \frac{\text{tr} L(L_i)(L_i)\dagger}{\text{tr} (L_i - 1)(L_i - 1)\dagger} \right) \mu_{L^n}(dL^n). \tag{52}
\]

From Kingman’s subadditive ergodic theorem, see (4), we find that for any \( \delta > 0 \) there is an \( \varepsilon_n \) with \( \lim_{n \to \infty} \varepsilon_n = 0 \) such that

\[
\mathbb{P} \left( \left| \frac{1}{n} \log \lambda_k (L^n (L^n)\dagger) - 2\gamma_k \right| > \delta \right) \leq \varepsilon_n \quad \text{for all } k \in [d] \tag{53}
\]

and hence

\[
\mathbb{P} \left( \lambda_k (L^n (L^n)\dagger) e^{-2n\gamma_k} > e^{n\delta} \right) \leq \varepsilon_n \quad \text{and} \quad \mathbb{P} \left( \lambda_k (L^n (L^n)\dagger) e^{-2n\gamma_k} < e^{-n\delta} \right) \leq \varepsilon_n \quad \forall k \in [d]. \tag{54}
\]

To simplify notation let

\[
M_n := (L^n)\dagger L^n \quad \text{and} \quad X_n := \frac{M_n}{\text{tr} M_n}. \tag{55}
\]

Consider the eigendecomposition \( M_n = \sum_{k=1}^{d} \lambda_k^{(n)} \Pi_k^{(n)} \) where \( \lambda_1^{(n)} \geq \lambda_2^{(n)} \geq \ldots \geq \lambda_d^{(n)} \) denote the eigenvalues of \( M_n \) and \( \Pi_k^{(n)} \) is the projector onto the eigenspace of \( \lambda_k^{(n)} \). As a result we find

\[
X_n = \frac{\sum_{k=1}^{d} \lambda_k^{(n)} \Pi_k^{(n)}}{\sum_{j=1}^{d} \lambda_j^{(n)}}. \tag{56}
\]

We note that \( \lambda_k (L^n (L^n)\dagger) = \lambda_k^{(n)} \) since the eigenvalues of \( YY\dagger \) and \( Y\dagger Y \) are equal for any \( Y \in \mathbb{C}^{d \times d} \). Statement (54) thus ensures that for sufficiently large \( n \) we have with high probability

\[
\lambda_1^{(n)} \geq e^{n(2\gamma_1 - \delta)} \quad \text{and} \quad \lambda_k^{(n)} \leq e^{n(2\gamma_2 + \delta)} \quad \text{for all } k \geq 2. \tag{57}
\]

As a result we find with probability \( 1 - \varepsilon_n \)

\[
\frac{\lambda_k^{(n)}}{\sum_{j=1}^{d} \lambda_j^{(n)}} \leq e^{-n(\gamma_1 - \gamma_2 + 2\delta)} \quad \text{for all } k \geq 2. \tag{58}
\]

For the moment we assume that \( \gamma_1 > \gamma_2 \). Plugging this into (52) shows that

\[
2\gamma_1 = \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} \log \left( \frac{\text{tr} L(L_i)(L_i)\dagger}{\text{tr} (L_i - 1)(L_i - 1)\dagger} \right) \mu_{L^n}(dL^n) \tag{59}
\]

\[
= \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} \log(\text{tr} X_{i-1} L_i L_i\dagger \mu_{L^n}(dL^n) \tag{60}
\]

\[
= \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{n} \log \left( \frac{\sum_{k=1}^{d} \lambda_k^{(i-1)} \Pi_k^{(i-1)}}{\sum_{j=1}^{d} \lambda_j^{(i-1)} L_i L_i\dagger} \right) \mu_{L^n}(dL^n). \tag{61}
\]
\[
\begin{align*}
&\leq \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{\lfloor \sqrt{n} \rfloor} \left[ (1 - \varepsilon_n) \log \operatorname{tr} \left( (\Pi_i^{(i-1)} + e^{-(i-1)(\gamma_1 - \gamma_2 + 2\delta)} \operatorname{id}_d)(L_i^i) \right) \\
&\quad + \varepsilon_n \log \left( \frac{\operatorname{tr} L_i^i (L_i^i)^\dagger}{\operatorname{tr} L_i^i (L_i^i)^\dagger} \right) \right] \mu_{L_i}(dL_i) \mu_{(L_i^i, L_i^i)}(dL_i^i, dL_i^i, L_i).
\end{align*}
\]

Recall that by assumption \( \mathbb{E} \log \sigma_{\max}(L_1) \leq \kappa < \infty \). If we split the sum in \( i \in \{2, \ldots, \lfloor \sqrt{n} \rfloor \} \) and \( i \in \{\lfloor \sqrt{n} \rfloor + 1, \ldots, n \} \) we find

\[
2\gamma_1 \leq \lim_{n \to \infty} \frac{1}{n} \sum_{i=2}^{\lfloor \sqrt{n} \rfloor} \kappa + \lim_{n \to \infty} \frac{1}{n} \sum_{i=\lfloor \sqrt{n} \rfloor + 1}^{n} \left[ (1 - \varepsilon_n) \int \log \operatorname{tr} \left( (\Pi_i^{(i-1)} + e^{-(i-1)(\gamma_1 - \gamma_2 + 2\delta)} \operatorname{id}_d)(L_i^i) \right) \\
\quad + \varepsilon_n \kappa \right]
\]

\[
\leq \lim_{n \to \infty} \frac{1 - \varepsilon_n}{n} \sum_{i=\lfloor \sqrt{n} \rfloor + 1}^{n} \int \log \operatorname{tr} \left( (\Pi_i^{(i-1)} + e^{-(\sqrt{n} - (\gamma_1 - \gamma_2 + 2\delta)) \operatorname{id}_d)}(L_i^i) \right) \\
\quad + \varepsilon_n \kappa
\]

\[
= \lim_{n \to \infty} \int \log \operatorname{tr} \Pi_i^{(n)} L_n L_n^i \mu_{L_n}(dL_n) \mu_{(L_{n-1})}(dL_{n-1}, L_n)
\]

\[
\leq \lim_{n \to \infty} \max_{X \in X_{\mathbb{C}^d \times d}} \int \log \operatorname{tr} X L_n L_n^i \mu_{L_n}(dL_n)
\]

\[
= \max_{X \in X_{\mathbb{C}^d \times d}} \mathbb{E} \log \operatorname{tr} X L_1 L_1^i,
\]

for \( X_{\mathbb{C}^d \times d} = \{ Y^\dagger Y : Y \in \mathbb{C}^d \times d, \ \operatorname{rank} Y = 1 \} \). The second step uses that \( \lim_{n \to \infty} \varepsilon_n = 0 \). The penultimate step is true since \( \Pi_i^{(n)} \) is a rank-one projector for all \( n \in \mathbb{N} \).

In case \( \gamma_1 = \gamma_2 \) we use a continuity argument to prove the assertion. Let \( \mu \) denote the joint distribution of the matrices \( (L_i)_{i \in \mathbb{N}} \). We consider a family of joint distributions \( (\mu_n')_{n \in \mathbb{N}} \) on \( \mathbb{C}^d \times d \) that is a perturbed version of \( \mu \) of the form \( \mu_n' = (1 - \frac{1}{d}) \mu + \frac{1}{d} \tilde{\mu} \) where \( \tilde{\mu} \) is the joint distribution of a sequence of matrices on \( \mathbb{C}^d \times d \) whose entries are chosen uniformly at random with magnitude at most 1. It is easy to see that \( \lim_{n \to \infty} \| \mu_n' - \mu \|_1 = 0 \). The Lyapunov spectrum of the sequence \( (L_{i,n})_{i \in \mathbb{N}} \) that is distributed according to \( \mu_n' \) is simple (i.e., all Lyapunov exponents are distinct) for all \( n \in \mathbb{N} \), i.e., in particular \( \gamma_1(\mu_n') > \gamma_2(\mu_n') \) for all \( n \in \mathbb{N} \). This follows from [39, Theorem 8.1] together with [39, Exercise 8.1]. Since \( \mu \mapsto \gamma_1(\mu) \) is continuous for this setup with respect to the weakest topology \( T \) that satisfies properties 1 and 2 explained in Section 2.3 [40, Theorem 3.5] we find

\[
2\gamma_1(\mu) = 2 \lim_{n \to \infty} \gamma_1(\mu_n') \leq \lim_{n \to \infty} \max_{X \in X_{\mathbb{C}^d \times d}} \mathbb{E} \mu_n' \log \operatorname{tr} X L_1 L_1^i.
\]

Hölder's inequality implies that for all \( X \in X' \)

\[
|\mathbb{E} \mu_n \log \operatorname{tr} X L_1 L_1^i - \mathbb{E} \mu_n' \log \operatorname{tr} X L_1 L_1^i| \leq \| \mu - \mu_n' \|_1 \left\| \log \operatorname{tr} X L_1 L_1^i \right\|_\infty.
\]

Since the matrix \( L_1 \) is invertible \( \| \log \operatorname{tr} X L_1 L_1^i \|_\infty = \kappa < \infty \). Together with (68) this gives

\[
2\gamma_1(\mu) \leq \lim_{n \to \infty} \max_{X \in X_{\mathbb{C}^d \times d}} \mathbb{E} \mu_n \log \operatorname{tr} X L_1 L_1^i + \kappa \| \mu_n' - \mu \|_1 = \max_{X \in X_{\mathbb{C}^d \times d}} \mathbb{E} \mu \log \operatorname{tr} X L_1 L_1^i.
\]

It remains to prove the lower bound of \( \gamma_d \) stated in Corollary 3.4. We note that \( X_{\mathbb{C}^d \times d} \) is the boundary of \( X_{\mathbb{C}^d \times d} \). The concavity of the logarithm ensures the minimum is attained at the boundary which thus proves the assertion. \( \square \)
4 Examples

In this section we discuss some examples and show how the bounds from Theorem 3.1 and Corollaries 3.3 and 3.4 perform in practice. We start with a precise analysis of the commutative case.

4.1 The commutative case

Let $\mathcal{D}(d, \mathbb{C}) \leq \text{GL}(d, \mathbb{C})$ denote the group of diagonal invertible matrices over $\mathbb{C}^{d \times d}$. For any sequence $(L_i)_{i \in \mathbb{N}}$ of i.i.d. random matrices on $\mathcal{D}(d, \mathbb{C})$ the maximal and minimal Lyapunov exponent are given by

$$2\gamma_1 = \lambda_{\max}(\mathbb{E} \log L_1 L_1^\dagger) \quad \text{and} \quad 2\gamma_d = \lambda_{\min}(\mathbb{E} \log L_1 L_1^\dagger),$$

(71)

where $\lambda_{\max}(\cdot)$ and $\lambda_{\min}(\cdot)$ denote the largest and smallest eigenvalue, respectively. This fact is formally proven in Section 4.1.2 below and was already observed in [13]. Let $\bar{\mathcal{D}}(d, \mathbb{C})$ denote the semigroup of diagonal (not necessarily invertible) matrices on $\mathbb{C}^{d \times d}$. Corollary 3.4 together with Remark 3.5 implies

$$2\gamma_1 \leq \max_{X \in \mathcal{X}'_{\bar{\mathcal{D}}}} \mathbb{E} \log \text{tr} X L_1 L_1^\dagger$$

and

$$2\gamma_d \geq \min_{X \in \mathcal{X}'_{\bar{\mathcal{D}}}} \mathbb{E} \log \text{tr} X L_1 L_1^\dagger,$$

(72)

for $\mathcal{X}'_{\bar{\mathcal{D}}} = \{YY^\dagger/\text{tr} YY^\dagger : Y \in \bar{\mathcal{D}}(d, \mathbb{C}), \text{rank} Y = 1\}$. As claimed in Section 1 our bounds are tight in the commutative case, i.e.,

$$\lambda_{\max}(\mathbb{E} \log L_1 L_1^\dagger) = \max_{X \in \mathcal{X}'_{\bar{\mathcal{D}}}} \mathbb{E} \log \text{tr} X L_1 L_1^\dagger$$

(73)

and

$$\lambda_{\min}(\mathbb{E} \log L_1 L_1^\dagger) = \min_{X \in \mathcal{X}'_{\bar{\mathcal{D}}}} \mathbb{E} \log \text{tr} X L_1 L_1^\dagger.$$

(74)

We refer to Section 4.1.1 for a proof of these identities.

4.1.1 Proof of (73) and (74)

We start by proving (73). To see why this is correct we note that because $\bar{\mathcal{D}}(d, \mathbb{C})$ is the semigroup of commutative diagonalizable matrices there exists a unitary matrix $U$ that diagonalizes $X$ as well as $LL^\dagger$ for all $L \sim \mu$, i.e., $X = ULU^\dagger$ for $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_d)$ with $\lambda_i = 1$ for some $i \in [d]$ and $\lambda_j = 0$ for $j \neq i$, as well as $LL^\dagger = U\Xi U^\dagger$ for $\Xi = \text{diag}(\xi_1, \ldots, \xi_d)$ with $\xi_i \geq 0$. We then find

$$\max_{X \in \mathcal{X}'_{\bar{\mathcal{D}}}} \mathbb{E} \log \text{tr} X LL^\dagger = \max_{i \in [d]} \mathbb{E} \log \xi_i = \lambda_{\max}(\mathbb{E} \log \Xi) = \lambda_{\max}(\mathbb{E} \log (ULU^\dagger)) = \lambda_{\max}(\mathbb{E} \log LL^\dagger).$$

(75)

The same argumentation shows that

$$\min_{X \in \mathcal{X}'_{\bar{\mathcal{D}}}} \mathbb{E} \log \text{tr} X LL^\dagger = \lambda_{\min}(\mathbb{E} \log LL^\dagger)$$

(76)

is also correct.

4.1.2 Proof of (71)

To prove (71) we start with the following simple lemma.

Lemma 4.1. Let $H$ be a Hermitian matrix. Then

$$\log \sigma_{\max}(e^H) = \lambda_{\max}(H) \quad \text{and} \quad \log \sigma_{\min}(e^H) = \lambda_{\min}(H).$$

(77)
Proof. Every Hermitian matrix $H$ can be diagonalized, i.e., it can be written as $H = UΛU^\dagger$, where $U$ is unitary and $Λ$ is a real diagonal matrix containing the eigenvalues of $H$. We thus find

$$\log \sigma_{\text{max}}(e^H) = \log \sigma_{\text{max}}(e^{UΛU^\dagger}) = \log \sigma_{\text{max}}(e^Λ) = \lambda_{\text{max}}(H).$$

(78)

Analogously we have

$$\log \sigma_{\text{min}}(e^H) = \log \sigma_{\text{min}}(e^{UΛU^\dagger}) = \log \sigma_{\text{min}}(e^Λ) = \lambda_{\text{min}}(H).$$

(79)

We prove the assertion for the maximal Lyapunov exponent. Since $(L_i)_{i\in\mathbb{N}}$ are distributed on $D(d, C)$ we find

$$2\gamma_1 = \lim_{n\to\infty} \frac{1}{n} \mathbb{E} \log \sigma_{\text{max}} \left( \prod_{i=1}^{n} L_i \right)^2 = \lim_{n\to\infty} \frac{1}{n} \mathbb{E} \log \sigma_{\text{max}} \left( \prod_{i=1}^{n} L_i \right) \left( \prod_{i=1}^{n} L_i \right)^\dagger$$

$$= \lim_{n\to\infty} \frac{1}{n} \mathbb{E} \log \sigma_{\text{max}} \left( \prod_{i=1}^{n} L_i L_i^\dagger \right)$$

(80)

$$= \lim_{n\to\infty} \frac{1}{n} \log \sigma_{\text{max}} \left( \prod_{i=1}^{n} L_i L_i^\dagger \right) \mathbb{P} - \text{a.s.},$$

(81)

where the final step uses the Kesten-Fürstenberg result. Lemma 4.1 and the fact that $(L_i)_{i\in\mathbb{N}}$ are distributed on $D(d, \mathbb{C})$ gives $\mathbb{P}$-a.s.

$$2\gamma_1 = \lim_{n\to\infty} \frac{1}{n} \log \sigma_{\text{max}} \left( \exp \left( \sum_{i=1}^{n} \log L_i L_i^\dagger \right) \right) = \lim_{n\to\infty} \frac{1}{n} \lambda_{\text{max}} \left( \sum_{i=1}^{n} \log L_i L_i^\dagger \right)$$

(82)

$$= \lambda_{\text{max}} \left( \lim_{n\to\infty} \frac{1}{n} \sum_{i=1}^{n} \log L_i L_i^\dagger \right)$$

(83)

$$= \lambda_{\text{max}}(\mathbb{E} L_1 L_1^\dagger),$$

(84)

where the penultimate step uses the continuity of the largest eigenvalue. The final step follows from the law of large numbers [16]. The statement for the minimal Lyapunov exponent follows by the same line of arguments.

\[ 4.2 \text{ The special linear group} \]

The maximal Lyapunov exponent for i.i.d. random matrices distributed on $\text{SL}(d, \mathbb{R})$ is relevant in the study of random Schrödinger operators, i.e., random operators of the form

$$H_\omega = -\Delta + V_\omega,$$

(86)

where $\Delta$ is the Laplacian and $V_\omega$ is a random potential. One goal is to identify typical spectral properties of such operators. In the one-dimensional case it is known that the operator $H_\omega$ has a complete set of eigenvectors that decay exponentially in space (see e.g. [1]). To formally prove this statement the maximal Lyapunov exponent is useful. For an energy $E \in \mathbb{R}_+$ we can write the one-dimensional discrete Schrödinger equation as a difference equation of the form

$$u_{n+1} + u_{n-1} + V_{\omega,n} u_n = E u_n.$$

(87)

The maximal Lyapunov exponent for a given energy $E$, denoted by $\gamma_1(E)$ describes the exponential growth or decay of the solution to (87). By iteration we find

$$\begin{pmatrix} u_{n+1} \\ u_n \end{pmatrix} = \left( \prod_{i=1}^{n} T_i \right) \begin{pmatrix} u_1 \\ u_0 \end{pmatrix} \quad \text{with} \quad T_i = \begin{pmatrix} E - V_{\omega,i} & -1 \\ 1 & 0 \end{pmatrix},$$

(88)
The sequence of random matrices \((T_i)_{i \in \mathbb{N}}\) defined above are called transfer matrices and the corresponding maximal Lyapunov exponent happens to be inverse proportional to the localization length. In the traditional study of random Schrödinger operators we use a lower bound on \(\gamma_1\) (e.g., via the Fürstenberg theorem \([21]\)) to ensure that there exists a finite localization length. On the other hand, an upper bound on \(\gamma_1\) gives a lower bound on the localization length. In other words an upper bound on \(\gamma_1\) gives an ultimate limit how small the localization length can be at most which is of general interest. There is a rich literature about properties of random operators. The interested reader can find more information about this subject in \([9, 1]\).

**Example 4.2.** Let \((L_i)_{i \in \mathbb{N}}\) be i.i.d. random matrices on \(\text{SL}(2, \mathbb{R})\) of the form

\[
L_i = \begin{pmatrix} \omega_i & -1 \\ 1 & 0 \end{pmatrix},
\]

where \((\omega_i)_{i \in \mathbb{N}}\) are i.i.d. random variables uniformly distributed over \([-1, 1]\). A well-known result by Fürstenberg \([21]\) implies that \(\gamma_1 > 0\). Using the \(\text{SL}(2, \mathbb{R})\) group structure we find

\[
X_G = \left\{ \frac{1}{a+c} \left( \begin{array}{cc} a & \sqrt{ac-1} \\ \sqrt{ac-1} & c \end{array} \right) \right\}, a, c \geq 0, ac \geq 1
\]

and hence Corollary 3.3 gives

\[
\gamma_1 \leq \frac{1}{4} \max_{a, c \geq 0, ac \geq 1} \left\{ \log \text{tr} \left[ \frac{1}{a+c} \left( \begin{array}{cc} a & \sqrt{ac-1} \\ \sqrt{ac-1} & c \end{array} \right) \left( \begin{array}{cc} 2 & -1 \\ -1 & 1 \end{array} \right) \right] + \log \text{tr} \left[ \frac{1}{a+c} \left( \begin{array}{cc} a & \sqrt{ac-1} \\ \sqrt{ac-1} & c \end{array} \right) \left( \begin{array}{cc} 2 & 1 \\ 1 & 1 \end{array} \right) \right] \right\}
\]

\[
= \frac{1}{4} \max_{a, c \geq 0, ac \geq 1} \log \frac{4a^2 + c^2 + 4}{(a+c)^2} = \frac{1}{4} \log 4 \approx 0.35.
\]

Analogously we find

\[
\gamma_2 \geq \frac{1}{4} \min_{a, c \geq 0, ac \geq 1} \log \frac{4a^2 + c^2 + 4}{(a+c)^2} = \frac{1}{4} \min_{a \geq 0} \log \frac{4a^2 + 4}{5a^2 + 4} = \frac{1}{4} \log \frac{4}{5} \approx -0.06,
\]

where the second step uses that \(c = \frac{4(a^2+1)}{a}\) is the minimizer. We can use the structure of \(\text{SL}(2, \mathbb{R})\) to further improve the upper bound for \(\gamma_1\). Note that \(A \in \text{SL}(2, \mathbb{R})\) implies \(\sigma_1(A) = \frac{1}{\sigma_2(A)}\). Hence, using (4) we find \(\mathbb{P}\)-a.s.

\[
\gamma_1 = \lim_{n \to \infty} \frac{1}{n} \log \sigma_1 \left( \prod_{i=1}^{n} L_i \right) = - \lim_{n \to \infty} \frac{1}{n} \log \sigma_2 \left( \prod_{i=1}^{n} L_i \right) = -\gamma_2 \leq -\frac{1}{4} \log \frac{4}{5} \approx 0.06,
\]

where we used (93) in the final step. Thus together with Fürstenberg [21] we find \(\gamma_2 \geq -0.06\) and \(\gamma_1 \in (0, 0.06]\) which is a very accurate localization of the true value of \(\gamma_1\). As a comparison, the simple bounds from Remark 3.7 give \(\gamma_1 \leq \frac{1}{2} \log \frac{1}{2}(3 + \sqrt{5}) \approx 0.48\) and \(\gamma_2 \geq \frac{1}{2} \log \frac{1}{2}(3 - \sqrt{5}) \approx -0.48\).

### 4.3 Other interesting examples

In this section we discuss various other examples that illustrate how to use the bounds from Corollaries 3.3 and 3.4 in practice.

**Example 4.3** (Rank-one matrices). Let \((L_i)_{i \in \mathbb{N}}\) be i.i.d. matrices chosen uniformly over

\[
\left\{ \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}, \frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} \right\}.
\]
For this scenario we have \( \gamma_1 = -\frac{1}{4}\log 2 \) because each time in the large matrix product the matrix changes, which happens with probability \( \frac{1}{2} \), we pick up a factor \( 2^{-1/2} \). Hence in the operator norm of the definition of the Lyapunov exponent we get a factor \( 2^{-n/4} \). To apply Corollary 3.3 we first note that the distribution for the random matrices in this example is over a semigroup

\[
S = \left\{ 2^{-k} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, 2^{-k} \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix} \right\} \quad \text{for} \quad k \in \mathbb{N} \tag{96}
\]

and hence

\[
X_S = \left\{ \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} \right\}. \tag{97}
\]

Corollary 3.3 then gives \( \gamma_1 \leq -\frac{1}{4}\log 2 \) which is tight for this example. The simple bound from Remark 3.7 gives \( \gamma_1 \leq 0 \).

**Example 4.4** (Group structure). Let \((L_i)_{i \in \mathbb{N}}\) be i.i.d. matrices chosen uniformly over

\[
\left\{ \left( \begin{array}{cc} \sqrt{2} & 0 \\ 0 & \frac{1}{\sqrt{2}} \end{array} \right), \left( \begin{array}{cc} 0 & \sqrt{3} \\ -\sqrt{3} & 0 \end{array} \right) \right\}. \tag{98}
\]

For this scenario it has been shown that \( \gamma_1 = 0 \) [6, Section II.6]. Before applying the bounds from Corollary 3.3 we note that the distribution for the random matrices in this example is over a group

\[
G = \left\{ \left( \begin{array}{cc} a & 0 \\ 0 & a^{-1} \end{array} \right), \left( \begin{array}{cc} 0 & b^{-1} \\ -b & 0 \end{array} \right), a, b \in \mathbb{R}\setminus\{0\} \right\}. \tag{99}
\]

and hence

\[
X_G = \left\{ \frac{1}{c + c^{-1}} \begin{pmatrix} c & 0 \\ 0 & c^{-1} \end{pmatrix} : c \in \mathbb{R}_+ \right\}. \tag{100}
\]

Hence Corollary 3.3 gives

\[
\gamma_1 \leq \frac{1}{4} \max_{c \in \mathbb{R}_+} \log \frac{(16c^2 + 1)(c^2 + 9)}{12(c^2 + 1)^2} = \frac{1}{4} \log \frac{20449}{5760} \approx 0.32, \tag{101}
\]

where the maximizer is \( c^* = \sqrt{\frac{127}{113}} \). Analogously we also find \( \gamma_2 \geq \frac{1}{4}\log \frac{3}{4} \approx -0.07 \). The simple bounds from Remark 3.7 give \( \gamma_1 \leq \frac{1}{4}\log 6 \approx 0.45 \) and \( \gamma_2 \geq -\frac{1}{4}\log 6 \approx -0.45 \).

**Example 4.5** (Corollary 3.4 may outperform Corollary 3.3). Let \((L_i)_{i \in \mathbb{N}}\) be i.i.d. random matrices on \( \mathbb{C}^{2 \times 2} \) of the form

\[
L_i = U_i \begin{pmatrix} \alpha & 0 \\ 0 & \beta \end{pmatrix} U_i^\dagger, \tag{102}
\]

for \( \alpha, \beta > 0, \alpha \neq \beta \), and \((U_i)_{i \in \mathbb{N}}\) randomly chosen according to the Haar measure on the unitary group \( U(2, \mathbb{C}) \). Corollary 3.3 gives

\[
\gamma_1 \leq \frac{1}{2} \max_{X \in \mathbb{C}^{2 \times 2}} \mathbb{E} \log \text{tr} XL_1L_1^\dagger = \frac{1}{2} \mathbb{E} \log \frac{1}{2} \text{tr} L_1L_1^\dagger = \frac{1}{2} \log \frac{1}{2}(\alpha^2 + \beta^2), \tag{103}
\]

where the second step uses that by symmetry the maximizer is \( \frac{1}{2} \text{id}_2 \). Corollary 3.4 gives on the other hand gives

\[
\gamma_1 \leq \frac{1}{2} \max_{X \in \mathbb{C}^{2 \times 2}} \mathbb{E} \log \text{tr} XL_1L_1^\dagger = \frac{1}{2} \mathbb{E} \log (1, 0)L_1L_1^\dagger(1, 0)^\dagger, \tag{104}
\]
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where we also used the symmetry of the Haar measure. The lower bound for $\gamma_2$ from Corollary 3.4 ensures that (104) is actually tight since

$$
\gamma_2 \geq \frac{1}{2} \min_{X \in \mathcal{X}_{d \times d}} \mathbb{E} \log \text{tr} XL_1 L_1^\dagger = \frac{1}{2} \mathbb{E} \log(1, 0)L_1 L_1^\dagger(1, 0)^\dagger,
$$

(105)

where we again used the symmetry of the Haar measure. Hence we can conclude that

$$
\gamma_2 = \gamma_1 = \frac{1}{2} \mathbb{E} \log(1, 0)L_1 L_1^\dagger(1, 0)^\dagger.
$$

(106)

Jensen’s inequality (which is strict as $\alpha \neq \beta$) assures that (104) is strictly better than (103) since

$$
\frac{1}{2} \mathbb{E} \log(1, 0)L_1 L_1^\dagger(1, 0)^\dagger < \frac{1}{2} \log \mathbb{E}(1, 0)L_1 L_1^\dagger(1, 0)^\dagger
$$

(107)

$$
\leq \frac{1}{2} \log (\mathbb{E} U(1, 0)^\dagger(1, 0)U^\dagger)(\alpha^2 + \beta^2)
$$

(108)

$$
= \frac{1}{2} \log \frac{1}{2}(\alpha^2 + \beta^2),
$$

(109)

where the penultimate step uses Hölder’s inequality [5, Exercise IV.2.7]. The final step is true because $\mathbb{E} U(1, 0)^\dagger(1, 0)U^\dagger = \text{id}_2/2$. We note that depending on the value of $\alpha$ and $\beta$ the difference between (103) and (104) can be substantial. As an example for $\alpha = 5$ and $\beta = 1$ we obtain

$$
\gamma_1 \leq \frac{1}{2} \log \frac{1}{2}(\alpha^2 + \beta^2) \approx 1.28 \quad \text{and} \quad \gamma_1 = \gamma_2 = \frac{1}{2} \mathbb{E} \log(1, 0)L_1 L_1^\dagger(1, 0)^\dagger \approx 1.18.
$$

(110)

The simple bounds from Remark 3.7 give $\gamma_1 \leq \log \max\{\alpha, \beta\} \approx 1.61$ and $\gamma_2 \geq \log \min\{\alpha, \beta\} = 0$.

**Example 4.6** (Convex optimization solver to compute the bound). This example shows that in case of random matrices without any useful structure it is relevant that the upper bound from Proposition 3.6 can be evaluated efficiently using convex programming. Let $(L_i)_{i \in \mathbb{N}}$ be i.i.d. matrices chosen uniformly over

$$
\begin{pmatrix}
-5 & 9 & 6 & -1 & 5 \\
6 & -5 & 5 & 5 & 2 \\
1 & 6 & 5 & 5 & 2 \\
6 & -5 & 5 & -4 & 1 \\
1 & 10 & -9 & 8 & 2 \\
5 & -4 & 4 & -8 & 5
\end{pmatrix},
\begin{pmatrix}
4 & -6 & 1 & 2 & 3 \\
8 & 7 & 0 & 1 & -8 \\
-8 & -1 & 4 & 10 & 5 \\
0 & -6 & -10 & 7 & 6 \\
9 & -8 & 5 & -3 & 10
\end{pmatrix},
\begin{pmatrix}
6 & -9 & 3 & 3 & 10 \\
9 & 8 & 0 & 7 & -10 \\
-1 & 2 & -7 & 0 & -6 \\
5 & -10 & -2 & 1 & -1 \\
-4 & 10 & 2 & -10 & -5
\end{pmatrix},
\begin{pmatrix}
3 & 9 & -4 & 6 & -2 \\
0 & 9 & 4 & -8 & -9 \\
5 & 3 & 3 & -2 & -9 \\
-8 & -10 & -7 & 6 & -9 \\
-6 & -8 & -2 & -1 & -7
\end{pmatrix}
$$

Proposition 3.6 gives

$$
\gamma_1 \leq \frac{1}{2} \max_{X \in \mathcal{X}_{d \times d}} \mathbb{E} \log \text{tr} XL_1 L_1^\dagger \approx 2.86,
$$

(111)

where we used a convex optimization solver to compute the maximization. Duality theory of convex programming ensures the the result is correct up to an error of order $O(10^{-9})$.

As a comparison, the simple bound from Remark 3.7 gives $\gamma_1 \leq 3.05$.

## 5 Entropy rate of hidden Markov processes

In this section it is shown that the entropy rate of hidden Markov processes is directly related to the maximal Lyapunov exponent. Hence the results above can be used to bound the entropy rate from above and below.

---

5 We used CVX on Matlab to solve the convex optimization problem. On a MacBook with 2.3 GHz Intel Core i7 and 8 GB memory we can run examples up to $d = 500$ in a reasonable time (i.e., in a few minutes).
Let \((X_i)_{i \in \mathbb{N}}\) be a stochastic stationary process. The entropy rate of this process is defined as

\[
\bar{H}(X) := \lim_{n \to \infty} \frac{1}{n} H(X^n) = - \lim_{n \to \infty} \frac{1}{n} \mathbb{E} \log P_{X^n}(X^n),
\]

where the limit exists as the process is stationary. The interested reader may consult [12] for more information about this quantity. The celebrated Shannon-McMillan-Breiman (see, e.g. [2]) theorem asserts that if \((X_n)_{n \in \mathbb{N}}\) is also ergodic we have

\[
\bar{H}(X) = - \lim_{n \to \infty} \frac{1}{n} \log P_{X^n}(X^n) \quad \mathbb{P} - \text{a.s.}
\]  

(113)

Let \((X_n)_{n \in \mathbb{N}}\) be a stationary and ergodic Markov process taking values in a finite set \(\mathcal{X}\) described by a transition matrix \(M \in [0,1]^{(|\mathcal{X}| \times |\mathcal{X}|)}\) such that \(M_{x,x'} = \mathbb{P}(X_{i+1} = x' | X_i = x)\). Let \((Y_n)_{n \in \mathbb{N}}\) denote a noisy version of the Markov process where the noise is described by a discrete memoryless channel.\(^7\) A discrete channel consists of a discrete input alphabet \(\mathcal{X}\), a discrete output alphabet \(\mathcal{Y}\), and a probability transition matrix \(W \in [0,1]^{(|\mathcal{X}| \times |\mathcal{Y}|)}\) such that \(W_{x,y} = \mathbb{P}(Y_i = y | X_i = x)\).

The process \((Y_n)_{n \in \mathbb{N}}\) is a hidden Markov process. These processes are well-studied and arise naturally in many areas of science ranging from statistics via communication and information theory to machine learning, just to name a few. The interested reader can find an extensive discussion about hidden Markov processes and their applications in [17] and references therein.

Computing the entropy rate of a hidden Markov process is a complicated task and in general an explicit form is unknown. Interestingly the entropy rate of a hidden Markov process is closely related to the maximal Lyapunov exponent. A standard recursion [17, 32] yields

\[
\mathbb{P}(Y^n = y^n) = \mu^T \left( \prod_{i=1}^{n} (M \odot W_{:,y_i}^T) \right) \mathbb{1},
\]

(114)

where \(\mu\) is the stationary distribution of the Markov process \((X_n)_{n \in \mathbb{N}}\) (represented as a column vector), \(M \odot W_{:,y_i}^T\) denotes the \(|\mathcal{X}| \times |\mathcal{X}|\) matrix whose \(x\)th row is given by the componentwise multiplication of the \(x\)th row of \(M\) by the row vector whose \(x\)'th component is \(W_{x',y_i}\) and \(\mathbb{1}\) is the all-1 column vector. Since for a matrix \(A\) with nonnegative entries \(\mu^T A \mathbb{1}\) is a norm of \(A\) and since all matrix norms are equivalent we have

\[
\bar{H}(Y) = \lim_{n \to \infty} - \frac{1}{n} \mathbb{E} \log \left\| \prod_{i=1}^{n} (M \odot W_{:,Y_i}^T) \right\| = -\gamma_1.
\]

(115)

In words, the entropy rate of the hidden Markov process \((Y_n)_{n \in \mathbb{N}}\) is equal to the negative maximal Lyapunov exponent of the random matrices \((M \odot W_{:,Y_n}^T)_{n \in \mathbb{N}}\). This connection was also observed and discussed in [23, 24].

6 Conclusions

In this work we presented analytical upper and lower bounds for the maximal and minimal Lyapunov exponent, respectively. The bounds have a simple form such that they can be evaluated easily and have a good performance in practice. For various scenarios the bounds are even tight.

Before we could prove the bounds on the maximal and minimal Lyapunov exponent we had to gain insight what form they could have. A recent result from quantum information theory called entropy accumulation theorem [15, 14] turned out to provide evidence on the structure of the bounds. On an informal level entropy accumulation ensures that the smooth min- and max-entropy [28] of a multiparty

---

\(^7\) A channel is said to be memoryless if the probability distribution of the output depends only on the input at that time and is conditionally independent of previous channel inputs or outputs.
system (which is related to the largest and smallest Lyapunov exponents) can be bounded by the sum of the von Neumann entropies of its individual parts viewed on a worst case scenario. Finally in the process of simplifying our argument we discovered an intuitive and elementary proof for the main result that is presented here. The main argument of the proof is related to the chain rule for the relative entropy which is a well-known result from quantum information theory.

Therefore it is natural to ask if Theorem 3.1 can be used to derive entropy inequalities similar to the entropy accumulation theorem. Related to this is the potentially simpler question if Theorem 3.1 can be used to prove the (fully quantum) asymptotic equipartition property which is a special case of the entropy accumulation theorem.

The bounds from Theorem 3.1 only give us partial information about the Lyapunov spectrum \((\gamma_i)_{i \in [d]}\). In particular we are missing a lower bound for \(\gamma_1\) and an upper bound for \(\gamma_d\). It is well-known that a tight lower bound on the maximal Lyapunov exponent potentially would have major applications to the theory of many body localization.
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Appendix

A Lyapunov spectrum exists for stationary random matrices

In this section we prove that for any sequence \((L_n)_{n \in \mathbb{N}}\) of stationary random matrices on \(\mathbb{C}^{d \times d}\) such that \(\mathbb{E} \log \sigma \max(L_1) < \infty\) the limit in

\[
\gamma_k := \lim_{n \to \infty} \gamma_{k,n} = \lim_{n \to \infty} \frac{1}{n} \mathbb{E} \log \sigma_k \left( \prod_{i=1}^{n} L_i \right)
\]

exists for \(1 \leq k \leq d\).

To prove this we need to introduce the antisymmetric tensor product. For \(j \in \mathbb{N}\) and a Hilbert space \(\mathcal{H}\) let \(\mathcal{H}^\wedge j\) denote the antisymmetric subspace of \(\mathcal{H}^\otimes j\). The \(j\)-th antisymmetric tensor power \(\wedge^j : \text{L}(\mathcal{H}) \to \text{L}(\mathcal{H}^\wedge j)\) maps every matrix \(L \in \mathcal{H}\) to the restriction of \(L^\otimes j\) to the antisymmetric subspace \(\mathcal{H}^\wedge j\) of \(\mathcal{H}^\otimes j\), where \(\text{L}(\mathcal{H})\) denotes the set of matrices on \(\mathcal{H}\). This mapping is well studied and oftentimes serves as a useful tool in proofs. Among other interesting properties [5, Section I.5 and p. 18] it satisfies for any \(L_1, L_2 \in \mathbb{C}^{d \times d}\) and any \(j \in \mathbb{N}\)

\[
\wedge^j (L_1 L_2) = (\wedge^j L_1)(\wedge^j L_2)
\]

and

\[
\sigma_1(\wedge^j L) = \prod_{i=1}^{j} \sigma_1(L).
\]

By property (117) above and the submultiplicativity of the largest singular value [5] we have for \(n, m \in \mathbb{N}\)

\[
a_{j,n+m} := \mathbb{E} \log \sigma_1 \left( \wedge^j \prod_{i=1}^{n+m} L_i \right) = \mathbb{E} \log \sigma_1 \left( \left( \wedge^j \prod_{i=1}^{n} L_i \right) \left( \wedge^j \prod_{i=n+1}^{n+m} L_i \right) \right)
\]
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\[
\log \sigma_1 \left( \bigwedge_{i=1}^n L_i \right) + \log \sigma_1 \left( \bigwedge_{i=n+1}^{m+n} L_i \right)
\]
(120)
\[
= \log \sigma_1 \left( \bigwedge_{i=1}^n L_i \right) + \log \sigma_1 \left( \bigwedge_{i=1}^m L_i \right)
\]
(121)
\[
= a_{1,n} + a_{1,m},
\]
(122)

where the penultimate step uses the assumption that \((L_n)_{n \in \mathbb{N}}\) are stationary. We thus see that \((a_{j,n})_{n \in \mathbb{N}}\) is a subadditive sequence and hence according to Fekete’s subadditivity lemma [18] the limit
\[
\lim_{n \to \infty} \frac{1}{n} a_{j,n} = \inf_{n \in \mathbb{N}} \frac{1}{n} a_{j,n} = \xi_j
\]
(123)

exists.

For \(j = 1\) we find with the help of (118)
\[
\xi_1 = \lim_{n \to \infty} \frac{1}{n} a_{1,n} = \lim_{n \to \infty} \frac{1}{n} E \log \sigma_1 \left( \prod_{i=1}^n L_i \right) = \lim_{n \to \infty} \gamma_{1,n},
\]
(124)
i.e., the asserted limit in (116) exists for \(k = 1\). For \(j = 2\) again using (118) gives
\[
\xi_2 = \lim_{n \to \infty} \frac{1}{n} a_{2,n} = \lim_{n \to \infty} \frac{1}{n} E \log \sigma_1 \left( \prod_{i=1}^n L_i \right) + \lim_{n \to \infty} \frac{1}{n} E \log \sigma_2 \left( \prod_{i=1}^n L_i \right)
\]
(125)
\[
= \xi_1 + \lim_{n \to \infty} \frac{1}{n} E \log \sigma_2 \left( \prod_{i=1}^n L_i \right),
\]
(126)

which shows that the asserted limit in (116) exists for \(k = 2\). We can now continue this argument to show that the limit in (116) exists for all \(k \in [d]\).
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