Vacancy formation energies and migration barriers in multi-principal element alloys

Ankit Roy\textsuperscript{a,b},* Prashant Singh\textsuperscript{b},* Ganesh Balasubramanian\textsuperscript{a}, and Duane D. Johnson\textsuperscript{b,c}

\textsuperscript{a} Department of Mechanical Engineering and Mechanics, Lehigh University, Bethlehem, PA 18015, USA
\textsuperscript{b} Ames Laboratory, United States Department of Energy, Iowa State University, Ames, IA 50011, USA
\textsuperscript{c} Department of Materials Science & Engineering, Iowa State University, Ames, IA 50011, USA

Abstract

Multi-principal element alloys (MPEAs) continue to garner interest as structural and plasma-facing materials due to their structure stability and increased resistance to radiation damage. Despite sensitivity of mechanical behavior to irradiation and point-defect formation, there has been scant attention on understanding vacancy stability and diffusion in refractory-based MPEAs. Using density-functional theory, we examine vacancy stability and diffusion barriers in body-centered cubic (Mo\textsubscript{0.95}W\textsubscript{0.05})\textsubscript{0.85}Ta\textsubscript{0.10}(TiZr)\textsubscript{0.05}. The results in this MPEA show strong dependence on environment, originating from local lattice distortion associated with charge-transfer between neighboring atoms that vary with different chemical environments. We find a correlation between degree of lattice distortion and migration barrier: (Ti, Zr) with less distortion have lower barriers, while (Mo, W) with larger distortion have higher barriers, depending up local environments. Under irradiation, our findings suggest that (Ti, Zr) are significantly more likely to diffuse than (Mo, W) while Ta shows intermediate effect. As such, material degradation caused by vacancy diffusion can be controlled by tuning composition of alloying elements to enhance creep strength at extreme operating temperatures and harsh conditions.

KEYWORDS: Multi-principal element alloys, DFT, Vacancy defects, Vacancy stability, Vacancy diffusion

Corresponding authors email: anr418@lehigh.edu; psingh84@ameslab
1. Introduction

Power-generation plants, both thermal and nuclear, now demand novel structural and coating materials that retain excellent mechanical properties and stability even at elevated temperatures (>1000°C). This quest for higher operating temperatures has led to a surge in research on complex alloys to achieve higher efficiency in power-generation technologies [1]. With this as motivation, the concept of multi-principal element alloys (MPEAs) was introduced by Yeh [2] and Cantor [3], with high-entropy alloys limited to near-equiatomic compositions. MPEAs have created a global revolution in alloy design never witnessed in past metallurgical research [2-5]. MPEAs were originally defined as having five or more elements in relatively high concentrations (5-35%). To enhance mechanical properties like hardness and elastic modulus at elevated temperatures [2, 6-8], the principle was to add more elements and to maximize the configurational entropy to favor formation of simpler single-phase alloys [2, 9]. But, in the past several years, research on metastable MPEAs has revealed many alloys violate this principle [10-12]. Hence, the goal shifted towards developing alloys that may not contain as many elements in equal proportions, but rather a complex mix in an optimized fashion to obtain the best properties [4, 13], including in medium-entropy (3 or 4 elements) alloys. In the quest for promising compositions, experiments alone would do very little to explore the enormous search space with several billion MPEAs [14]. More recently, density-functional theory (DFT) [10,14] or molecular dynamics (MD) [15-17] and combined with machine-learning [7, 8, 18, 19] techniques played a key role in accelerating the discovery of promising MPEAs.

Currently, tungsten (W) is the leading candidate for plasma-facing components (PFCs) owing to its high melting temperature of 3422°C, high thermal conductivity, low tritium retention, and low sputtering-erosion rates in cold scrape-off layer plasma [20, 21]. Despite its widespread application in PFCs, tungsten has limitations restricting its use in fusion reactors, like poor fracture toughness, high brittle-to-ductile transition temperature, and a risk of forming nanoscale bubbles under irradiation by He ions [22]. As such, one alternative route is by tuning MPEA properties for applications where good irradiation resistance is required. In fact, recent experimental efforts have revealed certain body-centered cubic (bcc) alloys like W_{38}Ta_{36}Cr_{15}V_{11} show no trace of dislocation loops created during irradiation up to a dose of 8 displacements-per-atom (dpa) [23]. Unlike as observed in pure W, the mobility of self-interstitials and vacancies is similar and there is a large imbalance in defect mobility [24, 25]. Apart from excellent irradiation resistance, refractory-based
MPEAs with bcc phase exhibit superior high-temperature mechanical properties over existing alloys [6]. Notably, unlike face-centered-cubic (fcc) MPEAs, bcc alloys do not exhibit radiation-hardening [26]. These findings are attributed to the distribution of point defects caused by high-energy ion bombardment. Therefore, it is of fundamental interest to understand the defect-related properties of MPEAs, such as vacancy stability and vacancy diffusion, especially their control.

Here we analyze defect properties of a refractory-based bcc MPEA, specifically we focus on \((\text{Mo}_{0.95}\text{W}_{0.05})_{0.85}\text{Ta}_{0.10}(\text{TiZr})_{0.05}\) (denoted as MWTTZ), reported to exhibit \(3\times\) higher room-temperature elastic moduli [13] and superior oxidation resistance [27]. The high-temperature Young’s modulus of MWTTZ (~2\(\times\) at 2000 K relative to commercial alloys like TZM, composed of Ti-Zr-Mo) makes it an interesting alloy for in-depth analysis. The vacancy formation energy and migration energy barriers were calculated and their trends are presented. Our findings reveal that Ti has the lowest-energy migration barrier whereas W has the highest. We also find that lattice distortions caused by atomic displacements from their ideal alloy (x-ray average lattice) positions are directly proportional to the charge transfers between the neighboring atoms, impacting barrier energies. These revelations prove critical towards understanding the resistance to radiation damage of refractory-based bcc MPEAs.

2. Computational methods
2.1 Density-Functional Theory (DFT): We employed first-principles DFT as implemented in the Vienna Ab-initio Simulation Package (VASP) to investigate the effect of vacancies on structural and electronic properties of \((\text{Mo}_{0.95}\text{W}_{0.05})_{0.85}\text{Ta}_{0.10}(\text{TiZr})_{0.05}\) [28, 29]. To represent the disordered MPEA configuration, we used a Super-Cell Random Approximate (SCRAPs) [33] optimized to get atomic point and pair correlation functions (3 to 5 neighbor shells) considering three different supercell sizes (80, 120, and 160 atoms) so as to determine the smallest (most computationally efficient) unit-cell size to still get reliable results. As expected, these sized SCRAPs had no effect on the vacancy formation energies \((E_{\text{form}}^{\text{vac}})\) [33]. For pure elements, 54-atom bcc (Mo/W/Ta) and hcp (Ti/Zr) supercells were used to simulate \(E_{\text{form}}^{\text{vac}}\). A gamma-centered Monkhorst-Pack [30] k-mesh of \(1 \times 2 \times 2\) (\(3 \times 4 \times 4\)) was used for bcc Brillouin-zone integration during geometry optimization (charge self-consistency). A kinetic-energy cutoff of 520 eV was used both for total energy (10\(^5\) eV/cell) and force (0.001 eV/A) convergence. The Perdew, Burke and Ernzerhof (PBE) exchange-correlation for solids was used [31, 32].
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2.2 Vacancy-formation energy ($E_{\text{form}}^{\text{Vac}}$): $E_{\text{form}}^{\text{Vac}}$ in the MPEA was estimated by

$$E_{\text{form}}^{\text{Vac}} = E_v - E_0 \pm \mu_v,$$

Eq. (1)

where $E_v$ with vacancy and $E_0$ without vacancy, $\mu_v$ is the chemical potential of the defect species $v$, where the + sign (= sign) corresponds to a vacancy (interstitial) [34].

2.3 Chemical potential ($\mu_v$): The $\mu_v$ is defined as energy variation when one atom is added or removed from the system. In the solid-state, it is usually calculated as energy-per-atom of the corresponding element. Although the definition of $\mu_v$ remains the same in complex alloys, the values can be different from that of pure metals. However, in the literature, the variation of $\mu_v$ in pure metals (bulk) versus in an alloy were found to be insignificant [34, 35], as shown in Table 1. This suggests that, in most cases, taking elemental $\mu_v$ as starting point may save significant computational effort.

Table 1. Percentage chemical potential difference ($\Delta \mu_{\text{Elements}} = \mu_{\text{alloy}} - \mu_{\text{metal}}$) of alloying elements in alloys and pure metals [34-36].

| Sl. No. | Ref.  | Metals          | %$\Delta \mu$ |
|---------|-------|-----------------|---------------|
| 1       | [34]  | V, Ta, Cr, W    | 1.28          |
| 2       | [35]  | Cr, Mn, Fe, Co  | 1.24          |
| 3       | [36]  | Ni, Co, Cr, Fe  | 3.04          |

Nevertheless, we reinvestigate the variation of $\mu_v$ in MPEAs [37] using relationship between elemental and alloy $\mu_v$ as

$$\mu_v + \sum_i c_i \mu_{\text{eff}}^v = \mu_{\text{alloy}},$$

Eq. (2)

where $\mu_{v/\text{alloy}}$ is the chemical potential of metal $v$ when present in the alloy, $i$ refers to the site of the vacancy, and $\mu_{\text{eff}}^v$ can be calculated using $\mu_{\text{eff}}^v = \frac{\Delta E_0}{\Delta C_v}$, where $\Delta E_0 (= E_v - E_0)$ refers to the energy difference per atom between the systems with and without a vacancy and $\Delta C_v$ is the concentration change of the element $v$ with the finite-sized (N site) supercell in the vacancy and no vacancy cases ($\frac{1}{N-1} - \frac{1}{N} = \frac{1}{N(N-1)}$). The calculated values of $\mu_{\text{eff}}^v$ are listed in Table 2. Note that Eq. 2 reduces to $\mu_v = \mu_{v/\text{alloy}} = E_{\text{alloy}}/N$ for a pure metal, as $\sum_i c_i \mu_{\text{eff}}^v = 0$ when there is only a single species in the system. In Table 2, the difference between $\mu_v$ and $\mu_{v/\text{alloy}}$ is less than
1.1%, which matches recent reports; for instance, here \( \mu_{v/\text{alloy}} \) for Ta is \(-11.70 \text{ eV-atom}^{-1} \) in agreement with \(-11.72 \text{ eV-atom}^{-1} \) [34]. Thus, \( \mu_{v/\text{alloy}} \) in Table 2 was used throughout this work.

| Element | Phase (VEC) | \( \mu_v \) | \( \mu_{v/\text{alloy}} \) |
|---------|-------------|--------------|-----------------|
| Ti      | hcp (4)     | -8.10        | -8.08           |
| Zr      | hcp (4)     | -8.52        | -8.51           |
| Ta      | bcc (5)     | -11.81       | -11.70          |
| Mo      | bcc (6)     | -10.80       | -10.71          |
| W       | bcc (6)     | -12.96       | -12.82          |

2.4 Migration-energy barrier: The energy barrier for defect migration was calculated using the climbing-image nudged-elastic band (cNEB) methodology [38]. The cNEB scheme generates the minimum energy path for the defect migration, which was calculated by generating multiple atomic configurations along a linear path that has negligible or no atomic forces normal to it. We used 6 intermediate atomic configurations to calculate the migration barrier. From the energies of each of those individual atomic configurations and subsequently from the energy profile of the migration path, the mechanism of the plausible defect migration and its energy barrier was calculated. This information is significant as it provides an insight into the kinetics of defect progression and also the mechanisms that possibly lead to defect recovery [39].

3. Results and discussions

3.1 Vacancy-formation energies of pure metals: Point defects are defined as imperfections in the crystal lattice with sizes of the order of the atomic diameter. The enthalpy of formation (\( E_{\text{form}} \)) is a characteristic of vacancies that governs the equilibrium concentration at any given temperature. The \( E_{\text{form}} \) of interstitials is higher than that of the vacancy defects, therefore, vacancies naturally become dominate defect at equilibrium [40]. Experimentally, \( E_{\text{form}}^{\text{Vac}} \) is the energy required to remove one atom from the interior of the crystal and replace it on the crystal surface [40]. The equilibrium concentration of point defects (both vacancy and interstitials) increases with temperature, which can be calculated by measuring specific heat, thermal expansion, electrical resistivity, positron annihilation, thermopower and perturbed angular correlation of \( \gamma \)-quanta [40].
Information on causes of discrepancies between $E^\text{Vac}_\text{form}$ from various measurement methods relevant to this work is provided in the supplementary materials. In Table 3, we compare DFT calculated $E^\text{Vac}_\text{form}$ of metal atoms with experimental values (obtained via specific heat measurements and positron annihilation spectroscopy) [41]. This shows less than 6.5% difference for bcc elements, while a large deviation was found for hcp elemental metals. The observed discrepancy is attributed to experimental techniques, for example, the $E^\text{Vac}_\text{form}$ values via specific heat or by positron annihilation spectroscopy lead to completely different results [40].

Table 3. DFT-calculated $E^\text{Vac}_\text{form}$ in pure metals are compared with those obtained via specific heat or spectroscopy measurements [42-44]. A percent change was given by $(\text{Expt.} - \text{DFT}) \times 100/\text{DFT}$.

| Metal atoms | $E^\text{Vac}_\text{form}$ (eV/atom) | % Change |
|-------------|----------------------------------|----------|
|             | DFT (this work)                  | Expt.    |          |
| W           | 3.26                             | 3.30 [41]| 1.2      |
| Mo          | 2.87                             | 3.00 [41]| 4.3      |
| Ta          | 2.90                             | 3.10 [42]| 6.5      |
| Zr          | 2.00                             | 1.75 [43]| 14.3     |
| Ti          | 2.07                             | 1.55 [41]| 33.6     |

The $E^\text{Vac}_\text{form}$ for Ti in Table 3 has been compared to the experimental value that was obtained by specific heat measurements [41]. In the supplement, we have highlighted the possible ways that can lead to inaccuracy in $E^\text{Vac}_\text{form}$ during specific-heat measurements, i.e., the deviations with DFT $E^\text{Vac}_\text{form}$ can be attributed to type of measurements. To understand this further, we designed multiple vacancy configurations in a 54-atom supercell to calculate the $E^\text{Vac}_\text{form}$ to replicate the experimental scenario. We designed 6 atomic configurations with a 13.94 Å vacuum included in each configuration to avoid interactions among periodic images of both vacancy and surface-surface layers. Our strategy covers all possible scenarios of vacancy formation by removing atoms from 6 different positions in the supercell representing solid, as shown in Fig. S1. The vacancy created at surface layer by removing the atom to infinity in Fig. S1f most closely matches with the experiments. But this process does not reflect the mechanism of vacancy formation (removal of an interior atom from crystal associated with the appearance of an atom on crystal surface). The removal of an atom, one atom at a time from the surface to vacuum, is the representation of adatom binding energy [44]. Such an analysis is useful to study the energetic criteria for adsorption of an organic molecules on metal surfaces, which was recently used to facilitate user-defined vacancy
patterning by the adsorption of C<sub>60</sub> molecules on gold, aluminum and beryllium surfaces [44] for applications in biosensors [45] and optoelectronics [46]. However, the \( E_{\text{form}}^{\nu\text{ac}} \) calculated using the conventional approach is the main focus of this work, where an atom was extracted from the bulk to create the vacancy defects [34, 35, 47].

3.2 MPEA vacancy-formation energies: \( E_{\text{form}}^{\nu\text{ac}} \) of each element in MWTTZ are listed in Table 2. The elemental chemical potentials in Table 2 were used to estimate \( E_{\text{form}}^{\nu\text{ac}} \) using Eq. 1. In Table 4, \( E_{\text{form}}^{\nu\text{ac}} \) shows a wide range from 2.87 eV for Zr to 3.84 eV for Mo, similar to other reports [36, 48]. The energy spread of 0.97 eV can potentially be attributed to the considerable local lattice distortions. The \( E_{\text{form}}^{\nu\text{ac,alloy}} \) shows increase with respect to \( E_{\text{form}}^{\nu\text{ac,v}} \) with variation from 7% to 74%, where W shows an increase of 7% while Ti is 74%. Tungsten with highest melting point (3422°C) undergoes the least change in \( E_{\text{form}}^{\nu\text{ac,v}} \), which comes from stronger metallic bonding as W has a larger valence-electron count (VEC=6) than Ti/Zr (VEC=4) and Ta (VEC=5). A similar effect was observed for Mo (VEC=6). On the other hand, Ti shows maximum increase in \( E_{\text{form}}^{\nu\text{ac}} \) compared to the hcp Ti, where the metallic bonds are weaker, as reflected in its lowest melting point of 1668°C. We also show a chemical environment dependence of \( E_{\text{form}}^{\nu\text{ac,v}} \) in Table 4, where W shows 6% drop compared to the pure metal, while all other elements show significant increase.

| Element | \( E_{\text{form,alloy}}^{\nu\text{ac}} \) [eV] | \( E_{\text{form,v}}^{\nu\text{ac}} \) [eV] | % Change |
|---------|-----------------|-----------------|----------|
| W       | 3.49             | 3.07             | 7.1      |
| Ta      | 3.79             | 3.71             | 30.7     |
| Mo      | 3.84             | 3.57             | 33.8     |
| Zr      | 2.87             | 2.00             | 43.5     |
| Ti      | 3.62             | 2.07             | 74.9     |

Thermodynamic properties depend strongly on the local chemical environment and atomic interaction [33], even more critical for non-stoichiometric cases as the unit-cell are more complex depending on composition. Therefore, it is wise to explore the effect of SCRAP size on \( E_{\text{form}}^{\nu\text{ac}} \) of...
MWTTZ before going into more detail. In Fig. 1, we plot $E_{\text{form}}^{\text{Vac}}$ for each alloying element calculated in three different sizes of SCRAPs with 80, 120 and 160 atoms. Our calculations show a considerable increase in $E_{\text{form}}^{\text{Vac}}$ from 0.1 to 0.5 eV/atom, however, these effects diminish for 120 and 160 atom SCRAPs. This suggests that careful evaluation of size effect is important in MPEAs, especially for non-stoichiometric compositions. More importantly, having cells that are large enough are critical to avoid interaction of vacancy or defects with its periodic images; therefore, SCRAP sizes were such that the image distance between two vacancies remains at a minimum of 12Å. Hence, a 160-atom SCRAP was used in all vacancy-related calculations to avoid numerical issues and size-dependent effects.

![Figure 1](image.png)

**Figure 1.** In MWTTZ, (a) dependence on SCRAP size for $E_{\text{form}}^{\text{Vac}}$ for each element. A considerable change in $E_{\text{form}}^{\text{Vac}}$ was found for W/Mo/Zr with increasing cell size. (b) Schematic of 160-atom (4x4x5x2-atom bcc cell) SCRAP used in this work for off-stoichiometric MPEAs.

### 3.3 Local Lattice Distortions

Solid-solution strengthening lead to improved mechanical properties of refractory MPEAs and is often attributed to local lattice distortions (LLD) driven by chemical complexity of alloying [49-51]. However, we find no reports on how point-defects impact LLD and any mechanism that can control this behavior. Figure 2 shows the vector displacements of the first-nearest neighbors (NN) in environment 1 (Fig. 2a,b) and second-NN in environment 2 (Fig. 2c,d) for a Ti vacancy compared to no-vacancy case. Environment 1 and 2 indicate different positions in the lattice where a specific metal vacancy was created by removing a metal atom. A Zr atom in the first NN in both
the environments undergoes a large distortion in the presence of a vacancy, which occurs due to a charge deficiency (vacancy) created by the missing Ti atom and, as such, the Zr atom readjust itself with the neighboring atoms to compensate for that deficiency. Atomic displacements near vacancy sites are larger due to need of increased charge readjustment caused by the vacancy. The observation that unlike-atom species in the NNs cause higher displacements of NNs is consistent through all metal vacancies. The vector atomic displacements from Mo/Ta/W/Zr vacancy are shown in the supplementary Fig. S2-S5.

Figure 2. Vector atomic displacements in MWTTZ of (a, c) first-, and (b, d) second-nearest neighbor environment around a Ti vacancy (black bars) compared to no-vacancy case (red bars).

Recently, Song et al. [49] have shown that hard-sphere model (δ size-difference parameter [52]) fails to estimate the LLD accurately, e.g., it overestimates in refractory MPEAs and underestimates in 3d MPEAs. So, to avoid using empirical estimates, we explored the quantum-mechanical origin of LLD through DFT charge density. Atoms in complex MPEAs with diverse chemical environment can lead to varying degree of interaction resulting from strong charge fluctuation among unlike-metal-atom pairs with differing electronegativities. We hypothesize a significant charge transfer between unlike species, resulting in larger atomic displacements from their ideal lattice (average x-ray) positions. In Fig. 3, charge-density differences ($\Delta \rho = \rho_{\text{vac}} -$
\( \rho_{\text{no-vac}} \) are plotted with and without vacancy, where charge readjustments of no-vacancy case (colored blue) are compared to vacancy cases (colored yellow) at various metal sites.

_**Figure 3.**_ Charge-density difference (\( \Delta \rho = \rho_{\text{vac}} - \rho_{\text{no-vac}} \)) in MWTTZ between no-vacancy and vacancy cases of (a) \( V_{\text{Mo}} \), (b) \( V_{\text{W}} \), (c) \( V_{\text{Ti}} \), (d) \( V_{\text{Zr}} \) and (e) \( V_{\text{Ta}} \). Effect of \( V_{\text{Zr}} \) on charge redistribution in (c) was strongest (out to 5\(^{\text{th}}\) NNs) and correlated with Zr being the least electronegative among all elements.

In Fig. 3a, the charge redistribution is more localized (2\(^{\text{nd}}\) NNs) for Mo vacancy, so the LLD does not show much effect on environment in MWTTZ. So, a Mo vacancy creates no significant charge redistribution due to weaker effect of charge-transfer with 1\(^{\text{st}}\) and 2\(^{\text{nd}}\) NNs. As VEC of Mo/W are the same, and with similar atomic sizes, the same effect was observed for W (Fig. 3b), so Mo/W are expected to have same effect on LLD. However, Ti/Zr shows local lattice relaxation effect up to 4\(^{\text{th}}\) to 5\(^{\text{th}}\) NNs due to charge redistribution. This occurs likely due to large charge-variation introduced by Ti/Zr vacancies, as is obvious in Fig. 3c,d, where \( \Delta \rho \) is beyond 2\(^{\text{nd}}\) NNs [34, 53]. The Ta (group V, VEC=5) vacancy in Fig. 3e shows behavior intermediate to Mo/W (group VI, VEC=5) and Ti/Zr (group IV, VEC=4) as its VEC is intermediate. This behavior is explained via electronegativity (\( \chi \)) difference, where atoms with higher \( \chi \) should pull more charge than atoms with lower \( \chi \). If Fig. 3a,e is analyzed based on electronegativities, then Zr (\( \chi =1.33 \)), Ti (\( \chi =1.54 \)) and Ta (\( \chi =1.50 \)) in a mostly Mo-rich environment show more delocalized charges.
from 3rd to 5th NNs while elements with higher electronegativity, i.e., Mo (\(\chi=2.16\)) < W (\(\chi=2.36\)), show more localized charges due to higher electron affinity.

In Fig. 3, a vacancy causes a varying degree of electron transfer depending on atom type, so a varying strength of metallic bonds should be expected. The qualitative quantum-mechanical insights in Fig. 3 shows the mechanism controlling atomic displacements before and after creation of a vacancy. Such a mechanism has been previously noted to induce LLD [34] [47], but we provide more quantitative inference in Fig. 4 by plotting 1st-NN atom net-displacement versus charge transfer. The net displacement is defined as the difference with respect to ideal bcc as
\[
\sqrt{(x1 - x)^2 + (y1 - y)^2 + (z1 - z)^2}
\]
(with no-vacancy lattices (x, y, z) vs. vacancy (x1, y1, z1)), and \(\Delta \rho\) is the difference between vacancy and no-vacancy cases.

**Figure 4.** Correlation between charge-transfer (e/Å\(^3\)) and net-displacement in MWTTZ at Mo sites in the first-neighbors for (a) \(V_{Mo}\), (b) \(V_{W}\), (c) \(V_{Ti}\), (d) \(V_{Zr}\) and (e) \(V_{Ta}\) vacancies with respect to no-vacancy case. For simplicity, only Mo NNs around the vacancy sites were considered in the charge analysis.

As discussed in Fig. 3, charges redistribution is explained through the ordering of elemental electronegativity. The quantitative analysis of charge transfer in Fig. 4a,e shows that Ti (1.54), Zr (1.33) and Ta (1.5) tend to undergo a maximum redistribution of charges in the range 0.13-0.17 e\(^-\)/Å\(^3\). In contrast, Mo (2.16)/W(2.36) with higher electronegativity shows charge transfer in the
similar range, i.e., 0.08 e/Å³. Despite great variance, each metal vacancy shows a near linear trend of atomic displacements versus charge transfer where Ti, Zr and Ta show highest displacements owing to the maximum degree of charge transfer.

In the 160-atom SCRAP (128 Mo sites), inclusion of other neighbors than Mo may result in more outliers owing to other atomic properties like atomic mass and radius in charge analysis. Therefore, for consistency, the displacement versus charge-transfer plotted in Fig. 4a,e includes only Mo atoms as the 1st NN. We observed that electronic rearrangement increased the metallic character around vacancy sites, where sites with large charge fluctuation show increased atomic displacement from ideal sites that directly relates to LLD. The increased LLD makes it difficult to move or extract an atom out of the lattice and increases $E_{\text{form}}^{\text{vac}}$, as shown in Table 4.

The presence of certain outliers in Fig. 4a,e is conjectured to show up in cases where the 2nd NNs has some role in charge transfer. For instance, for the W vacancy in Fig. 4b, the displacement of one of the surrounding Mo atoms breaks from linearity. On the other hand, the presence of Zr in the 2nd NNs (see Fig. S5) displaces the Mo atom due to a large electronegativity difference between the Zr (1.33) and Mo (2.16). Similarly, Zr in the 2nd NNs in Mo vacancy case shows few outliers.

3.4 Vacancy-migration energies: Vacancies are the most common type of point defects at equilibrium and they largely control the diffusion kinetics. At elevated temperatures, vacancy diffusion becomes a critical aspect as the vacancy migration controls the chemistry driven transformations, for example corrosion and creep [54]. To date, few studies have been done to explore the vacancy-diffusion mechanism in refractory-based bcc MPEAs [34]. In Fig. 5a-e, we analyzed vacancy migration barriers in disordered MWTTZ and compare to those of pure metals.
Figure 5. Calculated vacancy-migration energy and barriers ($E_b$) for MWTTZ along (a-e) $\frac{1}{2}(111)$ direction (solid lines) compared to barriers of pure metals (dashed lines), and (a1-e1) along (100) direction. Pure metal $E_b$ are from Ref. [55] ($V_{Ti}$), Ref. [56] ($V_{Zr}$), and Ref. [57] ($V_{Mo}, V_{Ta}$, and $V_{W}$). Migration energies appear to increase with group number from periodic table.

We used cNEB to calculate migration barriers in MWTTZ. cNEB generates a sequence of atomic configurations and provides an information for warping of the migration path (i.e., “elastic band”) with a goal to move towards a low-energy path in the landscape of potential-energy surface. The diffusion barriers for vacancies in the alloy versus pure metals are shown in Fig. 5a-e, where energy barriers in alloy matrix (solid lines) are compared to those in pure metals (dashed lines) [51-53]. The energy barrier in the alloy for Ti/Zr shows significant increase. This was explained through the charge-density readjustment (electronegativities) caused by vacancies in different chemical environments (Fig. 3) that leads to significant increase in $E_{form}^{Vac}$ of Ti/Zr compared to Mo/W/Ta, as listed in Table 3. We attribute this fact to the larger readjustment of charges up to 5th-nearest neighbors for hcp metals vacancy (Ti/Zr) compared to bcc metal vacancies, i.e., increased interaction among the Zr neighbors. Interestingly, Ti/Zr also show anisotropic charge distribution that points out towards strong environment dependence, also visible in migration barrier of Zr in Fig. 5b. This phenomenon can also be understood in terms of pair distribution function that shows increased interatomic interactions between unlike atomic pairs in Fig. S6 as compared to the interactions between like pairs in MWTTZ. Similar behavior has been reported previously [15], where the pair-correlation function [$g_{\alpha\beta}(r)$] of unlike pairs was found to have a higher interaction than like pairs. For example, Ta-Ta pairs in Fig. S6 are weaker than the Ta-Mo,
Ta-Zr and Ta-W, which further affirms our hypothesis. Hence, when metal elements crystallize in an alloy, the migration of an atom to a neighboring vacancy site becomes formidable due to the strong interaction arising from the diverse environment, which depends on type of neighbor as well as diversity of neighbors.

The magnitude of electronegativity ($\chi$) represents the ability of element to attract the charge, i.e., higher $\chi$ indicates higher affinity to pull charge. In the increasing order, $\chi$ of each alloying elements is Zr (1.33) < Ta (1.50) < Ti (1.54) < Mo (2.16) < W (2.36). Higher $\chi$ would mean a larger $\Delta \chi$ and larger charge exchange with NNs, therefore, a stronger interaction. This makes the complex concentrated alloy unfavorable for vacancy diffusion. Hence, we anticipate that the order of migration barriers should be proportional to the $\chi$ of elements. If we closely look at migration barriers in Fig. 5, indeed, the migration barrier of each element falls in the same order as their $\chi$ with the exception of Ti. A lower atomic mass of Ti may override the $\chi$ contribution, where the lowest atomic mass allows a higher vibrational frequency and velocity at a given temperature compared to other elements, perhaps playing a role in lowering Ti diffusion barrier.

We also investigated the directional dependence of migration barrier in MWTTZ. The $\frac{1}{2}<111>$ Burger’s vector in [110] plane in Fig. 5a-e shows 2-3 times lower barriers compared to $<100>$ in [100] plane in Fig. 5a1-e1. Notably, the $<111>$ direction lies in close-packed [110] bcc plane, which has higher packing fraction (higher atomic density). Therefore, the energy required to move vacancy on a close-packed plane under external force will be relatively smaller than the less closed-packed [100] direction, where the atoms have lower atomic density.

Diffusion energetics in Fig. 5 shows that Ti is relatively favorable compared to Zr/Ta and Mo/W and will resist the diffusion. Therefore, to emphasize on element specific diffusion, we discuss the environment dependence of migration barrier in MWTTZ. The barrier heights for all metals in MPEA show dependence on local environment, especially Zr and Mo. We discuss the case of Zr (Fig. 6) as it shows the maximum variation in diffusion barrier with change in local environment. Figure 6a and 6b show environment and directional dependence, respectively. We observed a considerable disparity in migration barrier depending upon the local environment (Fig. 6a), where $\Delta E_b^{Zr1} = 0.48$ eV in environment 1 while $\Delta E_b^{Zr2} = 1.63$ eV in environment 2. Experimentally, a higher diffusion barrier for Zr in environment 2 (with its larger charge redistribution near Zr-vacancy site than in environment 1) indicates that vacancies are difficult to move, i.e., a significant
fraction of the vacancies, once created, will remain intact during the irradiation process, but those in environment 1 should more easily diffuse.

**Figure 6.** (a) Environmental and (b) directional dependence of migration energy barrier for V_{Zr} in MWTTZ. Migration barrier in <100> is higher by a factor of 2-3 over \( \frac{1}{2} <111> \) due to lower close-packing in <100> plane, i.e., low linear density. A significant variation in migration barrier (environment 1 \( \Delta E_b^{Zr1} = 0.48 \text{ eV} \) and environment 2 \( \Delta E_b^{Zr2} = 1.63 \text{ eV} \)) suggests that vacancies created in environment 2 may remain intact through the irradiation exposure period but those in environment 1 are more likely to undergo diffusion.

**Jump Frequency:** Here we present a mean-field-like understanding of one-dimensional jump frequency of constituent elements of MWTTZ. The defect jump rate can be described in terms of the Arrhenius relation [59,60], which can be defined as

\[
\Gamma = v e^{-E_b/k_BT},
\]

where \( E_b \) is the energy barrier required to move defect to the saddle point from an equilibrium position, \( k_B \) is Boltzmann’s constant, \( T \) is absolute temperature (Kelvin), and \( v \) is the vibrational frequency of defect along the saddle point. The results in Fig. 6 show that \( \Gamma \) in the disorder MWTTZ is strongly correlated with the migration barrier, as shown in Fig. 5, where the order of jump rate of defect at each defect site to jump back to its original position is \( \Gamma(W) > \Gamma(Mo) > \Gamma(Ti) > \Gamma(Ta) > \Gamma(Zr) \). This important finding indicates that a jumping atom to defect site are surrounded by other atoms with which it interacts, and which can greatly impact the diffusion of atom in solid-solution phase. The defect interaction with different atoms in varying degree of environment in MPEAs are greatly impacted by the probability of defects jump.
Figure 6. Defect jump-rate ($\Gamma$) plot on logarithmic scale in MWTTZ. The order of jump-rate shows strong correlation with difference of diffusion barrier of defects in two different environments in Fig. 5.

4. Conclusions

We investigated the environment dependence of the vacancy-formation energy $E_{\text{form}}^{\text{Vac}}$ and associated diffusion barrier in (Mo$_{0.95}$W$_{0.05}$)$_{0.85}$Ta$_{0.10}$TiZr$_{0.05}$, a refractory-based bcc MPEA. The $E_{\text{form}}^{\text{Vac}}$ of metal atoms in this MPEA was found to increase from 7% for W to 74% for Ti compared to the pure metals. The higher $E_{\text{form}}^{\text{Vac}}$ of Ti suggests that a Ti vacancy is hard to create, however, a low diffusion barrier for Ti indicates that once Ti vacancy is formed, the migration becomes relatively easier compared to other atom types. The charge-transfer effect (governed by electronegativities) establishes that local lattice distortions (LLD) in MPEAs has a quantum origin that can be tuned through controlled variation of local atomic environments. We exemplified this with DFT atomic displacements versus local environments with and without a vacancy and showed displacements greatly vary with type of metal-vacancy and its local environments. Indeed, the atomic displacement showed approximately linear dependence on the net charge transfer.

We also calculated migration-energy barrier ($E_b^{\text{Vac}}$) for atoms in this refractory MPEA. The $E_b^{\text{Vac}}$ are significantly higher for Ti and Mo than pure-metal state, while other metal atoms very weak dependence. Importantly, the large $E_b^{\text{Vac}}$ in the MPEA was attributed to stronger unlike pair interactions that make migration difficult. $E_b^{\text{Vac}}$ also shows direct correlation with electronegativity, where higher electronegative atoms show higher barriers. The migration-energy barriers show a strong environmental and directional dependence. For example, the barriers for
Zr $\Delta E^Zr_b$ varied by a factor of 3 (0.48 eV to 1.63 eV) depending on local starting environment; and, for directional dependence, Zr shows a factor of 2-3 higher $E_b^{Vac}$ along $<100>$ direction than $\frac{1}{2}<111>$ direction due to lower packing fraction making diffusion difficult in bcc alloys. Atomic displacements provided a strong correlation between charge redistribution, LLD, and environment for unique insight into point-defect properties in refractory MPEAs. For defect formation and migration, this study provided chemical insights to manipulate and improve the high-temperature thermo-mechanical properties of refractory MPEAs, especially for use in extreme environments, affected by vacancy formation and diffusion, like creep.
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Additional information on measurement of vacancy formation energy
The specific heat of a defect free crystal depends very weakly on temperature and witnesses negligible increase with rising temperature [40]. But in practicality, all metals especially the refractory metals undergo a non-linear increase in the specific heats with rising temperature [40]. The origin of this phenomenon could be cited to mainly two factors: anharmonicity and point-defect formation. A reliable method to separate the contributions from these two effects is by measuring the specific heats at high and low rates of temperature changes. At a high rate of temperature change, the defect concentration is not able to equilibrate to the temperature change and hence there is a linear increase in specific heat only due to anharmonicity, while at a low rate of temperature change the nonlinear increase in the specific heats is caused due to the formation of point-defects. Thus, the excessive rise in specific heat can be used to calculate the concentration of the point defects. In principle, calorimetric measurements can provide the vacancy formation energy by the dependence of vacancy contribution on temperature variation. However, ref. [58] concludes that a majority portion of the rise in specific heat with temperature is mainly due to the lattice anharmonicity and not due to vacancies hence specific heat analyses may not be an accurate method of studying vacancies.

Atomic configurations for Ti vacancy calculations in stepped slab: (a) the pristine Ti stepped slab with all atoms intact and coexisting with vacuum in the vacant volume. (b) Case 1 an atom from the bulk moved to the hcp hollow position adjacent to the step edge mimicking migration of vacancy from bulk to surface due to absorption of energy. (c) Case 2 an atom from the bulk moved to the hcp hollow position above the surface. The top view magnifies the position of the moved
atom marked in green. **(d) Case 3** an atom from the bulk moved to the bridge position (center of the line joining the two atoms on the surface directly below, at a constant b vector in the diagram) above the surface. The top view magnifies the position of the moved atom marked in green. **(e) Case 4** an atom from the bulk moved to infinity replicating the case of highest energy requirement due to maximum number of bonds being broken. **(f) Case 5** an atom from the top surface extracted and moved to infinity replicating the case of lowest energy requirement due to minimum number of bonds being broken. **(g) Case 6** an atom at the step edge extracted and moved to infinity replicating the case of intermediate energy requirement due to less than the maximum number of bonds being broken.

**Figure S1:** Atomic configurations detailing the surface energetics of 6 points of atom extraction visualized in a stepped slab structure of Ti.
Effect of vacancy environment on local lattice distortion in MPEA - The effect on neighboring atomic environment with(out) metal-vacancy defect quantified via vector atomic displacements for (a) Mo (Fig. S2), (b) Ta (Fig. S3), (c) W (Fig. S4) and (d) Zr (Fig. S5) atom/vacancy. The neighbors of Mo atom which are mostly Mo atoms, undergo small displacements as shown in (a) due to a purely metallic bonding existing between them. As shown in (b), Ta atom/vacancy in environment 2 shows a minor displacement of the surroundings when both first and second nearest neighbors comprise of Mo atoms. This is clearly due to the uniformity in the environment. The case reverses and higher displacements of neighboring atoms is noticed when there are unlike atoms in the surroundings. For the case of W (c), higher displacements are noticed when Ta and Zr are present as the first NNs, as seen in environment 1. This is due to the highly covalent nature of W-Ta bonds, as discussed in the main text. For the case of Zr (d), higher displacements are noticed in environment 1 where Ta, W and Ti are present as NNs. Because Ta and W are both 5d elements, their interaction with Zr (4d) causes a charge transfer to occur and results in a higher displacement in the NNs.

Figure S2. Vector atomic displacements in (Mo_{0.96}W_{0.03})_{0.85}Ta_{0.10}(TiZr)_{0.05} of (a, c) first-near neighbor in environment 1, and (b, d) second-nearest neighbors in environment 2 around Mo vacancy (black bars) compared represent displacements for no-vacancy cases (red bars).
Figure S3. Vector atomic displacements in $(\text{Mo}_{0.95}\text{W}_{0.05})_{0.85}\text{Ta}_{0.10}(\text{TiZr})_{0.05}$ of (a, c) first-nearest neighbor in environment 1, and (b, d) second-nearest neighbors in environment 2 around Ta vacancy (black bars) compared to no-vacancy case (red bars).

Figure S4. Vector atomic displacements of (a, c) first in environment#1, and (b, d) second nearest neighbors (NNs) in environment#2 around the W vacancy(black bars) compared to no-vacancy case (red bars) in $(\text{Mo}_{0.95}\text{W}_{0.05})_{0.85}\text{Ta}_{0.10}(\text{TiZr})_{0.05}$. 
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Figure S5. Vector atomic displacements in (Mo$_{0.95}$W$_{0.05}$)$_{0.85}$Ta$_{0.10}$(TiZr)$_{0.05}$ of (a, c) first-near neighbor in environment 1, and (b, d) second-near neighbors in environment 2 around Zr vacancy (black bars) compared to no-vacancy case (red bars).

Figure S6. Pair-correlation functions [$g_{\alpha\beta}(r)$] for like and unlike atoms in (Mo$_{0.95}$W$_{0.05}$)$_{0.85}$Ta$_{0.10}$(TiZr)$_{0.05}$. Unlike pairs (Ta-W) dominates over like pairs (Ta-Ta). This indicates strong affinity existing among unlike pairs that impedes motion of atoms in the MPEA lattice.