A flexible architecture for modeling and simulation of diffusional association

Fiete Haack  
University of Rostock  
Institute of Computer Science  
Albert-Einstein-Str. 21  
18059 Rostock, Germany  
fiete.haack@uni-rostock.de

Stefan Leye  
University of Rostock  
Institute of Computer Science  
Albert-Einstein-Str. 21  
18059 Rostock, Germany  
stefan.leye@uni-rostock.de

Adelinde M. Uhrmacher  
University of Rostock  
Institute of Computer Science  
Albert-Einstein-Str. 21  
18059 Rostock, Germany  
adeline.uhrmacher@uni-rostock.de

Up to now, it is not possible to obtain analytical solutions for complex molecular association processes (e.g. Molecule recognition in Signaling or catalysis). Instead Brownian Dynamics (BD) simulations are commonly used to estimate the rate of diffusional association, e.g. to be later used in mesoscopic simulations. Meanwhile a portfolio of diffusional association (DA) methods have been developed that exploit BD. However, DA methods do not clearly distinguish between modeling, simulation, and experiment settings. This hampers to classify and compare the existing methods with respect to, for instance model assumptions, simulation approximations or specific optimization strategies for steering the computation of trajectories.

To address this deficiency we propose FADA (Flexible Architecture for Diffusional Association) - an architecture that allows the flexible definition of the experiment comprising a formal description of the model in SpacePi, different simulators, as well as validation and analysis methods.

Based on the NAM (Northrup-Allison-McCammon) method, which forms the basis of many existing DA methods, we illustrate the structure and functioning of FADA. A discussion of future validation experiments illuminates how the FADA can be exploited in order to estimate reaction rates and how validation techniques may be applied to validate additional features of the model.

1 Introduction

Quantitative modeling and simulation in systems biology is often hampered by the lack of reaction rates, which require repetitive time resolved measurements in the wet lab. Wet lab experiments are extremely costly with respect to facilities and time and one estimated rate often corresponds to someone’s doctoral degree [33]. Thus, it is not surprising that the idea of calculating reaction rates from "first principles" and hence to forego the need of wet-lab experiments is quite attractive.

Every reaction consists of a diffusion controlled binding event and the subsequent chemical reaction - accompanied with conformational changes. In case of diffusion-controlled reactions, i.e., reactions in which the reaction process is faster than the diffusional encounter of the particles, the rate of association is the rate limiting step. Therefore the estimation of the diffusional association (DA) rate is the first and most important step in determining the reaction rate of a chemical reaction.
A large portfolio of stochastic \cite{26,35,4} and continuum models \cite{7,30} has been developed and implemented in several software packages \cite{5,14,32}. However, in these approaches model, simulator, and experiment are closely intertwined as they have been developed with an emphasis on execution efficiency rather than separation of concerns. As a consequence, existing methods can hardly be related or even compared to each other. This hampers reuse and extensions. It has been shown that the efficiency of simulators depend on the model \cite{19}. Consequently the development of different simulators for the same model and their configuration on demand is one source of efficiency \cite{11}, which in the above approaches cannot be exploited easily. Furthermore, an impartial validation of the models is impossible, since the lacking separation between model and simulator does not allow experiments with different simulation engines in order to identify the valid ones.

The scope of this work is to present the software architecture FADA (Flexible Architecture for Diffusional Association), implemented in JAMES II \cite{17}. FADA unites different models and simulation engines for the computation of diffusional association processes and is further structured in terms of modeling, simulation and experiment settings. By exploiting the plug-in architecture of JAMES II, we can incorporate independent implementations of those components. Our aim is to include independent model components for the representation of particles, interparticle forces, and motion functions, which allows the flexible parametrization of the model for a repeatable and comparable execution in the context of an experiment. At the same time the architecture supports simulation engines, that are independent of the parametrization of the model. The simulation engines themselves may also contain independent components, like random number generators, parallelizations, etc., which can be exchanged or extended. FADA further allows experimentation with the created models, by exploiting existing methods as well as allowing the implementation of new methods for experiment design and analysis.

Based on the simple stochastic NAM (Northrup-Allison-McCammon) method \cite{26}, we present a formal description of a basic model for stochastic modeling of association processes. Thereby, the SpacePi-Calculus \cite{20} serves as description language. Using the presented toymodel, we show an exemplary workflow for a validation experiment and discuss the most important steps of the validation experiment. Finally, we present first results and give an outlook to our future experiments.

2 Brownian Dynamics in Diffusional Association

Bimolecular binding plays a central role in numerous biological processes, reaching from ligand binding, protein-protein encounter to signal transmission at synaptic junctions. The bimolecular binding process can be divided into two parts: the diffusional association to form an encounter complex, and the subsequent formation of the fully bound complex by nondiffusional rearrangements. The encounter complex is more considered to be an ensemble of possible conformations, than a well defined (transition) state \cite{3}. Due to the relatively slow diffusion of macromolecules in solutions, the potential reaction partners stay in close vicinity once they met and thus undergo several microcollisions before diffusing apart. By this means the molecules’ reactive groups can be properly aligned, such that subsequent conformational changes and eventually the desired chemical reaction may occur. As the rate of diffusional association marks an upper limit for the binding process, we consider the diffusional encounter of two particles, i.e., the estimation of bimolecular association rates in the first place.

Brownian dynamics (BD) simulations are the most common approach to simulate the diffusional encounter. BD describes the diffusive motion of particles in solution, whose mass is significantly larger than the surrounding solvent. Thereby, the molecules may still be represented on an accurate atomic
level (including interparticle forces), but the internal dynamics of the molecule are disregarded and the surrounding solvent is only implicitly taken into account by stochastic forces and friction. As a result of these simplifications the resolution of macromolecular motion is reduced to $\sim 1 \text{ Å}$. This allows BD to perform larger time steps ($\sim 1$ picoseconds for proteins under normal viscosity conditions) compared to MD simulations, while the resolution is still detailed enough for the simulation of molecular binding processes.

In order to compute the actual rate of diffusional association, the Smoluchowski diffusion equation needs to be solved. This equation describes the time evolution in terms of the probability density function of a particle undergoing Brownian movement in a force field. Due to the large variety of simultaneous interactions, the diffusion equation can usually only be solved analytically for systems with simple geometry and rudimentary modelling of interparticle forces. This is why most DA-methods are based on the work of Northrup, Allison and McCammon [26], who established to connect BD simulations with the estimation of association rates.

With increasing computational capabilities, there have also been successful attempts to use continuum models for the estimation of association rates, recently [32]. However, the accurate modeling of diffusion-controlled processes in the context of realistic biomolecular systems is still challenging. The incorporation of the effects of ionic strength, protein charges, and steric repulsions has proven to be the rate limiting step for most of the existing approaches. Therefore, it is important to find simple but accurate model descriptions for these interparticle forces and effective algorithms for their evaluation. This applies for both approaches, continuum and particle based methods.

2.1 State of the art

One of the most common setup for the simulation of biomolecular diffusional association is incorporated in the NAM (Northrup-Allison-McCammon) method [26]. The basic setup for the NAM method is rather simple, as illustrated in figure 1. We consider two particles of arbitrary shape in three-dimensional space. For the sake of simplicity the movement of both particles is modeled as relative motion. This means one of the particle is fixed in the center of the coordinate system (named particle A), while the other particle moves relatively from the perspective of the fixed particle (named particle B). The space around the fixed particle is divided by a spherical surface of radius $b$ into an outer region $r > b$ and an inner region $r < b$.

In order to estimate the rate of the diffusional association $k$, one usually simulates several thousands of BD trajectories and measures the fraction of “reactive” trajectories. The rate of association is then computed by the product of the analytically computed rate $k(b)$ and the probability $\beta^\infty$ estimated from simulations:

$$k = k_D(b)\beta^\infty.$$  \hspace{1cm} (1)

The rate $k_D(b)$ is the steady state rate at which particles with distance $r > b$ collide with the spherical surface at $r = b$. It is defined as

$$k_D(b) = 4\pi \left[ \int_b^\infty \frac{\exp(E(r)/k_BT)}{r^2D} dr \right]^{-1},$$  \hspace{1cm} (2)

where $E(r)$ is the centrosymmetric interaction energy between the particles depending on their separation distance $r$. If the particles are noninteracting spheres, i.e. no forces or hydrodynamic interactions exist for $r > b$, $k_D(b)$ is given by the Smoluchowski result:

$$k_D(b) = 4\pi D_0 b,$$  \hspace{1cm} (3)
Figure 1: Schematic representation of the NAM method. Particle B associates with particle A at the active site while Particle B' diffuses into infinite separation.

with $D_0$ being the standard Smoluchowski mutual diffusion coefficient. The quantity $\beta^\infty$ on the other hand is the probability that particles reaching a separation $b$ will subsequently have at least one collision with the fixed particle rather than escape into infinity. $\beta^\infty$ is usually given by

$$\beta^\infty = \frac{\beta}{1 - (1 - \beta)\Omega}, \quad \text{with} \quad \Omega = \frac{k_D(b)}{k_D(q)}.$$

Although the development of the NAM method dates back to the 1980’s, most of today’s used methods are still derived from this simple method. However large improvements have been made in adequately modelling the interparticle forces and in optimizing, i.e. steering the simulation of the BD-trajectories.

**Modeling of Force Fields** Molecules carry partial charges which generate an electrostatic potential at the molecule’s surface. As soon as two molecules overcome a certain distance, their diffusional movement becomes biased by the forces that their electric charges exert on each other. Such intermolecular forces strongly influence the speed of association. In diffusional association these forces are typically given by the sum of the electrostatic and exclusion forces. Electrostatic interactions and hydrophobic desolvation typically speed up the association, whereas charge desolvation (i.e., a penalty for bringing a charge close to a low dielectric molecular cavity) and steric repulsion terms lower the speed of association. As a result, the association rate of different pairs of molecules may range between $10^3 - 10^9 M^{-1}s^{-1}$.

Electrostatic interactions are typically computed by the Poisson-Boltzmann equation (PBE). There exist several methods exploiting numerical solvers tackling the PBE even for larger systems [9]. However, such numerical methods are still too time consuming to be applied in each step of the million steps of a BD trajectory. The search for a simplistic, but accurate approximation of intermolecular forces is therefore one of the most challenging problems in the modeling and simulation of diffusional association. A variety of different electrostatic models have been used in BD simulations. They mainly vary in the
level of detail employed in the modeling of the charge distribution and the approximation used to present
the electrostatic interactions of the system.

One of the most basic methods is the test charge method. Here the electrostatic potential is computed for
the fixed protein (particle A) on a grid. The second molecule (particle B) is considered as a collection
of point charges in the solvent dielectric that moves on the potential grid of the fixed protein. The low
dielectric and ion exclusion volume of the second molecule are ignored. Although the method is rather
course, it has been the standard method for a long time.

More accurate electrostatic models, with almost the same computational effort, have been proposed by
Gabdoulline and Wade [13] and by Beard and Schlick [1]. Gabdoulline and Wade extended the standard
“test-charge” approach to the effective charge model. Here the electrostatic potential is first calculated
by a numerical solution of the PBE and for each molecule separately. Afterwards, the molecules are
parameterized by fitting effective charges on the molecules such that the previously calculated external
potential is fully represented. This has the advantage of getting a simple, but rather realistic electrostatic
model of the molecules, by solving the PBE numerically only once. Beard and Schlick have developed a
similar approach to reproduce the electric field of the PBE. They parameterize the molecule by effective
surface charges and apply this approximation in a Debye-Hückel model.

The introduction of a charge desolvation term brought further progress in the development of modeling
techniques for DA. The charge desolvation term describes the penalty due to bringing a charge close to
a low dielectric molecular cavity. A combination of the effective charges approach, the charge desolva-
tion term and an appropriate reaction criteria has been used as a single protocol, in order to simulate the
association of several protein pairs with the same model [15].

Sampling  Many molecular systems contain energy barriers, that have to be crossed before the particles
can associate. Such energy barriers are e.g. one or several unfavorable states with respect to steric repul-
sion of electrostatic forces. In these cases the fraction of reactive trajectories is very small. Consequently
one has to perform an infeasible amount of BD trajectories until a converged association rate is reached.
With the Weighted Brownian dynamics (WEB) [13], Huber and Kim adapted the NAM method to over-
come reaction barriers. Instead of modeling the association of a single pair of particles, the WEB method
replaces the moving particle of the NAM method by an ensemble of weighted pseudo-particles and di-
vides the configuration space into a number of bins along the reaction coordinate.
Each bin is assigned a probability based on a Boltzmann distribution and initially filled with a number
of weighted particles. During simulation the pseudoparticles are split and combined in order to equally
sample the bins, i.e. all parts of the configuration space. WEB produces consistent results compared to
the NAM approach. For fast associating processes WEB needs approximately the same computational
time as the NAM method. However, for slow associating processes, WEB gains a 3-fold speed up in
comparison to the NAM method [27].

3  The structure of FADA

In this section, we will introduce the Flexible Architecture for Diffusional Association (FADA) which
has been implemented in Java. Therefore, we will summarize the requirements for FADA, resulting from
state of the art of Brownian dynamics modeling described in the previous section. Based on that, we will
explain the interplay of the architecture’s basic components, while the following two sections will get
into more detail about the components themselves.
3.1 Requirements

In order to create a flexible architecture that allows to implement a variety of DA methods, we need a basic model illuminating the biological setting of association processes for all possible implementations. Such a model needs to describe two or more molecules of some shape and certain properties in solution. These molecules move under constraints. Thus, their motion has to be modeled by a certain movement function, which defines velocity and direction of the movements with respect to the given constraints. For molecular systems these constraints mainly refer to the potential of mean forces, which incorporates ionic strength of the water molecules as well as intrinsic interactions between the particles.

To summarize, the general model of DA consists of three main components: Particles Model (Individual), Movement Model, Potential of Mean Force Model. These components have to be implemented by every DA approach and thus form the basis of our DA model.

For each DA approach, these components are refined by specifying the mathematical model in terms of rules and parameters. A language should be available, to specify models in a user-friendly way. A specific simulator will then be responsible for the execution. It should be possible to apply different simulator components that allow different execution strategies. This is of great use for model validation (since biased components can be identified [24]) and it also provides the possibility of automatically choosing the best algorithm (simulator) for the given simulation model [11]. Consequently, a flexible experimentation workflow is required, that allows the configuration of model and simulator, as well as experiment design and analysis methods to exploit, extend and compare existing techniques.

3.2 Basic components of FADA

The key point of FADA’s design is the clear distinction between model, simulator and experiment. It follows the philosophy of JAMES II [17, 16], whose plug-in structure is the foundation for FADA. Hence, for each of the three steps different components and methods can be created, allowing a flexible combination and application of them (see Figure 2).

![Figure 2: The structure of FADA.](image)

However, since the area of application for FADA is the DA process, some of these components have to follow a specific structure. A model can be specified with the SpacePi-Calculus (see Section 4). It comprises the two basic components: Individual, to describe particles and MotionModel to describe their movement. A PMFModel component, describing additional properties of the particles is under development (see Section 6). Accordingly, simulation engines executing those models can be created.
The simulator components may be exchanged and extended by exploiting the plug-in architecture. So far a DA simulator comprises components for the generation of random numbers, for the collision detection, and for stepsize control if the collision detection works time-stepped. Validation experiments can be configured and executed using the validation environment FAMVal [24]. Those experiments follow six basic steps (see Section 5). For each step, methods and techniques may be created, extended, or exchanged (again by exploiting the plug-in architecture) in order to allow a flexible configuration of experiments.

4 Modeling and simulation with FADA

In the following we will specify the NAM method in SpacePi [20] and thereby show the exemplary definition of a simulation model and illustrate the functioning of FADA. SpacePi is an extension of the π-Calculus [25], that incorporates time and space. The π-Calculus allows the definition of multiple parallel processes and their interactions. However, in contrast to standard π, SpacePi allows to assign a position (in two- or three-dimensional space) to a process. Further a movement function can be assigned to each process, describing its spatial motion. Constraints can be defined, such that the possible interactions of the processes depends on the spatial configuration of the system, i.e., the position, or precisely the relative distance of the two particles. SpacePi thus provides all important features, that we need to specify the NAM model.

4.1 Model Specification for Association Processes

Before the NAM model can be specified in SpacePi, it is necessary to introduce the basic notations of the SpacePi formalism. SpacePi extends the π process with spatial notion to allow free movement of the processes. Each process P is associated with certain position $\vec{p} \in V, V \in \mathbb{R}^d$, where $\vec{p}$ is a vector space with norm $\|\cdot\|_v$. The modeling of movements demands the inclusion of time, as the speed of the motion could not be expressed otherwise. In SpacePi time is expressed by intervals $(\delta t)$ and the communication takes place during the time intervals. Therefor a single rule is introduced to ensure the progress from time interval to time interval, while all other rules define the activities taking place during each interval. During a time interval the velocity and direction of motion are constant. Thus the movement function reads $m = V \times X \rightarrow V$, which takes the current position of the process and a set of additional parameters X and calculates the new position with respect to X. Note that X as well as a function for selecting parameters $\chi \in X$ needs to be provided by the model. The movement function generates a target vector of the process. The target vector is added to the current position in order to receive the target position $\vec{t} = \vec{p} + m(\vec{p}, \chi)$, which is the position reached after the time interval $\delta t$.

Based on the previous definitions a process can be associated with its current position and a movement function m. We thus write a process in SpacePi as $P^m_{\vec{p}}$. The formal description of a SpacePi process is as follows:

$$P^m_{\vec{p}} ::= \sum_{i \in I} \pi_i \cdot P^m_{\vec{p}, i} \mid P^m_{1, m_1} \mid P^m_{2, m_2} \mid (\text{new } x)P^m_{\vec{p}} \mid \text{nil}$$

Nil is a shorthand for $\text{nil}_{m(\vec{0}, \chi)}$ and describes an empty process without movement and a position at the point of origin of $V$.

The action $\pi$ refers to a channel through which the concurrent processes may communicate. Sending and receiving x over the channel ch with radius r is denoted by $ch!(x, r)$ and $ch?(x, r)$, respectively.
Two processes may only communicate, if their distance is closer than the given action radius \( r \). A communication action with \( r = \infty \) resembles the semantics of the \( \pi \) calculus, i.e. the channel has no spatial restriction. Based on the given notations of the SpacePi formalism, we can now specify the NAM model. Our system consists of two Brownian particles moving in \( \mathbb{R}^3 \). The motion is described in terms of Brownian motion. We thus define the movement function as \( \text{mov}(P, \text{pos}, t) = \text{pos}' \) with \( \text{pos}'(P) = \text{pos}^{-1}(P) + S \), and \( S \) being a \( \mathbb{R}^3 \) random variables drawn from a normal distribution with mean \( \langle S \rangle = 0 \) and derivation of \( \langle S^2 \rangle = 2D\delta_t \). \( D \) is the diffusion coefficient, which has to be provided by the parametrization of the model. The movement function resembles the mean displacement of a Brownian particle based on the Ermak-McCammon Equation [10] under no influence of interparticle forces. There are two events, that we want to monitor. Either the two particles react, i.e. collide, or the particles diffuse into infinite separation. The specification of the model in SpacePi is shown in figure 3. Please note that no potential mean force model is specified. The model consists of three different processes \textit{FixedParticle}, \textit{MovingParticle} and \textit{ExitParticle}. The first two processes describe the two particles under consideration. Since we model the movement of both particles as relative motion, only the \textit{MovingParticle} is associated with a (Brownian) movement function (\textit{bMove}). The process \textit{FixedParticle} is fixed in the center of the coordinate system and does not move. The expression \( \text{coll}?(\sim, r) \) describes the collision event, which occurs as soon as the two particles reach a distance smaller than the given action radius \( r \). Thereby the channel’s name, the radius of the complementary channel actions, and the location of the processes are taken into account. After the collision, i.e. reaction event, the processes terminate. The third process \textit{ExitParticle} is an auxiliary process that allows to realize the escape event.

\[
\begin{align*}
\text{Position declarations} \\
pos_F & := x = 0 \land y = 0 \land z = 0 \\
pos_M & := \text{rand}(x, y, z) \text{ s.t. } (x^2 + y^2 + z^2) = b \\
pos_E & := \text{rand}(x, y, z) \text{ s.t. } (x^2 + y^2 + z^2) = q
\end{align*}
\]

\[
\begin{align*}
\text{Radius declarations} \\
r_{\text{react}} & = 10
\end{align*}
\]

\[
\begin{align*}
\text{Potential of mean force declarations} \\
f_{\text{pmf}} & : \text{not defined}
\end{align*}
\]

\[
\begin{align*}
\text{Motion declarations} \\
b\text{Move}(x) : x^2 + y^2 + z^2 < q, \quad x = pos_E(x) \land y = pos_E(y) \land z = pos_E(z) \text{ otherwise}
\end{align*}
\]

\[
\begin{align*}
\text{Process definitions} \\
\text{FixedParticle} = \text{coll}?(\sim, r).0 \\
\text{MovingParticle}[b\text{Move}] = \text{coll}!(\sim, r).0 \\
\text{ExitParticle} = \text{coll}?(\sim, r).0
\end{align*}
\]

\[
\begin{align*}
\text{Initial process} \\
\text{FixedParticle} \mid \text{MovingParticle} \mid \text{ExitParticle}
\end{align*}
\]

Figure 3: A simplistic SpacePi model based on the NAM model for diffusional association of two particles. An expression \( \text{ch}?(\sim, r) \) denotes that an empty message is to be received on channel \( \text{ch} \) with radius \( r \).
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In order to model the escape of the moving particle, the NAM model defines a separation distance \( q \) at which the two particles have diffused into infinite separation. As neither \( \pi \) nor SpacePi calculus offer a way to represent boundaries, we incorporate the distance constraint into the movement function. The idea is to place the ExitParticle outside of the \( q \)-surface and change the movement function of the MovingParticle, such that MovingParticle will collide with ExitParticle as soon as it reaches the separation distance \( q \). We thus extend the movement of the process MovingParticle as follows

\[
\text{mov}(P_M, \text{pos}, \delta t) = \text{pos}_{t=0}(P_M) + S, \quad (\text{iff } \|\text{pos}_{t=0}(P_M) + S\| < q, \text{pos}_{t=0}(P_M) = \text{pos}(P_E) \text{ otherwise})
\]

Thereby \( P_M \) stands for MovingParticle and \( P_E \) for ExitParticle. Due to the direct displacement of MovingParticle to the position of ExitParticle, the two particles collide instantaneously when MovingParticle has passed the distance \( q \). The collision of both processes \( \text{coll?}((\sim, r)) \) is similar to the collision action of FixedParticle and MovingParticle. After this collision, i.e. escape event, the processes also terminate. Although the specified model is far from representing a realistic biological association process (for this a potential mean force model has to be included), the model serves as a good example to present the general idea, of how association processes can be expressed by a model formalism, evaluated by a simulator and finally be validated through validation experiments. Further the simplicity of the model allows us to calculate an accurate analytical solution, to validate our approach.

4.2 Simulation of the model

The simulator evaluates a parameterized instance of the described simulation model. For the simulation of the trajectory we use a simple step simulator, which calculates the mean displacement of the moving particle in each time step and checks for collision events. Therefore the simulator needs to implement a Random Number Generator (RNG) and a collision detection algorithm, which are realized as plug-ins. A separate implementation of these components (RNG and collision detection) allows to use different simulator configurations by applying different algorithms in each component. So far, JAMES II offers over 10 different RNG implementations, that may all be used by FADA. For the collision detections, we implemented two approaches, a time stepped and an event-triggered one. The time-stepped one, measures the distance between the particles at distinct time steps and reports a collision when the distance is 0. To minimize the amount of undetected collisions (i.e., two particles have a distance \( = 0 \) inbetween two time steps but \( > 0 \) at the steps), a stepsize control is required for which we implemented two versions as well. The first one creates a constant stepsize over the whole simulation run. The second version determines the stepsize depending on the distance of the moving particle to the reaction or escaping sphere (the lesser the distance the smaller the time step). The event-triggered collision detection precalculates the time point at which the particles should collide, depending on the actual movement and position. If no movement update happens before the calculated time point, the reaction happens. This variant requires more complicated calculations (compared to the time-stepped version) but produces an exact simulation. Another benefit of the given separation of model and simulation, is the chance to optimize each component separately (e.g., by advanced step-size adaptations, heuristics, parallelization, etc.). This allows the integration of specialized solutions created by experts. Furthermore, additional features of the model can be reflected by new components for the simulator (e.g., a component handling the PMF model).

5 Experimentation with FADA

To conduct experiments with the BD model and simulator, FADA exploits the validation environment FAMVal. FAMVal is based on six steps that have been identified as being crucial for structuring vali-
In this section, we describe those steps and explain how each of them has been adapted in order to test the reaction rate of the BD model from Section 4.1 against the results of the state of the art and present some results.

5.1 Important steps of a validation experiment

The first and most important step is the specification of requirements for the model to be validated. Thereby, the parameters for the whole experiment are defined, influencing each of the following steps.

The second step is the configuration of the model, where interesting points in the model’s parameter space are selected in order to achieve the required information about the validity of the model.

The third step is the execution of the model. Valid simulation engines and components are required for a reliable simulation result. Therefore, simulation runs have to be repeated with different simulator settings, to identify those biasing the simulation output due to approximation issues, bugs or side effects.

The fourth step is the observation of the model execution, to produce the required simulation output. In the ideal case, only those properties of the model are observed, that are required to make a decision about whether the model fulfills the requirements or not. More observations would produce overhead, less would hamper the analysis of the results.

The analysis of the observed data is the fifth step. It comprises two parts: the analysis of a single simulation run and the analysis of a set of replications. In general, the second part is based on the results of the first one, but occasions exist where just one of them is necessary (e.g., the comparison of trajectories over a set of replications to calculate the monte-carlo variability). To execute a proper analysis, the required amount of simulation end times and required replications has to be determined.

Finally, the last step is the evaluation. It takes the result of the analysis as well as the requirements into account. Feedback for the configuration step may be produced, leading to iterative experiments which can be exploited for parameter estimation and optimization tasks in general.

5.2 An example experiment

The comparison of the simulation results of a newly developed model to those of a well-established model is a typical example for a model validation experiment [28]. We describe such an experiment to validate the model of section 4.1 following the described structure of FADA.

The basic demand for the model is that its estimated rate constant \( r_s = k_D(b) \beta^\infty \) matches the analytical solution \( r_a = 4\pi D a \), where \( a \) is the reaction criterion, i.e., the minimum separation required for the two particles to react. In this case, the probability \( \beta \) that is required to estimate the rate \( r_s \) can be directly computed by:

\[
\beta_a = \frac{a}{b} \cdot \frac{q-b}{q-a}
\]

We can thus use the probability rate \( \beta_s \) as requirement, instead of the reaction rate constants. Hence, for a valid model the rate \( \beta_s \) of simulation runs terminating with a reaction of the two particles, needs to match the rate \( \beta_a \). For our setting, the analytical rate \( \beta_a \) has the value of 0.111. Besides the given rate, an error tolerance \( e \) is required, denoting the maximum distance between \( \beta_s \) and \( \beta_a \) for the model to be considered valid, with a given confidence \( c \). In our experiment we set \( e \) to 0.05 and \( c \) to 0.99. Since the reaction rate constant is only dependent on the reaction criterion, the parameter \( b, q, \) and \( D \) may be chosen arbitrarily. Typically \( q \) is chosen sufficiently larger than \( b \), in order to allow a significant fraction of trajectories to react. For the configuration we used a fixed minimum reaction criterion \( a = 10\text{Å} \) and
fixed distances \(b = 50\,\text{Å}\), and \(q = 100\,\text{Å}\). The radius of the particles has been set to 4Å. This choice of parameters is based on the experiment settings used by [27]. Since we selected the parameters by hand (in contrast to using an algorithm, like a parameter sweep), they have to be reflected in the definition of the requirements.

For the execution of the model we used two different RNG’s, the standard Java RNG and the Mersenne Twister, to investigate, whether a change of the RNG may have an influence on the simulation results. Furthermore, for executing the model we tried both implemented collision detection variants and for the time-stepped one both stepsize controls. The default stepsize was 0.1 milliseconds and the adapted one was 0.01 milliseconds. To calculate the association rate of two molecules just one observation is of importance, which is the fact whether the two particles have reacted or not. Therefore, the end state of reach simulation run has to be collected. The end of a simulation run is reached, either if the two particles collided or if the distance between them reached a given threshold. No additional effort had to be put in the analysis of the single simulation runs. The information about the end state of a run does not have to be post-processed in order to calculate \(\beta\). This value is created during the analysis of the configuration (i.e., the replications with the same model parameter configuration). Thereby, a list holding the end state of each simulation is maintained and after the required replications have been finished, the number of runs where the particles have reacted is summed up and divided by the count of all replications. It is not sufficient to skip the list and calculate the sum on the way, since the intermediate results are used to calculate the standard error, which is required to calculate the count of necessary replications to ensure that the resulting rate lies in the given error range \(e\) with confidence \(c\) [8].

The evaluation basically comprises the comparison of the given rate to that, produced by the simulation. If the difference lies in the given tolerance \(e\), the model can be considered valid for the used parameter configuration. Since the configurations are selected by hand at the beginning of the experiment, no loop and therefore no feedback from the evaluation to the configuration is required.

**Experiment Results** Figure 4 shows the results of the described experiment. The exchange of the random number generator did not make any significant difference for the results. Therefore, we just present the results of the Mersenne Twister. The simulations with the event-triggered collision detection produced association rates, that did lie inside the error tolerance. However, a significant difference exists between the results produced by the time-stepped collision detection and the analytical result. As the

| Validation steps | Realization |
|------------------|-------------|
| Specification    | determine \(\hat{\beta}\), \(e\), \(c\) |
|                  | configure the following steps |
| Configuration    | diffusion coefficient \(D\) |
|                  | initial particle distance \(b\) |
|                  | minimal collision distance \(a\) |
|                  | minimal exit distance \(q\) |
| Execution        | Mersenne Twister/Default RNG |
|                  | time stepped/event triggered |
|                  | fixed/adaptive steps |
| Observation      | end state |
| Analysis         | calculate \(\hat{\beta}\) by taking the average over all runs |
|                  | calculate the required replications |
| Evaluation       | compare \(\hat{\beta}\) to \(\hat{\beta}\) |

Table 1: Overview over the steps in a validation experiment and the realization to validate the BD model.
diffusion coefficient is increased, the association rate produced by the simulation is decreased, while the reference rate stays constant. The differences are higher with the constant stepsize than with the adaptive stepsize. They can be explained by the less precise simulation with the time-stepped collision detection. If the collision happens between two steps and the two particles do not overlap in the second step, the collision can not be detected. As the particles have a lower diffusion coefficient and therefore move slower i.e., they pass a smaller distance between two time steps, the probability of missing a collision is lower. Similarly, if the time step is adapted when a particle approaches the other one (and therefore again the passed distance between two time steps is decreased), less collisions are missed.

The experiment shows the importance of testing different simulation engine configurations during a validation experiment. The type of the collision detection as well as the stepsize control had a high impact on the experiment results. If for instance just the time-stepped detection with the constant stepsize would have been used, the biased results would have led to the conclusion that the given model configuration is invalid which it was not.

6  Outlook

The model presented and used here for testing purposes is simplistic. In order to include more realistic dynamics, e.g., for interparticle forces and reaction criteria, it is necessary to extend the model described in section 4.1. Since SpacePi allows an arbitrary definition of the movement function, different approaches for the modeling of the potential mean force can be integrated. Therefore, one has to define the corresponding functions, i.e., declaring the potential of mean force model (see figure 3), that calculate the impact of the interparticle forces, while taking in account the position of the two particles. The value of this force field evaluation is then used in order to parametrize the movement function of the moving particle. However, in addition it is necessary to parameterize the processes in terms of (local) charges of the particles and also introduce a parameter for the ionic strength of the surrounding solvent.

Another interesting, but challenging step is the integration of more complex reaction criteria. Therefore a more detailed parametrization of the processes in terms of shape and size is necessary. A promising approach, to solve this problem has been reported by [29], who introduced labels to the SpacePi formalism. In our validation experiment we estimated the association rate of the presented model. It could be easily validated as the value is analytically known. However, in any realistic application of this procedure this will not be the case. Thus, the validity of the used model has to be ensured. Therefore, it is necessary
to gain confidence in the model with adequate methods. One way to achieve this confidence is to check the plausibility of the model’s behavior. In the following we want to give an overview over methods, that might be applied in order to check the plausibility of the BD model.

During the specification step the requirements the model has to fulfill, have to be defined. Those requirements have to be pointed out with respect to the overall goal of the model - the calculation of association rates. Therefore it is important to identify those properties of the model, that influence the association rates and that can be checked for their plausibility. For instance, the end states of the simulation runs do not give good insights into the validity of the model since a reference association rate to check the plausibility of their occurrence is not available. The plausibility of a model does not just depend on the behavior of one single configuration. If neighbor configurations show unexpected behavior, problems in the model structure might exist that could influence the results of the configuration under investigation. Hence, experiments with different configurations can give new insights about the model structure. Furthermore, the reusability of the model is increased, if different parameter settings have been checked for their plausibility. If new particles with different properties have to be investigated it might be sufficient to adapt the model parameters instead of creating an entire new model. However, those parameters have to be covered during the validation process. An algorithm exploring the parameter space [6] is required therefore. Future parameters of the model (e.g., forcefield, rotational diffusion, ionization of solvent) have to be considered in this phase.

For the execution of the model, different simulation engines and components have to be provided, to investigate bias produced by different algorithms. To get decent information about the behaviour of the modeled particles, more complex observations are required. As mentioned before, the end state of the simulation is not sufficient anymore. However, more detailed information about the behaviour particles, like e.g., their movement trajectory could give hints about whether issues exist, that could bias the potential reactions.

To analyze the simulation output results, techniques to analyze simulation traces [22] may be used. Furthermore, techniques from Runtime Verification [2] and simulation-based model-checking [12] could be well suited. Thereby, expected paths of the particles would be coded into LTL-formulae and the model-checker could check, whether the movement trajectories produced by the simulation runs follow the path. This analysis technique could be used twofold for validation experiments. On the one hand, it could by used directly to validate the reaction events, e.g., something must be wrong if the trajectories of the particles should have led to a reaction, but now reaction occurred. On the other hand, it could be used, to validate certain parts of the model, e.g., something must be wrong if the trajectories of the particles contradict their movement functions.

The evaluation of the analysis results is not constrained. A simple comparison of the results, to given specifications is imaginable, which however would not offer hints about the problem if the comparison turns out to be negative. One technique giving such hints and supporting model debugging, is face validation. The analysis results are post-processed to create figures that support the modeler during the process of finding errors in the model. Those figures might facilitate the browsing through model structure and experiment results [34] or display interactions between the model’s components [21].

7 Conclusion

We introduced the basic concept of FADA, an architecture for the modeling, simulation, and experimentation of diffusional association processes. FADA uses SpacePi-Calculus expressions for the definition of models. Those models comprise two particles, whose reaction behaviour is under investigation. So far,
this behaviour is solely based on the movement functions of the particles, but additional features (e.g.,
interparticle forces, detailed molecule representation, decent reaction criteria) are under development.
We proposed a simple simulation engine relying on the three components collision detection, random
number generator and stepsize control. According to additional model features, the simulator will be
adapted by new components in the future. For the experimentation, FADA distinguishes six steps in
order to conduct a validation experiment. Exemplarily, we described the realization of those steps for
the validation of the association rate of a BD model. The results of this experiment showed that the
simulation engine has an impact on the behaviour of the simulated model and that different simulator
configurations have to be used in order to sort out invalid ones. With new features of the model, the real-
ized steps of the experimentation process have to be adapted. This is especially important, if the model
has to be validated with no reference association rate at hand, which is the case, if the model should be
used to estimate association rates. For both tasks, the validation of DA models as well as the estimation
of reaction rates based on them, FADA can be used.
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