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Abstract

In this work high throughput and low power implementations of two dimensional Discrete Fourier Transform, Discrete Cosine Transform and MPEG Motion Estimation, for battery powered real time applications, using configurable multiprocessors, are proposed and compared in terms of speed, power, area and type of application. The results show the significance of multiprocessing in reducing the computational complexity of the application depending upon the type of application and the speed, area or power constraint.
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Introduction

Real time computational complexity of Motion Estimation (M.E) [1]. Process in MPEG (Moving Picture Experts Group) [1]. Compression standard corresponding to a frame rate of 25 CIF (Common Interchange Format) (352x288) sized frames per second on a sequential processor involve billions of arithmetic operations and millions of memory accesses [1]. Achieving this throughput, for an ordinary sequential processor, is difficult for two main reasons. One is external memory access delay and second is high power consumption [1]. For battery powered applications low power consumption becomes important especially when the application running has real time constraint. Several VLSI architectures for M.E. have been proposed to mitigate the power consumption while achieving the required throughput [1-9]. In MPEG compression standard, after motion estimation the second most computationally complex part is two-dimensional Discrete Cosine Transformation (DCT) and Inverse Discrete Cosine Transformation [1-5,10-16].

Followed by Variable Length Encoding or Arithmetic Encoding [17]. Similar to motion estimation, various low power and high throughput VLSI architectures of two dimensional DCT (2D DCT) algorithms have been proposed [10-16]. Other techniques for achieving the high throughput for M.E. and DCT involve Multiprocessing [2-5,18-19] and Factorization/SIMD (Single Instruction Multiple Data or Data Level Parallelism) [2-5,18-19]. The benefit of multiprocessing as compared to dedicated VLSI architectures comes in terms of flexibility for different applications possibly at a cost of more area, time and power consumption [1]. Other ways for accelerating M.E. process include use of sub sampling M.E. algorithms at a cost of some reduced visual quality [1-9]. Similarly, fast DCT algorithms [20], with reduced operations similar to Fast Fourier Transform (FFT) [21], have been implemented. Similarly Discrete Fourier Transform (DFT) has its applications in the field of signal, image and video processing such as OFDM and M.E. and due to its complexity is considered here as well.

In [22], Multiprocessing of DFT is presented. In [22], Authors have utilized standard platforms and already built hardwares including SIMD architectures and multiprocessors to run the applications while their aim had been to reduce the runtime computational complexity of 1D DFT. In [23], the authors describe...
a shared memory multiprocessing system and multistage interconnection-based multiprocessor systems especially for FFT algorithms. A theoretical analysis for the speeding up in the speed of the FFT algorithm (1D and 2D) is presented. In this work we aim to present configurable multiprocessor system for M.E, 2D DCT and 2D DFT. The novel aspects of this work are as follows. Developing configurable multiprocessor system with and without caches for 2D DFT, 2D DCT and Motion Estimation by extending the scalar RISC processor architecture and proposing efficient use of the multiprocessors for these applications. The structure of the paper is as follows. Section 2 presents a brief overview of mathematical analysis of M.E, D.C.T and D.F.T. Section 3 presents the Multiprocessing of 2D DFT, 2D DCT and M.E. Section 4 presents the Results. Section 5 presents the discussion of the results and finally section 6 presents the conclusions.

**Some Review of Image and Video Processing**

**Motion Estimation**

In block matching M.E., an Nan or 16x16 block (macro block (MB)) of pixels in the current frame is searched in an area (search area) in the reference frame for best matching using a matching criteria known as Sum of Absolute Difference (SAD) metric [1-9].

Mathematically, \[ SAD(m, n, k) = \sum_{r=0}^{M-1} \sum_{j=0}^{N-1} [\text{Curr}(r, j, k) - \text{Ref}(r + m, j + n, k)] \]  
(1)

Whereas, \((m, n)\) is the CMV (Candidate Motion Vector) coordinate in the search area [1], and 'K' is the temporal coordinate. 'Curr' and 'Ref' are current and reference frames respectively. (r, j) are the pixel coordinates relative to the current MB position. The motion vector (MVx, MVy) is the coordinate of CMV with the minimum SAD, i.e.

\[ [\text{MV}_x, \text{MV}_y] = \arg \min SAD(m, n) \]

**Phase Correlation based Motion Estimation** [1]

Let \( g_1 \) and \( g_2 \) be two images of sizes MxN such that \( g_2 \) is replica of \( g_1 \) shifted over \( d = (d_x, d_y) \), then according to the Fourier shift theorem, their two dimensional discrete fourier transforms are related by:

\[ G_1(p, q) = G_2(p, q) e^{-j\frac{2\pi}{MN} (p d_x + q d_y)} \]  
(2)

Where \( G_1 \) and \( G_2 \) are frequency domain values of \( g_1 \) and \( g_2 \). 'D' represents the displacement vector, \((p, q)\) represents the frequencies and 'i' represents complex quantity iota. The expression in eq. (2) evaluates Global Motion Estimation [1]. [16].

**Discrete Cosine Transform** [23]. Is normally used in removing spatial redundancy and can be considered as real part of a typical form of Discrete Fourier Transform (DFT) [24-26]. Mathematically 1D DCT is given by:

\[ X(k) = \sum_{n=0}^{N-1} x(n) \cos \left( \frac{\pi}{2N} (2n+1)k \right) \]  
(3)

Similarly, 2D DCT is given by:

\[ X(p, q) = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} x(m, n) \cos \left( \frac{\pi}{2MN} (2m+1)p \right) \cos \left( \frac{\pi}{2MN} (2n+1)q \right) \]  
(4)

Where 'M' is equal to 'N' in this case. In [14] The 2D DCT is implemented as Transform of Transform using separable property [14], due to reduced computational complexity. Or in other words the 1D DCT is first applied along the rows of the 2D data matrix 'E' and then the 1D DCT is applied along the columns of the resulting matrix.

Mathematically:

\[ X = C \cdot E \cdot C^T \]  
(5)

Where, 'C' is matrix of DCT cosine values and 'CT' is the transpose of the matrix.

**Inverse Discrete Cosine Transform**

2D Inverse Discrete Cosine Transform (IDCT) [26], is used as inverse of 2D DCT for reconstructing image in image or video compression algorithms. 1D IDCT is given by,

\[ x(n) = \sum_{k=0}^{N-1} \frac{1}{N} \left( \frac{\sin \left( \frac{\pi}{N} (2k+1) \right)}{\sin \left( \frac{\pi}{N} (2n+1) \right)} \right) \cdot y(k) \cdot \cos \left( \frac{\pi}{N} (2n+1) \right) \cdot e^{-j\frac{2\pi}{N} (n d_x + k d_y)} \]  
(6)

Similarly 2D IDCT is given by,

\[ X(p, q) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} \frac{1}{MN} \cdot y(m, n) \cdot e^{j\frac{2\pi}{NM} (p d_x + q d_y)} \cdot e^{-j\frac{2\pi}{NM} (p d_x + q d_y)} \]  
(8)

Just as in the case of 2D DCT, 2D DFT can be implemented as Transform of Transform using separable property [27]. i.e.

\[ Y = F \cdot E \cdot F^T \]  
(9)

Where, 'F' is the 2D matrix of complex exponential values and 'E' is the data matrix.

**Relationship between DCT and DFT**

\[ DCT[x(n)] = Real \left( \frac{1}{\sqrt{N}} \cdot F \cdot x \right) \]  
(10)

\[ DFT[x(n)] = \begin{cases} x(n), & 0 \leq n \leq M - 1, 0 \leq k \leq N - 1 \\ Y(k), & 0 \leq k \leq N - 1, 0 \leq n \leq M - 1 \\ x(M - (2n+1)), & 0 \leq n \leq M - 1, 0 \leq k \leq N - 1 \\ y(N - (2k+1)), & 0 \leq k \leq N - 1, 0 \leq n \leq M - 1 \end{cases} \]
Where ‘DCT’ and ‘DFT’ stands for DCT and DFT operators. 'Real' stands for real value of a complex number. From the above relationship [25], DCT and DFT can be derived from each other.

**Parallelization of 2d Dft, 2d Dct And Motion Estimation Using Shared Memory Multiprocessors**

In [28],[22], [29-30], the multiprocessing of 2D DFT is mentioned. In this work we have defined a shared memory multiprocessing strategy. For this purpose the ISA (Instruction Set Architecture) of a 4 stage pipelined RISC (Reduced Instruction Set Computer) processor [31]. is extended for implementing multiprocessor instructions. Similarly multiprocessing compiler and assembler are implemented. ‘MPROC’ and ‘ENDMPROC’ are keywords (or instructions) for enclosing the function which contains loop (for loop) to be unrolled and mapped to the multiprocessors. ‘BARRIER’ command will be used for initializing the multiprocessors. ‘BARRIER’ command is used for multiprocessing synchronization [32].

(Figure 1) shows multiprocessing instructions for the mapping of the 2D DFT algorithm on the multiprocessors. This is block level parallelization in which each processor core executes 2D DFT of a data block (8x8 or larger size). The program in Figure 1 computes 2D DFT of 8x8 blocks of a QCIF image. The 2D DFT is implemented as DFT of DFT using FFT.

The 1D FFT and hence 2D DFT is implemented as in-place algorithm. ‘Function’ is a keyword followed by an optional name of a function ‘main1’ (in this case). ‘Re’ and ‘im’ are declared as arrays of size 64 and of type ‘floating’. Array ‘re1’ is declared as array of size 50688 (two QCIF sized frames) to be mapped on the external memory. Variables ‘m’, ‘n’ contains values which denote size of FFT. ‘dft_h’ is a function not shown here which applies FFT algorithm horizontally on each row of the input 8x8 data block and then stores the result back to the location of data block. Due to this, extra memory usage is reduced. Function ‘transpose’ fetches the 1D FFT data and then stores the result to the onchip memory (arrays ‘re’, ‘im’). The alternative to taking the transpose is to fetch 1D DFT data with a stride (displacement between consecutive memory accesses) equal to the row length of image, then apply FFT and storing the data back to the same locations.

The later way saves the onchip memory. Function ‘dft_h’ applies 1D FFT along the rows of the transposed result. Function ‘transpose1’ takes the transpose of the result to obtain 2D DFT and saves the result back to the external memory. These all function calls are located inside a ‘for’ loop containing loop variable ‘mp’. This denotes to the compiler that all the instructions inside this loop are to be unrolled and mapped to the corresponding cores (in this case total cores are four). The instruction ‘BARRIER’ synchronizes all the cores. The instruction ‘UNROLL’ initiates the multiprocessors. Only main processor (right most processor in Figure 2) executes the ‘UNROLL’ instruction and upon executing it initiates the rest of the processors. On encountering the ‘BARRIER’ instruction, the processor stops executing further instructions. When all the processors have executed the ‘BARRIER’ instruction, the multiprocessing control unit (including AND gate) (Figure 2).Informs the main processor to start executing the next instructions.

The other processors remain stopped until ‘UNROLL’ instruction is encountered by the main processor which initiates the execution of the rest of the processors. The instruction or keyword ‘MPROC’ provides necessary information to all the cores and the instruction ‘ENDMPROC’ terminates the multiprocessing and the instructions following to it will be executed by only the main processor (first of the four processors) until again ‘MPROC’ instruction is encountered. Each of the processors contains a cache along with a simple cache snooping mechanism [33]. For external memory or slave accesses, the highest priority is given to the first or main processor and so on. In a similar way 2D DFT implemented as DFT of DFT using 1D DFT is mapped on multiprocessors. The other way to parallelize the 2D DFT is to parallelize the inner loop of 2D DFT algorithm, i.e. depending upon the number of processor cores allocated, (1, 2, 4 etc.), each processor core will execute FFT of a corresponding data row and will write the result to the external memory.
Similarly during computation of Vertical DFT, each processor core will execute FFT along the column and will write the corresponding 2D DFT result to the external memory. In Table 1 the numbers of processor cores mentioned for this purpose are 1, 2 and 4. 2D DFT algorithm is implemented as DFT of DFT using the separable property and 1D DFT is implemented as 1D FFT (radix 2). In the same way the external and internal loops of the motion estimation process of MPEG compression, i.e. loop of current macro blocks and loop of candidate motion vectors (CMV) can be mapped to the multiprocessors [2-5]. The difference can be in the requirement of processor’s RAM (storing data and variables) and ROM (storing program). In [2-5] External loop of motion estimation process was parallelized, i.e. parallelizing current macroblocks using multiprocessors.

Table 1: Simulation time/Dynamic Instructional Complexity, Dynamic Power and Chip Area. These results are obtained when 2D DFT, using 1D DFT, of 8x8 data blocks (MB) is implemented (mapped) on multiple processor cores with cache.

| Model Description                                      | Simulation time/complexity (ms) | Dynamic power (mW) at 25 MHz | Area (number of Flip Flops and 4 input LUTs) | ROM Size for instructions (bits) | RAM Size for variables (bits) |
|--------------------------------------------------------|---------------------------------|------------------------------|---------------------------------------------|--------------------------------|------------------------------|
| 2D DFT using 1D DFT (on One Proc. Core with direct mapped cache 512x32 bits) | 5.15                            | 33.45                        | 7724                                        | 10                             | 9                            |
| 2D DFT using 1D DFT (two MB parallelization) (on Two Proc. Cores with direct mapped cache 512x32) | 5.15                            | 55.48                        | 19475                                       | 10                             | 9                            |
| 2D DFT using 1D DFT (Four MB par.) (on Four Proc. Cores with direct mapped cache 512x32) | 5.15                            | 105.785                      | 42184                                       | 10                             | 9                            |

Figure 2: A symmetric shared memory multiprocessor system. Each RISC processor has a configurable cache, local memory and instruction memory (i.e. the size of these memories can be varied). Similarly the number of processor cores is configurable. The multiprocessor bus control unit is an arbiter (bus multiplexer with controller) and a controller. It allocates address and data busses to the corresponding processor depending upon the priority. The main processor (the right most processor in (Figure 2). has the highest priority. The priority algorithm utilized is simple, i.e. highest priority for main processor to lowest for last processor core. In multiprocessor mode when an external memory read or writes request is generated by a processor, the multiprocessor bus control unit generates the necessary control signals (ctrl) for the multiplexers (MUX). The left hand ‘MUX’ selects data from the processor cores where’s the right hand ‘MUX’ selects addresses.

When ‘BARRIER’ instruction is executed by the processor cores, the corresponding processor cores generate a ‘Barr’ signal (Figure 2), and stops executing further instructions. When all the processor cores have executed the ‘BARRIER’ instruction, the multiprocessor bus control unit activates the ‘sync’ line and tells the main processor to execute the succeeding instructions. Similarly on execution of the ‘UNROLL’ instruction by the main processor, the multiprocessor bus control unit generates the necessary ‘ctrl2’ signals for the other processor cores which tells the processor cores (other than the main processor) to start executing. There is a cache snooping mechanism [33], for multiprocessors with caches so that caches could be updated on cache write. In order to efficiently utilize the temporal
locality of M.E. algorithm as well as keeping the simplicity of cache, a direct mapped cache of size 512 locations is implemented [34]. The size of 512 is utilized so that a 16x16 sized reference MB and 16x16 sized current MB could be accommodated in the cache. As a result of it memory misses are reduced by 25%.

**Making of A Compiler For Multiprocessing System**

Initially a subset of C language is used to write the programs for 2D DFT, 2D DCT and MPEG Motion Estimation [35]. By subset of C language we mean that the language may not contain all the features of the C language but contains the necessary features. Hence the standard program of MPEG Motion Estimation which is written in C language is some modified according to the subset of C language. Initially a single scalar compiler and assembler is implemented using MATLAB [36]. The compiler takes the program (written in subset of C language) and generates an assembly language program. The assembly language program generated is according to the Instruction Set Architecture of the four stage pipelined RISC processor [31]. The compiler maps all the local variables, arrays and pointers, declared inside a function, to the local data RAM of the processor. Similarly arrays declared with a keyword ‘ext’ before them (Figure 1) are mapped to the external memory.

The register file of the processor is used to store the intermediate values of the variables while evaluating an instruction, e.g. an instruction of type \(a = b \cdot c + d \cdot e + f\). In order to compute this scalar compiler is extended to include multiprocessor instructions, i.e. ‘MPROC’, ‘ENDMPROC’, ‘UNROLL’ and ‘BARRIER’. When a function is enclosed by ‘MPROC’ and ‘ENDMPROC’, the compiler inserts these instructions at the beginning and end (or at second last instruction position) of the function which provides the processor with the necessary addressing information and tells the compiler that this function will be run on all the processor cores. Similarly ‘UNROLL’ instruction which is only inserted in the code of main processor tells, upon execution by the main processor, that all the processor cores should start execution.

Similarly ‘BARRIER’ instruction, which is executed by all the processor cores for the purpose of synchronization, is inserted in the code of the processor cores. Similarly ‘ENDMPROC’ instruction tells about the end of the multiprocessing, i.e. only main processor will be executing instructions, until again ‘MPROC’ or ‘UNROLL’ is encountered. When the ‘for’ loop containing the ‘mp’ loop variable is encountered by the multiprocessing compiler, the compiler unrolls all the code which lies within the braces ‘{ }’ of this ‘for’ loop and generates assembly code for each processor core accordingly. The multiprocessing compiler generates number of assembly language programs equal to the number of processor cores. Similarly, the multiprocessing assembler, which is obtained by modifying the scalar assembler, generates binary code in the form of ROM file to be attached with each processor core.

The ‘main’ function in the program is the only program which is run by only the main processor core. Initially only the main processor runs. Upon encountering the ‘UNROLL’ instruction the multiprocessing starts. The above mentioned multiprocessing based system is implemented on Xilinx Spartan 3 FPGA XC3S2000 [34], using VHDL. The synthesis options in Xilinx synthesis tools are adjusted such that the logic designs/architectures are mapped to the LUTs and registers and no other onchip resource of FPGA is utilized. This leads to better area comparison. In order to determine the runtime computational complexity of the serial 2D DFT (using 1D DFT/FFT), 2D DCT and motion estimation algorithm as well as their computational complexity when they are mapped on the Multiprocessor architecture, C language [35], like compilers with multiprocessor instructions are implemented. Similarly corresponding simulators have been implemented.

(Table 1-9) Shows results of Simulation time/ Dynamic Instructional Complexity, Dynamic Power and Chip Area. These results correspond to the mapping of different loops (‘for’ loops here) of 2D DFT, 2D DCT and M.E. on multiprocessor cores. Table 1 shows results of Simulation time/Dynamic Instructional Complexity, Dynamic Power and Chip Area. By simulation time is meant the time taken to complete a task or process. These results are obtained when 2D DFT, using 1D DFT, of 8x8 data blocks (MB) is implemented (mapped) on multiple processor cores with cache, i.e. 2D DFT of multiple data blocks is mapped on multiple processor cores. Similarly (Table 2), shows these results obtained when multiple rows of 8x8 2D DCT, using 1D FFT, is implemented on multiple processor cores without cache. Table 3 shows these results obtained when 2D DFT, using 1D FFT, of 8x8 data blocks (MB) is implemented on multiple processor cores without cache.

**Table 2:** Results: Simulation time/ Dynamic Instructional Complexity, Dynamic Power and Chip Area. These results are obtained when multiple rows of 8x8 2D DFT, using 1D FFT, is implemented on multiple processor cores without cache.

| | Simulation time (ms) | Dynamic power (mW) at 25 MHz | Area (number of Flip Flops and 4 input LUTs) | ROM Size for instructions (bits) | RAM Size for variables (bits) |
|---|---|---|---|---|---|
| 2D DFT using 1D FFT (in-place algorithm) (on One Processor Core without cache) | 2.307 | 28.62 | 4579 | 10 | 8 |
| 2D DFT using 1D FFT (multiple data rows) (on Two Proc. Cores w/o cache) | 1.21 | 38.66 | 8466 | 10 | 6 |
| 2D DFT using 1D FFT (multiple data rows) (on Four Proc. Cores w/o cache) | .65 | 46.11 | 16947 | 10 | 6 |
Table 3: Results: Simulation time/ Dynamic Instructional Complexity, Dynamic Power and Chip Area. These results are obtained when 2D DFT, using 1D FFT, of 8x8 data blocks (MB) is implemented on multiple processor cores without cache.

|                  | Simulation time/complexity (ms) | Dynamic power (mW) at 25 MHz | Area (number of Flip Flops and 4 input LUTs) | ROM Size for instructions (bits) | RAM Size for variables (bits) |
|------------------|---------------------------------|-------------------------------|---------------------------------------------|---------------------------------|-----------------------------|
| 2D DFT using 1D FFT (in-place algorithm) (on One Processor Core without cache) | 2.307                          | 28.62                         | 4579                                        | 10                             | 8                           |
| 2D DFT using 1D FFT (two MB par.) (on Two Proc. Cores w/o cache) | 2.32                           | 44.95                         | 9781                                        | 10                             | 8                           |
| 2D DFT using 1D FFT (four MB par.) (on Four Proc. Cores w/o cache) | 2.32                           | 70.3                          | 19345                                       | 10                             | 8                           |

Table 4: Results: Simulation time/ Dynamic Instructional Complexity, Dynamic Power and Chip Area. These results are obtained when 2D DFT, using 1D FFT, of 8x8 data blocks (MB) is implemented on multiple processor cores with cache.

|                  | Simulation time/complexity (ms) | Dynamic power (mW) at 25 MHz | Area (number of Flip Flops and 4 input LUTs) | ROM Size for instructions (bits) | RAM Size for variables (bits) |
|------------------|---------------------------------|-------------------------------|---------------------------------------------|---------------------------------|-----------------------------|
| 2D DFT using 1D FFT (in-place algorithm) (on One Processor Core with direct mapped cache 512x32) | 2.307                          | 30.89                         | 7211                                        | 10                             | 8                           |
| 2D DFT using 1D FFT (two MB par.) (on Two Proc. Cores with direct mapped cache 512x32) | 2.32                           | 55.24                         | 14590                                       | 10                             | 8                           |
| 2D DFT using 1D FFT (four MB par.) (on Four Proc. Cores with direct mapped cache 512x32) | 2.32                           | 98.28                         | 31603                                       | 10                             | 8                           |

Table 5: Results: Simulation time/ Dynamic Instructional Complexity, Dynamic Power and Chip Area. These results are obtained when 2D DCT, using 1D DCT, of 8x8 data blocks (MB) is implemented on multiple processor cores with cache.

|                  | Simulation time/complexity (ms) | Dynamic power (mW) at 25 MHz | Area (number of Flip Flops and 4 input LUTs) | ROM Size for instructions (bits) | RAM Size for variables (bits) |
|------------------|---------------------------------|-------------------------------|---------------------------------------------|---------------------------------|-----------------------------|
| 2D DCT using 1D DCT (on One Processor Core with direct mapped cache 512x32) | 2.56                           | 33.45                         | 7724                                        | 10                             | 9                           |
| 2D DCT using 1D DCT (two MB parallelisation) (on Two Proc. Cores with direct mapped cache 512x32) | 2.52                           | 55.48                         | 19475                                       | 10                             | 9                           |
| 2D DCT using 1D DCT (Four MB par.) (on Four Proc. Cores with direct mapped cache 512x32) | 2.52                           | 105.785                       | 42184                                       | 10                             | 9                           |

Table 6: Results: Simulation time/ Dynamic Instructional Complexity, Dynamic Power and Chip Area. These results are obtained when multiple rows of 8x8 2D DCT, using 1D FFT, is implemented on multiple processor cores without cache.

|                  | Simulation time/complexity (ms) | Dynamic power (mW) at 25 MHz | Area (number of Flip Flops and 4 input LUTs) | ROM Size for instructions (bits) | RAM Size for variables (bits) |
|------------------|---------------------------------|-------------------------------|---------------------------------------------|---------------------------------|-----------------------------|
| 2D DCT using 1D FFT (in-place algorithm) (on One Processor Core w/o cache) | 2.307                          | 28.62                         | 4579                                        | 10                             | 8                           |
| 2D DCT using 1D FFT (multiple data rows) (on Two Proc. Cores w/o cache) | 1.21                           | 38.66                         | 8466                                        | 10                             | 6                           |
| 2D DCT using 1D FFT (multiple data rows) (on Four Proc. Cores w/o cache) | .65                            | 46.11                         | 16947                                       | 10                             | 6                           |

(Table 4) Shows these results obtained when 2D DFT, using 1D FFT, of 8x8 data blocks (MB) is implemented on multiple processor cores without cache. (Table 5) Shows these results obtained when 2D DCT, using 1D DCT, of 8x8 data blocks (MB) is implemented (mapped) on multiple processor cores with cache. (Table 6) shows these results obtained when multiple rows of 8x8 2D DCT, using 1D FFT, is implemented on multiple processor cores without cache. (Table 7) Shows these results obtained when 2D DCT, using 1D FFT, of 8x8 data blocks (MB) is implemented on multiple processor cores without cache. Table 8 shows these results obtained when 2D DCT, using 1D FFT, of 8x8 data blocks (MB) is implemented on multiple processor cores with cache. Table 9 shows these results obtained when external loop of M.E. is implemented (mapped) on multiple processor cores with cache.
Table 7: Results: Simulation time/ Dynamic Instructional Complexity, Dynamic Power and Chip Area. These results are obtained when 2D DCT, using 1D FFT, of 8x8 data blocks (MB) is implemented on multiple processor cores without cache.

|                              | Simulation time/complexity (ms) | Dynamic power (mW) at 25 MHz | Area (number of Flip Flops and 4 input LUTs) | ROM Size for instructions (bits) | RAM Size for variables (bits) |
|------------------------------|---------------------------------|-----------------------------|---------------------------------------------|---------------------------------|-----------------------------|
| 2D DCT using 1D FFT (in-place algorithm) (on One Processor Core w/o cache) | 2.307                           | 28.62                       | 4579                                        | 10                              | 8                           |
| 2D DCT using 1D FFT (two MB par.) (on Two Proc. Cores w/o cache) | 2.32                            | 44.95                       | 9781                                        | 10                              | 8                           |
| 2D DCT using 1D FFT (four MB par.) (on Four Proc. Cores w/o cache) | 2.32                            | 70.3                        | 19345                                       | 10                              | 8                           |

Table 8: Results: Simulation time/ Dynamic Instructional Complexity, Dynamic Power and Chip Area. These results are obtained when 2D DCT, using 1D FFT, of 8x8 data blocks (MB) is implemented on multiple processor cores with cache.

|                              | Simulation time/complexity (ms) | Dynamic power (mW) at 25 MHz | Area (number of Flip Flops and 4 input LUTs) | ROM Size for instructions (bits) | RAM Size for variables (bits) |
|------------------------------|---------------------------------|-----------------------------|---------------------------------------------|---------------------------------|-----------------------------|
| 2D DCT using 1D FFT (in-place algorithm) (on One Processor Core with direct mapped cache 512x32) | 2.307                           | 30.89                       | 7211                                        | 10                              | 8                           |
| 2D DCT using 1D FFT (two MB par.) (on Two Proc. Cores with direct mapped cache 512x32) | 2.32                            | 55.24                       | 14590                                       | 10                              | 8                           |
| 2D DCT using 1D FFT (four MB par.) (on Four Proc. Cores with direct mapped cache 512x32) | 2.32                            | 98.28                       | 31603                                       | 10                              | 8                           |

Table 9: Results: Simulation time/ Dynamic Instructional Complexity, Dynamic Power and Chip Area. These results are obtained when M.E. is implemented on multiple processor cores with cache.

|                              | Simulation time/complexity (ms) | Dynamic power (mW) at 25 MHz | Area (number of Flip Flops and 4 input LUTs) | ROM Size for instructions (bits) | RAM Size for variables (bits) |
|------------------------------|---------------------------------|-----------------------------|---------------------------------------------|---------------------------------|-----------------------------|
| M.E. (on One Processor Core with direct mapped cache 512x32) | 5140                            | 17.39                       | 7211                                        | 10                              | 8                           |
| M.E. (two MB par.) (on Two Proc. Cores with direct mapped cache 512x32) | 2476                            | 42.15                       | 14590                                       | 10                              | 8                           |
| M.E. (four MB par.) (on Four Proc. Cores with direct mapped cache 512x32) | 1112                            | 84.11                       | 31603                                       | 10                              | 8                           |

In (Tables 1-9) the area of design is mentioned as total number of slice Flip Flop registers and 4 input LUTs. The computational complexity here is mentioned in terms of time taken to complete a task (e.g. 2D DCT or M.E) instead of MIPS (Million Instructions per Second) as there are few instructions in the ISA which require more than one clock cycle e.g. branch instructions when they are taken. The maximum achievable frequency of the designs, in FPGA, is up to 45 MHz. Although efficient pipelining techniques can be utilized, while maintaining the efficiency of pipelined processor, to increase the frequency of operation. Dynamic power consumption at a frequency of 25MHz is mentioned. Since all the designs are implemented targeting the same FPGA hence all designs have same static power consumption which equals 184.5 mW. Static power here is the device and design’s static (quiescent) power consumption. The dynamic and static power consumption are measured using ‘power’ utility of Xilinx synthesis tools.

Dynamic power here consists of power (switching power) due to clock, Inputs, Outputs, Logic and Signals (interconnects) [34]. The core supply voltage has value of 1.2V, whereas voltage supply for input/output blocks has value of 2.5 V. In addition, RAM and ROM sizes required by the processor in each case of processor coprocessor combination are mentioned. The results in Tables 1-9 are obtained with processor cores with and without caches as mentioned. For simple and efficient cache system, direct mapped cache with size 512x32 bits is utilized with each processor. In the same way external and internal loops of motion estimation algorithm are mapped to these processor cores. The number of processor cores is then increased to meet the real time constraint for M.E. (e.g. 25 QCIF frames per sec.) Figure 3 shows the complexity or simulation time results from (Table 1). It shows the variation of simulation time with the number of processor cores. Figure 4 shows dynamic power consumption variation with processor cores.
results from (Table 1) and (Figure 5) shows processor core area variation with the number of processor cores results from (Table 1).

Figure 3: Variation of simulation time with processor cores.

Figure 4: Variation of dynamic power with processor core.

Figure 5: Variation of core area with processor cores.

Discussion

(Tables 1-9) shows reduction in the computational complexity of 2D DFT, 2D DCT and M.E. running on a single processor core by using multiple processor cores. Also the use of FFT algorithm further reduces the computational complexity of multiprocessing approach. The same conclusion is drawn from the multiprocessing of 2D DCT. Figure 3 also shows reduction in complexity of 2D DFT, using 1D DFT, due to multiple cores with cache. E.g. the complexity reduces by almost a factor of four when the data blocks are allocated to the four processor cores. Similarly dynamic power consumption and area utilized by the processor cores is mentioned in Tables 1-9 and Figure 4 shows increase in dynamic power consumption with the increase in processor cores results from (Table 1) and (Figure 5). Shows increase in area with the increase in processor cores. Through a simple analysis it was concluded that use of a direct mapped cache, of size 512x32b, with the single processor core, in case of M.E. process, reduces the memory miss rate by 25%. This in turn reduces the output dynamic power consumption [34].

On the other hand use of cache also increases area which in turn increases dynamic power consumption due to clock, logic, input and signals [34]. As is mentioned in (Table 4). (For example), the overall dynamic power consumption rises with the use of cache. Other benefits of the use of cache in shared memory multiprocessing system is the improvement in processing speed as there may be less contention for the external data access. In the implementation of 2D DFT/ 2D DCT, two kind of parallelization’s are utilized, i.e. one in which a loop which applies 1D DFT/FFT on the rows of data block is parallelized or unrolled and mapped to multiprocessors. The result of this parallelization is shown in Tables 2 & 6. In this parallelization, the onchip memory (local memory of processor) utilized is, in addition to other variables, equal to the length of one data row for real values and one data row for imaginary values. Initially after reading one row data from external memory into the onchip memory the 1D DFT/FFT is applied and result is written back to external memory. Similarly 1D DFT/FFT is then applied along the columns of the result of 1D DFT (which is stored in external memory) so as to compute 2D DFT and the result is written back to external memory. The result of this parallelization is shown in Tables 2-6. The second way of parallelization involves parallelizing the loop which applies the whole 2D DFT on the different data blocks (or macroblocks (MB)). In this parallelization an onchip memory (local memory of processor) equal to the length of a datablock is utilized, one memory block for real values and one memory block for imaginary values as shown in (Figure 1). Due to more onchip memory utilized the area and power consumption results of this parallelization are greater than the previous above mentioned parallelization while having almost the same throughput (speed). It is evident (e.g. from (Tables 2 & 3), from the comparison of multiprocessing or allocating different data rows to different processors (Table 2), versus different data blocks to different processors (Table 3), that the former parallelization is more efficient in terms of area and power at almost the same throughput.

One reason for this conclusion is the possible reduction in the RAM (local data memory of processor) and ROM size of the processor core due to the use of reduced instruction and data space. Results from Tables 1-9 also show that for the same throughput, multiprocessing approach is more power efficient for 2D DFT and 2D DCT than the single processor at the cost of more area. Similar conclusions are derived for 2D DCT and M.E. from Tables 1-9. For processor-based implementation, the real time requirement (12 to 25 QCIF frames per sec.) of both applications i.e. 2D DCT and M.E. (in MPEG compression) running on a sequential processor requires
time of \(5140\times 12 + 4\times 2.3\times 9\times 12 = 72610\) ms. Using multiprocessors this leads to approximately 70 to 80 processor cores with caches which have throughput of 151 ms (for one QCIF frame) at 25 MHz, area of 504770 and power consumption of 1267 mW. Although in terms of product of speed, area and power (Tables 1-9).

The most optimized architecture is the single processor core (i.e. having least value of the product) however there are instances when clock speed (e.g. in FPGA) cannot be further improved or increased for higher throughput. In such instances parallelization using multiprocessors become significant. If this design of multiprocessors is carried out using efficient CMOS cells, pseudo-NMOS transistors, pass transistors or efficient sequential registers based on these cells [37] it can lead to less dynamic and static power consumption and area consumed. The overall conclusion is that use of multiprocessing reduces dynamic computational complexity and possibly power consumption at a cost of more area e.g. running multiple programs on the multiprocessor cores. This leads to reduction in power consumption at the same throughput.

When there are multiple applications which run one after another, e.g. in MPEG compression, first stage is preprocessing, then Motion estimation, then DCT followed by Variable Length Encoding or Arithmetic Encoding and IDCT in motion compensation stage etc., multiprocessing system is beneficial in utilizing its reconfigurability and reducing the computational complexity and/or power consumption. Shared memory multiprocessing can suffer from a limitation in performance due to resource contention which arises when large numbers of multiprocessors are involved [1-9], as is evident from the results that the linearity in complexity reduction due to multiprocessors decreases with increase in number of processor cores. It is also important to mention that the above mentioned Multiprocessing system is equally applicable to Inverse DCT and Inverse DFT so as to form an overall real time video or image processing application.

**Conclusion**

In this work Shared Memory Multiprocessing is considered for implementing high throughput 2D DFT, 2D DCT and Motion Estimation. In [29], the authors describe a shared memory multiprocessing system and multistage interconnection based multiprocessor systems especially for FFT algorithms. A theoretical analysis for the speedup in the speed of the FFT algorithm (1D and 2D) is presented. In this work implementation of multiprocessing system is presented. Multiprocessing approaches also appears beneficial in terms of power as compared to single processor at the same throughput at a cost of more area e.g. running multiple processors at low frequency is power efficient, in case of 2D DFT and 2D DCT, as compared to single processor at higher frequency. We have also shown that different ways of parallelization or mapping can have different results of area, power and throughput. The overall conclusion is that use of multiprocessing reduces dynamic computational complexity and possibly power consumption at a cost of more area.

The area can be further reduced by mapping reduced portions of programs on the multiprocessor cores. This leads to reduction in power consumption at the same throughput. There are instances when clock speed (e.g. in FPGA) cannot be further improved or increased for higher throughput. In such instances parallelization using multiprocessors become significant. If this design of multiprocessors is carried out using efficient CMOS cells, pseudo-NMOS transistors, pass transistors or efficient sequential registers based on these cells, it can lead to less dynamic and static power consumption and area consumed.

With increase in number of processor cores the contention due to external memory or shared memory access also increases which can lead to increase in processing time. However this increased processing time can be reduced by using caches if there exists correlation (spatial or temporal) among the data, e.g. in motion estimation. The number of processor cores can be chosen depending upon the constraints of speed, power and area and the type of application. In the future work we shall investigate the effect of Instruction level parallelism and Network on Chip approach in addition to the above mentioned approaches.

**References**

1. Kung P (2003) Algorithms, Complexity analysis and VLSI architectures for MPEG4 motion estimation. Kluwer Academic Publishers, Netherland, Europe.
2. Chouliaras VA, Dwyer VM, Agha S (2005) On the performance improvement of subsampling MPEG-2 Motion Estimation Algorithms with vector/SIMD architectures, in Proceedings of ACIVS 2005, Antwerp, Belgium pp. 595-602.
3. Chouliaras VA, Agha S, Jacobs TR, Dwyer VM (2006) Quantifying the benefit of thread and data parallelism for fast motion estimation in MPEG-2, IEE Electronic Letters 42(13): 747-748.
4. Chouliaras VA, Nunez Yanez JL, Agha S, Silicon Implementation of a Parametric Vector Datapath for real-time MPEG2 encoding, in Proc. IASTED (SIP), Honolulu, Hawaii, USA, pp. 298-303.
5. Chouliaras VA, Dwyer VM, Agha S, Nunez Yanza JL, Reisis D, et al. (2008) Customization of an embedded RISC CPU with SIMD extensions for video encoding. A case study, Integration, the VLSI Journal. 41: 135-152.
6. Hisham C, Komal K, Amit Mishin K (2009) Low Power and Less Area Architecture for Integer Motion Estimation. International Journal of Electronics Circuits and Systems 3: 11-17.
7. Dwyer VM, Agha S, Chouliaras V (2005) Low power full search block matching using reduced bit sad values for early termination. in Proceedings of Mirage 2005 Conference, Versailles, France, pp. 191-196.
8. Dwyer VM, Agha S, Chouliaras VA (2005) Reduced-Bit, Full Search Block-Matching Algorithms and their Hardware Realizations, in Proceedings of ACIVS 2005 Conference, Belgium, pp. 372-380.
9. Agha S, Dwyer VM, Chouliaras V (2005) Motion Estimation with Low Resolution Distortion Metric, IEE Elec. Letters 41: 693 - 694.
10. Vijaya Prakash AM, Gurumurthy KS (2010) A Novel VLSI Architecture for Image Compression Model Using Low power Discrete Cosine Transform, World Academy of Science, Engineering and Technology 4: 354-361.
12. Pradeepthi T, Addanki Purna Ramesh (2011) Pipelined Architecture of 2D DCT, Quantization, and Zigzag processor for JPEG Image Compression using VHDL. International Journal of VLSI Design and Communication Systems (VLSICS) 2(3): 99-110.

13. Masahiro Iwahashi, Masahiro Ohnishi (2004) Analytical Evaluation of Integer DCT, in International Symposium on Communications and Information Technologies 2004 (ISCIIT 2004), Vol. 2, Sapporo, Japan, 1065-1068.

14. Qihui Zhang (2009) A low area pipelined 2-D DCT architecture for JPEG encoder, in 52nd IEEE International Midwest Symposium on Circuits and Systems, MWSCAS ’09, Cancun, Mexico, pp. 747- 750.

15. Kiyukhin G (2001) Implementation of 2D-DCT on XC4000 series FPGA using DFT-based DSFG and DA architectures, in Proceedings of International Conference on Image Processing 2001, Thessaloniki 3: 302-305.

16. MPEG Compression Standard.

17. Mark Nelson, Jean loup Gailly (1995) The Data Compression Book. M&T Books, New York, USA.

18. Chouliaras VA, Nunez JL, Muhaney DJ, Rovati E, Alfonsio D (2005) A Multi-standard Video coding accelerator based on vector architecture, IEEE Transactions on Consumer Electronics 51(1): 160-167.

19. Chouliaras VA, Jacobs TR, Nunez Yanez JL, Manolopoulos K, Nakos K (2007) Thread parallel MPEG-2 and MPEG-4 encoders for shared memory multiprocessors. International Journal of Computers and Applications 29: 353-361.

20. Keshab K (2008) Parbi VLSI Digital Signal Processing System, Design and Implementation. John Wiley & Sons India.

21. Uzun IS, Amina A, Bouridane A (2003) FPGA implementations of fast Fourier transforms for real-time signal and image processing, in Proceedings of IEEE International Conference on Field-Programmable Technology (FPT), Tokyo, Japan pp. 102-109.

22. Barhen J, Kotac C, Humble T, Mitra P, Imam N, et al. (2010) High performance FFT on multicores processors. in Proceedings of the Fifth International Conference on Cognitive Radio Oriented Wireless Networks & Communications (CROWNCOM), Cannes p. 1-6.

23. Rao KR, Ping Yip (1990) Discrete Cosine Transform, algorithms, advantages, applications. Academic Press Limited, London, UK.

24. Steven W. Smith (2003) The Scientist and Engineer's Guide to Digital Signal Processing. California Technical Publishing, California, USA.

25. Heideman MT (1992) Computation of an odd-length DCT from a real-valued DFT of the same length, IEEE Transactions on Signal Processing 40: 54-61.

26. Diab C (2004) A new IDCT-DFT relationship reducing the IDCT computational cost. IEEE Transactions on Signal Processing 50(7): 1681-1684.

27. Tinku Acharya, Ajoy Ray K (2005) Image Processing: Principles and Applications. John Wiley and Sons, New Jersey, USA.

28. Mark McKeown (2010) FFT Implementation on the TMS320VC5505, TMS320C5505, and TMS320C5515 DSPs, Application Report, SPRABB68, Texas Instruments.

29. Bhuyan, LN, Agarval, DP (1983) Performance Analysis of FFT Algorithms on Multiprocessor Systems. IEEE Transactions on Software Engineering SE-9(4): 512- 521.

30. Franz Franchetti, Markus Püschel, Yevgen Voronenko, Srinivas Chellappa, and Moura José MF, (2009) Discrete Fourier Transform on Multicore, A review of optimizations necessary for good multicore performance. IEEE Signal Processing Magazine 26(6): 90-102.

31. Morris Mano M (2008) Computer System Architecture. Dorling Kindersley, India.

32. Parallel Programming.

33. Kai Hwang (2001) Advanced Computer Architecture, Parallelism, Scalability, Programmability. Tata McGraw-Hill, New Delhi, India.

34. Xilinx Synthesis Tools.

35. Allen I, Holub (1990) Compiler design in C. Prentice Hall, University of Michigan.

36. MATLAB

37. Jan M (2003) Rabaey, Anantha Chandrakasan, Boroje Nikolic, Digital Integrated Circuits. Pearson Education, Pennsylvania State University, USA.

Submission Link: https://biomedres.us/submit-manuscript.php

Assets of Publishing with us

- Global archiving of articles
- Immediate, unrestricted online access
- Rigorous Peer Review Process
- Authors Retain Copyrights
- Unique DOI for all articles

https://biomedres.us/