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Hitika Tiwari and Satyajit Thakor
School of Computing and Electrical Engineering
Indian Institute of Technology Mandi, Himachal Pradesh, India
email: T17144@students.iitmandi.ac.in, satyajit@iitmandi.ac.in

Abstract—The entropy region is a fundamental object in information theory. An outer bound for the entropy region is defined by a minimal set of Shannon-type inequalities called elemental inequalities also referred to as the Shannon region. This paper focuses on characterization of the entropic points at the boundary of the Shannon region for three random variables. The proper faces of the Shannon region form its boundary. We give new outer bounds for the entropy region in certain faces and show by explicit construction of distributions that the existing inner bounds for the entropy region in certain faces are not tight.

I. INTRODUCTION

A vector (or a point) $h = [h_{\beta} : \emptyset \neq \beta \subseteq [n]]^\top$, where $[n] = \{1, 2, \ldots, n\}$, in $\mathbb{R}^{2^n-1}$ is said to be entropic if there exists a collection of $n$ discrete random variables $\{Y_1, \ldots, Y_n\}$ over finite support sets such that $h_\beta$ is equal to the entropy function $H(Y_\beta)$ for all $\emptyset \neq \beta \subseteq [n]$ where $Y_\beta \triangleq \{Y_i : i \in \beta\}$.

In this context, the Euclidean space $\mathbb{R}^{2^n-1}$ is referred to as the entropy space. The entropy region is denoted by $\Gamma_n^*$ and defined as [1]

$$\Gamma_n^* \triangleq \{h : h \text{ is entropic}\}. \quad (1)$$

Any Shannon information measures can be represented as a sum of the following two elemental forms [1].

$$H(Y_\beta) \mid Y_\beta = 1 \quad (2)$$

$$I(Y_i \mid Y_j) \mid i \neq j \quad \text{and} \quad \beta \subseteq \{i, j\} \quad (3)$$

Non-negativity of elemental forms are called elemental inequalities. These inequalities imply all Shannon-type inequalities [1]. The Shannon region is defined as

$$\Gamma_n \triangleq \{h : h \text{ satisfies elemental inequalities}\}. \quad (4)$$

Any entropic $h$ must satisfy Shannon-type inequalities and hence $\Gamma_n^* \subseteq \Gamma_n$. The regions $\Gamma_n$ and $T_n$ (the closure of $\Gamma_n^*$, also referred to as the almost entropic region) are cones [1], [2]. In particular, $\Gamma_n$ is a pointed polyhedral cone whereas $T_n$ is a pointed convex cone (not polyhedral in general). The entropy region $\Gamma_n^*$ is a non-convex set in general. For the cases of $n = 1, 2$ the entropy region and Shannon bound are the same. For $n = 3, \Gamma_3^* \subseteq \Gamma_3$ but the closure of $\Gamma_3^*$, denoted $T_3$, is the same as $\Gamma_3$, i.e.,

$$T_3 = \Gamma_3. \quad (5)$$

Thus, the Shannon region for three random variables is an almost entropic cone and there exist non-entropic points at the boundary of the Shannon region [3]. The boundary can be viewed as the set of points in the proper faces of the cone. In this paper, we focus on characterization of the entropy regions in the faces of the Shannon bound for three random variables.

In Section II, faces of $\Gamma_3$ containing non-entropic points and known results on characterization are discussed. In Section III, we present outer bounds (converse-type results) on the entropy region for seven faces of $\Gamma_3$. We also show that existing inner bounds for two faces are loose via explicit construction of distributions corresponding to entropic points in the faces. The approach used can be applied to investigate tightness of known inner bounds for constrained entropy regions or to obtain distributions corresponding to entropic points in a constrained entropy region. Finally, conclusion is presented in Section IV.

II. PRELIMINARIES

For 3 random variables, let a vector $h$ in the entropy space be denoted

$${h = \left[h_1, h_2, h_{12}, h_{13}, h_{23}, h_{123}\right]^\top.}$$

Replacing an inequality of an elemental form with equality and then taking its intersection with $\Gamma_3$, we obtain a $2^n - 2 = 6$ dimensional face called a facet. A lower dimensional face is a subset of some facet. Alternatively, any non-empty face of dimension greater than 1 is formed by the convex combination of a set of 1-dimensional faces of the polyhedral cone called extreme rays (see [4] for more details on the faces of $\Gamma_3$ and their dimension). There are 8 extreme rays of the Shannon region for 3 random variables ($\mathbb{R}_+$ denotes the set of non-negative real numbers):

$$R_1 = \{r_1[1, 0, 0, 1, 0, 1, 0, 1] \mid r_1 \in \mathbb{R}_+\} \quad (6)$$
$$R_2 = \{r_2[0, 1, 0, 0, 1, 0, 1, 1] \mid r_1 \in \mathbb{R}_+\} \quad (7)$$
$$R_3 = \{r_3[0, 0, 0, 0, 1, 0, 1, 1] \mid r_2 \in \mathbb{R}_+\} \quad (8)$$
$$R_{12} = \{r_{12}[1, 1, 0, 1, 1, 1, 1] \mid r_2 \in \mathbb{R}_+\} \quad (9)$$
$$R_{13} = \{r_{13}[1, 0, 1, 1, 1, 1, 1] \mid r_3 \in \mathbb{R}_+\} \quad (10)$$
$$R_{23} = \{r_{23}[0, 1, 1, 1, 1, 1, 1] \mid r_3 \in \mathbb{R}_+\} \quad (11)$$
$$R_{123} = \{r_{123}[1, 1, 1, 1, 1, 1, 1] \mid r_{123} \in \mathbb{R}_+\} \quad (12)$$
$$R_{123'} = \{r_{123'}[1, 1, 1, 2, 2, 2, 2] \mid r_{123'} \in \mathbb{R}_+\} \quad (13)$$

1For simplicity, the set $\beta$ in the subscript is represented without braces and by juxtaposition of its elements, e.g., for $\beta = \{i, j\}$, $h_\beta$ is denoted by $h_{ij}$. 
The random variables associated with the entropy vectors in the above extreme rays have the following relation:

- \( R_i = \{ h : Y_j \text{ and } Y_k \text{ are constants (degenerates)}, i \in \{1, 2, 3\} \} \)
- \( R_{ij} = \{ h : Y_i \text{ and } Y_j \text{ are the same and } Y_k \text{ is a constant}\}, \{i, j\} \subset \{1, 2, 3\} \)
- \( R_{123} = \{ h : Y_1, Y_2 \text{ and } Y_3 \text{ are the same}\} \)
- \( R_{123} = \{ h : Y_1, Y_2 \text{ and } Y_3 \text{ are pairwise independent and each is a function of the remaining two}\} \)

The extreme rays \( R_1, R_2, R_3, R_{12}, R_{13}, R_{23} \) and \( R_{123} \) are plenarily entropic but \( R_{123} \) has non-entropic points. The complete characterization of the entropic points in \( R_{123} \) is as follows.

**Theorem 1 (Zhang and Yeung [3]):** \( h \in R_{123} \) is entropic iff

\[
r_{123} = \log m, m \in \mathbb{N}.
\]

The set of all faces of \( \Gamma_3 \) containing non-entropic points are formed by convex combinations (i.e., convex hull), denoted \( \text{conv}(\cdot) \), of \( R_{123} \) with certain subsets of seven other plenarily entropic extreme rays. Here is a list of such faces (and all the remaining such faces can be obtained by permutation, see [4] for details):

- 1-dimensional face: \( R_{123} \).
- 2-dimensional faces: \( \text{conv}(R_1, R_{123}) \) and \( \text{conv}(R_{12}, R_{123}) \).
- 3-dimensional faces: \( \text{conv}(R_1, R_2, R_{123}) \), \( \text{conv}(R_1, R_2, R_{123}) \), \( \text{conv}(R_1, R_2, R_{123}) \) and \( \text{conv}(R_1, R_2, R_{123}) \).
- 4-dimensional faces: \( \text{conv}(R_1, R_2, R_3, R_{123}) \), \( \text{conv}(R_1, R_2, R_{123}) \), \( \text{conv}(R_1, R_2, R_{123}) \) and \( \text{conv}(R_1, R_2, R_{123}) \).
- 5-dimensional faces: \( \text{conv}(R_1, R_2, R_3, R_{123}) \), \( \text{conv}(R_1, R_2, R_{123}) \), \( \text{conv}(R_1, R_2, R_{123}) \) and \( \text{conv}(R_1, R_2, R_{123}) \).
- 6-dimensional faces: \( \text{conv}(R_1, R_2, R_3, R_{123}) \) and \( \text{conv}(R_1, R_2, R_{123}) \).

The complete characterization of the entropic points in 2-dimensional faces is known and is stated in Theorems 2 and 3.

**Theorem 2 (Matúš [5]):** \( h \in \text{conv}(R_{23}, R_{123}) \) is entropic iff

\[
r_{123} + r_{23} \geq \log[k^{r_{123}}]
\]

where the base of logarithms used in defining the entropy function is \( k \).

**Theorem 3 (Chen and Yeung [4]):** \( h \in \text{conv}(R_1, R_{123}) \) is entropic iff \( r_{123} = \log m, m \in \mathbb{N} \) (in other words, random variables \( Y_a, a = 2, 3 \) follow the uniform distribution with support size \( m \), where \( m \in \mathbb{N} \)).

The following property of the entropy vectors is instrumental to formulate inner bounds in the next section.

**Proposition 1 (Yeung [2]):** If \( h \) and \( h' \) are in \( \Gamma_n \), then \( h + h' \) is also in \( \Gamma_n \).

Only inner and outer bounds for the entropic regions are known for some faces of dimension 3 and 4 containing non-entropic points. But complete characterization is still unknown. Inner bounds on all the faces containing non-entropic points can be obtained by Proposition 1 and inner bounds on lower dimensional surfaces whereas, outer bounds on the entropic region for two faces containing non-entropic points have been proved in [6] and are stated here:

**Theorem 4 (Ho, Chan and Grant [6]):** If \( h \in \text{conv}(R_1, R_2, R_{123}) \) is entropic then

\[
H(Y_a) \geq \log |S_3|, a = 1, 2
\]

**Theorem 5 (Ho, Chan and Grant [6]):** If \( h \in \text{conv}(R_1, R_2, R_{123}) \) is entropic then

\[
\max_{y_a \in S_3} p(y_a) \leq \min_{y_2, y_3 \in S_3} p(y_2), a \in \{1, 2\}
\]

Note that, Theorem 5 presents a non-entropic inequality which must be followed by the entropic points in the face.

### III. MAIN RESULTS

#### A. New Outer Bounds

An outer bound for the entropy region in the face \( h \in \text{conv}(R_1, R_{23}, R_{123}) \) is characterized as follows.

**Theorem 6:** If \( h \in \text{conv}(R_1, R_{23}, R_{123}) \) is entropic then for associated random variables \( Y_1, Y_2, Y_3 \), the distributions of the random variables \( Y_2, Y_3 \) must be the same (and hence, they also have the same support size).

**Proof:** If \( h \in \text{conv}(R_1, R_{23}, R_{123}) \) is entropic then for associated random variables \( Y_1, Y_2, Y_3 \), we have 1) \( Y_1 \) and \( Y_2 \) are independent, 2) \( Y_1 \) and \( Y_3 \) are independent and 3) \( Y_a, a \in \{2, 3\} \) is a function of the remaining two random variables, i.e.,

\[
I(Y_1; Y_3) = 0,
\]
\[
I(Y_1; Y_2) = 0,
\]
\[
H(Y_2|Y_1, Y_3) = 0,
\]
\[
H(Y_3|Y_1, Y_2) = 0.
\]

Now, note that for any \( y_1 \in S_1 \) and \( y_2 \in S_2 \), by (19) we have, \( p(y_1, y_2) > 0 \). Hence, by (21), there exists \( y_3 \in S_3 \) such that \( p(y_1, y_2, y_3) > 0 \). Then, by (18)-(21),

\[
p(y_1, y_2, y_3) = p(y_1, y_2)
\]
\[
= p(y_1)p(y_2).
\]
\[
p(y_1, y_2 | y_3) = p(y_1 | y_3)
\]
\[
= p(y_1)p(y_3).
\]

By (22) and (23)

\[
p(y_2) = p(y_3).
\]

That is, for any given \( y_2 \in S_2 \) there exists \( y_3 \in S_3 \) such that \( p(y_2) = p(y_3) \). In other words, \( Y_2 \) and \( Y_3 \) must follow the same distribution.

In contrast to Theorem 3, in which \( Y_2 \) and \( Y_3 \) must follow the uniform distribution on supports of the same size, in
Theorem 6 we showed that \( Y_2 \) and \( Y_3 \) must follow the same distribution (but not necessarily the uniform distribution).
Following is a corollary of Theorem 6, describing an entropic equality.

**Corollary 1:** If a set of random variables \( \{Y_1, Y_2, Y_3\} \) satisfies (18)-(21), then

\[
H(Y_2) = H(Y_3).
\]

A converse-type result (bound) for the entropy region in the face \( \text{conv}(R_1, R_{12}, R_{123'}) \) is characterized in the following theorem. Similar to Theorem 5, this result too presents a non-entropic inequality which must be followed by the entropic points in the face.

**Theorem 7:** If \( h \in \text{conv}(R_1, R_{12}, R_{123'}) \) is entropic then for associated random variables \( Y_1, Y_2 \) and \( Y_3 \),

\[
\max_{y_1 \in S_1} p(y_1) \leq \min_{y_3 \in S_3} p(y_3).
\]

**Proof:** If \( h \in \text{conv}(R_1, R_{12}, R_{123'}) \) is entropic then for associated random variables \( Y_1, Y_2, Y_3 \), we have 1) \( Y_1 \) and \( Y_3 \) are independent, 2) \( Y_2 \) and \( Y_3 \) are independent and 3) \( Y_a, a \in \{2, 3\} \) is a function of the remaining two random variables, i.e.,

\[
I(Y_1; Y_3) = 0, \quad (27)
\]

\[
I(Y_2; Y_3) = 0, \quad (28)
\]

\[
H(Y_2 | Y_1, Y_3) = 0, \quad (29)
\]

\[
H(Y_3 | Y_1, Y_2) = 0. \quad (30)
\]

Let \( S_a \) denote the support of the random variable \( Y_a, a \in \{1, 2, 3\} \). By (27) and (29), for any \( y_1 \in S_1 \) and \( y_3 \in S_3 \), there exists \( (y_1, y_2, y_3) \in S_1 \times S_2 \times S_3 \) such that \( p(y_1, y_2, y_3) > 0 \).

Then, the probability mass function satisfies

\[
p(y_1, y_2, y_3) = p(y_1, y_2) \geq p(y_1)p(y_2), \quad (31)
\]

\[
p(y_1, y_2) \leq p(y_1)p(y_2) = p(y_2)p(y_3). \quad (32)
\]

Hence,

\[
p(y_1) \leq p(y_3) \Rightarrow \max_{y_1 \in S_1} p(y_1) \leq \min_{y_3 \in S_3} p(y_3) \quad (33)
\]

**B. Looseness of Known Inner Bounds**

In Theorem 8 and 9, we show via explicit construction of distributions that the existing inner bounds for the faces \( \text{conv}(R_{12}, R_{23}, R_{123'}) \) and \( \text{conv}(R_{12}, R_{13}, R_{23}, R_{123}, R_{123'}) \), respectively, are not tight.

An inner bound for the entropic region in the face formed by \( \text{conv}(R_{12}, R_{23}, R_{123'}) \) can be obtained by Proposition 1 and the characterization of the entropic points in the subfaces \( \text{conv}(R_{12}, R_{123}) \) and \( \text{conv}(R_{23}, R_{123'}) \), see Theorem 2. Thus, we obtain the following inner bound on the face \( \text{conv}(R_{12}, R_{23}, R_{123'}) \).

\[
\{h : h = h_1 + h_2 + h_3\} \quad (34)
\]

where,

\[
h_1 = r_{12}[1, 1, 0, 1, 1, 1, 1]^T, r_{12} \in \mathbb{R}_+ \quad (35)
\]

\[
h_2 = r_{23}[0, 1, 1, 1, 1, 1, 1]^T, r_{23} \in \mathbb{R}_+ \quad (36)
\]

\[
h_3 = r_{123'}[1, 1, 1, 2, 2, 2, 2]^T, r_{123'} \in \mathbb{R}_+ \quad (37)
\]

and at least one of the following two inequalities holds

\[
r_{12} + r_{123'} \geq \log[k(r_{123'})], \quad (38)
\]

\[
r_{23} + r_{123'} \geq \log[k(r_{123'})]. \quad (39)
\]

**Theorem 8:** There exists a distribution such that the corresponding entropy vector lies strictly inside the face \( \text{conv}(R_{12}, R_{23}, R_{123'}) \) and strictly outside the inner bound (34)-(39).

**Proof:** If \( h \in \text{conv}(R_{12}, R_{23}, R_{123'}) \) is entropic then for associated random variables \( Y_1, Y_2, Y_3 \), we have 1) each random variable is a function of the other two random variables and 2) \( Y_1 \) is independent of \( Y_3 \), i.e.,

\[
H(Y_3 | Y_1, Y_2) = 0, \quad (40)
\]

\[
H(Y_2 | Y_1, Y_3) = 0, \quad (41)
\]

\[
H(Y_1 | Y_2, Y_3) = 0, \quad (42)
\]

\[
I(Y_1; Y_3) = 0. \quad (43)
\]

Let \( S_a = \{0, 1\}, a = 1, 2, 3 \). The function XNOR satisfies (40), (41), (42). Hence,

\[
\Pr(Y_2 = 0 | Y_1 = 0, Y_3 = 0) = 0, \quad (44)
\]

\[
\Pr(Y_2 = 1 | Y_1 = 0, Y_3 = 0) = 1, \quad (45)
\]

\[
\Pr(Y_2 = 0 | Y_1 = 0, Y_3 = 1) = 1, \quad (46)
\]

\[
\Pr(Y_2 = 1 | Y_1 = 0, Y_3 = 1) = 0, \quad (47)
\]

\[
\Pr(Y_2 = 0 | Y_1 = 1, Y_3 = 0) = 1, \quad (48)
\]

\[
\Pr(Y_2 = 1 | Y_1 = 1, Y_3 = 0) = 0, \quad (49)
\]

\[
\Pr(Y_2 = 0 | Y_1 = 1, Y_3 = 1) = 0, \quad (50)
\]

\[
\Pr(Y_2 = 1 | Y_1 = 1, Y_3 = 1) = 1. \quad (51)
\]

Let \( p(y_1, y_3) \) be as follows.

| \( Y_1 \) | \( Y_3 \) | \( p(y_1, y_3) \) |
|---|---|---|
| 0 | 0 | \( p \) |
| 0 | 1 | \( q \) |
| 1 | 0 | \( r \) |
| 1 | 1 | \( 1 - (p + q + r) \) |

From the table of joint distribution of \( Y_1, Y_3 \) and using the XNOR function, the joint distribution \( Y_1, Y_2, Y_3 \) is

| \( Y_1 \) | \( Y_2 \) | \( Y_3 \) | \( p(y_1, y_2, y_3) \) |
|---|---|---|---|
| 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | \( q \) |
| 0 | 1 | 0 | \( p \) |
| 0 | 1 | 1 | 0 |
| 1 | 0 | 0 | \( r \) |
| 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 0 |
| 1 | 1 | 1 | \( 1 - (p + q + r) \) |

Hence, the marginals are as follows.
Using the above mentioned tables of joint distributions, a distribution associated with a point lying strictly inside the face must follow these conditions:

- $(p + q) (p + r) = p$ (to satisfy (43)).
- $(p + q) (q + r) \neq q$ else, the point will lie in the subface formed by conv$(R_{23}, R_{123}^\perp)$.
- $(p + r) (q + r) \neq r$ else, the point will lie in the subface formed by conv$(R_{12}, R_{123}^\perp)$.
- $(p + q) \neq 0$ else, $Y_1$ will be degenerate and the point will lie in the 1-dimensional subface $R_{23}$ (i.e., corresponding entropy function will be 0 hence, a point will not lie strictly inside the face).
- $(p + q) \neq 1$ else, $Y_1$ will be degenerate and the point will lie in the 1-dimensional subface $R_{23}$.
- $(q + r) \neq 0$ else, $Y_2$ will be degenerate and the point will lie in the 1-dimensional subface $R_{23}$.
- $(q + r) \neq 1$ else, $Y_2$ will be degenerate and the point will be the origin (0-dimensional face).
- $(q + r) \neq 0$ else, $Y_2$ will be degenerate and the point will be the origin.
- $(p + r) \neq 0$ else, $Y_3$ will be degenerate and the point will lie in the 1-dimensional subface $R_{12}$.
- $(p + r) \neq 1$ else, $Y_3$ will be degenerate and the point will lie in the 1-dimensional subface $R_{12}$.

For example, let $q = \frac{1}{8}$ and $r = \frac{1}{24}$. Then to satisfy (43), let $p$ be as follows.

\[
(p + q)(p + r) = 0
\]

\[
\Rightarrow p = \frac{10 \pm \sqrt{97}}{24}
\]

Considering $p = \frac{10 + \sqrt{97}}{24}$, we have

\[
(p + r)(q + r) = \frac{11 + \sqrt{97}}{144} \neq \frac{1}{24}.
\]

\[
(p + q)(q + r) = \frac{13 + \sqrt{97}}{144} \neq \frac{1}{8}.
\]

\[
(p + q) = \frac{13 + \sqrt{97}}{24} \neq 0,
\]

\[
(p + q) = \frac{13 + \sqrt{97}}{24} \neq 1,
\]

\[
(q + r) = \frac{1}{6} \neq 0,
\]

\[
(q + r) = \frac{1}{6} \neq 1,
\]

\[
(p + r) = \frac{11 + \sqrt{97}}{24} \neq 0,
\]

\[
(p + r) = \frac{11 + \sqrt{97}}{24} \neq 1.
\]

Thus, for this distribution, it can be verified that the corresponding point lies strictly inside the face. The joint probability distribution of the random variables $(Y_1, Y_2)$ and the marginal distributions of $Y_1, Y_2, Y_3$ are

| $Y_1$ | $p(y_1)$ | $Y_2$ | $p(y_2)$ | $Y_3$ | $p(y_3)$ |
|-------|-----------|-------|-----------|-------|-----------|
| 0     | $p + q$   | 0     | $q + r$   | 0     | $p + r$   |
| 1     | $1 - (p + q)$ | 1   | $(q + r)$ | 0     | $1 - (p + r)$ |

Fix $k = 2$ (the base of logarithms). Then,

\[
H(Y_1) \approx 0.277839, H(Y_2) \approx 0.649943,
\]

\[
H(Y_3) \approx 0.561101, H(Y_1, Y_3) \approx 0.838863.
\]

From (40)-(42), we have

\[
H(Y_1, Y_2, Y_3) = H(Y_1, Y_2) = H(Y_1, Y_3) = H(Y_2, Y_3).
\]

Hence,

\[
h \approx [0.277839, 0.649943, 0.561101, 0.838863, 0.838863, 0.838863, 0.838863]\top. (52)
\]

From the inner bound expression in (34)-(39) for the face,

\[
r_{123'} = H(Y_1, Y_2) - H(Y_2) \approx 0.188920.
\]

Moreover,

\[
r_{12} + r_{123'} = H(Y_1) \approx 0.277839 < 0.3, (53)
\]

\[
r_{23} + r_{123'} = H(Y_3) \approx 0.561101 < 0.6, (54)
\]

\[
1 = [\log_2 2^{0.1}] \leq [\log_2 2^{r_{123'}}] \leq [\log_2 2^{0.2}] = 1. (55)
\]

From (53)-(55),

\[
r_{12} + r_{123'} \neq \lceil \log_2 2^{r_{123'}} \rceil, (56)
\]

\[
r_{23} + r_{123'} \neq \lceil \log_2 2^{r_{123'}} \rceil. (57)
\]
Therefore, this point does not lie in the inner bound.

An inner bound for the entropic region in the face formed by \( \text{conv}(R_{12}, R_{13}, R_{23}, R_{123}, R_{123'}) \) can be obtained by Proposition 1 and the characterization of the entropic points in the subfaces \( \text{conv}(R_{12}, R_{123}), \text{conv}(R_{13}, R_{123'}) \) and \( \text{conv}(R_{23}, R_{123'}) \), see Theorem 2. Thus we obtain the following inner bound for the face \( \text{conv}(R_{12}, R_{13}, R_{23}, R_{123}, R_{123'}) \).

\[
\{ h : h = h_1 + h_2 + h_3 + h_4 + h_5 \} \quad (58)
\]

where,

\[
h_1 = r_{12}[1, 1, 0, 1, 1, 1]^T, r_{12} \in \mathbb{R}_+, \quad (59)
\]

\[
h_2 = r_{13}[1, 0, 1, 1, 1, 1]^T, r_{13} \in \mathbb{R}_+, \quad (60)
\]

\[
h_3 = r_{23}[0, 1, 1, 1, 1, 1]^T, r_{23} \in \mathbb{R}_+, \quad (61)
\]

\[
h_4 = r_{123}[1, 1, 1, 1, 1, 1]^T, r_{123} \in \mathbb{R}_+, \quad (62)
\]

\[
h_5 = r_{123'}[1, 1, 1, 2, 2, 2]^T, r_{123'} \in \mathbb{R}_+, \quad (63)
\]

and at least one of the following three inequalities holds

\[
r_{12} + r_{123'} \geq \log [k(r_{123'})], \quad (64)
\]

\[
r_{13} + r_{123'} \geq \log [k(r_{123'})], \quad (65)
\]

\[
r_{23} + r_{123'} \geq \log [k(r_{123'})]. \quad (66)
\]

**Theorem 9**: There exists a distribution such that the corresponding entropy vector lies strictly inside the face \( \text{conv}(R_{12}, R_{13}, R_{23}, R_{123}, R_{123'}) \) and strictly outside the inner bound (58)-(66).

**Proof**: If \( h \in \text{conv}(R_{12}, R_{13}, R_{23}, R_{123}, R_{123'}) \) is entropic then for associated random variables \( Y_1, Y_2 \) and \( Y_3 \), we have (1) each random variable is a function of the remaining two random variables, i.e.,

\[
H(Y_3|Y_1, Y_2) = 0, \quad (67)
\]

\[
H(Y_2|Y_1, Y_3) = 0, \quad (68)
\]

\[
H(Y_1|Y_2, Y_3) = 0. \quad (69)
\]

Let \( S_a = \{0, 1\}, a = 1, 2, 3 \). Using the approach similar to that in the proof of Theorem 8, we let \( Y_3 \) be the XNOR function of \( Y_1, Y_2 \) and find the following joint distribution and marginals such that the corresponding entropic vector is strictly inside the face \( \text{conv}(R_{12}, R_{13}, R_{23}, R_{123}, R_{123'}) \).

| \( Y_1 \) | \( Y_2 \) | \( p(y_1, y_2) \) |
|-------|-------|----------------|
| 0     | 0     | \frac{1}{2}   |
| 0     | 1     | \frac{1}{2}   |
| 1     | 0     | \frac{1}{2}   |
| 1     | 1     | \frac{1}{2}   |

| \( Y_1 \) | \( Y_2 \) | \( p(y_1) \) |
|-------|-------|---------------|
| 0     | 0     | \frac{1}{2}   |
| 1     | 1     | \frac{1}{2}   |

Fix \( k = 2 \). Then, \( H(Y_1) \approx 0.994984, H(Y_2) \approx 0.954434, H(Y_3) \approx 0.650022, H(Y_1, Y_2) \approx 1.594360 \) and

\[
H(Y_1, Y_2) = H(Y_1, Y_3) = H(Y_2, Y_3) = H(Y_1, Y_2, Y_3)
\]

implies

\[
h \approx [0.994984, 0.954434, 0.650022, 1.594360]^T. \quad (70)
\]

From the inner bound for the given face in (58)-(66),

\[
r_{23} + r_{123'} = H(Y_1, Y_2) - H(Y_1) \approx 0.599376, \quad (71)
\]

\[
r_{13} + r_{123'} = H(Y_1, Y_2) - H(Y_2) \approx 0.639926, \quad (72)
\]

\[
r_{12} + r_{123'} = H(Y_1, Y_2) - H(Y_3) \approx 0.944338, \quad (73)
\]

and

\[
r_{123'} - r_{123} = 2H(Y_1, Y_2) - H(Y_1) - H(Y_2) - H(Y_3) \approx 0.589280. \quad (74)
\]

Thus, from (71) and (74), 0.58 < \( r_{123'} < 0.60 \). Moreover,

\[
\lceil \log_2 2^{r_{123'}} \rceil \geq \lceil \log_2 2^{0.58} \rceil = 1, \quad (75)
\]

\[
\lceil \log_2 2^{r_{123'}} \rceil \leq \lceil \log_2 2^{0.60} \rceil = 1, \quad (76)
\]

and hence,

\[
r_{12} + r_{123'} \neq \lceil \log_2 2^{r_{123'}} \rceil, \quad (77)
\]

\[
r_{13} + r_{123'} \neq \lceil \log_2 2^{r_{123'}} \rceil, \quad (78)
\]

\[
r_{23} + r_{123'} \neq \lceil \log_2 2^{r_{123'}} \rceil. \quad (79)
\]

Therefore, this point does not lie in the inner bound for the given range of values of \( r_{123'} \). Thus we have shown existence of a distribution such that corresponding entropy vector lies strictly inside the face \( \text{conv}(R_{12}, R_{13}, R_{23}, R_{123}, R_{123'}) \) and strictly outside the inner bound (58)-(66).

**IV. Conclusion**

Outer bounds (converse-type results) for the entropy region in two faces are presented. We also showed that known inner bounds for two faces are loose. The approach used can be applied to study tightness of known inner bounds or to obtain distributions corresponding to entropic points in a constrained entropy region. Since the known inner bounds for two faces are not tight (Theorem 8 and 9), a natural future direction is to characterize better inner bounds for the entropy regions in these faces by utilizing the XNOR (or XOR) function.
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