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Abstract

Real-time battery modelling advancements have quickly become a requirement as the adoption of battery electric vehicles (BEVs) has rapidly increased. In this paper an open-source, improved discrete realisation algorithm, implemented in Julia for creation and simulation of reduced-order, real-time capable physics-based models is presented. This work reduces the Doyle-Fuller-Newman electrochemical model into continuous-form transfer functions and introduces a computationally informed discrete realisation algorithm (CI-DRA) to generate the reduced-order models. Further improvements in conventional offline model creation are obtained as well as achieving in-vehicle capable model creation for ARM based computing architectures. Furthermore, a sensitivity analysis on the resultant computational time is completed as well as experimental validation of a worldwide harmonised light vehicle test procedure (WLTP) for a LG Chem. M50 21700 parameterisation. A performance comparison to the conventional Matlab implemented discrete realisation algorithm (DRA) is completed showcasing a mean computational time improvement of 88%. Finally, an ARM based compilation is investigated for in-vehicle model generation and shows a modest performance reduction of 43% when compared to the x86 implementation while still generating accurate models within 5.5 seconds.
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1. Introduction

With the rapidly increasing adoption of battery electric vehicles (BEVs), improvements with in-vehicle battery modelling and control are required to improve safety and driving performance, while ensuring the vehicle battery pack reaches the desired lifetime. Providing a viable method for capturing real-time degradation mechanisms coupled with physics-based electrochemical models is a key achievement required for future electric vehicle advancements. In-vehicle battery control systems, better known as battery management systems (BMS), ensure hardware limits are maintained while providing the requested interaction from the operator. These systems accomplish this by ensuring the pack is in a safe state for operation, protecting the individual cells from abuse and reducing the battery pack degradation over the lifetime of operation. The BMS relies heavily on online predictive models that are utilised for hardware limit forecasting, plant-based control structures, and state estimation to achieve this. Data-driven models such as equivalent circuit models (ECM) are commonly utilised for this prediction as they provide reasonable performance and have a well established path for model creation. These models are numerically deployed onto in-vehicle embedded systems and provide information to the BMS that typically would not be attainable via direct sensing methods. This information is provided at designated non-flexible time intervals to the onboard control strategy with key performance indicators calculated such as state-of-power (SOP), state-of-charge (SOC), and state-of-health (SOH). Each of these state variables provide insight on the vehicle’s capabilities for future operation.
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These data-driven battery models can provide a fast, reliable solution; however, their creation requires existing data that encompasses the entire operating range of the cell to ensure a stable response for the predicted operating conditions. Obtaining this data is not only time consuming, on the order of multiple months of test channel time, but also requires expensive test equipment. These models also tend to lack electrochemical generality due to their nature and the model data requirements needed to achieve acceptable performance. As an example, ECMs utilise idealised, theoretical electrical components to represent cell behaviour, whose properties are numerically calibrated such that the model output is consistent with only a few basic measured cell characteristics, such as terminal voltage. As such, generality isn’t achievable for cell characteristics across varying chemistries, geometries, and operating conditions. Additionally, without observing internal electrochemical states during data acquisition, insight into these properties of the cell are not available, making prediction of long-term battery pack degradation difficult and inaccurate.

An alternative to data-driven models are physics based models, such as the Doyle-Fuller-Newman Pseudo-2D (DFN) or the Single Particle Model (SPM). These models provide internal electrochemical insight and can offer a viable solution for degradation-sensitive next generation cells such as anode-free liquid electrolyte lithium-metal. Furthermore, accurate long-term predictions are within these models capabilities, providing coupling for cell degradation mechanisms such as intercalation electrode lithium plating, loss of active material (LAM) and lithium inventory (LLI), pore clogging, and dendrite growth. However, this coupling can be mathematically complex, and requires knowledge of multiple physical parameters which can be difficult and/or expensive to obtain. Due to the beneficial information provided by physics-based models, work has been completed to reduce the numerical complexity and computational performance requirements. Simplification of the partial differential equations governing the system is one such method and has resulted in the SPM and its electrolyte capable (SPMe) form. Additional methods include, Padé approximations, residue grouping, and parabolic solid-phase diffusion approximations. To achieve deployment on battery management systems, further reduction is required. One such reduction method reduces the partial differential equations to continuous-form transfer functions combined with eigensystem realisation algorithms. Likewise, Jin et al developed a reduced-order capacity-loss model for graphite anodes, that focused on only the most significant degradation mechanisms to improve computational efficiency. Similarly, Han et al developed a reduced order lumped electrochemical-thermal cell model by applying a state space approach to transform partial differential equations into ordinary differential equations. These reductions aim to deploy capable predictive models to battery management systems, and are heavily numerically reduced.

As discussed above, there are numerous benefits to deploying these reduced-order electrochemical models onto a BMS, including improved accuracy for predictions in SOC, SOP, and SOH; however, to ensure robust, stable operation of the BMS, the deployed model needs to be real-time capable for the given hardware. This requirement is fulfilled if the online model can be solved before the BMS is required to communicate the solution, or provide a control interaction. Depending on the application, this solution rate can have requirements as low as 1Hz to upwards of 10Hz in fast dynamic systems. Therefore, the final reduced model must be capable within these ranges to be seen as a viable solution. In this paper, a novel software package developed in Julia is presented for generating numerically reduced real-time capable physics-based models. This work presents an improved realisation algorithm for fast solution generation as well as investigates in-vehicle model creation as a viable method for degradation informed models. Finally, a sensitivity analysis is performed alongside numerical verification and experimental validation.
| Symbol | Description |
|--------|-------------|
| $n$    | Negative domain |
| $s$    | Separator |
| $p$    | Positive domain |
| $L_k$  | Domain length, $k \in \{n, s, p\}$ |
| $*$    | Dimensionless operator |
| $\phi_{s,k}$ | Solid potential, $k \in \{n, s, p\}$ |
| $\phi_{e,k}$ | Electrolyte potential, $k \in \{n, s, p\}$ |
| $c_{s,k}$ | Solid lithium concentration, $k \in \{n, s, p\}$ |
| $c_{e,k}$ | Electrolyte lithium concentration, $k \in \{n, s, p\}$ |
| $i_{e,k}$ | Ionic current density, $k \in \{n, s, p\}$ |
| $N_{e,k}$ | Electrolyte molar flux, $k \in \{n, s, p\}$ |
| $\sigma_k$ | Solid conductivity, $k \in \{n, s, p\}$ |
| $\kappa_e$ | Electrolyte conductivity |
| $I_{app}$ | Applied current density |
| $R_s$ | Particle radius |
| $D_s$ | Solid diffusivity |
| $D_e$ | Electrolyte diffusivity |
| $\epsilon_k$ | Electrolyte volume fraction, $k \in \{n, s, p\}$ |
| $t^+$ | Transference number |
| $a_k$ | Solid surface area density, $k \in \{n, s, p\}$ |
| $m_k$ | Reaction rate, $k \in \{n, s, p\}$ |
| $U_{k,ref}$ | Reference open circuit potential, $k \in \{n, s, p\}$ |
| $x$ | Cell coordinate location across cell |
| $z$ | Unitless dimension across electrode |
| $\beta$ | Jacobsen-West transfer function parameter |
| $S_{e,m}$ | Number of spacial electrolyte locations |
| $\mathcal{H}_m$ | Number of Hankel columns |
| $\mathcal{H}_n$ | Number of Hankel rows |
| $T_{len}$ | Transfer function sampling length |
| $F_s$ | Transfer function sampling frequency |
| $S_{s,m}$ | Number of spacial electrode locations |
| $M$ | System order |
| $T_s$ | Final system sampling time |
| $F$ | Faraday’s constant |
| $T$ | Cell Temperature |
| $R$ | Universal gas constant |
2. Methodology

This section discusses the methodology for the model development starting with the initial high-order model. A high-level derivation of the continuous-form transfer functions is discussed, followed by an introduction to the improved reduction method. Finally, the novel open-source LiibRA.jl package is introduced.

2.1. Continuum Order Model

This work starts with the Doyle-Fuller-Newman (DFN) continuum model as the high-order model for reduction. This model, first presented in two main publications, is a popular choice for continuum level electrochemical battery modelling due to its ability to capture multi-scale electrochemical processes within a lithium-ion cell. The DFN describes electrochemical electrodes of scale $\sim 100\mu$m and active material particle size of scale $\sim 1\mu$m. These length scales are modelled one-dimensionally and coupled to produce a pseudo two-dimensional model space, often alternatively known as the "P2D" model. The geometry captured includes three domains: the positive electrode, the negative electrode, and the separator. A diagram describing this structure is presented in Figure 1 below.

Diving further into this model, charge transfer reactions are distributed through electrode thickness $x \in [0, L_{\text{tot}}]$ with intercalated lithium diffused through the spherical domain $r \in [0, R_k^*]$ where $k \in \{n, p\}$ and "*" denotes variables of dimensionless domain. Porous electrode theory is utilised to capture mass and charge balance in the electrolyte and electrode domains and charge transfer kinetics. Through this theory, the porous electrodes are defined as a superposition of three states: electrolyte, electrochemically active material, and
non-active material such as binders. Concentration solution theory describes the ionic species transport in the electrolyte domain through relation of electrochemical potential gradient to the mass flux. The above, combined with the differentiated applied current density source term, gives an electrolyte mass balance equation capturing the concentration evolution. Charge balance describes the current transferred from the porous electrode to the electrolyte with Ohm’s law governing the charge conservation in the electrodes via equation (3). In the electrolyte the transport equation (4) accounts for ionic diffusion and migration. Coupled charge transfer kinetics in the electrode and electrolyte are captured via the Butler-Volmer equation in (7) by providing a relation between exchange current density and the potential difference between domains. Lastly, solid state (de)intercalation is represented through Fickian diffusion in equation (8).

Table 1: Doyle-Fuller-Newman Governing Equations

| Governing Equation | Boundary Conditions | Equation Number |
|--------------------|---------------------|-----------------|
| Electrolyte Mass Conservation: | $D_{s,k} \frac{\partial \phi_{e,s}}{\partial x} = 0$, $N_{e,n} | x^* = L^*_n = N_{e,n} | x^* = L^*_n$, $N_{e,p} | x^* = L^*_p = N_{e,p} | x^* = L^*_p$, | (1) |
| $\frac{\partial c_{e,k}^*}{\partial t^*} = \frac{1}{(r^*)^2} \frac{\partial}{\partial r^*} \left( D_{s,k}^* (r^*)^2 \frac{\partial c_{e,k}^*}{\partial r^*} \right)$ | $\frac{\partial c_{e,k}^*}{\partial r^*} | r^*=0 = 0$, $-D_{s,k}^* \frac{\partial c_{e,k}^*}{\partial r^*} = -\frac{j_{e,k}^*}{F}$ | (3) |
| Electrode Mass Conservation | | |
| Charge Conservation | | |
| $i_{e,k}^* = \frac{e}{F} k_{e,k}^* (c_{e,k}^*) \left( -\frac{\partial \phi_{e,k}^*}{\partial x} + 2(1 - 2)$ | $i_{e,n} | x^* = 0 = i_{e,p} | x^* = L^* = 0$, $\frac{\partial \phi_{e,n}^*}{\partial x} | x^* = L^*_n = \frac{\partial \phi_{e,s}^*}{\partial x} | x^* = L^*_n = I_{app}$ | (4) |
| $T \frac{\partial \phi_{e,k}^*}{\partial x} (\log(c_{e,k}^*)) \right)$, | $\frac{\partial i_{e,n}^*}{\partial x} | x^* = L^* = \frac{\partial i_{e,s}^*}{\partial x} | x^* = L^*_n = I_{app}$, $\frac{\partial \phi_{e,s}^*}{\partial x} | x^* = L^* = \frac{\partial \phi_{e,p}^*}{\partial x} | x^* = L^* = L^*_p$, $\frac{\partial i_{e,p}^*}{\partial x} | x^* = L^* = \frac{\partial i_{e,n}^*}{\partial x} | x^* = L^* = L^*_p$, $I_{app} = \frac{\partial i_{e,k}^*}{\partial x} = \sigma_k \frac{\partial \phi_{e,k}^*}{\partial x}$ | (5) |
| $\frac{\partial i_{e,k}^*}{\partial x} = \left( a_k^* j_{e,k}^*, k=n,p, 0, n=s, \right)$ | | |
| Charge Transfer Kinetics | | |
| $j_{e,k}^* = j_{0,k}^* \sinh \left( \frac{F \eta_k^*}{2R^* T} \right)$, | | (7) |
| $j_{0,k}^* = m_k^* (c_{e,k}^*)^{1/2} (c_{e,k}^*_{max} - c_{e,k}^*)^{1/2} (c_{e,k}^*_{max})^{1/2}$, | | (8) |
| $\eta_k^* = \phi_{e,k}^* - \phi_{e,k}^* - U_k^* (c_{e,k}^* | r^* = R_k^*)$ | | (9) |
To simplify the spatial domains for the DFN, the respective dimensionless species lengths are transformed to,

\[ \gamma_n^* = [0, L_n^*] \]  
\[ \gamma_s^* = [L_n^* + L_s^*] \]  
\[ \gamma_p^* = [L_n^* + L_s^* + L_p^*] \]  

Finally, the spacial variables are defined within the above domains and shown below. These variables are then numerically solved in the governing equations for the DFN.

\[ c_{e,n}^*, \phi_{s,n}, \phi_{e,n}, i_{e,n}^*, N_{s,n}^* \quad x \in [0, \gamma_n^*] \]  
\[ c_{e,s}^*, \phi_{s,s}, \phi_{e,s}, i_{e,s}^*, N_{e,s}^* \quad x \in [\gamma_n^*, \gamma_s^*] \]  
\[ c_{e,p}^*, \phi_{s,p}, \phi_{e,p}, i_{e,p}^*, N_{s,p}^* \quad x \in [\gamma_s^*, \gamma_p^*] \]  
\[ c_{s,n}^* \quad r^* \in [0, R_n^*] \quad x \in [0, \gamma_n^*] \]  
\[ c_{s,p}^* \quad r^* \in [0, R_p^*] \quad x \in [\gamma_s^*, \gamma_p^*] \]

The above coupled system can be numerically solved through methods such as finite element, finite difference, orthogonal collocation, and Chebyshev polynomials; however, due to the model complexity of the coupled systems these methods are not feasible for implementation in current generation embedded automotive hardware. To achieve a real-time representation of the above model, this work forgoes these methods and investigates alternatives capable of capturing the resulting system dynamics. One such method, is the eigensystem realisation algorithm, which provides a data-driven approach to capturing system dynamics in a solvable state-space representation. This method requires observable state data to achieve stable, robust realisation; however, to achieve in-vehicle model model creation, the above coupled partial derivative system must be reduced to achieve fast solutions on available vehicle hardware. To accomplish this, a transfer function reduction is presented in the section below.

2.2. Derived Transfer Functions
To achieve the required computational performance for in-vehicle model generation, the nonlinear governing equations shown above are reduced into low-order polynomial transfer functions. These transfer functions will be presented below, however, for a comprehensive derivation, the reader is pointed to Jacobsen and West, Smith et al., and Lee et al. The starting point for the derivation is linearising the Butler-Volmer equation produced in equation (13).

\[ \tilde{\Phi}_{s,e}(z,t) = FR_{tot}j(z,t) \left[ \frac{\partial \bar{U}_{ocp}}{\partial \bar{C}_{s,e}} \right] \tilde{C}_{s,e}(z,s) \]  

Next, a transfer function solution of the electrode surface concentration as shown in (6) has been presented by Jacobsen and West and is shown in (14) below.

\[ \frac{\tilde{C}_{s,e}(z,s)}{J(z,s)} = \frac{R_s}{D_s} \left( \frac{\tanh(\beta)}{\tanh(\beta) - \beta} \right) \]  

where, \( \tilde{C}_{s,e} \) is the debiased surface concentration defined as \( \tilde{C}_{s,e} = C_{s,e} - C_{s,0} \), and \( \beta = R_s \sqrt{\frac{J}{D_s}} \). Furthermore, by applying Laplace transformations to both the linearised Butler-Volmer equation and the solid phase charge
conservation \(^{(6)}\) while utilising the transfer function solution, the transfer function defining the electrode surface potential is presented in equation \((15)\).

\[
\frac{\Phi_{s,e}(z_s)}{I_{app}(s)} = \frac{L_n}{A\nu(s) \sinh(\nu(s))} \left( \frac{1}{\kappa_{eff}} \cosh(\nu(s)z) + \frac{1}{\sigma_{eff}} \cosh(\nu(s)(z-1)) \right)
\]

where \(\nu(s)\) is a dimensionless variable defined as:

\[
\nu(s) = \frac{a_s \left( \frac{1}{\sigma_{eff}} + \frac{1}{\kappa_{eff}} \right)}{R_{\text{tot}} + \left[ \frac{\partial U_{k,\text{ref}}}{\partial C_{s,e}} R_s \right] \left( \frac{tanh(\beta)}{tanh(\beta) - \beta} \right)}
\]

The reaction flux transfer function can then be solved by combining the results obtained through the linearised Butler-Volmer and the surface potential in \((15)\). The final form is shown in equation \((17)\) below.

\[
\frac{J(z_s)}{I_{app}(s)} = \left( \frac{\nu(s)}{\alpha_s F L_n A(\kappa_{eff} + \sigma_{eff})} \right) + \left( \frac{\sigma_{eff} \cosh(\nu(s)z) + \kappa_{eff} \cosh(\nu(s)(z-1))}{\sinh(\nu(s))} \right)
\]

Using the results from the previous steps, the electrode surface concentration transfer function can be derived as,

\[
\frac{\tilde{C}_{s,e}(z_s)}{I_{app}(s)} = \left( \frac{\nu(s) R_s (z-1))}{\alpha_s F L_n A(\kappa_{eff} + \sigma_{eff})} \right) \times \left( \frac{\sigma_{eff} \cosh(\nu(s)z) + \kappa_{eff} \cosh(\nu(s)(z-1))}{\sinh(\nu(s))} \right) \times \left( \frac{tanh(\beta)}{tanh(\beta) - \beta} \right)
\]

Starting with the solid phase charge conservation and integrating, the corresponding solid potential \(\phi_s\) transfer function is,

\[
\frac{\phi_s(z_s)}{I_{app}(s)} = -\frac{L_n \kappa_{eff} \cosh((z-1)\nu(s))}{A\sigma_{eff}(\kappa_{eff} + \sigma_{eff}) \nu(s) \sinh(\nu(s))} - \frac{L_n \sigma_{eff} (1 - \cosh(z\nu(s)) + z\nu(s) \sinh(\nu(s)))}{A\sigma_{eff}(\kappa_{eff} + \sigma_{eff}) \nu(s) \sinh(\nu(s))}
\]

The electrolyte potential can be likewise found through integration of electrolyte charge conservation equation \((3)\) and combining with the previous reaction flux transfer function to obtain an ionic current representation. This process produces a two-term representation that is shown and further expanded on below.

\[
\frac{\tilde{\phi}_e(z_s)}{I_{app}(s)} = [\tilde{\phi}_e(z_s)]_1 + [\tilde{\phi}_e(z_s)]_2
\]
where the first term is obtained through the previously defined transfer functions as,

\[
\tilde{\phi}_e(z, s)\bigg|_1 = - \frac{L_s}{A \kappa_{s}^{\text{eff}}} + \frac{L_n}{A (\kappa_{n}^{\text{eff}} + \sigma_{n}^{\text{eff}})} \frac{\left(1 - \frac{\sigma_{n}^{\text{eff}}}{\kappa_{n}^{\text{eff}}}\right) \tanh\left(\frac{\nu_n(s)}{2}\right) - \nu_n(s)}{A (\kappa_{n}^{\text{eff}} + \sigma_{n}^{\text{eff}}) \nu_n(s)} \\
- \frac{L_p}{A (\kappa_{n}^{\text{eff}} + \sigma_{n}^{\text{eff}}) \sinh(\nu_p(s))} \frac{1}{\sinh(\nu_p(s))} \\
+ \frac{L_p}{A (\kappa_{n}^{\text{eff}} + \sigma_{n}^{\text{eff}})} \frac{1}{L_p} \frac{(L_n + L_s - x) \nu_n(s)}{L_p} \\
+ \frac{L_p}{A (\kappa_{n}^{\text{eff}} + \sigma_{n}^{\text{eff}}) \sinh(\nu_p(s))} \frac{1}{\sinh(\nu_p(s))} \\
+ \frac{(L_n + L_s) - x}{A (\sigma_{n}^{\text{eff}} + \kappa_{n}^{\text{eff}})}
\]  

(21)

and the second term is determined by the value of \(c_e(x, t)\) and is shown as,

\[
[\tilde{\phi}_e(x, t)]_2 = \frac{2RT(1 - t_0^0)}{F} \log\left(\frac{c_e(x, t)}{c_e(0, t)}\right)
\]  

(22)

Finally, to acquire the electrolyte concentration transfer function the problem is split into homogenous and non-homogenous components. This allows for the homogenous component to obtain an orthonormal eigenfunction representation of the \(\epsilon_e\) weighting function through separation of variables. The non-homogenous component performs a projection of the concentration function into \(\epsilon_e\) to solve for Fourier coefficients. Finally, these are then used to derive the electrolyte concentration transfer function. This derivation is complex and the detail is not presented in this paper, but the final steps in the process give the negative electrode reaction flux as,

\[
\frac{j_{\text{neg}}(s)}{I_{\text{app}}(s)} = \frac{k_1 (1 - t_0^0) \tilde{L}_n \sin(\tilde{\nu}_n)(\kappa_{n}^{\text{eff}} + \sigma_{n}^{\text{eff}} \cosh(\nu_n(s))) \nu_n(s)}{AF(\kappa_{n}^{\text{eff}} + \sigma_{n}^{\text{eff}})(\tilde{L}_n^2 + \nu_n^2(s))} \\
+ \frac{k_1 (1 - t_0^0) \tilde{L}_n \sin(\tilde{\nu}_n)(\kappa_{n}^{\text{eff}} + \sigma_{n}^{\text{eff}}) \nu_n^2(s)}{AF(\kappa_{n}^{\text{eff}} + \sigma_{n}^{\text{eff}})(\tilde{L}_n^2 + \nu_n^2(s))}
\]  

(23)

where \(\tilde{L}_n = L_n \sqrt{\epsilon_n \lambda_k / D_n}\), and \(\lambda_k\) are the eigenvalues obtained from the homogenous problem, which is numerically obtained through root finding. The corresponding positive electrode definition is then,
are obtained by solving the system of equations below.

\[
\frac{j^\text{pos}(s)}{I_{\text{app}}(s)} = \frac{k_6(1 - t_0^6)\hat{L}_p\cos(\hat{L}_p) (\nu_p^\text{eff} + \nu_p^\text{app}(s))}{AF(\kappa_p^\text{eff} + \sigma_p^\text{eff})(L_p^2 + \nu_p^2(s))\sinh(\nu_p(s))}
\]

\[
- k_5(1 - t_0^5)\hat{L}_p\sin(\hat{L}_p) (\nu_p^\text{eff} + \nu_p^\text{app}(s))\sinh(\nu_p(s))
\]

\[
+ \frac{k_6(1 - t_0^6)\hat{L}_p\cos(\hat{L}_ns) (\nu_p^\text{eff} + \nu_p^\text{app}(s))\sinh(\nu_p(s))}{AF(\kappa_p^\text{eff} + \sigma_p^\text{eff})(L_p^2 + \nu_p^2(s))}
\]

\[
- k_5(1 - t_0^5)\hat{L}_p\sin(\hat{L}_n) (\nu_p^\text{eff} + \nu_p^\text{app}(s))\sinh(\nu_p(s))
\]

\[
- \frac{k_5(1 - t_0^5)\nu_p^\text{eff}(\cos(\hat{L}_n)\kappa_p^\text{eff} + \nu_p^\text{app}(s))\sinh(\nu_p(s))}{AF(\kappa_p^\text{eff} + \sigma_p^\text{eff})(L_p^2 + \nu_p^2(s))}
\]

\[
- \frac{k_6(1 - t_0^6)\nu_p^\text{app}(\sin(\hat{L}_n)\kappa_p^\text{eff} + \nu_p^\text{app}(s))\sinh(\nu_p(s))}{AF(\kappa_p^\text{eff} + \sigma_p^\text{eff})(L_p^2 + \nu_p^2(s))}
\]

\[
(24)
\]

with, \( \hat{L}_p = L_p\sqrt{\nu_p\epsilon_p\lambda_p/D_p} \), \( \hat{L}_ns = L_n s\sqrt{\nu_p\epsilon_p\lambda_p/D_p} \), and \( \hat{L}_p = L_1\sqrt{\nu_p\epsilon_p\lambda_p/D_p} \). As well, \( k_1, k_3, k_4, k_5, \) and \( k_6 \) are obtained by solving the system of equations below.

\[
\Psi_n(x; \lambda) = k_1\cos(\sqrt{\nu_p\epsilon_p\lambda_p/D_n}x)
\]

\[
\Psi_m(x; \lambda) = k_3\cos(\sqrt{\nu_p\epsilon_m\lambda_m/D_m}x) + k_4\cos(\sqrt{\nu_p\epsilon_m\lambda_m/D_m}x)
\]

\[
\Psi_p(x; \lambda) = k_5\cos(\sqrt{\nu_p\epsilon_p\lambda_p/D_p}x) + k_6\cos(\sqrt{\nu_p\epsilon_p\lambda_p/D_p}x)
\]

where, \( \Psi_k \) is the corresponding eigenfunction for the corresponding electrodes and separator. Finally, the electrolyte concentration is presented as,

\[
\frac{C_{e,k}(x, s)}{I_{\text{app}}(s)} = \frac{1}{s + \lambda_k} \left[ \frac{J_{n^\text{eq}}^k(s)}{I_{\text{app}}(s)} + \frac{J_{\text{pos}}^k(s)}{I_{\text{app}}(s)} \right]
\]

(25)

Combining the above individual transfer functions into a single input multiple output (SIMO) response array provides a single mathematical structure comprising of the continuous-time cell impulse response. Efficiently translating this formation into a state-space representation is the basis for the computationally informed discrete realisation algorithm defined in section 2.3 below.

\[
Y(t) = \begin{bmatrix}
C_e(x, s) \\
\phi_e(x, s) \\
\tilde{C}_e(x, z, s) \\
\phi_e(z, s)
\end{bmatrix}
\]

(26)
2.3. Computationally Informed Discrete Realisation Algorithm

To reduce the presented Doyle-Fuller-Newman model, eigensystem realisation algorithms (ERA) are implemented to create real-time capable state space representations. This method utilises the sampled impulse response from the transfer functions derived in section 2.2 above. The ERA provides a mathematical pathway to achieve the linear state-space realisation of the partial differential system of the form shown in equations (27) and (28) below.

\[
\dot{x}(t) = Ax(t) + Bu(t) \quad (27)
\]
\[
y(t) = Cx(t) + Du(t) \quad (28)
\]

However, to deploy this system onto embedded hardware, a discrete-time realisation of equations (27) and (28) is required. To achieve this, the discrete realisation algorithm (DRA) presented by Lee et al. [19] allows for direct realisation of a discrete form state space model, as shown in equations (29) and (30) below. In this work, a computationally informed discrete realisation algorithm is introduced, expanding on the conventional DRA.

\[
x[k + 1] = Ax[k] + Bu[k] \quad (29)
\]
\[
y[k] = Cx[k] + Du[k] \quad (30)
\]

The CI-DRA incorporates the zero-order hold methodology first presented in the conventional DRA, however, the bandwidth and sampling time is optimised to capture the system dynamics while providing fast solution times. First, the approximate discrete system response is introduced as,

\[
G(z) \approx G(s) \mid s = \frac{2(i-1)}{T_i + 1} \quad (31)
\]

where \(T_i\) is the transfer function sampling period, and equivalent to the final system sampling period in the CI-DRA algorithm. This approximation is one of the key performance improvements in the CI-DRA and allows for further simplifications over the conventional DRA; however, care needs to be taken to ensure an adequate response is captured from the impulse-response. Next, by relating the discrete Fourier transformation of a sequence to its z-transform [37], equation (31) can be defined as,

\[
G_d[f] = G \left( \frac{2 \exp(j2\pi f/N) - 1}{\frac{T_i}{2} \exp(j2\pi f/N) + 1} \right) \quad (32)
\]

where \(N\) is the number of points for the transfer function response and is sized to be memory efficient instead of computationally efficient in the conventional DRA. Through this sizing, the CI-DRA provides additional memory optimisation as \(N\) impacts the full realisation process. Finally, due to constraining \(T_s = T_i\), the CI-DRA can forgo the interpolation steps required in the conventional DRA. This removal provides a substantial performance improvement for realisation with large values of \(N\). Additionally, this allows for direct manipulation of the discretely sampled transfer function responses, without additional cumulation steps that are required in the conventional DRA. Continuing the realisation process, the Ho-Kalman [38] algorithm is utilised to generate the state-space representation. This is completed by understanding the resultant discrete response comprises the Markov parameters, \(G(t)\), for the system, this response can be shown in the following form,

\[
G(t) = \begin{cases} 
D & t = 0 \\
CA^{t-1}B & t = 1, 2, 3, ...
\end{cases} \quad (33)
\]
where \( D \) is gathered from the system at time step zero. The resultant transfer function response can be formulated into a block Hankel matrix, \([34]\), of Markov parameters. This block Hankel, \( \mathcal{H}_{k,m} \), has indices corresponding to a subset domain of the discrete-time impulse response.

\[
\mathcal{H}_{k,m} = \begin{pmatrix}
G_1 & G_2 & G_3 & \cdots & G_m \\
G_2 & G_3 & G_4 & \cdots & G_{m+1} \\
G_3 & G_4 & G_5 & \cdots & G_{m+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
G_k & G_{k+1} & G_{k+2} & \cdots & G_{m+k-1}
\end{pmatrix}
\] (34)

An additional feature of the block Hankel matrix is its relation to the controllability and observability matrices as shown in equation \(35\). The observability \( (\mathcal{O}) \) and the controllability \( (\mathcal{C}) \) matrices are defined in equations \(36\) and \(37\) below. By exploiting this relation and factoring \( \mathcal{H}_{k,m} \) into the two matrices it is possible to obtain the \( A \) matrix.

\[
\mathcal{H}_{k,m} = \mathcal{O}_k \mathcal{C}_m
\] (35)

\[
\mathcal{O} = \begin{bmatrix}
C \\
CA \\
CA^2 \\
\vdots \\
CA^{k-1}
\end{bmatrix}
\] (36)

\[
\mathcal{C} = [B \ AB \ A^2B \ \cdots \ A^{m-1}B]
\] (37)

To accomplish this factoring, singular value decomposition (SVD) provides the mechanism to reduce the block Hankel through truncation of the system order. The truncated SVD is shown in equation \(38\) below, where \( \Sigma_s \) captures the highest order singular values of the block Hankel in descending order while \( \Sigma_n \) captures the remaining values and is approximately zero. Selection of the size of \( \Sigma_s \) is dependent on the numerical performance requirements and available computation power for decomposition.

\[
\mathcal{H}_{k,m} = \begin{bmatrix}
U_s & U_n
\end{bmatrix} \begin{bmatrix}
\Sigma_s & 0 \\
0 & \Sigma_n
\end{bmatrix} \begin{bmatrix}
V_s \ T \\
V_n \ T
\end{bmatrix} = U_s \Sigma_s V_s \ T
\] (38)

where the structure for the observability and controllability matrices is then:

\[
\mathcal{O}_k = U_s \Sigma_s^{1/2} T
\] (39)

\[
\mathcal{C}_l = T^{-1} \Sigma_l^{1/2} V_l \ T
\] (40)

From these formed matrices, we can exploit the structure of the Markov parameters and obtain the resulting state-space representation as:

\[
A = \mathcal{O}_k^\dagger \mathcal{C}_{k,m+1} \mathcal{C}_m \dagger
\] (41)
\[ B = C[l:1,n,1:m] \]  
\[ C = O[k:1,p,1:n] \]

where \( n \) and \( p \) are the state-space output size and input size respectively, and \( \mathcal{H}_{k,m+1} \) denotes a single indices forward shifted of the block Hankel matrix. With the above equations, the realisation process is completed and a linear system model of state-space form as shown previously in equation 29 and 30 is acquired.

In this work, the conventional discrete realisation algorithm is expanded on, with the aim to improve computational performance. To accomplish this, the conventional method was profiled and computational bottlenecks were noted with mitigations implemented. This computationally informed discrete realisation algorithm (CI-DRA) removes the interpolation requirements when the transfer function sampling time and final system sampling time are equivalent. Furthermore, if the final system sampling time is a subset of the transfer function sampling time, the scalar multiple of the subset is used for the remaining steps in the DRA. In simplistic terms if \( F_s \) is devisable by \( T_s \) the indices used are a subset of that division. Next, the CI-DRA aims to maximise in-place functional operations to minimise memory overhead in the realisation steps. The improved discrete realisation algorithm structure is shown in the list below.

**Summary of the CI-DRA:**

1. Compute the continuous form frequency response \( G(f) \) from derived transfer functions and convert to discrete-time impulse response via inverse fast Fourier transformation.
2. Form the block Hankel matrix from the discrete-time impulse response and compute the in-place singular value decomposition.
3. Perform an in-place operation on the block Hankel matrix to obtain the time-shifted block Hankel matrix.
4. Form linear state-space arrays from Ho-Kalman algorithm with unstable poles replaced by their magnitudes, and oscillating poles replace by reciprocals.

### 2.4. Computational Implementation

LiiBRA.jl, a Julia\[25\] based package, has been created by the authors for fast computational implementation of the above computationally informed discrete realisation algorithm. This package aims to improve on previous implementations of the eigensystem realisation algorithm by improving computation performance while maintaining fidelity. Key improvements include performant truncated SVD support, large array storage optimisation, and performance benefits acquired from the Julia language largely due to the bottleneck from block Hankel matrix formation. Julia provides a high performance dynamic typeset, with just-in-time compilation and multiple dispatch capabilities. These features provide an effective computational language for scientific computing, while providing a modern syntax. The open-source code repository for LiiBRA.jl can be found at: [https://github.com/BradyPlanden/LiiBRA.jl](https://github.com/BradyPlanden/LiiBRA.jl).

LiiBRA.jl provides a framework to define, create, and simulate lithium-ion cell realisation algorithms. This is accomplished with a fundamental aim towards reducing the computational requirements to generate embeddable state-space models. To easily generate a state-space model, a package was developed that could provide simple function calls to users. This has been accomplished and is presented in the code example shown in Figure 2. A mutable struct is utilised for storage of cell parameterisation, as well as the realisation algorithm variables. This struct is exported throughout the package and provides a method to minimise memory allocation through in-place function handles and storage. This helped with the aim of generating an open-source package for improved collaboration and advancement of the real-time battery modelling field.
The high-level structure of LiiBRA.jl is shown in Figure 3 below. The package dependencies are shown and offer improved code reusability while minimising the package size of LiiBRA.jl. Through distributing the code base and utilising Julia’s open-source packages, LiiBRA.jl can be modular and flexible providing improved algorithm selection for compatibility and performance. These dependencies include TSVD.jl[39] for the truncated SVD, Interpolations.jl[40] for spline fitting of the resultant impulse response, and FFTW.jl[41], providing interface for inverse fast Fourier transforms.

A main achievement for LiiBRA.jl has been implementation of the computationally informed discrete realisation algorithms. To provide stable operation, LiiBRA.jl implements the conventional DRA as a fallback method when the conditions required for the CI-DRA are not met. This provides an easy interface for model creation, with feedback provided to end-users on the computational method being utilised. The transfer function sampling length has also been investigated, and computational improvements have been found by minimising the memory requirements for this variable. In previous implementations[20] of the DRA, this value has been rounded to the nearest power of two, whereas LiiBRA.jl avoids this addition memory requirement.

3. Results

LiiBRA.jl has been implemented on a 2019 Macbook Pro 13” Intel i5 with results gathered to investigate the performance capabilities, as well as experimental validation and numerical verification. First, the singular value decomposition has been found to have a large impact on the total numerical solution time for the conventional discrete realisation algorithm. To achieve the performance aims in this work, optimising the truncated singular value decomposition is required. Three algorithms have been investigate due to their high computational efficiency: Arpack.jl[42], PROPACK.jl[43], and TSVD.jl[39].

Arpack.jl is a Julia to Fortran wrapper package of the implicitly restarted Arnoldi method[44], reducing to the implicitly restarted Lanczos method for symmetric matrices. PROPACK.jl is likewise a Julia to Fortran
wrapper of the Fortran PROPACK software, initially developed by R.M. Larsen. This package implements the Lanczos bidiagonalization method with partial reorthogonalization and implicit restart in which it acts directly on the system matrix without forming the equivalent system in memory. Similarly, TSVD.jl implements the Lanczos bidiagonalization method with partial reorthogonalization; however, it is implemented directly into Julia.

These three algorithms have been compared for use with LiibRA.jl, with the results presented in Figure 4 below. TSVD.jl provides the lowest solution time across the presented range of block Hankel matrices, with PROPACK.jl and Arpack.jl following respectively. It can be seen that PROPACK.jl uses significantly more memory with the difference between TSVD.jl and Arpack.jl being negligible. TSVD.jl has been chosen as the best algorithm as it can provide a large range of solutions regarding Hankel size without having to compromise on speed. Selection between these three algorithms provides a control mechanism for optimal solutions for varying hardware capabilities.

3.1. Computational Sensitivity
A numerical sensitivity analysis was also completed for the initialisation variables. The variables and the tested ranges are listed in Table 2. Default values were selected as stable initial values to avoid numerical errors; however, are not necessarily the recommended final solution. The minimum and maximum of each range was tested to determine each variable’s sensitivity on the resultant computational time. This analysis was completed by varying each variable individually while maintaining the remaining ones at the defined
default parameters. The standard benchmarking package provided by Julia, BenchmarkingTools.jl[15], was utilised to obtain the relevant statistical data. For this work, the minimum number of simulations for each variable set was selected at six to constrain the total number of simulations while reducing the effect of numerical jitter on the analysis. The median computation time for each variable is shown in Figure 5.

Table 2: Default values and ranges for LiBRA.jl sensitivity analysis of initialisation variables

| Variable   | Definition                        | Default | Range          |
|------------|-----------------------------------|---------|----------------|
| $S_{e,m}$  | Number of spacial particles in electrolyte | 6       | 4 - 8          |
| $S_{s,m}$  | Number of spacial particles in electrodes    | 4       | 2 - 6          |
| $\mathcal{H}_m$ | Number of columns included in Hankel matrices | 2500   | 1500 - 3500    |
| $\mathcal{H}_n$ | Number of rows included in Hankel matrices    | 2500   | 1500 - 3500    |
| $T_{len}$  | Length of transfer function sampling time [hr] | 4.5    | 1.0 - 8.0     |
| $F_s / T_s$ | System sampling frequencies [Hz]    | 4       | 2 - 6          |
| $M$        | System order                       | 8       | 4 - 12         |

This analysis provides insight towards a minimal configuration of the package for improved computational time. The number of particles in the electrolyte ($S_{e,m}$) and transfer function sampling length ($T_{len}$) have the lowest sensitivities, and thus should be selected based on model fidelity. The model order ($M$), number of particles in the electrode($S_{s,m}$), and block Hankel dimensions ($\mathcal{H}_m, \mathcal{H}_n$) have large impacts on the total computational time and these variables should be selected based on a compromise between model performance and solution time requirements. For this analysis, the transfer function sampling frequency ($F_s$) and final system sampling time ($T_s$) are modified together, as this provides a stable solution for investigating the improved realisation algorithm.

Figure 5: CI-DRA numerical sensitivity results for simulating each variable at lower bound (50% default) and higher bound (150% default)

3.2. Numerical Verification

For validation of the presented modelling framework, a worldwide harmonised light vehicle test procedure (WLTP)[46] has been implemented, and is used as a representative operational use case for the generated reduced order models. This drive cycle was created from specifications provided for a Tesla Model 3, which are given in Table A1 in the Appendix A below. The resultant specifications were utilised to generate the single-cell scaled power cycle as shown in the supplemental material, for a pack designed for LG Chem. M50 cells. Variables presented with an asterisk were used for calibration of the predictive model and are not aimed to be exact representations of the vehicle.
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LiiBRA.jl was then parameterised with the electrochemical characterisation presented by Chen et al. and was utilised to generate models as well as simulate the WLTP drive cycle. Additionally, the open-source python battery mathematical modelling package PyBaMM was utilised to solve the continuum order model with the identical parameterisation. Figure 6 outlines the predicted negative electrode concentration for both methods when initialised at the experimentally aligned 75% state of charge value. A root-mean-square deviation between the two of 6.46 mol/m$^3$ and an absolute maximum deviation of 21.43 mol/m$^3$ was observed. For this verification, the block Hankel was sized at 2500 by 2500 elements, with the transfer function and final system sampling time set to 4 Hz, a system order of 6, and a transfer function sampling length of 4.5 hours. Total model creation time for this comparison was 21.75 seconds comprising of five SOC points from 100% to 0% for interpolation. Expanding into full model formation, with a 25% SOC increments and a temperature coverage from 5°C to 55°C in 10°C increments results in a total formation time of 130.5 seconds for LiiBRA.jl (x86) and 437.1 seconds for Matlab.

![Figure 6: Comparison of LiiBRA.jl's negative electrode concentration to the full order implementation in PyBaMM, WLTP 3B at 75% SOC and 25°C](image)

Further performance investigations were performed against the conventional DRA via a previously presented Matlab implementation. Both implementations were parameterised based on the default values in Table 2 with computational timings recorded and presented in Figure 7 below. This comparison showcases the performance benefits of LiiBRA.jl for fast realisation algorithm computation through the improvements discussed in the above section. This computational comparison results with a mean computational improvement in LiiBRA.jl's implementation of 2.73 times faster over the Matlab implementation. These results showcase
the viability for in-vehicle model creation, and opens up physics-based model modifications over the life-time of the battery pack.

A key aspect for this work is in-vehicle model creation, both for ease of deployment and numerical performance. This capability provides an important mechanism for parameterisation modifications, degradation improvements, and transfer function improvements in-vehicle. Additionally, this mechanism allows for further cell characterisation to be completed off vehicle, with a final parameterisation to be provided during a standard charging operation, or when the vehicle is not in use. To investigate LiiBRA.jl’s capabilities, the package was compiled onto a Qualcomm Snapdragon 845 ARM system-on-chip running Ubuntu 18.04.5 LTS operating system. Julia version 1.7.1 was used for this investigation, with results shown in Figure 7 below and showcase a capable solution to physics-based real-time model creation in-vehicle. For an equivalent parameterisation shown in Figure 6 above, the ARM based implementation can be completed in 5.5 seconds.

![Figure 7: Computation results for CI-DRA using LiiBRA.jl (x86, ARM) and the conventional DRA using Matlab (x86) for varying block Hankel sizes](image)

3.3. Experimental Validation

Experimental validation of LiiBRA.jl’s capabilities is presented through parameterisation of an LG Chem. M50 cylindrical 21700 cell [48]. This is seen as a widely available cell that provides a strong reference for the current state of a high energy conventional intercalation cell with an NCM 811 positive electrode and bi-component Graphite-SiO$_x$ negative electrode. To the authors knowledge, the discrete realisation algorithm (DRA) has been validated from full-order and linearised partial differential implementations [36, 20, 49, 50]; however, an experimental validation has not been presented in literature. In this section, an experimental voltage
validation of the CI-DRA utilising LiiBRA.jl and the parameterised LG Chem. M50 dataset is presented.

For this validation, three cells were experimentally tested to reduce cell-to-cell variance. This is seen as the minimal requirement and future investigations are recommended to verify the minimum number of experimentally tested cells required to capture adequate statical variations [51] with respect to LiiBRA.jl. Each cell is initially conditioned at 25°C for five cycles at a 1C discharge rate and a C/2 charge rate utilising an Arbin LBT21084 cycler and a Binder KB115 incubator. This is followed by a discharge to 75% SOC and a WLTP drive-cycle is performed based on the specifications shown in Table A1. A T-type thermocouple is surface mounted with thermal paste at body centre of the cell to ensure data consistency.

This data was then compared to both LiiBRA.jl and a Doyle-Fuller-Newman implementation utilising PyBaMM [47]. Figure 8 below showcases the predicted voltages for both models and an experimentally measured cell for the WLTP drive-cycle. These results verify the capabilities of the CI-DRA algorithm and LiiBRA.jl for physics-based predictions with prediction values producing a root mean square deviation to PyBaMM of 3.67mV and 7.54mV to the experimental cell. It should be noted that both PyBaMM and LiiBRA.jl experience increased cell voltage error throughout the length of the drive-cycle. This is believed to result from the variation between the experimental and modelled applied current, and additional error in the experimental channel calibration. Online SOC estimation for the conventional DRA has already been presented [52] which provides a viable correction for this longer-term deviation.

![Figure 8: Voltage Comparison of Experimental Cell, LiiBRA.jl, and PyBAMM DFN at 75% SOC WLTP](image-url)
4. Conclusion

This paper presents an open-source modelling package, LiiBRA.jl, developed in Julia for creation and simulation of real-time capable electrochemical models. An expanded realisation algorithm (CI-DRA) is presented with computational implementation discussed and resulting showing improvements over the conventional method. This paper shows capabilities in both conventional offline creation as well as expansion into in-vehicle creation via ARM compilation. This advancement was feasible due to the high-performance capabilities of LiiBRA.jl, and ease of ARM based compilation offered by the Julia language. This improvement opens future parameterisation of in-vehicle online models, providing a vital mechanism for individualised pack degradation over the vehicle’s life. This package provides a mean value improvement over the conventional Matlab DRA implementation of 88%. For ARM deployment, this package provides a viable solution for in-vehicle model generation, with a modest 43% decrease in performance when compared to an equivalent x86 characterisation. Investigations showed a computational solution time of 5.5 seconds per model for ARM based generation, when LiiBRA.jl was parameterised equivalently to the results shown in Figure 6.

An investigation into the discrete realisation algorithms parameterisation was completed, with a sensitivity analysis presented. This was continued into experimental validation of the LiiBRA.jl implemented model, with voltage prediction of a WLTP drive cycle resulting in a RMSE value of 3.67mV. Lastly, a methodology for selected the input parameterisation was presented with a solution shown for multiple applications. Utilising Julia for this work has provided a performant solution to the two language problem in real-time embedded computing further reducing resources in software creation and maintenance.

Further work in aligning this Julia package for easy utilisation is planned, in addition to further improvements in the realisation algorithms. Furthermore, implementation of a memory efficient singular value decomposition similar to the method presented in Gopalakrishnan et al. [50] is planned. Lastly, degradation coupling for in-vehicle degradation informed predictions are currently being investigated.

Appendix A

To create the worldwide harmonised light vehicle test procedure (WLTP) for validation of LiiBRA.jl, a model capturing the longitude vehicle dynamics was created. This model utilised parameter specifications from a Tesla Model 3 long range vehicle. These parameters are shown in Table A1 below. It should be noted that this parameterisation is intended as a reference, and not to exactly match the presented vehicle. Additionally, * denotes a fitting variable to achieve the reported WLTP range and stored pack energy.

| Variable | Definition | Value | Unit |
|----------|------------|-------|------|
| $M$      | Total Vehicle Mass | 1931  | kg   |
| $E$      | Onboard Useable Energy | 82    | kWh  |
| $N_s/N_p$| Electric System Orientation | 96s47p* | -    |
| $C_{nom}$| Rated Single Cell Capacity | 5     | Ahr  |
| $V_{Lim}$| Operational Voltage Limits | 2.5 / 4.2 | V |
| $F_D$    | Vehicle Drivetrain Losses | [53] | N |
| $\eta_M$ | Motor Efficiency | 0.827* | -    |

Table A1: Tesla Model 3 Long Range specifications used for simulated WLTP
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