Artificial intelligence for online characterization of ultrashort X-ray free-electron laser pulses
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ABSTRACT

X-ray free-electron lasers (XFELs) as the world’s brightest light sources provide ultrashort X-ray pulses with a duration typically in the order of femtoseconds. Recently, they have approached and entered the attosecond regime, which holds new promises for single-molecule imaging and studying nonlinear and ultrafast phenomena such as localized electron dynamics. The technological evolution of XFELs toward well-controllable light sources for precise metrology of ultrafast processes has been, however, hampered by the diagnostic capabilities for characterizing X-ray pulses at the attosecond frontier. In this regard, the spectroscopic technique of photoelectron angular streaking has successfully proven how to non-destructively retrieve the exact time–energy structure of XFEL pulses on a single-shot basis. By using artificial intelligence techniques, in particular convolutional neural networks, we here show how this technique can be leveraged from its proof-of-principle stage toward routine diagnostics even at high-repetition-rate XFELs, thus enhancing and refining their scientific accessibility in all related disciplines.

Introduction

X-ray free-electron lasers (XFELs) are the world’s fastest X-ray cameras, providing ultrashort exposure times in combination with a spatial resolution limit down to the sub-nanometer range, which allows for time-resolved experiments ‘freezing’ the motion of atoms and molecules. In fact, XFELs have revolutionized several fields of science enabling us to observe the role of transient structures and resonances in atoms\textsuperscript{1} as well as single-molecule or cluster imaging\textsuperscript{2}, investigations of ultrafast processes at element-specific observer sites\textsuperscript{3}, and the study of nonlinear light–matter interaction in the X-ray regime\textsuperscript{4}.

Over the past decade, further development of the underlying machine operation techniques has enabled increasingly sophisticated control over the photon pulse parameters. One of the most recent major upgrades is the increased repetition rate of XFELs that is anticipated to initiate a leap from proof-of-principle experiments to advanced applications of interdisciplinary importance, thus representing a cornerstone of modern XFEL science\textsuperscript{5}.

Most of the FELs and in fact all XFELs worldwide are currently based on the principle of self-amplification of spontaneous emission (SASE)\textsuperscript{6}. More precisely, their pulses are formed stochastically through the interplay between the relativistically accelerated electron bunches themselves and the spontaneously emitted synchrotron radiation, caused by their sinusoidal trajectories inside magnetic structures with periodically changing polarity, so-called undulators. This feedback interaction leads to a subsequent density modulation of the undulating electrons, resulting in bursts of ultrashort X-ray pulses with a peak brightness up to and exceeding $10^{32}$ photons sec$^{-1}$ mrad$^{-2}$ mm$^{-2}$ (with bandwidth $BW$). The amplification process generates a non-predictable time–energy structure for every single pulse, constituting one of the biggest limitations for XFEL science so far. There are currently no control mechanisms and no routinely available diagnostics in place to directly measure the temporal properties of these X-ray pulses. This is due to the stochastic nature of each individual XFEL pulse, making their...
single-shot characterization necessary and precluding standard integrated methods developed for attosecond pulses from lab-based sources\(^7\text{-}^9\). Hence, the bulk of dynamics on attosecond to femtosecond time scales occurring during the exposure to the X-rays is unfortunately only inferred via indirect pulse measurements such as spectral analysis\(^10\) or electron beam diagnostics\(^11\).

Recently, we have demonstrated a new technique termed \textit{angular streaking} that is capable of retrieving the time–energy structure of all incoming SASE X-ray pulses non-destructively with attosecond resolution\(^12\). Besides the major diagnostic breakthrough, this generally paves the way for time-resolved and nonlinear attoscience in the X-ray regime. In fact, the onset of all structural dynamics in matter can now be studied in detail even from specific observer sites through strongly localized electrons. Fast and reliable feedback of this novel diagnostic regarding the experiment and the machine itself is of utmost importance for upcoming scientific applications at XFELs\(^13\text{-}^14\). For high-repetition-rate XFELs such as the European XFEL near Hamburg, Germany, conventional analysis approaches fail to accommodate the enormous amount and complexity of angular-streaking data in full depth. Especially for online analysis and, ultimately, (re)active control and pulse shaping during beam times, conventional data processing methods are not suited. Therefore, several core challenges of XFELs are anticipated to be tackled by artificial intelligence (AI), in particular machine-learning (ML) techniques.

![Figure 1](image.png)

\textbf{Figure 1.} Illustration of this work’s topical orientation. A series of previously unknown XFEL pulses releases electrons (indicated in yellow) from a gas target with characteristic kinetic energies. Their kinetic energy shifts caused by a circularly polarized infrared streaking field are recorded in an angle-resolving spectrometer (indicated by the cones and eyes). In the artificial brain, the thus obtained information about the electrons is processed and reveals the underlying attosecond substructure of the X-ray pulses. The precise knowledge of the time–energy substructure can then be used to shape the X-ray pulses via a feedback loop to the XFEL machine settings or to enable access to ultrafast electron dynamics at the attosecond frontier, as here indicated by a molecular movie of an interatomic Auger decay in water with subsequent dissociation.

In this article, we present a machine-learning-based proof-of-concept on retrieving the full and detailed XFEL pulse temporal profile, including the pulse duration and its intensity substructure. In addition, we show that it is possible to extract temporal information on the electronic processes after photoionization initiated by the X-rays, that is a subsequent Auger decay, via the method of angular streaking paired with analysis through neural networks (NNs). Moreover, by using simulated streaking data with various degrees of instrument noise and different electron emission signatures, we demonstrate the flexibility of the NN-based online diagnostic tool for XFELs. It is thus robust against detector noise and machine fluctuations, and covering the vast majority of current and future operation modes.

\textbf{Application Case: Angular Streaking}

A long-standing goal in laser and X-ray research is to enable measurements providing both temporal and spatial real-time information about electronic and consequential structural changes on a molecular level with element-site specificity—a so-called \textit{molecular movie}. For this, a suitable ultrashort X-ray pulse duration is one of the key parameters, which is both hard to facilitate
(a) Exemplary shot showing a detector image measured during an angular streaking experiment. The image was taken for X-ray pulses at a photon energy of 1180 eV, ionizing photoelectrons from the 1s shell in neon, and streaked by a circularly polarized infrared laser with a wavelength of 10.6 µm (as published in\textsuperscript{12}).

(b) Example for a simulated detector image after adding \( \pm 30 \% \) noise. The simulation parameters are chosen similar to those used in the experiment shown in panel (a).

(c) Simulated spectrogram of an X-ray pulse with a simple Gaussian intensity distribution.

(d) Simulated spectrogram after adding a spiky structure to mimick a SASE pulse.

(e) Simulated spectrogram of Auger electrons after X-ray 1s ionization in neon for decay time of 7.6 fs.

(f) Simulated angularly streaked detector image generated from (c).

(g) Simulated angularly streaked detector image generated from (d). Supplementary Fig. 1 highlights the difference between this detector image and (f).

(h) Simulated angularly streaked detector image generated from (e).

Figure 2. Experimental (a) and simulated (b)–(h) data for an angular streaking measurement. (a) shows real data from Hartmann \textit{et al.}\textsuperscript{12} in neon. (b) displays a simulated detector image under similar conditions with the addition of \( \pm 30 \% \) noise. In [(c) and (f)] a simulated spectrogram and the corresponding detector image, respectively, are shown before and after [(d) and (g)] adding a pulse structure to a Gaussian intensity distribution. Note the very slight differences between (f) and (g), which are caused by the additional SASE pulse structure and give rise to an accordingly spiky pulse reconstruction. (e) and (h) display a simulated Auger electron spectrogram and the respective angularly streaked detector image, after ionization of the Ne 1s shell with an arbitrarily chosen decay time of 7.6 fs. All displayed figures are normalized to the interval \([0, 1]\).
and difficult to measure. Yet, a reliable time-resolving experimental method is essential for determining parameters such as the detailed intensity profile of the SASE FEL pulse\textsuperscript{15}, corresponding damaging thresholds for materials under investigation\textsuperscript{16}, the nanoscale interpretation of ultrafast single-shot diffraction imaging\textsuperscript{17}, and the probabilities for multi-photon processes\textsuperscript{18,19}, to name a few. Applying the angular-streaking technique\textsuperscript{20} to the field of XFELs leverages a versatile approach for the temporal and spectral characterization of individual (X)FEL pulses\textsuperscript{12}.

The applied scientific instruments for this new method are angle-resolving electron spectrometers\textsuperscript{12,13}. In case of the first demonstration of angular streaking at XFELs and also in the present case, 16 individually working time-of-flight (TOF) spectrometers are arranged in a ring-like structure around the target region, perpendicular to the propagation direction of the incoming X-rays\textsuperscript{12}. Together with a co-propagating circularly polarized infrared laser, spatially and temporally overlapped with the XFEL at the target region, this setup enables angular streaking. Atoms from a target gas are ionized with the XFEL pulse and the emitted electrons are swept, i.e., streaked, in energy and angle by the concomitant rotating electric field vector of the infrared laser. In a simplified picture, the streaking field vector can be understood as the hand of a clock that encodes the parameter time via the angles at which electrons are detected with accordingly shifted energies (see illustration in Fig. 1). Given sufficiently many electrons to “report” on their ionization time within the SASE pulse, the measured electron emission patterns contain the information of the full time–energy structure of the ionizing XFEL pulse with attosecond resolution. The method can be adapted for pulses with different photon energy by selecting target gases of suitable electron binding energies and photoionization cross sections. The mechanism and experimental setup for the angular-streaking technique as applied to SASE X-ray pulses is described by Hartmann et al.\textsuperscript{12} and the general principle can be found here\textsuperscript{21–23}.

In the experiment under consideration, a time trace is measured for photoelectrons emitted by each X-ray shot and in each TOF spectrometer, hence, generating 16 traces at a rate set by the repetition frequency of the XFEL and of the overlapped streaking laser. For single-shot spectroscopy, a trace represents the number of electrons arriving after specific flight times. These time-domain traces can be converted to the energy domain (spectra) by taking into account the length of the flight path and the actions of additional electric fields along their paths, which are routinely used for enhancing the achievable energy resolution and the electron collection efficiency. The combined representation of a full angle-resolved streaking measurement forms an image with 16 columns, representing the respective detector angles, and several rows corresponding to the range of electron energies detected in the specific measurement (detector image, cf. Fig. 2a). Time-dependent electron spectra (spectrograms) are then generated by converting the emission angles to times using the known rotation period of the electric field vector for the circularly polarized streaking laser. (cf. Figs. 2c & 2d). In the present ML case study, we have simulated the spectrograms and the according detector images based on the equations for streaking previously derived\textsuperscript{22}, following the procedure established and described in detail in the SI of Hartmann et al.\textsuperscript{12}. Thus, we can at will generate both a huge “data” set for training the ML algorithms, as well as an additional set of completely known target shots for testing the developed NN predictions.

For an X-ray pulse with no temporal and spatial overlap in the interaction region with an external streaking field (unstreaked shot), the spectra in all detectors are showing the characteristic electron energy distributions (spectral lines) for the target under investigation. Typically each line also shows an angular dependence in signal intensity. In Figs. 2f & 2g one can see this variation in the low intensity regions around 0° and 180° in contrast to the high-intensity parts at 90° and 270°, with intermediate intensities in the columns at angles in between.

If a circularly polarized streaking laser is present, the detector image is modulated according to the instantaneous streaking laser vector potential, leading to a sinusoidal variation of the spectral lines along the angle axis.

Figure 3. There are two ways to extract important pulse characteristics from the detector image. The dotted line refers to a full reconstruction (spectrogram) and the extraction of relevant parameters out of this reconstruction. The other way is to skip the full reconstruction and to concentrate on typically most relevant parameters only. In this article, we choose the second approach.

The goal regarding SASE FEL X-ray pulse characterization and their potential control is to reconstruct the spectrogram from a measured detector image, which gives the full information about the X-ray time–energy structure (cf. Fig. 3, dotted line). In many experimental situations, however, it is sufficient to restrict our analysis to some of the most relevant SASE X-ray parameters (cf. Fig. 3, red line). In the subsequent discussion, we have, therefore, focused on NN predictions of the temporal aspects of ultrashort FEL pulses. Details about the NNs’ framework conditions, the chosen architecture, and hyperparameter optimization can be found in the Methods below.
We picked the following pulse characteristics for a comparison of their reconstruction by the NNs (prediction) with the originally simulated data (target):

**Kick**  The kick is the maximum streaking shift in electron kinetic energies for each X-ray shot, and thus for a given temporal delay and phase relation between the X-ray pulse and the infrared streaking laser. There are two main reasons for a change in the kick from shot to shot. The first is the relative timing jitter between the X-ray and the streaking pulse\textsuperscript{24–26}, which is unavoidable due to the stochastic generation process of the SASE mechanism and additional fluctuations in arrival time caused by air fluctuations, thermal expansion in optomechanical components, and general synchronization errors between the two separate laser pulses. The second reason for variations of the kick is the random change of the carrier–envelope phase of the streaking laser from shot to shot. One can solve this by stabilizing the carrier–envelope phase\textsuperscript{27}, which is a rather difficult technical requirement, or by using the technique of angular streaking\textsuperscript{12}, which is the basis for the simulations studied in this article.

Since we translate a temporal distribution (X-ray intensity structure) into an energy distribution (kinetic energy of the streaked photoelectrons), a lower kick value means a more shallow gradient of the streaking ramp, which is given by the kick over the cycle period of the electric field corresponding to the streaking laser wavelength. Thus, the resolution of the measurement is directly degrading with decreasing kick. In this sense, the determination of the kick strength is not so much interesting in itself, but is a measure for the quality of the reconstruction and can be used as a filtering handle of the data. It is also a good consistency check for the functioning of the applied NNs, since the kick is a parameter that can also be readily assessed with other analysis methods.

**Pulse Duration**  The pulse duration is the most important parameter for many ultrafast free-electron laser experiments, e.g., a variety of pump/probe measurements of electronic state changes or investigations of nonlinear excitation dynamics\textsuperscript{19,29–31}, albeit it is one of the most difficult to measure directly. Especially for XFEL SASE pulses, each pulse has a different duration and erratic intensity structure that even complicates the definition of the term pulse duration. In this article, we use the

![Figure 4](image-url)  Three examples of different SASE XFEL pulse intensity structures showing varying total duration and complexity generated with OCELOT\textsuperscript{28}. The pulse durations given as FWHM/RMS, respectively, for the exemplary shots are 1.5 fs/640 as (blue), 4.5 fs/1.9 fs (orange) und 10.4 fs/4.4 fs (green). The corresponding Gaussian pulse envelopes are shown as dashed grey curves, including the FWHM durations, and their projections onto the time axes as black lines.
root-mean-square (RMS) duration, i.e., the square root of the time variance of the temporal intensity profile,
\[ t_{p,RMS} = \sqrt{\langle t^2 \rangle - \langle t \rangle^2}, \]
where
\[ \langle t^n \rangle = \frac{1}{N} \int_{-\infty}^{\infty} t^n I(t) \, dt \quad \text{and} \quad N = \int_{-\infty}^{\infty} I(t) \, dt \]
are the \( n \)-th moment and the normalization constant, respectively, as the basic definition of the pulse duration.

A common choice for more well-behaved Gaussian-like laser pulses from table-top systems is the full width at half-maximum (FWHM). Given a Gaussian distribution with standard deviation \( \sigma \), corresponding to the RMS duration in this case, the FWHM is calculated as follows:
\[ FWHM = 2\sqrt{2\ln 2} \sigma \approx 2.35 \cdot \sigma. \]

As SASE pulses are generally spiky and irregular (cf. Fig. 4), this metric is not fully applicable. In our simulation case, however, this quantity is nevertheless of interest due to the fact that we use the FWHM to generate (and in fact define) the Gaussian distribution envelopes in Fig. 4 and because the FWHM better relates to the intuitive concept of a full-length pulse duration. The RMS duration, however, gives a more complete measure of the temporal distribution of the pulse energy including possible pulse wings or substructure (see also the next paragraph).

**Pulse Structure** Due to the microbunching in the FEL each SASE pulse has an individual intensity profile, made up of several shorter ‘spikes’ with random intensities (cf. Fig. 4). The average number of spikes per pulse is determined by the specific operation parameters of the XFEL. It can be expressed in a statistical treatment as the number of individual energy modes contributing to the XFEL pulse. The ensuing pulse shape can be arbitrarily complex. The shorter the overall pulse duration in relation to the single-spike length, i.e., the fewer spikes per complete pulse, the more important individual spikes are becoming (Fig. 4). Especially for estimating the damage thresholds of investigated probes as well as for experiments sensitive to the instantaneous X-ray intensity, or for ultrafast pump/probe measurements, the XFEL pulse structure needs to be known exactly to interpret the observed data on a shot-to-shot basis unambiguously.

**Auger Decay Time** Many of the scientifically interesting processes of non-equilibrium physics and structure-changing chemistry are not directly triggered by the exciting X-ray pulse but are the result of subsequent complex relaxation dynamics. These dynamics are determined by the time-dependent, i.e., transient electronic structure of the system under study. One of the most fundamental electronic processes after inner-shell ionization of matter by X-rays is the Auger decay, whereby a second electron from an outer shell fills the generated core hole and transfers the excess energy to a third electron (Auger electron), which is then emitted from the ion. This process is specific to the contributing discrete electronic states of an atomic or molecular system and has a characteristic time constant for the emission of the third electron (Auger decay time). In our simulations, we assume that one Auger decay channel dominates for neon (Ne) after 1s ionization. The corresponding Auger decay time on the order of 2 fs to 3 fs can serve as a fundamental benchmark for demonstrating the capability of the method to retrieve ultrafast timing information from recorded data.

**Results**
All of the above described SASE XFEL pulse characteristics can be predicted with varying degrees of accuracy by utilizing convolutional NNs. For each pulse characteristic, we will examine the results of the trained models in more detail.

**Kick**
Of all the characteristics studied, the kick turned out to be the easiest to predict. Fig. 5a shows that most of the predictions only slightly deviate from the respective targets. It turns out that 96% of all predictions have a smaller deviation than 10% of the respective target value. Though the kick can easily be derived from the detector images, an accurate estimate of this parameter is necessary for better judging the reliability of the reconstruction for the FWHM pulse duration, pulse structure and Auger decay time. This will become apparent in the following paragraphs.

**FWHM Pulse Duration**
The comparison of predicted and target FWHM pulse durations is shown in Fig. 5b. As for the kick estimates, the majority of the values are well reconstructed. However, it is evident that a few of the predictions deviate strongly from the target values.
(a) Difference between the target and the predicted kick label, demonstrated on a test set with $4 \cdot 10^4$ samples. 96% of all predictions have a smaller deviation than 10% of the respective target value.

(b) Difference between the target and the predicted FWHM pulse duration label, demonstrated on a test set with $4 \cdot 10^4$ samples. In 94% of all cases where the kick was greater than 5 eV, the deviation between prediction and target value was less than 1 fs.

(c) Difference between the target and the predicted Auger decay time, demonstrated on a test set with $4 \cdot 10^4$ samples. In 92% of all cases where the kick was greater than 3 eV, the deviation between prediction and target value was less than 0.5 fs.

(d) Deviation of the computed RMS pulse duration from the predicted pulse structure to the RMS pulse duration of the target pulse structure.

(e) Comparison of the FWHM pulse duration prediction as a function of energy kick. The accuracy of the pulse length estimate depends on the respective kick value of the shot. The higher the kick, the more accurate the prediction of the FWHM pulse duration gets.

(f) Comparison of the decay prediction as a function of energy kick. The accuracy of the Auger decay time estimate depends on the respective kick value of the shot. The higher the kick, the more accurate the prediction of the Auger decay time gets.

Figure 5. Prediction accuracies and dependencies of the labels kick, RMS pulse duration, FWHM pulse duration, and decay using data sets containing all levels of noise [$\pm 0\%$, $\pm 10\%$, $\pm 20\%$, $\pm 30\%$]. The slight skew of the distributions in Figs. (b), (c) & (d) stems from the inherent tendency of NNs to predict values closer to the mean of the learned parameter space for unclear inputs, i.e. from detector images with too low kicks.
One hypothesis explaining this behavior is that for smaller kicks the resolution of the measurement degrades and predicting a pulse duration can become arbitrarily difficult. That is why we have investigated the accuracy of the FWHM pulse duration estimate against the true kick value.

Fig. 5e confirms the previously stated hypothesis. Above a (true) kick value of approximately 5 eV, estimating the FWHM pulse duration becomes feasible. In fact, in 94% of all cases where the kick was greater than 5 eV, the deviation between prediction and target value was less than 1 fs. This is due to the fact that small kick values on the order of the nominal SASE bandwidth correlate to unsuccessful angular streaking shots that need to be discarded anyway. Supplementary Figs. 2a and 2b display exemplary shots with a large and a small kick, respectively.

Auger Decay Time
The auger decay time can also be well approximated by the respective NN (cf. Fig. 5c). Most of the estimates hardly deviate from the zero line of the difference between the target value and the prediction. However, as for the FWHM pulse duration estimates, there are some outliers strongly deviating from the true Auger decay time value. Using the same reasoning as for the FWHM pulse duration estimates, we have compared the prediction of the Auger decay time value with the true kick value. Here, the same behavior can be observed as for the FWHM pulse duration (cf. Fig. 5f). It is evident that a reasonable determination of the Auger decay time is only possible for a kick value of 3 eV or higher. In fact, in 92% of all cases where the kick was greater than 3 eV, the deviation between prediction and target value was less than 0.5 fs. It follows that shots with small kick values should be discarded in advance to appropriately approximate the true Auger decay time. As before, Supplementary Figs. 2c and 2d display exemplary shots with a small and a large kick for the decay reconstruction, respectively.

Pulse Structure and RMS Pulse Duration
The full temporal pulse structure of the SASE pulse is probably the most difficult property to predict in our study. This is not surprising, as it is also the most complex one, being represented by a vector instead of a single value in case of the kick or the pulse duration, which holds the information of the intensity distribution over time. Altogether, the trained network works relatively well in its objective to predict the trend, i.e., peak positions and their relative intensities of the pulse structure. However, as has been expected, these predictions get less accurate for more complex pulse structures. This behavior can be seen for two different exemplary simulated SASE pulses in Fig. 6, one relatively simple 6a and one more complex 6b, in which not all of the finer structures could be reliably reproduced. Nevertheless, the main features including the larger peaks can always be predicted.

Remarkably, the quality of the predicted pulse structure does not show a significant dependency on the value of the kick; except for a kick very close to or equalling zero, which is not surprising, as this again corresponds to an unsuccessful event where basically no streaking occurred. There is also no significant dependency on the duration of the pulse, as one might have expected. An absolute value for the mean squared error (MSE) does indeed increase with the pulse duration; normalized to it, however, the average ‘MSE per time step’ is more or less constant (cf. Supplementary Fig. 3). Now that our model is
Influence of Noise on the NN Performance

In order to investigate the influence of noise on the predictions, we generated a test set comprising of detector images with several different noise levels \( p = [0.0, 0.1, 0.2, 0.3] \) as shown in Eq. 4 in the Methods section and fed it into the NNs.

As expected, additional noise influences the result of the NN’s prediction (cf. Tab. 1). An example for a noisy simulated detector image is given in Fig. 2b, more expressive examples for different simulation settings are shown in Supplementary Fig. 4. The prediction for non-noisy data is nearly perfect, whereas the prediction for noisy data slightly differs from the target. Despite the decreased prediction accuracies, it is evident that the NNs can handle noise robustly.

| Noise  | Kick   | FWHM  | RMS   | Decay  |
|--------|--------|-------|-------|--------|
| ±0%    | 0.19 eV| 0.52 fs| 0.67 fs| 0.08 fs|
| ±10%   | 0.24 eV| 0.88 fs| 0.65 fs| 0.17 fs|
| ±20%   | 0.34 eV| 1.05 fs| 0.65 fs| 0.26 fs|
| ±30%   | 0.43 eV| 1.2 fs  | 0.73 fs| 0.34 fs|

**Table 1.** Standard deviations of the predicted labels with regard to the respective targets kick, pulse duration, and Auger decay computed on 1000 samples, respectively. Settings for the kick, FWHM/RMS pulse duration, Auger decay sample data: kick = 22.5 eV, pulse duration = 4.85 fs, Auger decay = 7.0 fs.

Discussion & Outlook: Online SASE-Pulse Characterization and Shaping

So far, we have shown that several characteristics of XFEL pulses are predictable with varying degrees of accuracy. To investigate how close the current status comes to real-time pulse characterization during experimental campaigns, we need to address a number of different issues, which can each be tackled exploiting the specific analytical strength made accessible by the methods of NNs:

**Output Speed**  For evaluating the input images at full speed of the XFEL repetition rate in the kHz to MHz regime, an efficient analysis is inevitable. NNs are known for delivering outputs quickly. We have used several batch sizes, starting from one image up to 4096 as input. Investigating this is important as such a comparison determines whether a batch-wise and therefore highly parallelized analysis is performing better than analyzing image-wise. Batch-wise evaluation is specifically suited for the European XFEL facility, since a train with a very fast succession of pulses (maximum 2700 per 600 µs) is followed by a pause of several milliseconds that can be used for analysis purposes. We have tested how fast the NN output is generated on a GeForce RTX 2070 GPU using single precision floating point format (Tab. 2).

| BS  | 1  | 64 | 128 | 256 | 512 | 1024 | 2048 | 4096 |
|-----|----|----|-----|-----|-----|------|------|------|
| Dur [ms] | 1.38 | 1.44 | 1.48 | 1.54 | 1.62 | 1.54 | 1.38 | 1.44 |

**Table 2.** Time measurements for predictions of the trained model on a GeForce RTX 2070 card with different batch sizes (BS). We ran hundred experiments and averaged the results.

The model is able to reach quick predictions mostly independent of the batch size as the computation on a GPU runs all tasks, i.e., computes a prediction for each image within the batch, in parallel. In general, the number of input images in one batch is only limited by the RAM of the used GPU. Thus, it is apparent that it is advantageous to analyze a larger batch of data than individual images. With a batch size of 4096 our current model is already able to keep up with the European XFEL in high-repetition mode for online predictions.
**Reliability Estimation**  
Next to fast evaluation, a degree of certainty in the NN predictions must be ensured. As shown in the results, the NN prediction may deviate quite substantially from the target. Some of the difficulties can be directly circumvented. By determining the kick, for example, we can already filter whether a prediction regarding the labels *Auger decay time* or *pulse duration* is reasonable. But this still does not give us a direct statement specifying how certain the NN’s prediction is. Optimally, we would want to have a reliable measure of how good the predictions of the trained models are, even for unknown shots without a target.

There are several ways to determine the prediction uncertainties of NNs. The epistemic uncertainty determines the uncertainty due to insufficient knowledge. This can be implemented, for example, via Monte Carlo dropout \(^{36}\) or Monte Carlo batch normalization \(^{37}\). The aleatoric uncertainty determines the uncertainty due to the complexity of the problem, and can be investigated by creating a fitted cost function \(^{38}\). This topic is currently a very active area of ML research. We are in the process of developing our own approach to benchmark the specific task of stochastic X-ray pulse reconstruction, ideally combining both uncertainty determinations in one procedure as previously shown \(^{38}\).

**Gap between Simulation and Reality**  
So far, our NNs are suited only for data that look exactly like the input shown in Fig. 2. Whether the NNs are suitable for predictions on experimental data (cf. Fig. 2a) is not easy to validate, especially since we do not have true labels for the experimental data. In addition, we need to identify to what extent our modeled noise replicates real noise of the spectrometer, e.g., electronic ringing of the detector readout or background signals from undesired processes. There are two ways to tackle the gap between simulation and experiment. Either the real data must be denoised before the analysis (e.g., Denoising Autoencoders \(^{39}\) or the simulation data must be provided with additional, appropriately modeled noise. Simultaneous approaches in both directions should give a more complete understanding for mitigating this issue in future efforts.

**Responding to Changes**  
We have shown that our developed NNs work on data with several levels of noise. However, when utilizing real-life TOF spectrometers, it may occur that TOF sensors fail or produce unrealistic results. In such cases NN re-training or knowledge extension is inevitable. Here, online learning \(^{40}\) is a helpful tool. In this case, the model is trained continuously on newly generated data. Thus, the training can be quickly adapted to new environments. To circumvent the catastrophic forgetting \(^{41}\) of NNs, continual learning \(^{42,43}\) may be utilized.

**Pulse Shaping**  
The term pulse shaping can be interpreted in two technically different ways. With the online analysis methods already demonstrated in the current manuscript, we can establish an X-ray sorting scheme based on the full characterization of every single pulse and the possibility to filter for desired pulse shapes and durations. Especially with high-repetition rate XFELs, this can be a vital form of “passive shaping”. The second, and more exciting, route refers to an actual pulse shaping in terms of intelligent experimentation schemes and dynamical interaction of the machine with simultaneous photon-based measurements. Thus, the live updates on X-ray pulse changes may be used for a more detailed control of the parameters and for actual SASE pulse shaping. First steps for this interaction have been identified to entail a feedback loop to the accelerator that provides an online data stream of, e.g., X-ray pulse duration and spectrum. The machine operators can choose to engage this loop into their electron bunch compression algorithms with a preset goal of optimization to be pursued. Further steps towards intelligent and active experimentation are in development and will be presented in future studies.

**Conclusion**  
In this article, we demonstrated a path toward online characterization of free-electron laser pulses by applying NNs on detector images captured with angular streaking. In addition to several predictable characteristics, we have been able to identify and confirm dependencies between the respective characteristics that can be used to control the machine settings during experimental campaigns. This way, the angular streaking technique has the potential to be leveraged from the proof-of-principle stage to a robust and highly advanced diagnostic tool for all free-electron laser facilities, including high-repetition rate operation. In addition, these novel ML reconstruction procedures may also be used for better online X-ray pulse control and future FEL pulse shaping on demand. Further steps to a successful implementation of these advanced methods involve closing the gap between simulation and experimental data through an instrument-specific treatment of the measurement noise and a reliable concept for error and reliability estimation, which we will investigate in future work.

**Methods: Machine Learning Procedure Design**

In real-world XFEL experiments, the spectrograms or pulse characteristics of individual SASE pulses have to be reconstructed from the detector image. There are first approaches for deriving single-shot characteristics of rapid pulse sequences from high-repetition rate XFELs \(^{44}\). Unfortunately, they are only suitable to a limited degree for providing detailed insights via real-time processing during experimental campaigns.

Here, we apply specifically developed NNs on the angular streaking approach to demonstrate the possibility of a fast online pulse characterization, as NNs, particularly convolutional NNs, have proven to be suitable for similar challenges \(^{45,46}\).
Figure 7. We use a simulated spectrogram to construct according detector images. These images are used for training the NNs and to extract several different pulse characteristics afterward.

General Machine Learning Problem Formulation
For each pulse characteristic, we need to train a NN that takes detector images as inputs (cf. Fig. 7). The outputs for each of the NNs vary and are listed below:

Kick. The kick is the amplitude of the wave-like intensity distribution within the detector image (cf. Fig. 2). When changing the kick, the spectrogram stays as is as the kick only affects the streaking signal captured in the detector image. That is the reason why the kick is easily extractable from the detector images. The NN has to solve a regression task, where the output is one number in the unit fs.

FWHM Pulse Duration. The FWHM pulse duration is well extractable from the spectrogram, as it can be seen as \(2.35 \cdot \sigma\) (cf. Eq. 3) in the direction of \(x\) (time scale), with \(\sigma\) being the standard deviation of the 2D gaussian distribution in \(x\) direction. The longer the FWHM pulse duration, the longer the distribution stretches in \(x\) direction. Within the detector image, a change of the pulse duration mostly affects the width and the peculiarity of the wave form. Here again, the NN has to solve a regression task, where the output is one number in the unit fs.

Auger Decay Time. The Auger decay is visible in the spectrograms as well as the detector images. Within the spectrogram, the length of the tail after the 2D Gaussian distribution indicates the decay time. The longer the tail, the larger the decay. Within the detector image, a larger decay affects the distortion of the wave. Once more, the NN has to solve a regression task, where the output is one number in the unit fs.

Pulse Structure. The pulse structure is the most challenging feature to extract, as the output itself consists of several values indicating the intensities of multiple spikes within the SASE pulses. By looking at the spectrogram in Fig. 2 (c), one can see that the pulse structure can be derived by summing up the intensities at each point in time along the vertical axis. The pulse characteristic will be determined here as the intensity as a function of arrival time, where the intensity is integrated over all photon energies within the 6 eV spectral bandwidth. This leads to an output similar to Fig. 4. In this case, the NN has to solve a regression task, where the output consists of several time steps in arbitrary intensity units.

A note regarding the RMS Pulse Duration: As the RMS pulse duration can be directly derived from the pulse structure, there is no need to train an independent NN for this pulse characteristic.

After the general examination of the ML problem, the next sections will look at how the ML pipeline looks in detail and how to successively address the individual ML problems above.

Framework Conditions
In order to train NNs in a supervised manner, we require training data \(\mathcal{D}_K\) of size \(K \in \mathbb{N}\), which comprises \(K\) simulated detector images \(\mathcal{X} = \{X_i \in \mathbb{M}^{n \times n}(\mathbb{R}) , i = 1, \ldots, K\}\) and \(K\) corresponding pulse characteristics \(\mathcal{L} = \{L_i \in \mathbb{R}_+^{nL} , i = 1, \ldots, K\}\). Here, \(m\) is the number of TOF detectors used within the complete spectrometer setup and \(n\) displays the electron kinetic energy in intervals. The size of \(j\) changes according to the pulse characteristic that has to be predicted. In the following, we will refer to pulse characteristics as labels. To verify the performance of a NN, we split \(\mathcal{D}_K\) into two distinct sets, \(\mathcal{D}_{\text{train}}\) and \(\mathcal{D}_{\text{test}}\), such that \(\mathcal{D}_K = \mathcal{D}_{\text{train}} \cup \mathcal{D}_{\text{test}}\). The accuracy of the NN is determined by \(\mathcal{D}_{\text{test}}\). We train the NNs with \(n\) distinct batches of detector images \(\mathcal{B}_n \in \mathcal{D}_{\text{train}}\). Similarly, we test the performance of the NNs with \(m\) batches of detector images \(\mathcal{B}_m \in \mathcal{D}_{\text{test}}\). To avoid overfitting of the NN, we utilize cross-validation\(^{47}\).

Although we work in a simulation environment, it is reasonable to choose values that would correspond to real experimental data (cf. Fig. 2a). Therefore, we take previously acquired data from earlier experimental campaigns\(^{12}\) as an example. In particular this means:

- For each of the two use cases, Ne 1s and KLL Auger electrons data, we generate a size of \(K = 4.4 \cdot 10^6\) samples to be predicted. Of these, \(4 \cdot 10^5\) are used for training and \(4 \cdot 10^5\) for testing.
- Our angle-resolved spectrometer consists of \(m = 16\) TOF detectors.
- We fix the intervals in the TOF detectors to \(n = 200\), with a varying energy bin size.
More particularly, this means that the following NN architecture depends on the chosen parameters, though it can be adapted easily if, e.g., more TOF detectors are added.

Preparing the Simulation Data

We derive artificial detector images for Ne 1s and KLL Auger electrons from the simulation environment as introduced by Hartmann et al.\textsuperscript{12}. The kinetic energy of the 1s photoelectrons depends on the ionizing X-ray photon energy, which, in this case, is set to 1180 eV. We include a spectral bandwidth of 6 eV for the X-ray pulses, but omit the effect of a potential chirp in these simulations, which would only have a marginal effect on the parameters reconstructed in this study. A photon energy of 1180 eV results in Ne 1s photoelectron kinetic energies centered at \( \sim 310 \text{ eV} \). The Auger electron kinetic energies are independent of the X-ray photon energy and bandwidth, with the main peak lying at \( \sim 804 \text{ eV} \) and a standard deviation determined by the detector resolution. The angular streaking maps the TOF measurements of 16 detectors distributed over 360 degree to a window of 35.3 fs, as this is the duration of one optical cycle for the chosen streaking wavelength \( \lambda = 10.6 \mu \text{m} \) of the circularly polarized laser in Hartmann et al.\textsuperscript{12}.

We chose the range and the precision based on the experimental implementation expected for real streaking measurements at XFELs. We want our models to estimate kicks in the range of 0 – 30 eV, FWHM pulse durations in the range of 0.4 – 13.4 fs, and decays in the range of 0 – 10 fs. The temporal resolution of the pulse structure was equally chosen in accordance with the expected duration of the shortest features in the X-ray pulse intensity structures (the SASE spikes), leading to a grid size along the time axis for the pulse structure reconstruction of 441 as.

Figs. 2c and 2f are simulated without artifacts. In 2c, there is only one randomly placed Gaussian distribution present in the spectrogram. The underlying pulse structure is neglected so far. To get closer to the real data (cf. Fig. 2a), we implement three steps. We add a pulse structure to the spectrogram and noise to the simulated detector images, and prepare the data for NN training by utilizing data normalization.

**Step 1: Adding a Pulse Structure to the Spectrogram** To achieve a SASE-like temporal structure in the spectrogram, we modulate the original Gaussian time distribution with a spiky intensity profile (cf. Fig. 4). We obtain the latter by generating a comb of Gaussian spikes with randomized amplitudes and spike durations as predicted by theory for a typical setting of an XFEL in ultrashort-pulse mode\textsuperscript{33}.

**Step 2: Adding Noise to the Detector Image** Additional noise is added to \( X \in \mathcal{X} \), representing the intensity values for each pixel in the detector image, during training and testing as shown in Eq. 4. A given percentage \( p \) of the maximum intensity value \( x_{\text{max}} \) of \( X \in \mathcal{X} \) is used as an upper and lower bound of an equal distribution \( \mathcal{G} \) to draw \( w \) from:

\[
X_{\text{noisy}} = (x_{i,j} + (x_{\text{max}} \cdot w))_{i=1,..,m,j=1,..,n}, w \sim \mathcal{G}(-p,p),
\]

(4)

Figure 2b displays a detector image with added noise (\( p = 0.3 \)).

**Step 3: Normalizing the Data** It is evident, that the range of the intensity values differs from case to case. To counteract this, we perform a min-max-normalization for each \( X \in \mathcal{X} \). Therefore, the minimum (\( x_{\text{min}} \)) and maximum (\( x_{\text{max}} \)) intensity value of \( X \) are used to perform the transformation for each pixel value \( x_{k,l} \):

\[
X_{\text{norm}} = \left( \frac{x_{k,l} - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \right)_{k=1,..,m,l=1,..,n},
\]

(5)

After normalization, all values in \( X_{\text{norm}} \) lie within the interval \([0,1]\).

Designing the Machine Learning Models

As we want to extract information from images, the most intuitive solution is to use a convolutional NN\textsuperscript{48,49}, which uses convolutions and pooling to extract low- and high-level features such as edges and predicts an estimate of those features using fully-connected layers. In our case, the estimates ideally should correspond to the target pulse characteristics.

**Architecture**

One key problem regarding the choice of a proper NN architecture is the dimensionality of the detector images, which are not equal in size and therefore not symmetrical. This fact needed to be taken into account in the design of the NN. Furthermore, we wanted our NN architecture to be as dense as possible to ensure generalization and performance for reliable online operation. After testing several architecture configurations with different numbers of layers and neurons, the most suitable network architecture for our problem is an NN with three convolutional blocks (cf. Fig. 8). Each block contains a convolutional layer,
followed by an activation function and a max-pooling layer. The convolutional layers use a 3x3 kernel, stride of 1x1 and 1x1 zero-padding. The pooling layers use a 3x3 kernel, stride of 2x2 and 1x1 zero-padding. Architectures with less than three convolutional blocks could not grasp all required features necessary to derive the underlying mapping from detector image to the desired label. The NN is specifically designed to cut both dimensions, i.e., width and height of the image, in half after each block. A filter size of [16, 32, 64] for the respective convolutional layers has proven to be sufficient. For the fully-connected stage (except the last layer), we use three layers with [3200, 1600, 800] neurons, respectively. Architectures with less than three layers within the fully-connected part did not transmit enough information to be able to solve the problem decently. The size of the last layer depends on the label to predict, i.e., the size of $j$ in $\mathcal{L}$.

**Figure 8.** The convolutional neural network architecture used in the present approach. The dimensions of the first layers (orange) are displayed in [channel, height, width]. The dimensions of the fully-connected layers (violet) show the number of used neurons.

When predicting the kick, FWHM pulse duration, or decay time, $j = 1$. When predicting the pulse structure, $j$ corresponds to the dimension of the spectrogram’s x-axis. We utilize the mean squared error loss function to train and optimize the network as the prediction of the pulse characteristics is a regression task in all cases.

**Hyperparameter Optimization**

The NN architecture is not the only choice to be considered. Especially when training the NNs, appropriately chosen hyperparameters are important to achieve efficient and goal-oriented training. Important parameters in this context are the batch size, type of activation function, optimizer, and learning rate. To find the best suitable combination of hyperparameters, we performed a grid-search on distinct data sets using the approach from before with the following values:

- **Batch size**: [64, 128, 256, 512, 1024]
- **Activation function**: [ReLU, Sigmoid]
- **Optimizer**: [Adam, SGD (with Momentum)]
- **Learning rate**: [0.01, 0.001, 0.0001, 0.00001]

After NN training, we evaluated the respective parameter combinations according to the following criteria:

- **Criterion 1**: The test loss (after inputting $D_{\text{test}}$ into the trained NN) should be minimal.
- **Criterion 2**: The standard deviation of the test loss curve should be minimal to penalize slow convergence and overfitting.
In general, it should be noted that there is not only one combination of hyperparameters that achieves good results during training. Nevertheless, there has been an evident leader. The best hyperparameter configuration for all labels is a batch size of 64, a ReLU activation function, a learning rate of 0.0001, and Adam as optimizer.
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Supplementary Information

**Supplementary Figure 1.** Difference between detector images in Fig. 2 (f) and (g). On closer inspection, it is evident that the intensities shift after adding a pulse structure.
(a) NN estimate (4.8 fs) of the FWHM pulse duration target (4.9 fs) with a large kick (22.5 eV).

(b) NN estimate (6.3 fs) of the FWHM pulse duration target (4.9 fs) with a small kick (3.0 eV).

(c) NN estimate (7.0 fs) of the Auger decay time target (7.0 fs) with a large kick (22.5 eV).

(d) NN estimate (7.6 fs) of the Auger decay time target (7.0 fs) with a small kick (3.0 eV).

Supplementary Figure 2. Exemplary selection of FWHM pulse duration and Auger decay time predictions with large and small kick value, respectively.
Supplementary Figure 3. Mean squared error of the predicted pulse structure with regard to the true pulse structure, normalized to the respective pulse’s duration, shown as a function of the true pulse structure’s RMS pulse duration.
(a) Estimate (22.52 eV) of the target kick label (22.50 eV). The difference is 0.02 eV.

(b) Estimate (22.29 eV) of the target kick label (22.50 eV). The difference is 0.21 eV.

(c) Estimate (4.80 fs) of the target FWHM pulse duration label (4.85 fs). The difference is 0.05 fs.

(d) Estimate (5.06 fs) of the target FWHM pulse duration label (4.85 fs). The difference is 0.19 fs.

(e) Estimate (7.03 fs) of the target decay label (7.0 fs). The difference is 0.03 fs.

(f) Estimate (7.26 fs) of the target decay label (7.0 fs). The difference is 0.26 fs.

**Supplementary Figure 4.** The influence of noise on the respective label estimate regarding one sample. (a), (c), (e) display estimates on data without additional noise. (b), (d), (f) show estimates of data with ±30% noise added.