A self-consistent hydrostatic mass modelling of pressure supported dwarf galaxy Leo T
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ABSTRACT

Assuming a hydrostatic equilibrium in an H I cloud, the joint Poisson’s equation is set up and numerically solved to calculate the expected H I distribution. Unlike previous studies, the cloud is considered to be non-isothermal, and an iterative method is employed to iteratively estimate the intrinsic velocity dispersion profile using the observed second-moment of the H I data. We apply our iterative method to a recently discovered dwarf galaxy Leo T and find that its observed H I distribution does not comply with the expected one if one assumes no dark matter in it. To model the mass distribution in Leo T, we solve the Poisson’s equation using a large number of trial dark matter halos and compare the model H I surface density (\( \Sigma_{HI} \)) profiles to the observed one to identify the best dark matter halo parameters. For Leo T, we find a pseudo-isothermal halo with core density, \( \rho_0 \sim 0.67 \, M_\odot \, pc^{-3} \) and core radius, \( r_c \sim 37 \, pc \) explains the observation best. The resulting dark matter halo mass within the central 300 pc, \( M_{300} \), found to be \( \sim 2.7 \times 10^7 \, M_\odot \). We also find that a set of dark matter halos with similar \( M_{300} \sim 3.7 \times 10^6 \, M_\odot \) but very different \( \rho_0 \) and \( r_c \) values, can produce equally good \( \Sigma_{HI} \) profile within the observational uncertainties. This, in turn, indicates a strong degeneracy between the halo parameters and the best fit values are not unique. Interestingly, it also implies that the mass of a dark matter halo, rather than its structure primarily directs the expected H I distribution under hydrostatic equilibrium.
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1 INTRODUCTION

Though the \( \Lambda – \) CDM model of cosmology has been immensely successful in explaining the observable universe at large scales (Efstathiou, Bond & White 1992; Riess et al. 1998; Spergel et al. 2007), several inconsistencies yet persist between its predictions and observations in smaller scales (Boylan-Kolchin, Bullock & Kaplinghat 2011, 2012; Hayashi & Chiba 2012). The ‘missing satellite’ problem (Klypin et al. 1999, 2011; Kaplinghat 2011, 2012; Hayashi & Chiba 2012) poses one of the significant challenges to the current understanding of the \( \Lambda – \) CDM model.

The number of predicted small galaxies within the virial radii of massive galaxies, (for example the Milky Way) are found to be an order of magnitudes higher than what is observed as luminous satellites of such galaxies.

Several recent numerical and observational efforts have closed the gap between the predicted and observed Milky Way satellites significantly though (Sand et al. 2015; Zolotov et al. 2012; Kravtsov, Gnedin & Klypin 2004; Faerman, Sternberg & McKee 2013; Belokurov et al. 2007), the difference remains. Amongst several solutions proposed for this problem, HVC mini-halo hypothesis is one of the promising one (Sternberg, McKee & Wolfire 2002; Giovanelli et al. 2010; Faerman, Sternberg & McKee 2013). In this hypothesis, the population of unidentified satellite mini-halos are camouflaged as the Compact High-Velocity Clouds or Ultra Compact High-Velocity Clouds (CHVCs/UCHVCs) observed in the circumgalactic medium of the Galaxy. As these satellite galaxies do not have enough observable star formation, very often they are referred as dark galaxies.

The star formation recipes in these low mass satellites are not well understood and deviates (Roychowdhury et al. 2009; 2014) from the well-established prescriptions for larger galaxies (Kennicutt 1998; Leroy et al. 2013). This, in turn, leads to a poor assessment of the luminosity function and subsequently the number counts of faint satellites which are expected to be detected in an optical survey. In fact a number of attempts to detect stellar component in potential dark galaxy candidates resulted in null detections (Hopp, Schulte-Ladbeck & Kerp 2003; 2007; Sielke et al. 2005; Willman et al. 2002; Davies et al. 2002; Simon & Blitz 2002; Sand et al. 2015). However, the poor understanding of star formation laws in these smallest galaxies are not expected to affect the H I mass function; and these low mass objects are expected to be detected in adequate numbers in large area H I surveys. There already exist a number of observational efforts detecting these potential dark galaxies (Adams et al. 2016; 2015).
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without dark matter. We also try a variety of different dark matter distributions and kinematics of the H\textsc{i} galaxy to estimate its dark matter content and distribution. However, this modelling can be used for any pressure supported galaxy. We also consider that these clouds re-origin from the galactic ISM are likely to be in rough hydrostatic equilibrium; however, only dark galaxies are expected to have a dark matter halo. The presence of the dark matter halo is expected to affect the distribution and kinematics of the H\textsc{i} gas. Conversely, the observed H\textsc{i} distribution, along with the assumption of hydrostatic equilibrium could be used to constrain the amount of dark matter associated with an H\textsc{i} cloud. Here we build a detailed hydrostatic equilibrium model for Leo T, a recently discovered dwarf galaxy. However, this modelling can be used for any pressure supported galaxy to estimate its dark matter content and distribution.

Leo T is one of the smallest known gas-rich galaxies in the local universe and is at an estimated distance of only \(\sim 420 \text{kpc}\) (Irwin et al. 2007). The H\textsc{i} morphology of this galaxy is very similar to that of the CHVCs/UCHVCs (Ryan-Weber et al. 2008). This makes it an excellent test bed for using hydrostatic equilibrium models to try and distinguish between dwarf galaxies and UCHVCs/CHVCs. Previous studies, e.g., Faerman, Sternberg & McKee (2013) developed models for gas-rich objects, where hydrostatic equilibrium along with photoionisation sets the H\textsc{i} half-mass radius. These models are not self-consistent as they do not account for the gravity of baryons. Not only that, but these models also assume the galaxy to be a Warm Neutral Medium (WNM) cloud with a fixed temperature of \(\sim 10^4\) Kelvin. However, the interstellar medium (ISM) of galaxies is known to be dominated by turbulent motions which set the equilibrium in the neutral phase of the ISM (Young & Lo 1996, 1997; Young et al. 2003). In this scenario, a thermal temperature of \(10^4\) Kelvin might not be a good proxy to the hydrostatic pressure.

In this paper, we set up self-consistent (i.e., accounting for the gravity of the gas and stars) models for H\textsc{i} clouds with or without dark matter. We also try a variety of different dark matter halos and determine via a Monte-Carlo approach the best dark matter halo which produces the observed H\textsc{i} distribution for Leo T. This allows us to perform a mass-modelling of Leo T providing constraints on parameters like central dark matter density as well as the core radius of the isothermal dark matter halos that we use for the modelling.

2 FORMULATION OF EQUATION AND CONSTRAINTS

Here we consider H\textsc{i} clouds which are very similar in H\textsc{i} properties to that of small pressure supported galaxies (e.g., Leo T) or the UCHVCs/CHVCs. We also consider that these clouds reside in the circumgalactic medium with a nominal distance of \(\sim 1\) Mpc. In the absence of any large-scale motion or rotation, these H\textsc{i} clouds then can be assumed to be in approximate hydrostatic equilibrium. In fact, the circular symmetry observed in resolved H\textsc{i} maps of UCHVCs/CHVCs (Adams, Giovanelli & Haynes 2013) or in Leo T (Adams & Oosterloo 2018), the only known pressure supported galaxy indicates a minimal presence of large-scale motion or external disturbances. The lack of rotation in these objects can also be confirmed from the observed H\textsc{i} velocity field. Lastly, these objects are highly unlikely to be confined by the external pressure of Hot Ionised Medium (HIM) or radiation. As shown in details in Faerman, Sternberg & McKee (2013), a pressure of \(P_{th}/k_0 = n_{HI} T \gtrsim 200 d_{100, pc} \text{cm}^{-3} \text{K}\) is required to support a typical UCHVC at a nominal distance of \(\sim 1\) Mpc. Where \(n_{HI}\) is the volume density of H\textsc{i} in a typical CHVC/UCHVC and \(d\) is the distance in Mpc. \(T\) denotes the temperature of the HIM (few times \(10^6\) K). This, in turn, demands such a dense HIM that its total mass inside 1 Mpc would be comparable to the dynamical mass of the entire local group. Hence, pressure confinement of the UCHVCs/CHVCs seems to be highly unlikely. Given these, it is reasonable to assume these H\textsc{i} clouds to be in hydrostatic equilibrium.

The Poisson’s equation for a spherically symmetric system then can be written as,

\[
\nabla^2 \Phi = 4\pi G (\rho_s + \rho_g + \rho_{dm}) \tag{1}
\]

where \(\Phi\) is the total gravitational potential and \(\rho_s\), \(\rho_g\) and \(\rho_{dm}\) are the volume density of stars, gas and dark matter halo respectively.

As we are interested in neutral H\textsc{i} clouds, we expect the amount of radiation and pressure due to it would be negligible and can be ignored in the formulation of hydrostatic equilibrium equation. In that case, the pressure will be entirely due to thermal or random turbulent motions which will be balanced by the gradient in the gravitational potential.

\[
\frac{1}{\rho} \frac{dP}{dR} + \frac{\partial \Phi}{\partial R} = 0 \tag{2}
\]

Assuming an ideal gas equation, the pressure could be written in terms of velocity dispersion which is an observable (indirect) quantity.

\[
P = \rho <\sigma^2> \tag{3}
\]

Combining equations (1, 2) and (3), one can eliminate \(\Phi\) and \(P\) to obtain
\[
\frac{d^2 \rho}{dR^2} = \left[ \frac{1}{\rho} \left( \frac{d \rho}{dR} \right)^2 - \left( \frac{2}{R} + 2 \frac{d \sigma}{\sigma dR} \right) \frac{d \rho}{dR} \right] - \left[ \frac{2 \rho}{\sigma^2} \left( \frac{d \sigma}{dR} \right)^2 + \frac{4 \rho}{\sigma} \frac{d \sigma}{dR} \frac{d^2 \sigma}{dR^2} \right] \]
\[
- \left[ \frac{4 \pi G \rho}{\sigma^2} (\rho_\star + \rho_0 + \rho_m) \right] \tag{4}
\]

Here, \(\sigma\) represents the actual velocity dispersion at any radius \(r\). The above equation cannot be solved without the knowledge of velocity dispersion (\(\sigma\)) as a function of radius. But, \(\sigma\) is not a directly measurable quantity. In HI spectral line observations, the intensity weighted velocity dispersion, i.e., the second moment (\(M^2\)) is measured along a line of sight instead of \(\sigma\). To overcome this, we construct a procedure called iterative method in which we estimate the correct \(\sigma\) profile by using the observed \(M^2\) profiles to solve Eq. [4]. We describe this method in details in §3.

Eq. [4] is a second-order partial differential equation which we solve numerically using 8th order Runge-Kutta method as implemented in python package scipy. As it is a second-order differential equation, we need at least two initial conditions to solve it. In hydrostatic equilibrium, the density at the centre would be maximum leading to \(\frac{d\rho}{dR} = 0\) at \(R = 0\). However, \(\rho\) at \(R = 0\), i.e., \(\rho_0\) is not a directly measurable quantity, instead, it can be guessed such as to produce correct observed HI distribution. In Figure [1] top panel, we plot example solutions for different assumed \(\rho_0\). The bottom panel of the figure shows resulting HI surface densities. To obtain these HI surface densities a 3D model of the cloud is built using the example solutions and convolved with an assumed telescope beam of \(15'' \times 15''\) after projecting it to the two-dimensional sky plane. An observed 3-sigma column density threshold is applied to determine the HI cloud size or maximum HI radius. As can be seen from the bottom panel of Fig. [1] different central HI densities produce different maximum HI radius as marked by the arrows.

To solve Eq. [4] for a particular HI cloud, estimating the right central HI density which produces the observed HI cloud size is essential. We do it in an iterative manner adopting a bi-section approach. We pick two central HI densities in a trial and error basis which produces HI cloud size such that it encloses the observed HI cloud size. For example, in Fig. [1] bottom panel, we used two central densities as 0.5, and 1.5 \(M_\odot pc^{-3}\) which produce HI clouds of sizes \(\sim 420 pc\) and \(\sim 260 pc\) (for a 3-sigma column density of 0.12 \(M_\odot pc^{-2}\)) respectively (marked with red and blue arrows). If we assume a cloud size of say 300 pc, adopting a bisection method, the final central density can be narrowed down such that it produces the observed cloud size with an accuracy better than one percent. In this example it is found to be 1.1 \(M_\odot pc^{-3}\). The bisection method is found to converge quickly within 10s of iterations if the initial central densities are assumed reasonably.

The intrinsic velocity dispersion profile is one of the important input parameters in equation [4] and should be known a priori to solve it. In Fig. [1] we have used a linear intrinsic velocity dispersion profile of the form \(\sigma(R) = 0.012 \times R + 4\) for demonstration, where \(\sigma\) is in km/s and \(R\) is in parsec. However, practically, \(\sigma\) is not a directly measurable quantity and in the following section, we develop an iterative method to estimate the \(\sigma\) profile using the observed \(M^2\) profile and solve Eq. [4].

![Figure 1](image.png)

**Figure 1.** The example solutions of Eqn. [4] for different central HI densities, \(\rho_0\). Top panel: The density solutions for different \(\rho_0\) values. Bottom panel: Corresponding \(\Sigma_{HI}\) profiles. The arrows indicate the observed HI size of the clouds for a 3-sigma column density sensitivity of 0.12 \(M_\odot pc^{-2}\) (1.5 \(\times 10^{19}\) atoms cm\(^{-2}\)).

### 3 Iterative Method

To solve Eq. [4] and calculate the HI distribution in a cloud, one primarily needs two inputs, the central HI density and the \(\sigma\) profile. But none of these quantities is directly observable. The central HI density is indirectly determined by the observed cloud size. Whereas the \(\sigma\) profile is estimated using the iterative method. In this method, we try to estimate a correct intrinsic \(\sigma\) profile which in hydrostatic equilibrium, will simultaneously produce the observed HI cloud size and the observed \(M^2\) profile. We start with the observed \(M^2(M_{2,obs})\) profile as the input \(\sigma\) profile (\(\sigma_{in}\)) and successively decrease it in minute steps (in each iteration) such that we achieve a \(\sigma_{in}\) which is now capable of producing the observables within the allowed uncertainties.

To do that, in the first iteration, we solve Eq. [4] using the \(M_{2,obs}\) as \(\sigma_{in}\). Consecutively, using the solutions, i.e., \(\rho(R)\), we build a 3D model of the cloud. Using this 3D model, we produce an HI spectral cube and the corresponding \(M^2\) profile, \(M_{2,sim}\). As an \(M^2\) profile is the intensity weighted sum of the \(\sigma\) values.
along a line-of-sight, $M_2$ is always an overestimate to the intrinsic $\sigma$. Hence, $M_{2,\text{sim}}$ will be higher than $M_{2,\text{obs}}$. We then calculate the difference between $M_{2,\text{obs}}$ and $M_{2,\text{sim}}$ and introduce a proportional change in the $\sigma_{\text{in}}$ for the next iteration. Thus, iteratively we obtain a such $\sigma_{\text{in}}$ which produces an $M_{2,\text{sim}}$ reasonably matching to $M_{2,\text{obs}}$.

We stop the iterative method when $M_{2,\text{sim}}$ matches to the $M_{2,\text{obs}}$, with better than one percent accuracy. However, this accuracy is calculated over the entire profile excluding the central region of twice the beam size. Due to finite beam size, the $M_2$ values at the central part contains a significant contribution from the $\sigma$ values within a region of $\sim$ a beam size around $R=0$. As a result, a higher $\sigma$ values at these areas saturates the $M_2$ values (i.e., doesn’t allow it to decrease) at the centre which in turn saturates the convergence accuracy.

We evaluate the performance of the iterative method by applying it to simulated clouds for which the structural parameters are already known to us. As we want to apply this method to UCHVCs/CHVCs or potential dark galaxies, we simulate two types of H\textsc{i} clouds, one without any dark matter and the other with dark matter. We assume a cloud size of 300 pc for a 3 sigma H\textsc{i} sensitivity of $0.12~M_\odot pc^{-1} (1.5 \times 10^{19}~\text{atoms cm}^{-2})$ and a linear intrinsic $\sigma$ profile of the form $\sigma(R) = 0.012 \times R + 4$, where $R$ is in parsec and $\sigma$ in km/s. We used the observed beam size to be $15'' \times 15''$. The input parameters are motivated by the observation of Leo T and typical to UCHVCs/CHVCs. With these inputs and known $\sigma$ profile, we simulate the two H\textsc{i} clouds by solving Eq. [4] and consequently produce their H\textsc{i} moment profiles. We then use these moment profiles as the inputs to the iterative method to evaluate its performance.

In Fig. 2 we show the performance of the iterative method on an H\textsc{i} cloud without any dark matter in it. The top panel shows the input and the recovered $M_2/\sigma$ profiles whereas the bottom panel shows the input (solid red curve) and the retrieved (black dashed curve) $\Sigma_{\text{HI}}$ profiles. As can be seen from the figure, the iterative method could, in fact, estimate a reasonable $\sigma$ profile which can produce other observables with acceptable accuracy. The estimated total intensity profile by the iterative method at the centre deviates from the actual one by $\lesssim 10-15\%$ due to convergence stiffness at the centre. However, at the outer radii, the recovered and the assumed $\Sigma_{\text{HI}}$ profile matches well within a few percent.

Next, we apply the iterative method to the simulated H\textsc{i} cloud which is hosted by a dark matter halo. We assumed the same cloud parameters as used above. Motivated by the observed dark matter density distribution in nearby dwarf galaxies (Moore [1994], [de Blok, McGaugh & van der Hulst [1996], de Blok & McGaugh [1997], de Blok, McGaugh & Rubin [2001], [de Blok et al. [2002], Weldrake, de Blok & Walter [2003], Spekkens, Giovanelli & Haynes [2005], [Kuzio de Naray et al. [2006], [Kuzio de Naray, McGaugh & de Blok [2008], [Oh et al. [2011b]])], we use a pseudo-isothermal dark matter density profile for our simulated cloud. A pseudo-isothermal profile can be given by

$$\rho(R) = \frac{\rho_0}{\left(1 + \left(\frac{R}{r_s}\right)^2\right)^{\frac{3}{2}}} \quad (5)$$

where the characteristic density $\rho_0$ is the central dark matter density at $R=0$ and $r_s$ is the scale radius. These two parameters completely describe a spherically symmetric pseudo-isothermal dark matter halo. For this particular case we used $\rho_0 = 0.1~M_\odot pc^{-3}$ and $r_s = 100$ pc.

In figure 3, we show the results of the iterative method for the H\textsc{i} cloud with dark matter halo. It can be seen from the figure, the recovered moment profiles well compare with the input ones, and in all cases, the discrepancy contained within a few percent. This, in turns, implies that if one can adequately guess the dark matter halo parameters, the $M_2$ and the $\Sigma_{\text{HI}}$ profiles can be recovered with reasonable confidence by the iterative method. However, there might be degeneracies in the dark matter halo parameters which we discuss in details in the context of Leo T. In the following section; we apply this iterative method to the observed data of Leo T to understand its hydrostatic structure and attempt a mass-modelling.

4 RESULTS AND DISCUSSION

Leo T was discovered in SDSS data release 5 (DDR5) by Irwin et al. [2007]. With an estimated distance of $\sim 420$ kpc, the H\textsc{i} size and the H\textsc{i} mass of this galaxy are found to be $\sim 300$ pc and $\sim 2.8 \times 10^5 ~M_\odot$ (Ryan-Weber et al. [2008]), respectively. It
has a very faint stellar population amounting to a stellar mass of \( \sim 10^7 \, M_\odot \)\cite{Irwin2007}. Though no signature of rotation is found in the H\textsc{i} velocity field of this galaxy, the presence of a faint stellar population confirms it to be one of the faintest galaxy known. The H\textsc{i} properties of this object is highly similar to that of the UCHVCs/CHVCs, and hence it is an ideal candidate to apply our hydrostatic modelling.

In Fig. 4 we plot H\textsc{i} moment maps of Leo T as observed by\cite{Ryan-Weber2008} using the Westerbork Synthesis Radio Telescope (WSRT). The left panel shows the \( \Sigma_{\text{HI}} \) map with contour levels starting from \( 2 \times 10^{19} \) atoms cm\(^{-2}\)and separated by \( \sqrt{2} \). The middle panel shows the H\textsc{i} velocity field as traced by the first moment of the H\textsc{i} spectral cube and the M2 map is shown in the right panel. All the images are at a spatial resolution of \( \sim 13'' \times 50'' \) which translates to a linear scale of \( \sim 25 \times 100 \) pc at the distance of Leo T. From the left panel, it can be seen that the \( \Sigma_{\text{HI}} \) distribution of Leo T looks reasonably symmetric. Not only that, the velocity field also looks uniform without any sign of a systematic velocity gradient which enforces the idea that Leo T is a thermally supported system under hydrostatic equilibrium.

To perform a self-consistent mass modelling of Leo T, one needs to calculate the \( \Sigma_{\text{HI}} \) and the M2 profiles. In Fig. 5 top and bottom panels we plot the radial profiles of \( \Sigma_{\text{HI}} \) and M2 respectively. The radial profiles are calculated by azimuthally averaging all the values within a radial bin. To calculate the error bars in the \( \Sigma_{\text{HI}} \) profile, we first determine the uncertainties in the estimation of the zeroth moment from the spectral cube. This uncertainty is then added in quadrature to the statistical variation of \( \Sigma_{\text{HI}} \) values within a radial bin to calculate the final error bars. As can be seen from the top panel of the figure, the \( \Sigma_{\text{HI}} \) profile extends roughly up to 300 pc which is assumed to be the extent of the H\textsc{i} distribution in Leo T. From the bottom panel, one can see that the M2 profile decreases as a function of radius after an initial increase at \( R \lesssim 50 \) pc. The error bars on the M2 profile are calculated using the same technique as it was used to calculate the error bars on the \( \Sigma_{\text{HI}} \) profile. However, M2 measurements are known to be contaminated by low SNR spectra in the data cube, especially at the outer regions. As a result, the M2 at these areas only trace the peaks of the individual H\textsc{i} spectrum, which in turn artificially decreases the velocity width leading to a misinterpretation of the data.

To overcome this SNR problem, we adopt a spectral stacking technique. Given the symmetry in the \( \Sigma_{\text{HI}} \) map, the H\textsc{i} spectra within a radial bin are assumed to be similar and stacked after aligning their central velocities. To align the individual spectrum in velocity, one needs to estimate the central velocities. We adopt a similar approach as used by\cite{deBlok2008} to estimate the central velocity of an H\textsc{i} spectrum. We fit line-of-sight H\textsc{i} spectra with SNR \( \gtrsim 5 \) with a Gaussian-Hermite polynomial to estimate its central velocity. All spectra within a radial bin are then stacked together to generate a high SNR spectrum. These high SNR stacked spectra are then used to create intensity weighted second moment or M2 profile which now have much higher SNR than individual spectrum in the data cube.

It should be noted that the individual H\textsc{i} spectrum must have a minimum SNR of 5 to qualify for fitting with a Gaussian-Hermite polynomial. This criterion restricts the radial extent till which one can generate an M2 profile from stacked spectra. We have used low resolution (30") data cube to achieve a higher SNR to larger radii as compared to high-resolution data. We note that, as there is no rotation observed in Leo T, spectral broadening due to rotation within a beam would be negligible. To sample the radial M2 profile sufficiently, we choose the radial bin to be half of the beam width. With this criteria, we could generate M2 profile up to \( \sim 250 \) pc with a minimum SNR of \( \sim 25 \) of the stacked spectra at the furthest radial bin. In Fig. 6 we plot the stacked H\textsc{i} spectra in the two extreme radial bins. As can be seen, the SNRs of these stacked spectra are significantly higher than the maximum SNR of individual spectra, which is \( \sim 5 \) at the furthest radial bin.

In Fig. 7 we plot the corresponding M2 profile. The error bars in the figure are estimated by accounting the noise in the stacked spectra (same way as done in Fig. 5 except excluding the statistical variation). The reduced error bars on the new M2 profile is thus an outcome of the significantly higher SNR of the stacked spectra. We note that the hydrostatic equation (Eq. 4) has terms with second derivatives in thermal width (\( \sigma \)). However, given the sensitivity of the observation, we do not expect to capture a second-order variation in the M2 profile and assume that a linear fit is a reasonable approximation of the M2 profile. Nonetheless, from the figure, it can be seen that a straight line well describes the M2 profile, given the fact that the spectral res-
Figure 4. The HI moment maps of Leo T. The left panel shows the HI total intensity distribution in color scale along with the contours. The contour levels are \(2, 2.8, 4, 5.6, \ldots\) \(\times 10^{19}\) atoms cm\(^{-2}\). The middle panel shows the heliocentric velocity field (systemic velocity at 38.6 km s\(^{-1}\) [Ryan-Weber et al. 2008]) and the right panel shows the M2 distribution. The color-bars in the middle and right panels are in the units of km s\(^{-1}\). The beam is shown at the bottom left corner of the left panel.

Figure 5. Top panel: The azimuthally averaged observed radial \(\Sigma_{\text{HI}}\) profile of Leo T. Bottom panel: Corresponding radial M2 profile.

Figure 6. Stacked HI profiles at two extreme radial bins of Leo T. The solid red line represents the stacked HI spectrum at the first radial bin whereas the black dashed line represents the same at the last radial bin.

The azimuthally averaged observed radial \(\Sigma_{\text{HI}}\) profile of Leo T. The solid red line represents the stacked HI spectrum at the first radial bin whereas the black dashed line represents the same at the last radial bin.

\[
\rho_s(R) = \left(\frac{3M}{4\pi a^3}\right) \left(1 + \frac{R^2}{a^2}\right)^{-\frac{5}{2}}
\]

where \(M\) is the total stellar mass \((10^5 \, M_\odot)\) and \(a\) is the Plummer radius \((130.8\, \text{pc})\) (see [Irwin et al. 2007] for more details). Unlike the HI, the stellar component is not considered to be live,
i.e., its density distribution is not calculated by solving Eq. 4 but taken to be fixed by the Plummer formula. This is justified as an assumed Plummer density profile reproduces the stellar surface density very well. Nonetheless, the stellar mass present in Leo T is less than half the gas mass, and hence, it is not expected to influence the hydrostatic equilibrium considerably. For the H\textsc{i} component, we use an observed cloud size of $\sim 300$ pc. We also scale the H\textsc{i} mass by a factor of 1.4 to account for the presence of Helium.

In Fig. 7, top panel we show the input and the recovered M2 profiles as well as the corresponding estimated velocity dispersion profiles for Leo T. We note that the recovered M2 profile matches very well with the input M2 profile. In the bottom panel we show the corresponding $\Sigma_{\text{HI}}$ profile (red shaded region) as calculated by the iterative method. This is the required $\Sigma_{\text{HI}}$ profile if Leo T has to be in hydrostatic equilibrium without any dark matter. Corresponding H\textsc{i} mass would then be $\sim 10^7 \, M_\odot$. Whereas the observed H\textsc{i} mass is $\sim 2.8 \times 10^5 \, M_\odot$. The blue dashed line in the figure shows the observed $\Sigma_{\text{HI}}$ profile. It can be seen that the observed H\textsc{i} surface density or mass is much less than what is required for Leo T to be in hydrostatic equilibrium without any dark matter.

Next, we try to estimate the dark matter halo parameters for Leo T which can produce the observed $\Sigma_{\text{HI}}$ or H\textsc{i} mass. To do that, we first construct a large number of dark matter halos with different halo parameters and solve Eq. 4 for each of them to calculate the expected $\Sigma_{\text{HI}}$ profiles. We then compare these surface density profiles to the observed one to identify the best matched dark matter halo parameters.

We choose observationally motivated pseudo-isothermal dark matter halo density profiles to construct our trial dark matter halos. A pseudo-isothermal halo can be described by two halo parameters, i.e., the central density, $\rho_0$ and the scale radius $r_s$. We explore the two-dimensional parameter space in $\rho_0$ and $r_s$ to identify the best dark matter halo parameters for Leo T.

We chose the ranges of $\rho_0$ and $r_s$ in a trial and error basis so that the modelled $\Sigma_{\text{HI}}$ profiles enclose the observed one. We vary $\rho_0$ between $0.01 - 2.0 \, M_\odot/pc^3$ and $r_s$ within $20 - 150$ pc in a grid of $100 \times 100$ bins. We note that though these limits well comply with the observational or numerical findings (Strigari et al. 2008), a different set of values for $\rho_0$ and $r_s$ might also produce similar results. We then work out the iterative method for Leo T in every bin. Solving Eq. 4 with dark matter is a compute-intensive step. However, as the halo parameters are independent, Eq. 4 can be solved in parallel for different dark matter halos. We implement this using MPI based parallel code and run on a High-Performance Computing cluster to speed up the calculations.

In Fig. 8 top panel, we show the parameter space of $\rho_0$ and $r_s$ for which we solve Eq. 4. The colour scale indicates the mass of the dark matter halos within their central 300 pc region. The
choice of the parameter space explores a wide range of dark matter halo mass from \(1.4 \times 10^4 \ M_\odot\) to \(7.6 \times 10^7 \ M_\odot\). However, all of these dark matter halos do not produce a hydrostatically stable structure of size 300 pc. For example, a highly massive dark matter halo with large gravity would produce a smaller cloud for a fixed pressure profile (decided mostly by the intrinsic \(\sigma\) profile). On the other hand, a very light dark matter halo would need a fixed pressure profile (decided mostly by the intrinsic \(\sigma\) profile). The thick black cross with \(\rho_0 = 0.67 \ M_\odot\ pc^{-3}\) and \(r_s = 37\) pc indicates the dark matter halo which produces the best-matched \(\Sigma_{\text{HI}}\) profile to the observation. The hatched region includes all the dark matter halos which produce \(\Sigma_{\text{HI}}\) profiles consistent with the observed one within the observational uncertainties. Bottom panel: The blue shaded region confines the \(\Sigma_{\text{HI}}\) profiles for all the dark matter halos as indicated in the top panel. The solid red circles with error bars represent the observed \(\Sigma_{\text{HI}}\) profile.

We use a \(\chi^2\) minimization method to identify the model \(\Sigma_{\text{HI}}\) profile which matches best to the observed one. In Fig. 10 top panel, we show the best-matched profile (blue dashed line) along with the observed one (solid red circles with error bars). The observed and the recovered \(M_2\) profiles along with the corresponding \(\sigma\) profile are shown in the bottom panel. It can be seen from the top panel, the iterative method recovers a dark matter halo which reasonably well produces the observed \(\Sigma_{\text{HI}}\) profile.
observed and the best matched $\Sigma_{HI}$ profiles compare very well with each other. The best matched dark matter halo parameters are found to be $\rho_0 \simeq 0.67 \, M_\odot \, pc^{-3}$ and $r_s \simeq 37 \, pc$ which is marked by a thick black cross in the top panel of Fig. 9. The mass of the dark matter halo within 300 pc is found to be $\sim 2.7 \times 10^6 \, M_\odot$. We note that the dynamical mass of Leo T assuming an isothermal constant $\sigma$ of 7 km s$^{-1}$ is $\sim 10^7 \, M_\odot$, which is $\sim 3$ times larger than what we estimate here.

Next, we identify all the modelled $\Sigma_{HI}$ profiles which entirely lies within the error bars of the observed profile. We expect that given the uncertainties in the observed $\Sigma_{HI}$ profile, these profiles are reasonably fit to match the observation. In Fig. 11 the blue shaded region confines all such profiles whereas the red solid circles with error bars represent the observed $\Sigma_{HI}$ profile. These halos are equally suitable to host Leo T. Interestingly, we self consistently solve the Poisson's equation including gas distribution of Leo T is primarily set by the core density, which is quite reasonable for a CHVC/UCHVC. Hence, inferring the stability criteria using a simple virial approach with an assumption of isothermal condition might lead to a wrong conclusion. However, as the distance to the UCHVCs/CHVCs are not known, a direct conclusion about the presence of any dark matter in them is not straightforward, though, a limit in the distance can be drawn if one assumes it to be in hydrostatic equilibrium. This can then have significant implications to understand their origin and nature. It should be noted that the absence of any pressure confinement is one of the key assumptions in our calculation. As it has been discussed in details in Faerman, Sternberg & McKee (2013), the hot-ionized gas around these objects is unlikely to provide enough pressure support to hold these objects as it will require an unnaturally high density of the HIM.

Assuming a prevailing hydrostatic equilibrium, we apply our iterative method to a gas-rich optically faint Milky Way satellite galaxy Leo T. An assumption of no dark matter results in a very high required HI mass or $\Sigma_{HI}$ to maintain its stability. We further use the iterative method to model the mass distribution in Leo T. We find that a dark matter halo of mass $\sim 2.7 \times 10^6 \, M_\odot$ can produce the observed HI moment profiles reasonably well. A dark matter halo with core density, $\rho_0 \simeq 0.67 \, M_\odot \, pc^{-3}$ and a core radius, $r_s \simeq 37 \, pc$ is found to produce a $\Sigma_{HI}$ best matched to the observed one. However, we find a strong degeneracy between these two halo parameters and hence the best fit values are not unique.

We have also found that all the dark matter halos which can produce the observed $\Sigma_{HI}$ profile within the observed uncertainties have very similar dark matter mass within central 300 pc, even though there is a large variation in $\rho_0$ and $r_s$. This indicates that the HI distribution of Leo T is primarily set by the mass of the dark matter halo rather than its detailed structure. However, the structural parameters, e.g., the core density ($\rho_0$) is closely related to the epoch at which the halo formed (see for example Singari et al. 2008). Hence, estimating these parameters have cosmological implications. For Leo T, we note that the central core density acquires a flat value of $\sim 0.1 \, M_\odot \, pc^{-3}$ in halos with large scale-radius. This, in turn, indicates an upper limit of redshift for the formation of the dark matter halo in Leo T. We note that we do not fully explore the parameter space of $\rho_0$ and $r_s$ though, the trend doesn’t seem to violate this conclusion.

A similar approach was used by Sternberg, McKee & Wolfire (2002) to estimate the surface density profile of HI gas in hydrostatic equilibrium in dark matter halos and was applied to Leo T by Faerman, Sternberg & McKee (2013). Faerman, Sternberg & McKee (2013) found a dark matter halo mass of $\sim 8 \times 10^6 \, M_\odot$ for Leo T within its central 300 pc which is somewhat larger than our result. However, Faerman, Sternberg & McKee (2013) considered the gas to be in isothermal condition, and the gravity due to gas and stars were ignored. Whereas, we self consistently solve the Poisson’s equation including gas

5 SUMMARY AND CONCLUSION

Using virial theorem, it has long been argued that a typical HI cloud with properties of CHVCs/UCHVCs perhaps cannot be stable under self-gravity if they have to be in hydrostatic equilibrium. However, these calculations always assume an isothermal cloud filled with WNM gas. But, there are enough shreds of evidence (see, e.g., For et al. 2016) that indicate more complex structures in these clouds with an observed velocity dispersion gradient. In these scenarios, proper treatment with a velocity dispersion gradient would be necessary to infer the stability criteria. For example, if we consider Leo T to be a CHVC/UCHVC and has a velocity dispersion $\sim 3 \, km \, s^{-1}$ at the centre which increases linearly to a value $\sim 12 \, km \, s^{-1}$ at its edge, it will have a stable structure without any dark matter with $\sim 3$ times the observed HI mass in it. This, in turn, will place Leo T at a distance of $\sim 720 \, kpc$ instead of 420 kpc for the observed HI flux which is quite reasonable for a CHVC/UCHVC. Hence, inferring the stability criteria using a simple virial approach with an assumption of isothermal condition might lead to a wrong conclusion. However, as the distance to the UCHVCs/CHVCs are not known, a direct conclusion about the presence of any dark matter in them is not straightforward, though, a limit in the distance can be drawn if one assumes it to be in hydrostatic equilibrium. This can then have significant implications to understand their origin and nature. It should be noted that the absence of any pressure confinement is one of the key assumptions in our calculation. As it has been discussed in details in Faerman, Sternberg & McKee (2013), the hot-ionized gas around these objects is unlikely to provide enough pressure support to hold these objects as it will require an unnaturally high density of the HIM.

A self-consistent hydrostatic mass modelling of pressure supported dwarf galaxy Leo T
and stellar mass and allow the velocity dispersion to vary as a function of radius. Strigari et al. (2008) performed a Maximum likelihood analysis to estimate the dark matter content of 18 Milky Way satellite galaxies using line-of-sight velocity dispersion data of stars. They determined the dark matter distributions in these galaxies and found halo masses in the range of $3 \times 10^6$ to $3 \times 10^7 \, M_\odot$ within the central 300 pc region. Their result indicates a characteristic mass scale of $\sim 10^7 \, M_\odot$ in these satellite galaxies. They attributed it to a common mass scale of the dark matter halos which favours the formation of galaxies within them. However, folding into their kinematic information, Collins et al. (2014) examined the structure of 25 Andromeda dwarf spheroidal galaxies by more than doubling the sample size of previous studies. They found that no universal mass profile can explain the mass distribution in these galaxies which is supported by later numerical studies as well (Martinez 2015). For Leo T, we also find that no particular mass distribution is uniquely favoured for producing the observed $\text{H}_\text{I}$ distribution which support the non-existence of a universal mass profile.

In summary, assuming hydrostatic equilibrium, we set up the Poisson’s equation for an $\text{H}_\text{I}$ cloud in non-isothermal condition. Using 8$h$ order Runge-Kutta method, for the first time we solve this equation self-consistently including a stellar component and a dark matter halo. We implement an iterative method which iteratively estimates the intrinsic velocity dispersion profile suitable to produce the observed moment profiles. By simulating model $\text{H}_\text{I}$ clouds and applying the iterative method, we demonstrate that it can recover the actual moment profiles reasonably well within a maximum error of $\sim 10 - 15\%$ at the centre. Solving the hydrostatic $\text{H}_\text{I}$ structure for Leo T, we also demonstrate that this could be used to infer if an observed $\text{H}_\text{I}$ distribution is compilable with hydrostatic equilibrium assumption under self-gravity or not. This, in turn, can be used to identify potential satellite galaxies from a pool of UCHVCs/CHVCs. Further, we model the mass distribution in Leo T by searching through a host of dark matter halos and comparing the modelled $\Sigma_{\text{H}_\text{I}}$ profiles to the observed one. The best fit dark matter halo found to have a $\rho_0 \simeq 0.67 \, M_\odot \text{pc}^{-3}$ and $r_s \simeq 37 \, \text{pc}$ with a mass $\sim 2.7 \times 10^6 \, M_\odot$ within central 300 pc. We find a strong degeneracy between the dark matter halo parameters indicating a non-uniqueness of the best fit dark matter halo structure. Interestingly, this also implies that under hydrostatic equilibrium, the mass of a dark matter halo primarily dictates the observed $\Sigma_{\text{H}_\text{I}}$ distribution rather than its detailed structure.
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