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Abstract. We perform a careful analysis of the main Monte Carlo algorithm used in parton shower simulations, the Sudakov veto algorithm. We prove a general version of the algorithm, directly including the dependence on the infrared cutoff. Taking this as a starting point, we then consider non-positive definite splitting kernels, as encountered when dealing with sub-leading colour correlations or splitting kernels beyond leading order. New algorithms suited for these situations are developed.
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1 Introduction

Parton shower Monte Carlo simulations as implemented in for example \cite{1-3}, are indispensable tools for analyzing and predicting realistic final states encountered in collider experiments. Matrix element corrections, as discussed in \cite{4-8}, the technically similar matching to NLO calculations employing the POWHEG method \cite{9}, or schemes to combine parton showers and multijet tree-level matrix elements \cite{10-14}, all rely directly or indirectly on the same method for generating subsequent parton shower emissions in Monte Carlo simulations.

With the notable exception of the FORTRAN version of HERWIG, nowadays most parton shower implementations use the Sudakov veto algorithm to facilitate this task, as the splitting kernels normally are too complicated to allow efficient integration.

A justification of the Sudakov veto algorithm is given in \cite{4}, stating that for upper bounds $R$ on splitting kernels $P, R(q) \geq P(q)$ for all $q$, algorithm \cite{1} will draw random variables with density

\begin{equation}
    dT_P(q|Q) = \theta(Q - q)P(q)\Delta_P(q|Q)\,dq,
\end{equation}

where the Sudakov form factor is given by

\begin{equation}
    \Delta_P(q|Q) = \exp\left(-\int_q^Q P(t)dt\right) .
\end{equation}

We note here, however, that the algorithm has to be more carefully defined. Most obviously if, in algorithm \cite{1}, $P(q) = 0$ but $R(q) \neq 0$ for all $q \leq q_c$ and some $q_c$, the algorithm will potentially enter an infinite loop. We shall therefore assume that $R(q)$ is suitably restricted to avoid this situation, making the algorithm well-defined in the sense that it will never hit a state in which it will not terminate with probability one.

Algorithm 1 The Sudakov veto algorithm as quoted in the literature.

\begin{Verbatim}
Q′ ← Q
loop
        Draw $q$ with density
        \[ \theta(Q' - q)R(q)\Delta_R(q|Q')\,dq . \]
    return $q$ with probability $P(q)/R(q)$
    Q′ ← $q$
end loop
\end{Verbatim}

Literally implementing the algorithm as presented above will not generate the desired density owing to the fact that $dT_P$ is not a probability density,

\begin{equation}
    \int_q^Q \frac{dT_P(t|Q)}{dt}dt = 1 - \Delta_P(q|Q) \neq 1 .
\end{equation}

At best the algorithm will approximate the target density if, for the lowest possible $q$, $\Delta_P(q|Q) \ll 1$. In practice, however, a vanishing $\Delta_P$ will never be encountered in parton shower simulations, due to the fact that an infrared cutoff $\mu \geq 0$ is always present. Thus the typically divergent part of the splitting kernel at $q = 0$ is never reached, and the no-emission probability remains, $\Delta_P(\mu|Q) > 0$.

Similarly, the competing processes algorithm targeting at drawing random variables with density $dT_P$, $P = \sum_i P_i$, will not produce the desired result for the same reason.

\begin{Verbatim}
Draw \{q_1, ..., q_n\} from dT_P(q|Q), i = 1, ..., n
return max\{q_1, ..., q_n\}
\end{Verbatim}
2 The Complete Algorithm

The failure of the simple algorithm presented in the previous section has been argued to originate from the fact that the density considered is not a probability density.

However, the density considered in the previous section is also not what is typically aimed at in a parton shower implementation. (See e.g. [13] for a concise treatment.) This can be seen by the fact that a lower cutoff scale \( \mu \) has not been specified, nor is a virtual no-emission contribution present. Owing to the fact that a parton shower is to preserve the total inclusive cross section, the combined density, including both emission and no-emission, has to be a probability density. As the probability to not emit between two scales is determined by the Sudakov form factor, the probability density which we are interested in is

\[
\frac{\mathrm{d}\mathcal{S}_p(\mu, q)}{\mathrm{d}q} = \Delta_p(\mu|q)\delta(q - \mu) + \theta(Q - q)\theta(q - \mu)P(q)\Delta_p(\mu|Q),
\]

which relates to the previously introduced density as

\[
\frac{\mathrm{d}\mathcal{S}_p(\mu, q)}{\mathrm{d}q} = \Delta_p(\mu|q)\delta(q - \mu) + \theta(q - \mu)\mathrm{d}T_p(q|Q).
\]

Using sampling by inversion, \(^{1}\)

\[
\int_0^q \frac{\mathrm{d}\mathcal{S}_p(\mu, t)}{\mathrm{d}t} \, \mathrm{d}t = \Delta_p(\mu|q)\theta(q - \mu) = \text{rnd},
\]

we find the equation to be solved for the next scale \( q \). This is similar to what one would expect by viewing the Sudakov form factor \( \Delta_p(q, Q) \) as a no-emission probability between two scales \( Q \) and \( q \), but now explicitly taking into account the dependence on the infrared cutoff \( \mu \).

As the splitting kernel, \( P \), is not normally easily integrated, what is used in actual implementations is instead typically a version of the Sudakov veto algorithm where \( \Delta_R(q, Q) \) is solved for a trivially integrable function \( P(q) \), and the radiation is kept only with a probability of \( P(q)/R(q) \). The issue of how to deal with the fact that the Sudakov factor \( \Delta_R(\mu|Q) \neq 0 \), however, remains.

In the typically encountered case that \( P(q) \) is divergent at an absolute lower bound (which we take to be \( q = 0 \)), the problem with the non-vanishing Sudakov factor at the lowest physically considered bound \( (q = \mu) \) can be circumvented by integrating down to \( q = 0 \). Events which only have emissions below the lowest physical bound \( (\mu) \) are then regarded as no-emission events \(^{10,17}\). This is guaranteed to work as for such splitting kernels \( \Delta_p(0|Q) = 0 \).

However, for splittings of massive particles it is the case, that - even if the splitting kernel is integrated down to 0 - the corresponding Sudakov factor is not vanishing, \( \Delta_p(0|Q) \neq 0 \). This situation can be dealt with by using an overestimation function \( R(q) \) which does correspond to \( \Delta_p(0|Q) = 0 \). The approximation of a non-divergent splitting kernel with a divergent one is, however, likely to lead to a severe overestimate, i.e. \( R(q) \gg P(q) \), which significantly influences the efficiency of the algorithm. Alternatively, we here suggest that algorithm (2) can be used, both for divergent and non-divergent splitting kernels.

Algorithm 2 The alternative Sudakov veto algorithm.

\[
Q' \leftarrow Q
\]

loop

\[
\text{solve } \text{rnd} = \Delta_R(q|Q')\theta(q - \mu) \text{ for } q
\]

if \( q = \mu \)

\[ \text{return } \mu \]

else

\[ \text{return } q \text{ with probability } P(q)/R(q) \]

end if

\[
Q' \leftarrow q
\]

end loop

We claim that this algorithm will correctly produce \( \mathrm{d}\mathcal{S}_{\text{veto}}(\mu, q|Q) \) for all chosen boundaries \( \mu \leq q < Q \). To prove it, we first prove theorem (\( 1 \)).

Theorem 1 The \( q \)-density produced by the Sudakov veto algorithm after \( n \) rejection steps and a final acceptance step is given by

\[
\frac{\mathrm{d}\mathcal{S}_{\text{veto}}^{(n)}(\mu, q|Q)}{\mathrm{d}q} = \Delta_R(\mu|q)\delta(q - \mu)\Delta_p^{(n)}(\mu|Q) + \theta(Q - q)\theta(q - \mu)P(q)\Delta_R(q|Q)\Delta_p^{(n)}(\mu|Q)
\]

where

\[
\Delta_p^{(n)}(\mu|Q) = \frac{1}{n!} \left( -\int_q^Q (P(k) - R(k)) \, \mathrm{d}k \right)^n.
\]

From this the correctness of the algorithm follows upon summing over any number of rejection steps \( n = 0 \) to \( \infty \), and the usage of \( \Delta_R(q|Q)\Delta_p^{(n)}(\mu|Q) = \Delta_p(0|Q) \). Note that theorem (\( 1 \)) does include the density of non-radiating events, and that each time the loop in algorithm (2) is entered, an event \( q \) is drawn from \( \mathrm{d}\mathcal{S}_{\text{veto}} \) by virtue of eq. (\( 9 \)).

We will show theorem (\( 1 \)) using induction and therefore start by noting that the probability to accept an event, starting at an intermediate scale \( k \), is given by

\[
\frac{\mathrm{d}\mathcal{S}_{\text{accept}}^{(n)}(\mu, q|k)}{\mathrm{d}q} = \Delta_R(\mu|k)\delta(q - \mu) + \theta(k - q)\theta(q - \mu)P(q)\Delta_R(q|k),
\]

where the first term reflects the fact that proposal events at the infrared cutoff are always accepted, while the second term accounts for proposal events above the cutoff being accepted with probability \( P(q)/R(q) \). For \( n = 0 \) the intermediate scale \( k \) equals the starting scale \( Q \), i.e.

\[
\frac{\mathrm{d}\mathcal{S}_{\text{veto}}^{(0)}(\mu, q|Q)}{\mathrm{d}q} = \frac{\mathrm{d}\mathcal{S}_{\text{accept}}^{(0)}(\mu, q|Q)}{\mathrm{d}q},
\]
proving eq. (7) for \( n = 0 \). If the algorithm had performed one rejection step, events could only have been proposed above the infrared cutoff (otherwise the algorithm would have terminated), and we have

\[
\begin{align*}
\int_{\mu}^{Q} dS_{\text{veto}}^{(1)}(\mu, q|Q) &= \\
&= \int_{\mu}^{Q} dS_{\text{accept}}(\mu, q|k) (R(k) - P(k)) \Delta_R(k|Q) dk = \\
&= \int_{\mu}^{Q} dS_{\text{veto}}^{(0)}(\mu, q|k) (R(k) - P(k)) \Delta_R(k|Q) dk . \quad (11)
\end{align*}
\]

Here, the factor of \( R(k) - P(k) \) originates from the veto probability, \( 1 - P(q)/R(q) \), times the kernel \( R(q) \) which had been used for the proposed event.

To arrive at the desired density in eq. (7) we use the ‘chain’ property of the Sudakov form factors,

\[
\Delta_R(k|Q) = \Delta_R(n|Q) , \quad (12)
\]

and the relation

\[
\Delta_{P-\rightarrow 0}^{(1)}(q|Q) = \int_{q}^{Q} (R(k) - P(k)) dk . \quad (13)
\]

This proves eq. (7) for \( n = 1 \). In general,

\[
\begin{align*}
\int_{\mu}^{Q} dS_{\text{veto}}^{(n+1)}(\mu, q|Q) &= \\
&= \int_{\mu}^{Q} dS_{\text{veto}}^{(n)}(\mu, q|k) (R(k) - P(k)) \Delta_R(k|Q) dk , \quad (14)
\end{align*}
\]

reflecting an initially proposed event \( k \) below \( Q \), which initiated a sequence of \( n \) veto steps and a final acceptance step. Thus, if the theorem was correct for some \( n > 0 \), we readily obtain the claimed result for \( n + 1 \) upon using

\[
\int_{\mu}^{Q} dS_{\text{veto}}^{(n+1)}(\mu, q|Q) = \int_{\mu}^{Q} dS_{\text{veto}}^{(n)}(\mu, q|k) (R(k) - P(k)) \Delta_R(k|Q) dk . \quad (15)
\]


3 Towards Splitting Kernels of Indefinite Sign

For the remainder of this note we shall be concerned with seeking solutions to the case of non-positive definite splitting kernels. For potentially negative-valued ‘densities’ \( D(x) \) a Monte Carlo implementation is still sensible by sampling events \( x \) according to \( |D(x)| \) and afterwards assigning weights \(+1\) or \(-1\), depending on whether \( D(x) > 0 \) or \( D(x) < 0 \), however, the generalization of the Sudakov veto algorithm is not obvious.

In this section we will outline an algorithm, algorithm (3), which is able to deal with the general case of non-positive definite splitting kernels, but is limited to considering distributions at fixed starting scale \( Q \). That this is a limitation can be seen from the fact the the generated density will multiply a \( Q \)-dependent normalization factor smaller than one. As long as only one starting scale is considered, this scale dependence can trivially be normalized away. However, in the case of varying scales, one would have to introduce scale dependent event weights larger than one. For the case of an unlimited number of emissions driven by subsequently sampling the density at varying scales, there is clearly no upper bound for the combined size of these weights. The algorithm presented here could, however, be of practical interest for cases where splitting kernels \( P \) of indefinite sign are present only for a limited number of emissions. Such scenarios would indeed give rise to an upper bound on the expected event weight; particularly one could consider matrix element corrections incorporating higher order corrections with the need for appropriate subtractions to regularize infrared divergences.

To be precise, we decompose the non-positive definite kernel \( P(q) \) as \( P^+(q) - P^-(q) \), where

\[
P^\pm(q) = \begin{cases} 
\pm P(q) : P(q) \geq 0 \\
0 : \text{otherwise} 
\end{cases} \quad (16)
\]

and utilize algorithm (3).

**Algorithm 3** The algorithm for splitting kernels of indefinite sign. See text for the definition of \( P^+ \).

**loop**

\[
\begin{align*}
&\text{Draw } q_1 \text{ from } dS_{P^+}(\mu, q|Q) \\
&\text{Draw } q_- \text{ from } dS_{P^-}(\mu, q|Q) \\
&q \leftarrow \max(q_+, q_-) \\
\text{if } q = \mu \text{ then} &\quad \text{return } \mu \text{ with weight } +1 \\
\text{end if} & \\
&\text{Draw } t \text{ from } dS_{2P^\pm}(\mu, t|Q) \\
&\text{if } t = \mu \text{ then} &\quad \text{return } q \text{ with weight } +1 \\
&\text{if } \max(q_+, q_-) = q_+ \text{ then} &\quad \text{return } q \text{ with weight } +1 \\
&\text{else} & \\
&\text{return } q \text{ with weight } -1 \\
&\text{end if} & \\
\text{end loop}
\end{align*}
\]

Note that all random variables needed from Sudakov-type distributions are readily generated using the veto algorithm as outlined above. We claim that the algorithm will generate

\[
dS_P(\mu, q|Q) \times \Delta_{P-}^{(1)}(\mu|Q) .
\]
To prove this, note that if \( q_+ = q_- = \mu \) we obtain a contribution

\[
\delta(q - \mu) \Delta_{P^+} (\mu|Q) \Delta_{P^-} (\mu|Q) = \delta(q - \mu) \Delta_P (\mu|Q) \Delta^2_{P^-} (\mu|Q) .
\]

The probability for clearly given by

\[
\theta(q - \mu) dT_{P^+} (q|Q) \Delta_{P^-} (\mu|q) = \theta(q - \mu) dT_{P^-} (q|Q) \Delta_{P^+} (\mu|q) \Delta^2_{P^-} (\mu|Q) .
\]

Finally, if \( q_+ > q_- \) (and hence \( q_+ > \mu \)), we find a contribution

\[
\theta(q - \mu) dT_{P^+} (q|Q) \Delta_{P^-} (q|Q) \Delta^2_{P^-} (\mu|q) = \theta(q - \mu) dT_{P^-} (q|Q) \Delta_{P^+} (q|Q) \Delta^2_{P^-} (\mu|Q) .
\]

The interleaved veto/competition algorithm

\[
Q' \leftarrow Q
\]

loop

- Draw \( \{q_1, \ldots, q_n\} \) from \( dS_{P^+} (q_i|Q) \), \( i = 1, \ldots, n \)
- \( q \leftarrow \max(\{q_1, \ldots, q_n\}) \)
  - if \( q = \mu \)
    - return \( \mu \)
  - else
    - return \( q \) with probability \( (P^+ (q) - P^- (q)) / P^+ (q) \)
- end if
- \( Q' \leftarrow q \)
end loop

This suggests a two-step procedure of interleaving competing processes and vetoing, formalized in algorithm (4), which we choose to call the ‘interleaved veto/competition algorithm’. Here, the \( q_i \) may be generated directly, if the \( P^+ \) allow to. Alternatively the veto algorithm may be used with overestimates \( R^+ (q) \geq P^+ (q) \). The correctness of the complete algorithm is seen by the fact that the first two instructions in the loop will guarantee that \( q \) is distributed according to \( dS_{P^+} \) by the competing process algorithm. In the following steps, the obtained density \( P^+ (q) \) is corrected to \( P(q) = P^+ (q) - P^- (q) \) by virtue of the standard veto algorithm. Note that this algorithm will neither require negative weights, or introduce a \( Q \)-dependent normalization.

### 5 Conclusions and Outlook

We have given a careful analysis of the main Monte Carlo algorithm entering current parton shower simulations, the Sudakov veto algorithm. Especially, we have discussed in detail the importance of the no emission probability arising as a consequence of an infrared cutoff, and suggested an alternative formulation, algorithm (2), which directly includes the dependence on the infrared cutoff. This algorithm is argued to be more efficient in the case of a non-divergent splitting kernel.

We also consider possible extensions to the case of splitting kernels of indefinite sign. Such splitting kernels are encountered when trying to extend parton showers beyond the large \( N_c \) limit or beyond leading order.

First, in algorithm (3) we develop a general algorithm for a splitting kernel of indefinite sign. Modulo a normalization dependence on the starting scale of the algorithm, this case may indeed be dealt with in full generality. The \( Q \)-dependent normalization, however, prevents efficient usage in the context of cascades using an ordered chain of scales.

For the typically encountered case, in which splitting kernels of indefinite sign are present, but the sum over all possible splitting kernels stays positive, we give, in algorithm (4), an algorithm interleaving the competing process algorithm with subsequent veto steps.
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