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Abstract. We introduce and study a learning theory which is roughly automatic, that is, it does not require but a minimum of initial programming, and is based on the potential computational phenomenon of self-reference, (i.e. the potential ability of an algorithm to have its program as an input).

The conclusions agree with scientific findings in both biology and neuroscience and provide a plethora of explanations both (in conjunction with Darwinism) about evolution, as well as for the functionality and learning capabilities of human brain, (most importantly), as we perceive them in ourselves.

1. Introduction

Before we go into details about the potential use of self-reference, we give a short argument which favors it:

We call an executable program c self-editing if its algorithm C has c as an input and outputs one (or more as we will see) executable programs. Assume now that we have a tree of self-editing executable programs upon which some form of selection (either artificial or natural) applies. Thus the algorithms of every self-editing executable program in the tree is in charge of two activities: To answer to the environment and (as self-editing) to compute their descendants having as an input their executable program. Assuming now Darwinism, the answers to the environment should evolve, thus the system can learn how to answer to the environment. On the other hand, since algorithms produce also their descendants, due to selection, they should learn how to calculate them so as to answer better to the environment. This way the self-editing property of this system serves as a means not only to learn, but also to learn how to learn, resulting thus in a much more rapid evolution.

In the classical context of mathematics, self-reference is a key ingredient of many famous proofs that arrive at a contradiction. One can sketch an outline of this method very briefly, as the application of a function to an argument which is essentially a description of the function itself. The original inventor of the method is a well known
mathematician, namely G. Cantor in his well known proof about the existence of different cardinalities of the infinite \[54\]. The method has since appeared also in a lot of equally famous proofs. Among them the incompleteness theorem of Gödel and the Halting problem of Turing. A detailed study on the subject is provided by R.M. Smullyan in \[69\].

Especially Turing’s approach in the Halting problem, concerns a computable function (i.e. roughly a function that can be calculated by a personal computer), having as an input its own program.

Henceforth, we are going to use the general term code to refer either to an executable program, or data, or a unit of both.

Our approach in this paper is slightly different from the above mentioned classic method both regarding the outcome, (as we ’ll see later we use this method constructively and not towards the purpose of arriving at a contradiction), as well as in the method itself. We specifically consider computational steps in such a procedure: Given an executable program \(c\) for an algorithm, a computational step of \(c\) is determined by an active instruction of \(c\). To explain things better, assume that the algorithm \(\text{alg}(c)\) that \(c\) codes for, is given an input \(i\) and starting from this input, it computes successively

\[i = i_1, i_2, \ldots, i_n,\]
giving \(i_n\) as an output. A computational step of \(\text{alg}(c)\) is any intermediate computation \(i_k \mapsto i_{k+1}, k < n\), in which an instruction of \(c\) is activated. Such an instruction is generally considered simpler from the algorithm itself, in this case it could be for example to add 1 to the code calculated so far (i.e. to \(i_k\), and thus obtaining \(i_{k+1} = i_k + 1\)). We are not going to deal here with what is and isn’t simple enough to count for an instruction, as we are going to use this concept relatively to the corresponding problem at hand. The situation is well known in computer programming, in which instructions may vary from basic ones of the programming language (or the assembly language for that matter), all the way to complex functions already defined to fit our purposes.

Since we deal with activated instructions, (which are subcodes of the original code), it is very convenient to be able to represent the relation of being a subcode to our notation. Thus, we write \(c = c[b]\) in order to denote that \(b\) is a subcode of \(c\). Notice that in this case \(b\) is actually contained in \(c\). For example the code \(b = [0, 1]\) is a subcode of \(c = [[0, 1], 0]\), so that we may write \(c[b]\) instead of \(c\) to designate that. What we gain this way, is that we may now denote the activated instruction. For example, if \(b\) is the activated instruction of \(c\), then we
can use a bar above \( b \) to demonstrate that. We write in this case that \( c \) is in the state \( c[b] \).

If \( b \) is a subcode of \( c \), that is \( c = c[b] \), the resulting code if we subtract \( b \) from \( c \), will be denoted as \( c[\emptyset] \).

Using these notations, the subject of our study is sequences of executable programs

\[
c_1, c_2, \ldots, c_n,
\]

where for every computational step \( c_k \mapsto c_{k+1}, \ k < n \), \( c_k \) serves both as the (state-)program of the step, and also as an input.

In order to distinguish these kind of transitions from the ones found in classical contexts of mathematics, we will be using the term self-editing transitions. The executable programs \( c_k, \ k < n \) will be called also self-editing codes. The act of a self-editing transition of a (state-)program \( c \), will be denoted by \( \text{self-ed}(c) \). Thus, if \( c \mapsto c' \) is a self-editing transition, and \( c \) is in the state \( c[b] \), then \( c' \) results as the computation of the algorithm \( \text{alg}(b) \), that \( b \) codes for, with input \( c[b] \), that is,

\[
c' = \text{alg}(b)(c[b]) = \text{self-ed}(c[b]).
\]

Since \( b \) as an instruction can be essentially arbitrary, we obtain the main tool of our study:

1 Basic Self-Editing Principle. For every algorithm \( B \), there is an executable program \( b \), (which is in fact a code for \( B \)) such that for every code \( c[\emptyset] \),

\[
\text{self-ed}(c[b]) = B(c[b]).
\]

In order to grasp the meaning of the above principle, it will be helpful to freely translate it as follows:

Assume we are determined to make some changes in an executable program \( c[b] \). As long as these changes can be expressed in the form of an algorithm (that is \( B \)), the same changes can be done by \( c[b] \) to itself, assuming that its computational step is a self-editing one and \( b \) is a code for \( B \).

To see this principle in action, notice that:

**Essential capabilities of a self-editing code:**

1. A self-editing code may proliferate itself during a self-editing step. This results from the above principle, by choosing \( B \) to output multiple codes. (Subsection 4.1, page 12).

---

1We have used here Church-Turing thesis, which is another way to say that any algorithm has an executable program
(2) A self-editing code may potentially organize or change its structure. Suffice it to choose in the above principle an appropriate algorithm $B$ that performs the corresponding changes in the structure of its input. (See for example subsection 7.1 in page 22)

(3) A self-editing code may retain the memory of itself. To roughly see this in an one-step calculation, assume that $A$ is any algorithm and define $B(A)$ to be an algorithm that outputs in a combined structure the output of $A$ together with the input. If for example $c' = A(c)$, then $B(A)$ may output the structure $[c, c']$ that contains both $c'$ and $c$. The result follows by the above Self-editing principle, using $B(A)$ in the place of $B$. (Section 6, page 18).

(4) A self-editing code may add an instruction to itself and moreover it can do it, so that this instruction acts hereditarily. The capability to add such an instruction follows from the fact that the algorithm $B$ in the above principle can do so. To do it in such a way that it acts hereditarily is somehow more complicated and although several examples that follow in the next sections show that it is possible, the full statement will be addressed in the subsection 7.3, page 23.

(5) An activated instruction $b$ of a self-editing code may alter parameters or subcodes of itself. It suffices to choose $B$ to act on parameters or components of the subcode $b$ of $c[b]$. (See also the 2nd example in page 14. We are going to use this feature essentially after page 24.)

Granting the above potential capabilities, let us now try to outline our learning theory:

First notice that due to the capability (1), a self-editing code, may produce more than one such codes, the same can happen to each one of them, and so on. Continuing this procedure we may consider the actual outcome of a self-editing code to be rather a tree than a sequence of self-editing codes. Consequently, we may assume some kind of selection, either artificial or natural and talk about surviving branches or sequences. Assume now we observe such a surviving sequence

\[ c_1, c_2, \ldots, c_n. \]

(Notice at this point, that due to capability (3) of retaining the memory of itself, we may assume that the algorithm of the state code $c_n$, has as an input the entire sequence $[1]$, exactly as we are able to observe it). It is possible then to come to conclusions about what is preferable by the artificial or natural environment, by just noticing details about the structure of each code of the sequence. Assuming as a naive example that in some part of the structure of each $c_k$, $k \leq n$, the number $k$ is stored, we may conclude that all the descendants of $c_n$ should register
$n + 1$ in the corresponding part, even if we don’t really know anything about the environment. The actual cause of this preference of the environment, may be two-folded: Either we are actually talking about an environment that changes smoothly its preference and to comply with this change we have to add 1 to the aforementioned part of the structure, or increasing the number that is stored there improves the fitness of our codes. In either case, the suggested strategy would be to comply with this, so that if we wanted to enhance the survivability of our codes, we should insert in $c_n$ an hereditary instruction to augment by 1 this integer in the particular part of the codes of each descendant.

Another naive but essential example, is that we can notice that specific parts of the codes $c_1, \ldots, c_n$ remain the same, although this was not intended from the beginning and therefore was not true for every branch of the tree. The fact that we are talking about a surviving branch, may give us in this case the indication, that we should reprogram $c_n$ adding a hereditary instruction to keep intact these parts in every possible descendant. The reason is that this seems to be preferable by the environment, which seems to judge any alteration of the specific subcodes as non-surviving.

Assuming now that we are working on a computer, we can automate this procedure by using some algorithm that performs some kind of pattern recognition, in order to find patterns in the surviving sequence $c_1, \ldots, c_n$ and take decisions how to instruct things further. As we’ll see immediately after, there is no reason to describe in detail such an algorithm though. We just adopt the mere assumption that the procedure generally works as follows:

Assuming that such a pattern can be intentionally constructed by applying successively the algorithm of an executable code $r$ to $c_k$ to obtain $c_{k+1}, k < n$, we can search for such an $r$, by defining an algorithm $\Delta$ that calculates in a row codes $r$ and checks if they fit the sequence, i.e. it checks if for every $k < n$ it is true that applying the algorithm of the code $r$ in question to $c_k$ has as a result the corresponding value in $c_{k+1}$. One should have in mind that this relation is not necessary an equation, since $r$ may output in only a specific part of the codes. We say then that the code $r$ fits the transition $c_k \mapsto c_{k+1}$ and denote it as $\text{alg}(r)(c_k) \subseteq c_{k+1}$. For example, in the first case above, $r$ could be an executable program that adds 1 to the specific part of the input code, whereas in the second case, $r$ could be an executable program that copies the specific parts that remain intact.

\footnote{Regarding the case of non-convergence of $\text{alg}(r)(c_k)$, see below.}
In the case that $r$ fits either all the sequence or a recent part of it, $\Delta$ takes an appropriate decision to apply it for all (or for all but few) descendants of $c_n$. We are going to use a specific term for such a procedure, namely diagonalization.\footnote{The reasons for this name are historical and go back to the original self-referential proof of Cantor, mentioned earlier.}

Assume now that $\delta = \delta_n$ is a code for $\Delta$. By the potential capability of a self-editing code to retain its self-memory, i.e. (3) above, $c_n$ can also have as an input the all sequence $c_1, \ldots, c_n$, so that by the basic self-editing principle, if $c_n[\delta_n]$ is the state of $c_n$, then it will produce the same result as $\Delta$ with the additional and important feature that now $\Delta$ can find and perpetuate also patterns of evolution of itself. Indeed, assuming that $\delta_k$, $k < n$, are versions of $\delta$ as subcodes of $c_k = c_k[\delta_k]$ respectively, any pattern recognizable by $\Delta$ and contained in the sequence
$$\delta_1, \delta_1, \ldots, \delta_n,$$
will be perpetuated as well. The benefit is of course that $\Delta$ in this case, not only evolves the rest of the code, but also evolves its own code as well.

Consequences of this simple approach, are somewhat surprising and we just name a few here:

- It is well known by Turing’s Halting problem that the relation
$$\text{alg}(r)(c_k) \sqsubseteq c_{k+1}$$
is undecidable.\footnote{i.e. there is no general way to decide if a given executable program with a given input will stop eventually and give an answer: It may as well run for ever.} Based on its experience and using diagonalization, a self-editing code can fix an upper time limit about how much it should wait for an answer. In general (much like us) it can deduce conclusions about undecidable relations based on a (finite) experience. (Example 3 and the remark immediately after, in page 42).

- Assuming that a self-editing code has a feedback for the success of its interaction with the environment, it can learn using diagonalization to select its successful answers to the external world and diagonalize upon them also. (In addition to diagonalizing upon all the surviving sequence). (Section 9, page 34).

- Using diagonalization, a self-editing code may learn by experience to recognize first the most common patterns, even if it hasn’t been programmed to do so (Example 2 in page 41). Moreover, it can do so relatively to the task at hand (Learning specialization in page 43).
It can regulate its internal parameters, including the parameters of the diagonalization procedure, for example its memory, i.e. the length of the sequence that uses to perform diagonalization, relatively to the decision that it should make (Mental experiments 1 and 2 and Remarks 2 and 3 immediately after, page 28).

Assuming an internal representation of the environment (for which we are going to talk in section 12.3 page 47), a self-editing code may using diagonalization to understand and predict smooth environmental changes, for example velocity and acceleration. (Mental experiments 1 and 2 and Remark 4 immediately after, page 28).

The paper is organized as follows: Section 2 is devoted to basic notations and definitions that are used. Sections 3 up to 7 serve as a detailed approach to the general study of self-editing computations and their relationship with usual computing. Sections 8 up to 11 are the essential part of the study and are devoted on diagonalization and its capabilities relatively to learning. Section 12 is devoted to outline possible further research on the subject and also give some hints about it. Finally, section 13 refers to related work on the subject and the evidence that is provided by it.
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2. Structured codes and addresses

We will assume that an algorithm in general has both as an input and as an output codes. A code is thought to be a string (or sequence) on a given (finite) set (or lexicon) \( L \). For example codes on \( L = \{0, 1\} \) are the strings 001, 11001 and so on. The codes that we are going to use are supposed to have a structure, something that offers the facility of either referring to them as activated, or use them as inputs or outputs. On the other hand, codes can serve also as descriptions of algorithms, which will be proved very useful in the sequel. In case we want to highlight the difference, we refer to such codes as executable codes or executable programs, while non-executable codes are referred to as data codes. Finally a code may contain both executable parts and data parts.
For reasons that will become apparent in the sequel, it is convenient to be able to refer to specific parts of a code, using specialized for this purpose algorithms. This procedure can be supported by the structure itself of a given code. As an example, we may consider the code

\[01 \ 0010 \ 0011\]

This code has three parts, the first one being the sub-code 01, the second one being 0010 and finally the third one being 0011. This way one can refer to these three sub-codes using the symbols (1), (2) and (3).

Leaving blank spaces is a very common way to indicate structure and it just requires to assume that our lexicon \(L\), contains a blank space. However it is not at all convenient for mathematical analysis where structure is usually indicated by the use of left and right parentheses, namely by the symbols ( and ). The advantage of using parentheses is that one may use them as an easy way to indicate a nested structure of a code. As an example, we may consider the code

\[((01, 001), (11, 00), (111, (00, 11, 0)))\].

One can use also blank spaces to describe the same code:

\[01 \ 001 \ 11 \ 00 \ 111 \ 00 \ 110,\]

yet this second way although more intuitive, induces ambiguities. Traditionally, in mathematics, we can refer to the various parts of such a code, by a sequence of natural numbers indicating the position of the part being considered. For example, the sequence (1) may indicate the first of the three parts of the above code, namely (01, 001), whereas the sequence (3, 2, 2), indicates the second part of the second part of the third part of the code, which is 11. Sequences as the above ones that determine a part of a code will be called \textit{addresses}.

In our exposition, we are going to replace parentheses with brackets: [ and ]. The reason is not to confuse the structure of a code with the application of a function (usually algorithmic) that is applied on a code. Moreover, for technical reasons, we prefer to use brackets to indicate in an unambiguous way a code written using blank spaces. This way, for example, the code \(x\) is identified with the code \([x]\), something that will save us from time, space and unnecessary complexity during the study.

On the other hand, we are going to preserve the above mentioned traditional way of addressing sub-codes, yet somehow extend it. We are going to use the term \textit{address} not only for strict addresses explained above, but also for simple (algorithmic) functions that compute them.
For example by address (last) we mean the last component of a code, i.e. the \( n \)-th part of a code of length \( n \). That is, the (last) address of \([c_1, \ldots, c_n]\) contains the code \( c_n \).

As explained also in the introduction, in order to describe that \( b \) is a subcode of \( c \), we write \( c \) as \( c[b] \). The fact that \( b \) is contained specifically in the address \( \theta \) of \( c \), is denoted as \( c[(\theta)b] \), where parentheses around \( \theta \) in this case demonstrate that \( \theta \) is not a part of the code. Similarly, we use the notation \( c[(\theta)\emptyset] \) to indicate that \( \theta \) is empty in \( c \) and the notation \( c[\emptyset] \) to describe a code \( c \) with an empty address.

3. Algorithmic computations

In order to be able to study self-editing computations, we will have to describe a general way to compose algorithms, out of simpler ones, i.e. instructions. Although we talk about algorithms, we will retain the term program for such a description.

Such an analysis consists of a finite sequence \( B_1, \ldots, B_n \) of elements of a set \( \mathcal{B} \), (thought of as the set of instructions), plus an algorithm \( B \) that controls the flow of the execution of \( B_1, \ldots, B_n \). We assume therefore that \( B_1 \) is the first instruction to be executed and subsequently \( B \) controls the next instructions based on the index of the last instruction executed and the computation up to this step. (This last one, since the flow of the execution may be conditional). More formally:

A \( \mathcal{B} \)-algorithmic computation with program \((B : B_1, \ldots, B_n)\), where

\[ B_1, \ldots, B_n \in \mathcal{B}, \]

and \( B \) is an algorithm that controls the flow, is described as follows:

Given a code \( x \) (which serves as an input), \((B : B_1, \ldots, B_n)\) is thought to produce a sequence of codes

\[ x = x_1 \mapsto x_2 \mapsto \cdots \]

where:

1. For every \( k = 1, 2, \ldots, \), there is an index \( j_k \) in the range \( 1, \ldots, n \), such that \( x_{k+1} = B_{j_k}(x_k) \). In this case, \( B_{j_k} \) is called the activated instruction of the computational step \( x_k \mapsto x_{k+1} \).
2. We assume that \( j_1 = 1 \), i.e. \( x_2 = B_1(x_1) \).
3. For every \( k = 1, 2, \ldots, \), we have that \( j_{k+1} = B(j_k, x_{k+1}) \) i.e. the instruction that is currently used is an (algorithmic) function of the previous one and the current computation. (Notice that \( x_{k+1} = B_{j_k}(x_k) \), so that \( x_{k+1} \) is in fact the current computation).

It should be clear that any computer program on any language is of the form \((B : B_1, \ldots, B_n)\), where \( B_1, \ldots, B_n \) are instructions of the language and \( B \) is a suitable algorithm that controls the flow of the
execution. Conditions regarding the flow are thought to be contained in the computation $x_1 \mapsto x_2 \mapsto \cdots$, which is the reason for letting $x_k$ to be part of the input of $B$. For example, a loop-free program that executes the instructions $B_1, B_2, \ldots, B_n$ in the same order, on input $x$ produces the computation

$$x = x_1 \mapsto x_2 \mapsto \cdots \mapsto x_n \mapsto x_{n+1},$$

where for all $k$, $x_{k+1} = B_k(x_k)$ and is formalized by the algorithm $(B : B_1, \ldots, B_n)$, where for all $k$, $B(k, x_{k+1}) = k + 1$. (In this case, $B$ just follows the next instruction).

**Remark** By allowing each instruction of $B_1, \ldots, B_n$ to be a program itself, i.e. a similar structure of the form $(C : C_1, \ldots, C_m)$ (instead of being just an element in $B$), we naturally arrive to the notion of a **structured program**, that is a program that has nested programs as instructions, instead of elements in $B$. Clearly this procedure can be repeated, yielding in turn programs for $C_1, \ldots, C_m$ and so on. In this case, $C_i$, will be called sub-instructions of the original program. We will use the same terminology for the instructions of $C_i$ and so on.

Structured programs enable us to use each of $B_1, \ldots, B_n$ as arbitrary algorithms and be therefore able to analyze a computation to the desired degree.

### 3.1. Proliferating computations.

In what follows, we are going to abuse the usual notation about sets, by allowing elements in sets to be repeated. For example $\{x, x\}$, $x$ being a code, denotes a set of two identical codes and is thought to be different than $\{x\}$. We should notice that this convention could be avoided, yet doing so would add a significant amount of unnecessary complexity in the present study.

The concept of a **proliferating computation** follows by letting instructions in a program having multiple outputs. As a simple example, the function

$$R : x \mapsto \{x, x\},$$

($x$ being a code) that having $x$ as an input, produces an output of two identical copies of $x$, is clearly algorithmic. More generally, if $R_1, \ldots, R_k$ is a set of algorithms, not necessarily different between them, let us denote by $\{R_1, \ldots, R_k\}$, the algorithm defined as

$$\{R_1, \ldots, R_k\}(x) = \{R_1(x), \ldots, R_k(x)\}.$$

Such an algorithm that outputs more than one codes will be called **proliferating**. The codes $R_1(x), \ldots, R_k(x)$ are called **children** or **immediate successors** of $x$, and the set that contains them is denoted by im-suc($x$). The instruction $\{R_1, \ldots, R_k\}$ is called the **activated instruction** of the
step and similarly, in the (partial) computational step \( x \mapsto R_i(x), \) 
\( i = 1, \ldots, k, \) \( R_i \) is called (as before) the \textit{activated instruction} 
corresponding to the (partial) step.

As mentioned above, \textit{proliferating programs} are programs with one 
or more proliferating instructions. Proliferating programs induce a 
branching computation, where each code may have more than one im-
mediate successors. Such a structure is called a \textit{tree}, and we usually 
denote it as \((x_t)_{t \in T}\), where the set of indices \( T \) has the same tree-
structure. Any element in a tree may have from 0 to any finite number 
of \textit{immediate successors} or \textit{children}. The input \( x = x_0 \) is called the 
\textit{root} of the tree and the conventions we make about this branching 
computation are similar to the ones we made about the simple one. 
Namely, given a proliferating program \((B : B_1, \ldots, B_n)\) and a code \( x \) 
as an input, the computation is defined as the tree \((x_t)_{t \in T}\) such that

1. The root of the tree \( x_0 \) is the input \( x \).
2. For every \( t \in T \), there is an index \( j_t \) in the range 1, \ldots, \( n \), such 
   that the set of immediate successors of \( x_t \), \( \text{im-suc}(x_t) \) is equal 
   to \( B_{j_t}(x_t) \).
3. We assume that \( j_0 = 1 \), i.e. \( \text{im-suc}(x_0) = B_1(x_0) \).
4. If \( t' \) is a child of \( t \), then \( j_{t'} = B(j_t, x_{t'}) \), i.e. the instruction that 
is currently used is an (algorithmic) function of the previous 
one and the current computation.

A \textit{branch} of a computational tree \((x_t)_{t \in T}\) is a sequence 
\[ x_{t_1} \mapsto x_{t_2} \ldots, \]
such that for any \( k \), \( x_{t_{k+1}} \) is a child of \( x_{t_k} \).

4. Self-editing Computations

Let \( c = c[b] \) be an executable code that contains \( b \) as an instruction 
in some address. Assume that \( x_1, x_2, \ldots, x_n, \ldots \) is a computation of 
the algorithm that \( c \) codes for, with input \( x_1 \). Assume also that during 
a computational step \( x_k \mapsto x_{k+1} \) of \( \text{alg}(c) \), \( \text{alg}(b) \) is used as the 
instruction of the step. We say then that \( b \) is the \textit{activated code} 
of the computational step and that the code \( c[b] \) is in state \( c[b] \). Codes in 
some state will simply referred to as \textit{state-codes}. The \textit{step-algorithm} of 
a state-code \( c[b] \) denoted as \( \text{step-alg}(c[b]) \) is defined to be the algorithm 
that \( b \) (i.e the activated code) codes for:

\[ \text{step-alg}(c[b]) = \text{alg}(b). \]
Assuming now that the sequence \( c_1, c_2, \ldots \) is a sequence of state-codes, a computation
\[
(2) \quad c_1 \mapsto c_2 \mapsto \cdots \mapsto c_k \mapsto \cdots
\]
is called \textit{self-editing} if for every \( k \), \( c_k \) plays both the role of the data-code of the computation and at the same time the role of the state-code that performs the computation. More formally, the computation \( (2) \) is called \textit{self-editing} if:
\[
c_{k+1} = \text{step-\text{alg}}(c_k)(c_k) \quad \text{for every } k = 1, 2, \ldots
\]
Every calculating step \( c_k \mapsto c_{k+1} \) of a self-editing computation will be called a \textit{self-editing step} and will be abbreviated as \( \text{self-ed}(c_k) \). I.e.
\[
\text{self-ed}(c_k) = \text{step-\text{alg}}(c_k)(c_k) = c_{k+1}.
\]
If \( c_k \mapsto c_{k+1} \) is a self-editing step, both the state-code \( c_k \) and its step-algorithm \( \text{step-\text{alg}}(c_k) \) will be called \textit{self-editing}.

We can now state the main ingredient of our study which is the following:

**Basic Self-Editing Principle.** For every algorithm \( B \), there is a code \( b \), (which is in fact a code for \( B \)) such that for every code \( c[\emptyset] \),
\[
\text{self-ed}(c[b]) = B(c[b])
\]

\textbf{Proof.} As stated, let \( b \) be a code for \( B \) and apply the definitions:
\[
\text{self-ed}(c[b]) = \text{step-\text{alg}}(c[b])(c[b])
= \text{alg}(b)(c[b])
= B(c[b])
\]
as needed. \( \square \)

4.1. \textbf{Self replication.} A first simple application of the Basic self-editing principle results considering as \( B \), the proliferating algorithm that computes two exact copies of its input. I.e., let \( B \) be defined by
\[
B(x) = \{x, x\}, \quad x \text{ being any code.}
\]
The basic self-editing principle then asserts that if \( b \) is a code for \( B \), and for any code \( c[\emptyset] \), the self-editing computational step of \( c[b] \) is a duplication of itself, i.e. (using the above set-like notation)
\[
\text{self-ed}(c[b]) = \{c[b], c[b]\}.
\]
Clearly, this self-editing computational step is (since \( b \) remains active) by definition repeated for each of the two descendants, creating a
tree-like structure \((x_t)_{t \in T}\), where \(T\) is the dyadic tree, (i.e. every node has exactly two children) and for all \(t \in T\), \(x_t = c[\vec{b}]\).

As we will see, more complex self-editing computations, generate trees with varying finite number of immediate descendants.

It is clear that a proliferating self-editing computational step need not be just self reproducing in the sense that instead of producing copies, it may produce variations of itself, something that is going to be proved much more interesting regarding evolution. The general case of such proliferating steps may be stated as follows:

**Proliferating principle** Let \(B_1, \ldots, B_n\) be algorithms. Then there is a code \(b\) such that for any code \(c[\emptyset]\),

\[
\text{self-ed}(c[b]) = \{B_1(c[b]), \ldots, B_n(c[b])\}.
\]

If moreover \(b_1, \ldots, b_n\) are codes for \(B_1, \ldots, B_n\) respectively, then we may assume that they are also sub-codes of \(b\).

**Proof.** Let \(B\) be the algorithm that having a code \(c\) as an input computes:

\[B(c) = \{B_1(c), \ldots, B_n(c)\}.\]

Let also \(b\) be a code for \(B\). By the Basic self-editing principle, we get that for any code \(c[\emptyset]\),

\[
\text{self-ed}(c[b]) = B(c[b])
= \{B_1(c[b]), \ldots, B_n(c[b])\}.
\]

For the second part of the statement, if \(b_1, \ldots, b_n\) are codes for \(B_1, \ldots, B_n\), define the code \(b = s[b_1, \ldots, b_n]\) as a code for the following algorithm:

1. Let \(w\) be the input
2. For \(i = 1, \ldots, n:\)
   a. Activate \(b_i\) on input \(w\) and output the result \(\text{alg}(b_i)(w)\).

Then clearly, for any code \(c[\emptyset]\),

\[
\text{self-ed}(c[b]) = \text{alg}(b)(c[b])
= \{\text{alg}(b_1)(c[b]), \ldots, \text{alg}(b_n)(c[b])\}
= \{B_1(c[b]), \ldots, B_n(c[b])\},
\]

as needed. \(\square\)

**Remark** Using the same notation as above, \(B_i\), \(i = 1, \ldots, n\) is called the active instruction of the (partial) step \(c \mapsto B_i(c)\). In case that \(b_i\) is both a code for \(B_i\), and a sub-code of \(b\), it will be called as the active code of the (partial) step \(c \mapsto B_i(c)\).
Let us explore some other examples of the application of the proliferating principle, which also demonstrate the versatility of its use:

**Examples.** 1) We may assume that a self-editing code contains addresses for input and output regarding to the environment. Such addresses will be denoted as *environmental input* and *environmental output* respectively, in order to distinguish them from the entire code which is considered both the input and the output of a self-editing algorithm. So let \([b,0]\) be such a code, where environmental output occurs in address (2) and thus the code outputs 0 in this case. According to the proliferating principle, \(b\) can be obtained by defining two algorithms \(B_1\) and \(B_2\) as:

\[
B_1([b,n]) = [b,n + 1] \quad \text{and} \quad B_2([b,n]) = [b,n + 2].
\]

Thus the self-editing computational step of \([b,0]\) gives two descendants that output to the environment 1 and 2 respectively:

\[
\text{self-ed}([b,0]) = \{B_1([b,0]), B_2([b,0])\} = \{[b,1], [b,2]\}.
\]

By definition, this is repeated for each of the two descendants, so \([b,1]\) gives again two descendants that output to the environment 2 and 3 respectively, whereas \([b,2]\) gives two descendants that output 3 and 4 and so on. The situation can become much more complicated by defining \(B_i\), \(i = 1,2\) to act also on \(b\). This can change the way that the descendants are calculated. The following is an example of this (permitted by self-editing) situation. We are not going to use it further for the moment, until section 8.

2) Let \(\theta_1\) and \(\theta_2\) be two addresses. Their concatenation is denoted as \(\theta_1 \theta_2\), and is defined as the address \(\theta_2\) of the code in address \(\theta_1\). For example if \(\theta_1 = (1,2)\) and \(\theta_2 = (1)\), then \(\theta_1 \theta_2 = (1,2,1)\).

Let \(B(n,\theta)\) be the algorithmic function:

\[
B(n,\theta) : a[((\theta)k)] \mapsto \{a[((\theta)(k+1)], \ldots, a[((\theta)(k+n))]\},\]

that is, \(B(n,\theta)\) outputs \(n\) identical codes by adding 1 in \(\theta\) address of the input code.

Let \(b((\theta_1)n)[\theta] = b[n][\theta]\) be a code for \(B(n,\theta)\) and \(c[(\theta_2)\emptyset] = c[\emptyset]\) be any code with empty \(\theta_2\) address. Define \(\theta_0 = \theta_2 \theta_1\). Notice then, that in the code \(c[b[n]][\theta]\), \(b[n][\theta]\) lies in the \(\theta_2\) address and in \(b[n][\theta]\), \(n\) lies in the \(\theta_1\) address. Therefore in \(c[b[n]][\theta]\), \(n\) lies in the \(\theta_0\) address.
Thus, adopting the notation
\[ n \times c = c, \ldots, c, \]
we get that
\[ \text{alg}(b[n][\theta_0])\left(\text{c[b[n][\theta_0]]}\right) = \{n \times c[b[n+1][\theta_0]]\}, \]
which shows that
\[ \text{self-ed}\left(\text{c[b[n][\theta_0]]}\right) = \{n \times c[b[n+1][\theta_0]]\}. \]
Concluding, the self-editing computational step of \( c[b[n][\theta_0]] \) gives \( n \) children with varying genetic behavior so as to compute \( n+1 \) children with varied genetic behavior so as to compute \( n+2 \) children and so on.

It is easy to see that one can alter this example to describe self-editing codes that compute children with varying genetic behavior among them. Let us call for the moment \( n \) as \textit{genetic variable} and let \( \lceil n/3 \rceil \) be the closest from below natural number to \( n/3 \). By defining
\[ B(n, \theta) : c[\theta : k] \mapsto \{\lceil n/3 \rceil \times c[k+1], \lceil n/3 \rceil \times c[k], \lceil n/3 \rceil \times c[k-1]\} \]
one arrives similarly as above to define self-editing codes that give children of increased, the same and decreased genetic variables. Since in a less theoretical environment available resources limit the production of children, selection would act in this case, so that the branches with the more appropriate number of children would survive. Yet selection could not alter the original behavior described by \( B(n, \theta) \) above. Even in surviving branches this strategy would remain the same. In section \[8\] we are going to introduce a general method called \textit{diagonalization} by which a self-editing algorithm may learn to choose the number of children according to the available resources and alter thus the genetic behavior described by \( B(n, \theta) \) more appropriately.

4.2. Self-editing trees. The proliferating principle stated above induces the notion of a \textit{proliferating self-editing computation}:

Given a state-code \( c_\emptyset \), a \textit{proliferating self-editing computation} is a tree \((c_t)_{t \in T}\) with root \( c_\emptyset \), such that the children of every \( c_t \) are defined by the application of \text{step-alg}(c_t)\) to the code \( c_t \), i.e. such that
\[ \text{im-suc}(c_t) = \text{self-ed}(c_t) = \text{step-alg}(c_t)(c_t) \text{ for every } t \in T. \]

For simplicity reasons, in the case that the step-algorithm of \( c_t \) produces a single output, we identify the singleton \( \{\text{self-ed}(c_t)\} \) with the code \( \text{self-ed}(c_t) \) and call the corresponding step \textit{non-branching}. So, a self-editing computational sequence (where a code may change its value via
the algorithm that describes) may be thought of as a special case of a self-editing tree.

5. Programming a self-editing tree

As we saw in the basic self-editing principle, any external algorithm $B$ may be executed by a self-editing code internally. Assuming that $B = \langle C : C_1, \ldots, C_n \rangle$ is a program, we would like to examine if it is possible for a self-editing code to use the same calculations as does the program $B$. This is particularly useful in the cases that we want to analyze a particular computation performed by a self-editing code into simpler ones.

As we’ll see in the following Programming lemma the answer to this can be roughly stated as follows:

For every algorithm $P$, there is a state-code $p$ (which is roughly the executable program of $P$), such that for every code $c[\varnothing]$, the computation of $P$ with input $c[p]$ is the same as the self-editing computation of $c[p]$, providing that $P$ does not alter its code i.e. $p$.

Indeed, if $P$ changes $p$ during the computation, the above statement cannot be expected to hold, since in this case the corresponding self-editing computation will change its own intended program by mimicking $P$. Although we are going to appeal to this kind of phenomena later on (and will be proved the main targets for studying), for the time being we rather wish to avoid them. Therefore one should consider programs that during their computation do not alter the address of $p$ above. In this direction, we need the following:

We will assume that the result of a program $P$ that outputs the code $s$ in address $\theta$ of the code $c[(\theta)b]$, is $c[(\theta)s]$ (and not just $s$), unless other algorithms output to different addresses of the code. (For this reason, we will write $P(c[b]) \subseteq c[s]$, instead of $P(c[b]) = c[s]$ which might be misleading). For simplicity reasons, this convention is made for all possible immediate descendants of the code in the computational tree. After this convention, a program $P$ will be called $\theta$-stable if for every computational step $c_1 \mapsto c_2$ instructed by $P$, the $\theta$ address of $c_1$ coincides with that of $c_2$. Clearly if a program $P$ is $\theta$-stable then every instruction of $P$ that may be used in a computational step ought to be $\theta$-stable too.

Secondly, $P$ is not expected to activate the correct codes during the computation, something that is expected to happen during the self-editing computation of $c[p]$, by the definition of the states of $p$ during the computation. Thus one needs to compare the deactivated versions of the two computations, defined below:
Two state-codes are called *code-equivalent* if they are state-codes of the same code. Similarly two computations \((x_t)_t \in T\) and \((x'_t)_t \in T'\) are called *code-equivalent* if \(T = T'\) and for every \(t \in T\), \(x_t\) is code-equivalent to \(x'_t\).

Granting the above definitions and notations, we can prove the following (where the code in the stable address is exactly \(p\)):

**Programming Lemma** Let \(P\) be a \(\theta\)-stable (proliferating) program. Then there is a state-code \(p\), such that for any code \(c\) \((\theta)\), the self-editing computational tree of \(c(\theta)p\) is code-equivalent to the computational tree of \(P\) with input \(c(\theta)p\).

Moreover, if \(P = (B : B_1, \ldots, B_n)\), and \(b, b_1, \ldots, b_n\) are codes for the algorithms \(B, B_1, \ldots, B_n\) respectively, then we may assume also that \(b, b_1, \ldots, b_n\) are sub-codes of \(p\).

Before passing to the proof, for \(\theta\) an address and \(i\) a natural number, let us denote by \(\theta \overset{i}{\rightarrow}\) the address that results by appending \(i\) to \(\theta\). For example, if \(\theta = (1, 3)\), \(\theta \overset{4}{\rightarrow} = (1, 3, 4)\).

Proof. For the proof we are going to code both the function of \(B_i\) and of the flow-controlling function \(B\), in a code \(s = s[b, b_i]\) described below. Notice, that although \(P\) is supposed to be \(\theta\) stable, the algorithms of \(s_i\) shouldn’t be, since they have to inactivate and activate the appropriate instructions. Notice also that for any code that contains \([s_1, \ldots, s_n]\) in its \(\theta\) address, the addresses \(\theta \overset{i}{\rightarrow}\), \(i = 1, \ldots, n\), correspond to the codes \(s_i\) respectively. In the following algorithm we assume that the input is always a code that contains \([s_1, \ldots, s_n]\) in its \(\theta\) address and in a state that one of \(s_1, \ldots, s_n\) is activated, something that can be proved afterwards by induction.

So, let \(s_i = s[b, b_i]\) \(i = 1, \ldots, n\), be a code for the following algorithm:

1. **Let \(w\) be the input.** (We assume here that \(w\) is of the form \(x_{[(\theta \overset{i}{\rightarrow})s[b, b_i]]}\).)
2. **Let \(\{x_1, \ldots, x_k\}\) be the output of activating \(b_i\) with input \(w\).** (Notice that by assumption \(b_i\) is a code for \(B_i\) which is \(\theta\) stable)
3. **For every \(j = 1, \ldots, k\): (i.e. for every code generated by \(B_i\))**
   - (a) **Let \(i'\) be the output of activating \(b\) with input \((i, x_j)\).** (Since \(b\) is a code for \(B\), this should give the number of the next instruction to be executed).
   - (b) **Let \(x'_j\) be the result of deactivating the code in address \((\theta, i)\) of \(x_j\).** (The particular code should be \(s[b, b_i]\).)
   - (c) **Let \(x''_j\) be the result of activating the address \(\theta \overset{i'}{\rightarrow}\) of \(x'_j\).** (So that the correct instruction is activated).
   - (d) **Output \(x''_j\).**
Set \( p = [s_1, s_2, \ldots, s_n] \). Let \((x_t)_{t \in T}\) be the computation of \( P \) and \((y_t)_{t \in T'}\) be the self-editing computation starting with \( c[p] \).

Notice first that since \( P \) is \( \theta \)-stable, for every \( t \), the code in address \( \theta \) of \( x_t \) must be \( p \).

Assume that for some \( t \in T \), it is true that \( t \in T', x_t \) and \( y_t \) are code-equivalent and that if \( B_i \) is the active instruction of \( P \) then \( s_i \) is activated in \( y_t \). (Notice that this assumption is true for the roots). So the immediate successors of \( y_t \) are the result of \( \text{alg}(s_i)(y_t) \).

Since \( B_i \) and \( \text{alg}(s_i) \) have the same number of output codes (which is \( k \) in the algorithm described above), it follows that the immediate successors of \( t \) in \( T \) are the same as the immediate successors of \( t \) in \( T' \). On the other hand, for every \( x_j \) that \( B_i \) outputs, \( \text{alg}(s_i) \) outputs a state-code \( x_j'' \) which results from deactivation and subsequently activation processing of \( x_j \). (See the instructions (b), (c) and (d) above). Therefore \( x_j \) and \( x_j'' \) are state-codes of the same code. Furthermore \( P \) activates the instruction with index \( i' = B(i, x_j) \) for \( x_j \) and in \( x_j'' \) is activated the code in address \( \theta^{-i'} \) which should be the \( i' \)-component of \( p \), therefore \( s_{i'} \). This concludes the inductive step and therefore the proof. \( \square \)

Though Programming lemma is necessary to state towards a more thorough understanding of self-editing, its most interesting applications as mentioned above, occur in the cases that \( P \) is not \( \theta \)-stable, in which case \( \text{alg}(p) \) constructed in the proof, might change \( p \) also. In this case there is no real “program” behind the self-editing procedure that takes place, yet it gives the opportunity of evolving \( P \) as we will see.

6. Memory of self

Let \((c_t)_{t \in T}\) be a computation and fix a \( t \in T \). The history of \( c_t \) is defined to be the sequence

\[
\begin{align*}
    c_{t_1} & \mapsto c_{t_2} \mapsto \cdots \mapsto c_{t_n} = c_t,
\end{align*}
\]

where \( c_{t_1} = c_{\emptyset} \) is the root of the tree, and for every \( i < n \), \( c_{t_{i+1}} \) is a child of \( c_{t_i} \). (Notice that \( c_t \) itself is contained in this sequence). Below we denote by \( \text{hist}(c_t) \) the history of \( c_t \).

Given a state-code \( c = c_{\emptyset} \), a complete memory self-editing computation, is a tree \((c_t)_{t \in T}\) such that for every \( t \in T \),

\[
\begin{align*}
    \text{im-suc}(c_t) = \text{step-alg}(c_t)(\text{hist}(c_t)),
\end{align*}
\]

i.e. every state-code \( c_t \) computes its children by applying its algorithm, not only on its code, but on the entire sequence of its history.
On the other hand, a complete memory instruction, is thought to be an algorithm $B$, that computes the children of a code $c_t$ having as an input the history of $c_t$, and a complete memory program is a program (as we have defined it) that uses complete memory instructions.

It is easy to see that both the basic self-editing principle and the programming lemma can be stated and proved in the case of complete memory algorithms. Below, we state the complete memory version of the basic self-editing principle for future reference:

**Basic self-editing principle.** (Complete memory version) Let $B$ be an arbitrary algorithm with code $b$. Let also $c_1, \ldots, c_n$ be the history of the code $c_n$ in a computational tree. If the code $b$ is activated in $c_n$, then the self-editing computation of complete memory performed by $c_n$, is equal to $B(c_1, \ldots, c_n)$.

What is interesting here, is that although at a first glance, a self-editing computation of complete memory seems stronger than a simple one, this is not true. The idea behind this, is that a complete memory self-editing computational step can be simulated by a simple one that stores memory.

Fix $\phi$ to be an algorithmic correspondence with an algorithmic inverse between sequences of codes and codes. A simple such function is for example

$$\phi : (c_1, \ldots, c_n) \mapsto [c_1, \ldots, c_n].$$

Let us notice that, although for practical applications, this particular correspondence is not at all space-saving efficient, it fits very well a theoretical approach, so we are going to use it in what follows.

Hereafter, we are going to use $H(c_n) = \phi(\text{hist}(c_n))$ to denote briefly $[c_1, \ldots, c_n]$, where $c_1, \ldots, c_n$ is the history of $c_n$. Also, the address (last) of $\phi(\text{hist}(c_n))$ is defined to be where $c_n$ (the currently active code) is lying.

Notice that by replacing a code $x$ with $\phi(\text{hist}(x))$, we assume that all addresses except the address (last) are memory addresses and thus inactive, even if they do have active components. The reason behind this approach is the obvious one: We would like to keep the remembrance of an active component, and on the other hand, introducing a new symbol for past activity would result in unnecessary complexity. Having this convention in mind, we arrive at the following definition:

A self-editing computation is called **memory storing** if it is of the form:

$$[c_1], [c_1, c_2], \ldots, [c_1, c_2, \ldots, c_n].$$

It is useful to notice, that as we have mentioned in section 2, the initial code $[c_1]$ may be thought to be the same as $c_1$. Before passing to state
and prove that a self-editing computation of complete memory can be simulated by a simple one that instead stores memory, let us discuss the idea behind this, which is quite simple. Indeed, what we have to do is to replace a self-editing computational sequence \( c_1, \ldots, c_n \) of complete memory with the corresponding one that stores memory, namely

\[
c_1, [c_1, c_2], \ldots, [c_1, c_2, \ldots, c_n]
\]

and make sure that the algorithm that is described by the state code \( c_n \) should be executed upon the sequence that is described by its code, i.e. \( c_1, \ldots, c_n \). This of course would yield easily the result and it could be accomplished by the simplified instruction (where appending \( x \) to \( [c_1, \ldots, c_n] \) is thought to result in the code \( [c_1, \ldots, c_n, x] \)):

If \( [c_1, \ldots, c_n] \) is the input, execute \( c_n \) with input the sequence \( c_1, \ldots, c_n \), append the result (or the results) to \( [c_1, \ldots, c_n] \), and output the computed code (or codes).

If \( m \) is a code for such an instruction and we replace each \( c_k \) in the sequence by \( c_k[m] \), then the result follows easily and immediately. However, in practice this procedure meets certain technical difficulties. On the other hand, analyzing and solving them, has the advantage that one discovers a great deal of the surprising versatility of using self-editing. So let us first indicate and discuss them:

1) First of all, the code \( m \) in \( c_n[m] \) should be of a greater priority than any activated code in \( c_n \) alone. This has to be so, since the activated codes in \( c_n \) should be stopped from being executed at first place, until the sequence \( c_1, \ldots, c_n \) which serves as an input to \( \text{step-alg}(c_n) \) is computed from \( [c_1, \ldots, c_n] \). So we will have to use some notion of priority to the codes that are being executed, something that we discuss immediately after. Yet, here comes another problem. To assign a priority to \( m \) that is greater of all priorities used in the (infinite) sequence \( c_1, c_2, \ldots. \) This of course is impossible, yet self-editing as we will see, permits us to define \( m \) so that \( \text{alg}(m) \) fixes its own priority in every step \( c_k[m] \mapsto c_{k+1}[\overline{m}] \) so that it exceeds that of every activated code in \( c_{k+1} \) alone.

2) The second technical difficulty comes from the fact that we should be able to find an address to accommodate \( m \) which is not an address that is used or being created during the computational sequence. The easy (yet a bit technical) solution that we use here, is to “add a dimension” in the structure of the code by letting \( c_n[m] \) to stand for \([c_n, m] \).

Let us mention here that the notion of priority is met both in biology, where a gene can stop another one from being expressed, and equally
well in neuroscience, where a neuron can stop another one from firing. We will model it here, by assuming that in some relative address of an instruction, say $\theta_p$ lies a natural number that determines the “strength” of the instruction relative to other ones.

Since the notation $c[m]$ has been reserved to symbolize that the (active) code $m$ is a subcode of $c$, we use $c[(+)m]$ to denote that a new address has been appended to $c$ that contains $m$.

We state and prove at this point the relevant result:

**Memory lemma.** Let $(c_t)_{t \in T}$ be a self-editing computation of complete memory. Then there is a code $m$ such that $c_\emptyset[(+)m]$ results in the simple (without memory) computation $(x_t)_{t \in T}$, where for every $t \in T$,

- If $c_1, \ldots, c_n = c_t$ is the history of $c_t$ in $(c_t)_{t \in T}$, then $x_t = [c_1[(+)m], \ldots, c_n[(+)m]]$.

**Proof.** Let $m$ be a code for the following algorithm:

1. **Let $x$ be the input.** (We assume here that $x$ should be of the form $[[c_1, m], \ldots, [c_n, m]]$ and moreover the priority of $m$ in each of the codes exceeds that of the corresponding $c_i$.)

2. **Stop any instruction from being executed in address** (last, 1, 1). (Notice that this address should contain $c_n$).

3. **Let $n$ be the length of $x$**.

4. **For $i = 1, \ldots, n$, let $z_i$ be the code in address** $(i, 1, 1)$ of $x$. (So that in fact $z_i = c_i$).

5. **Execute the state-code** $z_n$ with input $z_1, \ldots, z_n$ and let $\{w_1, \ldots, w_s\}$ be the result. (So that $w_1, \ldots, w_s$ are in fact the children of $c_n$).

6. **Let $y$ be the code in address** (last, 2) of the input. (So that $y$ should be equal to $m$ itself).

7. **For $j = 1, \ldots, s$:**
   - **(a)** Fix the priority of $y$ to be strictly greater than that of any activated code in $w_j$.
   - **(b)** Append $[[w_j], y]$ to the input $x$ and output the result. (Thus according to our initial assumption, the output should be all the codes of the form

$$[[c_1, m], \ldots, [c_n, m], [w_j], m],$$

where $w_j$ ranges over the children of $c_n$ and moreover the priority of $m$ in the above code exceeds the one of any activated code in $w_j$.

Fix now the priority of $m$ to be strictly greater than that of any activated code in $c_\emptyset$ and let $x_\emptyset = [[c_\emptyset, m]]$. Thus the assumption we make
in the instruction (1) of the definition of \( m \) holds true for \( x_\varphi \) and the rest comments next to the instructions provide an inductive proof of the result.

Memory principle allows us to consider a simple self-editing computation as one of complete memory, assuming that the memory is stored. Nevertheless, in a self-editing computation, memory storing is sometimes not needed. This is made obvious in the following examples:

**Examples.** Let \( R \) and \( S \) be algorithms and \( x_1, \ldots, x_n = x \) the history of a code \( x \). Assume that for every \( k = 1, \ldots, n \), the computation up to \( x_k \) is memory storing, i.e. there are codes \( c_1, \ldots, c_n \), such that \( x_k = [c_1, \ldots, c_k] \). Given an algorithmic function \( R \), notice that the computations

\[
[c_1, \ldots, c_n] \mapsto R(c_1) \quad \text{and} \quad [c_1, \ldots, c_n] \mapsto [c_1, \ldots, c_n, R(c_1)],
\]

are both algorithmic, so that by the basic self-editing principle, if their codes are existent and activated in \( c_n \), will produce them. The main difference is that while the second one continues to store memory, the first one deletes it. We are going to refer to both of them as *cycles*, since they are thought to produce a variation (or even a copy for \( R \) being the identity), of the initial code.

Another interesting example of this kind, is the proliferating self-editing computation

\[
[c_1, \ldots, c_n] \mapsto \{R(c_1), [c_1, \ldots, c_n]\},
\]

which may be thought of as modeling (for \( R \) being the identity) the self-replication of multi-cellular organisms (with one parent).

7. **Possible decisions of a self-editing code**

7.1. **Storing decisions.** Let \( r \) and \( c \) be codes and let us consider the following algorithmic function \( B(r) \) that acts having as input the code \( c \):

\[
B(r) : c \mapsto \begin{cases} 
[c_1, \ldots, c_n, r] & \text{if } c = [c_1, \ldots, c_n], \\
[c, r] & \text{if not}
\end{cases}
\]

which simply appends \( r \) on \( c \). The basic self-editing principle ensures us that if \( c \) is self-editing, \( b = b[r] \) is a code of \( B(r) \), and \( c = c[b] \) is the corresponding state of \( c \) in which \( b \) is activated, then the resulting self-editing step of \( c \) is the one described by (3). Notice that the address that is used by \( B(r) \) to store the code \( r \) is a *new* one, i.e. one that was not existed previously in \( c \). Such an address will be called an *available*
address, so that we can abbreviate the corresponding self-editing step of \( c[b] \), as resulting from the instruction:

Store \( r \) in an available address.

To denote that \( \theta \) is an available address in a code \( c \), we will write that \( c = c[(+\theta)\emptyset] \) or in a more simple form \( c = c[(+\emptyset)] \). (Notice that in this case \( \theta \) is not existent in \( c \), yet it may be created).

7.2. Temporary decisions. Let \( r \) and \( c \) be codes and \( \theta \) an available address in \( c \). Let also \( s = s[r] \) be a code for the algorithm that is described by (For the reader’s convenience the input is thought to be \( c[(+\emptyset)] \)):

Let \( x_1 \) be the input.
Let \( x_2 \) be the result of deleting the address \( \theta \) from \( x_1 \).
Output \( \text{alg}(r)(x_2) \).

It can be easily checked that the self-editing step of \( c[(+\emptyset)s] \) results in \( \text{alg}(r)(c) \). The code \( r \) in this case will be called a temporary differentiating code.

It is clear that a temporary differentiating code may be invoked by a self-editing algorithm:
If \( b = b[r] \) is a code for the calculation:
\[
c[(+\emptyset)] \mapsto c[(+\emptyset)s[r]] \mapsto \text{alg}(r)(c),
\]
then by the basic self-editing principle the self-editing step of \( c[b] \) would result in the same calculation. We may abbreviate this step by saying that \( c \) follows the instruction:

Use \( r \) as a temporary differentiating code.

7.3. Permanent decisions. Let us, as before, consider \( r \) and \( c \) to be codes and \( \theta \) an available address in \( c \). We define \( s = s[r] \) to be a code for the following algorithm (Again for the reader’s convenience the input is thought to be \( c[(+\emptyset)s] \)):

Let \( x_1 \) be the input.
Let \( x_2 \) be the result of activating \( r \) with input \( x_1 \).
Activate the code in address \( \theta \) of \( x_2 \) and output the result.

One can easily check as before, that the self-editing step of \( c[(+\emptyset)s] \) results in a code \( c_1 \) that is computed by activating the \( \theta \) address of \( \text{alg}(r)(c[(+\emptyset)s]) \). Thus, assuming that \( \text{alg}(r) \) is \( \theta \)-stable, \( c_1 \) should be of the form \( c_1[(\theta)s] \). So by induction, the \( n \)-th step should result in \( (\text{alg}(r))^n(c[(+\emptyset)s]) \) by repeating \( n \) times the application of \( \text{alg}(r) \) to \( c[(+\emptyset)s] \). The code \( r \) in this case, will be called a permanent differentiating code.
Again, it is easy to see, that exactly as in the case of temporary differentiating codes, the application of a permanent one, may be invoked by a self-editing algorithm itself. We are going to abbreviate such an instruction by:

**Use** \( r \) **as a permanent differentiating code.**

**Remark.** Theoretically there is not much difference between a temporary decision and a permanent one: The first can be repeated continuously, while the second may be interrupted by a code of greater priority. There is much difference in practice though, since a continuously used temporary differentiating code, costs the repeated complexity of the decision to use it.

### 7.4. \( \phi \)-differentiating decisions.

Given a self-editing code \( c \), an address \( \phi \) in \( c \) and a differentiating code \( r \), a temporary (or permanent) decision to differentiate \( \phi \) by \( r \), is the decision whose temporary (respectively permanent) differentiating code is the code \( s = s[\phi, r] \) of the following algorithmic function:

\[
c = c[(\phi)y] \mapsto c[(\phi) \text{alg}(r)(y)],
\]

which replaces the content \( y \) of \( \phi \), by \( \text{alg}(r)(y) \). The address of \( r \) in \( c \) will be called the **address of the differentiating code of** \( \phi \).

### 8. Diagonalization

The combination of the complete memory version of the Basic self-editing principle and the Memory lemma, allow us to consider a simple self-editing code that retains its memory as a self-editing code of complete memory. Henceforth, to avoid unnecessary confusion, we are going to study self-editing computations of complete memory, having in mind that our models are ones that instead store it, so that we may freely apply the complete memory version of the Basic self-editing principle. As in the simple case, it would be helpful for the reader, to freely translate this principle here, as follows:

Assume that by looking at the history \( c_1, c_2, \ldots, c_n \) of a self-editing code, we decide to change the programming of \( c_n \) in a particular way that can be expressed as an algorithm. Then the same decision can be potentially made by \( c_n \) itself, assuming that its computation is self-editing and the memory of its history has been stored.

The theory of diagonalization applies both to **surviving** and **successful** sequences.

While a surviving sequence can result directly from natural (or artificial) selection applied upon a tree of self-editing codes, a successful sequence results from an internal selection of successful computations.
In section 9, page 34 we examine how such an internal selection may result as a consequence of diagonalizing over the surviving history of a self-editing code.

Assume that we have the information of an entire successful or surviving sequence and we ask ourselves what we would do if we were to help the evolution of such a code and yet we knew nothing either about the selection that is performed upon it, or about the true functionality of its code or of parts of it. (Notice that this is about the same knowledge that we assume that our code really has at the beginning). This is certainly not an easy task, yet the question has an easy, simple and natural answer: Since the successful or surviving sequence manifests by itself what is acceptable by the environment, either as a reward or as a selection, we should look for patterns in the code, aiming to perpetuate them. Let us formalize this a bit more: Assuming that the sequence $c_1 \mapsto c_2 \mapsto \cdots \mapsto c_n$ is either a successful one, or a surviving branch of the computational tree of a self-editing code, a pattern could be thought of as an algorithm $R$, such that for every $k < n$, $R(c_k) \subseteq c_{k+1}$. Several examples should clarify this concept. Suppose that we notice that a particular part of the code remains the same. Assume moreover that the position of this part is described by an address $\theta$. This observation is equivalent for us to note that the algorithm $R$ defined by

\[
\text{Copy the } \theta \text{ address of the input to the } \theta \text{ address of the output,}
\]

fits the sequence, i.e. for every $k < n$, $R(c_k) \subseteq c_{k+1}$. This way we could advice or program the code to start applying it on purpose. (Notice that the validness of this rule up to now upon the sequence, could be either a product of selecting a successful sub-sequence, or a product of selection). Therefore from now on, $R$ will be applied on purpose. It is easy to see that one could find a lot of examples of this kind. Here is one more:

Assume we notice that a part of the code contains a parameter in the form of a natural number, that is continually augmented by, say 1. If $\theta$ is the address of this part, this is equivalent for us to observe that the algorithm $R$ defined by:

\[
\text{Add 1 to the } \theta \text{ address of the input and write the result in the } \theta \text{ address of the output,}
\]

fits the sequence.

Something useful to note here in order to grasp better the generality of this recognition of patterns, is that our observation may as well be conditional, for example
If it is true that $R(c_k)$ then compute $c_{k+1}$ by $S(c_k)$,
where $R$ and $S$ are given algorithms.

This procedure, of our advice which is based on our observation, can be roughly automated, using a pattern-recognition algorithm:

So, suppose that

$$c_1[\delta_1], c_2[\delta_2], \ldots, c_n[\delta_n],$$

is an either surviving or successful sequence and let $\Delta$ be a pattern-recognition algorithm. Thus with the above sequence as an input, $\Delta$ should be able to recognize, (and taking the appropriate decision, to perpetuate), patterns of evolution of the sequence. At the same time, the same procedure can fulfill as well, the requirements of a smoothly changing environment, as they are probably imprinted in the structure of the codes of the sequence. (Mental experiments 1 and 2, in page 28 are examples of this). The main problem here, is the complexity of such an algorithm in order for it to function well. Our proposition, by means of self-editing, is essentially a simple algorithm that can evolve also itself: Indeed, assume that $\delta_n$ is a code for $\Delta$, and $\delta_1, \ldots, \delta_n$ the history of its evolution. Assuming Darwinism, this sequence should be of increasing effectiveness. Using then the complete memory version of the Basic self-editing principle and the Memory lemma, the next self-editing computational step of $c_n[\delta_n]$ should be the same as the application of $\Delta$ to the sequence. This means that $\Delta = \text{alg}(\delta_n)$ is able to recognize not only evolutionary patterns in $c_1, \ldots, c_n$, but also in $\delta_1, \ldots, \delta_n$, i.e. to itself. As mentioned in the Introduction, this relatively simple approach has surprising consequences, which we are about to study.

Notice that our main target at this point, (yet not the only one), is to show that such an intelligent evolution could start almost without any knowledge.

8.1. Diagonalizing algorithms. Sequential diagonalization is in fact a very general definition of an algorithm that finds patterns in a sequence. We do not aim here to give a detailed description of such a process. Instead, the description concerns any such algorithm, even not successful ones. The reason is that as it has been mentioned and will be made clearer by the examples, such an algorithm combined with the self-editing property, has the potential to evolve itself.

By the term decision system, we mean any algorithm $\Delta$ with the following general description:

$\Delta$ is used to make a decision $D$ and it consists of two parts, the searcher $\Delta_s$, and the tester $\Delta_t$. 
The searcher $\Delta_s$, is thought to propose codes $r_1, r_2, \ldots$ in a row. We will refer to these codes as the \textit{proposed codes}. The set of proposed codes may be either finite, or infinite. For the infinite case, we assume that the searcher is designed so as to construct $r_1, r_2, \ldots$, by means of an initial finite set of instructions and an also finite set of ways of composing new codes out of old ones. There are general methods of such a construction, the more simple and less effective and sophisticated being to output arbitrary strings on a given alphabet.

The \textit{priority} of a proposed code is thought to determine its appearance in the sequence $r_1, r_2, \ldots$ and we say that a code is \textit{simple} if its priority is high, i.e. if it appears early in the sequence.

The tester $\Delta_t$, is thought to use an algorithmic test $T$ (i.e. an algorithm that outputs \textit{true} or \textit{false}) in order to choose the simpler one of the proposed by the searcher code $r$ such that $T(r) = \text{true}$. We will call $T$ the \textit{testing algorithm} of $\Delta_t$.

Clearly, there can be a lot of variations of the above definition. For example, assuming that natural selection functions using a given algorithmic test $T$, the system of a tree produced by a self-editing code and the environment, demonstrates a very general such variation. Notice that in this particular example, the proposed by the searcher sequence has been replaced by a self-editing tree. Nonetheless, for reasons of simplicity and for the moment, we will restrict ourselves to the case of proposed sequences rather than trees.

Another variation of this definition that should be kept in mind, is the case of a testing algorithm that outputs an evaluation instead of a (simplified for our purposes) true-false answer.

Given now an algorithm $S$ that inputs the history of a self-editing code $c$ and outputs a selected sub-sequence $c_1, c_2, \ldots, c_n = c$ of it, we may consider the following testing algorithm $T$:

Let $c_1, \ldots, c_n$ be the output of $S$. Choose the simpler code $r$ in the proposed by $\Delta_s$ sequence $r_1, r_2, \ldots$ of codes, such that $r$ fits the sequence $c_1, \ldots, c_n$, i.e.

$$\text{For all } i < n, \quad \text{alg}(r)(c_i) \sqsubseteq c_{i+1}$$

and use it as a temporary or permanent differentiating code.

(For the convergence problem of such a test, we refer to Example 3 of page 42). The term \textit{sequential diagonalization} is used to describe the functioning of a decision system $\Delta = (\Delta_s, \Delta_t)$, such that $\Delta_t$ uses the above test $T$. The sequence $c_1, \ldots, c_n$ will be called the \textit{testing sequence} of the diagonalization.

The following principle is essential for our purposes:
Sequential diagonalization principle (Simple form) Let $\Delta$ be a sequential diagonalizing algorithm with code $\delta = \delta_n$ and $c = c[\delta]$ a self-editing code. Assume that

$$c_1[\delta_1], c_2[\delta_2], \ldots, c_n[\delta_n] = c[\delta]$$

is the history of $c$. Then

$$\text{self-ed}(c[\delta]) = \Delta(c_1[\delta_1], c_2[\delta_2], \ldots, c_n[\delta_n]).$$

Proof. It is an immediate consequence of the complete memory version of the Basic self-editing principle and the Memory lemma. \qed

Notice that as it has been mentioned before, a diagonalization procedure in the frame of self-editing, may detect evolutionary patterns in its own program and perpetuate them. This could be a pattern in the sequence $\delta_1, \delta_2, \ldots, \delta_n$ or in sub-codes of it.

It should be also noticed here, that ignoring the terms surviving and successful, diagonalization is in agreement with Hebbian theory [37]. (For more details on this subject, see section 13, page 53).

Before proceeding to study it better, let us see it in action, by means of some mental experiments. In these experiments, we are going to ask by a self-editing code to fill the dots in given sequences. Due to the lack of communication at this stage, instead of providing the known parts of the sequences, we are going to assume that during the self editing procedure they are somehow guessed no matter by which method. Studying the mental experiments that follow, we ’ll refer to this convention as the basic guessing convention and to such digits that we ought to provide as not intended to be guessed digits. Another one convention that we are going to make, is to assume that the set of candidate differentiating codes is well formed, that is, simple candidate differentiating codes for us, are hypothetically also simple for the self-editing code. (In Example 2 of page 41, we will see that due to its particular nature, diagonalization in the frame of self-editing, combined with adequate experience, may serve to the purpose of learning to detect useful codes and render them as simple).

Mental experiment 1. In this initial mental experiment we ask by a self-editing code to fill the dots in 0, 1, 2, .... Of course we are going to assume as we have already done, an address to output to the environment, called environmental output and denoted by $\theta_e$.

Notice that it is necessary to provide the digits 0, 1, 2 in order to guess the rest, therefore we may assume, due to the basic convention done above, that in a sequence $c_0, c_1, c_2$ the codes somehow guess the
corresponding digit, i.e. for $i = 0, 1, 2$, $c_i = c_i[(\theta_e)i]$. Thus $c_0$ should write 0 in its environmental output address, and similarly $c_1$ should write 1 and $c_2$ should write 2. 

It is clear now, that the code $\text{add}(1)$ that adds one on a given integer is a $\theta_e$-differentiating decision that fits the sequence $c_0, c_1, c_2$. Thus assuming that it is simple enough, it should be used as a temporary or permanent $\theta_e$-differentiating code. Therefore, if such a procedure as diagonalization is activated in $c_2$ the self-editing step $c_2 \mapsto c_3$ should yield $c_3$ so that $c_3 = c_3[(\theta_e)3]$, that is $c_3$ should output 3 to the environment.

Clearly, the procedure can be carried on by induction, either by repeating diagonalization in the case of a temporary decision to use $\text{add}(1)$, as a $\theta_e$-differentiating code, or by the decision to use the same code permanently. Thus in either case, $c_3$ should yield $c_4 = c_4[(\theta_e)4]$ and so on.

**Mental experiment 2.** In this second experiment we aim to study the behavior of a self-editing code using diagonalization, on the subject of guessing the dots in a somewhat more complicated structured sequence, which is as follows:

$$(0, 1, 2, \ldots), (0, 2, 4, \ldots), (0, 3, 6, \ldots), \ldots$$

That is, we ask not only to fill the dots in the first three sub-experiments, but also to guess entirely the fourth sub-experiment (as we certainly can do).

Guessing of the first three sub-experiments can be clearly accomplished the same way as mental experiment 1. An exception to this is the case of the closing right parentheses ), yet this is not a digit expected to be guessed. (Notice that we couldn’t guess this digit also, since there is no indication where we should stop the successful guessing of the sequences of the sub-experiments). Thus right parentheses should follow the rule of the basic convention.

Notice now that right parentheses of the sub-experiments mark their ending, Thus for example,

Start every new sub-experiment with a left parenthesis followed by a 0,

and be regarded of as an alternative way of saying:

If a left parenthesis is written in the address $\theta_e$, then replace it in the next step with a right parenthesis and if a right parenthesis is written in $\theta_e$ then replace it in the next step with 0.

Clearly if $r$ is a code for such a statement, then $r$ should fit the memory sequence, since it has been followed up to now.
Now notice that for \( i = 0, 1, 2 \), during the \( i \)-th sub-experiment the address (let us call it simply \( \theta \)) of the \( \theta_e \)-differentiating code contains the code \( \text{add}(i) \) respectively. Thus if \( \theta_0 \) is the (relative) address of \( i \) in \( \text{add}(i) \), then

In every new sub-experiment add 1 in the address \( \theta \sim \theta_0 \),

should fit the memory sequence as well, so that if \( r \) is a simple enough code for it, by diagonalization it should be decided to be used as a differentiating code. Therefore a self-editing code should be able to guess that in the 4-th sub-experiment the number-digits start with 0 and are augmented by 4, thus being able to guess the entire sequence \((0, 4, 8, \ldots)\).

**Remarks:**

1. It is clear that we may continue this line of experiments by asking a self-editing code to guess a differentiating code for the differentiating code for environmental output, and so on. It is interesting to mention here that the mere decision of creating a differentiating address for an existing one can be also a subject to be established by diagonalization.

2. The environmental address \( \theta_e \) is not an essential choice for the flow of the experiments and could be replaced by any address of the code. In fact both experiments, may be regarded as a convenient way to establish that a self-editing code should be able to improve its parameters based on an initial judgment about success. For a both simplified and interesting example of this, assume that \( \theta \) is the address of the priority weight \( w \) of a possible candidate differentiating code \( r \). A prejudged as successful sequence

\[
c[(\theta)w], c[(\theta)w + 1], c[(\theta)w + 2]
\]

indicates that the weight should probably be augmented further and this is indeed the action that would be taken by diagonalization. It naturally remains open the problem of *homeostasis*, i.e. the problem of at which value an optimal (or locally optimal) is attained. This is going to be addressed later on, in Example 4, page 43.

Notice that the interest of the above remark, lies exactly onto that, assuming self-editing computations, diagonalization can practically be used to improve its own behavior (by regulating its own parameters), as suggested somewhat theoretically earlier. For example it can be used to regulate the length of the testing sequence that is appropriate for a specific kind of decision.

3. The potential ability of a self-editing code to decide the action to be taken in relevance to the length of memory that a given proposed code fits, can be seen also in a different manner, as suggested below:
Let $D(r)$ be any decision that concerns the proposed by the searcher code $r$ and $d$ be a code for $D$. Then a self-editing code may randomly choose to apply $D(r)$ by activating $d[r]$, according to the basic self-editing principle. Assume also that for such a decision to be successful, it is required that $r$ fits at least $k_d$ of recent memory length. Thus in most cases of a surviving sequence (or successful subsequence, as we'll see later) $c_1, \ldots, c_n$, it should be true that the decision $D(r)$ (which was made randomly) has been taken under the condition that $r$ should fit in at least $k_d$ length of recent memory. (We assume here that the probability of applying a correct decision $D(r)$ without the condition of $r$ fitting at least $k_d$ steps of recent memory is negligible). Therefore a code for

\begin{center}
\textbf{Activate $d[r]$ whenever the proposed code $r$ fits at least $k_d$ steps of recent memory}
\end{center}

should itself fit the sequence $c_1, \ldots, c_n$, so that under the premise of being simple enough, it could be established by diagonalization.

4. If we assume that a self-editing code is equipped with an internal representation of the environment, the above mental experiments suggest that it is possible to predict by diagonalization (in a similar way to that we actually do) smooth environmental changes. An obvious example of this, regards the concept of velocity: Mental experiment 2 in this case, can be used as a basis to establish that acceleration may also be detectable.

8.2. Other forms of diagonalization.

8.2.1. \textit{Statistical form.} Let us consider again the case, in which by seeing a surviving or successful sequence $c_1, \ldots, c_n$ and without knowing nothing about its environment, we wish to help it by remarking patterns that are probably necessary to be perpetuated. The first kind of diagonalization procedure we wish to introduce here, has to do with observing that a simple algorithmic instruction $R$, may fit a percentage (and not all) of the transitions $c_i \mapsto c_{i+1}$, for $i < n$. In this case, and in a need to help the self-editing code $c_n$, we could reprogram or advise it to use $R$ with the same relative frequency as we see it in the all sequence. This advice may concern either the calculation of its descendants, in the case of proliferating transitions, or the probability of using a certain differentiating code $r$ (which should be a code for $R$), in the case of non-proliferating ones. Say for example that we notice that in the sequence $c_1, \ldots, c_n$, specific sub-codes are copied in half of the transitions $c_i \mapsto c_{i+1}$, $i < n$. Assuming that this remark is not seemingly related to a noticeable condition that is apparent in the rest of the code, we
may deduce that it is advisable that these specific sub-codes should be
copied in half of the descendants that are computed, or with probability 1/2. This statistical behavioral strategy, gives us by means of the
complete memory version of the basic self-editing principle, combined
with the memory lemma, a statistical version of diagonalization.

Indeed, given a searcher $\Delta_s$, we may alter the functioning of the
tester, to check the relative frequency that a given proposed code $r$,
fits the transitions $c_i \mapsto c_{i+1}$, $i < n$, of a given sequence $c_1, \ldots, c_n$,
and take the decision to use $r$ with the same relative frequency as a
differentiating code. If $\delta$ is a code of the overall procedure and is acti-
vated in $c_n = c_n[\delta]$, then by the self-editing principle and the memory
lemma, $c_n$ can perform the same algorithm and take the same decision.

One should notice here that as in the case of the simple form of diag-
onalization, decisions can be made either to use $r$ as a permanent or
temporary differentiating code, or as a $\phi$-differentiating code for some
particular address $\phi$. Again, the length of the recent memory that $r$ fits
with a given relative frequency, plays an important role to establish it
as a permanent or temporary possible behavior. The most crucial ex-
amples of the application of this procedure, are for the first part the
establishment of a variety of differentiating codes that are used to com-
pute descendants in a proliferating step, yet also the probability that
is used for a non-proliferating self-editing code, to calculate its next
state. This last has also to do with the priorities of the proposed by
the searcher code. The case will be examined in more detail, later on.

It is worth to notice here, that the statistical version of diagonaliza-
tion described above, includes the simple form that we have already
seen. Moreover, it is clearly more useful in a practical way. The inter-
esting fact that holds also true, is that the statistical form (as we are
going to see) can be established by the simple form. Roughly speak-
ing, a self-editing code using the simple form, may notice in its history
that it successfully establishes the use of differentiating codes, with the
same relative frequency that are used in its history. Of course such
an observation to be valid, requires the choice of a surviving sequence
of computations (which can be performed by the environment) or of a
successful sub-sequence, which should have been selected by the self-
editing code itself, as we are going to see below.

8.2.2. Parallel diagonalization. Let us return once again to consider the
case in which we would like to program or advice a self-editing code
c = $c_n$, by trying to find patterns in its surviving history $c_1, \ldots, c_n$.
Let us for the moment assume, that to every code there correspond
two addresses $\theta_i$ and $\theta_o$ in which environmental input and environmental output are registered respectively. Suppose also that the demand of the environment is a simple enough relation $R$, (so that it can be observed by us) between the input and the output of a code and that this relation is time independent, i.e. it remains the same during our experiment. Due to the assumption that $c_1, \ldots, c_n$ is a surviving sequence, we deduce that for every $k < n$, the content of $c_k$ in its input $\theta_i$ is related with the content of $\theta_o$ in $c_{k+1}$ with this same relation $R$. I.e. denoting by $c \upharpoonright \theta$ the value of the content of $c$ in address $\theta$ we should have that

$$R(c_k \upharpoonright \theta_i) = c_{k+1} \upharpoonright \theta_o,$$

for every $k < n$. Thus, it is evident that if $r$ is a code for the algorithm described as:

Output to the environment the code that results by computing $R(i)$, where $i$ is the code of the environmental input,

fits the sequence $c_1, \ldots, c_n$, so that it can be guessed as a strategy in case that $c_n$ uses diagonalization. The problem we would like to address here, is that the structure of the sequence $c_1, \ldots, c_n$ does not indicate the nature of the problem. It should be much more natural to ask to find a code $r$ that fits the set of transitions

$$\{c_k \mapsto c_{k+1} : k < n \} = \{c_1 \mapsto c_2, c_2 \mapsto c_3, \ldots, c_{n-1} \mapsto c_n\},$$

i.e. to find a code $r$ such that for all $k < n$, $\text{alg}(r)(c_k) \subseteq c_{k+1}$. Of course, in the particular example, the testing algorithm is equivalent to the one that results from the sequence $c_1, \ldots, c_n$, although this is not true for all cases. We will call a diagonalization of the above form, i.e. one that uses a set rather than a sequence in the place of the testing algorithm, a \textit{parallel diagonalization}. Intuitively, whereas sequential diagonalization is useful both to detect evolutionary steps of the same kind in an evolving self-editing code or on the other hand a smoothly changing environment, where the order of a sequence plays an important role, parallel diagonalization detects a relation on a set of transitions.

An important example of parallel diagonalization is free-floating DNA that is able to communicate genes involved in antibiotic resistance, see for example [14].

Communication between humans is a similar example.

Notice that in both examples above, there is actually no sequence to consider. Moreover the code generator is non-existent and has been replaced by one or more atoms of a certain population (the ones that transfer the particular message).

Let us now consider the case of a set $\{s_1, \ldots, s_n\}$ of sub-codes of a given self-editing code $c$. It is clear that parallel diagonalization over
the development of the set \( \{s_1, \ldots, s_n\} \) can create common features of the sub-codes \( s_1, \ldots, s_n \). That is, permanent decisions that concern all of the codes in common can be considered as a common extension of all of the codes. This observation can be used to explain a lot of phenomena of abstraction. To see this, assume moreover that the self-editing code is equipped with an internal representation of the environment. In this case, parallel diagonalization over the environmental objects \( s_1, \ldots, s_n \) can reveal their common nature as an abstraction. If, for example, \( s_1, \ldots, s_n \) are specific instances of dogs, created by the experience of interacting with actual corresponding dogs, then parallel diagonalization over this set, can potentially create the abstract notion of a dog. Similarly, in the case that \( s_1, \ldots, s_n \) are couples of various objects, a parallel diagonalization can potentially create the abstract notion of the number 2, and so on.

9. Surviving sequences and successful sub-sequences.

In the aforementioned mental experiments, let us consider the case where the answers for the not intended to be guessed digits, are given by means of proliferating steps in which at least one descendant gives the correct answer.

During the first mental experiment, since we have considered the first three digits 0, 1 and 2 as not intended to be guessed, we may assume by the basic guessing convention that their correct guessing, results by mere chance on some of the immediate descendants of the previous code. That is, we assume that we begin with a code \( c_0 = c_0[0] \) that guesses the correct number 0 to be output just by chance, and we'll also assume that there are \( c_1 \) in the immediate successors of \( c_0 \) and \( c_2 \) in the immediate successors of \( c_1 \) such that again by chance guess the correct number to output. That is, \( c_1 = c_1[1] \) and \( c_2 = c_2[2] \). It is clear now, that diagonalization should instruct \( c_2 \) to follow the decision to compute all its immediate descendants by using \( \text{add}(1) \) as a \( \theta_e \)-differentiating code, therefore computing all its immediate descendants so as to give the correct answer. In such a case this should be regarded as a successful outcome to our mental experiment.

The situation becomes a bit more complicated, assuming that such environmental demand from the code, as to output the sequence 0, 1, 2, \ldots is only local. (Notice that this actually happens in the second mental experiment). This is certainly so, since at the moment that this demand stops to incur, the decision to use \( \text{add}(1) \) as a \( \theta_e \)-differentiating code for all descendants would immediately result in the surviving of none of them. (All of them would reply wrongly to the environment).
Thus in this case the understanding of the local nature of such a requirement should result in a more conservatory decision of applying the corresponding differentiating code, as for example:

**Augment the percentage of immediate descendants that are computed by using \( \text{add}(1) \) as a \( \theta \)-differentiating code.**

Notice here that the exact augmentation of such an instruction, being a parameter of the system, may also be the result of diagonalization as suggested by remark 2 above.

Such conservatory behavior is certainly in this case, a much better strategy when it comes to a surviving related problem. Clearly, a local demand can be distinguished from a non-local one, by the length of the time past that exists and therefore by the length of the recent part of the surviving sequence that is forced by selection to be in accordance with the demand. On the other hand, since this conservative strategy is a better one, assuming that in a surviving sequence all have been done well by chance, it would be expected for this strategy to be kept, exactly in the cases where the chosen differentiating code fits a short part of the sequence. Therefore a code for

**If the chosen differentiating code fits a short part of the recent sequence in memory, then apply it conservatively,**

should be a code that fits the entire surviving sequence, so that it can be established by diagonalization as well.

This conservative behavior which is related to temporal aspects of the environment, may as well explain the problem of variation of species. (See section 13 and [51] for more details on the subject).

On the other hand, a differentiating code that fits the entire surviving sequence, as the preceding one, should be regarded as a better candidate to be applied permanently and in all (or almost all) descendants. Again, as one can easily see, this should be apparent as well in the history of a code.

An interesting example of this long-term memory fitting, is the case where the history of the surviving predecessors of a code \( c \) for a long period indicates that they remain the same, i.e. there is a sufficiently large positive integer \( n \) such that the most recent \( n \) terms of its history \( c_1, c_2, \ldots, c_n \) are the same as \( c \). (That is for every \( i \leq n, c_i = c \)). In this case, assuming that \( c_n = c \) decides its successors using diagonalization, it should be expected that its decision would be to copy itself to (probably almost) everyone of them.

Clearly this remark holds also true assuming that parts (instead of all) of the code remain the same for an extended period in its memory. This function can clearly lead to a stable program of a given self-editing
code, in the sense that it could learn this way to inherit useful parts (judged by selection itself) to all of its descendants.

Finally, let us observe here, that the decision of a long-term memory fitting of a differentiating code is not necessary to use a really long-term memory, since a code may delete its memory and at the same time store the information that a given differentiating code fits the memory so far, as a simple evaluation regarding the differentiating code.

Notice that the previous observations apply equally well to a successful sub-sequence of a non-proliferating self-editing computation. In fact, it is interesting to observe the relation between long-term memory fitting of a differentiating code to the difficulty that is presented by human beings to alter a prolonged habit.

9.1. Diagonalization over successful sub-sequences. The problem we would like to address here, is whether it can be learned by a self-editing code, to apply diagonalization to successful sub-sequences. Of course, the candidate method for learning such a process would be diagonalization itself.

Let us consider $\delta' = \delta[(+\theta_t)x_1, \ldots, x_m]$ to be a code for a diagonalizing algorithm with $x_1, \ldots, x_m$ being the testing sequence. I.e., alg($\delta'$) is designed so as to find the simpler code $r$ that fits the sequence $x_1, \ldots, x_m$.

Notice now, that if $c_1, \ldots, c_n = c_n[(\theta)\delta']$ is the history of the code $c_n$ and $k \leq n$, then the function

$c_1, \ldots, c_k, \ldots, c_n = c_n[(\theta^{-\theta_t})x_1, \ldots, x_m] \mapsto c_n[(\theta^{-\theta_t})x_1, \ldots, x_m, c_k]$

that appends $c_k$ in address $\theta^{-\theta_t}$ of $c_n$, where the testing sequence (i.e. the sequence to be diagonalized) is situated, is clearly algorithmic, so that by the basic self-editing principle, it can be triggered from within $c_n$. Therefore a self-editing code may decide about the construction of the testing sequence over which diagonalization occurs.

Assume now that

$c_1 \mapsto c_1^1 \mapsto \cdots \mapsto c_1^{n_1}$

is a self-editing computation without proliferating steps. Let us moreover assume that $c_1^{n_1}$ undertakes a proliferating step by giving as immediate descendants variations of $c_1$ and let $c_2$ be one of them. As before, let

$c_2 \mapsto c_2^1 \mapsto \cdots \mapsto c_2^{n_2}$

be the self-editing computation that starts with $c_2$ without proliferating steps. Continuing in this manner, we may come to a surviving
sequence \( c_1, c_2, \ldots, c_k \), where for every \( i \leq k \), \( c_i \) produces a self-editing computation

\[
c_i \mapsto c_i^1 \mapsto \cdots \mapsto c_i^{n_i}.
\]

We may call the sequence

\[
(c_1, \ldots, c_1^{n_1}), (c_2, \ldots, c_2^{n_2}), \ldots, (c_k, \ldots, c_k^{n_k})
\]

a sequence of cycles or a composite sequence. The important assumptions we make are

(i) For every \( i \leq k \), the computation \( c_i, c_i^1, \ldots, c_i^{n_i} \) has no proliferating steps.

(ii) For every \( i < k \), the step \( c_i^{n_i} \mapsto c_{i+1} \) is a cycle, i.e. \( c_{i+1} \) is computed by \( c_i^{n_i} \) as a variation of \( c_i \) instead of itself.

(iii) For every \( i < k \), the self-editing step that \( c_i^{n_i} \) undertakes is a proliferating one, thus \( c_1, c_2, \ldots, c_k \) is a surviving sequence.

Later on, we are going to omit assumption (iii), and replace it with the demand that \( c_1, c_2, \ldots, c_k \) is instead successful. The idea is that composite sequences serve as a kind of a general scheme to be used for recursion. On the basis of this scheme lies survivability. What we intend to explore here is that survivability may serve on the basis of this recursive hierarchy to characterize success.

Composite sequences are very useful towards the purpose of finding out the necessary ingredients of a successful computation. Indeed, since \( c_1, \ldots, c_k \) is a surviving sequence, one can deduce that computations made in between \( c_i \) and \( c_{i+1} \), \( i < k \), that is, every computation

\[
c_i, c_i^1, \ldots, c_i^{n_i}
\]

should be successful. So, again, any pattern recognized in these computations should be perpetuated.

In a composite sequence, such as (4), we may distinguish the self-editing steps in two categories: The certain ones which is thought to be all the steps \( c_i^{n_i} \mapsto c_{i+1} \), for all \( i < k \).

The uncertain steps which are the steps \( c_i^m \mapsto c_i^{m+1} \) for all \( i \leq k \) and \( m < n_i \).

The terms certain and uncertain are used here to express exactly that any cycle in (4) is a product of selection while any uncertain step is not.

Since now the sequence \( c_1, \ldots, c_k \) is a product of selection, we may assume that any sequential diagonalization that takes place during the self-editing computation of a certain step uses as a test sequence the all history of the code.
The conventions we make about uncertain steps, are that failed uncertain self-editing steps are selection forgiven, yet failed diagonalization during an uncertain step is not. This consideration roughly mirrors the belief that while false individual answers to the environment, should be thought of as necessary in a learning procedure, false conclusions about the environment (which result from a failed sequential diagonalization) may lead to massive failed answers and therefore should be expected to be condemned by the environment.

Because of this consideration, since the $i$-th cycle $c_i, \ldots, c_{n_i}$ is expected to contain failed answers, which are not supposed to be contained in a sequential diagonalization process, the testing sequence of such a diagonalization during an uncertain step $c_i^m \mapsto c_{i+1}^m$ should not contain the sequence $c_i, \ldots, c_{n_i}$ itself but rather the sub-sequence of it that contains the successful answers.

Let us now take for granted that there exists a testing algorithmic procedure $T$ (i.e. one that outputs true or false), such that $T(c) = \text{true}$, if and only if $c$ should be included in the testing sequence of a diagonalization during an uncertain step. Given the possibility of choosing the correct codes to be included in this testing sequence, it is likely that this should have happened in a surviving sequence of codes as $c_1, \ldots, c_k$. Therefore, it should be expected that if $r$ is a code for

Let $x$ be the input. If $T(x) = \text{true}$, then append $x$ to the testing sequence,

should fit (at least statistically) the sequence (4), that is, if for some $i \leq k$, and $j < n_i$, $T(c_j^i) = \text{true}$, then $c_j^i$ (which is in fact the input of $\text{alg}(c_j^i)$) should be included in the testing sequence of $c_{j+1}^{i+1}$. As explained above, this is so, assuming that successful diagonalization should lead to a code with greater ability to survive. Therefore, the use of $r$ may be established by diagonalization that occurs in a certain step. Notice that this is also a concrete example of the ability of diagonalization to evolve itself in the frame of self-editing.

At this point, we can make a step further, by replacing the surviving sequence $c_1, \ldots, c_k$ in (4), with a successful one. Assume for example that for $i \leq k$, $c_i, c_i^1, \ldots, c_i^{n_i}$ is a computation of the diagonalizing unit, resulting in a successful answer to the environment which is registered exactly at the environmental output of $c_{n_i}^i$. In this case, diagonalization over the entire sequence (4) may lead to a better functioning of diagonalization itself. Generally speaking, diagonalization to composite sequences such as (4) is in accordance to whatever we experience as
a procedure of learning. Indeed, such a procedure should have as necessary components the notions of success and failure as well as repetitive tasks. Let us see some concrete examples of this procedure in action:

**Example 1.** Consider the 1st mental experiment, where a self-editing code has to guess the dots in the sequence

\[0, 1, 2, \ldots\]

In this case, we will assume that in non intended to be guessed digits, the algorithm takes guesses in chance, just as we would do during the same probation. We will make use of the basic assumption here, in the form that we ’ll take as granted that the non intended to be guessed digits, are indeed eventually found. Assuming an input address, let us call it environmental input, and a 0-1 feedback in this same address that encodes for failure or success of the answer respectively (that is, 0 for a failed answer and 1 for a successful one), we may replace the testing algorithmic procedure \(T\) such that \(T(c)\) is true if and only if 1 is registered in the environmental input of \(c\). By the discussion above, we may begin with a code \(c_0\) with a stable diagonalizing functioning, so as to append a code \(c'\) from its history to the sequence to be diagonalized in all cases that 1 is registered to the environmental input of \(c\). Assuming that \(c_i, c'_i, \ldots, c^n_i\) are the attempts to guess the \(i\)th digit, by the basic assumption, we may ensure that \(c^n_i = c^n_i[(\theta_e)\overline{i}]\), that is \(c^n_i\) has managed after some attempts to guess the correct digit (which is exactly \(i\) in this case). Therefore diagonalization now should take place over the sequence \(c^n_0, c^n_1, c^n_2, \ldots\), since these are the codes that take the feedback 1 in their environmental input. This is indeed the correct sequence for diagonalization to infer that the code must proceed adding 1 in the address of environmental output, guessing thus successfully the rest of the digits.

It is easy to see that this same line of thoughts would lead in success in the second mental experiment as well.

10. Diagonal generalizations.

At this point, we are interested to study the application of diagonalization for the establishment of a code with a variable sub-code. A very often occurring such example, concerns the potential ability to apply as a decision code, a code of the form \(s[r]\) whenever \(r\) meets specific requirements. We assume that these requirements consist of a testing algorithm \(T\) (i.e. one that outputs only true or false).
Consider the following composite sequence as an either surviving or successful one:

\[(c_1, c_{11}, \ldots, c_{1n_1}), (c_2, c_{22}, \ldots, c_{2n_2}), \ldots, (c_k, c_{k1}, \ldots, c_{kn_k})\]

Let us assume a code \(t = t[\emptyset]\) for \(T\) and a code \(s = s[\emptyset]\), for the decision to be taken. In this case, we regard the empty addresses in \(t\) and \(s\) respectively, to be exactly the addresses to be filled with the variable code \(r\). Let us assume further that \(\text{alg}(t)\) may depend on a second argument as well, being either an external condition or an internal one. (The case that this doesn’t happen is a trivial one, in which either \(t[r]\) is always true or always false). Since the general case we consider is that this condition is encoded as a sub-code of the self-editing code itself, either as an environmental input in its memory (in the case of the condition being external) or not (in the case that the condition is internal), we may assume that \(t\) accepts the self-editing code in a second address, that is we assume that \(t\) is of the form \(t[\emptyset, \emptyset]\). Under this terminology, \(T(r)\) is true in an instant of \(i \leq k\) and \(j < n_i\), if and only if \(\text{alg}(t[r, c_{ij}]) = \text{true}\).

Our basic assumption is that the application of the algorithmic instruction (let us call it \(M\)):

If for some \(r\), \(\text{alg}(t)(r, c)\) is true, then take the decision \(\text{alg}(s)(r)\), for this same \(r\)

is a necessary condition for either surviving or succeeding. Therefore, since \(5\) is indeed either surviving or succeeding respectively, we deduce that whenever for some \(i \leq k\) and \(j < n_i\), \(\text{alg}(t)(r, c_{ij})\) is true, then \(\text{alg}(s)(r)\) fits (obviously by chance up to now), the computational step \(c_{ij} \mapsto c_{ij+1}\). Thus, if \(m\) is a code for \(M\), we infer that \(m\) fits \(c_{ij} \mapsto c_{ij+1}\) for all \(i \leq k\) and \(j < n_i\). Consequently, by diagonalization, the application of \(m\) may be established to every computational step thereafter.

**Remarks.** 1. The above analysis has been done on the premise that \(m\) is an adequately simple code related to the sequence \(5\). Generally, even a not so simple code, may be found to be the simpler one fitting a long and varied experience. This last observation is adequately backed up by Probability theory. On the other hand, the simpleness of \(m\) relies on the simpleness of \(t\) and \(s\). Regarding this point of view, diagonalization can be used as well in this case to render as simple, codes that have been proved useful by experience. (For a simple case of this procedure, see Example 2 below).

2. Obviously, the same reasoning can be used to establish diagonal generalizations for more than one code-variables, (in addition to \(r\)).
Example 2. Up to now we have assumed that the priorities of the set of proposed codes in a diagonalization process is fixed. However, if \( \delta_s \) is the searcher’s code, there are a lot of algorithmic ways to change the priority of a given code \( r \), the simplest one probably being to add a corresponding instruction \( s[r] \) to \( \delta_s \):

\[
B(r) : \delta_s \mapsto \delta_s[(+)s[r]],
\]

where \( s[r] \) is a code for

Output \( r \) with priority \( n \).

More complex (yet also more interesting) such algorithmic changes of the priority of a code to a searcher, occur, assuming that codes are constructed by the searcher by composing elementary instructions and have to do in this case with altering conditional probabilities of the composition process inside \( \delta_s \) itself. We are not going for the moment to deal with such complex situations, yet generally if \( B(r) \) is such an algorithm for altering the priority of a code \( r \) in a searcher with code \( \delta_s \), since \( \delta_s \) should be a sub-code of a self-editing code that uses diagonalization, it follows easily from the basic self-editing principle, that a self-editing code may undertake the decision to alter the priority of proposing a differentiating code.

Let now \( x \mapsto x' \) be a self-editing step in which \( x \) has decided randomly to raise the priority of \( r \) as a proposed by the searcher code in the diagonalization process. Assume moreover that this decision is successful. If

\[
\{(x_1, x_1^1, \ldots, x_1^{n_1}), (x_2, x_2^1, \ldots, x_2^{n_2}), \ldots, (x_k, x_k^1, \ldots, x_k^{n_k})\}
\]

is the set of the computations of the diagonalization unit in the history of \( x \), it is expected that the relative frequency of these cases that \( r \) has been accepted by the testing sequence as a fitting code, exceeds the relative priority of \( r \) being proposed by the searcher. This should be correct, since raising the priority of \( r \) as a proposed code has been considered successful.

Therefore if \( c_i \mapsto c_i' \), \( i = 1, \ldots, m \) are successful self-editing steps in the history of a self-editing code \( c \), in which the priorities of the proposed codes \( r_i \), \( i = 1, \ldots, m \) are respectively raised, then for every \( i = 1, \ldots, m \) the step \( c_i \mapsto c_i' \) falls in the category of the previous observation. Therefore a code for the algorithm

If the relative frequency of the acceptance of any code \( r \) during the diagonalization processes, is greater than its relative priority to be proposed, then raise this same priority
should fit an either surviving or successful sub-sequence of the history of $c$. Hence, such an instruction can be established. Therefore a self-editing code can learn by diagonalization to render as simple often useful proposed codes. Notice that this is also a concrete example of how diagonalization can be used in the frame of self-editing to improve itself.

Notice that the stratagem described above as well as the statistical form of diagonalization is roughly reminiscent of the *multiplicative weights update algorithm* (MWUA), an efficient optimization algorithm that has been discovered many times in computer science, statistics, and economics [7].

**Example 3.** The question whether a given code fits a sequence is in fact a non decidable problem, since it has been proved by A. Turing in his famous *Halting problem* [9], that given two codes $r$ and $c$, there is no algorithmic way to decide whether $\text{alg}(r)(c)$ eventually stops and gives an answer. (It may run for ever as well). In spite that fact, in our everyday lives, we may conclude that $\text{alg}(r)(c)$ is not going to stop, by simply waiting enough time to do so. Similar decisions are possible for a self-editing code that uses diagonalization: Let

$$(c_1, c_1^1, ..., c_{n_1}), (c_2, c_2^1, ..., c_{n_2}), \ldots, (c_k, c_k^1, ..., c_{n_k})$$

be a composite sequence such that $c_1, \ldots, c_k$ is either a surviving or a successful sub-sequence. Assuming now that for every $i = 1, 2, \ldots, k$, $c_i, c_i^1, \ldots, c_i^{n_i}$ contains the calculations of the tester to see whether a given proposed code fits or not the testing sequence, we can deduce that there should be an upper limit of calculation steps (and therefore of time) that are performed in every such calculation. This is indeed so, since above this limit $c_1, \ldots, c_k$ wouldn’t be surviving or successful respectively. Thus a code for

For every proposed code $r$ and every code $c$ in memory, wait at most $n$ steps to calculate $\text{alg}(r)(c)$, should fit the sequence and therefore could be established in the process of diagonalization.

**Remark.** It is interesting to notice here that assuming an internal representation of the environment, the same procedure as above can be used to establish non-decidable truths by experience (that is by diagonalization). Notice also that the procedure to establish such truths by experience, is very common in our functioning as human beings. Of course such a method of establishing truths does not contain certainty and for this reason we also use logical deduction, something that is much more complicated in nature to examine here. One should bear
in mind though, that logical deductions require axioms and axioms are not subject of proofs, but solely of experience.

**Example 4.** *Homeostasis.* It is evident that no parameter in the evolution of a self-editing code, can be successfully being repeatedly increased to infinity. Even if there is some possible benefit of doing so, this should be at some point counteracted by the cost of retaining a sufficiently large number for this parameter, in whatever form it is. Thus, a surviving or successful sequence of self-editing codes, should have found at least locally optimal values to a lot of parameters. Considering a sequence

\[(c_1, c_1^1, \ldots, c_1^{n_1}), (c_2, c_2^1, \ldots, c_2^{n_2}), \ldots, (c_k, c_k^1, \ldots, c_k^{n_k}),\]

of such successful outcomes, diagonalization upon the sequence could provide strategies for achieving such an optimal value. In the case of a surviving sequence, conservative strategies (for example to generate a sole descendant of the same value at each step), combined with diagonalization, (since in the case of a locally optimal value, this same value should remain constant in recent memory), provide such a strategy. Such a conservative strategy can be also used in a successful sequence, where the role of selection in this case may be played by either internal or external reward. In fact we are aware of such a strategy, in the cases where emphasizing gradually a particular characteristic of our personality, can reach a point that this becomes inappropriate. The usual reaction to such a feeling, is simply to stop emphasizing it more.

**11. Learning specialization.**

Let us consider the problem of finding a code \(r\) that fits a particular test \(T = \text{alg}(t)\), in order to use it in a decision with code \(d[\emptyset]\). (Notice that the above consideration describes in an abstract form the problem of applying diagonalization). Assume now that \(c\) is a self-editing code that uses a decision algorithm with code \(\delta[t'] = [\delta_s, \delta_t[t']]\) where \(t'\) is the code of its testing algorithm. Assume moreover that the code \(d[\emptyset]\) of the decision to be made lies in some address of \(c = c[d[(\theta)\emptyset]]\) so that \(\theta\) is the (absolute relatively to \(c\)) address of the argument of \(d[\emptyset]\) and let \(\phi\) be an available address of \(c\). The situation can be summarized by denoting

\[c = c[\delta[t'], (\theta)\emptyset, (+\phi)\emptyset].\]

Using \(\phi\) as a \(\theta\)-differentiating address, one can use the decision code \(\delta[t] = [\delta_s, \delta_t[t]]\), (notice that we have replaced the appearance of \(t'\) with \(t\), as a \(\theta\)-differentiating code by simply copying it to \(\phi\). The idea here is that as we saw in Example 2, page 41, the searcher code \(\delta_s\) is expected
to be favorably evolved and thus in this case should be able to be specialized as a searcher of $\theta$-differentiating codes. Given the code $t$, the above process can be described as the function

$$c[\delta[t'], (\theta)\emptyset, (+\phi)\emptyset] \mapsto c[\delta[t'], (\theta)\emptyset, (+\phi)\delta[t]],$$

which is clearly algorithmic, so that by the basic self-editing principle, the decision of using it can be made by $\text{alg}(c)$ itself. Hereafter we are going to abbreviate such a decision as

Find a code $r$ such that ...

and we will refer to it as a $\theta$-specializing instruction.

Given now an address $\theta$ in an either surviving or successful sequence $c_1, \ldots, c_m$ of self-editing codes, and assuming that $\delta[t']$ is a code of a diagonalizing algorithm, it is possible that accepted by the tester proposed codes that are used as $\theta$-differentiating in $c_1, \ldots, c_m$, may be in disagreement with the initial priorities of the proposed by the searcher $\delta_s$ codes. This could be proved a very plausible condition that should trigger a $\theta$-specializing instruction. For the remaining of this remark, let us refer to this condition as the rate disagreement condition for $\theta$.

Assuming that the information of the priorities of the proposed codes can be detectable in the code of the searcher $\delta_s$ and since the rates of the acceptance of the proposed codes can be detected in the calculation $c_i, c_i^1, \ldots, c_i^{n_i}$ of the diagonalizing procedure for every $i \leq m$, a rate disagreement condition for $\theta$, may be checked in the composite sequence

$$(c_1, c_1^1, \ldots, c_1^{n_1}), (c_2, c_2^1, \ldots, c_2^{n_2}), \ldots, (c_m, c_m^1, \ldots, c_m^{n_m}),$$

so that a $\theta$-specializing instruction can be triggered when necessary by a self-editing code that uses rate disagreement conditions to trigger $\theta$-specializing instructions. One should notice that assuming enough experience, diagonalization can suggest such a behavior:

Indeed, assume that $c_1, c_2, \ldots, c_m$ is an either surviving or successful sequence of a self-editing computation where specializing instructions have been decided randomly. Since in this particular sequence, these instructions would be successfully taken and the rate disagreement condition can be checked by a self-editing algorithm, it follows that a code for

If the rate disagreement condition holds for an address $\theta$,
then decide a $\theta$-specialization,

should fit the sequence, so that a self-editing algorithm may establish it and thus learn to use it by diagonalization.
Remarks. 1. It should be interesting to notice here, that specialization may as well occur in sub-addresses of the searcher $\delta_\delta$ of a decision unit. The interest of this observation lies onto the fact that repeated such specializations can result in an hierarchy of decision units. The formation of such an hierarchy may follow the diagonalization principle as well, something that as we will see in subsection 12.3 of page 47 can be used of as a way to accomplish abstractions about the environment.

2. In the case of a $\theta$-specializing instruction of a diagonalization unit, as we have seen, the testing algorithm of the tester, may be a subject of diagonalization, so that it can be formed by using it. Nevertheless, it is obvious that the testing algorithm in this case, should be replaced by the testing algorithm that checks the fitting of the proposed codes to sequences of successful values of $\theta$.

3. It is evident that the statistical form of diagonalization generalizes the simple form. On the other hand it may be deduced as a strategy by the simple form as follows:

Let us assume a self-editing code which in its history has fixed successfully the weights of various differentiating codes that it uses. For any such fixed weight $w$ of a differentiating code $r$, it is expected that $w$ should match the relative frequency that $r$ fits the sequence in its history, so that a code for

Find codes $r$ that fit the history sequence with a positive relative frequency $w$ and use them as differentiating codes with the same as $w$ weight,

should fit an either surviving sequence or successful subsequence of its history. Notice now that this same code performs essentially diagonalization in its statistical form.

12. Hints for further research.

12.1. Language. Up to now, we have used combined sequences of the form

$$(c_1, c_1^1, \ldots, c_1^{n_1}), (c_2, c_2^1, \ldots, c_2^{n_2}), \ldots, (c_k, c_k^1, \ldots, c_k^{n_k})$$

in order to assign values of success and failure in steps in internal cycles, assuming that there is such an assignment to the external ones either by the environment itself or by recursion.

However, one can use combined sequences as well, to assign success and failure in longer time scope, based in the assumption that such notions (success and failure) have been assigned in shorter time scope. Naturally, shorter time scope is represented here by the internal cycles and long time scope by the external ones. This is reminiscent of two situations which are not completely irrelevant between them.
The first one, is the way we learn in a completely new environment. This is particularly evident in the case of children whose memory is of limited time scope and lengthens with the years of age. (See also [38]). On the other hand, what kind of an algorithm could regulate its memory according to its knowledge if not a self-editing one. The same reasoning can provide a plausible cause for the following phenomenon: It is a common knowledge, as noticed also in [38], that the subjective perception of elapsed time shortens with age. In the frame of the theory that is presented here, a plausible explanation would be that in the course of time less self evolution occurs, as the later approaches its upper limit, and on the other hand it occurs a better understanding of the environment, thus less environmental facts to be related to the self and between them.

The second one is the way that children learn to speak: They begin using syllables (notice that as an education practice we tend to reward them for the correct ones), then try to combine them in words, phrases, etc. The importance of induction in language learning has been also emphasized by Hauser, Chomsky and Fitch in [36].

12.2. Structure. As stated in [17], a key driver of the capability of biological organisms to quickly adapt to new environments, is the widespread modularity of biological networks, that is, their organization as functional, sparsely connected subunits. Despite its importance and decades of research, there is no agreement on why modularity evolves [76, 75, 25, 39, 40, 17].

On the other hand, assemblies of neurons [58, 37, 11, 35, 12, 53, 13, 23, 62], are large populations of neurons believed to imprint memories, concepts, words, and other cognitive information. Their formation is not yet understood [12].

In both cases, our proposal is that structure emerges in order to facilitate diagonalization in particular features of the overall program. Notice that this view is in accordance to the theory that modularity arises in biology to enable modifying one subcomponent without affecting others [25] and also with the hypothesis that modularity (in biology) emerges because of rapidly changing environments that have common subproblems, but different overall problems [39, 40], since the structure that induces parallel diagonalization is exactly the same. The general problem of formation of the structure seems to be relative with the problem of language, since the structure of a self-editing code defines a language to talk with itself. However, we have already seen definitions of modules by a self-editing code, for example the formation of a differentiating code. Actually, in Mental experiment 2 of page
we essentially used the formation of a differentiating code in order to diagonalize upon it.

The general guess we can make here about the formation of units of structure, is that sequential diagonalization can detect codes that are usually computed in a sequence of computations, so that a self-editing code can store them for future use, saving thus computing power. The strategy itself of doing so, can also be detected by diagonalization, assuming that successful storing of codes has occurred a number of times before. One should notice here that using this strategy, is exactly what we do in language when we often use an object or an idea that has a complex description: We simply define it by using either a shorter phrase or even a single word.

12.3. **Internal representation of the environment.** It has been hypothesized that the human brain encodes for the environment and by doing so it can generate predictions and recall memories, see for example [13, 53, 55, 6]. We would like here to describe a way that such an encoding could take place, in the case of self-editing computations.

So, assume that $c_1, \ldots, c_n$ is an either surviving or successful sequence of self-editing codes and moreover that in every code $c_k$, $k \leq n$, there are addresses for the input $i_k$ that $c_k$ receives and for the output $o_k$ that sends to the environment. Assuming diagonalization, $c_n$ can decide the probably successful output to $i_n$ (that has received), by finding a code $r$ such that for all $k \leq n$, alg($r$)($i_k$) = $o_k$. The suggested output then should be alg($r$)($i_n$). It is obvious on the other hand, that such a strategy as diagonalization, requires a large amount of storing memory, something that quickly renders it unpractical. This problem may have a similar to diagonalization answer: Assuming that one has in his disposition a sufficiently large amount of codes $r_1, \ldots, r_m$ that are either rejected or accepted by the above diagonalization process, one can search for a test code $t$ such that alg($t$)($r_\ell$), $\ell \leq m$ is a rejection if $r_\ell$ does not fit the set of pairs $i_k, o_k$, $k \leq n$ and an acceptance if it does fit the same set of pairs. Naturally, the searcher that proposed the test-codes like $t$ above should be a subject of evolution (or learning) so that ideally could reach a point to be successful enough for its choices. Since obviously it cannot be expected that a code $t$ that describes all the environment could be possibly calculated at once, the method described above should work better combined with the idea of creating structure, where in subcodes, less complicated testing codes have to be guessed. This point of view complies with the way we learn about the world, trying to understand its features one by one.
In a more sophisticated functionality, one should replace the pair of rejection and acceptance, which is a 0-1 evaluation, with analogue evaluations like punishing and rewarding. Thus we come to the idea of an internal representation of the real world reward and punishment, in other words, pleasure and dissatisfaction. In this case, in order to guess the testing code $t$, that replaces diagonalization, one should have beforehand the knowledge, not only that $c_1, \ldots, c_n$ is successful, but also how much successful every transition $c_k \mapsto c_{k+1}, k < n$ is.

Notice that the above procedure could be carried out to any subcode of the initial self-editing code to replace diagonalization on the specific subcode. Such loops is well know to exist also in the nervous system.

Another useful remark is that the procedure could be carried out by the self-editing code itself, due to the basic self-editing principle and that it can be found by diagonalization, assuming of course that some successful guesses of testing-codes have been performed by chance. This is so, since successful testing-codes should in general agree with the testing performed by diagonalization.

Let us recall at this point that due to specialization, diagonalization units can form an hierarchy if necessary, starting from the searcher $\delta_{s_1}$ that proposes codes for the relation between the environmental input and output, continuing this way with diagonalization units that decide about various subcodes of $\delta_{s_1}$ and so on. Repeating the above process of replacing the testing sequence of each of these units with a simpler algorithmic test which at the basis should represent simple reactions of the environment to specific actions of the self-editing algorithm, one can arrive in an hierarchy of representations of the reality and of various aspects of it by means of sequences $t_1, t_2, \ldots$ of algorithmic tests. Since the essential success of forming such an hierarchy is the simplification of the actual reality regarding aspects that are irrelevant with the decisions of the self-editing code at hand, it is interesting to investigate the application of diagonalization to the formation of the sequence $t_1, t_2, \ldots$. Such kind of diagonalization may lead for example to the perception of a “line” as an object with only one dimension (something that certainly does not occur in nature).

12.4. The role of sex. Sex is nearly universal in life [51]: “Species that do not exchange genes in any form or manner, called “obligate asexuals,” are extremely rare, inhabiting sparse, recent twigs of the tree of life, coming from sexual ancestral species that lost their sexuality, and heading toward eventual extinction without producing daughter species [50]. Evolutionary theorists have labored for about a century to find explanations for the role of sex in evolution, but all 20th century
explanations are valid only under specific conditions, contradicting the prevalence of sex in nature [51]. The problem has been called “the queen of problems” in evolutionary biology [8].”

Our aim at this point, is to propose a plausible reason for this dominance of sexual reproduction, based on the theory that has been developed here. In fact, this explanation is quite simple, since sexual reproduction can serve as a mixture of sequential and parallel diagonalization: A code that fits two surviving sequences is much more safe to be regarded as correct, than a code that fits just one. Notice that this point of view is able to explain equally well the reason for which in sex there is attraction of the opposition: This ensures that the validity of the proposed code can be established under different attitudes. Contrary, relatives are usually excluded from reproduction for the same reason. We essentially acknowledge this principle in the usual form that a doubtful perception or idea, becomes instantly more certain in the case that it is reassured by other(s).

It is worth noticing here that the particular male-female roles in sexual reproduction is reminiscent of the relation between a searcher and a tester: Usually there are more than one male that claim a female and there is always a test (sometimes performed by the female itself) to decide among challengers. A possible explanation for this could be that the particular relationship is the product of parallel diagonalization performed in other structures. Perhaps not surprisingly, one can see the same relationship in the pair of sperm and egg.

13. Further evidence and related work.

A long-standing open question in biology is how populations are capable of rapidly adapting to novel environments, a trait called evolvability [61, 42].

There is currently an extended list [78, 31, 3, 79, 61, 74, 28, 15, 7, 41, 42, 45, 17, 11, 2, 77, 17, 32, 51, 50, 73, 63] of biology related research performed by biologists and computer scientists, that supports that in the course of evolution occur phenomena like learning, generalizing and thinking by analogies.

Fischer [32] necessitates the discovery of a mathematical law about evolution as clean and central as the second law of thermodynamics.

Wright [80] pointed out that the frequency of an allele in a diploid locus changes in the direction that increases the population’s mean fitness.

The process itself of parallel diagonalization is apparent in biology: Entire genomes with their accompanying protein synthetic systems are
transferred throughout the biosphere primarily as bacteria and protists which become symbionts as they irreversibly integrate into pre-existing organisms to form more complex individuals [52].

From [18]: “The fly’s circuit assigns similar neural activity patterns to similar input stimuli (odors), so that behaviors learned from one odor can be applied when a similar odor is experienced.”

Also: Two bacterial cells can pair up and build a bridge between them through which genes are transferred [70].

S. Kauffman [41] argues that spontaneous order in biological organizations may enable, guide and limit selection. Therefore, the spontaneous order in such systems implies that selection may not be the sole source of order in organisms, and that we must invent a new theory of evolution which encompasses the marriage of selection and self-organization.

Mutations do not seem to be completely random [51]:

“Many important mutations are rearrangements of small stretches as well as large swaths of DNA: duplications, deletions, insertions, inversions, among others [34]. Moreover the chance of a mutation varies from one region of the genome to another and is affected by both local and remote DNA [50]. For a long time it has been believed that mutations are the results of accidents such as radiation damage or replication error. But by now we have a deluge of evidence pointing to involved biological mechanisms that bring about and affect mutations [50]. Nearly a quarter of all point mutations in humans happen at a C base which comes before a G after that C is chemically modified (methylated) [30]; methylation is known to be the result of complex enzymatic processes. DNA sequences are prone to “jump” from one place of the genome to another, carrying other DNA sequences with them [34]. Another interesting fact is that the same machinery that effects sexual recombination is also involved in mutations, and in fact produces different types of rearrangement mutations, depending on the genetic sequences that are present [34]. Finally, different human populations undergo different kinds of mutations resulting in the same favorable effect, such as malaria resistance, suggesting that genetic differences between populations cause differences in mutation origination [50]...Mutations are random but it may be more productive to think of them as random in the same way that the outputs of randomized algorithms are random. Indeed, mutations are biological processes, and as such they must be affected by the interactions between genes. This new conception of heredity is exciting, because it creates an image of evolution that is even more explicitly algorithmic. It also means that genes interacting
in one organism can leave hereditary effects on the organism’s offspring 
[50].”

Also: The total number of steps that have been done during evolution process is far less than the steps that cellphone processors do in an hour 
[51].

Gene interactions are considered very important to understand the hidden aspects of evolution [51]. It is clear that they can be explained by assuming that living organisms are in fact self-editing, since in this case, a part of their program may assume a critical role in regulating (editing) another part. In [51], the authors raise the problem of the Preservation of Variation: Classic data indicates that, for a large variety of plants and animals taken together, the percentage of protein-coding loci that are polymorphic (in the sense that more than one protein variant exists that appears in more than 1% of the individuals in a population), and the percentage of such loci that are heterozygous in an individual, average around 30% and 7% respectively [56]. Such a number is far greater than could be explained by traditional selection-based theories [49, 56].

The theory of self-editing codes can provide an explanation for such a variation: Based on its experience via diagonalizing, it should be clearly possible for a self-editing code to compute its immediate descendants on the basis of an uncertain environmental future. (Notice that this is exactly the approach that we adopt for the same reason: One should be able at any moment to demonstrate different characteristics, depending on the environmental change). The idea is that a self-editing code should evolve to prepare its descendants for various possibilities during proliferation. This is evident by the way we handled the Mental experiments 1 and 2, page 28. Indeed, a searcher may adapt to compute the most probably appropriate descendants, as we have naively seen in Example 2, page 41, where diagonalization may alter the priorities of the proposed codes and as for the necessity of doing so, it should be apparent by diagonalization in the self-memory of a surviving sequence of self-editing codes, as a struggle for variation to be retained in every proliferating step. The argument is again the same and Darwinian in its nature: Not doing so, should result in the elimination of the sequence due to poor preparation for various possible environmental developments in the future.

Traditionally mathematics face the phenomenon of self-reference as the exception and not the rule. Mathematical functions usually act on an argument which is usually something that does not contain the function itself.
On the other hand, in the case that there exist a sufficiently large
category of chemical compounds (such as DNA sequences) that are
able to code for computable functions on some input and assuming
their random existence, the most probable random action to take would be to
act on themselves, since this is exactly the input that is spatially closer
to them. Thus (in contrast to mathematics), self-reference should be a
naturally occurring phenomenon, and not the exception to the rule.

A Darwinian theoretical model for learning in the human brain, has
been proposed by various authors [2, 22, 27].

In [77], the authors suggest that a gene regulation network has the
potential to develop ‘recall’ capabilities normally reserved for cognitive
systems.

Structures that may be the result of sequential or parallel diagonal-
ization are apparent in the human brain:

The size of the intersection of two assemblies has been shown in
experiments to represent the extent to which memories co-occur or
concepts are related; the phenomenon is called association of assemblies
[5].

It has been shown that whenever medial temporal lobe neurons re-
spond to more than one concept, these concepts are typically related.
Furthermore, the degree of association between concepts could be suc-
cessfully predicted based on the neurons response patterns [26].

Language is obviously constructed by us in order to communicate.
On the other hand, one can easily observe the similarity in structure
between language and the encoding of concepts of the real world in the
human brain. (See for example [29, 58, 20]). It is therefore very na-
tural to conclude that the creator of both representations is the same.
About the possible relation between thinking and language see also [60] and
the references therein.

(For the definition and related notions of recursive functions see for
example [9]). As we have roughly seen in Example 1 of page [14] and
more thoroughly in section [7.3], page [23], self-editing computations are
closed under primitive recursion. It is easy to see that they are also
closed under composition and using test algorithms renders them closed
under the minimization operator. Thus, according to the theory of
recursive functions, a self-editing code requires very few initial functions
to be able to compute theoretically any computable function. It is
therefore natural, assuming the validity of the theory to human brain,
to see simple learning steps to be accomplished by mere strengthening
of the synapses, something that could correspond either to composition
or to primitive recursion. (However see also [21]).
The idea of guessing a differentiating code out of a (finite) set of samples is not new in bibliography: Leslie Valiant [73] has proposed a theory for learning, namely probably approximately correct learning which is a framework for mathematical analysis of machine learning. The learner receives samples and must select a generalization function (called the hypothesis) from a certain class of possible functions. The goal is that, with high probability (the “probably” part), the selected function will have low generalization error (the “approximately correct” part).

In [11] the authors cover new work that casts human learning as program induction. They argue that the notion that the mind approximates rational (Bayesian) inference is insufficient due to the fact that natural learning contexts are typically much more open-ended—there are often no clear limits on what is possible, and initial proposals often prove inadequate. Recent work has begun to shed light on this problem via the idea that many aspects of learning can be better understood through the mathematics of program induction [10, 46]. People are demonstrably able to compose hypotheses from parts [33, 60, 67] and incrementally grow and adapt their models of the world [10]. A number of recent studies has formalized these abilities as program induction, using algorithms that mix stochastic recombination of primitives with memorization and compression to explain data [19, 24, 64], ask informative questions [65], and support one- and few-shot-inferences [46]. Program induction is also proving to be an important notion for understanding development and learning through play [68] and the formation of geometric understanding about the physical world [4].

As mentioned earlier, it is easy to see that hebbian plasticity [37], can be thought of as a consequence of diagonalization. Indeed, assuming that two neurons fire together repeatedly, the permanent decision to strengthen their synapse, should be in accordance with the self-memory.

There are findings [13] showing that the brain encodes for the direction of the head, perhaps also of other parts of the body. This seems to be interestingly related to self-editing.

The self-reference effect is a phenomenon studied in psychology [44, 72], according to which, a person can better recall information in the case where this information has been linked to the self.

Using a different approach than the one of the present work, Y. Schmidhuber, utilizes the meta-learning capabilities of self-reference in his work. See for example [66].

The next two arguments are closely related to (and explained better by) the last one:
The well known existence of unconscious parts of ourselves, may be easily explainable by stabilization about which we have already talked in page 35, i.e. the permanent decision of a self-editing code, to keep unaltered parts of its code. Such a decision can result from diagonalization, assuming that there is no successful attempt in the history of a self-editing code to change this part of itself.

What about emotions? Other than the basic pair of pleasure and dissatisfaction (we’ll talk about them immediately below), one can notice the influence that they represent in a self-editing system. For example, it is easy to observe that fear can make us function in shorter time cycles, predicting and remembering thus in shorter intervals. This could easily be explained by the fact that under the regime of fear, one should review and change well learned behaviors (which should be established in shorter cycles), in order to adapt them in the new situation.

Let us assume for the moment that ‘ego’ (the greek and latin word for ‘I’) can be defined as the part of ourselves that experiences emotions. Notice that among them pleasure and dissatisfaction are the most central. It is evident, both by the way we use education and by our experience, that both these emotions can be used to accomplish learning functionalities. So, one can conclude, based on the above definition, that ‘ego’ (i.e. the self-referential part of ourselves) is exactly the part that is intended to accomplish the functions of exploration and learning.

**Ethical statement:** Although it is evident that every research result should be used only for the purpose of a better life for everyone living it, reality most often falsifies this optimistic statement. Consequently, it is a fundamental principle for me, to make clear that I strongly desire, even demand, that every particular concept, result or application of the present work to be used exclusively for the aforementioned purpose. Especially applications that promote greediness, economical or any other kind of violence against life, should be thought as prohibited according to my intentions.

Moreover, I strongly encourage researchers, to state their preferences about the potential applications of their work. I think of this as an obligation of the scientific community to the living world.
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