Appraising scattering theories for polycrystals of any symmetry using finite elements
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This paper uses three-dimensional grain-scale finite-element (FE) simulations to appraise the classical scattering theory of plane longitudinal wave propagation in untextured polycrystals with statistically equiaxed grains belonging to the seven crystal symmetries. As revealed from the results of 10,390 materials, the classical theory has a linear relationship with the elastic scattering factor at the quasi-static velocity limit, whereas the reference FE and self-consistent (SC) results generally exhibit a quadratic relationship. As supported by the results of 90 materials, such order difference also extends to the attenuation and phase velocity, leading to larger differences between the classical theory and the FE results for more strongly scattering materials. Alternatively, two approximate models are proposed to achieve more accurate calculations by including an additional quadratic term. One model uses quadratic coefficients from quasi-static SC velocity fits and is thus symmetry-specific, while the other uses theoretically determined coefficients and is valid for any individual material. These simple models generally deliver more accurate attenuation and phase velocity (particularly the second model) than the classical one.
theory, especially for strongly scattering materials. However, the models are invalid for the attenuation of materials with negative quadratic coefficients.

This article is part of the theme issue ‘Wave generation and transmission in multi-scale complex media and structured metamaterials (part 1)’.

1. Introduction

The scattering of elastic waves by the anisotropic grains of polycrystals is a classical problem of great practical importance in various fields, such as seismology [1,2] and non-destructive evaluation [3,4]. Studying this problem enables us to inform the grain structure of a polycrystal from scattering behaviours [5–8] and better discern the features of interest (e.g. fractures and voids) in a polycrystal by eliminating the influence of grain scattering [9,10]. A particular interest of this problem is in the scattering-induced attenuation and phase velocity variation of the propagating wave. Early studies on this topic focused on the individual Rayleigh [11], stochastic [12] and geometric [13] scattering regimes, as reviewed in [14,15]. Later on, Stanke & Kino [15] developed a unified theory valid for all scattering regimes by extending the Keller approximation [16,17] to the elastic wave problem. More recently, Weaver [18] formulated an equivalent theory by invoking the Bourret approximation [19–21] (also known as the first-order smoothing approximation [18,19]) in the Dyson equation. These two equivalent treatments established the classical theory of grain scattering and spurred extensive later developments for polycrystals with differing grain structures and crystal symmetries [22–25].

Quantitative evaluation of the classical theory has been made possible by recent advancements in finite-element (FE) simulations [26–34]. These studies used a grain-scale representation of polycrystals and performed FE simulations in a well-controlled condition, thus enabling an accurate description of elastic wave propagation and scattering within polycrystals [35]. They demonstrated a generally good agreement between the classical theory and simulation results for various cubic polycrystals with equiaxed [26–32] and elongated [33,34] grains.

The authors of this paper carried out the evaluation work to a deeper extent to see how the classical theory performs for strongly scattering cubic polycrystals [36,37] (an equally important topic as for other inhomogeneous media [38,39]). In the low-frequency Rayleigh regime, we observed that the classical theory has a growing difference from three-dimensional FE results as the elastic scattering factor (equivalent to the degree of inhomogeneity $\xi^2$ [15,40]) increases; their agreement remains good in the Rayleigh-stochastic transition region and the stochastic regime. As our analysis revealed, such a difference arises because the classical theory can only predict attenuation and phase velocity variation to the linear order of the elastic scattering factor (due to its truncation of the solution to this order [15]), whereas the accurate FE results indicated that the true attenuation and velocity variation are of the quadratic order. Based on this finding, we suggested [36,37] an approximate model to account for the additional quadratic contribution, with the quadratic term coefficient obtained by fitting the model to the FE results. Although we determined the quadratic coefficient from cubic polycrystals with a specific microstructure, the resulting model exhibited excellent applicability to cubic polycrystals with various microstructures of different grain size distributions [36] and grain shapes [37], thus substantiating the generality of the approximate model.

The purpose of this paper is to conduct the FE evaluation work to the broadest ever extent to appraise the approximations of the classical theory for materials covering all seven crystal symmetries and to develop general approximate models to deliver more accurate attenuation and phase velocity calculations. First, we briefly summarize the classical theory and the three-dimensional FE method in §§2 and 3, focusing on plane longitudinal waves in untextured polycrystals with statistically equiaxed grains. Then we present the quasi-static velocity limit (essentially an elastostatic problem) results in §4, which extensively covers the classical self-consistent (SC) theory. We base our discussion on a vast set of materials (10,390 in total) belonging to the seven crystal symmetries, thus revealing a prominent general finding for the
quasi-static velocity variation that is critical for the discussion in the next step. Next, we present the attenuation and phase velocity results in §5. We focus our discussion on developing two approximate models that include a quadratic term to achieve more accurate attenuation and phase velocity calculations. The first model is symmetry-specific, whereas the second is general and applicable to any polycrystal of arbitrary crystal symmetry. Finally, we conclude the paper with §6.

2. Classical theory

The classical theory considered here is the unified theory valid for all frequencies. We can formulate this theory in two different ways that lead to equivalent results, one by the perturbative Keller approximation [16] as used by Stanke & Kino [15], and another by the diagrammatic Bourret approximation [19–21] (also known as the first-order smoothing approximation [18,19]) of the Dyson equation as used by Weaver [18]. We use the latter approach and begin with the elastic wave equation [18]

\[ \left\{ \frac{\partial}{\partial x_i} c_{ijkl}(x) \frac{\partial}{\partial x_l} + \rho \omega^2 \delta_{jk} \right\} G_{kl}(x,x';\omega) = \delta_{jl} \delta^3(x-x'), \] (2.1)

where the Green’s function \( G_{kl}(x,x';\omega) \) describes the \( k \)-direction displacement response at \( x \) when the polycrystal is subject to an \( \alpha \)-direction unit impulse at \( x' \). The angular frequency is represented by \( \omega = 2\pi f \) (\( f \) is the frequency), the Kronecker delta by \( \delta_{jk} \) and the Dirac delta function by \( \delta^3(x - x') \). The mass density \( \rho \) is constant throughout the single-phase polycrystal considered here. The elastic tensor \( c_{ijkl}(x) \) is spatially varied and can be expressed as an average tensor \( c_{ijkl}^0 = \langle c_{ijkl}(x) \rangle \) plus a fluctuation \( \Delta c_{ijkl}(x) \) about this average, namely \( c_{ijkl}(x) = c_{ijkl}^0 + \Delta c_{ijkl}(x) \). The angle brackets denote the Voigt average [29], and the resulting tensor \( c_{ijkl}^0 \) describes the homogeneous, isotropic reference medium representing the polycrystal on the macro scale.

The solution to equation (2.1) is intractable even for the scalar case, but the equation can be reduced to the Dyson integral equation when formulated for the mean Green’s function [18]

\[ \langle G_{kl}(x,x';\omega) \rangle = G_{kl}^0(x,x';\omega) + \int G_{kb}(x,y;\omega) M_{bj}(y,z;\omega) \langle G_{jz}(z,x';\omega) \rangle \, d^3y \, d^3z, \] (2.2)

where \( G_{kl}^0(x,x';\omega) \) is the Green’s function of the homogeneous reference medium and \( M_{bj}(y,z;\omega) \) is the mass operator that accounts for the scattering events in the polycrystal. In the wavenumber and frequency domain, the mean Green’s function can be given by the sum of three orthogonal modes [18]

\[ \langle G(k;\omega) \rangle = \sum_{M=1}^{3} \frac{u_M u_M^*}{\omega^2 - k^2 V_{0M}^2 - m_M(k;\omega)}, \] (2.3)

with \( k = kp \) (\( k \) is the wave number and \( p \) the unit wave vector) and \( u_M \) representing the wave and polarization vectors of the \( M \) mode, respectively. The phase velocity in the reference medium is represented by \( V_{0M} \). The zero of the denominator of the mean Green’s function gives the dispersion equation for the effective wave number \( k \) of the \( M \) mode [33,34,41]

\[ \omega^2 - k^2 V_{0M}^2 - m_M(k;\omega) = 0. \] (2.4)

Since its exact solution remains intractable, the mass operator \( m_M \) (now in the wave number domain) needs to be approximated by invoking the Bourret approximation [18]. The resulting expression for \( m_M \) can be found in Refs. [32,36] for polycrystals with statistically equiaxed grains and in Refs. [33,34] for those with statistically elongated grains.

A vital element of the theory is the incorporation of the covariance of the elastic tensor in the mass operator. This covariance is given in the spatial domain by \( \langle \Delta c_{ijkl}(x) \Delta c_{ik'j'}(x') \rangle \), describing the statistical two-point correlation (TPC) between \( x \) and \( x' \) [32]. For a statistically homogeneous polycrystal, the covariance can be factored into elastic and spatial parts by \( \langle \Delta c_{ijkl}(x) \Delta c_{ik'j'}(x') \rangle = \langle \Delta c_{ijkl} \Delta c_{ik'j'} \rangle \nu_0(x - x') \) [15,18]. The elastic part is solely determined by the elastic constants of
the polycrystal. It is related to the second-order degree of inhomogeneity \( \xi^2 \) [15,40], which is alternatively represented by \( Q_{M \rightarrow N} \) factors in this and our prior studies [32–34,36,41]. The spatial part \( w(x - x') \) is the well-known spatial TPC function describing the probability of two points being in the same grain. The spatial TPC function is related to the size and shape of the grains, and it is scalar for statistically equiaxed grains, namely \( w(x - x') = w(r) \) with \( r = |x - x'| \), and direction-dependent for statistically elongated grains [34]. For comparison purposes, we will determine the spatial TPC function directly from three-dimensional FE samples.

Upon supplying the above two covariance factors, we can solve equation (2.4) using a variant of Newton’s method. The solution for the wavenumber \( k \) carries information about the attenuation and phase velocity of the propagating wave in its imaginary and real parts, i.e. \( \alpha_M = \text{Im}(k) \) and \( V_M = \omega/\text{Re}(k) \). Example attenuation and phase velocity curves are provided in figure 1b for plane longitudinal waves \( (M = L) \) in Inconel with statistically equiaxed grains. The curves cover the entire frequency range spanning from the low-frequency Rayleigh regime through the middle-frequency stochastic regime to the high-frequency geometric regime; the asymptotes of these three regimes are provided in the figure. We note that the curves will be nearly unchanged if the far-field Green’s function is used in the mass operator (leading to the far-field approximation), but they will significantly deviate from the current ones at high frequencies if the Born approximation is invoked in the theory [32,36,41].

Due to their importance to this work, the Rayleigh attenuation and phase velocity asymptotes, at the limit of the wavelength being much larger than the average grain size, are provided here [32,36]

\[
\begin{align*}
\alpha_M^R &= \frac{1}{2\pi} k_0^2 \text{Im}(Q^*_{MM}) V_{\text{eff}}^R Q_{M \rightarrow N}^* \\
V_M^R &= \frac{V_{\text{eff}}^R}{1 + 2Q_{MM}^* + Q_{MN}}
\end{align*}
\]

where \( N \neq M \). \( k_0 \) denotes the wavenumber of the wave \( M \) in the reference medium. The effective grain volume \( V_{\text{eff}}^R \) is defined by the volumetric integral of the TPC function [15,18,32]. The elastic scattering factor \( Q_{M \rightarrow N} \) describes the degree of inhomogeneity for the scattering from mode \( M \) to \( N \), while \( Q_{MM}^* \) is an elastic factor introduced for simplifying the equation. We note that \( Q_{M \rightarrow N} \) is the dominant elastic factor in both asymptotes for longitudinal waves \( (M = L) \) considered in this work, so we use it hereafter to describe the total degree of inhomogeneity.

The classical theory is necessarily approximate, as implied in the above steps. Among the various approximations, the most important ones are:

1. The theory invokes the Bourret approximation. From the perturbative Keller approximation [16] point of view, this approximation truncates the solution to the second-order term in \( \xi \) [15]. This implies that the theory is accurate only when \( \xi^2 \) (and thus the elastic anisotropy of the polycrystal) is small, and for this reason, we also call the theory the second-order approximation (SOA) [15]; while from the equivalent diagrammatic method point of view, the approximation limits the theory to account for only a subset of the scattering diagrams in the solution of the exact Dyson equation [19,20]. The neglected scattering events may be negligible for weakly scattering materials but become increasingly important as the elastic anisotropy of the polycrystal increases.

2. The theory involves a major approximation by replacing a discrete polycrystal with a continuous random medium with fluctuating elastic tensor and statistically representing the polycrystal by the TPC function (covariance) [15,18–20]. This replacement is intuitively applicable to materials of weak elastic anisotropy but may introduce non-negligible errors for strongly scattering materials.

3. The theory assumes the validity of factorizing the above TPC function (covariance) into the elastic and spatial parts [15,18]. Numerical studies supported this validity for polycrystals of macroscopic isotropy [42], so the factorization approximation is negligible for the cases considered in this work.

4. The theory considers the \( n \)-point correlation function only to \( n = 2 \) (the TPC function/covariance). The significance of the additional statistics on scattering remains
unaddressed so far. Still, the fact of high order scattering diagrams depending on multi-point correlation functions [19,20] means that approximation exists due to the sole consideration of the $n = 2$ statistic.

It is not yet known how these approximations affect the obtained solution, even for the scalar case, due to the lack of exact solutions. Therefore, numerical simulations are the only alternative at this point to evaluate the quality of the obtained solutions.

3. FE method

The three-dimensional FE method has been established recently to be powerful and accurate for the simulation of wave propagation in polycrystals [27,28,34,35]. Here, we summarize our use of
the method for this study for plane longitudinal waves in polycrystals with statistically equiaxed grains.

We begin by creating three numerical geometric samples with the Neper program [43] using Voronoi tessellation, as exemplified in figure 1a, with parameters in table 1 of [36]. The samples are slab-shaped of fully bonded grains randomly packed in the sample domain. The average edge size of the grains is 0.5 mm by simply treating the grains as cubes (equivalent to an average radius of 0.31 mm by treating the grains as spheres) with a normal size distribution. The mean line intercept of the grains is \( a = 0.35 \) mm; as will be discussed below, it relates to the slope at the origin of the spatial TPC function [15,32,44] and therefore is an important parameter for grain statistics. The thicknesses of the samples in the wave propagating \( z \)-direction are chosen to be around 10-wavelength (and \( \geq 10 \) grains) long, and thus they range from 100 through 5 mm for the three samples that are for low-, middle- and high-frequency simulations, respectively. The widths of the samples in the transverse \( x \)- and \( y \)-directions are 12, 12 and 20 mm, so the samples contain 115,200, 11,520 and 16,000 grains, far exceeding the statistical requirements set out by [45,46] for static homogenization problems. The samples are discretized using structured eight-node linear elements with edge sizes \( h \) of 0.05, 0.025 and 0.02 mm, respectively. This ensures that the grains are well represented after discretization and the need for approximately 20 elements per wavelength is met to achieve a numerical error of approximately 0.1% [35]. We use these three geometric samples to simulate all materials in table 1 that belong to the seven crystal symmetries. The materials are taken from [36,50–58], and their equivalent \( A^\text{eq} \) [47] (\( A^\text{eq} = A \) for cubic materials), universal \( A^L \) [48] and log-Euclidean \( A^L \) [49] anisotropy indices and elastic scattering factor \( Q_{L\rightarrow T} \) are given in table 1.

To perform a simulation for a given material, the grains within the chosen sample are assigned with the same mass density and elastic constants of the material, but their crystallographic axes are uniformly randomly oriented, making the model macroscopically isotropic (untextured). Then symmetry boundary conditions (SBCs) are defined for the four lateral surfaces as illustrated in figure 1a by constraining the nodal displacements in the surface normal direction [28,35,36]. Next, a uniform force in the form of a three-cycle Hann-windowed toneburst is applied in the time domain with the Pogo program [59] using a time-stepping scheme, with a time step of \( \Delta t = 0.8 h/V_{0L} \) satisfying the Courant–Friedrichs–Lewy condition [60], where \( h \) is the edge size of the elements. Finally, we monitor the \( z \)-direction displacements during the time-stepping solution. An example result is provided in figure 1b for Inconel simulated at a centre frequency of 1 MHz (2\( k_{0L}a \approx 1 \)) using the sample of 115 200 grains (denoted N115200). As shown by the wavefield in (i) of the figure, the main wave pulse is partially scattered by the grains, leading to incoherent scattered waves in the space behind the main pulse. The incoherent scattered waves can be clearly observed in (ii) in the signals monitored at individual nodes on the transmitting \( z = 0 \) surface. The model is then solved in the frequency domain with the Pogo program [59] using a time-stepping scheme, with a time step of \( \Delta t = 0.8 h/V_{0L} \) satisfying the Courant–Friedrichs–Lewy condition [60], where \( h \) is the edge size of the elements. Finally, we monitor the \( z \)-direction displacements during the time-stepping solution. An example result is provided in figure 1b for Inconel simulated at a centre frequency of 1 MHz (2\( k_{0L}a \approx 1 \)) using the sample of 115 200 grains (denoted N115200). As shown by the wavefield in (i) of the figure, the main wave pulse is partially scattered by the grains, leading to incoherent scattered waves in the space behind the main pulse. The incoherent scattered waves can be clearly observed in (ii) in the signals monitored at individual nodes on the transmitting \( z = 0 \) and receiving \( z = d_z \) surfaces; however, they are mostly cancelled out after averaging over all nodes (approx. 60 000) on each surface, leaving only the unscattered coherent waves. Taking the main pulses (before the vertical marks in (iii) from the two coherent signals and transforming them into the frequency domain, we obtain the amplitude and phase spectra in (iii). Although these spectra cover a relatively broad frequency range, we only use the highlighted range for calculating the attenuation and phase velocity results shown in (iv). This is to achieve a high degree of numerical accuracy (error approx. 0.1%) for the results in the chosen frequency range; see our prior work [35] for the approach of selecting the appropriate frequency range.

We have now completed a single realization of the desired simulation. To improve the statistical significance of the calculated attenuation and velocity results, we further perform multiple (15 in this work) realizations of the simulation and then take their average as the final result. The multiple realizations use the same spatial grain structures of the chosen sample but reshuffle the crystallographic orientations of the grains. Such reshuffling essentially creates different ensembles of grains, equivalent to the approach by generating different spatial grain structures for each realization [28]. To obtain results for a broad frequency range, the centre frequency of the transmitted toneburst varies between 0.5 and 20 MHz. For each centre frequency,
Table 1. Polycrystalline materials for FE simulation. The materials are given with the equivalent $A'\|q'$ [47], universal $A'\|l'$ [48] and log-Euclidean $A'\|l'$ [49] anisotropy indices and the elastic scattering factor $Q_{\|\rightarrow\|\tau}$, and their elastic constants and densities can be found in the cited references. The materials highlighted in bold are simulated in a broad frequency range, while the rest are simulated only at low frequencies at $2k_0a \approx 1$. The Orthorhombic* row gives two extreme materials.

| $A'\|q < 1$ | $A'\|q > 1$ |
|---|---|---|---|---|---|
| materials | $A'\|q$ | $A'\|l'$ | $A'\|l'$ | $Q_{\|\rightarrow\|\tau}$ | materials | $A'\|q$ | $A'\|l'$ | $A'\|l'$ | $Q_{\|\rightarrow\|\tau}$ |
| cubic | Cr [50] | 0.71 | 0.14 | 0.06 | $1.40 \times 10^{-3}$ | Al [36] | 1.24 | 0.05 | 0.02 | $3.34 \times 10^{-4}$ |
| | Nb [50] | 0.49 | 0.63 | 0.26 | $3.13 \times 10^{-3}$ | $A = 1.5$ [36] | 1.52 | 0.21 | 0.09 | $1.43 \times 10^{-3}$ |
| | RbF [51] | 0.45 | 0.80 | 0.33 | $6.44 \times 10^{-3}$ | $A = 1.8$ [36] | 1.83 | 0.45 | 0.19 | $2.79 \times 10^{-3}$ |
| | AsI [52] | 0.39 | 1.17 | 0.47 | $9.98 \times 10^{-3}$ | $A = 2.4$ [36] | 2.45 | 1.03 | 0.42 | $5.48 \times 10^{-3}$ |
| | RbCl [51] | 0.31 | 1.82 | 0.69 | $1.38 \times 10^{-2}$ | Cu [36] | 3.14 | 1.75 | 0.67 | $7.19 \times 10^{-3}$ |
| | RbBr [51] | 0.28 | 2.19 | 0.81 | $1.67 \times 10^{-2}$ | Inconel [36] | 2.83 | 1.42 | 0.56 | $7.59 \times 10^{-3}$ |
| | Rbl [51] | 0.25 | 2.64 | 0.95 | $1.86 \times 10^{-2}$ | $A = 5.0$ [36] | 5.00 | 3.84 | 1.27 | $1.27 \times 10^{-2}$ |
| | Dy$_2$S$_3$ [52] | 0.18 | 4.35 | 1.40 | $2.50 \times 10^{-2}$ | Li [36] | 9.14 | 8.70 | 2.25 | $1.87 \times 10^{-2}$ |
| hexagonal | $\alpha$-Ti [53] | 0.68 | 0.18 | 0.08 | $1.22 \times 10^{-3}$ | $\alpha$-Be [50] | 1.24 | 0.05 | 0.02 | $7.10 \times 10^{-4}$ |
| | $\alpha$-Co [50] | 0.67 | 0.20 | 0.09 | $1.82 \times 10^{-3}$ | Nb$_3$N$_4$ [52] | 1.63 | 0.29 | 0.12 | $2.46 \times 10^{-3}$ |
| | $\alpha$-Ti [50] | 0.30 | 1.98 | 0.75 | $5.72 \times 10^{-3}$ | Mn$_2$Sb [52] | 2.09 | 0.68 | 0.28 | $6.52 \times 10^{-3}$ |
| | Mn$_2$Bi$_2$ [52] | 0.63 | 0.27 | 0.14 | $9.85 \times 10^{-3}$ | Zn [53] | 3.06 | 1.67 | 0.60 | $9.97 \times 10^{-3}$ |
| | Ba$_2$ [52] | 0.28 | 2.29 | 0.84 | $1.76 \times 10^{-2}$ | Sr$_2$Si$_2$ [52] | 6.15 | 5.17 | 1.58 | $1.83 \times 10^{-2}$ |
| | Be$_2$Se$_2$ [52] | 0.11 | 8.78 | 2.27 | $2.50 \times 10^{-2}$ | Al$_2$Cu$_2$O$_4$ [52] | 165.09 | 195.71 | 8.26 | $2.34 \times 10^{-2}$ |
| tetragonal | Mg$_2$Al$_3$ [52] | 0.72 | 0.13 | 0.05 | $1.02 \times 10^{-3}$ | Sm$_2$O$_2$ [52] | 1.23 | 0.05 | 0.02 | $9.96 \times 10^{-4}$ |
| | PDP [54] | 0.39 | 1.12 | 0.45 | $4.59 \times 10^{-3}$ | Sn [54] | 2.76 | 1.34 | 0.53 | $3.39 \times 10^{-3}$ |
| | K$_2$N$_6$ [52] | 0.50 | 0.60 | 0.24 | $6.30 \times 10^{-3}$ | Rutile [54] | 2.76 | 1.34 | 0.52 | $8.70 \times 10^{-3}$ |

(Continued.)
Table 1. (Continued.)

| materials          | $A^{eq}$ | $A^U$ | $A^L$ | $Q_{L\to T}$ |
|--------------------|----------|-------|-------|--------------|
| Zr$_1$H$_2$ [52]  | 0.29     | 2.09  | 0.77  | $9.92\times10^{-3}$ |
| RDP [54]          | 0.21     | 3.48  | 1.18  | $2.02\times10^{-2}$ |
| Li$_2$C$_2$N$_2$ [52] | 0.26 | 2.53  | 0.88  | $2.47\times10^{-2}$ |
| trigonal          |          |       |       |              |
| DSB [54]          | 0.78     | 0.08  | 0.03  | $1.27\times10^{-3}$ |
| In$_2$O$_3$ [52]  | 0.71     | 0.15  | 0.06  | $2.56\times10^{-3}$ |
| Toumaline [54]    | 0.53     | 0.51  | 0.20  | $6.69\times10^{-3}$ |
| Bi [54]           | 0.31     | 1.79  | 0.66  | $1.29\times10^{-2}$ |
| Cr$_2$Ag$_2$O$_4$ [52] | 0.16 | 5.15  | 1.57  | $1.97\times10^{-2}$ |
| Mg$_2$Al$_2$H$_8$ [52] | 0.27 | 2.37  | 0.82  | $2.48\times10^{-2}$ |
| orthorhombic      |          |       |       |              |
| Co$_2$Se$_4$ [52] | 0.74     | 0.11  | 0.05  | $9.93\times10^{-4}$ |
| Ni$_2$Si$_2$O$_4$ [55] | 0.71 | 0.15  | 0.06  | $2.31\times10^{-3}$ |
| Fe$_2$Si$_2$O$_4$ [55] | 0.53 | 0.51  | 0.21  | $5.37\times10^{-3}$ |
| Ca$_2$Ag$_2$ [52] | 0.51     | 0.58  | 0.23  | $1.02\times10^{-2}$ |
| Mo$_6$O$_{15}$ [52] | 0.37 | 1.28  | 0.47  | $1.76\times10^{-2}$ |
| Na$_2$Cu$_2$O$_3$ [52] | 0.19 | 4.10  | 1.33  | $2.55\times10^{-2}$ |
| orthorhombic*     |          |       |       |              |
| Na$_2$U$_2$O$_6$ [52] | 0.26 | 2.50  | 0.86  | $4.00\times10^{-2}$ |
| monoclinic        |          |       |       |              |
| $\alpha$\/$\beta$ Ti [57] | 0.65 | 0.22  | 0.10  | $1.52\times10^{-3}$ |
| NaAlSi$_2$O$_6$ [55] | 0.62 | 0.28  | 0.11  | $2.80\times10^{-3}$ |
| LiAlSi$_2$O$_6$ [55] | 0.53 | 0.51  | 0.20  | $7.40\times10^{-3}$ |
| Coesite [55]      | 0.41     | 1.01  | 0.39  | $1.08\times10^{-2}$ |
| $A^{eq} > 1$      |          |       |       |              |
| materials         | $A^{eq}$ | $A^U$ | $A^L$ | $Q_{L\to T}$ |
| NSH [54]          | 2.96     | 1.55  | 0.58  | $1.27\times10^{-2}$ |
| TO [54]           | 11.34    | 11.32 | 2.64  | $1.83\times10^{-2}$ |
| Tb$_2$Cu$_2$F$_4$ [52] | 6.15 | 5.17  | 1.56  | $2.67\times10^{-2}$ |
| Na$_2$P$_2$S$_2$O$_6$ [52] | 1.34 | 0.11  | 0.05  | $9.83\times10^{-4}$ |
| LiTaO$_3$ [54]    | 1.60     | 0.27  | 0.11  | $3.30\times10^{-3}$ |
| SiO$_2$ [54]      | 2.26     | 0.84  | 0.34  | $9.58\times10^{-3}$ |
| Calcite [54]      | 3.31     | 1.94  | 0.71  | $1.46\times10^{-2}$ |
| Sb [54]           | 4.06     | 2.77  | 0.95  | $2.29\times10^{-2}$ |
| GASH [54]         | 3.28     | 1.90  | 0.71  | $2.84\times10^{-2}$ |
| Enstatite [55]    | 1.37     | 0.12  | 0.05  | $1.40\times10^{-3}$ |
| FeSi$_2$O$_4$ [55] | 1.51     | 0.20  | 0.08  | $2.70\times10^{-3}$ |
| U [56]            | 1.87     | 0.49  | 0.20  | $6.03\times10^{-3}$ |
| Sn$_3$Pd$_4$ [52] | 3.49     | 2.13  | 0.78  | $9.85\times10^{-3}$ |
| Li$_2$Nb$_2$N$_6$ [52] | 3.10 | 1.71  | 0.62  | $1.77\times10^{-2}$ |
| Te$_8$O$_8$ [52]  | 3.23     | 1.85  | 0.66  | $2.43\times10^{-2}$ |
| Sr$_2$Mg$_2$Ga$_2$ [52] | 325.36 | 388.04 | 10.24 | $3.46\times10^{-2}$ |
| Ca$_4$V$_4$O$_{12}$ [52] | 1.33 | 0.10  | 0.04  | $9.28\times10^{-4}$ |
| Al$_8$Mo$_3$ [52] | 1.60     | 0.27  | 0.12  | $2.54\times10^{-3}$ |
| CaMg$_2$Si$_2$O$_6$ [55] | 1.74 | 0.38  | 0.15  | $6.63\times10^{-3}$ |
| Ba$_2$C$_4$ [52]  | 3.71     | 2.38  | 0.86  | $1.09\times10^{-2}$ |

(Continued.)
| $A_{eq} < 1$ | $A_{eq}$ | $A_{U}$ | $A_{L}$ | $Q_{L \rightarrow T}$ | $A_{eq} > 1$ |
|---|---|---|---|---|---|
| **materials** | **$A_{eq}$** | **$A_{U}$** | **$A_{L}$** | **$Q_{L \rightarrow T}$** | **materials** | **$A_{eq}$** | **$A_{U}$** | **$A_{L}$** | **$Q_{L \rightarrow T}$** |
| Gypsum [55] | 0.33 | 1.59 | 0.60 | $1.56 \times 10^{-2}$ | Li$_2$Mg$_4$ [52] | 7.60 | 6.87 | 1.93 | $1.82 \times 10^{-2}$ |
| Muscovite [55] | 0.23 | 3.20 | 1.05 | $2.90 \times 10^{-2}$ | Li$_2$Cu$_2$F$_8$ [52] | 3.39 | 2.02 | 0.71 | $2.60 \times 10^{-2}$ |
| Al$_4$C$_3$ [52] | 0.72 | 0.14 | 0.06 | $1.20 \times 10^{-3}$ | Ce$_3$Y$_5$O$_{28}$ [52] | 1.47 | 0.18 | 0.08 | $1.42 \times 10^{-3}$ |
| Ca$_8$Zr$_2$N$_8$ [52] | 0.49 | 0.64 | 0.27 | $3.96 \times 10^{-3}$ | Sr$_4$Co$_4$O$_{10}$ [52] | 1.84 | 0.46 | 0.18 | $3.93 \times 10^{-3}$ |
| Al$_4$C$_3$ [52] | 0.38 | 1.19 | 0.46 | $1.09 \times 10^{-2}$ | CSP [32] | 2.37 | 0.95 | 0.37 | $7.79 \times 10^{-3}$ |
| Rb$_4$Nb$_4$O$_{12}$ [52] | 0.35 | 1.43 | 0.52 | $1.78 \times 10^{-2}$ | Ca$_8$Al$_2$N$_8$ [52] | 2.78 | 1.36 | 0.53 | $9.78 \times 10^{-3}$ |
| Albite [58] | 0.29 | 2.09 | 0.74 | $2.36 \times 10^{-2}$ | Mo$_4$O$_{12}$ [52] | 3.96 | 2.65 | 0.93 | $1.74 \times 10^{-2}$ |
| Co$_4$H$_7$O$_2$ [52] | 0.12 | 7.70 | 2.03 | $4.49 \times 10^{-2}$ | Zn$_2$Cu$_2$F$_8$ [52] | 4.70 | 3.50 | 1.13 | $3.08 \times 10^{-2}$ |

Table 1. (Continued.)
an optimal geometric sample that maximizes the accuracy of the simulation is used [35], and multiple realizations of the simulation are conducted using the chosen model. Altogether, attenuation and velocity results of similar numerical accuracy and statistical significance are obtained for the simulated material over a broad frequency, ranging from a normalized frequency \(2k_{0L,a}\) of around 0.5 to 15. We note that FE simulations of similar numerical accuracy can be achieved at higher frequencies, but the incoherent scattered waves (acting as noise) would become comparable with the coherent signal, leading to a low signal-to-noise ratio even after averaging over a vast number of receiving nodes and realizations; see Sec. IV.A.3 of [34] for an in-depth discussion.

In addition to their high degree of numerical accuracy and statistical significance, we highlight that the simulation results account for all possible scattering events in the simulated polycrystal. Therefore, the simulation results are suited for evaluating the approximations of the classical theory. The evaluation relies on putting the exact statistics of the simulated polycrystal into the theory. As aforementioned, the elastic TPC function required by the theory is calculated from the elastic constants in a Voigt-average sense, which is the same setting for the simulations. The required spatial TPC function is directly measured from the numerical geometric samples, shown as the points in (iv) of figure 1a; it is further represented by a generalized mathematical function for direct incorporation into the theory, shown as the curve in the same figure. The generalized TPC function can be found in [36].

By slightly changing its boundary and loading conditions, the above FE method is also used in this work to calculate the phase velocity of polycrystals at the quasi-static limit to a high degree of accuracy (error approx. 0.01%); see details in [29,32].

### 4. Quasi-static velocity limit

We begin our discussion with the quasi-static velocity limit. This limit is essentially a static problem, but we treat it as an elastodynamic one at the limit of \(f \to 0\) (i.e. \(\lambda \to \infty\)) such that the concept of phase velocity still holds. In this sense, we can extend the insights gained here later to the elastodynamic problem. Since we address longitudinal waves in this work, the discussion here is for the longitudinal quasi-static velocity limit. This velocity limit, denoted \(V_{L}^q\), is related to the effective elastic constant \(C_{11}\) by \(V_{L}^q = \sqrt{C_{11}/\rho}\).

The quasi-static velocity results are shown in figure 2 for materials of different symmetries. Figure 2a presents the normalized variation in quasi-static velocity from the Voigt velocity, \(V_{L}^q/V_{0L} - 1\), calculated using the FE method, the Rayleigh asymptote of the classical SOA theory, equation (2.5), and the SC theory [61,62]. Figure 2b displays the relative difference between these three sets of results. Note that the Hashin–Shtrikman bounds [63,64] (or the even tighter Hill–Mandel bounds [65]) are not provided here, and readers are referred to our prior work [36] for those for cubic materials.

The results are given for two groups of materials. One group is the 90 materials listed in table 1, and the other group involves 10 300 materials obtained from various sources [50,52,54,55,66]. The number of materials belonging to each of the seven crystal symmetries is summarized in table 2 (and table 3). Most of the materials are the compounds obtained from the Materials Project [52,66], generated from first-principle calculations using the density-functional theory. We retrieved all compounds with available elastic tensors from the Materials Project and then omitted those that (1) do not satisfy the elastic stability conditions [68] or (2) have the elastic scattering factor \(Q_{L \to T}\) greater than 0.05. The choice of materials with \(Q_{L \to T} \leq 0.05\) is to maintain the quality of figure plots but without affecting the conclusion made from the plots. Both groups of materials are provided with SOA and SC results, but only the first group of materials is provided with FE modelling (FEM) results. Each FEM point in the figure is the average of 15 realizations of the respective material. We emphasize that a single realization has already achieved a high degree of statistical significance by containing a large number of grains in the FE sample that far exceed the number suggested by [45,46]; yet, the statistical significance is further improved by using a combination of 15 realizations.
Figure 2. Phase velocity at the quasi-static limit. (a) Quasi-static velocity variation against elastic scattering factor $Q_{L \rightarrow T}$ for materials of different symmetries with statistically equiaxed grains. The points are SOA, SC and FEM results for individual materials, while the lines are linear and quadratic fits to the SOA and SC points, respectively. (b) Relative difference in quasi-static velocity. The points are the relative difference between the points shown in (a), while each line is the relative difference between the respective SOA and SC fits in (a). Note that the star points in the E panels are for the two extreme materials in table 1 that will be examined in §5. (Online version in colour.)

The results are plotted against the elastic scattering factor $Q_{L \rightarrow T}$, representing the elastic anisotropy (or the degree of inhomogeneity). Here, $Q_{L \rightarrow T}$ is used for two reasons. First, $Q_{L \rightarrow T}$ appears explicitly in the Rayleigh asymptote of the SOA theory, equation (2.5). Second, we identify that $Q_{L \rightarrow T}$ has a better monotonic correlation with the accurate SC results than all other anisotropy indices, including the equivalent $A_{eq}$ [47], universal $A_U$ [48] and log-Euclidean $A_L$ [49] indices. The monotonic correlation of the SC points in figure 2a with each of $A_{eq}$, $A_U$, $A_L$ and $Q_{L \rightarrow T}$ is quantified using Spearman’s coefficient of rank correlation [67]. The correlation results are provided in table 2 for each of the two branches of individual symmetries. The results show that $Q_{L \rightarrow T}$ has a near-perfect correlation with the SC points, with a coefficient of around 0.99–1 for all cases, whereas the three anisotropy indices have a less satisfactory correlation, with a coefficient of 0.90–0.98. For this reason, $Q_{L \rightarrow T}$ is used throughout this work to represent the elastic anisotropy of polycrystals.

The results are separated into $A_{eq} < 1$ and $A_{eq} > 1$ branches for each of the seven crystal symmetries. Such separation is based on our earlier observation of cubic materials that exhibit contrasting dependences on $Q_{L \rightarrow T}$ between $A < 1$ and $A > 1$ cases [36]; note that the Zener anisotropy index $A$ equals $A_{eq}$ for cubic materials. To evaluate the necessity of such separation, the statistical equality between the two branches of each symmetry is tested using Fisher’s Z
Table 2. Spearman’s coefficient of rank correlation [67]. Each result quantifies the monotonic correlation between the self-consistent results $V_{\text{L}}^{SC}/V_{\text{L}}^{QL} − 1$ of $N$ materials and each of the anisotropy indices $A_{\text{eq}}, A_{\text{U}}, A_{\text{L}}$ and the elastic scattering factor $Q_{L,T}$. Coefficients of 1 and −1 represent perfect positive and negative correlation; 0 means uncorrelated.

| $A_{\text{eq}} < 1$ | $A_{\text{eq}} > 1$ |
|------------------|------------------|
| \( N \) | \( A_{\text{eq}} \) | \( A_{\text{U}} \) | \( A_{\text{L}} \) | \( Q_{L,T} \) | \( N \) | \( A_{\text{eq}} \) | \( A_{\text{U}} \) | \( A_{\text{L}} \) | \( Q_{L,T} \) |
| cubic | 1652 | 0.9805 | −0.9805 | −0.9805 | −0.9997 | 2782 | −0.9709 | −0.9709 | −0.9709 | −0.9709 | −0.9998 |
| hexagonal | 867 | 0.9464 | −0.9464 | −0.9443 | −0.9955 | 597 | −0.9326 | −0.9326 | −0.9312 | −0.9947 |
| tetragonal | 650 | 0.9181 | −0.9181 | −0.9111 | −0.9925 | 942 | −0.9313 | −0.9313 | −0.9243 | −0.9900 |
| trigonal | 505 | 0.9578 | −0.9578 | −0.9525 | −0.9962 | 202 | −0.9696 | −0.9696 | −0.9667 | −0.9970 |
| orthorhombic | 727 | 0.9206 | −0.9206 | −0.9146 | −0.9945 | 735 | −0.9392 | −0.9392 | −0.9322 | −0.9948 |
| monoclinic | 373 | 0.9236 | −0.9236 | −0.9160 | −0.9936 | 268 | −0.9374 | −0.9374 | −0.9392 | −0.9943 |
| triclinic | 51 | 0.9422 | −0.9422 | −0.9262 | −0.9893 | 39 | −0.9028 | −0.9028 | −0.8955 | −0.9864 |

Table 3. Fitting results. Each fitting is performed in a multi-objective sense by fitting $V_{\text{L}}^{SC}/V_{\text{L}}^{QL} − 1 = -2Q_{L,T}(1 + 2qQ_{L,T})$ to both the SOA and SC results of $N$ materials, with $q = 0$ for fitting to the SOA results. The linear $l$ and quadratic $q$ coefficients are given with standard deviations. The goodness of fit is quantified by $R^2$, with a value of 1 representing a perfect fit.

| $A_{\text{eq}} < 1$ | $A_{\text{eq}} > 1$ |
|------------------|------------------|
| \( N \) | \( q \) | \( l \) | \( R^2 \) | \( N \) | \( q \) | \( l \) | \( R^2 \) |
| cubic | 1652 | 2.40±0.017 | 1.12±0.001 | 0.998 | 2782 | 15.26±0.034 | 1.16±0.001 | 0.998 |
| hexagonal | 867 | 0.00±0.137 | 1.17±0.003 | 0.929 | 597 | 11.80±0.280 | 1.23±0.003 | 0.967 |
| tetragonal | 650 | 2.20±0.157 | 1.20±0.003 | 0.936 | 942 | 9.71±0.236 | 1.22±0.002 | 0.942 |
| trigonal | 505 | 3.90±0.185 | 1.22±0.003 | 0.940 | 202 | 5.31±0.156 | 1.21±0.004 | 0.990 |
| orthorhombic | 727 | 1.29±0.137 | 1.22±0.002 | 0.947 | 735 | 5.37±0.206 | 1.23±0.002 | 0.945 |
| monoclinic | 373 | 5.28±0.210 | 1.22±0.003 | 0.953 | 268 | 8.45±0.366 | 1.23±0.004 | 0.948 |
| triclinic | 51 | 3.89±0.361 | 1.20±0.007 | 0.975 | 39 | 5.81±0.639 | 1.27±0.008 | 0.964 |

transformation [69]. The test leads to Z statistics of −22.83, 3.44, −2.89, 8.26, −0.09, −0.29 and −0.06 for the seven symmetries. The critical Z value for rejecting equality is 2.58 at a significance level of $\alpha = 0.01$ [69]. Therefore, the two branches for the cubic, hexagonal, tetragonal and trigonal materials are statistically unequal and thus need to be separated. By contrast, those for the orthorhombic, monoclinic and triclinic materials are favoured for not being separated, though this may not be conclusive for triclinic materials considering their small sample sizes of less than 100. For consistency, we separate all symmetries into two branches in this work. We point out that sorting materials into two branches and then ordering materials by $Q_{L,T}$ might be an interesting new way of systematically ordering materials of different properties, which is a topic that received extensive attention, e.g. [70–72]. In particular, cubic materials are perfectly sorted into two branches, with each tightly following a monotonic curve of $Q_{L,T}$; this is also true for the $A_{\text{eq}} > 1$ branch of trigonal materials.

The SC results have an excellent agreement with the FEM results for all seven symmetries, showing a relative difference at the level of 0.1% (max 1%, for orthorhombic Sr$_1$Mg$_6$Ga$_1$). In addition to this evidence, the exceptionally high degree of accuracy of the SC theory was also extensively supported by prior FE results [32,36,73]; the underlying reason for this is that the SC theory satisfies the continuity of stress and strain throughout the polycrystal [61,62]. Therefore, in addition to FE calculations, we use the SC results in this paper as the reference to appraise the classical SOA theory at the quasi-static limit (this allows us to reduce the amount of very computationally intensive FE calculations).
The SOA theory generally shows a growing deviation from the SC (and FEM) as $Q_{L\rightarrow T}$ increases. In-depth analysis reveals that the SOA quasi-static velocity only exhibits a linear relationship with $Q_{L\rightarrow T}$ while the accurate SC (and FEM) results mostly have a quadratic relationship. To illustrate this, we have generated linear and quadratic fits for the two cases, which are detailed in table 3 and shown as lines in figure 2a. The fits are generated in a multi-objective sense by simultaneously fitting $V_L/V_0 - 1 = -2Q_{L\rightarrow T}(l + 2qQ_{L\rightarrow T})$ to both the SOA and SC results, but with the constraint of $q = 0$ for fitting to the SOA results. $l$ and $q$ are the linear and quadratic coefficients.

The fits, which are based upon large sets of materials, match both the SOA and SC results well across all seven symmetries, with a goodness of fit of $R^2 \geq 0.93$, thus corroborating their linear and quadratic relationships to $Q_{L\rightarrow T}$. The SC fits have small quadratic coefficients for the $A_{eq} < 1$ branches of hexagonal, tetragonal and orthorhombic materials. This means the related SC datasets behave predominantly linearly, exhibiting a good agreement between the SOA and SC points for these cases. The linear coefficients of the SC fits remain nearly the same between the $A_{eq} < 1$ and $A_{eq} > 1$ branches of each symmetry. The quadratic coefficients only differ slightly between the two branches for the orthorhombic, monoclinic and triclinic symmetries, while the difference is more pronounced for the cubic, hexagonal, tetragonal and trigonal symmetries. These are consistent with the above equality test results.

Most importantly, the good agreement between the fits and the quasi-static results leads us to postulate that we can describe the quasi-static velocity variation well up to the second order of $Q_{L\rightarrow T}$, among which:

1. The linear part is fully accounted for by the SOA theory, which is in line with its formalism by truncating the solution to the linear order of $Q_{L\rightarrow T}$ (equivalently, $\xi^2 [15,40]$).
2. The quadratic part is solely attributed to the SC-SOA difference.

This is especially true for cubic materials and the $A_{eq} > 1$ branch of trigonal materials, whose SOA and SC fits nearly perfectly match the respective points. For other cases, the SOA points align excellently with the fits, thus satisfying the above linear part inference; however, the SC points spread out substantially about the fits, especially at large $Q_{L\rightarrow T}$. Therefore, to account for such spreading, we propose that the above linear and quadratic inferences also hold for individual materials, meaning that we can partition the quasi-static velocity variation of any material into two parts, with the SOA theory describing the linear part and the SC-SOA difference representing the quadratic part. We will revisit this later in §5.

We point out that the quasi-static velocity is continuously connected between the two branches at $A_{eq} = 1$ (isotropy), as shown in figure 2a across all seven symmetries. This is especially clear from figure 2b for the relative difference between the SOA and SC results that show a smooth transition. This is highlighted by the lines in figure 2b that are the relative difference between the SOA and SC fits.

**5. Attenuation and phase velocity**

Now we investigate the elastodynamic problem, discussing the attenuation and phase velocity of plane longitudinal waves in polycrystals of different crystal symmetries.

Figure 3 shows the normalized attenuation and phase velocity variation versus the normalized frequency for the materials highlighted in table 1. These include three cubic materials with $A_{eq} < 1$, and three materials with $A_{eq} > 1$ for each of the seven symmetries; the selected materials have comparable $Q_{L\rightarrow T}$ values from one case to another. The FEM points are obtained by taking the average of 15 realizations, and their small error bars are not shown. The SOA curves are calculated using equation (2.4) by incorporating the TPC function of the FE samples.

The SOA curves have an excellent agreement with the FEM points for materials of small $Q_{L\rightarrow T}$ (with the lowest attenuation curves in each panel of figure 3 and phase velocity variation curves at the top), thus cross-validating the correctness of both results. However, in most cases, the
SOA curves start to deviate from the FEM points as $Q_{L \rightarrow T}$ increases. Notably, such deviation is pronounced in the low-frequency range, whereas it is small and barely shows $Q_{L \rightarrow T}$ dependence at high frequencies.

Therefore, our focus will be on the low-frequency range, attempting to introduce two approximate models with improved accuracy in this frequency range, especially for materials of large $Q_{L \rightarrow T}$. The first model is symmetry-specific, established for each branch of the seven crystal symmetries using the quasi-static SC fit discussed in the preceding section. By contrast, the second model is general and direct, initiated for individual materials using their respective quasi-static SOA and SC results. Hence, we name them as fitted (FAM) and direct (DAM) approximate models.

(a) Fitted approximate model

The idea of the FAM comes from our prior work [36]. For cubic materials, we demonstrated that the classical SOA theory only predicts attenuation and phase velocity variation to the first
order of $Q_{L \rightarrow T}$, whereas the accurate FEM results are of the second order. Such order difference is consistent with the above quasi-static SOA and the quasi-static FEM and SC results. Based on this observation, as in our prior work [36], we include a quadratic term of $Q_{L \rightarrow T}$ in the FAM; without this quadratic term, this model would degenerate to the SOA model (which invokes the Born approximation and uses the far-field Green’s function in the mass operator). This model is given by

$$\alpha_L = \sum_i A_i \frac{4Q_{L \rightarrow L}k_{0L}(k_{0L}a_i)^3}{1 + 4(k_{0L}a_i)^2} + \sum_i A_i \frac{4Q_{L \rightarrow T}(1 + 4Q_{L \rightarrow T}2q \cdot p_i^\text{cm})k_{0L}(k_{0T}a_i)^3}{[1 + (k_{0T}a_i)^2(\eta_{LT}^2 - 1)]^2 + 4(k_{0T}a_i)^2} \quad (5.1)$$

$$\text{Re}(k_L) = k_{0L} + \sum_i A_i \frac{2Q_{L \rightarrow L}k_{0L}(k_{0L}a_i)^2}{1 + 4(k_{0L}a_i)^2} + 2Q_{LL}^* k_{0L} + \sum_i A_i \frac{2Q_{L \rightarrow T}(1 + 2Q_{L \rightarrow T}q \cdot p_i^\text{re})k_{0L}(k_{0T}a_i)^2[1 + (k_{0T}a_i)^2(\eta_{LT}^2 - 1)]}{[1 + (k_{0T}a_i)^2(\eta_{LT}^2 - 1)]^2 + 4(k_{0T}a_i)^2} + \sum_i 2A_i Q_{L \rightarrow T}(1 + 2Q_{L \rightarrow T}q \cdot p_i^\text{re})k_{0L} \quad (5.2)$$

where the corrective factors $p_i^\text{cm} = 1/[1 + (\eta_{LT}^2 + 1)(k_{0T}a_i)^2]$ and $p_i^\text{re} = 1/[1 + (\eta_{LT}^2 + 1)(k_{0T}a_i)^2/2]$ are included to deliver the quadratic behaviour of the model in the Rayleigh regime while retaining the same frequency behaviour in the stochastic regime as the original, uncorrected model [36]. The velocity ratio is represented by $\eta_{LT} = V_{LT}/V_{0L}$, and the coefficients of the generalized spatial TPC function by $A_i$ and $a_i$ [36]. In [36], the coefficient $q$ was obtained by fitting the model to the FEM results at low frequencies. Accordingly, the Rayleigh attenuation and phase velocity asymptotes at the quasi-static limit are

$$\alpha_L^R = \frac{1}{2\pi} k_{0L}^4 v_{\text{eff}}^R \left[ Q_{L \rightarrow L} + \frac{V_{0L}^3}{V_{0T}^3}(1 + 4Q_{L \rightarrow T}2q)Q_{L \rightarrow T} \right]$$

$$\nu_L^R = \frac{V_{0L}}{1 + 2Q_{LL}^* + 2Q_{L \rightarrow T}(1 + 2Q_{L \rightarrow T}q)^2}$$

In the prior work [36], we made a notable observation from the FEM results that the quadratic coefficient for attenuation is twice that for velocity variation, as has already been accounted for in equations (5.1) and (5.2). Furthermore, the quadratic coefficient is independent of the spatial TPC and therefore is independent of a specific material microstructure; the resulting FAM has demonstrated excellent applicability to different microstructures with contrasting grain size distributions and grain shapes [36,37]. Most importantly, the applicability extends exceptionally well to the quasi-static velocity limit. This is further supported by the fact that the quadratic coefficient $q$ of $\pi^3/2$ obtained in our prior work [36] is essentially the same as that from the quasi-static SC fit in table 3 for cubic materials with $A_{\text{eq}} \approx 1$.

In this work, we determine the quadratic coefficient of the FAM differently by obtaining it from the SC model fit of the quasi-static velocity results. We have extended the FAM to other symmetries, for which the quadratic coefficient $q$ in equations (5.1) and (5.2) is taken from the quasi-static SC fits in table 3. In this extension, we also assume that the quadratic coefficient for attenuation is twice that for phase velocity variation for all symmetries (which exhibits some inaccuracy, as we will show later). The resulting FAM predictions are provided in figure 3 for materials with different symmetries. The figure shows that:

1. The FAM exhibits substantially better agreement with the FEM points than the classical SOA theory for all cubic and trigonal materials with $A_{\text{eq}} \approx 1$. Such improved agreement is related to the tight alignment of the quasi-static SC results with their fits in figure 2.

2. The FAM performs less satisfactorily for other symmetries and branches. This is because the quadratic coefficient of the FAM is taken from the SC fits that have a significant scatter (as shown in figure 2) for individual quasi-static SC results in these cases.
Figure 4. (a) Example determination of the quadratic coefficient $q$ for the DAM from the difference between the quasi-static SC (squares) and SOA (triangles) velocity variations for orthorhombic Na$_2$U$_1$O$_4$ and Sr$_1$Mg$_6$Ga$_1$. (b) The normalized attenuation (top) and phase velocity variation (bottom) for the two materials, comparing the FEM, SOA, FAM and DAM results. (Online version in colour.)

Evidently, the FAM would be unsuitable for materials whose SC results spread out over a considerable distance from the SC fits. This leads us to propose the direct approximate model (DAM) below that is valid for individual materials.

(b) Direct approximate model

The DAM still uses equations (5.1) and (5.2) for attenuation and phase velocity calculations, but the quadratic coefficient $q$ is obtained separately for each individual material. To obtain the quadratic coefficient, we start from the quasi-static equations (2.5) and (5.3) by defining

$$V_{L}^{DAM} = V_{L}^{SOA} - 4Q_{L,T}^{2}qV_{0L}, \quad (5.4)$$

where $V_{L}^{DAM}$ and $V_{L}^{SOA}$ are the quasi-static velocities of the DAM and SOA models. Next, we equate

$$V_{L}^{DAM} = V_{L}^{SC}, \quad (5.5)$$

where the quasi-static velocity of the SC model $V_{L}^{SC}$ is obtainable for a polycrystal of any crystal symmetry and elastic properties [61,62]. The coefficient $q$ for a particular material is thus obtained theoretically from the quasi-static velocities of the SOA and the SC models by

$$q = \frac{V_{L}^{SC} - V_{L}^{SOA}}{-4Q_{L,T}^{2}V_{0L}} \quad (5.6)$$

Figure 4a exemplifies the determination of the quadratic coefficient $q$ for Na$_2$U$_1$O$_4$ and Sr$_1$Mg$_6$Ga$_1$. The two example materials are chosen from the $A^{eq} < 1$ and $A^{eq} > 1$ branches of the orthorhombic symmetry, with parameters in table 1 and quasi-static velocity variations marked as star points in figure 2. As shown in figure 4a, the two materials represent two extreme cases: their quasi-static velocity variations are overestimated and underestimated by the SOA theory relative to the SC theory, resulting in negative and positive $q$ coefficients, respectively.

Figure 4b compares the DAM with the FEM, SOA and FAM for the two example materials. For Na$_2$U$_1$O$_4$, the DAM delivers an attenuation curve that agrees with the FEM results even worse than the SOA and FAM in the considered low-frequency range. By contrast, the DAM shows dramatically improved accuracy in calculating phase velocity for this material. We shall see that such contrasting agreement is somewhat universal for the materials whose quasi-static velocities
are overestimated by the classical SOA theory (rare cases with negative values in figure 2b). For Sr$_1$Mg$_6$Ga$_1$, the DAM exhibits much better agreement with the FEM than the other two models in both attenuation and phase velocity. However, the DAM still has an apparent deviation from the FEM because, for this material, the SC result (based on which the coefficient $q$ of the DAM is calculated) has a significant difference from the accurate FEM result, as can be seen in figure 2b.

The above extreme examples show that the DAM generally performs better than the FAM and the classical SOA theory. This improvement is further supported by the results shown in figure 5, a replot of figure 3 to compare the DAM with the FEM and FAM. It can be seen that both the FAM and DAM are practically indistinguishable from the FEM results for all shown cases, justifying their suitability for predicting attenuation and phase velocity in practice. Yet, the DAM exhibits an even better (near perfect for phase velocity) agreement with the FEM than the FAM.

(c) Quantitative evaluation of the approximate models

Now we continue to evaluate the two approximate models quantitatively. In addition to the materials used in figures 3–5, the unhighlighted materials in table 1 are also used for the
evaluation. The attenuation and phase velocity results for these additional materials are presented in figure 6, comparing the FEM, SOA and DAM. Note that the FEM results for these cases are given in a narrower frequency range around $2k_0a = 1$. For the figure clarity, the FAM results are not shown in the figure, but they are quantitatively evaluated in tables 4 and 5. Altogether, we have provided for the first time a rather complete attenuation and phase velocity database for 90 materials belonging to the seven crystal symmetries. For each of these materials, we use the normalized root-mean-square deviation (NRMSD) to quantify the overall difference of its SOA, FAM and DAM curves to the FEM results in the frequency range of $2k_0a = 1$. For instance, the attenuation NRMSD of the SOA is determined by $\text{rms}(\alpha_{SOA}^L / \alpha_{FEM}^L - 1)_{2k_0a < 1}$. The resulting NRMSD values for all 90 materials are listed in tables 4 and 5 for attenuation and phase velocity.

Combining the results in figures 3–6 and the NRMSD values in tables 4 and 5, we can reach the findings below:
Table 4. Normalized root-mean-square deviation (NRMSD) in attenuation. Each result quantifies the NRMSD of the SOA, FAM or DAM attenuation to the FEM attenuation in the low-frequency range of $2k_a a < 1$. The orthorhombic $\times$ row shows the two extreme orthorhombic materials. The materials with a dagger (†) superscript have negative values of $q$.

| Materials     | $A^q < 1$ materials | $A^q > 1$ materials | NRMSD to FEM (%) | NRMSD to FEM (%) |
|---------------|---------------------|---------------------|------------------|------------------|
| cubic         | $Q_{r \rightarrow t}$ | SOA | FAM | DAM | $Q_{r \rightarrow t}$ | SOA | FAM | DAM |
| Cr†           | $1.40 \times 10^{-3}$ | 2.30 | 5.85 | 6.45 | AI               | $3.34 \times 10^{-4}$ | 8.02 | 4.28 | 2.05 |
| Nb†           | $3.13 \times 10^{-3}$ | 3.29 | 6.47 | 10.22 | A = 1.5         | $1.43 \times 10^{-3}$ | 14.20 | 1.26 | 4.71 |
| RbF†          | $6.44 \times 10^{-3}$ | 1.58 | 7.28 | 13.05 | A = 1.8         | $2.79 \times 10^{-3}$ | 19.63 | 3.21 | 7.25 |
| As†           | $9.98 \times 10^{-3}$ | 1.82 | 9.61 | 11.97 | A = 2.4         | $5.48 \times 10^{-3}$ | 28.98 | 8.73 | 8.73 |
| RbCl          | $1.38 \times 10^{-2}$ | 4.62 | 8.54 | 12.43 | Cu               | $7.19 \times 10^{-3}$ | 36.80 | 8.01 | 8.27 |
| RbI           | $1.67 \times 10^{-2}$ | 5.61 | 9.00 | 11.38 | Inconel         | $7.59 \times 10^{-3}$ | 34.15 | 14.17 | 9.87 |
| DyS$_2$       | $2.50 \times 10^{-2}$ | 15.80 | 2.65 | 13.15 | Li               | $1.87 \times 10^{-2}$ | 63.50 | 4.50 | 7.34 |
| hexagonal     | $\alpha$-Ti         | $1.22 \times 10^{-3}$ | 1.36 | 1.55 | 1.37 | $\alpha$-Be      | $7.10 \times 10^{-4}$ | 6.31 | 30.38 | 29.96 |
| $\alpha$-Co†  | $1.82 \times 10^{-3}$ | 30.98 | 29.81 | 35.63 | Nb$_4$N$_4$      | $2.46 \times 10^{-3}$ | 25.05 | 9.54 | 21.38 |
| $\alpha$-Ti   | $5.72 \times 10^{-3}$ | 13.68 | 16.58 | 8.86 | Mn$_5$Sb$_2$     | $6.52 \times 10^{-3}$ | 9.27 | 38.07 | 0.75 |
| Mn$_5$Bi$_3$† | $9.85 \times 10^{-3}$ | 7.87 | 2.49 | 2.56 | Zn               | $9.97 \times 10^{-3}$ | 56.86 | 22.70 | 18.51 |
| Ba†           | $1.76 \times 10^{-2}$ | 1.98 | 12.00 | 28.50 | Sr$_2$SnO$_3$    | $1.83 \times 10^{-2}$ | 47.60 | 13.62 | 2.74 |
| Be$_2$Se$_2$† | $2.50 \times 10^{-2}$ | 20.57 | 34.57 | 40.43 | Al$_2$Cu$_2$O$_6$| $2.34 \times 10^{-2}$ | 78.51 | 48.53 | 38.54 |
| tetragonal    | Mg$_3$Al$_2$†       | $1.02 \times 10^{-3}$ | 1.94 | 0.29 | 1.48 | Sm$_2$O$_3$      | $9.96 \times 10^{-4}$ | 18.02 | 5.16 | 8.52 |
| PDP           | $4.59 \times 10^{-3}$ | 19.92 | 16.60 | 5.04 | Sn               | $3.39 \times 10^{-3}$ | 51.97 | 41.87 | 12.26 |
| K$_2$N$_6$†   | $6.30 \times 10^{-3}$ | 6.74 | 5.98 | 4.76 | Rutile          | $8.70 \times 10^{-3}$ | 32.62 | 3.70 | 4.29 |
| Zn$_2$H$_2$   | $9.92 \times 10^{-3}$ | 18.89 | 12.38 | 8.51 | NSH              | $1.27 \times 10^{-2}$ | 22.03 | 31.58 | 5.85 |
| RDP           | $2.02 \times 10^{-2}$ | 32.93 | 24.53 | 14.16 | TO               | $1.83 \times 10^{-2}$ | 61.78 | 25.48 | 19.40 |

(Continued.)
| Materials | $A_{eq} < 1$ materials | $A_{eq} > 1$ materials | NRMSD to FEM (%) |
|-----------|------------------------|------------------------|-----------------|
| Li$_2$C$_4$N$_2$ | $2.47 \times 10^{-2}$ | 5.81 | 18.10 | 10.90 | Tl$_2$Cu$_2$F$_6$ | $2.67 \times 10^{-2}$ |
| trigonal | DSB | $1.27 \times 10^{-3}$ | 2.20 | 4.12 | 4.19 | Na$_6$P$_2$S$_2$O$_6$ | $9.83 \times 10^{-4}$ |
| | In$_4$O$_6$ | $2.56 \times 10^{-3}$ | 1.45 | 8.71 | 4.73 | LiTaO$_3$ | $3.30 \times 10^{-3}$ |
| | Tourmaline | $6.69 \times 10^{-3}$ | 18.82 | 5.07 | 13.34 | SiO$_2$ | $9.58 \times 10^{-3}$ |
| | Bi | $1.29 \times 10^{-2}$ | 22.93 | 5.18 | 6.44 | Calcite | $1.46 \times 10^{-2}$ |
| | Cr$_2$Ag$_2$O$_4$ | $1.97 \times 10^{-2}$ | 36.87 | 17.83 | 11.29 | Sb | $2.29 \times 10^{-2}$ |
| | Mg$_2$Al$_2$H$_6$ | $2.48 \times 10^{-2}$ | 22.57 | 12.69 | 10.86 | GASH | $2.84 \times 10^{-2}$ |
| orthorhombic | Co$_2$Se$_4$ | $9.93 \times 10^{-4}$ | 3.94 | 6.57 | 10.20 | Enstatite | $1.40 \times 10^{-3}$ |
| | Ni$_2$SiO$_4$ | $2.31 \times 10^{-3}$ | 8.04 | 20.12 | 14.59 | FeSiO$_3$ | $2.70 \times 10^{-3}$ |
| | Fe$_2$SiO$_4$ | $5.37 \times 10^{-3}$ | 4.86 | 22.0 | 3.14 | U$^+$ | $6.03 \times 10^{-3}$ |
| | Ca$_2$Ag$_2$O$_4$ | $1.02 \times 10^{-2}$ | 40.27 | 41.89 | 36.41 | Sn$_4$Pd$_4$ | $9.85 \times 10^{-3}$ |
| | Mo$_4$O$_{10}$ | $1.76 \times 10^{-2}$ | 4.75 | 4.25 | 8.24 | Li$_4$Nb$_4$N$_8$ | $1.77 \times 10^{-2}$ |
| | Na$_2$Cu$_2$O$_4$ | $2.55 \times 10^{-2}$ | 4.35 | 3.20 | 38.25 | Te$_3$O$_9$ | $2.43 \times 10^{-2}$ |
| orthorhombic* | Na$_2$U$_3$O$_{10}$ | $4.00 \times 10^{-2}$ | 77.75 | 72.57 | 48.47 | Sr$_2$Mg$_2$Ga$_2$ | $3.46 \times 10^{-2}$ |
| monoclinic | $\alpha/\beta$ Ti | $1.52 \times 10^{-3}$ | 11.29 | 5.59 | 2.40 | Ca$_4$V$_2$O$_{12}$ | $9.28 \times 10^{-4}$ |
| | Na$_3$Al$_2$Si$_2$O$_8$ | $2.80 \times 10^{-3}$ | 24.02 | 12.63 | 15.79 | Al$_2$Mo$_3$ | $2.54 \times 10^{-3}$ |
| | LiAlSi$_2$O$_6$ | $7.40 \times 10^{-3}$ | 20.54 | 1.12 | 14.44 | CaMgSi$_2$O$_6$ | $6.63 \times 10^{-3}$ |
| | Coesite | $1.08 \times 10^{-2}$ | 11.93 | 18.34 | 6.54 | Ba$_2$C$_6$ | $1.09 \times 10^{-2}$ |

(Continued.)
Table 4. (Continued.)

| Materials | \( A_{eq} < 1 \) | \( Q_{L\rightarrow T} \) | SOA | FAM | DAM | \( A_{eq} > 1 \) | \( Q_{L\rightarrow T} \) | SOA | FAM | DAM |
|-----------|----------------|----------------|-----|-----|-----|----------------|----------------|-----|-----|-----|
| Gypsum†   | 1.56 \times 10^{-2} | 10.21 | 57.36 | 26.16 | Li\(_2\)Mg\(_4\) | 1.82 \times 10^{-2} | 65.71 | 38.65 | 17.86 |
| Muscovite | 2.90 \times 10^{-2} | 40.24 | 3.64  | 3.54  | Li\(_2\)Cu\(_2\)F\(_8\) | 2.60 \times 10^{-2} | 11.21 | 81.34 | 3.83  |
| triclinic |                 |      |      |       |                 |      |      |      |      |
| Ba\(_3\)Nb\(_5\)O\(_3\)\(_3\)† | 1.20 \times 10^{-3} | 2.07  | 6.07  | 6.99  | Ce\(_8\)Y\(_6\)O\(_2\)\(_8\)† | 1.42 \times 10^{-3} | 0.91  | 6.81  | 7.06  |
| Ca\(_2\)Zr\(_2\)N\(_8\) | 3.96 \times 10^{-3} | 26.36 | 19.63 | 10.13 | Sr\(_4\)Co\(_4\)O\(_10\) | 3.93 \times 10^{-3} | 38.87 | 29.28 | 30.55 |
| Al\(_4\)C\(_3\) | 1.09 \times 10^{-2} | 17.37 | 7.04  | 7.37  | CSP | 7.19 \times 10^{-3} | 14.38 | 8.69  | 5.43  |
| Rb\(_4\)Nb\(_4\)O\(_12\) | 1.78 \times 10^{-2} | 18.50 | 8.64  | 5.42  | Ca\(_6\)Al\(_8\)N\(_10\) | 9.78 \times 10^{-3} | 27.62 | 2.76  | 4.95  |
| Albite    | 2.36 \times 10^{-2} | 11.18 | 27.18 | 18.78 | Mo\(_4\)O\(_12\) | 1.74 \times 10^{-2} | 36.78 | 5.35  | 6.94  |
| Co\(_9\)H\(_2\)O\(_2\) | 4.49 \times 10^{-2} | 45.74 | 20.39 | 24.05 | Zr\(_7\)Cu\(_7\)F\(_6\) | 3.08 \times 10^{-2} | 34.42 | 9.84  | 14.09 |
Table 5. Normalized root-mean-square deviation (NRMSD) in phase velocity. Each result quantifies the NRMSD of the SOA, FAM or DAM velocity to the FEM velocity in the low-frequency range of $2k_0a < 1$. The orthorhombic* row shows the two extreme orthorhombic materials. The materials with a dagger (†) superscript have negative values of $q$.

| $A^{aq} < 1$ materials | $D_{L→T}$ | SOA | FAM | DAM | $A^{aq} > 1$ materials | $D_{L→T}$ | SOA | FAM | DAM |
|------------------------|-----------|-----|-----|-----|------------------------|-----------|-----|-----|-----|
| cubic                  |           |     |     |     |                        |           |     |     |     |
| Cr†                    | $1.40 \times 10^{-3}$ | 0.025 | 0.025 | 0.015 | Al                      | $3.34 \times 10^{-4}$ | 0.0002 | 0.001 | 0.002 |
| Nb‡ $\times 10^{-2}$   | $3.13 \times 10^{-3}$ | 0.073 | 0.073 | 0.044 |                        |           |     |     |     |
| RbF†                   | $6.44 \times 10^{-3}$ | 0.147 | 0.144 | 0.070 |                        |           |     |     |     |
| As†                    | $9.98 \times 10^{-3}$ | 0.260 | 0.247 | 0.120 |                        |           |     |     |     |
| RbCl                   | $1.38 \times 10^{-2}$ | 0.358 | 0.338 | 0.162 | Cu                      | $7.19 \times 10^{-3}$ | 0.248 | 0.029 | 0.030 |
| RbBr                   | $1.67 \times 10^{-2}$ | 0.446 | 0.405 | 0.194 | Inconel                 | $7.59 \times 10^{-3}$ | 0.245 | 0.049 | 0.026 |
| Rh                      | $1.86 \times 10^{-2}$ | 0.493 | 0.436 | 0.213 |                        |           |     |     |     |
| Dy$_2$S$_3$             | $2.50 \times 10^{-2}$ | 0.609 | 0.492 | 0.259 | Li                      | $1.87 \times 10^{-2}$ | 1.752 | 0.176 | 0.240 |
| hexagonal              |           |     |     |     |                        |           |     |     |     |
| α-Ti†                  | $1.22 \times 10^{-3}$ | 0.016 | 0.015 | 0.016 | α-Be                    | $7.10 \times 10^{-4}$ | 0.001 | 0.006 | 0.006 |
| α-Co†                  | $1.82 \times 10^{-3}$ | 0.085 | 0.083 | 0.030 | Nb$_3$N$_4$             | $2.46 \times 10^{-3}$ | 0.067 | 0.043 | 0.016 |
| α-Ti                   | $5.72 \times 10^{-3}$ | 0.109 | 0.082 | 0.112 | Mn$_2$Sb$_2$            | $6.52 \times 10^{-3}$ | 0.072 | 0.233 | 0.073 |
| Mn$_3$Bi$_2$†          | $9.85 \times 10^{-3}$ | 0.220 | 0.168 | 0.155 | Zn                      | $9.97 \times 10^{-3}$ | 1.070 | 0.698 | 0.220 |
| Ba$_2$†                | $1.76 \times 10^{-2}$ | 0.778 | 0.445 | 0.267 | Sr$_2$Si$_2$            | $1.83 \times 10^{-2}$ | 0.793 | 0.360 | 0.050 |
| Be$_2$Se$_2$†          | $2.50 \times 10^{-2}$ | 1.136 | 0.498 | 0.382 | Al$_2$Cu$_2$O$_6$       | $2.34 \times 10^{-2}$ | 3.225 | 1.364 | 0.692 |
| tetragonal             |           |     |     |     |                        |           |     |     |     |
| Mg$_2$Al$_3$†          | $1.02 \times 10^{-3}$ | 0.016 | 0.016 | 0.015 | Sm$_2$O$_3$             | $9.96 \times 10^{-4}$ | 0.008 | 0.001 | 0.009 |
| PDP                    | $4.59 \times 10^{-3}$ | 0.005 | 0.004 | 0.043 | Sn                      | $3.39 \times 10^{-3}$ | 0.284 | 0.249 | 0.031 |
| K$_2$Ni$^+$†           | $6.30 \times 10^{-3}$ | 0.109 | 0.109 | 0.073 | Rutile                  | $8.70 \times 10^{-3}$ | 0.200 | 0.028 | 0.030 |

(Continued.)
| Materials | NRMSD to FEM (%) | Materials | NRMSD to FEM (%) |
|-----------|-----------------|-----------|-----------------|
| \( A^{eq} < 1 \) materials | \( Q_{L\rightarrow T} \) | \( A^{eq} > 1 \) materials | \( Q_{L\rightarrow T} \) |
| Zr\(_1\)H\(_2\) | 9.92 \( \times 10^{-3} \) | 0.094 | 0.083 | 0.114 | NSH | 1.27 \( \times 10^{-2} \) | 0.015 | 0.392 | 0.089 |
| RDP | 2.02 \( \times 10^{-2} \) | 0.016 | 0.140 | 0.077 | Ti\(_2\)Cu\(_4\)F\(_4\) | 2.67 \( \times 10^{-2} \) | 0.874 | 0.914 | 0.112 |
| Li\(_2\)C\(_6\)N\(_2\) | 2.47 \( \times 10^{-2} \) | 1.079 | 0.834 | 0.380 | \( \times 10^{-6} \) | 0.010 | 0.012 | 0.008 |
| trigonal | DSB | 1.27 \( \times 10^{-3} \) | 0.012 | 0.014 | 0.014 | Na\(_2\)P\(_2\)S\(_2\)O\(_6\) | 9.83 \( \times 10^{-4} \) | 0.017 | 0.031 | 0.031 |
| Im\(_2\)O\(_6\) | 2.56 \( \times 10^{-3} \) | 0.045 | 0.052 | 0.032 | Li\(_2\)O\(_2\) | 3.30 \( \times 10^{-3} \) | 0.187 | 0.178 | 0.188 |
| Tourmaline | 6.69 \( \times 10^{-3} \) | 0.021 | 0.017 | 0.064 | SiO\(_2\) | 9.58 \( \times 10^{-3} \) | 0.076 | 0.162 | 0.079 |
| Bi | 1.29 \( \times 10^{-2} \) | 0.050 | 0.037 | 0.095 | Calcite | 1.46 \( \times 10^{-2} \) | 0.297 | 0.094 | 0.158 |
| C\(_6\)A\(_g\)O\(_4\) | 1.97 \( \times 10^{-2} \) | 0.184 | 0.065 | 0.069 | Sb | 2.29 \( \times 10^{-2} \) | 0.393 | 0.033 | 0.052 |
| Mg\(_2\)A\(_g\)H\(_6\) | 2.48 \( \times 10^{-2} \) | 0.017 | 0.138 | 0.094 | GASH | 2.84 \( \times 10^{-2} \) | 0.860 | 0.325 | 0.348 |
| orthorhombic | Co\(_5\)Se\(_4\) | 9.93 \( \times 10^{-4} \) | 0.022 | 0.023 | 0.013 | \( \times 10^{10} \) | 0.401 | 0.041 | 0.003 |
| Ni\(_2\)SiO\(_4\) | 2.31 \( \times 10^{-3} \) | 0.070 | 0.076 | 0.031 | FeSiO\(_3\) | 2.70 \( \times 10^{-3} \) | 0.082 | 0.069 | 0.006 |
| Fe\(_2\)SiO\(_4\) | 5.37 \( \times 10^{-3} \) | 0.075 | 0.068 | 0.055 | U\(^a\) | 6.03 \( \times 10^{-3} \) | 0.162 | 0.205 | 0.083 |
| Ca\(_2\)Ag\(_4\) | 1.02 \( \times 10^{-2} \) | 0.623 | 0.559 | 0.209 | Sn\(_2\)Pd\(_4\) | 9.85 \( \times 10^{-3} \) | 0.300 | 0.195 | 0.028 |
| Mo\(_3\)O\(_9\) | 1.76 \( \times 10^{-2} \) | 0.235 | 0.017 | 0.051 | Li\(_2\)Nb\(_4\)N\(_8\) | 1.77 \( \times 10^{-2} \) | 0.059 | 0.226 | 0.152 |
| Na\(_2\)U\(_2\)O\(_2\) | 2.55 \( \times 10^{-2} \) | 1.444 | 1.055 | 0.400 | Te\(_8\)O\(_8\) | 2.43 \( \times 10^{-2} \) | 0.013 | 0.394 | 0.279 |
| orthorhombic* | Na\(_2\)U\(_2\)O\(_2\) | 4.00 \( \times 10^{-2} \) | 4.605 | 3.092 | 0.926 | Sr\(_3\)Mg\(_5\)Ga\(_1\) | 3.46 \( \times 10^{-2} \) | 11.628 | 10.722 | 6.390 |
| monoclinic | \( \alpha/\beta \) Ti | 1.52 \( \times 10^{-3} \) | 0.009 | 0.014 | 0.022 | Ca\(_3\)V\(_2\)O\(_12\) | 9.28 \( \times 10^{-4} \) | 0.009 | 0.011 | 0.008 |
| NaAlSi\(_3\)O\(_6\) | 2.80 \( \times 10^{-3} \) | 0.059 | 0.039 | 0.021 | Al\(_2\)Mo\(_3\) | 2.54 \( \times 10^{-3} \) | 0.002 | 0.017 | 0.022 |
| LiAlSi\(_3\)O\(_6\) | 7.40 \( \times 10^{-3} \) | 0.085 | 0.026 | 0.052 | CaMg\(_2\)Si\(_2\)O\(_6\) | 6.63 \( \times 10^{-3} \) | 0.131 | 0.241 | 0.094 |

(Continued.)
| $\text{eq} < 1$ Materials | $Q_{\text{eq}}$ | NRMSD to FEM (%) | $\text{eq} > 1$ Materials | $Q_{\text{eq}}$ | NRMSD to FEM (%) |
|--------------------------|---------------|------------------|--------------------------|---------------|------------------|
| Coesite                  | $1.08 \times 10^{-2}$ | 0.184 | 0.303 | 0.116 | $\text{Ba}_2\text{C}_4$ | $1.09 \times 10^{-2}$ | 0.056 | 0.326 | 0.091 |
| Gypsum†                  | $1.56 \times 10^{-2}$ | 0.693 | 0.938 | 0.219 | $\text{Li}_2\text{Mg}_4$ | $1.82 \times 10^{-2}$ | 2.286 | 1.595 | 0.862 |
| Muscovite                | $2.90 \times 10^{-2}$ | 1.414 | 0.882 | 0.855 | $\text{Li}_2\text{Cu}_2\text{F}_6$ | $2.60 \times 10^{-2}$ | 0.664 | 1.827 | 0.177 |
| triclinic                | $1.20 \times 10^{-3}$ | 0.020 | 0.020 | 0.011 | $\text{Ce}_8\text{Y}_6\text{O}_{28}$† | $1.42 \times 10^{-3}$ | 0.019 | 0.022 | 0.011 |
| $\text{Ba}_9\text{Nb}_{10}\text{O}_{30}$† | $3.96 \times 10^{-3}$ | 0.086 | 0.077 | 0.017 | $\text{Sr}_2\text{Co}_1\text{O}_{10}$ | $3.93 \times 10^{-3}$ | 0.251 | 0.229 | 0.018 |
| $\text{Al}_6\text{C}_3$ | $1.09 \times 10^{-2}$ | 0.024 | 0.080 | 0.084 | $\text{CSP}$ | $7.19 \times 10^{-3}$ | 0.019 | 0.084 | 0.060 |
| $\text{Rb}_4\text{Nb}_6\text{O}_{12}$ | $1.78 \times 10^{-2}$ | 0.075 | 0.171 | 0.125 | $\text{Ca}_6\text{Al}_2\text{N}_0$ | $9.78 \times 10^{-3}$ | 0.133 | 0.017 | 0.048 |
| Albite                   | $2.36 \times 10^{-2}$ | 0.541 | 0.679 | 0.095 | $\text{Mo}_4\text{O}_{12}$ | $1.74 \times 10^{-2}$ | 0.492 | 0.185 | 0.055 |
| $\text{Co}_1\text{H}_2\text{O}_2$ | $4.49 \times 10^{-2}$ | 1.230 | 1.335 | 1.577 | $\text{Zr}_1\text{Cu}_1\text{F}_6$ | $3.08 \times 10^{-2}$ | 0.437 | 0.263 | 0.558 |
(1) For phase velocity, the FAM generally has a better agreement with the FEM than the classical SOA theory, and the DAM achieves a further accuracy improvement in most cases. These are especially true for both branches of cubic and hexagonal materials, the $A_{\text{eq}} > 1$ branch of trigonal materials and the $A_{\text{eq}} < 1$ branch of orthorhombic materials. For these cases, the DAM has about 10 times better accuracy than the SOA.

(2) For attenuation, the FAM mostly delivers an order of magnitude improvement in accuracy than the SOA, with the DAM performing even better, especially for materials of large $Q_{L \rightarrow T}$. However, as aforementioned, the approximate models (notably the DAM) predict even less accurate attenuation results than the SOA for the materials with a negative quadratic coefficient $q$. Such materials mainly come from the $A_{\text{eq}} < 1$ branch of the cubic (of small $Q_{L \rightarrow T}$), hexagonal and orthorhombic symmetries, in which cases, a substantial number of materials have an SOA-SC difference below the 0% line in figure 2b. Since the approximate models perform exceptionally well for phase velocity, we postulate that for these cases, attenuation calculation can no longer be based on equation (5.1), where the quadratic coefficient is simply the double of that determined by the quasi-static velocities. Instead, the quadratic coefficient for attenuation may have a different relation to that for phase velocity, but this is not yet understood. For this reason, the FAM and DAM should not be used for attenuation in polycrystals with negative values of $q$.

(3) For both phase velocity and attenuation, the SOA, FAM and DAM perform just as well for weakly scattering materials with $Q_{L \rightarrow T} \leq 0.005$. It is difficult to tell which model performs better, so the classical SOA theory would be the best choice for these materials. Such materials include widely used structural materials, such as Al, $\alpha$-Ti and $\alpha / \beta$ Ti.

We note that the FAM is empirical due to its root in the quadratic fit to the quasi-static SC velocities. By contrast, the DAM is a general model with theoretically determined coefficients and is valid for any material. It provides a simple means for the accurate calculation of attenuation and phase velocity, especially for materials of large $Q_{L \rightarrow T}$. One can easily determine its needed parameter from the classical SOA and SC theories.

We emphasize that the quadratic coefficient $q$ obtained from quasi-static velocities for the FAM and DAM is independent of the spatial TPC function. We have previously demonstrated this independence for polycrystals with equiaxed grains (scalar TPC) of greatly contrasting size distributions [36] and for polycrystals with elongated grains (direction-dependent TPC) [37]. As a result, both models presented here are applicable to any grain geometry with different grain shapes and grain size distributions.

5. Conclusion

In this paper, we appraised the classical SOA theory using three-dimensional grain-scale FE simulations, based on which we proposed approximate models to deliver more accurate attenuation and phase velocity calculations. We focused on plane longitudinal waves in untextured polycrystals with statistically equiaxed grains covering all seven crystal symmetries. We initially appraised the classical SOA theory at the quasi-static velocity limit using the three-dimensional FE and SC results. We revealed prominent findings for the addressed longitudinal velocity limit $V_{L}^{SOA}$ based on 10 390 materials belonging to the seven crystal symmetries. First, the SC ($V_{L}^{SC}$) and FEM quasi-static velocities have an excellent agreement (error below approx. 0.1%), so the SC theory is suited for appraising the SOA theory at the quasi-static velocity limit. Second, the SC and FEM results generally exhibit two branches with $A_{\text{eq}} < 1$ and $A_{\text{eq}} > 1$ ($A_{\text{eq}} = 1$ denotes isotropy) for each crystal symmetry. Third, the SC and FEM results of each branch are better sorted by the elastic scattering factor, $Q_{L \rightarrow T}$, than by existing anisotropy indices, manifested as a monotonic correlation of the results with $Q_{L \rightarrow T}$. Lastly, the $V_{L}^{SOA}$ shows a linear relationship with $Q_{L \rightarrow T}$ for all symmetries and branches (since the SOA solution is truncated to this order), while by contrast, the SC and FEM velocities generally have a quadratic relationship. This led us to postulate that the quasi-static velocity variation of any material can be described up to the
quadratic order of $Q_{L \rightarrow T}$, with the linear part defined by the SOA theory and the quadratic part by the $V_{L}^{SC} - V_{L}^{SOA}$ difference.

We subsequently appraised the classical SOA theory for its veracity in calculating attenuation and phase velocity using the FEM results of 90 materials with different crystal symmetries. We found that the SOA theory has an excellent agreement with the FEM results for materials of low $Q_{L \rightarrow T}$, but it shows an increasingly large deviation from the FEM as $Q_{L \rightarrow T}$ increases. Following the quasi-static velocity findings, we attributed this rise in deviation to the different orders of the SOA and the FEM on $Q_{L \rightarrow T}$, with the former being a linear order and the latter quadratic. Based on these results, we proposed the fitted (FAM) and direct (DAM) approximate models to account for the additional quadratic term in the models. The FAM takes its quadratic coefficient from the quasi-static $V_{L}^{SC}$ fits and is thus symmetry-specific. Its predictions are mostly indistinguishable from the FEM results, but it delivers excellent results only for cubic and trigonal materials with $A_{eq} > 1$ whose quasi-static SC results follow tightly with the fits. The DAM takes a step further to theoretically determine its quadratic coefficient from the quasi-static $V_{L}^{SC} - V_{L}^{SOA}$ velocity difference for each individual material. As a result, the DAM is a general model suitable for any material and has a generally better agreement with the FEM than the FAM. It exhibits a near-perfect performance for phase velocity, but for attenuation, it is only valid for materials of positive quadratic coefficients (also applies to the FAM). We do not yet understand why the models are not well suited for materials of negative quadratic coefficients. We note that the FAM and DAM models have the same level of accuracy as the classical SOA theory for weakly scattering materials with $Q_{L \rightarrow T} \leq 0.005$.

The proposed models (particularly the DAM) provide a simple means for accurately calculating attenuation and phase velocity. Notably, they are independent of the spatial TPC and can thus be used for various polycrystals with different grain size distributions and shapes. Therefore, they may open up exciting opportunities for characterizing the microstructure of polycrystals.
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