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Abstract

The cues needed to detect spoofing attacks against automatic speaker verification are often located in specific spectral sub-bands or temporal segments. Previous works show the potential to learn these using either spectral or temporal self-attention mechanisms but not the relationships between neighbouring sub-bands or segments. This paper reports our use of graph attention networks (GATs) to model these relationships and to improve spoofing detection performance. GATs leverage a self-attention mechanism over graph structured data to model the data manifold and the relationships between nodes. Our graph is constructed from representations produced by a ResNet. Nodes in the graph represent information either in specific sub-bands or temporal segments. Experiments performed on the ASVspoof 2019 logical access database show that our GAT-based model with temporal attention outperforms all of our baseline single systems. Furthermore, GAT-based systems are complementary to a set of existing systems. The fusion of GAT-based models with more conventional countermeasures delivers a 47% relative improvement in performance compared to the best performing single GAT system.
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1. Introduction

The success of anti-spoofing solutions for automatic speaker verification (ASV) systems is dependent on the reliable identification of processing artefacts stemming from the manipulation or synthesis of speech signals [1]. These artefacts are known to reside within specific sub-bands or temporal segments [2–7]. Their detection hence calls for spoofing countermeasure systems with spectral and/or temporal attention.

Convolutional neural network (CNN) approaches have been applied extensively to the anti-spoofing problem. CNNs are particularly appealing because of their capacity to extract localised artefacts within spectro-temporal decompositions such as a spectrogram. For both the ASVspoof 2017 [8] and ASVspoof 2019 [9–11] challenges, CNN-based approaches were among the best performing systems. More elaborate systems, such as those based upon ResNet architectures, are now attracting greater interest, and enable the learning of deeper networks using residual blocks with skip connections [12–19].

Our own work [20] explored the use of a RawNet2 architecture [21]. Similar to the original RawNet architecture [22], RawNet2 adopts residual blocks with skip connections and feeds their output to a gated recurrent unit layer to extract utterance level representations. The first convolutional layer uses a bank of band-pass filters parametrised in the form of sinc functions in identical fashion to SincNet [23]. Other differences include the use of cosine similarity scoring and the application of feature map scaling (FMS) to residual block outputs. FMS acts to emphasise the most salient sinc filter outputs (or sub-bands) by applying different weights to aggregated features extracted from each band. The network can hence be optimised to apply greater attention to the most discriminant sub-bands. FMS can be interpreted as a form of spectral attention and is applied to residual block outputs which is an aggregated frequency response. However, it neither learns nor models the relationships between different filters or sub-bands (e.g. spoofing artefacts present simultaneously in two different sub-bands). Like CNNs, ResNet and RawNet-based architectures also lack the capacity to capture and use such information to help discriminate between bona fide and spoofed speech. Having observed that spoofing artefacts can be present across multiple sub-bands or temporal segments, our hypothesis is that an attention mechanism with the power to model the relationships between different them has potential to improve upon anti-spoofing performance.

Graph neural networks (GNNs) [24, 25], especially recent architectures such as graph convolution networks (GCNs) [26] or graph attention networks (GATs) [27] can be used to model these relationships. Instead of modelling frames or sub-band representations linearly, GNNs models the non-Euclidean data manifold spanning different sub-bands and temporal segments. While conventional attention mechanisms can be used in spatial or sequence-based tasks to focus on more relevant information, graph attention mechanisms have the capacity to learn which sub-bands or segments are the most informative with regard to their neighbours, and to assign weights to emphasise those that are the most discriminative. Accordingly, we have explored the use of GNN-based architectures to model spectral and temporal relationships for the spoofing detection task.

The remainder of the paper is organised as follows. Section 2 describes the related work, Section 3 introduces the proposed GAT approach to anti-spoofing. The experimental setup and results are presented in Section 4. Finally, the paper is concluded in Section 5.

2. Related work

Velickovic et al. [27] introduced graph attention networks (GATs) for node classification in graph-structured data. By modelling the relationships between neighbouring nodes using a self-attention approach, GAT was used to learn the hidden representations of each node in the graph. The work demonstrated that GAT-based attention models can also be applied to arbitrarily structured graphs. Rather than modelling these relationships with identical weights as with GraphSage [28] or with pre-determined weights as with GCNs [26], GATs learn weights via a self-attention mechanism, such that nodes are weighted according to the information they provide relative to neighbouring nodes [27].
GNNs, including GCN and GAT variants, have been applied successfully in a variety of speech-related tasks. Zhang et al. [29] applied GCNs to few-shot audio classification. GNNs were used to predict an attention vector which helps to discriminate between different audio classes accordingly to their relative importance. Results showed the effectiveness of so-called attentional GNNs in transferring the metric representation learned from training classes to novel classes. Liu et al. [30] demonstrated the application of GNNs to neural speech synthesis, for which they are used to encode explicitly the syntactic relationships of the different elements within a sentence. Jung et al. [31] showed how GATs can be used to learn utterance-level relationships between speakers and how a GAT architecture with residual connections can be adapted to compute utterance-level similarity scores for speaker verification. To the best of our knowledge, this paper reports the first application of GATs to the anti-spoofing problem for which it is used to model the relationships between isolated spectral or temporal artefacts.

3. Anti-spoofing using GATs

In this section, we describe our approach to anti-spoofing using GATs. We describe the deep residual network (ResNet-18) architecture [32] which is used to extract high-level representation and then the GAT framework. Finally, we discuss the application of temporal and spectral attention. The architecture is illustrated in Figure 1.

3.1. Extraction of high-level representations

We use a ResNet-18 [32] system to learn high-level representations from acoustic features. The use of residual blocks facilitates the learning of a deeper network than is possible without them. The architecture is illustrated in Table 1. The network consists of a $3 \times 3$ convolutional layer and a $3 \times 3$ max pool layer to downsample the input feature map. Then follows four residual blocks and averaging either in time or frequency, depending on the domain in which attention is applied. The kernel, filter, stride and output sizes (no. of CNN filters $\times$ frequency $\times$ time) for each layer are illustrated in Table 1.

3.2. Graph Attention Network

High-level feature representations are fed to the GAT whose architecture is identical to that in [31]. A graph $\hat{g}$ is first formed from the ResNet-18 output $e$ where $e \in \mathbb{R}^{N \times D}$, where $N$ is the number of nodes ($N=3$ or 5 depending on whether the ResNet-18 output is averaged across time or frequency) and where $D=512$ is the feature/node dimension. The graph is fully-connected with edges between every pair of nodes, including self-connections. A GAT layer aggregates neighboring nodes using weights learned with a self-attention mechanism. Through this process, nodes are projected into another representation learned from the minimisation of a training loss. Using a GAT, more informative nodes are aggregated using greater weights, where the weight reflects the strength of the relationship between a given node pair.

The GAT output is denoted as:

$$GAT(\hat{g}) = \frac{1}{N} \sum_{n \in \mathcal{G}} o_n W_{out},$$  \hspace{1cm} (1)

where $W_{out}$ is the projection matrix which maps each node vector to a scalar and $o_n$ is the output feature for node $n$ which is determined according to GAT node propagation:

$$o_n = BN(W_{att}(m_n) + W_{rex}(e_n)),$$ \hspace{1cm} (2)

where BN is batch normalisation [33], $W_{att}$ is a matrix which projects the aggregated information for each node $n$ to the target dimensionality, whereas $W_{rex}$ projects the residual to match the target dimensionality.

![Figure 1: Proposed GAT approach to anti-spoofing. Frequency-masked, high-resolution log-linear filterbank (LFB) features extracted from an input utterance are fed to a ResNet-18 network to extract high-level representations. The ResNet-18 feature map output is used to construct a graph with nodes $n$ after averaging across time, (spectral attention, GAT-S) or frequency (temporal attention, GAT-T). We use a GAT layer followed by projection and readout to predict whether the input utterance is bona fide or spoofed.](image)

![Table 1: The details of ResNet-18 architecture. Convolutional layers are followed by batch normalisation and scaled exponential linear unit (selu) activation function. The output from average layer is used for graph formulation for GAT where averaging is applied along time or frequency domain depending on the configuration. Numbers denoted in output size are refers to (no. of CNN filters $\times$ frequency $\times$ time).](table)
The information from neighboring nodes is aggregated via self-attention according to:

$$m_n = \sum_{v \in \mathcal{M}(n) \cup \{n\}} \alpha_{v,n} e_v,$$

where \(\mathcal{M}(n)\) refers to the neighboring nodes of node \(n\), and \(\alpha_{v,n}\) refers to the attention weight between nodes \(v\) and \(n\). We consider the neighbouring nodes for node \(n\) to be the full set of nodes within the graph, including the node itself. The attention weight is calculated differently that in the original work [27] according to:

$$\alpha_{v,n} = \frac{\exp(W_{map}(e_n \odot e_v))}{\sum_{w \in \mathcal{M}(n) \cup \{n\}} \exp(W_{map}(e_n \odot e_w))},$$

where \(W_{map} \in \mathcal{R}^D\) is the learnable map applied to the dot product and where \(\odot\) denotes element-wise multiplication. Full details are available in [31].

3.3. Spectral and temporal attention

Psychoacoustics research [34] shows that the human auditory system can select the most informative spectral bands and acts to perform an auto-correlation corresponding to the temporal correlation between adjacent frames. In order to capture such cues, we apply GATs with attention in either spectral or temporal domains. Temporal attention (GAT-T, top-right of Figure 1) is applied to model the temporal relationships between adjacent frames and can help to capture complex nonlinear temporal artefacts. Spectral attention (GAT-S, bottom-right of Figure 1) is used to model the relationships between different sub-bands.

4. Experimental setup

Our work was performed using the ASVspoof 2019 Logical Access (LA) database [35] and default metrics. We report results for our specific implementation of GAT solutions with either temporal or spectral attention and compare these to results for competing, state-of-the-art systems.

4.1. Database and evaluation metric

The ASVspoof 2019 LA database has three independent subsets: train; development; evaluation. Spoofed speech in each dataset is generated using a set of different speech synthesis, voice conversion and hybrid algorithms [35]. Attacks in the training and development set were created with a set of 6 different algorithms (A01-A06), whereas those in the evaluation set were created with a set of 13 algorithms (A07-A19). We used the minimum normalised tandem detection cost function (t-DCF) [36] as a primary metric but also report results in terms of the pooled equal error rate (EER).

4.2. Baselines

We implemented three baselines: a high-spectral resolution linear frequency cepstral coefficient system with a conventional Gaussian mixture model classifier [7] (LFCC-GMM); a ResNet-18 system (the same as used in our GAT system, but with different attention mechanisms); a RawNet2 system [20]. We used the ResNet-18 systems in order to compare the benefit of GAT-based attention to alternative attention mechanisms: statistics pooling (SP) [37]; self-attentive pooling (SAP) which assigns different weights to different frames according to both weighted means and weighted standard deviations.

4.3. Implementation details

While we obtained similar results using alternative representations such as linear frequency cepstral coefficients (LFCCs) [7, 39], all work reported in this paper was performed with 60-dimensional log linear filter bank (LFB) features extracted from 30 ms windows with a 10 ms frame shift and from audio waveforms which are truncated or concatenated to \(\approx 4\) second segments (64600 samples). To improve generalisation, we applied frequency masking augmentation [17, 40] to mask a random selection of contiguous frequency bands during training. The same frequency mask is applied to all training data within the same mini-batch. The maximum number of masked frequency bands was set to 12.

The ResNet-18 system operates upon the LFB features to produce high-level feature representations which are fed to the GAT after either temporal or spectral averaging. These are used to form an input graph where each node represents sub-bands or temporal segments with a 512-dimensional nodes/features. The GAT operates upon the input graph to generate the weighted output graph where the nodes/features dimension is 128. The latter are projected into a one-dimensional space (scalar) using an affine transforms (i.e. dense layer). Node features are finally aggregated using a readout layer to predict the output score. The entire system (both ResNet-18 and GAT) is trained using the ASVspoof 2019 LA training partition with binary cross-entropy (BCE) loss with a sigmoid activation function, a fixed learning rate of 0.0001 and a weight decay parameter of 0.0001. We used the standard Adam optimiser with a mini-batch size of 64 and train for 300 epochs.

4.4. Results

Results in terms of the min t-DCF are illustrated in Table 2 for development data (A01-06) and evaluation data (A07-A19). Columns labelled P1 and P2 show pooled min t-DCF and pooled EER results for each partition. For the development set, the baseline LFCC-GMM, GAT-T, GAT-S and RawNet-18 systems all yield min t-DCF values of close to zero, whereas the RawNet-2 system compares poorly. For almost all attacks in the evaluation set, GAT-T and GAT-S systems perform as well or, better than the baseline systems. While pooled results show only a modest improvement for the GAT-T system, they are dominated by results for the A17 attack, for which the best results are obtained by the RawNet2 system. A comparison of results for other attacks and for ResNet-18, GAT-T and GAT-S systems show the benefit of graph-based approaches to model temporal or spectral relationships. The attention mechanisms of the three ResNet-18 systems are less effective, with pooled results being worse than for the LFCC-GMM system without any attention mechanism. We also note substantial differences in performance at the attack level. Whereas the use of spectral attention results in better performance for some attacks, temporal attention works better for others, and vice versa. These observations imply that different attacks exhibit different artefacts, none of which can be captured with a single classifier on its own.
4.5. Fusion

We performed fusion experiments using the support vector machine (SVM) based fusion approach described in [7] using different combinations of LFCC-GMM, GAT-T, GAT-S and RawNet2 systems. Since the GAT-T and GAT-S systems outperform ResNet-18 systems and since the GAT systems are in any case built on top of the ResNet-18 systems, we discounted the latter in our fusion experiments. Fusion results are presented in boldface in Table 3. Also included in Table 3 are results for a selection of top-performing, primary systems reported in the literature. These results further demonstrate the effectiveness of GNN-based attention approaches. Fusion results for different combinations of LFCC-GMM, RawNet2 and GAT-based systems all lead to improvements in performance. The best result comes from the fusion of all four systems which represents a 47% relative reduction in terms of min t-DCF over the best single, GAT-T system. Our results are also competitive with those of competing, top-performing systems. Only one achieves a lower min t-DCF than our best fused system. Even then, the gap is modest, while our system achieves a lower EER corresponding to a relative improvement of over 10%.

5. Conclusions

Graph attention networks (GATs) apply a self-attention mechanism to graph convolutional networks in order to model graph structured data. Each node in the graph is weighted according to its relevance to other nodes. The weights reflect the relationships between connected nodes, which here represents either a specific sub-band or temporal segment. Our work shows how GATs can be used to model these relationships using high-level representations extracted from deep residual networks and how this improves spoofing detection performance. Our experiments, performed on the ASVspoof 2019 Logical Access dataset, show that the GAT solution outperforms ResNet-18 and RawNet2 baseline systems by a substantial margin and that the GAT system with temporal attention also outperforms the high resolution LFCC-GMM system. GAT-based systems also outperform all other systems for 9 out of 13 spoofing attacks. Fusion experiments show that GAT-based systems are complementary to the baselines, with an ensemble system producing a 47% relative reduction in the t-DCF over the best, single GAT-T system.

While the RawNet2 baseline operates directly upon the raw signal, our GAT solution operates upon filterbank outputs. We are now working to improve computational efficiency such that our GAT solution can also be applied directly to the raw signal. Another target for our future work will be to determine the native and origins of the artefacts being detected with spectral and temporal attention and then to link these to specific spoofing attacks and the algorithmic origins.
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