MOMENTS OF THE HERMITIAN MATRIX JACOBI PROCESS
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Abstract. In this paper, we compute the expectation of traces of powers of the hermitian matrix Jacobi process for a large enough but fixed size. To proceed, we first derive the semi-group density of its eigenvalues as a bilinear series of symmetric Jacobi polynomials. Next, we use the expansion of power sums in the Schur polynomial basis and the integral Cauchy-Binet formula in order to determine the partitions having non zero contributions after integration. It turns out that these are hooks of bounded weight and the sought expectation results from the integral of a product of two Schur functions with respect to a generalized Beta distribution. For special values of the parameters on which the matrix Jacobi process depends, the last integral reduces to the Cauchy determinant and we close the paper with the investigation of the asymptotic behavior of the resulting formula as the matrix size tends to infinity.

1. Reminder and motivation

Given three integers $d,p,m$ such that $1 \leq p,m < d$, the hermitian matrix Jacobi process $(J_t)_{t \geq 0}$ of parameters $(p,q := d-p)$ was defined in [16, page 141] as the product of the $m \times p$ upper-left corner of a $d \times d$ Brownian motion $(Y_t)_{t \geq 0}$ on the unitary group $U(d,\mathbb{C})$ ([24]) and of its Hermitian conjugate. Equivalently, if $P_m$ and $Q_p$ are two $d \times d$ diagonal projections of ranks $m$ and $p$ respectively, then

$$
\begin{pmatrix}
J_t & 0_{m,d-m} \\
0_{d-m,m} & 0_{d-m}
\end{pmatrix} := (P_m Y_t Q_p) (P_m Y_t Q_p)^* = P_m Y_t Q_p Y_t^* P_m,
$$

where $0_{d-m,m}, 0_{m,d-m}, 0_{d-m}$ are the null matrices of shapes $d \times m, m \times d - m, d - m \times d - m$ respectively. With this matrix representation in hands and from the independence of the increments of the Lévy process $(Y_t)_{t \geq 0}$, it follows that if $d = d(m)$ and $p = p(m)$ depend on $m$ such that

$$
\lim_{m \to \infty} \frac{p(m)}{d(m)} := \theta \in ]0,1[, \quad \lim_{m \to \infty} \frac{m}{p(m)} := \eta > 0, \text{ with } \eta \theta \in ]0,1[,
$$

exist, then the expectation of the normalized trace of any finite-tuple of matrices drawn from $(J_t/d(m))_{t \geq 0}$ converge as $m \to \infty$ ([11], see also the recent paper [8] where the convergence is shown to hold in the strong sense). In particular, if $E$ denotes the expectation of the probability space where $(Y_t)_{t \geq 0}$ is defined, then the following limit

$$
\mathcal{M}_n(t, \eta, \theta) := \lim_{m \to \infty} \frac{1}{m} E \left[ \left( J_t/d(m) \right)^n \right]
$$

exists for any $n \geq 0$, $t \geq 0$, and the sequence $(\mathcal{M}_n(t, \eta, \theta))_{n \geq 0}$ determines the spectral distribution of the so-called free Jacobi process ([11]). Furthermore, the limit

$$
\mathcal{M}_n(\infty, \eta, \theta) := \lim_{t \to \infty} \mathcal{M}_n(t, \eta, \theta), \quad n \geq 0,
$$

is the moment sequence of the spectral distribution of the large $m$-limit of $P_m U Q_{p(m)} U^* P_m$, where $U$ is a $d(m) \times d(m)$ Haar unitary matrix. In other words, this limiting distribution describes the spectrum of the large $m$-limit of matrices drawn from the Jacobi unitary ensemble and its Lebesgue decomposition follows readily from freeness considerations ([9], [7], [11]). Besides, an explicit expression of $\mathcal{M}_n(\infty, \eta, \theta)$ obtained from large $m$-asymptotics of the moments of the multivariate Beta distribution figures in [6, Theorem 4.4]. However, the situation becomes rather considerably more complicated when dealing with $\mathcal{M}_n(t, \eta, \theta)$ for
fixed time $t > 0$, as witnessed by the series of papers [14, 15] and [13]. For instance, it was proved in [14] that
\begin{equation}
\mathcal{M}_n(t, 1, 1/2) = \frac{1}{2^n} \binom{2n}{n} + \frac{1}{2^n} \sum_{k=1}^{n} \binom{2n}{n-k} \frac{L_k^1(2kt)e^{-kt}}{k!},
\end{equation}
where $L_k^1$ is the $k$-th Laguerre polynomial of index 1 ([11, chapter 6]). In this formula
\begin{equation}
\frac{1}{k!} L_k^1(2kt)e^{-kt}, \quad k \geq 1,
\end{equation}
is the $k$-th moment of the so-called free unitary Brownian motion at time $2t$ ([14], [23], [28]), which arises in the large $d$-limit of $(Y_{t/d})_{t \geq 0}$. This observation led to a beautiful, yet striking, representation of the spectral distribution of the free Jacobi process associated with the couple of values $\eta = 1, \theta = 1/2$. In [15], partial results on the spectrum of the free Jacobi process associated with $\eta = 1, \theta \in [0, 1]$ were obtained. There, a unitary process related to the free Jacobi process was considered and a detailed analysis of the dynamics of its spectrum was performed. The connection between both spectra is then ensured by a non commutative binomial-type expansion. In the recent paper [13], a complicated expression of $\mathcal{M}_n(t, 1, \theta)$ is obtained using sophisticated tools from complex analysis.

Motivated by these findings, we tackle here the problem of computing the large $m$-limit [2] by deriving an explicit expression of $\mathbb{E}(\text{tr}(J_{t/d}))$ for fixed $t > 0, n \geq 1$. To this end, we shall assume that $m$ is large enough so that $m > n$ and make use of the semi-group density of the eigenvalues process of $(J_t)_{t \geq 0}$. In this respect, it was noticed in [10] that the latter process is realized as $m$ independent real Jacobi processes of parameters $(2(p-m+1) > 0, 2(q-m+1) > 0)$ and conditioned never to collide. As a matter of fact, its semi-group density follows readily from the Karlin and McGregor formula (see [12] for the details) and is given by a bilinear series of symmetric Jacobi polynomials indexed by partitions (see for instance [9], [22]). We shall also prove the absolute-convergence of the series defining this density, so that the Cauchy-Binet formula (see Exercise 8, p.386 in [25]). Summarizing, we obtain the following result, where we denote by $U_p^{-m,q-m,m}(1^m)$ the value at the point
\begin{equation}
1^m = (1, \ldots, 1)_{m \text{ times}}
\end{equation}
of the symmetric Jacobi polynomial $U_p^{-m,q-m,m}$ of parameters $(p-m, q-m)$, by $\mu \subseteq \tau$ the ordering induced by the Young diagrams associated with the partitions $\mu = (\mu_1 \geq \ldots \geq \mu_m \geq 0)$, $\tau = (\tau_1 \geq \ldots \geq \tau_m \geq 0)$, by $\alpha = \alpha(n,k) := (n-k, 1^k)$ a hook of weight $|\alpha| = n$ and by $\beta(\cdot, \cdot)$ the Beta function (see the next sections for more details on both Jacobi polynomials and partitions).

**Theorem 1.** Let $p \wedge q \geq m$ and set $r := p-m \geq 0$, $s := q-m \geq 0$. Then
\begin{equation}
\mathbb{E}(\text{tr}(J_{t/d})) = \sum_{k=0}^{n-1} (-1)^k \sum_{\tau \subseteq \alpha} \sum_{\mu \subseteq \tau} a_{\tau}^{r,s,m} e^{-K_{\tau}^{r,s,m}(t/d)} U_{\tau}^{r,s,m}(1^m) \sum_{\beta(\cdot, \cdot) \subseteq \tau} b_{\mu, \tau}^{r,s,m} \det(\beta(\alpha_i + \mu_j + 2m - i - j + r + 1, s + 1))_{i,j=1}^m,
\end{equation}
where $a_{\tau}^{r,s,m}, b_{\mu, \tau}^{r,s,m} \in \mathbb{R}$ are given in ([13] and [14]) respectively and where
\begin{equation}
K_{\tau}^{r,s,m} = \sum_{i=1}^{m} \tau_i (\tau_i + r + s + 1 + 2(m-i)).
\end{equation}

When $s = 0$, the determinant of Beta functions reduces to the well-known Cauchy determinant. Together with Weyl dimension formula, we get the following corollary where, for a partition $\tau$, $s_\tau$ denotes the associated Schur polynomial (see Section 3 for more details on Schur polynomial).
Corollary 1. If $s = 0$, then we have

$$
\mathbb{E}(\text{tr}([J_{t/d}]^n)) = \sum_{k=0}^{n-1} (-1)^k \sum_{\tau \subseteq \alpha} e^{-K_{r,0,m}(t/d)} \prod_{i=1}^{m} [2(\tau_i + m - i) + r + 1] \left\{ \frac{\Gamma(m - i + 1)\Gamma(r + \tau_i + m - i + 1)}{\Gamma(\tau_i + m - i + 1)\Gamma(r + m - i + 1)} \right\}^2,
$$

(5)

If further $r = s = 0$, then

$$
\mathbb{E}(\text{tr}([J_{t/d}]^n)) = \sum_{k=0}^{n-1} (-1)^k \sum_{\tau \subseteq \alpha} e^{-K_{r,0,m}(t/d)} \prod_{i=1}^{m} [2(\tau_i + m - i) + 1] \left\{ \sum_{\mu \leq \tau} \prod_{i<j}^{1 \leq i<j \leq m} (\tau_i + \tau_j + 2m - i - j + r + 1)^2 \prod_{\mu \subseteq \tau} \prod_{i<j}^{1 \leq i<j \leq m} (\alpha_i + \mu + 2m - i - j + r + 1) \right\}^{b_{r,0,m}^\mu s_{\mu}(1^n)s_{\alpha}(1^n)}.
$$

Let us point out that, for $s = 1$, the determinant

$$
\text{det} (\beta(\alpha_i + \mu + 2m - i - j + r + 1, 2))_{i,j=1}^m = \text{det} \left( \frac{1}{(\alpha_i + \mu + 2m - i - j + r + 1)(\alpha_i + \mu + 2m - i - j + r + 2)} \right)_{i,j=1}^m
$$

was already considered in [19], where it is expanded in some basis of symmetric functions. Up to our best knowledge, there is no general explicit expression of the above determinant for arbitrary $s \geq 0$. Nonetheless, as we shall see below, the term corresponding to the null partition $\tau = (0)$ may be computed using Kadell’s integral (see Exercise 7, p.385 in [24]) and as such, we retrieve the moments derived in [6] (see Proposition 2.2 and Corollary 2.3 there) of the multivariate Beta distribution arising from the Jacobi unitary ensemble. This is no means a surprise since all but this term cancel when we let $t \to \infty$ in [4] and the distribution of $J_t$ converges weakly as $t \to \infty$ to that of the Jacobi unitary ensemble (also known as the matrix-variate Beta distribution).

Back to formula (6), some of the products involved there terminate after cancellations, since the lengths of $\mu, \tau, \alpha$ satisfy $l(\mu) \leq l(\tau) \leq l(\alpha) \leq n < m$. This observation allows to take the limit as $m \to \infty$ there, assuming $p = p(m)$ and $d = d(m)$ are such that (11) holds. Moreover, we show that $b_{r,0,m}^\mu s_{\mu}(1^n)$ has finite large $m$-limit which, together with the generalized binomial formula for Schur functions ([20]), entail

$$
\lim_{m \to \infty} U_{r,m}^{\tau,0,m} = \left( 1 - \frac{1}{\theta} \right)^{|\tau|}.
$$

Here, we write $r = r(m) = p(m) - m$, $s = s(m) = d(m) - p(m) - m$ and the assumption $s(m) = 0$ corresponds in the large $m$-limit to the set

$$
\theta \in [0, 1], \{ \theta(1 + \eta) = 1 \}.
$$

Since $s_{\alpha}(1^n) = O(m^{s(\alpha)})$ for any partition $\alpha$ ([6], p.4), then we are led after normalizing by the factor $(1/m)$ to an indeterminate limit and as such, the computation of (2) seems to be out of reach for the moment. Note in this respect that the derivation of the moments $\mathcal{M}_\alpha(\infty, \eta, \theta)$ performed in [6] is based on the inverse binomial transform.

The paper is organized as follows. In the next section, we recall the definition of the Brownian motion on the unitary group $U(d, \mathbb{C})$ and derive the stochastic differential equation satisfied by the hermitian matrix Jacobi process which was announced in [16] without proof. In the same section, we recall also the stochastic differential system satisfied by the corresponding eigenvalues process and prove the absolute convergence of the semi-group density of the latter. In section 3, we prove our main results, that is,Theorem 1 and his corollary. For that purpose, we recall some facts on both Schur polynomials and symmetric Jacobi polynomials associated with hooks then generalize an orthogonality relation for the real Jacobi polynomial to its multivariate analogue. In the last section, we investigate the asymptotic behavior of all the terms appearing in the right-hand side of (6).
2. The Hermitian matrix Jacobi process and its eigenvalues process

2.1. From the unitary Brownian motion to the Hermitian matrix Jacobi process. The existence of the limit \( \mathbb{E} \) relies to a large extent on the convergence of the moments of \( (Y_{t/d})_{t \geq 0} \) to those of the free unitary Brownian motion \((U_0, \mathbb{C})\). The time normalization \( t/d \) is equivalent to the normalization of the Laplace-Beltrami operator on \( \mathcal{U}(d) \) by a factor \(1/d\), which in this case corresponds to the Killing form
\[-d \text{tr}(XY),\]
where \(X, Y\) are skew-hermitian matrices. With this normalization, the unitary Brownian motion solves the following stochastic differential equation (see \([21]\)):
\[
dY_t = iY_t dH_t - \frac{1}{2}Y_t dt, \quad Y_0 = I_d,
\]
where \(I_d\) is the \(d \times d\) identity matrix and \( (H_t)_{t \geq 0} \) is a \(d \times d\) matrix-valued Hermitian process whose diagonal entries are real Brownian motions while its off diagonal entries are complex Brownian motions, all of them being independent and have common variance \(t/d\). Besides, the process \( (Y_{t/d})_{t \geq 0} \) is a left Brownian motion in the sense that the semi-group operator
\[
f \mapsto \mathbb{E}[f(ZY_t)], \quad Z \in \mathcal{U}(d, \mathbb{C}),
\]
defined on the space of continuous functions \(f\) on \(\mathcal{U}(d, \mathbb{C})\) is left-invariant. Equivalently, the right-increments
\[
Y_{s-1}^{-1}Y_{t/d}, \quad 0 \leq s < t,
\]
of \( (Y_{t/d})_{t \geq 0} \) are invariant under left multiplication by any complex unitary matrix. This choice is by no means a loss of generality since the process \( (Y_{t/d})_{t \geq 0} \) has the same distribution as \( (Y_{t/d})_{t \geq 0} \) and is a right Brownian motion on \(\mathcal{U}(d, \mathbb{C})\).

Now, one can use in order to derive a stochastic differential equation satisfied by \( J_t \). To this end, let
\[
Y_t = \begin{pmatrix} X_t & U_t \\ V_t & W_t \end{pmatrix}, \quad H_t = \begin{pmatrix} R_t & S_t \\ M_t & N_t \end{pmatrix},
\]
be the block decompositions of \(Y_t\) and \(H_t\). Here, \(X_t\) is the \(m \times p\) upper-left corner of \(Y_t\) so that \(J_t = X_tX_t^*\), while \(U_t, V_t, W_t, R_t, S_t, M_t, N_t\) are \(m \times q, d - m \times p, d - m \times q, p \times p, p \times q, q \times p, q \times q\) matrices respectively. Hence, \([21]\) readily gives
\[
dx_t = i(X_t dR_t + U_t dM_t) - \frac{X_t}{2} dt
\]
and Itô formula yields
\[
dJ_t = X_t(dx_t^*) + (dx_t)X_t^* + <(dx_t), (dx_t^*)>
\]
where \(<\cdot, \cdot>\) denotes the bracket of continuous semi-martingales \([29]\). Since
\[
<dB_t, d\overline{F_t}> = t, \quad <dB_t, dB_t> = 0,
\]
for any complex Brownian motion \((B_t)_{t \geq 0}\) of variance \(t\), since \((R_t)_{t \geq 0}\) and \((M_t)_{t \geq 0}\) are independent and since \(X_tX_t^* + U_tU_t^* = I_m\), then the finite-variation part of the semi-martingale decomposition of \(dJ_t\) is given by:
\[
\left[ \frac{p}{d} I_m - J_t \right] dt.
\]
Again, since \(R_t\) is Hermitian, then the local-martingale part of \(dJ_t\) is given by
\[
i [U_t dM_t X_t^* - X_t dM_t^* U_t^*],
\]
whose bracket coincides with that of the local martingale:
\[
\sqrt{J_t dF_t} \sqrt{I_m - J_t} + \sqrt{I_m - J_t} dF_t^* \sqrt{J_t},
\]
where \((F_t)_{t \geq 0}\) is a complex Brownian matrix whose entries are independent and have common variance \(t/d\). Hence, if \(J_0\) and \(I_m - J_0\) are positive-definite, the following stochastic differential equation holds
\[
dx_t = \sqrt{J_t dF_t} \sqrt{I_m - J_t} + \sqrt{I_m - J_t} dF_t^* \sqrt{J_t} + \left[ \frac{p}{d} I_m - J_t \right] dt.
\]
as long as $J_t$ and $I_m - J_t$ remain so. According to Bru’s Theorem (see [18] page 3061]), there exist $m$ real Brownian motions $(\nu_i)_{i=1}^m$ with common variance $t$ such that the eigenvalues process, say $(\lambda_i)_{i=1}^m$, satisfies the stochastic differential system

$$d\lambda_i(t) = \sqrt{2/d}(\lambda_i(t)(1 - \lambda_i(t)))d\nu_i(t) + \frac{1}{d} \left[ (p - d \lambda_i(t)) + \sum_{j \neq i} \frac{\lambda_i(t)(1 - \lambda_j(t)) + \lambda_j(t)(1 - \lambda_i(t))}{\lambda_i(t) - \lambda_j(t)} \right] dt$$

as long as $0 < \lambda_m(t) < \lambda_{m-1}(t) < \cdots < \lambda_1(t) < 1$. Recalling $q = d - p$, then the infinitesimal generator of $(\lambda_i(2td), t \geq 0)_{i=1}^m$ coincides with the one displayed in [16] page 150. Consequently, $(\lambda_i)_{i=1}^m$ is realized as a Doob transform of $m$ independent real Jacobi processes of parameters $(2(p - m + 1), 2(q - m + 1))$ killed when they first collide, the sub-harmonic function being the Vandermonde polynomial. On the other hand, the main result proved in [12] shows that if $p \land q > m - (1/2)$, then (7) admits, for any starting point $\lambda(0) = (0 \leq \lambda_i(0) \leq \cdots \leq \lambda_1(0) \leq 1)$, a unique strong solution defined on the whole positive half-line. Altogether, we deduce from the last section of [12] that the semi-group density\(^1\) of $(\lambda_i)_{i=1}^m$, say $G_t^{r,s,m}$, is given at time $t$ by:

$$(8) \quad G_t^{r,s,m}(\lambda(0), \lambda) = \sum_{\tau=(\tau_i \geq \cdots \geq \tau_m \geq 0)} e^{-K_{r,s,m}(t/d)} \frac{\det[P_{\tau_i+m-i}^{r,s}(\lambda_j(0))]_{i,j=1}^m}{V(\lambda(0))} \frac{\det[P_{\tau_i+m-i}^{r,s}(\lambda_j)]_{i,j=1}^m}{V(\lambda)} W^{r,s,m}(\lambda),$$

where we recall $r = p - m$, $s = q - m$,

$$K_{r,s,m}^{\tau} := \sum_{i=1}^m \tau_i (\tau_i + r + s + 2(m - i)),$$

where we have set

$$V(\lambda) := \prod_{i < j} (\lambda_i - \lambda_j),$$

$$W^{r,s,m}(\lambda) := \prod_{i=1}^m \lambda_i^r (1 - \lambda_i)^s V(\lambda)^2 1_{\{0 < \lambda_m < \cdots < \lambda_1 < 1\}},$$

and where $P_n^{r,s}$ stands for the $n$-th orthonormal Jacobi polynomial on $[0, 1]$. Actually,

$$P_n^{r,s} := \frac{p_n^{r,s}}{\|p_n^{r,s}\|_2} = \frac{1}{\|p_n^{r,s}\|_2} \frac{(r + 1)_n}{n!} F_2(-n, n + r + s + 1, r + 1, \cdot)$$

with

$$\|p_n^{r,s}\|_2^2 := \frac{1}{2n + r + s + 1} \frac{\Gamma(r + n + 1)\Gamma(s + n + 1)}{\Gamma(n + 1)\Gamma(n + 1 + r + s)}, \quad (r + 1)_n = \frac{\Gamma(r + 1 + n)}{\Gamma(r + 1)},$$

and $F_2$ is the Gauss hypergeometric function (see [14] chapters 2 and 6 for more details). Set

$$P_t^{r,s,m}(x) := \frac{\det[P_{\tau_i+m-i}^{r,s}(x_j)]_{i,j=1}^m}{V(x)} = \prod_{i=1}^m \frac{1}{\|p_{\tau_i+m-i}^{r,s}\|_2} \frac{\det[p_{\tau_i+m-i}^{r,s}(x_j)]_{i,j=1}^m}{V(x)},$$

then $P_t^{r,s,m}$ is known as the symmetric (orthonormal) Jacobi polynomial associated with the partition $\tau$.

Under different normalizations, the family $(P_t^{r,s,m})_{\tau}$ appeared independently in [2], [9], [22], [26] and [27]. For instance, since

$$p_{\tau_i+m-i}^{r,s}(0) = \frac{(r + 1)_{\tau_i+m-i}}{(\tau_i + m - i)!},$$

\(^1\)With respect to Lebesgue measure $d\lambda = \prod_{i=1}^m d\lambda_i$. 
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then \( G_{t_i}^{r,s,m}(\lambda(0), \lambda) \) may be written as

\[
(9) \quad G_{t_i}^{r,s,m}(\lambda(0), \lambda) = \sum_{\tau=(\tau_1 \geq \cdots \geq \tau_m \geq 0)} e^{-K_{r,s,m}(t/d) \tau} \left\{ V(\tilde{\tau}) \prod_{1 \leq i < j \leq m} \frac{1}{(r + j - i)^i} \prod_{i=1}^{m} \frac{p_{r,s,m-i}^{r,s}(0)}{\| p_{r,s,m-i}^{r,s} \|_2^2} \right\}^2 U_{t_i}^{r,s,m}(\lambda(0)) U_{t_i}^{r,s,m}(\lambda) W^{r,s,m}(\lambda),
\]

where \( U_{t_i}^{r,s,m} \) denotes the polynomial considered in \([26]\), normalized to be equal to 1 at \((0, \ldots, 0)\), see \([22]\).

Theorem 10]. More explicitly

\[
U_{t_i}^{r,s,m}(\lambda) := \frac{(-1)^{m(m-1)/2}}{V(\tilde{\tau})} \prod_{1 \leq i < j \leq m} (r + j - i)^i \frac{\det(2F_i(-(\tau_i + m - i), \tau_i + m - i + r + s + 1, r + 1, \lambda_j))_{i,j=1}^{m}}{V(\lambda)}
\]

with

\[
V(\tilde{\tau}) = \prod_{1 \leq i < j \leq m} (\tau_i - \tau_j + j - i)(\tau_i + \tau_j + 2m - i - j + r + s + 1).
\]

The representation (9) is convenient for our purposes since when \( \tau \) is a hook, an explicit expansion of \( U_{t_i}^{r,s,m} \) in the Schur polynomial basis is given in \([22]\).

2.2. Absolute convergence of the semi-group density. Another normalization of the symmetric Jacobi polynomial is related to the spherical function property they satisfy for special parameters \((r, s)\) (see Table II in \([26]\). It has the merit to be well-suited for proving that the series given in (9) is absolutely convergent. Indeed, let \( \phi \in [-1, 1]^m \) and let

\[
q_{n}^{r,s}(x) = p_{n}^{r,s}((1 - x)/2), \quad Q_{r}^{r,s,m}(\phi) = \frac{\det[q_{n}^{r,s}(\phi)]_{i,j=1}^{m}}{V(\phi)},
\]

be the Jacobi polynomial in \([-1, 1]\) and the symmetric Jacobi polynomial in \([-1, 1]^m\) respectively. Then Proposition 7.2 in \([26]\) shows that \( Q_{r}^{r,s,m} \) coincides up to a constant with the symmetric Jacobi polynomials considered there. Moreover, Proposition 1.1 in the same paper shows that for any \( \phi \in [-1, 1]^m \),

\[
|Q_{r}^{r,s,m}(\phi)| \leq Q_{r}^{r,s,m}(1^m), \quad r \geq s \geq 0,
\]

while the special value \( Q_{r}^{r,s,m}(1^m) \) is given by \([26]\ Proposition 7.1):

\[
Q_{r}^{r,s,m}(1^m) = \frac{\Gamma(\tau_1 + m - i + r + 1)2^{-(m-i)}}{\Gamma(\tau_1 + m - i + 1)\Gamma(m - i + r + 1)\Gamma(m - i + 1)}.
\]

Since

\[
P_{r}^{r,s,m}(x) = (-2)^{m(m-1)/2} \prod_{i=1}^{m} \frac{1}{\| p_{r,s,m-i} \|_2} Q_{r}^{r,s,m}(1 - 2x),
\]

then the absolute convergence of (9) amounts to that of

\[
\sum_{\tau=(\tau_1 \geq \cdots \geq \tau_m \geq 0)} e^{-K_{r,s,m}(t/d) \tau} \left[ Q_{r}^{r,s,m}(1^m) \prod_{i=1}^{m} \frac{1}{\| p_{r,s,m-i} \|_2} \right]^2.
\]

By the virtue of the bound

\[
V(\tilde{\tau}) \leq \prod_{i=1}^{m} [\tau_i + m)(2\tau_i + 2m + r + s + 1)]^m
\]

and from the expression

\[
\| p_{r,s,m-i} \|_2^2 = \frac{1}{2(\tau_i + m - i) + r + s + 1} \frac{\Gamma(r + \tau_i + m - i + 1)\Gamma(s + \tau_i + m - i + 1)}{\Gamma(\tau_i + m - i + 1)}
\]

...
it then suffices to prove the absolute convergence of the series
\[
\sum_{\tau_1 \geq \cdots \geq \tau_m \geq 0} e^{-K_{\tau}^{r,s,m}(t/d)} \left( \prod_{i=1}^{m} (\tau_i + m)(2\tau_i + 2m + r + s + 1)^2 \cdot [2\tau_i + 2m + r + s + 1] \times \right.
\frac{\Gamma(\tau_i + m - i + r + s + 1) \Gamma(\tau_i + m - i + r + s + 1)}{\Gamma(\tau_i + m - i + 1) \Gamma(\tau_i + m - i + s + 1)} \bigg) .
\]

Since this is a series of positive numbers, then we can bound it from above by the series over all the m-tuples \((\tau_1, \ldots, \tau_m) \in \mathbb{N}^m\). Doing so leads to proving the absolute convergence of the series
\[
\sum_{j \geq 0} e^{-j(j+r+s+1+2(m-i))(t/d)} [(j + m)(2j + 2m + r + s + 1)^2 \times [2j + 2m + r + s + 1](j + m - i + 1), (j + m - i + 1), (j + m - i + s + 1), r ,]
\]
for any \(1 \leq i \leq m\). But this holds true since
\[
(j + m - i + 1), (j + m - i + s + 1) \sim (j + m - i + 1)^r (j + m - i + s + 1)^r , \quad j \to \infty .
\]

From the mirror symmetry \(q_r^s(-x) = (-1)^n q_s^r(x)\), it follows that \(Q_{r,s,m}(\phi) = (-1)^r Q_{r,s,m}(\phi)\) whence the absolute-convergence of the series \(3\) may be proved for \(0 \leq r \leq s\) along the previous lines. As a matter of fact, if the hermitian matrix Jacobi process starts at the identity matrix \(J_0 = I_m\), then Fubini Theorem yields
\[
E(\text{tr}([J_{t/d}]^n)) = \int \left( \sum_{i=1}^{m} \lambda_i^n \right) G_t^{r,s,m}(1^m, \lambda) d\lambda
\]
\[
= \sum_{\tau_1 \geq \cdots \geq \tau_m \geq 0} e^{-K_{\tau}^{r,s,m}(t/d)} P_{\tau}^{r,s,m}(1^m) \int \left( \sum_{i=1}^{m} \lambda_i^n \right) P_{\tau}^{r,s,m}(\lambda) W^{r,s,m}(\lambda) d\lambda.
\]

3. Proof of Theorem \[1\]

In this section, we prove both Theorem \[1\] and Corollary \[1\]. The proof of the former relies mainly on the lemma below, where we determine the partitions having non zero contributions to the integral displayed in the right hand side of \(10\).

3.1. Partitions. When \(m = 1\), \(r\) is a nonnegative integer and \(P_{\tau}^{r,s,1}\) reduces to the orthonormal one-dimensional Jacobi polynomial \(P_{\tau}^{r,s}\) of degree \(\tau\). In this case, the integral
\[
\int_0^1 x^j P_{\tau}^{r,s}(x)x^{r}(1-x)^s dx
\]
vanishes unless \(j \geq \tau\), since \(x^j\) may be written as a linear combination of \(P_\tau, \tau \leq j\).

For general \(m \geq 2\), the situation is quite similar. More precisely, fix \(n \leq m\) and recall from \[25, page 68, exercise 10\] the following expansion of the \(n\)-th power sum:
\[
\sum_{i=1}^{m} \lambda_i^n = \sum_{k=0}^{n-1} (-1)^k s_\alpha(\lambda),
\]
where
\[
\alpha = \alpha(k, n) = (n - k, 1^k) := (n - k, 1, \ldots, 1, 0, \ldots, 0) , \quad 0 \leq k \leq n - 1 ,
\]
are hooks of common weight
\[
|\alpha| = \sum_{i=1}^{m} \alpha_i = n,
\]
and
\[
s_\alpha(\lambda) = s_\alpha(\lambda_1, \ldots, \lambda_m) = \frac{\det(\lambda_i^{n+m-i})_{i,j=1}^{m}}{\det(\lambda_j^{n-m+i})_{i,j=1}^{m}}
\]
Remark. We shall see below that the symmetric Jacobi polynomial has a 'lower-triangular' expansion in the basis of Schur polynomials with respect to the ordering \( \subseteq \). It is very likely that the inverse expansion of the Schur polynomial in the basis of symmetric Jacobi polynomials is also lower-triangular. In this case, the lemma would follow from the fact that symmetric Jacobi polynomials are mutually orthogonal with respect to the Schur polynomial in the basis of symmetric Jacobi polynomials is also lower-triangular. In this case, the basis of Schur polynomials with respect to the ordering \( \tau \subseteq \alpha \) whenever the partitions \( \tau \) and \( \kappa \) are different.

Lemma 1. For any \( k \leq n - 1 \), the integral
\[
\int s_\alpha (\lambda) P^r,s,m (\lambda) W^r,s,m (\lambda) d\lambda
\]
vanishes unless \( \tau \subseteq \alpha \).

Proof. For sake of simplicity, let us omit in this proof the super-scripts and write simply \( P_r, P_n, W \) instead of \( P^{r,s,m}, P^n, W^{r,s,m} \) respectively. From the Cauchy-Binet formula, it follows that
\[
\int s_\alpha (\lambda) P_r (\lambda) W (\lambda) d\lambda = \frac{1}{m!} \int_{[0,1]^m} \det (\lambda_i^\alpha + m - j) \det (P_{\tau_m - j} (\lambda_i)) \prod_{i=1}^m \lambda_i^\tau (1 - \lambda_i)^s d\lambda
\]
\[
= \det \left( \int_0^1 x^{\alpha_j + m - j} P_{\tau_m - j} (x) x^\tau (1 - x)^s dx \right)_{i,j=1}^m .
\]
Set
\[
A = (A_{ij})_{i,j=1}^m := \left( \int_0^1 x^{\alpha_i + m - j} P_{\tau_m - j} (x) x^\tau (1 - x)^s dx \right)_{i,j=1}^m
\]
and note that \( \det (A) = 0 \) if \( \tau_m \geq 1 \) since the last column is the null vector. Assuming \( \tau_m = 0, \tau_{m-1} \geq 1 \) and expanding the determinant along the last column, then the same conclusion holds for the principal minor
\[
(A_{ij})_{i,j=1}^{m-1}
\]
and so on up to the principal minor of size \( k + 1 \). Thus, \( \det (A) = 0 \) unless \( \tau_i = 0 \) for all \( k + 2 \leq i \leq m \). If \( k = 0 \), then \( A \) is a lower triangular matrix and \( \det (A) = 0 \) unless \( \tau_1 \leq n \). Otherwise \( 1 \leq k \leq n - 1 \), and if \( \tau_i \geq 2 \) for some \( 2 \leq i \leq k + 1 \), then \( \tau_1 \geq \tau_2 \geq 2 \) so that for any \( j \geq 2 \)
\[
\tau_1 + m - 1 \geq \tau_2 + m - 2 \geq m > \alpha_j + m - j .
\]
From the orthogonality of the one-dimensional Jacobi polynomials, it follows that \( A_{1j} = A_{2j} = 0 \) for all \( j \geq 2 \) so that the first and the second row are proportional. Thus, \( \det (A) = 0 \) and we are left with the hooks
\[
\tau = (\tau_1 \geq \tau_2 \geq \cdots \geq \tau_k \geq 0, \ldots, 0 ) \in \{0,1\}_{m-k-1 \text{ times}}
\]
But if \( \tau_1 > n - k \geq 1 \) then the first row is the null vector and \( \det (A) = 0 \) as well. The lemma is proved.

Remark. We shall see below that the symmetric Jacobi polynomial has a 'lower-triangular' expansion in the basis of Schur polynomials with respect to the ordering \( \subseteq \). It is very likely that the inverse expansion of the Schur polynomial in the basis of symmetric Jacobi polynomials is also lower-triangular. In this case, the lemma would follow from the fact that symmetric Jacobi polynomials are mutually orthogonal with respect to \( W^{r,s,m} \):
\[
\int P^{r,s,m}_\tau (x) P^{r,s,m}_\kappa (x) W^{r,s,m} (x) dx = 0
\]
whenever the partitions \( \tau \) and \( \kappa \) are different.

Now we proceed to the end of the proof of Theorem 1.
3.2. Symmetric Jacobi polynomials associated with hooks. Let \( 0 \leq k \leq n - 1 \) and \( \tau \subseteq \alpha \) be a hook 
\( \tau = (n - k - \delta, 1^{k-g}) \), \( 0 \leq \delta \leq n - k - 1 \), \( 0 \leq g \leq k \).

For a partition \( \mu \), we denote by 
\[
(z)_\mu = \prod_{i=1}^{m} (z - i + 1)^{\mu_i} = \prod_{i=1}^{m} \frac{\Gamma(z - i + 1 + \mu_i)}{\Gamma(z - i + 1)}
\]
the generalized Pochhammer symbol.

From [21] and [22], we dispose of an explicit expansion of \( U^{r,s,m}_\tau \) in the Schur polynomial basis. More precisely, by specializing [22, Theorem 3] to \( \alpha = 1 \), we claim that

\[
U^{r,s,m}_\tau(\lambda) = \sum_{\mu \subseteq \tau} \frac{(-1)^{|\mu|}}{(r + m)\mu} \binom{\tau}{\mu} C_\mu^r(r + s + 2m) \frac{s_\mu(\lambda)}{s_{\mu(1^m)}}
\]
where if 
\[
\mu = (n - k - \gamma, 1^{k-i}), \quad \delta \leq \gamma \leq n - k - 1, \quad g \leq l \leq k,
\]
then 
\[
\binom{\tau}{\mu} = \binom{n - k - \delta - 1}{\gamma - \delta} \binom{k - g}{l - g} \frac{(n - \gamma - l)(n - g - \gamma) - (\gamma - \delta)(l - g)}{(n - \gamma - l)^2}
\]
is the generalized binomial coefficient (specialize [21, Theorem 4] to \( \alpha = 1 \)), and where for any real \( X \) (specialize [22, Theorem 6] to \( \alpha = 1 \))

\[
C_\mu^r(X) = \left( X + \frac{(n - k - \delta)(n - k - \delta - 1) - (k - g)(k - g + 1)}{n - \delta - g} \right)^{n-k-\gamma} \prod_{i=2}^{n-k-\gamma} (X + n - k - \delta + i - 2) \prod_{i=1}^{k-i} (X - k + g - i).
\]

In order to prove Theorem 11 we need to compute 
\[
\int s_\alpha(\lambda)U^{r,s,m}_\tau(\lambda)W^{r,s,m}(\lambda) d\lambda.
\]

With regard to (9), (10) and Lemma 11

\[
\int s_\alpha(\lambda)U^{r,s,m}_\tau(\lambda)W^{r,s,m}(\lambda) d\lambda = \sum_{\mu \subseteq \tau} \frac{(-1)^{|\mu|}}{(r + m)\mu} \binom{\tau}{\mu} C_\mu^r(r + s + 2m) \int \frac{s_\alpha(\lambda)s_\mu(\lambda)}{s_{\mu(1^m)}} W^{r,s,m}(\lambda) d\lambda
\]
\[
= \sum_{\mu \subseteq \tau} \frac{(-1)^{|\mu|}}{(r + m)\mu} \binom{\tau}{\mu} C_\mu^r(r + s + 2m) \det \left( \int_0^1 x^{\alpha_i + \mu_j + 2m - i - j + r} (1 - x)^{s_i} dx \right)_{i,j=1}^m
\]
\[
= \sum_{\mu \subseteq \tau} \frac{(-1)^{|\mu|}}{(r + m)\mu} \binom{\tau}{\mu} C_\mu^r(r + s + 2m) \det (\beta(\alpha_i + \mu_j + 2m - i - j + r + 1, s + 1))_{i,j=1}^m.
\]

The formula displayed in Theorem 11 follows after setting

\[
a^{r,s,m}_\tau := \left\{ V(\bar{\tau}) \prod_{1 \leq i < j \leq m} \frac{1}{(r + j - i) \mu} \prod_{i=1}^{m} \frac{p_{r,i+m-i}^{s,i} (0)}{\|p_{r,i+m-i}^{s,i}\|_2} \right\}^2,
\]
\[
b^{r,s,m}_{\mu,\tau} := \frac{(-1)^{|\mu|}}{(r + m)\mu} \binom{\tau}{\mu} C_\mu^r(r + s + 2m).
\]

Remark. The product \( s_\alpha s_\mu \) is linearized via the Littlewood-Richardson coefficients ([25], p.142) as:

\[
s_\alpha(\lambda)s_\mu(\lambda) = \sum_{\kappa} c_{\alpha\kappa}^\mu s_\kappa(\lambda),
\]
where the summation is over the set of partitions \( \{ \kappa \supseteq \alpha, \kappa \supseteq \mu, |\alpha| + |\mu| = |\kappa| \} \). Thus

\[
\int s_{\alpha}(\lambda) s_{\mu}(\lambda) W^{r,s,m}(\lambda) d\lambda = \sum_{\kappa} c^\kappa_{\alpha,\mu} \int s_{\kappa}(\lambda) W^{r,s,m}(\lambda) d\lambda
\]

and the value of the integral in the right hand side is an instance of Kadell’s integral (see Exercise 7, p.385 in \[25\]):

\[
\int s_{\kappa}(\lambda) W^{r,s,m}(\lambda) d\lambda = \prod_{1 \leq i < j \leq m} (\kappa_i - \kappa_j + j - i) \prod_{i=1}^{m} \frac{\Gamma(\kappa_i + r + m - i + 1)\Gamma(s + m - i + 1)}{\Gamma(\kappa_i + r + s + 2m - i + 1)}.
\]

However, up to our best knowledge, there is no simple formula for \( c^\alpha_{\alpha,\mu} \) except when \( \mu \) is a partition with one row or one column. For that reason, we preferred the use of the Cauchy-Binet formula when evaluating (15). Nonetheless, if \( \tau = (0) \) is the null partition then \( \mu = (0) \) and the left hand side of (15) reduces to Kadell’s integral. Moreover, \( \sigma^{r,s,m}_{0,0} = 1, U_{(0)}^{r,s,m} = 1 \) and \( a^{r,s,m}_{(0)} \) is exactly the normalizing constant of \( W^{r,s,m} \) whose multiplicative inverse is a special instance of the value of the Selberg integral (see e.g. \[3\]). Consequently, if we let \( t \to \infty \) in (11), then the only non-vanishing term corresponds to \( \tau = (0) \) and as such, we retrieve the moments of \( W^{r,s,m} \) (which is the stationary distribution of the eigenvalues process \( (\lambda(t))_{t \geq 0} \)) derived in \[3\].

3.3. The case \( s = 0 \): proof of Corollary 11

Specializing Theorem 11 with \( s = 0 \), then the Cauchy-determinant yields:

\[
\det (\beta(\alpha_i + \mu_j + 2m - i - j + r + 1,1))_{i,j=1}^{m} = \det \left( \frac{1}{\alpha_i + \mu_j + 2m - i - j + r + 1} \right)_{i,j=1}^{m} = \prod_{1 \leq i < j \leq m} (\alpha_i - \alpha_j + j - i)(\mu_i - \mu_j + j - i) \prod_{1 \leq i < j \leq m} (\alpha_i + \mu_j + 2m - i - j + r + 1).
\]

Besides, the Weyl dimension formula

\[
s_{\mu}(1^m) = \prod_{1 \leq i < j \leq m} \frac{\mu_i - \mu_j + j - i}{j - i}
\]

and the equality

\[
\prod_{1 \leq i < j \leq m} [(r + j - i)] = \prod_{i=1}^{m} \frac{\Gamma(r + m - i + 1)}{\Gamma(r + 1)} \prod_{1 \leq i < j \leq m} (j - i)
\]

entail

\[
\prod_{1 \leq i < j \leq m} \frac{(\alpha_i - \alpha_j + j - i)(\mu_i - \mu_j + j - i)}{[(r + j - i)]^2} = \prod_{i=1}^{m} \left( \frac{\Gamma(r + 1)}{\Gamma(r + m - i + 1)} \right)^2 s_{\alpha}(1^m)s_{\mu}(1^m).
\]

Formula 15 in Corollary 11 follows then from the equality

\[
\prod_{1 \leq i < j \leq m} (j - i) = \prod_{i=1}^{m} \Gamma(m - i + 1)
\]

together with

\[
p^{r,s,m}_{r_i, m-i}(0) = \frac{\Gamma(r + 1 + \tau_i + m - i)}{\Gamma(r + 1)\Gamma(\tau_i + m - i + 1)}, \quad ||p^{r,s,m}_{r_i, m-i}||^2 = \frac{1}{2(\tau_i + m - i) + r + 1}.
\]

The second formula in the corollary is obvious.

\[2\text{This is referred to as Pieri formula.}\]
4. Asymptotics

The purpose of this section is to determine the limits of various terms appearing in (5) under the assumption that the limits (11) exist. Doing so is the crucial step in our future investigations aiming in particular to derive the moments (3) as limits of their matrix analogues and more generally to derive an expression for \( \mathcal{M}_n(t, \eta, \theta) \). We start with

\[
\lim_{m \to \infty} \frac{1}{d(m)} R^{r(m), s(m), m}_t = \lim_{m \to \infty} \frac{1}{d(m)} \sum_{i=1}^{l(\tau)} \tau_i (\tau_i + d(m) + 1 - 2i) = |\tau|
\]

which holds for any hook \( \tau \) of weight \(|\tau| \leq n \). Next, we prove the following lemma:

**Lemma 2.** Let \( \tau \) be a hook of weight \(|\tau| \leq n \) and let \( \mu \subseteq \tau \). Then

\[
\lim_{m \to \infty} b^{r(m), s(m), m}_{\mu, \tau} s_{\mu}(1^m) = \frac{(-1)^{|\mu|}}{\theta^{|\mu|}} \left( \begin{array}{c} \tau \\ \mu \end{array} \right).
\]

In particular,

\[
\lim_{m \to \infty} U^{r(m), s(m), m}_\tau(1^m) = \left( 1 - \frac{1}{\theta} \right)^{|\tau|}.
\]

**Proof:** Since \( l(\mu) \leq n < m \), then the generalized Pochammer symbol splits as

\[
(r(m) + m)_\mu = \prod_{i=1}^{l(\mu)} (p(m) - i + 1)_\mu = (p(m))_{\mu_1} \prod_{i=2}^{l(\mu)} (p(m) - i + 1).
\]

Thus \((r(m) + m)_\mu \sim p(m)^{|\mu|} \) as \( m \to \infty \). On the other hand, it is obvious from (12) that

\[
C^{r}_\mu(r(m) + s(m) + 2m) = C^{\tau}_\mu(d(m)) \sim d(m)^{|\mu|} \text{ as } m \to \infty.
\]

Hence, we get from (14):

\[
\lim_{m \to \infty} b^{r(m), s(m), m}_{\mu, \tau} s_{\mu}(1^m) = \lim_{m \to \infty} \frac{(-1)^{|\mu|}}{(r(m) + m)_\mu} \left( \begin{array}{c} \tau \\ \mu \end{array} \right) C^{r}_\mu(r(m) + s(m) + 2m) = \frac{(-1)^{|\mu|}}{\theta^{|\mu|}} \left( \begin{array}{c} \tau \\ \mu \end{array} \right)
\]

and from (11):

\[
\lim_{m \to \infty} U^{r(m), s(m), m}_\tau(1^m) = \sum_{\mu \subseteq \tau} (-1)^{|\mu|} \left( \begin{array}{c} \tau \\ \mu \end{array} \right) \frac{1^{|\nu|}}{s_\tau(1^{l(\tau)})} \frac{s_\tau(1^{l(\tau) - 1})}{s_\tau(1^{l(\tau)})}
\]

where the last equality follows from the generalized binomial Theorem (20). The lemma follows from the homogeneity of the Schur polynomials. \( \square \)

Now, assume \( s(m) = 0 \) and note that this assumption yields in the large \( m \)-limit the relation

\[
\theta(1 + \eta) = 1 \iff \eta = \frac{1 - \theta}{\theta}.
\]

If \( l(\mu) \leq l(\tau) \leq l(\alpha) \leq n < m \) are the lengths of the partitions \( \mu \subseteq \tau \subseteq \alpha \) respectively, then the following cancellations occur:

\[
\prod_{i=1}^{m} \frac{\Gamma(r + \tau_i + m - i + 1) \Gamma(m - i + 1)}{\Gamma(\tau_i + m - i + 1) \Gamma(r + m - i + 1)} = \prod_{i=1}^{l(\tau)} \frac{\Gamma(r + \tau_i + m - i + 1) \Gamma(m - i + 1)}{\Gamma(\tau_i + m - i + 1) \Gamma(r + m - i + 1)}
\]

\[
\prod_{i=1}^{m} \frac{[2(\tau_i + m - i) + r + 1]}{(\alpha_i + \mu_i + 2m - 2i + r + 1)} = \prod_{i=1}^{l(\alpha)} \frac{[2(\tau_i + m - i) + r + 1]}{(\alpha_i + \mu_i + 2m - 2i + r + 1)}
\]

and

\[
\prod_{l(\alpha) + 1 \leq i < j \leq m} (\tau_i + \tau_j + 2m - i - j + r + 1)^2 = \prod_{l(\alpha) + 1 \leq i < j \leq m} \frac{(\tau_i + \tau_j + 2m - i - j + r + 1)}{(\alpha_i + \mu_j + 2m - i - j + r + 1)} = 1.
\]
As a result,
\[
\lim_{m \to \infty} \prod_{i=1}^{m} \frac{\Gamma(r(m) + \tau_i + m - i + 1)\Gamma(m - i + 1)}{\Gamma(\tau_i + m - i + 1)\Gamma(r(m) + m - i + 1)} = \prod_{i=1}^{\ell(r)} \lim_{m \to \infty} \left( \frac{p(m)}{m} \right)^{\tau_i} = \frac{1}{\eta^{|\tau|}} = \left( \frac{\theta}{1 - \theta} \right)^{|\tau|},
\]
and similarly
\[
\lim_{m \to \infty} \prod_{1 \leq i < j \leq l(\alpha)} \frac{[2(\tau_i + m - i) + r(m) + 1]}{(\alpha_i + \mu_j + 2m - 2i + r(m) + 1)} = 1,
\]
\[
\lim_{m \to \infty} \prod_{1 \leq i < j \leq l(\alpha)} \frac{(\tau_i + \tau_j + 2m - i - j + r(m) + 1)^2}{(\alpha_i + \mu_j + 2m - i - j + r(m) + 1)} = \lim_{m \to \infty} \prod_{1 \leq j \leq l(\alpha)} \frac{(\tau_i + \tau_j + 2m - i - j + r(m) + 1)}{(\alpha_i + \mu_j + 2m - i - j + r(m) + 1)} = 1.
\]
Finally, consider the product
\[
\prod_{1 \leq i \leq l(\alpha)} \prod_{l(\alpha) + 1 \leq j \leq m} \frac{(\tau_i + 2m - i - j + r(m) + 1)^2}{(\alpha_i + 2m - i - j + r(m) + 1)(\mu_j + 2m - i - j + r(m) + 1)}.
\]
It can be rewritten as
\[
\prod_{1 \leq i \leq l(\alpha)} \prod_{l(\alpha) + 1 \leq j \leq m} \frac{(\tau_i + d(m) - i - j + 1)}{(d(m) - i - j + 1)(\mu_j + 2m - i - j + r(m) + 1)}
\]
which shows that it is equivalent to \([d(m)]^{|\tau|} - |\alpha| - |\mu|\) as \(m \to \infty\). Indeed, recall \(r(m) + 2m = p(m) + m = d(m)\) and consider
\[
\prod_{1 \leq i \leq l(\alpha)} \prod_{l(\alpha) + 1 \leq j \leq m} \frac{(\tau_i + d(m) - i - j + 1)}{(d(m) - i - j + 1)} = \prod_{1 \leq i \leq l(\tau)} \prod_{l(\alpha) + 1 \leq j \leq m} \frac{(\tau_i + d(m) - i - j + 1)}{(d(m) - i - j + 1)}.
\]
Then the terms corresponding to \(i = 1\) are
\[
\frac{(d(m) - l(\alpha) + \tau_1 - 1)(d(m) - l(\alpha) + \tau_1 - 2) \cdots (d(m) - l(\alpha))(d(m) - l(\alpha) - 1) \cdots (d(m) - m)}{(d(m) - l(\alpha) - 1) \cdots (d(m) - m)}
\]
which reduces to
\[
\prod_{j=0}^{\tau_i - 1} (d(m) - l(\alpha) + j) \sim d(m)^{\tau_i}, \quad m \to \infty.
\]
Consequently
\[
\prod_{1 \leq i \leq l(\alpha)} \prod_{l(\alpha) + 1 \leq j \leq m} \frac{(\tau_i + d(m) - i - j + 1)}{(d(m) - i - j + 1)} \sim d(m)^{|\tau|}, \quad m \to \infty.
\]
The same reasoning shows that
\[
\prod_{1 \leq i \leq l(\alpha)} \prod_{l(\alpha) + 1 \leq j \leq m} \frac{(\alpha_i + d(m) - i - j + 1)}{(d(m) - i - j + 1)} \sim d(m)^{|\alpha|}, \quad m \to \infty,
\]
\[
\prod_{1 \leq i \leq l(\alpha)} \prod_{l(\alpha) + 1 \leq j \leq m} \frac{(\beta_j + d(m) - i - j + 1)}{(d(m) - i - j + 1)} \sim d(m)^{|\beta|}, \quad m \to \infty,
\]
whence the claimed equivalence follows.

Summing up, all the terms of the finite sum in the right hand side of formula (5) admit finite limits except \(s_\alpha(1^m)\) and \(s_\beta(1^m)\). Since the latter are equivalent to \(d(m)^{|\alpha|}\) and to \(d(m)^{|\beta|}\) respectively as \(m \to \infty\) and due to the presence of alternating signs, taking the limit as \(m \to \infty\) in formula (5) leads to an indeterminate limit. To solve this problem, one needs to seek some cancellations in a similar fashion this was done for the unitary Brownian motion (4).
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