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The substantial importance and complexity of oil spill emergency management have been confirmed by the massive, disastrous oil spill accidents that have occurred in recent years. The goal of this study is to research and develop an effective new model to accurately respond to oil spill emergencies for the purpose of disaster risk reduction. In this model, firstly, grey relational analysis is used to treat the variable and complex environment of an oil spill. Secondly, a revised grey relational analysis method based on the concept of angle between two vectors is presented to optimize assessment accuracy by measuring the similarity between the reference series and alternative series. Thirdly, by incorporating expected utility theory, a revised grey relational analysis for facilitating consensus is developed for multicriteria group decision-making. Finally, an empirical study on oil spill emergency management is discussed to demonstrate the feasibility and effectiveness of the proposed model for oil spill emergency management in a complex environment to reduce disaster risk.

1. Introduction

In recent years, major emergencies have occurred with increasing frequency, including the 9/11 attack in the United States in 2001, the SARS epidemic in 2003, the Indian Ocean tsunami in 2004, the Chinese Wenchuan earthquake in 2008, the Myanmar tropical cyclone Nargis in 2008, the Japanese 9.0-magnitude earthquake in 2011, Thailand’s floods in 2011, the Hurricane Sandy in the United States in 2012, European floods of the century in 2013, the Ebola outbreak in 2014, the California shooting incident in 2015, the Nice attack in 2016, thallium pollution of the Jialing River in 2017, the Kuwait Heavy Sandstorm in 2018, and the COVID-19 pandemic. Frequent occurrence of unexpected events has resulted in numerous cases of environmental pollution, ecological damage, property losses, and casualties. Therefore, emergency management during a complex environment has become a global concern.

Accidental oil spill emergency is a significant event that can affect environmentally, ecologically, and economically sensitive marine areas. Massive, disastrous oil spill incidents have also caused a great amount of property losses and casualties [1, 2]. After an oil spill occurs, it is necessary to accurately respond within the shortest possible time to protect marine species and minimize cleanup and damage costs [3]. Since 2007, oil spill accidents have increased worldwide, such as the oil spill in the Russian Arctic in December 2007, the Gulf of Mexico oil spill in the United States in April 2010, the Bohai Bay oil spill in China in June 2011, the Alberta oil spill in Canada in 2012, the marine oil spill in Thailand in 2013, the oil spill in Galveston Bay in the United States in 2014, the crude oil spill in Wayaobao in China in 2015, the California oil spill emergency in 2016, the Dalian oil pipeline explosion accident in 2017, a sudden explosion of the Panamanian tanker “Sangii” in 2018, and the oil spill in Brazil in 2019. These oil spill accidents have led to substantial environmental pollution, ecological damage, property losses, and casualties, which have been acknowledged by stakeholders, such as environment agencies, oil companies, and nongovernmental organizations.
question of how to effectively respond to oil spill emergencies in a complex environment for the purpose of disaster risk reduction and formulation of crisis response strategies has become a challenging issue worldwide.

It has also promoted the theoretical research and technology development to deal with emergency problems during a complex environment. Lin et al. [4] developed multiattribute group decision-making methods under probabilistic uncertain linguistic complex environment. Qiyas et al. [5] proposed the concept of Yager operators with the picture fuzzy set environment for emergency program selection. Lin et al. [6] applied MULTIMOORA-based MCDM model for site selection of car-sharing station under picture fuzzy and complexity environment. Garg and Arora [7] proposed a TOPSIS method based on correlation coefficient for solving complexity decision-making problems with intuitionistic fuzzy soft set information. Wu et al. [8] proposed and developed a DMSECA model to evaluate clustering algorithms by merging expert wisdom in order to reconcile differences in their evaluation performance for information fusion during a complex decision-making process.

The objective of the present study is to research and develop an effective model to aid decision-makers involved in oil spill emergency and crisis response planning for a complex environment. It is necessary to minimize the damage and costs caused by potential oil spills and to devise a contingency plan for emergency situations and crisis management [9–11]. However, the design and development of an optimal emergency plan is very difficult to achieve because it depends on many variables within a dynamic and complex environment comprising the changing nature of the ocean environment, type of oil, spilled volume, location of the oil spill, and weather. Hence, this can be considered a multicriteria decision-making (MCDM) problem. Grey relational analysis, one of the classical MCDM methods, is a basic method of grey system theory [12–16] that is used to analyze the data changes in the trend curve by comparing the similarity degree of each data sequence with the reference sequence [17–19]. This method can process inaccurate and vague information associated with a variable; it can work with an uncertain and ambiguous environment; and it only requires a reasonable amount of sample data. Thus, in this study, grey relational analysis is applied to address the dynamics and complexities of the variables associated with the environment in oil spill emergency management. This paper simulates oil spill scenarios using the computational package OILMAP [20].

Following oil spill emergencies, many entities—such as environmental agencies, oil companies, and nongovernmental organizations—are involved in the decision-making process to advance their own benefits and interests [9]. Consequently, there is an inevitable conflict among these institutions in the decision-making process with respect to choosing the best emergency response alternatives. In this situation, a consensus decision that increases the level of satisfaction among multiple stakeholders is of considerable importance. Hence, a multicriteria group decision-making (MCGDM) approach based on group wisdom is proposed to model the oil spill emergency response to reduce disaster risk.

Besides, this paper takes into account the evaluation accuracy for an effective and rapid emergency response and introduces the mathematical concept of angle between two vectors to improve the similarity characterization process of grey relational analysis by measuring the similarity between the reference series and alternative series. In the MCGDM process, expected utility theory is applied to aggregate individual preferences into a group’s consensus.

Considering all of these factors, the motivation of this work is to research and develop an effective model to aid decision-makers involved in oil spill emergency and crisis response planning for a complex environment. In this paper, a revised grey relational analysis method using MCGDM with expected utility theory is proposed to respond to oil spill emergencies for disaster risk reduction when a variety of stakeholders and a variable and complex oil spill environment are involved. The main contributions of this study are as follows:

1. A revised grey relational analysis for group decision-making technique is proposed to evaluate and implement an emergency plan for responding to unexpected events related to an oil spill.

2. In this proposed technique, grey relational analysis is firstly applied to the variable and complex environment. Secondly, based on the concept of angle between two vectors, a revised grey relational analysis method is presented to optimize assessment accuracy. Thirdly, by incorporating expected utility theory, a revised grey relational analysis for facilitating consensus is developed for multicriteria group decision-making.

3. The proposed technique takes into account the influence of multiple criteria, a finite number of alternatives, the benefits and interests of multiple stakeholders, and the emergency decision simulation process under a variable and complex environment.

The rest of this study is organized as follows. Section 2 reviews related research. Section 3 introduces the foundations of grey relational analysis, angle between two vectors, and expected utility theory. In Section 4, a revised grey relational analysis method for MCGDM is proposed. In Section 5, an empirical study on oil spill emergency management in a complex environment is conducted to verify the proposed model. Section 6 concludes the study.

2. Related Works

Emergencies have a complex evolutionary process, and emergency decision-making is difficult to solve with traditional decision theory. Tufekci and Wallace [21] suggested that emergency management is essentially a complex multicriteria optimization problem. As defined by the International Society on Multiple Criteria Decision Making, MCDM is the study of methods and procedures by which concerns about multiple conflicting criteria can be formally
incorporated into the management planning process [5, 22–27]. Over the past 40 years, MCDM has made remarkable progress and evolved into a mature discipline [15, 28–30]. It has been used in a wide range of practical applications, such as information science, engineering systems, and decision-making [8, 31–36].

In general, multiple-criteria problems can be divided into two categories: multiple-criteria discrete alternative problems and multiple-criteria optimization problems [37]. Many methods and techniques have been developed to solve these two categories of problems [15, 38–40], such as data envelopment analysis (DEA) [41], the analytic hierarchy process (AHP) [42], grey relational analysis (GRA) [43], the compromise ranking method (called VIKOR) [31], the technique for ordering preference by similarity to ideal solution (TOPSIS) [44], the decision-making trial and evaluation laboratory (DEMATEL) [45], the preference ranking organization method for enrichment of evaluations (PROMETHEE) [46], multiattribute utility theory (MAUT) [47], and evolutionary multiobjective optimization [48].

In oil spill emergency management for disaster risk reduction, the benefits and interests of environmental agencies, oil companies, and nongovernmental organizations should be considered. Conflicts among these varied interests will inevitably arise in the decision-making process for choosing the best emergency plan. In this context, the process of evaluating and choosing the best emergency plan involves multiple criteria, multiple stakeholders, and a finite number of alternatives [49]. Therefore, oil spill emergency management for disaster risk reduction can be interpreted as a multicriteria group decision-making problem, which combines MCDM and GDM methods. MCGDM has been proven to be an effective technique for increasing the level of overall satisfaction of group members with respect to the final decision [50–54].

GRA, which is one of the best-known MCDM techniques, is a type of quantitative analysis that is used to measure the similarity between the reference series and an alternative series [16, 17, 55–57]. The alternative series with the closest similarity to the reference series is the best alternative for the problem at hand [58–61]. GRA is a part of grey theory, and it is based on the concept of grey space. It can process the inaccurate and vague information in grey systems under a variable environment [43]. The GRA method is a widely applied technique in data processing, system analysis, control systems, and decision-making [19, 55, 62–67]. Compared with conventional methods that require massive amounts of data, GRA possesses the following advantages [43, 68–70]: (1) It uses simple and easy calculations. (2) It only requires a reasonable amount of sample data. (3) It does not require a typical distribution of samples. (4) The quantified outcomes from the grey relational grade do not result in conclusions that are contradictory to the qualitative analysis. (5) The grey relational grade model is a transfer functional model, which is suitable and effective for dealing with discrete data [43, 57, 68, 69]. It is difficult to design and develop the best oil spill emergency plan to reduce disaster risk because the process depends on a multivariable, changing, and complex environment that involves factors such as the dynamic nature of the ocean environment, type of oil, spilled volume, location of the oil spill, and weather. In this study, based on GRA’s advantages and the concept of grey space, GRA is applied to address the complexities of the changing oil spill environment in order to reduce disaster risk.

GRA aims to measure the similarity between the reference series and alternative series. Therefore, in this study, the mathematical concept of the angle between two vectors is applied to improve the conventional GRA method. In geometry, an angle is defined as the figure formed by two rays (called the sides of the angle) sharing a common endpoint (called the vertex of the angle) [71]. The angle between two vectors is in the range $0 \leq \cos(\alpha, \beta) \leq 1$. The higher the value of $\cos(\alpha, \beta)$ is, the higher the similarity between the directions of vectors $\alpha$ and $\beta$ is. In contrast, the smaller the value of $\cos(\alpha, \beta)$ is, the higher the dissimilarity between the directions of vectors $\alpha$ and $\beta$ is. Thus, the angle between two vectors can be used to measure the similarity between the reference series and alternative series. In this study, the reference series and alternative series are regarded as vectors.

The group decision-making problem arises in many real-world decision-making situations [72–75]. In MCGDM problems, the essence is how to effectively aggregate individual preferences into a group consensus. Ishizaka and Labib [76] noted that there are four ways to combine individual preferences into a group consensus [77, 78]. In this study, expected utility theory is used to aggregate individual preferences.

Expected utility theory is a formal mathematical tool that was designed to aid decision-makers in choosing among many possible choices to balance risk and reward [79, 80]. It is widely used to address risk and uncertainty decisions in economics, finance, insurance, and management science [81–83]. Arrow and Lind [84] indicated that when decision-makers are in a risk-neutral state, it is possible for them to reach a consensus within a group of stakeholders [85, 86]. Expected utility theory holds that decision-makers choose among risky and uncertain prospects by comparing their expected utility values, which are the weighted sums obtained by adding the utility values of outcomes multiplied by their respective probabilities [87]. In this study, expected utility theory is used to facilitate consensus in a group decision-support system.

3. Preliminaries

MCGDM is a decision-making procedure that is used to find the best satisfactory solution that increases the level of overall satisfaction of the group members with the final decision. MCGDM has the virtue of drawing on the wisdom of masses [73]. In an MCGDM problem, a group of decision-makers is formed to help rank a finite set of alternatives more rationally by aggregating the individual preferences considering the decision-makers’ respective knowledge, experience, and expertise for the decision space [88, 89]. In the following subsections, this paper describes some MCDM techniques such as GRA, present the basic concepts of an angle between two vectors, and summarize expected utility theory.
3.1. Grey Relational Analysis. Grey theory was developed by Deng [43] to determine the degree of relation among various alternatives in an MCDM problem [69]. GRA is a part of grey theory. It has been used to handle imprecise and vague information in grey systems under variable factors and a changing environment [55]. GRA aims to measure the degree of similarity between the reference series and alternative series, which is suitable for solving problems with complicated interrelationships among multiple factors and multiple variables [19, 90]. This only requires a reasonable amount of sample data, and it uses a simple calculation. The specific steps are presented as follows [91].

The decision matrix \( R \) of a multicriteria problem with \( m \) alternatives and \( n \) criteria is given as in the following equation:

\[
R = \begin{bmatrix}
    x_{11} & x_{12} & \cdots & x_{1n} \\
    x_{21} & x_{22} & \cdots & x_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{m1} & x_{m2} & \cdots & x_{mn}
\end{bmatrix}
\] (1)

(1) Standardize the raw matrix \( R \): The standardization process is as follows:

(a) The Larger-the-Better (LB): the larger objective value is better (e.g., the benefit), and it can be expressed by

\[
x'_{ij} = \frac{x_{ij} - \min x_{ij}}{\max x_{ij} - \min x_{ij}}
\] (2)

(b) The Smaller-the-Better (SB): the smaller objective value is better (e.g., the cost and defects), and it can be represented as follows:

\[
x'_{ij} = \frac{\max x_{ij} - x_{ij}}{\max x_{ij} - \min x_{ij}}
\] (3)

(c) The Nominal-the-Better (NB): the value closer to the objective value \( x_{ob} \) is better, and it can be represented as follows:

\[
x'_{ij} = 1 - \frac{|x_{ij} - x_{ob}|}{\max \{x_{ij} - x_{ob}, x_{ob} - x_{ij}\}}
\] (4)

(2) Construct the normalized matrix \( R' \):

\[
R' = \begin{bmatrix}
    x'_{11} & x'_{12} & \cdots & x'_{1n} \\
    x'_{21} & x'_{22} & \cdots & x'_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    x'_{m1} & x'_{m2} & \cdots & x'_{mn}
\end{bmatrix}
\] (5)

(3) Generate the reference series \( x'(0) \):

\[
x'(0) = \{x'_{11}(0), x'_{12}(0), \ldots, x'_{1n}(0), \ldots, x'_{m1}(0), \ldots, x'_{mn}(0)\}
\] (6)

where \( x'_{ij}(0) \) is the reference value in relation to the \( j \)th factor. It is determined by the largest and normalized value of each factor.

(4) Calculate all differences \( \Delta_{ij}(0) \) between all the normalized alternative series and the reference series \( x'(0) \):

\[
\Delta_{ij}(0) = |x'_{ij}(0) - x'_{ij}|,
\]

\[
\Delta = \begin{bmatrix}
    \Delta_{11}(0) & \Delta_{12}(0) & \cdots & \Delta_{1n}(0) \\
    \Delta_{21}(0) & \Delta_{22}(0) & \cdots & \Delta_{2n}(0) \\
    \vdots & \vdots & \ddots & \vdots \\
    \Delta_{m1}(0) & \Delta_{m2}(0) & \cdots & \Delta_{mn}(0)
\end{bmatrix}
\] (7)

(5) Compute the grey relational coefficient \( \gamma_{ij}(0) \) between all the normalized alternative series and the reference series:

\[
\gamma_{ij}(0) = \frac{\min\{\min\{\Delta_{ij}(0) + \delta \max\max\Delta_{ij}(0)\}, \Delta_{ij}(0)\} + \delta \max\max\Delta_{ij}(0)}{\Delta_{ij}(0) + \delta \max\max\Delta_{ij}(0)},
\] (8)

where \( \delta \) is a distinguished coefficient. The value of \( \delta \) is usually set to 0.5 to provide moderate distinguishing effects and good stability.

(6) Get the grey relational degree \( \Gamma_i \):

\[
\Gamma_i = \sum_{j=1}^{n} (w_j \times \gamma_{ij}(0)), \text{where } \sum_{j=1}^{n} w_j = 1.
\] (9)

In this study, the weight vector \( w_j \) of the semantic opinions for different stakeholders is applied to calculate the normalized weight of criteria.

3.2. Angle between Two Vectors. In Section 2, the definition of the angle between two vectors is introduced, which is the cosine formula related to two vectors. We know that the greater the value of \( \cos(\alpha, \beta) \) is, the closer the direction of vector \( \alpha \) is to that of \( \beta \). We also know that a vector is composed of two parts: direction and norm. Now, this paper introduces the concept of the norm of a vector and the projection.

The norm of a vector is a function that assigns a strictly positive length or size to each vector in a vector space, rather than zero vector. Suppose that vector \( \alpha = (a_1, a_2, \ldots, a_n) \). The norm of vector \( \alpha \) can be computed as follows [90]:

\[
\|\alpha\| = \sqrt{\sum_{j=1}^{n} a_j^2}
\] (10)

The projection represents the closeness degree of two vectors by considering the norm magnitude and angle between two vectors together, as the angle between two vectors reflects the similarity between the directions of the two vectors [92]. To measure the degree of similarity between the vectors from a global point of view, this paper uses the following formula for projection.
Suppose that \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n) \) and \( \beta = (\beta_1, \beta_2, \ldots, \beta_n) \) are two vectors. The projection of vector \( \alpha \) onto vector \( \beta \) can be defined as follows [93]:

\[
p(\alpha) = \|\alpha\| \cos(\alpha, \beta) = \frac{\sum_{j=1}^{n} \alpha_j \beta_j}{\sqrt{\sum_{j=1}^{n} \alpha_j^2 \times \sum_{j=1}^{n} \beta_j^2}}
\]

(11)

Vector \( \beta \) will be closer to vector \( \alpha \) when the value of \( p(\alpha) \) is larger. Hence, the projection of vector \( \alpha \) onto vector \( \beta \) can measure the degree of similarity between the vectors from a global point of view by considering the two parts of a vector: direction and norm.

3.3. Expected Utility Theory. Expected utility theory is a useful model for risk aversion, and it is widely applied in theoretical and practical analysis [79, 81, 82]. The underlying principle is that the decision-maker has prior knowledge of the probabilities of all the events that can occur. The decision-makers assign a value (e.g., a sum of money) to each alternative [85]. Expected utility theory aims to help decision-makers to choose among various possible choices to balance risk and reward using a formal, mathematical function. Arrow and Lind [84] argued that expected utility theory can help reach a decision-making consensus within a group of stakeholders [85].

The von Neumann–Morgenstern expected utility over a set of outcomes can be expressed as follows:

\[
U(x) = \sum_{i=1}^{n} u(x_i) p(x_i), \quad (1 \leq i \leq n),
\]

(12)

where \( U(x) \) is the utility of all sets of possible outcomes; \( u(x_i) \) is the utility of an outcome \( x_i (i = 1, 2, \ldots, n) \); and \( p(x_i) \) is the probability of an outcome \( x_i (i = 1, 2, \ldots, n) \), where \( p(x_i) \geq 0 \) for all \( i = 1, 2, \ldots, n \) and \( \sum_{i=1}^{n} p(x_i) = 1 \).

4. Evaluation Model

In this section, the developed model is proposed, which is a revised GRA method for facilitating consensus. The model is composed of two parts: a revised GRA method and MCGDM with expected utility theory.

4.1. Revised GRA Method. The GRA method analyzes the data change in the trend curve by measuring the similarity between the reference series and alternative series. The concept of an angle between two vectors can reflect the similarity between the directions of two vectors [93]. We know that the direction of vector \( \alpha \) will be closer to that of \( \beta \) when the value of \( \cos(\alpha, \beta) \) is larger. The projection of vector \( \alpha \) onto vector \( \beta \) can reflect and measure the degree of similarity between the vectors from the global point of view by considering the two parts of a vector: direction and norm. Hence, the projection of the angle between two vectors can be applied to express the closeness of the relationship between each alternative series and the reference series [93]. The detailed processes of the revised GRA method are as follows:

The decision matrix \( R \) with \( m \) alternatives and \( n \) criteria is as follows:

\[
R = \begin{bmatrix}
x_{11} & x_{12} & \ldots & x_{1n} \\
x_{21} & x_{22} & \ldots & x_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{m1} & x_{m2} & \ldots & x_{mn}
\end{bmatrix}
\]

(13)

(1) Standardize the raw matrix \( R \): the standardization process is described as follows:

(a) The Larger-the-Better (LB): the larger objective value is better (e.g., the benefit), which can be expressed by

\[
x'_{ij} = \frac{x_{ij} - \min_{i} x_{ij}}{\max_{i} x_{ij} - \min_{i} x_{ij}}
\]

(14)

(b) The Smaller-the-Better (SB): the smaller objective value is better (e.g., the cost and defects), which can be represented as follows:

\[
x'_{ij} = \frac{\max_{i} x_{ij} - x_{ij}}{\max_{i} x_{ij} - \min_{i} x_{ij}}
\]

(15)

(c) The Nominal-the-Better (NB): the value closer to the objective value \( x_{ob} \) is better, which can be represented as follows:

\[
x'_{ij} = 1 - \frac{|x_{ij} - x_{ob}|}{\max_{i} \left( x_{ij} - x_{ob} ; x_{ob} - \min_{i} x_{ij} \right)}
\]

(16)

(2) Construct the normalized matrix \( R' \):

\[
R' = \begin{bmatrix}
x'_{11} & x'_{12} & \ldots & x'_{1n} \\
x'_{21} & x'_{22} & \ldots & x'_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
x'_{m1} & x'_{m2} & \ldots & x'_{mn}
\end{bmatrix}
\]

(17)

(3) Generate the reference series \( x'(0) \):

\[
x'(0) = (x'_{11}(0), x'_{12}(0), \ldots, x'_{1j}(0), \ldots, x'_{1n}(0))
\]

(18)

where \( x'_{1j}(0) \) is the reference value in relation to the \( j \)th factor. It is determined by the largest and normalized value of each factor.

(4) Calculate all the differences \( \Delta_{ij}(0) \) between all the normalized alternative series and the reference series \( x'(0) \):
\[ \Delta_{ij}(0) = \left\| x_i'(0) - x_j'(0) \right\|, \quad (19) \]

\[ \Delta = \begin{bmatrix} \Delta_{11}(0) & \Delta_{12}(0) & \ldots & \Delta_{1n}(0) \\ \Delta_{21}(0) & \Delta_{22}(0) & \ldots & \Delta_{2n}(0) \\ \vdots & \vdots & \ddots & \vdots \\ \Delta_{m1}(0) & \Delta_{m2}(0) & \ldots & \Delta_{mn}(0) \end{bmatrix}, \quad (20) \]

(5) Compute the grey relational coefficient \( y_{ij}(0) \) between all the normalized alternative series and the reference series:

\[ y_{ij}(0) = \frac{\min_{i,j} \Delta_{ij}(0) + \delta \max_{i,j} \Delta_{ij}(0)}{\Delta_{ij}(0) + \delta \max_{i,j} \Delta_{ij}(0)}, \quad (21) \]

where \( \delta \) is a distinguished coefficient. The value of \( \delta \) is usually set to 0.5 to provide moderate distinguishing effects and good stability.

(6) Generate a grey correlation coefficient matrix \( A \) between the normalized alternative series and the reference series:

\[ A = \begin{bmatrix} y_{11}(0) & y_{12}(0) & \ldots & y_{1n}(0) \\ y_{21}(0) & y_{22}(0) & \ldots & y_{2n}(0) \\ \vdots & \vdots & \ddots & \vdots \\ y_{m1}(0) & y_{m2}(0) & \ldots & y_{mn}(0) \end{bmatrix}, \quad (22) \]

(7) Calculate the weighted grey correlation coefficient matrix \( B \):

\[ B = \begin{bmatrix} w_1 y_{11}(0) & w_2 y_{12}(0) & \ldots & w_n y_{1n}(0) \\ w_1 y_{21}(0) & w_2 y_{22}(0) & \ldots & w_n y_{2n}(0) \\ \vdots & \vdots & \ddots & \vdots \\ w_1 y_{m1}(0) & w_2 y_{m2}(0) & \ldots & w_n y_{mn}(0) \end{bmatrix}, \quad (23) \]

The normalized weight of the criterion is determined by the weight vector \( w_j \) of the semantic opinions for different stakeholders.

(8) Calculate the grey relational degree \( \varepsilon \). The goal of grey relational degree is to measure the similarity between the reference series and alternative series, which indicates the projection of the normalized alternative series of each alternative onto the reference series. The concept of an angle between two vectors can reflect the similarity between two vectors. The projection of vector \( \alpha \) onto vector \( \beta \) can measure the degree of similarity between the vectors from a global point of view by considering the two parts of a vector: direction and norm. Hence, the projection of the angle between two vectors can be used to indicate the degree of similarity between the normalized alternative series and the reference series. Let vector \( \alpha \) be the weighted grey correlation coefficient values of the normalized alternative series of each alternative, and let vector \( \beta \) be the weighted grey correlation coefficient values of the reference series separately. So, the grey relational degree \( \varepsilon \) can be calculated as follows:

\[ \varepsilon = p(\alpha) = \| \alpha \| \cos (\alpha, \beta) = \frac{\sum_{i=1}^{n} \alpha_i^2 \times \sum_{j=1}^{n} (\alpha_j \beta_j)}{\sqrt{\sum_{i=1}^{n} \alpha_i^2} \times \sqrt{\sum_{j=1}^{n} \beta_j^2}}, \quad (24) \]

Then, this study can easily obtain the grey relational degree of each alternative onto the reference series. The normalized alternative series \( \alpha \) will be closer to the reference series \( \beta \) when the value of the grey relational degree is larger, and the alternative will be better.

4.2. MCGDM. MCGDM considers the problem of evaluating or selecting the best alternative(s) from a set of feasible alternatives according to the preferences provided by a group of experts, which are associated with incommensurate and conflicting criteria [78, 94–96]. The aim is to find the best satisfactory solution that increases the level of overall satisfaction with the final decision for a group of decision-makers. A challenging problem that must be addressed when dealing with MCGDM problems is how to effectively aggregate individual preferences.

In this study, expected utility theory is used to aggregate individual preferences to form a group’s consensus. This study first uses the utility function to measure personal preferences. Then, this paper uses expected utility theory to aggregate individual preferences per the von Neumann–Morgenstern utility theory. It is assumed that the decision-makers have a complete, reflexive, transitive, and continuous evaluation. In other words, the individual preferences can be described with the von Neumann–Morgenstern utility function that was expressed in Section 3.3, which can be restated as follows [85]:

\[ U(x) = \sum_{i=1}^{n} u(x_i)p(x_i), \quad (1 \leq i \leq n), \]

\[ = u(x_1)p(x_1) + u(x_2)p(x_2) + \cdots + u(x_i)p(x_i) + \cdots + u(x_n)p(x_n). \quad (25) \]

The expected utility is calculated by taking the weighted average of all possible outcomes. Each group member can be assigned a weight \( p(x_i) \) ranging from 0 to 1, which denotes her/his power in the group decision-making [85]. In this study, the utility function is defined as the revised GRA method. Thus, group decision-making with expected utility theory entails the sufficiency of reliability and belief in the process of aggregating multiple members’ utilities. The aggregated utilities denote the group preferences over all criteria and alternatives.
5. Experiment

In this section, a simulation experiment of an oil spill emergency management is designed to test and verify the revised GRA method and consensus-facilitating technique with expected utility theory. The aim is to propose and develop an effective new technique for crisis management in oil spill emergencies in a complex environment to reduce disaster risk.

5.1. Description of the Problem. An oil spill emergency can have a major impact on environmentally, ecologically, and economically sensitive marine areas and shorelines. To minimize the damage and pollution caused by oil spill accidents, it is necessary to develop an emergency plan for crisis management [9]. However, evaluating the best oil spill emergency plan is difficult because the plan depends on several variables within a changing and complex oil spill environment, such as quantity and type of oil spilled and location of oil spill, among other factors [1, 9]. Moreover, the benefits and interests of the stakeholders (e.g., environmental agencies, oil companies, and nongovernmental organizations) involved in accidental oil spill incidents inevitably conflict in the decision-making process of choosing the best emergency alternative [9]. These factors motivate this research to find a new technique that can effectively handle variable factors with conflicting and incommensurate criteria. Hence, in this study, a revised GRA method for facilitating consensus is proposed and developed to aid the decision-makers who are involved in emergency planning for oil spill incidents.

5.2. Data and Criteria. Emergency response alternatives to oil spill accidents have been researched by simulating the trajectories of oil spills based on information about the quantity and type of the oil spill, the location of the oil spill, the spilled volume, the weather, and the oceanic conditions using the computational package OILMAP [9, 20]. The main parameters of the oil spill response scenarios were defined in Ferreira [97] as the amount of oil at the coast (C1) and the amount of oil intercepted representing the amount of oil collected plus the amount of oil dispersed (C2) [9, 97]. The process of establishing a model for the MCGDM problem is composed of alternatives and criteria, which form the decision matrix. The decision matrix, consisting of 10 emergency response alternatives and two criteria, is shown in Table 1 [9].

5.3. Empirical Process. To demonstrate the feasibility and effectiveness of the proposed model, this section presents a simulation of oil spill emergency management to evaluate and select the best alternative to aid stakeholders involved in the emergency response for disaster risk reduction.

In the decision-making process during an oil spill emergency response, the opinions of the stakeholders (environmental agency: DM1; oil company: DM2; nongovernmental organization: DM3) on each criterion will usually differ. Therefore, a weight vector is expressed to define the importance of each criterion considering the opinions of the stakeholders. Nine levels of semantic importance for each criterion, which originated from the 1–9 scale of the analytic hierarchy process method [42], are assigned and defined as shown in Table 2. The stakeholders’ semantic importance preferences are presented in the form of weights in Table 3.

The following procedures illustrate the feasibility and effectiveness of the proposed revised GRA method for group decision-making within a variable and complex oil spill environment with incommensurate and conflicting criteria and a group of stakeholders.

5.3.1. Standardize the Raw Matrix. The raw decision matrix, which consists of 10 emergency alternatives and two criteria, is presented in Table 1. The criterion of oil at cost, C1, is an SB criterion. The criterion of oil intercepted, C2, is an LB criterion. Hence, the normalized decision matrix can be calculated according to formulas (14)–(17). It is shown in Table 4.

5.3.2. Determine the Grey Relational Degree for the Stakeholders. Based on Tables 2 and 3, this paper can determine that the weight vector for DM1 is $w_1 = (w_{11}, w_{12}) = (0.5, 0.5)$; the weight vector for DM2 is $w_2 = (w_{21}, w_{22}) = (0.1, 0.9)$; and the weight vector for DM3 is $w_3 = (w_{31}, w_{32}) = (0.8, 0.2)$.

The grey relational degree for the three stakeholders can then be calculated using formulas (18)–(24). The results for DM1, DM2, and DM3 are given in Tables 5, 6, and 7, respectively.

5.3.3. Group Decision-Making with Expected Utility Theory. The von Neumann–Morgenstern utility theory assumes that the weight of expert opinion for the three stakeholders is equally important. In this study, the utility function is assumed as the function of the revised GRA method. Hence, the aggregated utilities, which denote the group preference over all alternatives and criteria, can be calculated by formula 25. The results are shown in Table 8.

5.4. Analysis and Discussion of the Results. In Table 8, this study can see that the ranking of the 10 emergency alternatives is 8, 9, 10, 7, 3, 6, 5, 1, 2, and 4. The best emergency alternative is Alt. 8, followed by Alt. 9, Alt. 5, Alt. 10, Alt. 7, Alt. 6, Alt. 4, Alt. 1, Alt. 2, and Alt. 3. A visual analysis was also conducted, presented in Figure 1.

In a previous study, fuzzy TOPSIS for group decision-making was used to determine the best oil spill emergency alternative, with promising results [9]. The research results are the same as those of Krohling and Campanharo [9] in two respects: the best oil spill emergency alternative is the same, and the ranking of the 10 emergency alternatives is
Table 1: Decision matrix consisting of emergency alternatives and criteria [9].

| Alternatives | Oil at cost: $C_1$ in m$^3$ ($\times 10^3$) | Oil intercepted: $C_2$ in m$^3$ ($\times 10^3$) |
|--------------|------------------------------------------|------------------------------------------|
| Alt. 1       | 8.627                                    | 5.223                                    |
| Alt. 2       | 9.838                                    | 4.023                                    |
| Alt. 3       | 10.374                                   | 3.495                                    |
| Alt. 4       | 8.200                                    | 5.659                                    |
| Alt. 5       | 5.854                                    | 7.989                                    |
| Alt. 6       | 8.108                                    | 5.790                                    |
| Alt. 7       | 6.845                                    | 7.083                                    |
| Alt. 8       | 5.738                                    | 8.238                                    |
| Alt. 9       | 5.858                                    | 8.189                                    |
| Alt. 10      | 6.269                                    | 7.808                                    |

Table 2: The importance of each criterion.

| Numerical rating | Verbal judgments of importance          |
|------------------|-----------------------------------------|
| 0.9              | Extremely important                     |
| 0.8              | Very to extremely important             |
| 0.7              | Very important                          |
| 0.6              | Moderately to very important            |
| 0.5              | Moderately important                    |
| 0.4              | Slightly to moderately important        |
| 0.3              | Slightly important                      |
| 0.2              | Low importance to slightly important    |
| 0.1              | Low importance                          |

Table 3: The importance preferences of the stakeholders in the form of weights.

| The stakeholders                        | Criteria                      |
|-----------------------------------------|-------------------------------|
| DM$_1$: Environment agency             | Moderately important          |
| DM$_2$: Oil company                    | Low importance                |
| DM$_3$: Nongovernmental organization   | Very to extremely important   |
|                                         | Low importance to slightly important |

Table 4: The normalized decision matrix.

| Alternatives | Oil at cost: $C_1$ | Oil intercepted: $C_2$ |
|--------------|--------------------|------------------------|
| Alt. 1       | 0.3768             | 0.3643                 |
| Alt. 2       | 0.1156             | 0.1113                 |
| Alt. 3       | 0.0000             | 0.0000                 |
| Alt. 4       | 0.4689             | 0.4563                 |
| Alt. 5       | 0.9750             | 0.9475                 |
| Alt. 6       | 0.4888             | 0.4839                 |
| Alt. 7       | 0.7612             | 0.7565                 |
| Alt. 8       | 1.0000             | 1.0000                 |
| Alt. 9       | 0.9741             | 0.9897                 |
| Alt. 10      | 0.8855             | 0.9093                 |

Table 5: Grey relational degree for DM$_1$.

| Alternatives | $w_{11}C_1$ | $w_{12}C_2$ | Grey relational degree $\epsilon_1$ |
|--------------|-------------|-------------|-------------------------------------|
| Alt. 1       | 0.1540      | 0.1528      | 0.2170                              |
| Alt. 2       | 0.1327      | 0.1324      | 0.1874                              |
| Alt. 3       | 0.1250      | 0.1250      | 0.1768                              |
| Alt. 4       | 0.1633      | 0.1619      | 0.2300                              |
| Alt. 5       | 0.2439      | 0.2375      | 0.3404                              |
| Alt. 6       | 0.1654      | 0.1649      | 0.2336                              |
| Alt. 7       | 0.2018      | 0.2010      | 0.2849                              |
| Alt. 8       | 0.2500      | 0.2500      | 0.3536                              |
| Alt. 9       | 0.2437      | 0.2474      | 0.3473                              |
| Alt. 10      | 0.2243      | 0.2292      | 0.3207                              |

Table 6: Grey relational degree for DM$_2$.

| Alternatives | $w_{21}C_1$ | $w_{22}C_2$ | Grey relational degree $\epsilon_2$ |
|--------------|-------------|-------------|-------------------------------------|
| Alt. 1       | 0.0308      | 0.2751      | 0.2768                              |
| Alt. 2       | 0.0265      | 0.2383      | 0.2397                              |
| Alt. 3       | 0.0250      | 0.2250      | 0.2264                              |
| Alt. 4       | 0.0327      | 0.2915      | 0.2933                              |
| Alt. 5       | 0.0488      | 0.4276      | 0.4303                              |
| Alt. 6       | 0.0331      | 0.2968      | 0.2986                              |
| Alt. 7       | 0.0404      | 0.3619      | 0.3641                              |
| Alt. 8       | 0.0500      | 0.4500      | 0.4528                              |
| Alt. 9       | 0.0487      | 0.4454      | 0.4481                              |
| Alt. 10      | 0.0449      | 0.4126      | 0.4150                              |
also the same. In addition, the visual analysis that this paper presents in Figure 1 is the same as that in the work of Krohling and Campanharo [9], which verifies the feasibility and effectiveness of the proposed model for emergency response in the context of oil spill accidents.

6. Conclusion

Emergency management in response to oil spill accidents is a complex decision-making problem. How to effectively evaluate oil spill emergency alternatives for a complex environment to formulate crisis response strategies for disaster risk reduction has become a challenging issue worldwide. This study proposes and develops an effective technique, which is a revised GRA for facilitating a consensus response to an oil spill emergency. The advantages of this study are summarized as follows: Firstly, a revised GRA for group decision-making model is proposed to evaluate an emergency plan for responding to unexpected events related to an oil spill. Secondly, in this model, the concept of an angle
between two vectors is applied to improve and optimize the GRA method by measuring the similarity between the reference series and alternative series. Thirdly, the expected utility theory is used to aggregate individual preferences and facilitate group consensus. Fourthly, the simulation experiment verified the feasibility and effectiveness of the proposed model by comparative analysis and visual analysis. Finally, in addition to oil spill scenarios, the proposed model can be used to solve other complex real-world problems that have a finite number of alternatives, multiple criteria, semantically stated benefits, multiple stakeholders’ interests, and the need for emergency decisions under a variable and complex environment.

The main limitation of the proposed model is that there are few data samples and indicators. In future work, big data analysis methods will be further developed and proposed for emergency decisions under a variable and complex environment in order to reduce the impact of small sample sizes.
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