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Abstract—In this article, we present data-driven feedback linearization for nonlinear systems with periodic orbits in the zero-dynamics. This scenario is challenging for data-driven control design because, the higher-order terms of the internal dynamics in the discretization appear as disturbance inputs to the controllable subsystem of the normal form. Our design consists of two parts: a data-driven feedback linearization-based controller and a two-part estimator that can reconstruct the unknown nonlinear terms in the normal form of a nonlinear system. We investigate the effects of coupling between the subsystems in the normal form of the closed-loop nonlinear system and conclude that the presence of such a coupling prevents asymptotic convergence of the controllable states. We also show that the estimation error in the controllable states scales linearly with the sampling time. Finally, we present a simulation-based validation of the proposed data-driven feedback linearization.

I. INTRODUCTION

Most classical control techniques rely on the availability of a plant model to design controllers. The models can either be derived through first principles or via system identification techniques. As systems get larger and processes become more complex, deriving and working with first principle models may no longer be feasible. With the advent of advanced sensing technologies, these complex processes generate and store large amounts of data, which can be used for designing controllers [1], for effective decision-making [2], and for predicting and diagnosing faults [3]. A plethora of literature is available for data-driven control of linear systems. Based on the Willems’ fundamental lemma, [4] shows that in the presence of persistently exciting inputs, a state feedback control law can be derived without explicitly identifying the system model. Data-driven techniques have since been extended to derive control laws such as event-triggered control [5], LQR [6], minimum-energy control [7], passivity-based techniques using measured data [8] and time delay systems [9] among several others. The literature for data-driven methods for nonlinear systems is sparse in comparison. In [10], the authors lift an unknown nonlinear system dynamics to a polynomial space in which the dynamics has a linear structure. The lifted dynamics is then used to design polynomial control laws using data-driven techniques. In [11], results are derived for data-driven full-state feedback linearization of nonlinear systems, assuming that the systems are available in the normal form. The results also extend to the case of partial feedback linearization when the zero dynamics is asymptotically stable. An exciting case of data-driven partial feedback linearization is when the zero dynamics is not asymptotically stable but has a stable periodic orbit. Such scenarios are encountered in systems like biped robots [12] and a network of coupled oscillators that exhibit periodic behavior in their zero dynamics. The gait in a biped robot is made to converge to a stable limit cycle during walking. This leads to a periodic behavior in the entire structure, above the hip joint. Thus, stabilizing the head and the torso of the biped robot, using feedback linearization, can be categorized as an input-output linearization problem with a periodic behavior in the zero-dynamics. Similar cases can be found in cluster synchronization [13] of a network of coupled nonlinear oscillators using feedback linearization, such that certain sub-clusters in the zero dynamics converge to a stable periodic orbit.

A limit cycle in the zero dynamics behaves like a periodic disturbance that is coupled to the controllable subsystem (we discuss how the system can be transformed into its normal form, that partitions the system into a controllable part and an internal part in Section III-B). When the normal form of the system is known, this can be solved by the exact cancellation of the nonlinear terms, that appear in the controllable subsystem, via feedback. The challenge is when we lack knowledge of these nonlinear terms that appear in the normal form. In such cases, due to the inherent discrete nature of data-driven techniques, to implement data-driven techniques, we require a sampled-data equivalent of the normal form of the nonlinear system. This, as we will see in the later sections, will give rise to higher-order terms in the controllable subsystem which cannot be canceled via feedback linearization. These higher-order terms act as persistent disturbance inputs to the controllable subsystem and inhibit the states from achieving asymptotic convergence. In this paper, we try to address these problems while using data-driven partial feedback linearization when there exists a stable periodic orbit in the zero dynamics. We encapsulate the main contributions of this paper below:

1) We design a data-driven partial feedback linearization-based controller to stabilize the controllable subsystem of a nonlinear system, with unknown normal forms and those which contain periodic orbits in zero dynamics. We prove the disturbance-to-state stability of the controllable subsystem, where the higher-order terms in the internal dynamics appear as disturbance inputs to
the controllable subsystem.
2) We validate the results derived using simulations and critically analyze how the estimation error varies with the sampling time. We also show the robustness of the controller in the presence of perturbations in the assumed model structure.

II. NOTATIONS

\(\mathbb{R}^+, \mathbb{R}^+\) denote the set of positive and non-negative real numbers respectively, \(col\{x_1, x_2, \ldots, x_n\}\) represents a column vector with the entries \(x_1, x_2, \ldots, x_n\). The estimate of a state \(\hat{x}\) will be denoted by \(\tilde{x} \in \mathbb{R}^n\). \(\|x\|\) represents the 2-norm of a vector \(x \in \mathbb{R}^n\). The big-O notation: \(f(z,t) = O(T)\) implies \(\exists N, T \in \mathbb{R}^+\) such that, \(\forall t \in [0,T], \|f(z,t)\| \leq NT\|z\|\). \(\lambda_m(Q)\) represents the minimum eigenvalue of a matrix \(Q \in \mathbb{R}^{n \times n}\). \(X^t\) represents the pseudo-inverse of a matrix \(X\). \(A\) represents a matrix of zeros of appropriate dimension. \(\|A\|_F\) represents the Frobenius norm of a matrix. The Lie-derivative of a matrix of zeros of appropriate dimension.

III. PRELIMINARIES AND PROBLEM FORMULATION

A. Persistence of Excitation [4]

A signal \(u = \text{col}\{u(0), \ldots, u(T-1)\}\) where \(u(\cdot) \in \mathbb{R}^n\) is persistently exciting of order \(G\) if the Hankel matrix:

\[H^T_{G}(u(0)) = \begin{bmatrix} u(0) & u(1) & \ldots & u(T-G) \\ u(1) & u(2) & \ldots & u(T-G+1) \\ \vdots & \vdots & \ddots & \vdots \\ u(G-1) & u(G) & \ldots & u(T-1) \end{bmatrix}\]

has a full rank of \(nG\) with \(T \geq (n+1)G-1\).

B. Feedback Linearization

Feedback linearization [14], [15] is a technique by which a nonlinear system can be transformed into a linear system via a proper choice of a nonlinear transformation and a state feedback control law. Consider the SISO system:

\[
\dot{z} = f(z(t)) + g(z(t))u(t), \quad y(t) = h(z(t))
\]

where \(f : D \to \mathbb{R}^n, g : D \to \mathbb{R}^n\) and \(h : D \to \mathbb{R}\) are sufficiently smooth in the domain \(D \subset \mathbb{R}^n, u, y \in \mathbb{R}\). System (1) is said to have a relative degree \(\rho, 1 \leq \rho \leq n\) in a region \(D_0 \subset D\) if for \(i = 1, 2, \ldots, \rho-1, L_{gf}L_{f}^{\rho-1}h(z(t)) = 0\) and \(L_{gf}L_{f}^{\rho-1}h(z(t)) \neq 0\) for all \(z(t) \in D_0\). Consider the general case, where \(\rho \leq n\) at \(x^0\). Then, choosing

\[
\xi(t) = \begin{bmatrix} \xi_1(t) \\ \xi_2(t) \\ \vdots \\ \xi_{\rho}(t) \end{bmatrix}, \quad \begin{bmatrix} h(z(t)) \\ L_{f}h(z(t)) \\ \vdots \\ L_{gf}L_{f}^{\rho-1}h(z(t)) \end{bmatrix} = \Phi(z(t))
\]

together with functions \(\psi_1, \ldots, \psi_{n-\rho}\) to transform the rest of the \(n-\rho\) states gives us the dynamics in a new set of coordinates \(\begin{bmatrix} \xi_1(t) \\ \xi_2(t) \\ \vdots \\ \xi_{\rho}(t) \end{bmatrix} = \Phi(z(t))\) in which the system (1) gets transformed to

\[
\dot{\eta}(t) = f_0(\eta(t), \xi(t)) \quad (2)
\]

\[
\dot{\xi}_i(t) = \xi_{i+1}(t), \text{ for } 1 \leq i \leq \rho - 1 \quad (3)
\]

\[
\dot{\xi}_\rho(t) = \alpha(\xi(t), \eta(t)) + \beta(\xi(t), \eta(t))u(t) \quad (4)
\]

\[
y(t) = \xi_1(t) \quad (5)
\]

where \(\alpha(\xi(t), \eta(t)) = L_{gf}L_{f}^{\rho-1}h(z(t))\) and \(\beta(\xi(t), \eta(t)) = \frac{L_{gf}L_{f}^{\rho-1}h(z(t))}{L_{gf}L_{f}^{\rho-1}h(z(t))}\). Here the system is partitioned into its controllable states \(\xi_1(t)\) and internal states \(\eta(t)\).

Now, by choosing a control law of the form \(u(t) = \beta^{-1}(\xi(t), \eta(t))(v(\xi(t)) - \alpha(\xi(t), \eta(t)))\), where \(v(\xi(t))\) is any linear control law, we get the linear input-output dynamics:

\[
\eta(t) = f_0(\xi(t), \eta(t)) \quad (6)
\]

\[\xi(t) = A_c\xi(t) + B_cv(\xi(t)), \quad y(t) = C_c\xi(t)\]

where \(A_c, B_c, C_c\) are the matrices corresponding to the chain of integrators in the Brunovsky’s canonical form. The zero dynamics of (6) is given by \(\eta(t) = f_0(\xi(t), 0)\). The zero dynamics of the system, which is unobservable, dictates whether (2)-(5) can be stabilized by the control input \(u(t)\). Such systems, whose zero dynamics is asymptotically stable are called minimum-phase systems. Henceforth, the time argument \(t\) in the states will be omitted and will be explicitly mentioned only when required.

C. Problem Formulation and Assumptions

Firstly, the classical feedback linearization technique assumes that the system model is known and all the states are available for feedback. But when the functions \(f(z), g(z)\) in (1) are unknown, we cannot use feedback linearization to stabilize the system. Secondly, in most of the literature, the zero dynamics is assumed to have an asymptotically stable origin. We relax this assumption and investigate how the controllable subsystem can be controlled when the zero dynamics exhibits a periodic behavior and how the coupling between the internal and controllable subsystem affects the convergence of the controllable states. Thus, we propose a data-driven controller, which can stabilize the origin of the controllable subsystem, based on the following assumptions:

A 1. It is assumed that the normal form (2)-(5) is available, where the functions \(\alpha(\cdot), \beta(\cdot), f_0(\cdot)\) are unknown. Also, we assume that \(\beta(\cdot)\) is a constant and the unknown functions \(\alpha(\cdot), f_0(\cdot)\) are Lipschitz in their arguments.

A 2. The zero-dynamics has a stable limit cycle, implying that \(c_1 \leq \|\eta(t)\| \leq c_2, \forall t \in \mathbb{R}^+\) and \(c_1, c_2 \in \mathbb{R}^+\).

IV. SAMPLED-DATA EQUIVALENT OF THE CONTROLLABLE SUBSYSTEM

Consider the nonlinear SISO plant in the normal form (2)-(5). Since the dynamics of this plant is assumed to be Lipschitz in their arguments as given in Assumption A1, there
exists a $T \in \mathbb{R}^{++}$ such that for all $t \in [t_0, t_0 + T)$, the flow of each state of (3)-(5) denoted by $\phi(t) \equiv \phi(t_0, \eta_0, u_0, t, t)$ using Taylor series expansion is given by:

$$
\phi(t) = \sum_{i=1}^{j-p} \sum_{j=1}^{i} \left( \xi_j(t_0) \frac{T^{j-i}}{(j-i)!} \right) + \frac{T^{p-i+1}}{(p-i+1)!} \left( (\alpha(\xi_j, \eta_j) + \beta u) + O(T^{p-i+2}) \right)
$$

(7)

where $(\xi_j(t_0), \eta_j(t_0), u_j(t_0)) = (\xi_j, \eta_j, u_j) \in \mathcal{D}$ are the initial conditions, where $\mathcal{D}$ is a compact set, $u_0 = -\beta^{-1} \alpha(0)$ and $i \in \{1, 2, \ldots, p\}$. Henceforth, $O(\xi_j, \eta_j, u_j)(\cdot)$ will be denoted as $O(\cdot)$, and will be mentioned explicitly when the arguments in the subscript changes. Setting $t_0 = kT$, for a zero order hold assumption for the control input, that is, $u(kT + p) = u(kT)$, for all $p \in [kT, (k+1)T)$, we can derive the exact flow $\phi^e \equiv \text{col}(\phi^e_1, \phi^e_2, \ldots, \phi^e_n)$ of the system at time $(k+1)T$ given the initial condition at time $kT$, as:

$$
\xi_i(k+1) = \sum_{j=1}^{j-p} \sum_{j=1}^{i} \xi_j(k) \frac{T^{j-i}}{(j-i)!} + \frac{T^{p-i+1}}{(p-i+1)!} \left( (\alpha(\xi_j(k), \eta_j(k)) + \beta u(k)) + O(T^{p-i+2}) \right)
$$

(8)

where the parameter $T$ is omitted. The expression given in (8) is valid at time $(k+1)T$, since the flow does not change over a zero-measure set. Neglecting the higher order terms, we can approximate the flow $\phi^e \equiv \phi_i(\xi(k), \eta(k), u(k), kT, (k+1)T)$:

$$
\xi_i(k+1) = \sum_{j=1}^{j-p} \sum_{j=1}^{i} \xi_j(k) \frac{T^{j-i}}{(j-i)!} + \frac{T^{p-i+1}}{(p-i+1)!} \left( (\alpha(\xi_j(k), \eta_j(k)) + \beta u(k)) + O(T^{p-i+2}) \right)
$$

(9)

V. FEEDBACK LINEARIZATION BASED CONTROLLER

In this section, we design a nominal controller that guarantees the asymptotic stability of the controllable subsystem via feedback linearization. Let $u(k) = \beta^{-1}(-\alpha(k) + \nu(\xi(k)))$, with $\nu(\xi(k)) = K \xi$, where $K$ is a row vector of feedback gains. Then the approximate dynamics (9) in closed loop will have the form $\xi_i(k+1) = A\xi_i(k) + Bv(k)$, where

$$
A = \begin{bmatrix}
1 & T & \cdots & T^{p-1} \\
0 & 1 & \cdots & T^{p-2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix}, \quad B = \begin{bmatrix}
T^p \\
T^{p-1} \\
\vdots \\
0
\end{bmatrix},
$$

$$
\xi_i(k+1) = \sum_{j=1}^{j-p} \sum_{j=1}^{i} \xi_j(k) \frac{T^{j-i}}{(j-i)!} + \frac{T^{p-i+1}}{(p-i+1)!} \left( (\alpha(\xi_j(k), \eta_j(k)) + \beta u(k)) + O(T^{p-i+2}) \right)
$$

and

$$
\xi_{p+1}(k+1) = \bar{\xi}_p(k+1) + O(T)
$$

(10)

VII. DATA-DRIVEN ESTIMATOR DESIGN

Based on an extended plant model, we propose a data-driven estimation law that reconstructs $\alpha(\cdot)$ at each instant and estimates the value of $\beta$. We set $\alpha(k) = \bar{\xi}_{p+1}(k)$ to be an extended state that is assumed to remain constant between sampling instants for a small enough sampling time $T$. Then, the extended discretized plant dynamics is:

$$
\xi_i(k+1) = \sum_{j=1}^{j-p} \sum_{j=1}^{i} \xi_j(k) \frac{T^{j-i}}{(j-i)!} + \frac{T^{p-i+1}}{(p-i+1)!} \left( \bar{\xi}_{p+1}(k) + \beta u(k) \right) + O(T^{p-i+2})
$$

for $i \in \{1, 2, \ldots, p\}$. In the matrix representation, the above equations will have the form $\bar{\xi}_i(k+1) = \bar{A}\bar{\xi}_i(k) + \bar{B}\bar{u}(k) + w(k)$, $y(k) = \bar{C}\bar{\xi}_i(k)$ where $w = \text{col}(O(T^{p-1}), O(T^p), \ldots, O(T))$.

$$
\bar{A} = \begin{bmatrix}
1 & T & \cdots & T^p \\
0 & 1 & \cdots & T^{p-1} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix}, \quad \bar{B} = \begin{bmatrix}
T^p \\
T^{p-1} \\
\vdots \\
0
\end{bmatrix}, \quad \bar{C} = \begin{bmatrix}
1
\end{bmatrix}, \quad \bar{u}(k) = \begin{bmatrix}
\bar{u}_1(k) \\
\bar{u}_2(k) \\
\vdots \\
\bar{u}_p(k)
\end{bmatrix}
$$

where $\bar{\xi}(k)$ is the extended state vector. An approximate model of this system, with the higher order term neglected, can be obtained as:

$$
\bar{\xi}_i(k+1) = \bar{A}\bar{\xi}_i(k) + \bar{B}\bar{u}(k), \quad y(k) = \bar{C}\bar{\xi}_i(k).
$$

(11)

Essentially, this is what the observer “thinks” the system looks like and estimates the states based on this approximate model. Let $\{u(0), u(1)\ldots u(l-1)\}$ be a persistently exciting
input sequence of order $2\rho + 2$ such that \( \text{rank}(Z_0) = 2\rho + 2 \), with \( l \geq 2\rho + 2 \), where
\[
Z_0 = \begin{bmatrix}
H_{\rho+1}^i(y(-\rho - 1)) \\
H_{\rho+1}^u(u(-\rho - 1))
\end{bmatrix} + \begin{bmatrix}
H_{\rho+1}^i(\hat{C}w(-\rho - 1)) \\
H_{\rho+1}^u(\hat{C}w(-\rho - 1))
\end{bmatrix}
\] (12)
and \( H_{\rho+1}^i(y(-\rho - 1)), H_{\rho+1}^u(u(-\rho - 1)) \) are the Hankel matrices of the input, output and the higher order terms respectively. Let \( Z \) be the matrix \( Z_0 \) with its entries shifted by one time-step.

**Proposition 1.** For the system (2)-(5), with the Assumptions A1 and A2, the extended states can be estimated as:
\[
\tilde{\xi}(k) = (\Theta^T \Theta)^{-1} \Theta(Y(k) + \hat{\beta}MU(k-1))
\]
(13)
with an estimation error of \( e_\xi := \tilde{\xi} - \hat{\xi} = O(T) \), where \( \hat{\beta} = (\Theta^T)^{\rho+1} \) and \( \Theta^T \) is the \((\rho + 1, 2\rho + 2)^{\text{th}}\) element of the matrix \( \Theta = Z_1 Z_0^{-1} \).

\( Y(k) = \text{col}\{y(k), y(k-1), \ldots, y(k-m+1)\}, U(k-1) = \text{col}\{0, u(k-1), \ldots, u(k-m+1)\}, \) where \( m \geq \rho + 1 \), \( \Theta = \begin{bmatrix}
C^T & (CA^{-1})^T & \ldots & (CA^{-m+1})^T
\end{bmatrix}^T \) and
\[
M = \begin{bmatrix}
0 & 0 & 0 & \ldots & 0 \\
0 & CA^{-1}B & \ldots & \ldots & 0 \\
0 & CA^{-2}B & CA^{-1}B & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & CA^{-m+1}B & CA^{-m+2}B & \ldots & CA^{-1}B
\end{bmatrix}_{m \times m}
\]

Proof: The approximate model given by (11) is a discrete-time LTI system, with just one parameter unknown, i.e. \( \hat{\beta} \). Since the input sequence is persistently exciting, we can use the data-based open-loop representation of a discrete-time LTI system given in Theorem 7 in [4]. Hence, the proof of the given expression for \( \hat{\beta} \) follow along the same lines as given in [4]. Now we have an estimate of \( \hat{\beta} \) obtained from the approximate discretized model. Next, we show that the error in the estimate, i.e. \( e_\beta = \beta - \hat{\beta} = O(T) \). Since \( \hat{\beta} \) is obtained from an element in \( \Theta \),
\[
e_\beta = \| \Theta - \begin{bmatrix}
H_{\rho+1}^i(y(-\rho)) \\
H_{\rho+1}^u(u(-\rho))
\end{bmatrix}
\| \| \Theta^T \Theta \|^T
e_\beta = O(T)
\]

where the last inequality can be obtained by substituting \( \Theta = Z_1 Z_0^{-1} \), and the fact that \( w(k) = O(T) \). Once \( \hat{\beta} \) is obtained, we can write \( Y(k) = \Theta \tilde{\xi} - \hat{\beta}MU(k-1) \), where \( M \) is defined in (14). Since the \( \Theta \) matrix has linearly independent columns, due to the fact that \( (A^{-1}, C) \) is an observable pair, we rearrange the terms and take the pseudo-inverse of the matrix \( \Theta \) to arrive at the estimator given in (13). The error in this estimate \( e_\xi = \tilde{\xi} - \hat{\xi} \) is due to the neglected \( O(T) \) terms:
\[
e_\xi = (\Theta^T \Theta)^{-1} \Theta(Y(k) + \hat{\beta}MU(k-1) + \Theta W(k-1)) - (\Theta^T \Theta)^{-1} \Theta(Y(k) + \hat{\beta}MU(k-1)) = O(T)
\]
(14)
where the last inequality is obtained as a result of \( W(k-1) = O(T) \). This concludes the proof.

**Remark 1.** We highlight the fact that, to estimate \( \beta \), the data collected during the initial \( l \) time steps alone, must be persistently exciting. The data window of length \( m \), used to reconstruct the states and \( \alpha(k) \) at each time step, need not be persistently exciting for \( k \geq l + 1 \). A diagram showing the data-sampling intervals is given in Fig 1.

**VII. MAIN RESULTS**

In this section, we present our main result, which guarantees the boundedness of the states, and in some special cases, the asymptotic stability of the controllable subsystem in the presence of periodic orbits in the zero-dynamics.

**Theorem 1.** Consider the plant given by (2)-(5), and let assumptions A1 and A2 hold. Let \( D \) be a compact set of initial conditions that contains the origin. Then there exists a \( T^* \in \mathbb{R}^+ \) such that for all \( T \in (0, T^*) \), the data-driven estimator (13) and a discrete control input, with a zero-order hold, given by \( u(k) = \hat{\beta}^{-1}(-\tilde{\xi}_k^T(k) + v(\tilde{\xi}_k^T(k))) \), where \( v \) is a linear control law, guarantees \( ||\xi(k)|| \leq b_1 \), \( \forall k \in \mathbb{N} \), \( ||\xi^T(t)|| \leq b_2 \), \( \forall t \geq 0 \), where \( b_1, b_2 \in \mathbb{R}^++ \) depend on \( D \), \( T \), \( c_1 \) and \( c_2 \). Furthermore, if \( \alpha(\cdot) \in (4) \) is a function of \( \xi \) alone, then \( \lim_{t \to +\infty} \xi(t) = 0 \).

Proof: The estimator needs to wait for \( l \) samples to estimate \( \beta \). We first show that there exists a small enough sampling time such that the trajectories starting from any initial conditions that belong to a compact set remain in a compact set during this time interval. This time window will be termed the initial data-collection period.

**Initial Data-Collection Period:** To estimate the parameter \( \beta \), the data-driven estimator needs a set of \( l \) initial persistently exciting input data points and \( m-1 \), \( m \) input and output data points respectively, which need not be persistently exciting to reconstruct the states, where \( m \leq l \). The functions \( \alpha(\cdot), f_0(\cdot) \) in (3)–(5) are assumed to be Lipschitz in their arguments, we can guarantee that there exists a \( T_1 \) such that for all \( T \in (0, T_1] \), with the initial conditions in \( D \), and the sequence of inputs \( \{u(0), \ldots, u(l-1)\} \) belonging to a compact set \( \mathcal{W} \subset \mathbb{R} \), each held constant between \( t \in [kT, (k+1)T) \), \( k \in \{0, 1, \ldots, l-1\} \), the states and hence the output at each instant, will remain in a compact set \( \mathcal{E} \) for all \( k \in \{0, 1, \ldots, l-1\} \). Now the data-driven estimator starts reconstructing the states from the time instant \( t = lT \).

**Evolution of states after time \( lT \):** Let \( \mathcal{F} \) be the smallest sub-level set of the Lyapunov function \( V(\xi(t)) \), containing
the set \( \mathcal{E} \). We now show that \( \mathcal{F} \) is invariant. Consider the evolution of the Lyapunov function \( V \) along the exact flow of the system \( \phi^\alpha(\xi, \eta, u) \). Substituting \( \phi^\alpha \) from (8) and expanding, the difference in the Lyapunov function between two consecutive time steps along the exact flow satisfies:

\[
V(\phi^\alpha) - V(\xi(k)) \leq V(\phi^\alpha) - V(\xi(k)) + O(T^2).
\]

(15)

Now, since \( \alpha \) is Lipschitz on the domain of interest, we can show that \( O(\xi, \eta, u - m) \) (T) = \( O_\xi (T) + O_\eta (T) \). Thus,

\[
V(\phi^\alpha) - V(\xi(k)) \leq V(\phi^\alpha) - V(\xi(k)) + O(\xi(T) + O_\eta (T) - \lambda_m(Q)T)||\xi(k)||^2 + O_\xi(T)^2 + O_\eta(T)^2.
\]

(16)

The last inequality is obtained directly from (10). Since \( \dot{\xi} = \xi + O(T^2) \), \( \xi_{p+1} = \xi_{p+1} + O(T) \), \( \beta = \beta + O(T) \) and the fact that the Lyapunov function is quadratic, the inequality (16) remains unchanged. Hence,

\[
V(\phi^\alpha) - V(\xi(k)) \leq \lambda_m(Q)T||\xi(k)||^2 + O_\xi(T)^2 + O_\eta(T)^2.
\]

(17)

The inequality (17) is obtained by choosing \( T_2 < \lambda_m(Q)/N \), for all \( T \in (0, T_2) \). Since \( ||\eta || \) is bounded (from Assumption 2), and for all \( ||\xi(k)|| > \sqrt{(N_T)/(\lambda_m(Q))} ||\eta(k)|| \), (17) is negative definite. Thus proving the \( \eta \)-to-\( \xi \) stability of the \( \xi \) subsystem. (Here, the \( ||\eta || \) term acts as an input to the \( \xi \) dynamics). This also shows \( \mathcal{F} \) is invariant for all \( T \in (0, T_3) \), where \( T_3 = \min(T_1, T_2) \). Since \( \mathcal{F} \) is compact, there exists a \( b_1 > 0 \) such that \( ||\xi(k)|| \leq b_1, \forall k \in \mathbb{N} \). Invoking Theorem 5, [16], which ensures the uniform local input-to-state stability of the sampled data system, provided the corresponding discrete time system is uniformly locally input-to-state stable and uniformly bounded over \( T \), we can guarantee that there exists a \( b_2 > 0 \) such that, \( ||\xi(t)|| \leq b_2, \forall t \geq 0 \). Furthermore, if \( \alpha \) is a function of \( \xi(k) \) alone, the higher order terms are functions of \( ||\xi(k)|| \) (i.e. \( O_\eta(T)^2 = 0 \)) and (16) reduces to:

\[
V(\phi^\alpha) - V(\xi(k)) \leq \lambda_m(Q)T||\xi(k)||^2. \]

(18)

This guarantees asymptotic stability in discrete time. Now invoking Theorem 1 from [16], which guarantees the uniform local asymptotic stability of the sampled data system, if the corresponding discrete-time system is uniformly locally asymptotically stable and uniformly bounded over \( T \), \( \lim_{t \to 0} \xi(t) = 0 \). This concludes the proof. \( \square \)

VIII. DISCUSSION

**Effect of Sampling Time and Noise:** We can infer from (17) that as \( T \) decreases, the steady-state bound on the states also decreases. Thus the steady-state error specifications in the controllable states can be met by choosing an appropriate sampling time. The presence of measurement noise alters the error in the state estimates as well as the estimate of \( \beta \) to \( e_2 = e_\beta = O(T) + O_\beta (T - \rho) \). Where, \( \beta = \sup_{t \in \mathbb{R}} ||\theta(t)|| \), and \( \theta(t) \) is the measurement noise that appears additively in (5). In this case, it can be shown that the states converge to a bounded set, with the bounds depending on the measurement noise, the sampling time, and the bounds on the zero dynamics.

**Minimum-Phase Systems:** When the system is strictly minimum phase, \( ||\eta(k)|| \) decreases to 0 and hence (17) guarantees the asymptotic stability of the origin of (2)-(5). Thus, in the case of minimum phase systems, the results coincide with that of Theorem 8.1 in [11].

**Robustness against perturbations in \( \beta \):** The controller is seen to be fairly robust against small perturbations in \( \beta \). If the function \( \beta(\xi, \eta) = \beta_0 + \Delta \beta(\xi, \eta) \), where \( \beta_0 \) is the nominal value of \( \beta \) being estimated by the data-driven estimator, it can be shown that there exists a \( \gamma \) such that \( ||\Delta \beta(\xi, \eta)|| < \gamma \), for which the controller stabilizes the origin of the controllable subsystem. We shall incorporate this in the simulations to demonstrate the robustness of the controller.

**IX. SIMULATIONS**

Consider the continuous-time nonlinear system below:

\[
\eta_1 = \eta_2, \quad \eta_2 = -\eta_1 + 0.5(1 - \eta_1^2)\eta_2 + \xi_1 \\
\dot{\xi}_1 = \xi_2, \quad \dot{\xi}_2 = -\sin(\xi_1) + 2\xi_2 + \delta \eta_1^2 + (2 + \Delta \beta(\xi, \eta))u \\
y = \xi_1
\]

where \( \delta = 1 \) when there is a coupling between the subsystems and \( \delta = 0 \) when there is no coupling between the subsystems. The limit cycle dynamics is assumed to be that of a Van der Pol oscillator. The relative degree of the system is \( \rho = 2 \). The block diagram depicting the controller and the estimator implementation is given in Fig 2. Controller parameters were set to \( T = 0.02 s, K = [-20 -10] \) to place the closed loop poles of the linearized controllable subsystem at \( \lambda_1 = -2.76 \) and \( \lambda_2 = -7.23 \). The initial conditions for the states were \( (1, 0, 2.5, 0) \). We chose \( l = 8 \) and \( m = 3 \) for the data-driven estimator. The initial set of inputs were drawn from a normal distribution obtained using the \( \text{randn}() \) function in MATLAB. For the given initial conditions, the bounds on the internal states were found to be \( c_1 = 1.72 \) and \( c_2 = 2.5 \). The trajectories and the phase portrait of the internal states are given in Fig 3.
β decreases. This is because the error due to perturbations in β can’t be eliminated by decreasing the sampling time. The plots are shown in Fig 5.

X. CONCLUSIONS

This article expanded the class of nonlinear systems for which data-driven techniques have been proposed, by investigating for the first time the scenario where the nonlinear systems have periodic orbits in the zero-dynamics. The article introduces a two-part data-driven estimator, which reconstructs the nonlinear terms for feedback linearization under the assumption that the initial set of data points is persistently exciting. This data-driven estimator along with the feedback linearizing controller renders the closed-loop system disturbance-to-state stable. We also show that the estimation error scales linearly with the sampling time. In the future, we look to extend the approach to a broader class of nonlinear systems and implement the data-driven controller for the head and torso stabilization of a biped robot.
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