We develop a deep learning model to effectively solve high-dimensional nonlinear parabolic partial differential equations (PDE). We follow Feynman-Kac formula to reformulate PDE into the equivalent stochastic control problem governed by a Backward Stochastic Differential Equation (BSDE) system. The Markovian property of the BSDE is utilized in designing our neural network architecture, which is inspired by the Actor-Critic algorithm usually applied for deep Reinforcement Learning. Compared to the State-of-the-Art model, we make several improvements including 1) largely reduced trainable parameters, 2) faster convergence rate and 3) fewer hyperparameters to tune. We demonstrate those improvements by solving a few well-known classes of PDEs such as Hamilton-Jacobian-Bellman equation, Allen-Cahn equation and Black-Scholes equation with dimensions on the order of 100.
Combining with the previous improvement on reducing parameters, our model guarantees a much shorter run-time in solving the PDEs compared to DBSDE. For example, Quadratic Gradients equation is solved \(~\sim 18\) times faster and the Allen Cahn equation is \(~\sim 27\) times faster.

3. **less hyperparameters to tune:** DBSDE expects two hyperparameters that define a range from which the initial solution can be sampled. Our model dispenses such need and consequently saves the time in hyperparameter tuning. This improvement is automatically enabled by the Actor-Critic setup of the neural networks.

We close this section by mentioning some details about the numerical implementations. We implement both our model and the DBSDE model under the same deep reinforcement learning framework\footnote{PyTorch version of spinningup (https://spinningup.openai.com) to implement both algorithms.} to maximally eliminate confounding factors when comparing the algorithms. We have also reproduced all the results presented in this work using the original DBSDE code which was written in TensorFlow.

2 **Method**

We consider the following nonlinear parabolic PDE:

\[
\frac{\partial u}{\partial t} (t, x) + \frac{1}{2} \text{Tr} \left( \sigma \sigma^T (t, x) (\text{Hess}_x u)(t, x) \right) + \nabla u (t, x) \cdot \mu(t, x) + f(t, x, u(t, x), \sigma^T(t, x) \nabla u(t, x)) = 0
\]

with terminal condition \(u(T, x) = g(x)\). Here \(t \in [0, T]\) and \(x \in \mathbb{R}^d\) are the time and space variable respectively. \(\mu(t, x) \in \mathbb{R}^d\) and \(\sigma(t, x) \in \mathbb{R}^{d \times d}\) are known vector-valued functions. \(\sigma^T\) is the transpose of \(\sigma\). \(\nabla u\) and \(\text{Hess}_x u\) represents the gradient and the Hessian of function \(u\) w.r.t. \(x\). \(\text{Tr}\) denotes the trace of a \(d \times d\) matrix. \(f\) is a known scalar-valued nonlinear function. The goal is to find the solution \(u(0, \xi)\) for some point \(\xi \in \mathbb{R}^d\) at \(t = 0\). It is worthy of pointing out that many well-known PDEs are all particular forms of the equation (1): Schrödinger equation, Hamilton-Jacobian-Bellman equation, Allen-Cahn equation, Black-Scholes equation and Burgers Type Equation, to name a few.

We follow Feynman-Kac formula to draw the connection between the PDE (1) and its equivalent stochastic control problem. To fix some terminology, let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, \(W \sim [0, T] \times \Omega \rightarrow \mathbb{R}^d\) be a \(d\)-dimensional standard Brownian motion, \(\mathcal{F}_{t \in [0, T]}\) be the normal filtration generated by \(W_{t \in [0, T]}\). Consider the \(\mathcal{F}_{t \in [0, T]}\)-adapted solution process \(\{X_t, Y_t, Z_t\}_{t \in [0, T]}\) of the following Backward Stochastic Differential Equation (BSDE) system:

\[
\begin{align*}
X_t &= \xi + \int_0^t \mu(s, X_s) \, ds + \int_0^t \sigma(s, X_s) \, dW_s \\
Y_t &= g(X_T) + \int_t^T f(s, X_s, Y_s, Z_s) \, ds - \int_t^T (Z_s)^T \, dW_s
\end{align*}
\]

where \(\{X_t\}_{t \in [0, T]}\) is a \(d\)-dimensional stochastic process. The solution process is proved to exist with up-to-indistinguishability uniqueness \cite{fleming1975, platen1987} under suitable regularity assumptions on the coefficient functions \(\mu, \sigma, \) and \(f\). As a result of Feynman-Kac formula (cf., e.g., \cite{fleming1975, platen1987, keller2016}), the solution process \(\{X_t, Y_t, Z_t\}_{t \in [0, T]}\) is related to \(u(t, x)\) in the sense that for all \(t \in [0, T]\) it holds \(\mathbb{P}\)-a.s. that

\[
Y_t = u(t, X_t), \quad \text{and} \quad Z_t = \sigma^T(t, X_t) \nabla u(t, X_t)
\]

Plugging (3) into (2) and rewriting (2) forwardly, we obtain the following stochastic system:

\[
\begin{align*}
X_t &= \xi + \int_0^t \mu(s, X_s) \, ds + \int_0^t \sigma(s, X_s) \, dW_s, \quad Z_t = \sigma^T(t, X_t) \nabla u(t, X_t) \\
u(t, X_t) &= u(0, X_0) - \int_0^t f(s, X_s, u(s, X_s), Z_s) \, ds + \int_0^t Z_s^T \, dW_s
\end{align*}
\]

So far, we have turned the problem of solving the PDE (1) into solving a backward stochastic differential equation (BSDE) system. To solve the system, we first discretize all the stochastic processes in time with a simple Euler scheme. Namely, with a partition of the time interval \([0, T]\) : \(0 = t_0 < t_1 < \ldots < t_N\), we have the discretized form:

\[
\begin{align*}
X_{t_{n+1}} &= X_{t_n} + \mu(t_n, X_{t_n})(t_{n+1} - t_n) + \sigma(t_n, X_{t_n})(W_{t_{n+1}} - W_{t_n}) \\
u(t_{n+1}, X_{t_{n+1}}) &= u(t_n, X_{t_n}) - f(t_n, X_{t_n}, u(t_n, X_{t_n}), Z_{t_n}) + Z_{t_n}^T(W_{t_{n+1}} - W_{t_n})
\end{align*}
\]

PyTorch version of spinningup (https://spinningup.openai.com) to implement both algorithms.
where $Z_{t_n} = [\nabla u(t_n, X_{t_n})]^T \sigma(t_n, X_{t_n})$. From the numerical point of view, (5a) defines a controlled stochastic dynamics that can be efficiently sampled by simulating Brownian processes $W_{t_n}$, with $\mu$ and $\sigma$ given. Note that $N$ is a hyperparameter which needs to be tuned for different equations. The sensitivity study of $N$ is yet available in the literature.

A key feature that differentiates our model from others is that we leverage the Markovian property of the System (5). Therefore, we only deploy one multilayer feedforward network with batch-normalization, $\theta_a$, to approximate $Z_{t_n}$, whereas a sequence of $N$ networks are adopted by DBSDE and other models alike. To some extent, $\theta_a$ behaves similarly to the policy network in model-based reinforcement learning. In addition, we parametrize $u(t_n = 0)$ with a second multilayer feedforward network, $\theta_v$, similar to the critic network in reinforcement learning. A combination of such two networks within one framework is normally referred to as Actor-Critic algorithm which has been extensively applied to Markovian Decision Process (or reinforcement learning in general).

To close the loop, we still need to define a loss function for training:

$$l(t = T; \theta_v, \theta_a) = \mathbb{E} \left[ |g(X_T) - u(\{X_{t_n}\}_{0 \leq n \leq N}, \{W_{t_n}\}_{0 \leq n \leq N})|^2 \right]$$  \hspace{1cm} (6)

namely the loss function measures how close the predicted solution $u(T, x)$ matches the terminal boundary condition. In practice, to prevent the loss from blowing up, we clip the quadratic function by linearly extrapolating the function beyond a predefined domain $[-D_c, D_c]$, analogous to the trick used by Proximal Policy Optimization [8] which enforces a not-too-far policy update. We use $D_c = 50$ in all of our experiments. Fig. 1 illustrates the linear-clipping trick.

![Figure 1](image)

**Figure 1:** Sketch of minimization objective as a function of $\delta = |g(X_T) - u(\{X_{t_n}\}_{0 \leq n \leq N}, \{W_{t_n}\}_{0 \leq n \leq N})|$. The function is quadratic within $[-D_c, D_c]$ while linear beyond, to prevent the loss from exploding.

Given the temporal discretization above, the path $\{X_{t_n}\}_{0 \leq n \leq N}$ can be easily sampled using (5a), the dynamics of which are problem dependent due to those $\mu$ and $\sigma$ terms. Fig. 2 shows the relationship between the policy and critic networks, as well as other components that go into the system. The flow chart illustrates a forward pass and a backward pass in one iteration where $\theta_v$ and $\theta_a$ are updated.

![Figure 2](image)

**Figure 2:** Forward and backward propagation of the $i$th iteration.

---

2The difference is that PPO puts the constraint on the KL-divergence between consecutive updates instead of the least square measure.
The training process is summarized by Algorithm 1 below. Essentially, for each iteration, \( X_t, W_t \) are sampled first. We use \( \theta_v, \theta_a \) to generate a guess, \( u(X_t=0) \) which is then passed forward in time to get \( u(X_{T=0}) \). The loss is backpropagated to update \( \theta_v \) and \( \theta_a \) with either stochastic gradient descent or other methods alike. The total number of training steps is preset but we also find that using an early-stop mechanism usually leads to shorter run time while producing the same level of accuracy.\(^3\)

### Algorithm 1 Training Process

1: Input: initialize policy network \( \theta_a \) and critic network \( \theta_v \) with Xavier uniform initializer.
2: for \( \text{iteration} = 1, 2, \ldots \) do
3: Collect set of trajectories of \( X_{t=1}, \ldots, X_{t=N} \) and \( W_{t=1}, \ldots, W_{t=N} \) by running \( \{5a\} \)
4: Compute \( u(X_{t=0}) \) from critic network with \( \theta_v \).
5: for \( t = 1, 2, \ldots, N \) do
6: Compute \( u(X_{t+1}) \) from \( u(X_t) \), policy network \( \theta_a \) and function \( f \).
7: end for
8: Compute loss value from \( u(X_{t=N}) \) and \( g(X_T) \).
9: Minimize the loss and update \( \theta_v \) and \( \theta_a \), typically via stochastic gradient descent.
10: end for

### 3 Results

We solve all the examples presented by [1,2] using our model and compare the results with the State-of-the-Art DBSDE model. Table 1 lists the choices of the examples. We refer the readers to Appendix B for more details about the values of the parameters and the boundary conditions etc. It is important to mention that we intentionally use the same hyperparameters and settings whenever possible, in order to pinpoint the algorithm advantage.

| PDE Classes             | \( \sigma(t, x) \) | \( \mu(t, x) \) | \( f(t, x, u(t, x), \sigma^T \nabla u(t, x)) \) |
|-------------------------|-------------------|----------------|---------------------------------|
| Hamilton Jacobi Bellman | \( \sqrt{2} \)    | 0              | \( -\|z\|^2_{\mathbb{R}^d} \) |
| Burgers Type            | \( \frac{d}{\sqrt{2}} \) | 0              | \( (y - \frac{2 + d}{2dT}) \left( \sum_{i=1}^d z_i \right) \) |
| Reaction Diffusion      | 1                 | 0              | \( \min \left\{ 1, \left[ y - \kappa - \sin(\lambda \sum_{i=1}^d x_i) e^{\lambda^2 d (\tau - T)} \right]^2 \right\} \) |
| Quadratic Gradients     | 1                 | 0              | \( \| z \|^2_{\mathbb{R}^d} - \| (\nabla_x \psi) \|^2_{\mathbb{R}^d} - \psi_k - \frac{1}{2} (\Delta_x \psi) \) |
| Allen Cahn              | \( \sqrt{2} \)    | 0              | \( y - y^3 \) |
| Pricing Option          | \( \sigma \text{diag}(x_1, \ldots, x_d) \) | \( \bar{\mu} x \) | \( -R^T \bar{\mu} y - \frac{\bar{R}^T}{\sigma} \sum_{i=1}^d z_i + \bar{R}^T \left[ \frac{1}{\sigma} \sum_{i=1}^d z_i - y \right] \| \infty \) |

We use relative error with respect to the “exact” solutions for each equation to validate our model accuracy. Namely, we can compute

\[
\text{Relative Error} = \frac{u_{\text{exact}}(0, \xi) - u_{\text{predicted}}(0, \xi)}{u_{\text{exact}}(0, \xi)}
\]

for both DBSDE and our Actor-Critic model. We refer to the Appendix for more details on obtaining the “exact” solutions for each equation.

For each of the equation in Table 1 we perform 5 independent training and monitor the solution \( u(0, \xi) \), the loss function \( l(\theta_v, \theta_a) \) and relative approximation error \( (7) \) during training. When plotting the training histories, we use a shadow area to indicate the variance of the 5 runs while solid line indicate the mean.

\(^3\)We do not use early-stopping in the numerical experiments as we want to have a fair comparison with other models in terms of run-time and convergence rate.
All experiments are performed in Python using PyTorch on a Google Colab server which has 4 cores of Intel Xeon micro processor of 2000 Megahertz (MHz) and one Tesla V100-SXM2 GPU. We reiterate that DBSDE is implemented and run in the same environment such that the difference in the performance stems from the algorithm designs exclusively.

In the rest of this section, we systematically compare 1) the run-time and accuracy 2) the number of trainable parameters, 3) the convergence rate and 4) the number of hyperparameters between our model and DBSDE. The goal is to provide numerical evidence to our model advantages that are enumerated in Section 2.

### 3.1 Model effectiveness - shorter run time with same accuracy

The key results about the model effectiveness are presented by Table 2. Basically, we can solve all the examples at least one order of magnitude faster than DBSDE. For example, the Quadratic Gradients equation is solved \(~\sim 18\) times faster and Allen Cahn is \(~\sim 27\) times faster. Furthermore, in 5 out of 6 experiments, we achieve even higher accuracy than DBSDE. For completeness, we also include the relative error of DBSDE reported by [1]. We can achieve better run-time performance because our model allows a reduced number of network parameters and faster convergence rate, which will be discussed in Section 3.2 and 3.3 respectively.

It is important to mention that we use the same set of hyperparameters such as learning rate scheduler, choice of activation functions, batch size, time steps etc for both models. Those parameters are only optimized for DBSDE to make the comparison straightforward.

| PDE Examples          | Run Time Actor-Critic | Run Time DBSDE | Relative Error Actor-Critic | Relative Error DBSDE | Relative Error reported by [1] |
|-----------------------|-----------------------|----------------|-----------------------------|----------------------|-------------------------------|
| Hamilton Jacobi Bellman | 3 s                   | 22 s           | 0.22%                       | 0.53%                | 1.7%                          |
| Burgers Type          | 20 s                  | 122 s          | 3.4%                        | 0.31%                | 0.35%                         |
| Reaction Diffusion    | 132 s                 | 801 s          | 0.61%                       | 0.69%                | 0.60%                         |
| Quadratic Gradients   | 9 s                   | 166 s          | 0.06%                       | 0.08%                | 0.09%                         |
| Allen Cahn            | 5 s                   | 138 s          | 0.25%                       | 0.46%                | 0.30%                         |
| Pricing Option        | 7 s                   | 20 s           | 0.37%                       | 0.56%                | 0.40%                         |

### 3.2 Reduced trainable parameters

we use a fully-connected (FC) feedforward neural networks with batch normalization to represent \(\theta_a\) and another FC for \(\theta_v\). Each of the neural networks consists of 4 layers (1 input layer of \(d\)-dimensional, 2 hidden layers of both \(d+10\)-dimensional, and 1 output layer of \(d\)-dimensional). The number of hidden units in each hidden layer is equal to \(d+10\). We employ ReLU as our activation function. All the weights in the network are initialized with the standard Glorot initialization (also known as xavier uniform initialization) [9] without any pre-training.

The number of trainable parameters in our algorithm, \(\rho_0\), can be calculated as:

\[
\rho_0 = 2 \times \left( \frac{(d+10)+(d+10)^2+d(d+10)}{2} + 2(d+10) + 2(d+10) + 2d \right) \tag{8}
\]

In comparison, the number of trainable parameters of DBSDE model is calculated as:

\[
\rho_1 = 1 + \frac{1+d}{u(0,\xi), \nabla u(0,\xi)} + \frac{N-1)(d(d+10)+(d+10)^2+d(d+10))}{\text{fully connected layers}} \tag{9}
\]

Comparing (8) and (9), one immediately notice that:

1. DBSDE uses one parameter to approximate \(u(0,\xi)\) and \(d\) parameters for \(\nabla u(0,\xi)\). We do not have those two sets of parameters.

2. The network proposed by DBSDE is a MLP stacked \(N\) times where \(N\) is the time steps that discretize the temporal dimension, which leads to \(\rho_1 \sim \mathcal{O}(Nd^2)\) complexity, whereas \(\rho_0 \sim \mathcal{O}(d^2)\) in our model. Recall that \(N\) is a hyperparameter that needs to be tuned case by case. Therefore, having the network complexity controlled by \(N\) poses numerical challenges when \(N\) is large. Our model has no such constraint.
Let $P$ represent the number of trainable parameters and $R_{PI}$ represent the run time per iteration. Table 3 shows the ratio between our model and DBSDE for $P$ and $R_{PI}$ in solving all six equations.

| PDE Examples             | Dimension | Time Step | $P/\text{DBSDE}$ | $R_{PI}/R_{PI\text{DBSDE}}$ |
|-------------------------|-----------|-----------|------------------|-----------------------------|
| Burgers Type            | $d = 50$  | $N = 30$  | 6.5%             | 44.4%                       |
| Reaction Diffusion      | $d = 100$ | $N = 30$  | 6.7%             | 51.1%                       |
| Quadratic Gradients     | $d = 100$ | $N = 30$  | 6.7%             | 48.7%                       |
| Hamilton Jacobi Bellman | $d = 100$ | $N = 3$   | 96.8%            | 58.8%                       |
| Allen Cahn              | $d = 100$ | $N = 20$  | 10.2%            | 41.6%                       |
| Pricing Option          | $d = 100$ | $N = 20$  | 10.2%            | 47.2%                       |

We observe a significant reduction in the number of trainable parameters comparing to DBSDE, especially for the cases where $N$ is large. The run-time per iteration is also shorter in our model, although the speedup factor is not necessarily proportional to the reduction in parameter sizes.

### 3.3 Faster Convergence Rate

For each of the 5 independent training, we randomly initialize the network parameters, and choose different random seeds for generating the Brownian motion sample paths. A training is considered to finish when an “equilibrium” state is reached, i.e., either the fluctuations of $u(0, \xi)$ or the loss remain sufficiently small (with a threshold $\epsilon$) for a long period (with a threshold $P$). We refer to the appendix for the specific choice of $\epsilon$ and $P$ in each case. The convergence rate is defined as the number of iterations that the training takes to reach the equilibrium. In Figure 3, we compare the convergence rate from DBSDE and our model when solving the equations in Table 1. In addition to the convergence rate, we also present the training history of the loss function, relative approximation error in Appendix C.

![Figure 3: Evolution of the target solution $u(0, \xi)$ during training](image)

Compared to DBSDE, we notice that our model needs much fewer iterations to converge. Intuitively, this could be attributed to the fact that our neural network is shallower than DBSDE by design, which usually requires fewer samples to train. Recall that our run-time for each iteration is also shorter than DBSDE, as shown in Table 3. Both effects combined explain why our training speed is much faster than DBSDE as previously shown in Table 2.

### 3.4 Two fewer hyperparameters

DBSDE treats the solution $u(0, \xi)$ as a trainable parameter which needs to be initialized properly. To solve all the equations with the reported accuracy in Table 2, DBSDE model requires tuning two hyperparameters, say $l_0$ and $h_0$, respectively.
from case to case. Here, lo and hi are two scalars that define the range \([lo, hi]\) from which the initial guess of \(u(0, \xi)\) is sampled. The process of tuning lo and hi can be overwhelming. To reproduce the results presented by [1,2], we set up a grid search to obtain the best combination of lo and hi. For example, we use \([lo=0.3, hi=0.6]\) for Allen-Cahn equation, \([lo=15, hi=18]\) for Pricing Option equation, \([lo=2, hi=4]\) for Burgers Type equation, and \([lo=0, hi=1]\) for Reaction Diffusion equation. A careless choice of lo and hi sometimes leads to poorer accuracy or even a divergent loss.

In contrast to DBSDE, we use the critic network to approximate \(u(0, \xi)\). We use the same critic network structure and same initialization procedure (xavier-uniform) in solving all the equations of table [1]. To some extent, the experiments suggest that the critic network, if properly designed and initialized, is more appropriate in regularizing \(u(0, \xi)\) than using one parameter.

4 Conclusions

We have developed a deep learning model to effectively solve high dimensional parabolic Partial Differential Equations. Our algorithm design is inspired by the Actor-Critic framework commonly used by deep reinforcement learning models. Through numerical experiments where we compare our results with the State-of-the-Art, our model is demonstrated to persist several advantages including reduced trainable parameters, faster converge rate and fewer hyperparameters to tune. As a result, our model solves the PDEs at least one order of magnitude faster preserving the same accuracy level.
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A  Feynman-Kac Formula

Let $Y : [0, T] \times \Omega \to \mathbb{R}$ and $Z : [0, T] \times \Omega \to \mathbb{R}^d$ be $\mathbb{P}$-adapted stochastic processes with continuous sample paths which satisfy that for all $t \in [0, T]$ it holds $\mathbb{P}$-a.s. that

$$Y_t = g(\xi + W_T) + \int_t^T f(Y_s, Z_s) \, ds - \int_t^T \mathbf{1}_{Z_s \notin \mathbb{R}^d} \, dW_s$$

Under suitable additional regularity assumptions on the nonlinearity $f$ we have that the nonlinear parabolic PDE is related to the BSDE in the sense that for all $t \in [0, T]$ it holds $\mathbb{P}$-a.s. that

$$Y_t = u(t, \xi + W_t) \in \mathbb{R} \quad \text{and} \quad Z_t = (\Delta x u)(t, \xi + W_t) \in \mathbb{R}^d$$

The first identity above is normally referred to as nonlinear Feynman-Kac Formula in the literature.

B  Formulation of examples

B.1 Hamilton Jacobi Bellman Equation

The equation takes the form of

$$\frac{\partial u}{\partial t}(t, x) + (\Delta_x u)(t, x) = \|\nabla_x u(t, x)\|_{\mathbb{R}^d}^2$$

The boundary condition of $g(x) = \log\left(\frac{1}{2}\left[1 + \|x\|_{\mathbb{R}^d}^2\right]\right)$ such that $u(T, x) = g(x)$. We use $d = 100$, $T = 1$, $N = 20$, $\mu(t, x) = 0$ and $\sigma(t, x) = \sqrt{2}$ and solve for $u(0, \xi)$ where $\xi = (0, 0, \ldots, 0) \in \mathbb{R}^d$. In terms of hyperparameters, we choose batch size to be 512, learning rate to be $10^{-2}$. The exact solution of HJB is obtained via Monte Carlo simulations based on the formula [10]:

$$u(t, x) = -\frac{1}{\lambda} \log \left( \mathbb{E} \left[ \exp \left( -\lambda g \left( x + \sqrt{2}W_{T-t} \right) \right) \right] \right)$$

To determine the equilibrium of training, we use $\epsilon = 5 \times 10^{-4}$ and $P = 200$.

B.2 Allen Cahn Equation

$$\frac{\partial u}{\partial t}(t, x) + u(t, x) - [u(t, x)]^3 + (\Delta_x u)(t, x) = 0$$

The boundary condition is $g(x) = \left(2 + \frac{2}{5}\|x\|_{\mathbb{R}^d}^2\right)^{-1}$. We use $d = 100$, $T = 0.3$, $N = 20$ and solve for $u(0, \xi)$ where $\xi = (0, 0, \ldots, 0) \in \mathbb{R}^d$. In terms of hyperparameters, we choose batch size to be 512, learning rate to be $5 \times 10^{-4}$. The exact solution of Allen Cahn is not explicitly known. We approximate it by means of branching diffusion method [11]. To determine the equilibrium of training, we use $\epsilon = 100$ and $P = 100$.

B.3 Black-Scholes Equation

$$\frac{\partial u}{\partial t}(t, x) + f(t, x, u(t, x), \sigma \text{diag}_{d \times d}(x_1, \ldots, x_d)(\nabla_x u(t, x)) + \bar{\mu} \sum_{i=1}^d x_i \frac{\partial u}{\partial x_i}(t, x) + \frac{\sigma^2}{2} \sum_{i=1}^d \|x_i\|^2 \frac{\partial^2 u}{\partial x^2_i}(t, x) = 0$$

where $f(t, x, y, z) = -R^t y - \frac{\bar{\mu} - R^t}{\bar{\sigma}} \sum_{i=1}^d z_i + (R^b - R^t) \left[ \frac{1}{\bar{\sigma}} \sum_{i=1}^d z_i \right] - y \|\|_{\infty}$

The boundary condition is $g(x) = \max \left\{ \left[ \max_{1 \leq i \leq 100} x_i \right] - 120, 0 \right\} - 2 \max \left\{ \left[ \max_{1 \leq i \leq 100} x_i \right] - 150, 0 \right\}$. To determine the equilibrium of training, we use $\epsilon = 10^{-2}$ and $P = 100$. 

---
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B.4 Burgers Type Equation

\[
\frac{\partial u}{\partial t}(t, x) + \frac{d^2}{2} (\Delta_x u)(t, x) + \left( u(t, x) - \frac{2 + d}{2d} \right) \left( d \sum_{i=1}^{d} \frac{\partial u}{\partial x_i}(t, x) \right) = 0 \quad (16)
\]

The boundary condition is

\[
g(x) = \exp(T + \frac{1}{d} \sum_{i=1}^{d} x_i) \left( 1 + \exp(T + \frac{1}{d} \sum_{i=1}^{d} x_i) \right) \quad (17)
\]

We use \( d = 50, T = 0.2, N = 60 \) and solve for \( u(0, \xi) \) where \( \xi = (0, 0, \ldots, 0) \in \mathbb{R}^d \). In terms of hyperparameters, we choose batch size to be 512, learning rate to be \( 10^{-2} \). The according exact solution can be found in Example 4.6 in Subsection 4.2 of [12]. To determine the equilibrium of training, we use \( \epsilon = 10^{-3} \) and \( P = 300 \).

B.5 Reaction Diffusion Equation

\[
\frac{\partial u}{\partial t}(t, x) + \min \left\{ 1, \left[ u(t, x) - \kappa - 1 - \sin(\lambda \sum_{i=1}^{d} x_i) \exp(\lambda^2 d(t - T) \frac{2}{2}) \right]^2 \right\} + \frac{1}{2} (\Delta_x u)(t, x) = 0 \quad (18)
\]

The boundary condition is

\[
g(x) = 1 + \kappa + \sin(\lambda \sum_{i=1}^{d} x_i) \quad (19)
\]

We use \( d = 100, T = 1, N = 30 \) and solve for \( u(0, \xi) \) where \( \xi = (0, 0, \ldots, 0) \in \mathbb{R}^d \). In terms of hyperparameters, we choose batch size to be 512, learning rate to be \( 10^{-2} \). The according exact solution can be found in in Subsection 6.1 of [13]. To determine the equilibrium of training, we use \( \epsilon = 10^{-3} \) and \( P = 1200 \).

B.6 Quadratically Growing Equation

\[
\frac{\partial u}{\partial t}(t, x) + \| (\nabla_x u)(t, x) \|^2_{\mathbb{R}^d} + \frac{1}{2} (\Delta_x u)(t, x) + \frac{\partial \psi}{\partial t}(t, x) + \| (\nabla_x \psi)(t, x) \|^2_{\mathbb{R}^d} + \frac{1}{2} (\Delta_x \psi)(t, x) \quad (20)
\]

where \( \psi(t, x) = \sin \left( \left[ T - t + \| x \|^2_{\mathbb{R}^d} \right]^{\alpha} \right) \) and the boundary condition is \( g(x) = \sin \left( \| x \|^2_{\mathbb{R}^d} \right) \). We use \( d = 100, T = 1, N = 30 \) and solve for \( u(0, \xi) \) where \( \xi = (0, 0, \ldots, 0) \in \mathbb{R}^d \). In terms of hyperparameters, we choose batch size to be 512, learning rate to be \( 10^{-2} \). The according exact solution can be found in in Section 5 of [14]. To determine the equilibrium of training, we use \( \epsilon = 10^{-4} \) and \( P = 100 \).

C Evolution of loss and relative approximation error during training

In this section we present some additional training plots for the numerical experiments. We compare the \( L_1 \) error, the loss level for each of the numerical experiments between our model and the DBSDE model.
Figure 4: Training history of relative approximation error

Figure 5: Training history of loss function