A Modified Particle Swarm Optimization Approach for Latency of Wireless Sensor Networks
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Abstract—In time-sensitive applications, such as detecting environmental and individual nuclear radiation exposure, wireless sensor networks are employed. Such application requires timely detection of radiation levels so that appropriate emergency measures are applied to protect people and the environment from radiation hazards. In these networks, collision and interference in communication between sensor nodes cause more end-to-end delay and reduce the network's performance. A time-division multiple-access (TDMA) media access control protocol guarantees minimum latency and low power consumption. It also overcomes the problem of interference. TDMA scheduling problem determines the minimum length conflict-free assignment of slots in a TDMA frame where each node or link is activated at least once. This paper proposes a meta-heuristic centralized contention-free approach based on TDMA, a modified particle swarm optimization. This approach realizes the TDMA scheduling more efficiently compared with other existing algorithms. Extensive simulations were performed to evaluate the modified approach. The simulation results prove that the proposed scheduling algorithm has a better performance in wireless sensor networks than the interference degree leaves order algorithm and interference degree remaining leaves order algorithm. The results demonstrate also that integrating the proposed algorithm in TDMA protocols significantly optimizes the communication latency reduction and increases the network reliability.
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I. INTRODUCTION

Nuclear energy is an important clean energy source. The probability of radiation releases from nuclear facilities is extremely low due to strictly applied safety measures. But the serious situations that could result from a nuclear accident make it essential to use online detection of radiation [1], [2]. Wireless sensor network (WSN) technology is usually integrated into time-sensitive applications such as online radiation monitoring systems because of its efficiency to deal with low-rate communications, simplicity in construction, reconfigurability, and low cost [3] [4]. An essential role of sensor networks is target coverage, whereas the sensor nodes' function collects data periodically and transmits it to the destination node in the WSN. This many-to-one communication pattern is known as converge-cast [5], [6]. Although many WSN applications are beneficial, limited resources of WSN cause several challenges that need to be addressed for efficient performance. Energy consumption is the main problem as sensors are usually battery-powered [7], [8]. Minimizing communication latency is a fundamental objective of the alarm-driven WSNs applications or disaster early warning applications [9] - [13]. Communication latency is caused by several factors depending on the design of stack layers of the WSN. To minimize communication latency, the WSN protocols in different layers should overcome the following problems:

- Transmission interference: Conflicts are classified into two types: primary and secondary. When a node has several communication tasks in a same time slot, primary conflict arises. When a node switched to a specific transmitter inside the communication range of other communication process considered for it neighbours, a secondary conflict occurred [14]. The existence of a conflict between any two sensors would block these two sensors from transmitting simultaneously [15].
- The radio transceiver of sensor node: Sensor nodes use half-duplex transceivers due to hardware limitations as it is impossible for a node to send and receive simultaneously.
- The topology of WSN: It is an essential factor as a flat topology results in high latency, and a single-hop-to-sink topology achieves minimum delay, but scalability for its network is limited. The hierarchal or tree-based topology achieves low latency and satisfies power consumption [16].
- The duty-cycle mechanism: It controls the listen (transmit or receive) and sleep periods of sensor nodes. This mechanism is executed at the media access control (MAC) layer.
- Overhearing: When a node receives data intended for other nodes, it is referred to as overhearing.
Communication latency is affected mainly by the design of the data-link layer and the network layer [17]. The cross-layer strategy is two or more layers communicate to improve the network's overall performance [18]. The cross-layer approach is used here for latency, where the MAC protocol used routing protocol information to determine optimum schedules. MAC protocols conclude mainly in two types; contention-based MAC protocols as carrier sense multiple-access (CSMA) and contention-free MAC protocols as time division multiple access (TDMA) [19]. TDMA protocols are more suitable for heavy traffic conditions to avoid collisions successfully [16] [20]. Interference is an essential factor in determining the TDMA schedule. The sink node organizes the frame's scheduling, whereas time slots are specified to nodes in WSN for data transmission and reception considering interference. The TDMA scheduling remains fixed unless there is no reconfiguration in the WSN [21].

Designing efficient approaches to schedule TDMA transmissions in multi-hop WSNs is an NP-complete problem [22]-[25]. Meta-heuristic optimization algorithms are the most reliable techniques to find near-optimal scheduling that achieve minimum latency for critical WSNs [26] [27].

Eberhart and Kennedy introduced the particle swarm optimization (PSO) approach for swarm intelligence, a meta-heuristic evolutionary technique inspired by bird flocking or fish schooling's social behaviour [28]. A population of random solutions known as particles follows the same idea. These particles fly into a multidimensional search space in the direction of optimum value. Then the PSO algorithm presents a solution to the TDMA scheduling problem and provides the near-optimal schedule off-line, which is then used by the sink node to schedule the sensors in real-time.

This paper aims to discover the best result to the communication latency problem in multi-hop WSNs depending on cross-layer optimization. This paper's primary contribution is as follows:

- Employment of a modified PSO algorithm to optimize TDMA scheduling in a WSN to minimize communication latency.
- Formulation of a fitness function considering communication latency minimization.
- Provision of comprehensive simulation results to demonstrate the advantages of the modified PSO over other relevant algorithms in minimizing the communication latency.

Section II of this article presents a review of related work, and it gives the problem statement. The network model is developed and provided in Section III. The proposed PSO algorithm is discussed in Section IV; also, evaluation metrics are presented in the same section. Section V illustrates the simulation and assessment of performance. Section VI discusses the results, while Section VII concludes this work and suggests future studies.

II. RELATED WORK

A. TDMA Scheduling Optimization

Several scheduling algorithms for data collection in WSNs have been developed and presented solutions for the aforementioned problems. Each algorithm has one or multi-objective associated with data collection according to its application requirements [29].

Sensor nodes interact via wireless multi-hop routing because of the limited range of radio transmission. One-hop TDMA scheduling is simpler than multi-hop scheduling. There is no requirement for spatial reuse of a time-slot since in one-hop TDMA scheduling, and several nodes can broadcast simultaneously if their receivers are not in conflict [30].

The scheduling algorithms use one of two interference models for evaluation; the protocol model depending on a graphing approach or the physical model depending on the Signal-to-Interference-plus-Noise-Ratio (SINR) as discussed in [25], [31].

Previous research efforts on WSN processing time have focused on a specific problem based on meta-heuristic approaches. Following [15], the authors used the PSO technique to reduce the overall transaction time. The PSO algorithm dealt with it as a graph partitioning problem and maximized the parallel operation of the network's sensors. A multi-objective optimization framework is executed as described in [32], where a genetic algorithm (GA) and PSO algorithm were combined to improve searching for a global optimum. This framework achieved a minimization in latency and a power conservation. TRASA (traffic-aware time slot assignment) algorithm is discussed and presented in [33] to gain minimum scheduling and fair medium access. Scheduling of nodes in different time-slots depends on the node's priority (i.e., a node with a high number of offspring, so it has more data to transmit). There are two versions of TRASA: one slot and many slots. When a node possesses a time-slot, only this time-slot is for this node, and many time-slots are assigned to nodes with high priority to transmit without switching delays. M. Bakshi et al. [25] Proposed an optimum converge-cast schedule in a WSN. They used the SINR model of interference and a TDMA –MAC protocol. The PSO algorithm optimized scheduling in multi-channel and multi-time-slot assignment WSN [11], [34]. This PSO algorithm improved the latency and the length of the frame. The Cross-layer approach, CoLaNet [35], is enhanced as described in [36], as the authors proposed new TDMA scheduling algorithms related to routing to reduce communication latency. They present Rand-LO, Depth-LO, and Depth-ReLO algorithms to improve latency. In the slot scheduling approach, these algorithms demonstrate the necessity of traversing the routing tree. Reference [10] considered the interference degree of sensor nodes in the proposed scheduling methods, IDeg-LO and IDeg-ReLO, and improved the network's latency. [9] Proposed an ETDMA-GA algorithm based on a genetic algorithm and cross-layer approach to obtain optimum TDMA scheduling for minimum latency. They compared the obtained results with [10], [36] and proved that the ETDMA-GA algorithm outperforms Rand-LO, Depth-LO, Depth-ReLO, IDeg-LO, and IDeg-ReLO in terms of average latency and average schedule length.
This paper aims to find the efficient and optimum TDMA schedule for sensor nodes based on routing information. The proposed modified PSO approach schedules sensor nodes efficiently and reduces communication latency for a network.

PSO algorithm has several advantages compared with other meta-heuristic algorithms. For example, its mechanism is more straightforward (few parameters to be adjusted), the computational cost is low, the convergence speed is high, and the quality of solutions [37]. A study comparing various swarm intelligence (SI) approaches used selected thirty benchmark functions that measure these performance approaches. This study concluded that PSO is a second-best approach next to Differential Evolution (DE); it outperforms or equally performs to the best algorithm in eighteen out of thirty functions [38].

In WSNs, PSO has been used to address several problems such as energy conservation [39], coverage maximization [40], optimal deployment of sensors [41], clustering, clustering head selection, data aggregation [42], and node localization [43].

The PSO algorithm has also been modified to solve a variety of complex optimization problems. For example, it has been used to handle large-scale, constrained, multimodal, multi-objective, and discrete optimization problems, among others [44].

B. Problem Statement

As discussed above in Sections I and II, communication latency is a significant issue in WSN, which imposes challenges in alarm-driven WSN applications such as environmental radiation monitoring networks (ERMNs). This communication latency can be due to transmission interference, network topology, the half-duplex transceiver of the sensor node, duty cycle mechanism, and overhearing. Minimizing the converge-cost is an NP-complete problem, which could be addressed using meta-heuristic optimization algorithms to find a near-optimal off-line solution, which is then used by the sink node in real-time. Compared with other meta-heuristic algorithms, the PSO algorithm has several advantages, including its more straightforward mechanism, higher quality, lower computational cost, and higher conversion speed. The problem that is addressed by this work is the need to minimize the communication latency in ERMNs through optimization of the TDMA scheduling using a modified PSO algorithm.

III. MODELING OF WIRELESS SENSOR NETWORK

A. Network Model and Scheduling Model

The WSN employs static sensor nodes supplied with Omni-directional antennas and single half-duplex transceivers. It has one sink node that contains all information about synchronization between sensor nodes, topology, interference relationships, and determination of each node is parent or child.

A WSN is a graph of vertices (V) and edges (E), G = (V, E) where V represents the sensor nodes and E corresponding to links between nodes. The connectivity model describes the way that the links are connecting nodes. The classical connectivity model based on the unit disk graph (UDG) is adopted. In UDG, any two nodes are considered adjacent if their Euclidean distance is the most [35]. The Euclidean distance \(d_{ij}\) between nodes i and j, denoted by \(d(i, j)\), is the least number of hops required to send data from one point to another. The communication range of all nodes is assumed to be the same, and therefore the links in the modeled graph are symmetric. Two matrices describe the topology of the WSN; the symmetric connectivity matrix \(C_{N \times N}\), which describes connectivity relations between neighbours as in (1), and the interference matrix \(I_{N \times N}\), which represents conflicts between neighbour nodes in the network as in (2).

\[
C_{ij} = \begin{cases} 
1 & \text{if } d(i, j) = 1; \\
0 & \text{else} 
\end{cases} 
\]

\[
I_{ij} = \begin{cases} 
1 & \text{if } d(i, j) \leq 2; \\
0 & \text{else} 
\end{cases} 
\]

According to these two matrices, the sink node determines the TDMA scheduling, and each node recognizes the time slot assigned to it for transmitting and receiving without interference.

Some constraints restrict the parallel operation of some WSN sensors. Interference between sensor nodes in the WSN forms the primary constraint that decreases successful transmissions. The scheduling algorithm proposed by this paper aims to maximize parallel instead of sequential operation of data transmission. An optimization problem for this solution was modeled.

The normal TDMA scheduling method is used for time-slot allocation for all nodes in the initial phase. For a randomly deployed WSN, the sink node applies a depth-first search [45] algorithm. The sink node constructs a shortest-path routing tree. Then the sink node determines the TDMA schedule and broadcasts it to all sensor nodes in the network. The scheduling technique depends mainly on searching for a first free time-slot for a node; a time-slot is free or suitable for a node if it is not busy with any one-hop or two-hop neighbour nodes. A traversal list, depending on the searching algorithm, orders the sensor nodes in the routing tree.

For each node’s traversal list, based on the connectivity and interference matrices, a TDMA scheduling can be deduced as presented in the following slot allocation algorithm[9], [10]:

1) The frame length initializes with a size equal to the maximum node interference degree in the network.

2) The first time-slot is allocated to the first node in the traversal list for data transmission and all connected nodes for data receiving.

3) The sink node schedules the rest traversal list’s nodes Similarly. The node’s time-slot is for transmission and receiving data.

4) If there is no free time-slot for allocation, then an extra time-slot to the frame is added.

B. Optimization Algorithm

PSO algorithm initializes particles randomly and converges to the optimal solution by iterations. Each particle modified its velocity and then updates its position. It depends on its expertise (cognitive) and the expertise of other particles (social) [46]. Every particle has two vectors in the PSO.
algorithm: position and velocity. The position vector describes the value and the direction of a particle at all iterations. The position function of a particle changes to a best in each iteration of the PSO algorithm by using (3):

\[ \ddot{x}_i(t+1) = \ddot{x}_i(t) + \dot{v}_i(t+1) \]  

(3)

Where \( \ddot{x}_i(t) \) means the position of a particle \( i \) at iteration \( t \) and \( \dot{v}_i(t+1) \) presents the velocity of the particle \( i \) at iteration \( (t+1) \). Equation (3) determines the update in a particle's position, which depends mainly on its velocity vector. The velocity vector of the particle \( i \) at iteration \( (t+1) \) is as in (4):

\[ \dot{v}_i(t+1) = \omega \dot{v}_i(t) + c_1 \left( \ddot{p}_i(t) - \ddot{x}_i(t) \right) + c_2 \ddot{g}(t) - \ddot{x}_i(t) \]  

(4)

The coefficient \( \omega \), known as inertial weight, describes the individual coefficient known as the social coefficient and random numbers \([0, 1]\). In velocity (2), the equation of velocity (4) contains three parts.

The first part \( \omega \dot{v}_i(t) \) keeps the orientation the same as the current velocity of the particle. It tunes exploration and exploitation, which are essential to achieve the exact estimation of a global optimum.

The second part: \( c_1 \left( \ddot{p}_i(t) - \ddot{x}_i(t) \right) \) describes the single-particle intelligence by saving in its memory and using the obtained best cost to evaluate and update the particle position. The vector \( \ddot{p}_i(t) \) is the personal best value of the particle \( i \) at iteration \( t \), and it is updated each new iteration if the particle \( i \) finds a better solution. It affects the final value of the velocity is adjusted using \( c_1 \). The second part keeps a direction in the direction of the personal Best value obtained by a particle.

The last part: \( c_2 \ddot{g}(t) - \ddot{x}_i(t) \) describes the population's social intelligence and saves the optimum value obtained by all particles in it. The vector \( \ddot{g}(t) \) means considering the particles' best solution in search space attracts all particles in the global best solution's direction. The impact of this component can be adjusted using \( c_2 \). These components help in updating the position of a particle in search space. The optimization algorithm evaluates the suitability of population particles depending on a fitness function. The chosen fitness function is related mainly to the aim of optimization. The PSO algorithm structure includes the following steps:

1) Initialization: An initial population of particles is generated randomly in the search space with random velocities and positions.

2) The algorithm determines each particle's position and velocity as in (3) and (4). Then, according to an evaluation process, it calculates the fitness value for each particle.

3) Updating the personal Best and the global Best values, if the fitness value is better than the best fitness value, then change the current value to the new value.

4) If it is achieved, the stopping condition will go to step 5; otherwise, go back to step 2.

5) Termination of the algorithm and illustration of the global optimum value is done.

IV. PROPOSED PSO ALGORITHM

The PSO algorithm presented here is modified to suit the time-sensitive application addressed by this work (transmission of data on radiation levels). The flow chart of the modified PSO is illustrated in Fig. 1. After WSN nodes' deployment in a specified area to be monitored, a depth-first search algorithm is applied to the deployed WSN to form a shortest path routing tree. It is possible to produce traversal lists associated with all nodes in this tree and corresponding TDMA schedules considering interference and connectivity between nodes.

![Flowchart of the Proposed PSO](image-url)
A. The Modified PSO Model

The modified PSO re-orders allocated time-slots in the TDMA schedule randomly until optimum scheduling, which reduces the average latency value. The algorithm is as follows:

1) Initialization: An initial population of 100 particles (normal TDMA schedules) is generated randomly in the search space with random initial positions.

2) The modified PSO algorithm swaps between two random indices of TDMA slots.

3) The algorithm determines each particle's position. Then, according to an evaluation process, it calculates the average latency value for each TDMA schedule.

4) Keeping personal and global Best values up to date, if the fitness value is better than the best fitness value, then change the current value to the new value.

5) If the stopping condition is met, go to step 5; otherwise, go back to step 2.

6) Termination of the algorithm and illustration of the optimum value of average latency and its TDMA schedule is done.

The particles in the proposed algorithm are the WSN's TDMA schedules, and their values are optimized by swapping randomly between any two slots, with the children's parent wakes up after it, not before it. As a result, the particle's position is independent of its velocity. Following each TDMA schedule's slot swap, an evaluation is performed to determine the best particle, the TDMA schedule, which has the minimum delay.

B. Evaluation Matrices

The design aim of this paper is to minimize the entire time required to complete a series of tasks based on an optimal time-slot assignment for the TDMA schedule. This objective can be achieved by reducing scheduling length and minimizing average latency. Discussion of these parameters is provided as follows:

1) Average latency and average normalized latency: The sum of latencies associated all the WSN’s nodes defined the average latency, in according to (5):

\[
L_{\text{avg}} = \frac{\sum_{i=1}^{n} L_i}{n-1}
\]

Where \( L_i \) is the latency related to a node (i)

the average latency per link (the node’s delay divided by the number of hops along the shortest routing path between this node and its destination) calculates average normalized Latency (\( L_{\text{avg}} \)) for all sensors in the network and is given by (6):

\[
L_{\text{norm}} = \frac{\sum_{i=1}^{n} L_i / h_i}{n-1}
\]

Where \( h_i \) is the sum of hops along the routing path from a source node (i) to the sink node.

2) Schedule length: The number of time-slots in the derived TDMA frame is used to calculate the schedule length. A minimum TDMA schedule length reduces energy consumption as the sleep period for nodes increases. Increasing the usage of the time slots can decrease the size of the schedule. Most algorithms work to maximize frequent synchronous transmissions and allow spatial reuse by development.

3) Duty cycle: The ratio between the active mode interval and the whole frame defined the sensor node's duty cycle. Its minimum value results in more power conservation in the sensor node [7]. The duty-cycle is calculated for the TDMA-MAC protocol as the ratio between the total numbers of time-slots engaged with communication to the schedule length.

V. SIMULATION AND PERFORMANCE EVALUATION

A. Simulation Setup

A randomly deployed WSN of a hundred sensor nodes on a square area, and each sensor has the same communication range. This work uses randomly generated WSNs of varying densities achieved by adjusting the scale of the deployment area of the network. Fig. 2(a-d) presents examples of randomly generated WSNs with different densities. The density (\( \delta \)) describes the average number of neighbours per node in the network as in (7) [47]:

\[
\delta = \pi r^2 \times \frac{N}{a^2}
\]

\( r \) is the communication range of a sensor node, \( N \) is the number of nodes, and \( a^2 \) is the deployment area.

(a) WSN with Density 5.

(b) WSN with Density 10.
WSN was simulated using numerical simulation of MATLAB in the 1.6 GHz laptop with 4 GB RAM to evaluate the performance of the proposed modified PSO algorithm. Table I presents the simulation setting parameters for the network and the PSO algorithm. The maximum number of particles equals the WSN's TDMA schedules. And these schedules provides using the WSN's traversal lists which equals the WSN's nodes.

TABLE I. SIMULATION PARAMETERS

| Parameter                  | Value                      |
|----------------------------|----------------------------|
| Number of sensors (N)      | 100 static sensors         |
| Sink node                  | 1                          |
| Communication range(r)     | 25m                        |
| Position of the sink node  | Center, Corner, MiddleEdge |
| Network density (δ)        | 5, 10, 15, 20              |
| Network area( a² )         | Change according to δ      |
| MaxIt                      | 30:80 (according to δ)     |
| nPop                       | 100                        |
| Inertia Weight(w)          | 1                          |
| C1                         | 1                          |
| C2                         | 2                          |

B. Simulation Results and Evaluation

The best TDMA schedule depends on the initial routing tree generated using the DSF- algorithm, and then the sink node broadcasts this best TDMA schedule in the network. So, the problem of collision is overcome. The proposed modified PSO is a centralized contention-free approach that is achieved by the sink node. Experiments were carried out to compare the proposed algorithm's performance to that of other algorithms.

1) Convergence time and stopping criterion: The proposed modified PSO algorithm consists of a swarm of particles exploring the search space for searching for a globally optimum solution. The global optimum solution is challenging to determine, so it is essential to decide on the stopping condition and the convergence for the proposed algorithm. These two coefficients are related to the PSO algorithm [28]. The primary requirement for a convergence of PSO is the stability of the state of its particles. A stable condition means that the distance between the current and the particle's previous position is never more significant than a given threshold value (ε>0), or the difference between fitness functions is minimal. The particle convergence time is the minimum number of steps necessary for the particle to reach its stable state. Its value depends on PSO parameters and the convergence level of the fitness function. The value of the convergence time (t) can be calculated theoretically using (8):

\[ t = \Omega(-\log \epsilon) \]  

As shown in (8), the relationship between the convergence time and the convergence level of PSO is linear. The convergence time can also be computed experimentally by a hundred experiments on the WSN with a particular density and observe the stable state of the fitness function [48]. Simulations for the modified PSO algorithm are performed using various maximum iteration parameters and monitor the fitness function's stability for each WSN density.

The average latency becomes converged as shown in Fig. 3 at iterations 30, 40, 60, 80 for WSN densities 5, 10, 15, 20, respectively, which are the values to them the proposed modified PSO converged. Fig. 3 shows that the maximum iteration number is proportional to the network density; with the increase in the network density, more iterations are needed to fulfill the process optimization.

![Fig. 3. A Convergence of the Modified PSO Algorithm.](image)

The elapsed time for execution of the proposed algorithm and give a result is presented in Table II for the WSN with a sink node at the center.

TABLE II. THE ELAPSED TIME THE EXECUTION OF THE MODIFIED PSO ALGORITHM

| Elapsed time (sec.) | Node density(δ) |
|---------------------|-----------------|
|                     | 5               | 10              | 15               | 20               |
| t                   | 74.968          | 123.3759        | 159.732          | 268.857          |
2) Average latency and average normalized latency: The next experiment compared the outcomes of the normal (initial), IDEg-LO, and IDEg-ReLO algorithms to the optimal value of average latency and average normalized latency. Fig. 4(a-c) and Fig. 5(a-c) illustrate the results of the simulation.

![Average latency and average normalized latency](image)

In every situation of network density or sink node placement, the proposed PSO algorithm maximizes the value of average latency and average normalized latency and outperforms existing methods, as shown in Fig. 4 and 5. The gain in average latency reduction of the modified PSO approach compared with Normal, Ideg-LO, and Ideg-ReLO at different densities is averaged and tabulated in Table III.

| Sink Node Location | Algorithms | IDEG-LO | IDEG-RELO |
|--------------------|------------|---------|-----------|
| Center             | 14%        | 29%     | 17%       |
| Corner             | 13%        | 16%     | 14%       |
| MiddleEdge         | 8%         | 31%     | 23%       |

The modified PSO from Table III improves the average latency up to 31% better than Ideg-LO and up to 23% compared with Ideg-ReLO.

3) Schedule length: The modified algorithm’s schedule length was calculated and compared to other algorithms' results. The outcomes are as follows in Fig. 6.
Fig. 6. Schedule Length used in Modified PSO, IDeg-LO, IDeg-ReLO, and Normal Algorithms.

Fig. 6 shows that the modified algorithm's schedule length is the longest one in approximately all cases of the sink node locations and different network densities. It is more than that of I Deg-ReLO by one time-slot, by two time-slots in the case of I Deg-LO, and by four time-slots over these two algorithms for WSN of density 20 and sink node at Middle Edge.

4) Duty cycle: The duty cycle of the modified algorithm was evaluated and compared with that of the I Deg-LO and I Deg-ReLO. Fig. 7 shows the experiment results in all cases of the sink node locations.

Fig. 7 shows that the modified PSO has a lower duty cycle value than that for the I Deg-LO and I Deg-ReLO, reaching up to a 14.2% reduction value. This value is acceptable in the WSNs' time-sensitive applications.

VI. DISCUSSION

The TDMA schedule has been optimized to remove all possible transmission interferences, which are the leading cause of communication latency in the network. A modified PSO algorithm was developed to provide near optimum interference-free TDMA scheduling, resulting in minimum WSN latency.

The results of simulation and evaluation show that the modified PSO algorithm outperforms the competition. The modified PSO outperforms I Deg-LO and I Deg-ReLO in minimizing the WSN average latency, respectively, by 31 and 23%. The results show also that the scheduling length of TDMA is the largest in most cases of the WSN. Using the modified PSO, the scheduling length reaches up to 8% over I Deg-LO and I Deg-ReLO addition of time-slots to overcome interference. The value of the duty cycle using the modified PSO is lower than that of I Deg-LO and I Deg-ReLO at all densities. In middle-acted sink node WSN, it scores a reduction of 14.28%. While in a Center sink node WSN, I Deg-ReLO results in a decrease in the duty-cycle value except at a WSN density of 10. The modified PSO is more effective than I Deg-LO and I Deg-ReLO when the sink node is at the corner of the WSN. This efficiency is demonstrated by achieving a reduction in the duty cycle of up to 9%.

The results show also that the value of the duty-cycle depends on the schedule length. The increase in the schedule length results in minimizing the duty-cycle, resulting in more power conservation.

It is also important to note that the results of this work contribute towards a more precise understanding of the relation between the schedule length and the duty cycle as the effect of the sink node location, which is an essential parameter in minimizing latency.

This work confirmed that the simplicity of execution of the algorithm and the fast convergence of the PSO meta-heuristic for optimization of the TDMA-scheduling for WSN communication latency problem; are significant advantages when using WSN in time-sensitive applications. The modified PSO algorithm is executed in the sink node, which has sufficient memory for algorithm implementation. The obtained results are beneficial for the effective design of WSNs for time-sensitive applications. This approach may be used to acquire data from the surrounding environment with minimal latency in a WSN with static sensors. It has applications in the military, climate monitoring, and the supervision and management of nuclear power facilities. This modified PSO may be used in a variety of ways, including adding mobile sensors and underwater, subterranean sensors.

VII. CONCLUSION AND FUTURE WORK

This study proposed a centralized contention-free TDMA scheduling algorithm. It is a meta-heuristic, a modified PSO algorithm that optimizes the latency reduction and the
network’s duty cycle. A comprehensive series of simulations was established, and a comparison was made on the performance of the Modified PSO, IDeg-LO, and IDeg-ReLO. This work demonstrated that the Modified PSO algorithm provides a shorter latency than IDeg-LO and IDeg-ReLO algorithms.

The modified PSO algorithm improves the average latency by 31% compared with IDeg-LO and by 23% compared with IDeg-ReLO depending on the routing tree. Additionally, it improves the duty cycle by 14.2% compared with that of IDeg-LO and IDeg-ReLO algorithms. Therefore, the modified PSO approach results in the most acceptable WSN applications because of its simplicity and low computational cost. It is also more suitable for time-sensitive applications as it offers the expected speed of convergence with high quality of solutions.

Future work could be performed to study optimization techniques for calibrating the power consumption to the lowest possible level while ensuring the connectivity and reliability of the transmitted data.
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