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Abstract

We consider a new setting of online clustering of contextual cascading bandits, an online
learning problem where the underlying cluster structure over users is unknown and needs to
be learned from a random prefix feedback. More precisely, a learning agent recommends an
ordered list of items to a user, who checks the list and stops at the first satisfactory item, if any.
We propose an algorithm of CLUB-cascade for this setting and prove an $n$-step regret bound
of order $\tilde{O}(\sqrt{n})$. Previous work [16] corresponds to the degenerate case of only one cluster,
and our general regret bound in this special case also significantly improves theirs. We conduct
experiments on both synthetic and real data, and demonstrate the effectiveness of our algorithm
and the advantage of incorporating online clustering method.

1 Introduction

Most recommendation systems nowadays display items in an ordered list. Examples include typical
hotels/restaurants/goods recommendation, search engines, etc. This is especially the case for apps
or games recommendations on mobile devices due to the limited size of screen. Click behaviors
and feedback in such ordered lists have their distinctive features, and a cascade model was recently
developed for studying feedback of user click behaviors [4]. In the model, after a user receives a list
of items, she checks the items in the given order and clicks the first satisfactory one. After the click,
she stops checking the rest items in the list. The learning agent receives the feedback of the click and
knows that the items before the clicked one have been checked and are unsatisfactory, but whether
the user likes any items after the clicked one is unknown. The cascade model is straightforward but
effective in characterizing user behaviors [2].

In this paper, we consider an online learning variant of cascading bandits [11] [12]. In our
model, the learning agent uses exploration-exploitation techniques to learn the preferences of users
over items by interactions with users. At each time step, the learning agent recommends a list of
items to the current user, observes the click feedback, and receives a reward of 1 if the user clicks
on an item (and receives reward 0 otherwise). The learning agent aims to maximize its cumulative
rewards after $n$ rounds. Previous work [16] [19] considered a setting of linear cascading bandits
to deal with ever-changing set of items. Roughly speaking, the learning agent adaptively learns a
linear mapping between expected rewards and features of items and users.

One important limit of the linear cascading bandit algorithms is that they mainly work in a
content-dependent regime, discarding the often useful method of collaborative filtering. One way
to utilize the collaborative effect of users is to consider their clustering structure. In this paper, we formulate the problem of online clustering of contextual cascading bandits, and design an algorithm to learn the clustering information and extract user feature vectors adaptively with low cumulative regret. Following the approach in [8], we use a dynamic graph on all users to represent clustering structure, where an edge indicates the similarity between the two users. Edges between different clusters are gradually removed as the algorithms learns from the feedback that the pairs of users are not similar. We prove an upper bound of $O(d\sqrt{mnK\ln(n)})$ for the cumulative regret, where $m$ is the number of clusters, $d$ is the dimension of feature space, $n$ is the number of rounds, and $K$ is the number of recommended items. This extends and improves the existing results in the degenerate setting of only one cluster ($m = 1$). Finally we experiment on both synthetic and real datasets to demonstrate the advantage of the model and algorithm.

The organization of this paper is as follows. We first introduce previous work related to our setting, then formulates the setting of *Online Clustering of Contextual Cascading Bandits* with some appropriate assumptions. Next we give our UCB-like algorithm CLUB-cascade and the cumulative regret bound, which is better than the existing results in the degenerate case. Then we report experimental results on both synthetic data and real data to demonstrate the advantage of incorporating online clustering. Last is the conclusion of the paper.

## 2 Related Work

[11][10] introduced the click model with cascading feedback and DCM feedback to the MAB framework, which describes the random feedback dependent on the display order of items. In the cascading feedback, a user clicks the first satisfying items and stops checking further, while in the DCM feedback, after a user clicks an item, there is a chance that she is not satisfied and continues checking. [12] considered the problem where the random feedback stops at the first default position (reward 0), in comparison with the first success position (reward 1) in the cascade setting. Even though the settings are similar, the techniques are totally different because of the asymmetry of the binary OR function and binary AND function. [18] brought up an online elimination algorithm to deal with different click models. All the above works focused on the setting of fixed item set.

[16] generalized both the cascade setting and combinatorial cascade setting with contextual information, position discounts and more general reward functions. For the binary OR case, they provided a regret bound for $n$ rounds with order $O(d\sqrt{K\ln(n)})$ where $p^*$ is probability to check all recommended items and could be small. At the same time, [19] also generalized the cascade setting with linear payoff and brought up a UCB-like algorithm, CascadeLinUCB, as well as a Thompson sampling (TS) algorithm without a proof. They proved a regret bound of $n$ rounds for the CascadeLinUCB algorithm of order $O(dK\sqrt{n\ln(n)})$. In this paper, we consider the basic cascade setting, where the random feedback stops at the first click position, together with the online clustering to explore user structure. We provide a regret bound of order $O(d\sqrt{mnK\ln(n)})$. Cast in this framework, the existing results studied the degenerate case of $m = 1$.

The work [8] first considered online clustering of linear bandits, and maintained a graph among users and used connected components to denote user clusters. A follow-up [15] explored item structures to help cluster users and to improve recommendation performance. [7] considered a
variant where the clusters over users are dependent on the current context. In this paper, we employ some idea of the first paper, and manage to make it to work with random feedback in click models. 

3 considered a similar setting of clustered users with cascade feedback, but in their paper, the clusters are fixed and known to the learning agent. In our paper, the cluster structure is unknown and has to be learned by the learning agent.

3 Problem Setup

In this section, we formulate the problem of “Online Clustering of Contextual Cascading Bandits”. In this problem, there are $u$ users, denoted by set $[u] = \{1, \ldots, u\}$. At each time step $t$, a user $i_t$ comes to be served with contents and the learning agent receives the user index with a finite feasible content set $D_t \subset \mathbb{R}^{d \times 1}$, where $\|x\|_2 \leq 1$ for all $x \in D_t$. Then the learning agent recommends a ranked list of distinct $K$ items $X_t = (x_1, \ldots, x_K) \in \Pi^K(D_t)$ to the user. The user checks the items in the order from the first one to the last one, clicks the first attractive item, and stops checking after the click. We use the Bernoulli random variable $y_{t,k}$ to indicate whether the item $x_{t,k}$ has been clicked or not. The learning agent receives the feedback of the index of the clicked item, that is $C_t = \inf\{k : y_{t,k} = 1\}$. \hspace{1cm} (1)

We assume the probability of clicking on an item to be a linear function of item feature vector. Specifically there exists a vector $\theta_{i_t} \in \mathbb{R}^{d \times 1}, \|\theta_{i_t}\|_2 \leq 1$ for user $i_t$, such that the expectation of the binary click feedback $y$ on the checking item $x$ is given by the inner product of $x$ with $\theta_{i_t}$, i.e., \hspace{1cm} (2)

Let $H_t$ be the entire history information until the end of round $t$. Then the action $X_t$ is $H_{t-1}$-adaptive. We will write $\mathbb{E}[-]$ for $\mathbb{E}[-|H_{t-1}]$ for convenience of notation, use the boldface symbols to denote random variables, and denote $[m] = \{1, \ldots, m\}$.

We assume the order of user appearance and the set of feasible items are not under the control of the learning agent. In addition, we assume clusters, users, and items satisfy the following assumptions.

Cluster regularity All users in the same cluster $I_j$ share the same $\theta$, denoted as $\theta_j$. Users in different clusters have a gap between their $\theta$'s, that is $\|\theta_j - \theta_{j'}\| \geq \gamma > 0$ for any $j \neq j'$.
User uniformness  At each time step $t$, the user is drawn uniformly from the set of all users $[u]$, independently over past.

Item regularity  At each time step $t$, given the size of $D_t$, the items in $D_t$ are drawn independently from a fixed distribution $x$ with $\|x\|_2 \leq 1$, and $E[x x^\top]$ is full rank with minimal eigenvalue $\lambda_x > 0$. Also at all time $t$, for any fixed unit vector $\theta / \theta \in \mathbb{R}^d$, given the size of $D_t$, $(\theta^\top X)^2$ has sub-Gaussian tail with variance parameter $\sigma_x^2 \leq \lambda_x^2 / (8 \log(4|D_t|))$.

Note that the above assumptions follow the settings from previous work [8]. We will have more discussions on these in later section.

At each time step $t$, the reward of $X = (x_1, \ldots, x_K) \in \Pi^K(D_t)$ under the random click result $y_t = (y_t(x))_{x \in D}$ (if known) is

$$f(X, y_t) = 1 - \prod_{k=1}^K (1 - y_t(x_k)).$$

By independence assumption, it is easily verified that the expectation of $f(X, y_t)$ is

$$f(X, y_t) = 1 - \prod_{k=1}^K (1 - y_t(x_k)),$$

where $y_t(x) = (\theta_j^T x)_j$ and $y_t = (y_t(x))_{x \in D_t}$. Let

$$X^*_t = \arg\max_{X \in \Pi^K(D_t)} f_t(X, y_t)$$

be the optimal action in round $t$. Then the regret in time step $t$ is

$$R_t(X, y_t) = f(X^*_t, y_t) - f(X, y_t).$$

The goal for the learning agent is to minimize the expected cumulative regret

$$R(n) = \mathbb{E}\left[ \sum_{t=1}^n R_t(X_t, y_t) \right].$$

4  Algorithm and Results

4.1  Notations

Our main algorithm is given in Algorithm 1. Before diving into details, let us define some useful notations used in later analysis. For any time step $t$ and user $i$, define

$$S_{i,t} = \sum_{s \leq t} \sum_{k=1}^{K_s} x_{s,k} x_{s,k}^\top,$$

$$b_{i,t} = \sum_{s \leq t} \sum_{k=1}^{K_s} y_{s,k} x_{s,k},$$

$$T_{i,t} = \sum_{s \leq t} K_s.$$
Algorithm 1 CLUB-cascade

1: **Input:** $\lambda, \alpha, \beta > 0$
2: **Initialize:** $G_0 = ([u], E_0)$ is a complete graph over all users, $S_{i,0} = 0_{d \times d}, b_{i,0} = 0_{d \times 1}, T_{i,0} = 0$ for all $i \in [u]$.
3: **for all** $t = 1, 2, \ldots, n$ **do**
4: Receive user index $i_t$, and the feasible context set $D_t \subset \mathbb{R}^{d \times 1}$;
5: Find the connected component $V_t$ for user $i_t$ in the current graph $G_{t-1} = ([u], E_{t-1})$, and compute
\[
M_{V_t,t-1} = \lambda I + \sum_{i \in V_t} S_{i,t-1}, \quad b_{V_t,t-1} = \sum_{i \in V_t} b_{i,t-1},
\]
\[
\hat{\theta}_{V_t,t-1} = M_{V_t,t-1}^{-1} b_{V_t,t-1};
\]
6: For all $x \in D_t$, compute
\[
U_t(x) = \min \{ \hat{\theta}_{V_t,t-1}^T x + \beta \sqrt{x^T M_{V_t,t-1}^{-1} x}, 1 \}; \tag{4}
\]
7: Recommend a list of $K$ items $X_t = (x_{t,1}, \ldots, x_{t,K})$ with largest $U_t(\cdot)$ values and receive feedback $C_t \in \{1, \ldots, K, \infty\}$;
8: Update statistics
\[
S_{i_t,t} = S_{i_t,t-1} + \sum_{k=1}^{K_t} x_{t,k} x_{t,k}^T, \quad b_{i_t,t} = b_{i_t,t-1} + \sum_{k=1}^{K_t} x_{t,k} 1\{C_t = k\},
\]
\[
T_{i_t,t} = T_{i_t,t-1} + K_t,
\]
\[
\hat{\theta}_{i_t,t} = (\lambda I + S_{i_t,t})^{-1} b_{i_t,t};
\]
9: Update $S_{t,t} = S_{t,t-1} + b_{t,t-1}, b_{t,t} = b_{t,t-1}, T_{t,t} = T_{t,t-1}, \hat{\theta}_{t,t} = \hat{\theta}_{t,t-1}$ for all $\ell \neq i_t$;
10: Delete the edge $(i_t, \ell) \in E_{t-1}$, if
\[
\left\| \hat{\theta}_{i_t,t} - \hat{\theta}_{\ell,t} \right\|_2 \geq \alpha \left( \frac{\sqrt{1 + \ln(1 + T_{i_t,t})}}{1 + T_{i_t,t}} + \frac{\sqrt{1 + \ln(1 + T_{\ell,t})}}{1 + T_{\ell,t}} \right)
\]
and obtain a new graph $G_t = ([u], E_t)$;
11: **end for** $t$
to be the Gramian matrix, the moment matrix of regressand by regressors, and the number of effective feedbacks for user $i$ up to time $t$, respectively. Let $\emptyset \neq I \subset [u]$ be any nonempty user index subset and

$$M_{I,t} = \lambda I_d + \sum_{i \in I} S_{i,t}, \quad b_{I,t} = \sum_{i \in I} b_{i,t}, \quad \theta_{I,t} = M_{I,t}^{-1} b_{I,t}, \quad T_{I,t} = \sum_{i \in I} T_{i,t}$$  \hspace{1cm} (5)

be the regularized Gramian matrix, the moment matrix of regressand, the estimate by ridge regressors, and the frequency associated with user set $I$ and regularization parameter $\lambda > 0$ up to time $t$, respectively.

4.2 Algorithm

The algorithm maintains an undirected graph structure on all users $G_t = ([u], E_t)$, where an edge exists between a pair of users if they are similar. The collection of the connected components represents a partition of the users.

The learning agent starts with a complete graph over all users and initializes Gramian matrix and the moment matrix of regressand for each user $i$ (Line 2). At each time step $t$, the learning agent receives a user index $i_t$ and a feasible finite content set $D_t$ (Line 4), where $\|x\|_2 \leq 1$ for all $x \in D_t$. From the current graph structure on users $G_{t-1} = ([u], E_{t-1})$, the agent finds the connected component $V_t$ containing user $i_t$ and computes the Gramian matrix, the moment matrix of regressand, and the estimates $\hat{\theta}_{V_t,t-1}$ by ridge regressor associated with set $V_t$ up to time $t - 1$ (Line 5). Then it uses this $\hat{\theta}_{V_t,t-1}$ as the estimate for the true weight vector $\theta_{j(i)}$ to compute the upper confidence bound of the expected reward $\hat{\theta}_{j(i)}^\top x$ for each item $x \in D_t$ (Line 6). This step relies on the following lemma, which gives the theoretical guarantee of the ridge regression estimate for the true weight vector.

**Lemma 1** Suppose $(x_1, y_1), \ldots, (x_t, y_t), \ldots$ are generated sequentially from a linear model such that $\|x_t\| \leq 1$ for all $t$, $\mathbb{E}[y_t|x_t] = \theta_\ast^\top x_t$ for fixed but unknown $\theta_\ast$ with norm at most 1, and $\{y_t - \theta_\ast^\top x_t\}_{t=1,2,\ldots}$ have sub-Gaussian tails. Let $M_t = \lambda I + \sum_{s=1}^t x_s x_s^\top$, $b_t = \sum_{s=1}^t x_s y_s$, and $\delta > 0$. If $\hat{\theta}_t = M_t^{-1} b_t$ is the ridge regression estimator of $\theta_\ast$, then with probability at least $1 - \delta$, for all $t \geq 0$,

$$\|\hat{\theta}_t - \theta_\ast\|_{M_t} \leq R\sqrt{d \ln \left(1 + \frac{t}{\lambda d}\right) + 2 \ln \frac{1}{\delta} + \sqrt{\lambda} =: \beta(t, \delta)}.$$  

This Lemma is by Theorem 2 of [1].

When the current cluster is correct (which is guaranteed after $O(\ln(n))$ rounds and to be proved later), i.e. $V_t = I_{j(i)}$,

$$\left\|\hat{\theta}_{j(i)} - \hat{\theta}_{V_t,t-1}\right\|_{M_{V_t,t-1}} \leq \beta(T_{V_t,t-1}, \delta) \leq \beta(n, \delta).$$

(Here for a positive-definite matrix $M$, define the norm $\|x\|_M = \sqrt{x^\top M x}$. It is not hard to verify that if $M > 0$, the dual norm $\|x\|_M$ is $\|x\|_{M^{-1}}$.) Then by Cauchy-Schwarz inequality, we have

$$\left\|\hat{\theta}_{V_t,t-1}^\top x - \hat{\theta}_{j(i)}^\top x\right\| \leq \left\|\hat{\theta}_{V_t,t-1} - \hat{\theta}_{j(i)}\right\|_{M_{V_t,t-1}} \left\|x\right\|_{M_{V_t,t-1}^{-1}}$$
\[
\leq \beta(n, \delta) \|x\|_M^{-1} V_{t,t}^{-1},
\]
which results in a confidence interval for the expected reward \( \theta_j^T i_t \) on each item \( x \in D_t \).

Next the learning agent recommends a list of \( K \) items \( X_t = (x_1, \ldots, x_K) \) which have the largest upper confidence bounds. The user \( i_t \) checks the recommended items from the first one, clicks on the first satisfactory item, and stops checking anymore. Then the learning agent receives feedback \( C_t \in \{1, \ldots, K, \infty\} \) (Line 7). \( C_t \in \{1, \ldots, K\} \) means that the user clicks \( C_t \)-th item and the first \( C_t - 1 \) items are not satisfactory, while the items after \( C_t \)-th position are not checked by the user. \( C_t = \infty \) means that the user has checked all recommended items but none of them is satisfactory. Based on the feedbacks, the learning agent updates its statistics on user \( i_t \) (Line 8) but not on other users (Line 9).

Based on the updates, the weight vector estimate for the user \( i_t \) might change and the similarity with other users might be verified false. The learning agent checks the edge of \( (i_t, \ell) \in E_{t-1} \) for any user \( \ell \) that is linked to user \( i_t \) and deletes it if the distance between the two estimated weight vectors is large enough (Line 10).

### 4.3 Analysis

The following theorem gives a bound on the cumulative regret achieved by our algorithm CLUB-cascade.

**Theorem 2** Suppose the cluster structure on the users, user appearance, and items satisfy the assumptions stated in the section of Problem Setup with gap parameter \( \gamma > 0 \) and item regularity parameter \( 0 < \lambda_x \leq 1 \). Let \( \lambda, K \) be the regularization constant and the number of recommended items in each round. Let \( \lambda \geq K, \beta = \sqrt{d \ln \left(1 + \frac{n}{\lambda d}\right)} + 2 \ln(4mn) + \sqrt{\lambda} \) and \( \alpha = 4 \sqrt{d/\lambda x} \), where \( d, m, u \) denotes the feature dimension, the number of clusters and the number of users, respectively. Then the cumulative regret of CLUB-cascade algorithm for \( n \) rounds satisfies

\[
R(n) \leq 2 \beta \sqrt{2d mnK \ln \left(1 + \frac{nK}{\lambda d}\right)} + O \left((u + 1) \frac{1}{\lambda x} \ln(n) + \frac{\sqrt{d}}{\gamma \lambda x} \sqrt{\ln(n)}\right),
\]

(6)

For the degenerate case when \( m = 1 \), our result improves the existing regret bounds.

**Corollary 3** When the number of clusters \( m = 1 \), that is all users are treated as one, let \( \lambda = K \) and \( \beta = \sqrt{d \ln \left(1 + \frac{n}{\lambda d}\right)} + 2 \ln(4n) + \sqrt{\lambda} \). Then the cumulative regret of CLUB-cascade after \( n \) rounds satisfies

\[
R(n) \leq 2 \left(\sqrt{d \ln \left(1 + \frac{n}{\lambda d}\right)} + 2 \ln(4n) + \sqrt{\lambda}\right) \sqrt{2d K \ln \left(1 + \frac{nK}{\lambda d}\right)}
\]

\[
\leq O(d \sqrt{nK} \ln(K)).
\]

(7)
Note this result improves the existing results\[16, 19\]. Discussions about the results, problem assumptions and implementations are given later.

Next we give a proof sketch for the Theorem 2.

**Proof.** [Sketch for Theorem 2] The proof for the main theorem is mainly based on two parts. The first part proves the exploration rounds needed to guarantee the clusters partitioned correctly. And the second part is to estimate regret bounds for linear cascading bandits after the clusters are partitioned correctly.

Under the assumption of item regularity, we prove when \( T_i, t \geq O \left( \frac{1}{\gamma \lambda x} \sqrt{d \ln(n)} \right) \), the \( \| \cdot \|_2 \) confidence radius for weight vector associated with user \( i \) will be smaller than \( \gamma / 2 \), where the \( \gamma \) is the gap constant raised in the assumption of cluster regularity. Suppose user \( i \) and user \( \ell \) belong to different clusters and the effective number of feedbacks associated to both user \( i \) and \( \ell \) meet the requirements. Then the condition in the Algorithm 1 of deleting an edge \((i, \ell)\) (Line 10) will be satisfied, thus the edge between user \( i \) and \( \ell \) will be deleted under our algorithm with high probability. On the other hand, if the condition of deleting an edge \((i, \ell)\) is satisfied, then the \( \| \cdot \|_2 \) difference between the weight vectors is greater than \( 0 \), thus the two users belong to different clusters, by the assumption of cluster regularity.

By the assumption of item regularity and Bernstein’s inequality, after \( t \geq O \left( \left( u + 1 \right) \frac{\ln(n)}{\lambda^2 x} \right) \), we could gather enough information for every user, thus resulting a correct clustering with high probability.

After the clusters are correctly partitioned, the recommendation is based on the estimates of cluster weight vector with the cascade feedback collected so far. After decomposing, the instaneous regret can be bounded by the individual difference between expected rewards of best items and checked items, which can be bounded with \( 2 \beta \| x \|_M \), by the definition of \( U_t(x) \). Then it remains to bound the sum of self-normalized sequence \( \sum_{t=1}^{n} \| x_t \|_{M_{t-1}}^{-1} \), where \( M_t = M_{t-1} + xx^\top \). □

### 4.4 Extensions to Generalized Linear Rewards

In this section, we consider a general case that the expected reward of recommending item \( x \) to user \( i_t \) at round \( t \) is

\[
E_{i_t}[y|x] = \mu(\theta_{i_t}^\top x),
\]

where \( \mu \) is a strictly increasing link function, continuously differentiable, and Lipschitz with constant \( \kappa_\mu \). This definition arises from exponential family distributions \[6\] and incorporates a large class of problems, like Poisson or logistic regression. Let \( c_\mu = \inf_{a \in [-2, 2]} \mu'(a) \) and assume \( c_\mu > 0 \).

In this setting, let the estimator \( \hat{\theta}_{I, t-1} \) for the set of users \( I \) be maximum likelihood estimator, or equivalently \[6, 13\] the unique solution of

\[
\sum_{s=1}^{t-1} \sum_{i_s \in I} K \sum_{k=1}^{K_s} \left( y_{s,k} - \mu(\hat{\theta}^\top x_{s,k}) \right) x_{s,k} = 0,
\]

(8)
which can be found efficiently using Newton’s algorithm. Note that the original samples \((x_{s,k}, y_{s,k})\)
are stored instead of only aggregation \(S, b\) in the linear case. With a slightly modified version of
Algorithm 1, a result of the cumulative regret bound is obtained and provided in the following
theorem.

**Theorem 4** Under the same assumptions and notations in linear setting, let

\[
\beta = \frac{1}{c_\mu} \sqrt{\frac{8}{\lambda_x} + d \ln(n/d) + 2 \ln(4mn)}
\]

and \(\alpha = 16\sqrt{d/(\lambda_x c_\mu)}\), where \(d, m, u\) denotes the feature dimension, the number of clusters, and
the number of users, respectively. Then the cumulative regret of CLUB-cascade with generalized
linear rewards, after \(n\) rounds, satisfies

\[
R(n) \leq 2\kappa_\mu \beta \sqrt{2mnK \ln \left(1 + \frac{nK}{\lambda d} \right)} + O \left((u + \frac{1}{\lambda^2}) \ln(n) + \sqrt{d} \sqrt{\lambda x} \sqrt{\ln(n)} \right)
\]

\[
\leq O \left(\frac{\kappa d}{c_\mu} \sqrt{mnK \ln(n)} \right).
\]

4.5 Discussions

The degenerate case where the number of clusters \(m = 1\), or equivalently all users are treated as
the same type, has the same setting with Section 4.2.2 of [16] and the setting in [19]. The regret
proved in the first paper is \(O(d p^\ast \sqrt{nK \ln(n)})\), which has an additional term \(1/p^\ast\) compared to ours.
The parameter \(p^\ast\) denotes the minimal probability that a user has checked all items, which could
be quite small. The reason that we can get rid of such a \(1/p^\ast\) term is because we have a better
regret decomposition formula than theirs. The regret presented in the second paper has the bound of
\(O(dK \sqrt{n \ln(n)})\), which has an additional term \(\sqrt{K}\) than ours. This reason is that we have a tighter
bound for the sum of self-normalized sequence.

For the assumption on the true cluster structure over users, we assume there is a gap \(\gamma > 0\)
between the weight vectors associated with different clusters. The parameter \(\gamma\) is a trade-off between
personalization and collaborative filtering, where \(\gamma = 2\) corresponds to the case of only one cluster
containing all users and \(\gamma\) taking the value of minimal distance between different user weight vectors
corresponds to the case that each user is one cluster. Also, the assumption of \(\gamma\) can be further
relaxed by modifying \(\gamma\) along running the algorithm. Our algorithm explores clustering structures
adaptively: It starts with one cluster, then finds finer and finer clustering until the cluster distance
reaches \(\gamma\). As more data flows in, the parameter \(\gamma\) can be changed smaller and our algorithm can
continue working without the need to restart. By a similar analysis, we could derive an asymptotic
regret bound (with parameters in the algorithm changed accordingly). We omit this part and simply
assume a \(\gamma > 0\) gap exists.

For the users, we assume the learning agent has no control over user appearances and at each
time step, a user is drawn uniformly from all users, and independently from the past. If the learning
agent has the access to sample users, the setting becomes active learning in online clustering and
should have a better regret bound because the learning agent does not need to wait for collecting enough information. The uniform user appearance assumption means that the users we take care of are on the same activity level, which is easier for us to deal with. If there is some activity structure over users, we might need further assumptions and corresponding strategies on the activity structure. For example, if there are a large amount of new users, or users who only come a few time, additional assumptions like that those users share the same prediction vectors $\theta$ might be brought up. We leave the relaxations of the two assumptions as future work.

For the items, we assume they are drawn independently from a norm 1 vector distribution $x$ with $\mathbb{E}[xx^\top]$ has minimal eigenvalue $\lambda_x > 0$. This assumption is to guarantee the shrinkage of confidence ellipsoid when estimating individual weight vector, thus to distinguish different weight vectors after collecting enough information. If this assumption is violated, we can specify a barycentric spanner in the item set, as in [5]. [13] also discusses the necessity of incorporating a barycentric spanner if we want to achieve efficiency in learning.

If the cluster structure on users is known, then the setting is equivalent to $m$ independent linear cascading bandits and the upper bound for the cumulative regret is $\tilde{O}(d\sum_{j=1}^{m}\sqrt{n_j})$, where $m$ is the number of independent linear bandits and $n_j$ is the time horizon for $j$-th linear bandits with $n_1 + \ldots + n_m = n$. The upper bound reaches its maximum bound $\tilde{O}(d\sqrt{mn})$ when $n_1 = \ldots = n_m = n/m$ and reaches its minimum bound $\tilde{O}(d\sqrt{m})$ when $n_1 = n, n_2 = \ldots = n_m = 0$.

In our algorithm CLUB-cascade, it uses connected component to represent a cluster. Thus a bigger cluster can be split into two smaller clusters only when all edges between these two smaller clusters have been deleted, which might take quite a long time. To accelerate our algorithm, a random graph initialization for all users might be adopted. To be specific, suppose all the true clusters $I_j$ satisfy $|I_j| \geq \beta u/m$ and then use an Erdos-Renyi random graph as initialization, where each edge is chosen with suitable probability $p = O(m \log(u/\delta)/\beta)$. By Lemma 1 of [8], the subgraphs of true clusters are connected with high probability.

5 Experiments

In this section, we compare our algorithm with $C^3$-UCB [16] and CascadeLinUCB [19], which are the most related works. In both synthetic and real datasets, the results demonstrate the advantage of incorporating online clustering in the setting of online recommendations with cascade model. We focus on linear rewards for all experiments. To accelerate our algorithm, we use a sparse initialization instead of the complete graph initialization, similar in [8].

5.1 Synthetic Data

In this section, we compare our algorithm, CLUB-cascade, with $C^3$-UCB / CascadeLinUCB on the synthetic data. The results are shown in Figure 7.

In all the four settings, we randomly choose a content set with $L = 200$ items, each of which has a feature vector $x \in \mathbb{R}^d$ with $\|x\|_2 \leq 1$ and $d = 20$. We use $u = 40$ users and assign them randomly to $m = 2, 5$ clusters. For each cluster $j \in [m]$, we fix a weight vector $\theta_j$ with norm 1 and use it to generate Bernoulli random variable, whose mean is the inner product of $\theta_j$ with the corresponding
item vector. In each round, a random user comes and the algorithm recommends $K = 4$ items to the user. According to the Bernoulli random variables, the algorithm receives the cascading feedback and updates its statistics accordingly. In the synthetic setting, since we know the true weight vector $\theta_j$, the best action can be computed and thus the cumulative regret for algorithms. The vertical axis denotes the cumulative regret and the horizontal axis denotes time step $t$.

In the four subfigures, we explore the distance gap $\gamma$ between different $\theta$’s and the number of clusters $m$. When the gap $\gamma$ between weight vectors $\theta$ is fixed, our algorithm has a better advantage over theirs when the number of clusters $m$ is bigger. The $\theta$’s in subfigures (a)(c) are orthogonal, that is, the difference gap between them is $\gamma = \sqrt{2}$. The difference gap $\gamma$ in (b)(d) is set to be 0.2, thus the cosine similarity between the different $\theta$’s is 0.98, which is quite high. Thus under the same number of clusters, our algorithm needs more time to learn well in the setting of a smaller $\gamma$. Because $\gamma = 0.2$ means near-1 cosine similarity, to regard all users as a whole might have advantages in early rounds. However, after our algorithm learns out the true cluster structure, their advantage depreciates very fast.

Although our algorithm needs more steps to achieve an obvious advantage with a smaller gap $\gamma$, typically it is not required to differentiate $\theta$’s with near-1 cosine similarity. The purpose we use this setting is to demonstrate the extreme case. In real applications, the estimated weight vectors will not be too similar so that our algorithm can easily outperform theirs, which we will see in the next experiments.

Note that our algorithm is not as good as theirs in the beginning. The reason is that we use a random sparse graph initialization and this initialization might result in inaccurate clustering for early rounds. However, after collecting enough information, our algorithm can still learn out the correct clustering (which might be a little finer for true clustering).

### 5.2 Yelp Dataset

In this section, we compare our algorithm, CLUB-cascade, with C$^3$-UCB / CascadeLinUCB on restaurant recommendations with Yelp dataset[1]. The dataset contains user ratings for several businesses. For restaurants, it contains 1579523 ratings of 26629 restaurants from 478841 users. We extract $1k$ restaurants with most reviews and $1k$ users who review most for experiments.

[1]http : //www.yelp.com/dataset_challenge
Before we start, we randomly choose 100 users and formulate a binary matrix $H \in \mathbb{R}^{100 \times k}$ (stands for ‘history’) where $H(i, k) = 1$ denotes the user $i$ has rated restaurant $k$ and $H(i, k) = 0$ denotes otherwise. We want to construct feature vectors for $1k$ restaurants from the records of 100 users and then use them to conduct experiments on the records of the remaining 900 users. Then, we perform SVD on $H$ to get a $d = 20$ feature vectors for each of the chosen restaurants. The remaining ratings form another binary matrix $F \in \mathbb{R}^{900 \times k}$ (stands for ‘future’), which is used for online experiments.

For each of the following settings, we randomly choose $L = 200$ (or $1k$) restaurants and $u = 40$ (or 200) users. At each time step $t$, a user is selected uniformly and the learning agent recommends $K = 4$ restaurants to the user. By referring the binary matrix $F$, the learning agent receives a feedback $C_t \in \{1, \ldots, K, \infty\}$ and updates its statistics. The objective is to maximize the cumulative clicks of the learning agent. The results are shown in Figure 2, where the vertical axis denotes the cumulative rewards and the horizontal axis is the time step $t$. From the results, the performance of our algorithm has a clear advantage over theirs.
5.3 **MovieLens Dataset**

In this experiment, we compare our algorithm, CLUB-cascade, with C$^3$-UCB / CascadeLinUCB on the real dataset MovieLens [9]. We use the processed 20m dataset [9] in which there are 20 million ratings for 27k movies by 138k users.

Since the MovieLens dataset has been processed and all users and movies have records with similar density, we randomly draw 1k movies and 1k users for experiments. After that, we randomly draw 100 users from the 1k users and formulate a binary matrix $H \in \mathbb{R}^{100 \times 1k}$, where $H(i, j) = 1$ denotes the user $i$ has rated movie $j$ and $H(i, j) = 0$ denotes otherwise. Then we perform SVD on $H$ to get a $d = 20$ feature vectors for all the 1k chosen movies. The records for the remaining 900 users form another binary matrix $F \in \mathbb{R}^{900 \times 1k}$, which is used for online evaluations.

For each of the four settings, we randomly choose $L = 200$ (or 1k) movies and $u = 40$ (or 200) users. At each time step $t$, a user is selected uniformly and the learning agent recommends $K = 4$ movies to the user. By referring to the binary matrix $F$, the learning agent receives a feedback $C_t \in \{1, \ldots, K, \infty\}$ and updates its statistics. The objective is to maximize the cumulative clicks of the learning agent. The results are shown in Figure 3, where the vertical axis denotes the cumulative rewards and the horizontal axis is the time step $t$. From the results, the performance of our algorithm has a clear advantage over theirs.

5.4 **Other comparisons**

Comparing the performances on two datasets, our algorithm seems to need more steps to obtain an obvious advantage in the MovieLens dataset. This is because the MovieLens dataset has been processed and the user-movie matrix we are dealing with is quite dense, thus users are more similar. To see this phenomenon more clearly, we draw the results on the average rewards, the cumulative rewards up to time $t$ divided by $t$, for both datasets in Figure 4. In earlier rounds, their algorithm taking all users as one will have a temporary advantage in MovieLens dataset since the users are similar. At the same time, our algorithm pays the cost of exploring clusters and starts with low average rewards. However, as the explored cluster structure becomes more and more accurate, our
algorithm benefits from it and keeps a high increasing rate. As time goes by, the cost for regarding users as one is not negligible and our algorithm outperforms theirs. In most real applications, the user-item matrix would be very sparse and the users are tending to be dissimilar, resulting in a more advantaged environment for our algorithm.

Last we show the comparisons with the algorithm MultipleLinUCB, which regards each user as an individual cluster, on both datasets. Results are shown in Figure 5. From the figures, our algorithm has significant advantages over MultipleLinUCB when users are more. When there are many users, it takes a long time for each individual user to collect enough information and borrowing histories from other users would help improve the quality of recommendations. When there are few users, each user is able to collect enough information, thus borrowing histories from others will not help that much. Note that our algorithm has a bigger advantage on MovieLens dataset than on Yelp dataset. The reason is similar to that of the above ratio differences.

6 Conclusions

In this paper, we bring up a new problem of online clustering of contextual cascading bandits, where the algorithm has to explore the unknown cluster structure on users under a prefix feedback of the recommended item list. We propose a CLUB-cascade algorithm based on the principle of optimism in face of uncertainty and prove a cumulative regret bound, whose degenerate case improves the existing results. The experiments conducted on both synthetic and real dataset demonstrate the advantage of incorporating online clustering.
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A Proof of Theorem 2

Similarly in [11], we define a permutation of \(X^*_t = (x^*_{t,1}, \ldots, x^*_{t,K})\) to satisfy that if \(x_{t,k} \in X^*_t\), then set \(x^*_{t,k} = x_{t,k}\), and other optimal items are positioned randomly. Under this arrangement,

\[
\forall k \in [K], \quad y_t(x^*_{t,k}) \geq y_t(x_{t,k}), \quad U_t(x^*_{t,k}) \leq U_t(x_{t,k}).
\]

First the instantaneous regret for round \(t\) is

\[
\mathbb{E}_t[R(A_t, y_t)] = \mathbb{E}_t \left[ \left( 1 - \prod_{k=1}^{K} (1 - y_t(x^*_{t,k})) \right) - \left( 1 - \prod_{k=1}^{K} (1 - y_t(x_{t,k})) \right) \right]
\]

\[
= \mathbb{E}_t \left[ \prod_{k=1}^{K} (1 - y_t(x_{t,k})) - \prod_{k=1}^{K} (1 - y_t(x^*_{t,k})) \right]
\]

\[
= \mathbb{E}_t \left[ \sum_{k=1}^{K} \prod_{\ell=1}^{k-1} (1 - y_t(x_{t,\ell})) \left( (1 - y_t(x_{t,k})) - (1 - y_t(x^*_{t,k})) \right) \prod_{\ell=k+1}^{K} (1 - y_t(x^*_{t,\ell})) \right]
\]

\[
\leq \mathbb{E}_t \left[ \sum_{k=1}^{K} \prod_{\ell=1}^{k-1} (1 - y_t(x_{t,\ell})) \left( y_t(x^*_{t,k}) - y_t(x_{t,k}) \right) \prod_{\ell=k+1}^{K} (1 - y_t(x^*_{t,\ell})) \right]
\]

where (10) is by Lemma B.1 of [11] and (11) is by \(y(\cdot) \in \{0, 1\}\).

Let

\[
\beta(T, \delta) = \sqrt{d \ln (1 + T/(\lambda d)) + 2 \ln \frac{1}{\delta} + \sqrt{\lambda}}
\]

Define events

\( \mathcal{E} = \{ \text{the clusters are correct for all } t > T_0 \} \),

\( \mathcal{F}_j(\delta) = \left\{ \left\| \theta_j - \hat{\theta}_{t_j, \ell} \right\|_{M_{j, \ell}} \leq \beta(T_{t_j, \ell}, \delta), \quad \forall t \right\} \), \quad \forall j \in [m],

\( \mathcal{G}_{t,k} = \{ \text{item } x_{t,k} \text{ is examined at time } t \}, \forall t \geq 1, k \in [K], \)

where \(T_0\) will be specified later. Note that \(1 \{ \mathcal{G}_{t,k} \} = \prod_{\ell=1}^{k-1} (1 - y_t(x_{t,\ell})) \). Then

\[
R(n) = \mathbb{E} \left[ \sum_{t=1}^{n} \mathbb{E}_t[R(A_t, y_t)] \right] = \mathbb{E} \left[ \sum_{t=1}^{T_0} \mathbb{E}_t[R(A_t, y_t)] \right] + \mathbb{E} \left[ \sum_{t=T_0+1}^{n} \mathbb{E}_t[R(A_t, y_t)] \right]
\]
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\[
\leq T_0 + \mathbb{E} \left[ \sum_{t=T_0+1}^{n} \mathbb{E}_t \left[ R(A_t, y_t) \right] \right] \\
= T_0 + P(E, F_1(\delta), \ldots, F_m(\delta)) \mathbb{E} \left[ \sum_{t=T_0+1}^{n} \mathbb{E}_t \left[ R(A_t, y_t) \right] \bigg| E, F_1(\delta), \ldots, F_m(\delta) \right] \\
+ \mathbb{P} \left( \bigcup_{j=1}^{m} F_j(\delta)^c \bigg| E^c \right) \mathbb{E} \left[ \sum_{t=T_0+1}^{n} \mathbb{E}_t \left[ R(A_t, y_t) \right] \bigg| \bigcup_{j=1}^{m} F_j(\delta) \bigg] \bigg] \bigg| E^c \bigg]
\leq T_0 + \mathbb{E} \left[ \sum_{t=T_0+1}^{n} \mathbb{E}_t \left[ R(A_t, y_t) \right] \bigg| E, F_1(\delta), \ldots, F_m(\delta) \right] + (n - T_0) \left[ \mathbb{P}(E^c) + \sum_{j=1}^{m} \mathbb{P}(F_j^c) \right]
\]

And

\[
\mathbb{E} \left[ \sum_{t=T_0+1}^{n} \mathbb{E}_t \left[ R(A_t, y_t) \right] \bigg| E, F_1(\delta), \ldots, F_m(\delta) \right] \\
\leq \mathbb{E} \left[ \sum_{t=T_0+1}^{n} \sum_{k=1}^{K} \mathbb{E}_t \left[ 1 \{G_{t,k}\} \left[ y_{jt}(x_{t,k}^*) - y_{jt}(x_{t,k}) \right] \bigg| E, F_1(\delta), \ldots, F_m(\delta) \right] \right] \\
\leq \mathbb{E} \left[ \sum_{t=T_0+1}^{n} \sum_{k=1}^{K} \mathbb{E}_t \left[ 1 \{G_{t,k}\} \cdot 2\beta(T_{I_{jt}}, t-1, \delta) \| x_k^* \|_{M_{I_{jt}}}^{-1} \bigg| E, F_1(\delta), \ldots, F_m(\delta) \right] \right] \\
\leq \mathbb{E} \left[ \sum_{t=T_0+1}^{n} 2\beta(T_{I_{jt}}, t-1, \delta) \sum_{k=1}^{K} \| x_k \|_{M_{I_{jt}}}^{-1} \bigg| E, F_1(\delta), \ldots, F_m(\delta) \right] \\
\leq 2\mathbb{E} \left[ \sum_{j=1}^{m} \beta(T_{I_{jt}}, n-1, \delta) \sum_{t_0 \leq t \leq n} \sum_{k=1}^{K_j} \| x_k \|_{M_{I_{jt}}}^{-1} \bigg| E, F_1(\delta), \ldots, F_m(\delta) \right] \\
\leq 2 \left( \sqrt{d \ln(1 + n_j \lambda d)} + 2 \ln \frac{1}{\delta} + \sqrt{\lambda} \right) \sqrt{2dnnK \ln \left( 1 + \frac{n_j K}{\lambda d} \right)} \\
\leq 2 \left( \sqrt{d \ln(1 + \frac{n}{\lambda d})} + 2 \ln \frac{1}{\delta} + \sqrt{\lambda} \right) \sqrt{2dnnK \ln \left( 1 + \frac{nK}{\lambda d} \right)}
\]

where \((12)\) is by

\[
y_{jt}(x_{t,k}) \leq y_{jt}(x_{t,k}^*) \leq U_t(x_{t,k}^*) \leq U_t(x_{t,k}) \leq \theta_{t-1} x_{t,k} + \beta(T_{I_{jt}}, t-1, \delta) \| x_{t,k} \|_{M_{I_{jt}}}^{-1} \\
\leq y_{jt}(x_{t,k}) + 2\beta(T_{I_{jt}}, t-1, \delta) \| x_{t,k} \|_{M_{I_{jt}}}^{-1}
\]
and (13) is by (18). Next is to give $T_0$ and bound $\mathbb{P}(\mathcal{E}^c), \mathbb{P}(\mathcal{F}_j^c)$.

Define events for any $i \in [u],$

$$
B_{1i}(\delta) = \left\{ \| \hat{\theta}_{i,t} - \theta_{j(i)} \|_{M_{i,t-1}} \leq \beta(T_{i,t}, \delta), \text{ for all } t \geq 1 \right\},
$$

$$
B_{2i}(\delta) = \left\{ \lambda_{\min}(S_{i,t}) \geq T_{i,t} \lambda_x/8, \text{ for all } T_{i,t} \geq \frac{1024}{\lambda_x^2} \ln \frac{512d}{\lambda_x^2 \delta} \right\}.
$$

The high probability property of these events is postponed to next section. Specifically, $\mathbb{P}(\mathcal{F}_j(\delta)^c) \leq \delta$ and $\mathbb{P}(\mathcal{B}_{1i}(\delta)^c) \leq \delta$ by Lemma 1 and Lemma 5, $\mathbb{P}(\mathcal{B}_{2i}(\delta)^c) \leq \delta$ by Claim 1 of [8], Lemma 7, 8 and the assumption of user uniformness.

Under the event $B_{1i}(\delta/(4u))$, $B_{2i}(\delta/(4u))$, for all $i \in [u]$, which holds with probability at least $1 - 3\delta/4$, then

$$
\| \hat{\theta}_{i,t} - \theta_{j(i)} \|_2 \leq \frac{\| \hat{\theta}_{i,t} - \theta_{j(i)} \|_{M_{i,t}}}{\lambda_{\min}(M_{i,t})} \leq \frac{\beta(T_{i,t}, \delta/4u)}{\lambda + \lambda_{\min}(S_{i,t})} \leq \frac{2d \ln(1 + \frac{T_{i,t} \delta}{4u}) + 2 \ln \frac{4u}{\delta} + \sqrt{\frac{4u}{\delta}}}{\lambda + T_{i,t} \lambda_x/8} < \frac{\gamma}{2},
$$

where the last inequality is valid when

$$
T_{i,t} \geq \frac{20}{\gamma \lambda_x} \sqrt{2d \ln \frac{4u}{\delta}}
$$

and the proof is postponed to Lemma 10.

In this case, if the condition of deleting edge in the Algorithm 1 (Line 10), we could obtain $\| \theta_{j(i)} - \theta_{j(\ell)} \| > 0$. By the assumption of cluster regularity, $\| \theta_{j(i)} - \theta_{j(\ell)} \| \geq \gamma$, thus user $i$ and user $\ell$ belong to different clusters. On the other hand, if user $i$ and user $\ell$ belong to different clusters, then the $\| \cdot \|_2$ confidence radius for the weight vectors tends to 0, thus the required condition in Algorithm 1 (Line 10) will be satisfied when $T_{i,t}$ and $T_{\ell,t}$ satisfies the above condition. If this holds for all users, the obtained clusters will be correct.

Combining with the condition in $B_{2i}$, it is required that

$$
T_{i,t} \geq \max \left\{ \frac{20}{\gamma \lambda_x} \sqrt{2d \ln \frac{4u}{\delta}}, \frac{256d}{\lambda_x^2} \ln \frac{128d}{\lambda_x^2 \delta} \right\}, \text{ for all } i \in [u],
$$

which can be satisfied when

$$
t \geq 16u \ln \frac{4un}{\delta} + 4u \max \left\{ \frac{20}{\gamma \lambda_x} \sqrt{2d \ln \frac{4u}{\delta}}, \frac{256d}{\lambda_x^2} \ln \frac{128d}{\lambda_x^2 \delta} \right\} =: T_0(\delta)
$$

with probability at least $1 - \delta/4$.

Under all the above conditions, the clusters are correctly partitioned, that is, the event $\mathcal{E}$ holds with probability at least $1 - 3\delta/4$. Next take events $\mathcal{F}_j(\delta/(4m))$ and $\delta = 1/n$. Thus the cumulative
regret satisfies
\[
R(n) \leq 2 \left( \sqrt{d \ln(1 + \frac{n}{\lambda d})} + 2 \ln(4mn) + \sqrt{\lambda} \right) \sqrt{2dmnK \ln \left( 1 + \frac{nK}{\lambda d} \right)} \\
+ O \left( (u + \frac{1}{\lambda x}) \ln(n) + \frac{\sqrt{d}}{\gamma \lambda x} \sqrt{\ln(n)} \right).
\]

(14)

A.1 Proof of Corollary 3

In this special case that all users belong to only one cluster, which is linear cascading bandit setting, the exploration rounds on clusters will not be needed. In the decomposition formula for cumulative regrets \( R(n) \), the initialized complete graph represents the correct clustering, thus \( T_0 = 0 \). Then only the first line of regret bound in Eq. (14) is needed.

B Proof of Theorem 4

Let
\[
g_{I,t}(\theta) = \sum_{s=1}^{t-1} \left[ \sum_{i_s \in I} \sum_{k=1}^{K_s} \mu(\theta^T x_{s,k}) x_{s,k} \right].
\]
Recall that \( \hat{\theta}_{I,t} \) is the unique solution of
\[
\sum_{s=1}^{t} \left[ \sum_{i_s \in I} \sum_{k=1}^{K_s} \left( y_{s,k} - \mu(\theta^T x_{s,k}) \right) x_{s,k} = 0, \right.
\]
Then \( g_{I,t}(\hat{\theta}_{I,t}) = \sum_{s=1}^{t} \left[ \sum_{i_s \in I} \sum_{k=1}^{K_s} y_{s,k} x_{s,k} \right] \). Fix an \( I \subset I_j \),
\[
g_{I,t}(\hat{\theta}_{I,t}) - g_{I,t}(\theta_j) = \sum_{s=1}^{t} \left[ \sum_{i_s \in I} \sum_{k=1}^{K_s} \left( y_{s,k} - \mu(\theta_j^T x_{s,k}) \right) x_{s,k} \right].
\]
Then by Theorem 1 of \cite{1} and Lemma 5 with probability at least \( 1 - \delta \), for all \( t \geq 0 \),
\[
\| g_{I,t}(\hat{\theta}_{I,t}) - g_{I,t}(\theta_j) \|_{S_{I,t}}^2 \leq T_{I,s} \lambda_{\min}(S_{I,t})^{-1} + d \ln \frac{T_{I,t}}{d} + 2 \ln \frac{1}{\delta}
\]
for some \( s \leq t \) (will be clarified later) with \( S_{I,s} \) invertible. Also note that
\[
g_{I,t}(\hat{\theta}_{I,t}) - g_{I,t}(\theta_j) = \sum_{s=1}^{t} \left[ \sum_{i_s \in I} \sum_{k=1}^{K_s} \left( \mu(\hat{\theta}_{I,t}^T x_{s,k}) - \mu(\theta_j^T x_{s,k}) \right) x_{s,k} = G_{I,t}(\hat{\theta}_{I,t} - \theta_j) \right.
\]
and by the property of Lipschitz and first derivative for \( \mu \), \( G_t \geq c_\mu S_{I,t} \), then
\[
c_\mu^2 \| \hat{\theta}_{I,t} - \theta_j \|_{S_{I,t}}^2 \leq T_{I,s} \lambda_{\min}(S_{I,t})^{-1} + d \ln \frac{T_{I,t}}{d} + 2 \ln \frac{1}{\delta}.
\]
The proof for the generalized linear rewards is similar to that in linear case. We only list different parts here. The event $F_j(\delta)$, $\beta$ and $B_{1i}(\delta)$ will be modified as

$$
\beta(T, \delta) = \frac{1}{c_\mu} \sqrt{\frac{8}{\lambda_x} + d \ln \frac{T}{d} + 2 \ln \frac{1}{\delta}},
$$

$$
F_j(\delta) = \left\{ \left\| \tilde{\theta}_{t,1} - \theta_j \right\|_{S_{t,1}} \leq \beta(T_{1,t-1}, \delta), \forall t \right\}, \forall j \in [m],
$$

$$
B_{1i}(\delta) = \left\{ \left\| \tilde{\theta}_{t,1} - \theta_j(i) \right\|_{S_{t,1}} \leq \beta(T_{i,t}, \delta), \text{for all } t \geq 1 \right\}.
$$

And the (12) is modified according to

$$
\left| y_j(t) - y_{jt}(x_{t,k}) \right| = \left| \mu(\tilde{\theta}_j(t) x_{t,k}^*) - \mu(\tilde{\theta}_j(t) x_{t,k}) \right| \leq \kappa_\mu \left| \theta_j(t) x_{t,k}^* - \theta_j(t) x_{t,k} \right| \leq 2 \kappa_\mu \beta(T_{jt,1}, \delta) \left\| x_{t,k} \right\|_{S_{jt,1}}^{-1},
$$

where the last inequality is by the same proof in linear case.

For each user $i$, for all $T_{i,t} \geq \frac{1024}{\lambda_x^2} \ln \frac{512d}{\lambda_x^2} \cdot \lambda_{\min}(S_{i,t}) \geq T_{i,t} \lambda_x/8$ with high probability. Thus with high probability, when $t \geq T_0(\delta)$,

$$
\left\| \tilde{\theta}_{t,1} - \theta_j(i) \right\|_{S_{t,1}} \leq \left\| \tilde{\theta}_{t,1} - \theta_j(t) \right\|_{S_{t,1}} \leq \frac{8}{\lambda_x} + d \ln \frac{T_{i,t}}{d} + 2 \ln \frac{1}{\delta}
$$

Then with high probability, $\left\| \tilde{\theta}_{t,1} - \theta_j(t) \right\| \leq 1$, thus $\left\| \tilde{\theta}_{t,1} \right\| \leq 2$. Also let $\alpha = \frac{16 \sqrt{d}}{\lambda_x c_\mu}$. Similar properties could be derived for $\tilde{\theta}_{jt,1}$. Thus the proof is finished.

C Technical Lemmas

Lemma 5 Let $M_n = M + \sum_{t=1}^{n} x_t x_t^\top$, where $M \in \mathbb{R}^{d \times d}$ is a strictly positive definite matrix and $\{x_t\}_{t=1}^{n} \subset \mathbb{R}^d$ is a set of $d$-dimensional column vectors. Then $\det(M_n)$ is increasing in $n$ and

$$
\det(M_n) \leq \frac{1}{d^2} \left( \text{trace}(M) + \sum_{t=1}^{n} \|x_t\|_2^2 \right)^d. \quad (15)
$$

Furthermore, if $M = \lambda I$, $\lambda > 0$, and $\|x_t\| \leq L$, $\forall t \geq 1$, then

$$
\det(M_n) \leq (\lambda + nL^2/d)^d. \quad (16)
$$
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Proof. Let $\lambda_1, \ldots, \lambda_d$ be the eigenvalues of $M_n$. By the inequality between arithmetic and geometric means,

$$\det(M_n) = \prod_{i=1}^{d} \lambda_i \leq \left( \frac{\lambda_1 + \ldots + \lambda_d}{d} \right)^d = \left( \frac{\operatorname{trace}(M_n)}{d} \right)^d \leq \left( \frac{\operatorname{trace}(M) + \sum_{t=1}^{n} \|x_t\|^2}{d} \right)^d.$$ 

\[\square\]

Lemma 6 Let $M_n = M + \sum_{t=1}^{n} \sum_{k=1}^{K_t} x_{t,k} x_{t,k}^\top$, where $M \in \mathbb{R}^{d \times d}$ is a strictly positive definite matrix and $x_{t,k} \in \mathbb{R}^d$ is a $d$-dimensional column vector. If $\sum_{k=1}^{K_t} \|x_{t,k}\|^2_{M_{t-1}^{-1}} \leq 1$, then

$$\sum_{t=1}^{n} \sum_{k=1}^{K_t} \|x_{t,k}\|^2_{M_{t-1}^{-1}} \leq 2 \log \frac{\det(M_n)}{\det(M)}.$$ 

Furthermore, if $\|x_{t,k}\|_2 \leq L, K_t \leq K, \forall t, k, \text{ and } M = \lambda I, \lambda \geq KL^2$, then

$$\sum_{t=1}^{n} \sum_{k=1}^{K_t} \|x_{t,k}\|_{M_{t-1}^{-1}} \leq \sqrt{2dK \log \left( 1 + \frac{nKL^2}{\lambda^d} \right)}.$$ 

Proof.

$$\det(M_n) = \det(M_{n-1}) \det \left( I + M_{n-1}^{-1/2} \left( \sum_{k=1}^{K_{n-1}} x_{n,k} x_{n,k}^\top \right) M_{n-1}^{-1/2} \right) \geq \det(M_{n-1}) \left( 1 + \sum_{k=1}^{K_{n-1}} \|x_{t,k}\|^2_{M_{n-1}^{-1}} \right) \geq \det(M) \prod_{t=1}^{n} \left( 1 + \sum_{k=1}^{K_t} \|x_{t,k}\|^2_{M_{t-1}^{-1}} \right),$$

where (a) is by Lemma A.3 of [16]. Then

$$\sum_{t=1}^{n} \sum_{k=1}^{K_t} \|x_{t,k}\|^2_{M_{t-1}^{-1}} \leq 2 \log \left( 1 + \sum_{k=1}^{K_t} \|x_{t,k}\|^2_{M_{t-1}^{-1}} \right) \leq 2 \log \frac{\det(M_n)}{\det(M)},$$

in which (b) is due to $2 \log (1 + u) \geq u$ for $u \in [0, 1]$.

If $\|x_{t,k}\|_2 \leq L, K_t \leq K, \forall t, k, \text{ and } M = \lambda I, \lambda \geq KL^2$, then

$$\sum_{t=1}^{n} \sum_{k=1}^{K_t} \|x_{t,k}\|_{M_{t-1}^{-1}} \leq \sqrt{nK} \sum_{t=1}^{n} \sum_{k=1}^{K_t} \|x_{t,k}\|^2_{M_{t-1}^{-1}} \leq \sqrt{2nK \log \frac{\det(M_n)}{\det(\lambda I)}} \leq \sqrt{2dK \log \left( 1 + \frac{nKL^2}{\lambda^d} \right)}.$$ 

\[\square\]
Lemma 7 Let \( x_t, t \geq 1 \) be generated sequentially from a random distribution \( x \in \mathbb{R}^d \) such that \( \|x\|_2 \leq L \) and \( \mathbb{E}[xx^\top] \) is full rank with minimal eigenvalue \( \lambda_x > 0 \). Let \( S_t = \sum_{s=1}^{t} x_s x_s^\top \). Let
\[
A(\delta) = \log \left( \frac{(tL^4 + 1)(tL^4 + 3)d}{\delta} \right).
\]
Then for any \( \delta > 0 \),
\[
\lambda_{\min}(S_t) \geq \left( t\lambda_x - \frac{L^2}{3} \sqrt{18tA(\delta) + A(\delta)^2} - \frac{L^2}{3} A(\delta) \right)_+,
\]
holds for all \( t \geq 0 \) with probability at least \( 1 - \delta \). Furthermore, if \( L = 1, 0 < \delta \leq \frac{1}{8} \), then the event
\[
\lambda_{\min}(S_t) \geq t\lambda_x/2,
\]
holds with probability at least \( 1 - \delta \).

Proof. Let \( \mathbb{E}_t[] = \mathbb{E} [\cdot | x_1, \ldots, x_t] \) and then
\[
X_t = \mathbb{E}_{t-1} [x_t x_t^\top] - x_t x_t^\top = \mathbb{E}[xx^\top] - x_t x_t^\top,
\]
\[
Y_t = \sum_{s=1}^{t} X_s = t \cdot \mathbb{E}[xx^\top] - \sum_{s=1}^{t} x_s x_s^\top = t \cdot \mathbb{E}[xx^\top] - S_t.
\]
Then \( \{Y_t : t = 0, 1, 2, \ldots\} \) is a matrix martingale whose values are self-adjoint matrices with dimension \( d \) and \( \{X_s : s = 1, 2, \ldots\} \) is the difference sequence. Notice that \( \lambda_{\max}(X_t) \leq L^2 \). Then by Freedman’s inequality for matrix martingales, Theorem 1.2 of [17], for all \( a \geq 0 \) and \( b > 0 \),
\[
\mathbb{P} (\exists t \geq 0 : \lambda_{\max}(Y_t) \geq a \text{ and } \|W_t\| \leq b) \leq d \cdot \exp\left( -\frac{a^2/2}{b + aL^2/3} \right),
\]
where
\[
W_t = \sum_{s=1}^{t} \mathbb{E}_{s-1} [X_s^2] = \sum_{s=1}^{t} \left( \mathbb{E}_{s-1} [(x_s x_s^\top)^2] - \mathbb{E}[xx^\top]^2 \right) \leq t \cdot \left( L^2 \mathbb{E}[xx^\top] - \mathbb{E}[xx^\top]^2 \right)
\]
and \( \|\cdot\| \) denotes the spectral norm. For any \( a \geq \frac{1}{2} AL^2 + \sqrt{\frac{1}{5} A^2 L^4 + 2Ab} =: f(A, b) \),
\[
\frac{a^2/2}{b + aL^2/3} \geq A.
\]
Let \( A(r, \delta) = \log \frac{(r+1)(r+3)}{\delta} \). Then
\[
\mathbb{P} \left[ \exists t : \lambda_{\min}(S_t) \leq t\lambda_x - f(A(tL^4, \delta), tL^4) \right] \\
\leq \mathbb{P} \left[ \exists t : \lambda_{\min}(S_t) \leq t\lambda_x - f(A(\|W_t\|, \delta), \|W_t\|) \right]
\]
\[ \leq \sum_{r=0}^{\infty} \mathbb{P} \left[ \exists t : \lambda_{\min}(S_t) \leq t \lambda_x - f(A(\|W_t\|, \delta), \|W_t\|), r - 1 < \|W_t\| \leq r \right] \]

\[ \leq \sum_{r=0}^{\infty} \mathbb{P} \left[ \exists t : \lambda_{\min}(S_t) \leq t \lambda_x - f(A(r, \delta), r), \|W_t\| \leq r \right] \]

\[ \leq \sum_{r=0}^{\infty} \mathbb{P} \left[ \exists t : \lambda_{\max}(Y_t) \geq f(A(r, \delta), r), \|W_t\| \leq r \right] \]

\[ \leq d \sum_{r=0}^{\infty} \exp(-A(r, \delta)) = d \sum_{r=0}^{\infty} \frac{\delta}{(r+1)(r+3)} \leq d \cdot \delta, \] (21)

where (20) is because \( A \) is increasing in \( r \), \( f \) is increasing in \( A, b \), and \( \|W_t\| = t \cdot \lambda_{\max}(L_2E[xx^\top] - E[xx^\top]^2) \leq tL^4 \), and (21) is by

\[ \lambda_{\max}(Y_t) = t \lambda_{\max}(E[xx^\top]) - \lambda_{\min}(S_t) \geq t \lambda_x - \lambda_{\min}(S_t). \]

The result is obtained by taking \( \delta \) by \( \delta/d \).

For the second part with \( L = 1 \),

\[ t \geq \frac{256d \log 128d}{\lambda_x^2 \delta^2} \overset{(*)}{\Rightarrow} t \geq \frac{128 \log \delta}{\lambda_x^2} \]

\[ \Rightarrow t \lambda_x/2 \geq \frac{2}{3} \sqrt{36t \cdot 2 \log \frac{td}{\delta}} \overset{(**)}{\geq} \frac{2}{3} \sqrt{18t \cdot \log \frac{td}{\delta} + \left(2 \log \frac{td}{\delta}\right)^2} \overset{(***)}{\geq} \frac{1}{3} \sqrt{18tA(\delta)} + A(\delta)^2 + \frac{1}{3} A(\delta) \]

\[ \Rightarrow \lambda_{\min}(S_t) \geq t \lambda_x/2, \]

where \((*)\) is by the following Lemma 9, \((**)\) is by \( \lambda_x \leq 1 \) and \( 128/\lambda_x^2 \geq 2/18 \), \((***)\) is by \( \delta \leq 1/8 \leq \frac{\sqrt{3d \ln(1+t)} \delta}{\sqrt{2(1+t)}} \). □

**Lemma 8** Let \( x_1, x_2, \ldots, x_n \) be independent Bernoulli random variables with mean \( 0 < p \leq \frac{1}{2} \). Let \( \delta > 0, B > 0 \). Then with probability at least \( 1 - \delta \),

\[ \sum_{s=1}^{t} x_s \geq B, \forall t \geq \frac{16}{p} \log \frac{n}{\delta} + \frac{4B}{p}. \] (22)

**Proof.** Note \( p - x_s \) has mean zero, \( |p - x_s| \leq 1 - p < 1 \) and \( \mathbb{E}[(p - x_s)^2] = p(1 - p) < p \). Then by Bernstein’s inequality with fixed \( t \),

\[ \mathbb{P} \left( tp - \sum_{s=1}^{t} x_s > a \right) \leq \exp \left( -\frac{a^2/2}{tp + a/3} \right). \]
Fix $t \geq \frac{16}{p} \log \frac{1}{\delta} + \frac{4B}{p}$, then $tp - B \geq 4\sqrt{tp \log \frac{1}{\delta}}$. Thus
\[
P \left( \sum_{s=1}^{t} x_s < B \right) = P \left( tp - \sum_{s=1}^{t} x_s > tp - B \right) \leq P \left( tp - \sum_{s=1}^{t} x_s > 4\sqrt{tp \log \frac{1}{\delta}} \right) \leq \delta.
\]
Replace $\delta$ by $\delta/n$ to reach the result. □

**Lemma 9** If $a > 0, b > 0, ab \geq e$, then for all $t \geq 2a \log(ab)$,
\[
t \geq a \log(bt).
\]  
(23)

**Proof.** The LHS of (23) increases faster than the RHS. So it suffices to prove (23) holds for $t = 2a \log(ab)$, or equivalently
\[
2a \log(ab) \geq a \log(2ab \log(ab)) = a \log(ab) + a \log(2 \log(ab)),
\]
which can be easily derived by observing that $ab \geq 2 \log(ab)$. □

**Lemma 10** When $T \geq \frac{20}{\gamma \lambda_x} \sqrt{2d \ln \frac{4u}{\delta}}$, 
\[
\frac{\sqrt{d \ln(1 + \frac{T}{\lambda d})} + d \ln \frac{4u}{\delta} + \sqrt{\lambda}}{T \lambda_x/8} \leq \frac{\gamma}{2}.
\]

**Proof.**
\[
T \geq \frac{20}{\gamma \lambda_x} \sqrt{2d \ln \frac{4u}{\delta}} \geq \frac{40}{\gamma \lambda_x} \sqrt{d \ln \frac{10}{\gamma \lambda_x \lambda \sqrt{d}}} \iff T^2 \geq 2 \cdot \frac{400d}{\gamma^2 \lambda_x^2} \ln(\frac{400d}{\gamma^2 \lambda_x^2} \frac{4}{d^2})
\]
\[
\iff T^2 \geq \frac{400d}{\gamma^2 \lambda_x^2} \ln(\frac{4T^2}{\lambda^2 d^2}) = \frac{800d}{\gamma^2 \lambda_x^2} \ln(\frac{2T}{\lambda d}) \geq \frac{800d}{\gamma^2 \lambda_x^2} \ln(1 + \frac{T}{\lambda d}),
\]
where (a) is valid when $\delta \leq ud \gamma^2 \lambda_x^2 / 25$ which is typically greater than 1, (b) is by Lemma 9 and $\frac{800d}{\gamma^2 \lambda_x^2} \geq e$ which is typically held, and (c) is by $T \geq \lambda d$ which is typically bounded by the condition on $T$. Then
\[
T^2 \geq \frac{400d}{\gamma^2 \lambda_x^2} \ln(\frac{4u}{\delta} + \frac{400d}{\gamma^2 \lambda_x^2} \ln(1 + \frac{T}{\lambda d})) = \left( \frac{20}{\gamma \lambda_x} \right)^2 \left( d \ln \frac{4u}{\delta} + d \ln(1 + \frac{T}{\lambda d}) \right)
\]
The result is reached by $\sqrt{\lambda} \leq \frac{\gamma \lambda_x}{20} T$. □