Triplet $p + ip$ pairing correlations in the doped Kane-Mele-Hubbard model: A quantum Monte Carlo study
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Abstract – By using the constrained-phase quantum Monte Carlo method, we performed a systematic study of the pairing correlations in the ground state of the doped Kane-Mele-Hubbard model on a honeycomb lattice. We find that pairing correlations with $d + id$ symmetry dominate close to half-filling, but pairing correlations with $p + ip$ symmetry dominate as hole doping moves the system below three-quarters filling. We correlate these behaviors of the pairing correlations with the topology of the Fermi surfaces of the non-interacting problem. We also find that the effective pairing correlation is enhanced greatly as the interaction increases, and these superconducting correlations are robust against varying the spin-orbit coupling strength. Our numerical results suggest a possible way to realize spin triplet superconductivity in doped honeycomb-like materials or ultracold atoms in optical traps.
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Introduction. – Recently, a new research field has emerged in condensed-matter physics which is based on the findings that a spin-orbit interaction can lead to topological electronic phase transitions [1] and the electron-electron interactions can produce these transitions [2–9]. This new field makes it natural to ask what remarkable new properties and transitions might occur between distinct, competing correlated topological electron phases when the spin-orbit interaction is present. Various researchers have proposed [4–9] the Hubbard model with spin-orbit interactions (the Kane-Mele-Hubbard model) on a honeycomb-like lattice, as a starting point for answering these questions.

Indeed the density of states of the non-interacting version of the model on a honeycomb lattice has special features that point to special properties in its interacting version. In particular, if the hopping is nearest neighbor, a van Hove singularity (VHS) exists in the non-interacting model’s density of states (DOS) at 3/4 electron filling [10]. This feature prompted several groups [11–13] to suggest singlet superconductivity in the interacting model, and several others [14–18] to suggest $d + id$ pairing in the low-doped case. Numerical simulations point to other novel states of matter tied to the strength of the electron-electron interaction and spin-orbit coupling. In particular, if $U$ is the strength of the local Coulomb interaction and $t$ the hopping amplitude to nearest-neighbor sites, the Hubbard model on a honeycomb lattice is known to have a semimetal phase at small $U$ and an antiferromagnetic one at large $U$ [19], and ground-state quantum Monte Carlo (QMC) simulations performed at half-filling suggest a transition from a semimetal to an insulating antiferromagnetic state insulator when $U/t \approx 3.5$ [8,19]. On the other hand, other quantum Monte Carlo studies, such as the finite-temperature determinant quantum Monte Carlo method [10], find that strong antiferromagnetic fluctuations dominate around half-filling and strong ferromagnetic correlations dominate at less than 3/4 filling. Accordingly, the Kane-Mele-Hubbard model on a honeycomb lattice is an opportunity to study a variety of novel quantum critical and thermal fluctuations of itinerant charge carriers, with doping and interacting strengths being very relevant control parameters that may lead to new topologically constrained states of matter.

In this paper we study quantum fluctuations in the Kane-Mele-Hubbard model via ground-state quantum Monte Carlo simulations. Because of the already
observed strong magnetic fluctuations, we ask whether superconducting fluctuations exist in novel forms. A common view, supported by recent experiments [20], is that the magnetic fluctuations provide a glue for pairing and generally lead to unconventional superconductivity [21]. Relative to what we learned from past numerical studies on this model [22], at least two important questions remain: What happens to the pairing for dopings below the van Hove singularity? How does the spin-orbit coupling affect the pairing at any doping? In conjunction with these two questions, we can also ask whether \( p + ip \) spin triplet superconductivity is possible. A topological superconductor with \( p + ip \) pairing symmetry is the most elemental way in which a non-Abelian topological state can emerge as the ground state of a many-body system [23] and thus provides an ideal platform to construct a possible quantum computer [24].

We address the questions stated above by using the constrained-phase quantum Monte Carlo method [25–30]. This method allows us to perform simulations not possible with more commonly used quantum Monte Carlo methods. As we show, our results reveal rich physics when both the spin-orbit coupling and the electron-electron interactions are strong. Between half-filling and the filling at the VHS, we find that the \( d + id \) pairing dominates. Below the lower-band VHS filling, we find strong triplet \( p + ip \) superconducting correlations. Further, the effective pairing correlation is enhanced greatly as the interaction increases, and these superconducting correlations are robust against varying the spin-orbit coupling. On the basis of these results, we suggest that triplet \( p + ip \) topological superconductivity might be realizable in doped honeycomb-like materials [31–33] or ultracold atoms in optical traps [34–36].

**Model and methods.** The Kane-Mele-Hubbard model [1] on the honeycomb lattice is

\[
H = -t \sum_{\langle i,j \rangle} c_{i\sigma}^\dagger c_{j\sigma} + i\lambda_{SO} \sum_{\langle\langle i,j \rangle,\sigma\rangle} \sigma u_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow},
\]

where \( t \), \( U \), and \( \lambda_{SO} \) are the nearest-neighbor (NN) hopping energy, the strength of the on-site repulsion, and the next-nearest-neighbor (NNN) spin-orbit coupling strength, respectively. Here \( c_{i\sigma} (c_{i\sigma}^\dagger) \) annihilates (creates) an electron with spin \( \sigma \) on site \( i \) and \( n_{i\sigma} = \pm 1 \) depending on whether the electron makes a “right” or “left” turn when going from site \( i \) to site \( j \) on the honeycomb lattice. We assume periodic boundary conditions.

The constrained-phase quantum Monte Carlo method (PCPMC) [25–30] is a generalization of the constrained-path method (CPMC) [37–39] and is an analog of the fixed-phase generalization of the fixed-node diffusion Monte Carlo method [40]. The PCPMC method has yielded very accurate results for the ground-state energy and other ground-state observables for various strongly correlated lattice models [41–44] and for atoms, molecules, and nuclei [26–29]. The PCPMC method is sometimes called the phaseless method [30].

Briefly, for a Hamiltonian \( H = H_0 + H_1 \), the constrained-path method, as most ground state quantum Monte Carlo methods, projects to the ground state \( |\psi_0\rangle \) from some initial state \( |\psi(T)\rangle \) via

\[
|\psi_0\rangle = \lim_{T \to -\infty} e^{-\tau H} |\psi(T)\rangle = e^{-\Delta_\tau H_0} e^{-\Delta_\tau H_1} \times e^{-\Delta_\tau H_0} e^{-\Delta_\tau H_1} \cdots e^{-\Delta_\tau H_0} e^{-\Delta_\tau H_1} |\psi(T)\rangle,
\]

where \( H_0 \) is the non-interacting part of the Hamiltonian and \( H_1 \) is the interacting part. Here, \( H_0 \) is the hopping and spin-orbit parts of (1) and \( H_1 \) it is the Hubbard \( U \)-term. In the constrained-path method, a Hubbard-Stratonovich transformation is applied to each exponential of the interaction. With the consequence of introducing distributions of auxiliary scalar fields into the problem, converting the exponential of the interaction into an exponential of a non-interacting term depends on imaginary-time-dependent external fields. With an initial state being an ensemble of Slater determinant, the constrained-path method propagates one ensemble of Slater determinants into another. The individual propagating determinants are called random walkers. At any step in the projection, the projected state is a weighted sum of the walkers, \( |\psi(T)\rangle \approx \sum_i w_i |\phi_i\rangle \).

After a sufficient number of steps, the method begins to sample walker weights that represent those of the ground-state wave function. For most fermion simulations these weights are generally not all non-negative and hence do not represent a probability distribution amenable to Monte Carlo sampling. This is called the sign problem.

The constrained-path method approximately handles the sign problem, which is caused by a broken symmetry in the space of Slater determinants, by eliminating any random walker as soon as \( \langle \phi_i | \psi(T) \rangle < 0 \). The presence of the spin-orbit interaction in the Hamiltonian means that the ground state cannot be real. To ensure samples come from a real, non-negative distribution, the constrained-phase approximation generalizes the constrained-path condition: With a phase \( \theta \) defined by

\[
e^{i\theta} \equiv \langle \phi | \psi(T) \rangle / \langle \langle \phi | \psi(T) \rangle \rangle
\]

two simple forms of constrained-phase method follow [25] from replacing the walker by \( |\phi\rangle \leftarrow \cos(\theta) e^{-i\theta} |\phi_i\rangle \) and eliminating the walker if \( \Re \langle \phi_i | \psi(T) \rangle < 0 \) or by \( |\phi\rangle \leftarrow e^{-i\theta} |\phi_i\rangle \) which makes \( \langle \phi_i | \psi(T) \rangle > 0 \).

Here we used the first constraint. Other than this difference in constraint, the algorithmic details of the constrained-phase method are the same as those in the constrained-path method [37–39]. When no phase problem is present, the constrained-phase method in fact reduces to the constrained-path method. When no sign problem is present, the constrained-path method is exact.

In table 1 we show a comparison of the CPMC and PCPMC methods with exact diagonalization (ED)
Table 1: Comparisons of the energies (total $E_T$, kinetic $E_k$, and potential $E_p$), double occupancies and correlation functions ($S$ and $T$ are the spin and charge density structure factors) of the two-dimensional $U = 4.0$ Hubbard model on different lattices. Different rows correspond to ED, CPMC, and PCPMC results. The multi-column heading of a 4 × 4 lattice with 5 ↑ 5 ↓ refers to the Hubbard model on a square lattice, that of a 4 × 4 lattice with 4 ↑ 4 ↓ to the Hubbard model on a square lattice in a magnetic field with 1/4 of flux quanta per plaquette, and that of the 2 × 3$^2$ KMH model with 9 ↑ 9 ↓ to the Kane-Mele Hubbard model with $\lambda = 0.1$.

|                     | 4 × 4 lattice with 5 ↑ 5 ↓ | 4 × 4 lattice with 4 ↑ 4 ↓ in a magnetic field | 2 × 3$^2$ KMH model with 9 ↑ 9 ↓ |
|---------------------|---------------------------|---------------------------------------------|---------------------------------|
|                     | $E_T$ | $S(\pi, \pi)$ | $T(\pi, \pi)$ | $E_k$ | $E_p$ | Double occupancy | $E_T$ | $E_p$ | Double occupancy |
| ED                  | −19.581 | 0.73 | 0.506 | −19.783 | −21.715 | 1.932 | 0.0030185 | −14.51 | 0.143 |
| CPMC                | −19.580(1) | 0.730(1) | 0.507(1) | −19.779(1) | −21.712(2) | 1.933(1) | 0.0030188 | −14.35(1) | 0.148(2) |
| PCPMC               | −19.580(4) | 0.731(1) | 0.508(1) |                                  |                                  |                                  |              |              |                |

method for several different lattices (square and honeycomb), electron dopings, and spin-orbit interaction strengths. Both the CPMC and PCPMC methods agree with each other and with the ED results for energies, double occupancies, and spin-spin correlations. The key point is that the PCPMC allows accurate simulations, as for two cases in table 1, not possible with CPMC or other fixed-node-like methods.

We computed superconducting correlation functions for four different pairing symmetries: a) the $d + id$ with NN, b) the $d + id$ with NNN, c) the $p + ip$ with NN, and d) the $p + ip$ with NNN symmetries, whose form factors are illustrated in fig. 1. These different pairing symmetries are distinguished by different phase shifts upon 60° or 120° rotations. We now define the vectors $\delta_\ell$ and $\delta'_\ell$ to denote the NN and NNN inter-sublattice connections where $\ell = 1, 2, 3$ or $\ell = 1, 2, 3, 4, 5, 6$ label the different directions. On either sublattice, the NN-bond $p + ip$ and $d + id$ wave pairings have the following form factors:

$$f_{p+ip}(\delta_\ell') = e^{i(\ell-1)\frac{\pi}{2}},$$
$$f_{d+id}(\delta_\ell') = e^{i(\ell-1)\frac{\pi}{2}}, \quad \ell = 1, 2, \ldots, 6,$$  

while the singlet NN-bond $d + id$ pairing has the form factor

$$f_{d+id}(\delta_\ell) = e^{i(\ell-1)\frac{\pi}{2}}, \quad \ell = 1, 2, 3.$$  

The NN-bond $f_{p+ip}$ is different for the A and B sublattices: for sublattices A,

$$f_{p+ip}(\delta_\ell) = e^{i(\ell-1)\frac{\pi}{2}}, \quad \ell = 1, 2, 3,$$  

while for sublattice B, there is a $\pi$ phase shift (fig. 1(c)),

$$f_{p+ip}(\delta_\ell) = e^{i(\ell-1)\frac{\pi}{2} + \pi}, \quad \ell = 1, 2, 3.$$  

Fig. 1: (Color online) Phases of the pairing symmetries on the honeycomb lattice: (a) $d + id$ with NN (b) $d + id$ with NNN, (c) $p + ip$ with NN and (d) $p + ip$ with NNN. Here different colored dots denote sites of different sub-lattices A and B.

Fig. 2: (Color online) The lattice geometries for the 2 × 75 (2 × 3 × 5$^2$) and 2 × 108 (2 × 3 × 6$^2$) honeycomb lattices.

The $p + ip$ NN and the $p + ip$ NNN defined above have the same symmetry but different forms in $k$-space and real space. Both are topological non-trivial spin triplet superconducting states. As their form factors indicate, their real (imaginary) parts are symmetric about the $x$-axis ($y$-axis) but asymmetric about the $y$-axis ($x$-axis). Thus, they have a $p_x + ip_y$ symmetry, which is simply called $p + ip$.

The functional form of the pairing correlation function we computed is

$$C_\alpha(r = R_1 - R_3) = \langle \Delta^\dagger_\alpha(i)|\Delta^\dagger_\alpha(j) \rangle,$$  

where $\alpha$ stands for the pairing symmetry and the corresponding order parameter $\Delta^\dagger_\alpha(i)$ is

$$\Delta^\dagger_\alpha(i) = \sum_{\ell} f^\dagger_{p+ip}(\delta_\ell)(c_{\uparrow\ell}c_{\uparrow\ell+\delta_\ell} - c_{\uparrow\ell}c_{\downarrow\ell+\delta_\ell})^\dagger.$$  

Results and discussion. – Our numerical simulations are mainly performed on a 2 × 75 lattice and a 2 × 108 lattice, which are shown in fig. 2. The honeycomb can be described as two interpenetrating triangular sublattices, which are marked by different colors, blue and yellow, in fig. 2. The lattices shown preserve most geometric symmetries of the triangular Bravais lattice, and are often adopted in research on graphene. In fig. 3, we compare the long-range part of pairing correlations for the $d + id$ and $p + ip$ pairing symmetries on double-75 lattices at $U = 3.0$ and $\lambda = 0.001$. The simulations were performed for the closed-shell cases corresponding to fillings...
The observed dependences of the pairing correlations on filling and spin-orbit coupling can be understood from the Fermi surface topologies. The Fermi surface with different spin-orbit couplings can be understood from the Fermi surface with different fillings. The Fermi surface with different fillings and spin-orbit coupling can be understood from the NN-bond $C_{d+id}(r)$ is larger than $C_{p+ip}(r)$ for most long-range distances between electron pairs. At $\langle n \rangle = 13/75$, while below, the NN-bond $C_{p+ip}(r)$ tends to be larger than the others. Here $r = |R_i - R_j|$. For the present lattice, $r = 9$ corresponds to a separation of lattice sites about half the cell size. From another work [10], we know that ferromagnetic fluctuations dominate electron fillings below the VHS, and antiferromagnetic correlations dominate around half-filling. Thus, the $p + i p$ superconducting pairing appears favored by ferromagnetic correlations.

We also show results for larger spin-orbit couplings in fig. 4. For the larger spin-orbit coupling of $\lambda = 0.1$, the $d + id$ correlations continue to dominate over other pairing forms at $\langle n \rangle = 67/75$, and the $p + ip$ correlations continue to dominate over other pairings at $\langle n \rangle = 13/75$. One interesting point is that when compared to those in fig. 3, the pairing correlations with $d + id$ symmetry are enhanced as the spin-orbit coupling increases, while the $p + ip$ pairing correlations are suppressed, but only slightly, by increasing the spin-orbit coupling. Thus, the correlations we are finding are quite robust, at least with respect to the spin-orbit interaction.

In order to examine the intrinsic pairing interaction in our finite system, we extracted the vertex contribution $\tilde{C}_\alpha$ from $C_\alpha$. Doing so requires subtracting uncorrelated single-particle contributions, such as $\langle c_i^\dagger c_j \rangle \langle c_{i+\delta_1} c_{j+\delta_1} \rangle$, from correlated many-body terms, such as $\langle c_i^\dagger c_j c_{i+\delta_1} c_{j+\delta_1} \rangle$. In fig. 6, the vertex contribution $C_{p+ip}$ as a function of distance $r$ for different $U$ on the double-75 lattice with $\langle n \rangle = 13/75$ and $\lambda = 0.1$ is shown. At $U = 0$, the vertex contribution is zero, and at $U = 1.0$, the $C_{p+ip}$ tends to be a finite positive value over most of the long range part. Clearly, it is interesting to see that the $C_{p+ip}$ is enhanced greatly as the interaction increases from the results for $\lambda = 0.001$ are indicated by a red contour and those for $\lambda = 0.1$ by a blue contour. At the low filling, $\langle n \rangle = 13/75$ in fig. 5(a), the Fermi surface is a small circle around the $\Gamma$-point, which favors the $p + ip$ pairing. At the higher filling in fig. 5(b), $\langle n \rangle = 67/75$, the nesting vector of the Fermi surface is near to the antiferromagnetic vector, which favors singlet $d + id$ pairing. In both panels, the Fermi surface varies only very slightly as $\lambda$ increases. The behaviors of the Fermi surfaces thus correlate with the behaviors of pairing correlations in figs. 3 and 4, where the pairing correlations show an insensitivity to the scale of spin-orbit coupling.

Fig. 3: (Color online) Pairing correlation $C_\alpha$ as a function of the distance $r = |R_i - R_j|$ for different pairing symmetries on the double-75 lattice with $\langle n \rangle = 67/75$ (a) and with $\langle n \rangle = 13/75$ (b) at $U = 3.0$ and $\lambda = 0.001$.

Fig. 4: (Color online) Pairing correlation $C_\alpha$ as a function of the distance $r = |R_i - R_j|$ for different pairing symmetries on the double-75 lattice with $\langle n \rangle = 67/75$ (a) and with $\langle n \rangle = 13/75$ (b) at $U = 3.0$ and $\lambda = 0.1$.

Fig. 5: (Color online) The Fermi surface at $\langle n \rangle = 13/75$ (a) and $\langle n \rangle = 67/75$ (b) with $\lambda = 0.001$ (red color) and $\lambda = 0.1$ (blue color).
and (b). From fig. 7, ing forms of

\[ \langle (a) \] and \( (b) \) \[ \rangle \]

\[ U = 1.0 \text{ to } U = 2.0, \] over most of the long-range part\(^1\).

Such behavior of the vertex contribution suggests effective attractions generated between electrons and the instability toward \( p + ip \) superconducting pairing in the system. The enhanced pairing strength with the enhancement of the electron correlations indicating the interaction plays a key role in inducing superconductivity. We note that the observed behavior as a function of \( U \) contrasts that observed for the two-dimensional Hubbard model \([37,38]\). We also note that in the Hubbard model near half-filling it is the antiferromagnetic fluctuations that dominate.

To establish more firmly the robust presence of the triplet \( p + ip \) pairing correlations, we calculated the superconducting correlations for two more pairing symmetries, extended \( s \)-wave (\( Es \)-wave) and \( f \)-wave, at low electron fillings for a larger lattice size. The phases of the pairing forms of \( Es \)-wave and \( f \)-wave are shown in fig. 7(a) and (b). From fig. 7,

\[ f_{Es}(\delta_\ell) = 1, \quad \ell = 1, 2, 3; \]

(9)

and

\[ f_f(\delta_\ell') = \frac{1 + (-1)^\ell}{2} \pi, \quad \ell = 1, 2, 3, 4, 5, 6. \]

(10)

Figure 8 shows the various pairing correlations as a function of the long-range part of the distance on a larger \( 2 \times 108 \) lattice for the closed-shell fillings of \( \langle n \rangle = 19/108 \) (a) and \( \langle n \rangle = 13/108 \) (b) with \( U = 3.0 \) and \( \lambda = 0.1 \).

It is clear that the \( p + ip \) pairing correlations are larger than the other five pairings of different symmetries and this ranking does not change as the strength of the spin-orbit coupling changes. In the Hubbard model, we note that increasing the lattice size suppresses the magnitude of the pairing correlations \([37,38]\). We also note that in the Hubbard model near half-filling it is the antiferromagnetic fluctuations that dominate.

A numerical solution for the full phase diagram for the Kane-Mele-Hubbard model is computationally challenging, especially as a function of doping. Over the range of dopings and lattice sizes studied, we do however find strong triplet \( p + ip \) superconducting correlations, and this pairing is robust against varying the spin-orbit coupling. Additionally, the effective pairing correlation is enhanced greatly as the interaction increases. Because of these results, we argue that robust spin triplet \( p + ip \) superconductivity might be present in doped honeycomb-like materials such as doped graphene, silicene, and germane or ultracold atoms in optical traps.
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