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Abstract. A typical interval exchange transformation has an infinite sequence of matrices associated to it by successive iterations of Rauzy induction. In 2010, W. A. Veech answered a question of A. Bufetov by showing that the interval exchange itself may be recovered from these matrices and must be unique up to topological conjugation. In this work, we will improve upon these results by providing an algorithm to determine the initial transformation from a sufficiently long finite subsequence of these matrices. We also show the defined length to be necessary by constructing finite sequences of Rauzy induction with multiple distinct (even up to conjugacy) initial transformations.

1. Introduction

An $n$-interval exchange transformation ($n$-IET) is an invertible map $T: [0, L) \to [0, L)$ that divides the interval $[0, L)$ into $n$ sub-intervals whose lengths are given by a length vector $\lambda = (\lambda_1, \ldots, \lambda_n)$ and then places them back in a different order as prescribed by a permutation $\pi$. For almost all $n$-IETs Rauzy’s induction results in a new $n$-IET $T'$ and is defined by the first return of $T$ on an appropriately chosen subinterval $[0, L')$. More specifically $L'$ is $L$ minus the minimum length of the rightmost subinterval before and after application of $T$. The information $\pi'$ and $\lambda'$ that defines $T'$ may be directly computed from $\pi$ and $\lambda$ and the relationships depend on the type of the induction, meaning whether the rightmost before or after the application of $T$ had smallest length. There is an invertible matrix $A$, called the visitation matrix, that counts how often each subinterval of $T'$ visits the subintervals of $T$ before returning to $[0, L')$.

If we apply Rauzy’s induction to $T$ infinitely many times, we arrive at a sequence of such matrices

$$A_1, A_2, A_3, A_4, A_5, A_6, \ldots$$

so that $A_i$ is derived from the $i^{th}$ step of induction.

Given this infinite sequence of matrices and the initial permutation $\pi$, we may recover the original $n$-IET up to topological conjugacy. If this initial $n$-IET is uniquely ergodic, meaning Lebesgue is the only $T$-invariant measure up to scaling, then the initial IET is itself unique given the initial length $L$.

Question 1 (A. Bufetov). Given only the sequence of $A_i$’s, can an initial permutation be determined and is this permutation unique?
In [7], W. A. Veech gave an affirmative answer, and this result was used in [2] and then [3]. However, Veech’s proof was by contradiction and did not directly compute \( \pi \).

As a follow-up to his first question, A. Bufetov wondered if this result would hold with even less information. More precisely, suppose we know the products

\[
\prod_{i=1}^{m_1} A_i, \prod_{i=m_1+1}^{m_2} A_i, \prod_{i=m_2+1}^{m_3} A_i, \ldots
\]

for some increasing sequence \( 1 \leq m_1 < m_2 < m_3 < \ldots \), without knowing the individual matrices within each product. Such products arise naturally when we apply Zorich’s acceleration of Rauzy induction [10] or by inducing on other intervals.

**Question 2 (A. Bufetov).** Given only a sequence of \( B_k \)'s, where each \( B_i \) is a product of \( A_i \)'s, can an initial permutation still be determined and is it still unique?

The author gave an affirmative answer to this more general question in [4]. However, just as in [7] the proof cannot be used to find the initial permutation.

The main result of this paper provides an effective answer to the first question and to the second question when restricted to Zorich’s induction [11]. Before stating the main result, we note that a finite sequence of matrices given by Rauzy or Zorich induction has a form of length which we will call in this paper \( C \)-complete, where \( C \) is a positive integer. We will be more precise with the definition later, but we note here that for a prescribed value of \( C \) we can find an \( N \) such that the finite sequence \( \tilde{A}_1, \ldots, \tilde{A}_N \) of initial matrices is \( C \)-complete. (Here, use \( \tilde{A}_i \) to represent a matrix obtained by Rauzy or Zorich induction.) Most importantly, we may determine this value of \( N \) given only the matrices.

**Main Theorem 1.** If matrices \( \tilde{A}_1, \tilde{A}_2, \ldots \) are visitation matrices associated to moves of Rauzy/Zorich induction on an i.d.o.c. \( n \)-IET, consider the first \( N \) matrices that are \( C \)-complete, \( C \geq \log_2(n+1) - 1 \). Then there is a unique permutation \( \pi \) that can define any \( n \)-IET whose first \( N \) steps can be given by \( \tilde{A}_1, \ldots, \tilde{A}_N \). Moreover, there is an explicit algorithm to determine \( \pi \) from these \( N \) matrices.

This statement is more precisely stated after proper notation has been introduced as Theorem 3.7 and Corollary 3.8. The main tool in the proofs is Algorithm 1 which builds information by starting with the \( N \)th matrix and iterating backwards to the first matrix. This algorithm is also what makes this result effective, as its success yields the unique permutation.

As our second result, we show that the length we need for our first theorem is sharp by constructing sequences of matrices given by Rauzy induction that allow for more than one initial permutation and are \( C \)-complete with

\[
C = \lfloor \log_2(n) - 1 \rfloor = \lfloor \log_2(n+1) - 2 \rfloor
\]

Note that \( \lfloor \log_2(n+1) - 1 \rfloor \) is the minimum integer \( C \) such that uniqueness is ensured by the first theorem.

**Main Theorem 2.** For each \( n \geq 4 \) there exist a sequence \( A_1, \ldots, A_N \) of matrices given by Rauzy induction that is \( C \)-complete, \( C = \lfloor \log_2(n) \rfloor - 1 \), and the initial permutation is not unique.

---

2 We slightly relax the definition of Zorich’s induction for this paper. The details will be provided in Sections 2.4, 2.5.
Main Theorem 2 is restated as Theorem 4.1 after we establish more notation. We note that matrices given by Rauzy induction a priori provide more information than those provided by Zorich induction.

1.1. Outline of Paper. Aside from defining our inductions and corresponding matrices, we will not discuss the underlying dynamics of IETs. We will work primarily with the notation from [8] to define IETs and induction. This notation defines an IET not by a permutation \( \pi \) on \( \{1, \ldots, n\} \) but by a pair of bijections \( p_t : \mathcal{A} \to \{1, \ldots, n\} \) for \( t \in \{0, 1\} \) for a alphabet \( \mathcal{A} \) of size \( n \). The translation from \((p_0, p_1)\) to \( \pi \) and vice-versa will be discussed. We note here that there is an inherent ambiguity in notation for pairs: if we have an infinite sequence of matrices for induction that can be obtained from an IET with initial pair \((p_0, p_1)\) then this sequence may also be obtained by an IET with initial pair \((p_1, p_0)\) (which we call the inverse of \((p_0, p_1)\)). This ambiguity does not arise when we take induction on permutations.

In Section 2 we establish our standard definitions and notations. We define the matrices from Rauzy induction first for pairs in Section 2.1 and then for permutations in Section 2.2. We define here what it means to be \( C \)-complete. In 2.3 we discuss how to explicitly translate between pair and permutation notation, leading to Lemma 2.15 which makes these translations precise. In Sections 2.4 and 2.5 we define our generalization of Zorich’s induction, first for pairs and then for permutations. The Zorich analogue of Lemma 2.15 is given by Corollary 2.23. Section 2.6 discusses how to modify a sequence of Zorich induction matrices by possibly replacing some matrices with products in order to prepare for our main algorithm.

Section 3 is dedicated to proving our first main theorem, which is stated correctly for pairs as Theorem 3.7 and for permutations as Corollary 3.8. To do this, we define in Section 3.1 partially ordered pairs which we use to encode what information we currently know about possible pairs we could obtain by induction. We then turn to Algorithm 1 in Section 3.2. In particular, for a move from (unknown) pair \((p_0^{(i)}, p_1^{(i)})\) to \((p_0^{(i+1)}, p_1^{(i+1)})\) by a step of induction described by \( \tilde{A}_i \), we show how to take what we know about the \((i+1)\)st pair and \( A_i \) to learn more about the \( i \)th pair. Using this algorithm, we prove in Section 3.4 that if we take the first \( N \) matrices that are \( C \)-complete for \( C \) large enough then Algorithm 1 will produce one unique answer (up to taking the inverse). We then apply our explicit translations via Corollary 2.23 to prove our main result for permutations.

We then in Section 4 show that Theorem 3.7 and Corollary 3.8 provide sharp lower bounds on the \( C \)-complete requirement. After addressing smaller alphabet sizes, this is stated as Theorem 4.1. In this result, we construct finite sequences of matrices that are \( C \)-complete, where \( C \) is just below the bound given by our first main result, such that two distinct pairs (meaning not the same up to inverses) exist that may start this sequence of induction. Two important constructions arise in the proof of Lemma 4.5 as they describe sequences of induction that help ensure completeness while minimizing information gained.

1.2. Acknowledgments. The author thanks A. Bufetov for his question and W. A. Veech for his answer. He also thanks these two along with S. Ferenczi as well as these two for their enduring encouragement. The author is thankful every day for Laine, Charlie and Amy.
2. Definitions

Let \( Z = \{0, \pm 1, \pm 2, \ldots \} \) denote the set of integers, \( \mathbb{N} = \{1, 2, 3, \ldots \} \) denote the positive integers and \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \) denote the set of non-negative integers. For integers \( a, b \in \mathbb{Z} \) we let \([a, b]\) denote the interval of integers \( x \in \mathbb{Z} \) satisfying \( a \leq x \leq b \) and \([a, b])\] denote the integers \( y \in \mathbb{Z} \) satisfying \( a \leq y < b \). As special cases: if \( a = b \) then \([a, b] = [a, b + 1] \) is the set containing the single element \( a = b \), if \( b < a \) then \([a, b] = [a, b + 1] \) is the empty set \( \emptyset \) and \([a, \infty]\) will denote the set of all integers \( x \in \mathbb{Z} \) satisfying \( x \geq a \). For a set \( \mathcal{A} \) we let \( |\mathcal{A}| \in \mathbb{N}_0 \cup \{\infty\} \) denote its cardinality.

2.1. Rauzy Induction on Pairs. In this section we discuss Rauzy induction using the prevalent notation for interval exchanges as used in [8]. We refer the reader to that text for a more complete discussion.

**Definition 2.1.** Let \( \mathcal{A} \) be a finite alphabet of two or more symbols. A pair over \( \mathcal{A} \) is a tuple \((p_0, p_1)\) of bijections \( p_i : \mathcal{A} \to [1, |\mathcal{A}|] \). A pair \((p_0, p_1)\) over \( \mathcal{A} \) is irreducible if

\[
p_0^{-1}(\{1, k\}) \neq p_1^{-1}(\{1, k\}) \quad \text{for all} \quad k \in [1, |\mathcal{A}| - 1],
\]

meaning in other words that the sets of the first \( k \) symbols according to each ordering rule \( p_0 \) and \( p_1 \) cannot coincide unless \( k = |\mathcal{A}| \). The set of all irreducible pairs over \( \mathcal{A} \) will be denoted by \( \text{irr}(''\mathcal{A}''\)).

If \((p_0, p_1) \in \text{irr}(''\mathcal{A}''\)) and \((p'_0, p'_1)\) is the resulting pair after applying Rauzy induction of type \( t \in \{0, 1\} \) then

\[
(2.1) \quad p'_t = p_t \quad \text{and} \quad p'_{1-t}(b) = \begin{cases} p_{1-t}(b), & \text{if} \ p_{1-t}(b) \in [1, p_{1-t}(w)], \\ p_{1-t}(b) + 1, & \text{if} \ p_{1-t}(b) \in [p_{1-t}(w) + 1, |\mathcal{A}| - 1], \\ p_{1-t}(w) + 1, & \text{if} \ b = \ell, \end{cases}
\]

where \( \ell = p_{1-t}^{-1}(|\mathcal{A}|) \) is the loser and \( w = p_t^{-1}(|\mathcal{A}|) \) is the winner. Using this notation, the \( \mathcal{A} \times \mathcal{A} \) matrix \( \Theta \) associated to this move of Rauzy induction is

\[
(2.2) \quad \Theta(a, b) = \begin{cases} 1, & \text{if} \ a = b, \\ 1, & \text{if} \ a = w \text{ and } b = \ell, \\ 0, & \text{otherwise}. \end{cases}
\]

**Remark 2.2.** As this definition indicates, if \( \Theta \) describes a move of Rauzy induction then we can determine the winner \( w \) and loser \( \ell \) of the move as they label the row and column respectively of the only off-diagonal \( 1 \) entry. However, the type of the move cannot be determined from this matrix; if \( \Theta \) is the matrix associated to the move from \((p_0, p_1)\) to \((p'_0, p'_1)\) and is of type \( t \), then it is also the matrix associated to the move from \((p_1, p_0)\) to \((p'_1, p'_0)\) which is of type \( 1-t \).

It is a useful exercise to show that fixing two of the following:

1. the initial pair \((p_0, p_1) \in \text{irr}(''\mathcal{A}''\)),
2. the resulting pair \((p'_0, p'_1) \in \text{irr}(''\mathcal{A}''\)) or
3. the winner/loser tuple \((w, \ell)\),

will uniquely determine the third. Furthermore, we may replace (3) above with knowing the type.
Definition 2.3. A Rauzy path or path of Rauzy induction is an ordered (finite or infinite) sequence of moves by Rauzy induction. The length $N \in \mathbb{N} \cup \{\infty\}$ is the number of moves in the path and the pairs visited by the path are $(p_0^{(j)}, p_1^{(j)})$, $j \in [1, N + 2]$ (where $N + 2 = \infty$ if $N = \infty$), so that for each $j$ the pair $(p_0^{(j+1)}, p_1^{(j+1)})$ is the result of applying the $j^{th}$ inductive move to the pair $(p_0^{(j)}, p_1^{(j)})$. We say that the path starts at $(p_0^{(1)}, p_1^{(1)})$ and refer to this as the initial pair.

By the observation preceding this definition, if we know any pair $(p_0^{(j)}, p_1^{(j)})$ along the path and we know the types or winner/loser tuples of each induction move then we actually know each pair along the path. However, this paper is concerned with determining any/all of the pairs given only the winner/loser tuples as this is the only information described by the sequence of matrices $\Theta^j$ associated to each moves for $j \in [1, N]$. The observation in Remark 2.2 tells us by induction that we can always switch the rows in all pairs along a path without altering the winner and loser of each individual move. This obstruction to determining a unique initial pair (which is considered proven by the discussions above) is stated here for future reference.

Proposition 2.4. If $\Theta_1, \ldots, \Theta_N, N \in \mathbb{N} \cup \{\infty\}$, describes a path of Rauzy induction over $A$ starting at $(p_0, p_1) \in \text{irr}(A)$ then this path may also start at $(p_1, p_0)$.

While introduced here, the motivation for the following terminology will be given in Remark 2.13 after we discuss the connection between pairs and permutations.

Definition 2.5. If $(p_0, p_1) \in \text{irr}(A)$ then its inverse is $(p_1, p_0) \in \text{irr}(A)$.

So now Proposition 2.4 tells us that we can at best uniquely determine the initial pair from a sequence of $\Theta_j$’s up to inverses. Before concluding this section, we will need to discuss a measure of length on paths that will be used in Theorem 3.7.

Definition 2.6. A Rauzy path on $\text{irr}(A)$ is complete if each $a \in A$ wins at least once. For $C \in \mathbb{N}$, a path is $C$-complete if it is the concatenation of $C$ Rauzy paths that are each complete.

Recall from the introduction that an interval exchange satisfies i.d.o.c. if and only if Rauzy induction may be applied to it infinitely many times. We include a formal statement here which may be verified in [9, Section 4] for example.

Proposition 2.7. For fixed infinite Rauzy path on $\text{irr}(A)$ the following are equivalent:

(1) The path was obtained by induction on an i.d.o.c. interval exchange transformation, and

(2) For any fixed $j \in \mathbb{N}$ there exists $j' \in [j + 1, \infty]$ so that the finite path consisting of moves $j$ to $j'$ is complete.

We then have the following.

Corollary 2.8. If an infinite Rauzy path was obtained by induction on an i.d.o.c. interval exchange transformation, then for any $C \in \mathbb{N}$ there exists $N \in \mathbb{N}$ such that the finite subpath taken from the first $N$ steps is $C$-complete.

Remark 2.9. As we will show in Theorem 3.7, we will be able to produce by Algorithm 1 the initial pair (up to inverses) of a finite Rauzy path provided that
it is \(C\)-complete for \(C\) large enough. The size of our \(C\) depends on the size \(|A|\), and checking for \(C\)-completeness may be done using only the matrices given by induction. So we may take an infinite path, select \(N\) so that the first \(N\) steps form such a \(C\)-complete path.

2.2. Rauzy Induction on Permutations. In this section we discuss Rauzy induction using another prevalent convention for interval exchanges, which significantly predates the notation from the previous section. We translate some of the commonly used symbols in this paper to match with the previous section.

**Definition 2.10.** For \(n \in \mathbb{N}\), a permutation on \(n\) symbols is a bijection \(\pi\) from the set \([1, n]\) to itself and the set of all permutations on \(n\) symbols is \(S_n\). A permutation \(\pi \in S_n\) is irreducible if

\[
\pi^{-1}([1, k]) \neq [1, k] \quad \text{for all } k \in [1, n-1],
\]

meaning the first \(k\) symbols does not remain preserved as a set by \(\pi\) unless \(k = n\). The set of all irreducible permutations on \(n\) symbols is \(S_n^0\).

If \(\pi \in S_n^0\) then the result of applying Rauzy induction of type 0 yields \(\pi'\) where

\[
\pi'(i) = \begin{cases} 
\pi(i), & \text{if } \pi(i) \in [1, \pi(n)], \\
\pi(i) + 1, & \text{if } \pi(i) \in [\pi(n) + 1, n-1], \\
\pi(n) + 1, & \text{if } \pi(i) = n,
\end{cases}
\]

and the associated matrix \(A\) is given by

\[
A(i, j) = \begin{cases} 
1, & \text{if } i = j, \\
1, & \text{if } i = n \text{ and } j = \pi^{-1}(n), \\
0, & \text{otherwise}.
\end{cases}
\]

The result of applying Rauzy induction of type 1 yields \(\pi''\) where

\[
\pi''(i) = \begin{cases} 
\pi(i), & \text{if } i \in [1, \pi^{-1}(n)], \\
\pi(n), & \text{if } i = \pi^{-1}(n) + 1, \\
\pi(i - 1), & \text{if } i \in [\pi^{-1}(n) + 2, n],
\end{cases}
\]

and the associated matrix \(A\) is given by

\[
A(i, j) = \begin{cases} 
1, & \text{if } i = j \text{ and } i \leq \pi^{-1}(n), \\
1, & \text{if } j = i + 1 \text{ and } j > \pi^{-1}(n), \\
1, & \text{if } i = n \text{ and } j = \pi^{-1}(n) + 1, \\
0, & \text{otherwise}.
\end{cases}
\]

Similar to the discussion before Definition 2.3 concerning pairs, if we know two of the following concerning a move of induction: the initial permutation \(\pi\), the resulting permutation \(\pi'\) or the type \(t\), then we know all three. Furthermore, by irreducibility \(\pi^{-1}(n) \neq n\) and \(\pi(n) \neq n\) and so we may determine from a given matrix \(A\) the type \(t\) and the value \(\pi^{-1}(n)\).

**Definition 2.11.** A Rauzy path or path of Rauzy induction on \(S_n^0\) is an ordered (finite or infinite) sequence of moves of Rauzy induction. The length \(N \in \mathbb{N} \cup \{\infty\}\) is the number of moves and the permutations visited by the path is a sequence \(\pi^{(j)}\), \(j \in [1, N + 2]\), in \(S_n^0\) so that \(\pi^{(j+1)}\) is the result of applying the \(j^{th}\) inductive
move on $\pi^{(j)}$. We say that the path starts at $\pi^{(1)}$ and refer to this as the initial permutation.

For our question, we know the matrices $A_j$, $j \in [1,N]$, defined by a path of Rauzy induction on $\mathfrak{S}_n$ and want to determine the permutations visited by the path. Over $\mathfrak{S}_n$ we do not have an analogue to Proposition 2.4 as the type may be determined by the matrices. Therefore, we do not have such an obstruction to determining the initial permutation uniquely (compare Theorem 3.7 with Corollary 3.8).

As with Definition 2.5, we give the following with motivation explained in the next section by Remark 2.16.

**Definition 2.12.** A Rauzy path $A_1, \ldots, A_N$ on $\mathfrak{S}_n$ is complete if the product matrix $\prod_{j=1}^{N} A_j$ has in each row at least two nonzero entries. For $C \in \mathbb{N}$, a path is $C$-complete if it is the concatenation of $C$ Rauzy paths that are each complete.

### 2.3. Translating between Pairs and Permutations

In this section, we make precise the relation between matrices for Rauzy induction on $\text{irr}(A)$ and those on $\mathfrak{S}_n$. The primary result is the statement in Lemma 2.15 which tells us that a Rauzy path on $\mathfrak{S}_n$ may be lifted to a Rauzy path on $\text{irr}(A)$ even if we do not know the permutations associated to the path. The specific contents of this section may be skipped on first reading if preferred as the specific notation is not as important to the main results that follow.

For finite alphabet $A$ with $n = |A|$, there is a natural map $\Pi : \text{irr}(A) \rightarrow \mathfrak{S}_n$ given by

$$\Pi(p_0, p_1) := p_1 \circ p_0^{-1}. \quad (2.7)$$

**Remark 2.13.** If $\pi = \Pi(p_0, p_1)$, then $\Pi(p_1, p_0)$ is equal to $\pi^{-1}$. This justifies the definition of inverse for pairs in Definition 2.5.

Given $(q_0, q_1) \in \text{irr}(B)$ over alphabet $B$, $|B| = n$, we have that $\Pi(q_0, q_1) = \Pi(p_0, p_1)$ if and only if there exists a bijection $\tau : B \rightarrow A$ such that $q_t = p_0 \circ \tau$ for each $t \in \{0, 1\}$. We use the same bijection name to define a map from $\text{irr}(A)$ to $\text{irr}(B)$ by

$$\tau(p_0, p_1) := (p_0 \circ \tau, p_1 \circ \tau).$$

There is also a natural lift $\widehat{\Pi} : \mathfrak{S}_n \rightarrow \text{irr}([1, n])$ given by

$$\widehat{\Pi}(\pi) := (\text{id}_n, \pi), \quad (2.8)$$

where $\text{id}_n \in \mathfrak{S}_n$ is the identity.

Fix $(p_0, p_1) \in \text{irr}(A)$. If we let $\mathcal{R}_t$ denote the action of Rauzy induction of type $t$ (on pairs and permutations), we want to explicitly describe the relationship between $(p_0, p_1) : \mathcal{R}_t(p_0, p_1)$ and $\pi' := \mathcal{R}_t(\pi)$ for $\pi := \Pi(p_0, p_1) \in \mathfrak{S}_n$. Let

$$(q_0, q_1) := \mathcal{R}_t(\widehat{\Pi}(\pi)) = \mathcal{R}_t(\text{id}_n, \pi).$$

For these choices we then define bijections $\tau, \tau' : [1, n] \rightarrow A$ and $\sigma_t : [1, n] \rightarrow [1, n]$ by

$$\tau(p_0, p_1) = \widehat{\Pi}(\pi), \quad \tau'(p_0', p_1') = \widehat{\Pi}(\pi') \quad \text{and} \quad \sigma_t(q_0, q_1) = \widehat{\Pi}(\pi').$$

We may directly verify that $\tau = p_0^{-1}$ and $\tau' = p_0'^{-1}$, while $\sigma_t$ will depend on the type $t$ and possibly the value $k = \pi^{-1}(n)$. The relationships between these pairs
and bijections are provided by diagram in Figure 1. We are equivalently defining
\( \sigma_t \) as the bijection (acting on pairs) such that
\[
\hat{\Pi} \circ R_t = \sigma_t \circ R_t \circ \hat{\Pi}.
\]
Because induction commutes with any renaming bijection on pairs, this then implies
as bijections on \( A \) we have \( \tau' = \tau \circ \sigma_t \), meaning
\[
\tau'(j) = \tau(\sigma_t(j)) \text{ for all } j \in [1, n].
\]
(We note that we have by definition \( \sigma_t(\tau(p_0, p_1)) \) equals \( \sigma_t(p_0 \circ \tau, p_1 \circ \tau) \) and is therefore \( (p_0 \circ \tau \circ \sigma_t, p_1 \circ \tau \circ \sigma_t) = (\tau \circ \sigma_t)(p_0, p_1). \))

If \( t = 0 \), then \( q_0 = \text{id}_n \) and \( q_1 = \pi' \) and so \( \sigma_0 = \text{id}_n \). If \( t = 1 \), then \( q_1 = \pi \) but \( q_0 \neq \text{id}_n \). We may verify that \( \sigma_1 \) is given by
\[
\sigma_1(j) = \begin{cases} j, & j \in [1, k], \\ n, & j = k + 1, \\ j - 1, & j \in [k + 2, n], \end{cases}
\]
where \( k = \pi^{-1}(n) \).

If \( \Theta \) is the matrix from (2.2) applied to \( (p_0, p_1) \) and \( A \) is the matrix from (2.4) or (2.6) applied to \( \pi \), then we have
\[
(2.9) \quad \Theta = \Psi_\tau A \Psi_{\tau \circ \sigma_t}^*,
\]
where \( \Psi_\tau \) is the \([1, n] \times A\) matrix defined by
\[
(2.10) \quad \Psi_\tau(j, b) = \begin{cases} j, & \tau(i) = b, \\ 0, & \tau(b) \neq j, \end{cases}
\]
and likewise for \( \Psi_{\tau \circ \sigma_t} \).

Remark 2.14. Before continuing, we make a few observations. First, the adjoint
\( \Psi_{\tau \circ \sigma_t}^* \) is the inverse of \( \Psi_{\tau \circ \sigma_t} \), meaning \( \Psi_{\tau \circ \sigma_t} \), \( \Psi_{\tau \circ \sigma_t}^* \) is the \([1, n] \times [1, n]\) identity matrix and \( \Psi_{\tau \circ \sigma_t}^* \), \( \Psi_{\tau \circ \sigma_t} \) is the \( A \times A\) identity matrix. Second, if we act on \( \tau' \) and
\( (p'_0, p'_1) \) by induction \( R_{\tau'} \), the new \( \tau' \) we obtain would precisely be \( \tau \circ \sigma_t \). Finally,
if \( \text{we know the matrix } A \), we know the type \( t \) and \( k = \pi^{-1}(n) \) if \( t = 1 \) therefore
knowing \( A \) and \( \tau \) uniquely determines \( \Theta \) (even without knowing \( \pi \) or \( \pi' \)).

The next result will be used to take our main result on \( \text{irr}(A) \), Theorem 3.7, to
arrive at our main result on \( \Theta_{n', \pi}^0 \), Corollary 3.8. The proof follows by our work in
this section and induction.
Lemma 2.15. Let matrices $A_1,\ldots,A_N$ be associated to a Rauzy path in $\mathcal{S}_0^n$ and $\tau$ be any bijection from $[1,n]$ to an alphabet $A$. If $t_i$ is the type of $A_i$ and $k_i$ satisfies $\pi^{(i)}(n) = k_i$ for $i$ such that $t_i = 1$, let $\Theta_1,\ldots,\Theta_N$ be defined by

$$\Theta_i = \Psi_{\tau_i} A_i \Psi_{\tau_{i+1}}^*$$

for $i \in [1,N]$

where $\tau_1 = \tau$ and $\tau_{i+1} = \tau_i \circ \sigma_{t_i}$ for $i \in [1,N]$. Then if $(p_0,p_1) \in \text{irr}(A)$ begins a Rauzy path described by $\Theta_1,\ldots,\Theta_N$ then exactly one of the following must hold:

1. For each $i \in [1,N]$ the move described by $\Theta_i$ is type $t_i$ and $\Pi(p_0,p_1) \in S_0^n$ starts a Rauzy path described by $A_1,\ldots,A_N$.
2. For each $i \in [1,N]$ the move described by $\Theta_i$ is type $1-t_i$ and $\Pi(p_1,p_0) \in S_0^n$ starts a Rauzy path described by $A_1,\ldots,A_N$.

Conversely, if $\pi \in S_0^n$ starts a Rauzy path described by $A_1,\ldots,A_N$ then both $(\tau,\pi \circ \tau)$ and $(\pi \circ \tau,\tau)$ start Rauzy paths described by $\Theta_1,\ldots,\Theta_N$, one with types that agree with the path starting at $\pi$ and the other with opposite types.

Remark 2.16. The descriptions of complete and C-complete from Definitions 2.6 and 2.13 are equivalent in the following sense: a path $A_1,\ldots,A_N$ over $S_0^n$ is C-complete if and only if any lift to $\Theta_1,\ldots,\Theta_N$ over an alphabet $A$ is C-complete. This is because the transformations $\Psi_{\tau_i}$ and $\Psi_{\tau_{i+1}}^*$ only change the indexing of rows and columns but keeps entries in the same row together (and likewise for columns).

2.4. Zorich Induction on Pairs. Zorich induction on $\text{irr}(A)$ is the acceleration of Rauzy induction that applies all consecutive steps of Rauzy induction in a path of the same type as one action, and therefore one matrix which we denote by $\bar{\Theta}$. We obtain this matrix by taking the product of the successive $\Theta$ matrices from Rauzy induction. As we have discussed, the actual type of a matrix $\Theta$ cannot in itself be determined. However, two consecutive matrices in a Rauzy path have the same type if and only if the “winner row”, meaning the only row with a non-zero off-diagonal entry, of each matrix are the same index $w \in A$. The losers will likely be different.

Example 2.17. If we have initial pair $(p_0,p_1)$ given by

$$(2.11) \quad (p_0,p_1) = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 \\ 5 & 4 & 3 & 2 & 1 \end{pmatrix}$$

and the Rauzy path starts with six steps of type 1 (and the seventh is type 0), then the resulting matrix for this one step of Zorich induction is

$$(2.12) \quad \bar{\Theta} = \begin{pmatrix} 1 & 1 & 1 & 2 & 2 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}.$$
In this paper, we will somewhat relax this acceleration to allow for any products of consecutive moves of the same type as a Zorich move. Specifically, we will allow for two consecutive Zorich matrices of the same type to exist in a path rather than forcing the type to change between each step.

**Definition 2.18.** A sequence of \( A \times A \) matrices \( (\tilde{\Theta}_n)_{n \in [1,N]} \) of length \( N \in \mathbb{N} \cup \{\infty\} \) is a Zorich path on \( \text{irr}(A) \) if there exists an underlying Rauzy path \( (\Theta_m)_{m \in [1,N']} \) of length \( N' \geq N \) (\( N' < \infty \) if \( N < \infty \)) such that for an increasing sequence of numbers \( 1 = m_1 < m_2 < \cdots < N' + 1 \) (with \( m_{N+1} = N' + 1 \) if \( N \leq N' < \infty \)) we have that for each \( n \in [1,N+1] \) all matrices \( \Theta_i \) for \( i \in [m_n,m_{n+1}] \) have the same type and \( \tilde{\Theta}_n = \Theta_{m_n} \Theta_{m_{n+1}} \cdots \Theta_{m_{n+1}-1} \).

**Example 2.19.** Continuing along our previous example, we could also express the six Rauzy moves as two consecutive Zorich matrices,

\[
(2.13) \quad \tilde{\Theta}_1 = \begin{pmatrix} 1 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \quad \tilde{\Theta}_2 = \begin{pmatrix} 1 & 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix},
\]

by taking \( \tilde{\Theta}_1 \) to be the product of the first four Rauzy matrices and \( \tilde{\Theta}_2 \) to be the product of the last two. (There are certainly many more choices.)

It follows that knowing only a Zorich path can result in a loss of information. For example, if we only know \( \tilde{\Theta}_1 \) from (2.13), we know that: four moves of Rauzy induction occurred, the winner is 1 and the losers were 2, 3, 4, 5 each one time. However, just from this matrix we are not able to determine the order in which the losses occurred. We know a little more from \( \tilde{\Theta} \) in (2.12). In this case, 2, 3, 4, 5 were the losers, but after each letter lost for the first time the letters 4, 5 then lost a second time. We therefore know that 2 and 3 must have occurred before 4 and 5 in the row \( 1 - t \) of the pair before this move, where \( t \) is the assumed type.

**Definition 2.20.** A Zorich path is \( C \)-complete if there exists an underlying \( C \)-complete Rauzy path.

**Remark 2.21.** While it is possible that more than one underlying path exists for a Zorich path, it is left as an exercise to verify \( C \)-completeness is independent of the Rauzy path selected. Furthermore, we may verify the \( C \)-completeness of a Zorich path without knowing an underlying Rauzy path. We can do this because we may recover the winners in order and with multiplicity of any underlying Rauzy path from the \( \Theta \) matrices.

### 2.5. Zorich Induction on Permutations

We now address our modification of Zorich acceleration on \( \mathcal{S}_n \). The definitions will be analogous to those in the previous section. We then conclude that Lemma 2.13 still holds for Zorich paths.

**Definition 2.22.** A sequence of \( n \times n \) matrices \( (\tilde{A}_b)_{b \in [1,N]} \) of length \( N \in \mathbb{N} \cup \{\infty\} \) is a Zorich path on \( \mathcal{S}_n \) if there exists an underlying Rauzy path \( (A_m)_{m \in [1,N']} \) of length \( N' \geq N \) (\( N' < \infty \) if \( N < \infty \)) such that for an increasing sequence of numbers \( 1 = m_1 < m_2 < \cdots < N' + 1 \) (with \( m_{N+1} = N' + 1 \) if \( N \leq N' < \infty \)) we have that for each \( b \in [1,N+1] \) all matrices \( A_i \) for \( i \in [m_b,m_{b+1}] \) have the same type.
and $\tilde{A}_b = A_m A_{m+1} \cdots A_{m+k-1}$. A Zorich path is $C$-complete if there exists an underlying $C$-complete Rauzy path.

We now briefly note the structure of a matrix $\tilde{A}$ from a Zorich move. If the underlying Rauzy matrices were from (2.4), then $\tilde{A}$ has a similar structure as matrix $\Theta$ on $\text{irr}(A)$, all non-zero off diagonal entries are in row $n$. If the underlying Rauzy matrices were from (2.6), then these underlying matrices are all identical as $k = \pi^{-1}(n)$ is not changed by a move of type 1. In this case $\tilde{A}$ is a power of one underlying matrix. In either case, we know the type of $A$. Rauzy matrices were from (2.6)

Conversely, if $\pi$ is the corresponding Zorich path described by $\tilde{A} = A_{i_1} \cdots A_{i_2}$. Because the moves from $i$ to $i + 1$ for $i \in \{i_1, i_2\}$ are all the same type, it follows that

$$\Psi_{\tau_1} \tilde{A} \Psi_{\tau_{i_2}-1, i_1 + 1} = \tilde{\Theta}$$

where $\tilde{\Theta} = \tilde{\Theta}_{i_1} \cdots \tilde{\Theta}_{i_2}$ is the corresponding Zorich move $\text{irr}(A)$. We are then able to expand Lemma 2.15 our lifting argument from the Rauzy case, here.

**Corollary 2.23.** Let matrices $\tilde{A}_{i_1}, \ldots, \tilde{A}_{i_N}$ be associated to a Zorich path in $\mathcal{C}^0_n$ and $\tau$ be any bijection from $[1, n]$ to an alphabet $A$. If $t_i$ is the type of $\tilde{A}_{i}$, $M_i$ is the number of underlying Rauzy matrices in the product $\tilde{A}_{i}$, and $k_i$ satisfies $\pi(i)(n) = k_i$ for $i$ such that $t_i = 1$, let $\tilde{\Theta}_{i_1}, \ldots, \tilde{\Theta}_{i_N}$ be defined by

$$\tilde{\Theta}_{i} = \Psi_{\tau_i} \tilde{A}_{i} \Psi_{\tau_{i+1}}^{*}$$

for $i \in [1, N]$.

where $\tau_1 = \tau$ and $\tau_{i+1} = \tau_i \circ \sigma_{\tau_i}^{M_i}$ for $i \in [1, N]$. Then if $(p_0, p_1) \in \text{irr}(A)$ begins a Zorich path described by $\tilde{\Theta}_{i_1}, \ldots, \tilde{\Theta}_{i_N}$ then exactly one of the following must hold:

1. For each $i \in [1, N]$ the move described by $\tilde{\Theta}_{i}$ is type $t_i$ and $\Pi(p_0, p_1) \in \mathcal{C}^0_n$ starts a Rauzy path described by $\tilde{A}_{i_1}, \ldots, \tilde{A}_{i_N}$.

2. For each $i \in [1, N]$ the move described by $\tilde{\Theta}_{i}$ is type $1 - t_i$ and $\Pi(p_1, p_0) \in \mathcal{C}^0_n$ starts a Rauzy path described by $\tilde{A}_{i_1}, \ldots, \tilde{A}_{i_N}$.

Conversely, if $\pi \in \mathcal{C}^0_n$ starts a Rauzy path described by $\tilde{A}_{i_1}, \ldots, \tilde{A}_{i_N}$ then both

$$(\tau, \pi \circ \tau) \text{ and } (\pi \circ \tau, \tau)$$

start Rauzy paths described by $\tilde{\Theta}_{i_1}, \ldots, \tilde{\Theta}_{i_N}$, one with types that agree with the path starting at $\pi$ and the other with opposite types.

**2.6. Breaking Up Zorich Matrices.** If $\tilde{\Theta}$ is a matrix describing a move of Zorich induction in $A$, the winner $a$ will be uniquely identified by the row with at least one positive entry other than the diagonal $\tilde{\Theta}(a, a)$. The loser set $\mathcal{L}$ is then

$$\mathcal{L} := \{ b \in A \setminus \{a\} : \tilde{\Theta}(a, b) \geq 1 \}.$$ 

Let $M = \max\{\tilde{\Theta}(a, b) : a, b \in A\}$. If $M \geq 2$, let

$$\mathcal{L}_{\text{max}} := \{ b \in \mathcal{L} : \tilde{\Theta}(a, b) = M \}.$$
Because we know that a step of Zorich induction must apply Rauzy induction to each element of \( L \) in some order before applying induction to any element again, \( \mathcal{L}_{\text{min}} := L \setminus L_{\text{max}} \) satisfies
\[
\mathcal{L}_{\text{min}} = \{ b \in L : \tilde{\Theta}(a, b) = M - 1 \}.
\]

If \( \mathcal{L}_{\text{min}} \neq \emptyset \), we know that the move \( \tilde{\Theta} \) was composed of \( M - 1 \) cycles of Rauzy induction, each move with winner \( a \) and having each element of \( L \) as a loser in an unknown order once per cycle. The Zorich move then ended with a partial cycle of Rauzy moves, \( a \) being the winner and each letter of \( L_{\text{max}} \) losing in the same (unknown) order as in the previous cycle. (Therefore, in the cycles the elements of \( L_{\text{max}} \) lost before the elements of \( \mathcal{L}_{\text{min}} \).) In this case, let \( \Lambda \) and \( \Lambda_{\text{min}} \) be \( A \times A \) matrices given by
\[
\Lambda(\alpha, \beta) = \begin{cases} 
1, & \text{if } \alpha = \beta, \\
1, & \text{if } \alpha = a \text{ and } \beta \in L, \\
0, & \text{otherwise.}
\end{cases}
\]
\[
\Lambda_{\text{max}}(\alpha, \beta) = \begin{cases} 
1, & \text{if } \alpha = \beta, \\
1, & \text{if } \alpha = a \text{ and } \beta \in L_{\text{max}}, \\
0, & \text{otherwise.}
\end{cases}
\]
Then \( \tilde{\Theta} = \Lambda^{M-1}\Lambda_{\text{max}} \) and we may use these \( M \) matrices in place of \( \tilde{\Theta} \) in any Zorich path.

By applying this splitting as needed, we may ensure that our Zorich path has all matrices with entries at most 1. Furthermore, if for some Zorich move on \( S^n_0 \) described by \( \tilde{A} \) we have type \( t \) and bijection \( \tau \) so that
\[
\tilde{\Theta} = \Psi_{\tau} \tilde{A} \Psi_{\tau}^*,
\]
where \( \tau' = \tau \circ \sigma_p^t \) where \( p \) is the number of steps of Rauzy induction that \( \tilde{A} \) represents.

3. MAIN RESULT

In this section we will present our first main result. After defining partially ordered pairs in Section 3.1 we will justify and construct Algorithm 1 in Section 3.2 with example runs of the algorithm in the section that follows. In Section 3.4 we then prove the main theorem.

3.1. Partially Ordered Pairs. In our upcoming algorithm, we need to track the information we currently have about our pairs. The following will help make this precise.

**Definition 3.1.** For finite \( A \), a partially ordered pair is a tuple \((Q_0, Q_1)\) such that, for each \( t \in \{0, 1\} \),
\[
Q_t = (Q_{t,1}, \ldots, Q_{t,m_t}),
\]
is a tuple of subsets of \( A \), where \( m_t := |Q_t| \), such that \( \{Q_{t,j} : j \in [1, m_t]\} \) is a partition of \( A \).

We want \((Q_0, Q_1)\) to be our best current guess at the underlying pair \((p_0, p_1) \in \text{irr}(A)\), and the following definition makes this more precise.

**Definition 3.2.** A pair \((p_0, p_1)\) over \( A \), with \( n = |A| \), agrees with partially ordered pair \((Q_0, Q_1)\) if for each \( t \in \{0, 1\} \) and \( Q \in Q_t \), the set \( p_t(Q) \subseteq [1, n] \) is an interval and for \( \alpha, \beta \in A \) if \( \alpha \in Q_{t,j} \) and \( \beta \in Q_{t,j'} \) such that \( j < j' \) we have \( p_t(\alpha) < p_t(\beta) \). A partially ordered pair \((Q_0, Q_1)\) is irreducible if there exists \((p_0, p_1) \in \text{irr}(A)\) that agrees with \((Q_0, Q_1)\).
As we build our algorithm in the next section, we will often need to refine our ordered partitions. To avoid too many subcases, we may end up defining a new tuple \( Q_i' \) that possibly contains entries that are the empty set \( \emptyset \). We will always assume that we remove these entries in \( Q_i' \) but to reinforce this with notation we will define the map \( \star \) that removes these elements. For a fixed tuple \( (Q_1, \ldots, Q_m) \), \( Q_i \subseteq A \) for each \( i \in [1, m] \), define \( \mu \) with domain \([0, m]\) by

\[
\mu(i) := \begin{cases} 
\{j \in [1, i] : Q_j \neq \emptyset\}, & i \in [1, m], \\
0, & i = 0,
\end{cases}
\]

and let \( m' = \mu(m) \). Then define \( \xi : \[1, m'] \to [1, m] \) by

\[
\xi(i) = j \iff \mu(j) = i \text{ and } \mu(j - 1) = i - 1.
\]

We then define our map \( \star \) as

\[
\star(Q_1, \ldots, Q_m) = (Q_{\xi(1)}, \ldots, Q_{\xi(m)}),
\]

assuming that at least one \( Q_i \) is non-empty.

3.2. The Algorithm. We now construct and justify our algorithm. Assume \( n = |A| \) is the number of letters in our alphabet with \( n \geq 3 \). We consider the information we learn about our candidate pair \((p_0, p_1)\) given knowledge of the resulting pair \((p_0', p_1')\), the winner \( w \) and the loser set \( L \). We also assume for the moment that we know the type \( t \) of the move (we will address this below). Then \( w \) must be the rightmost element in both \( p_1 \) and \( p_1' \) as \( p_1 = p_1' \). The letters \( L \) must be the rightmost \(|L| \) elements of \( p_{t-1} \). They also must be the letters to the immediate right of \( w \) in \( p_{t-1}' \), and the letters in \( L \) must appear consecutively and in the same relative order in both \( p_{t-1} \) and \( p_{t-1}' \). Note that, aside from the previous observations, we may not know very much about \( p_{t-1} \). In particular, while we know that \( w \) appears with the letters of \( L \) to the right, the position of \( w \) may be unknown. However, we do not need this information to place \( L \) as the rightmost letters in \( p_{t-1} \).

Given that we gain information about the pre-image of a move of Zorich induction, we will iterate through our Zorich path described by

\[
(w_1, L_1), \ldots, (w_N, L_N),
\]

in reverse, meaning we use the information from the move, \( w_j, L_j \), and what we currently know about \((p_0^{(j+1)}, p_1^{(j+1)})\), given by \((Q_0^{(j+1)}, Q_1^{(j+1)})\), to construct \((Q_0^{(j)}, Q_1^{(j)})\) which represents what we currently know about \((p_0^{(j)}, p_1^{(j)})\). We will know the initial pair \((p_0, p_1)\), up to switching rows, if \((Q_0, Q_1)\) is such that \(|Q_t| = n \) for each \( t \in \{0, 1\} \) or equivalently \( Q_t \) is an ordered partition of \( A \) into singletons.

For the last move \((w_N, L_N)\) we do not know anything about the final pair \((p_0^{(N+1)}, p_1^{(N+1)})\), or

\[
Q_0^{(N+1)} = Q_1^{(N+1)} = \{A\}.
\]

While we cannot know the type \( t_N \) of this move, by Proposition 2.4 there would exist a Zorich path with one type \( t_N \) and another with the opposite type \( 1 - t_N \). So we choose, say, \( t_N = 0 \) with the understanding that the choice \( t_N = 1 \) would result another path on the inverse initial pair. Because \( w_N \) is the winner, we then may say with certainty that \( w_N \) is the rightmost letter in \( Q_0^{(N)} \) and \( L_N \) as a set must be the rightmost letters in \( Q_1^{(N)} \), although we do not know their relative order unless \(|L_N| = 1 \). (This is Step \( 3 \) in Algorithm \( 1 \)).
Now for $j \in [1, N - 1]$, we will use our knowledge of the type $t_{j+1}$ of the most recently considered move and the partially ordered pair $(Q^{(j+1)}_0, Q^{(j+1)}_1)$ to determine the type $t_j$ and construct $(Q^{(j)}_0, Q^{(j)}_1)$. First, if we have that the winner $w_j$ is the same as the previously considered winner $w_{j+1}$, then by irreducibility the type $t_j$ must be the same as $t_{j+1}$. Conversely, if $w_j \neq w_{j+1}$ then it must be that $t_j$ is $1 - t_{j+1}$, the opposite type. (This is Step 2.1 in Algorithm 1.) In either case, it must be that $w_j$ is in the rightmost element of $Q^{(j+1)}_{t_j}$ provided the assumed correctness of the given Zorich path. We then construct $Q^{(j)}_t$ by preserving the order of $Q^{(j+1)}_{t_j}$ except we possibly split the rightmost element into two: $\{w_j\}$ being the rightmost element with its complement (if non-empty) being to its immediate left. (This is Step 2.2 in Algorithm 1.)

We need to consider cases in order to construct $Q^{(j)}_{1-t_j}$. Suppose first that the set $L_j$ is not contained in one element of $Q^{(j+1)}_{1-t_j}$. There then must be two or more consecutive elements in $Q^{(j+1)}_{1-t_j}$ that have non-empty intersection with $L_j$ and so the position of the set $L_j$ in the previously considered $P^{(j+1)}_{1-t_j}$ is now exactly known. (Meaning we know the first and last positions of $L_j$ as a set but may not know the exact order of each $\ell \in L_j$ in $P^{(j+1)}_{1-t_j}$.)

Let $L_j$ be the leftmost element in $Q^{(j+1)}_{1-t_j}$ that overlaps with $L_j$ and let $Q_R$ be the rightmost element. We know that in $Q^{(j+1)}_{1-t_j}$, the elements of $Q_R$ actually appear in the order $Q_R \cap L_j$ and then $Q_R \setminus L_j$. (It is possible that $Q_R \setminus L_j = \emptyset$ but $Q_R \cap L_j$ is non-empty by definition.) As we will now explain, we also know the position of $w_j$ in $Q^{(j+1)}_{1-t_j}$. If $w_j \in Q_L$, then we know that the elements of $Q_L$ in $Q^{(j+1)}_{1-t_j}$ actually appear in the order $Q_L \setminus (L_j \cup \{w_j\})$, $\{w_j\}$, $Q_L \cap L_j$ (from left to right). (It is possible that $Q_L \setminus (L_j \cup \{w_j\}) = \emptyset$ but the others must be non-empty.) If $w_j \not\in Q_L$, then because $w_j$ must be the letter to the immediate left of $L_j$ in $Q^{(j+1)}_{1-t_j}$, it must be that $Q_L \subseteq L_j$ and $w_j$ is rightmost element of $Q_L^r$, the element of $Q^{(j+1)}_{1-t_j}$ to the immediate left of $Q_L$.

Because of these new divisions, every element of $Q^{(j+1)}_{1-t_j}$ is now either contained in $L_j$ or disjoint from $L_j$. We create $Q^{(j)}_{1-t_j}$ by leaving moving all elements contained in $L_j$ to be the rightmost elements while preserving their relative order. (This process is given by Steps 2.6 and 2.7, depending on whether $w_j \in Q_L$ or $w_j \not\in Q_L$.)

In the remaining case $L_j$ is contained in one element $Q$ of $Q^{(j+1)}_{1-t_j}$. Just as before, either $w_j \in Q$ or $w_j \not\in Q$. If $w_j \not\in Q$, then we know that $L_j$ forms the leftmost letters of $Q$ and $w_j$ is the rightmost letter of $Q'$, the element in $Q^{(j+1)}_{1-t_j}$ to the immediate left of $Q$. We then may divide $Q'$ in $Q^{(j+1)}_{1-t_j}$ into $Q' \setminus \{w_j\}$ on the left and $\{w_j\}$ on the right, and we may divide $Q$ into $L_j$ on the left and $Q \setminus L_j$ on the right. (It may be that $Q' \setminus \{w_j\} = \emptyset = Q \setminus L_j$ or both are empty. We then construct $Q^{(j)}_{1-t_j}$ by moving $L_j$ to be the rightmost element. (This is Step 2.5.)

If instead $w_j \in Q$, then we cannot necessarily determine the location of $w_j$ or $L_j$ within $Q$. We then construct $Q^{(j)}_{1-t_j}$ by making $L_j$ the rightmost element and leaving (non-empty) $Q \setminus L_j$ in its relative position according to $Q^{(j+1)}_{1-t_j}$. (This is Step 2.4.)
As a note to the cautious reader regarding the previous step, it is possible that the true division of \( Q \) in \( Q_{i-1}^{j+1} \) is, from left to right, \( Q', \{ w_j \}, \mathcal{L}_j \) then \( Q'' \) with \( Q', Q'' \) non-empty. However, when we move \( \mathcal{L}_j \) to the right, the remaining elements still appear in the order \( Q', \{ w_j \} \) then \( Q'' \). So even though we may not know \( Q' \) and \( Q'' \), we know the location of \( Q \setminus \mathcal{L}_j = Q' \cup \{ w_j \} \cup Q'' \) in newly constructed \( Q_{i-1}^{(j)} \).

We now present Algorithm 1 as just explained. To allow for independent reading of the algorithm, notation differs slightly from the previous discussions. Recall the * operation removes empty set valued coordinates from a tuple.

**Algorithm 1.** Assume \(|A| \geq 3\) and consider the list of winner letter/loser set tuples
\[(w_1, \mathcal{L}_1), \ldots, (w_N, \mathcal{L}_N)\]
of a Zorich path of length \( N \geq 1 \).

1. Let \( t_N = 0 \),
\[Q_0^{(N)} = (A \setminus \{ w_N \}, \{ w_N \}) \text{ and } Q_1^{(N)} = (A \setminus \mathcal{L}_N, \mathcal{L}_N).\]

2. Starting with \( j = N - 1 \) and iterating down to \( j = 1 \):
   1. Let
   \[t_j = \begin{cases} t_{j+1}, & \text{if } w_j = w_{j+1}, \\ 1 - t_{j+1}, & \text{if } w_j \neq w_{j+1}. \end{cases}\]

2. Let \( Q_{i,j}^{(j)} \) be
   \[*\{Q_{i,j+1}^{(j+1)}, \ldots, Q_{i,m'-1}^{(j+1)}, Q_{i,m}', \setminus \{ w_j \}, \{ w_j \} \},\]
   \[\text{where } m' = m_{i,j}^{(j+1)}.\]

3. Fix notation
   \[m := m_{i,j}^{(j+1)} \text{ and } Q_{1-1}^{(j+1)} = (Q_1, \ldots, Q_m).\]

4. If for some \( i \in [1, m] \) we have \( \mathcal{L}_j \subseteq Q_i \) and \( w_j \not\in Q_i \), let \( Q_{1-1}^{(j)} \) be
   \[*\{Q_1, \ldots, Q_{i-1}, Q_i \setminus \mathcal{L}_j, \mathcal{Q}_{i+1}, \ldots, Q_m, \mathcal{L}_j \} \].

5. If for some \( i \in [1, m] \) we have \( \mathcal{L}_j \subseteq Q_i \) but \( w_j \not\in Q_i \), let \( Q_{1-1}^{(j)} \) be
   \[*\{Q_1, \ldots, Q_{i-1} \setminus \{ w_j \}, \{ w_j \}, Q_i \setminus \mathcal{L}_j, \mathcal{Q}_{i+1}, \ldots, Q_m, \mathcal{L}_j \} \].

6. If there exist \( i_0, i_1 \in [1, m], i_0 < i_1 \), so that
   \[(3.2) \quad \mathcal{L}_j \cap Q_i \neq \emptyset \text{ for all } i \in [i_0, i_1] \text{ and } \mathcal{L}_j \subseteq \bigcup_{i=i_0}^{i_1} Q_i \]
   \[\text{and } w_j \in Q_{i_0}, \text{ then let } Q_{1-1}^{(j)} \text{ be}
   \[*\{Q_1, \ldots, Q_{i_0} \setminus \{ \mathcal{L}_j \cup \{ w_j \} \}, \{ w_j \}, Q_{i_1} \setminus \mathcal{L}_j, Q_{i_1+1}, \ldots, Q_m, \\ Q_{i_0} \cap \mathcal{L}_j, Q_{i_0+1}, \ldots, Q_{i_1-1}, Q_{i_1} \cap \mathcal{L}_j \}.\]

7. If \((3.2)\) holds but \( w_j \not\in Q_{i_0} \), then let \( Q_{1-1}^{(j)} \) be
   \[*\{Q_1, \ldots, Q_{i_0-1} \setminus \{ w_j \}, \{ w_j \}, Q_{i_1} \setminus \mathcal{L}_j, Q_{i_1+1}, \ldots, Q_m, \\ Q_{i_0}, Q_{i_0+1}, \ldots, Q_{i_1-1}, Q_{i_1} \cap \mathcal{L}_j \}.\]
3.3. Examples. Before stating and proving our main result, we will for concreteness demonstrate Algorithm 1 on a few example Zorich paths. We will also make a few observations about the outcomes.

Example 3.3. For $A = [1, 6]$, consider the Zorich path given by winner/loser pairs
\[
(w_1, L_1) = (1, \{2, 3\}), \quad (w_2, L_2) = (4, \{1, 5\}), \quad (w_3, L_3) = (6, \{2, 3, 4\}),
\]
and we apply Algorithm 1. Starting with Step 2.1, we make $t_3 = 0$ and
\[
(Q_0^{(3)}, Q_1^{(3)}) = ((\{1, 2, 3, 4, 5\}, \{6\}), (\{1, 5, 6\}, \{2, 3, 4\})).
\]

We then move to $j = 2$. Because $w_2 \neq w_3$, we have $t_2 = 1$ (Step 2.1) and by Step 2.2 we get
\[
Q_1^{(2)} = (\{1, 5, 6\}, \{2, 3\}, \{4\}),
\]
and by Step 2.4 we get
\[
Q_0^{(2)} = (\{2, 3, 4\}, \{6\}, \{1, 5\}).
\]

We then consider $j = 1$. Following Step 2.1 we have $t_1 = 0$. Step 2.2 then gives
\[
Q_0^{(1)} = (\{2, 3, 4\}, \{6\}, \{5\}, \{1\}),
\]
and Step 2.7 gives
\[
Q_1^{(1)} = (\{5, 6\}, \{1\}, \{4\}, \{2, 3\}).
\]

We then have that the possible pairs in $\text{irr}(A)$ that can start this Zorich path must satisfy the following: one map $p_1$ places letter 6 in position 4, letter 5 in position 5 and letter 1 in position 6 and the other map $p_{1-1}$ places letters 5 and 6 as the first two letters, places letters 2 and 3 as the last two letters, places letter 1 in position 3 and places letter 4 in position 4.

In the previous example, we were left with uncertainty concerning the pair that started this Zorich path. In fact, the reader may verify that any pair satisfying those conditions must be irreducible, so there are $2 \cdot 2! \cdot 2! \cdot 3! = 48$ possible starting irreducible pairs. This is ambiguity is not surprising as the path was not complete (letters 2, 3, 5 did not win). The next example will consider a 1-complete path, and the outcome will be quite different.

Example 3.4. For $A = \{A, B, C, D, E\}$, consider the 1-complete Zorich path given by winner/loser pairs
\[
(w_1, L_1) = (E, \{A, B\}), \quad (w_2, L_2) = (C, \{E\}), \quad (w_3, L_3) = (D, \{C\}),
\]
\[
(w_4, L_4) = (C, \{D\}), \quad (w_5, L_5) = (E, \{C, D\}),
\]
\[
(w_6, L_6) = (A, \{C, D, E\}), \quad (w_7, L_7) = (B, \{A\}).
\]
By Algorithm 1

$$Q_0^{(7)} = \{(A, C, D, E), \{B\}\} \text{ and } Q_1^{(7)} = \{(B, C, D, E), \{A\}\}, \text{ by Step } 2.1,$$

$$Q_0^{(6)} = Q_1^{(7)} = \{(B, C, D, E), \{A\}\}, \text{ by Step } 2.2,$$

$$Q_0^{(5)} = \{(A), \{B\}, \{C, D, E\}\}, \text{ by Step } 2.4,$$

$$Q_0^{(5)} = \{(A), \{B\}, \{C, D, E\}\}, \text{ by Step } 2.2,$$

$$Q_1^{(5)} = \{(B, E), \{A\}, \{C, D\}\}, \text{ by Step } 2.4,$$

$$Q_1^{(4)} = \{(B, E), \{A\}, \{D\}, \{C\}\}, \text{ by Step } 2.2,$$

$$Q_0^{(4)} = \{(A), \{B\}, \{C\}, \{E\}, \{D\}\}, \text{ by Step } 2.4,$$

$$Q_0^{(3)} = Q_1^{(4)} = \{(A), \{B\}, \{C\}, \{E\}, \{D\}\}, \text{ by Step } 2.2,$$

$$Q_1^{(3)} = Q_1^{(4)} = \{(B, E), \{A\}, \{D\}, \{C\}\}, \text{ by Step } 2.5,$$

$$Q_1^{(2)} = Q_1^{(3)} = \{(B, E), \{A\}, \{D\}, \{C\}\}, \text{ by Step } 2.2,$$

$$Q_0^{(1)} = Q_0^{(2)} = \{(A), \{B\}, \{C\}, \{D\}, \{E\}\}, \text{ by Step } 2.2,$$

$$Q_1^{(1)} = \{(E), \{D\}, \{C\}, \{B\}, \{A\}\}, \text{ by Step } 2.6,$$

and we conclude that the only elements of $\text{irr}(A)$ that can begin this Zorich path is $(p_0, p_1)$ and its inverse $(p_1, p_0)$ where $p_0$ orders $A$ alphabetically and $p_1$ reverses the order.

As opposed to the first example, there is a unique starting pair up to taking inverses. However, as our next example will demonstrate, it not generally true that simply being complete is enough to ensure uniqueness.

**Example 3.5.** For $A = [1, 8]$, consider the 1-complete Zorich path given by winner/loser pairs

$$(w_1, \mathcal{L}_1) = (8, \{1, 2, 3, 4, 6\}), \ (w_2, \mathcal{L}_2) = (7, \{8\}), \ (w_3, \mathcal{L}_3) = (6, \{7\}),$$

$$(w_4, \mathcal{L}_4) = (5, \{6\}), \ (w_5, \mathcal{L}_5) = (4, \{5\}), \ (w_6, \mathcal{L}_6) = (3, \{4\}),$$

$$(w_7, \mathcal{L}_7) = (2, \{3\}), \ (w_8, \mathcal{L}_8) = (1, \{2\}).$$

By Step 3 followed by repeated applications of Step 2.4 we get

$$Q_0^{(2)} = \{(2, 4, 6, 8), \{1\}, \{3\}, \{5\}, \{7\}\},$$

$$Q_1^{(2)} = \{(1, 3, 5, 7), \{2\}, \{4\}, \{6\}, \{8\}\}.$$ 

We then apply Step 2.6 to get

$$Q_0^{(1)} = \{(2, 8), \{5\}, \{7\}, \{4, 6\}, \{1\}, \{3\}\},$$

$$Q_1^{(1)} = \{(1, 3, 5, 7), \{2\}, \{4\}, \{6\}, \{8\}\}.$$ 

So any pair $(p_0, p_1) \in \text{irr}(A)$ or its inverse $(p_1, p_0)$ that agrees with $(Q_0^{(1)}, Q_1^{(1)})$ can be an initial pair for this Zorich path. There are $2 \cdot 2! \cdot 2! \cdot 4! = 192$ possibilities as we may verify that any choice will be irreducible.

Before moving to the next section, we make a few observations that form the primary arguments in the next section’s proof. First, because every letter wins in a complete path, the application of Steps 3/2.2 ensure that each letter must appear as a singleton in at least one of $Q_0^{(i)}$ or $Q_1^{(j)}$. Second, Steps 2.4 and 2.6 necessarily make $Q_{(j)}^{(i-t)}$ with more elements than $Q_{(j-t)}^{(i)}$. Finally, any of the Steps
result in $Q^{(j)}_{1-t}$ that contains $\{w_j\}$ as an element, making $\{w_j\}$ an element of both $Q_{0}^{(j)}$ and $Q_{1}^{(j)}$.

3.4. **Main Theorem and Proof.** Before stating our main result, we provide the following correctness result for Algorithm 1. The proof follows naturally from the discussion about the algorithm’s construction and induction on the length of a Zorich path.

**Lemma 3.6.** For a finite Zorich path on $A$, let $(Q_{0}^{(j)}, Q_{1}^{(j)})$ be the partially ordered pair obtained by Algorithm 1. Then for any $(p_0, p_1) \in \text{irr}(A)$ the following are equivalent:

1. $(p_0, p_1)$ is an initial pair for the Zorich path,
2. either $(p_0, p_1)$ agrees with $(Q_{0}^{(j)}, Q_{1}^{(j)})$ or $(p_1, p_0)$ agrees with $(Q_{0}^{(j)}, Q_{1}^{(j)})$.

**Theorem 3.7.** A $C$-complete Zorich path on $A$, $C \geq \log_2(|A| + 1) - 1$, has its initial pair uniquely determined up to inverses.

**Proof.** Let $n = |A|$. Because $|\text{irr}(A)| = 2$ if $n = 2$, we assume $n \geq 3$.

We apply Algorithm 1 to the winner/loser information $(w_1, L_1), (w_2, L_2), \ldots, (w_N, L_N)$, to construct partially ordered pairs $(Q_{0}^{(j)}, Q_{1}^{(j)})$ for $t \in \{0, 1\}$. We also define $Q_{0}^{(N+1)} = Q_{1}^{(N+1)} = \{A\}$, as is consistent with the discussion before Algorithm 1.

We will show that

\[
|Q^{(1)}_t| > n - 1 \quad \text{for} \quad t \in \{0, 1\},
\]

as these are integer values and so this is equivalent to showing that $Q_{0}^{(1)}$ and $Q_{1}^{(1)}$ are both ordered partitions of $A$ into singletons. This implies the result of this theorem by Lemma 3.6. Let

$0 =: N_0 < N_1 < \cdots < N_{C-1} < N_C := N,$

be so that for each $k \in [1, C]$ the Zorich subpath defined by the moves $N_{k-1} + 1 \leq j \leq N_k$ is complete.

Let

$u_t(k) := n - |Q^{(N_{k-1}+1)}_t| \quad \text{for} \quad k \in [1, C + 1], \quad t \in \{0, 1\},$

denote the uncertainty in row $t$ once we have applied the algorithm to the $k^{th}$ complete subpath, with $u_t(C + 1) = n - 1$ representing the initial uncertainty. We now have that (3.3) is equivalent to

\[
(3.4) \quad u_t(1) < 1 \quad \text{for} \quad t \in \{0, 1\}.
\]

Let

$N_t(k) := \{a \in A : \{a\} \not\in Q^{(N_{k-1}+1)}_t\},$

denote the elements of $A$ that are not singletons in row $t$ once we have applied the algorithm to the $k^{th}$ complete subpath. In other words, if $a \in N_t(k)$ we do not yet know its position in row $t$. 

If for some \( t \in \{0, 1\} \) and \( j \in \llbracket 1, N \rrbracket \) we have that \( Q_t^{(j)} \) is not a partition of \( A \) into singletons, or equivalently \( |Q_t^{(j)}| \leq n - 1 \), then

\[
|Q_t^{(j)}| \geq 1 + \left| \{ a \in A : \{ a \} \in Q_t^{(j)} \} \right|
\]
as \( Q_t^{(j)} \) must contain at least one element that is not a singletone. We then have that

\[
\text{(3.5)} \quad u_t(k) + 1 \leq |N_t(k)| \text{ if } u_t(k) \geq 1,
\]
by using our definitions above.

For any \( k \in \llbracket 1, C \rrbracket \) consider \( a \in N_r(k) \) for fixed type \( r \in \{0, 1\} \). By the completeness of our subpaths, there exists \( j \in \llbracket N_{k-1} + 1, N_k \rrbracket \) such that the winner \( w_j \) is \( a \). Because \( \{ a \} \not\in Q_r^{(N_{k-1} + 1)} \), it must be that \( \{ a \} \not\in Q_r^{(j)} \) as we only refine (and reorder) our partitions in the algorithm construction. The following then must be true about the application of Step \([2.7]\) the type \( t_j \) must be \( 1 - r \) and Step \([2.4]\) must have been used, as each of Steps \([2.5] - [2.7]\) result in \( \{ a \} \in Q_r^{(j)} \). In Step \([2.4]\), we must have that

\[
|Q_r^{(j+1)}| = |Q_r^{(j)}| + 1
\]
as exactly one element \( Q_i \) of \( Q_r^{(j+1)} \) contained \( L_j \) and \( a \), and so its division into \( Q_i \setminus L_j \) and \( L_j \) produced two nonempty sets as \( a \in Q_i \setminus L_j \).

Because this applies to each element of \( N_r(k) \) and \( r \in \{0, 1\} \), we have

\[
u_t(k) \leq u_t(k + 1) - |N_t(k)| \text{ for } k \in \llbracket 1, C \rrbracket, \ t \in \{0, 1\},
\]
and by combining this with \([3.5]\) we have

\[
\text{(3.6)} \quad u_t(k) \leq \frac{u_t(k + 1) - 1}{2} \text{ for } k \in \llbracket 1, C \rrbracket, t \in \{0, 1\},
\]
which by induction and the definition at \( C + 1 \) gives

\[
\text{(3.7)} \quad u_t(1) \leq \frac{n}{2C} - 1 \text{ for } t \in \{0, 1\}.
\]

We then satisfy \([3.4]\) for the integer \( u_t(1) \) if \( n \leq 2^{C+1} - 1 \), or \( C \geq \log_2(n + 1) - 1 \), as claimed. \( \square \)

**Corollary 3.8.** A \( C \)-complete Zorich path on \( \mathbb{S}_n^0 \), \( C \geq 2^{\log_2(n + 1) - 1} \), has its initial permutation uniquely determined.

**Proof.** Given a \( C \)-complete Zorich path \( \tilde{A}_1, \ldots, \tilde{A}_N \) we may apply Corollary \([2.23]\) to lift to \( C \)-complete Zorich path \( \tilde{\Theta}_1, \ldots, \tilde{\Theta}_N \) over \( \mathcal{A} = \llbracket 1, n \rrbracket \) with natural maps \( \tau_i \) such that

\[
\tilde{\Theta}_i = \Psi_{\tau_i} A_i \Psi_{\tau_i}^* \text{ for } i \in \llbracket 1, N \rrbracket.
\]

If for some \( i \in \llbracket 1, N \rrbracket \) we have at least one entry with value at least 2 in \( \tilde{\Theta}_i \), we divide according to Section \([2.6]\). We may then apply Theorem \([3.7]\) to get the initial pair \( (p_0, p_1) \) of the Zorich path over \( \mathcal{A} \) up to inverses. By Corollary \([2.23]\) exactly one of \( \Pi(p_0, p_1), \Pi(p_1, p_0) \) may start the Zorich path in \( \mathbb{S}_n^0 \). \( \square \)
4. Sharpness of Theorem 3.7

In this section, we will address the sharpness of our main result. We first note that $C_{\text{sharp}} = \lceil \log_2 (|A| + 1) - 1 \rceil$ is the minimum $C$ such that a $C$-complete Zorich path is guaranteed a unique initial pair by Theorem 3.7.

If $|A| = 3$, then Algorithm 1 will determine our initial pair (up to inverses) after any 1-complete path. If $|A| \in [4, 7]$, a 1-complete path may not suffice but we are guaranteed a unique initial pair given a 2-complete path.

For a given $|A| \geq 8$ we will construct a $C_{\text{flat}}$-complete Rauzy path such that its initial pair cannot be determined (even up to inverses), where $C_{\text{flat}} = \lceil \log_2 (|A|) - 1 \rceil$. The construction of such a path will be the main content of this section and we will prove the following.

**Theorem 4.1.** For $A$ such that $|A| \geq 8$, there exists a Rauzy path on $A$ that is $\lceil \log_2 (|A|) - 1 \rceil$-complete and the initial pair cannot be determined.

Because each loser set $L_j$ is a singleton for a step of Rauzy induction, we will instead refer to a Rauzy path by the winner loser pairs $(w_1, \ell_1), \ldots, (w_N, \ell_N)$

where $\ell_j$ is defined by $L_j = \{ \ell_j \}$ for $j \in [1, N]$. It follow in this case that Steps 2.6 and 2.7 of Algorithm 1 never occur. We may verify then by induction that, as we apply the algorithm the partially ordered pairs $(Q_{0}^{(j)}, Q_{1}^{(j)})$ must satisfy

$$|Q_{i,t}^{(j)}| \geq 2 \Rightarrow i = 1 \text{ for all } i \in [1, m_{t}^{(j)}], j \in [1, N], t \in \{0, 1\},$$

or, in words, the only non-singleton element of each $Q_{t}^{(j)}$, if one exists, must be the leftmost element.

In our construction, we will create partially ordered pairs that have a very specific form. We may consider this a partially ordered analogue of standard pairs, meaning pairs $(p_0, p_1)$ that satisfy $p_0(1) = p_1(|A|)$ and $p_1(1) = p_0(|A|)$. These are equivalent conditions if and only if $|Q_0| = |Q_1| = |A|$, or $(Q_0, Q_1)$ actually represents a unique pair $(p_0, p_1) \in \text{irr}(A)$.

**Definition 4.2.** For partially ordered pair $(Q_0, Q_1)$ on $A$. Then $(Q_0, Q_1)$ is Form $X$ with pivot letters $(a_0, a_1)$ if (4.1) holds and for each $t \in \{0, 1\}$ the leftmost singleton of $Q_t$ is $\{a_t\}$ which is also the rightmost singleton of $Q_{1-t}$.

We will construct a Rauzy path by applying complete subpaths each starting with an irreducible partially ordered pair of Form $X$. As we proceed to our main construction and proof, we want to show that unless our Form $X$ partially ordered pair is decomposed into singletons, it is not the case that the partially ordered pair represents exactly one $(p_0, p_1) \in \text{irr}(A)$. To so, we make this notion of ambiguity precise in the following definition and lemma.

**Definition 4.3.** For irreducible partially ordered pair $(Q_0, Q_1)$, let

$$S_t := \{ \alpha \in A : \{\alpha\} \in Q_t \}$$

denote the set of singleton letters in $Q_t$. We say for fixed $r \in \{0, 1\}$ that $\beta \in A \setminus S_r$ has definitive position $i$ in $Q_r$ if for each pair $(p_0, p_1) \in \text{irr}(A)$ that agrees with $(Q_0, Q_1)$ we must have $p_r(\beta) = i$.

---

3Meaning there is at most one non-singleton is each $Q_1$ and it must be the leftmost element if it exists.
Lemma 4.4. For irreducible Form $X$ partially ordered pair $(Q_0, Q_1)$ and for each $t \in \{0, 1\}$, no letter in $A \setminus S_t$ has a definitive position in $Q_t$.

Proof. Let $n = |A|$ and $m_t = |Q_t|$ for $t \in \{0, 1\}$. We may without loss of generality assume

$$m_0 \leq m_1 \leq n,$$

and will argue by cases on $m_0, m_1$. Note that either $m_t = n$ or

$$m_t = 1 + |S_t|$$

if $m_t < n$.

Recall the pivot letters $a_0, a_1$ from Definition 4.2.

First if $m_0 = n$, then the statement is trivially true as $S_0 = S_1 = A$. Now, assume $m_1 = n$ but $m_0 \leq n - 1$. If we choose any pair $(p_0, p_1)$ that agrees with $(Q_0, Q_1)$ then it must be irreducible as $p_0(a_0) = 1$ and $p_1(a_0) = n$. Because $p_1$ may order the elements of $A \setminus S_1$ with complete freedom in positions 1 to $n - |S_1| \geq 2$, no letter in $A \setminus S_1$ has a definitive position in $Q_1$.

If $m_1 \leq n - 1$, then because $(Q_0, Q_1)$ is irreducible there exists $b_0 \in S_0 \setminus S_1$. (Note that $|A \setminus S_t| \geq 2$ for each $t \in \{0, 1\}$.) We note that any pair $(p_0, p_1)$ that agrees with $(Q_0, Q_1)$ and satisfies $p_1(b_0) = 1$ is irreducible, and so no letter in $A \setminus S_0$ has a definitive position in $Q_0$.

We now want to show that no letter in $A \setminus S_1$ has a definitive position in $Q_1$. If there exists $b_1 \in S_1 \setminus S_0$ then by a similar argument we must have that no letter in $A \setminus S_1$ has a definitive position in $Q_1$. If instead $S_1 \subset S_0$ but there exists $b_0' \neq b_0$ in $S_0 \setminus S_1$ then we may also conclude that no letter in $A \setminus S_1$ has definitive position in $Q_1$ as a pair $(p_0, p_1)$ satisfying either $p_1(b_0') = 1$ or $p_1(b_0') = 1$ is irreducible. Finally, if $S_0 = S_1 \cup \{b_0\}$ then consider any ordering of the letters in $A \setminus S_1$ such that $b_0$ is not the rightmost in this set and let $p_1$ order $A \setminus S_1$ in this way and also agree with $Q_1$. We may verify that if $p_0$ agrees with $Q_0$ and $p_0(b_1) = 1$ where $b_1 \neq b_0$ is the rightmost element according to $p_1$, then $(p_0, p_1)$ is irreducible. Because $|A \setminus S_1| \geq 3$ in this case, letter in $A \setminus S_1$ has definitive position in $Q_1$.

By exhausting all cases, we have concluded that no Form $X$ irreducible partially ordered pair has such a letter in definitive position, as claimed. □

Our iterative path constructions will be provided implicitly within the following proof. In it, we describe how to create Rauzy paths starting and ending at Form $X$ partially ordered pairs that visit only specific letters while minimizing the addition of information.

Lemma 4.5. For irreducible partially ordered pair $(Q_0', Q_1')$ on $A$ of Form $X$, let $S_t'$ denote the set of singletons in $Q_t'$. If $S_0' \cup S_1' = A$ then:

1. there exists a Rauzy path beginning and ending at $(Q_0', Q_1')$ such that each letter in $S_0' \cap S_1'$ wins and no other letters win, and

2. For each $r \in \{0, 1\}$, there exists a Rauzy path ending at $(Q_0', Q_1')$ and starting at a partially ordered pair $(Q_0, Q_1)$ of Form $X$ such that: each letter in $S_r' \setminus S_{1-r}'$ wins at least once, $S_{1-r}' \setminus S_r = S'_r \setminus S_{1-r}'$ and

$$|S_r \setminus S_{1-r}| = \begin{cases} \lfloor |S_r' \setminus S'_{1-r}|/2 \rfloor, & \text{if } |S_r' \setminus S'_{1-r}| \geq 4 \\ 0, & \text{otherwise.} \end{cases}$$

Proof. For the first item, let $b_1, \ldots, b_m$ be the elements of $S_0' \cap S_1'$ ordered in reverse with respect to $Q_0'$, meaning $\{b_i\}$ is to the right of $\{b_i+1\}$ for each $i \in [1, m - 1]$. Note that $b_1$ is the pivot letter $a_1$ and $b_m$ is the pivot letter $a_0$. 
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For each \( i \in [1, m] \) let \( h_i \) and \( j_i \) be the positions of \( \{ b_i \} \) according to \( Q'_0 \) and \( Q'_1 \) respectively. Because \( (Q'_0, Q'_1) \) is Form \( X \),
\[
h_m = n - |S_0| + 1, \quad h_1 = n, \quad j_1 = n - |S_1| + 1, \quad \text{and} \quad j_m = n,
\]
and because \( (Q'_0, Q'_1) \) is also irreducible \( m \geq 2 \). The Rauzy path is described in order by type from \( (Q'_0, Q'_1) \) as
\[
0^n - j_1 h_1 - h_2 0^n - j_2 h_1 - h_2 0^n - j_3 \ldots 0^n - j_{m-1} h_m - h_m,
\]
meaning we first apply \( n - j_1 \) moves of type 0, followed by \( h_1 - h_2 \) moves of type 1, etc. We may verify that:

1. each move of type 1 has \( b_m \) as the winner and belongs to a cycle,
2. the moves in the \( 0^n - j_1 \) cycle has \( b_1 \) as the winner and
3. this path returns to \( (Q'_0, Q'_1) \).

For the second item, consider the pivot letters \( a'_0, a'_1 \) for Form \( X \ (Q'_0, Q'_1) \). Note that \( a'_0, a'_1 \in S_0 \cap S_1 \) and \( a'_t \) is the rightmost element of \( Q'_t \) for \( t \in \{0, 1\} \). To prove our claim, we will instead show how to take two distinct elements \( b_1, b_2 \) of \( S'_r \setminus S'_{1-r} \), where \( b_1 \) appears to the left of \( b_2 \) in \( S'_r \), and create a Rauzy path such that \( b_1 \) and \( b_2 \) both win and the path results in partially ordered pair \( (Q_0, Q_1) \) of Form \( X \) (with the same pivot points) such that \( S_r \setminus S_{1-r} = S'_r \setminus (S'_{1-r} \cup \{ b_2 \}) \), \( S_0 \cap S_1 = S'_0 \cap S'_1 \) and \( S_{1-r} \setminus S_r = S'_{1-r} \setminus S'_r \). We assume that \( |S'_r \setminus S'_{1-r}| \geq 3 \) so that we avoid the impossible condition \( |S_r \setminus S_{1-r}| = 1 \). We may then concatenate such paths after pairing up the elements of \( S_r \setminus S_{1-r} \) to achieve our result.

If \( |S_r \setminus S_{1-r}| \) is odd, we may apply a path that has two parts, the latter consists of moves of type \( 1 - r \) so that our remaining unpaired letter \( b_3 \in S_r \setminus S_{1-r} \) starts the second half as the rightmost letter in row \( r \) and the former consisting of a cycle of \( 1 - r \) moves (with \( b_3 \) as the winner) with \( a_{1-r} \) as the rightmost letter in row \( r \) both before and after this cycle. The partially ordered pair that begins this path will be Form \( X \), with pivot letters \( b_3 \) for row \( 1 - r \) and \( a'_r \) for row \( r \). (In particular, \( b_3 \) is a singleton in each row of the starting partially ordered pair.)

We now create the path that acts on \( b_1 \) and \( b_2 \) as described above. We create a path from four subpaths, and we describe them in order from fourth to first. The fourth subpath consists of type \( 1 - r \) moves so that \( b_1 \) is the rightmost letter of row \( r \) according to the partially ordered pair that starts this fourth subpath. So at the start of this subpath, the letters \( a_r, b_2, a_{1-r}, b_1 \) appear in relative position in row \( r \) from left to right. (Other letters may appear in between.) The third subpath consists of one move, type \( r \) with \( b_1 \) as the winner and loser \( b_2 \). The partially ordered pair that starts this subpath has \( b_1 \) as its rightmost letter in row \( r \), \( b_2 \) as its rightmost letter in row \( 1 - r \) and has \( b_2 \) as a singleton in each row. For the second subpath, we apply moves of type \( r \) so that \( a_{1-r} \) is the rightmost letter in the partially ordered pair starting this subpath. We note that \( b_2 \) is the winner of these moves. We then create our first subpath by applying moves of type \( r \) so that \( a_r \) is the rightmost letter of row \( 1 - r \) in the starting partially ordered pair \( (Q_0, Q_1) \). Note that the only move that resulted in Step \( 2.5 \) was the move with winner \( b_1 \) and loser \( b_2 \). All other moves resulted in Step \( 2.4 \) so that no partition elements were divided. It follows that \( S_r = S'_r \) and \( S_{1-r} = S'_{1-r} \cup \{ b_2 \} \) as claimed.

When we iterate this construction on all paired elements, we are guaranteed to always have at least three singletons in row \( r \) that are not in row \( 1 - r \) as long as \( |S'_r \setminus S'_{1-r}| \geq 4 \), which we assume in the statement of the lemma. \( \square \)
Proof of Theorem 4.1. Without loss of generality, assume \( \mathcal{A} = [1, n] \). We will build the sequence of reverse Rauzy moves in the order encountered by Algorithm 1, meaning we will list segments of the form

\[(w_{M_2}, \ell_{M_2}), (w_{M_2-1}, \ell_{M_2-1}), (w_{M_2-2}, \ell_{M_2-2}), \ldots, (w_{M_1}, \ell_{M_1}),\]

where \((w_j, \ell_j)\) is the winner/pair for step \(j\) and \(M_1 < M_2\).

The first segment we include will be the winner/loser pairs

\[(4.3) \quad (1, 2), (2, 3), (3, 4), \ldots, (n - 1, n)\]

By following these moves in Algorithm 1 if \(n\) is even we are at partially ordered pair

\[
\begin{pmatrix}
\{2, 4, \ldots, n\} & \{1\} & \{3\} & \ldots & \{n - 1\} \\
\{1, 3, \ldots, n - 1\} & \{2\} & \{4\} & \ldots & \{n\}
\end{pmatrix}
\]

where the singleton set for Row 0 is the odd elements \(\{1, 3, \ldots, n - 1\}\) and the singleton set for Row 1 is the even elements \(\{2, 4, \ldots, n\}\). In this case we then apply the segment of winner/loser pairs

\[(4.4) \quad (n, n - 2), (n, n - 4), \ldots, (n, 4), (n, 2),\]

we have a complete subpath and are now at

\[
(Q'_0, Q'_1) = \begin{pmatrix}
\{n\} & \{1\} & \{3\} & \ldots & \{n - 1\} \\
\{1, 3, \ldots, n - 1\} & \{2\} & \{4\} & \ldots & \{n\}
\end{pmatrix}.
\]

For this partially ordered pair, the singleton set for Row 0 is now \(S'_0 = \mathcal{A}\) and the singleton set for Row 1 is (still) \(S'_1 = \{2, 4, \ldots, n\}\).

If instead \(n\) is odd we are at partially ordered pair

\[
\begin{pmatrix}
\{2, 4, \ldots, n - 1\} & \{1\} & \{3\} & \ldots & \{n - 2\} & \{n\} \\
\{1, 3, \ldots, n - 2, n\} & \{2\} & \{4\} & \ldots & \{n - 1\}
\end{pmatrix}
\]

after applying the winner/loser pairs \((4.3)\). The singleton sets are again the odds for Row 0 and the evens for Row 1. We then apply the winner/loser pairs

\[(4.5) \quad (n, n - 2), (n, n - 4), \ldots, (n, 3), (n, 1),\]

to have a complete subpath and are at partially ordered pair

\[
(Q'_0, Q'_1) = \begin{pmatrix}
\{2, 4, \ldots, n - 1\} & \{1\} & \{3\} & \{5\} & \ldots & \{n\} \\
\{n\} & \{2\} & \{4\} & \ldots & \{n - 1\} & \{n - 2\} & \{n - 4\} & \ldots & \{1\}
\end{pmatrix}
\]

with singleton sets \(S'_0\) the odds and \(S'_1 = \mathcal{A}\).

In either of the above cases, we have described a complete subpath with initial partially ordered pair \((Q'_0, Q'_1)\) that satisfies \((4.1)\) as well as the Form \(X\) conditions from Definition 4.2. Furthermore, the singleton sets for \((Q'_0, Q'_1)\) satisfy

\[(4.6) \quad \min\{|S'_0|, |S'_1|\} = \left\lceil \frac{n}{2} \right\rceil \Rightarrow n - \min\{|S'_0|, |S'_1|\} = \left\lfloor \frac{n}{2} \right\rfloor.
\]

We now describe the creation of the full \(C\)-complete path by discussing the \(C - 1\) remaining complete subpaths. We refer to the row \(r\) such that \(S'_r \neq \mathcal{A}\) as the unknown row. We apply moves that fulfill the conditions of the first result in Lemma 4.1 to ensure the singletons common to each row win at least once and apply moves as given in the second part to allow the other letters to win. As stated in that lemma, this will result in a new initial partially ordered pair that also satisfies \((4.1)\) as well as the Form \(X\) conditions from Definition 4.2. Furthermore, as long as there were at least 4 letters missing from the singleton set in the unknown row,
then the new unknown row will have half of the unknown letters from the previous iteration.

If we call \((Q_0, Q_1)\) the partially ordered pair obtained after running this \(C\)-complete path through Algorithm 1 then for its singleton sets \(S_0, S_1\) we have

\[
\frac{n - \min\{|S_0|, |S_1|\}}{2^{c-1}} = \left\lfloor \frac{n}{2^c} \right\rfloor
\]

and in order to ensure \((Q_0, Q_1)\) is not completely determined, we require then that

\[
n - \min\{|S_0|, |S_1|\} \geq 2
\]

or \(C \leq \log_2(n) - 1\). By Lemma 4.4 there are multiple initial pairs, even up to inverses, and so by Lemma 3.6 all of these are initial pairs to this Rauzy path. □

5. Conclusions

In this paper, we provided an effective proof to the uniqueness result from [7] and also extended to include the more general Zorich type of induction. It would be interesting to develop an effective result and algorithm in the more general setting of matrix products as addressed in [4].

Furthermore, Rauzy induction is defined for linear involutions that are similar to IETs in some respects but are combinatorially more involved. We refer to [1] for more a comprehensive discussion on this induction. Is there an analogous effective method in this setting?

Appendix A. Algorithm for Permutations

The proof of Corollary 3.8 uses Algorithm 1 on pairs and the lifting results given in Lemma 2.15 and Corollary 2.23. In this section, we translate Algorithm 1 for direct use on permutations.

As in our main algorithm section, we let \(Q = (Q_1, \ldots, Q_m)\) be a partial ordering on \([1, n]\), meaning \(\{Q_i : i \in [1, m]\}\) is a partition of \([1, n]\). Irreducible permutation \(\pi \in S^0_n\) agrees with partial ordering \(Q\) if for each \(j, j' \in [1, m]\) and \(i, i' \in [1, n]\) such that \(i \in Q_j\) and \(i' \in Q_{j'}\) we have \(\pi(i) < \pi(i')\). We also reuse the \(\ast\) notation from (3.1), specifically if \(Q = (Q_1, \ldots, Q_m)\) is a tuple of sets, then \(\ast Q\) is the tuple after removing any entries that are the empty set.

The Zorich induction matrices \(\tilde{A}\) tell us the type \(t\). When the matrix is type 0 the non-zero entries in row \(n\) tell us the losers with multiplicity, and we break these up as discussed in Section 2.6 to ensure the maximum entry is 1 and we get the loser set

\[
\mathcal{L} = \{i \in [1, n-1] : A_{n,i} = 1\}.
\]

When the matrix is type 1, we know the value \(k = \pi^{-1}(n)\) and the number of moves \(p\) of this type in a row, which is also the power of the matrix (2.6) that forms this matrix product.

Algorithm 2 follows Algorithm 1 while applying the appropriate relabeling as discussed in Section 2.3. Because this relabeling always treats a permutation \(\pi \in S^0_n\) as a pair \((\text{id}_n, \pi) \in \text{irr}([1, n])\), we expect to follow Algorithm 1 when the move is type 0.

When the move is type 1 we do not gain any information about Row 0 but instead must only relabel the known letters within the partial ordering for \(\pi\). To
do this, we define a map \( \delta_k : [1, n] \to [1, n] \) by
\[
\delta_k(j) = \begin{cases} 
  j, & j \leq k \\
  n, & j = k + 1 \\
  j - 1, & j \geq k + 2,
\end{cases}
\]
and extend this map to set \( S \subseteq [1, n] \) by
\[
\delta_k(S) = \{ \delta_k(s) : s \in S \}.
\]

A.1. **The Permutation Algorithm.** Given the discussion in the previous section, we now present the translated algorithm.

**Algorithm 2.** Assume \( n \geq 3 \) and consider matrices
\[
\tilde{A}_1, \ldots, \tilde{A}_N
\]
of a Zorich path of length \( N \geq 1 \) on \( \mathcal{S}_0^n \).

1. Let \( t_N \) be the type of matrix \( \tilde{A}_N \).
   1.1 If \( t_N = 0 \) then for given set \( \mathcal{L}_N \),
      \[
      Q^{(N)} := ([1, n] \setminus \mathcal{L}_N, \mathcal{L}_n)
      \]
   1.2 If \( t_N = 1 \) then for value \( k_N \),
      \[
      Q^{(N)} := ([1, n] \setminus \{ k_N \}, \{ k_N \})
      \]
2. Starting with \( j = N - 1 \) and iterating down to \( j = 1 \):
   2.0 Consider previously created partial ordering, using notation
      \[
      Q^{(j+1)} = (Q_1, \ldots, Q_m).
      \]
   2.1 If the type is \( t_j = 1 \) with additional data \( k_j \) and power \( p_j \), then
      \[
      Q^{(j)} := (\delta_j^{p_j}(Q_1), \ldots, \delta_j^{p_j}(Q_m))
      \]
      and consider the next \( j \).
   2.2 If the type is \( t_j = 0 \) let \( \mathcal{L} = \mathcal{L}_j \) denote the associated set and continue to the following.
   2.3 If for some \( i \in [1, m] \) we have \( \mathcal{L} \subseteq Q_i \) and \( n \in Q_i \), then
      \[
      Q^{(j)} := *(Q_1, \ldots, Q_{i-1}, Q_i \setminus \mathcal{L}, Q_{i+1}, \ldots, Q_m, \mathcal{L})
      \]
   2.4 If for some \( i \in [1, m] \) we have \( \mathcal{L} \subseteq Q_i \) but \( n \not\in Q_i \), then
      \[
      Q^{(j)} := *(Q_1, \ldots, Q_{i-2}, Q_i \setminus \{ n \}, \{ n \}, Q_1 \setminus \mathcal{L}, Q_{i+1}, \ldots, Q_m, \mathcal{L})
      \]
   2.5 If there exist \( i_0, i_1 \in [1, m] \), \( i_0 < i_1 \), so that
      \[
      (A.1) \quad \mathcal{L} \cap Q_i \neq \emptyset \text{ for all } i \in [i_0, i_1] \text{ and } \mathcal{L} \subseteq \bigcup_{i=i_0}^{i_1} Q_i
      \]
      and \( n \in Q_{i_0} \), then
      \[
      Q^{(j)} := *(Q_1, \ldots, Q_{i_0-1}, Q_{i_0} \setminus (\mathcal{L} \cup \{ n \}), \{ n \}, Q_{i_1} \setminus \{ n \}, Q_1 \setminus \mathcal{L}, Q_{i_{1+1}}, \ldots, Q_m, Q_{i_0} \cap \mathcal{L}, Q_{i_0+1}, \ldots, Q_{i_1-1}, Q_{i_1} \cap \mathcal{L}).
      \]
If (A.1) holds but \( n \notin Q_{i_0} \), then
\[
Q^{(j)} := *(Q_{1}, \ldots, Q_{i_0-2}, \quad Q_{i_0-1} \setminus \{n\}, \{n\}, Q_{i_1} \setminus \mathcal{L}, Q_{i_1+1}, \ldots, Q_m, \quad Q_{i_0}, Q_{i_0+1}, \ldots, Q_{i_1-1}, Q_{i_1} \cap \mathcal{L}.
\]

### A.2. Permutation Examples

We end with two related example runs of Algorithm 2.

**Example A.1.** Consider the four \( 5 \times 5 \) matrices

\[
\tilde{A}_1 = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0
\end{pmatrix}, \quad \tilde{A}_2 = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1
\end{pmatrix},
\]

\[
\tilde{A}_3 = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{pmatrix}, \quad \tilde{A}_4 = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 1
\end{pmatrix}.
\]

The fourth move is type \( t_4 = 0 \) with \( \mathcal{L}_4 = \{1, 3\} \), so we follow Step 1.1 to get

\[
Q^{(4)} = (\{2, 4, 5\}, \{1, 3\}).
\]

The third move is type \( t_3 = 1 \) with \( k_3 = 1 \) and power \( p_3 = 2 \), so we follow Step 2.1 to get

\[
Q^{(3)} = (\delta^2_1(\{2, 4, 5\}), \delta^2_1(\{1, 3\})) = (\{2, 3, 4\}, \{1, 5\})
\]

The second move is type \( t_2 = 0 \) with \( \mathcal{L}_2 = \{1\} \), and we follow Step 2.3 to get

\[
Q^{(2)} = (\{2, 3, 4\}, \{5\}, \{1\})
\]

The first move is type \( t_1 = 1 \) with \( k_1 = 1 \) and power \( p_1 \), so we follow Step 2.1 to get

\[
Q^{(1)} = (\delta_1(\{2, 3, 4\}), \delta_1(\{5\}), \delta_1(\{1\})) = (\{2, 3, 5\}, \{4\}, \{1\})
\]

We conclude that this Zorich path begins with \( \pi \in \mathcal{S}_5^0 \) satisfying \( \pi(1) = 5 \) and \( \pi(4) = 4 \). In this case all six possible orderings of \( \{2, 3, 5\} \) are still possible as \( \pi(1) = 5 \) ensures any choice will produce an irreducible permutation.

**Example A.2.** If we have the same first four matrices followed by

\[
\tilde{A}_5 = \begin{pmatrix}
1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0
\end{pmatrix}, \quad \tilde{A}_6 = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 1
\end{pmatrix},
\]

We conclude that this Zorich path begins with \( \pi \in \mathcal{S}_5^0 \) satisfying \( \pi(1) = 5 \) and \( \pi(4) = 4 \). In this case all six possible orderings of \( \{2, 3, 5\} \) are still possible as \( \pi(1) = 5 \) ensures any choice will produce an irreducible permutation.
we now get the following by Algorithm 2:

\[
Q(6) = \{\{4, 5\}, \{1, 2, 3\}\}, \quad \text{by Step 1.1,}
\]

\[
Q(5) = \{\{2, 5\}, \{1, 3, 4\}\}, \quad \text{by Step 2.1,}
\]

\[
Q(4) = \{\{2\}, \{5\}, \{4\}, \{1, 3\}\}, \quad \text{by Step 2.4,}
\]

\[
Q(3) = \{\{4\}, \{3\}, \{2\}, \{1, 5\}\}, \quad \text{by Step 2.1,}
\]

\[
Q(2) = \{\{4\}, \{3\}, \{2\}, \{5\}, \{1\}\}, \quad \text{by Step 2.3,}
\]

\[
Q(1) = \{\{3\}, \{2\}, \{5\}, \{4\}, \{1\}\}, \quad \text{by Step 2.1,}
\]

and we have the unique initial permutation \(\pi \in \mathfrak{S}_5\) satisfying

\[
\pi(1) = 5, \quad \pi(2) = 2, \quad \pi(3) = 1, \quad \pi(4) = 4, \quad \pi(5) = 3,
\]

which was one of the six possibilities from the previous example.
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