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Abstract
Trajectory optimization has recently been addressed to compute energy-efficient routes for ornithopter navigation, but its online application remains a challenge. To overcome the high computation time of traditional approaches, this paper proposes algorithms that recursively generate trajectories based on the output of neural networks and random forest. To this end, we create a large data set composed by energy-efficient trajectories obtained by running a competitive planner. To the best of our knowledge our proposed data set is the first one with a high number of pseudo-optimal paths for ornithopter trajectory optimization. We compare the performance of three methods to compute low-cost trajectories: two classification approaches to learn maneuvers and an alternative regression method that predicts new states. The algorithms are tested in several scenarios, including the landing case. The effectiveness and efficiency of the proposed algorithms are demonstrated through simulation, which show that the machine learning techniques can be used to compute the flight path of the ornithopter in real time, even under uncertainties such as wrong sensor readings or re-positioning of the target. Random Forest obtains the higher performance with more than 99% and 97% of accuracy in a landing and a mid-range scenario, respectively.
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1 Introduction
An ornithopter is a flapping wing drone [5] and it is normally designed to imitate the flight of a bird, a bat or an insect. These prototypes seek to overcome the battery limitation and the human-safety problems of the multi-rotor drones. Over the past few decades, there have been remarkable advances in the design of flapping wing vehicles [23, 31]. However, autonomous navigation remains a challenging task, among other reasons, due to lack of adequate motion planning algorithms. In robotics, motion planning is the problem of computing a path that connects an initial and a target robot configuration, also known as a trajectory. Motion planning for avoiding collisions has been the most common goal [12], but other objectives such as smooth paths or low battery consumption can be defined.

Trajectory optimization algorithms aim to find the best trajectory for an object in a space when a set of kinematics and dynamics rules are considered [13]. An optimal trajectory is the one that minimizes (or maximizes) a given cost function and satisfies a set of constraints, usually described in a mathematical differential model. The complexity of computing an optimal trajectory is closely related to the number of maneuvers that the object can perform at each point of the trajectory (i.e. the number of paths that can be generated). Thus, planning optimal trajectories for autonomous ornithopters is a complicated problem. First,
these types of vehicles present nonlinear and complex dynamics which must be taken into account when computing feasible trajectories. Second, the state space is large as it must include the position, velocities and altitude of the drone, which are relevant for gliding and perching operations. Due to these complexities, there is a need for efficient model-based methods that allow the computation of pseudo-optimal trajectories with real-time performance. To address this gap in the research, in this paper we propose supervised Machine Learning (ML) algorithms to learn to fly an ornithopter. Due to the lack of data from real bird flights, our idea is to generate artificial bio-inspired flight data sets consisting of pseudo-optimal trajectories computed by a competitive planner.

A recent approach for the problem of optimizing ornithopters trajectories is [27]. The authors proposed the planner OSPA (which stands for Ornithopter Segmentation-based Planning Approach), a trajectory optimization algorithm for a real ornithopter prototype. This algorithm can be applied to any dynamic model and different flight types. The authors demonstrated that OSPA outperforms alternative probabilistic kinodynamic planners both in cost (total energy) and accuracy (distance to the target). Unfortunately, OSPA is only valid for online application in short distances scenarios. Furthermore, in these scenarios OSPA only minimizes the positional distance, without taking into account the ornithopter velocity and pitch values at the target configuration.

Here, we present new approaches to plan online energy-efficient trajectories for an ornithopter, both for long and short distances scenarios. The goal is improving the efficiency of the algorithms without degrading the quality of its solutions. Our method uses neural networks (NNs) and Random Forest (RF) to significantly improve the computational time of the OSPA planner. To train the supervised methods, we build a data set of energy-optimized trajectories. To address this gap in the research, in this paper we propose supervised Machine Learning (ML) algorithms to learn to fly an ornithopter. Due to the lack of data from real bird flights, our idea is to generate artificial bio-inspired flight data sets consisting of pseudo-optimal trajectories computed by a competitive planner.

In our previous work [25], we provide the first data set containing energy-efficient trajectories for ornithopter flights. In this paper, four main additional extensions are developed: 1) we increase the existing data set with a large number of trajectories, considering a higher number of maneuvers, as detailed in Section 4; 2) we incorporate an efficient Random Forest to accurately predict the next maneuver; 3) we add complex strategies to the networks architecture and the training process, such as residual connections [8], and a weighted loss function to consider class imbalance; 4) we study the performance of the proposed ML algorithms in more complex scenarios, by introducing random noise during flights and forcing replanning strategies.

In general, our main contributions are the following:

- We create a novel data set for ornithopter trajectory optimization termed as OTO. To the best of our knowledge, this is the first dataset with more than 100 000 pseudo-optimal trajectories for ornithopter motion planning, surpassing by a wide margin the previous existing one (containing less than 1 000 trajectories). The data set is benchmarked with several algorithms, and we provide a training-test split to ensure fair comparisons.
- We design two classifiers: an artificial neural network (ANN) and a Random Forest. The algorithms learn maneuvers and can be queried to predict energy-optimized trajectories that can be computed online. These algorithms provide a strong benchmark for our novel data set.
- We use an alternative recurrent neural network (RNN) to learn states instead of maneuvers, avoiding the need of knowing the model of the drone dynamics.
- We show that the proposed ML-based algorithms can be used for real-time trajectory optimization, both for medium and short distances. Indeed, our methods significantly reduce computational costs while resulting in trajectories comparable to those produced by OSPA.

The remainder of the paper is organized as follows: Section 2 outlines related articles and Section 3 states the problem description. Afterwards, the created data set is introduced in Section 4. The ML-based algorithms are presented in Section 5, while computational analysis and results take place in Section 6. Finally, conclusions are outlined in Section 7.

**2 Related Work**

Trajectory optimization is a crucial task in autonomous navigation. Over the past decade, the optimization problem has been vastly studied, especially for multirotors and fixed-wing vehicles; see [4] for a comprehensive survey. However, optimizing trajectories with real-time algorithms remains a challenge, particularly for systems with complex dynamics.

Among the existing techniques for trajectory optimization [3], we are interested on developing efficient ML algorithms capable of overcome the existing limitations of traditional methods. In the existing literature, some types of path planners based on NNs have been proposed for Unmanned Aerial Vehicles (UAVs). Most of the methods utilize NNs to approximate the system dynamics, objective functions,
Fig. 1 The proposed ML algorithms learn from experience by observing optimal trajectories starting at a given state (red dot) and targeting a point in space (red crosses), as in Figure (a). Data is obtained by implementing OSPA [27], which generates pseudo-optimal trajectories ending (blue dots) near the target states (red stars). Figure (b) is an example of a desired trajectory with three maneuvers from 15 meters before landing. The landing operation is achieved by a first maneuver with flapping, a second one performing gliding, and the last one using tail deflection.

The algorithms are tested in complex environments, addressing a trade-off between path quality and efficiency.

3 Problem Description

Suppose that we have an autonomous ornithopter with a known model of its dynamics (see [27] for more details about the specific dynamic model assumed in this paper). The problem is to plan online energy-efficient trajectories to navigate the ornithopter from a starting point to a target location. Those trajectories have to comply with the ornithopter dynamics, therefore they are flyable. Then, we assume the existence of lower-level algorithms to control the ornithopter through the computed trajectory.

A trajectory is a sequence of flight states, where a state describes the ornithopter configuration at a given instant of time. A flight state is given by a tuple \( s = (x, z, u, w, \Theta, q) \), where \( x \) and \( z \) are the positional values, \( u \) and \( w \) are velocity components in the body reference frame, \( \Theta \) is the pitch angle and \( q \) is the pitch angular velocity. Our trajectories are constrained to the \( XZ \) plane, as we assume a longitudinal motion model for the ornithopter.

The ornithopter reaches a state (dynamically feasible) performing a specific control maneuver. A control maneuver is a tuple of values \( m = (\delta, f) \), where \( \delta \) is the tail deflection, determined by the deflection angle (up and down), and \( f \) is the wing flapping, determined by the flapping frequency (including zero value for gliding). Thus an energy-efficient trajectory can be described by combining flapping, gliding and tail flick. An example of an ornithopter trajectory is illustrated in Fig. 1(b). In this paper, we establish a maneuver set \( M \) composed by all combinations of flapping frequencies.
Table 1 The considered maneuvers with their corresponding labels

| class | maneuver           | class | maneuver           |
|-------|--------------------|-------|--------------------|
| 0     | (-4°, 0 Hz)        | 13    | (-2°, 3 Hz)        |
| 1     | (-4°, 1 Hz)        | 14    | (-2°, 4 Hz)        |
| 2     | (-4°, 2 Hz)        | 15    | (-1°, 0 Hz)        |
| 3     | (-4°, 3 Hz)        | 16    | (-1°, 1 Hz)        |
| 4     | (-4°, 4 Hz)        | 17    | (-1°, 2 Hz)        |
| 5     | (-3°, 0 Hz)        | 18    | (-1°, 3 Hz)        |
| 6     | (-3°, 1 Hz)        | 19    | (-1°, 4 Hz)        |
| 7     | (-3°, 2 Hz)        | 20    | (0°, 0 Hz)         |
| 8     | (-3°, 3 Hz)        | 21    | (0°, 1 Hz)         |
| 9     | (-3°, 4 Hz)        | 22    | (0°, 2 Hz)         |
| 10    | (-2°, 0 Hz)        | 23    | (0°, 3 Hz)         |
| 11    | (-2°, 1 Hz)        | 24    | (0°, 4 Hz)         |
| 12    | (-2°, 2 Hz)        |       |                    |

\[ F = \{0 \text{ Hz}, 1 \text{ Hz}, 2 \text{ Hz}, 3 \text{ Hz}, 4 \text{ Hz}\} \] and tail deflection angles \( T = \{-4°, -3°, -2°, -1°, 0°\} \), see Table 1.

We assume an open space where the drone flies without obstacles, and we consider two scenarios: the landing problem, where the X-distance is within a range of 15 to 25 meters, and the mid-range problem, where the X-distance between starting and target points is within a range of 25 to 100 meters.

The optimization function is the total energy cost (battery) consumed by the ornithopter. Two main metrics will be used in the experiments: precision and cost. The precision measures how far the final state is from the target in the \( XZ \)-plane. The cost is given by the energy consumption determined by maneuvers performed by the ornithopter. The energy consumed by the ornithopter performing a certain maneuver for a time step \( t_i \) is given by the following formula:

\[
E = t_i(K_{aero} f^3 + c_r). \tag{1}
\]

The first term represents the energy consumption in the flapping wings maneuver. It has been empirically proven that this consumption is proportional to the cube of the flapping frequency \([20]\). The constant coefficient \( K_{aero} \) is estimated empirically based on the physical characteristics of the ornithopter\(^1\). The second term models the residual energy consumption \( c_r \) when the ornithopter is not flapping, mainly due to the onboard electronics. As the cost of moving the tail is negligible compared to the average consumption of the electronics, we consider the cost \( c_r \) constant\(^2\). As expected, Equation 1 shows that the energy cost is dominated by the flapping maneuvers.

\(^1\) All the experiments in this paper used a value \( K_{aero} = 2.5 \text{ W/Hz}^3 \), obtained empirically for the ornithopter prototype used in \([27]\).

\(^2\) The empirically estimated upper bound of \( c_r \) is 5W.

There are some approaches to address this optimization problem but unfortunately, solving the highly non-linear system that describes the dynamics of the ornithopter is time consuming and the methods from the literature are no valid to be used online. Thus, the main goal in this paper is to use supervised learning algorithms to compute short-term trajectory optimization for an ornithopter.

4 OTO Data Set

To our knowledge, the first data set available for ornithopter trajectory optimization was given by \([25]\). The data set was created to train NN’s using the planner OSPA \([27]\) with scenarios involving flapping, gliding and landing maneuvers. In this paper, we improve the data set provided in \([25]\) by adding a great number of new flight trajectories. For the sake of reproducibility, we make our data set publicly available\(^3\).

4.1 Data Generation

Our intention is to make a large and representative ornithopter flight data. To this end we create a set of initial states for the ornithopter describing many possible starting positions in terms of velocity and pitch. A simple translation is applied over the initial and target state to simulate that every trajectory starts at the origin of coordinates. Thus, we assume that the ornithopter always starts at (0, 0) position in the \( XZ \) plane with null angular velocity. We pick 9 initial states by taking the combinations of pitch and speed values \( P = \{-30°, 0°, 30°\} \) and \( S = \{0.5 \text{ m/s}, 1 \text{ m/s}, 1.5 \text{ m/s}\} \), respectively.

From each of these initial states, we mimic the technique proposed in \([27]\) to expand a tree of states by applying each maneuver in the set \( M \) consecutively taking a timestep of 0.1s and 1s between maneuvers for the landing and mid-range problems, respectively. We consider a sequence of maneuvers increasing by 1Hz in flapping frequency and 1° in tail deflection angle (see Table 1).

In order to create a large number of trajectories while avoiding exponential grow, we expand the tree of states and prune some vertices using a clustering approach at each level. This technique consists in grouping nearby states in space and keeping only the ones with lower cost in each cluster for the next iteration. With a big enough number of clusters by iteration, we get wide trees of low-cost trajectories scattered in space.

We randomly generate a large number of target states in the space within the spatial ranges shown in Table 2. Target states have fixed pitch and speed values of 30° and

\(^3\) [https://github.com/mpcutino/OTO_dataset/tree/master/data](https://github.com/mpcutino/OTO_dataset/tree/master/data)
Table 2 Ranges of target state position used in the experiments. MR: mid-range, L: landing

| Problem | X range (m) | Z range (m) |
|---------|-------------|-------------|
| L       | [0, 25]     | [0, −25]    |
| MR      | [25, 100]   | [−50, 50]   |

0 m/s, respectively. This represents a suitable posture for the ornithopter to reach the target. For each target point and the expanded tree, we select all states within a ratio of 0.01 m and 1 m from the target for the landing and the mid-range problem, respectively. From the selected states, we take as optimal ending state the one with better pitch and speed compared to the target in the landing problem, and the one with lower energy consumption in the mid-range problem. We use these metrics because precision is more important than energy in the landing problem. For each of the optimal ending states we get its trajectory from the corresponding tree and include it into the data sets.

Following the above procedure we create over 27.026 different trajectories (a total of 345.676 states) for the landing problem, and 95.153 different trajectories (a total of 876.333 states) for the mid-range problem. From each trajectory, we store the state-control waypoints, the initial and target states, the timestep and the energy cost. Finally, we use the 80% of the data to train the models and the rest for testing.

4.2 Data Analysis

The ML-based algorithms proposed in this study use information about flight states and maneuvers to predict efficient trajectories between initial and target states. In this section we made a brief study over the maneuvers and over all variables in flight states in the OTO data set. With this study we pretend to observe the difficulty of our problem and to obtain some insights to improve the accuracy of predictions.

Recall that the tree of states in the OSPA algorithm is expanded using the set $M$ of maneuvers in Table 1. Figure 2 shows the percent of use of each maneuver in the landing and middle range data sets. We can observe that all maneuvers are used in the mid-range data set, but there are some of them with very low use rate. In this cases, the difficulty of predicting the correct maneuvers increases. On the other hand, for the landing scenario, the percentage value of each maneuver used decreases. As a result, the maneuver corresponding to class 24 is not used by OSPA during the landing flights.

Figure 3 illustrates the data distribution of the landing dataset, using the difference between the target and current state of the ornithopter. The analysis using these values is important as it highlights the distribution of each variable in the data set. In addition, the difference of the states is the input of our algorithms. As each variable represent a different distribution, in the training phase we scale its values to have zero mean and unit standard deviation. On the other hand, the box-plots across the action classes highlights the complexity of our problem. For each individual variable, there are several outliers, which increase the variability in the data, but decreases the statistical power.

We also performed a scaling operation on the training phase for the data corresponding to the mid-range problem. The distribution of the variables and the box-plots of the mid-range data set, result in a similar picture to the one generated for the landing scenario.

5 Machine Learning Algorithms

The OSPA planner performance depends on the maneuvers it takes at a given state. Our proposal relies on trajectories generated by OSPA, using different supervised ML algorithms. The goal is to obtain energy-efficient trajectories and reduce computational times compared to exploratory algorithms. Thus, computational cost is a key point in the design of the architectures of our models.

We propose two types of Artificial Neural Networks: a Multi-Layer Perceptron (MLP), to predict actions; and
a Recurrent Neural Network (RNN), to predict states. For the MLP, we consider a discrete set of actions or maneuvers in a continuous space of configurations. This derives in two different kinds of problems, classification and regression, respectively. The advantage of the maneuver classification network is that it can generate feasible paths for the ornithopter according to the predefined dynamic model and, it is possible to compute the cost in terms of energy. However, this network only consider a discrete set of available maneuvers. Therefore, we propose a second type of network to directly predict a set of future states given the past states in the flight. In this case we tackle the continuous problem, even if the training data is generated in a discrete manner.

For the classification problem, we also propose the use of Random Forest (RF) [2], as an alternative to the MLP. Random Forest has proved to outperform classifiers based on neural networks in terms of recognition accuracy, stability, and robustness to features in several scenarios [6, 21, 36]. Moreover, RF produces fast responses when properly controlling the number of trees in the forest.

5.1 Multi-Layer Perceptron

MLP is a feed-forward artificial neural network that is usually trained in a supervised manner and contains several hidden layers. For our problem, we model a trajectory from the data as a discrete set of state-maneuver pairs. Since the set of maneuvers is fixed, we train the network to learn the next control maneuver depending on the current and target states.

The goal is to build a MLP to learn the best maneuver in each scenario. For this, we label the maneuvers with a class tag from \( C = \{0, 1, \cdots, N\} \) where \( N \) represents the maximum integer identifier of the proposed maneuvers, as in Table 1, depending on the evaluated problem. For the landing task, \( N = 23 \), and \( N = 24 \) for the mid-range flights. The input of the network is the difference between the current and target states, and the output is the maneuver to be performed.
5.1.1 MLP Architecture

The architecture of the network is designed as the application of consecutive Basic Blocks. The definition of a Basic Block is depicted on Fig. 4. First, a Linear layer transforms a vector of size $n$ into a vector of size $m$. The result is normalized applying the Layer Normalization technique described in [1]. We introduce non-linearities with the use of the ReLU activation function, and finally we add a Dropout layer to prevent complex co-adaptations between neurons [9].

The bells and whistles of the proposed MLP are depicted on Fig. 5. We use a Deep Neural Network with 8 modules, containing a total of 777,792 neurons. Residual connections are applied between the second and the fourth Basic Block, and between the fourth and the sixth. This type of connection reduce the complexity of the learning task, making the network easier to optimize [8].

5.1.2 Training

The MLP was trained using the RMSprop optimizer with a loss function based on Cross-Entropy. The loss values are weighted to consider the different a priori probabilities of the classes adopted. The function is defined as:

$$L_{CE}(x) = - \sum_i w_i p_i(x) \log q_i(x),$$  \hspace{1cm} (2)

where $p_i(x)$ is the probability of sample $x$ of belonging to the class $i$, $q_i(x)$ is the probability prediction of the MLP, and $w_i$ is a weight function to take into account the different probabilities of belonging to class $i$. The weight value per class is computed as:

$$w_i = (1 - P_i)^{\alpha_i},$$  \hspace{1cm} (3)

where $P_i$ is the a priori probability of class $i$ and it is estimated as the percentage of samples of class $i$ in the training dataset, and $\alpha_i$ is a parameter that highlights the class relevance. $w_i$ is useful to compensate the differences in the representation of each class and, at the same time, it allows to push the network prediction in a specific direction to reduce (increase) the false negatives (positives).

5.1.3 Path Generation

Once trained, the MLP can predict the control maneuver $m$ from a flight state $s$. Also, we implement the kinodynamic model introduced in [27], $K(s, m)$, to compute the next state given an initial state and a control maneuver. This allows us to compute the full trajectory by using the next formula in a loop starting at the initial state:

$$s_{i+1} = K(s_i, \mathcal{N}(s_i)),$$

where $\mathcal{N}(s_i)$ represents the action predicted by the network for the state $s_i$. The loop is stopped when $s_{i+1}$ is further than $s_i$ from the target state.

5.2 Recurrent Neural Network (RNN)

The goal of the proposed MLP is to predict the next maneuver at each time step using the information of the current state. Note that this strategy is dependent from the ornithopter model. We propose a RNN to predict the next
flight state based on previous states. Recurrent architectures have been widely adopted for solving forecasting problems, with the use of Gated Recurrent Units (GRU) [28, 29] or Long Short-Term Memory (LSTM) neurons to handle sequential relationships [33].

In this case, we use a decoder architecture so only the initial distance is needed to develop a complete trajectory from it. As can be seen in the Fig. 6, a decoder has a single input, and produces a sequence starting from this input. For our specific case, the input is the initial distance, and the output is a set containing the next states in the trajectory.

5.2.1 RNN Architecture

We build a simple RNN with one recurrent layer and one output layer with a linear activation function. The output layer has as many units as flight states considered for prediction (two states for the mid-range problem and six states for the landing problem). The input is the initial distance from the current to the target state, and the output is the set of distances between each element in the trajectory and the target state. The RNN is executed recursively to get the complete trajectory starting from the initial distance. All input variables are normalized following the same strategy as in the MLP scenario. This represents an efficient strategy to push the network to predict low values while keeping the ability to compute the next state. The next state can be obtained by simply subtracting the output of the network and the target state. We select LSTM neurons to deal with the vanishing gradient problem encountered by traditional recurrent neurons. In addition, we decide to keep a small architecture to obtain a fast predictions rate.

5.2.2 Training

The network is trained with one trajectory at a time, by comparing its output with the expected values. The goal of the training is to obtain the same input sequence shifted by one step ahead. The optimization process is carried out by the Adam optimizer using the values recommended in [14]: a learning rate of 0.001, a $\beta_1$ value of 0.9, a $\beta_2$ value of 0.999, an epsilon value of 1e-8 and no weight decay. The learning is stopped after 100 epochs. The loss function used is the MSE (Mean Squared Error):

$$L_{MSE} = \frac{1}{N} \sum_{i=1}^{N} (d(y_i, \hat{y}_i))^2,$$

where $N$ is the number of considered flight states, $y_i$ is the $i$-component of the OSPA state and $\hat{y}_i$ is the $i$-component of the RNN predicted state. In our specific case, minimizing the MSE implies that the likelihood function between the predicted states distribution and the OSPA states is maximized.

5.2.3 Path Computation

At every time step $t$, the information to predict the next state consists on the previous prediction of the distance ($y_{t-1}$) at time step $t - 1$, and the recurrent layer hidden states ($h_{t-1}$) at the same time step. The hidden states condenses all previous information regarding the trajectory; see Fig. 7 for a representation of the proposed RNN, unrolled until time step $t - 1$. The algorithm ends when an output $y_t$ is close enough to zero, i.e. the target has been reached and the trajectory is over. For $t = 0$, we use as input the difference between the target and the initial state.

5.3 Random Forest

The combination of different models over the same classification problem is usually known as ensemble learning.
In the case of RF, the predictions are obtained by a voting process over the output of different Decision Trees [26]. To produce different distributions in the models, every tree selects randomly a subset of the features present in the data, and random samples from the dataset.

To evaluate the importance of the attributes before creating a new node in the trees, we selected the Gini Index (GI) as it results in higher precision on the conducted experiments. GI is calculated by subtracting the sum of the squared probabilities of each class from one.

\[
GI = 1 - \sum_{i=1}^{C} p_i^2,
\]

where \( C \) represent the number of classes and \( p_i \) is the probability of class \( i \), obtained as the frequency of appearance on the considered split.

The RF architecture for training is obtained by applying a Grid Search strategy. For each task, i.e. landing and mid-range flights, we define a set of possible parameters, and we create different forest using all possible combinations. Each forest is evaluated on a small portion of the training data, i.e. a validation set, and the best configuration of parameters is maintained for full training. The specific values of the parameters are depicted on Section 6. In addition, the path generation follows the same guidelines detailed in the MLP section.

6 Experiments

In this section we compare the proposed ML methods against the OSPA planner\(^4\). The metrics used are the average values of energy consumption (Cost), execution time (Time), the Euclidean distance between the last state and the target (Precision) and the mean distance between the calculated and OSPA trajectories (Error). The precision is calculated by using the \( x \) and \( z \) values of the states. The Error is defined as the average distance between a fixed number of points in trajectories generated by OSPA and the ML algorithms. The points are obtained by sampling 10 random states for each trajectory and computing the correspondent positional distance. This metric gives us an idea about the similarity between two given trajectories. Metrics are computed over the testing dataset.

\(^4\)It is important to notice that our problem is very specific from an engineering point of view, and we need to integrate complex and non-linear dynamics. This makes it hard to find heuristics that works properly. This is why we decided to only compare with OSPA, which is particularly suited for the problem at hand.

The classifiers are compared using the metrics Accuracy, average Recall, and Macro average Recall. In a binary setting, Recall and Accuracy are defined as:

\[
Recall = \frac{TP}{TP + FN},
\]

\[
Accuracy = \frac{TP + TN}{N},
\]

where \( TP, FN, TN \) represent True Positive, False Negative and True Negatives samples, respectively. \( N \) is the cardinality of the test set. As our problem is not binary, we compute the Accuracy as the fraction of correctly classified samples. On the other hand, Recall is computed per class, thus transforming our problem in \( C \) binary tasks. The average Recall is computed as the weighted average of the recall per class. The weight is defined by the number of samples of the class in the test set. In addition, the Macro average metric does not take into account the number of samples; therefore, it assumes equal importance on every class. This value is a representation of the behaviour on classes less populated on the dataset. To counteract the class imbalance, the \( \alpha \) parameter selected in the loss function of the MLP is 5.

In both scenarios, mid-range and landing, the 20% of the training dataset is used for validation. Validation data is used differently depending on the algorithms. For the neural networks, we keep the model with lower loss value on the validation data; for Random Forest, we perform a grid search to optimize the model parameters.

The ML algorithms were tested on a Intel Core i5-8250U CPU, with a clock frequency of 1.60GHz. The NNs were optimized using the Nvidia graphic card GeForce MX150. We use Pytorch [24] for the implementation of the MLP, and Keras for implementing the RNN.

6.1 Landing Problem

Landing phase remains to be one of the most crucial and difficult tasks to achieve among the flight envelope of an aerial robot. Landing requires complex maneuvers in order to prepare the ornithopter to perform a perching operation. Moreover, there is a need for a fast computation because the ornithopter has limited time for reaction. Also, for the landing problem it is more relevant to end the trajectory closer to the target rather than reducing the energy cost.

In the learning phase for this task, RNN and MLP are trained by a maximum of 100 and 300 epochs, respectively. The validation dataset is used to keep the model with the best loss value across all the epochs. In this manner, we ensure a better generalization when predicting over unseen data. For the RF algorithm, we perform a grid search over the validation data, resulting in a model that uses 100 trees, the Gini Index as the quality function, and a maximum depth
of 25 for every tree. The classifiers uses 24 classes in this scenario. For its part, the RNN considers six states to train and predict.

### 6.1.1 Results

A comparison between the classifiers is depicted in Table 3. Both MLP and RF perform with high accuracy and recall, but RF obtains the best results by a large margin. Moreover, the Macro average metric reflects a drop in the performance of MLP for the underrepresented classes on the test set, while RF maintains its excellent results. The performance of the Artificial Neural Network (ANN) proposed in our previous work [25] is also evaluated. The goal is to evidence the impact of the improvements conducted in this work: better performance for more complex algorithms using a dataset 10 times larger.

Table 4 shows the performance of the algorithms compared to OSPA. We added two new metrics, \((V\text{-error})\) and \((P\text{-error})\), measuring the error in the last state in terms of speed \((m/s)\) and pitch \((rad)\), respectively. Since the trajectory in the landing scenario must end just before a perching maneuver, the goal now is to predict trajectories very close to the target with suitable velocity and pitch angle, specifically 0 and 30°, respectively.

The experiments highlight the capabilities of the ML-based methods to significantly improves computational time without a meaningful loss in the other metrics. It is worth noting that although the velocity error is not negligible, this result is similar to the one obtained by the OSPA algorithm. On the other hand, RF outperforms both the networks and the OSPA on almost all metrics. This result is an expression of the learning capabilities of the ensemble of trees. The algorithm has learned an efficient optimization function, that is capable to outperform the heuristic used to collect the training data. Moreover, this increased performance is obtained on previously unseen samples. To push further the study of performance under different conditions, we design two additional experiments.

### 6.1.2 Robustness

The ornithopter is equipped with sensors to know its situation and the relative location of the target. These sensors are subject to noise; therefore the actual position and state are known with some degree of incertitude and noise.

We simulate the uncertainty by adding a random Gaussian noise to the state vector at each time step, defined as:

$$f(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-0.5 \left(\frac{x-\mu}{\sigma}\right)^2}. \quad (7)$$

The states are normalized prior to the noise injection. We consider a zero mean \((\mu = 0)\) distribution, but we vary the value of the standard deviation \(\sigma\), to compare the performance of the algorithms under different conditions. Table 5 shows the effect of the perturbation. It can be noticed how the performance degrades as the noise increase. We
can conclude that the drone is able to reach the neighborhood of the target despite applying noise to the states. Moreover, a few remarks can be done:

- MLP outperforms the other algorithms in terms of precision by a large margin.
- RNN has a lower precision than RF on small noise, i.e. for $\sigma \in [0.01, 0.02]$. However, its performance is boosted for harder noise values, except $\sigma = 1$. In addition, RNN obtains the lower velocity error for all values of $\sigma$.
- RF and MLP performance is acceptable even on hard noise, i.e. when $\sigma = 1$. In terms of position, this value represents changes up to $13.7m$ in the $X$ axis and $6.4m$ in the $Z$ axis.
- The V-error and P-error are not highly affected under different configurations. This is due to the fact that the OSPA planner does not have constraints on the velocities and pitch values, thus they are not optimized. In addition, a high standard deviation affects these variables differently, as their values fall in a smaller range when compared to the positional variables.

### 6.1.3 Replanning

In real scenarios, the flight environment can be constantly changing. Therefore, replanning ability is critical for adapting to unforeseen events. For instance, the target changes and the agent must re-plan the path.

In order to simulate a re-planning in the middle of a trajectory, we randomly change the target position when the trajectory reaches the fifth waypoint. This new position is given by adding to the normalized target a Gaussian offset of zero mean and standard deviation $\sigma$ (see Equation 7). As the value of $\sigma$ can drastically change the target value on the $X$ coordinate, we discard the noise if the new $x$ value of the target position is lower than the $x$ value of the current state. We also consider a lower upper bound for $\sigma$ compared to the previous scenario. The upper bound for $\sigma$ translates in a maximum change of $6.8m$ for the $x$ value and $3.2m$ for the $z$ value.

Table 6 shows the precision reached by the algorithms with regard to sigma. Note that the error is no longer relevant, as we have no equivalent OSPA trajectory to compare with. On this new scenario, both RF and MLP obtains a similar performance in terms of precision, being RF a little bit more accurate when replanning. It has to be noticed how the performance drop faster if compared to the previous experiments. This behaviour can be explained by the nature of the experiments. Changing the target position can result on a configuration that is not reachable from the current state. However, in the previous experiment, the state of the ornithopter is changed on every point of the trajectory; therefore, if the current configuration is not reachable, there is a chance that the next random noise results in a better setting.

Another relevant insight obtained from Table 6 is that RNN is capable of better adaptation when applying medium and hard noise ($\sigma > 0.05$) to the target state. This behaviour is obtained because the proposed RNN is independent from the ornithopter model. Therefore, in principle, any target state is reachable. In addition, as in the previous experiment, RNN excels on the velocity and pitch error when compared to the classifiers.

Finally, note that the RNN estimates the optimal trajectory as a sequence of states, but the required actions are not provided, thus a trajectory controller is further needed. In order to mitigate the effects of disturbances and unmodeled dynamics, a robust trajectory tracking controller could be used; see [30, 35] as some examples.

### 6.2 Mid-Range Problem

Performing long flights is one of the main advantages of ornithopters, as they optimize energy consumption by switching from flapping maneuvers to gliding. In this scenario, we consider the mid-range problem as the task of reaching a given configuration in a location that is far from the current position of the drone. The target setting has no restrictions on the variables involved in the state of the ornithopter.

| Sigma | Algorithm | Cost | Precision | V-error | P-error |
|-------|-----------|------|-----------|---------|---------|
| 0.01  | MLP       | 22.37| 0.25      | 0.63    | 0.78    |
|       | RNN       | na   | 0.74      | 0.46    | 0.61    |
|       | RF        | 20.22| 0.14      | 0.63    | 0.79    |
| 0.02  | MLP       | 22.32| 0.35      | 0.63    | 0.79    |
|       | RNN       | na   | 0.70      | 0.46    | 0.62    |
|       | RF        | 20.22| 0.28      | 0.63    | 0.79    |
| 0.05  | MLP       | 22.54| 0.69      | 0.63    | 0.79    |
|       | RNN       | na   | 0.67      | 0.45    | 0.60    |
|       | RF        | 20.25| 0.68      | 0.63    | 0.80    |
| 0.1   | MLP       | 22.43| 1.31      | 0.64    | 0.78    |
|       | RNN       | na   | 0.85      | 0.45    | 0.62    |
|       | RF        | 20.04| 1.29      | 0.64    | 0.80    |
| 0.2   | MLP       | 22.63| 2.77      | 0.62    | 0.62    |
|       | RNN       | na   | 0.84      | 0.44    | 0.66    |
|       | RF        | 20.14| 2.56      | 0.63    | 0.81    |
| 0.5   | MLP       | 22.29| 6.09      | 0.60    | 0.78    |
|       | RNN       | na   | 1.06      | 0.45    | 0.78    |
|       | RF        | 20.31| 5.68      | 0.63    | 0.82    |
For this new scenario, we apply the same methodology as for the landing problem, in terms of data generation, data preprocessing, network architecture and path generation. For RF, the best parameters obtained when performing the grid search over the validation data are: a forest with 200 trees, the Gini Index as quality function, and no restrictions over the maximum depth of the trees. The number of considered maneuvers in this approach is 25.

### 6.2.1 Results

Table 7 shows the performance of the proposed classifiers for the mid-range problem. We add the results computed with the neural network classifier used in [25], evidencing once again the improvements obtained by expanding the dataset, and by adding more complexity to the neural network structure and loss function. In addition, RF outperforms MLP by a large margin in all the metrics evaluated. However, the average Recall and the Macro average recall is similar in both methods. This translates in a similar performance across different maneuvers, despite the class imbalance present on the data. The high values obtained in these metrics accentuate the importance of the $\alpha$ parameter used in the loss function during training, for the MLP. On the other hand, RF is more naturally robust against the imbalance as every tree learns from a random subset of the data. One aspect to notice is that the Macro average has a higher value for the MLP in this task when compared to the value obtained in the landing problem. This can be explained by the number of samples in the underrepresented classes. In the landing task, the least populated class has 14 items, while in the mid-range problem, it has 144.

Table 8 displays a comparison between OSPA, MLP, RNN, and RF for the metrics related to flight performance. Note that RNN does not compute maneuvers, therefore the value of Cost can not be calculated. However, we assume that a predicted trajectory with a small value of Error has a similar cost to the OSPA solution. The experiments show that ML algorithms drastically outperform the OSPA algorithm in execution time. In addition, MLP and RF are capable of lower energy consumption. However, the saving in battery results in a lower precision; i.e. the ML algorithms end further from the target state.

### Table 7

Accuracy and Recall of the proposed classifiers on the test dataset for the mid-range flights. RF outperforms MLP and ANN by a large margin in all the metrics computed. M-AVG Recall stands for Macro AVG Recall

| Algorithm | Accuracy | AVG Recall | M-AVG Recall |
|-----------|----------|------------|--------------|
| ANN [25]  | 69.2     | 69         | 63           |
| MLP       | 80.0     | 80         | 81           |
| RF        | 97.7     | 98         | 98           |

### Table 8

Comparison results (average) for the mid-range problem. na is the acronym used for not applicable values

| Algorithm | Cost   | Time (s) | Precision (m) | Error |
|-----------|--------|----------|---------------|-------|
| OSPA      | 74.11  | 524      | 0.68          | na    |
| MLP       | 65.34  | 0.22     | 1.26          | 4.33  |
| RNN       | na     | 0.07     | 2.71          | 6.42  |
| RF        | 69.74  | 2.7e-3   | 1.44          | 0.72  |

### Fig. 8

Trajectories for OSPA, RNN, RF and MLP in the $XZ$-plane for the mid-range problem. When a given trajectory perfectly match other trajectory, then it is occluded on the drawings. The order of drawings is defined on the legend of the figures. Trajectories obtained with OSPA are drawn with dashed lines.
Figure 8 shows good examples of the path generated using the ML algorithms, in terms of \( x \) and \( z \) components. In general, RF produces trajectories with a high similarity to those obtained with OSPA. In addition, it can be noticed the capabilities for reaching a given target even when the predictions does not match the states obtained with OSPA, as for RNN in Fig. 8 (a), and the three ML algorithms in Fig. 8 (b).

We found some situations where the MLP and RNN does not perform as well as expected. Figure 9 illustrates examples of bad convergence. For instance, the RNN has not been able to capture some trajectory behaviours, such as a sudden ornithopter climb before continuing its descent, as in Fig. 9 (a). This limitation is due to the simplicity of the RNN architecture, as it only contains 11 hidden neurons, which are insufficient for this type of trajectory complexity.

Another limitation of the proposed RNN is depicted on Fig. 9 (b). This algorithm is independent of the kynodynamic model of the ornithopter. Therefore, some trajectories can not be followed by the UAV. However, a simple not-moving-back behaviour can be implemented by only connecting points in the trajectory that moves forward. In addition, in most of the settings, RNN behaves well and tends to get near the target. On the other hand, for MLP is sometimes harder to obtain a similar trajectory to the one produced by OSPA, specially when the initial prediction is wrong, as in both examples of Fig. 9.

We believe that there is a strong correlation between the predictions of the ML algorithms and the target elevation in \( z \) compared to its position in \( x \). To support this intuition, we carried out a study depending on the ratio \( |z/x| \). As a convention, we term as long trajectories to those where \( |z/x| \leq 0.4 \); short trajectories to those where \( |z/x| > 0.8 \); and balanced trajectories in any other case. We acknowledge that \( |z/x| \leq 0.4 \) does not necessarily means that the corresponding trajectory is long. However, this is the case in our data since this result is obtained when the \( x \) value is high. A similar analysis can be established for the rest of the intervals defined.

Table 9 shows different values for the metrics according to the positional ratio. Each metric is obtained from trajectories that lies on a spatial rectangle defined by the ratio.

### Table 9

| \(|z/x|\) | Cost \(\text{MLP}|\text{RNN}|\text{RF}\) | Precision \(\text{MLP}|\text{RNN}|\text{RF}\) | Error \(\text{MLP}|\text{RNN}|\text{RF}\) | Total paths |
|--------|----------------|----------------|----------------|-------------|
| (0.8, 1] | 59.59 | n.a | 42.30 | 1.23 | 0.57 | 0.59 | 2.08 | 4.40 | 0.30 | 2772 |
| (0.6, 0.8] | **40.44** | n.a | 40.65 | 1.40 | 0.60 | 0.57 | 3.98 | 2.75 | 0.50 | 4129 |
| (0.4, 0.6] | 43.86 | n.a | 46.12 | **0.89** | 2.21 | 0.55 | 4.64 | 6.4 | 0.80 | 8537 |
| (0.2, 0.4] | 100.9 | n.a | 115.0 | 1.60 | 4.05 | 3.10 | 4.95 | 5.8 | 0.91 | 8247 |
| [0, 0.2] | 147.0 | n.a | 302.4 | 0.94 | 1.92 | **0.50** | 3.48 | 0.72 | 0.16 | 104 |

We observed that the number of paths in each range can substantially change, especially when \( |z/x| \leq 0.4 \). The worst performance is usually for both MLP and RNN in this range. The range [0.6, 0.8] is better for MLP and RNN, while for RF is the range of the highest performance. However, this was a small sample size and future work should consider this range. Overall, the results show that RF is the best algorithm for the tasks considered. Additionally, our approach is to study the performance of ML algorithms to understand their limitations and opportunities to the algorithms to adapt. However, as in the landing scenario, RF produces the most accurate results.
The higher the ratio, the more similar are the absolute values of \( z \) and \( x \). This study helps the user to make the decision on which algorithm to use depending on the scenario. It must be noticed the reduction of Cost for the trajectories found in the interval of \((0.4, 1]\). This is explained by the maneuvers performed on each case. For long distances, i.e., values in the interval \([0, 0.4]\), some flapping maneuvers have to be performed to reach the target. On the other hand, short and balanced intervals provide a better environment for gliding, which translates in a lower cost.

Another important aspect to notice from Table 9 is the behaviour of RF. In all scenarios, the ensemble of trees is capable of providing trajectories similar to OSPA, meaning a high precision when reaching the target. This value is only affected for the interval \((0.2, 0.4]\), where MLP is by a large margin, the most precise algorithm. In the case of RNN, a better precision is obtained for high ratios. This may be because for longer trajectories flapping is needed, and RNN misses long-term patterns.

### 7 Conclusions

In this paper, a novel data set for ornithopter trajectory optimization, OTO, is constructed. To our knowledge, OTO data set is the first data set with a high number of pseudo-optimal trajectories for ornithopter motion planning. Two different scenarios are defined: mid-range flights, and the landing task. For each scenario, a train-test split is made publicly available to provide a fair point of comparison among different algorithms. In addition, we release the code related to the ornithopter model. This model can be used in future researches for increasing the data, or testing other techniques, such as Reinforcement Learning.

We provide a benchmark on our data set using different algorithms targeting two tasks: classification of maneuvers, and direct prediction of the next state. As classifiers, we propose a novel MLP architecture with residual connections, and a Random Forest. Both classifiers obtains similar metrics to those provided by OSPA and, in addition, they can be used online. We emphasize the use of RF, which is an understudied technique in the aerial robotic community when compared to other ML-based algorithms. Our proposed RF algorithm is capable to outperform OSPA, even in the average precision measure for the landing scenario; i.e. the supervised algorithm overcomes the planner used to collect the data. We also propose a RNN as the regression approach. Using this strategy, it is possible to obtain trajectories without using the mathematical model of the ornithopter. This algorithm is specially efficient for re-planning, i.e. when the target state is changed during the flight. Moreover, our algorithms, in particular MLP, are robust under the injected noise which simulates wrong sensors readings.

Future lines of research includes the investigation of better architectures for the Recurrent Neural Network. Furthermore, regression techniques for predicting the tail deflection and the flapping frequency can be implemented to compare with the approach exposed in this work. In addition, other machine learning techniques can be explored, both for comparison and for extending the use cases of our proposal. For instance, algorithms of Reinforcement Learning can be designed to study the optimal trajectory in the presence of obstacles. Finally, performing experiments with a real ornithopter can provide a feedback for combining our planners with nonlinear controllers for flight stabilization and trajectory tracking.
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