Thermodynamic susceptibility as a measure of cooperative behavior in social dilemmas
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The emergence of cooperation in the thermodynamic limit of social dilemmas is an emerging field of research. While numerical approaches (using replicator dynamics) are dime a dozen, analytical approaches are rare. A particularly useful analytical approach is to utilize a mapping between the spin-1/2 Ising model in 1-D and the social dilemma game and calculate the magnetization, which is the net difference between the fraction of cooperators and defectors in a social dilemma. In this paper, we look at the susceptibility, which probes the net rate of change in the fraction of players adopting a certain strategy, for both classical and quantum social dilemmas. The reason being, in statistical mechanics problems, the thermodynamic susceptibility as compared to magnetization is a more sensitive probe for microscopic behavior, e.g., observing small changes in a population adopting a certain strategy. In this paper, we find the thermodynamic susceptibility for reward, sucker’s payoff and temptation in classical Prisoner’s Dilemma to be positive, implying that rate of change of players from defect to cooperate is greater than vice-versa, although the Nash Equilibrium for the two-player game is to defect. In classical Hawk-Dove game, the thermodynamic susceptibility for resource suggests that rate of switching of players to Hawk from Dove strategy is dominant. Entanglement in Quantum Prisoner’s Dilemma (QPD) has a non-trivial role in determining the behavior of thermodynamic susceptibility. At maximal entanglement, we find that sucker’s payoff and temptation increase the rate of players switching to defect. In the zero-temperature limit, we find that there are two second-order phase transitions in the game, marked by a divergence in the susceptibility. This behavior is similar to that seen in Type-II superconductors wherein also two second-order phase transitions are seen.
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I. INTRODUCTION

Social dilemma games involve interactions between intelligent rational decision makers. Each participant (player) in the game attempts to maximize his/her own payoffs, which may lead to conflict, although on many occasions, cooperation may be more rewarding. Major concern of any social dilemma is to obtain the Nash equilibrium, a set of strategies to be selected by each player, so as to avoid least loss or maximum gain for all players. In addition to Nash Equilibrium, there may also exist Pareto optimal strategies which could provide a better outcome. Such a situation is best represented by the classic Prisoner’s dilemma, in which the Nash equilibrium for players is to defect, but they will receive a better payoff if they cooperate among themselves, which is the Pareto optimal strategy [1].

There are many real life examples where number of players involved in the game may be very large. For example, decision making process for a country involves accounting of choices made by each citizen which may number in millions. In these situations, looking at social dilemmas in the thermodynamic limit makes sense. A method for modeling social dilemmas in the thermodynamic limit by establishing a one-to-one correspondence between the payoffs of a general bi-matrix symmetric game with an appropriate exactly solved statistical model (1D Ising) has been attempted before[2]. The mapping provides the equivalent of the "J" and "h" parameters for the social dilemma in terms of payoff matrix. These terms can then be substituted in the thermodynamic functions like magnetization and susceptibility to generate the equivalent magnetization or susceptibility for social dilemmas in thermodynamic or infinite player limit. Magnetization in Ising model, defined as the difference between fraction of spin up (↑) and spin down (↓) sites, is then for a social dilemma defined as the difference between fraction of players opting to cooperate versus fraction of players opting to defect. Apart from magnetization, there are other thermodynamic functions of interest that can be calculated from the Ising Model. One such function is the susceptibility, which provides the response of magnetization to a change in the external magnetic field.

In magnetic systems, susceptibility provides a much more sensitive way to measure small changes in magnetic moment of a system at high external fields [3]. In this paper we look at the social dilemma equivalent of the susceptibilities which provides us with rate at which players switch between strategies and its implications for infinite player or thermodynamic limit of Prisoner’s Dilemma, Hawk-Dove Game and Quantum Prisoner’s Dilemma (QPD). The susceptibilities in social dilemmas are defined with respect to each of the payoffs. In our work, we find that susceptibilities for reward, sucker’s payoff and temptation in classical Prisoner’s Dilemma are positive, indicating that rate of change of players from defect to cooperate increases as a function of these pay-
offs. In classical Hawk-Dove game, increasing resource leads to increase in rate of change of players to Hawk while increasing injury cost leads to increase in rate of change of players to Dove. For QPD, at partial entanglement, reward aids the rate of transition to quantum strategy while punishment aids the rate of change to defect. At maximal entanglement, sucker’s payoff and temptation aid in increasing rate of switching to defect. In the zero temperature limit, we find that the QPD has two second-order phase transitions at entanglement values of $\gamma_1$ and $\gamma_2$, which mark the phase transitions from a classical phase to a random phase, and from a random phase to a quantum phase. These can be easily identified by the divergence in the susceptibility at two entanglement values of $\gamma_1$ and $\gamma_2$. At finite temperatures, the random phase disappears and a single phase transition at $\gamma_0$ occurs. The phase diagram of QPD in thermodynamic limit is akin to the phase diagram of a type-II superconductor[4, 5].

This paper has the following layout. First, we introduce the spin-1/2 Ising model and derive the expression for magnetic susceptibility. Then we map Ising model to a generic social dilemma game and then derive expressions for the susceptibilities for each payoff. We then interpret the game susceptibility in thermodynamic limit of classical Prisoner’s Dilemma, classical Hawk-Dove and Quantum Prisoner’s Dilemma. Finally, we end with conclusion.

II. SPIN-1/2 ISING MODEL AND MAPPING TO A GENERAL SOCIAL DILEMMA GAME

A. Spin-1/2 Ising model in 1D

The 1D Ising model consists of half-integer spins which can take values ±1. Spins only interact with their nearest neighbors via coupling ($J$) and all spins are subject to an uniform external magnetic field ($h$). The model is described by a Hamiltonian as-

$$H = -J \sum_{i=1}^{N} S_i S_{i+1} - h \sum_{i=1}^{N} S_i,$$  

(1)

where $S_i$ is the spin at site $i$ and $N$ is the number of spins in the chain. The corresponding partition function for 1-D Ising Hamiltonian in Eq. (1) is

$$Z = \sum_{S_1, S_2, \ldots, S_N} \sum_{N} \exp(\beta(J \sum_{i=1}^{N} S_i S_{i+1} + h \sum_{i=1}^{N} (S_i + S_{i+1})/2),$$  

(2)

with $\beta = \frac{1}{k_B T}$ representing inverse temperature and $k_B$ is Boltzmann constant while $T$ is the temperature. To evaluate sum over all spins in the partition function, we utilize transfer matrix method [6]. A detailed explanation for same is given in [7, 8]. A transfer matrix $V$ can be defined with its elements as

$$V(S_i, S_{i+1}) = e^{\beta(J S_i S_{i+1} + h(S_i + S_{i+1})/2)},$$  

(3)

The transfer matrix $V$ for a two spin Ising system can then be written as

$$V = \begin{bmatrix} V(1,1) & V(1,-1) \\ V(-1,1) & V(-1,-1) \end{bmatrix} = \begin{bmatrix} e^{\beta(J+h)} & e^{-\beta J} \\ e^{-\beta J} & e^{\beta(J-h)} \end{bmatrix},$$  

(4)

The full partition function in terms of transfer matrix elements $V(S_i, S_{i+1})$ can then be calculated for $N$-spin case as

$$Z = \sum_{S_1, \ldots, S_N} \prod_{i=1}^{N} V(S_i, S_{i+1})$$  

(5)

Here, we assume that model has periodic boundary conditions, i.e. $S_{N+1} = S_1$. The transfer matrix $V$ has the property[7],

$$\sum_{S_2} V(S_1, S_2) V(S_2, S_3) = V^2(S_1, S_3),$$  

(6)

We will utilize the eigenvalues of $V$ to compute magnetization and subsequently susceptibility of Ising model. Eigenvalues of $V$ from Eq. (4) are

$$\lambda_{\pm} = e^{\beta J} \left( \cosh(\beta h) \pm \sqrt{\sinh^2(\beta h) + e^{-4\beta J}} \right).$$  

(7)

One can see that condition $\lambda_+ > \lambda_-$ always holds. Using Eq. (6), we evaluate the partition function by summing over all spins. Thus,

$$Z = \sum_{S_1} V^N(S_1, S_1) = \text{Tr}(V^N).$$  

(8)

By using properties of the trace of a matrix, partition function can be written in terms of eigenvalues as

$$Z = \lambda_+^N + \lambda_-^N = \lambda_+^N \left( 1 + \left( \frac{\lambda_-}{\lambda_+} \right)^N \right).$$  

(9)

Second term of Eq. (9) vanishes in the thermodynamic limit, i.e., $N \to \infty$. This gives

$$Z = \lambda_+^N.$$  

(10)

To derive magnetization of Ising model, we begin with the expression of free energy per spin ($F$) for Ising model

$$F = -\frac{1}{\beta N} \ln Z.$$  

(11)

In thermodynamic limit ($N \to \infty$), the free energy simplifies to

$$F = -\frac{1}{\beta} \ln \lambda_+.$$  

(12)
The average net magnetization is then

\[ m = -\frac{\partial F}{\partial h} = \frac{\sinh(\beta h)}{\sqrt{\sinh^2(\beta h) + e^{-4 \beta J}}}. \]  

(13)

Magnetization provides the difference between fraction of up and down spins in Ising chain, i.e., \( m = n_\uparrow - n_\downarrow \).

Susceptibility \( \chi \) is then defined as the derivative of magnetization in (13) with respect to the external magnetic field \( h \), or

\[ \chi = \frac{\partial m}{\partial h}. \]  

(14)

Susceptibility is a response function which provides rate of change of up spins or down spins as function of external magnetic field. Since sum of fraction of up and down spins in the chain is \( n_\uparrow + n_\downarrow = 1 \), we have

\[ \chi = 2 \frac{\partial n_\uparrow}{\partial h}, \]  

(15)

where \( n_\uparrow \) is the fraction of up spins in chain.

B. Thermodynamic limit of social dilemma games

Consider a general bi-matrix symmetric game \( G \) given as:

\[ G = \begin{pmatrix} a + \lambda, a' + \lambda' & b + \mu, b' + \mu' \\ c + \mu, c' + \mu' & d + \mu, d' + \mu' \end{pmatrix}. \]  

(16)

The transformations of payoffs are as follows [2]:

\[ G = \begin{pmatrix} s_1 & s_2 \\ s_1 & s_1 + \lambda, s_2 + \lambda' \\ s_2 & s_2 + \mu, s_1 + \mu' \end{pmatrix}. \]  

(17)

where \( \lambda, \lambda', \mu, \mu' \) are the transformations to payoffs. These transformations do not alter the Nash equilibrium of game (See appendix of [1, 9] for a general proof).

Choosing the transformations as \( \lambda = -\frac{a + c}{2}, \lambda' = -\frac{a' + c'}{2} \) and \( \mu = -\frac{b + d}{2}, \mu' = -\frac{b' + d'}{2} \) and since game is symmetric, payoff matrix in (Section II B) is

\[ G = \begin{pmatrix} s_1 & s_2 \\ s_1 & s_1 + \lambda, s_2 + \lambda' \\ s_2 & s_2 + \mu, s_1 + \mu' \end{pmatrix}. \]  

(18)

Next, we map the two player, two strategy social dilemma game to a two spin Ising model. The Ising Hamiltonian with two spins is

\[ H = -JS_1 S_1 - JS_1 S_2 - h(S_1 + S_2) = E_1 + E_2. \]  

(19)

\( S_1, S_2 \) are spins at site 1 and 2 respectively. The energy at those two sites are then

\[ E_1 = -JS_1 S_2 - h S_1 ; \quad E_2 = -JS_2 S_1 - h S_2 \]  

(20)

In order to map the 1D Ising model to the game as per recipe given in[9, 10], it is important to note that in Ising model, we have to minimize energy to obtain the equilibrium, in game theory, in contrast, Nash equilibrium is obtained by maximizing the payoffs. Hence, to map these two models, we consider the negative of energy, i.e., “-E”, where \( E \) is total energy in the Ising model. The energies of the spin configurations in two spin Ising model are written in matrix form as:

\[ E = \begin{pmatrix} \pm 1, \pm 1 \end{pmatrix} \begin{pmatrix} S_2 = +1 & S_2 = -1 \\ S_1 = +1 & S_1 = -1 \end{pmatrix} \begin{pmatrix} J + h, J + h \end{pmatrix}. \]  

(21)
As in [10], equating (18) with (21), we get $J + h = (a - c)/2$, $J - h = (c - a)/2$, $-J + h = (b - d)/2$ and $-J - h = (d - b)/2$ and we obtain the relation between $J, h$ and $a, b, c, d$ as-

$$J = \frac{a - b + d - c}{4}; \quad h = \frac{a - c + b - d}{4}. \quad (22)$$

Utilizing this mapping, we obtain the game magnetization $m_g$ for a general social dilemma game in thermodynamic or infinite player limit as-

$$m_g = \frac{\sinh \left( \frac{a + b - c - d}{4T} \right)}{\sqrt{e^{\frac{a + b - c - d}{2T}} + \sinh^2 \left( \frac{a + b - c - d}{4T} \right)}} \quad (23)$$

where $T = \left( k_B \beta \right)^{-1}$ is game temperature with $k_B$ being Boltzmann constant and $\beta$ being the inverse temperature. $m_g$ is the difference between fraction of players who have selected strategy $s_1$ and strategy $s_2$, analogous to that of magnetization in Ising model. The temperature $T$ in social dilemmas is interpreted as amount of randomness allowed in selection of strategies by players. $T \to \infty$ implies that players choose their strategies at random while $T \to 0$ implies that no randomness is allowed in selection of strategies by the players.

To derive game susceptibilities, we differentiate game magnetization $m_g$ in Eq. (23) by the four payoffs to obtain their respective susceptibilities. In general, there will be four susceptibilities corresponding to each of four payoff parameters $a, b, c, d$ of the game as-

$$\chi_a = \frac{\partial m_g}{\partial a}, \quad \chi_b = \frac{\partial m_g}{\partial b}, \quad \chi_c = \frac{\partial m_g}{\partial c}, \quad \chi_d = \frac{\partial m_g}{\partial d}. \quad (24)$$

Since $m_g = n_{s_1} - n_{s_2}$, where $n_{s_1}$ and $n_{s_2}$ are the fraction of players selecting strategy $s_1$ and $s_2$ respectively, and $n_{s_1} + n_{s_2} = 1$, we can write the game susceptibility in terms of fraction of players selecting a particular strategy in response to change in payoffs as

$$\chi_u = 2 \frac{\partial n_{s_1}}{\partial u} \quad (25)$$

where, $u$ can be any of the payoff parameters and $n_{s_1}$ is the fraction of players playing strategy $s_1$. In the following sections, we take a look at thermodynamic susceptibilities in context of Prisoner’s dilemma, Hawk-Dove game and finally the Quantum Prisoner’s Dilemma(QPD).

\section*{III. PRISONER’S DILEMMA}

\subsection*{A. Game magnetization in thermodynamic limit of Prisoner’s Dilemma}

Prisoner’s dilemma consists of two suspects who have been caught by police and are being separately interrogated for their crimes. Each suspect has two choices, to cooperate (C) with other suspect and not confess to the crime or to defect (D) against other suspect and blame him/her for the crime. The payoff matrix is

$$S = \begin{pmatrix} C & D \\ r & t, s, p & p, p \end{pmatrix}, \quad (26)$$

where $r$ is reward, $t$ is temptation, $s$ is sucker’s payoff and $p$ is punishment with the condition on parameters being $t > r > p > s$. The standard values for $r, s, t, p$ are $r = 3$, $t = 5$, $s = 0$ and $p = 1$ [11]. Of course, as long as inequality $t > r > p > s$ is respected, we can vary the payoffs as $0 \leq s < 1, 1 \leq p < 3, 3 \leq r < 5$ and $t \geq 5$. The payoff matrix is understood as follows: payoff of reward $r$ implies a jail time of about 1 year, temptation $t$ implies no jail time for suspect. The sucker’s payoff $s$ implies a life term and punishment payoff $p$ implies a jail time of 10 years. It can be easily seen from comparison of general payoff matrix(16) and payoff matrix of Prisoner’s dilemma(26) that $a = r, b = s, c = t$ and $d = p$. Each suspect in this case is better off by defecting, since if one player defects while other cooperates then cooperating player will have a greater loss, hence Nash equilibrium is to defect, irrespective of the other player’s choice. But prisoners can definitely do better if both of them choose to cooperate, hence the dilemma. We get equivalent $J$ and $h$ parameters for the Prisoner’s Dilemma from Eq. (22) as

$$J = \frac{r - t + p - s}{4} \quad \text{and} \quad h = \frac{r + s - t - p}{4}. \quad (27)$$

Thus, game magnetization $m_g$ in thermodynamic limit of Prisoner’s dilemma is

$$m_g = \frac{\sinh \left( \frac{r + s - t - p}{4T} \right)}{\sqrt{\sinh^2 \left( \frac{r + s - t - p}{4T} \right) + e^{\frac{(t - s + p - r)}{4T}}}} \quad (28)$$

In limit of $T \to 0$, magnetization $m_g \to -1$, i.e., all players defect which is Nash equilibrium predicted by the two player case. At $T \to \infty$, $m_g \to 0$ as players select their strategies at random, leading to equal proportion of cooperators and defectors.

\subsection*{B. Thermodynamic Susceptibility in Prisoner’s Dilemma}

Following definition of susceptibility for general infinite player game given in Section II B, we have four susceptibilities associated with each of four payoffs, namely reward susceptibility $\chi_r$, punishment susceptibility $\chi_p$, temptation susceptibility $\chi_t$ and sucker’s susceptibility $\chi_s$. The four susceptibilities are directly proportional to rate of change in number of cooperators as-

$$\chi_a = 2 \frac{\partial n_{s_1}}{\partial u}, \quad (29)$$
where \( a \) is one of the four payoffs’ and \( n_C \) is number of cooperators. In the following sections, we address all four susceptibilities.

**Reward Susceptibility**

The expression for reward susceptibility \( \chi_r \) is

\[
\chi_r = \frac{\partial m_g}{\partial r} = \frac{e^{\frac{e^{\frac{r}{T}}}{4T}} (2y + \cosh(\frac{p + r + s - t}{4T}))}{4T \sqrt{e^{\frac{r + s - t}{4T}} + y^2 \left( e^{\frac{r}{T}} + y^2 + e^{\frac{s}{T}} \right)}},
\]

where \( y = \sinh(\frac{p + r + s - t}{4T}) \). In limit \( T \to 0 \), \( \chi_r \to 0 \). This is so because for \( T \to 0 \), all players choose to defect while in limit \( T \to \infty \), \( \chi_r \to 0 \) as all players choose their strategies at random. Hence, fraction of players in switching their strategies is completely random and net rate is zero on average. Compared to game magnetization \( (m_g) \) in which \( n_D > n_C \), regardless of the reward \( r \). Game susceptibility \( (\chi_r) \) changes sign, i.e., \( \frac{\partial n_C}{\partial r} > \frac{\partial n_D}{\partial r} \).

The plot in Fig. 2(b) depicts variation of reward susceptibility as a function of reward \( r \) in Prisoner’s dilemma. The rate at which players switch their strategies in response to change in reward is heavily dependent on game temperature \( T \). At lower game temperatures, reward susceptibility is negative whereas at higher game temperatures reward susceptibility can cross over to positive values, implying that rate of change of players from defect to cooperate exceeds rate of change of players from cooperate to defect. This positive value of susceptibility implies that at higher game temperatures players are vulnerable to increase in reward. A small increase in reward makes the players switch to cooperate. From Fig. 2(a), the plot of game magnetization \( (m_g) \), this isn’t obvious, since \( m_g < 0 \) always, irrespective of the reward. The plot of game susceptibility \( (\chi_r) \) show that players are always vulnerable to reward. Any increase in reward makes them change faster to cooperate than to defect.

**Punishment Susceptibility**

Expression of punishment susceptibility \( \chi_p \) is

\[
\chi_p = \frac{\partial m_g}{\partial p} = -\frac{e^{\frac{e^{\frac{p}{T}}}{4T}} \left( \cosh(\frac{p + r + s - t}{4T}) - 2y \right)}{4T \sqrt{e^{\frac{r + s - t}{4T}} + y^2 \left( e^{\frac{p}{T}} + y^2 + e^{\frac{s}{T}} \right)}},
\]

where \( y = \sinh(\frac{p + r + s - t}{4T}) \). In the limit of \( T \to 0 \), \( \chi_p \to 0 \) as all players choose to defect. From the two-player case, it is evident that if any player switches to cooperate, they face a loss. On the other hand, in limit of \( T \to \infty \), we find that \( \chi_p \to 0 \), as all players change their strategies at random, which leads to net zero rate of players changing their strategies on average. The plot in Fig. 3(b) depicts variation of punishment susceptibility as a function of punishment \( p \) in Prisoner’s dilemma. Punishment susceptibility is always negative in response to change in punishment as shown in Fig. 3(b), which implies that players prefer to switch to defect. Like the game magnetization \( (m_g) \), punishment susceptibility \( (\chi_p) \) also doesn’t change with respect to \( p \), implying no further information is gained from the susceptibility. Also, it can be observed that punishment susceptibility diminishes as punishment increases since most players choose defect, and hence the net fraction of players who can switch to defect decreases. Any increase in punishment in PD doesn’t lead to any change in player’s behavior.

**Temptation Susceptibility**

The expression for temptation susceptibility \( \chi_t \) is

\[
\chi_t = \frac{\partial m_g}{\partial t} = -\frac{e^{\frac{e^{\frac{t}{T}}}{4T}} (2y + \cosh(\frac{p + r + s - t}{4T}))}{4T \sqrt{e^{\frac{r + s - t}{4T}} + y^2 \left( e^{\frac{t}{T}} + y^2 + e^{\frac{s}{T}} \right)}},
\]

where \( y = \sinh(\frac{p + r + s - t}{4T}) \). In limit \( T \to 0 \), \( \chi_t \to 0 \). Here, in absence of any randomness in strategy selection, all players select Nash Equilibrium (Defect strategy). Hence, rate of switching strategies approaches zero. On the other hand, \( \chi_t \to 0 \) as \( T \to \infty \) as all players choose their strategies at random, so net rate at which players switch their strategies is zero. Unlike game magnetization \( (m_g) \) vs. \( t \) in Fig. 4(a), for which \( n_D > n_C \) always, the game susceptibility has opposite sign, meaning \( \frac{\partial n_C}{\partial t} > \frac{\partial n_D}{\partial t} \) thus the rate of change to cooperative behavior is greater due to change in temptation. Thus at the macroscopic level while defectors dominate regardless of temptation, for small changes in temptation the rate of change of players to cooperation always increases.

The plot in Fig. 4(b) shows variation of temptation susceptibility as a function of temptation \( t \). The temptation susceptibility is always positive in response to change in temptation, as in Fig. 4(b). This implies that rate of players switching to cooperate strategy is always more than rate of switching to defect strategy. This positive susceptibility results in overall increase in number of cooperators in the game.

**Sucker’s Susceptibility**

The expression for sucker’s susceptibility \( \chi_s \) is

\[
\chi_s = \frac{\partial m_g}{\partial s} = \frac{e^{\frac{e^{\frac{s}{T}}}{4T}} \left( \cosh(\frac{p + r + s - t}{4T}) - 2y \right)}{4T \sqrt{e^{\frac{r + s - t}{4T}} + y^2 \left( e^{\frac{s}{T}} + y^2 + e^{\frac{t}{T}} \right)}},
\]

where \( y = \sinh(\frac{p + r + s - t}{4T}) \). In limit \( T \to 0 \), \( \chi_s \to 0 \). Hence, rate of switching strategies approaches zero.
Figure 2: Plots of (a) game magnetization $m_g$, and (b) reward susceptibility $\chi_r$ versus reward payoff ($r$) for different game temperatures $T$. Rest of payoffs are: $t = 5, s = 0$ and $p = 1$.

Figure 3: Plots of (a) game magnetization $m_g$ and (b) punishment susceptibility $\chi_p$ versus punishment payoff $p$ for different game temperatures $T$. Rest of payoffs, $t = 5, s = 0$, and $r = 3$.

where $y = \sinh \left( \frac{-p + r + s - t}{2T} \right)$. $\chi_s \to 0$ for both limits of $T \to 0$ and $T \to \infty$. In limit of $T \to 0$, we find that players are unwilling to switch their strategies from Nash Equilibrium without any randomness. In limit of $T \to \infty$, players choose their strategies at random, so the net rate of players switching their strategies is zero. Again similar to temptation, while at the macroscopic level $n_D > n_C$ as in Fig. 5(b). When looking at microscopic changes to sucker’s payoff we see $\frac{\partial n_C}{\partial s} > \frac{\partial n_D}{\partial s}$ so players are sensitive to change in sucker’s payoff, tending to cooperate. Plot for sucker’s susceptibility as a function of sucker’s payoff $s$ is given in Fig. 5(b). Here, sucker’s susceptibility is positive, implying that rate of change of players from defect to cooperate strategy is higher than rate of change from cooperate to defect strategy. This results in net increase in cooperators numbers.

IV. HAWK-DOVE GAME

Hawk-Dove Game is another well-known 2-player 2-strategy game[1] in which two players contest over a shared resource of value $V$. There is possibility of conflict which inflicts upon both an injury cost $C$ with, $C > V > 0$. Each player can have two possible strategies. The players who adopt “Hawk” strategy show aggressive tendencies and are willing to fight over the resource even at risk of injury. On the other hand, players adopting “Dove” type behavior will not actively try to enter into a conflict, instead, they will try to share the resource or will back away at sign of danger. Denoting Hawk strategy by $H$ and Dove strategy by $D$, the payoff matrix[12] of this game is

$$G = \begin{pmatrix}
Hawk(H) & Hawk(D) \\
Dove(H) & Dove(D)
\end{pmatrix} = \begin{pmatrix}
\frac{V-C}{2} & V \\
0 & \frac{V+C}{2}
\end{pmatrix}.	ag{34}
$$

Comparing payoff matrix, Eq. (34) with general payoff matrix Eq. (16), we have $a = (V - C)/2$, $b = V$, $c = 0$ and $d = V/2$. For this game there are two pure strategy Nash Equilibria: $(H, D)$ and $(D, H)$ and a mixed strategy Nash Equilibrium $(\sigma, \sigma)$, where $\sigma = p.H + (1 - p).D$, with $p = \frac{V}{2}$ being probability of displaying ”Hawk” like
behavior. Similar to Prisoner’s dilemma, we map ”Hawk-Dove Game” to Ising model in the thermodynamic limit. The corresponding transformations are \( \lambda = -\frac{V - C}{4} \) and \( \mu = -\frac{3V}{4} \) as explained in Section II B. The payoff matrix for row player after transformation becomes

\[
G = \begin{pmatrix}
Hawk(H) & turn(D) \\
Dove(D) & -\frac{V - C}{4} & \frac{1}{4} \\
& -\frac{V - C}{4} & \frac{1}{4}
\end{pmatrix}
\]  

(35)

The +1 spin state is mapped to ”Hawk” strategy while −1 spin is mapped to ”Dove” strategy. From Ising game matrix Eq. (21), we have ‘\( J \)’ and ‘\( h \)’ factors for the Hawk-Dove game as

\[
J = -\frac{C}{8} \quad \text{and} \quad h = \frac{2V - C}{4}.
\]  

(36)

The game magnetization calculated from Eq. (23) for Hawk-Dove game is then

\[
m_g = \frac{\sinh \left( \frac{2V - C}{4T} \right)}{\sqrt{\sinh^2 \left( \frac{2V - C}{4T} \right) + e^{C/4}}}.
\]  

(37)

At \( T \to 0 \), \( m_g \to 0 \), signifying that fraction of Hawks and Doves are equal due to nearest neighbor players selecting opposite strategies to minimize their losses. At \( T \to \infty \), \( m_g \to 0 \) as all players choose their strategies at random, which leads to players selecting Hawk and Dove in equal proportion.
A. Thermodynamic Susceptibility in Hawk-Dove Game

The game susceptibilities for Hawk-Dove Game are calculated from game magnetization Eq. (37) as

$$\chi_V = \frac{\partial m_g}{\partial V}, \quad \chi_C = \frac{\partial m_g}{\partial C},$$

where $\chi_V$ is resource susceptibility and $\chi_C$ is cost susceptibility. Further, using $m_g = n_H - n_D$, where $n_H$ and $n_D$ are fraction of players selecting Hawk and Dove strategies respectively, and as $n_H + n_D = 1$, we express the game susceptibilities as

$$\chi_q = 2\frac{\partial n_H}{\partial q} \text{ with } q = C, V.$$

The resource susceptibility calculated from Eq. (38) is

$$\chi_V = \frac{e^{\frac{C}{T}} \cosh \left( \frac{2V - C}{4T} \right)}{2T \left( \sinh^2 \left( \frac{2V - C}{4T} \right) + e^{\frac{C}{T}} \right)^{3/2}}.$$  \hspace{1cm} (40)

In the limit $T \to 0, \chi_V \sim \exp(-T^3)$ for both $V \to C$ and $V \to 0$. At $T = 0, \chi_V \propto V$ for $V \to 0$ and $V \to C$. At infinite temperature ($T \to \infty$) $\chi_V \to 0$ due to complete randomness in strategy selection by players. The plot for resource susceptibility $\chi_V$ versus resource value $V$ in Fig. 6(b) shows that rate of transition of strategies has a minima at $V = C/2$ for all $T$. The susceptibility is at a minimum for $V = C/2$ as it represents an inflexion point. The resource susceptibility $\chi_V$ is always positive, implying that rate of change of players from Dove to Hawk is higher than rate of change from Hawk to Dove. Overall, this implies that fraction of players playing Hawk increases as resource value increases but the rate of change from Dove to Hawk behavior or vice-versa crucially depends on the value of the resource.
The cost susceptibility calculated from Eq. (38) is
\[
\chi_C = \frac{\partial m_g}{\partial C} = \frac{e^{\frac{\beta T}{2}}}{4T} \left( \sinh \left( \frac{V}{2T} \right) + \cosh \left( \frac{V}{2T} \right) \right)^{3/2}.
\]

In the limit \( T \to 0 \), \( \chi_C \sim \exp(-T^2) \) as \( V \to C \) and \( \chi_C \to 0 \) as \( V \to 0 \). At \( T = 0 \), \( \chi_C \propto (V - C) \) for \( V \to C \), and for \( T \to \infty \), \( \chi_C \to 0 \) due to complete randomness in strategy selection by players, which results in equal proportion of Hawk players increases with increasing cost. Next, we check for a quantum game.

V. QUANTUM PRISONER’S DILEMMA

The Quantum Prisoner’s Dilemma (QPD) game was first proposed by Eisert, et. al.,[13] in which players are each assigned a qubit, which is in a superposition of states \(|C\rangle \) and \(|D\rangle \), represented in 2D Hilbert space as
\[
|C\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \quad |D\rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]

|C⟩ and |D⟩ represent states of cooperation and defection respectively in analogy with the classical PD game. The strategy to be employed by each player is given by unitary operator \( U(\theta, \phi) \), as
\[
U(\theta, \phi) = \begin{bmatrix} e^{i\phi} \cos(\theta/2) & \sin(\theta/2) \\ -\sin(\theta/2) & e^{-i\phi} \cos(\theta/2) \end{bmatrix}.
\]

Here, \( \theta \in [0, \pi] \) and \( \phi \in [0, \pi/2] \). The classical operations of cooperate and defect can be represented as \( U(0,0) = I \) and \( U(0, \pi) = X \) respectively (\( I \) is identity matrix while \( X = \sigma_x \) is the Pauli matrix). Before players are allowed to operate their strategies on their respective qubits, their respective qubits are entangled by entanglement operator \( J(\gamma) \). It is given by
\[
J(\gamma) = \cos \left( \frac{\gamma}{2} \right) I \otimes I + i \sin \left( \frac{\gamma}{2} \right) Y \otimes Y.
\]

where \( Y = i \sigma_y \). The game begins by letting both players (say A and B) have a qubit of their own, in \( |C\rangle \) state. Next, the entangling operator \( J(\gamma) \) acts upon both qubits to entangle them. After this, both players choose an operator \( U \) and apply it to their qubit. Finally, before the qubits are measured, a disentangling operator \( J^\dagger(\gamma) \) is applied to the entangled state and payoffs are calculated via taking inner product of states \(|CC\rangle \), \(|DC\rangle \), \(|CD\rangle \) and \(|DD\rangle \) with the final state \(|\psi_f\rangle \), and multiplying with corresponding classical payoffs for states, we have payoffs for players A (\( S_A \)) and B (\( S_B \)) as
\[
S_A = rP_{CC} + pP_{DD} + tP_{DC} + sP_{CD},
\]

and,
\[
S_B = rP_{CC} + pP_{DD} + sP_{DC} + tP_{CD},
\]

where, \( P_{CC} = |\langle CC|\psi_f\rangle|^2 \), \( P_{CD} = |\langle CD|\psi_f\rangle|^2 \), \( P_{DC} = |\langle DC|\psi_f\rangle|^2 \), and \( P_{DD} = |\langle DD|\psi_f\rangle|^2 \), \( |\psi_f\rangle \) being final state of the qubits after execution of game. One can also have a quantum operator \( Q = iZ \), where \( Z = \sigma_z \). In this case, including all classical and quantum strategies, the payoff matrix of QPD is
\[
G = \begin{pmatrix}
C & D & Q \\
C & r, r & s, t & l_1, l_1 \\
D & l_1, l_1 & t, s & p, p & l_3, l_2 \\
Q & l_2, l_3 & p, p & r, r
\end{pmatrix},
\]

where \( l_1 = r \cos^2(\gamma) + p \sin^2(\gamma) \), \( l_2 = s \cos^2(\gamma) + t \sin^2(\gamma) \) and \( l_3 = t \cos^2(\gamma) + s \sin^2(\gamma) \). When entanglement between players is maximal (\( \gamma = \pi/2 \)), the payoff matrix with \( r = 3, s = 0, p = 1 \) and \( t = 5 \) becomes
\[
G = \begin{pmatrix}
C & D & Q \\
C & 3, 3 & 5, 0 & 1, 1 \\
D & 5, 0 & 1, 1 & 0, 5 \\
Q & 1, 1 & 5, 0 & 3, 3
\end{pmatrix},
\]

and Nash equilibrium is the quantum strategy (Q,Q) with a payoff of (3,3) for each player. For extending the game to thermodynamic limit by mapping to Ising model, we must perform some modifications to game setup to incorporate entanglement between players. Each site in the Ising chain is occupied by two players who play a two-player QPD. Each site interacts with its nearest-neighbor site via classical coupling \( J \). The sites in Ising chain are influenced by equivalent external factor \( h \) to behave similarly. A schematic to understand the setup of QPD in thermodynamic limit is given in Fig. 8.

![Figure 8: Extending the Quantum Prisoner’s Dilemma to thermodynamic limit. Each site (ellipse) consists of two players who play the two-player quantum prisoner’s dilemma. The sites are connected via coupling \( J \) and all the sites are influenced by the external field \( h \).](image)

In Ising model compares the fraction of up spins with the number of down spins in the chain, we break the payoff matrix of the QPD(47) into \( 2 \times 2 \) matrix such that the quantum strategy can be compared against a classical strategy. So, we have two cases for the QPD: Quantum vs. Cooperate and Quantum vs. Defect case[2]. The case
of Quantum vs. Cooperate has payoff matrix given as:

\[
G = \begin{pmatrix}
Q & C \\
Q & r \cos^2(\gamma) + p \sin^2(\gamma) & r \\
Q & r \cos^2(\gamma) + p \sin^2(\gamma) & r \\
C & r & r \cos^2(\gamma) + p \sin^2(\gamma) \\
C & r & r \\
\end{pmatrix}.
\]

Using a method similar to derivation of Eq. (22), we obtain relations for the 'J' and 'h' as

\[
J = \frac{(r - p) \sin^2(\gamma)}{2} \quad \text{and} \quad h = 0.
\]

Using these relations, we get \( m_g = 0 \), i.e., fraction of players playing Quantum and Cooperate are identical. It follows from here that corresponding susceptibilities are zero for Quantum vs. Cooperate. Hence, we do not further analyze this case and concentrate on the Quantum vs. Defect case in the thermodynamic limit. For case of Quantum vs. Defect case, corresponding reduced payoff matrix is given as

\[
G = \begin{pmatrix}
Q & D \\
Q & r + s \cos^2(\gamma) + t \sin^2(\gamma) & s \\
Q & r + s \cos^2(\gamma) + t \sin^2(\gamma) & t \\
D & s & s \\
D & t \cos^2(\gamma) + s \sin^2(\gamma) & p \\
D & t \cos^2(\gamma) + s \sin^2(\gamma) & p \\
\end{pmatrix}.
\]

We derive the 'J', 'h' relations by using a similar procedure as used in Section II B as

\[
J = \frac{r + p - t - s}{4} \quad \text{and} \quad h = \frac{r - p + (s - t) \cos(2\gamma)}{4}.
\]

The game magnetization for the Quantum vs. Defect is then

\[
m_g = \frac{\sinh \left( \frac{-p+r+\cos(2\gamma)(s-t)}{4T} \right)}{\sqrt{\sinh^2 \left( \frac{-p+r+\cos(2\gamma)(s-t)}{4T} \right) + e^{-\frac{p-r+2st}{4}}}}. \tag{53}
\]

From expression of game magnetization, we find that magnetization switches from negative to positive as entanglement increases. The transition from the "quantum" to "defect" occurs at

\[
\gamma_0 = \frac{1}{2} \arccos \frac{r - p}{t - s}. \tag{54}
\]

\( \gamma_0 \approx 0.579 \) for \( r = 3, s = 0, p = 1 \) and \( t = 5 \) as shown in (9) and is independent of \( T \). It should be however, noted that \( \gamma_0 \) does not mark a point of phase transition as neither the magnetization is discontinuous there, nor is it accompanied by any form of divergent susceptibility, as will be seen in Section VI. For the range of payoffs of \( 0 \leq s < 1, 1 \leq p < 3, 3 \leq r < 5, 5 \leq t < 7 \), the point of transition \( \gamma_0 \) lies in the range \((0, \pi/4)\).

The game susceptibilities for QPD are derived by taking derivative of game magnetization \( m_g \) with each of four payoff parameters. The susceptibilities for QPD are proportional to rate of change in fraction of quantum players, i.e., \( \chi_k = \frac{\partial m_g}{\partial k} \) where \( k \) can be either \( r, s, t, p \) and \( n_C \) is the fraction of cooperators. We do not define any susceptibility for entanglement parameter \( \gamma \) as entanglement among the qubits is not controlled by players’ actions but is introduced via the game setup. Further, when entanglement \( \gamma \) is zero, the game becomes equivalent to the classical Prisoner’s Dilemma.

VI. SUSCEPTIBILITY IN THERMODYNAMIC LIMIT OF QUANTUM PRISONER’S DILEMMA

We analyze the four susceptibilities as a function of four payoffs as well as entanglement in this section. In this game, the four susceptibilities are defined in same manner as susceptibilities defined in III B. We analyze the susceptibilities at finite temperature in Sections VI A to VI D. The special case of \( T \to 0 \) and \( T \to \infty \) case are analyzed in VI E.

A. Reward Susceptibility

The reward susceptibility for QPD calculated from (53) is

\[
\chi_r = \frac{\partial m_g}{\partial r} = \frac{e^\frac{-y}{T} \left( 2y + \cosh \left( \frac{-p+r+\cos(2\gamma)(s-t)}{4T} \right) \right)}{4T \sqrt{y^2 + e^\frac{-y}{T}}} \tag{55}
\]

where \( y = \sinh \left( \frac{-p+r+\cos(2\gamma)(s-t)}{4T} \right) \). In Fig. 10(a), we plot the variation of game magnetization versus reward \( r \) at \( T = 0.33 \) for different \( \gamma \). We observe that major-ity of players for \( \gamma_0 < \gamma < \pi/2 \) choose quantum over defect strategy. The plots of reward susceptibility as a function of reward \( r \) is given in Fig. 10(b) for particular values of entanglement at \( T = 0.33 \) while variation of reward susceptibility versus entanglement \( \gamma \) for specific payoffs is given in Fig. 10(c) at different game temperatures. From Fig. 10(b), we observe that increasing reward for higher entanglement values increases rate at which players choose quantum strategy as reward suscep-
tibility is positive, implying that rate of change of players from defect to quantum is higher than rate of change from quantum to defect. This implies that fraction of players selecting a quantum strategy increases, as can be seen in Fig. 10(a). At maximal entanglement, reward susceptibility is zero at low $T$ as all players choose quantum strategy as shown in Fig. 10(b). In Fig. 10(c), for $\gamma < \gamma_0$, reward susceptibility is negative implying that for low values of entanglement, rate of players changing to defect is more while for $\gamma > \gamma_0$, the reward susceptibility is positive, implying that reward promotes switching to quantum at higher entanglement. At maximal entanglement, $\chi_r \to 0$ for low $T$, implying that the effect of reward on the players becomes negligible. Further, there is no phase transition as the susceptibility does not diverge at any point.

B. Sucker’s Susceptibility

The sucker’s susceptibility for QPD calculated from Section V is

$$\chi_s = \frac{\partial m_s}{\partial s} = \frac{e^{\frac{4i}{\pi}}(\cos(2\gamma)\cosh\left(\frac{-p+r+c(2\gamma)(s-t)}{4T}\right) - 2y)}{4T\sqrt{y^2 + e^{-\frac{4i}{\pi}r}}(e^{\frac{4i}{\pi}r}y^2 + e^{\frac{4i}{\pi}r})}$$

where $y = \sinh\left(\frac{-p+r+c(2\gamma)(s-t)}{4T}\right)$. In Fig. 11(a), we observe that at $\gamma = \gamma_0$, the fraction of quantum and defect population in the game are weakly affected by change in sucker’s payoff. On the other hand, at maximal entanglement ($\gamma = \pi/2$), we find that game magnetization decreases with increase in sucker’s payoff $s$, implying that sucker’s payoff increases the fraction of defectors in the game. The plots of sucker’s susceptibility as a function of sucker’s payoff $s$ is given in Fig. 11(b) for some values of entanglement while variation of sucker’s susceptibility with entanglement $\gamma$ is given in Fig. 11(c) for different game temperatures. At $\gamma_0$ for low $T$, sucker’s susceptibility is almost zero, as can be seen in Fig. 11(b). This is so as fraction of quantum and defect players are almost equal and fixed. At maximum entanglement, sucker’s susceptibility becomes negative and decreases as sucker’s payoff is increased. This implies that rate of change from quantum to defect is higher than vice-versa, which increases proportion of defectors. In Fig. 11(c), for $\gamma < \gamma_0$, sucker’s susceptibility is positive, implying that at low entanglement, change in sucker’s payoff promotes players to select quantum, while for $\gamma > \gamma_0$, sucker’s susceptibility transitions to negative values, implying that sucker’s payoff at higher entanglement, makes players select defect over quantum strategy. At maximal entanglement, the effect of sucker’s payoff on players is non-existent at low $T$. Further, there is no phase transition in the game at finite $T$ as susceptibility does not diverge at any value of entanglement.

C. Temptation Susceptibility

The temptation susceptibility for QPD calculated from Section V is

$$\chi_t = \frac{\partial m_t}{\partial t} = -\frac{e^{\frac{4i}{\pi}}(2y + \cos(2\gamma)\cosh\left(\frac{-p+r+c(2\gamma)(s-t)}{4T}\right))}{4T\sqrt{y^2 + e^{-\frac{4i}{\pi}r}}(e^{\frac{4i}{\pi}r}y^2 + e^{\frac{4i}{\pi}r})}$$

where $y = \sinh\left(\frac{-p+r+c(2\gamma)(s-t)}{4T}\right)$. The game magnetization as a function of temptation $t$ at game temperature $T = 0.33$ for different entanglement values is given in Fig. 12(c). We observe that at $\gamma = \gamma_0$, the game magnetization ($m_g$) is nearly constant in response to change in temptation $t$ while at $\gamma = \pi/2$, i.e., maximal entanglement, $m_g$ decreases slightly as temptation increases, implying that temptation aids the defector population. The plots of temptation susceptibility as a function of temptation $t$ is given in Fig. 12(b) for some entanglement values while variation of temptation susceptibility with entanglement $\gamma$ is shown in Fig. 12(c) for particular game temperatures $T$. In Fig. 12(b), we observe that temptation susceptibility at entanglement $\gamma_0$ is weakly dependent on temptation $t$. At maximal entanglement, however, temptation susceptibility is negative and decreases as temptation increases, implying that fraction of defectors increases as temptation is increased. In Fig. 12(c), for $\gamma < \gamma_0$, players prefer to switch to quantum as temptation susceptibility is positive, while for $\gamma > \gamma_0$, players switch to defect preferentially as temptation susceptibility becomes zero at maximal entanglement, implying players are not influenced by temptation. For low $T$, temptation susceptibility becomes zero at maximal entanglement, implying that players are not influenced by temptation. There is no phase transition involved for finite $T$ since susceptibility does not diverge for any value of $\gamma$.

D. Punishment Susceptibility

The punishment susceptibility for QPD calculated from Eq. (53) is

$$\chi_p = \frac{\partial m_p}{\partial p} = -\frac{e^{\frac{4i}{\pi}}\left(\cosh\left(\frac{-p+r+c(2\gamma)(s-t)}{4T}\right) - 2y\right)\left(\frac{-p+r+c(2\gamma)(s-t)}{4T}\right)}{4T\sqrt{y^2 + e^{-\frac{4i}{\pi}r}}(e^{\frac{4i}{\pi}r}y^2 + e^{\frac{4i}{\pi}r})}$$

where $y = \sinh\left(\frac{-p+r+c(2\gamma)(s-t)}{4T}\right)$. The game magnetization $m_g$ versus the punishment $p$ for $T = 0.33$ and at different entanglement values is shown in Fig. 13(a). We observe that at $\gamma = \gamma_0$, punishment promotes the population of defectors in the game. At maximal entanglement, punishment has no effect on the players in the game as game magnetization is constant. Plots for punishment susceptibility as function of punishment $p$ are given in Fig. 13(b) for some values of entanglement.
while variation of punishment susceptibility with entanglement $\gamma$ is given in Fig. 13(c) for some game temperatures. We observe from Fig. 13(b) that punishment susceptibility is negative at entanglement $\gamma_0$, implying that rate of change of players from quantum to defect is more than vice-versa. At maximal entanglement, punishment does not affect players as punishment susceptibility is zero. In Fig. 13(c), punishment susceptibility is positive for $\gamma > \gamma_0$, implying punishment $p$ promotes transition to quantum strategy. On the other hand, in the domain $\gamma < \gamma_0$, punishment susceptibility is negative, implying that at low entanglement, punishment induces players to defect. The finiteness of susceptibility for all entanglement $\gamma$ implies the absence of a phase transition in the game. In the next section, we look at the susceptibilities and the magnetization in the zero temperature limit.

E. Payoff susceptibilities in QPD for $T \to 0$ and $T \to \infty$ limit.

In the previous four subsections, we have analyzed the payoff susceptibilities in case of QPD for a wide range of parameters. We have explicitly looked at both low and high $T$ in case of Fig. 10(c), 11(c), 12(c) and 13(c). In the limit $T \to \infty$, we find that all four susceptibilities reduce to zero. This is because the players select their strategies at random which leads to net zero rate of players switching their strategies.

Considering the limit $T \to 0$, we find that transition point for the game at finite temperature $\gamma_0$, defined in Eq. (54) is independent of the temperature $T$ as the influence of classical coupling is negated by the local entanglement at a site, irrespective of randomness imposed in the strategy selection in the game. Plotting the game magnetization in Fig. 14(a) in the limit $T \to 0$, we observe that there are two transition points, where the magnetization of the game changes. At entanglement $\gamma_1$, we find that the magnetization changes from $-1$ to $0$, while at $\gamma_2$, we observe the magnetization change from $0$ to $+1$, with $\gamma_1 < \gamma_2$. Accordingly, we have three phases in the game, namely, the classical phase which exists for $0 < \gamma < \gamma_1$ in which the classical coupling dominates the choice of players and influences players to choose defect. The second phase exists for the entanglement range of $\gamma_1 < \gamma < \gamma_2$. In this phase, the influence of classical coupling between sites and the entanglement at a site completely cancel each other out, which leads to players selecting their strategies at random. The third phase exists in the range $\gamma_2 < \gamma < \pi/2$ in which the stra-
Figure 12: Plot of game magnetization(a) and temptation susceptibility(b) as a function of temptation $t$ for different values of entanglement $\gamma$ at $T = 0.33$ (payoffs: $r = 3, s = 0 & p = 1$).(c) Plot of temptation susceptibility $\chi_t$ versus entanglement $\gamma$ (payoffs: $r = 3, s = 0, t = 5 & p = 1$).

Figure 13: Plot of game magnetization(a) and punishment susceptibility (b) as a function of punishment $p$ for different values of entanglement $\gamma$ at $T = 0.33$ (payoffs: $r = 3, s = 0 & t = 5$).(c) Plot of punishment susceptibility $\chi_p$ versus entanglement $\gamma$ (payoffs: $r = 3, s = 0, t = 5 & p = 1$).

Figure 14: Plots showing the critical entanglement $\gamma_0$ for different values of $T$.(a) $T = 1.00$.(b) $T = 0.50$.(c) $T = 0.33$.

Energy selection in governed by the entanglement, which influences players to select quantum strategy. Since the game magnetization curve is discontinuous at $\gamma_1$ and $\gamma_2$ for $T \to 0$, we find that all four susceptibilities diverge for these two points identically. The phase transition is second-order as the susceptibility in the game diverges at $\gamma_1$ and $\gamma_2$ [8, 14]. The phase transition is similar to the ferromagnet-paramagnet phase transition and the superconductor-normal metal phase transition as the magnetic susceptibility diverges near the critical points, similar to divergence of game susceptibilities near the critical entanglement[3].

To find an analytic expression for $\gamma_1$ and $\gamma_2$, we solve the equation

$$\sinh^2\left(\frac{r - p + \cos(2\gamma)(s - t)}{4T}\right) = \exp\left(\frac{s + t - r - p}{T}\right)$$

for $\gamma$ while ensuring that the condition $t > r > p > s$ holds. Eq. (59) can be obtained from either magnetization(53) or the susceptibility expressions (55,56,57) and (58). The analytic forms for $\gamma_1$ and $\gamma_2$ are

$$\gamma_1 = \frac{1}{2} \arccos\left(\frac{3p + r - 2(s + t)}{s - t}\right),$$

and

$$\gamma_2 = \frac{1}{2} \arccos\left(\frac{3r - p + 2(s - t)}{s - t}\right).$$

(61)

with $\gamma_1 \approx 0.321$ and $\gamma_2 \approx 0.785$ in Figs. 14(a) and 14(b) respectively. The solutions of Eq. (59) are valid as long as the condition $p + r < s + t$ is satisfied. This provides the condition for the existence of random phase in the game. If the condition $p + r < s + t$ is not satisfied, then there are only two phases in the game, namely the defect phase which exists for $0 < \gamma < \gamma_0$ and quantum phase, which exists for $\gamma_0 < \gamma < \pi/2$, where $\gamma_0$ is the point of phase transition at $T \to 0$ has been defined in Eq. (54), an example for which has been plotted in Fig. 14(c). $\gamma_0$ is the point of phase transition only at $T \to 0$ since magnetization becomes discontinuous only at $T \to 0$, which is the hallmark of a phase transition[8, 14]. For all other finite temperatures, $\gamma_0$ marks the point of transition where the dominant strategy of the game changes.

**Analogy with type-II superconductors**

At $T \to 0$, we observe two second order phase transitions for the QPD, this is similar to what is seen in type-II superconductors below the critical temperature...
Figure 14: Plot of (a) game magnetization and (b) punishment susceptibility versus entanglement $\gamma$ in the $T \to 0$ limit. (All the other susceptibilities (reward, sucker’s and temptation) show identical behavior to punishment susceptibility.) Here, $r = 3, s = 0, t = 5$ and $p = 1$. (c) plots the punishment susceptibility and the game magnetization for a case where the random phase does not exist. Here, $r = 3, s = 0, t = 5$ and $p = 2$.

The quantum phase in the QPD game existing between $\gamma > \gamma_2$ can be compared with the Meissner phase of the type-II superconductor which is formed for external fields $H < H_{c1}$. The vortex phase of the superconductors between $H_{c1} < H < H_{c2}$ can be compared with the random phase of the QPD game between $\gamma_1 < \gamma < \gamma_2$. The normal phase of the type-II superconductor existing for $H > H_{c2}$ can be compared to the classical phase of QPD existing between $0 < \gamma < \gamma_1$. The condition for the vortex phase in type-II superconductor to exist is for the Ginzburg-Landau parameter $\kappa > \frac{1}{\sqrt{2}}$, while the condition on the payoffs for the random phase of QPD to exist is $p + r < s + t$. If the condition for the presence of the random phase in QPD is not maintained, then we find that there are two phases in the game with a phase transition at $\gamma_0$, which is similar to the phase transition of a type-I superconductor at $T_c$ in zero external field ($H = 0$). But unlike the magnetic susceptibility $\chi = -1/4\pi$ in the Meissner phase, we find that the susceptibilities of the QPD game are zero in the quantum phase.

VII. CONCLUSION

In this paper, we have analyzed thermodynamic susceptibility in context of infinite player social dilemmas like Prisoner’s Dilemma, Hawk-Dove game and quantum prisoner’s dilemma. The infinite player game is constructed by mapping two-player game to spin-1/2 Ising model and then defining thermodynamic functions for infinite player game analogous to Ising model. The susceptibility for game is a effectively a measure of rate of change of players from one strategy to other in a game. The susceptibilities in context of game provide us with rate of change in strategies of players, with the sign of susceptibility suggesting strategy players prefer to switch to.

In Prisoner’s Dilemma, we find that rate of change of players switching to cooperate strategy is positive for sucker’s payoff and temptation, even though majority of players choose to defect. The rate of change in strategy among players for reward is highly dependent on the game temperature($T$), while for punishment, we find rate of change of players preferring to switch to defect is dominant. In Hawk-Dove game, we find that rate at which players switch to Hawk is positive, in response to change in resource value, while rate at which players change to Hawk is negative as cost of injury increases, implying that players prefer to switch to Dove strategy.

In quantum Prisoner’s Dilemma game, we compare quantum to defect strategy. At finite game temperature ($T \neq 0$), we find that rate of change of players switching to quantum strategy is positive in response to reward and punishment at higher entanglement. But at maximal entanglement, punishment and reward both do not influence players as corresponding susceptibilities are zero for low $T$. On the other hand, rate of change of players switching to quantum strategy is positive for sucker’s payoff and temptation at lower entanglement. Increasing entanglement, causes temptation and sucker’s susceptibility to become negative, implying that at higher entanglements, players prefer to switch to defect strategy. At maximal entanglement, we find that sucker’s and temptation susceptibility becomes zero at low $T$, implying that entanglement inhibits players from switching their strategies.

In the $T \to 0$ limit, we find that QPD has two second-order transitions, namely from all defect to random selection of strategies and from random selection to all quantum. This change in the Nash Equilibrium for the game in response to entanglement is marked by a divergence in the susceptibilities at those transitions. We finally show the analogy of this behavior with the behavior seen in type-II superconductors.
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