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Abstract

The unprecedented growth of publications in many research domains brings the great convenience for tracing and analyzing the evolution and development of research topics. Despite the significant contributions made by existing studies, they usually extract topics from the titles of papers, instead of obtaining topics from the authoritative sessions provided by venues (e.g., AAAI, NeurIPS, and SIGMOD). To make up for the shortcoming of existing work, we develop a novel framework namely RTTP (Research Topic Trend Prediction). Specifically, the framework contains the following two components: (1) a topic alignment strategy called TAS is designed to obtain the detailed contents of research topics in each year, (2) an enhanced prediction network called EPN is designed to capture the research trend of known years for prediction. In addition, we construct two real-world datasets of specific research domains in computer science, i.e., database and data mining, computer architecture and parallel programming. The experimental results demonstrate that the problem is well solved and our solution outperforms the state-of-the-art methods.
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1 Introduction

We have witnessed the unprecedented growth of publications in recent years, such as the papers published in AAAI, IJCAI, and NeurIPS, which is of great convenience for researchers to keep up with the status of research topics they are interested in. However, the overwhelming amount of academic papers also leads to the waste of time following the development of research topics. Therefore, tracing the evolution of research topics is an interesting and significant task. The studies for this problem can be divided into the following two categories. The first focuses on analyzing how research topics have changed in the past [1–5]. The second concentrates on the prediction of the future trend of research topics [6, 7]. Especially, inspired by the senior performance of deep learning techniques in modeling sequential information, many corresponding methods are proposed in recent years [8–10] to predict the research topic trend.

The analysis of research topic trend is essentially the study on the popularity of corresponding publications. To quantify the influence of a particular paper, one of the most intuitive and commonly adopted measures is the number of citations, a.k.a. citation count, which has been widely used as the basis of many scientific influence indicators such as h-index [11] and impact factor [12]. With this consideration, we adopt the integrated features of citation counts of papers to quantify the popularity of a certain research topic. Another difference from existing studies is that we obtain the research topics from the authoritative sessions provided by venues, rather than extract research topics from the titles of papers. Despite the importance of titles, there are lots of cases where the titles are weakly related to the research topics of the papers. For instance, “What makes a chair a chair?” [13], published in the top computer vision conference CVPR in 2011. We can hardly recognize the research topic from the title, which reflects that extracting research topics from titles of papers is not always effective. On the other hand, the authoritative sessions provided by various venues are the summarized experience of many experts and are highly related to the topics of accepted papers, such as Data Integration and Cleaning given by SIGMOD 2018[1]. Although the sessions may change slightly every year, extracting trend information from these fact-based annotations is of great significance for understanding the evolution...
of research topics. Unfortunately, none of the existing works to analyze and predict research topic trend take full advantage of this feature.

To predict the research topic trend more accurately, we propose a unified framework entitled RTTP, which consists of an innovative topic alignment strategy TAS and a deep learning-based enhanced prediction network EPN. Specifically, we formulate the task as a regression problem and construct the trend sequences from earlier years (e.g., 5 years) to predict the future trend of various research topics. TAS takes both global and local semantic information into account to obtain the detailed contents of research topics in each year. EPN is developed to capture research trend development and mutual correlation among research topics, and further predict the future trend of research topics.

To sum up, the contributions of this paper are as follows:

- To the best of our knowledge, we are the first to study the research topic trend prediction problem based on fact-based annotations, which provides a new perspective for researchers to keep up the development of research topics.
- We formally define the problem as a sequence prediction problem and propose a unified framework called RTTP. The framework consists of a topic alignment strategy TAS that is designed to obtain the detailed contents of research topics in each year, and a deep learning-based prediction network EPN, which is developed to capture potential trend information of known sequence.
- We conduct experiments on two real-world datasets to investigate the effectiveness of the proposed framework RTTP, and provide some in-depth analysis. The experimental results demonstrate the higher performance of RTTP compared with those of baselines.

The rest of this paper is organized as follows. Section 2 presents the related work including research topic trend analysis and citation count prediction. The preliminary and problem definition are introduced in Sect. 3. The proposed framework is introduced in Sect. 4. Section 5 reports the experiment details, followed by the conclusion and future work in Sect. 6.

2 Related Work

2.1 Analysis of Research Topic Trend

Analysis of research topic trend aims to reflect the popularity of various research topics. Some studies on research topic trend focus on exploring and understanding how the research topics changed in the past [1–5]. Despite the superior performance of the above methods, they lack the ability to predict future trends. To satisfy the prediction and analysis for future topics, extensive studies have emerged on traditional machine learning (ML) methods and deep learning (DL) models.

Some effective prediction methods based on machine learning algorithms have been proposed in the field of research topic trend. Charnine et al. employ the CatBoost method to realize long-term prediction of research trending topics [14]. To determine persistent and emerging research topics in scientific literature, Balili et al. carefully design a framework that leverages SVM, XGBoost, and Logistic Regression [7]. In addition, Abuhay et al. first utilize the non-negative factorization topic modeling method to discover topics, and then utilize the ARIMA prediction method to predict time series [6]. By constructing a temporal scientific knowledge network according to INSPEC controlled indexing, Behrouzi et al. transform the process of trend prediction into a link prediction problem in keywords networks [15]. To solve the problem, they propose a machine learning-based link prediction algorithm and fuse various features such as topology information and nodes clustering coefficient.

There is another stream of analysis for research topic trend focusing on deep learning model, which has shown excellent performance for fitting complex functions. Especially, considering that recurrent neural network (RNN) and its variants have been well applied in various sequence modeling tasks [16–18], Chen et al. [19] propose a gated recurrent unit (GRU) based model to predict the trending topics of mutually influenced conferences, which can capture the sequential properties of research evolution in each conference and discover the dependencies among different conferences simultaneously. Xu et al. [9, 10] follow Chen’s work and propose models based on long short-term memory (LSTM) networks to address research topic trend prediction influenced by peer publications. Taheri et al. [8] utilize fields of study from the Microsoft Academic to predict the upcoming years’ computer science trends based on LSTM. However, most existing studies use title words to represent research topics [9, 10, 14, 15, 19], which is extremely limited and unconvincing. The reason is that the titles of many papers are very unconventional and even have little correlation with the research topic of the paper. In contrast, sessions provided by various venues are summarizing the expression of papers’ research topics, which makes the study on research topic trend analysis convincing and meaningful.

2.2 Citation Count Prediction

A variety of criteria exist in the literature for evaluating the influence of a scientific paper, but one of the most important evaluation metrics is the citation count which records the number of citations to the considered paper [20–22].

Springer
Moreover, citation count has been used as the basis of many other metrics such as h-index [11], g-index [23], impact factor [12] and other evaluation metrics for journals, conferences, researchers or other research institutes [24, 25]. In recent years, citation count prediction has been widely studied. For example, Ru et al. utilize several fundamental characteristics of papers to predict the citation count as the popularity degree of each paper in the future [26, 27]. Ma et al. applied a vanilla RNN-based Sequence-to-Sequence (Seq2seq) model to predict citation counts of paper [28]. A novel citation prediction model that combined paper metadata text with early citations [29] is proposed, which extracts high-level semantic features by using Bi-LSTM to improve prediction performance. To predict the in-text citation count from each structural function of a paper separately, the latest work proposes a novel fine-grained prediction model for citation counts [30].

### 3 Preliminary and Problem Definition

In this section, we introduce several preliminary concepts and then formulate the problem of research topic trend prediction.

**Definition 1 Raw Topic.** A raw topic \( r \) refers to one specific session provided by a venue, and the set of which is denoted as \( R = \{ r_1, r_2, \ldots, r_n \} \), which represents the raw topics of all considered years and venues in a specific research domain.

\( W = \{ w_1, \ldots, w_m \} \) represents the considered consecutive years, in which \( w_j \in W \) is a unique year (e.g., 2010).

**Example 1** The set of raw topics provided by ICDE 2021 is \( R = \{ \text{Data Integration and Cleaning}, \text{Graph Data Management}, \ldots, \text{Analysis and ML over Graphs} \} \), where “Data Integration and Cleaning” is a specific raw topic.

**Definition 2 Research Topic.** Each research topic \( t_i \) is essentially the set of clusters of semantically similar raw topics across years, obtained by Topic Alignment Strategy. In detail, the cluster of corresponding raw topics in year \( w \) of \( t_i \) is denoted as \( t_i^w \). \( P_i^w \) w.r.t. \( t_i^w \) is composed of a set of papers, and each paper \( p_k \in P_i^w \) is embedded by the citation counts of this paper.

**Example 2** As present Fig. 1, \( t_i^w \) is composed of a set of raw topics in \( R \), such as \( t_i^{2010} = \{ \text{Probabilistic Databases}, \text{Probabilistic and Uncertain Data} \} \). It represents the specific expression of research topic \( t_i \) in 2010.

**Definition 3 Topic Alignment Strategy.** Given the set of raw topics \( R \) of a specific research domain, Topic alignment strategy is to find a function \( \Theta \) to partition \( R \) into the following set across years,

\[ \Theta(R) \rightarrow T = \{ T_1, \ldots, T_m \} \]

\[ \text{Fig. 1 An example of research topic} \]

2 https://dblp.org/db/conf/icde/icde2021.html.
where \( T^w \) represents the set of all research topics in year \( w_j \), as presented in Fig. 1.

**Definition 4.** Research Topic Popularity Score Chain. Research topic popularity score \( S^w_{t_j} \) is defined as the sum of citation counts of papers appearing in \( P^w_{t_j} \), that is, the corresponding score of \( t_j \) is \( S^w_{t_j} \). Research topic popularity score chain \( S^w \) is defined as an ordered sequence of \( S^w_{t_j} \), i.e., \( S^w = \{ S^w_{t_j}, ..., S^w_{t_j}, ..., S^w_{t_j} \} \). \( S^w \) is the corresponding score chain of \( T^w \).

**Problem Formulation** Given a set of raw topics \( R \) and corresponding papers, \( T = \bigcup_{w_j=1}^{m} T^w \) is obtained by **Topic Alignment Strategy**. Based on the research topic popularity score chains of \( m \) years \( S = \bigcup_{j=1}^{m} S^w \), we extract continuous time steps \( S' = \bigcup_{p=1}^{q} S^w \) to represent the known research topic trend, where \( 1 \leq p < q < m \). The object is to predict the future research topic popularity score chain \( S^{w\eta+1} \) in year \( \eta+1 \), i.e.,

\[ S' \xrightarrow{\sigma} S^{w\eta+1} \]

where \( \sigma \) is a mapping function.

**4 Proposed Framework**

The authoritative sessions provided by venues are the summarized experience of many experts and are highly related to the topics of accepted papers. This motivates us to propose a unified framework RTTP that can generate annual research topic trends from fact-based annotations and predict the future research topic trend with an enhanced deep neural network. The overview of our proposed framework is presented in Fig. 2. The framework consists of two parts: topic alignment strategy TAS and enhanced prediction network EPN.
4.1 Topic Alignment Strategy

To track research evolution, we design an innovative topic alignment strategy taking global and local information into account. We first construct a set of research topics, in which each research topic contains all semantically similar raw topics for the years in W. Then research topic trend for each year is presented as the specific expression of all research topics for that year.

4.1.1 BERT-as-service for Global Information

BERT is an advanced pre-trained model for language embedding and outperforms in understanding the semantics of user searches due to the contextual information. Raw topics need to be embedded into vector space to measure the semantic similarity while BERT can obtain higher quality semantic representations. BERT-as-service [31] hosts BERT as a service with the advantages of low latency and high scalability. Thus, the semantic similarity can be measured as a service with the advantages of low latency and high scalability. Therefore, the semantic similarity can be measured as a service with the advantages of low latency and high scalability.

\[ D = \| e_r - e_o \| = \sqrt{\sum_{i=1}^{d} (e_{r_i} - e_{o_i})^2} \]  

where \( e_r, e_o \in \mathbb{R}^d \) are the embedding vectors of \( r \) and \( o \) through BERT-as-service, \( e_r, e_o \) are the values of \( j \)-th dimension of \( e_r \) and \( e_o \), respectively.

4.1.2 Word Feature for Local Information

Local feature considers the effect of common words from two raw topics on alignment. Inverse Document Frequency (IDF) [32] measures the universal importance of a word. The more raw topics containing one word, the lower score for that word, which explains the word is ubiquitous. On the contrary, the fewer raw topics, the higher score of the word, which indicates the unique contribution of the word to a particular term.

4.1.3 Strategy Implementation

We design a variant of K-means [33] algorithm covering global and local factors above. \( Z = \{ z_1, \ldots, z_r, \ldots \} \) represents the set of unique words appearing in \( R \) after removing stop words. \( Y = \{ y_1, \ldots, y_s, \ldots \} \) corresponding to \( Z \) represents the set of IDF scores for each word, and \( \tilde{Y} = \{ \tilde{y}_1, \ldots, \tilde{y}_s, \ldots \} \) is the normalized representation of \( Y \), where \( y_s \) and \( \tilde{y}_s \) are defined as:

\[ y_s = \log_{10} \left( \frac{n}{\sum_{r=1}^{n} \phi(r)} \right), \quad \tilde{y}_s = \frac{y_s - y_{\min}}{(y_{\max} + \Delta y) - y_{\min}} \]  

\( \phi \) is a function, if \( z_s \in r, \phi(r) = 1, \) else, \( \phi(r) = 0 \). \( y_{\min} \) and \( y_{\max} \) are the minimum and maximum values in \( Y \), respectively. \( \Delta y \) is used to prevent the denominator being zero. The distance between raw topic \( r \) and \( o \) is updated as:

\[ Dis = \left( 1 - \sum_{z_s \in (r \cap o)} \tilde{y}_s \right) \cdot D \]  

where \( D \) and coefficient \( \left( 1 - \sum_{z_s \in (r \cap o)} \tilde{y}_s \right) \) denote global and local information of TAS, respectively.

If pairwise raw topics have no common words (i.e., \( \sum_{z_s \in (r \cap o)} \tilde{y}_s \) equals to zero), the distance \( Dis \) depends entirely on global information, otherwise, we take IDF scores of common words as the coefficient. Considering the quality of common words, if the score of one word is high, the word only belongs to certain raw topics. When two raw topics contain the word at the same time, we hold that the similarity of the two raw topics is high. Considering the quantity of common words, the more words in common, the more similar the two raw topics are. The number of clusters (also the number of research topics) \( l \) is the average of the number of raw topics available among all considered years and venues. We randomly select \( l \) raw topics as the initial cluster centers and regard the nearest raw topic object as new cluster center at each iteration.

To get the specific expression of each research topic for different years, we partition each one of \( l \) clusters into \( m \) sub-clusters, that is, the \( i \)-th cluster is divided into \( \bigcup_{m=1}^{m} T_i^m \). We can further obtain the detailed research topics \( T'_w = \bigcup_{m=1}^{m} T_i^w \). To obtain the research topic trend for each year, we organize \( T'_w \rightarrow T = \{ T_{w_1}, \ldots, T_{w_{w'}} \} \), where \( T_{w_i} \) represents the research topic trend in year \( w_i \) containing the specific expression of all \( l \) research topics, i.e., \( \bigcup_{m=1}^{m} T_i^w \).

4.2 Enhanced Prediction Network

Apart from the topic alignment strategy, another core part of our framework is how to capture potential trend information from the known sequence to predict the future research topic trend. To achieve the goal, we develop an enhanced prediction network EPN inspired by transformer [34], which has been proven powerful in mining inherent correlation of known knowledge. As presented in Fig. 2, the structure of EPN can be refined into an embedding module, an encoder, a decoder, and a prediction module, the details of which are introduced as follows.
4.2.1 Research Evolution Embedding

Based on TAS, we can obtain the research topic popularity score chains of all considered years, i.e., \( S = \bigcup_{m=1}^{\mu} S^m \). We extract the research topic popularity chains of continuous time steps as known research topic trends and simplify the notation of input sequence \( S' = \{S^m, \ldots, S^n\} \) as \( s = (s_1, \ldots, s_n) \).

Research topic trend at time step \( i \) is represented as an embedding vector \( s_i \in \mathbb{R}^l \), where \( l \) is the number of research topics. The mapping matrix \( \Phi \) is used to project the input into hidden space. The sum of \( \Phi s_i \) and corresponding positional encoding \( p_i \) is used to represent research evolution embedding \( e_i \), which is formally defined as:

\[
e_i = \Phi s_i + p_i \tag{4}
\]

where \( \Phi \in \mathbb{R}^{dh \times l} \), \( e_i \in \mathbb{R}^{dh} \), \( p_i \in \mathbb{R}^{dh} \). The positional encoding utilizes the periodicity of the sine and cosine functions to control the relative position of the input sequence and further keeps the sequential property of research topic trends. Formally, it is defined as:

\[
p_i(2\alpha) = \sin\left(\frac{i}{10000^{2\alpha/dh}}\right) \quad p_i(2\alpha+1) = \cos\left(\frac{i}{10000^{2\alpha/dh}}\right) \tag{5}
\]

where \( i \) implies the position of vector in the input sequence and \( \alpha = 0, 1, 2, \ldots, \frac{d}{2} - 1 \) controls the current dimension of the positional encoding. Thus, we can obtain the research evolution representation \( E = [e_1, \ldots, e_n] \in \mathbb{R}^{n \times dh} \).

4.2.2 Multi-Head Self-Attention

Research topic trend for each year is presented as the specific expression of all research topics for that year. There are two perspectives of potential information from the known sequence, research trend development along the timeline, and mutual correlation among different research topics of the current time step. Self-attention is highly capable of capturing internal correlations of data which has been widely used in various research fields [35, 36]. With this method, Self-attention can “see” the whole sequence representing research topic trends and assign different attention weights to different content to make model focus on interested information. Formally, we have:

\[
\text{SelfAttention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}} V\right) \tag{6}
\]

where \( Q, K, V \) are the query, key and value matrices, respectively, and essentially the copies of \( E \in \mathbb{R}^{n \times dh} \).

Multi-head self-attention can capture richer information since it allows the model to jointly attend to information from different representation subspaces at different positions. Multi-head self-attention projects \( Q, K, V \) \( h \) times with different linear projections and perform the attention mechanism in parallel. Each projection represents a \( \text{head} \), then \( h \)-heads are concatenated and projected once again. In this way, the model can fully exploit the potential information of the known sequence. The concepts mentioned above are formally defined as:

\[
\text{head}_i = \text{SelfAttention}\left( EW_i^Q, EW_i^K, EW_i^V\right) \tag{7}
\]

\[
\text{MultiHead}(E) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h)W^O
\]

where the projections are parameter matrices \( W_i^Q, W_i^K, W_i^V \in \mathbb{R}^{dh \times dh}, W^O \in \mathbb{R}^{hd \times dh}, \) and \( h \) is the number of \( \text{heads} \). To avoid degradation of weight matrix and gradient vanish, we employ residual connections around each of the attention sublayers, followed by layer normalization,

\[
H = LN(E + \text{MultiHead}(E)) \tag{8}
\]

where \( H \in \mathbb{R}^{n \times dh} \) represents the output through current layer, \( LN(\cdot) \) is the layer normalization operation.

4.2.3 Position-wise Feed-forward Network

The output of attention layer \( H \) is then fed into a fully connected feed-forward network, which consists of two linear transformations with a ReLU activation in between. The hidden state is updated as:

\[
H = \max\left(0, HW_1 + b_1\right)W_2 + b_2 \tag{9}
\]

where \( W_1, W_2 \) are the weight matrices of Position-wise Feed-forward Network. In addition, we also employ the residual connection and layer normalization in Eq. (8) here.

4.2.4 Enhanced Perception Module

We expect the hidden state \( H \) after Multi-head attention to be able to represent the historical research topic trend. In order to strengthen the association between the known research trend sequence and the future target, we design an enhanced perception module EPM where the decoder receives the sequence \( s' = (s_2, \ldots, s_{n+1}) \) containing future information. Specifically, EPM combines historical and enhanced information as the new input of decoder, which is formally defined as:

\[
\hat{s}' = \alpha s' + (1 - \alpha)HW_3 \tag{10}
\]

where \( W_3 \in \mathbb{R}^{dh \times l} \) and \( \alpha \) is a balancing coefficient, usually \( \alpha = 0.5 \). Note that, we completely utilize the historical
information from the encoder as decoder input when performing the test.

4.2.5 Prediction Module

The final hidden state $H$ through encoder-decoder interaction of multi-head attention contains two parts of information. One is prior information before time step $\eta + 1$ from the encoder and decoder, which contains the potential research topic trend information of known sequence. The other is the enhanced prediction information of time step $\eta + 1$ from the decoder, which is closely related to the research trends of prior time steps. Lastly, the final hidden state is fed into a multilayer perceptron (MLP) to predict the future research topic trend $\hat{s}_{\eta+1}$,

\[
\hat{s}_{\eta+1} = MLP(H) \tag{11}
\]

4.3 Optimization Objective

The model is trained by minimizing the Mean Squared Error loss function, which is defined as:

\[
L = \frac{1}{N} \sum_{i=1}^{N} (\hat{s}_{\eta+1} - s_{\eta+1})^2 \tag{12}
\]

where $\hat{s}_{\eta+1}$ is the predicted vector, $s_{\eta+1}$ is the actual vector representing research topic popularity score chain $S_{w_{\eta+1}}$ in year $w_{\eta+1}$. Finally, the objective is optimized with the Adam optimization algorithm [37].

5 Experiment

5.1 Data Preparation

We select conferences from two active research domains in computer science to evaluate the proposed framework. Specifically, in database and data mining domain (DBDM), four conferences including CIKM, ICDE, SIGIR, SIGMOD are selected, and in computer architecture and parallel programming domain (CAPP), five conferences including ASPLOS, ATC, ISCA, MICRO, PPoPP are considered. The selected conferences are all the international top ones in their specific area and provide the raw topics. We obtain the full research papers of conferences from DBLP and add the raw topic label and the citation label from the official conference website or Google Scholar. Notably, the collected research papers are published from 1997 to 2020. The detailed statistics of datasets are presented in Table 1.

| Dataset | Number of papers | Number of raw topics |
|---------|------------------|-----------------------|
| DBDM    | 7932             | 2317                  |
| CAPP    | 3630             | 1024                  |

Table 1 Statistics of datasets DBDM and CAPP

5.2 Experimental Settings

5.2.1 Compared Methods

To investigate the effectiveness of the proposed framework, we conduct comparative experiments against the following two aspects of methods. Firstly, the methods MEY, LR, and NNCP focusing on citation count prediction have presented relatively good performance in existing studies. Secondly, we select four representative time series models, including one classical time series model ARIMA, two widely used deep learning models RNN and GRU which have senior performance in modeling sequential information, and one latest research trend prediction model DNTP.

- **MEY**: The mean of early years method [28, 30] is a simple but effective prediction method which always uses the average of citation counts of known early years as the predicted citation counts in the future.
- **LR**: Linear regression model has been widely used as a baseline for citation count prediction [27, 28, 38, 39].
- **NNCP**: NNCP [28] is proposed to solve citation count prediction based on Seq2seq model. We feed the predicted sequence into a MLP to obtain the research popularity score for the next year while reproducing the model NNCP.
- **ARIMA**: ARIMA [6] has been widely used in time series prediction tasks. For each research topic, its popularity score in each year is regarded as the time series.
- **RNN**: Deep learning technology presents extraordinary talent in a variety of prediction tasks. Recurrent Neural Network has been proven to perform well in research topic trend prediction [8–10, 19], which has an outstanding ability to capture the sequential property.
- **GRU**: GRU is an enhanced variant of RNN, which leads to effective performance and affordable computation cost [19].
- **DNTP**: DNTP [8] is a state-of-the-art study about research trend prediction based on long short-term memory neural networks. Five different time-series values of each research topic are fed into the model and the one-dimensional output layer presents the prediction outcome.
for the next year. The number of internal units is also set to 100.

5.2.2 Parameter Settings

We use the pre-trained BERT model with 12 layers. The dimension of the embedding vector is 768. The number of research topics on datasets DBDM and CAPP is 24 and 10, respectively. For all baselines, we adjust parameters to their respective optimal results and set the length of the known sequence to 5. In our method, the number of multi-head self-attention layers is set to 6, and the number of heads is set to 8. The dimension of the hidden state is set to 512. All experiments are conducted on a single NVIDIA Geforce 1080 Ti GPU.

5.2.3 Evaluation Methodology

To evaluate the prediction performance, we organize the raw topics and papers of each conference in the temporal order. The first 70% of data are used for training, the following 10% of data are used for validation, and the remaining 20% of data are used for testing. We adopt three popular and widely used metrics in regression problems to evaluate the performance of the proposed method: Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and Normalized Discounted Cumulative Gain (NDCG). RMSE and MAE measure the precision of the predicted research topic popularity scores. RMSE is more sensitive to the exception value while MAE measures the deviation between the predicted and the actual values. NDCG@K concentrates on the ranking of the predicted trending topics. The smaller RMSE as well as MAE, and the larger NDCG@K are preferred.

5.3 Result Analysis

The prediction performances of all methods in terms of RMSE, MAE, and NDCG@K are presented in Table 2. The comparisons of prediction time on the testing set are presented in Table 3. Overall, RTTP achieves higher performances than all compared methods in both datasets. Based on the results, some important findings are summarized as follows.

Transformer can effectively capture mutual correlation of research trend evolution. The transformer-based framework RTTP and the other three time series models significantly exceed the classical time series method ARIMA, since ARIMA individually models the time series of each research topic instead of modeling the whole prior research trend sequence. Additionally, RTTP also outperforms the RNN-based models including RNN, GRU, and NNCP. We can observe that the proposed framework obtains a performance improvement of 3.87%, 3.07%, 3.54% over RNN, GRU, NNCP, respectively, on RMSE on DBDM, and 1.22%, 0.9%, 2.98% on CAPP. The performance of the research trend prediction model DNTP using long short-term memory on different metrics is not stable enough on two datasets.
Fig. 3 Performance of RTTP with varying $\eta$. a, b, and c represent NDCG@1, NDCG@5, and NDCG@10 on two datasets, respectively. d represents NDCG@15 and NDCG@20 on DBDM.

| $\alpha$ | RMSE | MAE | NDCG@1 | NDCG@5 | NDCG@10 | NDCG@15 | NDCG@20 |
|---------|------|-----|--------|--------|---------|---------|---------|
| 0.0     | 354.82 | 286.87 | 0.8565 | 0.8620 | 0.8936 | 0.9114 | 0.9374 |
| 0.2     | 357.60 | 289.12 | 0.8625 | 0.8658 | 0.8932 | 0.9114 | 0.9376 |
| 0.4     | 349.38 | 280.86 | 0.8651 | 0.8768 | 0.9005 | 0.9161 | 0.9417 |
| 0.5     | 343.01 | 279.87 | 0.8733 | 0.8877 | 0.9085 | 0.9207 | 0.9443 |
| 0.6     | 351.77 | 283.20 | 0.8760 | 0.8789 | 0.9041 | 0.9159 | 0.9418 |
| 0.8     | 348.58 | 280.45 | 0.8725 | 0.8803 | 0.9087 | 0.9217 | 0.9437 |
| 1.0     | 350.80 | 283.17 | 0.8505 | 0.8715 | 0.8972 | 0.9125 | 0.9383 |
The results demonstrate that transformer has a better ability to capture the potential properties of the research trend evolution since transformer utilizes the multi-head self-attention to extract interested information from global sequence rather than receive sequential information in order. We also observe that the RNN-based models exhibit high capabilities, where RNN and GRU both achieve better performance than MEY and LR, indicating that the RNN-based models are strong baselines on sequence modeling and prediction tasks.

**RTTP works effectively on top research topic trend prediction.** Top-\(K\) research topics can guide the promising branches of the current domain. For a more detailed analysis, we pay more attention to the ranking of various research topics in the future using the ranking metric NDCG@\(K\). Illustrated from Table 2, RTTP achieves the best results for all values of \(K\). It reveals that our method has a stronger ability in predicting top research topics. For the same \(K\), the performance on CAPP tends to be higher than that on DBDM, since the former only contains 10 research topics, while 24 research topics are considered on DBDM, and NDCG@10 means the ranking of all research topics for CAPP. Furthermore, we find that the improvements of RTTP on DBDM are more obvious than those on CAPP, which infers that the granularity of dividing research topics may affect top-\(K\) research topic prediction accuracy.

**RTTP is competitive in prediction time.** Observed from Table 3, ARIMA costs much more prediction time than other methods, since ARIMA needs to perform predictions for each research topic rather than generate the research topic popularity scores of all research topics once. In addition, RNN achieves the best performance on prediction time among all compared methods. RTTP gets extremely close prediction time to the optimal on DBDM while worse on CAPP. The reason is that the scale of DBDM is larger than CAPP, the advantages of parallel computing from transformer-based methods manifest as the size of datasets increases. Self-attention mechanism can compute all positions in the sequence in parallel while recurrent neural networks compute each position in the sequence one by one. RTTP achieves affordable prediction time and optimal prediction performance on smaller datasets. We argue that RTTP is more competitive on large-scale datasets in prediction time.

### 5.4 Parameter Study

\(\eta\) is the length of known years, i.e., the length of a sequence, and the corresponding NDCG@\(K\) on two datasets by varying \(\eta\) are presented in Fig. 3. Intuitively, RTTP always achieves the best performance when \(\eta\) is set to 5. The prediction performance is generally positively correlated with \(\eta\) before \(\eta=5\) while negatively on the contrary. With the decrease of known years, the model perceives less information about research topic trend evolution, thus it weakens the ability to extract valid information from early topics development pattern. When \(\eta=1\), the model degenerates to predict the research topic trend only with the information of previous one year. The performance shows a relatively weak downward tendency after \(\eta=5\) since some noise information may be introduced. Additionally, we observe a rebound tendency with the increase of \(\eta\) on dataset DBDM, possibly caused by the model capturing the long-term citation pattern that works for trend prediction.

To obtain the trade-off between external enhanced information and historical trend information, we also perform experiments over different \(\alpha\). Table 4 illustrates the results w.r.t. all evaluation metrics on dataset DBDM. It can be observed that RMSE and MAE fluctuate within a certain range. NDCG of different \(\alpha\) increases with \(\alpha\) varying from 0 to 0.8 since external enhanced information becomes more. Comprehensive consideration based on several metrics, we set \(\alpha\) to 0.5 intending to obtain the best performance for RTTP.

### 6 Conclusion and Future Work

In this paper, we propose a novel framework called RTTP to predict the research topic trend with fact-based annotations. Specifically, a novel topic alignment strategy considering both global and local information is first designed to overcome the semantic differences between cross-year and cross-venue, and further obtain the detailed contents of research topics in each year. Next, an enhanced prediction network EPN, which consists of an embedding module, an encoder, a decoder and a prediction module, is used to capture the research trend of known years for prediction. The experimental results on two real-world datasets demonstrate the effectiveness of proposed framework. What’s more, we propose a new perspective to obtain research topics from scientific papers. In the future work, we can further improve the performance of our framework by involving more information. Considering the differentiated impact of cited papers is an interesting idea to extend. The influence of authors should also be considered in research topic trend prediction, as authors or teams with high influence are more likely to lead the development of a branch topic of research domain. Furthermore, inspired by the internet of everything and the development of interdisciplinary, it may be a potential research direction to aware influence of the interaction between different research
domains (such as artificial intelligence and data mining) on research topic trend.
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