Collage Inference: Tolerating Stragglers in Distributed Neural Network Inference using Coding

Krishna Giri Narra
EE Department, University Of Southern California
Los Angeles, CA, USA

Zhifeng Lin
EE Department, University Of Southern California
Los Angeles, CA, USA

Ganesh Ananthanarayanan
Microsoft Research USA

Salman Avestimehr
EE Department, University Of Southern California
Los Angeles, CA, USA

Murali Annavaram
EE Department, University Of Southern California
Los Angeles, CA, USA

Abstract
MLaaS (ML-as-a-Service) offerings by cloud computing platforms are becoming increasingly popular these days. Pre-trained machine learning models are deployed on the cloud to support prediction based applications and services. For achieving higher throughput, incoming requests are served by running multiple replicas of the model on different machines concurrently. Incidence of straggler nodes in distributed inference is a significant concern since it can increase inference latency, violate SLOs of the service. In this paper, we propose a novel coded inference model to deal with stragglers in distributed image classification. We propose enhanced single shot object detection models, Collage-CNN models, to provide necessary resilience efficiently. A Collage-CNN model takes collage images formed by combining multiple images as its input and performs multi-image classification in one shot. We generate custom training collages using images from standard image classification datasets and train the model to achieve high classification accuracy. Deploying the Collage-CNN models in the cloud, we demonstrate that the 99th percentile latency can be reduced by 1.45X to 2.46X compared to replication based approaches and without compromising prediction accuracy.

CCS Concepts • Computer systems organization → Availability; Redundancy; Cloud computing; • Computing methodologies → Object recognition; Neural networks.

1 Introduction
Artificial Intelligence in its current form of deep learning is an enabler of advances across many fields ranging from autonomous driving, health care, wireless communications, data center management, machine translation and so on. The availability of data sets, accessible learning frameworks for rapid prototyping, and relatively inexpensive cloud infrastructure is accelerating the progress of deep learning related technologies. As a result, major cloud computing platforms are beginning to offer Machine Learning as a Service (MLaaS) [1, 4, 5]. MLaaS offerings include support for data pre-processing, model training, and model inference.

Supervised deep learning occurs in two phases: Training phase and Inference (also called Prediction Serving) phase. Training phase involves data collection and preprocessing, selection of model architecture, and training the parameters of the architecture to minimize a loss function. Model training is done through forward and backward propagation operations. The output from this process is a trained model(s) which stores the architecture and the values of parameters of the architecture. During inference, the trained model is deployed to make predictions on different inputs. Inference phase only performs forward propagation operation on the models. Given the immense computational demands of training many research efforts have tackled distributed training in the cloud [12, 25, 35, 36, 43]. Inference, on the other hand, poses a different set of constraints while deploying as a service.

Model deployment in cloud for inference is generally concerned with quality of service (QoS) guarantees provided to the user. From the user perspective one critical QoS metric is the query latency. From a service provider's perspective
In this paper we try to answer the following question: *is it possible to provide low variance inference latency with a tunable tradeoff in accuracy loss and computational cost?* To tackle this challenge we propose a technique called Collage Inference. As shown in figure 1 Collage Inference uses a unique convolutional neural network (CNN) based redundancy model that can perform multiple predictions in one shot during image processing. This redundant model is run concurrently as a single backup service for a collection of individual inference models. The redundant model takes as input an image collage formed from multiple images and predicts the object classes in all the included images. In the scenario when any of the nodes running single image inference models becomes a straggler, the prediction from the collage inference model can be used in the place of the prediction from straggler node(s). One can view Collage Inference as a coded inference model where the encoding is the collection of images that are spatially arranged into a collage, and the decoder simply selects the inference result of an image that is assigned to a straggler node. In this paper, we describe and demonstrate the effectiveness of this redundancy model. We present various ways to design the inputs to the redundancy model so that it incurs low computation overhead and does not compromise accuracy. We explore some of the design space and describe the trade-offs in terms of amount of redundancy provided by the model and model accuracy.

The main contributions of this paper are as follows:

- We propose a novel idea of creating collage images to do simultaneous multi-image classification and mitigate straggler effects in distributed image classification systems.
- We describe the architecture changes to the CNN models to perform Collage inference. We provide techniques to generate very large training datasets for training the Collage CNN models.
- We evaluate the Collage CNN models by deploying them in the cloud and show their effectiveness in mitigating stragglers without compromising prediction accuracy. We demonstrate that Collage CNN models can reduce 99-th percentile latency by 1.47X compared to replication based approach.

Rest of the paper is organized as follows. In section 2 we provide background on image classification and object detection, in section 3 we describe the collage inference techniques, in section 4 we describe architecture of models and our implementation, section 5 provides experimental evaluations and design space exploration, section 6 discusses related works and in section 7 we make our conclusions.

## 2 Background and Motivation

In this work, we transform the problem of straggler mitigation during image classification tasks into a multi-object detection problem. As such we briefly describe image classification and object detection. We then present an overview of Convolutional Neural Networks (CNNs), that are the current state of art in machine learning for image classification and object detection. After discussing CNNs we present few motivational experiments.

### 2.1 Background

**Image Classification**: Image classification is a fundamental task in computer vision. In image classification, the goal is to predict the main object present in a given input image. There are a variety of algorithms, large datasets, and challenges for this task. A widely known challenge is the Imagenet Large
Scale Visual Recognition Challenge (ILSVRC). It’s training dataset consists of 1.2 million images that are distributed across 1000 object categories. Since 2012 [30], the improvements in accuracy of image classification tasks have come from using Convolutional Neural Networks (CNNs). Some of the popular CNN architectures are: ResNet [26], Wide ResNet [54], Inception [51], MobileNet [27], VGGNet [50].

Object Detection: Given an input image, the object detection task involves predicting the classes of all objects present in the image along with the locations of objects in the image. The location information is predicted as a rectangular bounding box within the image. Image Classification can be considered as a sub-task of object detection. There are two different methods to perform object detection using CNNs:

- Separating Region proposal and Classification: Region proposal methods are used to generate potential bounding boxes and an CNN based image classifier is used to extract features and classify the objects in each proposal. These methods can take multiple iterations, one for each region proposal, for each object detection. Examples of these models include: R-CNN [23], Fast R-CNN [22], Faster R-CNN [47], R-FCN [14].
- Unified or Single shot object detection: Single CNN is used to generate both the bounding boxes and the object class information. There is no separate region proposal network. Examples include: YOLO [44, 45], SSD [40], DSOD [49], DSSD [20].

During inference, the Single shot object detectors have lower latency while maintaining similar accuracy as that of the region proposal based detectors. Of course one may pose the natural question: why not use the multi-object detection models for single image classification task too? While using a multi-object inference model seems attractive, multi-object inference models suffer an accuracy loss of 4-5% (figure 6), which is a significant reduction that may not be acceptable to the end user. For a perspective, to achieve this 5% increase in accuracy when using ResNet models the number of layers needs to be increased by more than 3X. Hence, multi-object detection and image classification are generally considered distinct tasks that require different approaches.

Convolutional Neural Networks: Convolutional Neural Networks (CNNs) are a class of neural network architectures used for processing visual data i.e., images [30, 31]. A CNN is generally composed of 3 types of layers: convolution layers, pooling layers, fully connected layers and non-linear activation functions: Rectified Linear Unit (ReLU), Sigmoid etc. An input to the CNN is processed using a sequence of many layers to produce corresponding output. Each layer along with its activation function performs either a linear or non-linear transformation of its input. Convolution layer consists of multiple convolutional filters. During computation, each filter is slid across the input image to generate a corresponding activation map (or feature map) as an output. Each convolution filter learns to detect a specific pattern (or feature) in its input. After training it has been observed that, the convolution filters in the initial layers detect simpler features like edge, color etc. whereas convolution filters in the deeper layers detect complex features like nose, eye etc. Pooling layers are used for down-sampling the size of intermediate activation maps and are placed between sequences of convolution layers. Fully connected layers are located towards the end of the CNN and they generate values that are used to classify the object in the image.
2.2 Motivation

We wanted to measure the effect of stragglers during distributed image classification. For this purpose, we designed an image classification server that uses a ResNet-34 CNN model to provide inference and created 50 instances of this server on Digital Ocean cloud [2]. Each instance is running on a compute node that consists of 2 CPUs and 4GB memory. We created a client to generate requests to all these servers. We measured inference latency across these 50 nodes while performing single image classification and the probability density function of the latency is shown in figure 2. The average single image inference latency was 0.15 seconds whereas the 99-th percentile latency was 0.70 seconds. The 99-th percentile latency is significantly (4.67X) higher than the mean latency. We repeated this experiment many times and found that similar behavior occurs most of the time. These experiments led us to conclude that stragglers can significantly deteriorate the QoS in online cloud based image classification systems.

3 Collage Inference Technique

In this section we describe the challenges in straggler mitigation using existing techniques, then we describe our Collage Inference technique.

3.1 Existing Techniques and Challenges

MLaaS is currently being deployed for online inference, such as Amazon AWS SageMaker [1] or Google Cloud ML Engine [4] or Microsoft Azure ML Service [5]. Users can use pretrained models or can develop and deploy their own trained models. These systems provide some basic QoS guarantees such as 99th-percentile inference latency, and throughput for a given compute resource (including CPU, memory, and storage) allocation. In a production environment the service provider (for pre-trained models) or the users (for custom trained models) may instantiate a set of N compute nodes, each running a replica of the trained image classification CNN such as Resnet. We will refer to a single image classifier model as S-CNN. The input to S-CNN is a single image of resolution Width(W) x Height(H) and C-color channels. The output from the model is the class label of the main object in the image. Assuming a deployment scenario where the number of concurrent classification requests exceeds N (the number of replicas), a front-end load balancer in the cloud may direct each image to one of the N replicas for inference. If a machine running one of the N replicas does not provide the result within a stipulated time window then the customer will perceive a reduced QoS. For an end user facing application, not meeting QoS guarantees will adversely affect the interactiveness of the application [10, 15].

One option to improve QoS in the presence of a straggler is to add redundancy in the form of over-provisioning of compute nodes. Consider a system of 10 nodes over-provisioned by 1 node. This node would be running another replica of S-CNN. One challenge is it is difficult to know ahead of time which one of the N nodes will be a straggler. As a result, deciding which one of the input requests to replicate becomes difficult. Another strategy is to duplicate the inference request Image_i sent to Node i only when the node is detected as a straggler. This is a reactive approach that requires waiting for a straggler appearance before launching a redundant request. For instance, a request may be launched speculatively after waiting for an expected latency, similar to what is adopted in Hadoop MapReduce frameworks [6, 16]. There are practical challenges in implementing the reactive approach. First, from our measurements, shown in figure 2, the inference latency could be in 10’s to 100 milliseconds. As a
result, speculative relaunch techniques must be fast enough to adopt. Second, the image must be re-distributed to a new machine for replicated execution. As a result reactive approach may increase the service latency depending on how long the reactive approach waits for a response before speculating a job. To avoid the challenges, the system can be over provisioned by factor of 2. That is for every one of \( N \) nodes there will be a backup node and every input request will be duplicated. However, this approach increase the resource costs significantly by 2X.

Another recent technique from coded computing, referred to as learning a code [29], uses trained encoding and decoding neural networks to provide redundancy. Briefly the technique is as follows:

- In a system of \( N = 5 \) compute nodes, provide redundancy of 1 node \( O \). Each of the \( N \) nodes executes a replica of S-CNN.
- The model in node \( O \) takes as input all the 5 input images. These images are passed through a convolutional encoder network, composed of convolutional layers, and the outputs are then passed onto the S-CNN model.
- The outputs from the \( N + 1 \) models are fed to a decoder network, composed of fully-connected layers. The outputs from any straggler node is represented as a vector of zeros. The final output from the decoder network is trained to generate the missing prediction.
- Both the encoder and decoder networks are learned through back-propagation. The training data consists of images and also the expected predictions under different straggler scenarios.

The technique when evaluated on CIFAR-10 dataset, consisting of 60000 images equally distributed among 10 different classes, showed a recovery accuracy of 80.74% for \( N = 2 \) nodes, but the recovery accuracy drops to 64.31% for \( N = 5 \) nodes, when any one of the \( N \) nodes is a straggler. CIFAR-10 dataset is considered a small dataset and such large accuracy losses even for small datasets may not be acceptable.

### 3.2 Collage Inference

A key insight behind Collage inference is that the spatial information within an input image is critical for CNNs achieving high accuracy and it should be maintained. This places restrictions on how to combine multiple images into one. Another key observation is that image classification is a narrowly scoped object detection task where only a single object within a well defined boundary must be detected. Based on these insights we designed Collage inference to be a hybrid multi-object detection and image classification scheme where the multi-object detection model serves the purpose of a low cost backup classifier to deal with stragglers. The multi-object classifier is a trained CNN model, which we refer to as Collage-CNN. It takes a collage composed from all the images \([Image_1, ..., Image_i, ..., Image_N]\), where each image is given as an input to one of the \( N \) single image classifiers. The Collage-CNN provides the predictions for all the objects in the collage along with bounding box locations of each image in the collage. By smartly composing the collages and using the location information from the Collage-CNN, the serving system can replace the missing predictions from any straggler node(s).

The input and output requirements of the Collage-CNN lend themselves to the object detection algorithms in computer vision. As discussed in section 2, object detection algorithms take as input an image and provide as output the locations (bounding boxes) of all the objects in the image along with the class label of the object in the location. Some object detection algorithms use multiple iterations on the CNN extracted features to predict objects and their locations. Some algorithms perform single pass (single-shot) on a CNN to both extract features, predict objects and their locations. Since the goal of our work is to mitigate stragglers using a single Collage-CNN model, it is imperative that the Collage-CNN which acts as a redundant classification model to be as fast as the single image classification task latency. We explored using both iterative and single-shot CNNs as a Collage-CNN and determined that single-shot CNNs are better suited due to their fast response time, comparable to single image classification models [56]. We then explored using YOLO [44] algorithm based object detection models as base for Collage-CNNs. There are many YOLO models varying in their architectures and presenting different latency and accuracy tradeoffs. Models with higher depth have higher accuracy in predictions but also significantly more latency and computational resource cost. The primary design constraint for doing Collage Inference is that the Collage-CNN model architecture should have latency smaller than or equal to the S-CNN model. Based on several empirical experiments we decided to use YOLOv3-Tiny model [45] where the inference latency is smaller than or similar to the S-CNN models. We present latency measurements in section 5.

Some more key design decisions in the Collage-CNN are that of organization of images in the input collage and the individual image resolution within the collage. Most of the deep learning image classifiers tend to use square shaped images as input. S-CNN models trained on Imagenet dataset have input images with 224x224 resolution. To maintain reasonable accuracy, the resolution of input images to the Collage-CNN model has to be larger than a single input image resolution. This is because collage images are a combination of many single images. Lowering resolution of an image can also lower the accuracy of the model. However, increasing the resolution of input will increase the computation requirements for Collage-CNN. So, a fine balance needs to be made when choosing input resolution. Our Collage-CNN model, for Imagenet dataset, takes input collages of fixed size 416x416 pixel resolution. As such the size of any
collage created from multiple images cannot exceed this overall input image size. Thus to fit every \( N \) images into a collage in our Collage-CNN model we first create a square grid consisting of \( \lceil \sqrt{N} \rceil \) images. The number of images in the grid \( N \) determines the number of concurrent images that are classified by Collage-CNN alongside the \( N \) S-CNN models. The larger the value of \( N \) the smaller is the overhead for running the Collage-CNN inference. However, as the size of \( N \) grows more images must be packed into a collage which then reduces the resolution of each single image. This lowering of resolution also results in lower accuracy of predictions on each image. In evaluation section, we explore this trade off between lowering single image resolution, and corresponding Collage-CNN detection accuracy.

Figure 3 summarizes a Collage Inference system for \( N = 10 \) nodes with one of the nodes providing redundancy for the remaining 9 nodes. Each of the 9 nodes running S-CNN model takes a normal image as input. The 10th node takes the collage image as input. Each of the 9 input images is lowered in resolution and inserted into a specific location to form the collage image. Input image to node \( i \) goes into location \( i \) in the collage image. This placement order is useful later on to map different classes predicted by the Collage-CNN to corresponding input images. This collage image is provided as input to node 10. The predictions from the Collage-CNN are further processed using the algorithm described in section 4.4. The output predictions from all the 10 nodes are sent to the decode process in the system. This decode process uses the predictions from the redundant node to fill in any missing predictions from the 9 nodes and return the final predictions to the user.

Figure 4 contains few examples of collage images created from Imagenet and the predictions of Collage-CNNs on these images.

Next we discuss the architecture of Collage-CNN models, generation of collage images for training and validation, the Collage-CNN output decoding algorithm and the final decoder algorithm.

4 Collage-CNN Architecture and Implementation

4.1 Collage-CNN Architecture

A Collage-CNN model takes an image file as input. The outputs from the model are the list of objects detected in the image and their bounding boxes within the image. Bounding box for an object is the predicted location of the object in a rectangular form as shown in figures 4d, 4e, 4f. The model outputs the co-ordinates of the four vertices of each box. Each bounding box corresponds to one of the detected objects. If the model detects \( k \) objects in the image, it also predicts corresponding \( k \) bounding boxes. Using these bounding boxes, we can reverse map the object predictions to individual image classification result. As shown in figure 3 each image that is assigned to a S-CNN model running on node \( i \) is placed in a predefined square box within the collage. Specifically, in the collage each node \( i \) is assigned a box location \( l = L(i) \). We process the model outputs and extract the best possible bounding box information \( l \) to get \( L^{-1}(l) \) which would in turn correspond to the node \( i \).

We use YOLOv3-tiny model [45] as the base for building the Collage-CNN model for both datasets. YOLOv3-tiny model architecture consists of 10 convolution layers along with 6 Max pooling layers for extracting features from the input image. These features are then processed using a combination of 3 convolution layers and 1 upsampling layer to predict the locations and classes of the objects in the image. Considering the requirements of collage inference we modify the YOLOv3-tiny model architecture appropriately for each dataset to build the corresponding Collage-CNN. These changes are:

- First architecture change is the number of convolution filters in the Convolution layers 10 and 13. The number of filters is dependent on the number of classes present in the dataset [3]. For 100 classes of Imagenet-1k dataset the number of filters is 315 and for the CIFAR-10 dataset with 10 classes it is 45.

- Second architecture change is the resolution of input image to the model. This is modified depending on the dataset and the architecture of the collage. For CIFAR-10 dataset: a collage of 9 images would have a resolution of 96 x 96, a collage of 16 images would have a resolution of 128x128 etc. For collages from Imagenet-1k dataset the resolution is always fixed at 416 x 416.

- Third parameter change is the detection threshold of the model. We use a threshold of 0.15 during inference. Any object detected by the model in the image for which the confidence value is more than this threshold value is considered as a potential prediction.

- Fourth parameter change is customizing the anchor boxes provided to the model during training. Model predicts the final bounding boxes by modifying the dimensions of the anchor boxes provided to it. In all collage images used in training the bounding boxes are same and known a priori from building the collage. Providing these bounding boxes as the anchor boxes increases the test accuracy of the model. More on this in section 5.

4.2 S-CNN Architecture

We used a pre-trained ResNet-34 model as the single image S-CNN model for Imagenet-1k dataset. Input to the model is an image of resolution 224 x 224 and the output from the model is one of the 1000 possible class labels. This model has 33 convolutional layers with a fully connected layer at the end to provide class predictions. This model is
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(a) Input: 2x2 Collage of 4 images
(b) Input: 3x3 Collage of 9 images
(c) Input: 4x4 Collage of 16 images

(d) Output: Collage with final predictions
(e) Output: Collage with final predictions
(f) Output: Collage with final predictions

Figure 4. Input and outputs of different collage CNN models

4.3 Training Data for Collage models

The datasets we used in our experiments are CIFAR-10 and Imagenet-1k (ILSVRC-2012) dataset. CIFAR-10 dataset consists of 60000 images divided into 10 object classes. 50000 images are provided for training and 10000 images for validation. Imagenet-1k dataset consists of 1.2 million images divided across 1000 object classes for training and 50000 images are provided for model validation. To train the Collage-CNN collages generated from images training datasets are used. To validate Collage-CNN collages generated from images in validation datasets are used. In our experiments with Imagenet-1k dataset, we picked all the training and validation images belonging to 100 of the 1000 classes for evaluations. The selected 100 classes correspond to 100 different objects. One of the reasons for this selection is that we are not aware of any pre-trained YOLO models for the complete Imagenet-1k dataset. Hence, to train the YOLO model in a reasonable time, and to experiment with various design spaces using limited compute resources, we selected the 100 class classification from Imagenet.

Let us look at the different collage architectures and the methods for generation of collage training and validation datasets. As explained in section 3.2 a collage of \(N\) images would be composed of \([\sqrt{N}, \sqrt{N}]\) square boxes. The image assigned to compute node 0 goes to square box indexed 0, image from node 1 goes to square box 1 and so on. We experimented with \(N = 4, 9, 16, 25\) images. Examples of different collage architectures are shown in figure 4. The 2X2 collage depicts the case where the four individual images are sent to
four compute nodes each running a S-CNN model for single image classification, while this single 2X2 collage created from the four images is sent to a single collage node for redundant detection. In this particular example the overhead of running the collage is approximately 25% more compute resources. This overhead can be reduced by using a 3X3 collage where one collage node acts as a redundant node for 9 single image classifier nodes (approximately 11% overhead). But note that the size of the collage is fixed and hence as more images are packed into a single collage the resolution of each image has to be reduced. As we show later in our results section this reduction in resolution has an adverse impact on the accuracy when the size of the collage exceeds 4X4.

During training, the target output given to the Collage-CNN model consists of $N \ast 5$ values. For each of the $N$ images in the collage there are 5 values: [class label, X-coordinate of center of the bounding box, Y-coordinate of center of bounding box, Width of bounding box, Height of bounding box]. In order to generate this training data, we wrote a python script that generates a square grid of images from a given dataset by appropriately scaling down the image size as needed to fit within the collage size. The script also generates the bounding box coordinates for each image in the collage along with the box dimensions as required for training.

For the CIFAR-10 based collage dataset we uniformly and at random pick $N$ images from the 50000 training images to create each collage in the training dataset. For the imitation-based collage dataset we first pick all the training images from the 100 classes. Then, we uniformly and at random pick $N$ classes from the 100 classes. We pick one image from each of these $N$ classes and generate the collage image. Similar procedure is followed for generating collages for validation.

One challenge in creation of collage images is that the total possible number of collage images can be exponentially larger than the training data from the raw dataset images. There are many possible permutations to choose from while combining many different images into collages. While this selection is a challenge, it also provides more training samples because the task being performed by the Collage-CNN is more challenging than the single image S-CNN models. The larger training data allows for improving the model and can help increase it’s validation accuracy as we show in evaluation section.

The second challenge is that traditionally object detection models such as YOLO not only detect objects, but they might also infer and learn relationships between objects based on where objects commonly appear in an image [44]. This might be useful in standard object detection datasets. In collage-CNN based detection this learning is clearly not a good assumption because objects belonging to any class can be present in any location in the image. So, by generating lot more permutations of images for training we try to prevent the model from learning any absent inter-object correlations.

The input resolution to our Collage-CNN model is set to a fixed 416 x 416 pixels. So, while forming collages each single image resolution is set to $\sqrt{\frac{416}{\sqrt{N}}} \times \sqrt{\frac{416}{\sqrt{N}}}$ pixels. For the CIFAR-10 dataset since each image is of resolution 32 x 32 pixels we do not have to lower resolution even for a very large $N$ value. However, for Imagenet-1k dataset, we have to lower the resolution even for the smallest 2X2 collage. We use the python imaging library to lower the resolution of each image before forming the collage.

4.4 Decoding predictions of the Collage model

For each input collage image, the Collage-CNN model provides several object predictions. Each prediction is of the form: [class label, confidence of the class, X-coordinate of left edge of the bounding box, X-coordinate of right edge, Y-coordinate of top edge, Y-coordinate of bottom edge]. For providing information useful to the decoder, we need to extract the $N$ classes in the collage from these predictions. This presented us with few challenges because:

- The model may predict multiple classes within the same bounding box. This issue occurs particularly with imagenet-1k based images since each image can have multiple objects.
- The bounding boxes predicted might be significantly different from the Ground Truth bounding boxes. The number of bounding boxes could be more or less than $N$ that was used in creating the collage.

We implement a processing algorithm that extracts the best possible values for the $N$ image classes from all the object predictions. We refer to this as the collage decoding algorithm. First, all the predictions with confidence values less than detection threshold are ignored by the algorithm. Then the decoding algorithm calculates the Jaccard similarity coefficient, also known as Intersection over Union (IoU), of each predicted bounding box with each of the $N$ ground truth bounding boxes that are used in creating the collages. Let area of ground truth bounding box be $A_{gt}$, area of predicted bounding box be $A_{pred}$ and area of intersection between both the boxes be $A_i$. Then Jaccard similarity coefficient can be computed using the formula: $\frac{A_i}{A_{gt} + A_{pred} - A_i}$.

The ground truth bounding box with the largest similarity coefficient is assigned the class label of the predicted bounding box. As a result the image present in this ground truth bounding box is predicted as having an object belonging to this class label. This is repeated for all the object predictions. If there are multiple class labels predicted for a ground truth bounding box, then ties are broken based on the confidence associated with the prediction. Class label with the largest confidence is chosen for the bounding box.

Examples of object predictions are shown in figure 5. The ground truth collage is a 2x2 collage and is formed from 4 images. It consists of 4 bounding boxes G1, G2, G3, and G4 which contain objects belonging to classes A, B, C, and
D respectively. In scenario 1, the collage model predicts 4 bounding boxes P1, P2, P3 and P4 that are non-overlapping with each other. The collar decoding algorithm computes the values of Jaccard similarity coefficient for each predicted box with the ground truth bounding boxes. In this scenario: P1 would have largest similarity value with G1, P2 with G2, P3 with G3 and P4 with G4. So collar decoding algorithm predicts G1 as belonging to class A, G2 to class E, G3 to class C, G4 to class D. Next consider scenario 2. In this scenario, three bounding boxes are predicted by the model. Predicted box P1 is spread over G1 and G2. Jaccard similarity coefficient value of P1 with box G1 is: \( \frac{1}{5} \), G2 is: \( \frac{1}{5} \), G3 is: \( \frac{1}{7} \) and G4 is: \( \frac{1}{7} \). So, collar decoding algorithm predicts G1 as containing class A, G2 as empty prediction, G3 as class C, G4 as class D. In scenario 3, collar model predicts 5 different bounding boxes. Assigning classes A, C, D to boxes G1, G3, G4 respectively is straightforward. But both box P2 and box P3 have highest Jaccard similarity coefficient values with ground truth box G2. Since class B has higher confidence (80%) than class E (70%), collar decoding algorithm predicts G2 as containing class B. In scenario 4, four bounding boxes are predicted. Assigning class B, class C, class D to boxes G2, G3 and G4 respectively is straightforward. Box P1 has highest similarity with ground truth box G1. Since two classes are predicted within box P1 the tie between both classes A and E is broken by using confidence. Since the confidence of predicting class A is larger than that of class E, G1 is assigned class A.

4.5 Decoding and Providing final predictions
The outputs from collar decoding algorithm along with predictions from all the S-CNN models are provided as inputs to the final decoder process. The decoder process provides the final system predictions as shown in figure 3. If the predictions from all the S-CNN models are available, the decoder just provides these predictions as the final predictions and discards the Collage-CNN outputs, since there were no stragglers in MLaaS. In the case where predictions from any of the S-CNN models is not available i.e., there is a straggler node, then the prediction from the Collage-CNN corresponding to that model is used instead. It can be observed that the outputs from Collage-CNN model can be used to tolerate more than one straggler. The predictions from the Collage-CNN model can be used instead in place of any missing S-CNN model predictions. In the rare scenario, when there is a straggler S-CNN model and the corresponding prediction from Collage-CNN is empty the image replicated to another S-CNN model. Prediction from this replicated request is used by the decoder process.

5 Experimental Evaluation
5.1 Training Parameters
The models are generally trained for 130K iterations using Stochastic Gradient Descent (SGD) with the following hyper parameters: learning rate of 0.001, momentum of 0.9, decay of 0.0005, and batch size of 64. While training Collage-CNN on Imagenet collages of shapes 4x4 and 5x5, the learning rate of 0.001 caused divergence in SGD. When the learning rate is reduced to 0.0005 SGD converged. Each model training is performed on a single compute node consisting of an AMD Ryzen 3 1200 Quad-Core Processor with 4 CPUs and 32GB of memory and a GeForce Titan 1080 GPU equipped with 11 GB of GDDRAM. The training run time is ~26 hours for 130K iterations.

As described in section 4, size of the Collage-CNN training data is increased using the different permutations possible when generating collages. We performed few experiments to verify that using more collage images in training helps to improve validation accuracy. We observed consistent improvements in validation accuracy. Some of the experimental results are listed below.

- While training a Collage-CNN model using 4x4 Imagenet based collages, as the training set size is doubled from 52K to 104K images validation accuracy increased by 6.95%.
- While training a Collage-CNN model using 3x3 Imagenet based collages, as the training set size is doubled from 26K to 52K images the validation accuracy increased by 1%.
- While training a Collage-CNN model using 3x3 CIFAR-10 based collages, as the training set size is increased...
from 10K to 50K images the validation accuracy increased by 1.38%.

Following from these experiments while training the Collage-CNN models on Imagenet dataset we used a larger number of collage images than the total number of single training images present in the Imagenet dataset. The total number of single training images in the selected 100 classes is 120K. For Collage-CNN model training we generated and used 208K collages.

5.2 Accuracy of the Collage-CNN models
We measured the top-1 accuracy of Collage-CNN and S-CNN models using validation images from CIFAR-10. The resolution of each validation image is unchanged while forming the collages. The size of CIFAR-10 dataset is 50000 training images, 10000 validation images. Let \( N \) be the number of images per collage. The collage set for each architecture consisted of \( \frac{50000}{N} \) training collages and \( \frac{10000}{N} \) test collages. The accuracy results are plotted in figure 6. The baseline S-CNN model has a accuracy of 92.2% whereas the 2x2 Collage-CNN models has a accuracy of 88.91%. Further, it can be seen that the accuracy of Collage-CNN models decreases gradually as the number of images per collage increases. As we discussed earlier in section 4.3, increasing the number of single images per collage can increase the redundancy that the Collage-CNN provides but it comes at a cost of decreasing accuracy. However, with more single images per collage the number of objects to be detected by the Collage-CNN is also higher. As a result, having more images per collages makes the task of Collage-CNN model more challenging.

Next we measured the top-1 accuracy of Collage-CNN and S-CNN models using validation images from Imagenet. Test collages are generated using the validation images from the selected 100 Imagenet classes. The resolution of each validation image is lowered to fit into the collage. This is because each validation image has a resolution of 224x224 and the collage image resolution is 416x416. The top-1 accuracy results are plotted in figure 7. Surprisingly, Collage-CNN model demonstrated slightly higher accuracy than baseline S-CNN model on single image inputs i.e., 1x1 collage and also 2x2 collage images. Again, as the number of images per collage increases the accuracy of Collage-CNN model decreases gradually. It can be observed that the rate of decrease in accuracy of Collage-CNN model on Imagenet is higher than on CIFAR-10. As the number of single images per Imagenet collage is increased, resolution of each image gets reduced significantly unlike with CIFAR-10 collages. This is likely the cause for higher loss in accuracy.

5.3 Inference Latency of the models
The inference latency of Collage-CNN and S-CNN on an AMD Ryzen 3 1200 Quad-Core Processor with 4 CPUs and 32GB of memory are shown in table 1. We measured latency on a batch size of 1 image because there would be no batching of images during online or real-time inference. Both models have similar inference latency on images from Imagenet dataset.

While performing inference using Collage-CNN and S-CNN there is a latency overhead associated with pre-processing each input image. For S-CNN the pre-processing includes resizing each image to 256x256 and then cropping it down to 224x224. For Collage-CNN the pre-processing includes creating the 416x416 collage by lowering the resolution of single images. The mean latencies for creating different Imagenet collages are shown in table 2. As the number of images in a collage increases, its creation latency increases proportionally. For a 3x3 collage, the creation time is ~13% of the mean of the corresponding inference latency.
We implemented an online image classification system and written in Python. The front node generates and sends http requests with the images for prediction. Flask is a micro web framework deployed it on the Digital Ocean cloud [2]. The system consists of a Load Balancer front node, multiple server nodes running S-CNN and Collage-CNN models. The Load Balancer front node performs multiple tasks. It collects requests from clients and generates single image classification requests to the S-CNN models. It also creates a collage from these single images and sends collage classification request to the Collage-CNN. It can replicate any single image requests if necessary. It also performs the decoding process described in section 4.5. We use one Virtual Machine (VM) to host the front node and N additional VMs to serve requests using the S-CNN and Collage-CNN models. Each of the server nodes runs a Flask based http server to serve incoming http requests with images for prediction. Flask is a micro web framework written in Python. The front node generates and sends http requests with the images. We performed experiments with N = 9, 16 S-CNN server nodes and 1 Collage-CNN server node. Validation images from Imagenet-1k dataset are used to generate inference requests.

Along with Collage Inference, we implemented two more methods for comparison. Each method is briefly described below:

- First method is where the front node sends requests to the S-CNN servers and waits till all of them respond. The front node does not replicate any slow and pending requests. This is the No replication method.
- In the second method, the front node sends requests to the S-CNN servers with a fixed timeout on all requests. If a server is a straggler and does not provide prediction before the timeout, the request is replicated. This is the replication method.
- During Collage Inference, the front node sends requests to the S-CNN and Collage-CNN servers with a fixed timeout on all requests. If one or more S-CNN servers are stragglers and do not provide predictions before the time out and the Collage-CNN provides predictions, the predictions from the Collage-CNN are used in the place of missing S-CNN predictions. If one or more S-CNN servers do not provide predictions before the timeout and the Collage-CNN also does not provide predictions before the time out, the requests sent to stragglings S-CNN nodes are replicated to the S-CNN nodes that already finished their requests.

During the experiments, we make each of the N server nodes follow the same inference latency distribution shown in figure 2 such that for every image inference, the mean of the inference latency is ~0.15 second and the 99-percentile inference latency is ~0.70 seconds. Following the measured distribution is to allow for comparing the latencies between the three different methods. The front node measures and logs the end-to-end latency for each request from the time it is sent to the time predictions for it are received. For requests to Collage-CNN model the end-to-end latency also includes time spent in forming the collage image.

### Table 1. Measured Inference Latencies

| BatchSize | Model    | Mean(ms) | Std. Deviation(ms) |
|-----------|----------|----------|--------------------|
| 1         | S-CNN    | 96       | 8.4                |
| 1         | Collage-CNN | 95      | 11                 |

### Table 2. Collage creation Latencies

| Collage architecture | Mean Collage creation latency(ms) |
|----------------------|----------------------------------|
| 1x1                  | 3                                |
| 2x2                  | 6                                |
| 3x3                  | 12                               |
| 4x4                  | 22                               |
| 5x5                  | 32                               |

#### 5.4 Collage Inference on the Cloud

We implemented an online image classification system and deployed it on the Digital Ocean cloud [2]. The system consists of a Load Balancer front node, multiple server nodes running S-CNN and Collage-CNN models. The Load Balancer front node performs multiple tasks. It collects requests from clients and generates single image classification requests to the S-CNN models. It also creates a collage from these single images and sends collage classification request to the Collage-CNN. It can replicate any single image requests if necessary. It also performs the decoding process described in section 4.5. We use one Virtual Machine (VM) to host the front node and N additional VMs to serve requests using the S-CNN and Collage-CNN models. Each of the server nodes runs a Flask based http server to serve incoming http requests with images for prediction. Flask is a micro web framework written in Python. The front node generates and sends http requests with the images. We performed experiments with N = 9, 16 S-CNN server nodes and 1 Collage-CNN server node. Validation images from Imagenet-1k dataset are used to generate inference requests.

Along with Collage Inference, we implemented two more methods for comparison. Each method is briefly described below:

- First method is where the front node sends requests to the S-CNN servers and waits till all of them respond. The front node does not replicate any slow and pending requests. This is the No replication method.
- In the second method, the front node sends requests to the S-CNN servers with a fixed timeout on all requests. If a server is a straggler and does not provide prediction before the timeout, the request is replicated. This is the replication method.
- During Collage Inference, the front node sends requests to the S-CNN and Collage-CNN servers with a fixed timeout on all requests. If one or more S-CNN servers are stragglers and do not provide predictions before the time out and the Collage-CNN provides predictions, the predictions from the Collage-CNN are used in the place of missing S-CNN predictions. If one or more S-CNN servers do not provide predictions before the timeout and the Collage-CNN also does not provide predictions before the time out, the requests sent to stragglings S-CNN nodes are replicated to the S-CNN nodes that already finished their requests.

During the experiments, we make each of the N server nodes follow the same inference latency distribution shown in figure 2 such that for every image inference, the mean of the inference latency is ~0.15 second and the 99-percentile inference latency is ~0.70 seconds. Following the measured distribution is to allow for comparing the latencies between the three different methods. The front node measures and logs the end-to-end latency for each request from the time it is sent to the time predictions for it are received. For requests to Collage-CNN model the end-to-end latency also includes time spent in forming the collage image.

#### 9 S-CNN + 1 Collage-CNN server nodes:

The end to end latency distribution observed when the image classification system consists of 9 S-CNN models with no replication method is shown in figure 8; 9 S-CNN models with replication method is shown in figure 9; 9 SNN models and 1=one 3x3 Collage-CNN model with Collage Inference is shown in figure 10. X-axis in each figure is the latency in seconds. The histograms along Y-axis are the probability density values for the latency distribution. The blue curve line along Y-axis shows the estimated Probability Density Function (PDF) of the end to end latency using Kernel Density Estimation. Let’s compare the methods across 4 metrics.

- Mean latency: No replication method has the lowest mean latency (0.40s), followed by Replication (0.42s) and Collage inference (0.48s). Collage inference has a slightly higher mean mainly owing to the collage creation overhead in the Collage-CNN model.
- Standard Deviation: Both No replication and Replication methods have a similar standard deviation of 0.18s whereas Collage inference has a significantly lower standard deviation of 0.06s. Using Collage-CNN model reduces the standard deviation in latency by 3X.
- 99-th percentile latency: The 99-th percentile latency of Collage inference (0.60s) and is 1.47X lower than both No replication and Replication methods.
- Accuracy: Accuracy related statistics for Collage inference method are shown in table 3. Each request mentioned in this table refers to a distributed inference request. That is, it consists of 9 concurrent requests to S-CNN models and 1 concurrent request to the Collage-CNN model. When the Collage-CNN is not a straggler and its predictions are used by the decoder, the accuracy of its predictions is 87.86%. This is significantly better than the top1-accuracy of 3x3 Collage-CNN on
Table 3. Accuracy statistics for 3x3 Collage-CNN

|                                |            |
|--------------------------------|------------|
| Total requests                 | 8310       |
| Total requests that encountered stragglers | 1478       |
| Collage-CNN is one of the stragglers | 201        |
| Collage-CNN is not a straggler  | 1277       |
| Collage-CNN predicted accurately | 1122       |
| Accuracy of Collage-CNN when it is used | 87.86%     |

Table 4. Accuracy statistics for 4x4 Collage-CNN

|                                |            |
|--------------------------------|------------|
| Total requests                 | 4680       |
| Total requests that encountered stragglers | 1002       |
| Collage-CNN is one of the stragglers | 313        |
| Collage-CNN is not a straggler  | 689        |
| Collage-CNN predicted accurately | 563        |
| Accuracy of Collage-CNN when it is used | 81.71%     |

16 S-CNN + 1 Collage-CNN server nodes: The end to end latency distribution observed when the image classification system consists of 16 S-CNN models with no replication method is shown in figure 11; 16-S-CNN models with replication method is shown in figure 12; 16-SNN models and one 4x4 Collage-CNN model with Collage Inference is shown in figure 13. Let’s compare the methods across 4 metrics.

- Mean latency: Replication method has the lowest mean latency (0.54s), followed by No replication method (0.61s) and Collage inference (0.67s). The higher mean latency of Collage inference is due to the collage creation overhead in the Collage-CNN model.
- Standard Deviation: Again Collage inference has the lowest standard deviation of 0.07s. This is 4X lower than Replication method and 9X lower than the No Replication method.
- 99-th percentile latency: The 99-th percentile latency of Collage inference (0.96s) is 1.45X lower than Replication (1.39s) and 2.46X lower than the No Replication method (3.32s).
- Accuracy: Accuracy related statistics for Collage inference method are shown in table 4. When the 4x4 Collage-CNN is not a straggler and it’s predictions are used by the decoder, the accuracy of its predictions is 81.71%. This prediction accuracy is lower than that provided by 3x3 Collage-CNN (87.86%). This is expected because 4x4 model is providing redundancy for 16 S-CNN models. However, this prediction accuracy is significantly higher than the top1-accuracy of 4x4 Collage-CNN on Imagenet (72.38%) shown in figure 7. The difference arises because when the Collage-CNN is used only a subset of it’s predictions corresponding to the straggler nodes are taken into account. Again, the Collage-CNN provides a significantly lowers variation in latency without decreasing inference accuracy.

6 Related Work

For earlier discussion on related work please refer section 3.1.

Tail latency in Distributed systems: Paragon [17] presents a QOS aware online heterogenous datacenter scheduler. Adrenaline [28] identifies and selectively speeds up long queries by quick voltage boosting. Prior works like [18, 34, 41, 57] focus on
Another strategy used for straggler mitigation is arriving server B. This approach is similar to the reactive approach \[35\]\[36\]. In this replication when there is failure of a parameter server B, the parameter server A, \(B\), would send a request for the new data to the datacenter. Using replicated tasks to improve the response times needs multiple replicas of all the data which adds overheads. Another strategy used for straggler mitigation is arriving at an approximate result without waiting on the stragglers. In this work we present Collage Inference and a novel redundancy model called Collage-CNN that provides redundancy in the presence of straggler nodes, maintains high model accuracy and low resource overheads. Collage Inference uses lightweight object detection models to provide recovery from straggler nodes at runtime. Collage-CNN model provides good tradeoffs between accuracy and latency. Our experiments on CIFAR-10 dataset demonstrate a ~26% higher top-1 accuracy than the existing works. In addition, we demonstrate excellent results on Imagenet-1k dataset. Deploying the Collage-CNN models in the cloud we demonstrate that the 99-th percentile latency can be reduced by 1.45X to 2.46X compared to replication based approaches without compromising prediction accuracy. We conclude that Collage Inference is a new and promising approach to mitigate stragglers in distributed inference.

### 7 Conclusion

Online prediction serving systems are becoming increasingly used to serve image processing based requests. Serving requests at low latency, with high accuracy and low resource cost becomes very important; especially in the presence of stragglers. In this work we present Collage Inference and a novel redundancy model called Collage-CNN that provides redundancy in the presence of straggler nodes, maintains high model accuracy and low resource overheads. Collage Inference uses lightweight object detection models to provide recovery from straggler nodes at runtime. Collage-CNN model provides good tradeoffs between accuracy and latency. Our experiments on CIFAR-10 dataset demonstrate a ~26% higher top-1 accuracy than the existing works. In addition, we demonstrate excellent results on Imagenet-1k dataset. Deploying the Collage-CNN models in the cloud we demonstrate that the 99-th percentile latency can be reduced by 1.45X to 2.46X compared to replication based approaches without compromising prediction accuracy. We conclude that Collage Inference is a new and promising approach to mitigate stragglers in distributed inference.
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