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The memory controller is in charge of managing DRAM maintenance operations (e.g., refresh, RowHammer protection, memory scrubbing) to reliably operate modern DRAM chips. Implementing new maintenance operations often necessitates modifications in the DRAM interface, memory controller, and potentially other system components. Such modifications are only possible with a new DRAM standard, which takes a long time to develop, likely leading to slow progress in the adoption of new architectural techniques in DRAM chips.

We propose a new low-cost DRAM architecture, Self-Managing DRAM (SMD), that enables autonomous in-DRAM maintenance operations by transferring the responsibility for controlling maintenance operations from the memory controller to the SMD chip. To enable autonomous maintenance operations, we make a single, simple modification to the DRAM interface, such that an SMD chip rejects memory controller accesses to DRAM regions (e.g., a subarray or a bank) under maintenance, while allowing memory accesses to other DRAM regions. Thus, SMD enables 1) implementing new in-DRAM maintenance mechanisms (or modifying existing ones) with no further changes in the DRAM interface, memory controller, or other system components, and 2) overlapping the latency of a maintenance operation in one DRAM region with the latency of accessing data in another.

We evaluate SMD and show that it 1) can be implemented without adding new pins to the DDRx interface with low latency (0.4% of row activation latency) and area (1.1% of a 45.5 mm² DRAM chip overhead), 2) achieves 4.1% average speedup across 20 four-core memory-intensive workloads over a DDR4-based system/DRAM co-design technique that intelligently parallelizes maintenance operations with memory accesses, and 3) guarantees forward progress for rejected memory accesses. We believe and hope SMD can enable innovations in DRAM architecture to rapidly come to fruition. We open source all SMD source code and data at https://github.com/CMU-SAFARI/SelfManagingDRAM.

1. Introduction

Advances in manufacturing technology enable increasingly smaller DRAM cell sizes, continuously reducing cost per bit of a DRAM chip [1–6]. However, as a DRAM cell becomes smaller and the distance between adjacent cells shrinks, ensuring reliable and efficient DRAM operation becomes an even more critical challenge [2, 5, 7–18]. A modern DRAM chip requires three major types of maintenance operations (described in detail in §5) for reliable and secure operation: 1) DRAM refresh [17, 19–46], 2) RowHammer protection [12, 18, 47–122], and 3) memory scrubbing [17, 123–135].

New DRAM chip generations necessitate making existing maintenance operations more aggressive (e.g., lowering the refresh period [119, 136, 137]) and introducing new types of maintenance operations (e.g., targeted refresh [64, 66, 138], DDR5 RFM [119], and PRAC [119] as RowHammer defenses).

Two problems likely hinder the adoption of effective and efficient maintenance mechanisms in modern and future DRAM-based computing systems. First, it is difficult to modify existing maintenance mechanisms and introduce new maintenance operations because doing so often necessitates changes to the DRAM interface, which takes a long time (due to various issues related to standardization and agreement across many vendors with conflicting interests [4, 6]). Second, it is challenging to keep the overhead of DRAM maintenance mechanisms low as DRAM reliability characteristics worsen and DRAM chips require more aggressive maintenance operations. We expand on the two problems in the next two paragraphs.

Implementing new maintenance operations (or changing existing ones) often necessitates modifications in the DRAM interface, memory controller (MC), and potentially other system components. Such modifications are only possible with a new DRAM standard, which takes a long time to develop, likely leading to slow progress in the adoption of new architectural techniques in DRAM chips. For example, there was a five-year gap between the DDR3 [140] and DDR4 [141] standards, and an eight-year gap between the DDR4 [141] and DDR5 [119] standards. While developing a new standard, DRAM vendors need to push their proposal regarding the maintenance operations through the JEDEC committee (which is the case even if the gap between subsequent DRAM standards were to substantially reduce) such that the new standard includes the desired changes to enable new maintenance operations. Thus, a flexible DRAM interface that decouples improvements to DRAM maintenance operations from interface changes (and hence the timeline needed to enable such changes) would allow DRAM designers to quickly implement custom in-DRAM maintenance mechanisms and develop more robust, reliable, secure, safe, and more efficient DRAM chips.

A maintenance operation triggers more frequently and takes longer with worsening DRAM reliability characteris-
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1Memory scrubbing is not always required in consumer systems but often used in cloud systems.

2A very recent update to the DDR5 standard [119] introduces PRAC, which is an on-DRAM-die read disturbance mitigation mechanism. PRAC requires more changes to the DRAM interface and continues to use RFM. Note that PRAC is concurrent with this work, as the initial version of this paper [139] was placed on arXiv on 27 July 2022 and initial submission to the MICRO 2022 conference was made on 22 April 2022.
tics, increasing density, or increasing operating temperature with tighter DRAM-system integration (e.g., high-bandwidth memory DRAM temperature can reach 97 °C [142]). While a maintenance operation executes, DRAM is unavailable to serve memory requests (e.g., a periodic refresh operation in DDR4 prevents access to a DRAM rank for 410 ns [141] and in DDR5 prevents access to a DRAM bank in all bank groups for 190 ns [119]). As a result, maintenance operations can significantly degrade system performance by delaying critical memory requests. Enabling autonomous maintenance operations without delaying critical memory requests would improve system performance, energy efficiency, and robustness.

Enabling autonomous operations with a flexible interface would provide two main benefits. First, it would enable DRAM manufacturers with breathing room to perform architectural optimizations that can greatly benefit from their DRAM-internal proprietary knowledge without having to expose such knowledge to off-chip components and third-party manufacturers, which may be impractical or undesirable [4, 6]. Second, doing so divides the work nicely between the memory controller and the DRAM chip. DRAM manufacturers can focus on their critical challenges of designing better DRAM chips and memory controller manufacturers can focus on the critical tasks for memory controller without being burdened by other tasks that are not really easy to optimize at the memory controller level without proprietary DRAM-internal knowledge.

Our goal is to 1) ease and accelerate the process of implementing new in-DRAM maintenance operations and 2) enable more efficient maintenance operations. To this end, we propose Self-Managing DRAM (SMD), a new framework that enables implementing new in-DRAM maintenance operations and modifying the existing ones with a simple, single interface change that eliminates the need for future changes in the DRAM interface, the MC, or other system components.3

SMD’s key idea is to allow a DRAM chip to autonomously and efficiently perform maintenance operations by preventing memory accesses only to a relatively small, under-maintenance DRAM region, i.e., a designated section in a DRAM chip (e.g., a DRAM subarray or a bank), while allowing memory accesses to other DRAM regions.4 To prevent access to an under-maintenance DRAM region, an SMD chip rejects a row activation command (i.e., ACT) issued by the MC to the region. To ensure that a DRAM region cannot be locked for too long, SMD enforces a minimum delay between consecutive maintenance operations targeting the same region. We comprehensively study SMD and show that it ensures forward progress for memory requests (§4.4). While a DRAM region is under maintenance, the MC can access other regions. This way, a majority of memory accesses are not delayed by maintenance operations as SMD overlaps the latency of a maintenance operation in a DRAM region with memory accesses to other DRAM regions.

To enable practical adoption of SMD, we propose to implement it with low-cost modifications to existing DRAM chips and MCs. First, to inform the MC that a row activation is rejected, SMD uses a single uni-directional pin on the DRAM chip (which already exists in DDR4/5, see §6). Second, SMD implements a small (e.g., 16 bits per DRAM bank) memory structure called the Lock Controller in a DRAM chip for managing regions under maintenance and preventing access to them. Third, SMD adds a new row address latch for every lock region in a DRAM chip to enable accessing one lock region while another is under maintenance (building on the basic design proposed in prior works [19, 148, 149]). In §6, we show that these modifications have low DRAM chip area (1.1% of a 45.5 mm² DRAM chip) and negligible latency overhead (only 0.4% increase in row activation latency).

We demonstrate the usefulness and versatility of SMD by implementing three in-DRAM maintenance mechanisms for DRAM refresh (§5.1), RowHammer protection (§5.2), and memory scrubbing (§5.3). We rigorously evaluate SMD’s impact on system performance and energy efficiency using cycle-accurate memory system simulations (using Ramulator [150, 151]), executing a diverse set of 62 single-core and 60 four-core workloads. We compare SMD-based implementations of the evaluated maintenance mechanisms to their MC-based implementations. We make two key observations from our evaluation. First, an SMD chip that implements lock regions at subarray granularity (i.e., a maintenance mechanism locks a small designated section in a bank) and implements all three maintenance mechanisms (refresh, RowHammer protection, and scrubbing) 1) improves average performance across all memory-intensive four-core workloads by 8.6% compared to a baseline system with a DDR4 chip that supports bank-level refresh and a memory controller that intelligently schedules maintenance operations to avoid delaying main memory accesses (DARP [19]) and 2) outperforms an optimized state-of-the-art system in which the DDR4 chip can concurrently perform a maintenance operation in a subarray and a memory access in another subarray (maintenance-access parallelization) and the memory controller can intelligently exploit maintenance-access parallelization (e.g., similar to DSARP’s [19] refresh-access parallelization) by 4.1%. SMD provides 88.3% of the speedup provided by an oracle (No-Refresh) that completely mitigates the overhead of maintenance operations, on average across all evaluated high memory intensity four core workloads. Second, SMD reduces DRAM energy consumption by 4.3% on average as it eliminates DRAM commands issued by the memory controller to perform maintenance operations and reduces total execution time. We conclude that SMD practically provides

---

3The current commodity DRAM interface (e.g., DDRx [119, 140, 141], HBMx [143, 144]) is completely processor centered (i.e., the memory controller on the processor chip dictates everything to the DRAM chips, giving no breathing room for DRAM to do much on its own). SMD, by slightly modifying the interface, enables the interface to move towards and more memory-centric approach where memory can do things autonomously. This is in line with the general memory-centric computing paradigm [145–147] where memory can also do computation.

4SMD has the key property that the MC does not even know which maintenance operations an SMD chip performs. This property of SMD could also be appealing to DRAM vendors [4, 6] because it would allow vendor-, and chip-generation-specific DRAM resilience characteristics (e.g., the degree and distribution of RowHammer vulnerability and retention failures) to remain undisclosed (i.e., not exposed to other DRAM vendors or system designers).
better performance and energy benefits, without having to modify the DRAM interface (e.g., by adding new timing parameters to the standard) for every new type of maintenance mechanism, than prior techniques that enable refresh-access parallelization (e.g., [19, 149]).

We expect and hope that SMD will inspire researchers to develop new DRAM maintenance mechanisms that more efficiently tackle the scaling, robustness, and efficiency problems of DRAM and to enable practical adoption of innovative ideas by providing freedom to both DRAM and MC designers. We release all SMD source code and data at https://github.com/CMU-SAFARI/SelfManagingDRAM so that others can replicate our work and build on it.

We make the following key contributions:

- We propose SMD, a new framework to enable autonomous and efficient in-DRAM maintenance operations with small changes to modern DRAM chips and MCs.
- We use SMD to implement efficient DRAM maintenance mechanisms for three use cases: DRAM refresh, RowHammer protection, and memory scrubbing. We also show that SMD can seamlessly enable optimized maintenance mechanisms, including variable-rate refresh and probabilistic RowHammer protection techniques.
- We rigorously evaluate the performance and energy of SMD-based maintenance mechanisms. SMD provides large performance and energy benefits while also improving system robustness across a variety of workloads.

2. Background

2.1. DRAM Organization

A computing system has one or more DRAM channels, where each channel has an independently operating I/O bus. As Fig. 1 illustrates, a Memory Controller (MC) interfaces with one or multiple DRAM ranks via the channel’s I/O bus. A DRAM rank consists of a group of DRAM chips that operate in lockstep. Because the I/O bus is shared across ranks, memory accesses to different ranks happen in serial manner. A DRAM chip is divided into multiple DRAM banks, each of which is further divided into multiple two-dimensional DRAM cell arrays, called subarrays. Within each subarray, DRAM cells are organized as rows and columns. A DRAM row consists of DRAM cells that are connected to the same wordline. A DRAM cell connects to a sense amplifier via an access transistor and a bitline, and all sense amplifiers in the subarray form a row buffer. Within each DRAM cell, the data is stored as electrical charge on the capacitor.

2.2. Accessing DRAM

Reading or updating the value of a DRAM cell requires activating (i.e., opening) a DRAM row. To open a row, the memory controller issues a DRAM activate (ACT) command with a row address. The global row decoder and the local row decoder select a wordline based on the row address provided by the memory controller. Enabling the wordline copies the row’s data to the row buffer.

The memory controller can access data in the row buffer using DRAM read and write commands (RD/WR). The delay between an ACT and the following RD or WR must be larger than activation latency (tRCD). The memory controller can issue a PRE command to close the open row, after which it can activate a new row from the same bank. The memory controller must wait for at least the restoration latency (tRAS) after issuing an ACT before issuing a PRE. The memory controller follows a PRE with an ACT to activate a new row at least after precharge latency (tRP).

3. Motivation & Goal

In current DRAM chips, the MC is in charge of managing DRAM maintenance operations such as periodic refresh, RowHammer protection, and memory scrubbing. When DRAM vendors modify a DRAM maintenance mechanism to improve robustness, performance, or efficiency, often the DRAM interface needs to be modified as well, which makes such improvements very difficult to achieve. As a result, implementing new or modifying existing maintenance operations, no matter how fast such implementations or modifications could be developed, can only be realized after a multi-year effort by multiple parties that are part of the JEDEC committee [4, 6, 152]. A prime example to support our argument is the most recent DDR5 standard [119], which took at least 8 years to develop after the initial release of DDR4. Even though it might not have taken DRAM designers so long to develop new maintenance mechanisms, the DRAM chips implementing these mechanisms are released only after the new standard is released. DDR5 also introduces changes to key issues we study in this paper: DRAM refresh, RH protection, and memory scrubbing. We discuss these changes as motivating examples to show the shortcomings of the status quo in DRAM.

3.1. DRAM Refresh

DDR5 introduces Same Bank Refresh (SBR), which refreshes one bank in each bank group at a time instead of refreshing all banks concurrently as in DDR4 [141, 153]. SBR improves bank availability as the MC can access the non-refreshing banks while other banks are being refreshed. DDR5 implements SBR with a new REFsb command [119]. Implementing REFsb necessitates changes in the DRAM interface.

3.2. RowHammer Protection

In DDR4, DRAM vendors implement in-DRAM RowHammer protection mechanisms by performing Target Row Refresh (TRR) [64,66] within the time slack available when performing regular refresh. Prior works show that TRR is vulnerable to

![Figure 1: DRAM rank, chip, bank, and subarray organization](image-url)
certain memory access patterns [64, 66, 138]. DDR5 specifies Refresh Management (RFM) [119, 120] that an MC implements to aid in-DRAM RowHammer protection. As part of RFM, the MC uses counters to keep track of row activations to each DRAM bank. When a counter reaches a specified threshold value, the MC issues the new RFM command to DRAM chips. A DRAM chip then performs an undocumented operation (one that may or may not refresh one or more victim rows based on an unknown victim row selection criteria) with the time allowed for RFM to mitigate RowHammer. Implementing RFM requires significant changes in the DRAM interface and the MC design.

3.3. Memory Scrubbing

DDR5 adds support for on-die ECC [10] and in-DRAM scrubbing [119]. A DDR5 chip internally performs ECC encoding and decoding when the chip is accessed. To perform DRAM scrubbing, the MC must periodically issue the new scrub command (for manual scrubbing) or all-bank refresh command (for automatic scrubbing). Similar to Same Bank Refresh and RFM, enabling in-DRAM scrubbing necessitates changes in the DRAM interface and in the MC design.

Our goal is to accelerate the process of introducing new in-DRAM maintenance operations and enabling more efficient maintenance operations.

4. Self-Managing DRAM (SMD)

We propose the Self-Managing DRAM (SMD) framework that decouples the responsibilities of the DRAM chip and the memory controller with a single change to the DRAM interface. Giving a DRAM chip the ability (i.e., the breathing room) to autonomously perform maintenance operations renders DRAM interface modifications for implementing future maintenance operations unnecessary. SMD is part of a continuum between fully master-slave (completely controlled by one side) and fully request-reply (equal partner) interfaces. Today’s commodity DRAM interface (e.g., DDRx [119, 140, 141], HBMx [143, 144]) is completely on the fully master-slave end of the continuum as the memory controller dictates everything the DRAM chip does. SMD, in contrast, tries to achieve a balance that enables faster innovation and easier adoption of new ideas by giving the DRAM chip some freedom to autonomously perform maintenance operations. We believe that doing so would ultimately more quickly enable better (more performant, efficient, robust) computing systems.

4.1. Overview of SMD

SMD has a flexible interface that enables efficient implementation of multiple DRAM maintenance operations within the DRAM chip. The key idea of SMD is to provide a DRAM chip with the ability to reject an ACT command via a single-bit negative-acknowledgment (ACT_NACK) signal. An ACT_NACK informs the MC that the DRAM row it tried to activate is under maintenance, and thus temporarily unavailable. Leveraging the ability to reject an ACT, a maintenance operation can be implemented completely within a DRAM chip.

**Organization.** SMD preserves the general DRAM interface and uses a single uni-directional pin (which already exists in DDR4/5, see §6) in the physical interface of a DRAM chip. This pin is used for sending the ACT_NACK signal from the DRAM chip to the MC.

Fig. 2 shows the organization of a bank in an SMD chip. SMD divides a DRAM bank into multiple lock regions of equal size. Each bank has at least one lock region. SMD stores an entry in a per-bank Lock Region Bitvector (LRB) to indicate whether or not a lock region is reserved for performing a maintenance operation.

**Operation.** A maintenance operation takes place as the Lock Controller sets the lock bit in the LRB entry that corresponds to the lock region on which the maintenance operation is to be performed. When the MC attempts to open a row in a locked region, the Lock Controller generates an ACT_NACK. When a maintenance operation attempts to lock a region 1) with an open row or 2) that is already locked by another maintenance operation, the Lock Controller responds with cannot lock.

A maintenance operation and an ACT can be performed concurrently in the same bank on different lock regions. To enable this, SMD implements a row address latch in order to drive two local row decoders with two independent row addresses. When a maintenance operation and an ACT arrive at the same lock region at the same time, the bank prioritizes the maintenance operation and the SMD chip rejects the ACT.

4.2. Region Locking Mechanism

A maintenance operation can be performed on a lock region only while the region is locked. Therefore, a maintenance mechanism must lock the region that includes the rows that should undergo maintenance. A maintenance mechanism can only lock a region that is not locked, which prevents different maintenance mechanisms from interfering with each other.

**Lock Region Size.** A lock region consists of a fixed number of consecutively-addressed DRAM rows. To simplify the design, we set the lock region size to one or multiple subarrays. This is because a maintenance operation uses the local row buffer in a...
subarray. We design and evaluate SMD assuming a default lock region size of 16 subarrays. We evaluate SMD’s sensitivity to lock region size (for a DRAM bank with 256 subarrays) and find that increasing the number of lock regions in a bank beyond 16 (i.e., having fewer than 16 subarrays in a lock region) yields diminishing returns (§9.2).

Modern DRAM chips typically use the density-optimized open-bitline architecture [154–157], which places sense amplifiers on both sides of a subarray and where adjacent subarrays share sense amplifiers. With the open-bitline architecture, the MC should not access a row in a subarray adjacent to one under maintenance. To achieve this, the Lock Controller simply sends an ACT_NACK when the MC attempts to activate a row in a subarray adjacent to a locked region. Consequently, when SMD locks a region that spans 16 subarrays, it prevents the MC from accessing 18 subarrays. We evaluate SMD using the density-optimized open-bitline architecture. In the folded-bitline architecture [154–156], adjacent subarrays do not share sense amplifiers with each other. Therefore, SMD prevents access only to the subarrays in a locked region.

Ensuring Timely Maintenance Operations. A maintenance mechanism cannot lock a region with an active row. To lock the region, the maintenance mechanism waits for the MC to precharge the row. DRAM standards specify the maximum allowed time for a row to remain active as 9x tREFI [141, 153, 158, 159]). As such, a maintenance mechanism is delayed at most by 9x tREFI.

4.3. Controlling an SMD Chip

While introducing changes in the memory controller (MC) to handle ACT_NACK, SMD also simplifies MC design and operation as the MC no longer implements control logic to issue DRAM maintenance commands. For example, the MC does not 1) prepare a bank for refresh by precharging it, 2) implement timing parameters relevant to refresh, and 3) issue REF commands. The MC still maintains the bank state information (e.g., which row is open in a bank) and respects the DRAM timing parameters associated with other DRAM commands (e.g., ACT).

Handling an ACT_NACK Signal. Fig. 3 depicts a timeline that shows how the MC handles an ACT_NACK signal. Upon receiving an ACT_NACK, the MC waits for ACT Retry Interval (ARI) time to re-issue the same ACT. It can keep reissuing the ACT command once every ARI until the DRAM chip accepts the ACT. To ensure that a DRAM chip cannot lock a region for prolonged periods, SMD enforces a minimum (configurable) delay of ARI between the end of a maintenance operation and the start of the next maintenance operation targeting the same region. This allows the MC to serve a request that targets the locked region immediately after the maintenance operation in this region ends. While waiting for ARI, the MC can activate a row from a different lock region or bank, to overlap the ARI latency with a useful operation. An enforced minimum delay of ARI is sufficient to guarantee forward progress for memory requests (§4.4). The system designer can set the enforced minimum delay to a multiple of ARI to enforce a larger time period between two maintenance operations targeting the same region.

![Figure 3: Handling ACT_NACK in MC](image)

Setting the ACT Retry Interval (ARI). Setting ARI to a very low or high value relative to the expected duration of the maintenance operations can have a negative impact on system performance and energy efficiency. We empirically find that \( ARI = 62.5 \text{ ms} \) is a favorable configuration for the three maintenance mechanisms that we evaluate in this work (§5).

\( T_{ACT\_NACK} \) Latency. An SMD chip sends an ACT_NACK to the DRAM command bus cycles after receiving the ACT. \( T_{ACT\_NACK} \) should be low so that the MC is quickly notified when an ACT fails, and the MC can attempt to activate a different row in the same bank while waiting for ARI.

The \( T_{ACT\_NACK} \) latency has three components: 1) the propagation delay (from the MC to the DRAM chip) of the ACT, 2) the latency of determining whether or not the row to be activated belongs to a locked region, and 3) the propagation delay (from the DRAM chip to the MC) of the \( T_{ACT\_NACK} \) signal.

We estimate the overall \( T_{ACT\_NACK} \) latency based on the latency of LD (read) in a conventional DRAM chip. LD has a latency breakdown that resembles the latency breakdown of a TACT_NACK. LD command 1) propagates from the MC to the DRAM chip, 2) accesses data in a portion of the row buffer in the corresponding bank, and 3) sends the data back to the MC. In the DDR4 standard [141], the latency between issuing an RD and the first data bit appearing on the data bus is defined as tCL (typically 22 cycles for DDR4-3200). The latency components 1) and 3) of RD are similar to those of TACT_NACK. Thus, the main difference between TACT_NACK and tCL arises from the second component. According to our evaluation, the latency of accessing the Lock Region Bitvector (LRB) is 0.053 ms (§6).

Given the relatively low complexity of the LRB compared to the datapath that is involved during RD, the overall TACT_NACK latency can be designed to be much smaller than tCL. We assume TACT_NACK = 5 cycles unless stated otherwise. In our evaluations (see §8), we find that small TACT_NACK latencies (e.g., \( \leq tCL \)) have a negligible effect on system performance mainly because the number of rejected ACTs constitutes a small portion of all ACTs.

4.4. Forward Progress for Memory Requests

The MC could fail to retry an ACT_NACK’d memory request if an active DRAM row (other than the one accessed by ACT_NACK’d memory request) prevents retrying the ACT_NACK’d memory request every ARI. Such retry failures could occur repeatedly and lead to temporary starvation of a lock region (i.e., no request targeting that lock region is served for a prohibitively long time). Temporary starvation of a lock region is very unlikely to happen because it requires a maintenance mechanism to repeatedly lock the same lock region for maintenance, which
is exactly what a carefully designed maintenance mechanism should avoid. Instead, a carefully designed maintenance mechanism alternates between different lock regions as it performs new maintenance operations (e.g., periodic refresh §5.1).

To prevent temporary starvation of lock regions irrespective of maintenance mechanism design, an implementation of SMD issues an ACT_NACK’d memory request every ARI. No maintenance request is ACT_NACK’d by two separate maintenance operations because an SMD chip does not perform any maintenance operations for at least ARI after the end of a maintenance operation in a lock region (§4.3). Issuing a rejected memory request strictly every ARI does not prevent the MC from serving memory requests that access other lock regions.\(^7\) Within one ARI (62.5 ns) the MC can 1) activate a DRAM row other than the ACT_NACK’d DRAM row, 2) serve seven (based on the DDR4 standard values of \(t_{\text{RAS}}, t_{\text{RP}}, t_{\text{CCD}}, t_{\text{L}}\) timing parameters) READ/WRITE requests to this newly activated row, and 3) precharge the bank such that an activate command to the previously ACT_NACK’d DRAM row can be issued every ARI.

To ensure that the memory controller retries the rejected memory request in due time, we set the number of allowed column commands (RD/WR) to an open row before an older request (to another row) is serviced (i.e., the Cap parameter \([160]\)). Based on \(\text{ARI} = 62.5 \text{ ns}\) we use a Cap of 7 in our evaluations.

**Proof of Forward Progress.** We consider a memory request \(R\) in the memory controller’s request queue to have made forward progress if it is served by the memory controller.

**Theorem.** If the MC retries \(R\) every \(\text{ARI}\) then \(R\) makes forward progress.\(^8\)

**Proof.** We devise a contrapositive proof for the above theorem. Suppose \(R\) does not make forward progress, i.e., \(R\) is never dequeued from the request queue. \(R\) must target a locked region because otherwise \(R\) is dequeued when it is scheduled. The maintenance mechanism can only hold the lock for finite time. When the maintenance mechanism releases the lock, no maintenance mechanism locks the same region for at least \(\text{ARI}\). If the MC retries \(R\) within one \(\text{ARI}\) after the lock is released, then \(R\) is not rejected by a maintenance mechanism, i.e., \(R\) makes forward progress. However, if the MC retries \(R\) every \(\text{ARI}\), then the MC also retries \(R\) within one \(\text{ARI}\) after the lock is released. Thus, if \(R\) does not make forward progress, then the MC does not retry \(R\) every \(\text{ARI}\). We infer from this that the theorem is true.

**Memory Request Stall Time.** To limit the maximum potential memory request stall time, 1) time-intensive maintenance operations can be divided into many small, short-duration maintenance operations, 2) the maximum time a maintenance operation takes can be specified in the DRAM standard. In our design, the longest-duration maintenance operation is ECC scrubbing (Section 5.3), which takes \(\approx 350 \text{ ns}\) to read a DRAM row (assuming no corrected ECC codewords need to be written back to the DRAM array). This stall time is comparable to what a memory request in a modern DDR4-based system could experience. In such a system, a request that arrives at the memory controller’s request queues immediately after the memory controller schedules a periodic refresh operation (by issuing a REF command) has to wait for the refresh operation to complete (e.g., for 350 ns [141]).

### 4.5. Impact to Request Scheduling

The key drawback of our SMD implementation is that it makes the synchronous DDRx interface less predictable (i.e., slightly asynchronous) from the perspective of the MC. However, the practically-observed performance overheads of this drawback are very low, as we demonstrate in §8.

In this paper, we comprehensively describe only one of many different possible implementations of SMD due to page limits. This implementation prioritizes simplicity. However, the DRAM standard can more strictly specify exactly when and for how long SMD chips are allowed to perform maintenance operations. This stricter implementation would likely make SMD chips as predictable as DDRx chips today. We hope that future work building on SMD can comprehensively study such issues. To make it more evident that SMD can be implemented in a way that preserves the predictability of the DDRx interface from the perspective of the memory controller (i.e., in a way that keeps the DRAM interface synchronous), we briefly describe a (more) predictable SMD implementation.

**Designing a Predictable SMD Interface.** A simple way of preserving the DDRx interface’s synchronicity with SMD is to allow the DRAM chip to perform a maintenance operation periodically only at well-defined time intervals. In other words, the DRAM chip can respond with ACT_NACKs only for the fraction of time during a mode in which the chip is allowed to execute maintenance operations. We call this mode the maintenance operation time (MOT). Outside MOT, the DDRx operates as defined today (i.e., synchronously and predictably). During MOT, the memory controller is allowed to access DRAM cells at the cost of potentially getting ACT_NACK’d by the DRAM chip. The new SMD standard would specify i) how long MOT is, ii) the period at which the interface enters MOT (MOT_period), iii) how entry to MOT is triggered (e.g., by a new MOT command), and iv) how many MOTs the memory controller can postpone.

### 5. SMD Maintenance Mechanisms

We propose SMD-based maintenance mechanisms for three use cases. SMD is not limited to these three use cases and it can be used to support more operations in DRAM (as described in §5.4 and §5.5).

#### 5.1. Use Case 1: DRAM Refresh

In conventional DRAM, the MC periodically issues REF commands to initiate a DRAM refresh operation. This approach is
inefficient due to two main reasons. First, transmitting thousands of (e.g., 8192) REFs over the DRAM command bus within the refresh period (e.g., 64, 32, or even 16 ms depending on the refresh rate \[119\]) consumes energy and increases the command bus utilization. A REF command may delay a command to another DRAM component (e.g., bank, bank group, rank) in the same channel, which increases DRAM access latency \[19\]. Second, an entire bank becomes inaccessible while being refreshed although a REF command refreshes only a small fraction of rows in the bank.

Leveraging SMD, we design two new efficient maintenance mechanisms for periodic DRAM refresh: Fixed-Rate Refresh and Variable-Rate Refresh. The Fixed-Rate Refresh mechanism aims to refresh all rows in a DRAM chip uniformly at a fixed refresh period, similar to conventional DRAM refresh. The Variable Refresh mechanism inspired by RAIDR \[20\] refreshes different DRAM rows at different intervals based on their retention time characteristics.

**Fixed-Rate Refresh (SMD-FR).** SMD-FR refreshes DRAM rows in a fixed time interval (i.e., tREFI), similar to conventional DRAM refresh. To limit the time that the MC waits for a region to get unlocked, SMD-FR refreshes RG (Refresh Granularity) number of rows from a lock region and then switches to refreshing another region.

SMD-FR (Fig. 4) operates independently in each DRAM bank and it uses three counters for managing the refresh operations: pending refresh counter, lock region counter, and row address counter. The pending refresh counter is initially zero and SMD-FR increments it by one at the end of every tREFI interval \(1\). SMD-FR allows up to N refresh operations to be accumulated in the pending refresh counter. We set N=8.9 Because the MC can keep a row open for a limited time (§4.3), the pending refresh counter never exceeds the value N.

Figure 4: SMD-based Fixed-Rate Refresh (SMD-FR) Operation

The lock region and row address counters indicate the next row to refresh. When pending refresh counter is greater than zero, SMD-FR attempts to lock the region indicated by the lock region counter every clock cycle until it successfully locks the region \(2\). In some cycles, SMD-FR may fail to lock the region either because the lock region contains an active row or the region is locked by another maintenance mechanism. When SMD-FR successfully locks the region, it initiates a refresh operation that refreshes RG number of rows in the lock region starting from the row indicated by the row address counter \(3\).

We empirically find RG = 8 to be a favorable design point.

After the refresh operation completes, SMD-FR releases the locked region \(1\) and increments only the lock region counter. When the lock region counter rolls back to zero, SMD-FR also increments the row address counter \(2\). Finally, SMD-FR decrements the pending refresh counter \(3\).

**5.1.1. Variable Refresh (SMD-VR).** In conventional DRAM, all rows are uniformly refreshed with the same refresh period. However, the actual data retention times of different rows in the same DRAM chip greatly vary mainly due to manufacturing process variation and design-induced variation \[1, 17, 20, 21, 41, 161\]. In fact, only hundreds of “weak” rows across an entire 32 Gbit DRAM chip require to be refreshed at the default rate, and a vast majority of the rows can correctly operate when the refresh period is doubled or quadrupled \[20\]. Eliminating unnecessary refreshes to DRAM rows that do not contain weak cells can significantly mitigate the performance and energy consumption overhead of DRAM refresh \[20\].

We develop Variable Refresh (SMD-VR), a mechanism that refreshes different rows at different refresh rates depending on the retention time characteristics of the weakest cell in each row. Our SMD-VR design demonstrates the versatility of SMD in supporting different DRAM refresh mechanisms.

The key idea of SMD-VR is to group DRAM rows into multiple retention time bins and refresh a row based on the bin that it belongs to. To achieve low design complexity, SMD-VR uses only two bins: 1) retention-weak rows that have retention time less than \(RT_{weak-row}\) and 2) rows that have retention time more than \(RT_{weak-row}\). Inspired by RAIDR \[20\], SMD-VR stores the addresses of retention-weak rows using a per-bank Bloom Filter \[162\], which is a space-efficient probabilistic data structure for representing set membership. We assume retention-weak rows are already inserted into the Bloom Filters by the DRAM vendors during post-manufacturing tests.

The operation of SMD-VR resembles the operation of SMD-FR with the key difference that SMD-VR sometimes skips refreshes to a row that is not in the Bloom Filter, i.e., a row with high retention time. Fig. 5 illustrates how SMD-VR operates. SMD-VR uses the same three counters as SMD-FR. SMD-VR also uses a refresh cycle counter, which is used to indicate the refresh period when all rows (including retention-strong rows) must be refreshed. The refresh cycle counter is initially zero and gets incremented at the end of every refresh period, i.e., when the entire DRAM is refreshed.

SMD-VR increments the pending refresh counter by one at the end of a tREFI interval \(1\). When the pending refresh counter is greater than zero, SMD-VR determines whether or not the RG number of rows, starting from the address indicated by

\[10\] We evaluate RG = 1, 2, 4, 8, 16, 32, and 64. We find that RG = 8 and RG = 4 yield the two highest performance improvements among all tested RG values. Making RG larger increases the latency of a single refresh operation, which prolongs the time that a lock region remains unavailable for access. In contrast, a too small RG causes switching from one lock region to another very often, increasing interference with accesses.

\[11\] Alternatively, SMD can be used to develop a maintenance mechanism that performs retention profiling. We leave the development and analysis of it to future work.
the lock region and row address counters, are retention-weak rows by testing their row addresses using the bank’s Bloom Filter. SMD-VR refreshes the rows that are present in the Bloom Filter every time when it is their turn to be refreshed, as indicated by the lock region and row address counters. In contrast, SMD-VR refreshes the rows that are not present in the Bloom Filter only when the refresh cycle counter has a value that is a multiple of \( V_{R_{\text{factor}}} = \frac{R_{T_{\text{weak row}}} \times \text{RefreshPeriod}}{} \) specified as \( V_{R_{\text{factor}}} = \frac{R_{T_{\text{weak row}}} \times \text{RefreshPeriod}}{} \).

Unless stated otherwise, we assume \( R_{T_{\text{weak row}}} = 128 \text{ ms} \) and \( \text{RefreshPeriod} = 32 \text{ ms} \). Therefore, SMD-VR refreshes the DRAM rows that are not in the Bloom Filter once every four consecutive refresh periods as these rows can retain their data correctly for at least four refresh periods. After determining which DRAM rows need refresh, SMD-VR operates in a way similar to SMD-FR.

### 5.2. Use Case 2: RowHammer Protection

Repeatedly activating and precharging (i.e., hammering) a DRAM row (aggressor) causes RowHammer bitflips [12] in the cells of a nearby DRAM row (victim) [12, 15, 18, 163–170]. DRAM manufacturers equip their existing DRAM chips with in-DRAM RowHammer protection mechanisms, generally referred to as Target Row Refresh (TRR) [64, 66]. At a high level, TRR protects against RowHammer by detecting an aggressor row and refreshing its victim rows. Because a conventional DRAM chip cannot initiate a refresh operation by itself, TRR refreshes victim rows by taking advantage of the slack time available in the refresh latency (i.e., \( \text{tRFC} \)), originally used to perform only periodic DRAM refresh [64, 66, 138]. Recent works (e.g., [64, 66, 138, 171]) demonstrate a variety of new RowHammer access patterns that circumvent the TRR protection in chips of all three major DRAM vendors, demonstrating that the existing DRAM interface is not well suited to enable strong RowHammer protection especially as RowHammer becomes a bigger problem with DRAM technology scaling [11, 15, 18, 64, 172–175].

We adapt two existing RowHammer protection mechanisms (PARA [12] and Graphene [61]) to be implemented freely in DRAM. These adaptations overcome the limitations of the existing TRR mechanisms by initiating victim row refresh within the DRAM chip.

#### Probabilistic RowHammer Protection (PRP)

Inspired by PARA [12], we implement an in-DRAM maintenance mechanism called Probabilistic RowHammer Protection (SMD-PRP). The high level idea is to refresh the nearby rows of an activated row with a small probability. PARA is proposed as a mechanisms in the MC, which makes it difficult to adopt since victim rows are not always known to the MC. SMD enables us to overcome this issue by implementing the PARA-inspired SMD-PRP mechanism completely within the DRAM chip. In addition, SMD-PRP avoids explicit ACT and PRE commands to be sent over the DRAM bus. Fig. 6 illustrates the operation of SMD-PRP.

On a DRAM row activation, SMD-PRP marks the activated row as an aggressor with a small probability of \( P_{\text{mark}} \). It marks an aggressor row using a per-bank Marked Rows Table (MRT), that contains an entry for each lock region in the bank. An entry consists of the marked row address and a valid bit. The bit length of the address depend on the size of a lock region. For example, an MRT entry has a 13-bit address field when the lock region size is \( 8192 \) rows. When MRT contains a marked row, SMD-PRP locks the corresponding region and refreshes the neighbor rows of the marked row. This step can easily accommodate blast radius [63] and any address scrambling. Once the neighbor rows are refreshed, SMD-PRP unlocks the region and unmarks the row in MRT.

**Deterministic RowHammer Protection.** We use SMD to implement SMD-DRP, a deterministic RowHammer protection technique based on the Graphene mechanism [61] that keeps track of frequently activated DRAM rows. Different from Graphene, we implement SMD-DRP completely within a DRAM chip, whereas Graphene requires the MC to issue neighbor row refresh operations.12

The key idea of SMD-DRP is to maintain a per-bank Counter Table (CT) to track the \( N \) most-frequently activated DRAM rows within a certain time interval (e.g., refresh period of \( \text{tREFW} \)). Fig. 7 illustrates the operation of SMD-DRP.

---

12We refer the reader to [61] for more details on the Graphene mechanism and its security proof. The operation of SMD-DRP is similar to the operation of Graphene with the difference that SMD-DRP is implemented completely within a DRAM chip, which does not affect the underlying operation. Thus, the security proof of Graphene applies to SMD-DRP.
the corresponding CT counter by one \( \mathbb{Z} \). Otherwise, SMD-DRP finds the smallest counter value \( (\text{min}_{\text{counter}}) \) in CT and compares it to the value of the spillover counter (SP) \( \mathbb{Z} \), which is initially zero. The key idea of SP is to track the activation count of all DRAM rows that are not actively tracked by any of the CT entries. SP’s value is an upper bound for the maximum number of activations any (not-actively-tracked) DRAM row received. If SP is equal to \( \text{min}_{\text{counter}} \), SMD-DRP replaces the row address corresponding to \( \text{min}_{\text{counter}} \) in CT with \( \text{Id}_{\text{row}} \) and increments the corresponding CT counter by one \( \mathbb{Z} \). If SP is smaller than \( \text{min}_{\text{counter}} \), SMD-DRP increments SP by one \( \mathbb{Z} \). When a CT counter is incremented in step \( \mathbb{Z} \), SMD-DRP checks if the counter value is a multiple of \( \text{ACT}_{\text{max}} \), which is the maximum number of times a row can be activated without refreshing its neighbors (determined based on the RowHammer threshold [61]). If so, SMD-DRP refreshes the neighbor rows of \( \text{Id}_{\text{row}} \). To prevent the counters from overflowing, SMD-DRP resets the CT counters and SP on every \( t_{\text{REFW}} \) interval.

To ensure that no row is activated more than \( \text{ACT}_{\text{max}} \) without refreshing its neighbor rows, the number of CT counters \( (N) \) must be configured as follows:

\[
N > \left( \frac{\text{ACT}_{\text{MAX}}}{\text{ACT}_{\text{MAX}}} \right) - 1 \tag{1}
\]

where \( \text{ACT}_{\text{MAX}} \) is the maximum number of activations that the MC can perform within a \( t_{\text{REFW}} \) interval in a single bank. In our evaluations, we set \( \text{ACT}_{\text{MAX}} = 512 \) to show that the overheads of SMD-DRP are small even for DRAM chips that are significantly vulnerable to RowHammer.\(^{13}\)

### 5.3. Use Case 3: Memory Scrubbing

To mitigate the increasing bit errors mainly caused by the continued DRAM technology scaling, DRAM vendors equip their DRAM chips with on-die Error Correction Codes (ECC) [10, 176–183]. On-die ECC is designed to correct a single bit error assuming that a failure mechanism is unlikely to incur more than one bit error in a codeword [177]. However, even if the assumption always holds, a failure mechanism can gradually incur two or more bit errors over time. A widely-used technique for preventing the accumulation of an uncorrectable number of bit errors is memory scrubbing. Memory scrubbing describes the process of periodically scanning the memory for bit errors in order to correct them before more errors occur.

We propose SMD-based Memory Scrubbing (SMD-MS), which is an in-DRAM maintenance mechanism that periodically performs scrubbing on DRAM chips with on-die ECC.\(^{14}\)

\(^{13}\)When the maintenance operation time (MOT) mode (\( \S 4.5 \)) is enabled, SMD-DRP is configured with a smaller \( \text{ACT}_{\text{MAX}} \) to provide the same security guarantee as when the MOT mode is not enabled. The reduction in \( \text{ACT}_{\text{MAX}} \) is calculated as the number of ACT commands that the memory controller can issue to an aggressor row outside MOT. For example, if the DRAM chip switches into MOT mode every 3.9 \( \mu \text{s} \) (i.e., the MOT period is 3.9 \( \mu \text{s} \)), \( \text{ACT}_{\text{MAX}} \) should be 3900/45 (MOT period/RC) smaller than when the MOT mode is not enabled.

\(^{14}\)To preserve ECC transparency and enable system-level policies that depend on ECC scrubbing information (e.g., detecting and replacing faulty DRAM chips), SMD-MS exposes critical ECC scrubbing information (e.g., the address of the DRAM row with the most corrected errors) to the memory controller via DRAM mode-status registers, similar to what ECC Error Check and Scrub does in DDR5 [119].

Compared to conventional MC-based scrubbing, SMD-MS avoids moving data to the MC by performing scrubbing completely within the DRAM chip, thereby reducing the performance and energy overheads of MC-based memory scrubbing.

SMD-MS operation resembles the operation of SMD-FR. Similar to SMD-FR, SMD-MS maintains pending scrub counter, lock region counter, and row address counter. SMD-MS increments the pending scrub counter at fixed intervals of \( t_{\text{Scrub}} \). When the pending scrub counter is greater than zero, SMD-MS attempts to lock the region indicated by the lock region counter. After locking the region, SMD-MS performs a scrubbing operation on the row indicated by the row address counter. The scrubbing operation takes more time than a refresh operation as performing scrubbing on a row consists of three time consuming steps for each codeword in the row: 1) reading the codeword, 2) performing ECC decoding and checking for bit errors, and 3) encoding and writing back the new codeword into the row only when the decoded codeword contains a bit error. Refreshing a row takes \( t_{\text{RAS}} + t_{\text{RP}} \approx 50 \text{ns} \), whereas scrubbing a row takes \( t_{\text{CCD}} + 128 * t_{\text{BL}} + t_{\text{RP}} \approx 350 \text{ns} \) when no bit errors are detected.\(^{15}\) Therefore, SMD-MS keeps a region locked for much longer than SMD-FR. When the scrubbing operation is complete, SMD-MS releases the lock region and increments the lock region and row address counters, and decrements the pending scrub counter.

#### Rank-Level Memory Scrubbing

Server memory modules typically use rank-level ECC [130, 178, 179, 184, 184, 185]. We discuss why rank-level ECC and in-DRAM ECC scrubbing should be done separately but in a combined way in server modules. During a conventional DRAM R0 operation, a DRAM chip with in-DRAM ECC (e.g., a DDR5 chip [119]) performs error correction for the in-DRAM ECC codeword without 1) writing the corrected codeword back and 2) keeping a record of the correction in mode-status registers [119]. Thus, in a rank-level ECC scrubbing operation, the memory controller cannot distinguish between an in-DRAM-ECC-corrected codeword and a codeword with no errors. Therefore, the memory controller writes back every codeword that it reads from DRAM for every rank-level ECC scrubbing operation. Doing so could incur performance overheads due to the long data bus turn-around latency in DRAM (e.g., \( t_{\text{CCD}} D_{L-WTR} \) in DDR5 is approximately 30 ns [119, 186]) and energy overheads due to increased data movement between the MC and the DRAM chips. Instead, using SMD, the computing system could use both rank-level ECC scrubbing and in-DRAM ECC scrubbing to 1) leverage the (typically) stronger error correction capability of rank-level ECC and 2) leverage the performance and energy efficiency of in-DRAM ECC while preventing the accumulation of errors.

### 5.4. Other Use Cases

To demonstrate that SMD can enable many other use cases, we describe three other use cases.

#### Online DRAM Error Profiling

SMD enables implementing a maintenance mechanism for online profiling of DRAM errors

\(^{15}\)We assume ECC decoding/encoding hardware is fully pipelined. In case of a bit error, writing a corrected codeword incurs \( 4 * t_{\text{BL}} = 2.5 \text{ ns latency} \).
that may occur when operating with increased refresh period and reduced DRAM timing parameters [1, 4, 6, 17, 20, 37, 41, 115, 156, 161, 187–193]. Such a maintenance mechanism can be used to exploit the variation in DRAM cell characteristics within a DRAM chip. To profile a DRAM region, the maintenance mechanism can use SMD to lock the region and prevent the MC from accessing it while the region is being profiled. Because the profiling operation can cause bit flips, the maintenance mechanism should temporarily buffer the original data that is stored in the profiled region [41, 187]. For example, for profiling errors that occur at reduced tRCD, the maintenance mechanism should first safely copy the data stored in a row to another storage space (e.g., an unused row or an SRAM buffer), before attempting to activate the row with reduced tRCD. The profiling mechanism can internally share the profiling results with other maintenance mechanisms (e.g., maintenance mechanisms 1) for skipping refreshes to rows with high retention times [17, 20, 37, 41, 161] and 2) changing the aggressiveness of RowHammer protection mechanisms based on per-row vulnerability [115]) and mechanisms for improving DRAM access latency and energy efficiency [1, 187, 188, 194].

Processing in/near Memory. In the presence of an in-DRAM processing engine (as in e.g., [145–147, 195–198]), SMD can help resolve access conflicts between the in-DRAM processing engine and the MC. To do so, SMD can treat the in-DRAM processing engine as a maintenance mechanism. The in-DRAM processing engine can use SMD to lock a DRAM region that it will operate on. Because SMD does not allow the MC to activate a row in a locked region, only the in-DRAM processing engine will have access to the locked region until it completes the processing and releases the region.

Power Management. Modern DRAM chips implement self-refresh and power-down modes to save energy [119,141]. The whole DRAM chip is inaccessible in power-down mode, such that the DRAM chip does not execute DRAM commands (e.g., ACT, PRE, RD, WR), but internally refreshes DRAM cells (in self-refresh mode) to maintain data integrity. Although a DRAM chip consumes significantly lower energy in self-refresh and power-down modes, a memory request accessing a small piece of data (e.g., 64B of a cache block out of 16GB of a DRAM module) causes the DRAM chip to completely get out of self-refresh or power-down modes and consume significantly larger energy. To make matters worse, such mode switching introduces additional delays for memory requests [119,141,199]. To overcome these challenges, SMD can be leveraged to partially power down DRAM chips by powering down rarely accessed memory regions, such that DRAM energy consumption can be reduced for a large portion of the DRAM chip while memory requests targeting frequently accessed memory regions do not experience additional delays. Because SMD does not allow the MC to activate a row in a locked (e.g., powered down) region, only activate commands targeting powered-up regions would proceed without getting ACT_NACK’d. SMD would reject activate commands targeting powered-down memory regions until those regions are powered on.

5.5. Other Maintenance Operation Improvements

SMD can seamlessly enable optimizations for the three maintenance operations we extensively describe (SMD-FR §5.1, SMD-DRP §5.2, and SMD-MS §5.3). At a high-level, any optimization idea or technique that is independent from the organization of multiple DRAM chips into a module or a rank (i.e., any idea that can be leveraged by some technique in a single DRAM chip) can be implemented in an SMD chip. Implementing such an idea or technique in an SMD chip does not require further changes to the DRAM interface.

Refresh Overhead Mitigation. A large set of prior work proposes various ideas and techniques that mitigate DRAM refresh overhead (e.g., [17,19–46]). Many of these ideas and techniques could improve in-DRAM autonomous maintenance operations. One prior technique mitigates DRAM refresh overhead [45] by cleverly leveraging DRAM module organization and rank-level ECC to alleviate the DRAM bandwidth overhead of refresh operations. While SMD does not preclude this technique from being implemented, implementing it as mainly described in [45] would require modifications to the DRAM interface. However, the key idea of [45] could still be leveraged inside an SMD chip by combining 1) on-die ECC [10,176–183], which already exists (e.g., in DDR5 [119]) and 2) finer-granularity (DRAM-mat-level) refresh operations (as described in [45]) in a future DRAM design.

Other RowHammer Mitigations. Many prior works provide RowHammer mitigation techniques (e.g., [12,54,56,57,59,61,63,64,67,70,71,99,101,102,107,114–116,200–202]). The key ideas of these works can be implemented using SMD to enable more performance-, area-, and energy-efficient and robust in-DRAM RowHammer protection.

6. Hardware Implementation and Overhead

6.1. DRAM Interface Modifications

An SMD chip needs to send ACT_NACK signals to the memory controller (MC). SMD can 1) repurpose the existing alert_n pin in DDR4 chips [141,203] or 2) introduce an extra physical pin to transmit ACT_NACK signals.

1) alert_n. alert_n is currently used to inform the MC that the DRAM chip detected a CRC or parity check failure on the issued command, and thus the MC must issue the command again. The alert_n signal can simply be asserted not only on CRC or parity check failure, but also when the MC attempts accessing a row in a locked region. This approach does not require an additional physical pin. However, 1) assigning multiple meanings to an already ambiguously-defined alert_n signal [141] could complicate MC design and 2) alert_n, as currently defined in the standard [141], is an open drain signal that is set and reset slowly.

2) Introducing a new pin. To potentially simplify MC design, SMD can introduce a new pin to transmit ACT_NACK signals. Only one new pin between the MC and all memory devices (e.g., all DRAM chips in a memory channel or a rank) is enough for systems that use rank-based DRAM chip organizations (e.g., DDR5 DIMMs). For example, 96 new pins are needed for a
high-end system with 12 memory module channels equipped with 4-rank DDR5 modules in each channel (each DDR5 rank has two memory channels). However, a system of this scale already has >6K total processor pins (e.g., 6,096 in AMD SP5 Socket [204]), and 96 new pins would amount to a relatively small 1.6% increase in pins. Similar to how the alert_n signal works, the module can send the MC a single ACT_NACK when any of the per-chip ACT_NACK signals is asserted.

6.2. DRAM Chip Modifications

**DRAM Chip Modifications for SMD.** We use CACTI 6.0 [205] to evaluate the hardware overhead of the changes that SMD introduces in a conventional DRAM bank (highlighted in Fig. 2) assuming 22 nm technology.16 Lock Region Bitvector (LRB) is a small bitvector that stores a single bit for each lock region in a DRAM bank to indicate whether or not the lock region is under maintenance. In our evaluation, we assume that a bank is divided into 16 lock regions. Therefore, LRB consists of only 16 bits, which are indexed using a 4-bit lock region address. According to our evaluation, an LRB incurs only 32 µm² area overhead per bank. The area overhead of all LRBs in a DRAM chip is only 0.001% of a 45.5 mm² DRAM chip. The access time of an LRB is 0.053 ns, which is only 0.4% of typical row activation latency (tRCD) of 13.5 ns.

SMD adds a per-region RA-latch to enable accessing one lock region while another is under maintenance. An RA-latch stores a pre-decoded row address, which is provided by the global row address decoder, and drives the local row decoders where the row address is fully decoded. This design builds on the basic design proposed in SALP [148] and refresh-access parallelization introduced in [19, 149]. According to our evaluation, all RA-latches incur a total area overhead of 1.1% in a typical 45.5 mm² DRAM chip. An RA-latch has only 0.028 ns latency, which is negligible compared to tRCD.

**DRAM Chip Modifications for Maintenance Mechanisms.** Besides these changes that are the core of the SMD substrate, a particular maintenance mechanism may incur additional area overhead. We evaluate the DRAM chip area overhead of the three maintenance mechanisms presented in §5.1, §5.2, and §5.3. The simple fixed-rate refresh mechanism, SMD-FR, requires only 77.1 µm² additional area in a DRAM chip. The DRAM chip area overhead of the refresh mechanism is less than 0.1% of a typical 45.5 mm² DRAM chip. SMD-DRP requires a large Counter Table with 1224 counters per bank for the RowHammer threshold value ACT_n_{max} = 512 that we use in our performance evaluation. SMD-DRP requires 3.2 µm² area, which is 7.0% of a typical 45.5 mm² DRAM chip.17 The control logic of SMD-MS is similar to the control logic of SMD-FR and it requires only 77.1 µm² additional area excluding the area of the ECC engine, which is already implemented by DRAM chips that support in-DRAM ECC.

6.3. Memory Controller Modifications

We slightly modify the MC’s scheduling mechanism to retry a rejected ACT command as we explain in §4.3. Upon receiving an ACT_NACK, the MC marks the bank as precharged. An existing MC already implements control circuitry to pick an appropriate request from the request queue and issue the necessary DRAM command based on the DRAM bank state (e.g., ACT to a precharged bank or RD if the corresponding row is already open) by respecting the DRAM timing parameters. The ACT Retry Interval (ARI) is simply a new timing parameter that specifies the minimum time interval for issuing an ACT to a lock region after receiving an ACT_NACK from the same region. Therefore, SMD can be implemented in existing MCs with only slight modifications by leveraging the existing request scheduler (e.g., FR-FCFS [160]).

**Tracking Locked Regions.** To apply the ARI timing parameter (e.g., to an ACT command targeting a locked region), the memory controller tracks which regions are locked. The memory controller could store the address of the locked region in every DRAM bank (since only one region can be under maintenance at a time in a bank). 1 rank address bit, 4 bank address bits, and 4 lock region address bits (9 bits) are sufficient to track every under-maintenance lock region in 2 ranks and 16 banks (32 unique banks) across all chips on a DRAM module. Therefore, the storage cost for tracking locked regions is only 288 bytes for the evaluated memory channel with a dual-rank x8 memory module.

**Address Mapping Schemes.** SMD does not require modifications to how a physical address is mapped to a memory-controller-visible DRAM address. In §8, we evaluate SMD using a mapping scheme that interleaves consecutive cache blocks across channels, columns, ranks, banks, and rows, in that order. We also evaluate SMD using the mapping scheme described in [206] that aims to exploit bank-level parallelism. For this mapping scheme, SMD-FR provides 8.7% speedup over the baseline system, on average across 4c-high workloads. We leave detailed evaluation of SMD with different address mapping schemes for future work.

7. Experimental Methodology

We extend Ramulator [150, 151] to implement and evaluate the three SMD maintenance mechanisms (SMD-FR, SMD-DRP, and SMD-MS) that we describe in §5.1, §5.2, and §5.3. We use DRAMPower [207, 208] to evaluate DRAM energy consumption. We use Ramulator in CPU-trace driven mode executing traces of representative sections of our workloads collected with a custom Pintool [209]. We warm-up the caches by fast-forwarding 100 million (M) instructions. We simulate each representative trace for 500M instructions (for multi-core simulations, until each core executes at least 500M instructions).

We use the system configuration provided in Table 1 in our evaluations. Although our evaluation is based on DDR4 DRAM, the modifications required to enable SMD can be adopted in other DRAM standards, as we explain in §6.
We evaluate 62 single-core applications from four benchmark suites: SPEC CPU2006 [210], SPEC CPU2017 [211], TPC [212], STREAM [213], and MediaBench [214]. We classify the workloads in three memory intensity groups measured using misses-per-kilo-instructions (MPKI) in the last-level cache (LLC): low (MPKI < 1), medium (1 ≤ MPKI ≤ 10), and high (MPKI ≥ 10). We randomly combine single-core workloads to create multi-programmed workloads. Each multi-programmed workload group, 4c-low, 4c-medium, and 4c-high, contains 20 four-core workloads.

**Metrics.** We use Instructions Per Cycle (IPC) to evaluate the performance of single-core workloads. For multi-core workloads, we evaluate the system throughput using the weighted speedup metric [215–217].

**Comparison Points.** We compare SMD to memory controller/DRAM co-design techniques. First, DARP [19] intelligently schedules per-bank refresh commands to idle banks while the memory controller is in write mode. Doing so reduces delays imposed by refresh operations on memory demand requests (e.g., load instructions executed by the processor). Second, DSARP [19] implements DARP and also modifies DRAM chip design and the DRAM interface to concurrently perform a refresh operation in one subarray and a memory access in another subarray, thereby hiding the latency of refresh operations and reducing delays they impose on memory requests. We modify DARP and DSARP such that they also reduce delays imposed on memory requests by Deterministic RowHammer Protection’s (§5.2) victim row refresh operations.

**Parameter Values of Maintenance Mechanisms and SMD.** SMD-FR (§5.1) refreshes a DRAM row every 32 ms. SMD-FR refreshes 8 DRAM rows when it locks a DRAM region (RG = 8) with each refresh operation and postpones up to 8 such refresh operations (N = 8). Based on [20], for SMD-VR, we conservatively assume 0.1% of rows in each bank need to be refreshed every 32 ms while the rest retain their data correctly for 128 ms and more. SMD-VR uses a 8K-bit Bloom Filter with 6 hash functions. SMD-PRP refreshes the victims of an activated row with a high probability, i.e., P_{mark} = 1%. SMD-DRP (§5.2) refreshes the victims before the aggressor is activated. ACT_{max} (512) times during a tREFW (32 ms). SMD-MS (§5.3) operates with an aggressive 5-minute scrubbing period. We configure SMD with 16 lock regions (§4.2) in a DRAM bank unless stated otherwise. SMD uses an ACT Retry Interval (ARI) of 62.5 ns (§4.3).

**Evaluated System Configurations.** We evaluate 10 different systems: 1) the DDR4 baseline system as described in Table 1, 2) SMD-FR that can concurrently perform a refresh in a lock region and a memory access in another, 3) SMD-VR inherits SMD-FR’s abilities and refreshes different rows at different refresh rates, 4) SMD-FR + SMD-PRP inherits SMD-FR’s abilities and can concurrently perform a probabilistic victim row refresh operation in a lock region and a memory access in another, 5) SMD-FR + SMD-DRP inherits SMD-FR’s abilities and can concurrently perform a deterministic (based on Graphene’s [61] tracking algorithm) victim row refresh operation in a lock region and a memory access in another, 6) SMD-FR + SMD-MS [20] inherits SMD-FR’s abilities and performs in-DRAM memory scrubbing, 7) SMD-Combined implements all three SMD-based maintenance mechanisms (SMD-FR + SMD-DRP + SMD-MS), 8) DARP-Combined inherits the abilities of DARP [19] and implements the memory-controller-based versions of fixed rate refresh (FR), deterministic RowHammer protection (DRP), and memory scrubbing (MS), 9) DSARP-Combined inherits the abilities of DSARP [19] and implements the memory-controller-based (MC-based) versions of all three maintenance mechanisms, and 10) No-Refresh is a hypothetical system configuration that does not perform any maintenance operations. MC-based implementations of SMD maintenance mechanisms are functionally equivalent to SMD-based ones (e.g., SMD-Combined and MC-Combined are configured to provide the same RowHammer prevention guarantees).

**8. Performance and Energy Results.**

We evaluate the performance and energy efficiency of SMD-based maintenance mechanisms. Our results show that 1) substantial system performance and DRAM energy benefits accompany the system robustness improvements provided by SMD that performs periodic refresh, RowHammer protection, and memory scrubbing in DRAM, 2) performance and energy of SMD incorporating these techniques is very similar to those of a hypothetical system that does not perform any DRAM maintenance operations, and 3) SMD outperforms a state-of-the-art work (DSARP [19]) that can concurrently perform a maintenance operation in one DRAM subarray and a memory access in another.

**8.1. Single-core Performance.**

Fig. 8 shows the speedup of the 22 single-core workloads that have at least 10 Last-Level Cache Misses per Kilo Instruction (LLC MPKI) with SMD-FR, SMD-VR, SMD-FR + SMD-PRP, SMD-FR + SMD-DRP, SMD-FR + SMD-MS, SMD-Combined, and No-Refresh, over the baseline system that only performs memory-controller-based periodic refresh operations. We make five major observations.

First, SMD-FR provides 4.8% average speedup across all workloads. Although SMD-FR and DDR4 have similar average

---

Table 1: Simulated system configuration

| Processor | 4 GHz & 4-wide issue CPU core, 1-4 cores, 8 MSHRs/core, 128-entry instruction window |
| Last-Level Cache | 64 B cache-line, 8-way associative, 4 MiB/core |
| Memory Controller | 64-entry read/write request queue, FR-FCFS-Cap [169] with Cap=7 |
| DRAM | DDR4-3200 [141], 32 ns refresh period, 4 channels, 2 ranks, 4/4 bank groups/banks, 128K-row bank, 512-row subarray, 8 KiB row size |

---

[18] The DDR4 standard does not support per-bank refresh.
[19] We evaluate SMD-DRP and SMD-MS with SMD-FR as the refresh mechanism since SMD-FR is very simple and easy to implement.
Figure 8: Single-core speedup over the baseline DDR4 system (horizontal dashed red line). The baseline system is the same DDR4 baseline for each configuration. Note that y-axis starts at $y = 0.80$.

latency to refresh a single DRAM row, SMD-FR outperforms baseline DDR4 refresh due to two main reasons: SMD-FR 1) enables concurrent access and refresh of two different lock regions within a DRAM bank and 2) completely eliminates the REF commands on the DRAM command bus, thereby reducing the command bus utilization. Second, SMD-VR provides a higher 5.5% average speedup across all workloads as it mitigates the overhead of periodic refresh operations by refreshing different rows at different refresh rates. Third, SMD-FR + SMD-PRP (SMD-FR + SMD-PRP) provides 4.8% (4.2%) average speedup across all workloads. We observe that for a RowHammer threshold of 512 row activations (§5.2), SMD-DRP and SMD-PRP can almost completely overlap the latency of victim row refresh operations in one lock region with the latency of a memory access to another lock region. Fourth, SMD-FR + SMD-MS provides 5.0% average speedup across all workloads. SMD enables low-overhead in-DRAM memory scrubbing for a relatively high memory scrubbing rate (each DRAM cell gets scrubbed every 5 minutes). The scrubbing operations induce negligible performance overhead: The average speedup provided by SMD-FR + SMD-MS is within $<0.1\%$ of SMD-FR if we exclude cond-mat-2003. We observe that the speedup of SMD-FR + SMD-MS provides 5.0% average speedup across all workloads. SMD-Combined provides 84.7% of the speedup provided by No-Refresh on average across all evaluated single-core workloads, while also improving system robustness with RowHammer protection and memory scrubbing (which No-Refresh does not do).

8.2. Multi-core Performance

Fig. 9 shows weighted speedup (normalized to the weighted speedup of the DDR4 baseline) of 64 four-core workloads (20 per memory intensity level) with SMD-FR, SMD-VR, SMD-FR 21 + SMD-PRP, SMD-FR + SMD-DRP, SMD-FR + SMD-MS, SMD-Combined, and No-Refresh. The white circles inside each box (error lines) represent the average (minimum and maximum) normalized weighted speedup across the 20 workloads in the corresponding group. We make three major observations.

First, SMD provides substantial performance improvements for memory intensive workloads with relatively high LLC MPKI (i.e., 4c-medium and 4c-high workloads). For example, SMD-Combined provides 5.1% (8.2%) and 8.9% (10.5%) average (maximum) speedup across all evaluated 4c-medium and 4c-high workloads, respectively. SMD does so by overlapping the latency of a majority of the maintenance operations with the latency of memory demand requests (e.g., load instructions). For 4c-high workloads, SMD-Combined provides 88.3% of the average speedup provided by No-Refresh even though SMD-Combined performs periodic refresh (§5.1), RowHammer protection (§5.2), and frequent memory scrubbing (§5.3) that No-Refresh does not perform. Second, all evaluated SMD configurations provide similar speedups. For example, SMD-FR, SMD-FR + SMD-DRP, SMD-FR + SMD-MS, and SMD-Combined all provide approximately 8.9%; SMD-VR provides 9.2% and SMD-FR + SMD-PRP provides 7.4% average speedup across the evaluated 4c-high workloads. This indicates that SMD is able to effectively hide the latencies of RowHammer protection and memory scrubbing operations. Third, SMD provides small performance improvements for non-memory-intensive workloads with relatively low LLC MPKI (i.e., 4c-low workloads). For such workloads, completely eliminating maintenance operations (i.e., No-Refresh) also provides small performance improvements. SMD-Combined provides 88.8% of the speedup provided by No-Refresh for 4c-low workloads.

We conclude that SMD provides substantial system performance benefits by concurrently performing a maintenance
operation and one or more memory access in different lock regions in a bank.

8.3. Energy Consumption

Fig. 10 shows the DRAM energy consumption (normalized to the DDR4 baseline) across all tested single-core and four-core workloads with SMD-FR, SMD-VR, SMD-FR + SMD-PRP, SMD-FR + SMD-DRP, SMD-FR + SMD-MS, SMD-Combined, and No-Refresh. The white circles (error lines) represent the average (minimum and maximum) normalized DRAM energy consumption. A lower value on the y-axis indicates smaller DRAM energy consumption. We make three major observations.

First, all SMD configurations reduce DRAM energy consumption of all evaluated workloads compared to the baseline. We attribute the reduction in DRAM energy to i) the reduced DRAM background energy consumption because SMD shortens the execution time for these workloads and ii) the elimination of DRAM commands for maintenance operations (e.g., REF for periodic refresh) on the power-hungry DDRx bus. Second, SMD provides substantial DRAM energy savings for memory intensive workloads with relatively high LLC MPKI. For example, for 4c-medium and 4c-high workloads, on average, SMD-Combined reduces DRAM energy by 4.8% and 4.3%. For 4c-high workloads, SMD-Combined provides 59.6% of the average DRAM energy savings provided by No-Refresh, while also improving system robustness by conducting periodic refresh, RowHammer protection, and periodic scrubbing operations inside the DRAM chip. Third, SMD-VR’s energy savings (6.9% on average across all 4c-high workloads) are higher than other SMD configurations because SMD-VR mitigates DRAM refresh overhead.

We conclude that SMD, by autonomously performing maintenance operations inside the DRAM chip, significantly reduces DRAM energy consumption compared to the baseline system that issues DRAM commands over the power-hungry DDRx bus to perform maintenance operations.

8.4. Performance Comparison to DARP and DSARP

Fig. 9 shows weighted speedup (normalized to the weighted speedup of the DDR4 baseline) for 60 four-core workloads (20 per memory intensity level) with DARP-Combined, DSARP-Combined, and SMD-Combined. The white circles inside each box (error lines) represent the average (minimum and maximum) normalized weighted speedup across the 20 workloads in the corresponding group.

We observe that SMD-Combined outperforms both DARP- and DSARP-Combined on average across all workloads in each memory intensity category. For example, SMD-Combined provides 8.6% and 4.1% speedups on average across 4c-high workloads over DARP-Combined and DSARP-Combined, respectively. We attribute these speedups to i) SMD’s maintenance-access parallelization and ii) SMD’s ability to perform maintenance operations autonomously inside the DRAM chip without the memory controller having to issue DRAM commands. While DSARP-Combined can concurrently access main memory and perform a maintenance operation, it needs to issue a DRAM command (e.g., a per bank refresh command for periodic refresh) for each maintenance operation and delay other DRAM commands that the memory controller issues to serve main memory requests. In contrast, SMD-Combined autonomously performs each maintenance operation inside the DRAM chip and does not incur delays for DRAM commands (except those incurred by ACT_NACKs). DARP-Combined cannot concurrently perform a maintenance operation and access main memory, thereby DARP-Combined performs worse than both SMD-Combined and DSARP-Combined.

We conclude that SMD outperforms a system that allows the memory controller to concurrently perform a maintenance operation and a memory access.

9. Design Choices and Sensitivity Analyses

We 1) describe and evaluate an SMD policy that can prioritize activate commands targeting a locked region over maintenance operations, 2) analyze SMD’s performance and energy sensitivities to the number of lock regions, refresh period, number of cores in the system, memory scrubbing rate, RowHammer threshold, and RowHammer blast radius, 3) compare SMD-based probabilistic RowHammer protection’s (SMD-PRP) performance and energy to MC-based probabilistic RowHammer protection’s (PARA [12]).

9.1. Prioritizing Memory Requests

To minimize the impact of rejected activate commands on system performance, an SMD chip could apply a different activate command rejection policy that prioritizes activate commands over maintenance operations either selectively or globally. We describe and estimate the performance impact of one such policy.

“Pause Maintenance” Policy (SMD-PMP). The key idea of SMD-PMP is to pause an ongoing maintenance operation
for a lock region when the memory controller issues an activate command to the locked region. The SMD chip could resume the maintenance operation when the memory controller precharges the bank (i.e., finishes accessing the lock region). For example, the SMD chip sequentially refreshes eight rows in a lock region (§5.1) during a periodic refresh. If the chip receives an activate command to this lock region while only four out of eight rows have been refreshed, the chip does not continue refreshing the fifth row, but yields control of the lock region to the memory controller.

**Latency of Pausing Maintenance Operations.** Even if the SMD chip decides to pause the ongoing maintenance operation, the activate command cannot immediately proceed because the lock region might not be in the precharged state (i.e., the DRAM bank might not be ready to activate a row). The DRAM chip requires up to \( t_{RAS} + t_{RP} \) (§2.1) to bring the undermaintenance lock region’s state to the precharged state (in case an activate command was just issued by the maintenance mechanism), depending on the lock region’s state when the activate command is received.

**Estimating the Performance of SMD-PMP.** We model SMD-PMP-FR (building on SMD-FR §5.1) that refreshes only one DRAM row in a lock region before releasing the lock (i.e., SMD-PMP-FR locks a region for at most \( t_{RAS} + t_{RP} \)). Fig. 12 shows normalized weighted speedup of 60 four-core workloads (20 per memory intensity level) with SMD-FR and SMD-PMP-FR on the left and the number of \( \text{ACT}_\text{NACKs} \) over the number of issued activate commands (which we call “\( \text{ACT}_\text{NACK} \) rate”), averaged across all workloads in every intensity level on the right. SMD-FR is configured as described in §7 and it refreshes 8 DRAM rows in a lock region before releasing the lock.

We observe that SMD-PMP-FR provides a larger average speedup than SMD-FR for 4c-high workloads. SMD-PMP-FR’s \( \text{ACT}_\text{NACK} \) rate is 2% smaller than SMD-FR’s, which explains the 0.4% larger average speedup it provides over SMD-FR. We conclude that an SMD-PMP design that pauses maintenance operations to serve activate commands could improve performance.

**9.2. Sensitivity to Number of Lock Regions**

To understand SMD’s sensitivity to the number of lock regions in a DRAM bank, we evaluate the performance and DRAM energy of SMD-FR (that refreshes 8 DRAM rows in a lock region before releasing the lock) as we vary the number of lock regions in a bank. Fig. 13 (top) shows normalized weighted speedup across 20 four-core high memory intensity workloads (y-axis) for different number of lock regions (x-axis) with SMD-FR and Fig. 13 (bottom) shows normalized DRAM energy across the same workloads and the number of lock regions.

We make two key observations from Fig. 13. First, SMD-FR provides higher speedup from 1.8% to 10.0% (averaged across all 20 workloads) as the number of lock regions increases from 2 to 256. This is because more lock regions allow SMD to concurrently perform more maintenance operations and memory accesses in a bank. Increasing the number of lock regions beyond 16 provides diminishing returns as 16 lock regions per bank provides 88.8% of the speedup provided by 256 lock regions. Second, SMD-FR with only one lock region per bank causes 3.9% average slowdown across all workloads. SMD-FR with one lock region cannot concurrently perform maintenance operations and memory accesses in a bank because every maintenance operation locks the whole bank. We attribute the overheads of SMD-FR with one lock region per bank to the relatively high rate of \( \text{ACT}_\text{NACK} \) commands (not shown in the figure) it issues: This configuration of SMD issues an \( \text{ACT}_\text{NACK} \) command for every 11.7 activate commands, on average across all 4c-high workloads. SMD-FR with 16 lock regions per bank, in contrast, issues an \( \text{ACT}_\text{NACK} \) command only every 134.6 activate commands, on average across all 4c-high workloads.

We make similar observations for DRAM energy.

We conclude that SMD with 16 lock regions in a bank yields robust performance and DRAM energy improvements at relatively low DRAM chip area cost (see §6).

**9.3. Sensitivity to DRAM Refresh Period**

We evaluate SMD for refresh periods of 32 ms, 16 ms, 8 ms, and 4 ms. We observe that the performance benefit of SMD-FR increases as the refresh period reduces, achieving 3.6× speedup at 4 ms refresh period averaged across 4c-

350 ns. At a refresh period of 4 ms, the memory controller issues a \( \text{REFI} \) command every \( t_{REFI} \) of 493.75 ns. Thus, in the baseline system, a DRAM rank is busy 70.9% of the time doing refresh. SMD also more frequently performs refresh operations (and more frequently \( \text{ACT}_\text{NACK} \)’s active commands) as the refresh period reduces.
However, SMD alleviates the performance overhead of refresh operations by periodically refreshing only one lock region at a time while allowing ACT commands targeting other lock regions to proceed in parallel.

We also evaluate a baseline system with per-bank refresh at a 4 ms refresh period. Because a bank is busy 70.9% of the time doing refresh operations, SMD provides 1.7x average speedup across 4c-high workloads over the baseline system with per-bank refresh.

We conclude that SMD's performance benefits will likely increase for future DRAM chips that require higher refresh rates as 1) the number of rows in a DRAM bank increases to improve DRAM density or 2) the refresh period reduces to improve error tolerance for shrinking DRAM technology or increasing operating temperatures with tighter DRAM-system integration (e.g., high bandwidth memory [142, 144]).

9.4. Sensitivity to Number of Cores
We evaluate the performance of SMD-FR for a 32 ms refresh period using highly memory-intensive 1-, 2-, 4-, and 8-core workloads. At a 32ms refresh period, SMD-FR provides 8.0%, 8.0%, 8.7%, and 8.1% average normalized weighted speedup for 1-, 2-, 4-, and 8-core high memory intensity workloads, respectively. We conclude that SMD-FR provides substantial performance improvements across 1-, 2-, 4-, and 8-core workloads. We attribute the difference between the provided performance improvement across different numbers of cores to workload and memory access interleaving differences.

9.5. SMD- vs. Memory-Controller-Based Scrubbing
Fig. 14 compares the performance overheads of memory-controller-based memory scrubbing to SMD-based memory scrubbing (SMD-MS) across 4c-high workloads. We show performance overhead normalized to the baseline system.

![Figure 14: MC-based scrubbing (DDR4) vs. SMD-based scrubbing](image)

We make two observations. First, both MC-based scrubbing and SMD-MS have small performance overheads for scrubbing periods of 5 minutes and larger because scrubbing operations are infrequent at such periods. Second, MC-based scrubbing causes 1.5%/8.8% average slowdown for a 1 minute/10 second scrubbing period (up to 2.4%/14.3%), while SMD-MS causes only 0.2%/1.1% average (up to 0.3%/1.8%) slowdown. MC-based scrubbing has high overhead at low scrubbing periods because moving data from DRAM to the MC to perform scrubbing is inefficient compared to performing scrubbing completely inside the DRAM chip using SMD-MS. Scrubbing at high rates may become necessary for future DRAM chips as their reliability characteristics continuously worsen. We conclude that SMD-MS performs memory scrubbing more efficiently than conventional MC-based scrubbing and it enables scrubbing at high rates with small performance overheads.

9.6. Sensitivity to RowHammer Threshold
We analyze the SMD-DRP’s sensitivity to the maximum row activation threshold ($ACT_{max}$). Fig. 15 shows the average speedup that SMD-FR and SMD-DRP achieve for different $ACT_{max}$ values across 4c-high workloads compared to the DDR4 baseline. When evaluating SMD-DRP, we use SMD-FR as a DRAM refresh mechanism.

![Figure 15: SMD-DRP's sensitivity to $ACT_{max}$](image)

We observe that SMD-DRP incurs negligible performance overhead on top of SMD-FR even for extremely small $ACT_{max}$ values. This is because SMD-DRP generates very few neighbor row refreshes as 4c-high is a set of benign workloads that do not repeatedly activate a single row many times.

Although the performance overhead of SMD-DRP is negligible, the number of Counter Table (CT) entries required is significantly large for small $ACT_{max}$ values. For $ACT_{max} = 16K$, SMD-DRP requires 38 counters per bank, and the number of counters required increase linearly as $ACT_{max}$ reduces, reaching 2449 counters at the lowest $ACT_{max} = 256$ that we evaluate.

9.7. Sensitivity to RowHammer Blast Radius
We analyze the performance overheads of SMD-PRP and SMD-DRP when refreshing a different number of neighbor rows upon detecting a potentially aggressor row. Kim et al. [11] show that, in some DRAM chips, an aggressor row can cause bit flips also in rows that are at a greater distance than the two victim rows surrounding the aggressor row. Thus, it may be desirable to configure a RowHammer protection mechanism to refresh more neighbor rows than the two rows that are immediately adjacent to the aggressor row.

Fig. 16 shows the average speedup that SMD-Combined (separately with SMD-PRP and SMD-DRP) achieves for different number of neighbor rows refreshed across 4c-high workloads compared to the DDR4 baseline. The Neighbor Row Distance values on the x-axis represent the number of rows refreshes on each of the two sides of an aggressor row (e.g., for neighbor row distance of 2, SMD-PRP and SMD-DRP refresh four victim rows in total).

We make two key observations from the figure. First, SMD-PRP incurs large performance overheads as the neighbor row
distance increases. This is because, with $P_{\text{mark}} = 1\%$, SMD-PRP perform neighbor row refresh approximately for every 100th ACT command, and the latency of this refresh operation increases with the increase in the number of victim rows. Second, the performance overhead of SMD-DRP is negligible even when the neighbor row distance is five. This is because, SMD-DRP detects aggressor rows with a higher precision than SMD-PRP using area-expensive counters. As the 4c·highb workloads do not repeatedly activate any single row, SMD-DRP counters rarely exceed the maximum activation threshold, and thus trigger neighbor row refresh only a few times.

9.8. SMD-based Probabilistic RowHammer Protection vs. PARA [12]

Fig. 17 compares the performance and energy overheads of PARA implemented in the MC (as proposed by Kim et al. [12]) for DDR4 and SMD-PRP for different neighbor row activation probabilities (i.e., $P_{\text{mark}}$) across 4c·highb workloads. PARA represents the performance and energy overheads with respect to conventional DDR4 with no RowHammer protection. Similarly, SMD-PRP represents the performance and energy overheads with respect to a SMD chip, which uses SMD-FR for periodic refresh, with no RowHammer protection.

We make two observations. First, the performance and energy consumption of MC-based PARA scales poorly with $P_{\text{mark}}$. At the default $P_{\text{mark}}$ of 1%, PARA incurs 12.4%/11.5% average performance/DRAM energy overhead. For higher $P_{\text{mark}}$, the overheads of PARA increase dramatically to 81.4%/368.1% at $P_{\text{mark}}$ of 20%. Second, SMD-PRP is significantly more efficient than PARA. At the default $P_{\text{mark}}$ of 1%, SMD-PRP incurs only 1.4%/0.9% performance/DRAM energy overheads and at $P_{\text{mark}}$ of 20% the overheads become only 11.3%/8.0%. SMD-PRP is more efficient than PARA mainly due to enabling access to non-locked regions in a bank while SMD-PRP performs neighbor row refreshes on the locked region.

We conclude that SMD-PRP is a highly-efficient RowHammer protection that incurs small performance and DRAM energy overheads even with high neighbor row refresh probability, which is critical to protect future DRAM chips that may have extremely high RowHammer vulnerability.

10. Related Work

This is the first work that gives DRAM chips the ability (i.e., the breathing room) to autonomously perform maintenance operations with low-cost simple changes to the existing rigid DRAM interface. No prior work proposes setting the MC free from managing DRAM maintenance operations nor studies the system-level performance and energy impact of autonomous DRAM maintenance mechanisms. We briefly discuss relevant prior works.

Changing the DRAM Interface. Several prior works [218–222] propose using high-speed serial links and packet-based protocols in DRAM chips. SMD differs from prior works in two key aspects. First, none of these works describe how to implement maintenance mechanisms completely within DRAM. We propose eight SMD-based maintenance mechanisms (§5) and rigorously evaluate three (§5.1, §5.2, and §5.3) of them. Second, prior works significantly modify or even overhaul the existing DRAM interface, which makes their proposals more difficult to adopt compared to SMD, which adds only a single ACT_NACK signal to the existing DRAM interface and requires slight modifications in the MC.

Mitigating DRAM Refresh Overheads. Many previous works [17,19–46] propose techniques to reduce performance and energy overheads of DRAM refresh. SMD can seamlessly integrate many of these techniques along with other efficient maintenance operations (§5).

Read Disturbance Protection. Many prior works [12,18,47–122] propose techniques for RowHammer and RowPress [159] protection. One can use SMD to implement these or new RowHammer protection mechanisms.

Memory Scrubbing. Various prior works report that the overhead of memory scrubbing is small as low scrubbing rates (e.g., scrubbing period of 24 hours [119,128,129], 45 minutes per 1 GB scrubbing rate [125], only when idle [126]) are generally sufficient. However, the cost of scrubbing can increase for future DRAM chips due to increasing DRAM bit error rate [5,8,179] and increasing DRAM chip density [17]. SMD-MS enables efficient scrubbing by eliminating off-chip data transfers.

Leveraging Subarray-level Parallelism. Prior works overlap the latency of accessing multiple subarrays by modifying the DRAM architecture [19,148,149]. SMD’s maintenance-access parallelization builds on the basic design proposed in SALP [148] and refresh-access parallelization introduced in [19,149]. A DRAM interface based on these prior works [19,148,149] still needs to be modified for each new maintenance operation that the JEDEC standard dictates DRAM to implement. SMD, in contrast, allows the implementation of new maintenance mechanisms with a single, simple change to the DRAM interface.
Compute Express Link (CXL) [223]. CXL is a cache-coherent interconnect for computing systems. CXL does not define the interface between a memory controller and a DRAM module/chip. Even with CXL, the memory controller chip has to deal with the management complexity of DRAM. SMD can be used in conjunction with CXL to ease management complexity in computing systems.

11. Conclusion
We introduced a new, low-cost framework, Self-Managing DRAM (SMD), for accelerating the adoption of new in-DRAM maintenance operations. With a one-time low-cost modification to the DRAM interface, SMD enables implementing new in-DRAM maintenance operations with no further changes to the DRAM interface, memory controller, or other system components. Using SMD, we implement efficient in-DRAM maintenance mechanisms for DRAM refresh, RowHammer protection, and memory scrubbing. We show that these mechanisms enable a higher performance, more energy efficient, and, at the same time, more robust DRAM system. We believe and hope that SMD can enable practical adoption of future innovative ideas in DRAM design and inspire better ways of partitioning work between memory and processor chips.
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