Abstract—This article presents a metacognitive decision-making (MDM) framework inspired by human-like metacognitive principles. The MDM framework is incorporated in unmanned aerial vehicles (UAVs) deployed for decentralized stochastic search without communication for detecting and confirming stationary targets (fixed/sudden pop-up) and dynamic targets. The UAVs are equipped with multiple sensors (varying sensing capability) and search for targets in a largely unknown area. The MDM framework consists of a metacognitive component and a self-cognitive component. The metacognitive component helps to self-regulate the search with multiple sensors addressing the issues of “which-sensor-to-use,” “when-to-switch-sensor,” and “how-to-search.” Based on the information gathered by sensors carried by each UAV, the self-cognitive component regulates different levels of stochastic search and switching levels for effective searching, where the lower levels of search aim to localize a target (detection) and the highest level of a search exploit a target (confirmation). The performance of the MDM framework with two sensors having a low accuracy for detection and increased accuracy to confirm targets is evaluated through Monte Carlo simulations and compared with six decentralized multi-UAV search algorithms (three self-cognitive searches and three self and social-cognitive-based searches). The results indicate that the MDM framework can efficiently detect and confirm targets in an unknown environment.

Index Terms—Brownian distribution (BD), decentralized search, Levy distribution (LD), metacognitive, uniform distribution (UD).

I. INTRODUCTION

THE UNMANNED aerial vehicles (UAVs) are gaining popularity in applications, such as surveillance (vegetation analysis [1], power-line monitoring [2], smart cities [3], and defense applications [4]) and reconnaissance missions (crop pests [5], fire quenching [6], and wildfire tracking [7]) due to their easy usage in inhospitable areas. In most practical search and reconnaissance missions like disaster management, the location of targets is unknown. The targets can be distributed sparsely in a large and unknown area. The sudden appearance (pop-up) targets demands revisiting the search regions frequently [8]. In such scenarios, the reliability of the communication network to exchange information between UAVs decreases and hence increases the complexity of the problem further [9].

Decentralized operation of UAVs with restricted communication or without communication reduces the delay and power requirement while searching a large area. A decentralized multi-UAV search is performed with or without a priori information about the target spatial distribution. When a priori information is available, the search technique can be optimized [10]. Some studies have formulated the optimization problem for the multi-UAV system based on team theory [11], game theory [12], and negotiation schemes [13]. Another category of decentralized search algorithms creates a target probability map in real time by discretizing the search space without any prior information [14], [15]; this approach needs an update at constant time intervals. Moreover, it generates a lower probability of revisiting a location where the target was not found at the last visit, hence not feasible while searching for sudden pop-ups and dynamic targets.

Identified stationary targets (fixed/sudden pop-up) and dynamic targets can be mitigated or tracked for information. Patrizi et al. [16] proposed a multitarget tracking and data collection framework for UAVs while addressing matching problems with targets. When there is no prior information about the target spatial distribution, the cognitive-based approach is more effective [17]. Since these approaches are solely on the sensor information, they are not computationally intensive (do not assign any target probability map), and hence can handle pop-up and dynamic targets efficiently. The cognitive-based approach consists of only self-cognitive or a combination of self and social-cognitive (communication among agents) elements. When a combination of self and social-cognitive elements is employed for search, the target is obtained based on the information from the individual sensor of a UAV [18] and communication among UAVs [19], [20]. The main drawback of the social-cognitive approach is to maintain communication among agents in large search spaces like forest regions or regions affected due to natural disasters.

On the other hand, the self-cognitive search method does not rely on inter-UAV communication and is suitable for situations involving a large search region. The self-cognitive
approach searches the target by navigating the agent with the waypoints in search space generated using various probability distributions (e.g., Levy, Uniform, and Gaussian). The Levy search (LS) is a stochastic search that uses Levy distribution (LD) to determine the search direction [17] and is useful when targets are distributed sparsely in a region [21]. Other popular stochastic searches are Brownian search (BS) based on Gaussian distribution and uniform-random search (US) based on uniform distribution (UD) [22]. Many decentralized algorithms were developed to imbibe UAVs with cognitive decision-making abilities, such as when-to-search and when-to-attack [23], [24], [25].

Most of the existing cognitive-based approach performs a search using a single sensor. The use of multiple sensors for object detection and tracking for real-world applications, such as forest firefighting [26], rescue operation during natural disasters [27], and precision agriculture [28] is more effective than using a single sensor [29], [30], [31]. Unlike single sensor-based search (SSS) techniques, the use of multiple sensors introduces the following challenging factors: 1) “which among the multiple sensors to be used at a given time;” 2) “when the switching from one sensor to another should occur;” and 3) “how to self-regulate the stochastic search” to maximize the search efficiency. Hence, a generic methodology for multisensor-based UAVs decentralized stochastic search to address these challenges. This study focuses on a novel metacognitive approach to adapt dynamic decision-making ability using multiple sensors. Recently, researchers in artificial intelligence have used the metacognition framework for designing robust and intelligent algorithms for pattern classification problems [32], [33] and learning in a dynamic environment [34], [35] using the principle of metacognition.

This article addresses a metacognitive decision-making (MDM) framework for decentralized multi-UAV search based on the Nelson and Narens model [36] of metacognition. The proposed decision-making system enables autonomy in each UAV for self-regulating the strategies and self-awareness based on the sensor information. In summary, the key contributions of our paper are thrifold.

1) The proposed MDM framework consists of two components: a) a self-cognitive component, which learns about the environment by sensing, and analyzing the information gathered from the sensors and acting upon it and b) a metacognitive component is a regulatory mechanism that monitors the effectiveness of the self-cognitive component that adapts the search mechanism in an unknown environment. Based on the monitoring signal, the metacognitive component regulates the search strategies and the choice of a sensor required to handle the environmental changes. Thus, the individual’s action and the information gained by them influence the metacognitive component so that their decision attains the overall goal efficiently.

2) The MDM framework-based multi-UAV stochastic search algorithm uses multiple sensors carried by each UAV for searching fixed, sudden pop-up, and dynamic targets in the absence of inter-UAV communication. Each UAV performs a self-regulate search based on sensor information by switching between two or more stochastic techniques with different step lengths. A probabilistic comparison of the MDM framework with a single sensor-based stochastic search technique is provided to show the theoretical advantage of the proposed MDM.

3) The MDM framework search performance using two sensors is evaluated in a simulated setting and compared with various state-of-the-art stochastic search techniques employing a single sensor. For performance comparison, all the search techniques are evaluated in a decentralized setting without inter-UAV communication. A Monte Carlo simulation was performed to analyze the efficiency, completeness, and scalability (in terms of the number of UAVs involved in the mission) of the proposed search technique. The comparison was also performed in the case of false detection of targets. The numerical results highlight the advantages of the proposed MDM framework for multi-UAV search compared to three state-of-the-art self-cognitive-based stochastic search techniques and three social-cognitive search techniques. Overall the MDM framework can achieve better search performance and completeness by adopting necessary stochastic techniques and sensors at different levels.

The remainder of this article is organized as follows. Section II presents the problem definition, and Section III discusses the MDM framework for multi-UAV search. The Monte Carlo simulation results are discussed in Section IV. This article is concluded in Section V.

### II. MULTISENSOR UAVS SEARCH PROBLEM

Table I provides the list of symbols used in this work and their description. In a typical scenario, the detection and confirmation of targets by UAVs is challenging due to: 1) UAVs

| Symbols | Description |
|---------|-------------|
| $U$, $T$, $S$ | UAVs, targets and sensors |
| $n_u$, $n_T$, $n$ | Total number of UAVs, targets and sensors |
| $n_1$, $n_2$, $n_3$ | Number of targets initially and pop-up targets |
| $X_T$, $X_U$ | Target position and UAV position $(m)$ |
| $V_s$, $\kappa_s$ | Target speed $(m/s)$ and sampling time $(s)$ |
| $V_0$, $Q$, $V$ | UAV velocity and UAV velocity reference $(m/s)$ |
| $D_{ext}$, $D_{det}$ | Signal strength of $k^{th}$ detection sensor and detection threshold |
| $C_{ns}$, $C_{nt}$ | Signal strength of the confirmation sensor and confirmation threshold |
| $r_k$, $r_m$ | Sensing radius of detection and confirmation sensor $(m)$ |
| $T_{nc}$, $T_{nc,1}$ | Number of targets confirmed in a fixed time duration |
| $\mu(T_{nc})$ | Expected value of the number of targets confirmed |
| $N_f$ | Number of finite-time missions executed by the UAVs |
| $T_g$ | Time taken to confirm all the targets $(s)$ |
| $\mu(T_d)$ | Expected time of value to confirm all targets $(s)$ |
| $N_T$ | Number of multi-UAV missions corresponding to search completeness |
| $P_t$ | $g^k$th waypoint of a UAV |
| $\delta$ | Search step length $(m)$ |
| $D(S_t)$ | Direction of motion generated from stochastic process $S_t$ |
| $\alpha$, $\lambda$ | Parameters of Levy distribution |
| $\sigma$ | Parameter of Brownian distribution |
| $v_u$, $v_d$ | Parameters of Uniform distribution |
| $C_f$ | Confirmation index |
Assumption 1: Each UAV is capable of performing autonomous waypoint navigation in the presence of atmospheric disturbances.

Assumption 2: All UAVs are flying at the same speed denoted by $V_U$.

Assumption 3: UAVs equipped with inter-UAV collision and obstacle avoidance strategy.

The assumptions mentioned above are not conservative, as recently, advanced control techniques have been applied to UAVs for wind disturbance rejection and to maintain steady speed [37]. For the case of Assumption 3, a simple strategy would be that each UAV flies at an altitude greater than the obstacle height and also different from other UAVs.

The following assumptions are made regarding the search environment and targets.

Assumption 4: The search environment is unknown with no prior information available regarding the target spatial distribution.

Assumption 5: The targets are stationary, but they can suddenly pop-up at a location. Hence the environment is dynamic with respect to the number of targets at a given time. Moreover, the targets are identical with the same sensing signature.

In Fig. 1, UAV $U_1$ is searching the entire region $R$ to detect the target using the sensor $S_1$. Whereas, the UAV $U_p$ is searching in a region $R_2 \subset R$ using the sensor $S_2$ to detect the target. The first $n-1$ sensors are used for target detection and the $n$th sensor is used for target confirmation. The UAV $U_2$ is searching in a region $R_1 \subset R$ for target confirmation using the sensor $S_n$. Each UAV undergoes a multisensor search and uses one sensor at a time for either target detection or target confirmation. The flight path generated during the detection or confirmation phase is stochastic in nature, governed by different probability density functions. To facilitate the detection and subsequent confirmation of the target, each UAV is equipped with multiple sensors. The sensor model adopted in this study is explained below.
A. Detection and Confirmation Sensor

The detection and confirmation sensors carried by a UAV capture the signal with strength proportional to the target’s distance. These sensors are common in detecting targets, such as fire (sensing temperature) and mobile phones (radio frequency signal) based on signal strength. Generally, the signal strength increases as the UA Vs approach the target. Let the strength of the signal captured by kth detection sensor Sk at a time t be denoted by \( D_{kt}(t) \). If the value of \( D_{kt}(t) \) exceeds the detection threshold denoted by \( D_{tt} \), then a target is considered as detected. The sensing range of the detection sensor is considered homogeneous in all directions. Considering a case where the ith UAV is searching using the detection sensor \( S_i \) having a sensing radius \( r_k \), the following condition implies that a target is detected and the search region is further localized:

\[
D_{kt}(t) > D_{tt} \Rightarrow ||X_{Ut}(t) - X_T||_2 < r_k.
\]

Similarly, the jth target is said to be confirmed by the ith UAV using a confirmation sensor denoted by \( S_n \) if the following condition is satisfied:

\[
C_{ns}(t) > C_{nt} \Rightarrow ||X_{Ut}(t) - X_T||_2 < r_n \quad (7)
\]

where \( C_{ns}(t) \) is the strength of the signal received by the confirmation sensor and \( C_{nt} \) is the confirmation threshold. The sensing radius of the confirmation sensor is denoted by \( r_n \). The detection sensor can only give the spatial distribution of the target, whereas the confirmation sensor is used to obtain the exact target location. It is useful in scenarios like looking for a person (target) lost in a natural disaster. The cellular phone signal detector can be used to estimate the spatial distribution of the target, and a camera can be used to confirm the target. Here, the confirmation threshold can be the minimum size of the target estimated from camera images. The detection sensor can result in a false positive, whereas the confirmation sensor always yields a true positive or true negative.

Two metrics are used to quantify the performance of the mission, considering the fact that it could be of either fixed-time duration or continued till all the targets in the region are confirmed. The number of targets confirmed (\( T_{nc} \)) during a mission of fixed time duration reflects the time efficiency of the search algorithm. For finite-time missions, the performance is quantified in terms of the expected value of the number of targets confirmed given by

\[
\mu(T_{nc}) = \frac{1}{N_f} \sum_{i=1}^{N_f} T_{nc}
\]

where \( N_f \) is the number of finite-time missions executed by the UAVs. The mission continues until all the targets are confirmed, the time taken to confirm all the targets (\( T_S \)) needs to be minimal. This is related to the completeness of the search algorithm, and the performance is quantified by the expected value of time taken to confirm all targets given by

\[
\mu(T_S) = \frac{1}{N_f} \sum_{i=1}^{N_f} T_S
\]

where \( N_f \) is the number of missions executed by the UAVs to confirm all the targets. The stochastic search technique adopted along with the sensor to be used by the UAV during each level of search is the decision variable. The solution to the above-mentioned problem is addressed in an MDM framework discussed in the next section.

III. MDM FRAMEWORK FOR MULTI-UAV SEARCH

In this section, we present the proposed MDM framework for decentralized multi-UAV search with multiple sensors. The section concludes with the probabilistic comparison of the MDM-based search with the self-cognitive stochastic search.

The block diagram of the proposed MDM framework for each UAV is shown in Fig. 2. The framework contains a self-cognitive component, a metacognitive component, and observation. The metacognitive component regulates the self-cognitive based on observation. The self-cognitive component is comprised of the following elements.

1) Search Algorithm: Generates waypoints in the search space, randomly drawn from different stochastic processes based on the sensor information. The random displacement taken by a UAV when there is no communication between them derived from either LD, BD, or UD [21], [38], [39]. The qth waypoint (\( P_q \)) and \((q+1)\)th waypoint (\( P_{q+1} \)) of a UAV is related by

\[
P_{q+1} = P_q + \delta \ast D(S_t)
\]

where \( \delta \) is the step length and \( D(S_t) \) is the direction of motion generated by any of the above-mentioned stochastic processes, i.e., \( S_t \in \{LD, BD, UD\} \). Let the two samples generated from \( S_t \) be \( \bar{S} = (\bar{s}_x, \bar{s}_y) \) then the direction \( D(S_t) \) is along \([s_x/||\bar{S}||_2, s_y/||\bar{S}||_2]\) from the current location.

2) Navigation Command: Generates the velocity/heading commands for the inner loop control system of the UAV based on the waypoints generated by the search algorithm.

3) Sensor Module: Is the physical device used for searching the targets. At any given time, either one of the detection sensors or the confirmation sensor is in use.

4) Sensor Information: Is the strength of the signal received by the detection sensor or the confirmation sensor as given in (6) and (7), respectively. The information collected from the sensor module is utilized to detect/confirm a target.

The observation component consists of the time information \( t \), position of the \( i \)th UAV \( X_{Ut}(t) \), and the sensor information \( D_{kt}(t) \) or \( C_{ks}(t) \). The observation component is the input to the metacognitive component.

The metacognitive component is composed of two main elements: 1) knowledge base and 2) task allocation, and their subelements.

1) Knowledge Base: It contains the subelements, sensor repository and search algorithm repository. The knowledge base is updated when a new sensor/search technique is added or the performance details of a search technique are obtained from analysis or through experiments.
Fig. 2. MDM framework for decentralized UAV search. Here, both self-cognitive and meta-cognitive are implemented within the same UAV. Self-cognitive consists of a search algorithm that is currently in use, navigation command, sensor module, and sensor information. Meta-cognitive combines knowledge base and task allocation, 1) the knowledge base consists of a collection of search algorithms, and a collection of sensors and their sensing characteristics and 2) task allocation determines the selection of the sensor and search algorithm that is being used in the self-cognition part. If there is only a single sensor and single search algorithm then only self-cognition is adapted (basically meta-cognition boils down to self-cognition as there is no selection of sensor or search algorithm). Whereas meta-cognition plays a role when we need to select one among multiple search algorithms and one among multiple sensors dynamically.

### a) Sensor Repository:
It contains the category (detection/confirmation) of the sensors carried by a UAV and their sensing radius \( r_1, r_2, \ldots, r_n \).

### b) Search Algorithm Repository:
It contains the collection of stochastic search techniques adopted by a UAV. Here, the repository contains the LS, BS, and US. The LS is a stochastic search whose search direction for each UAV is drawn from the LD. The probability density \( f(v) \) of a random variable \( v \) under the Levy stochastic process is given by [40]

\[
f(v) = \frac{1}{\pi} \int_0^\infty e^{-am^2} \cos(\eta m) \, dm
\]  

(11)

where \( \lambda \) is an index satisfying \( 0 < \lambda \leq 2 \) and \( \alpha \) is a scaling parameter (normally set to 1). For LS, \( D(S_i) \sim f(v) \) in (11), where \( \sim \) denotes the random number drawn from the distribution. Since a closed-form expression for the integral in (11) cannot be obtained, random numbers that follow the Levy stochastic process are generated using the algorithm given in [40]. The BS essentially uses a Gaussian distribution with zero mean and variance \( \sigma \) given by

\[
D(S_i) \sim N(0, \sigma)
\]  

(12)

where \( \sim \) means the samples should be drawn using the probability density given by

\[
f(v) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{v^2}{2\sigma^2}}.
\]  

(13)

When the UD is used, the resulting US draws samples from the UD with probability density given by

\[
f(v) = \frac{1}{\nu_u - \nu_l} \quad \text{for } v \in [\nu_l, \nu_u] \text{ and } f(v) = 0 \text{ otherwise. Here, } \nu_l \text{ and } \nu_u \text{ are the lower and upper bound, respectively, on the value taken by the random variable } v.
\]

2) Task Allocation: Decides the level of search operation and the corresponding sensor and the stochastic search technique employed. As there is \( n_s \) number of sensors, there are \( n_s \) levels of search. Task allocation contains three subelements, sensor selection, search algorithm selection, and search level switching. Task allocation takes input from knowledge base and observation block to make the decisions.

### a) Sensor Selection:
Decides the sensor to be used for search by the UAV. The UAV retains the current sensor or switches to a different one. Initially, the start with the sensor \( S_1 \) having the highest sensing range denoted by \( r_1 \). When the sensor information corresponds to the condition given in (6), then the search area is localized within a circle of radius \( r_1 \), with the current UAV position as the center of the circle. To further localize the search space, the sensor \( S_2 \) with the second-highest sensing range denoted by \( r_2 \) is used. This process continues until the search reaches the confirmation level where the sensor \( S_{n_s} \) with the highest accuracy and the lowest range denoted by \( r_{n_s} \) is used to confirm the target location.

### b) Search Algorithm Selection:
Decides on selecting the appropriate search technique \( S_i \in \{LD, BD, UD\} \) and the step length \( \delta \in \{\delta_1, \delta_2, \ldots, \delta_{n_s-1}, \delta_n\} \). Here, \( \delta_1 \) is the step length when sensor \( S_1 \) is employed and similarly continues till \( \delta_n \) is the step length when the confirmation sensor \( S_{n_s} \) is employed. The following relation holds for the step length, \( \delta_1 > \delta_2 > \cdots > \delta_{n_s-1} > \delta_n \). As each level of search localize the search space with respect to the target location, the condition \( \delta_2 \leq r_1, \delta_3 \leq r_2, \ldots, \delta_n \leq r_{n_s-1} \) is employed.
c) Search Level Switching: It is done when the condition given in (6) or (7) is satisfied. The first $n-1$ level corresponds to target detection and the $n$th level corresponds to the target confirmation. To prevent a UAV to undergo an indefinite search at a particular level, without confirming a target, the following step is adopted. When a UAV enters the $n$th level of search, a confirmation index ($C_l$) is set to a value closer to one denoted by $C_{l_{\text{max}}}$. As the exploitation of the specified search region progresses without successful confirmation of the target, the value of $C_l$ is reduced as given as follows:

$$C_l = \Gamma + (C_{l_{\text{max}}} - C_{l_{\text{min}}})e^{(\frac{t_s}{\kappa})}$$  \hspace{1cm} (15)$$

where $C_{l_{\text{min}}}$ is the lower bound for the confirmation index, $0 < \Gamma < C_{l_{\text{min}}}$ is a constant, $t_s$ is the time spent on the $n$th level of search and $\kappa > 0$ is a constant. If the condition

$$C_l < C_{l_{\text{min}}}$$  \hspace{1cm} (16)$$

is satisfied, then the $n$th level of search is terminated and the first level is resumed. The same approach is used in a search level $k$, where $k \in \{2, 3, n-1\}$, in order to prevent a UAV from indefinitely searching a region without further localizing the target, where the confirmation index ($C_l$) replaced by the detection index ($D_k^l$). The condition analogous to (16) for the $k$th detection level is given by

$$D_k^l < D_{k_{\text{min}}}$$  \hspace{1cm} (17)$$

where $D_{k_{\text{min}}}$ is the lower bound for the detection index for the $k$th detection level.

The flow diagram of the MDM framework is shown in Fig. 3. Each UAV starts with the first level of search where $S_t \in \{LD, BD, UD\}$, $\delta = \delta_1$ and a sensor with sensing radius $r_1$, till it detects a target according to the condition stated in (6) and then switch over to the second level to further localize the search space. The initial detection leaves a smaller search region for the second level of the search than the first level of the search. The second level uses a sensor with sensing radius $r_2$, $S_t \in \{LD, BD, UD\}$ and $\delta = \delta_2$. This process continues until the confirmation level is reached, where a sensor with sensing radius $r_n$, $S_t \in \{LD, BD, UD\}$ and $\delta = \delta_n$ is used to confirm the target. The $k$th level of search explores the search area with respect to the $(k+1)$th level of search, whereas the $(k+1)$th level of search exploits the search area with respect to $k$th level of search. When the condition given in (7) is satisfied, then a target and its location are confirmed, and then the UAV switch back to the first level of search for exploring the search space to detect other unknown targets. During each level of search, if the condition given in (16) or (17) is satisfied, then the UAV switch to the first level of search.

A. Probabilistic Comparison of the MDM Framework and Single Sensor-Based Stochastic Search

For any self-cognitive-based continuous random search with a single sensor, the probability of confirming a target by a UAV ($P_{CS}(t)$) at a time $t$ is given by [41]

$$P_{CS}(t) = 1 - e^{(\frac{2\pi r_n}{\sqrt{\pi}})^2 A_{n-1}}$$  \hspace{1cm} (18)$$

where $||V_U||_2$ is the speed of the UAV and $A$ is the total search area.

The probability of confirming a target ($P_{CM}(t)$) by a UAV for the case of MDM framework-based search (provided that the detection for $(n-1)$th level has happened at a time $t_d < t$) is given by

$$P_{CM}(t) = 1 - (1 - P_{CS}(t_d)) \left(1 - e^{(\frac{2\pi r_n}{\sqrt{\pi}})^2 A_{n-1}}\right)$$  \hspace{1cm} (19)$$

where $A_{n-1} = \pi r_{n-1}^2$ is the sensing area of the $(n-1)$th detection sensor. Till $t \leq t_d$, the probability of confirming a target is the same for both cases, i.e.,

$$P_{CM}(t) = P_{CS}(t) \quad \forall t < t_d.$$  \hspace{1cm} (20)$$

It can be verified using (19) that the condition $P_{CM}(t) > P_{CS}(t)$ occurs when

$$\frac{t-t_d}{A_{n-1}} > \frac{t-t_d}{A}.$$  \hspace{1cm} (21)$$

The above condition is valid $\forall t \geq t_d$, since $A_{n-1} < A$. The above analysis indicates that for a given time instant, the probability of confirming a target for the proposed stochastic search is greater than or equal to any of the single sensor-based stochastic search techniques, i.e.,

$$P_{CM}(t) \geq P_{CS}(t) \quad \forall t > 0.$$  \hspace{1cm} (22)$$

IV. PERFORMANCE EVALUATION

In this section, numerical simulation results for the proposed MDM framework are presented initially, followed by a comparison with self and social-cognitive-based search techniques. For the proposed MDM framework, we consider the case where $n = 2$, i.e., each UAV is equipped with a single detection sensor and a confirmation sensor. The self and social-cognitive-based search uses only one sensor, so they have been categorized into SSS techniques. In the case of social-cognitive-based search, UAVs communicate with each other to share the search information obtained through self-cognition. The region under which UAVs perform search operations is of dimension $L \times W = 20 \text{ km} \times 20 \text{ km}$. Each UAV follows the waypoints in the search space generated by the search technique. The conventional inner loop and outer loop control architecture is assumed here for the UAV [42]. The velocity commands required for autonomous waypoint navigation are generated using pursuit guidance law [43].

The simulations are carried out in MATLAB software installed in the Windows-10 operating system, with Intel-R Core-i7, 1.8-GHz processor, and 16-GB RAM. Twelve UAVs were considered for performing the search mission with
Fig. 3. Flow diagram of the MDM framework for UA Vs search.

### Table II

| Parameters and Their Values Used in Simulation |
|-----------------------------------------------|
| Parameter | Value |
| LS $\lambda$, $\alpha$ | 1, 1 |
| BS $\sigma$ | 1 |
| US $v_u$, $v_l$ | 1, 0 |
| Search region, L x W | 20,000 m x 20,000 m |
| Number of UAVs, $n_u$ | 12 |
| UAV speed, $||v_{U}||_{2}$ | 20 m/s |
| UAV time constant, $\tau$ | 0.33 s |
| Number of sensors, $n_i$ | 2 |
| Detection sensor radius, $r_1$ | 10% of L (m) |
| Confirmation sensor radius, $r_2$ | 2% of L (m) |
| Step length $\delta_1$, $\delta_2$ | 20% of L (m), 10% of L (m) |
| Number of fixed targets, $n_i$ | 10 |
| Number of pop-up targets, $n_p$ | 10 (maximum) |
| Number of dynamic targets, $n_T$ | 10 |

starting location distributed along the periphery of the search area. Each UAV is flying at a constant speed, $||V_U||_2 = 20$ m/s. Three separate categories of simulations were carried out: 1) initially fixed targets; 2) sudden pop-up targets; and 3) dynamic targets. The video corresponding to the numerical simulation performed for some of the scenarios in MATLAB (R2019b) can be found in the Web link.

1) **Fixed Targets:** Here, ten targets are placed in the search area at locations, $T_1 = (2$ km, 2 km), $T_2 = (4$ km, 16 km), $T_3 = (10$ km, 10 km), $T_4 = (16$ km, 12 km), $T_5 = (18$ km, 2 km), $T_6 = (3$ km, 10 km), $T_7 = (5$ km, 4 km), $T_8 = (13$ km, 8 km), $T_9 = (15$ km, 5 km), and $T_{10} = (18$ km, 11 km), respectively, where $n_i = 10$, $n_p = 0$, and $n_T = n_T$. The video can be found at:  

2) **Pop-Up Targets:** The target locations are the same for the case of initially fixed targets and sudden pop-up targets. Each target suddenly appears at a time interval of 200 s with $t_i = 200$ s, where $n_i = 0$ and $n_p = n_T$.

3) **Dynamic Targets:** Here, we consider target speed $v_1$ as 5 m/s, random number $R(a, b)$ is generated within the range $a = -0.2$ and $b = +1$ and sampling time $\kappa_s = 0.1$ s.

The performance is evaluated in terms of: 1) search efficiency and 2) search completeness. The search efficiency is evaluated by the number of targets confirmed ($T_{nc}$) while searching for a fixed time duration. The fixed time duration for the case of both initially fixed targets and dynamic targets is set to 1000 s, and for the case of sudden pop-up targets, it is set to 2000 s. The mean and standard deviation of the number of targets confirmed ($\mu(T_{nc}) \pm \sigma(T_{nc})$) is computed for 1000 Monte Carlo runs. The second performance criterion is the time taken ($T_S$) to search and confirm all the ten targets. The mean and standard deviation ($\mu(T_S) \pm \sigma(T_S)$) for 1000 Monte Carlo runs are computed for all the search techniques for evaluating the completeness of the search mission. For completeness of the search, it is desirable to have a lower mean and standard deviation for the time taken.

### A. MDM Framework-Based Search

The numerical simulation results for MDM framework are presented in this section. The search performance varies depending on the step length used in the first level of search ($\delta_1$) and the probability distribution used for waypoint generation in the two levels of search.

$A_1$ (Effect of Step Length ($\delta_1$) in the MDM Search): The effect of variation in step length of the first level of search ($\delta_1$) of the MDM framework on the search performance for fixed targets, as shown in Table III. The step length for the second level of search is set to the sensing radius of the detection sensor as given in Table II, i.e., $\delta_2 = r_1$. The step length is varied from 10% of L to 50% of L, and Monte Carlo simulations are performed for 1000 runs. The performance of the search initially increases with an increase in step length.
TABLE III

| Step Length | $\mu(T_{nc}) \pm \sigma(T_{nc})$ | $\mu(T_S) \pm \sigma(T_S)$ (seconds) |
|-------------|---------------------------------|-------------------------------------|
| **Fixed targets** ($n_{f}=10$ and $n_u=12$) |
| 10% of $L$ | 3.954±1.399 | 5532±880 |
| 20% of $L$ | 4.658±1.596 | 4001±1834 |
| 30% of $L$ | 4.772±1.835 | 5640±3197 |
| 40% of $L$ | 4.135±1.412 | 6216±3568 |
| 50% of $L$ | 4.094±1.419 | 5721±3002 |
| **Pop-up targets** ($n_f=0$, max($n_p$)=10 and $n_u=12$) |
| 10% of $L$ | 4.375±1.315 | 6690±2387 |
| 20% of $L$ | 5.106±1.348 | 4996±1800 |
| 30% of $L$ | 4.772±1.507 | 5726±3395 |
| 40% of $L$ | 4.667±1.354 | 6409±2832 |
| 50% of $L$ | 4.531±1.316 | 6753±3130 |

TABLE IV

| Level 1 | Level 2 | $\mu(T_{nc}) \pm \sigma(T_{nc})$ | $\mu(T_S) \pm \sigma(T_S)$ (seconds) |
|---------|---------|---------------------------------|-------------------------------------|
| US      | US      | 4.231±1.416 | 4338±2024 |
| US      | BS      | 4.341±1.409 | 4521±2113 |
| US      | BS      | 4.213±1.397 | 4341±2208 |
| BS      | BS      | 4.282±1.351 | 4662±2365 |
| BS      | LS      | 4.184±1.389 | 5317±3186 |
| LS      | US      | 4.687±1.449 | 4335±2333 |
| LS      | US      | 4.671±1.441 | 3888±1884 |
| LS      | BS      | 4.658±1.396 | 4001±1834 |

but later decreases. A step length of 20% of $L$ gives the best search performance. For all three cases, the step length of 20% of $L$ for the first level yields the best search results, as shown in Table III. For all three cases, LS is used in the first level, and BS is used in the second level of the search.

A2 (Effect of Different Probability Distribution at Different Levels of the MDM Search): The nature of the probability distribution used in level 1 and level 2 of the MDM search affects the search performance. Monte Carlo study, simulations are performed 1000 times to analyze the effect of the distribution used in level 1 and level 2 of the search. The results are shown in Table IV for the case of ten fixed targets where the LD is the best for level 1 search. For level 2 search, the best value of $\mu(T_{nc})$ is for the LD, and the best value of $\sigma(T_{nc})$ is for the BD. Similarly, the best value of $\mu(T_S)$ is for BD, and the best value of $\sigma(T_S)$ is for SO. So, the combination of LD for level 1 search and BD for level 2 search is the most efficient among all in confirming fixed targets.

The effect of using a different probability distribution for level 1 search and level 2 search of MDM framework for confirmation of ten pop-up targets is shown in Table V. The best search performance in terms of $\mu(T_{nc})$ is given by combining UD for level 1 search and BD for level 2 search. The best value of $\sigma(T_{nc})$ is obtained by combining Brownian and LDs. The best value of $\mu(T_S)$ and $\sigma(T_S)$ is obtained by UD for both level 1 search and level 2 search. Thus, UD is the best for level 1 search and for level 2 search in confirming sudden pop-up targets.

The effect of using a different probability distribution for level 1 search and level 2 search of MDM framework for confirmation of ten dynamic targets is shown in Table VI. The best average search performance and completeness of the search mission are obtained by combining the LD for level 1 search and the BD for level 2 search. For further analysis, a combination of LS (level 1) and BS (level 2) is used for the case of fixed targets and dynamic targets and the US (for both level 1 and level 2) is used for the case of sudden pop-up targets with step lengths $\delta_1$ = 20% of $L$ and $\delta_2$ = $r_1$.

B. Performance Comparison With Self-Cognitive Search

To evaluate the benefits of the MDM framework over self-cognitive-based SSS, four stochastic search approaches are considered in the UAVs search mission to locate fixed/pop-up/dynamic targets. This includes four SSS techniques: 1) the US with samples drawn from the UD; 2) BS with samples drawn from the normal distribution; 3) LS with samples drawn from the LD; and 4) the proposed MDM framework that adaptively switches between the LS and the BS for the case of initially fixed targets and dynamic targets and the US (for both levels of search) for the case of sudden pop-up targets. Here, 1000 Monte Carlo simulations are carried out with two performance criteria for searching initially fixed and sudden pop-up targets. The step length for US, BS, and LS techniques are taken as 20% of $L$ with only a confirmation sensor employed for search. The average improvement in
TABLE VII
COMPARISON BETWEEN MDM AND SELF-COGNITIVE-BASED SEARCH
FOR CONFIRMATION OF 10 TARGETS WITH 12 UA VS

| Search technique | \( \mu(T_{nc}) + \sigma(T_{nc}) \) | AISE (% | \( \mu(T_{c}) + \sigma(T_{c}) \) | AISC (%) |
|------------------|---------------------------------|---------|---------------------------------|---------|
| Fixed targets    |                                 |         |                                 |         |
| US               | 4.086±1.472                    | 12.3    | 7879±481                        | 49.2    |
| BS               | 3.985±1.515                    | 14.4    | 9426±6391                       | 57.6    |
| LS               | 3.787±1.457                    | 18.7    | 9308±6021                       | 57.0    |
| MDM (LS+BS)      | 4.658±1.396                    | -       | 4001±1834                       | -       |
| Pop-up targets   |                                 |         |                                 |         |
| US               | 4.103±1.358                    | 24.5    | 9316±4866                       | 46.4    |
| BS               | 4.082±1.361                    | 25.1    | 10704±6328                      | 53.3    |
| LS               | 4.047±1.416                    | 26.2    | 10802±6388                      | 53.8    |
| MDM (US+US)      | 5.106±1.348                    | -       | 4996±1800                       | -       |
| Dynamic targets  |                                 |         |                                 |         |
| US               | 3.859±1.465                    | 14.6    | 3807±1602                       | 37.4    |
| BS               | 3.811±1.457                    | 16.1    | 3689±1454                       | 35.4    |
| LS               | 3.692±1.473                    | 19.8    | 3729±1569                       | 36.1    |
| MDM (LS+BS)      | 4.424±1.499                    | -       | 2382±893                        | -       |

The search efficiency (AISE) of MDM framework is computed as follows:

\[
\text{AISE} = \frac{\mu(T_{nc})_{MDM} - \mu(T_{nc})_{SSS}}{\mu(T_{nc})_{SSS}} \times 100\% \tag{23}
\]

where \( \mu(T_{nc})_{MDM} \) and \( \mu(T_{nc})_{SSS} \) are the average number of targets confirmed for the MDM and SSS, respectively. The average improvement in search completeness (AISC) of MDM framework is computed as follows:

\[
\text{AISC} = \frac{\mu(T_{c})_{SSS} - \mu(T_{c})_{MDM}}{\mu(T_{c})_{SSS}} \times 100\% \tag{24}
\]

where \( \mu(T_{c})_{SSS} \) and \( \mu(T_{c})_{MDM} \) are the average time taken to confirm ten targets for SSS and MDM, respectively.

The results of 1000 Monte Carlo simulations for confirming initially fixed 10 targets with 12 UAVs are shown in Table VII. From this Table, it is clear that the MDM search performs the best among all the four search techniques for all cases (fixed, pop-up, and dynamic targets).

**B1 (Effect of the Number of UAVs):** The search technique is simulated for a different number of UAVs \( (n_u) \) involved in the search mission with ten initially fixed targets \( (n_t) \). Monte Carlo runs are conducted for \( n_u = \{6, 12, 24\} \) with the target position kept the same for all the search techniques. The efficiency of all four search techniques is compared in Fig. 4.

For the case of 6, 12, and 24 UAVs, the MDM framework (LS+BS) has the highest value for the maximum and the minimum number of targets confirmed. For all three cases, the MDM framework (LS+BS) has the highest average number of targets confirmed. Completeness of the search techniques for the case of initially fixed targets is shown in Fig. 5. The worst-case time taken by the MDM framework (LS+BS) to confirm all the targets is 50% less than the worst-case time taken by other search techniques.

Fig. 6 shows the box plot of the search with sudden pop-up targets. For the case of 6 and 12 UAVs, the MDM search (US+US) is able to confirm a maximum of 7 and 9 targets, respectively, whereas other search techniques could confirm only 6 and 8 targets. For all three cases, the average number of targets searched by the MDM search (US+US) is higher than other search techniques. Fig. 7 shows the box plot for search performance with varying the number of UAVs where this is useful to analyze the time taken to search ten targets. From Fig. 7, we can observe that for \( (n_u, max(n_t)) \) to be \( (6, 10), (12, 10), \) and \( (24, 10) \) our proposed MDM search (US+US) has the lowest best case and worst case search time required in comparison with the US, BS, and LS. Also, the first and second quartile range is lesser for the MDM framework (US+US).
than US, BS, and LS. For a fixed area of operation with a fixed number of targets, the advantage of the MDM framework is higher as the number of UAVs increases. Figs. 8 and 9 show the box plot of the efficiency and completeness of search techniques for dynamic targets. In Fig. 8, we can observe that the proposed search method is able to achieve better search efficiency in the case of 24 UAVs and 10 targets, whereas, for the other two cases, the search efficiency remains the same for all the four methods. However, for the case of search completeness given in Fig. 9, we can observe that the MDM search (LS+BS) has the lowest best-case time required to search all the targets in comparison with the US, BS, and LS.

B2 (Effect of False Target Detection): The use of low-accuracy sensors for initial target detection might result in the unfavorable detection of false targets. Out of ten targets, three targets are classified as false targets for the Monte Carlo runs. The results for 1000 Monte Carlo runs are shown in Table VIII. The proposed MDM search is at least 21% better than SSS for the case of AISE and 45.2% for the case of AISC. For the case of pop-up targets, an improvement of at least 22.3% and 31.9% is observed. For the case of dynamic targets, an improvement of at least 18.1% and 23.1% is observed in AISE and AISC, respectively.

C. Performance Comparison With Social-Cognitive Search

The proposed MDM search is compared with the well-known multi-UAV search that employs both self and social-cognitive elements, namely, Standard particle swarm optimization (PSO) [44], standard PSO (SPSO) [19], and adaptive robotic PSO (ARPSO) [45]. The key assumption for social cognition is that UAVs have persistent communication throughout the mission. Practically this assumption might not be feasible, whereas the proposed MDM framework does not require communication among UAVs. In all the above methods, the UAVs are carrying a sensor that can generate a signal with strength proportional to the distance from the target. A target is confirmed when the distance to the target is less than $r_2$, i.e., the sensing radius of the confirmation sensor used in the MDM search.

The results of the Monte Carlo simulation for the confirmation of 10 fixed and also pop-up targets using 12 UAVs for the search mission are shown in Table IX. The MDM search with an additional detection sensor performs better compared with the social-cognitive-based multi-UAV search methods.
For the case of targets with fixed location and dynamic, MDM performs better than PSO, SPSO, and ARPSO. For the case of sudden pop-up targets, the proposed MDM search outperforms social-cognitive multi-UAV search methods by a margin of at least 73.6%. The lower performance of the social-cognitive multi-UAV search methods for pop-up targets is because of the skewness of the spatial distribution of UAVs toward the region where the targets have already been detected. This results in a less efficient social-cognition component for a new target that suddenly pop-up. In addition, social-cognitive multi-UAV search methods can explore and later has better exploitation capability, whereas the MDM framework will keep switching between exploration and exploitation. Hence, the MDM search pop-up target is better than the social-cognitive multi-UAV search methods. From the above analysis, the performance of the MDM framework without inter-UAV communication is comparable to most of the social-cognitive multi-UAV search methods that employ inter-UAV communication.

V. CONCLUSION

In this article, a new metacognition decision framework based on decentralized multi-UAV search has been implemented. Each UAV performs the MDM framework search to confirm fixed, sudden pop-up, and dynamic targets. The proposed search method without communication among UAVs is appropriate for searching fixed, pop-up (evolves over time), and dynamic targets distributed over a larger region. This article provides a generic framework to utilize information from multiple sensors for target search. The theoretical analysis indicates that the probability of confirming a target for the MDM search is greater than or equal to the conventional cognition-based multi-UAV search for a given search time duration.

The proposed MDM search is simulated for two sensors. A combination of LS for the first level and BS for the second level is found to be more effective for searching fixed and dynamic targets. For sudden pop-up targets, applying the US for both levels is found to give the best results. The Monte Carlo simulation shows that the average efficiency of the MDM search is at least 12% better than other single sensor-based stochastic search techniques for fixed targets. For the case of pop-up and dynamic targets search, the MDM framework is at least 24% and 14%, respectively, more efficient on average than other stochastic search techniques. The completeness of the MDM framework is at least 49%, 46%, and 35% better than other single sensor-based stochastic (SSS) search techniques for the case of fixed, sudden pop-up, and dynamic targets, respectively. For a given area of operation, the performance of the proposed search algorithm increases with an increase in the number of UAVs in comparison with other methods. The performance of the proposed MDM framework is also comparable to the well-known social-cognition-based search techniques, such as PSO, SPSO, and ARPSO. The Monte Carlo simulation indicates that the MDM framework is more efficient in searching targets distributed in unknown environments when compared to other self-cognitive SSS search techniques and also the PSO, SPSO, and ARPSO-based search needs communication. Currently, this framework is tested for UAVs carrying two sensors (single detection and confirmation). This can be extended to a higher number of detection sensors, which will be explored in the future.
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