Measurement of the Permissible Range of Consistency between Visual and Tactile Presentations of Line Grating Textures
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Abstract: The use of real textures is the optimal way to present realistic textures in a VR (Virtual Reality) experience. However, a system may require the presentation of numerous objects in a VR scene, making the use of real objects impractical. One way to address this issue is to present visual and tactile texture information simultaneously such that multiple different visual textures are associated with one tactile sensation. This tactile sensation must differ from the visual information only to the extent that the user still perceives the stimuli as consistent. This study examines the consistency required for the simultaneous presentation of visual and tactile sensations for the purpose of reducing the number of necessary real textures in future VR systems. An experiment was conducted using one-dimensional textures (i.e., line gratings), in which participants were asked whether the presented visual texture was finer or coarser than the tactile texture. The results suggest that the relative size of the “permissible range” (the range over which the difference between the visual and tactile sensation is not recognized) is correlated with the spatial period of the real texture.
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1. Introduction

In recent years, thanks to the remarkable development of VR technology, it has become possible to provide VR experiences with visual and auditory qualities comparable to reality. However, although tactile sensation is an important perception for reproducing a realistic environment, an established method of expressing it has not yet been proposed. Even now, many researchers have proposed various tactile expression methods.

Currently proposed methods can be roughly divided into two types. One is a method that simulates tactile sensation by stimulating the tactile receptive field using electrical stimulation [1] or vibration [2], and controlling the force sensation on a pen-shaped device or fingertip like PHANToM [3] or SPIDAR [4]. The other is a method that uses the real object. Specifically, “encounter-type tactile presentation” [5,6] is one of the main methods that provides a tactile sensation that matches the user’s experience by moving the object by machine or human power, or arranging a real object at the same coordinates as the object seen in the visual environment. Here, we focus on the latter type of haptic display.

A method that uses a real object for haptic presentation can present haptics comparable to reality. Furthermore, users do not need to wear the devices, which is otherwise a burden to the user. In contrast, in current studies on tactile presentation using real objects, it is necessary to prepare one tactile object for each type of materials to be visually represented. In other words, the types of materials that can be used for the VR experience are limited by the types of haptic objects that can be prepared.
One way to solve this issue is to express materials with similar tactile sensations using one real tactile texture. For example, if there are some materials that have a texture similar to a “grainy textured wood”, a standard “grained wood” is used in the tactile expression and a variety of visual images are presented. In this way, there is no need to prepare a large number of physical objects. To implement this technique, we need to determine the permissible range of consistency between visual and tactile presentations.

There are several published studies on the sensory characteristics of human senses such as sight and touch, and the characteristics of texture discrimination by vision or touch have been studied at least since the 1960s. For example, Klazkey et al. [7] and Ernst et al. [8] showed that the shape and size of an object are mainly perceived visually. Heller [9], in contrast, showed that tactile sensation rather than vision is used for recognition in texture perception. Tiest et al. [10] exposed participants to 96 textures, by either vision or touch only, and asked them to order the textures according to roughness. As a result, Tiest et al. concluded that tactile sensation is accurate for the perception of textures with a spatial period of less than 0.1 mm, and visual sensation is accurate for the perception for textures with a spatial period of 1 mm. Natsume et al. [11] conducted a discrimination experiment with similar settings, and suggested that texture discrimination may be modulated by skin vibration. Skedung et al. [12] concluded in another experiment that tactile texture discrimination was based on surface roughness and friction. In contrast, in Kuroki et al.’s research [13], they printed a texture sample with a 3D printer based on images of natural objects and performed a discrimination experiment by touch alone, but subjects could not discriminate most of the textures. In light of this result, they pointed out that the tactile discrimination ability of complex spatial structures may be insensitive. As mentioned above, there have been many studies on whether the visual or tactile sense is better at texture discrimination, but most of these are examples comparing visual-only experiences with tactile-only experiences. These differ from the scenario in which the visual and tactile senses are presented simultaneously.

Some studies have investigated the mixed perception of visual and tactile sensation. Focusing on softness, Cellini et al. [14] performed a discrimination experiment in which the user selected the softer of the two samples under visual-only, tactile-only, and combined conditions. As a result, they reported that visual information was integrated with tactile information at a ratio of about 35% in terms of visual and tactile superposition. Kwon et al. [15] and Simeon et al. [16] described the consistency required for the shape and size of a real object when superimposing the image and real object using VR or AR. Kitahara et al. [17] investigated the requirements of real objects in more detail than the research of Kwon et al. and investigated how subjects perceive texture when the materials presented in the video differs from that of the real objects.

This research focuses on the roughness of the texture surface and aims to investigate the degree of match required in the visual and tactile sensation when the tactile sensation of the image and the real object are presented simultaneously. We used line grating textures with different spatial frequencies.

In our previous reports [18], we measured permissible range of visual and tactile inconsistency using one-dimensional grating textures with ridges and grooves from 1.6 to 2.4 mm, which were obviously rough textures. In this paper, after improving the experimental method, experiments were performed on grating textures with ridges and grooves from 0.2 to 3.0 mm.

2. Materials and Methods

In this section, we describe a psychophysical experiment using one-dimensional grating texture to measure visual and tactile consistency.

2.1. Measurement Method

2.1.1. Display Equipment

The purpose of this study is to measure the permissible range of visual–tactile mismatch in the context of presenting visual and tactile modalities simultaneously. Therefore, it is desirable for the
visual texture in the image and the real object for tactile presentation be presented at exactly the same position. We manufactured a display device to project an image of a monitor using a mirror, which is a common setup for tactile–visual multimodal studies [14].

The experimental setup is shown in Figure 1a. The top plate, mirror, and bottom plate are at equal distances of 12 cm. The visual display (smartphone) is put at the bottom of the top plate and the real texture is placed on the bottom plate. Therefore, the texture displayed on the smartphone and the real texture are optically in the same position.

We used a smartphone (Sony Japan, Xperia XZ Premium SO-04J Luminous Chrome) with 4K image quality for visual presentation (Figure 1b). The smartphone was used because of its high resolution (0.0313 mm/px). We used ADB (a development command for Android OS) to change the settings of the smartphone so that the display maintains its resolution at 4K.

The real texture was placed on the pedestal, as shown in Figure 2. Three load cells were installed under the texture to measure the finger pushing force during the experiment. Each load cell could measure a force of up to 2.67 N, so the entire device could measure a force of up to 8.01 N if the finger was near the center of the texture stimulus.

Figure 1. (a) Drawing of the experimental setup; (b) a mirror image of the smartphone’s display; (c) display device and participant position.
2.1.2. Real Textures

The textures used in this experiment were made of acrylic and printed using a 3D printer (Figure 3). All textures were the same except for the size of ridges and grooves. The texture blocks were $40 \times 40 \times 10$ mm, and the groove depth was 1 mm. The size of the ridges and grooves on the texture surface are equal, and the sizes of one ridge and groove are 0.2 mm, 0.6 mm, 1.0 mm, 1.4 mm, 1.8 mm, 2.2 mm, 2.6 mm, and 3.0 mm for each texture.

In our previous report, we found that there was a permissible range of 0.4 mm or more for each condition of the reference stimulus, and thus we changed the size of the reference stimulus at 0.4 mm intervals. The lowest size (0.2 mm), which was the practical limit that the 3D printer used for texture creation, could accurately shape the ridges and grooves of square wave. The maximum size (3.0 mm) was provisional, but we considered that more than 3.0 mm ridge and groove might be grasped by “counting” the number of ridges, which is beyond the scope of this research.
2.1.3. Visual Textures

It is desirable for the video used for the experiment be a photographic image. However, in the case of an image that is close to reality, the apparent quality of the texture and the immersion in the experience may change depending on the rendering quality of the image and the arrangement and brightness of the lighting in the image. Therefore, in this study, experiments were performed using simple two-dimensional images with black and white stripes.

The images were drawn using the Processing environment [19]. Specifically, the drawing application created by Processing was installed on the smartphone and communicated with using the Unity program on a PC using OSC (OpenSound Control, a UDP-based communication method). Communication between the PC and smartphone was mediated via wireless LAN in our laboratory.

The texture is represented by white and black stripes, as shown in Figure 1b. The texture was adjusted for display on the smartphone screen in a 40 mm square. In the image, one white stripe represents a ridge, and one black stripe represents a groove. The minimum size at which the black and white stripes could be observed with the naked eye without moiré was two pixels (px). The smartphone used in the experiment required 1276 px to draw a 40 mm × 40 mm texture. Hence, the size of 1 px was 40/1276 = 0.0313 mm, and that of 2 px was 0.0626 mm. In the experiment, the participants were informed in advance that the width of the stripe corresponded to the ridge and groove of the real texture.

2.1.4. Tracking Fingertip and Measuring Pressure

In this experiment, the position of the subject’s fingertip was located in the image using the 3D tracking system OptiTrack (NaturalPoint, V120: Duo) [20] (Figure 4). To measure the position of an object with OptiTrack, we attached three retroreflective markers to the index finger of the participant’s dominant hand with Velcro (Figure 5). The measured finger position information was sent to the image drawing program via the official application Motive and was reflected in the pointer position. The red circle in Figure 1b corresponds to the fingertip of the subject.

![Figure 4. OptiTrack location and display device location.](image-url)
1. Each trial started with an image with a size of “real texture + 32 px (0.939 mm)” or “real texture − 32 px”. For example, when the size of the real texture was 1.6 mm, the trial started with an image in which the stripes were 2.6 mm or 0.6 mm wide. In the case of real textures 2.6 mm or 3.0 mm in width, preliminary experiments confirmed that “real texture − 32 px” was likely to be near the threshold, so the starting point was set “real texture − 49 px” (1.54 mm). When the actual texture was 0.6 mm or 1.0 mm, the equal width of stripes was 19 px and 31 px, so the starting point was 2 px, which is the minimum stripe width that can be drawn. In addition, when the real texture was 0.2 mm width, it was difficult to make a decision even when compared with 2 px, so trials starting with stripes smaller than the real texture were omitted.

2. Participants touched the real texture (reference stimulus) while watching the image (comparison stimulus) reflected on the mirror surface. The time to experience the texture was not specified. Participants were asked to trace the texture in the front-rear direction (orthogonal to the texture stripes). After evaluating the stimulus, the participants were asked to report whether the spacing of the grating in the image was larger or smaller than that of the real texture they were touching.

3. The grating spacing of the image was gradually changed to approach the spatial period of the real texture. When the participant’s response changed with respect to the previous response (i.e., from “large” to “small” or from “small” to “large”), the spacing was changed in the direction

Figure 5. Fixture with marker wrapped and fixed around the finger with Velcro.

OptiTrack tracking data was also used to analyze the behavior of the fingers of the subjects. The xyz coordinates of the fingertips were recorded every 0.2 s, and were output together to a CSV file when the subject finished touching the texture.

2.2. Procedure

The experiments in this report were conducted using the stairway method (1down-3up method) [21,22]. Specifically, we used a fixed standard stimulus in each tactile condition and varied the size of ridges and grooves in the image. Thus, we were able to determine the threshold at which the participants could not discern any difference between the visual and tactile stimuli.

The participants wore a fixture with an attached marker on the index finger of their dominant hand. After that, the experiment proceeded as follows.

1. Each trial started with an image with a size of “real texture + 32 px (0.939 mm)” or size of “real texture − 32 px”. For example, when the size of the real texture was 1.6 mm, the trial started with an image in which the stripes were 2.6 mm or 0.6 mm wide. In the case of real textures 2.6 mm or 3.0 mm in width, preliminary experiments confirmed that “real texture − 32 px” was likely to be near the threshold, so the starting point was set “real texture − 49 px” (1.54 mm). When the actual texture was 0.6 mm or 1.0 mm, the equal width of stripes was 19 px and 31 px, so the starting point was 2 px, which is the minimum stripe width that can be drawn. In addition, when the real texture was 0.2 mm width, it was difficult to make a decision even when compared with 2 px, so trials starting with stripes smaller than the real texture were omitted.

2. Participants touched the real texture (reference stimulus) while watching the image (comparison stimulus) reflected on the mirror surface. The time to experience the texture was not specified. Participants were asked to trace the texture in the front-rear direction (orthogonal to the texture stripes). After evaluating the stimulus, the participants were asked to report whether the spacing of the grating in the image was larger or smaller than that of the real texture they were touching.

3. The grating spacing of the image was gradually changed to approach the spatial period of the real texture. When the participant’s response changed with respect to the previous response (i.e., from “large” to “small” or from “small” to “large”), the spacing was changed in the direction
away from the spatial period of the real texture. In the phase in which the direction of change was away from the spatial period of the real texture, when the participants’ response changed, the spacing was changed in the direction towards the spatial period of the real texture.

4. When decreasing the stripe spacing of the visual texture, if the response did not change even when the visual texture was 2 px, we forcibly increased the stripe spacing of the image. However, this event did not occur throughout this experiment.

5. The amount of change in the grating spacing in the image for each step was initially set to 12 px (0.376 mm). When the response changed in step 3, it was reduced to 6 px (0.188 mm), 3 px (0.0941 mm), 2 px (0.0626 mm), and 1 px (0.0313 mm). After the fourth switch, the amount of change was fixed at 1 px (0.0313 mm). Because the 1down-3up method was used, in the phase in which the direction of change was away from the spatial period of the real texture, the amount of change was three times the size of each step. The actual changes were 12 px, 18 px (6 px × 3), 3 px, 6 px (2 px × 3), 1 px, and 3 px (1 px × 3).

6. At the point at which a change in response had occurred six times since the start of one trial, we regarded this point as the 75% threshold, based on the previous literature [21].

The experiment proceeded, with steps 1 to 5 making up one trial. When one trial was completed, the experimental conditions were changed and the procedure was repeated.

2.3. Experimental Conditions

The experiment included a total of 15 conditions with eight tactile sensations (0.2 mm, 0.6 mm, 1.0 mm, 1.4 mm, 1.8 mm, 2.2 mm, 2.6 mm, and 3.0 mm) and two visual start points. As described in Section 2.2, when the reference stimulus was 0.2 mm, the experiment was performed only at the starting point of +34 px. Each participant performed one trial per condition for a total of 15 trials. The trial order was pseudo-randomized to reduce the effect of order. The participants were 11 laboratory members (ten men, one woman, 22–25 years old). Ten participants used glasses or contact lenses. All were right-handed. The experiments in this paper have been approved by the ethical review of the University of Electro-Communications (Date of approval: 30 November 2018, Management Number: 18040).

3. Results

We averaged the data for ten subjects to derive the mean threshold and standard deviation (Table 1). One participant’s data were excluded because they were not recorded because of an operational error. In Figure 6, the 75% threshold is plotted, where the horizontal axis represents the width of the ridge/groove of the real texture and the vertical axis represents the width of a stripe of the visual texture (threshold). The units of the threshold were converted from px to mm. An upper threshold in the figure indicates a threshold measured in a trial started from an initial value larger than the reference stimulus, and a lower threshold is a threshold measured in a trial performed with an initial value smaller than the reference. The allowable range determined in this study is the range between the upper threshold and the lower threshold.

The width of the permissible range measured in this experiment varies depending on the reference stimulus, and ranges from 0.430 mm (when the reference stimulus is 0.6 mm) to 1.068 mm (when the reference stimulus is 2.6 mm). The range between the upper threshold and the lower threshold tends to increase as the ridge/groove width of the real texture increases.
Table 1. Results of the experiment. The permissible range is the difference between upper threshold and lower threshold.

| Tactile Texture (mm) | Visual Condition (px) | 75% Threshold (mm) | Permissible Range (mm) | S.D.   |
|----------------------|------------------------|--------------------|------------------------|--------|
| 0.2                  | 38 (1.19 mm)           | 0.473              | –                      | 0.114  |
| 0.6                  | 2 (0.0626 mm)          | 0.404              | 0.429                  | 0.184  |
| 1.0                  | 51 (1.60 mm)           | 0.834              | 0.574                  | 0.206  |
| 1.4                  | 63 (1.97 mm)           | 1.135              | 0.561                  | 0.280  |
| 1.8                  | 11 (0.344 mm)          | 0.937              | 0.715                  | 0.323  |
| 2.2                  | 76 (2.38 mm)           | 1.652              | 0.715                  | 0.430  |
| 2.6                  | 25 (0.783 mm)          | 1.413              | 0.752                  | 0.492  |
| 3.0                  | 89 (2.79 mm)           | 2.166              | 0.752                  | 0.311  |
|                      | 38 (1.19 mm)           | 1.655              | 0.693                  | 0.341  |
|                      | 102 (3.13 mm)          | 2.347              | 0.693                  | 0.302  |
|                      | 33 (1.03 mm)           | 1.790              | 1.069                  | 0.482  |
|                      | 114 (3.57 mm)          | 2.858              | 1.069                  | 0.498  |
|                      | 46 (1.44 mm)           | 2.078              | 0.693                  | 0.461  |
|                      | 127 (3.98 mm)          | 3.034              | 0.956                  | 0.277  |

Figure 6. Plot of the results in Table 1. The horizontal and vertical axes represent the tactile spatial period and the threshold, respectively. Error bars represent the standard deviation.

4. Discussion

4.1. Width of Permissible Range with Respect to the Amount of Stimulation

The permissible range of the difference in visual and tactile sensation increases as the width of the ridge/groove of the actual texture becomes wider. However, when we normalized the data by dividing “the width of the permissible range” (the difference between upper and lower thresholds) by “the ridge/groove width of the real texture”, the result is as shown in Figure 7 (this value is referred to as the “normalized threshold”). We observe that this normalized threshold tends to decrease monotonically as the ridge/groove width increases in the range 0.6–2.2 mm. In other words, the allowable discrepancy between tactile and visual texture is relatively large at small textures and decreases as the texture becomes coarse. We must note that if the result of this experiment follows Weber-Fechner’s law, the normalized threshold should be constant regardless of the amount of tactile...
stimulation. In addition, it also seems that from 2.2 mm, normalized threshold might become constant, which requires further investigation.

Tiest et al. [10] reported that tactile perception is better than visual perception for textures with a spatial period of less than 0.1 mm, and visual perception is better than tactile perception for textures with a spatial period of 1 mm. Therefore, our experimental setup covers the range over which visual sensation gradually becomes more dominant than tactile sensation, which may explain our finding that the normalized allowable discrepancy between tactile and visual perceptions gradually decreases. In future work, we will check whether the same tendency is observed at textures with intervals larger than 3.0 mm. We will also use textures other than one-dimensional textures.

![Normalized threshold results for each tactile spatial period.](image)

Figure 7. Normalized threshold results for each tactile spatial period.

4.2. Relationship between Finger Behavior and Threshold

In this experiment, we measured the behavior of the participants’ finger and the force with which each participant pressed his/her finger against the texture. We then examined the correlation between these values and the thresholds for each participant.

Table 2 shows the upper threshold value and finger behavior data for each participant when the real texture was 2.6 mm. “Experience time” is the average of all the experience times during one trial of each participant and is time from when the participant placed his/her finger on the texture to when he/she lifted it. The “average force” was obtained by averaging the force over one trial, and the average speed was obtained by calculating the speed every 0.2 s using the OptiTrack and time data and averaging the results.

| Participant | Threshold (mm) | Experience Time (s) | Average Force (N) | Average Speed (mm/s) |
|-------------|----------------|---------------------|-------------------|----------------------|
| A (Experimenter) | 2.695 | 6.335 | 1.076 | 31.33 |
| B | 2.476 | 4.803 | 0.217 | 36.82 |
| C | 3.228 | 4.520 | 0.381 | 40.38 |
| D | 2.131 | 3.645 | 0.384 | 35.07 |
| E | 2.570 | 3.309 | 0.188 | 7.338 |

No relationship with the threshold value was found in the experience time, average power, and average speed data. However, we observed some trends in the behavior of the fingers. First, most subjects moved their fingers at an average speed of 30 to 40 mm/s. This is the speed at which the surface of the texture in these experiments can be traced in about 1 s. Because this experiment did not ask the participants to trace at fixed speed, this value seems to be a general speed used when tracing a 40-mm texture.

In addition, all participants other than one of the authors applied only an average of 1 N or less when touching the texture. When this author tested the experiment, he felt that the ridge/groove information of the texture was easier to understand when touching it with at least 1 N or more of force. In this experiment, we did not ask the participants to set their pressured to a fixed value in order to
have them touch the texture with as much natural force as possible. However, the effect of applying force is another important issue that we must focus on in future work.

Table 2. Finger behavior and threshold for each participant. Participant H was omitted because the data were not successfully recorded.

| Participant | Threshold (mm) | Experience Time (s) | Average Force (N) | Average Speed (mm/s) |
|-------------|----------------|---------------------|-------------------|----------------------|
| A (Experimenter) | 2.695 | 6.335 | 1.076 | 31.33 |
| B | 2.476 | 4.803 | 0.217 | 36.82 |
| C | 3.228 | 4.520 | 0.381 | 40.38 |
| D | 2.131 | 3.645 | 0.384 | 35.07 |
| E | 2.570 | 3.309 | 0.188 | 7.338 |
| F | 3.071 | 1.738 | 0.670 | 34.93 |
| G | 3.040 | 4.790 | 0.676 | 41.77 |
| I | 3.259 | 1.729 | 0.537 | 34.69 |
| J | 3.761 | 1.101 | 0.186 | 56.81 |

5. Conclusions

We conducted an experiment to find a permissible range for the discrepancy between tactile and visual perception in the case of one-dimensional grating. As a result, it was confirmed that the permissible range tends to increase for textures larger than 0.6 mm according to the real texture ridge/groove width. However, the ratio between the permissible range and the real texture suggests that coarser texture has a relatively small permissible range.

Our future work will include tests with wider texture ranges and two-dimensional textures. We will further perform tests with natural textures so that we can adopt our findings in VR experiences.
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