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Abstract

In this paper, we focus on the sparse regularization based voxel selection for functional Magnetic Resonance Imaging (fMRI, for short) brain data. The main difficulty lies in the extremely high dimensional voxel space and very few training samples, easily resulting in unstable feature selection results for many traditional multivariate feature selection methods. In order to deal with the difficulty, stability selection based on the common sparsity models have recently received great attentions, especially due to its finite sample control for certain error rates of false discoveries and transparent principle for choosing a proper amount of regularization. However, it fails to consider some prior or estimated incoherent structural information of these features and could lead to large false negative rates in order to keep small false positive rate. Correspondingly, we propose a new variant of stability selection named “Randomized Structural Sparsity”, which incorporates the idea of structural sparsity, and its advantages over the common stability selection is the better control of false negatives, yet keeping the control of false positives. Numerical experiments demonstrate that our method can achieve better controls of both false positives and false negatives than many alternatives.
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1. Introduction

1.1. Problem Statement

Learning from neuroimaging data, also called brain reading or brain decoding, as a kind of pattern recognition, has led to impressive results, such as guessing which image a subject is looking at from his brain activity (Haxby et al., 2001), as well as medical diagnosis, e.g., finding out whether the person is a healthy control or a patient. While we will mainly consider the function MRI data, our algorithm might be applied to other kinds of modalities. Specifically, from viewpoint of pattern recognition, we consider each fMRI volume (referred to as a sample) consisting of $p$ voxels (features) as a vector in a $p$ dimensional feature space and each sample is labelled or classified reflecting different experimental conditions or brain states, and then the obtained relationship between the voxels and their corresponding labels are tested with another independent set of samples.

The above pattern recognition procedure typically consists of two important components, feature selection and classifier designing. While the prediction or classification accuracy of these designed classifiers are mainly considered in most existing literatures, we are focusing more on the first component, i.e. feature selection, which is aiming to accurately identify the true and comprehensive discriminative or called predictive features. This task is also called support identification, which is even a more important goal in many practical cases including the medical diagnosis where these selected voxels can be used as biomarker candidates (Guyon and Elisseeff, 2003). While these two goals are often consistent, they might be contrast with each other to certain degree (Li et al., 2009). Specifically, comprehensively selecting the most relevant variables or features is usually suboptimal for building a predictor, particularly if these features are redundant (Guyon and Elisseeff, 2003; Blum and Langley, 1997), which is quite true for fMRI data (Chu et al., 2012). In other words, classic feature selection methods aim at selecting a minimum subset of features to construct a classifier of the best predictive accuracy and often ignore “stability in the algorithm design (Yu et al., 2008). In addition, for the cases of high dimensional feature space and very few samples, feature selection is even harder in terms of controlling false positive
selections and false negative selections, especially when features are often of strong interrelations (Bühlmann et al., 2011). In this paper, we will be mainly considering finding or ranking all potentially relevant features, i.e. accurately identifying all the brain activation regions involved in the certain cognitive processing of an external stimuli or a given disease in the context of neuroimaging. Specifically, while the specificity is expected to be controlled with a given false positive rate, we expect the method to be among the most sensitive, i.e. detecting as many true positives as possible.

While the dominant approaches for finding the discriminative regions based on the neuroimaging data have been univariate due to their being directly testable, easily interpretable, and computationally tractable, the brain is intrinsically multivariate and correspondingly there exists a strong growth of interest in multivariate approaches for analysing brain activity patterns in recent years (Haxby et al., 2014). However, it has been argued that many existing multi-variable pattern analysis methods often fail to provide a reliable result as to support identification partially due to the inherent significant run to run variability in the decision space generated by the classifiers in terms of even very small changes to the training set (Anderson and Oates, 2010). It becomes even worse when the feature space is of high dimensionality, which refers to the situation where the number of to be estimated parameters is one or several orders of magnitude larger than the number of samples in the data (Bühlmann and Van De Geer, 2011). In such cases, non-degenerate classes will always be linearly separable (Cover, 1965), and a classifier can then trivially obtain 100% correct on any training set, without it necessarily having accurately captured all the discriminative features of the data (Raizada and Kriegeskorte, 2010). In other words, classic feature selection methods aim at selecting a minimum subset of features to construct a classifier of the best predictive accuracy and often ignore “stability” in the algorithm design (Yu et al., 2008; Bühlmann et al., 2011).

Correspondingly, in this paper, we aim to tackle the above “curse of dimensionality” difficulty and propose an efficient algorithmic framework of multivariate pattern recognition for stable, reliable and comprehensive support identification. Specifically, while the specificity is expected to be controlled with a given false positive rate, we expect the method to be among the most sensitive, i.e. detecting as many true positives as possible. Notice that the higher sensitivity is not necessarily reflected by the higher prediction accuracy as mentioned before, and therefore, we will mainly focus on the direct quality assessment of the selected discriminative voxels.
1.2. Advantages and Limitations of Sparsity Applied to Neuroimaging

In this paper, we consider the commonly used supervise learning to identify the discriminative brain voxels from the given labeled training fMRI data. While the classification problem is mainly considered, the regression problem can be treated in a similar way. For purpose of feature selection, the linear model is usually adopted as follows, though it might proceed with a nonlinear classifier, if the classification task will be considered.

\[ y = Xw + \epsilon \] (1)

where \( y \in \mathbb{R}^{n \times 1} \) is the binary classification information and \( X \in \mathbb{R}^{n \times p} \) is the given training fMRI data and \( w \in \mathbb{R}^{p \times 1} \) is the unknown weights reflecting the degree of importance of each voxel. As a multivariate inverse inference problem, identification of discriminative voxels is based on the values of the weight vector \( w \) and their importance is proportional to the absolute values of the components.

Considering that the common challenge in this field is the curse of dimensionality \( p \gg n \), we are focusing on the sparsity based voxel selection methods, because sparsity makes much sense that the most discriminative activated voxels are only a small portion of the whole brain voxels (Yamashita et al., 2008).

However, sparsity alone is not sufficient for making reasonable and stable inferences, in cases of very high voxel space and small number of training samples. In such cases, the plain sparse learning models often provide overly sparse and hard to interpret solutions where the selected voxels are often assigned to be individually scattered (Rasmussen et al., 2012), with either high false positive rate or false negative rate. Specifically, if there are a set of discriminative features are highly correlated to each other, then only a small part of representative voxels are selected, resulting into a big false negative rate. Thus we have to extend the plain sparse learning model to incorporate some important structural features of brain imaging data such as brain segregation and integration, in order for stable, reliable and interpretable results.

Specifically, the Functional MRI (fMRI) is based on Blood Oxygen-Level Dependent (BOLD) signal contrast to gives images of brain activity. It is the latest in a line of techniques to study human brain function that use brain perfusion as a proxy for brain function (Pekar, 2006), instead of making any direct measurements of brain function. An fMRI scanner measures the blood-oxygenation-level-dependent (BOLD) signal at all points in a 3-D grid, and
each grid of the 3-D image is known as a voxel. A typical fMRI dataset is composed of time series (BOLD signals) of thousands of voxels.

In brains of higher vertebrates, the functional segregation of local areas that differ in their anatomy and physiology contrasts sharply with their global integration during perception and behavior (Tononi et al., 1994). fMRI responses consisting of voxels whose three dimensional spatial arrangement respect the anatomy of the brain and the discriminative voxels are thus expected to have a specific localized spatial organization, which is important for the subsequent identification task performed by neuroscientists (Xiang et al., 2009). That is to say, sets of voxels allowing to discriminate between different brain states are expected to form distributed and localized areas (Tononi et al., 1994).

Correspondingly, we aim to propose an efficient algorithmic framework of sparsity based voxel selection models suitable for fMRI data, with the purpose to increase sensitivity with the tolerable false positives, by considering sparsity and clustering effect simultaneously. In addition, better balance between computational efficiency and statistical inference quality is also expected to be achieved (Chandrasekaran and Jordan, 2013).

1.3. Existing Extensions of the Plain Sparse Model

As mentioned above, two common hypothesis have been made for fMRI data analysis. One is the sparsity: few relevant most discriminative voxels/regions implied in the classification task; the other is compact structure: relevant discriminative voxels are grouped into several distributed clusters and the voxels within a cluster have similar behaviors and correspondingly strongly correlated. Thus making use of the above two hypothesis is very important and we will review some state of art existing works along this direction, considering that the classical sparse learning model is usually based on the \( \ell_1 \) regularization, which is only making use of the first sparsity hypothesis and discard the structure related assumption.

Elastic Net (Zou and Hastie (2005)) tries to make use of the voxel correlation by adding an \( \ell_2 \) regularization or called Tikhonov regularization to the classical \( \ell_1 \) penalty (Ryali et al. (2012a)) for establishing a network. Elastic net, selects all together a group of redundant features or none of them in what is known as the grouping effect, because strict convexity due to the help of the added \( \ell_2 \) term to deal with redundancy. Elastic net has been used for classification based on the fMRI data (Ryali et al. (2010)) and has achieved promising results. While the Elastic net might achieve improved
Correspondingly, another class of methods to more explicitly make use of the segregation and integration of the brain, are based on structured sparsity models (Bach et al., 2012b), which have been proposed to extend the well-known plain $\ell_1$ models such as (2) by enforcing more structured constraints on the solution, such as the discriminative voxels are grouped together in possibly few clusters (Baldassarre et al., 2012; Michel et al., 2011). Among them, one of the most popular structured sparsity models is the group sparsity regularization (Xiang et al., 2012; Liu and Ye, 2010; Yuan et al., 2013; Jacob et al., 2009), where the (possibly overlapping) groups have often been known as a prior information. For example, multi-task feature learning via efficient $\ell_{2,1}$-norm minimization has been proposed in (Liu et al., 2009a), and the group sparsity based classifiers has been applied to fMRI classification in (Ng and Abuhgharieh, 2011). However, in many cases, the grouping information is not available beforehand, ones can either use the anatomical regions as an approx (Batmanghelich et al., 2012), or use the data driven methods to obtain the grouping information such as the hierarchical agglomerative clustering (Ward hierarchical clustering, for example) and a top-down step to prune the generated tree of hierarchical clusters for obtaining the grouping information (Michel et al., 2012; Jenatton et al., 2012).

Another important class of methods for high dimensional data analysis is stable selection (Meinshausen and Bhlmann, 2010; Shah and Samworth, 2013), which as a special “ensemble learning” procedures following (Hastie et al., 2009), is an effective way to voxel selection and structure estimation based on subsamplings (bootstrapping would behave similarly). It aims to alleviate the disadvantage of LASSO, which either selected by chance non-informative regions, or even worse, neglected relevant regions that provide duplicate or redundant classification information (Mitchell et al., 2004; Li et al., 2012), partially because of the worrying instability and potential deceptiveness of the most informative voxel sets when information is non-local or distributed (Anderson and Oates, 2010; Poldrack, 2006). Correspondingly, one main advantage of stability selection is the control of false positives, i.e. it is able to obtain the selection probability threshold based on the theoretical bound on the expected number of false positives. In addition, stability selection makes the choice of sparsity penalty parameter do not matter much, and the stability selection has been applied to the pattern recognition based on brain MRI data and achieved better results than the plain $\ell_1$ models (Ye et al., 2012).
In order to make use of the assumption that these discriminative voxels are often spatially contiguous and results in distributed clusters, ones proposed to use the idea of common stability selection together with clustering (Gramfort et al., 2012; Gaël Varoquaux, 2012). However, their implementations required running a clustering during each resampling and their adopted “rescaling” for the columns of $X$ fails to consider the second hypothesis, i.e. the random reweighting during their implemented stability selection is voxel-wise and fails to consider the spacial contiguousness of the clustered discriminative voxels. Their evaluation of different methods are more on the prediction accuracy or classification accuracy, instead of the accuracy of the detected support.

1.4. Our focus and contributions

The key point of this paper is to achieve both computational efficiency and better inferential quality in terms of both smaller false positive rate and false negative rate, by making proper use of the above two hypothesis, especially that correlated discriminative voxels are often neighbored and locally clustered.

Firstly, we proposed a variant of stability selection based structural sparsity named “randomized structural sparsity”, particularly via the adoption of the “constrained block subsampling” technique for fMRI data, instead of single voxel-wise subsampling in the classical stability selection for the selection of the comprehensive set of discriminative voxels. The “block subsampling” aims to make use of the spatially contiguousness of discriminative voxels. The “constrained” means that we propose to make use of the prior parcelling information of brain or data driven parcelling information to separate or combined the obtained blocked subsamples. Secondly, a multi-stage procedure is proposed to gradually eliminate irrelevant voxels and reduce the sparsity penalty on the detected relevant voxels. Thirdly, we empirically showed that this “blocked” variant of stability selection can achieves significantly better sensitivity with the control of false positives for voxel selection, than other alternatives including the original stability selection. Specifically, we perform the comprehensive comparison with the mass univariate method GLM and the state of the art multivariate methods such as SVM, logistic regression in terms of better voxel selection performance, while most of the existing works have focused on the prediction or classification accuracy instead (Carroll et al., 2009; Charalampous et al., 2012; Michel et al., 2011),
which is not necessarily reflecting the sensitivity of feature selection, due to the redundancy of the discriminative voxels for our cases.

We need to point out that this new algorithm is beyond a simple sum of stability selection and structural stability, and it has the following important extra advantage. In many cases where the structural information such as clustering structures is only a rough approximation, i.e. there is block mischaracterization or the neighboring voxels in the same brain area might be highly correlated but not necessarily all discriminates, the subsampling scheme can help remedy it via supervised refines and still outlines the true shapes of the discriminative regions, as showed by numerical experiments.

The rest of the paper is organized as follows. In section 2 we introduce our new algorithm for stable voxel selection. In section 3 we demonstrate the advantages of our algorithm based on both synthetic data and real fMRI data in terms of both higher sensitivity and specificity. In section 4 a short summary of our work and some possible future research directions will be given.

\section{The Proposed Method}

\subsection{The Background and Motivation}

We aim to propose a new efficient and reliable algorithm to find out the true discriminative features for the available high dimensional training fMRI data with classification information. Denote an fMRI data matrix as $X \in \mathbb{R}^{n \times p}$ where $n$ is the number of samples and $p$ is the number of voxels with $n \ll p$, and corresponding classification information $y \in \mathbb{R}^{n \times 1}$. Here we only consider the binary classification and $y_i \in \{1, -1\}$. While our main ideas can be applied to most existing sparsity based multi-variate model in terms of either prediction or classification tasks, we take the following sparse logistic regression for classification as the example to show the existing difficulties and our corresponding efforts, in details.

\[
\min_{w} \|w\|_1 + \lambda \sum_{i=1}^{n} \log(1 + \exp(-y_i(X^T_i w + c)))
\]

where $X_i$ denotes the $i$-th row of $X \in \mathbb{R}^{n \times p}$, $y \in \mathbb{R}^{n \times 1}$ is the labeling information containing the classification information of each row of $X$; $w \in \mathbb{R}^{p \times 1}$ is the weight vector for the voxels; $c$ is the intercept (scalar). The voxels
corresponding to \( w_i \) of large absolute value will be considered as the discriminative voxels. When \( p \gg n \), the plain \( \ell_1 \) model [2] can identify at most only \( n \) variables before it saturates (Zou and Hastie, 2005).

Correspondingly, structured sparsity models beyond the plain \( \ell_1 \) models have been proposed to enforce more structured constraints on the solution (Bach et al., 2012b; Li et al., 2013; Mairal and Yu, 2013). As an important special case, the common way to make use of the clustering or grouping structure is to adopt the group sparsity induced norm Bach et al. (2012a), as follows.

\[
\min_w \sum_{g \in G} \| w_g \|_2 + \lambda \sum_{i=1}^{n} \log(1 + \exp(-y_i(w^T X_i + c))),
\]

where \( G \) is the grouping information. Compared with (2), the main difference is the regularization term and now we are using a mixed \( \ell_1/\ell_2 \) norm.

However, the group sparsity-induced norm regularized model (3) expects to improve the sensitivity than the plain \( \ell_1 \) model (2) due to the adopted mixed \( \ell_{2,1} \) norm if the grouping information \( G \) is reliable enough. The obtaining of appropriate \( G \) might be difficult in practice partially because most of methods of obtaining \( G \) are not incorporating the available classification or labelling information, and it might only be derived from either the prior anatomical knowledge or data driven methods based on the voxel correlation. In addition, just like the plain \( \ell_1 \) model, the difficulty of choosing a proper regularization parameter still exists. Moreover, due to the very high dimension and few training samples, the finite sample control of false positives is much important, but not achieved yet.

As mentioned before, an effective way to control the false positives when applying the sparsity regularization based models is stability selection (Meinshausen and Bhlmann, 2010), which have been applied onto voxel selection or connection selection (Ye et al., 2012; Cao et al., 2014; Ryali et al., 2012b). However, the control could be too conservative and cause a big false negative rate. In this paper, we aim to find a mechanism to incorporate the spatial structural knowledge of voxels into the stability selection framework, in order to achieve simultaneous low false positive rate and false negative rate.

### 2.2. The Key Component: Constrained Block Subsampling

In this paper, we propose to use the subsampling based stability selection (Beinrucker et al., 2012), rather than the original reweighting based
stability selection ([Meinshausen and Bhlmann, 2010]). It has been showed that the former generally likely yields an improvement over the latter whenever the latter itself improves over standalone pure ℓ¹ regularization model ([Beinrucker et al., 2012]). Moreover, subsampling is easier for parallelization.

Now let us explain the subsampling based stability in more details. For the training data matrix \( X \in \mathbb{R}^{n \times p} \), subsampling based stability selection consists in applying the baseline, i.e. the pure ℓ¹ regularization model such as (2), to random submatrices of \( X \) of size \([n/L] \times [p/V]\), where \([\cdot]\) is the round off to the nearest integer number, and returning those features having the largest selection frequency. The original stability selection ([Meinshausen and Bhlmann, 2010]) can be roughly considered as a special case, where \( L = 2 \) and \( V = 1 \), except that the original stability selection ([Meinshausen and Bhlmann, 2010]) reweighs each feature (voxel, here) by a random weight uniformly sampled in \([\alpha, 1]\) where \( \alpha \) is a positive number, and subsampling can be intuitively seen as a crude version of this by simply dropping out randomly a large part of the features ([Beinrucker et al., 2012]). Authors in ([Beinrucker et al., 2012]) has also showed that \( L \) reflects the bias/variance tradeoff: as \( L \) increases, the variance is reduced, but on the other hand we expect that the selection probabilities of relevant and noisy features become more similar and thus more difficult to separate since the subsample size is smaller.

For our problems, the relevant features (voxels, here) are intercorrelated and there will be “mutual masking” if the pure ℓ¹ model (2) is applied. That is to say, these features can not be simultaneously selected. While subsampling can help solve this “mutual masking” problem as explained in ([Beinrucker et al., 2012]) to certain degree, we propose to make use of the block subsampling ([Lahiri, 1999]), which tries to replicate the correlation by subsampling instead blocks of data, for better performance. The rationality of “blocking” exists in the assumption that the voxels are partitioned into spatially contiguous homogeneous subgroups. Here the “homogeneity” is defined by the strong correlations of the voxels.

Correspondingly, we prefer to incorporating the parcelling information of the brain into block subsampling, which we name as “constrained block subsampling”, where the “constrained” means that the parcelling information will be respected. The kind of partition information is based on either the prior anatomical knowledge of brain partition ([Tzourio-Mazoyer et al., 2002]), or the clustering results based on the fMRI data, as did in the structural sparsity model (3).

Specifically, for each cluster \( g \in \mathcal{G} \), it may consist of either only one or
several distributed localized brain regions or called partitions. That is to say, a cluster based on “homogenousness” could be distributed into several different brain areas \cite{Tzourio-Mazoyer2002}. In terms of brain network, these areas have strong functional connections, though we do not consider brain network in this paper. Correspondingly, after the common block subsamplings, the selected voxels from the same cluster will be considered as a group. In particular, the chosen voxels lying in a cluster \( g \in \mathcal{G} \) are noted as a set \( g' \subseteq g \). In addition, in order for every brain partition, especially those small ones to be sampled during the block subsampling, we borrow some idea of “proportionate stratified sampling” \cite{Sarndal1986}, i.e. the same sampling fraction is used within each partition. The purpose is to reduce the false negatives, especially when the sizes of different partitions are of quite a range. Correspondingly, ones can solve the following group-sparsity based recovery model.

\[
\min_{w'} \sum_{g' \subseteq g \in \mathcal{G}} \|w'_{g'}\|_2 + \lambda \sum_{i \in \mathcal{J}} \log(1 + \exp(-y_i(w'_{g'}^T X'_{i} + c))) \quad (4)
\]

where \( w' \) and \( X' \) are corresponding parts of \( w \) and \( X \), respectively, based on the selected voxels during the subsampling, and \( \mathcal{G} \) is a predefined partitions of the brain, based on the either biological knowledge or data driven learning or estimation such as clustering. \( \mathcal{J} \) is the set of the indices of the selected samples during the current subsampling.

Notice that while “constrained block subsamplings” respects the prior knowledge \( \mathcal{G} \), it also provides the flexibility that resulted discriminative regions can be of any shape, and the final selected voxels of each cluster can be only portion of all of it, because the randomness of the block subsampling in the different iterations of the stability selection, makes the selection frequency score can outline structures of the true discriminative regions, whose sizes may not be the same as the sizes of the original partitions defined by \( \mathcal{G} \). This kind of flexibility is important because the grouping information is usually obtained via certain clustering algorithms and only depending on the correlation information of voxels and therefore it might not exactly reflect the true shapes of the discriminative regions. Specifically, while the neighboring voxels belonging to the same brain area might be are highly correlated to each other, they are not necessarily all significantly discriminative voxels. In this cases, “constrained block subsamplings” plays an important role to control the false positives and we will show this point in the following synthetic example.
The block size might affect the performance of our algorithm \cite{Lahiri2001}. Given the number of blocks, there is an inherent trade-off in the choice of the size of blocks. When only very limited number of randomizations are allowed, big blocks will most likely not match the geometry of the true support and easily results in high false positives. But too small blocks is likely to result in high false negatives due to the likely ignorance of the local correlations of neighboring voxels. Thus a multi-stage scheme might be helpful to partially remedy this issue. Specifically, at each stage, enough number of randomization are performed until a stable result is obtained. Then the least nondiscriminatory voxels are eliminated. In addition, as this multi-stage procedure procedure, we can gradually reduce the block size from big value to small values for different stages.

In short, “constrained block subsampling” is the combination of structure sparsity and stability selection, where the structure information is mostly reflected in $G$, which is very important for a better result \cite{Yu2012,Huang2009}. In addition, this clustering information helps to reduce the possible combinations of nonzeros of $w$ for subsamplings and provide an efficient exploration of the solution space. Moreover, considering the spacial contiguousness structure of discriminative voxels, the block subsampling is preferred instead of traditional individual sampling. A similar idea has been used in the terms of identifying differences in brain networks based on the mass-univariate testings \cite{Zalesky2010} via cluster-based statistical methods considering that connections comprising the contrast or effect of interest are interconnected. It has showed its advantages by identifying an expansive dysconnected subnetwork which a mass-univariate analysis fails to find for schizophrenia.

For our case of small samples and very high dimensional feature space, we need to consider the bias-variance dilemma or bias-variance tradeoff \cite{Geman1992}. In general, we would like to pay a little bias to save a lot of variance, and dimensionality reduction can decrease variance by simplifying models \cite{James2013}. Correspondingly, while we can still use the (4) as the baseline subproblem for our stability selection framework, we prefer a simple “averaging” idea \cite{Varoquaux2012} applied to (4), because \cite{Park2007} has showed that when the variables or features were positively correlated, their average was a strong feature, yielding a fit with lower variance than the individual variables. Specifically, by averaged the voxels picked by the block subsampling lying in the same group as a single super-voxel, the
model (4), can be further reduced to the following low dimensional version

\[
\min_{\tilde{w}} \sum_{g' \subset g \in G} |\tilde{w}_{g'}| + \lambda \sum_{i \in J} \log(1 + \exp(-y_i(\tilde{w}^T\tilde{X}_i + c)))
\]

(5)

where \(\tilde{w} \in \mathbb{R}^q\), and \(q\) is the number of clusters. \(\tilde{w}_{g'}\) is an average of voxels in the subset \(g'\) of cluster \(g \in G\), and \(\tilde{X} \in \mathbb{R}^{[\alpha n] \times p}\) is the corresponding averaged \(X\). Thus the number of variables of the sparse recovery model (2) is greatly reduced to the number of clusters and the properties of the resulting new data matrix \(\tilde{X}\) is also improved due to de-correlation via the clustering. If the \(j\)-th column of \(\tilde{X}\) is selected due to the large magnitude of \(\tilde{w}_j\), then its represented picked blocked voxels lying in the group \(g^{(j)} \in G\) \((j = 1, 2, \ldots, q)\) of \(X\) are all counted to be selected, in the non-clustered space. Its corresponding score \(s_i\) will be updated \((i = 1, 2, \ldots, p)\). Notice that the “averaging” of sum-sampling is more than a simple spatial smoothing, due to different sum-sampling results of different stability selection iterations. Therefore, the boundaries of the detected discriminative regions can be trusted to certain accuracy.

2.3. Algorithmic framework

In this section, we will give an overall introduction to the algorithmic framework, which is a multi-stage scheme and the number of stages is denoted as \(N\). For each stage, it consists of three parts, i.e. “obtaining partitioning information”, “running stability selection based on constrained block subsampling”, and “removing the least important partitions”, respectively.

Specifically, we perform a clustering operation aiming to partition the voxels into many patches according to their strong local correlations. While we do not prefer any specific algorithm and ones can adopt k-means (Hartigan and Wong, 1979) and hierarchical clustering algorithms (Murtagh, 1985), it might be better that the clustering algorithm will take spacial contiguousness as well as other available brain segregation knowledge into consideration. We denote the set of the groups via the clustering algorithm as \(G\), whose cardinality is denoted as \(q\), which is usually much less than \(n\) and comparable with \(m\).

Now it comes to the “constrained block subsamplings” for reliable support identification. Denote the number of resamplings as \(K\). This blocked variant of stability selection is the same as the classical stability selection in terms of dealing with the samples, or the rows of the data matrix \(X\) by taking only a fraction of the training samples. Let the sub-sampling fraction be \(\alpha \in [0, 1]\) and the indices of selected rows are denoted as \(J\) and the cardinality of
\( J \) is \([\alpha n]\), where \([\cdot]\) is the round off to the nearest integer number. Then “constrained block subsamplings” are applied to the voxels, i.e. the columns of \( X \) as mention in last section.

Then “removing the least important partitions” is performed as follows. After stability selection, the algorithm check the average value of \( s_i \) for each \( g^{(j)} \in \mathcal{G} \) \((j = 1, 2, \ldots, q)\). If for certain \( g^{(j)} \), its averaged \( s_i \) value is almost or close to 0, we think \( g^{(j)} \) probably is not belonging to the true support and therefore we will discard it in the next stage, this way we have a reduced data matrix \( X \), which has a smaller number of columns. In the next stage, we can run the clustering again on the remaining voxels and repeat the randomization, and then remove more irrelevant voxels. These procedure is repeated and consists of a multi-stage coarse-to-fine greedy procedure, especially suitable for high dimensional problems.

The procedure of our algorithm is summarized in the following table, also plotted in Figure 1.

---

**The Algorithmic Framework of Constrained Blocked Stability Selection Method:**

**Inputs:**

1. Datasets \( X \in \mathbb{R}^{n \times p} \)
2. Label or classification information \( y \in \mathbb{R}^n \)
3. Sparse penalization parameter \( \lambda > 0 \)
4. Number of randomizations \( K \) for each stage; the number of stages of voxel elimination \( N \), sub-sampling fraction \( \alpha \in [0, 1] \) in terms of rows of \( X \); sub-sampling fraction \( \beta \in [0, 1] \) in terms of columns of \( X \);
5. Initialized stability scores: \( s_i = 0 \). \((i = 1, 2, \ldots, p)\)

**Output:** Stability scores \( s_i \) for each voxel. \((i = 1, 2, \ldots, p)\)

**for** \( j=1 \) to \( N \)

Obtain parcelling information of brain. For example, perform the clustering of voxels based on their spacial correlation and denote the number of clusters as \( q \)
for k=1 to K

1: Perform sub-sampling in terms of rows: $X \leftarrow X_{[J,:]}$, $y \leftarrow y_J$ where $J \subset \{1, 2, \ldots, n\}$, card($J$) = $\alpha n$, the updated $X \in R^{(\alpha n) \times p}$, and the updated $y \in R^{\alpha n}$.

2: Perform constrained block sub-sampling in terms of columns (voxels): $X' \leftarrow X_{[:,I]}$, where $I \subset \{1, 2, \ldots, p\}$, and card($I$) = $\beta p$

3: Use the current clustering, and calculate the mean of randomly picked voxels within each cluster: $\tilde{X} \leftarrow \text{mean}(X')$, $\tilde{X} \in R^{\alpha n \times q}$

4: Estimate $\tilde{w} \in R^q$ from $\tilde{X}$ and $y$ with sparse logistic regression

5: Set weights for the randomly picked voxels with estimated coefficients of the averaged voxels: $w^{(k)} \leftarrow \tilde{w}$, $w^{(k)} \in R^{\beta p}$

6: $s_i = s_i + 1$, if $i \in \text{supp}(w^{(k)})$, for $i = 1, 2, \ldots, p$.

end for

Remove the irrelevant blocks or contiguous regions of voxels (with small $s_i$) from consideration and correspondingly reduce the dimension of voxel space in next stage
end for

3. Numerical Experiments

In this paper, we will compare our algorithm with the classical univariate voxel selection method, the recently popular state-of-the-art multi-voxel pattern recognition methods including t-test, $\ell_2$-SVM, $\ell_2$ Logistic Regression, and $\ell_1$-SVM, $\ell_1$ Logistic Regression, Elastic Net, and randomized $\ell_1$ logistic regression. We will show that while our method have achieved better control of false positives, it also has smaller false negatives than other alternatives.

3.1. Brief Introduction to Alternative Algorithms

We first briefly review several state of the art algorithms adopted for support identification in this paper. Most of these algorithm have been implemented in LIBLINEAR ([Fan et al., 2008]) or SLEP (Sparse Learning with Efficient Projections) software ([Liu et al., 2009b]), except the two sample t-test, which is implemented as an internal function of MATLAB.
Figure 1: The procedure of our algorithm. The key component is “Constrained Block Subsampling”, which incorporates the estimated grouping information into the block subsampling.
3.1.1. Two sample t-test

A hypothesis test that is used to determine questions related to the mean in situations where data is collected from two random data samples. The two sample t-test is often used for evaluating the means of two variables or distinct groups, providing information as to whether the means between the two populations differs. In this paper, we are using the available MATLAB command \texttt{ttest}.

3.1.2. $\ell_2$-SVM (linear)

Support vector machine (SVM) belongs to supervised learning models used for either classification or regression analysis. In the training stage, an SVM training algorithm builds a model for the given set of training examples marked as belonging to one of two categories, for the purpose of prediction of the new examples into one category or the other, or identification of the involved features based on their trained weights (as did in this paper). The common used linear $\ell_1$-regularized $\ell_2$-loss SVM is as follows with the $\ell_2$ regularization on the weight vector $w$, whose obsolete value of each component represents the importance degree of the corresponding voxel. The notations here are following those of the above sections.

$$\min_w \frac{1}{2} \|w\|^2_2 + C \sum^n_{i=1} (\max(0, 1 - y_i w^T X_i))^2$$

3.1.3. $\ell_1$-SVM (linear)

If $\ell_1$-regularization is used, ones have the following $\ell_1$-regularized $\ell_2$-SVM, which generates a sparse solution $w$.

$$\min_w \|w\|_1 + C \sum^l_{i=1} (\max(0, 1 - y_i w^T X_i))^2$$

where $\| \cdot \|_1$ denotes the $\ell_1$ norm.

3.1.4. $\ell_2$-Logistic Regression

Logistic regression is a type of probabilistic statistical classification model, used to predict the outcome of a categorical dependent variable (i.e., a class label) based on the weighted combination of features. It shares much in common with SVM except that it uses different loss function. Logistic regression measures the relationship between a categorical dependent variable
and many independent feature variables, which are usually (but not necessarily) continuous, by using probability scores as the predicted values of the dependent variable. When the $\ell_2$ regularization is adopted, the corresponding $\ell_2$-logistic regression is as follows.

$$
\min_w \frac{1}{2} \|w\|^2_2 + \lambda \sum_{i=1}^m \log(1 + \exp(-y_i(w^T x_i + c)))
$$

where $c$ is the intercept (scalar).

### 3.1.5. $\ell_1$-Logistic Regression

If the $\ell_2$ regularization is adopted in the logistic regression, the corresponding $\ell_1$-logistic regression is as follows, which prefers a sparse solution.

$$
\min_w \|w\|_1 + \lambda \sum_{i=1}^m \log(1 + \exp(-y_i(w^T x_i + c)))
$$

where $c$ is the intercept (scalar).

### 3.1.6. Elastic Net

Elastic net is a hybrid of $\ell_2$ regularization and $\ell_1$ regularization and it is applied to logistic regression models here. While elastic net can generate reduced models by generating zero-valued coefficients of $w$. Empirical studies have suggested that the elastic net technique can outperform the $\ell_1$ model on data with highly correlated predictors. We will also demonstrate it in the following numerical experiments.

$$
\min_w \|w\|_1 + \beta \|w\|_2 + \lambda \sum_{i=1}^m \log(1 + \exp(-y_i(w^T x_i + c)))
$$

where $c$ is the intercept (scalar).

### 3.1.7. Randomized $\ell_1$-Logistic Regression

It is the stability selection [Meinshausen and Bhlmann, 2010] applied to the $\ell_1$-logistic regression model. Randomization is one key for stable results in the area of brain imaging of the strong correlation. Traditionally, the columns of $X$ corresponding to the voxels are reweighted by a random weight uniformly sampled in $[\gamma, 1]$ ($\gamma \geq 0$).
3.2. Settings of Algorithms

For our algorithm, either LIBLINEAR or SLEP can efficiently solve the model (3), which in fact in only a common $\ell_1$ model. In this paper we use the SLEP software, though LIBLINEAR can also be applied. The block size is not optimized in the following experiments via the probable prior knowledge of the discriminative regions, but still achieves an impressive performance. It was set to be $3 \times 3$ in synthetic data and $4 \times 4 \times 4$ in the real fMRI data experiment, respectively. We set the subsampling rate $\alpha = 0.5$ and $\beta = 0.1$. For our synthetic data and the real fMRI data, we set $N = 2, K = 20$ and correspondingly the total resampling times is $N \times K = 40$. For the selection of regularization parameters of the involved multivariate methods except our method, cross validation is used.

3.3. Evaluation Criteria

For each involved multi-variate pattern recognition methods, picking the discriminative voxels is based on the weight vector $w \in \mathbb{R}^p$ and the magnitude of each entry of the weight vector represents the significance of its corresponding voxel or feature in a classification or regression problem ([Li et al., 2009]). Correspondingly, thresholding has been popular ([Donoho and Jin, 2008]), i.e., voxels whose corresponding $w$ components of larger than a given threshold value can chosen as the discriminative voxels. While the threshold choice itself is a very important and complicate topic, we are not going to discuss it in depth here due to the length of the paper.

In this paper, we mainly aim to demonstrate that our method can achieve a better control of both false positives and false negatives than other alternatives. For this purpose, we uses the Receiver Operating Characteristic (ROC) curves to compare sensitivity versus specificity of these different support detection methods. While ROC is mostly used in terms of classification (prediction) accuracy, it is used to show the voxel selection accuracy, for the synthetic data, where the ground truth of discriminative voxels are known. Similar idea has been adopted in [Zalesky et al., 2010] for identifying network based features. The sensitivity or true positive rate (TPR), and specificity (SPC) or True Negative Rate, are defined as

$$TPR = \frac{TP}{TP + FN}$$

and

$$SPC = \frac{TN}{FP + TN},$$
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respectively, where TP is true positive, TN is true negative, FP is false positive and FN is false negative, respectively. In practice, people usually use the False Positive Rate (FPR) which is defined as $1 - SPC$, instead of SPC, when drawing the ROC. The method of the largest true positive rate and smallest false positive rate is preferred.

We use the MATLAB command $[X,Y] = 	ext{perfcurve}(\text{LABELS},\text{SCORES}, \text{POSCLASS})$ to plot the ROC. Here “LABELS” is the true classification information of the voxels, and it is a binary vector where 0 represents not being the discriminative voxels and 1 represents being the discriminative voxels, respectively. SCORES here are the absolute value of the weight vector $\mathbf{w}$ of different multi-variate pattern recognition methods. For the two sample t-test, SCORES is $1 - p$-value. POSCLASS is 1 for our synthetic data.

As for the real data, we will see that the voxels selected by our method share much in common with those by the univariate two sample t-test and these voxels selected by the two methods are in the appropriate areas of the brain. However, our algorithm selects a combination of voxels that are generally distributed in wider brain areas than those selected by the two sample t-test, which makes sense because our method can also find out the multivariate patterns beyond the univariate patterns. While we do not have the ground truth, we would like to claim that these extra regions selected by our method are unlikely to be false positives. One reason is that number of selected voxels are determined by the two sample t-test, where the FDR (false discovery rate) control level is set to be 0.05, i.e. no more than 5% of your active voxels are false positives, and we have show that our method has a better false positive control than two sample t-test via the synthetic data.

3.4. Synthetic Data

We simulated simple case control analysis model and work on one slice brain image with a $(100 \times 100)$ grid 10000 voxels as the whole features. We generated 50 observations for each group, i.e. the control group and the case(patient) group.

There were five discriminated clustered features each of which contained $10 \times 10 = 100$ voxels, as showed in the first subplot of Figure 2 in white. The elements in first two clustered features: $x_{i,n}^{(k)} = k + \epsilon_{i,n}^{(k)}$ (case), $y_{j,n}^{(k)} = \eta_{j,n}^{(k)}$ (control), where $i, j = 1, 2, \ldots, 50$ representing the index of persons of each group, and $k = 1, 2$ representing the index of the first two clustered features, and $n = 1, 2, \ldots, 100$ representing the index of features of each cluster. $\epsilon_{i,n}^{(k)}$ and $\eta_{j,n}^{(k)}$ are Gaussian i.i.d distributed.
The elements in other three clustered features are spatially distributed patterns, which are Gaussian i.i.d distributed and constrained by linear condition: 
\[ x^{(k)}_{ij} = \epsilon^{(k)}_{ij}, \quad x^{(k)}_{jn} = \eta^{(k)}_{jn}, \quad \sum_{k=3}^{5} x^{(k)}_{ij} > 1 \text{ (case), and } \sum_{k=3}^{5} y^{(k)}_{jn} < 1 \text{ (control)}, \]
where \( i, j = 1, 2, \ldots, 50 \) representing the index of persons of each group, and \( k = 3, 4, 5 \) representing the index of the last three clustered features, and \( n = 1, 2, \ldots, 100 \) representing the index of features of each cluster. As above, \( \epsilon^{(k)}_{ij} \) and \( \eta^{(k)}_{jn} \) are also Gaussian i.i.d distributed. The features were spatially clustered in \( 10 \times 10 \) square grids. We also simulated the other voxels in matrix \( X \) as Gaussian noise. Notice that these are distributed multivariate discriminative patterns, each of which consists of 3 voxels from each of the last 3 clusters, respectively.

Figure 2: The left figure is the maps of estimated discriminative voxels by different methods on the synthetic data (unthreshold, i.e. the gray level is based on the absolute value of \( w \)): our method is the only one which can find out all the five discriminative regions accurately. Particularly, the randomized \( \ell_1 \) method which is based on the common stability selection takes more much resamplings than our method, and still achieves a less spatially contiguous results with missing the first discriminative block. The right figure is the ROC of different methods in terms of voxel selection accuracy. Our method can achieve almost perfect results with nearly no false positives and 100% true positive rate, much better than the alternatives. Notice that we did not plot the results of L1-SVM and L1-logistic because their results are too sparse.

Figure 2 is one typical result. From the left subfigure, we can see that the univariate method (two sample t-test) finds out the univariate discriminative voxels (the first 2 blocks) as expected, and fails to find out the rest 3 blocks, which represent the multivariate discriminative patterns, as showed in the 4-th subplot. As for the multi-variate pattern recognition methods, they may only find out part of all the discriminative regions. Specifically, as for \( \ell_2 \) logistic regression, it missed the first blocks. As for the \( \ell_1 \) logistic
regression and \( \ell_1 \)-SVM, they both return over-sparse solutions, which are hard to discriminate and interpret, as expected. The elastic net is able to find the contiguous discriminative regions via the adding of the \( \ell_2 \) norm, but it still can not find out all the discriminative regions, i.e. missing the first block. \( \ell_2 \)-SVM slightly disappoints me in this case, because it is only able to find the first 2 blocks and missing the rest 3 blocks, which are multi-voxel patterns. It shows that while SVM is a multi-variate classifier, it does not necessarily find out all the multi-variate patterns, which might not be very sensitive for SVM though they might be so for other multi-variate methods such as \( \ell_2 \) logistic regression. As we known from stability selection, the randomness can help remedy the problem of over-sparsity of the \( \ell_1 \) regularized methods such as \( \ell_1 \)-SVM or \( \ell_1 \)-logistic regression to some degree. However, the classical stability selection, can not return a satisfying contiguous results within 500 subsamplings, and especially the first block is missing. The “constrained block subsampling” is very important to get the comprehensive, reliable and clustered results as showed in the 9-th subplot which corresponds to our method. With 40 repetitions, our method can find out the discriminative regions with almost no either false positives or false negatives. In the right subfigure, we use ROC to further demonstrate the advantages of our method. Here the true positive rate and false positive rate in terms of voxel selection, rather than the classification or prediction accuracy, are showed. For this simple synthetic data, we can see our method achieve almost perfect result that with almost no false positives, a nearly 100% true positive rate. Even for more complicated cases as showed below in Figure 3, our method can still achieve a very good voxel selection performance.

Next we will consider a more complicated case where the true discriminative regions does not match the clustering (partitions) results well, for example, only part of a certain cluster belongs to the significant discriminative regions, and show that our method can still achieve very accurate results. For this purpose, we modified the way of generating synthetic data by adding highly correlated but non-discriminative voxels around the true features. We set five \( 20 \times 20 \) linear correlated clustered voxels in each 2d image. For each cluster, only 1/4 portion (10 \( \times \) 10) voxels in it have the discriminative power and the classification pattern of these features are same as those in previous synthetic data, as the upper left subplot of Figure 3.

See Figure 3, the upper left subfigure is the true discriminative regions. The upper right is the clustering results using k-means via the distance defined by correlation. Notice that the last 3 blocks, the true discriminative
regions are only the small portion (1/4) of the clusters generated by k-means. Thanks to the “constrained block subsampling”, our method can outline discriminative structures of a smaller size than the clusters based on only 40 subsamplings, as showed in the most right subplot. In addition, our method is easy to set a threshold value for voxel selection based on the $w$. We sort the absolute values of $w$ components as showed in the third subplot. The absolute values first gradually change then suddenly change fast and the value at the change point, surrounded by a red circle, is an appropriate value. This appearance of the inflexion point is not only because that our method is based on sparse regularization and therefore most of the components of the $w$ are forced to be close to 0, but also because that our method can achieve very high voxel selection accuracy for our synthetic data as showed in the last subfigure. Notice that the original stability selection (Randomized L1 logistic regression) does not have such an obvious threshold point and its has worse specificity and sensitivity than our method as showed in the last subfigure. Using the threshold value suggested by the changing point, we achieve a good support recovery as showed in the fifth subfigure. The same number of top weighted voxels of the randomized $\ell_1$ logistic regression are plotted in the fourth subfigure, which mostly misses the first discriminative block and introduces many false positives. Notice that our “constrained block subsampling” does not bring blurring to the final result, as also showed in the last subfigure.

3.5. Real fMRI Data

The synthetic data has demonstrated the advantages of our algorithm in terms of better sensitivity, i.e. being able to find out more or even all the discriminative regions keeping the control of false positives. We will further validate this new algorithm through the real fMRI data. We will show that our method can reliably find out more distributed discriminative brain regions than other alternatives, as showed by the above synthetic examples. While cross-validation method is suitable for settings the number of voxels for prediction or classification in fMRI data, we will using the following probability method in (Li et al., 2009) to set the number of selected voxels, which is good for the purpose of detection of localized regions in the brain that contain task or disease-relevant information.

We aim to identify the brain activation pattern of Chinese-chess problem-solving task in professional Chinese-chess grandmaster. Fourteen grandmaster and master-level Chinese-chess players were recruited and studied. 14
Figure 3: Result on the new Synthetic Data: Our method can outline discriminative structures of a smaller size ($10 \times 10$) than the cluster size ($20 \times 20$). In addition, as showed in the third subplot, an appropriate threshold value can be easily set by finding the inflexion point, which is marked by a red circle. Compared with the original stability selection, our method can achieve a better control of false positives and false negatives as showed in the last subfigure.
masters on Chinese chess were recruited and studied. All subjects were right-handed and with no history of psychiatric or neurological disorders. During the fMRI scanning, subjects were presented with two kinds of stimuli: a blank chessboard and patterns of Chinese chess spot game with checkmate problems. Each condition was presented for 20s, with a 2s-long break between. The block repeated nine times with different problems in each block. The break between each block is also 2s. There are 9 blocks in all. In consideration of the delay of Blood Oxygenation Level Dependent (BOLD) effect (Aguirre et al., 1998) and the condition that the master may solve the problem less than 20s, we just select the 4th-8th images of each state in each block for classification. That is, the number of observations of each subject for classification is 90, among which 45 are in blank states while the other 45 are in task states. We are using an averaged data among all the 14 grandmasters. Data Acquisition and Preprocessing Scanning was performed on a 3T Siemens Trio system at the MR Research Center of West China Hospital of Sichuan University, Chengdu, China. T2-weighted fMRI images were obtained via a gradient-echo echo-planar pulse sequence (TR, 2000ms; TE, 30ms; flip angle=90°; whole head; 30 axial slice, each 5mm sick (without gap); voxel size=3.75 × 3.75 × 5mm³). fMRI images were preprocessed using Statistical Parametric Mapping-8 (SPM8, Welcome Trust Centre for Neuroimaging, London, UK. [http://www.fil.ion.ucl.ac.uk/spm]. Spatial transformation, which included realignment and normalization, was performed using three-dimensional rigid body registration to for head motion. The realigned images were spatially normalized into a standard stereotaxic space at 2 × 2 × 2 mm³, using the Montreal Neurological Institute (MNI) echo-planar imaging (EPI) template. A spatial smoothing filter was employed for each brains three-dimensional volume by convolution with an isotropic Gaussian kernel (FWHM= 8 mm) to increase the MR signal-to-noise ratio. Then, for the fMRI time series of the task condition, a high-pass filter with a cut-off of 1/128 Hz was used to remove low-frequency noise. Among all 90 fMRI samples, each of them is of size 91 × 109 × 91.

Previous fMRI study of large-scale brain network of board game experts identified significantly active brain regions in domain-related task. The case-control analysis (game condition vs. blank board condition) results indicated Task-Evoked Activation mainly in dorsolateral prefrontal cortex and parietal cortex of cognitive network (Duan et al., 2012). Now we performed multivariate pattern analysis methods to identify discriminative brain functional activation regions in board game experts and compared the feature selection
power of them. For fair comparison, we try different combinations of setting number of selected voxels for all the involved methods. For two sample t-test method, the number is determined by setting the p-value $< 0.05$ in multiple hypothesis testing to correct for multiple comparisons, as commonly done. For the multivariate methods, we need to set the threshold value for controlling the false positives, where the voxels of corresponding weight is larger than the threshold value are selected.

As mentioned before, while the cross-validation method is widely used, it usually works well for the cases where there is a lot of training data available and prediction is the main purpose. For our purpose of localization of discriminative voxels, the use of probability based method is suggested in [Li et al., 2009]. We repeat the description of the probability method in [Li et al., 2009] as follows. Specifically, considering that the entries of $w$ are sparse, we assume that the probability distribution of the entries of $w$ is Laplacian. Using all entries of $w$ as samples, we estimate the mean, the variance, and the inverse cumulative distribution function $F^{-1}$ of this Laplacian distribution. We then define $R = i : |w_i| > \theta, i = 1, \ldots, p$, where $\theta$ is chosen as $F^{-1}(p_0)$, $p_0$ is a given probability (e.g., 0.975 or 0.99 in this paper).

We have plotted 4 figures for selected voxels of different methods, from Figure 4 to Figure 7. Due to the plain sparse models such as either $\ell_1$-SVM or $\ell_1$-Logistic Regression returning over-sparse solutions, which are hard to interpret and are not able to give contiguous discriminative regions, we are not going to plot the results of them. In all these figures, subfigure A is the results of t-test determined by setting the p-value $< 0.05$ in multiple hypothesis testing to correct for multiple comparisons. Subfigures B, C, D, and E are the results of multivariate methods of $\ell_2$-Logistic Regression, $\ell_2$-SVM, randomized $\ell_1$ logistic regression and our method, respectively, and the number of selected voxels may vary in different figures. In particular, in Figure 4 the number of selected voxels of different multivariate methods is the same as the t-test. In Figure 5 the number of selected voxels of different multivariate methods is set by the probability method, where the given probability is set to be 0.975, which is commonly used value (Li et al., 2009). In Figure 6 the number of selected voxels of different multivariate methods also is set by the probability method but in a more restrict way in terms of the given probability value being set to be a very tight value 0.99. In Figure 7 the number of selected voxels of all multivariate methods is the same as our method with the probability value being 0.99. We show all these results corresponding different probability values and selected voxel numbers.
to better demonstrate the advantages of our method in a more fair way. While the number of selected voxels may vary to certain degree in different figures, they have similar results and we can see the highest sensitivity of our method.

Specifically, all the multivariate pattern feature selection methods successfully identified at least partial task-related prefrontal and parietal lobe regions. These results briefly indicated co-working pattern of cognitive network and default mode network of human brain during board game task state. However, compared with most alternative algorithms besides the common stability selection, our proposed method were able to identify two more brain regions in medial prefrontal cortex and precuneus which are functional and structural central hub in default mode network. The common stability selection, i.e. randomized $\ell_1$ logistic regression is able to identify the medial prefrontal gyrus, but misses precuneus gyrus. Moreover, as showed in subfigure D, the common stability selection likely returns a slightly more scattered results, which does not match the second hypothesis about continuousness and compactness. Even worse, its scattered results bring much difficulty to tell the true positives and false positives. In addition, it required much more subsamplings, for example, 500 times here while our methods only takes 40 subsamplings. This result verifies one of the biggest advantages of our method, i.e. computational efficiency, which is especially important for extremely high dimensional problems, and better inference quality due to the incorporation of the prior information of the fMRI data. As mentioned before, this computational efficiency also comes from the even smaller size of the subproblem (5) due to the adoption of the averaging idea within a cluster.

4. Conclusion and Future work

Voxel selection is very important for both encoding and decoding of the fMRI data. In this paper we propose a simple and computationally efficient approach for data-driven voxel selection, which is also called support identification potentially for the following biomarker extraction (Orrù et al., 2012) in different literature. We propose to use the “constrained block subsampling” as a variant of the classical stability selection, applied to the existing sparse multi-variate classifiers such as $\ell_1$ logistic regression, in case of fMRI data, which has the strong correlations and distributed multivariate discriminative patterns. For better computational efficiency and inference quality, we can take data driven clustering (as done in this paper) or prior anatomical
Figure 4: Brain areas that discriminated between game condition vs. blank board condition using different methods (the number of selected voxels across different methods is the same as t-test). Our method (E) can find out more discriminative and interpretable structures. Randomized $\ell_1$ method (D) misses precuneus gyrus and the other alternative (A, B, and C) miss both the precuneus and medial prefrontal gyrus. In addition, our method requires much less subsamplings and achieves a more contiguous and comprehensive result than the randomized $\ell_1$ method.
Figure 5: Brain areas that discriminated between game condition vs. blank board condition using different methods (the number of selected voxels of multivariate methods is determined by setting the probability value to be 0.975). Our method (E) can find out more discriminative and interpretable structures. Randomized ℓ1 method (D) misses precuneus gyrus and the other alternative (A, B, and C) miss both the precuneus and medial prefrontal gyrus. In addition, our method requires much less subsamplings and achieves a more contiguous and comprehensive result than the randomized ℓ1 method.
Figure 6: Brain areas that discriminated between game condition vs. blank board condition using different methods (the number of selected voxels of multivariate methods is determined by set the probability value to be 0.99). Our method (E) can find out more discriminative and interpretable structures. Randomized ℓ₁ method (D) misses precuneus gyrus and the other alternative (A, B, and C) miss both the precuneus and medial prefrontal gyrus. In addition, our method requires much less subsamplings and achieves a more contiguous and comprehensive result than the randomized ℓ₁ method.
Figure 7: Brain areas that discriminated between game condition vs. blank board condition using different methods (the number of selected voxels of multivariate methods is the same as our method with the probability value being 0.99). Our method (E) can find out more discriminative and interpretable structures. Randomized \ell_1 method (D) misses precuneus gyrus and the other alternative (A, B, and C) miss both the precuneus and medial prefrontal gyrus. In addition, our method requires much less subsamplings and achieves a more contiguous and comprehensive result than the randomized \ell_1 method.
information into consideration and this is where the “constrained” comes from. Numerical experiments demonstrate that our method can achieve much better both specificity and sensitivity than other alternatives in terms of voxel selection accuracy rather than prediction or classification accuracy. The higher sensitivity brought by our method is of quite important for medical or cognitive analysis. In the future, we will further test the stability and reliability of our algorithm in terms of the more challenging multi-center data (Stöcker et al., 2005; Binder et al., 2011).
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