LOG-SOBOLEV INEQUALITIES FOR INFINITE DIMENSIONAL
GIBBS MEASURES OF HIGHER ORDER INTERACTIONS.

IOANNIS PAPAGEORGIOU

Abstract. We focus on the infinite dimensional Log-Sobolev inequality for spin
systems on the d-dimensional Lattice (d ≥ 1) with interactions of higher power
than quadratic. We show that when the one dimensional single-site measure
with boundaries satisfies the Log-Sobolev inequality uniformly on the bound-
dary conditions then the infinite dimensional Gibbs measure also satisfies the
inequality if the phase dominates over the interactions.

1. Introduction

Our focus is on the the typical Logarithmic Sobolev Inequality (LS) for measures
related to systems of unbounded spins on a d-dimensional lattice, for d ≥ 1, with
nearest neighbour interactions of order higher than two. The aim of this paper is to
investigate appropriate conditions on the local specification so that the inequality
can be extended from the one site to the infinite dimensional Gibbs measure.

The main assumption is that the Log-Sobolev Inequality is true for the single
site measure with a constant uniformly bound on the boundary conditions and
that the power of the interaction is dominated by that of the phase.

Regarding the Log-Sobolev Inequality for the local specification \( \{E^\Lambda, \omega\}_{\Lambda \subset \mathbb{Z}^d, \omega \in \Omega} \) on a d-dimensional Lattice, criterions and examples of measures \( E^\Lambda, \omega \) with qua-
dratic interactions that satisfy the Log-Sobolev -with a constant uniformly on the
set \( \Lambda \) and the boundary conditions \( \omega \) - are investigated in [Z2], [B], [B-E], [B-
L], [Y], [A-B-C] and [B-H]. Furthermore, in [G-R] the Spectral Gap Inequality is
proved. For the measure \( E^{(i)}, \omega \) on the real line, necessary and sufficient conditions
are presented in [B-G], [B-Z] and [R-Z], so that the Log-Sobolev Inequality is sat-
ished uniformly on the boundary conditions \( \omega \). Furthermore, the problem of the
Log-Sobolev inequality for the Infinite dimensional Gibbs measure on the Lattice
is examined in [G-Z], [Z1] and [Z2]. Still in the case of bounded interactions, in
[M], [I-P] and [O-R], criterions are presented in order to pass from the Log-Sobolev
Inequality for the single-site measure \( E^{(i)}, \omega \) to the LS for the Gibbs.
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Related to the current case of non quadratic interactions in \([Pa2]\) conditions were presented for the stronger Logarithmic Sobolev inequality for \(q \leq 2\) for spins on the one dimensional lattice. There the inequality for the infinite dimensional Gibbs measure was related to the inequality for the finite projection of the Gibbs measure.

In the current paper we focus on the typical Logarithmic Sobolev inequality \((q = 2)\) for spin systems on the \(d\)-dimensional lattice, for \(d \geq 1\).

Consider the one dimensional measure
\[
E^{(i)}(dx) = e^{-\phi(x_i) - \sum_{j \sim i} J_{ij} V(x_i, x_j)} dX_i
\]
with \(\|\partial_x \partial_y V(x, y)\|_\infty = \infty\).

Assume that \(E^{(i)}\) satisfies the (LS) inequality with a constant uniformly on \(\omega\).

Our aim is to set conditions, so that the infinite volume Gibbs measure \(\nu\) for the local specification \(\{E^{\Lambda, \omega}\}_{\Lambda \subset \mathbb{Z}^d, \omega \in \Omega}\) satisfies the LS inequality.

Our general setting is as follows:

**The Lattice.** When we refer to the Lattice we mean the \(d\)-dimensional square lattice \(\mathbb{Z}^d\) for \(d \geq 1\).

**The one site space \(\mathcal{M}\).** We consider continuous unbounded random variables in an \(n\)-dimensional space \(\mathcal{M}\), representing spins. The space \(\mathcal{M}\), is a \(n\)-dimensional non compact metric spaces. We will denote \(d\) the distance and \(\nabla\) the (sub)gradient for which we assume that
\[
0 < \xi < \|\nabla d\| \leq \tau
\]
outside the unit ball \(\{d(x) < 1\}\) for some \(\tau, \xi \in (0, +\infty)\).

When we refer to the (sub)gradient \(\nabla\) or (sub)Laplacian \(\Delta\) of \(\mathcal{M}\) related to a specific node, say \(i \in \mathbb{Z}^d\), we will indicate this by the use of indices, i.e. we will write \(\nabla_i\) and \(\Delta_i\).

**The Configuration space.** Our configuration space is \(\Omega = \mathcal{M}^{\mathbb{Z}^d}\). We consider functions \(f : \Omega \to \mathbb{R}\). Accordingly we define \(\nabla_i f(\omega) := \nabla f_i(x|\omega)|_{x=\omega_i}\) and \(\Delta_i f(\omega) := \Delta f_i(x|\omega)|_{x=\omega_i}\) for suitable \(f\), where \(\nabla\) and \(\Delta\) are the (sub)gradient and the (sub)Laplacian on \(\mathcal{M}\) respectively. For \(\Lambda \subset \mathbb{Z}^d\), set \(\nabla_\Lambda f = (\nabla_i f)_{i \in \Lambda}\) and
\[
|\nabla_\Lambda f|^2 := \sum_{i \in \Lambda} |\nabla_i f|^2.
\]

We will write \(\nabla_{\mathbb{Z}^d} = \nabla\), since it will not cause any confusion. For any \(\omega \in \Omega\) and \(\Lambda \subset \mathbb{Z}^d\) we denote
\[
\omega = (\omega_i)_{i \in \mathbb{Z}^d}, \omega_\Lambda = (\omega_i)_{i \in \Lambda}, \omega_{\Lambda^c} = (\omega_i)_{i \in \Lambda^c} \quad \text{and} \quad \omega = \omega_\Lambda \circ \omega_{\Lambda^c}
\]
where \(\omega_i \in \mathcal{M}\). When \(\Lambda = \{i\}\) we will write \(\omega_i = \omega_{\{i\}}\). Furthermore, we will write \(i \sim j\) when the nodes \(i\) and \(j\) are nearest neighbours, that means, they are connected with a vertex, while we will denote the set of the neighbours of \(k\) as \(\{\sim k\} = \{r : r \sim k\}\).
The functions of the configuration. Let $f : \Omega \to \mathbb{R}$. We consider integrable functions $f$ that depend on a set of variables $\{x_i\}, i \in \Sigma_f$ for a finite subset $\Sigma_f \subset \subset \mathbb{Z}^d$. The symbol $\subset \subset$ is used to denote a finite subset.

The Measure on $\mathbb{Z}^d$. For any subset $\Lambda \subset \subset \mathbb{Z}$ we define the probability measure $E_{\Lambda, \omega}(dX_\Lambda) = e^{-H_{\Lambda, \omega}} dX_\Lambda / Z_{\Lambda, \omega}$ where

- $X_\Lambda = (x_i)_{i \in \Lambda}$ and $dX_\Lambda = \prod_{i \in \Lambda} dx_i$
- $Z^{\Lambda, \omega} = \int e^{-H_{\Lambda, \omega}} dX_\Lambda$
- $H^{\Lambda, \omega} = \sum_{i \in \Lambda} \phi(x_i) + \sum_{i \in \Lambda, j \sim i} J_{ij} V(x_i, z_j)$

and

- $z_j = x_\Lambda \circ \omega_{\Lambda_c} = \begin{cases} x_j, & i \in \Lambda \\ \omega_j, & i \notin \Lambda \end{cases}$

We call $\phi$ the phase and $V$ the potential of the interaction. For convenience we will frequently omit the boundary symbol from the measure and we will write $E^\Lambda \equiv E^{\Lambda, \omega}$.

For the phase $\phi$ we make the following assumptions

- (H1.1) there exists some $p \geq 3$ and $k_0 > 0$ such that $\partial_{d(x_i)} \phi(x_i) \geq k_0 d^{p-1}(x_i)$
- (H1.2) there exists some $k_1 > 0$ such that $|\partial^2_{d(x_i)} \phi(x_i)| \leq k_1 + k_1 \partial_{d(x_i)} \phi(x_i)$

Furthermore, for the interactions $V(x_i, \omega_j)$ we make the following assumptions

- (H1.3) $V(x, y)$ is a function of the distance $d$ such that $\partial_{d(x)} V(x, y) \geq 0$
- (H1.4) there exists some $k_2 > 0$ such that $|\partial^2_{d(x)} V(x_i, \omega_j)| \leq k_2 + k_2 \partial_{d(x)} V(x_i, \omega_j)$ for any $d(x_i) > M^*$.
- (H1.5) there exist an $0 < s \leq p - 1$ such that for some $k > 0$ and any $j \sim i$

(a) $E^{j, \omega} |\nabla_j V(x_i, \omega_j)|^2 \leq k + k \sum_{i \sim j} d^s(\omega_i)$
(b) $E^{j, \omega} d(x_j) \leq k + k \sum_{i \sim j} d^s(\omega_i)$
(c) $|\nabla_j V(x_i, \omega_j)|^2 \leq k + k (d^s(x_i) + d^s(\omega_j))$
as well as

\[ E^{j,ω} e^{(\nabla_j V(x_i, ω_j))^2} \leq e^{k} e^{k \sum_{i,j} d^ω(ω_i)} \]

for some \( \epsilon > 0 \) sufficiently small.

- \((H1.6)\) The coefficients \( J_{i,j} \) are such that \( |J_{i,j}| \in [0, J] \) for some \( J < 1 \) sufficiently small.

**The Infinite Volume Gibbs Measure.** The Gibbs measure \( ν \) for the local specification \( \{E^Λ_q\}_{Λ⊂⊂G, ω∈Ω} \) is defined as the probability measure which solves the Dobrushin-Lanford-Ruelle (DLR) equation

\[ ν \mid E^Λ_q = ν \]

for finite sets \( Λ \subset \mathbb{Z} \) (see [Pr]). For conditions on the existence and uniqueness of the Gibbs measure see e.g. [B-H.K] and [D]. In this paper we consider local specifications for which the Gibbs measure exists and it is unique. It should be noted that \( \{E^Λ_q\}_{Λ⊂⊂G, ω∈Ω} \) always satisfies the DLR equation, in the sense that

\[ E^Λ_q E^M_q = E^Λ_q \]

for every \( M ⊂ Λ \). [P]

We denote

\[ E^Λ_q f = \int f dE^Λ_q(X_Λ) \]

We can define the following inequalities

**The Log-Sobolev Inequality (LS).** We say that the measure \( E^Λ_q \) satisfies the Log-Sobolev Inequality, if there exists a constant \( C_{LS} \) such that for any function \( f \), the following holds

\[ E^Λ_q |f|^2 \log \frac{|f|^2}{E^Λ_q |f|^2} \leq C_{LS} E^Λ_q |\nabla f|^2 \]

with a constant \( C_{LS} \in (0, \infty) \) uniformly on the set \( Λ \) and the boundary conditions \( ω \).

**The Spectral Gap Inequality.** We say that the measure \( E^Λ_q \) satisfies the Spectral Gap Inequality, if there exists a constant \( C_{SG} \) such that for any function \( f \), the following holds

\[ E^Λ_q |f - E^Λ_q f|^2 \leq C_{SG} E^Λ_q |\nabla f|^2 \]

with a constant \( C_{SG} \in (0, \infty) \) uniformly on the set \( Λ \) and the boundary conditions \( ω \).

**Remark 1.1.** We will frequently use the following two well known properties about the Log-Sobolev and the Spectral Gap Inequality. If the probability measure \( μ \) satisfies the Log-Sobolev Inequality with constant \( c \) then it also satisfies the Spectral Gap Inequality with a constant less or equal than \( c \). Furthermore, if for a family \( I \)
of sets \( \Lambda_i \subset \mathbb{Z}^d \), \( \text{dist}(\Lambda_i, \Lambda_j) > 1 \), \( i \neq j \) the measures \( E_{\Lambda_i, \omega} \), \( i \in I \) satisfy the Log-Sobolev Inequality with constants \( c_i, i \in I \), then the probability measure \( E_{\bigcup_{i \in I} \Lambda_i, \omega} \) also satisfies the (LS) Inequality with constant \( c = \max_{i \in I} c_i \). The last result is also true for the Spectral Gap Inequality. The proofs of these properties can be found in [G], [G-Z] and [B-Z].

2. THE MAIN RESULT

We want to extend the Log-Sobolev Inequality from the single-site measure \( E^{\{i\}, \omega} \) to the Gibbs measure for the local specification \( \{E_{\Lambda, \omega}\}_{\Lambda \subset \mathbb{Z}^d, \omega \in \Omega} \) on the entire \( d \) dimensional Lattice. In the remaining of this paper we will refer to the hypothesis about the phase and the interactions (H1.0)-(H1.4) collectively as \((H1)\). The main hypothesis about the one site measure will be denoted as \((H0)\):

\((H0)\): The one dimensional measures \( E_{i, \omega} \) satisfy the Log-Sobolev Inequality with a constant \( c \) uniformly with respect to the boundary conditions \( \omega \).

Now we can state the main theorem.

**Theorem 2.1.** Let \( f : \mathcal{M}^{\mathbb{Z}^d} \to \mathbb{R} \). If hypothesis \((H0)\) and \((H1)\) for \( \{E_{\Lambda, \omega}\}_{\Lambda \subset \mathbb{Z}^d, \omega \in \Omega} \) are satisfied, then the infinite dimensional Gibbs measure \( \nu \) for the local specification \( \{E_{\Lambda, \omega}\}_{\Lambda \subset \mathbb{Z}^d, \omega \in \Omega} \) satisfies the Log-Sobolev inequality

\[ \nu |f|^2 \log \frac{|f|^2}{\nu |f|^2} \leq C \nu |\nabla f|^2 \]

for some positive constant \( C \).

The main assumption about the local specification has been that the one site measure \( E_{i, \omega} \) satisfies the Log-Sobolev Inequality with a constant uniformly to the boundary conditions, while the main assumption about the interactions is that the phase \( \phi(x) \) dominates over the interactions, in the sense that

\[ |\nabla_j V(x_i, \omega_j)|^2 \leq k + k(d^s(x_i) + d^s(\omega_j)) \leq k + \frac{k}{k_0} (\partial_{d(x_i)} \phi(x_i) + \partial_{d(\omega_j)} \phi(\omega_j)) \]

for \( s \leq p - 1 \). Then the Log-Sobolev inequality is extended to the infinite dimensional Gibbs measure. In other words, what we roughly require is for a phase of order \( d^p \) the interaction to be the most of order \( d^{p-1} \).

As an example of a measure \( E_{i, \omega} \) that satisfies \((H0)\), that is the Log-Sobolev Inequality with a constant \( c \) uniformly with respect to the boundary conditions \( \omega \) with non quadratic interaction, one can think the following measure on the Heisenberg group

\[ H_{\Lambda, \omega}(x_\Lambda) = \alpha \sum_{i \in \Lambda} d^p(x_i) + \varepsilon \sum_{\{i, j\} \subset \Lambda \neq \emptyset, j \sim i} (d(x_i) + \rho d(\omega_j))^s \]

for $\alpha > 0$, $\varepsilon, \rho \in \mathbb{R}$, and $p > s > 2$, where as above $x_i = \omega_i$ for $i \notin \Lambda$. The proof of this follows with the use of uniform U-Bounds (see [I-P]).

We briefly mention some consequences of this result. The first follows directly from Remark 1.1.

**Corollary 2.2.** Let $\nu$ be as in Theorem 2.1. Then $\nu$ satisfies the Spectral Gap inequality
\[
\nu |f - \nu f|^2 \leq \mathcal{C} \nu |\nabla f|^2
\]
where $\mathcal{C}$ is as in Theorem 2.1.

The proofs of the next two can be found in [B-Z].

**Corollary 2.3.** Let $\nu$ be as in Theorem 2.1 and suppose $f : \Omega \to \mathbb{R}$ is such that $\|\|\nabla f\|\|_\infty < 1$. Then
\[
\nu (e^{\lambda f}) \leq \exp \{ \lambda \nu(f) + \mathcal{C} \lambda^2 \}
\]
for all $\lambda > 0$ where $\mathcal{C}$ is as in Theorem 2.1. Moreover, by applying Chebyshev’s inequality, and optimising over $\lambda$, we arrive at the following ‘decay of tails’ estimate
\[
\nu \left\{ \left| f - \int fd\nu \right| \geq h \right\} \leq 2 \exp \left\{ -\frac{1}{\mathcal{C}} h^2 \right\}
\]
for all $h > 0$.

**Corollary 2.4.** Suppose that our configuration space is actually finite dimensional, so that we replace $\mathbb{Z}^d$ by some finite graph $G$, and $\Omega = (\mathcal{M})^G$. Then Theorem 2.1 still holds, and implies that if $L$ is a Dirichlet operator satisfying
\[
\nu (fL^2) = -\nu (|\nabla f|^2)
\]
then the associated semigroup $P_t = e^{tL}$ is ultracontractive.

**Remark 2.5.** In the above we are only considering interactions of range 1, but we can easily extend our results to deal with the case where the interaction is of finite range $R$.

**Proof of Theorem 2.1.** We want to extend the Log-Sobolev Inequality from the single-site measure $E(i, \omega)$ to the Gibbs measure for the local specification $\{E^\Lambda, \omega\}_{\Lambda \subset \subset \mathbb{Z}^d, \omega \in \Omega}$ on the entire lattice. To do so, we will follow the iterative method developed by Zegarlinski in [Z1] and [Z2] (see also [Pa2] and [I-P] for similar application). Without loose of generality in proof of the theorem we will assume that $d = 2$, that is, that the configuration space is $\Omega = \mathcal{M}^{\mathbb{Z}^2}$. Define the following sets
\[
\Gamma_0 = (0, 0) \cup \{ j \in \mathbb{Z}^2 : \text{dist}(j, (0, 0)) = 2m \text{ for some } m \in \mathbb{N} \},
\]
\[
\Gamma_1 = \mathbb{Z}^2 \setminus \Gamma_0,
\]
where $\text{dist}(i, j)$ refers to the distance of the shortest path (number of vertices) between two nodes $i$ and $j$. Note that $\text{dist}(i, j) > 1$ for all $i, j \in \Gamma_k, k = 0, 1$ and
For the third term of (2.3) we can write
\begin{equation}
\nu(f^2 \log \frac{f^2}{\nu f^2}) = \nu \mathbb{E}^0(f^2 \log \frac{f^2}{\mathbb{E}^0 f^2}) + \nu \mathbb{E}^1(f^2 \log \frac{\mathbb{E}^0 f^2}{\mathbb{E}^1 \mathbb{E}^0 f^2}) + \\
\nu(\mathbb{E}^1 f^2 \log \mathbb{E}^0 f^2) - \nu(f^2 \log \nu f^2)
\end{equation}

According to hypothesis (H0), the Log-Sobolev Inequality is satisfied for the single-state measures \( \mathbb{E}^0 \) and the sets \( \Gamma_k \) are unions of one dimensional sets of distance greater than the length of the interaction one. Thus, as we mentioned in Remark 1.1 in the introduction, the (LS) holds for the product measures \( \mathbb{E}^\mu \) with the same constant \( c \). If we use the LS for \( \mathbb{E}^\mu \), \( i = 0, 1 \) we get
\begin{equation}
\nu(f^2 \log \mathbb{E}^0 f^2) \leq c \nu(\mathbb{E}^0 |\nabla_0 f|^q) + c \nu(\mathbb{E}^1 |\nabla_1 (\mathbb{E}^0 f^2)^{\frac{1}{q}}|^q) + \\
\nu(\mathbb{E}^1 f^2 \log \mathbb{E}^0 f^2) - \nu(f^2 \log \nu f^2)
\end{equation}

For the third term of (2.3) we can write
\begin{equation}
\nu(f^2 \log \mathbb{P}^1 f^2) = \nu \mathbb{E}^2(\mathbb{P}^1 f^2 \log \frac{\mathbb{P}^1 f^2}{\mathbb{E}^2 \mathbb{P}^1 f^2}) + \nu(\mathbb{E}^3 f^2 \log \mathbb{P}^2 f^2) + \\
\nu(\mathbb{P}^3 f^2 \log \mathbb{P}^2 f^2)
\end{equation}

If we use again the Log-Sobolev Inequality for the measures \( \mathbb{E}^\mu \), \( i = 2, 3 \) we get
\begin{equation}
\nu(f^2 \log \mathbb{P}^1 f^2) \leq c \nu(\nabla_2 (\mathbb{P}^1 f^2)^{\frac{1}{q}}) + c \nu(\nabla_3 (\mathbb{P}^2 f^2)^{\frac{1}{q}}) + \nu(\mathbb{P}^3 f^2 \log \mathbb{P}^3 f^2)
\end{equation}

If we work similarly for the last term \( \nu(\mathbb{P}^3 f^2 \log \mathbb{P}^3 f^2) \) of (2.4) and inductively for any term \( \nu(\mathbb{P}^k f^2 \log \mathbb{P}^k f^2) \), then after \( n \) steps (2.3) and (2.4) will give
\begin{equation}
\nu(f^2 \log \frac{f^2}{\nu f^2}) \leq \nu(\mathbb{P}^n f^2 \log \mathbb{P}^n f^2) - \nu(f^2 \log \nu f^2) + \\
c \nu(\nabla_0 f)^2 + c \sum_{k=1}^{n} \nu(\nabla_1 (\mathbb{P}^{k-1} f^2)^{\frac{1}{q}})^2
\end{equation}

In order to calculate the third and fourth term on the right-hand side of (2.5) we will use the following proposition

**Proposition 2.6.** Suppose that hypothesis (H0) and (H1) are satisfied. Then the following bound holds
\begin{equation}
\nu(\nabla_1 (\mathbb{E}^\mu f^2)^{\frac{1}{q}})^2 \leq C_1 \nu(\nabla_1 f)^2 + C_2 \nu(\nabla_1 f)^2
\end{equation}


for \( \{i, j\} = \{0, 1\} \) and constants \( C_1 \in (0, \infty) \) and \( 0 < C_2 < 1 \).

The proof of Proposition 2.6 will be the subject of Section 4. If we apply inductively relationship (2.6) \( k \) times to the third and the fourth term of (2.5) we obtain

\[
\nu \left| \nabla_{\Gamma_0} (\mathcal{P}_k f^2)^{\frac{1}{2}} \right|^2 \leq C_2^{2k-1} C_1 \nu \left| \nabla_{\Gamma_0} f \right|^2 + C_2^{2k} C_1 \nu \left| \nabla_{\Gamma_0} f \right|^2
\]

and

\[
\nu \left| \nabla_{\Gamma_1} (\mathcal{E}_{\Gamma_0} \mathcal{P}_k f^2)^{\frac{1}{2}} \right|^2 \leq C_2^{2k} C_1 \nu \left| \nabla_{\Gamma_0} f \right|^2 + C_2^{2k+1} C_1 \nu \left| \nabla_{\Gamma_0} f \right|^2
\]

If we plug (2.7) and (2.8) in (2.5) we get

\[
\nu \left( f^2 \log \frac{f^2}{\nu f^2} \right) \leq \nu(\mathcal{P}_n f^2 \log \mathcal{P}_n f^2) - \nu(\mathcal{P}_n f^2 \log \nu f^2) +
\]

\[
\frac{c}{2} \left( \sum_{k=0}^{n-1} C_2^{2k-1} C_1 \nu \left| \nabla_{\Gamma_0} f \right|^2 + \sum_{k=0}^{n-1} C_2^{2k} C_1 \nu \left| \nabla_{\Gamma_0} f \right|^2 + \frac{c}{2} \sum_{k=0}^{n-1} C_2^{2k+1} C_1 \nu \left| \nabla_{\Gamma_0} f \right|^2 \right)
\]

If we take the limit of \( n \) to infinity in (2.9) the first two terms on the right hand side cancel with each other, as explained on the proposition bellow.

**Proposition 2.7.** Under hypothesis (H0) and (H1), \( \mathcal{P}_n f \) converges \( \nu \)-almost everywhere to \( \nu f \).

The proof of this proposition will be presented in Section 3. So, taking the limit of \( n \) to infinity in (2.9) leads to

\[
\nu(\mathcal{|f|^2 \log \frac{|f|^2}{\nu f^2}}) \leq cA \left( \frac{C_1 C_2}{C_2^2} + C_2 + C_1 \right) \nu \left| \nabla_{\Gamma_0} f \right|^2 + cA \nu \left| \nabla_{\Gamma_0} f \right|^2
\]

where \( A = \lim_{n \to \infty} \sum_{k=0}^{n-1} C_2^{2k} < \infty \) for \( C_2 < 1 \), and the theorem follows for a constant \( C = \max\left( \frac{C_1 C_2}{C_2^2} + C_2 + C_1, cA \right) \) \( \square \)

### 3. Proof of Proposition 2.7

Before proving Proposition 2.7 we will present the key proposition of this paper, Proposition 3.2. This proposition will also be used in the next section 4 where Proposition 2.6 is proved.

In the case of quadratic interactions \( V(x, y) = (x - y)^2 \) one can calculate

\[
\mathbb{E}^{i\omega} \left( f^2 (\nabla_j V(x_i - x_j) - \mathbb{E}^{i\omega} \nabla_j V(x_i - x_j))^2 \right)
\]

(see [B-H] and [H]) with the use of the relative entropy inequality (see [D-S]) and the Herbst argument (see [L] and [H]). Herbst’s argument states that if a
probability measure $\mu$ satisfies the LS inequality and a function $F$ is Lipschitz continuous with $\|F\|_{\text{Lips}} \leq 1$ and such that $\mu(F) = 0$, then for some small $\epsilon$ we have

$$\mu e^{\epsilon F^2} < \infty$$

For $\mu = \mathbb{E}^{i,\omega}$ and $F = \frac{\nabla_i V(x_i-x_j) - \mathbb{E}^{i,\omega} \nabla_i V(x_i-x_j)}{2}$ we then obtain

$$\mathbb{E}^{i,\omega} e^{\epsilon (\nabla_i V(x_i-x_j) - \mathbb{E}^{i,\omega} \nabla_i V(x_i-x_j))^2} < \infty$$

uniformly on the boundary conditions $\omega$, because of hypothesis $(H0)$. In the more general case however of non quadratic interactions that we examine in this work, the Herbst argument cannot be applied. In this and next sections we show how one can handle exponential quantities like the last one with the use of U-bound inequalities and hypothesis $(H1)$ for the interactions.

U-bound inequalities introduced in [H-Z] are used to prove Logarithmic Sobolev and Logarithmic Sobolev type inequalities. In the aforementioned paper, the U-bound inequalities

$$(3.1) \mu(f^q d^r) \leq C\mu|\nabla f|^q + D\mu|f|^q$$

where used to prove Log-Sobolev $q$ inequalities for $q \in (1,2]$, the spectral Gap inequality, as well as F-Sobolev inequalities. In particular, the U-bound inequality $(3.1)$ for $q \in (1,2]$ and $r$ bigger than the conjugate of $q$ was used to prove that the measure $e^{-dr(x)} dx / \int e^{-dr(x)} dx$ satisfies the Log-Sobolev $q$ inequality. In the context of the typical Log-Sobolev inequality, this implies that the measure

$$e^{-dr(x)} dx / \int e^{-dr(x)} dx$$

for $r > 2$ satisfies the Log-Sobolev inequality. In [I-P], the U-Bound inequality $(3.1)$ was shown for the one site measure $\mathbb{E}^{i,\omega}$ uniformly on the boundary conditions for a specific example of a measure on the Heisenberg group with quadratic interactions. However, it appears that this is very difficult to obtain in general when boundary conditions are involved. In this paper however, where the Log-Sobolev inequality is assumed for the single node measure $\mathbb{E}^{i,\omega}$ uniformly on the boundary conditions, as stated in hypothesis $(H0)$, the strong U-Bound inequality $(3.1)$ for $r > 2$ and $q = 2$ is not necessary. Instead we will prove the weaker version of it

$$(3.2) \mathbb{E}^{i,\omega} d^s(x_i)f^2 \leq C\mathbb{E}^{i,\omega} |\nabla_i f|^2 + C\mathbb{E}^{i,\omega} f^2$$

for $s < p - 1$. This will be then used in order to control the interactions and prove sweeping out relations as in Proposition 2.6 and Lemma 3.3. Weaker U-Bound inequalities than $(3.1)$ have been used in the past for measures without interaction in [H-Z] and [Pa1] in order to prove weaker inequalities than the Log-Sobolev, like F-Sobolev and Modified Log-Sobolev inequalities. In effect, we focus on bounding $\mathbb{E}^{i,\omega} d^s(x_i)f^2$ instead of $\mathbb{E}^{i,\omega} d^p(x_i)f^2$ that would had been the appropriate analogue U-bound for the Log-Sobolev inequality, than the inferior $(3.2)$, since it contains constants independent of the boundary conditions. Furthermore for $p$ larger than
the interactions power we can control the boundary conditions. Following closely
on the proof of U-bound inequalities for the free boundary measure in [H-Z], the
main U-bound inequality is proven in the following proposition.

Denote
\[ D_{i,\omega} = \partial_{d(x_i)} \phi(x_i) + \sum_{j \sim i} J_{ij} \partial_{d(x_i)} V(x_i, \omega_j) \]
and
\[ B_{i,\omega} = \partial^2_{d(x_i)} \phi(x_i) + \sum_{j \sim i} J_{ij} \partial^2_{d(x_i)} V(x_i, \omega_j) \]

**Lemma 3.1.** For any \( \omega_j, j \sim i \), denote \( B_N \) a set such that for all \( x_i \in B_N \) to have
\[ \sum_{j \sim i} J_{ij} \partial_{d(x_i)} V(x_i, \omega_j) < N \]

There exist large enough constants \( M > 0 \) and \( N > 0 \) such that for every \( x_i \in \mathcal{O} := \{ \partial_{d(x_i)} \phi(x_i) > M \} \cup \{ \partial_{d(x_i)} \phi(x_i) < M \} \cap B_N^c \) the following to hold
\[ |D_{i,\omega}(\Delta_i d) + B_{i,\omega}| \nabla_i d|^2 \leq \frac{\zeta}{2} |D_{i,\omega}|^2 |\nabla_i d|^2 \]
for some \( \zeta < 1 \).

**Proof.** To prove the lemma we will distinguish two main cases. At first we assume \( x_i : \partial_{d(x_i)} \phi(x_i) > M \). In this case we will consider two sub cases, (a) \( x_i \in B_N^c \) and (b) \( x_i \in B_N \). Then we will examine the third case (c) \( x_i \in \{ \partial_{d(x_i)} \phi(x_i) < M \} \cap B_N^c \).

Because of (H1.2) and (H1.4) we get
\[ B_{i,\omega} \leq k_1 \partial_{d(x_i)} \phi(x_i) + k_2 + k_2 \sum_{j \sim i} J_{ij} \partial_{d(x_i)} V(x_i, \omega_j) \]

We can then compute
\[ D_{i,\omega}(\Delta_i d) + B_{i,\omega}| \nabla_i d|^2 < (k_1 + k_2) \tau^2 + (\theta + k_1 \tau^2) \partial_{d(x_i)} \phi \]
\[ + (\theta + k_2 \tau^2) \sum_{j \sim i} J_{ij} \partial_{d(x_i)} V(x_i, \omega_j) \]
(3.3)

We also have
\[ \frac{1}{2} |D_{i,\omega}|^2 |\nabla_i d|^2 \geq \frac{\xi^2}{2} \left( \partial_{d(x_i)} \phi + \sum_{j \sim i} J_{ij} \partial_{d(x_i)} V(x_i, \omega_j) \right)^2 \]
(3.4)

where above we used the fact that
\[ 0 < \xi < |\nabla d| \leq \tau \]
for some \( \tau, \xi \in (0, \infty) \), and
\[ |\Delta d| < \theta \]
outside the unit ball \( \{d(x) < 1\} \) for some \( \theta \in (0, +\infty) \). If we choose \( M \) and \( N \) large enough such that

\[
\frac{\zeta_1 \xi^2}{2} \left( \partial_{\bar{d}(x_i)} \phi + \sum_{j \sim i} J_{i,j} \partial_{\bar{d}(x_j)} V(x_i, \omega_j) \right)^2 > (k_1 + k_2) \tau^2 + (\theta + k_1 \tau^2) \partial_{\bar{d}(x_i)} \phi + (\theta + k_2 \tau^2) \sum_{j \sim i} J_{i,j} \partial_{\bar{d}(x_j)} V(x_i, \omega_j)
\]

for some \( 0 < \zeta_1 < 1 \), then from (3.3) and (3.4) we obtain

\[
(3.5) \quad \frac{\zeta_1}{2} |D^{i,\omega}|^2 |\nabla d|^2 \geq |D^{i,\omega}| (\Delta_i d) + B^{i,\omega} |\nabla d|^2
\]

for \( 0 < \zeta_1 < 1 \).

b) \( x_i \in \{\partial_{\bar{d}(x_i)} \phi > M\} \cap B_N \).

In this case, according to (H1.4) we have

\[
\left| \sum_{j \sim i} J_{i,j} \partial_{\bar{d}(x_j)}^2 V(x_i, \omega_j) \right| \leq k_2 + k_2 \sum_{j \sim i} J_{i,j} \partial_{\bar{d}(x_j)}^2 V(x_i, \omega_j) \leq k_2 + k_2 N
\]

which together with (H1.2) gives

\[
B^{i,\omega} \leq k_1 + k_1 \partial_{\bar{d}(x_i)} \phi + k_2 + k_2 N
\]

Similarly

\[
D^{i,\omega} \leq \partial_{\bar{d}(x_i)} \phi + N
\]

Combining the last two together gives

\[
(3.6) \quad D^{i,\omega}(\Delta_i d) + B^{i,\omega} |\nabla d|^2 < (k_1 \tau^2 + \theta) \partial_{\bar{d}(x_i)} \phi + \tau^2 (k_1 + k_2) + (\theta + k_2 \tau^2) N
\]

If we choose \( M \) sufficiently large such that for every \( x : \partial_{\bar{d}(x_i)} \phi(x) > M \) to have

\[
(k_1 \tau^2 + \theta) \partial_{\bar{d}(x_i)} \phi + \tau^2 (k_1 + k_2) + (\theta + k_2 \tau^2) N < \frac{\zeta_2 \xi^2}{2} \phi^2 (\partial_{\bar{d}(x_i)} \phi)^2
\]

for some \( 0 < \zeta_2 < 1 \), then (3.6) becomes

\[
(3.7) \quad |D^{i,\omega}| (\Delta_i d) + B^{i,\omega} |\nabla d|^2 < \frac{\zeta_2 \xi^2}{2} (\partial_{\bar{d}(x_i)} \phi)^2 \leq \frac{\zeta_2}{2} |\nabla d|^2 |D^{i,\omega}|^2
\]

where above we used that from (H1.3) condition \( \partial_{\bar{d}(x)} V(x, y) \geq 0 \), one has \( (\partial_{\bar{d}(x)} \phi)^2 \leq |D^{i,\omega}|^2 \) and \( |\nabla d| \geq \xi \).

We will now look at the last case.

c) \( x_i \in \{\partial_{\bar{d}(x_i)} \phi < M\} \cap B_N \).

We have

\[
D^{i,\omega} \leq M + \sum_{j \sim i} J_{i,j} \partial_{\bar{d}(x_j)} V(x_i, \omega_j)
\]
and
\[ B^{i,\omega} \leq k_1 + k_1 \partial_{d(x_i)} \phi + k_2 + k_2 \sum_{j \sim i} J_{i,j} \partial_{d(x_i)} V(x_i, \omega_j) \]
\[ \leq k_1 + k_1 M + k_2 + k_2 \sum_{j \sim i} J_{i,j} \partial_{d(x_i)} V(x_i, \omega_j) \]
where above we used once more (H1.2) and (H1.4). Combining the last two inequalities leads to
\[ D^{i,\omega}(\Delta_i d) + B^{i,\omega} |\nabla_i d|^2 \leq (\theta + k_1 \tau^2) M + (k_2 + k_1) \tau^2 + (\theta + k_2 \tau^2) \sum_{j \sim i} J_{i,j} \partial_{d(x_i)} V(x_i, \omega_j) \]

(3.8)

We can also calculate
\[ \frac{1}{2} |D^{i,\omega}|^2 |\nabla_i d|^2 \geq \frac{1}{2} \left| \sum_{j \sim i} J_{i,j} \partial_{d(x_i)} V(x_i, \omega_j) \right|^2 \xi^2 \]
due to (H1.1). If we choose N sufficiently large so that
\[ (\theta + k_1 \tau^2) M + (k_2 + k_1) \tau^2 + (\theta + k_2 \tau^2) \sum_{j \sim i} J_{i,j} \partial_{d(x_i)} V(x_i, \omega_j) \leq \frac{\zeta_3}{2} \left| \sum_{j \sim i} J_{i,j} \partial_{d(x_i)} V(x_i, \omega_j) \right|^2 \xi^2 \]
then (3.8) and (3.9) gives
\[ (|D^{i,\omega}|(\Delta_i d) + B^{i,\omega} |\nabla_i d|^2) \leq \frac{\zeta_3}{2} |D^{i,\omega}|^2 |\nabla_i d|^2 \]
for some \( 0 < \zeta_3 < 1 \).

The lemma follows from (3.5), (3.7) and (3.10) for \( \zeta = \min\{\zeta_1, \zeta_2, \zeta_3\} \) \( \Box \)

Proposition 3.2. For \( E^{i,\omega} \) as in (H1) there exists a \( C > 0 \) such that
\[ E^{i,\omega} f^2 \leq C E^{i,\omega} |\nabla_i f|^2 + C E^{i,\omega} f^2 \]
for every \( r \leq 2(p - 1) \).

Proof. If we use the Leibnitz rule we have
\[ (\nabla_i f)e^{-\frac{H^{i,\omega}}{2}} = \nabla_i (fe^{-\frac{H^{i,\omega}}{2}}) + \frac{1}{2}(\nabla_i H^{i,\omega})fe^{-\frac{H^{i,\omega}}{2}} \]
If we square the last one and then integrate with respect to \( dx_i \) we obtain
\[ \int |\nabla_i f|^2 e^{-H^{i,\omega}} dx_i \geq \frac{1}{4} \int |\nabla_i H^{i,\omega}|^2 f^2 e^{-H^{i,\omega}} dx_i + \]
\[ \int \nabla_i H^{i,\omega} \cdot \nabla_i (fe^{-\frac{H^{i,\omega}}{2}})fe^{-\frac{H^{i,\omega}}{2}} dx_i \]
(3.11)
But
\[ \nabla_i H^{i,\omega} = \partial_{d(x_i)} \phi(x_i) \nabla_i d + \sum_{j \neq i} J_{ij} \partial_{d(x_i)} V(x_i, \omega_j) \nabla_i d = D^{i,\omega} \nabla_i d \]
Plugging the last one in (3.11) gives
\[
\int |\nabla_i f|^2 e^{-H^{i,\omega}} \, dx_i \geq \frac{1}{4} \int |D^{i,\omega}|^2 |\nabla_i d|^2 f^2 e^{-H^{i,\omega}} \, dx_i +
\int D^{i,\omega} \nabla_i d \cdot \nabla_i (fe^{-\frac{H^{i,\omega}}{2}}) e^{-\frac{H^{i,\omega}}{2}} \, dx_i
\]
(3.12)
Integrating by parts in the second term on the right hand side we have
\[
\int D^{i,\omega} \nabla_i d \cdot \nabla_i (fe^{-\frac{H^{i,\omega}}{2}}) e^{-\frac{H^{i,\omega}}{2}} \, dx_i = -\int (\nabla_i D^{i,\omega}) \cdot (\nabla_i d) f^2 e^{-H^{i,\omega}} \, dx_i - \int D^{i,\omega} (\Delta_i d) f^2 e^{-H^{i,\omega}} \, dx_i + \int D^{i,\omega} \nabla_i d \cdot \nabla_i (fe^{-\frac{H^{i,\omega}}{2}}) e^{-\frac{H^{i,\omega}}{2}} \, dx_i
\]
or equivalently
\[
\int D^{i,\omega} \nabla_i d \cdot \nabla_i (fe^{-\frac{H^{i,\omega}}{2}}) e^{-\frac{H^{i,\omega}}{2}} \, dx_i = -\frac{1}{2} \int (\nabla_i D^{i,\omega}) \cdot (\nabla_i d) f^2 e^{-H^{i,\omega}} \, dx_i - \frac{1}{2} \int (\nabla_i D^{i,\omega}) \cdot (\nabla_i d) f^2 e^{-H^{i,\omega}} \, dx_i
\]
(3.13)
From (3.12) and (3.13) we get
\[
\int |\nabla_i f|^2 e^{-H^{i,\omega}} \, dx_i \geq \frac{1}{4} \int |D^{i,\omega}|^2 |\nabla_i d|^2 f^2 e^{-H^{i,\omega}} \, dx_i +
\frac{1}{2} \int D^{i,\omega} (\Delta_i d) f^2 e^{-H^{i,\omega}} \, dx_i - \frac{1}{2} \int (\nabla_i D^{i,\omega}) \cdot (\nabla_i d) f^2 e^{-H^{i,\omega}} \, dx_i
\]
If we write
\[ \nabla_i D^{i,\omega} = B^{i,\omega} \nabla_i d \]
where we have denoted
\[ B^{i,\omega} = \partial_{d(x_i)}^2 \phi(x_i) + \sum_{j \neq i} J_{ij} \partial_{d(x_i)}^2 V(x_i, \omega_j) \]
we then have
\[
\int |\nabla_i f|^2 e^{-H^{i,\omega}} \, dx_i \geq \frac{1}{4} \int |D^{i,\omega}|^2 |\nabla_i d|^2 f^2 e^{-H^{i,\omega}} \, dx_i +
\frac{1}{2} \int (D^{i,\omega} (\Delta_i d) + B^{i,\omega} |\nabla_i d|^2) f^2 e^{-H^{i,\omega}} \, dx_i
\]
(3.14)
To continue we will distinguish two cases. At first we consider \( x_i \in \{ \partial_{d(x_i)} \phi(x_i) < M \} \cap B_N \). We then have
\[
\frac{1}{2} (|D^{i,\omega}| (\Delta_i d) + B^{i,\omega} |\nabla_i d|^2) \leq \frac{1}{2} ((M + N) \theta + (k_1 + k_1 M + N) \tau^2) = \tilde{C}
\]
from which (3.14) becomes
\[
\int \left\{ \partial_{d(x_i)} \phi(x_i) < M \right\} \cap B_N |D^{i,\omega}|^2 |\nabla_i d|^2 f^2 e^{-H^{i,\omega}} \, dx_i \leq 2 \int \left\{ \partial_{d(x_i)} \phi(x_i) < M \right\} \cap B_N |\nabla_i f|^2 e^{-H^{i,\omega}} \, dx_i + \\
2 \tilde{C} \int \left\{ \partial_{d(x_i)} \phi(x_i) < M \right\} \cap B_N f^2 e^{-H^{i,\omega}} \, dx_i
\]
(3.15)

In the case where \( x_i \) belongs in the complement of \( \{ \partial_{d(x_i)} \phi(x_i) > M \} \cap B_N \), that is \( x_i \in \mathcal{O} := \{ \partial_{d(x_i)} \phi(x_i) > M \} \cup \{ \partial_{d(x_i)} \phi(x_i) < M \} \cap B_N^c \) we can use Lemma 3.1 for \( N \) and \( M \) sufficiently large, to bound the right hand side of (3.14). We then get
\[
\int \mathcal{O} |\nabla_i f|^2 e^{-H^{i,\omega}} \, dx_i \geq \frac{1 - \frac{3}{4}}{4} \int \mathcal{O} |D^{i,\omega}|^2 |\nabla_i d|^2 f^2 e^{-H^{i,\omega}} \, dx_i
\]
(3.16)

for some \( \zeta < 1 \). Combining together (3.15) and (3.16) we obtain
\[
\int |D^{i,\omega}|^2 |\nabla_i d|^2 f^2 e^{-H^{i,\omega}} \, dx_i \leq \left( 2 + \frac{1 - \frac{3}{4}}{4} \right) \int |\nabla_i f|^2 e^{-H^{i,\omega}} \, dx_i + \\
2 \tilde{C} \int f^2 e^{-H^{i,\omega}} \, dx_i
\]

If we observe that
\[
\xi^2 \int |D^{i,\omega}|^2 f^2 e^{-H^{i,\omega}} \, dx_i \leq \int |D^{i,\omega}|^2 |\nabla_i d|^2 f^2 e^{-H^{i,\omega}} \, dx_i
\]
we then get
\[
\int |D^{i,\omega}|^2 f^2 e^{-H^{i,\omega}} \, dx_i \leq \frac{1}{\xi^2} \left( 2 + \frac{1 - \frac{3}{4}}{4} \right) \int |\nabla_i f|^2 e^{-H^{i,\omega}} \, dx_i + \\
2 \tilde{C} \int \frac{f^2 e^{-H^{i,\omega}}}{\xi^2} \, dx_i
\]
(3.17)

Furthermore, because of (H1.1) and (H1.3) we have
\[
d^{2(p-1)}(x_i) \leq \frac{1}{k_0^2} \left( \partial_{d(x_i)} \phi(x_i) \right)^2 \leq \frac{1}{k_0^2} |D^{i,\omega}|^2
\]

If we combine together the last one with (3.17) we obtain
\[
\int d^{2(p-1)}(x_i) f^2 e^{-H^{i,\omega}} \, dx_i \leq \frac{1}{\xi^2 k_0^2} \left( 2 + \frac{1 - \frac{3}{4}}{4} \right) \int |\nabla_i f|^2 e^{-H^{i,\omega}} \, dx_i + \\
\frac{2 \tilde{C}}{k_0^2 \xi^2} \int f^2 e^{-H^{i,\omega}} \, dx_i
\]

The first sweeping out relationships inequality follows.
**Lemma 3.3.** Suppose that hypothesis (H0) and (H1) are satisfied. Then for \( j \sim i \)

\[
\nu \left| \nabla_j (\mathbb{E}^i f) \right|^2 \leq D_1 \nu \left| \nabla_j f \right|^2 + D_2 \nu \left| \nabla_i f \right|^2
\]

holds for constants \( D_1 \in (0, \infty) \) and \( 0 < D_2 < 1. \)

**Proof.** If we denote \( \rho_i = \frac{e^{-H(x_i)}}{\int e^{-H(x_i)} dx} \) the density of the measure \( \mathbb{E}^i \) we can then write

\[
\left| \nabla_j (\mathbb{E}^i f) \right|^2 \leq \left| \nabla_j (\int \rho_i f dx_i) \right|^2 \leq \left( \int \left( \nabla_j f \right) \rho_i dx_i \right)^2 + 2 \nu \left| \int f \left( \nabla_j \rho_i \right) dx_i \right|^2 \leq c_1 \left| \mathbb{E}^i (\nabla_j f) \right|^2 + c_1 J^2 \nu \left| \mathbb{E}^i (f; \nabla_j V(x_j, x_i)) \right|^2
\]

(3.19)

where in (3.19) we used hypothesis (H1.4) to bound the coefficients \( J_{ij} \) and we have denoted \( c_1 = 2^8. \) If we apply the Hölder Inequality to the first term of (3.19) we obtain

\[
\nu \left| \nabla_j (\mathbb{E}^i f) \right|^2 \leq c_1 \nu \left| \mathbb{E}^i (\nabla_j f) \right|^2 + c_1 J^2 \nu \left| \mathbb{E}^i (f; \nabla_j V(x_j, x_i)) \right|^2 \leq c_1 \nu \left| \mathbb{E}^i (\nabla_j f) \right|^2 + c_1 J^2 \nu \mathbb{E}^i ((f - \mathbb{E}^i f)^2 (\nabla_j V(x_j, x_i))^2) \leq c_1 \nu \left| \nabla_j f \right|^2 + k_i c_1 J^2 \nu \mathbb{E}^i ((f - \mathbb{E}^i f)^2 (d^n(x_j) + d^n(x_i))
\]

from hypothesis (H1.3). Since according to (H0) the measures \( \mathbb{E}^{i, \omega} \) satisfy the Log-Sobolev Inequality, then as explained in Remark [1.4] they also satisfy the Spectral Gap inequality with constant \( c \) independently of the boundary conditions. If we use the Spectral Gap inequality for the measure \( \mathbb{E}^i \) to bound the second term on the right hand side we get

\[
\nu \left| \nabla_j (\mathbb{E}^i f) \right|^2 \leq c_1 \nu \left| \nabla_j f \right|^2 + k_i c_1 J^2 \nu \left| \nabla_j f \right|^2 + k_i c_1 J^2 \nu \mathbb{E}^i ((f - \mathbb{E}^i f)^2 d^n(x_i)) + k_i c_1 J^2 \nu \mathbb{E}^i ((f - \mathbb{E}^i f)^2 d^n(x_j))
\]

(3.20)

In order to bound the first term on the right hand side of (3.20) we can use Proposition 3.2.

\[
(3.21) \quad \nu \mathbb{E}^i ((f - \mathbb{E}^i f)^2 d^n(x_i)) \leq C \nu |\nabla_i f|^2 + C \nu \mathbb{E}^i (f - \mathbb{E}^i f)^2 \leq C (1+c) \nu |\nabla_i f|^2
\]

where in the last one we used the Spectral Gap inequality. For the second term on the right hand side of (3.20) we can use again Proposition 3.2.

\[
(3.22) \quad \nu \mathbb{E}^i ((f - \mathbb{E}^i f)^2 d^n(x_j)) \leq C \nu |\nabla_j (f - \mathbb{E}^i f)|^2 + C \nu \mathbb{E}^i (f - \mathbb{E}^i f)^2 \leq 2C \nu |\nabla_j f|^2 + 2C \nu \mathbb{E}^i (f - \mathbb{E}^i f)^2 + C \nu |\nabla_i f|^2
\]
where above we used again the Spectral Gap inequality for the measure $\mathbb{E}^i$. If we combine together (3.20), (3.21) and (3.22) we get

$$\nu |\nabla_j(\mathbb{E}^i f)|^2 \leq (c_1 J^2 C + c_1 + k c_1 J^2) \nu |\nabla_j f|^2 + (k c_1 J^2 C (1 + c) + k c_1 J^2 C c) \nu |\nabla_i f|^2 + k c_1 J^2 C \nu |\nabla_j(\mathbb{E}^i f)|^2$$

(3.23)

If we choose $J$ sufficiently small so that

$$\frac{(c_1 C (1 + c) + c_1 C c) J^2}{1 - k c_1 J^2 C} \leq J$$

we get the lemma.

Furthermore from (3.22) and Lemma 3.3 we also get the following Corollary.

**Corollary 3.4.** Suppose that hypothesis (H0) and (H1) are satisfied. Then for $i \sim j$ the following holds

$$\nu \mathbb{E}^i ((f - \mathbb{E}^i f)^2 d^g(x_j)) \leq D_3 \nu |\nabla_j f|^2 + D_3 \nu |\nabla_i f|^2$$

for some constant $D_3 > 0$.

**Proposition 3.5.** Suppose that hypothesis (H0) and (H1) are satisfied. Then for $j \sim i$

$$\nu |\nabla_{\Gamma_1}(\mathbb{E}^{\Gamma_0} f)|^2 \leq R_1 \nu |\nabla_{\Gamma_1} f|^2 + R_2 \nu |\nabla_{\Gamma_0} f|^2$$

for constants $R_1 \in (0, \infty)$ and $0 < R_2 < 1$.

**Proof.**

(3.24)

$$\nu |\nabla_{\Gamma_1}(\mathbb{E}^{\Gamma_0} f)|^2 = \sum_{i \in \Gamma_1} \nu |\nabla_i (\mathbb{E}^{\Gamma_0} f)|^2 \leq \sum_{i \in \Gamma_1} \nu |\nabla_i (\mathbb{E}^{\{\sim i\}} f)|^2$$

If we denote the neighbours of node $i$ as $\{\sim\} = \{j_1, j_2, j_3, j_4\}$ then for any $i \in \Gamma_1$ we have

$$\nu |\nabla_i (\mathbb{E}^{\{\sim i\}} f)|^2 = \nu |\nabla_i (\mathbb{E}^{\{j_1,j_2,j_3,j_4\}} f)|^2 = \nu |\nabla_i (\mathbb{E}^{j_1 \mathbb{E}^{\{j_2,j_3,j_4\}} f})|^2$$

If we use Lemma 3.3 we get

$$\nu |\nabla_i (\mathbb{E}^{j_1 \mathbb{E}^{\{j_2,j_3,j_4\}} f})|^2 \leq D_1 \nu |\nabla_i E^{\{j_2,j_3,j_4\}} f|^2 + D_2 \nu |\nabla_{j_1} E^{\{j_2,j_3,j_4\}} f|^2 = D_1 \nu |\nabla_i E^{j_2 \mathbb{E}^{j_3,j_4} f}|^2 + D_2 \nu |\nabla_{j_1} f|^2$$

since $j_k,j_l \in \{\sim i\}$ for $k \neq l$ have distance greater than the interaction one. If we apply again Lemma 3.3 three more times on the first term on the right hand side
of the last inequality we will finally obtain
\[ \nu |\nabla (E^{(3-i)} f)|^2 \leq D_1 \nu |\nabla (E^{(j_2+j_3+j_4)} f)|^2 + D_2 \nu |\nabla (j_4 E^{(j_2+j_3,j_4)} f)|^2 = \]
\[ D_1 \nu |\nabla_j f|^2 + D_2 \nu |\nabla_j f|^2 + D_2 \nu |\nabla_j f|^2 + D_2 \nu |\nabla_j f|^2 \leq \]
\[ D_1^2 \nu |\nabla_j f|^2 + D_2^2 \nu |\nabla_j f|^2 \]

Plugging the last one in (3.24) gives
\[ \nu |\nabla (E^{(3)} f)|^2 = D_1 \sum_{i \in \Gamma_1} \nu |\nabla_i f|^2 + 4D_2 \sum_{j \in \Gamma_0} \nu |\nabla_j f|^2 \]

which proves the proposition for \( J \) sufficiently small so that \( 4D_1^2 D_2 < 1 \). \( \square \)

Now we can prove the a.e. convergence of \( P_n \) to the infinite dimensional Gibbs measure \( \nu \) stated in Proposition 2.7.

**Proof of Proposition 2.7.** Following [G-Z] we will show that in \( L_1(\nu) \) we have
\[ \lim_{n \to \infty} P_n = \nu. \]
We have that
\[ \nu |f - E^{\Gamma_1} E^{\Gamma_0} f|^2 \leq 2^2 \nu |f - E^{\Gamma_0} f|^2 + 2^2 \nu E^{\Gamma_1} |E^{\Gamma_0} f - E^{\Gamma_1} E^{\Gamma_0} f|^2 \]
\[ \leq 2^2 c \nu |\nabla \Gamma_0 f|^2 + 2^2 c |\nabla \Gamma_1 (E^{\Gamma_0} f)|^2 \]  
(3.25)

The last inequality due to the fact that both the measures \( E^{\Gamma_0} \) and \( E^{\Gamma_1} \) satisfy the Log-Sobolev Inequality and the Spectral Gap inequality with constant \( c \) independently of the boundary conditions. If we use Proposition 3.3 we get
\[ 2^2 c \nu |\nabla \Gamma_0 f|^2 + 2^2 c (R_1 \nu |\nabla \Gamma_1 f|^2 + R_2 \nu |\nabla \Gamma_0 f|^2) \]

From the last inequality we obtain that for any \( n \in \mathbb{N} \),
\[ \nu |P_n f - P_{n+1} f|^2 \leq 2^2 c \nu |\nabla \Gamma_0 P_n f|^2 + 2^2 c R_2 \nu |\nabla \Gamma_0 P_n f|^2 \]

If we use once more Lemma 3.3 we have the following bound
\[ \nu |P_n f - P_{n+1} f|^2 \leq 2^2 c (1 + R_2) (R_1 R_2^{n-1} \nu |\nabla \Gamma_1 f|^2 + R_2^{n} \nu |\nabla \Gamma_0 f|^2) \]

which converges to zero as \( n \) goes to infinity, because of \( R_2 < 1 \). Thus, the sequence
\[ \{ P_n f - \nu P_n f \}_{n \in \mathbb{N}} \]

converges \( \nu \)-almost surely by the Borel-Cantelli lemma. The limit of \( P_n f - \nu P_n f = P_n f - \nu f \) is therefore constant and hence identical to zero a.e. \( \square \)
4. Proof of Proposition 2.6

Before we prove Proposition 2.6, we present some useful lemmata. First we define

\[ W_i^j = \nabla_i V(x_j, x_i) \quad \text{and} \quad U_i^j = |W_i^j|^2 + \mathbb{E}^j |W_i^j|^2 \]

for \( j \sim i \). Define now the quantity

\[ A_i^j(f) = (\mathbb{E}^j|f|^q)^{-1} |\mathbb{E}^j(f^2; W_i^j)|^2 \]

**Lemma 4.1.** For every \( i \sim j \) the following inequality holds

\[ \left| \nabla_i (\mathbb{E}^j|f|^2)^{\frac{1}{2}} \right|^2 \leq c_1 |\mathbb{E}^j|\nabla_i f|^2 + \frac{J^2 c_1}{2^2} A_i^j(f) \]

**Proof.** We have

\[ \left| \nabla_i (\mathbb{E}^j f^2)^{\frac{1}{2}} \right|^2 = \frac{1}{2^2} (\mathbb{E}^j f^2)^{-1} \left| \nabla_i (\mathbb{E}^j f^2) \right|^2 = \frac{1}{2^2} \left| \nabla_i (\mathbb{E}^j f^2) \right|^2 \]

(4.1)

But from relationship (3.18) of Lemma 4.5, for \( \rho_j \) being the density of \( \mathbb{E}^j \) we have

\[ |\nabla_i (\mathbb{E}^j f^2)|^2 = |\nabla_i (\int \rho_j f^2 dx_j)|^2 \leq \]

(4.2)

\[ 2^2 \left| \int \nabla_i (f^2) \rho_j dx_j \right|^2 + 2^2 \left| \int f^2 (\nabla_i \rho_j) dx_j \right|^2 \]

For the second term in (4.2) we have

(4.3)

\[ \left| \int f^2 (\nabla_i \rho_j) dx_j \right|^2 \leq J^2 |\mathbb{E}^j(f^2; \nabla_i V(x_j, x_i))|^2 \]

While for the first term of (4.2) the following bound holds

\[ \left| \int \nabla_i (f^2) \rho_j dx_j \right|^2 = 2^2 |\mathbb{E}^j(f^2)|^2 \leq 2^2 (\mathbb{E}^j f^2) \left( \mathbb{E}^j |\nabla_i f|^2 \right) \]

(4.4)

\[ = 2^2 (\mathbb{E}^j f^2) \left( \mathbb{E}^j |\nabla_i f|^2 \right) \]

where above we used the Hölder inequality. If we plug (4.3) and (4.4) in (4.2) we get

\[ |\nabla_i (\mathbb{E}^j f^2)|^2 \leq 2^{2} 2^2 \left( \mathbb{E}^j f^2 \right) \left( \mathbb{E}^j |\nabla_i f|^2 \right) + 2^2 J^2 |\mathbb{E}^j f^2; \nabla_i V(x_j, x_i))|^2 \]

From the last relationship and (4.1) the lemma follows.

\[ \square \]

The next lemma presents an estimates of \( A_i^j(f) \).
Lemma 4.2. Suppose that that hypothesis (H0) and (H1) are satisfied. Then for $i \sim j$ the following hold for some constant $m_0 > 0$

$$\nu A^j_i(f) \leq m_0 \nu |\nabla_j f|^2 + m_0 \sum_{i \sim j} \nu |\nabla_i f|^2$$

Proof. We can initially bound $A^j_i(f)$ with the use of the following lemma.

Lemma 4.3. For any probability measure $\mu$ the following inequality holds

$$\mu(|f|^2; h) \leq c_0 \left( \mu(|f|^2)^\frac{1}{2} (\mu(|f|^2)) \right)$$

for some constant $c_0$ uniformly on the boundary conditions.

The proof of Lemma 4.3 can be found in [Pa2]. We then get

$$A^j_i(f) = (\mathbb{E}^j f^2)^{-1} |\mathbb{E}^j(f^2; W^j_i)|^2 \leq c_0^2 \mathbb{E}^j(|f - \mathbb{E}^j f|^2 U^j_i)$$

On the right hand side we can use the following entropic inequality (see [D-S])

$$\forall t > 0, \mu(uv) \leq \frac{1}{t} \log (\mu(e^{iu})) + \frac{1}{t} \mu(v \log v)$$

for any probability measure $\mu$ and $v > 0$, $\mu v = 1$. That will give

$$\nu A^j_i(f) \leq \frac{c_0^2 \nu}{\epsilon} |\mathbb{E}^j f|^2 \log \frac{|f - \mathbb{E}^j f|^2}{|\mathbb{E}^j f|^2} + \frac{c_0^2 \nu}{\epsilon} |\mathbb{E}^j f|^2 \log \mathbb{E}^j e^{U^j_i}$$

If we use hypothesis (H0) for $\mathbb{E}^j$ then we can bound $A^j_i(f)$ by

$$\nu A^j_i(f) \leq \frac{c_0^2 \nu}{\epsilon} |\mathbb{E}^j \nabla_j f|^2 + \frac{c_0^2 \nu}{\epsilon} |\mathbb{E}^j f|^2 \log \mathbb{E}^j e^{U^j_i}$$

For the exponent on the right and side of (4.6), we can compute

$$\log \mathbb{E}^j e^{U^j_i} = \log \left( e^{\mathbb{E}^j |W^j_i|^2} \mathbb{E}^j e^{\mathbb{E}^j |W^j_i|^2} \right) = \mathbb{E}^j |W^j_i|^2 + \log \mathbb{E}^j e^{\mathbb{E}^j |W^j_i|^2} \leq \epsilon k + \epsilon k \sum_{i \sim j} d^s(\omega_i) \log e^{\epsilon k \sum_{i \sim j} d^s(\omega_i)} = (\epsilon + 1) k + (\epsilon + 1) k \sum_{i \sim j} d^s(\omega_i)$$

where above we used (H1.3) for some $\epsilon > 0$ sufficiently small. Plugging the last one in (4.6) gives

$$\nu A^j_i(f) \leq \frac{c_0^2 \nu}{\epsilon} |\mathbb{E}^j \nabla_j f|^2 + \frac{(\epsilon + 1) k c_0^2}{\epsilon} \mathbb{E}^j |f - \mathbb{E}^j f|^2 + \frac{(\epsilon + 1) k c_0^2}{\epsilon} \sum_{i \sim j} \mathbb{E}^i \mathbb{E}^j |f - \mathbb{E}^j f|^2 d^s(\omega_i) \leq$$

$$\frac{(k \epsilon + k + 1) c_0^2}{\epsilon} |\nabla_j f|^2 + \frac{(\epsilon + 1) k c_0^2}{\epsilon} \sum_{i \sim j} \mathbb{E}^i \left( |f - \mathbb{E}^j f|^2 d^s(\omega_i) \right)$$

(4.7)
where above the second term on the rhs was bounded with the use of the Spectral Gap inequality for the \(\mathbb{E}^t\) measure. We can bound the last term on the right hand side of (4.7) with the use of Corollary [3.4]

\[
\nu A^i_t(f) \leq \frac{(k\epsilon + k + 1)c + 4D_3(\epsilon + 1)k\epsilon^2_0}{\epsilon} \nu |\nabla_j f|^2 + \frac{D_3(\epsilon + 1)k\epsilon^2_0}{\epsilon} \sum_{i\sim j} \nu |\nabla_i f|^2
\]

If we combine together Lemma [4.1] and [4.2] we obtain the following corollary.

**Corollary 4.4.** Suppose that that hypothesis (H0) and (H1) are satisfied. Then for every \(i \sim j\) the following inequality holds

\[
\nu |\nabla_i (\mathbb{E}^t |f|^2)^\frac{1}{2}|^2 \leq G_1 \nu |\nabla_i f|^2 + G_2 \nu |\nabla_j f|^2 + G_2 \sum_{t \sim j, t \neq i} \nu |\nabla_i f|^2
\]

for \(G_1 > 0\) and \(G_2 \leq 1\).

We can now prove Proposition [2.6].

**Proof of Proposition 2.6.**

If we denote \(\{ \sim i \} = \{ i_1, i_2, i_3, i_4 \}\) the neighbours of note \(i\), then we can write

\[(4.8) \quad \nu |\nabla_{i_1} (\mathbb{E}^\Gamma_0 f^2)^\frac{1}{2}|^2 = \sum_{i_1 \in \Gamma_1} \nu |\nabla_{i_1} (\mathbb{E}^\Gamma_0 f^2)^\frac{1}{2}|^2 \leq \sum_{i_1 \in \Gamma_1} \nu |\nabla_{i_1} (\mathbb{E}^{\{\sim i\}} f^2)^\frac{1}{2}|^2
\]

We can bound the last one with the use of Corollary [4.4]

\[(4.9) \quad \nu |\nabla_{i_1} (\mathbb{E}^{\{\sim i\}} f^2)^\frac{1}{2}|^2 = \nu |\nabla_{i_1} (\mathbb{E}^{i_{12,i_3,i_4}} f^2)^\frac{1}{2}|^2 \leq G_1 \nu |\nabla_{i_1} (\mathbb{E}^{i_{12,i_3,i_4}} f^2)^\frac{1}{2}|^2 + G_2 \sum_{t \sim i_1, t \neq i} \nu |\nabla_{i_1} (\mathbb{E}^{\{i_{12,i_3,i_4}\}} f^2)^\frac{1}{2}|^2
\]

Since \(i_1\) has distance bigger than the interaction one from \(i_2, i_3, i_4\), the second term on the right hand side is

\[(4.10) \quad \nu |\nabla_{i_1} (\mathbb{E}^{\{i_{12,i_3,i_4}\}} f^2)^\frac{1}{2}|^2 = \nu |\nabla_{i_1} f|^2
\]

For the third term, we can distinguish between the \(t\)'s in \(\{ t \sim i_1, t \neq i \}\) which neighbour only \(i_1\) of all the nodes in \(\{ \sim i \}\), which we will denote \(i'_{1}\), and the \(t\)'s in \(\{ t \sim i_1, t \neq i \}\) which also neighbour another node in \(\{ \sim i \}\), which we will denote \(i_{1k}\) if \(i_k\) is the second node in \(\{ \sim i \}\) that they neighbour. In that way, if the neighbours of \(i, \{ \sim i \} = i_1, i_2, i_3, i_4\) are numbered clockwise, then \(i_{12}\) neighbours both \(i_1, i_2\) and \(i_{14}\) neighbours both \(i_1, i_4\). If we use again Corollary [4.4] to bound the third term on (4.9) then for the \(t\) in \(\{ t \sim i_1, t \neq i \} = \{ i'_{1}, i_{12}, i_{14} \}\) we have

\[(4.11) \quad \nu |\nabla_{i'_{1}} (\mathbb{E}^{\{i_{12,i_3,i_4}\}} f^2)^\frac{1}{2}|^2 = \nu |\nabla_{i'_{1}} f|^2
\]
and
\[ \nu \left| \nabla_{i_2} \left( \mathbb{E}^{\{i_2,i_3,i_4\} f^2} \right)^{\frac{1}{2}} \right|^2 = \nu \left| \nabla_{i_2} \left( \mathbb{E}^{\{i_1,i_3,i_4\} f^2} \right)^{\frac{1}{2}} \right|^2 \leq G_1 \nu \left| \nabla_{i_2} \left( \mathbb{E}^{\{i_1,i_3,i_4\} f^2} \right)^{\frac{1}{2}} \right|^2 + G_2 \nu \left| \nabla_i \left( \mathbb{E}^{\{i_1,i_3,i_4\} f^2} \right)^{\frac{1}{2}} \right|^2 + \]
\[
G_2 \nu \left| \nabla_{i_3} f \right|^2 + G_2 \sum_{t \sim i_2, \tilde{t} \neq i_1} \nu \left| \nabla_{\tilde{t}} f \right|^2.
\]

Since \( \{t \sim i_2, t \neq i_{12} \} = \{i, i_{23}, \tilde{i}_2\} \) the last becomes
\[
\nu \left| \nabla_{i_2} \left( \mathbb{E}^{\{i_2,i_3,i_4\} f^2} \right)^{\frac{1}{2}} \right|^2 \leq G_1 \nu \left| \nabla_{i_2} f \right|^2 + G_2 \nu \left| \nabla_i f \right|^2 + G_2 \nu \left| \nabla_{\tilde{i}_2} f \right|^2 + \]
\[
G_2 \nu \left| \nabla_{i_3} f \right|^2 + G_2 \sum_{t \sim i_2, \tilde{t} \neq i_{12}} \nu \left| \nabla_{\tilde{t}} f \right|^2.
\]

(4.12)

where above was made use once more of Corollary 4.4. Similarly we can compute
\[
\nu \left| \nabla_{i_4} \left( \mathbb{E}^{\{i_1,i_2,i_3,i_4\} f^2} \right)^{\frac{1}{2}} \right|^2 \leq G_1 \nu \left| \nabla_{i_4} f \right|^2 + G_2 \nu \left| \nabla_i f \right|^2 + G_2 \nu \left| \nabla_{\tilde{i}_4} f \right|^2 + \]
\[
G_2 \nu \left| \nabla_i f \right|^2 + G_2 \sum_{t \sim i_4, \tilde{t} \neq i_3} \nu \left| \nabla_{\tilde{t}} f \right|^2.
\]

(4.13)

If we plug (1.10), (1.11), (4.12) and (4.13) in (4.9) we get
\[
\nu \left| \nabla_i \left( \mathbb{E}^{\{i_1,i_2,i_3,i_4\} f^2} \right)^{\frac{1}{2}} \right|^2 \leq G_1 \nu \left| \nabla_i \left( \mathbb{E}^{\{i_2,i_3,i_4\} f^2} \right)^{\frac{1}{2}} \right|^2 + G_2 \nu \left| \nabla_i \left( \mathbb{E}^{\{i_1,i_3,i_4\} f^2} \right)^{\frac{1}{2}} \right|^2 + \]
\[
G_2 \nu \left| \nabla_i \left( \mathbb{E}^{\{i_2,i_3\} f^2} \right)^{\frac{1}{2}} \right|^2 + G_2 \tilde{A} \sum_{j \sim i} \nu \left| \nabla_j f \right|^2 + G_2 \tilde{A} \sum_{k=1}^4 \nu \left| \nabla_{i_k} f \right|^2 + \]
\[
G_2 \tilde{A} \left( \nu \left| \nabla_{i_2} f \right|^2 + \nu \left| \nabla_{i_4} f \right|^2 + \nu \left| \nabla_{i_3} f \right|^2 \right).
\]

(4.14)

for some positive constant \( \tilde{A} > 0 \). If we repeat the same calculation for the first three terms on the right hand side of the last inequality we will finally obtain
\[
\nu \left| \nabla_i \left( \mathbb{E}^{\{\sim i\} f^2} \right)^{\frac{1}{2}} \right|^2 \leq G_1 \nu \left| \nabla_i f \right|^2 + G_2 \tilde{B} \sum_{j \sim i} \nu \left| \nabla_j f \right|^2 + G_2 \tilde{B} \sum_{j: \text{dist}(j,i) = 2} \nu \left| \nabla_j f \right|^2
\]
for some constant \( \bar{B} > 0 \). From the last one and (4.8) we finally have

\[
\nu |\nabla_{\Gamma_1}(E_{\Gamma_0} f^2)|^2 \leq (G_1 + 8G_2 \bar{B}) \nu |\nabla_{\Gamma_1} f|^2 + 4G_2 \bar{B} \nu |\nabla_{\Gamma_0} f|^2
\]

which gives the proposition for sufficiently small \( J \) such that \( 4G_2 \bar{B} < 1 \).

5. Conclusion

In the present work, we have looked in the Logarithmic Sobolev inequality for the infinite volume Gibbs measure. As explained in the introduction, the criterion presented in Theorem 2.1 can in particular be applied in the case of local specifications \( \{E_\Lambda, \omega\}_{\Lambda \subset \subset Z^d, \omega \in \Omega} \) with no quadratic interactions for which

\[
\|\nabla_i \nabla_j V(x_i, x_j)\|_\infty = \infty
\]

Thus, we have shown that our results can go beyond the usual uniform boundness of the second derivative of the interactions considered in \([Z1], [Z2], [M], [Pa2] \) and \([O-R] \).

The main assumption about the local specification has been that the one site measure \( E_{i, \omega} \) satisfies the Log-Sobolev Inequality with a constant uniformly to the boundary conditions. Then, under the assumption that the phase \( \phi(x) \geq d^p(x) \) for \( p \geq 2 \) dominates over the interactions, in the sense that

\[
|\nabla_j V(x_i, \omega_j)|^2 \leq k + k(d^p(x_i) + d^s(\omega_j))
\]

for \( s \leq p - 1 \), the Log-Sobolev inequality is extended to the infinite dimensional Gibbs measure.

In addition to the two main natural conditions mentioned above, one further was placed on the interactions, that is (H1.1) that requires

\[
\partial_{d(x)} V(x, y) \geq 0
\]

One can look in extended the current result to the more general case where (H1.1) is not required, which will allow for a greater variety of non quadratic interactions to be considered.
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