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ABSTRACT. We study the computational complexity of the eigenvalue problem for the Klein-Gordon equation in the framework of the Solvability Complexity Index Hierarchy. We prove that the eigenvalue of the Klein-Gordon equation with linearly decaying potential can be computed in a single limit with guaranteed error bounds from above. The proof is constructive, i.e. we obtain a numerical algorithm that can be implemented on a computer. Moreover, we prove abstract enclosures for the point spectrum of the Klein-Gordon equation and we compare our numerical results to these enclosures. Finally, we apply both the implemented algorithm and our abstract enclosures to several physically relevant potentials such as Sauter and cusp potentials and we provide a convergence and error analysis.

1. Introduction and Main Results

Reliably computing eigenvalues and spectra poses major challenges across physics, spanning the wide range from computing resonances in quantum mechanics over the wealth of extremely hard computational spectral problems in hydrodynamics and electromagnetics to the new era of spectral light tuning in metamaterials, see e.g. [10], [4], [12], [2]. These challenges are due to inherent properties of physical systems including lack of symmetry, coupling of different phenomena or infinite dimensional effects such as non-discrete spectrum which may cause serious failures of domain truncation methods or finite dimensional approximations, see e.g. [16], [33]. There are two such highly undesirable failures: spectral pollution, where finite dimensional eigenvalue approximations converge to a point that is not a true spectral point and spectral invisibility where a true spectral point is not seen by the finite dimensional approximations, see e.g. [13], [11], [3]. Therefore there is an urgent need for tools that allow physicists and applied mathematicians to assess whether their computational problems are prone to these failures and to estimate the complexity of the required computational tasks.

A key breakthrough in this direction was the introduction of the Solvability Complexity Index (SCI) by A. Hansen in 2011 [25] and the SCI Hierarchy by J. Ben-Artzi et al. in 2015 [6] which has opened up a completely new pathway to the analysis and numerics of spectral problems and sparked progress for many computational problems in physics. The SCI hierarchy offers a framework to compare the complexity of computational tasks such as approximating the spectrum in Hausdorff distance (or the Attouch-Wets metric in the unbounded case) for different classes of linear operators. This classification involves the number of successive limits required for the approximation, the availability of error bounds and, in its finest form, also the type of algorithm such as arithmetic.

The enormous impact of the SCI hierarchy in computational spectral theory has several reasons. First, it revealed why even the most common open problems such as computing the eigenvalues of Schrödinger operators with bounded, even real-valued potentials using point-values of the potential have remained open for more than 9 decades since quantum mechanics was created. Secondly, it helped to solve such longstanding open problems not only for compact, bounded, selfadjoint and normal operators [6, Thm. 7.5], but also for unbounded operators with certain resolvent growth and non-empty essential spectrum. Thirdly, the corresponding results are not only theoretical, but they yield practically implementable algorithms which have been shown to perform well for large scale problems in physics [21].
The urgent need to classify computational problems in spectral theory in the SCI Hierarchy is further substantiated by parallel research on challenges in spectral approximation such as spectral pollution or spectral invisibility and methods to avoid them, see e.g. [10], [11]. In recent years, since the fundamental work [6] which contains a detailed study on computing the spectra and pseudospectra of bounded matrix operators on $\ell^2(\mathbb{N})$ as well as results on computing spectra and pseudospectra of Schrödinger operators with potentials satisfying a uniform BV bound (cf. [6, Thm. 8.3, 8.5]), the SCI theory has been further developed in multiple directions. We mention the works [17, 19, 39] on matrix operators; [5, 18] on the computation of spectral measures, and [7, 8] on the computation of scattering resonances.

While many of the above works obtained results on the (nonrelativistic) Schrödinger equation, no SCI results seem to exist so far on relativistic models, such as the Klein-Gordon or Dirac equations. The present article begins to fill this gap: we study the spectral problem for the Klein-Gordon equation in the framework of the SCI Hierarchy. The novelty of this contribution is computational, physically relevant as well as mathematical. Indeed, the spectral problem for the Klein-Gordon equation is non-standard in the sense that one is lead to the study of quadratic operator pencils rather than classical eigenvalue equations which lead to linear monic pencils. Moreover, essential spectrum is not only present but it is not semi-bounded; even bounded symmetric potentials may create complex eigenvalues in addition to the two unbounded rays of real essential spectrum. Accordingly, new methods are needed to study spectral computation which require an intimate interplay of analysis and numerics with operator theory. The development and evaluation of these techniques, along with corresponding implementable algorithms, are the focus of this article.

In the next two subsections we present our main results on the computational spectral problem for the Klein-Gordon equation and we introduce the SCI hierarchy allowing us to interpret our results therein.

1.1. The Klein-Gordon equation. In quantum mechanics the Klein-Gordon equation

$$
\left( -\left( -i\hbar \frac{\partial}{\partial t} - e\varphi \right)^2 + c^2 \left( -i\hbar \nabla - \frac{e}{c} \vec{A} \right)^2 + m^2 c^4 \right) U = 0
$$

describes the motion of a relativistic spinless particle with mass $m$ and charge $e$ in an electromagnetic field with scalar potential $\varphi$ and vector potential $\vec{A}$; here $c$ is the speed of light and $\hbar$ is the Planck constant. If we separate time by setting $U(x, t) := e^{i\lambda t} u(x)$, $x \in \mathbb{R}^d$, $t \in \mathbb{R}$, normalize $c$ to 1, let $V$ be the multiplication operator by $e\varphi$ in $L^2(\mathbb{R}^d)$ and $A_0 := (-i\hbar \nabla - e\vec{A})^2$, then (1.1) leads to a quadratic eigenvalue problem in $\lambda$, which we will cast in a more abstract framework.

To this end, let $(\mathcal{H}, \langle \cdot, \cdot \rangle)$ be a separable Hilbert space, let $A_0$ be a nonnegative operator on $\mathcal{H}$ and $H_0 := A_0 + m^2$ with $m > 0$. If $V$ is a symmetric operator with $\text{dom} H_0^{1/2} \subset \text{dom} A_0$, the operator $V H_0^{-1/2}$ is bounded in $\mathcal{H}$. Then the quadratic eigenvalue problem associated with (1.1) is of the form

$$
T_V(\lambda) u = 0, \quad \lambda \in \mathbb{C},
$$

where the Klein-Gordon operator polynomial (or pencil) in $\mathcal{H}$ is given by

$$
T_V(\lambda) := H_0 - (V - \lambda)^2, \quad \text{dom} T_V(\lambda) = \text{dom} H_0, \quad \lambda \in \mathbb{C}.
$$

If we assume that $S := VH_0^{-1/2} = S_0 + S_1$ with a strict contraction $S_0$ and compact $S_1$, as in [28], [29], [30], then it is well-known that the essential spectrum of $T_V$ has a gap around 0 and that the non-real spectrum of $T_V$ is discrete, see [28], [29]. Moreover, one can show that if $S_0 = 0$, then the essential spectrum of $T_V$ is given by the half lines $(-\infty, -m] \cup [m, \infty)$ and any other spectral points are discrete eigenvalues. We ensure that $S_0 = 0$ by making the following assumptions throughout the paper.

Hypothesis 1.1. Unless otherwise stated, assume that $\mathcal{H} = L^2(\mathbb{R}^d)$, and $\tilde{A} = 0$, i.e. $A_0 = -\Delta$, $\text{dom}(A_0) = H^2(\mathbb{R}^d)$. Moreover, assume that

(i) $V \in W^{1,p}(\mathbb{R}^d)$ for some $p > d$,

(ii) there exists a constant $M > 0$ such that

$$
(H_M) \quad \|V\|_{W^{1,p}(\mathbb{R}^d)} \leq M, \quad \|V(x)\| \leq M(1 + |x|^2)^{-\frac{d}{2}} \quad \text{for all } x \in \mathbb{R}^d.
$$

It is easy to see from the Fréchet-Kolmogorov-Riesz theorem [34, Th. XIII.66] that Hypothesis 1.1 implies compactness of $VH_0^{-1/2}$ and thus $S_0 = 0$. Therefore

$$
\sigma_{\text{ess}}(T_V) = \sigma_{\text{ess}}(T_0) = \{\lambda \in \mathbb{C} | \lambda^2 \in \sigma(H_0)\} = -\sqrt{\sigma(H_0)} \cup \sqrt{\sigma(H_0)},
$$

where $\sigma(H_0)$ is the spectrum of $H_0$. This is our starting point for the classification of the SCI Hierarchy.
Let $V$ satisfy Hypothesis 1.1. Then there exist computational routines $\Gamma_n$ (depending only on $p, M$), which take their input from the set of point values of $V$ and produce sets $\Gamma_n(V) \subset \mathbb{C}$ such that

\begin{align*}
\text{(i)} & \quad d_H(\Gamma_n(V), \sigma(T_V)) \to 0 \quad \text{for } n \to \infty.
\end{align*}

If the constant $M$ in $(H_M)$ is known a-priori, then in addition to (i) we obtain the error bound

\begin{align*}
\text{(ii)} & \quad \sup_{z \in \sigma(T_V)} \text{dist}(z, \Gamma_n(V)) \leq \frac{1}{n} \quad \text{for all } n \in \mathbb{N}
\end{align*}

(for details, see Theorem 6.9).

Remark 1.3. (i) Theorem 1.2 implies a classification result in the Solvability Complexity Index Hierarchy. For details, see Corollary 2.9 below.

(ii) Not only does Theorem 1.2 give an existence result, but its proof is constructive. In Definition 6.7 below we give a concrete definition of an algorithm that achieves (i), (ii) and can be implemented on a computer. Indeed, in Section 7.2 we present numerical results obtained from a MATLAB implementation of our algorithm.

1.2. The SCI Hierarchy. The SCI Hierarchy, introduced by Hansen [25], is a novel and rapidly developing field. In its initial form, the Solvability Complexity Index gave a rigorous framework to study the “number of successive limits” needed for the numerical approximation of spectral problems. Since then, it has evolved into a general theory of computability and error estimation for arbitrary computational problems in mathematics. The starting point of the theory is the following rigorous definition of a computational problem.

Definition 1.4 (Computational problem). A computational problem is a quadruple $(\Omega, \Lambda, M, \Xi)$, where

\begin{enumerate}
\item $\Omega$ is a set, called the primary set,
\item $\Lambda$ is a set of complex-valued functions on $\Omega$, called the evaluation set,
\item $M$ is a metric space,
\item $\Xi : \Omega \to M$ is a map, called the problem function.
\end{enumerate}

Example 1.5. As an example, we show how a rigorous formulation of the task “compute the spectrum of a compact operator from its matrix elements” fits into Definition 1.4.

Let $\Omega = S^2(\ell^2(\mathbb{N}))$ be the space of compact operators on the Hilbert space $\ell^2(\mathbb{N})$. We can formulate the computation of the spectrum of an operator from $\Omega$ as a computational problem in the following way. Let $\{e_i\}_{i \in \mathbb{N}}$ denote the canonical basis of $\ell^2(\mathbb{N})$ and define $f_{ij} : \Omega \to \mathbb{C}$: $f_{ij}(A) = \langle e_i, Ae_j \rangle$ and $\Lambda := \{f_{ij}(\cdot) \mid i, j \in \mathbb{N}\}$. Next, let $M$ be the set of closed bounded subsets of $\mathbb{C}$, endowed with the Hausdorff distance $d_H$ and let $\Xi : \Omega \to M$: $\Xi(A) = \sigma(A)$ be the function mapping a linear operator onto its spectrum. Then the quadruple $(\Omega, \Lambda, M, \Xi)$ is a computational problem in the sense of Definition 1.4. The above example gives an intuitive meaning to the building blocks (i)-(iv):

\begin{enumerate}
\item $\Omega$ is the set of objects that give rise to the computational problem,
\item $\Lambda$ is the set of information an algorithm is allowed to access during the computation,
\item the metric on $M$ measures the approximation error,
\item the image of the function $\Xi$ contains the objects to be computed.
\end{enumerate}

Moving on from Definition 1.4, we would like to be able to say when a computational problem is considered “solved” and “how good” it has been solved (see questions (1)-(4) below). To this end, we proceed by introducing a rigorous definition of what we mean by an algorithm.

Definition 1.6 (General algorithm). Let $(\Omega, \Lambda, M, \Xi)$ be a computational problem. A general algorithm is a mapping $\Gamma : \Omega \to M$ such that for each $T \in \Omega$:

\begin{enumerate}
\item there exists a finite (non-empty) subset $\Lambda_T(T) \subset \Lambda$,
\item the action of $\Gamma$ on $T$ depends only on $\{f(T)\}_{f \in \Lambda_T(T)}$,
\item for every $S \in \Omega$ with $f(T) = f(S)$ for all $f \in \Lambda_T(T)$ one has $\Lambda_T(S) = \Lambda_T(T)$.
\end{enumerate}
We will sometimes write $\Gamma(T) = \Gamma(\{f(T)\}_{f \in \Lambda(T)})$ to emphasise point (ii) above: the output $\Gamma(T)$ depends only on the (finitely many) evaluations $\{f(T)\}_{f \in \Lambda(T)}$.

Definition 1.6 above is a general abstraction of what a computer algorithm does: it takes a finite amount of input (i.e. $\{f(T)\}_{f \in \Lambda(T)}$) and returns some output in a metric space (usually a string of numbers). The term general algorithm is used, because Definition 1.6 imposes no restrictions on how the output $\Gamma(T)$ is computed. We will specify more restrictive types of algorithms in the next section by introducing a recursiveness constraint (the reader may think of the way a Turing machine produces its output). Given the above definitions one can ask the following questions:

(1) Given a computational problem $(\Omega, \Lambda, \mathcal{M}, \Xi)$, does there exist a sequence of algorithms $(\Gamma_n)_{n \in \mathbb{N}}$ such that $\Gamma_n(T) \to \Xi(T)$ in $\mathcal{M}$ for all $T \in \Omega$?

(2) If so, do we have explicit error bounds, i.e. $d(\Gamma_n(T), \Xi(T)) < \varepsilon_n$ for a known sequence $(\varepsilon_n)_{n \in \mathbb{N}}$?

(3) If $\mathcal{M}$ has certain ordering properties, do we have error bounds from above / below?

(4) If all of the above fail, does it help to “add limits”? More precisely, does there exist a family $(\Gamma_{n_1,\ldots,n_k,\ldots})_{n_1,\ldots,n_k \in \mathbb{N}}$ of algorithms with $\lim_{n_k \to +\infty} \cdots \lim_{n_1 \to +\infty} \Gamma_{n_k,\ldots,n_1}(T) = \Xi(T)$ for all $T \in \Omega$?

These questions are nontrivial: there exist examples and counterexamples to every single one of the above questions. In particular, there exist examples for question (4), i.e. computational problems that inherently require more than 1 limit to solve [6, Th. 7.5]. This shows that it is not enough to merely consider algorithms alone and motivates the following definition.

**Definition 1.7 (Tower of general algorithms).** Let $(\Omega, \Lambda, \mathcal{M}, \Xi)$ be a computational problem. A tower of general algorithms of height $k$ for $(\Omega, \Lambda, \mathcal{M}, \Xi)$ is a family $\Gamma_{n_k,\ldots,n_1} : \Omega \to \mathcal{M}$ of general algorithms (where $n_i \in \mathbb{N}$ for $1 \leq i \leq k$) such that for all $T \in \Omega$

$$\Xi(T) = \lim_{n_k \to +\infty} \cdots \lim_{n_1 \to +\infty} \Gamma_{n_k,\ldots,n_1}(T).$$

If a computational problem requires a tower at least of height $k$ to solve it, then we say the problem has Solvability Complexity Index $k$. Notice that towers of algorithms are commonplace in applications. Indeed, numerical approximation usually consists of a sequence (or a tower) of algorithms, with increasingly large input and increasingly precise output. As a prime example, the reader may think of the Finite Element method, in which the input of the algorithm consists of the data of a PDE at the mesh points and the output consists of a sequence of numbers representing the approximate values of the solution at those mesh points.

While precise definitions will follow in the next section, we can now give an informal definition of the SCI Hierarchy. Given a computational problem $(\Omega, \Lambda, \mathcal{M}, \Xi)$, we define the classes

- $\Delta_2 := \{ (\Omega, \Lambda, \mathcal{M}, \Xi) \mid$ the answer to (1) is yes}.
- $\Delta_1 := \{ (\Omega, \Lambda, \mathcal{M}, \Xi) \mid$ the answer to (2) is yes}.
- $\Pi_1 := \{ (\Omega, \Lambda, \mathcal{M}, \Xi) \in \Delta_2 \mid$ there exist error bounds from above}.
- $\Sigma_1 := \{ (\Omega, \Lambda, \mathcal{M}, \Xi) \in \Delta_2 \mid$ there exist error bounds from below}.

In addition, higher classes $\Delta_j$, $\Pi_j$, $\Sigma_j$ can be defined, based on towers of algorithms, instead of individual sequences (see Section 2). One obtains a sequence of classes

$$\Delta_1 \subset (\Sigma_1 \cap \Pi_1) \subset (\Sigma_1 \cup \Pi_1) \subset \Delta_2 \subset (\Sigma_2 \cap \Pi_2) \subset \cdots$$

into which computational problems fall. This is the SCI Hierarchy.

Within this so-called SCI Hierarchy our main results Theorems 1.2 and 2.1 mean that the computational spectral problem for the Klein-Gordon equation in $\mathbb{R}^d$ belongs to the class $\Delta_2^d$ if the potential $V$ satisfies Hypothesis 1.1 with $p > d$, and it belongs to the subclass $\Pi_1^d \subset \Delta_2^d$ if the constant $M$ in $(H_M)$ is explicitly known; here the superscript $A$ means that the algorithm to approximate the spectrum can be chosen to be arithmetic.

### 2. Preliminaries

#### 2.1. Spectral theory of the Klein-Gordon equation

The spectral properties of the operator polynomial $T_V$ are intimately related to the spectral properties of the operator polynomial

$$L_V(\lambda) := I - (S^* - \lambda H_0^{-\frac{1}{2}})(S - \lambda H_0^{-\frac{1}{2}}), \quad \lambda \in \mathbb{C}.$$
which arises from $T_V$ by means of the quasi-similarity transformation $L_V = H^{-1/2}T_V H^{-1/2}$ and whose
dvalues are bounded linear operators. In particular, $\sigma_p(T_V) = \sigma_p(L_V)$ and $\sigma_{\text{ess}}(T_V) \cap \mathbb{R} = \sigma_{\text{ess}}(L_V) \cap \mathbb{R}$
by [30, Prop. 2.3]. Hence we can use $L_V$ to compute the point spectrum of $T_V$. In the sequel we will
construct finite-dimensional approximations of $L_V$ in order to approximate $\sigma_p(L_V)$.

A standard calculation shows that, for $\lambda^2 \notin \sigma(H_0)$,
\begin{equation}
L_V(\lambda) = (I - \lambda^2 H_0^{-1}) (I - K(\lambda))
\end{equation}
where
\begin{equation}
K(\lambda) := (I - \lambda^2 H_0^{-1})^{-1} \left( S^* S - \lambda (S^* H_0^{-\frac{1}{2}} + H_0^{-\frac{1}{2}} S) \right);
\end{equation}
note that compactness of $S$ implies compactness of $K(\lambda)$ for all $\lambda$ with $\lambda^2 \notin \rho(H_0)$. The factorization
(2.1) implies that $L_V(\lambda)$ is invertible if both $I - \lambda^2 H_0^{-1}$ and $I - K(\lambda)$ are invertible. The first factor is
invertible if and only if $\lambda^2 \notin \sigma(H_0)$, hence we obtain the characterisation
\begin{equation}
\sigma(T_V \setminus \{ \pm \sqrt{\sigma(H_0)} \}) = \sigma(L_V \setminus \{ \pm \sqrt{\sigma(H_0)} \}) = \{ \lambda \in \mathbb{C} | I - K(\lambda) \text{ not invertible} \} \cup \{ \pm \sqrt{\sigma(H_0)} \}.
\end{equation}
The proof of Theorem 1.2 relies heavily on the following theorem, which we prove in Sections 3-5.

**Theorem 2.1** (Computable approximation of $K(\lambda)$). Assume that $V$ satisfies Hypothesis 1.1 and let $\lambda \in \mathbb{C} \setminus \{ \pm \sqrt{\sigma(H_0)} \} = \mathbb{C} \setminus \{ (-\infty, -m] \cup [m, \infty) \}$. Then there exists a sequence of matrix approximations $(K_n(\lambda))_{n \in \mathbb{N}}$, such that each $K_n(\lambda)$ can be computed in finitely many arithmetic operations from the
values $\{ V(x) | x \in \mathbb{Q}^2 \}$ and
\begin{equation}
\| K(n) - K_n(\lambda) \|_{L^2 \to L^2} \leq \frac{C}{n},
\end{equation}
where $C > 0$ is given explicitly in terms of $M$, $m$, $d$, $p$, $\lambda$ (for details, see Theorem 5.4 below).

2.2. The SCI Hierarchy in depth. In this section we dive deeper into the theory of the SCI Hierarchy.
This will allow us to fully understand the implications of Theorem 1.2 for the computational complexity
of the Klein-Gordon eigenvalue problem.

**Definition 2.2** (Recursiveness). Suppose that for all $f \in \Lambda$ and for all $V \in \Omega$ we have $f(T) \in \mathbb{R}$ or $\mathbb{C}$. We say that $\Gamma = \Gamma_{n, k, n_{k-1}, \ldots, n_1}$ is recursive if $\Gamma_{n, k, n_{k-1}, \ldots, n_1}(\{ f(T) \}_{f \in \Lambda(T)})$ can be executed by a Blum-Shub-Smale (BSS) machine [9] that takes $(n_1, n_2, \ldots, n_k)$ as input and that has an oracle that can access $f(T)$ for any $f \in \Lambda$.

**Example 1.6** (continued). Let $(\Omega, \Lambda, M, \Xi)$ be as in Example 1.5. The following sequence of algorithms has been shown to converge to $\sigma(A)$ for any $A \in \Omega$ (with respect to $d_H$) in [6]:

For $n \in \mathbb{N}$ let $\mathcal{L}_n := n^{-1}(\mathbb{Z} + i \mathbb{Z}) \cap B_\mathbb{R}(0)$ be a finite lattice in the complex plane and, for $A \in \Omega = \mathcal{S}(\ell^2(\mathbb{N}))$, let $\Lambda_{\mathcal{L}_n}(A) := \{ f_{ij} | i, j \leq n \}$. Note that in this case $\Lambda_{\mathcal{L}_n}(A)$ does not actually depend on $A$, hence condition (iii) of Definition 1.6 is automatically satisfied. The algorithm $\Gamma_n$ is now defined by
\begin{equation}
\Gamma_n(A) := \{ z \in \mathcal{L}_n \ | \ \| (A_n - z)^{-1} \| > n \},
\end{equation}
where $A_n$ denotes the upper left $n \times n$ block obtained by truncating the matrix representation of $A$. Clearly, the action of $\Gamma_n$ only depends on those $f_{ij}$ with $i, j \leq n$, i.e. Definition 1.6 (ii) is satisfied. It can also be shown (cf. [6, Th. 7.5 (i)]) that $\Gamma_n$ is recursive in the sense of Definition 2.2 for any $n \in \mathbb{N}$ and that $d_H(\Gamma_n(A), \sigma(A)) \to 0$ as $n \to \infty$ for any $A \in \Omega$.

We stress that convergence of the sequence $\Gamma_n$ is only guaranteed for compact operators $A \in \Omega$ as in
the example above. Indeed, for larger problem sets (e.g. the set of bounded operators $L(\ell^2(\mathbb{N}))$) it can be shown that there does not exist any sequence of recursive algorithms $\Gamma_n$ such that $d_H(\Gamma_n(A), \sigma(A)) \to 0$ as $n \to \infty$ for all $A \in \Omega(\ell^2(\mathbb{N}))$ (cf. [6, Thm. 7.5 (i)]). This motivates the next definition.

**Definition 2.3** (Tower of arithmetic algorithms). Given a computational problem $(\Omega, \Lambda, M, \Xi)$ where
$\Lambda$ is countable, a tower of arithmetic algorithms for $(\Omega, \Lambda, M, \Xi)$ is a general tower of algorithms
where the lowest mappings $\Gamma_{n, k, \ldots, n_1} : \Omega \to M$ satisfy the following: For each $T \in \Omega$ the mapping
$\mathbb{N}^k \ni (n_1, \ldots, n_k) \mapsto \Gamma_{n, k, \ldots, n_1}(T) = \Gamma_{n, k, \ldots, n_1}(\{ f(T) \}_{f \in \Lambda(T)})$ is recursive, and $\Gamma_{n, k, \ldots, n_1}(T)$ is a finite string of complex numbers that can be identified with an element in $M$. 
Remark 2.4 (Types of towers). One can define many types of towers, see [6]. In this paper we write type $G$ as shorthand for a tower of general algorithms, and type $A$ as shorthand for a tower of arithmetic algorithms. If a tower $\{\Gamma_{n_k,n_{k-1},\ldots,n_1}\}_{n_k \in \mathbb{N}, 1 \leq i \leq k}$ is of type $\tau$ (where $\tau \in \{A, G\}$ in this paper), we write $\{\Gamma_{n_k,n_{k-1},\ldots,n_1}\} \in \tau$.

Remark 2.5 (Computations over the reals). The computations in this paper are assumed to take place over the real numbers, hence the appearance of a BSS machine in Definition 2.2. One can prove that the tower defined in (2.4) is in fact a tower of arithmetic algorithms of height 1 in the sense of Definition 2.3.

Definition 2.6 (SCI). A computational problem $\langle \Omega, \Lambda, M, \Xi \rangle$ is said to have Solvability Complexity Index (SCI) $k$ with respect to a tower of algorithms of type $\tau$ if $k$ is the smallest integer for which there exists a tower of algorithms of type $\tau$ of height $k$ for $\langle \Omega, \Lambda, M, \Xi \rangle$. Then we write SCI($\langle \Omega, \Lambda, M, \Xi \rangle$, $\tau$) := $k$. If there exists a tower $\{\Gamma_n\}_{n \in \mathbb{N}} \in \tau$ and a finite $N_1 \in \mathbb{N}$ with $\Xi = \Gamma_{N_1}$ we set SCI($\langle \Omega, \Lambda, M, \Xi \rangle$, $\tau$) := 0.

Definition 2.7 (The SCI Hierarchy). The SCI Hierarchy is a hierarchy $\{\Delta^+_{k}\}_{k \in \mathbb{N}}_0$ of classes of computational problems $\langle \Omega, \Lambda, M, \Xi \rangle$ where each $\Delta^+_{k}$ is defined as the collection of all computational problems satisfying

$$\langle \Omega, \Lambda, M, \Xi \rangle \in \Delta^+_{0} \iff \text{SCI}(\langle \Omega, \Lambda, M, \Xi \rangle, \tau) = 0,$$

$$\langle \Omega, \Lambda, M, \Xi \rangle \in \Delta^+_{k+1} \iff \text{SCI}(\langle \Omega, \Lambda, M, \Xi \rangle, \tau) \leq k, \quad k \in \mathbb{N},$$

with the special class $\Delta^+_{1}$ defined as the class of all computational problems in $\Delta^+_0$ with known error bounds, i.e.

$$\langle \Omega, \Lambda, M, \Xi \rangle \in \Delta^+_{1} \iff \exists \{\Gamma_n\}_{n \in \mathbb{N}} \in \tau \exists \varepsilon_n \setminus 0 \text{ s.t. } \forall T \in \Omega : \left\{ \begin{array}{l}
\lim_{n \to \infty} d(\Gamma_n(T), \Xi(T)) \leq \varepsilon_n.
\end{array} \right\}$$

Hence we have $\Delta^+_{0} \subset \Delta^+_{1} \subset \Delta^+_{2} \subset \cdots$.

When the metric space $M$ has certain ordering properties, one can define further classes that take into account convergence from below/above and associated error bounds. In order to not burden the reader with unnecessary definitions, we provide the definition that is relevant to the cases where $M$ is the space of closed and bounded subsets of $\mathbb{R}^d$ together with the Hausdorff distance. These are the cases of relevance to us. A more comprehensive and abstract definition can be found in [6].

Definition 2.8 (The SCI Hierarchy – Hausdorff metric). In the setup in Definition 2.7 assume further that $M = (\text{cl}(C), d)$ where $d = d_{\text{H}}$. Then, for $k \in \mathbb{N}$, we can define the following subsets of $\Delta^+_{k+1}$:

$$\Sigma^+_{k} := \left\{ \langle \Omega, \Lambda, M, \Xi \rangle \in \Delta^+_{k+1} \mid \exists \{\Gamma_{n_k,\ldots,n_1}\} \in \tau \text{ s.t. } \forall T \in \Omega, \exists X_{n_k}(T) \subset M \text{ s.t.} \right\}$$

$$\lim_{n_k \to \infty} \cdots \lim_{n_1 \to \infty} \Gamma_{n_k,\ldots,n_1}(T) = \Xi(T),$$

$$\lim_{n_k \to \infty} \cdots \lim_{n_1 \to \infty} X_{n_k}(T),$$

$$d(X_{n_k}(T), \Xi(T)) \leq n^{-1} \right\},$$

$$\Pi^+_{k} := \left\{ \langle \Omega, \Lambda, M, \Xi \rangle \in \Delta^+_{k+1} \mid \exists \{\Gamma_{n_k,\ldots,n_1}\} \in \tau \text{ s.t. } \forall T \in \Omega, \exists X_{n_k}(T) \subset M \text{ s.t.} \right\}$$

$$\lim_{n_k \to \infty} \cdots \lim_{n_1 \to \infty} \Gamma_{n_k,\ldots,n_1}(T) = \Xi(T),$$

$$\Xi(T) \subset X_{n_k}(T),$$

$$d\left(X_{n_k}(T), \lim_{n_k \to \infty} \cdots \lim_{n_1 \to \infty} \Gamma_{n_k,\ldots,n_1}(T) \right) \leq n^{-1} \right\}.$$
Figure 1. Schematic representation of the SCI Hierarchy. For \( k \in \{1, 2, 3\} \) it has been proven that the innermost circle is superfluous, i.e. \( \Delta_k = \Sigma_k \cap \Pi_k \).
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where \( S_r := \{ x \in \mathbb{R}^d \mid |x_i| \leq r \text{ for all } i = 1, \ldots, d \} \) (the hat indicates that \( \widehat{G}_{n,r} \) is a lattice in Fourier space). Clearly, \( l_n := |G_{n,r}| = (2nr + 1)^d \). For any enumeration \((i_k : k = 1, \ldots, (2nr + 1)^d)\) of the set \( G_{n,r} \), we define the functions

\[
e_k^{(n)} := n^{\frac d 2} \cdot \widehat{\chi}_{i_k + [0, \frac{1}{n})^d}, \quad k = 1, \ldots, l_n,
\]

where \( \widehat{\cdot} \) denotes Fourier transform and the normalisation constant \( n^{\frac d 2} \) is chosen such that \( \|e_k^{(n)}\|_{L^2(\mathbb{R}^d)} = 1 \) for all \( n \in \mathbb{N} \). The \( e^{(n)}_k \) are linearly independent, smooth functions in \( L^2(\mathbb{R}^d) \) and it is easily checked that their first and second derivatives are again in \( L^2(\mathbb{R}^d) \). We denote their span by \( \mathcal{H}_n \) and the orthogonal projection onto \( \mathcal{H}_n \) by \( P_n \), i.e.

\[
\mathcal{H}_n := \text{span}\{e_k^{(n)} : k = 1, \ldots, l_n\} \subset H^1(\mathbb{R}^d), \quad P_n := \sum_{k=1}^{l_n} \langle e_k^{(n)}, \cdot \rangle e_k^{(n)}.
\]

Note that the functions \( e^{(n)}_k \) and their \( L^\infty(\mathbb{R}^d) \)-norms can be calculated explicitly; indeed,

\[
e_k^{(n)}(\xi) = \left( \frac{n}{2\pi} \right)^{\frac d 2} \prod_{j=1}^{d} \frac{\cos((i_k)_j + \frac{1}{n})\xi_j}{\xi_j}, \quad \|e_k^{(n)}\|_{L^\infty(\mathbb{R}^d)} = (2r + 1)^d n^{-\frac d 2},
\]

where \((i_k)_j\) denotes the \( j \)-th component of the vector \( i_j \) and \( \xi = (\xi_1, \ldots, \xi_d) \in \mathbb{R}^d \).

**Lemma 3.1.** The set \( \{e_k^{(n)} : k = 1, \ldots, l_n\} \) forms an orthonormal basis of \( \mathcal{H}_n \) and, for any \( f \in H^1(\mathbb{R}^d) \) with \( xf \in L^2(\mathbb{R}^d) \), \( P_n \) one has the error bound

\[
\| (I - P_n)f \|_{L^2(\mathbb{R}^d)}^2 \leq (n\pi)^{-2} \|xf\|_{L^2(\mathbb{R}^d)}^2 + r^{-2} \| \nabla f \|_{L^2(\mathbb{R}^d)}^2.
\]

Moreover, if \( r = r_n \to \infty \) as \( n \to \infty \), then \( P_n \to I \) strongly in \( L^2(\mathbb{R}^d) \).

**Proof.** Orthonormality follows immediately from the definition of the \( e_k^{(n)} \) and the unitarity of the Fourier transform. Moreover, strong convergence in \( L^2(\mathbb{R}^d) \) follows from (3.4) and smooth approximation. Hence it remains to prove (3.4). The latter follows by Parseval’s identity and Poincaré’s inequality, as the following calculation shows, where \( \gamma \) denotes the inverse Fourier transform and \( \langle \cdot, \cdot \rangle_U \) denotes the mean value over \( U \).

\[
\| f - \sum_{k=1}^{l_n} \langle e_k^{(n)}, f \rangle_{L^2(\mathbb{R}^d)} e_k^{(n)} \|_{L^2(\mathbb{R}^d)}^2 = \| f - \sum_{k=1}^{l_n} \langle e_k^{(n)}, f \rangle_{L^2(\mathbb{R}^d)} e_k^{(n)} \|_{L^2(\mathbb{R}^d)}^2 = \| f - \sum_{k=1}^{l_n} \langle e_k^{(n)}, f \rangle_{L^2(\mathbb{R}^d)} e_k^{(n)} \|_{L^2(\mathbb{R}^d)}^2 = \| f - \sum_{k=1}^{l_n} \langle e_k^{(n)}, f \rangle_{L^2(\mathbb{R}^d)} e_k^{(n)} \|_{L^2(\mathbb{R}^d)}^2 = \| f - \sum_{k=1}^{l_n} \langle e_k^{(n)}, f \rangle_{L^2(\mathbb{R}^d)} e_k^{(n)} \|_{L^2(\mathbb{R}^d)}^2 = \| f - \sum_{k=1}^{l_n} \langle e_k^{(n)}, f \rangle_{L^2(\mathbb{R}^d)} e_k^{(n)} \|_{L^2(\mathbb{R}^d)}^2 = \| f - \sum_{k=1}^{l_n} \langle e_k^{(n)}, f \rangle_{L^2(\mathbb{R}^d)} e_k^{(n)} \|_{L^2(\mathbb{R}^d)}^2 = \| f - \sum_{k=1}^{l_n} \langle e_k^{(n)}, f \rangle_{L^2(\mathbb{R}^d)} e_k^{(n)} \|_{L^2(\mathbb{R}^d)}^2.
\]

The following lemma shows that \((-\Delta)^{-\frac{1}{2}} \) preserves linear decay of functions.

**Lemma 3.2.** Let \( f \in L^2(\mathbb{R}^d) \) with \( \|xf\|_{L^2(\mathbb{R}^d)} < \infty \). Let \( a \in W^{1,\infty}(\mathbb{R}^d) \) and define a pseudodifferential operator \( D_a \) by

\[
D_a f := \widehat{(af)}^{-1}.
\]

Then

\[
\|xD_a f\|_{L^2(\mathbb{R}^d)} \leq \|\nabla a\|_{L^\infty(\mathbb{R}^d)} \|f\|_{L^2(\mathbb{R}^d)} + \|a\|_{L^\infty(\mathbb{R}^d)} \|xf\|_{L^2(\mathbb{R}^d)}.
\]
3.1. Matrix truncation. Now we are ready to define a finite-dimensional approximation converging in operator norm to the compact operator $K(\lambda)$ in $L^2(\mathbb{R}^d)$ defined in (2.2),

$$K(\lambda) = (I - \lambda^2 H_0^{-1})^{-1} H_0^{-\frac{1}{2}} (V^2 - 2\lambda V) H_0^{-\frac{1}{2}}, \quad \lambda \in \mathbb{C} \setminus \{\pm \sqrt{\sigma(H_0)}\}.$$ 

An obvious choice for this is the compression $P_n K(\lambda) P_n$ to the subspace $\mathcal{H}_n$ spanned by the functions $e_k^{(n)}$ in (3.1). By the triangle inequality one has

$$\|K(\lambda) - P_n K(\lambda) P_n\|_{L^2 \to L^2} \leq \|I - P_n\|_{L^2 \to L^2} \|K(\lambda)(I - P_n)\|_{L^2 \to L^2},$$

where $\|\cdot\|_{L^2 \to L^2}$ denotes the operator norm of a bounded linear operator in $L^2(\mathbb{R}^d)$. For later reference, we introduce the following notation.

**Notation 3.3.** We define

$$W_\lambda := V^2 - 2\lambda V, \quad \lambda \in \mathbb{C},$$

$$a_\lambda(\xi) := \frac{(\xi^2 + m^2)\frac{1}{2}}{\xi^2 + m^2 - \lambda^2}, \quad \lambda \in \mathbb{C} \setminus \{\pm \sqrt{\sigma(H_0)}\}, \quad \xi \in \mathbb{R}^d.$$

Note that, by Hypothesis 1.1, we have $V \in W^{1,p}(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)$ which implies $W_\lambda \in W^{1,p}(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)$ and condition $(H_M)$ therein yields $x W_\lambda \in L^p(\mathbb{R}^d)$ for any $\lambda \in \mathbb{C}$. In fact, the following bounds follow immediately from the definition of $W_\lambda$.

**Lemma 3.4.** If $V$ satisfies Hypothesis 1.1, then for $W_\lambda = V^2 - 2\lambda V$, $\lambda \in \mathbb{C}$, the following bounds hold.

$$\|W_\lambda\|_{L^p(\mathbb{R}^d)} \leq M(M + 2|\lambda|), \quad \|W_\lambda\|_{L^p(\mathbb{R}^d)} \leq M(M + 2|\lambda|),$$

(3.7)

$$\|x W_\lambda\|_{L^p(\mathbb{R}^d)} \leq M\left(\frac{M}{2} + 2|\lambda|\right), \quad \|\nabla W_\lambda\|_{L^p(\mathbb{R}^d)} \leq 2M(M + |\lambda|).$$

**Proof.** The first three inequalities follow readily from $(H_M)$ and the triangle inequality. To prove the last one, we note that $\|\nabla W_\lambda\|_{L^p(\mathbb{R}^d)} = 2|\nabla V|_{L^p(\mathbb{R}^d)} + |\lambda| \|\nabla V\|_{L^p(\mathbb{R}^d)}$. \hfill $\square$

In addition to the above bounds on $W_\lambda$, we have the following explicit estimates for $a_\lambda$.

**Lemma 3.5.** For $\lambda \in \mathbb{C} \setminus \{\pm \sqrt{\sigma(H_0)}\}$ the following bounds hold.

$$\|a_\lambda\|_{L^p(\mathbb{R}^d)} \leq \frac{|\lambda| + m}{\text{dist}(\lambda^2, [m^2, \infty])},$$

$$\|\nabla a_\lambda\|_{L^p(\mathbb{R}^d)} \leq \frac{(m + |\lambda|)^2 + |\lambda|^2}{\text{dist}(\lambda^2, [m^2, \infty])^2},$$

(3.8)

$$\|\nabla a_\lambda\|_{L^p(\mathbb{R}^d)} \leq 1 + \frac{|\lambda|^2}{\text{dist}(\lambda^2, [m^2, \infty])},$$

where the choice $\lambda = 0$ yields the corresponding estimates for $a_0$.

**Proof.** Let $\xi \in \mathbb{R}^d$. First inequality: Using the definition in Notation 3.3 we have

$$a_\lambda(\xi) = \frac{(\xi^2 + m^2)^{\frac{1}{2}}}{\xi^2 + m^2 - \lambda^2} = \frac{(\xi^2 + m^2)^{\frac{1}{2}}}{((\xi^2 + m^2)^{\frac{1}{2}} - \lambda)((\xi^2 + m^2)^{\frac{1}{2}} + \lambda)}.$$ 

Necessarily, either $\Re(\lambda) \geq 0$ or $\Re(-\lambda) \geq 0$. Assume without loss of generality that $\Re(\lambda) \geq 0$. Then $(\xi^2 + m^2)^{\frac{1}{2}} / (\xi^2 + m^2)^{\frac{1}{2}} + |\lambda| \leq 1$ and hence

$$|a_\lambda(\xi)| \leq \frac{1}{|(\xi^2 + m^2)^{\frac{1}{2}} - \lambda|} \leq \frac{1}{\text{dist}(\lambda, \{\pm \sqrt{\sigma(H_0)}\})} \leq \frac{|\lambda| + m}{\text{dist}(\lambda^2, [m^2, \infty])}.$$

Second inequality: By explicit calculation and using the above bound for $|a_\lambda(\xi)|$, we find

$$|\nabla a_\lambda(\xi)| \leq \frac{\xi}{(\xi^2 + m^2)^{\frac{1}{2}}} \frac{\xi^2 + m^2 + \lambda^2}{(\xi^2 + m^2 - \lambda^2)^{\frac{1}{2}}} \leq \frac{\xi^2 + m^2 + \lambda^2}{(\xi^2 + m^2 - \lambda^2)^{\frac{1}{2}}}.$$
Third inequality: By the definition of \(a_\lambda(\xi)\) we have

\[
|\xi a_\lambda(\xi)| = \left| \frac{(\xi^2 + m^2)^{\frac{1}{2}}}{(\xi^2 + m^2 - \lambda^2)^{\frac{1}{2}}} \right| \leq \frac{\xi^2 + m^2}{\xi^2 + m^2 - \lambda^2} \leq 1 + \frac{|\lambda|^2}{(\xi^2 + m^2 - \lambda^2)^{\frac{1}{2}}} \leq 1 + \frac{|\lambda|^2}{\text{dist}(\lambda^2, [m^2, \infty))^{\frac{1}{2}}}. \]

The next lemma gives explicit error bounds for the two terms on the right-hand side of (3.6).

**Lemma 3.6.** For any \(\lambda \in \mathbb{C}\setminus\{\pm \sqrt{\text{dist}(H_0)}\}\) and \(n \in \mathbb{N}\),

(i) \[
\|(I - P_{n}) K(\lambda) P_{n} \|^2_{L^2 \rightarrow L^2} \leq n^{-2} C_1(a_\lambda, \lambda)^2 + r^{-2} C_2(a_\lambda, \lambda)^2,
\]

(ii) \[
\|K(\lambda)(I - P_{n}) \|^2_{L^2 \rightarrow L^2} \leq \left( n^{-2} C_1(a_\lambda, \lambda)^2 + r^{-2} C_2(a_\lambda, \lambda)^2 \right) \text{dist}(\lambda^2, [m^2, \infty))^{-2},
\]

where

\[
C_1(a_\lambda, \lambda) := (n\pi)^{-1} \left( \|\nabla a_\lambda\|_{L^r(\mathbb{R}^d)} \|W_\lambda\|_{L^r(\mathbb{R}^d)} + \|a_\lambda\|_{L^r(\mathbb{R}^d)} \|xW_\lambda\|_{L^r(\mathbb{R}^d)} \right),
\]

\[
C_2(a_\lambda, \lambda) := m^{-1} |\nabla a_\lambda|_{L^r(\mathbb{R}^d)} |W_\lambda|_{L^r(\mathbb{R}^d)}.
\]

**Proof.** (i) Let \(f \in L^2(\mathbb{R}^d)\) and \(\lambda \in \mathbb{C}\setminus\{\pm \sqrt{\text{dist}(H_0)}\}\). If we define

\[
D_{a_\lambda} := (I - \lambda^2 H_0^{-1})^{-1} H_0^{-\frac{1}{2}},
\]

then \(D_{a_\lambda}\) maps \(H^k(\mathbb{R}^d)\) bijectively onto \(H^{k+1}(\mathbb{R}^d)\) for any \(k \in \mathbb{N}_0\) and \(K(\lambda) = D_{a_\lambda} W_\lambda H_0^{-\frac{1}{2}}\). Clearly, \(a_\lambda \in W^{1,r}(\mathbb{R}^d)\) and \(|\xi a_\lambda|_{L^r(\mathbb{R}^d)} < \infty\). It is not difficult to check, e.g. by symbolic differentiation, that

\[
\nabla a_\lambda(\xi) = -\xi \frac{\xi^2 + m^2 + \lambda^2}{(\xi^2 + m^2 - \lambda^2)^{\frac{1}{2}}}, \quad \xi \in \mathbb{R}^d.
\]

To simplify notation, we write \(g := W_\lambda H_0^{-\frac{1}{2}} P_{n} f\) and compute

\[
\|(I - P_{n}) K(\lambda) P_{n} g\|_{L^2} = \|(I - P_{n}) D_{a_\lambda} g\|_{L^2}.
\]

Since \(P_{n} f \in H_n \subset H^1(\mathbb{R}^d), H_0^{-\frac{1}{2}} P_{n} f \in H^2(\mathbb{R}^d)\) and \(W_\lambda \in W^{1,p}(\mathbb{R}^d) \cap L^r(\mathbb{R}^d), xW_\lambda \in L^r(\mathbb{R}^d)\) by Hypothesis 1.1, we have \(g \in L^2(\mathbb{R}^d)\) and \(xg \in L^2(\mathbb{R}^d)\). It follows that \(D_{a_\lambda} g \in H^1(\mathbb{R}^d)\) and, by Lemma 3.2, that \(x D_{a_\lambda} g \in L^2(\mathbb{R}^d)\). Hence we can apply Lemmas 3.1 and 3.2 to obtain

\[
\|(I - P_{n}) D_{a_\lambda} g\|_{L^2} \leq (n\pi)^{-2} \|x D_{a_\lambda} g\|^2_{L^2(\mathbb{R}^d)} + r^{-2} \|\nabla (D_{a_\lambda} g)\|^2_{L^2(\mathbb{R}^d)}
\]

\[
\leq (n\pi)^{-2} \left( \|\nabla a_\lambda\|_{L^r(\mathbb{R}^d)} \|g\|_{L^r(\mathbb{R}^d)} + \|a_\lambda\|_{L^r(\mathbb{R}^d)} \|xg\|_{L^r(\mathbb{R}^d)} \right)^2 + r^{-2} \|\nabla a_\lambda g\|^2_{L^2(\mathbb{R}^d)}
\]

\[
\leq (n\pi)^{-2} \left( \|\nabla a_\lambda\|_{L^r(\mathbb{R}^d)} \|g\|_{L^r(\mathbb{R}^d)} + \|a_\lambda\|_{L^r(\mathbb{R}^d)} \|xg\|_{L^r(\mathbb{R}^d)} \right)^2 + r^{-2} \|\xi a_\lambda g\|^2_{L^r(\mathbb{R}^d)}
\]

\[
\leq (n\pi)^{-2} \left( \|\nabla a_\lambda\|_{L^r(\mathbb{R}^d)} \|g\|_{L^r(\mathbb{R}^d)} + \|a_\lambda\|_{L^r(\mathbb{R}^d)} \|xg\|_{L^r(\mathbb{R}^d)} \right)^2 + r^{-2} \|\xi a_\lambda g\|^2_{L^r(\mathbb{R}^d)}
\]

\[
\leq (n\pi)^{-2} \left( \|\nabla a_\lambda\|_{L^r(\mathbb{R}^d)} \|g\|_{L^r(\mathbb{R}^d)} + \|a_\lambda\|_{L^r(\mathbb{R}^d)} \|xg\|_{L^r(\mathbb{R}^d)} \right)^2 + r^{-2} \|\xi a_\lambda g\|^2_{L^r(\mathbb{R}^d)}
\]

The bounds \(|g|_{L^2(\mathbb{R}^d)} \leq \|W_\lambda\|_{L^r(\mathbb{R}^d)} \|H_0^{-\frac{1}{2}} P_{n} f\|_{L^2(\mathbb{R}^d)}\), \(|xg|_{L^2(\mathbb{R}^d)} \leq \|xW_\lambda\|_{L^r(\mathbb{R}^d)} \|H_0^{-\frac{1}{2}} P_{n} f\|_{L^2(\mathbb{R}^d)}\) now yield that

\[
\|(I - P_{n}) D g\|_{L^2} \leq \frac{1}{(n\pi)^2} \left( \|\nabla a_\lambda\|_{L^r(\mathbb{R}^d)} \|W_\lambda\|_{L^r(\mathbb{R}^d)} \|H_0^{-\frac{1}{2}} P_{n} f\|_{L^2(\mathbb{R}^d)} \right)^2 + \|a_\lambda\|_{L^r(\mathbb{R}^d)} \|xW_\lambda\|_{L^r(\mathbb{R}^d)} \|H_0^{-\frac{1}{2}} P_{n} f\|_{L^2(\mathbb{R}^d)}^2
\]

\[
+ r^{-2} \|\nabla a_\lambda\|_{L^r(\mathbb{R}^d)} \|W_\lambda\|_{L^r(\mathbb{R}^d)} \|H_0^{-\frac{1}{2}} P_{n} f\|_{L^2(\mathbb{R}^d)} \|
\]

\[
\leq m^2 \left( n^{-2} C_1(a_\lambda, \lambda)^2 + r^{-2} C_2(a_\lambda, \lambda)^2 \right) \|H_0^{-\frac{1}{2}}\|^2_{L^2 \rightarrow L^2} \|f\|^2_{L^2(\mathbb{R}^d)}
\]

with \(C_1(a_\lambda, \lambda), i = 1, 2\), as in (3.9).
(ii) Let \( f \in L^2(\mathbb{R}^d) \). To simplify notation, we denote \( h := K(\lambda)(I - P_n)f \). Using the self-adjointness of \( P_n \) and \( H_0 \), we compute

\[
\begin{align*}
\|h\|^2_{L^2(\mathbb{R}^d)} &= \langle K(\lambda)(I - P_n)f, h \rangle_{L^2(\mathbb{R}^d)} \\
&= \langle f, (I - P_n)K(\lambda)^*h \rangle_{L^2(\mathbb{R}^d)} \\
&= \langle f, (I - P_n)H_0^{-\frac{1}{2}}W_\lambda H_0^{-\frac{1}{2}}(I - \tilde{\mathcal{A}}^2H_0^{-1})^{-1}h \rangle_{L^2(\mathbb{R}^d)} \\
&\leq \|f\|_{L^2(\mathbb{R}^d)}\|(I - P_n)H_0^{-\frac{1}{2}}W_\lambda H_0^{-\frac{1}{2}}(I - \tilde{\mathcal{A}}^2H_0^{-1})^{-1}h\|_{L^2(\mathbb{R}^d)}.
\end{align*}
\]

(3.11)

The last term above can be estimated by a similar calculation as in the proof of (i). In fact, since \( h \in L^2(\mathbb{R}^d) \) and \( W_\lambda \in W^{1,p}(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \), we have \( H_0^{-\frac{1}{2}}W_\lambda H_0^{-\frac{1}{2}}(I - \tilde{\mathcal{A}}^2H_0^{-1})^{-1}h \in H^1(\mathbb{R}^d) \). Further, since \( xW_\lambda \in L^2(\mathbb{R}^d) \), we have \( xW_\lambda H_0^{-\frac{1}{2}}(I - \tilde{\mathcal{A}}^2H_0^{-1})^{-1}h \in L^2(\mathbb{R}^d) \) and so, by Lemma 3.2 for \( D_{a_0} = H_0^{-1/2} \), also \( xH_0^{-\frac{1}{2}}W_\lambda H_0^{-\frac{1}{2}}(I - \tilde{\mathcal{A}}^2H_0^{-1})^{-1}h \in L^2(\mathbb{R}^d) \). Then, as in (i), one can show that

\[
\|(I - P_n)H_0^{-\frac{1}{2}}W_\lambda H_0^{-\frac{1}{2}}(I - \tilde{\mathcal{A}}^2H_0^{-1})^{-1}h\|^2_{L^2(\mathbb{R}^d)} \leq \\
m^2(\tilde{\mathcal{A}}^{-2}C_1(a_0, \bar{\lambda})^2 + r^{-2}C_2(a_0, \bar{\lambda})^2)\|H_0^{-\frac{1}{2}}(I - \tilde{\mathcal{A}}^2H_0^{-1})^{-1}h\|^2_{L^2(\mathbb{R}^d)} \\
\leq \left(\tilde{\mathcal{A}}^{-2}C_1(a_0, \bar{\lambda})^2 + r^{-2}C_2(a_0, \bar{\lambda})^2\right)\|(I - \tilde{\mathcal{A}}^2H_0^{-1})^{-1}\|^2_{L^2(\mathbb{R}^d)}\|h\|^2_{L^2(\mathbb{R}^d)}.
\]

(3.12)

Using (3.12) in (3.11) and dividing by \( \|h\|_{L^2(\mathbb{R}^d)} \), we obtain

\[
|h|_{L^2(\mathbb{R}^d)} \leq \|f\|_{L^2(\mathbb{R}^d)}\left(\tilde{\mathcal{A}}^{-2}C_1(a_0, \bar{\lambda})^2 + r^{-2}C_2(a_0, \bar{\lambda})^2\right)^{-\frac{1}{2}}\|I - \tilde{\mathcal{A}}^2H_0^{-1}\|_{L^2(\mathbb{R}^d)}^{-1}.
\]

Therefore,

\[
\|K(\lambda)(I - P_n)f\|^2_{L^2(\mathbb{R}^d)} = \|h\|^2_{L^2(\mathbb{R}^d)} \\
\leq \|f\|^2_{L^2(\mathbb{R}^d)}\left(\tilde{\mathcal{A}}^{-2}C_1(a_0, \bar{\lambda})^2 + r^{-2}C_2(a_0, \bar{\lambda})^2\right)\|I - \tilde{\mathcal{A}}^2H_0^{-1}\|_{L^2(\mathbb{R}^d)}^{-1} \|	ilde{\mathcal{A}}^2H_0^{-1}\|_{L^2(\mathbb{R}^d)}^{-1} \\
\leq \|f\|^2_{L^2(\mathbb{R}^d)}\left(\tilde{\mathcal{A}}^{-2}C_1(a_0, \bar{\lambda})^2 + r^{-2}C_2(a_0, \bar{\lambda})^2\right)\text{dist}(\lambda^2, [m^2, \infty])^{-2}.
\]

To conclude the proof, we note that \( C_1(a_0, \bar{\lambda}) = C_1(a_0, \lambda) \) for \( i = 1, 2 \). \( \square \)

Using Lemma 3.6 in (3.6), we immediately conclude our first main error bound.

**Proposition 3.7** (Matrix truncation error). *If \( V \) satisfies Hypothesis 1.1, the following error bound holds for all \( \lambda \in \mathbb{C}\setminus\{\pm\sqrt{\sigma(H_0)}\} \);

\[
\|K(\lambda) - P_nK(\lambda)P_n\|_{L^2 \to L^2} \leq n^{-\tilde{\mathcal{A}}^{-2}\left(C_1(a_0, \lambda)^2 + C_1(a_0, \lambda)^2\text{dist}(\lambda^2, [m^2, \infty])^{-2}\right)} \\
+ r^{-2}\left(C_2(a_0, \lambda)^2 + C_2(a_0, \lambda)^2\text{dist}(\lambda^2, [m^2, \infty])^{-2}\right).
\]

(3.13)

In particular, if \( n \to \infty \), then \( \|K(\lambda) - P_nK(\lambda)P_n\|_{L^2 \to L^2} \to 0 \) as \( n \to \infty \).

**Proof.** This follows immediately from Lemma 3.6. Note that if \( V \) satisfies Hypothesis 1.1, then both \( \|W_\lambda\|_{L^\infty(\mathbb{R}^d)} \) and \( \|xW_\lambda\|_{L^\infty(\mathbb{R}^d)} \) are finite. \( \square \)

**Definition 3.8.** For later reference we define the truncation constant

\[
C_{\text{trunc}}^\lambda := \left(\frac{C_1(a_0, \lambda)^2 + C_2(a_0, \lambda)^2}{\text{dist}(\lambda^2, [m^2, \infty])^2} + \frac{C_1(a_0, \lambda)^2}{\text{dist}(\lambda^2, [m^2, \infty])^2} \right)^{-\frac{1}{2}},
\]

where \( \lambda \in \mathbb{C}\setminus\{\pm\sqrt{\sigma(H_0)}\} \). Recall that \( C_1(a_0, \lambda) \), \( C_2(a_0, \lambda) \) were defined in Lemma 3.6.
4. Error bounds for matrix elements

In this section we prove several technical lemmas containing error bounds for the computation of the matrix elements \( \langle e_k^{(m)}(\lambda), e_m^{(n)} \rangle_{L^2(\mathbb{R}^d)} \) of the compression \( \tilde{P}_n K(\lambda) P_n \) to the finite dimensional subspaces \( \mathcal{H}_n \) defined in (3.2), (3.1). To simplify the presentation, we fix some notation.

**Notation 4.1.** For \( k, n \in \mathbb{N} \) and \( i_k \in \frac{1}{n} \mathbb{Z}^d \), let

(i) \( Q_k := i_k \oplus \mathbb{Z}^d \),

(ii) \( \chi_k := \chi_{Q_k} \).

An explicit formula for the matrix elements \( \langle e_k^{(m)}(\lambda), e_m^{(n)} \rangle_{L^2(\mathbb{R}^d)} \), \( k, m = 1, \ldots, l_n \) is provided by the following calculation.

\[
\langle e_k^{(m)}(\lambda), e_m^{(n)} \rangle_{L^2(\mathbb{R}^d)} = \langle (I - \lambda^2 H_0^{-1})^{-1} H_0^{-\frac{1}{2}} W_\lambda H_0^{-\frac{1}{2}} e_k^{(m)} \rangle_{L^2(\mathbb{R}^d)} \\
= \langle (I - \lambda^2 H_0^{-1})^{-1} H_0^{-\frac{1}{2}} \chi_k, W_\lambda H_0^{-\frac{1}{2}} e_k^{(m)} \rangle_{L^2(\mathbb{R}^d)} \\
= \langle (a_\lambda n^{\frac{d}{2}} \chi_k), W_\lambda (a_\lambda n^{\frac{d}{2}} \chi_m) \rangle_{L^2(\mathbb{R}^d)} \\
= \int_{\mathbb{R}^d} \overline{E_k^\lambda(x)} E_m^0(x) W_\lambda(x) \, dx
\]

where we have defined

\[
E_k^\lambda(x) := (2\pi)^{-\frac{d}{2}} \int_{Q_k} a_\lambda(\xi) e^{i \xi \cdot x} \, d\xi, \quad x \in \mathbb{R}^d,
\]

for \( \lambda \in \mathbb{C} \setminus \{ \pm \sqrt{\sigma(H_0)} \} \). The integral above is not computable in finitely many arithmetic operations, therefore, we need the following.

**Lemma 4.2.** There exist computable approximations \( E_k^\lambda, N \) of \( E_k^\lambda \) such that

\[
\| E_k^\lambda - E_k^\lambda, N \|_{L^2(\mathbb{R}^d)} \leq \sqrt{2} \frac{\| \nabla a_\lambda \|_{L^2(\mathbb{R}^d)}}{\| a_\lambda \|_{L^2(\mathbb{R}^d)}},
\]

\[
\| E_k^\lambda, N \|_{L^2(\mathbb{R}^d)} \leq \| a_\lambda \|_{L^2(\mathbb{R}^d)},
\]

for any \( k, m, N \in \mathbb{N} \) with \( a_\lambda \) defined as in Notation 3.3.

**Proof.** Let \( k \in \mathbb{N} \) and \( \lambda \in \mathbb{C} \setminus \{ \pm \sqrt{\sigma(H_0)} \} \). For \( N \in \mathbb{N} \) choose a new lattice inside \( Q_k \) as \( L_N^k := Q_k \cap \left( \frac{1}{N} \mathbb{Z}^d \right) \) (see Figure 2). Then, clearly, \( |L_N^k| = N^d \).

Next, we define the approximation by

\[
E_k^{\lambda, N}(x) := (2\pi)^{-\frac{d}{2}} n^{\frac{d}{2}} \sum_{j \in L_N^k} a_\lambda(j) \int_{U_j} e^{-i \xi \cdot x} \, d\xi
\]
The corresponding stability bound is obtained similarly, and define

\[
\tilde{a}_\lambda(j) = \frac{a_\lambda(j)}{\lambda p_k}.
\]

With the bound

\[
\lambda p_k \leq \frac{1}{n^2(Nn)^{d}},
\]

all \(k, K_0\) and decompose

\[
\begin{aligned}
\tilde{a}_\lambda(j) &= \frac{a_\lambda(j)}{\lambda p_k} \\
\lambda p_k &= \frac{1}{n^2(Nn)^{d}}.
\end{aligned}
\]

The corresponding stability bound is obtained similarly,

\[
\|E_{k,N}^\lambda - E_{k,N}^\lambda\|_{L^2(\mathbb{R}^d)}^2 = n^2 \|a_\lambda - \sum_{j \in L_N^k} a_\lambda(j)\|_{L^2(\mathbb{R}^d)}^2 \leq n^2 \sum_{j \in L_N^k} |U_j| \|a_\lambda - a_\lambda(j)\|_{L^2(\mathbb{R}^d)}^2 \leq n^2 \frac{2}{(nN)^2} \|\nabla a_\lambda\|_{L^2(\mathbb{R}^d)}^2 \sum_{j \in L_N^k} (Nn)^{-d} \leq \frac{2}{n^2 N^2} \|\nabla a_\lambda\|_{L^2(\mathbb{R}^d)}^2.
\]

The next step in computing the integrals in (4.1) is to pass to a bounded domain. To this end, we let \(R > 0\) and decompose \(\mathbb{R}^d = [-R, R]^d \cup (\mathbb{R}^d \setminus [-R, R)^d)\). Due to (4.1), this gives us

\[
\langle \epsilon_k^{(a)}, K(\lambda)\epsilon_m^{(a)} \rangle_{L^2(\mathbb{R}^d)} = \int_{\mathbb{R}^d} \overline{E_k^\lambda(x)} E_m^0(x) W_\lambda(x) \, dx = \int_{[-R, R]^d} \overline{E_k^\lambda(x)} E_m^0(x) W_\lambda(x) \, dx + \int_{\mathbb{R}^d \setminus [-R, R]^d} \overline{E_k^\lambda(x)} E_m^0(x) W_\lambda(x) \, dx.
\]

where, to keep the notation simple, we introduce the error terms

\[
\epsilon_k^{\lambda,\lambda} := E_k^\lambda - E_{k,N}^\lambda
\]

and define \(F_i, i = 1, \ldots, 4\), as

\[
\begin{aligned}
F_1 &:= \int_{[-R, R)^d} \overline{E_k^\lambda(x)} E_{m,N}^0(x) W_\lambda(x) \, dx, \quad F_2 := \int_{[-R, R)^d} \overline{E_k^\lambda(x)} E_m^0(x) W_\lambda(x) \, dx, \\
F_3 &:= \int_{[-R, R)^d} \overline{E_k^\lambda(x)} E_{m,N}^0(x) W_\lambda(x) \, dx, \quad F_4 := \int_{\mathbb{R}^d \setminus [-R, R]^d} \overline{E_k^\lambda(x)} E_m^0(x) W_\lambda(x) \, dx.
\end{aligned}
\]

The new error terms \(F_i, i = 1, \ldots, 4\), are indeed small as the next lemma shows.

**Lemma 4.3.** With the bound \(M > 0\) as in condition \((H_M)\) on \(V\), the following error bounds hold for all \(k, m \in \{1, \ldots, l_n\}\):

\[
\begin{aligned}
|F_1| &\leq \frac{\sqrt{2}}{nN} \|\nabla a_\lambda\|_{L^p(\mathbb{R}^d)} |a_0| \|W_\lambda\|_{L^p(\mathbb{R}^d)}, \\
|F_2| &\leq \frac{\sqrt{2}}{nN} \|\nabla a_\lambda\|_{L^p(\mathbb{R}^d)} |a_\lambda| \|W_\lambda\|_{L^p(\mathbb{R}^d)}, \\
|F_3| &\leq \frac{2}{n^2 N^2} \|\nabla a_\lambda\|_{L^p(\mathbb{R}^d)} \|\nabla a_\lambda\|_{L^p(\mathbb{R}^d)} |W_\lambda| \|W_\lambda\|_{L^p(\mathbb{R}^d)}, \\
|F_4| &\leq 2M \frac{M + |\lambda|}{R} \|a_\lambda\|_{L^p(\mathbb{R}^d)} |a_0| \|a_0\|_{L^p(\mathbb{R}^d)}.
\end{aligned}
\]
Proof. Applying Hölder’s inequality to $F_1$ and Lemma 4.2, we conclude that

$$|F_1| \leq \|E_k^\lambda - E_{k,N}^\lambda\|_{L^2(\mathbb{R}^d)} \|E^0_{m,N}\|_{L^2(\mathbb{R}^d)} \|W_{\lambda}\|_{L^p(\mathbb{R}^d)} \leq \frac{\sqrt{2}}{nN} \|\nabla a_\lambda\|_{L^p(\mathbb{R}^d)} \|a_0\|_{L^p(\mathbb{R}^d)} \|W_{\lambda}\|_{L^p(\mathbb{R}^d)}.$$  

The calculations for $F_2$ and $F_3$ are analogous. The bound for $F_4$ follows readily from the bound $\|E_k^\lambda\|_{L^2(\mathbb{R}^d)} \leq \|a_\lambda\|_{L^p(\mathbb{R}^d)}$ and from Hypothesis 1.1. \hfill \Box

The first term on the right-hand side of (4.7) has a computable integrand and can thus be computed to arbitrary precision using any standard quadrature formula. Finally, we are able to define our approximation to $P_n K(\lambda) P_n$ and prove operator-norm convergence.

Definition 4.4 (Approximate matrix elements). For $\lambda \in \mathbb{C}$, $n, N, s \in \mathbb{N}$, $k, m \in \{1, \ldots, l_n\}$ and $R > 0$ define

$$K_{km}^{(N,R,s)}(\lambda) := \text{Quad}_{R,s} \left( E_k^\lambda E_{m,N}^0 W_{\lambda} \right)$$

where $\text{Quad}_{R,s}$ stands for any quadrature formula converging to $\int_{[-R,R]^d} E_k^\lambda E_{m,N}^0 W_{\lambda} \, dx$ as $s \to \infty$. By $K_{km}^{(N,R,s)}(\lambda)$ we denote the corresponding linear operator on $\mathcal{H}_n$ with matrix elements $K_{km}^{(N,R,s)}(\lambda)$, $k, m = 1, \ldots, l_n$.

In practice, to improve numerical performance, one would choose a quadrature rule with a high order of convergence. In our proofs below, however, we will take $\text{Quad}_{R,s}$ to be a standard Riemann sum. Naturally, this approximation achieves only linear order of convergence, but it applies to a wide range of functions because of its low regularity requirements. More concretely, we will use the formula

$$\text{Quad}_{R,s}(f) := \sum_{i \in (\frac{1}{2}\mathbb{Z}^d) \cap [-R,R]^d} f(i) \mathbb{I} \left[ \frac{1}{2} \mathbb{Z}^d \cap [0, \frac{1}{2}]^d \right] = s^{-d} \sum_{i \in (\frac{1}{2}\mathbb{Z}^d) \cap [-R,R]^d} f(i).$$

Lemma 4.5 below shows that it is indeed enough to assume $f \in W^{1,p}([-R,R)^d)$ with $p > d$ for $\text{Quad}_{R,s}(f)$ to converge.

Lemma 4.5. If $R \in \mathbb{N}$, then, for every $f \in W^{1,p}([-R,R)^d)$ with $p > d$,

$$\left| s^{-d} \sum_{i \in (\frac{1}{2}\mathbb{Z}^d) \cap [-R,R]^d} f(i) \right| \leq \frac{2s^{-1}}{1 - \frac{d}{p}} (2R)^d \|\nabla f\|_{L^p([-R,R)^d)}.$$

Proof. To simplify notation, we denote $G_s := (\frac{1}{2}\mathbb{Z}^d) \cap [-R,R)^d$. Since $R \in \mathbb{N}$, we can write

$$\int_{[-R,R)^d} f(x) \, dx = \sum_{i \in G_s} \int_{[0, \frac{1}{2})^d + i} f(x) \, dx.$$  

Then, comparing the two sums term by term, for $i \in (\frac{1}{2}\mathbb{Z}^d) \cap [-R,R)^d$ we have

$$\left| \int_{[0, \frac{1}{2})^d + i} f(x) \, dx - s^{-d} f(i) \right| = \int_{[0, \frac{1}{2})^d + i} |f(x) - f(i)| \, dx$$

$$\leq \int_{[0, \frac{1}{2})^d + i} |f(x) - f(i)| \, dx \leq \int_{[0, \frac{1}{2})^d + i} \frac{2s^{-1}}{1 - \frac{d}{p}} \|\nabla f\|_{L^p([0, \frac{1}{2})^d + i)} \, dx$$

$$= \frac{2s^{-1}}{1 - \frac{d}{p}} \|\nabla f\|_{L^p([0, \frac{1}{2})^d + i)} \int_{[0, \frac{1}{2})^d + i} \, dx = \frac{2s^{-1}}{1 - \frac{d}{p}} s^{-d} \|\nabla f\|_{L^p([0, \frac{1}{2})^d + i)}$$

where Morrey’s inequality was used in the third line (cf. (28) in the proof of [15, Thm. 9.12]). Summing these inequalities over $(\frac{1}{2}\mathbb{Z}^d) \cap [-R,R)^d$, we finally obtain

$$\left| s^{-d} \sum_{i \in G_s} f(\xi) - \int_{[-R,R)^d} f(x) \, dx \right| \leq \sum_{i \in G_s} \left| \int_{[0, \frac{1}{2})^d + i} f(x) \, dx - s^{-d} f(i) \right|$$

$$\leq \sum_{i \in G_s} \frac{2s^{-1}}{1 - \frac{d}{p}} s^{-d} \|\nabla f\|_{L^p([0, \frac{1}{2})^d + i)}$$
\[= \frac{2s-1+\frac{d}{2}}{1-\frac{d}{p}} s^{-d} \sum_{i \in G_s} 1 : \|\nabla f\|_{L^p((0,\frac{1}{2})^{d+1})} \]

\[\leq \frac{2s-1+\frac{d}{2}}{1-\frac{d}{p}} s^{-d} (2Rs)^{\frac{d}{2}} \left( \sum_{i \in G_s} \|\nabla f\|_{L^p([0,\frac{1}{2}]^{d+1})} \right)^{\frac{d}{2}} \]

\[= \frac{2s-1+\frac{d}{2}}{1-\frac{d}{p}} s^{-d} (2Rs)^{d-\frac{d}{2}} \|\nabla f\|_{L^p([-R,R)^d)} \]

\[= \frac{2s-1+\frac{d}{2}}{1-\frac{d}{p}} s^{-d} (2Rs)^{d-\frac{d}{2}} \|\nabla f\|_{L^p([-R,R)^d)} \]

\[= \frac{2s-1}{1-\frac{d}{p}} (2R)^{d-\frac{d}{2}} \|\nabla f\|_{L^p([-R,R)^d)} \]

where we have used Hölder’s inequality in the fourth line.

The next lemma contains our fifth and final error bound. Note that this is the first time that Hypothesis 1.1 (i) is used, i.e. \(V \in W^{1,p}(\mathbb{R}^d)\).

**Lemma 4.6.** Denote by \(F_5 := \int_{[-R,R]^d} \bar{E}_{k,N}^0 E_{m,N} W_\lambda \, dx - \text{Quad}_{R,s}(E_{k,N}^0 E_{m,N} W_\lambda)\) the quadrature error. Then

\[|F_5| \leq \frac{2s-1}{1-\frac{d}{p}} \alpha^{-d} (2R)^{d-\frac{d}{2}} \|a\|_{L^\infty([-R,R]^d)} \|a_0\|_{L^\infty([-R,R]^d)} (2\pi)^{-d} \left( 2\sqrt{R} \|W_\lambda\|_{L^p([-R,R)^d)} + r^{-1} \|\nabla W_\lambda\|_{L^p([-R,R)^d)} \right) . \]

**Proof.** Recall formula \((4.6)\) for \(E_{k,N}^0\) and note that

\[|E_{k,N}^0|_{L^p(\mathbb{R}^d)} = N^{-\frac{d}{2}} \sum_{j \in L_k^N} \sum_{j \in L_k^N} a_j \epsilon_j^{(Nn)} \leq N^{-\frac{d}{2}} \|a\|_{L^\infty(\mathbb{R}^d)} \sum_{j \in L_k^N} \epsilon_j^{(Nn)} \|e_j^{(Nn)}\|_{L^p(\mathbb{R}^d)} \]

\[\leq (2\pi)^{-\frac{d}{2}} N^{\frac{d}{2}} (Nn)^{-\frac{d}{2}} = \|a\|_{L^\infty(\mathbb{R}^d)} (2\pi)^{-\frac{d}{2}} n^{-\frac{d}{2}} , \]

\[|\nabla E_{k,N}^0|_{L^p(\mathbb{R}^d)} \leq N^{-\frac{d}{2}} \sum_{j \in L_k^N} \sum_{j \in L_k^N} a_j \epsilon_j^{(Nn)} \nabla e_j^{(Nn)} \|e_j^{(Nn)}\|_{L^p(\mathbb{R}^d)} \]

\[\leq (2\pi)^{-\frac{d}{2}} N^{\frac{d}{2}} (Nn)^{-\frac{d}{2}} = \|a\|_{L^\infty(\mathbb{R}^d)} (2\pi)^{-\frac{d}{2}} n^{-\frac{d}{2}} \sqrt{2r} , \]

where the extra factor \(\sqrt{2r}\) comes from the fact that \(|\xi| \leq \sqrt{2r}\) in \((4.4)\). By Hypothesis 1.1 we have \(W_\lambda \in W^{1,p}(\mathbb{R}^d)\) with \(p > d\). Hence applying Lemma 4.5 with \(f = E_{k,N}^0 E_{m,N} W_\lambda\), we obtain

\[|F_5| \leq \frac{2s-1}{1-\frac{d}{p}} (2R)^{d-\frac{d}{2}} \|\nabla (E_{k,N} E_{m,N} W_\lambda)\|_{L^p([-R,R)^d)} \]

\[\leq \frac{2s-1}{1-\frac{d}{p}} (2R)^{d-\frac{d}{2}} \left( \|\nabla E_{k,N}^0\|_{L^p(\mathbb{R}^d)} \|E_{m,N}^0\|_{L^p(\mathbb{R}^d)} \|W_\lambda\|_{L^p([-R,R)^d)} \right) \]

\[\leq \frac{2s-1}{1-\frac{d}{p}} (2R)^{d-\frac{d}{2}} \left( \|a\|_{L^\infty(\mathbb{R}^d)} (2\pi)^{-\frac{d}{2}} n^{-\frac{d}{2}} \sqrt{2r} \|a_0\|_{L^\infty(\mathbb{R}^d)} (2\pi)^{-\frac{d}{2}} n^{-\frac{d}{2}} \sqrt{2r} \|W_\lambda\|_{L^p([-R,R)^d)} \right) \]

\[\leq \frac{2s-1}{1-\frac{d}{p}} (2R)^{d-\frac{d}{2}} \left( \|a\|_{L^\infty(\mathbb{R}^d)} (2\pi)^{-\frac{d}{2}} n^{-\frac{d}{2}} \sqrt{2r} \|a_0\|_{L^\infty(\mathbb{R}^d)} (2\pi)^{-\frac{d}{2}} n^{-\frac{d}{2}} \sqrt{2r} \|W_\lambda\|_{L^p([-R,R)^d)} \right) \]

\[= \frac{2s-1}{1-\frac{d}{p}} (2R)^{d-\frac{d}{2}} \|a\|_{L^\infty(\mathbb{R}^d)} \|a_0\|_{L^\infty(\mathbb{R}^d)} (2\pi)^{-\frac{d}{2}} n^{-\frac{d}{2}} \left( 2\sqrt{2r} \|W_\lambda\|_{L^p([-R,R)^d)} + r^{-1} \|\nabla W_\lambda\|_{L^p([-R,R)^d)} \right) \]
5. Operator norm bounds for the approximation of $K(\lambda)$

In this section we use the technical bounds from the previous section to obtain operator norm error bounds for the difference

$$P_m K(\lambda)P_n - K^{(N,R,s)}(\lambda).$$

Combined with Proposition 3.7, this will provide a fully computable approximation of $K(\lambda)$ with explicitly known error bounds. To this end, we use the following version of Young’s inequality, which follows from the Riesz-Thorin interpolation theorem (see e.g. [37, Thm. 0.3.1]).

Lemma 5.1. If $A$ is a bounded operator on $\ell^2(\mathbb{N})$ with matrix elements $A_{ij}$, then

$$\|A\| \leq F \hat{F}^{\frac{1}{2}}$$

where

$$F := \sup_{i \in \mathbb{N}} \sum_{j=1}^{\infty} |A_{ij}|, \quad \hat{F} := \sup_{j \in \mathbb{N}} \sum_{i=1}^{\infty} |A_{ij}|.$$

Combining Lemma 5.1 with the results from Section 4, we obtain the following error bound,

Proposition 5.2 (Matrix error bound). Let $n, N, s \in \mathbb{N}$, $R, r > 0$ and $\lambda \in \mathbb{C}\setminus\{ \pm \sqrt{\lambda(H_0)} \}$. Then

$$\|P_m K(\lambda)P_n - K^{(N,R,s)}(\lambda)\|_{L^2 \to L^2} \leq D_1 \left( \frac{(2nr+1)^{d}}{nN} + \frac{D_2}{R} (2nr+1)^{d} + \frac{D_3}{n^d}s \right)$$

where

$$D_1 := 2\sqrt{M}(M+2|\lambda|) \left( \|\nabla a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} \|a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} + \|\nabla a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} \|\nabla a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} \right),$$

$$D_2 := 2M(M+|\lambda|) \|a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} |a_{\lambda}|_{L^\infty(\mathbb{R}^d)},$$

$$D_3 := \frac{(1-\frac{1}{2})d}{4\sqrt{2}} 2M(M+|\lambda|) \|a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} |a_{\lambda}|_{L^\infty(\mathbb{R}^d)}.$$

Proof. Denote $K_{km}(\lambda) := \langle e^{(n)k}_m, K(\lambda)e^{(n)}_n \rangle_{L^2(\mathbb{R}^d)}$, where $k, l = 1, \ldots, l_n$. Applying Lemma 5.1 to $A = P_m K(\lambda)P_n - K^{(N,R,s)}(\lambda)$, we find that we need to estimate the sums

$$F = \sup_{k \in \{1, \ldots, l_n\}} \sum_{m=1}^{l_n} |K_{km}(\lambda) - K^{(N,R,s)}_{km}(\lambda)|, \quad \hat{F} = \sup_{m \in \{1, \ldots, l_n\}} \sum_{k=1}^{l_n} |K_{km}(\lambda) - K^{(N,R,s)}_{km}(\lambda)|.$$

By (4.7), we have

$$|K_{km}(\lambda) - K^{(N,R,s)}_{km}(\lambda)| \leq |F_1| + |F_2| + |F_3| + |F_4| + |F_5|$$

and we can estimate $|F_i|$, $i = 1, \ldots, 5$, by Lemmas 4.3 and 4.6, respectively. Since all bounds therein are independent of $k, m$, summation over $m$ (or $k$) will multiply the right-hand side with a factor of $l_n = (2nr+1)^d$. Thus we obtain the same bound for both $F$ and $\hat{F}$, namely

$$F, \hat{F} \leq (2nr+1)^d (|F_1| + |F_2| + |F_3| + |F_4| + |F_5|)$$

$$\leq \sqrt{2} \left( \frac{(2nr+1)^d}{nN} \left( \|\nabla a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} \|a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} + \|\nabla a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} \|\nabla a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} \right) \|W_{\lambda}\|_{L^\infty(\mathbb{R}^d)} \right) \right.$$

$$+ \left( 2nr+1 \right)^d 2M \frac{|\lambda|}{R} \|a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} \|a_{\lambda}\|_{L^\infty(\mathbb{R}^d)} \left( \frac{2\sqrt{2}}{R} \|W_{\lambda}\|_{L^\infty([-R,R]^d)} + r^{-1} \|\nabla W_{\lambda}\|_{L^\infty([-R,R]^d)} \right).$$

Equations (5.2) now follow immediately from the $W_{\lambda}$ bounds in Lemma 3.4. \qed
Corollary 5.3 (Convergence of matrix approximation). Let \((r_n)_{n \in \mathbb{N}}\) be any sequence in \(\mathbb{N}\) and let \(\lambda \in \mathbb{C}\backslash \{\pm \sqrt{\sigma(H_0)}\}\). If we define sequences \(N_n, R_n, s_n\) by
\[
N_n := (2nr_n+1)^d, \\
R_n := (2nr_n+1)^d n, \\
s_n := (2nr_n+1)^d n^{1-d} r_n^{d-2},
\]
then there exists an explicit constant \(C_{\text{mat}}^\lambda = D_1 + D_2 + D_3 > 0\) with \(D_i, i = 1, 2, 3\), as in (5.2) such that
\[
\|P_n K(\lambda) P_n - K(N_n R_n s_n) (\lambda)\|_{L^2 \to L^2} \leq \frac{C_{\text{mat}}^\lambda}{n}.
\]
In particular \(\|P_n K(\lambda) P_n - K(N_n R_n s_n) (\lambda)\|_{L^2 \to L^2} \to 0\) as \(n \to \infty\).

Proof. The claim follows immediately from Proposition 5.2 applied with the chosen sequences \(N_n, R_n\) and \(s_n, n \in \mathbb{N}\).

Finally, we can make our first main result, Theorem 2.1 stated earlier, more precise and, at the same time, give a constructive proof of it.

Theorem 5.4 (Approximation of \(K(\lambda)\)). Suppose \(V\) satisfies Hypothesis 1.1. For \(n \in \mathbb{N}\) let \(r_n = n\) and let \(N_n, R_n, s_n\) be chosen as in (5.3). Then, for every \(\lambda \in \mathbb{C}\backslash \{\pm \sqrt{\sigma(H_0)}\}\), there exists a constant \(C_{\text{trunc}}^\lambda + C_{\text{mat}}^\lambda > 0\) such that
\[
\|K(\lambda) - K(N_n R_n s_n) (\lambda)\|_{L^2 \to L^2} \leq \frac{C_{\text{trunc}}^\lambda}{n} + \frac{C_{\text{mat}}^\lambda}{n}
\]
where \(K(N_n R_n s_n)(\lambda) = \left(K^{(N_n R_n s_n)}(\lambda)\right)_{k,m=1}^\ell\) is as in Definition 4.4 and the constants \(C_{\text{trunc}}^\lambda\) and \(C_{\text{mat}}^\lambda\) are as in Definition 3.8 and Corollary 5.3. If the bound \(M\) on \(V\) in \((H_M)\) is known a-priori (i.e. if \(V \in \Omega_{p,M}\)), then \(C_{\text{trunc}}^\lambda\) is explicitly known.

Proof of Theorem 5.4 (and Theorem 2.1). The estimate (5.4) follows if we combine Proposition 3.7 and Corollary 5.3. Because \(r_n = n\) by assumption, we have \(N_n = O(n^{2d}) \to \infty, R_n = O(n^{2d+1}) \to \infty\) and, since \(p > d, s_n = O(n^{2d+1)(d-\frac{2}{d})}) = O(n^{d+1}) \to \infty\) as \(n \to \infty\). Now (5.4) follows if we choose \(C_{\text{trunc}}^\lambda = C_{\text{trunc}}^\lambda + C_{\text{mat}}^\lambda\). Theorem 2.1 is obtained by taking \(K_n = K(N_n R_n s_n)\) for \(n \in \mathbb{N}\). The last claim follows if we note that the bounds for \(C_{\text{trunc}}^\lambda\) and \(C_{\text{mat}}^\lambda\) depend only on \(M\) and quantities that can be estimated by \(M\) by means of condition \((H_M)\) such as \(\|W_\lambda\|_{L^p(\mathbb{R}^d)}\) or \(\|vW_\lambda\|_{L^p(\mathbb{R}^d)}\) since \(W_\lambda = V^2 - 2\lambda V\).

5.1. Improvements under stronger assumptions on \(V\). The two-layered approximation scheme in Lemma 4.2 and Figure 2 gives precise error control and is convenient in the proofs of Theorems 2.1 and 1.2. In practice, however, the double discretisation in both \(n\) and \(N\) may be cumbersome to implement and computationally expensive. Lemma 5.5 below shows that, under stronger assumptions on \(V\), it is sufficient to choose \(N = 1\), i.e. the second layer of approximation is unnecessary.

Lemma 5.5. Assume, in addition to Hypothesis 1.1, that \(V \in L^1(\mathbb{R}^d)\) with \(\|V\|_{L^1(\mathbb{R}^d)} \leq M\). Then
\[
|F_1| \leq \frac{\sqrt{2}}{n} (2\pi n)^{-d} \|\nabla a_\lambda\|_{L^p(\mathbb{R}^d)} \|a_0\|_{L^p(\mathbb{R}^d)} M + 2|\lambda|),
\]
\[
|F_2| \leq \frac{\sqrt{2}}{n} (2\pi n)^{-d} \|a_\lambda\|_{L^p(\mathbb{R}^d)} \|\nabla a_0\|_{L^p(\mathbb{R}^d)} M + 2|\lambda|),
\]
\[
|F_3| \leq \frac{2}{n^2} (2\pi n)^{-d} \|\nabla a_\lambda\|_{L^p(\mathbb{R}^d)} \|\nabla a_0\|_{L^p(\mathbb{R}^d)} M + 2|\lambda|).
\]

Proof. For \(N = 1\), we have \(L_N^K = Q_K\) and hence from the definitions (4.2) and (4.4) it immediately follows that
\[
\|E_\lambda^K\|_{L^p(\mathbb{R}^d)} \leq \frac{\sqrt{2}}{n^2} \|\nabla a_\lambda\|_{L^p(\mathbb{R}^d)},
\]
\[
\|E_\lambda^K\|_{L^p(\mathbb{R}^d)} \leq \frac{\sqrt{2}}{n^2} \|\nabla a_\lambda\|_{L^p(\mathbb{R}^d)}.
\]
Using these two inequalities in the definition of $F_1$, see (4.9), (4.8), and applying Hölder’s inequality, we obtain
\[
|F_1| \leq |E_k^\lambda - E_{k,1}^\lambda|_{L^\infty} \|E_0^\lambda\|_{L^\infty(D)} \|W_\lambda\|_{L^1}
\leq \frac{\sqrt{2}}{n} (2\pi n)^{-d} |\nabla a_\lambda|_{L^\infty(D)} \|a_0\|_{L^\infty(D)} (|V^2|_{L^1} + 2|\lambda| |V|_{L^1})
\leq \frac{\sqrt{2}}{n} (2\pi n)^{-d} |\nabla a_\lambda|_{L^\infty(D)} \|a_0\|_{L^\infty(D)} M(M + 2|\lambda|)
\]
where we have used the inequality $|V^2|_{L^1} \leq |V|_{L^\infty(D)} |V|_{L^1} \leq M^2$ in the last line. The bounds for $|F_2|$ and $|F_3|$ follow from analogous estimates. \qed

Repeating the proof of Proposition 5.2 with the bounds for $F_1$, $F_2$ and $F_3$ given by (5.5) and $N = 1$, we find that, with appropriate parameter choices, a convergence rate of $n^{-1/2}$ can be achieved in (5.4).

**Remark 5.6.** If, in addition to Hypothesis 1.1, $V \in L^1(\mathbb{R}^d)$ with $\|V\|_{L^1(\mathbb{R}^d)} \leq M$ and we choose
\[
r_n = n^{\frac{1}{2}} - (2n)^{-1}
\]
and $R_n, s_n$ as in (5.3), then there exists an explicit constant $C^\lambda_{\text{mat}} = D_1 + D_2 + D_3 > 0$ with
\[
D_1 = \frac{\sqrt{2}}{n} M(M + 2|\lambda|) \left( |\nabla a_\lambda|_{L^\infty(D)} \|a_0\|_{L^\infty(D)} + |\lambda| |\nabla a_\lambda|_{L^\infty(D)} |\nabla a_0|_{L^\infty(D)} + \sqrt{2} |\nabla a_\lambda|_{L^\infty(D)} |\nabla a_0|_{L^\infty(D)} \right)
\]
and $D_2, D_3$, as in (5.2) such that
\[
\|P_{n,\lambda} K(\lambda) P_{n,\lambda} - K^{(N_n, R_n, s_n)}(\lambda)\|_{L^2 \rightarrow L^2} \leq \frac{C^\lambda_{\text{mat}}}{n^2}.
\]
In particular $\|P_{n,\lambda} K(\lambda) P_{n,\lambda} - K^{(N_n, R_n, s_n)}(\lambda)\|_{L^2 \rightarrow L^2} \to 0$ as $n \to \infty$.

6. Definition of the Algorithm

In this section we define an algorithm $\Gamma_n$ to compute $\sigma(T_V)$ for any $V$ satisfying Hypothesis 1.1. In order to do this, we have to control the dependence of our above estimates on the spectral parameter.

6.1. Preparations. We begin with a series of technical lemmas.

**Lemma 6.1.** The operator-valued function $K$ is locally Lipschitz continuous on $\mathbb{C} \setminus \{\pm \sqrt{\sigma(H_0)}\}$, i.e. for any compact subset $B \subset \mathbb{C} \setminus \{\pm \sqrt{\sigma(H_0)}\}$ there exists $C_L > 0$ such that
\[
\|K(\lambda) - K(\mu)\|_{L^2 \rightarrow L^2} \leq C_L |\lambda - \mu|
\]
for all $\lambda, \mu \in B$. Moreover, if $\rho, \rho > 0$ are such that $|\lambda|, |\mu| \leq \rho$ and $\text{dist}(\lambda^2, [m^2, \infty)), \text{dist}(\mu^2, [m^2, \infty)) \geq \rho$, then one can choose
\[
C_L = \frac{M}{m^2} \left(1 + \frac{\rho^2}{\rho^2} \right) \left[ \frac{2R}{m^2} \left(1 + \frac{\rho^2}{\rho^2}\right) (M + 2\rho) + 2 \right].
\]

**Proof.** Denote $R(\lambda^2) := (I - \lambda^2 H_0^{-1})^{-1}$ and $W_\lambda := W_1 - \lambda W_2$, where $W_1 := V^2$ and $W_2 := 2V$. Then $K(\lambda) = R(\lambda^2) H_0^{-\frac{1}{2}}(W_1 - \lambda W_2) H_0^{-\frac{1}{2}}$ and thus, for $\lambda, \mu \in \mathbb{C}$,
\[
K(\lambda) - K(\mu) = R(\lambda^2) H_0^{-\frac{1}{2}}(W_1 - \lambda W_2) H_0^{-\frac{1}{2}} - R(\mu^2) H_0^{-\frac{1}{2}}(W_1 - \mu W_2) H_0^{-\frac{1}{2}}
= (R(\lambda^2) - R(\mu^2)) H_0^{-\frac{1}{2}}(W_1 - \lambda W_2) H_0^{-\frac{1}{2}} + R(\mu^2)(\mu - \lambda) H_0^{-\frac{1}{2}} W_2 H_0^{-\frac{1}{2}}
= (\lambda - \mu) R(\mu^2) H_0^{-\frac{1}{2}} R(\lambda^2) R(\mu^2) H_0^{-\frac{1}{2}} (W_1 - \lambda W_2) H_0^{-\frac{1}{2}} - R(\mu^2)(\mu - \lambda) H_0^{-\frac{1}{2}} W_2 H_0^{-\frac{1}{2}}
= (\lambda - \mu) R(\mu^2) H_0^{-\frac{1}{2}} R(\lambda^2) H_0^{-\frac{1}{2}} (W_1 - \lambda W_2) - H_0^{-\frac{1}{2}} W_2 H_0^{-\frac{1}{2}};
\]
here we have used a resolvent identity for operators of the form $(I - \lambda^2 H_0^{-1})^{-1}$ in the third line. Now the assertion follows because $R(\mu^2) (\lambda + \mu) H_0^{-\frac{1}{2}} R(\lambda^2) H_0^{-\frac{1}{2}} (W_1 - \lambda W_2) - H_0^{-\frac{1}{2}} W_2 H_0^{-\frac{1}{2}}$ is a bounded operator for $\lambda, \mu$ in any compact subset of $\mathbb{C} \setminus \{\pm \sqrt{\sigma(H_0)}\}$.

The explicit bound for $C_L$ follows from the estimates
\[
C_L \leq \left| R(\mu^2) (\lambda + \mu) H_0^{-\frac{1}{2}} R(\lambda^2) H_0^{-\frac{1}{2}} W_\lambda H_0^{-\frac{1}{2}} - H_0^{-\frac{1}{2}} W_2 H_0^{-\frac{1}{2}} \right|_{L^2 \rightarrow L^2}
\]
Thus, for Proposition 6.2. For any \( y \) yields a precise result.

Inserting equations (6.3) into the formula for \( C \) (6.3) where, as in (3.9), we have

We begin with

If \( d \) is known a-priori (i.e. if \( V \in \Omega_{\rho,M} \)), then \( A \) is known explicitly.

Proof. Let \( \rho > 0 \) be fixed. For the sake of readability we use the notation

We begin with \( C_{\text{trunc}}^A \). By Definition 3.8, we have

where, as in (3.9), we have \( C_1(\alpha, \lambda) = (m\pi)^{-1} (\|\nabla a_\lambda\|_{L^\infty(\mathbb{R}^4)} W_\lambda \|_{L^\infty(\mathbb{R}^4)} + \|a_\lambda\|_{L^\infty(\mathbb{R}^4)} \|x W_\lambda\|_{L^\infty(\mathbb{R}^4)}) \) and \( C_2(\alpha, \lambda) = m^{-1} \|a_\lambda\|_{L^\infty(\mathbb{R}^4)} W_\lambda \|_{L^\infty(\mathbb{R}^4)} \). Applying Lemmas 3.4 and 3.5, we can estimate

Inserting equations (6.3) into the formula for \( C_{\text{trunc}}^A \) and using \( d(\lambda) \leq |\lambda|^2 + m^2 \leq \rho^2 + m^2 \) for \( \lambda \in \overline{B}_\rho(0) \), we readily obtain that there exists a constant \( \tilde{C} \) such that, for all \( \lambda \in \overline{B}_\rho(0) \setminus \{ \pm \sqrt{\sigma(H_0)} \} \) one has

Similarly, to bound \( C_{\text{mat}}^A \), we insert the bounds (3.8) into the formulas (5.2) for \( D_1, D_2, D_3 \). We arrive at

Thus, for \( C_{\text{mat}} = D_1 + D_2 + D_3 \), there exists a constant \( C' \) such that \( C_{\text{mat}} \leq C'/d(\lambda)^2 \) for all \( \lambda \in \overline{B}_\rho(0) \setminus \{ \pm \sqrt{\sigma(H_0)} \} \). The proof is complete if we set \( A := 2\max\{\tilde{C}, C'\} \).
6.2. Abstract bounds on the eigenvalues.

6.2.1. Bounds on the non-real eigenvalues. In this subsection we return to the general setting of Sections 1.1 and 2.1. We will derive a bound for \( \sigma_p(\mathcal{T}_V) \cap \mathbb{R} \), which holds whenever \( V \mathcal{H}_0^{-\frac{1}{2}} \) decomposes into a sum of a compact operator and a strict contraction.

In a Hilbert space \( \mathcal{H} \), consider a self-adjoint, uniformly positive operator \( H_0 \geq m > 0 \) and a symmetric operator \( V \) with \( \text{dom} \mathcal{H}_0^{-\frac{1}{2}} \subset \text{dom} V \). Then the operator \( V \mathcal{H}_0^{-\frac{1}{2}} \) is bounded in \( \mathcal{H} \) and we assume that \( S := V \mathcal{H}_0^{-\frac{1}{2}} = S_0 + S_1 \) with a strict contraction \( S_0 \) and compact \( S_1 \), as in [28], [29], [30]. The assumption on \( V \) implies that \( V = V_0 + V_1 \) where \( V_0 := S_0 \mathcal{H}_0^{-\frac{1}{2}} \) is \( \mathcal{H}_0^{-\frac{1}{2}} \)-bounded with \( \mathcal{H}_0^{-\frac{1}{2}} \)-bound \( |S_0| < 1 \) and \( V_1 := S_1 \mathcal{H}_0^{-\frac{1}{2}} \) is \( \mathcal{H}_0^{-\frac{1}{2}} \)-compact. Hence, by [24, Thm. III.7.6], it follows that \( V \) is \( \mathcal{H}_0^{-\frac{1}{2}} \)-bounded with \( \mathcal{H}_0^{-\frac{1}{2}} \)-bound \( < 1 \); more precisely, for every \( \varepsilon > 0 \) with \( \varepsilon^2 < 1 - |S_0|^2 \) there exists \( \alpha \varepsilon > 0 \) such that

\[
|V_0 x|^2 \leq |S_0|^2 |H_0^{-\frac{1}{2}} x|^2, \quad |V_1 x|^2 \leq \alpha_\varepsilon^2 |x|^2 + \varepsilon^2 |H_0^{-\frac{1}{2}} x|^2, \quad x \in \text{dom} \mathcal{H}_0^{-\frac{1}{2}},
\]

and hence

\[
|V x|^2 \leq \alpha_\varepsilon^2 |x|^2 + b_\varepsilon^2 |H_0^{-\frac{1}{2}} x|^2, \quad b_\varepsilon^2 := |S_0|^2 + \varepsilon^2 < 1, \quad x \in \text{dom} \mathcal{H}_0^{-\frac{1}{2}}.
\]

As an example in the physical case in \( \mathbb{R}^d \) with \( d \geq 3 \), any \( V_1 \in L_p(\mathbb{R}^d) \) with \( d, p < \infty \) is \( (-\Delta + m^2)^{-\frac{1}{2}} \)-compact, see e.g. [28, Thm. 6.1], and also its proof for estimates (6.4). In the sequel \( W(V) := \{ (V, x) : x \in \text{dom} V, |x| = 1 \} \) is the numerical range of \( V \).

Proposition 6.3. The non-real (point) spectrum of \( T \) is bounded and satisfies

\[
\sigma_p(\mathcal{T}_V) \cap \mathbb{R} \subset \left\{ \varepsilon \in \mathbb{C} : \text{Re} \, z \in W(V), |z|^2 \leq \frac{a_\varepsilon^2}{1 - (|S_0|^2 + \varepsilon^2)} - m^2 \right\}
\]

for every \( 0 < \varepsilon < (1 - |S_0|^2)^{\frac{1}{2}}, \) \( a_\varepsilon \geq 0 \) as in (6.4) bounding the relatively compact part \( V_1 \) and with \( S_0 := V_0 H_0^{-\frac{1}{2}} \) the strictly contractive part of \( V \).

Proof. Let \( \lambda \in \sigma_p(\mathcal{T}_V) \cap \mathbb{R} \). Then there exists an \( x \in \text{dom} H_0 \subset \text{dom} V \subset \text{dom} V, |x| = 1 \), such that \( T_V(\lambda)x = 0 \) and hence

\[
0 = (T_V(\lambda)x, x) = (H_0 x, x) - (V^2 x, x) + 2 \text{Re} \lambda (V x, x) - 2 \lambda^2.
\]

Since \( H_0 \) is self-adjoint and \( V \) is symmetric, all coefficients in the quadratic equation above are real. Taking real and imaginary part, we thus obtain

\[
(6.6) \quad 0 = (H_0^{-\frac{1}{2}} x, H_0^{-\frac{1}{2}} x) - (V x, V x) + 2 \text{Re} \lambda (V x, x) - ((\text{Re} \lambda)^2 - (\text{Im} \lambda)^2),
\]

\[
(6.7) \quad 0 = 2 \text{Im} \lambda (V x, x) - 2 \text{Re} \lambda \text{Im} \lambda.
\]

Since \( H_0 \) is self-adjoint and \( V \) is symmetric, all coefficients in the quadratic equation above are real. Taking real and imaginary part, we thus obtain

\[
(6.8) \quad \text{Re} \lambda = (V x, x) \in W(V),
\]

\[
(6.9) \quad |\lambda|^2 = |V x|^2 - |H_0^{-\frac{1}{2}} x|^2.
\]

By (6.9) it follows that \( 0 \leq |H_0^{-\frac{1}{2}} x|^2 + |V x|^2 \) and thus, together with (6.5),

\[
|H_0^{-\frac{1}{2}} x|^2 \leq |V x|^2 \leq a_\varepsilon^2 |x|^2 + b_\varepsilon^2 |H_0^{-\frac{1}{2}} x|^2 \leq a_\varepsilon^2 |x|^2 + b_\varepsilon^2 |V x|^2.
\]

Since \( b_\varepsilon^2 = |S_0|^2 + \varepsilon^2 < 1 \), this implies

\[
|V x|^2 \leq \frac{a_\varepsilon^2}{1 - b_\varepsilon^2} |x|^2 = a_\varepsilon^2 \frac{1}{1 - b_\varepsilon^2}.
\]

Using the estimate \( |H_0^{-\frac{1}{2}} x|^2 = (H_0 x, x) \geq m^2 |x|^2 = m^2 \) in (6.8), we finally obtain

\[
|\lambda|^2 \leq \frac{a_\varepsilon^2}{1 - b_\varepsilon^2} - m^2.
\]

\[\square\]
Example 6.4. If \( V \) is bounded and relatively compact, one can choose \( S_0 = 0, \varepsilon > 0 \) and \( a_\varepsilon = \| V \| \) in (6.5), and hence in this case Proposition 6.3 yields
\[
\sigma_p(T) \cap \mathbb{R} \subset \{ z \in \mathbb{C} : |z|^2 \leq \| V \|^2 - m^2, \ \text{Re} \ z \in W(V) \} ;
\]
if e.g. the potential is non-positive \( V \leq 0 \) as in [36], [30, Ex. V.2], then
\[
\sigma_p(T) \cap \mathbb{R} \subset \{ z \in \mathbb{C} : |z|^2 \leq \| V \|^2 - m^2, -\| V \| \leq \text{Re} \ z \leq 0 \} .
\]

Remark 6.5. (i) The above estimate for \( \sigma_p(T_V) \cap \mathbb{R} \) holds for any choice of \( S_0 \) and \( S_1 \) such that \( V H_0^{-1/2} = S_0 + S_1 \) and for any pair \( 0 < \varepsilon < (1 - |S_0|^2)^{1/2} \), \( a_\varepsilon \geq 0 \) as in (6.5). Hence \( \sigma_p(T_V) \) is contained in the intersection over all corresponding enclosures obtained by Proposition 6.3. However, for bounded \( V \), one can show that the choice \( \varepsilon = 0, a_\varepsilon = \| V \| \) yields the tightest enclosure.

(ii) For the real eigenvalues in the essential spectral gap, two-sided eigenvalue estimates were derived in [30, Sect. IV].

6.2.2. Bounds in one space dimension. In view of our numerical examples, we also derive eigenvalue bounds by means of a Birman-Schwinger argument. To this end, we adapt an argument from [1] to obtain explicit bounds on the eigenvalues of \( T_V \) in terms of \( V \), see also [23], [22] for another case of non-semi-bounded spectra.

Lemma 6.6. Assume that \( V \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \). Then every \( \lambda \in \sigma_p(T_V) \) satisfies
\[
4|m^2 - \lambda^2| \leq \| V^2 - 2\lambda V \|_{L^1(\mathbb{R})}^2
\]
and, as a consequence,
\[
2|m^2 - \lambda^2|^{1/2} \leq \| V \|_{L^2(\mathbb{R})}^2 + 2|\lambda|\| V \|_{L^1(\mathbb{R})}.
\]

Proof. Let \( \lambda \in \sigma_p(T_V) \) be an eigenvalue of \( T_V \) with corresponding eigenfunction \( u \in W^{2,2}(\mathbb{R}) \). Then
\[
(\Delta + m^2 - \lambda^2)u = W_\lambda u \quad \iff \quad u = (\Delta + m^2 - \lambda^2)^{-1}W_\lambda u.
\]
Define \( g := \frac{W_\lambda}{|W_\lambda|^{1/2}}u \). Then \( g \in L^2(\mathbb{R}) \) because \( V \in L^\infty(\mathbb{R}) \) and
\[
g = \frac{W_\lambda}{|W_\lambda|^{1/2}}(-\Delta + m^2 - \lambda^2)^{-1}|W_\lambda|^{1/2}g.
\]
To simplify notation, we introduce \( A(\lambda) := \frac{W_\lambda}{|W_\lambda|^{1/2}}(-\Delta + m^2 - \lambda^2)^{-1}|W_\lambda|^{1/2} \). Equation (6.14) implies that if \( \lambda \in \mathbb{C}\{\pm \sqrt{\sigma(H_0)}\} \) is an eigenvalue, then \(-1 \in \sigma(A(\lambda)) \). It follows that \( \| A(\lambda) \|_{HS} \geq 1 \) (otherwise \( I - A(\lambda) \) would be invertible). Using the fundamental solution for \(-\Delta + z^2 \) in one dimension, \( A(\lambda) \) can be written as an explicit integral operator and its Hilbert-Schmidt norm satisfies
\[
1 \leq \| A \|_{HS} \leq \int_{\mathbb{R}^2} \frac{|W_\lambda(x) e^{-\sqrt{|m^2 - \lambda^2|}\sqrt{|x-y|}}|W_\lambda(y)|^{1/2}}{2\sqrt{|m^2 - \lambda^2|}} dx dy
\]
\[
\iff \quad 4|m^2 - \lambda^2| \leq \int_{\mathbb{R}^2} |W_\lambda(x)| e^{-2\sqrt{|m^2 - \lambda^2|}\sqrt{|x-y|}}|W_\lambda(y)| dx dy \leq \| V^2 - 2\lambda V \|_{L^1(\mathbb{R})}.
\]
This proves (6.12). Equation (6.13) follows readily from (6.12) and the triangle inequality.

6.3. Definition of the algorithm. Having established full control over the \( \lambda \)-dependence of all constants (see Section 6.1) and the location of the point spectrum (see Section 6.2), we are finally ready to define the algorithm and prove convergence.

Let \( \rho > 0 \) be large enough to ensure that \( B_\rho(0) \) contains all non-embedded eigenvalues of \( T_V \) and denote \( B_n := \{ z \in \bar{B}(0) \mid \text{dist}(z^2, \{ m^2, \infty \}) > n^{-1/2} \} \); note that by (6.10) and (6.11) one can choose \( \rho = \max\{\sqrt{|M^2 - m^2|}, \ m \} \). For \( n \in \mathbb{N} \) let \( \mathcal{L}_n := n^{-1}(\mathbb{Z} + i\mathbb{Z}) \cap B_n \); note that \( \mathcal{L}_n \) can be constructed using finitely many arithmetic operations. Moreover, choose \( A > 0 \) as in Proposition 6.2. Then, for any \( z \in \mathcal{L}_n \),
\[
C_K^{\lambda} \leq \frac{A}{\text{dist}(z^2, \{ m^2, \infty \})^2} \leq An^{1/2}.
\]
Applying Theorem 5.4, we conclude that
\[
\| K(z) - K^{(N_n, R_n, s_n)}(z) \|_{L^2 \rightarrow L^2} \leq \frac{A}{n^{1/2}}.
\]
for all $z \in \mathcal{L}_n$ and $n \in \mathbb{N}$. We emphasise that the constant $A$ is explicit and can be computed in finitely many arithmetic operations from $\rho, m, M$ (this follows from the proof of Proposition 6.2).

Similarly, from (6.1) we conclude that there exists an explicit constant $B > 0$ such that

\begin{equation}
C_L \leq \frac{B}{\text{dist}(z^2, [m^2, \infty])^2} \leq B n^{\frac{1}{2}}.
\end{equation}

for all $z \in \mathcal{L}_n$ and all $n \in \mathbb{N}$.

**Definition 6.7 (Spectral algorithm).** For $n \in \mathbb{N}$ let

\begin{equation}
\Gamma_n(V) := \left\{ z \in \mathcal{L}_n \left| \left\|(I - K_n(z))^{-1}\right\|_{L^2 \to L^2} \geq \frac{n^{\frac{1}{2}}}{2(A + B)} \right. \right\}
\end{equation}

where $K_n = K(N_n, R_n, s_n)$ is as in Theorem 5.4 and $A, B$ are as in (6.16), (6.17), respectively.

**Lemma 6.8.** The sequence $(\Gamma_n)_{n \in \mathbb{N}}$ is a tower of arithmetic algorithms of height 1 in the sense of Definition 2.3.

**Proof.** For $n \in \mathbb{N}$ and $V \in \Omega_{p, M}$ define the subset $\Lambda_n(V) \subset \Lambda$ by $\Lambda_n(V) := \{ V \mapsto V(x) \mid x \in (s_n^{-1} \mathbb{Z}^d) \cap [-R_n, R_n]^d \}$ where $s_n, R_n$ were defined in (5.3). Clearly, this is a finite set and $(s_n^{-1} \mathbb{Z}^d) \cap [-R_n, R_n]^d \subset Q^d$. We need to prove that $\Gamma_n(V)$ can be computed in finitely many arithmetic operations from $f \in \Lambda_n(V)$. First we note that the lattice $L_n$ and the constants $A, B$ can be computed in finitely many arithmetic operations from $m, M$. This is clear from (6.1) and from the proof of Proposition 6.2. Moreover, the matrix elements of $K(N_n, R_n, s_n)$ can be computed in finitely many arithmetic operations from the point values $V(i)$ for $i \in s^{-1} \mathbb{Z}$ using Definition 4.4. Finally, for any matrix $X$ and any $\eta > 0$, testing whether $|X^{-1}| > \eta$ can be done in finitely many arithmetic operations by [6, Prop. 10.1].

Now the main result of this paper is the following.

**Theorem 6.9.** For any $V : \mathbb{R}^d \to \mathbb{R}$ satisfying Hypothesis 1.1 we have

\begin{equation}
\frac{dH}{dt}(\Gamma_n(V) \setminus \{ \pm \sqrt{\sigma(H_0)} \}, \sigma_p(T_V) \setminus \{ \pm \sqrt{\sigma(H_0)} \}) \to 0
\end{equation}

as $n \to \infty$. Moreover, the explicit error bound

\begin{equation}
\sup_{z \in \sigma(T_V) \setminus \{ \pm \sqrt{\sigma(H_0)} \}} \text{dist}(z, \Gamma_n(V)) \leq \frac{1}{n}
\end{equation}

holds for all $n \in \mathbb{N}$.

**Proof.** For notational convenience, we will not distinguish between a bounded operator $O$ on $\mathcal{H}_n$ and its extension $O \oplus 0$ on $\mathcal{H}$. This is justified because, clearly, $\|O\|_{\mathcal{H}_n \to \mathcal{H}_n} = \|O \oplus 0\|_{\mathcal{H} \to \mathcal{H}}$. Moreover, the notation $\lim_{n \to \infty} E_n$ for $E_n \subset \mathbb{C}$ refers to limits in the Hausdorff distance $d_H$.

The proof of (6.19) is in two steps. In the first step we exclude spectral pollution (i.e. we show $\lim_{n \to \infty} \Gamma_n(V) \subset \sigma(T_V)$); in the second step we prove spectral inclusion (i.e. we show $\lim_{n \to \infty} \Gamma_n(V) \supset \sigma(T_V)$).

Step 1: Excluding spectral pollution. Let $z_0 \in \lim_{n \to \infty} \Gamma_n(V)$, i.e. suppose that there exist $z_n \in \Gamma_n(V)$ such that $z_n \to z_0$ as $n \to \infty$. By definition of $\Gamma_n$ we have $\|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2} \geq n^{\frac{1}{2}}/(2(A + B))$ and, applying [7, Lemma 3.1], we conclude that

\begin{align*}
(1 - A n^{-\frac{1}{2}}) \|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2} & \leq \|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2} \\
& \leq \frac{n^{\frac{1}{2}}}{2(A + B)}.
\end{align*}

Rearranging terms, we arrive at

\begin{align*}
\frac{n^{\frac{1}{2}}}{2(A + B)} & \leq \|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2} + \frac{A}{2(A + B)} \|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2} \\
& = \left(1 + \frac{A}{2(A + B)}\right) \|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2} \\
& \Rightarrow \|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2} \geq \frac{n^{\frac{1}{2}}}{3A + 2B}.
\end{align*}
Thus \(\|(I - K(z_n))^{-1}\|_{L^2 \to L^2} \to \infty\) as \(n \to \infty\) and thus \(1 \in \sigma(K(z_n))\), or equivalently, \(z_0 \in \sigma(T_V)\) by (2.3).

Step 2: Proving spectral inclusion. Let \(z \in \mathcal{C}(\{ \pm \sqrt{\sigma(H_0)} \})\) be such that \(1 \in \sigma(K(z))\) and, for \(n \in \mathbb{N}\), let \(z_n \in \mathcal{L}_n\) be an arbitrary point with \(|z - z_n| < n^{-1}\). We show that necessarily \(z_n \in \Gamma_n(V)\). By the Lipschitz continuity of \(K\) (see Lemma 6.1), [7, Lemma 3.4] and (6.17) we have

\[
\|(I - K(z_n))^{-1}\|_{L^2 \to L^2} \geq \frac{1}{C_L|z - z_n|} \geq \frac{1}{C_L n^{-1}} \geq \frac{n^\frac{3}{2}}{B}
\]

for \(n \in \mathbb{N}\). Similarly to Step 1, this implies a lower bound for \(\|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2}\). Applying [7, Lemma 3.1] (with \(K\) and \(K_n\) swapped) we obtain

\[
\left(1 - An^{-\frac{3}{2}}\|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2}\right) \|(I - K(z_n))^{-1}\|_{L^2 \to L^2} \leq \|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2}
\]

\[\implies \left(1 - An^{-\frac{3}{2}}\|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2}\right) \frac{n^\frac{3}{2}}{B} \leq \|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2}.
\]

Rearranging terms, we conclude that

\[
\frac{n^\frac{3}{2}}{B} \leq \left(1 + \frac{A}{B}\right) \|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2}
\]

(6.21)

\[\iff \frac{n^\frac{3}{2}}{A + B} \leq \|(I - K_n(z_n))^{-1}\|_{L^2 \to L^2}.
\]

If we compare (6.21) to (6.18), we find that \(z_n \in \Gamma_n(V)\) for \(n \in \mathbb{N}\). By construction we have \(|z - z_n| < n^{-1}\) for \(n \in \mathbb{N}\) and hence (6.20) follows. In particular, (6.20) implies that \(z \in \lim_{n \to \infty} \Gamma_n(V)\). □

7. Numerical Results and the Schiff-Snyder Weinberg Effect

In this section we present a number of numerical results obtained by implementing our algorithm in MATLAB for potentials from the physical literature. Therefore we focus on one space dimension. Another motivation is that, for the case \(d = 1\), there are some simplifications of the algorithm and possibilities to improve convergence which we would like to present.

7.1. Details of the implementation. In the case \(d = 1\) the algorithm (6.18) can be simplified somewhat while retaining guaranteed convergence. For the remainder of this section, we make an assumption that is satisfied in many physically interesting examples.

**Hypothesis 7.1.** Suppose that \(V \in L^1(\mathbb{R})\) with \(\|V\|_{L^1} \leq M\).

Under this assumption on \(V\), the results in Section 5.1 (see Remark 5.6) guarantee the convergence \(\|K(\lambda) - K(N, r, s, n, \lambda)\| \to 0\) with rate \(n^{-\frac{1}{2}}\), provided the parameters \(r, R, S\) are chosen appropriately. If \(d = 1\) and e.g. \(p = 4/3\), the choices

\[
r_n = n^\frac{1}{2}, \quad R_n = n^2, \quad s_n = n^2
\]

achieve a rate of \(n^{-\frac{1}{2}}\), as a comparison with Proposition 5.2 and Remark 5.6 shows. We have implemented the algorithm (6.18) in MATLAB in one space dimension \(d = 1\), following the scheme (7.1). In order to improve numerical performance further, we added several practical augmentations:

(i) Formula (4.4) for \(d = N = 1\) reads

\[
E_{k,1}^\lambda(x) := (2\pi)^{-\frac{1}{2}} n^\frac{1}{2} \int_{Q_k} a_\lambda(k)e^{-i\xi x} d\xi.
\]

As a low-cost way to improve numerical accuracy, we replaced \(a_\lambda(k)\) by its first-order Taylor approximation \(a(k) + a'_\lambda(k)(\xi - k)\). This reduces the approximation error without adding any significant computational cost since the integral over \(Q_k\) can still be evaluated explicitly.

(ii) Similarly, the accuracy of \(\text{Quad}_{2,3}(E_{k,n}^\lambda, E_{m,n}^\lambda, W_{\lambda})\) has been improved by using Simpson’s quadrature formula, rather than a simple piecewise constant Riemann sum (this point was touched upon in the discussion after Definition 4.4).

(iii) Instead of computing all points \(z \in \mathcal{L}_n\) in the set (6.18), for an \(n^{-1}\)-fine grid \(\mathcal{L}_n\), we compute the norms \(\|(I - K_n(\lambda))^{-1}\|\) on a fixed grid, determine their local minima and use these as starting points for a further gradient descent minimisation. In most applications this procedure produces a more accurate approximation of \(\sigma_p(T_V)\) than (6.18) in reasonable computation time.
The next subsection contains some example results computed with \( r_n = \sqrt{n}/2 \), \( s = n \) and fixed \( R \), large enough to ensure \(|V| < 10^{-6}\) outside \([-R, R]\). The operator norm \(|(I - K_n(\lambda))^{-1}|\) in (6.18) is computed via singular value decomposition using MATLAB’s built-in \texttt{svds()}\ command. The MATLAB code that produced the figures below is openly available at \url{https://github.com/frank-roesler/spectral_klein_gordon}.

7.2. Examples. The physics community has seen sustained interest in the spectral behaviour of the one-dimensional Klein-Gordon equation for many years (see e.g. [36, 38, 32, 31, 26] and the references therein). Specific interest has focused on the so-called Schiff-Snyder Weinberg effect – the fact that under a continuous change of the potential two real eigenvalues of \( T_V \) can join up and become a complex conjugate pair. It has been noticed early on that this can happen even for real-valued bounded potentials [36]. It is also known that the first pair of real eigenvalues emerging into the spectral gap are simple eigenvalues with strictly positive eigenfunctions (see [27, Thm. 6.1]. In this section we present a range of examples to show that our algorithm yields meaningful results in physically relevant situations.

7.2.1. Fixed width Sauter potential. We begin by studying \( \sigma_p(T_V) \) for \( m = 1 \) and

\[
V(x) = -\frac{v_0}{2} \left( \tanh \left( \frac{x + D/2}{W} \right) - \tanh \left( \frac{x - D/2}{W} \right) \right), \quad x \in \mathbb{R},
\]

where \( v_0 > 0, D, W \in \mathbb{R} \) are parameters. This function can be thought of as a smoothed version of the square well potential and has become known as the Sauter potential [35, 32].

Since \( V \) in (7.2) is smooth and decays exponentially as \( x \to \pm \infty \), it satisfies Hypothesis 1.1.

![Figure 3. Sauter potential (7.2) for \( v_0 = 3.7, D = 3.2, W = 0.3 \).](image)

As reported in [32], for the potential in Figure 3 with parameter values \( v_0 = 3.7, D = 3.2, W = 0.3 \) the Klein-Gordon operator pencil \( T_V \) has three complex conjugate pairs \( E_1^\pm, E_2^\pm, E_3^\pm \) of eigenvalues near the negative real axis, as well as two real eigenvalues \( E_4, E_5 \) in the gap \([-1, 1]\) (from left to right). Our method confirms these results: Figure 4 shows a contour plot of \(|(I - K_n(\lambda))^{-1}|\) for \( n = 200 \). Indeed, visual inspection suggests two poles of \(|(I - K_n(\lambda))^{-1}|\) in the gap \([-m, m] = [-1, 1]\) and three pairs of complex conjugate poles below \( \text{Re}(\lambda) = -1 \), which are our candidates for \( E_1^\pm, E_2^\pm, E_3^\pm \).

![Figure 4. Logarithmic contour plot of \(|(I - K_n(\lambda))^{-1}|\) for Sauter potential with parameters \( v_0 = 3.7, D = 3.2, W = 0.3 \).](image)

The approximations for the non-real eigenvalues determined from \(|(I - K_n(\lambda))^{-1}|\) and the region of inclusion (6.11) are displayed in Figure 5; the first digits of their numerical values are shown in...
Remark 7.2. Recall that formula (2.1) on which our algorithm is based is only valid for points \( \lambda^2 \notin \sigma(H_0) \). This fact is represented by our choice of the lattice \( \mathcal{L}_n \) (cf. Section 6.3) which explicitly excludes the set \(-\sqrt{\sigma(H_0)} \cup \sqrt{\sigma(H_0)} = (-\infty, -m] \cup [m, \infty) = (-\infty, -1] \cup [1, \infty)\). Figure 4 shows the numerical side of this: there are many poles on the interval \([-2.5, -1]\) which have to be excluded because they lie in \(\pm \sqrt{\sigma(H_0)}\).

| Eigenvalue | Approximate value          |
|------------|----------------------------|
| \( E_{1}^\pm \) | \(-2.3925 \pm 0.0829i\)   |
| \( E_{2}^\pm \) | \(-1.7473 \pm 0.1375i\)   |
| \( E_{3}^\pm \) | \(-1.0226 \pm 0.0384i\)   |

Table 1. Approximate numerical values of the non-real eigenvalues \( E_{1}^\pm \), \( E_{2}^\pm \), \( E_{3}^\pm \) of \( T_V \) for the Sauter potential (7.2) with parameters \( v_0 = 3.7 \), \( D = 3.2 \), \( W = 0.3 \).

7.2.2. Varying width Sauter potential. The Schiff-Snyder-Weinberg effect, and especially its onset, can also be observed if the width \( D \) of the Sauter potential (7.2) is varied, see [26]. In this subsection we focus on selected results from there, cf. [26, Fig. 3(a)] and chose the range of parameter values accordingly to be \( v_0 = 2.5 \), \( W = 0.1 \), \( D \in [0, 6] \).

Figure 6 shows the real part of the spectrum plotted against the parameter \( D \) which controls the width of the potential well. The region shaded in gray indicates the essential spectrum. The figure
shows the lowest eigenvalue moving from +1 towards −1 as $D$ increases from 0. Around $D = 0.5$ another eigenvalue appears at −1 and moves towards +1 until the two join up and form a complex conjugate pair around $D = 0.9$. Note that from then on, Figure 6 only shows their matching real part, which moves below −1. The same fate is met by the next pairs of eigenvalues around $D = 3.5$ and $D = 6.25$. Our results and our corresponding error bounds thus confirm those obtained recently in [26] using the so-called split-operator technique [14].

Figure 7 shows the eigenvalues in the complex plane for the three values $D = 0.1$, $0.5$, $1.5$ together with the inclusion region \( \lambda \in \mathbb{C} \mid |m^2 - \lambda^2| \leq |V^2 - 2\lambda V^2_{L^1(\mathbb{R})}| \) holds, see (6.12); note that, especially for small values of $D$, this enclosure gives rather sharp bounds on the eigenvalues.

7.2.3. Varying depth ‘cusp’ potential well. The so-called cusp potential is defined as

\[
V(x) = -v_0 \begin{cases} 
  e^{x/a} & \text{for } x \leq 0, \\
  e^{-x/a} & \text{for } x > 0,
\end{cases}
\]

where $v_0, a > 0$ are parameters (see Figure 8). Note that, strictly speaking, the point 0 is not a cusp mathematically, but a corner, i.e. the directional derivatives from the left and the right are finite at 0. We use the name cusp potential, nonetheless, because it has become common in the literature. It is easily seen that $V \in W^{1,\infty}(\mathbb{R})$. Since $V$ decays exponentially, it satisfies Hypothesis 1.1 for any $v_0, a > 0$.

Figure 9 shows the collision of two initially real eigenvalues as the depth $v_0$ increases from 3.6 to 3.606. Similarly to the Sauter potential where the width was varied, the plot shows one eigenvalue moving left towards −1 and another one moving right towards +1 until they collide and form a complex conjugate pair around $v_0 = 3.6054$. Our computations and accompanying error bounds confirm a result of [38], which has been obtained previously using a different numerical method (cf. [38, Fig. 7]).

7.3. Convergence and error analysis. In order to estimate the convergence rate and the approximation error of our algorithm, we study the behaviour of its output as $n \to \infty$. To this end, we compute the approximate eigenvalues $E_k^{(\pm)}(n)$ for different values of $n$ and consider the relative Cauchy errors

\[
e_{mn} := |E_k^{(\pm)}(m) - E_k^{(\pm)}(n)|, \quad m, n \in \mathbb{N}.
\]
We use the rate at which these differences converge to 0 as a measure for the performance of \( \Gamma_n \). The left-hand plot in Figure 10 shows the evolution of \( e_{m,n} \) for \( m = 2n \) and \( n \in \{100, 200, 400, 800, 1600\} \) for the 8 eigenvalues \( \lambda_k^{(±)} \) of the Sauter potential (cf. Figure 4).

Figure 10 suggests that all 8 eigenvalues eventually converge with the same rate. The slope of the lines in the left hand plot of Figure 10 implies a rate of \( e_{2n,n} \approx n^{-1} \), which suggests that the abstract bound on the convergence rate obtained from (7.1) is rather conservative and the algorithm performs better in practice.

To estimate the approximation error of \( \Gamma_n \), we apply our algorithm to a square well potential for which the eigenvalues can be computed explicitly using an exponential ansatz. A lengthy but straightforward calculation shows that \( \lambda \in \mathbb{C} \) is an eigenvalue of \( T_V \) with potential \( V = v_0 \chi_{[-a,a]} \) if and only if

\[
2 \cot \left( 2a \sqrt{(v_0 - \lambda)^2 - m^2} \right) = \frac{\sqrt{(v_0 - \lambda)^2 - m^2}}{\sqrt{m^2 - \lambda^2}} = \frac{\sqrt{m^2 - \lambda^2}}{\sqrt{(v_0 - \lambda)^2 - m^2}}.
\]

Equation (7.4) can be solved with very high accuracy (we used 64 digits after the decimal point) using Newton’s method. The numerical values of its solutions for \( a = 1, v_0 = -2.11 \) (these parameter values were previously considered in [30]) are given in Table 2. Figure 11 shows the potential and the output of \( \Gamma_n \). As the figure suggests, our algorithm returns three eigenvalues \( E_1^{±} \in \mathbb{C} \setminus \mathbb{R} \) and \( E_2 \in \mathbb{R} \) whose numerical values are given in Table 2.
Table 2. Approximate and exact numerical values of the eigenvalues $E_1^\pm$, $E_2$ of $T_{V}$ for a square well potential of width 2 and depth $-2.11$. Approximate values are computed using $\Gamma_n$ with $n = 3200$; exact values are computed from eq. (7.4) via Newton iterations to 64 digits after the decimal point.

A comparison between the approximate and exact values in Table 2 shows that our values for $E_1^\pm$ agree with the exact ones to within 5 digits after the decimal point, while those for $E_2$ agree to within 4 digits. This suggests approximation errors of $O(10^{-6})$ and $O(10^{-5})$, respectively. The right hand side of Figure 10 shows the corresponding Cauchy errors $e_{2n,n}$ for $n$ up to 1600. The slopes of the lines for $E_1^\pm$ and $E_2$ again imply a convergence rate of $e_{2n,n} \approx n^{-1}$ (as for the Sauter potential). Moreover, the final Cauchy errors for $E_1^\pm$ resp. $E_2$ are given by

$$|E_1^\pm(3200) - E_1^\pm(1600)| = e_{3200,1600} \approx 5 \cdot 10^{-6},$$

$$|E_2(3200) - E_2(1600)| = e_{3200,1600} \approx 5 \cdot 10^{-5},$$

which are in agreement with the order of magnitude expected from Table 2 and reflect the fact that the approximation error of $E_1^\pm$ is one order of magnitude less than that of $E_2$.

REFERENCES

[1] A. A. Abramov, A. Aslanyan, and E. B. Davies. Bounds on complex eigenvalues and resonances. J. Phys. A, 34(1):57–72, 2001.
[2] H. Ammari and E. O. Hiltunen. Time-dependent high-contrast subwavelength resonators. J. Comput. Phys., 445:110594, 2021.
[3] J. C. Araújo C. and C. Engström. On spurious solutions encountered in Helmholtz scattering resonance computations in $\mathbb{R}^d$ with applications to nano-photonics and acoustics. J. Comput. Phys., 429:110024, 2021.
[4] G. R. Barrenechea, L. Boulton, and N. Boussaid. Finite element eigenvalue enclosures for the Maxwell operator. SIAM J. Sci. Comput., 36(6):A2887–A2906, 2014.
[5] S. Becker and A. Hansen. Computing solutions of Schrödinger equations on unbounded domains – On the brink of numerical algorithms. arXiv e-prints, 2010.16347, 2020.
[6] J. Ben-Artzi, M. J. Colbrook, A. C. Hansen, O. Nevanlinna, and M. Seidel. Computing spectra – On the Solvability Complexity Index Hierarchy and Towers of Algorithms. arXiv e-prints, 1508.03280, 2015.
[7] J. Ben-Artzi, M. Marletta, and F. Rößler. Computing scattering resonances. J. Eur. Math. Soc., page published online first, 2022.
[8] J. Ben-Artzi, M. Marletta, and F. Rößler. Computing the sound of the sea in a seashell. Found. Comput. Math., 22(3):697–731, 2022.
[9] L. Blum, F. Cucker, M. Shub, and S. Smale. Complexity and real computation. Springer, New York, 1998.
[10] S. Bögli, B. M. Brown, M. Marletta, C. Tretter, and M. Wagenhofer. Guaranteed resonance enclosures and exclusions for atoms and molecules. Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 470(2171):20140488, 17, 2014.
[11] S. Bögli, M. Marletta, and C. Tretter. The essential numerical range for unbounded linear operators. J. Funct. Anal., 279(1):108509, 49, 2020.
[12] S. Bögli and C. Tretter. Eigenvalues of magnetohydrodynamic mean-field dynamo models: bounds and reliable computation. *SIAM J. Appl. Math.*, 80(5):2194–2225, 2020.

[13] L. Boulton. Spectral pollution and eigenvalue bounds. *Appl. Numer. Math.*, 99:1–23, 2016.

[14] J. W. Braun, Q. Su, and R. Grobe. Numerical approach to solve the time-dependent Dirac equation. *Phys. Rev. A*, 59(1):604–612, 1999.

[15] H. Brezis. *Functional analysis, Sobolev spaces and partial differential equations*. Universitext. Springer, New York, 2011.

[16] S. N. Chandler-Wilde and E. A. Spence. Coercivity, essential norms, and the Galerkin method for second-kind integral equations on polyhedral and Lipschitz domains. *Numer. Math.*, 150(2):299–371, 2022.

[17] M. J. Colbrook. On the computation of geometric features of spectra of linear operators on Hilbert spaces. *arXiv e-prints*, 1908.09598, 2019.

[18] M. J. Colbrook. Computing semigroups with error control. *SIAM J. Numer. Anal.*, 58(1):295–322, 2022.

[19] M. J. Colbrook and A. C. Hansen. On the infinite-dimensional QR algorithm. *Numer. Math.*, 143(1):1–83, 2019.

[20] M. J. Colbrook, A. Horning, and A. Townsend. Computing spectral measures of self-adjoint operators. *SIAM Rev.*, 63(3):489–524, 2021.

[21] M. J. Colbrook, B. Roman, and A. C. Hansen. How to compute spectra with error control. *Phys. Rev. Lett.*, 122(25), 2019.

[22] J.-C. Cuenin. Estimates on complex eigenvalues for Dirac operators on the half-line. *Integral Equations Operator Theory*, 79(3):377–388, 2014.

[23] J.-C. Cuenin, A. Laptev, and C. Tretter. Eigenvalue estimates for non-selfadjoint Dirac operators on the real line. *Ann. Henri Poincaré*, 15(4):707–736, 2014.

[24] D. E. Edmunds and W. D. Evans. *Spectral theory and differential operators*. Oxford Mathematical Monographs. The Clarendon Press Oxford University Press, New York, 1987. Oxford Science Publications.

[25] A. C. Hansen. On the Solvability Complexity Index, the n-pseudospectrum and approximations of spectra of operators. *J. Amer. Math. Soc.*, 24(1):81–124, 2011.

[26] M. Jiang, N. Lin, D. Su, and Y. Li. Analysis of the bosonic pair creation in a static potential well. *J. Phys. B: At. Mol. Opt. Phys.*, 54(12):125401, 2021.

[27] M. Koppen, C. Tretter, and M. Winklmeyer. Simplicity of extremal eigenvalues of the Klein-Gordon equation. *Rev. Math. Phys.*, 23(6):643–667, 2011.

[28] H. Langer, B. Najman, and C. Tretter. Spectral theory of the Klein-Gordon equation in Pontryagin spaces. *Comm. Math. Phys.*, 267(1):159–180, 2006.

[29] H. Langer, B. Najman, and C. Tretter. Spectral theory of the Klein-Gordon equation in Krein spaces. *Proc. Edinb. Math. Soc.*, 51(3):711–750, 2008.

[30] M. Langer and C. Tretter. Variational principles for eigenvalues of the Klein-Gordon equation. *J. Math. Phys.*, 47(10):103506, 18, 2006.

[31] Q. Lv, H. Bauke, Q. Su, C. H. Keitel, and R. Grobe. Bosonic pair creation and the Schiff-Snyder-Weinberg effect. *Phys. Rev. A*, 93:012119, 2016.

[32] Q. Z. Lv, Y. Liu, Y. J. Li, R. Grobe, and Q. Su. Noncompeting channel approach to pair creation in supercritical fields. *Phys. Rev. Lett.*, 111:183204, 2013.

[33] M. Marletta. Neumann-Dirichlet maps and analysis of spectral pollution for non-self-adjoint elliptic PDEs with real essential spectrum. *IMA J. Numer. Anal.*, 30(4):917–939, 2010.

[34] M. Reed and B. Simon. *Methods of modern mathematical physics. IV. Analysis of operators*. Academic Press, New York-London, 1978.

[35] F. Sauter. Über das Verhalten eines Elektrons im homogenen elektrischen Feld nach der relativistischen Theorie Diracs. *Zeitschrift für Physik*, 69(11):742–764, 1931.

[36] L. Schiff, H. Snyder, and J. Weinberg. On the existence of stationary states of the mesotron field. *Phys. Rev.*, 57:315–318, 1940.

[37] C. D. Sogge. *Fourier integrals in classical analysis*, volume 105 of *Cambridge Tracts in Mathematics*. Cambridge University Press, Cambridge, 1993.

[38] V. M. Villalba and C. Rojas. Bound states of the Klein–Gordon equation in the presence of short range potentials. *Internat. J. Modern Phys. A*, 21(02):313–325, 2006.

[39] M. Webb and S. Olver. Spectra of Jacobi operators via connection coefficient matrices. *Comm. Math. Phys.*, 382(2):657–707, 2021.