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Abstract

We analyze longitudinal self-reported counts of sexual partners from youth living with HIV. In self-reported survey data, subjects recall counts of events or behaviors such as the number of sexual partners or the number of drug uses in the past three months. Subjects with small counts may report the exact number, whereas subjects with large counts may have difficulty recalling the exact number. Thus, self-reported counts are noisy, and mis-reporting induces errors in the count variable. As a naive method for analyzing self-reported counts, the Poisson random effects model treats the observed counts as true counts and reporting errors in the outcome variable are ignored. Inferences are therefore based on incorrect information and may lead to conclusions unsupported by the data. We describe a Bayesian model for analyzing longitudinal self-reported count data that formally accounts for reporting error. We model reported counts conditional on underlying true counts using a linear birth-death process and use a Poisson random effects model to model the underlying true counts. A regression version of our model can identify characteristics of subjects with greater or lesser reporting error. We demonstrate several approaches to prior specification.
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1. INTRODUCTION

Self-reported count data often appear in public health studies; for example, the count of the number of cigarettes smoked in the past week (Wang and Heitjan 2008), the number of unprotected sex acts in the past four months (Patterson, Shaw, and Semple 2003), and frequency of marijuana use in the last week (Pentz et al. 1989).

In this paper, we analyze self-reported counts of sexual partners from the Choosing Life: Empowerment, Action, Results (CLEAR) longitudinal three-arm randomized intervention study designed to reduce HIV transmission and improve quality of life among HIV-infected youth. Subjects were randomized equally to control or to one of two intervention delivery methods: telephone and in-person. Interest lies in comparing the two intervention delivery modes, comparing treatments to control, and in estimating effects of predictors known to be important. Our outcome in this paper is the self-reported number of sexual partners during the past three months, an important measure of sexual risk behavior (Rotheram-Borus et al. 2001; Lightfoot et al. 2005).

Behavioral research on sexually transmitted diseases mostly depends on self-reports of sexual behavior (Jaccard et al. 2004; Fenton et al. 2001; Catania et al. 1990a). However, it has been argued that self-reports of sexual behaviors are not accurate and noisy for several reasons (Kauth, St. Lawrence, and Kelly 1991). Having zero or one partner is likely to be reported accurately, but reports of large numbers of partners are likely to be inaccurate, although the reports would still be large. The accuracy of self-reported sexual behavior has been found to be related to the number of sexual partners.
(Jaccard et al. 2004), the duration of recall periods (Catania et al. 1990b; Kauth, St. Lawrence, and Kelly 1991), and one’s propensity to engage in casual sex (Jaccard et al. 2004). Much research has aimed at improving the accuracy of self-reports of sexual behaviors (Tourangeau et al. 1997).

The Poisson distribution is a frequent starting point for modeling counts of sex partners because it is a discrete probability distribution that takes on non-negative integer values. However, the Poisson distribution assumes equal mean and variance, and does not allow for over-dispersion when the variance of the counts is larger than the mean. An improvement is the Poisson random effects model (PREM). The PREM incorporates additional subject-specific coefficients allowing subject means to deviate from population means. Thus, the PREM accounts for unobserved heterogeneity among subjects, and injects more variation than the standard Poisson model. Further, the random effects induce correlation across longitudinal observations on a subject.

Ghosh and Tu (2009) extend a PREM longitudinal approach to a joint model accommodating various complications in self-reported counts of sexual events, but do not discuss errors in self-reports. Fader and Hardie (2000) and Yang, Zhao, and Dhar (2010) develop models for underreported counts. Bollinger and David (1997) extend a probit model accounting for over- and under-reporting error in the univariate response variable. Heitjan and Rubin (1990), Wang and Heitjan (2008), and Hincksman, Pettitt, and Reeves (2008) propose methods for accommodating data reported or measured with error; they introduce a latent true count distinct from the observed count as do we.
In this paper, we model observed counts $Y_{ij}$ on subject $i$ at time $t_{ij}$ given underlying true but unobserved counts $Z_{ij}$ using a linear birth-death (BD) process, and model the true counts $Z_{ij}$ using a PREM. Stochastic processes including the BD process have been used in many fields (for example, Williams 1965; Wasserman 1980; Lee and Tuljapurkar 1994; Durrett and Kruglyak 1999; Mode and Sleeman 2000; Van den Broek and Heesterbeek 2007; Liu, Beckett, and DeNardo 2007). Our model exploits the BD process strictly as a sampling model for $Y_{ij} | Z_{ij}$ that has greater flexibility than the PREM. Further, our model differs from traditional measurement error or misclassification models in that our model accounts for errors in the outcome variable whereas measurement error models traditionally account for errors in covariates (for example, Chen 1979; Selen 1986; Whittemore and Keller 1988; Dellaportas and Stephens 1995; Henderson and Jarrett 2003). The BD model is exciting because it provides a sampling distribution on the integers and it eases interpretability with variance parameters that are easily interpreted.

This article is organized as follows. In section 2 we discuss the PREM and present our new BD methodology for handling reporting errors. In section 3 we discuss Bayesian inference including priors and posterior distributions, and in section 4 the PREM and our proposed models are applied to longitudinal self-reported count data from CLEAR. Section 5 presents a simulation study comparing our BD model to the PREM.
2. MODEL SPECIFICATION

2.1 Notation

Let \( Y_{ij} \) be the reported count for subject \( i = 1, \ldots, n \) and observation \( j = 1, \ldots, n_i \) at time \( t_{ij} \) and let \( Z_{ij} \) be the corresponding unobserved true count. Each subject has a \( p \times 1 \) covariate vector \( x_{ij} \) measured at time \( t_{ij} \) and define the \( n_i \times p \) covariate matrix \( X_i = (x_{i1}, \ldots, x_{in_i})' \), vector of responses \( Y_i = (Y_{i1}, \ldots, Y_{in_i})' \), and vector of unobserved true counts \( Z_i = (Z_{i1}, \ldots, Z_{in_i})' \).

2.2 Poisson Random Effects Model for the Unobserved True Count

We model the unobserved true counts \( Z_{ij} \) using a PREM. We assume that the \( Z_{ij} \) are independent conditional on a \( p \times 1 \) vector of fixed effects coefficients \( \alpha = (\alpha_1, \ldots, \alpha_p)' \) and an \( r \times 1 \) vector of random effects \( \beta_i \) multiplying by \( h_{ij} \), an \( r \times 1 \) vector of known predictors. With a log link, we have

\[
Z_{ij} \mid \mu_{ij} \sim \text{Poisson}(\mu_{ij}),
\]

\[
\mu_{ij} \equiv E(Z_{ij} \mid \alpha, \beta_i),
\]

\[
\log(\mu_{ij}) = x_{ij}'\alpha + h_{ij}'\beta_i,
\]

and

\[
\beta_i \mid D_\beta \sim N_r(0, D_\beta),
\]

where \( \mu_{ij} \) is the mean of the \( i \)th subject’s \( j \)th observation and \( N_r(0, D_\beta) \) denotes an \( r \)-dimensional multivariate normal random variable with mean \( 0 \) and \( r \times r \) covariance matrix \( D_\beta \). The unconditional mean of \( Z_{ij} \) is then \( \nu_{ij} = \exp(x_{ij}'\alpha + h_{ij}'D_\beta h_{ij}/2) \).
2.3 Linear Birth-Death Process for the Reported Counts Given the True Counts

We conceptualize a reported value $Y_{ij}$ as the realization of a stochastic process beginning at the underlying true value $Z_{ij}$. Specifically, we use a linear BD process $\{S(\tau)\}$ to model the conditional distribution of $Y_{ij} \mid Z_{ij}, \lambda_{ij}$, where $S(\tau) \in \{0, 1, 2, \ldots\}$ is an integer count over a conceptualized time interval $0 \leq \tau \leq 1$ with initial state $S(0) = Z_{ij}$ and final state $S(1) = Y_{ij}$, and $\lambda_{ij}$ parameterizes the linear BD process. We denote this distribution

$$Y_{ij} \mid Z_{ij}, \lambda_{ij} \sim \text{BD}(Z_{ij}, \lambda_{ij})$$  \hfill (2)

Traditionally, for a stochastic process $\tau$ is real time; in our model, however, $\tau$ is not an actual time but merely indexes the stochastic process $\{S(\tau)\}$ of which we only make use of the distribution at $\tau = 1$. A traditional linear BD process has two parameters, a per-capita birth rate $\lambda_{B,ij}$ and a per-capita death rate $\lambda_{D,ij}$. The process assumes that as $\tau$ increases from 0, $S(\tau)$ increases or decreases by 1 with instantaneous birth rate $\lambda_{B,ij}S(\tau)$ and death rate $\lambda_{D,ij}S(\tau)$ at time $\tau$. The process has an absorbing state at $S(\tau) = 0$. When used as a sampling density for $Y_{ij}$, the birth rate $\lambda_{B,ij}$ and death rate $\lambda_{D,ij}$ can be interpreted as an individual’s propensity to over- and under-report, respectively.

To simplify, we assume $\lambda_{B,ij} = \lambda_{D,ij} \equiv \lambda_{ij}$ which leads the mean of the reporting distribution to be unbiased for the underlying true value

$$E(Y_{ij} \mid Z_{ij}, \lambda_{ij}) = Z_{ij}$$
and the conditional variance is proportional to both $Z_{ij}$ and $\lambda_{ij}$

$$Var(Y_{ij} \mid Z_{ij}, \lambda_{ij}) = 2\lambda_{ij}Z_{ij}$$

(Bailey 1964). The variance of the observed counts $Y_{ij}$ is then

$$Var(Y_{ij}) = (2 \cdot \lambda_{ij} + 1)\nu_{ij} + \nu_{ij}^2(\exp(\mathbf{h}'_{ij}\mathbf{D}\mathbf{h}_{ij}) - 1) \quad (3)$$

and the covariance between $Y_{ij}$ and $Y_{ik}$, $j \neq k$ is

$$Cov(Y_{ij}, Y_{ik}) = \nu_{ij}\nu_{ik}(\exp(\mathbf{h}'_{ij}\mathbf{D}\mathbf{h}_{ik}) - 1) \quad (4)$$

which follow from standard rules of conditional probability and results in Aitchison and Ho 1989. The variance (3) is increased by $2 \cdot \lambda_{ij}\nu_{ij}$ over that of the standard PREM model, while the covariance (4) is unchanged from the PREM model.

Observations with large $Z_{ij}$ and/or $\lambda_{ij}$ lead to large variances of $Y_{ij}$, and are associated with low recall accuracy. The BD rate $\lambda_{ij}$ represents the relative accuracy of reports or recall. If an individual mis-reports the number of events, then $Y_{ij}$ would be greater or less than $Z_{ij}$, and were $Z_{ij}$ known, the difference $(Y_{ij} - Z_{ij})$ would be a type of residual and is a measure of the accuracy of observation $Y_{ij}$.

A derivation of the sampling density $p(Y_{ij} \mid Z_{ij}, \lambda_{ij})$ is given in Appendix A. Figure 1 illustrates example distributions of reported counts $Y \mid Z, \lambda \sim BD(Z, \lambda)$ for 9 combinations of $Z$ and $\lambda$. Row 1 has small $\lambda = 0.5$ indicating relatively accurate reports, row 2 reports $\lambda = 3$, and row 3 demonstrates $\lambda = 7$ for relatively inaccurate reports. Column 1 has $Z = 2$, column 2 has $Z = 15$, and column 3 has $Z = 50$ for a modest, medium, and large number of underlying
counts. Figures 1(d), 1(g), and 1(h) demonstrate modes not at the true count but at zero due to the absorption of the process $S(\tau)$ at zero when $\lambda$ is large compared to $Z$. The others return modes at $Z$.

2.4 A Log-linear Regression Model for the Birth/Death Rate

The simplest model allows subjects to share a common BD rate $\lambda_{ij} \equiv \lambda$, but it seems unrealistic to assume all subjects have the same propensity to mis-report. We expect $\lambda_{ij}$ to vary across subjects and even within subject over time depending on time-fixed and time-varying covariates. Because $\lambda_{ij} > 0$, we use a log-linear regression model for $\lambda_{ij}$

$$
\lambda_{ij} = \exp(w_{ij}') \psi
$$

(5)

where $w_{ij}$ denotes a $q \times 1$ covariate vector for the $i$th subject at time $t_{ij}$, $\psi = (\psi_1, \ldots, \psi_q)'$ is a vector of regression coefficients for the fixed effects. We call (5) the BD model for short.

3. BAYESIAN INFECTION

3.1 Prior Distributions

We specify the priors for parameters $\alpha$, $\psi$, and $D_\beta$, to be independent a priori. For the fixed effects, we assume a traditional normal prior: $\alpha \sim N(m_\alpha, \Sigma_\alpha)$ and $\psi \sim N(m_\psi, \Sigma_\psi)$, where most commonly $\Sigma_\alpha$ and $\Sigma_\psi$ are diagonal matrices with known diagonal elements. For the covariance matrix $D_\beta$, we assume $D_\beta \sim IW_r(\Omega_\beta, m_\beta)$, where $IW_r(\Omega_\beta, m_\beta)$ denotes an $r \times r$ inverse-Wishart distribution with degrees of freedom (df) $m_\beta \geq r$ and mean $\Omega_\beta/(m_\beta - r - 1)$. 
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We consider several approaches to the problem of specifying $\mathbf{m}_\alpha$, $\Sigma_\alpha$, $\mathbf{m}_\psi$, and $\Sigma_\psi$ for this model: (1) an approach based on previous studies (PS) reported in the literature, (2) a pure elicitation (PE) approach, (3) data augmentation (DA) and (4) analysis of a previous similar data set (DS). These approaches are not necessarily disjoint; the methods can be mixed and we combine them opportunistically.

In the PS approach, $\mathbf{m}_\alpha = (m_{\alpha,k})$ are point estimates taken from papers in the literature, as are the standard errors $\Sigma_{\alpha,k}$ and $\Sigma_\alpha$ is diagonal with $k$th diagonal element $\Sigma_{\alpha,k}$. However, while we are often willing to generate prior estimates from the literature, we feel standard errors from the literature are usually over-precise for application to novel data.

A PE approach can be used for $\mathbf{m}_\alpha$ and the diagonal elements of $\Sigma_\alpha$ using what we call the point and range method. Often we may specify a prior point estimate $m_{\alpha,k}$ of $\alpha_k$ and suppose we can state that we expect a subject with covariate $x_{ijk} = 1$ has on average at most $d$ times as many partners as a subject with $x_{ijk} = 0$ and that $d$ is at the edge of a 95% probability interval. We find $\Sigma_{\alpha,k}$ by solving $\exp(m_{\alpha,k} + 1.96 \Sigma_{\alpha,k}) = d$. Choices for $\mathbf{m}_\alpha$ include the journal article estimate or $\mathbf{m}_\alpha = 0$, to keep the prior neutral as to the sign of $\alpha_k$. The value $d$ may be elicited as a number that is “too big”; the resulting prior is appropriately centered and not overly informative while still being proper and sensibly prejudiced against a priori ridiculous values of $\alpha_k$.

For a DA prior (Bedrick, Christensen, and Johnson 1996, 1997), we construct a prior data set $x_{k1}^0$ and $Z_{k1,\text{PREM}}^0$ for $k_1 = 1, \ldots, K_1$ as $K_1$ prior representative cases for the PREM part and $w_{k2}^0$, $y_{k2}^0$, and $Z_{k2,\text{BD}}^0$ for $k_2 = 1, \ldots, K_2$ as $K_2$ prior representative cases for
the BD part. We then plug this data into the likelihood to get a function proportional to the desired prior. One might use either a fixed effects Poisson regression likelihood or a random effects regression likelihood for the DA prior in the PREM model, and we used the latter to be consistent with the PREM model. The resulting DA prior distribution then becomes

$$p_{DA} (\alpha, \beta^0, D_\beta, \psi \mid X^0, Y^0, Z^0_{\text{PREM}}, Z^0_{\text{BD}}, W^0)$$

$$\propto \prod_{k_1=1}^{K_1} \frac{\exp\{Z^0_{k_1,\text{PREM}} (x^0_{k_1} \alpha + \beta^0_{k_1}) - \exp(x^0_{k_1} \alpha + \beta^0_{k_1})\}}{Z^0_{k_1,\text{PREM}}!}$$

$$\times D_\beta^{-K_1/2} \exp \left(-\frac{1}{2D_\beta} \sum_{k_1=1}^{K_1} (\beta^0_{k_1})^2\right) \times D_\beta^{-\left(a+1\right)} \exp\left(-b/D_\beta\right)$$

$$\times \prod_{k_2=1}^{K_2} p(Y^0_{k_2} \mid Z^0_{k_2,\text{BD}}, \psi).$$

We introduce artificial $\beta^0_k$’s in (6), however we do not care about them; the purpose is to produce a prior for $\alpha$ and $D_\beta$. The pre-prior $D_\beta \sim IG(a, b)$ then guarantees that (6) is a proper prior as long as $K_1 \geq p$ and $K_2 \geq q$. We may take the resulting density (6) as our prior or, for convenience, we may take the means and standard deviations (SDs) from analysis of this prior data set as the prior parameters for the data set of interest.

In the DS approach, we can use estimates and covariance matrices from the analysis of previous similar data sets as the prior parameters for the data set of interest. One advantage is that covariances among the regression parameters can be brought into the covariance matrix.

Prior specification in Bayesian modeling requires substantial subject matter knowledge and we discuss details of these approaches in the specific context of our data set in section 4 where we also present
3.2 Posterior Distribution

Let $\beta = (\beta_1, \ldots, \beta_n)'$, $\lambda = (\lambda_{11}, \ldots, \lambda_{nn})'$, $Z = (Z_1, \ldots, Z_n)$ and let $N \times q$ matrix $W = (w_{11}, \ldots, w_{nn})'$ where $N = \sum_{i=1}^{n} n_i$ is the total number of observations. The joint posterior distribution of $Z, \alpha, \beta, \lambda, \psi, D_\beta$ is $p(Z, \alpha, \beta, \lambda, \psi, D_\beta \mid Y, X, W)$ and is given in Appendix B.

3.3 Computing Overview

The underlying true counts $Z_{ij}$ are discrete random variables taking values on the non-negative integers; the other unknowns are continuous. The joint posterior distribution is intractable and we draw inference through sampling from the posterior using Markov chain Monte Carlo (MCMC) methods (Metropolis et al. 1953; Hastings 1970; Gelfand and Smith 1990; Carlin, Polson, and Stoffer 1992; Geyer and Thompson 1995; Gilks, Roberts, and Sahu 1998; Chib and Carlin 1999), specifically using Metropolis and Metropolis-Hastings (MH) steps within a random scan Gibbs sampling algorithm (Roberts and Sahu 1997; Robert and Casella 2004; Liu 2008).

For most steps, we consider adaptive auto-optimizing transition kernels (Rosenthal 2011) that automatically adjust the scale of the proposal distribution as the MCMC runs in an attempt to achieve a specific acceptance probability $\pi$. Let $\kappa_m$ be the scale parameter of a proposal distribution at iteration $m$, and let $\theta_m$ be the acceptance frequency for the proposal up to iteration $m$. Then, we set scale
\( \kappa_{m+1} \) for iteration \((m + 1)\) to

\[
\kappa_{m+1} = \kappa_m + \frac{\theta_m - \pi}{t(m)} + 1,
\]

where \( t(m) \) is a monotonic transform of \( m \), such as \( t(m) = m \), or \( t(m) = \sqrt{m} \). The target acceptance probability \( \pi \) can be set differently for different parameters if warranted.

4. LONGITUDINAL MODELING FOR SEX PARTNER COUNTS

4.1 Data from the CLEAR Study

Our primary outcome measurement is the self-reported number of sexual partners in the past 3 months for \( n = 175 \) HIV+ young people. Observations were taken at time 0, the baseline observation, and at 3, 6, 9, and 15 months. Roughly 80% of subjects are available at each follow-up time, suggesting that the data are at worst intermittently missing, and drop-out is not a major concern.

4.2 Predictors

For the PREM fixed effects, we include time-fixed indicators of injection drug use (IDU) (yes=1, no=0) and men who have sex with men (MSM) (yes=1, 0=women and also men who have sex with women only). It is common to combine heterosexual men and women into a single category in these analyses (Bolding et al. 2006). We include two time-varying indicators, one for trading sex for money, drugs, food or housing in the past three months (yes = 1 for any trading, no=0) (TRADE) and one for engaging in casual sex in the past 3 months (yes=1, no=0) (CASUAL). Subjects are randomized
to one of three treatment groups, telephone delivery, in-person delivery and control. All three groups are modeled as having the same average baseline number of partners. At follow-up we include 12 indicators for the 3 intervention means at the 4 measurement times. For the random effects, we take \( r = 1 \) and \( h_{ij} = 1 \) giving a random intercept model; \( \beta_i \) and \( D_\beta \) are then scalars. We set \( a = 3 \) and \( b = 2 \) in the prior for \( D_\beta \sim IG(a, b) \) to obtain a proper prior with mean and variance equal to 1.

Our BD process is fundamentally a variance model; typically there is less information in data about variances than about means and we simplify our loglinear model for the birth rate parameter as compared with the mean. We include TRADE and CASUAL as covariates. At baseline all subjects are in a single group. For all post-baseline times, we include three indicators for the three treatment groups.

4.3 Prior Specification from Previous Studies

A combined PS/PE Prior for PREM. We construct one prior using a combination of information from previous studies and from elicitation. Prior means and SDs for the PREM are presented in the PS/PE prior columns of Table 1. We take the point estimates for MSM from Solorio et al. (2008) and those for IDU and TRADE from DiIorio, Hartwell, and Hansen (2002). The prior mean for CASUAL is obtained from Kiene et al. (2006) where the outcome variable is the number of unprotected (vaginal or anal) sex events per partner. We presume the number of partners proportionally increases with the number of acts.

We assume subjects have one partner on average at baseline given
no IDU, MSM, CASUAL, and TRADE, which gives log 1 = 0 prior mean for the intercept. We specify zero prior means for time effects and interactions between time and intervention groups because we have little prior knowledge about time trend and intervention effects and, for this prior, we wish to not directly input prior beliefs about the direction of treatment and time effects.

To specify the prior variance, we assume that MSM, IDU, TRADE, and CASUAL may have up to 15, 20, 30, and 30 times as many partners as non-MSM, -IDU, -CASUAL, and -TRADE, respectively at the outside of a 95% prior interval. For the prior variance of the intercept, we assume that at baseline 95% of non-MSM, -IDU, -CASUAL, and -TRADE subjects have from 1/30 to 30 partners on average. We set the prior variances for the time effects and interaction terms equal to 4 to represent vague prior knowledge.

**PE Prior for the BD process.** We assume that a 95% prior interval of the birth rates is from 1/80 to 80 at baseline with CASUAL=TRADE=0, which gives a prior mean of 0 and prior SD 2.236 for the intercept. We similarly specified prior means and ranges for the other variables, and the resulting means and SDs are shown in Table 2, columns under Prior.

4.4 Data Augmentation Prior

**DA for the PREM.** We set a separate prior for the fixed effects with a DA prior and this time we do include proper informative prior information about the treatment groups. We assume that when a subject is not an IDU or MSM, and has CASUAL = 0 and TRADE = 0, the subject has 1 partner on average at baseline which is close to the 0.7 in the CLEAR data. We assume that there are no
changes in the number of partners at 3, 6, 9, and 15 months from the baseline in the control group, but in the telephone and in-person intervention groups the number of partners are reduced to 0.8 and 0.5 times at follow-up months compared to the baseline; we expect the in-person intervention to be more effective. We also assume that IDU and MSM subjects have twice as many partners as non-IDU and non-MSM subjects, and subjects participating in casual sex and trade have 4 and 8 times, respectively, as many partners as subjects not engaging in such acts. The prior data are shown in Table 3.

DA for the BD process. We estimate a priori a 2 or 3 partner difference between observed and true counts at baseline and at follow-ups in the control group when TRADE = 0 and CASUAL = 0. At follow-up, telephone and in-person intervention groups are assumed to have three and zero difference from control group, respectively because we assume subjects who received in-person intervention sessions would pay more attention to their behaviors. We assume that subjects involved in casual sex and trade report a number of partners further from the true count. These prior data are shown in Table 3.

We combine this prior data with CLEAR data and proceed through a Bayesian inference without pre-priors on the model parameters except for the \( D_\beta \) pre-prior that is needed to make a proper prior.

4.5 Prior Based on Previous Data Sets

Teens Linked to Care (TLC) was a close predecessor study to CLEAR enrolling 308 HIV+ youth and completed prior to CLEAR. Since CLEAR was a second generation version of TLC, the two studies share many similarities: goals, target populations, and geographic areas where subjects resided. Similar measurements were taken at
baseline and re-evaluated at 3, 6, 9, and 15 months in both studies. The main differences are (i) participants were recruited from 1991 to 1996 in TLC and from 1999 to 2000 for CLEAR, and (ii) TLC randomized subjects 50-50 to in-person intervention or control while CLEAR had two interventions plus control.

We analyze TLC with a vague proper prior for the regression parameters and $D_\beta \sim IG(3, 2)$. We take the resulting posterior means $\bar{\alpha}_{TLC}$, $\bar{\psi}_{TLC}$ and posterior variances $\Sigma_{\alpha,TLC}$, $\Sigma_{\psi,TLC}$ as the prior means $m_{\alpha} = \bar{\alpha}_{TLC}$, $m_{\psi} = \bar{\psi}_{TLC}$ and prior variances $\Sigma_{\alpha} = g\Sigma_{\alpha,TLC}$, $\Sigma_{\psi} = g\Sigma_{\psi,TLC}$ for CLEAR. The constant $g$ multiplies $\Sigma_{\alpha,TLC}$ and $\Sigma_{\psi,TLC}$ to inflate variances and reduce the prior contribution to the analysis. We take $g = 34.46(\approx 1034/30)$ in our CLEAR analysis assuming the 1034 observations in the TLC prior data are worth 30 observations in the CLEAR analysis. Prior means and SDs obtained from analyzing the TLC data are presented in the DS prior columns of Table I. To deal with the different numbers of interventions in the two data sets, let $\alpha$ denote the 4 x 1 vector for the 4 interactions between intervention and follow-up in TLC, and let $\alpha_{CI}$ and $\alpha_{CT}$ be the 4 x 1 vectors for the 4 interactions between the in-person/telephone intervention group and follow-ups in CLEAR. In this prior specification, we assume a priori intervention effects in TLC are the average of the 2 intervention effects in CLEAR; $\alpha = (\alpha_{CI} + \alpha_{CT})/2$.

We specify a normal prior with zero prior mean and compound symmetry prior covariance with correlation 0.5 for the difference of the intervention effects ($\alpha_{CI} - \alpha_{CT}$). To specify the prior variance, we assume that either intervention group might have up to 10 times as many partners as the other intervention group at each follow-up time at the outside of a 95% prior interval when everything else is
controlled for giving a prior SD of \((\log 10)/1.96 = 1.175\).

We use the same procedure for the BD parameters \(\psi\) except that the intervention effect is a scalar rather than a vector at follow-up. Let \(\psi_T\) denote the interaction between intervention and post-baseline in TLC, and let \(\psi_{CI}\) and \(\psi_{CT}\) the interactions between in-person/telephone intervention group and post-baseline in CLEAR. We assume \(\psi_T = (\psi_{CI} + \psi_{CT})/2\) and \((\psi_{CI} - \psi_{CT}) \sim N(0, 1.175^2)\).

We also carry along prior information for \(D_\beta\). We let \(D_\beta \sim IG(a, b)\) for the prior in CLEAR. Assuming that TLC prior data are worth 30 observations and each subject has 5 observations, we arrive at a prior sample size of 6 which gives \(a = 6/2 = 3\). The scale parameter \(b\) is determined by solving \(\bar{D}_{\beta, TLC} = b/(a - 1)\) giving a value \(b = 0.549\).

4.6 Computational Details

The fixed effects parameters \(\alpha\) are separated into coefficients of time-varying \((V)\) and time-fixed \((F)\) coefficients \(\alpha = (\alpha^{(F)}, \alpha^{(V)})'\) and are updated in separate MH steps. In our random scan Gibbs sampling, probabilities for selecting updates are set to be 0.2 for each of \(\beta\) and \(Z\), 0.26 for \(\alpha^{(V)}\), 0.07 for each of \(D_\beta\), \(\alpha^{(F)}\), and \(\psi\), and 0.13 for \(\lambda\). Larger probabilities are given to parameters with poorer convergence to improve efficiency. We use \(t(i) = \sqrt{i}\) in our adaptive auto-optimization algorithm.

Of the 10,010,000 MCMC samples we generate, the first 10,000 samples are discarded as burn-in, and of the next 10,000,000 samples, we save every 100th sample. Code is implemented in Java. Sampling details for all parameters are given in Appendix C. Convergence as investigated through time series plots and autocorrelation plots.
seemed satisfactory.

4.7 Results

We call our new model (1), (2), and (5) the BDPREM. We fit the BDPREM with all three priors and compare them to the PREM with combination PS/PE prior. Posterior means and SDs for all four prior-model combinations are presented in Table 1. Table 2 presents results for the predictors of the BD process. Figure 2 plots posterior means and 95% posterior intervals for the regression coefficients and $D^{1/2}$ for the four prior-model combinations and Figure 3 plots similarly for the BD process component with three priors. The results for the BDPREM are similar across the three priors.

To compare model fits we calculate log marginal likelihoods for the PREM and BDPREM under the PS/PE prior, which are $-2170.41$ and $-1575.16$, respectively using Chib’s method (Chib and Jeliazkov 2001) giving an enormous Bayes factor of $\exp(500)$ in favor of the BDPREM.

For the BD process component of the model, the telephone treatment group reports are noisier than baseline reports which are noisier in turn than the control and in-person treatment groups. CASUAL and TRADE behaviors are associated with substantially increased reporting error.

All intervention effects are attenuated in the BDPREM compared to the PREM with smaller absolute regression coefficients for follow-up times and interactions between in-person/telephone intervention and follow-up times, and greater SDs. Figure 4 illustrates time trends for the 3 intervention groups resulting from (a) the BDPREM and (b) the PREM both with PS/PE prior, $\beta_i = 0$ and given
MSM=1 and IDU=CASUAL=TRADE=0, the largest subpopu-
lation in the CLEAR data set. Figure 4(a) demonstrates that 95%
prediction intervals for the 3 groups overlap at all time points except
for 9 month telephone intervention group, implying generally simi-
lar trends in numbers of partners among the 3 intervention groups.
The substantial difference in the telephone group at month 9 results
from 3 subjects reporting far greater numbers of partners at month
9 than at other months. When we re-fit the BDPREM after exclud-
ing those subjects, the 9 month telephone group effect is no longer
significantly different from the other group. We define a parameter
or contrast in a Bayesian analysis as significantly different from zero
when a 95% posterior interval for the parameter does not contain
zero.

In contrast, in the PREM results presented in Figure 4(b), the
telephone intervention group shows significantly higher numbers of
partners and shows a different trend than the in-person and control
groups at all follow-up times.

In the PREM, IDU and MSM are significantly associated with
having more partners, but the association does not retain significance
under the better fitting BDPREM. These differences have important
public health implications. CASUAL and TRADE are associated
with increased partners in both models with stronger effects in the
BDPREM.

Figure 5 presents posterior densities of 9 selected unobserved true
counts \( Z_{ij} \). We chose these examples to illustrate various combina-
tions of \( Z_{ij} \) and \( \lambda_{ij} \) values. In the figure, the solid vertical line in
each plot identifies the reported count \( Y_{ij} \) and the dashed vertical
line reports the subject average \( n_i^{-1} \sum_{j=1}^{n_i} Y_{ij} \) over time. When the
BD rate $\lambda_{ij}$ is close to zero, $Z_{ij}$ is close to the $Y_{ij}$ as in Figure 5(a) and 5(d). When $\lambda_{ij}$ is large, the variance of $Y_{ij} \mid Z_{ij}$ increases, and $Y_{ij}$ can be far from $Z_{ij}$ as in Figure 5(h) and 5(i).

Decomposing mean residual squared errors (MRSE) $m^{-1} \sum (Y_{ij} - \bar{\mu}_{ij})^2$, we have

$$\frac{\sum (Y_{ij} - \bar{\mu}_{ij})^2}{m} = \frac{\sum (Y_{ij} - \bar{Z}_{ij})^2}{m} + \frac{\sum (\bar{Z}_{ij} - \bar{\mu}_{ij})^2}{m} + \frac{2 \sum (Y_{ij} - \bar{Z}_{ij})(\bar{Z}_{ij} - \bar{\mu}_{ij})}{m}, \tag{8}$$

where $\bar{Z}_{ij}$ and $\bar{\mu}_{ij}$ are the posterior means of $Z_{ij}$ and $\mu_{ij}$. The first and the second terms on the right hand side can be interpreted as average measurement error and average Poisson sampling error, respectively. However, the cross-product term is not zero. Table 4 presents decompositions of MRSE according to the ranges of $\bar{\lambda}_{ij}$, where $\bar{\lambda}_{ij}$ is the posterior means of $\lambda_{ij}$. In this manner, we see how the source of the variation differs depending on the BD rate. When $\bar{\lambda}_{ij} < 0.05$, $\bar{Z}_{i,j} \approx Y_{ij}$ and so most of the variance in the data is from the Poisson random effects model. When $\bar{\lambda}_{ij} \geq 1$, $\bar{Z}_{i,j} \approx \bar{\mu}_{ij}$ and so the BD process contributes the substantial portion of the variance. If $\bar{\lambda}_{ij}$ is medium, $\bar{Z}_{i,j}$ lies in between $\bar{\mu}_{ij}$ and $Y_{ij}$ and the cross-product is the greatest contributor to the right side of (8).

We learn from the BDPREM that IDU and MSM do not have more partners than non-IDU and heterosexual males or females, respectively. The BDPREM tells us that subjects who engage in casual sex or sex trading have more partners than those who do not. As for the intervention effects, the BDPREM inference is of no overall intervention effect and no substantial difference between the two intervention modes.
5. MODEL PERFORMANCE

We conduct a simulation study to evaluate the performance of our proposed model and fitting procedure. We employ the same mean model and predictor matrices from the CLEAR data set for the PREM and the BDPREM as those in the CLEAR data analysis. We generate random intercepts $\beta_i$ from a $N(0, .98)$ for $i = 1, \ldots, 173$ where .98 is the rounded posterior mean of $D_\beta$ to 2 digit accuracy from the PREM in Table 1. We take the posterior means of $\alpha_1, \ldots, \alpha_{17}$ from the PREM in Table 1 rounded to 2 digit accuracy as the true values in the simulation. We use the PS/PE prior for both models. True counts $Z_{ij}$ are then generated from a Poisson($\mu_{ij}$). We use the values in the first column of Table 6 for $\psi_1, \ldots, \psi_6$ to calculate $\lambda_{ij}$. Observed counts $Y_{ij}$ are generated from a BD process with initial state $Z_{ij}$ and BD rate $\lambda_{ij}$. In total, we generate 100 data sets.

Using the generated $Y_{ij}$’s, we fit our proposed BDPREM and PREM using the same algorithms as for the main data analysis but with 100,000 iterations following 10,000 burn-in iterations. Table 5 presents MSE, bias, variance of the posterior means averaged over the 100 analyses, and it presents the coverage proportion for the 95% Bayesian credible intervals. The proposed BDPREM produces substantially lower variance and MSE for the regression coefficients $\alpha$ and for the random intercept variance $D_\beta$ than the PREM fit to the same data: the BDPREM MSE is less than 50% of the MSE from the PREM model on average. Table 6 shows that the mean of the 100 posterior means of $\psi$ is close to the true $\psi$. The bias of a parameter estimate is ‘significant’ if the $t$ statistic calculated as bias divided by the square root of the (simulation variance divided
by the number of simulations) is greater than 2 in absolute value. The \( t \) statistic is mostly between .3 and .6 in absolute value for all parameters for the BDPREM and this means that the bias is explained by simulation variance. The two exceptions are for the PREM model: the intercept is biased low and \( D_j \) is biased high.

We similarly fit the two models when the PREM is the true model using the generated \( Z_{ij} \)'s and the results are shown in Table 7. When the BDPREM is the true model, the PREM MSE averaged over the regression coefficients other than the intercept is 2.23 times greater than for the BDPREM. On the other hand, when the PREM is the true model, the BDPREM and PREM have approximately the same MSE and thus, BDPREM does not lose any efficiency compared to PREM; estimates are not biased for either model.

6. DISCUSSION

We have presented a novel model for count data to explicitly account for reporting errors using a BD process. The proposed BDPREM is innovative because unlike most models such as random effects models, the BD process is defined on the same outcome space as the observables (i.e. integers), which eases interpretability as a benefit. The BD process variance is proportional to the hypothetical true count \( Z_{ij} \), fitting with the finding that the accuracy of self-reported number of partners decreases with increasing number of partners (Jaccard et al. 2004).

The BD process can be generalized to have more complex properties and this represents an active area of research (Crawford and Suchard 2012; Crawford et al. 2014; Doss et al. 2013; Crawford and Suchard 2014). For example, in larger data sets with many repeated mea-
sures, one could consider replacing (5) with a random effects model
\[ \lambda_{ij} = \exp(\mathbf{w}_{ij}' \psi + \epsilon_i) \]
with \( \epsilon_i \sim N(0, D_\epsilon) \) where \( \epsilon_i \) is a subject-specific random intercept. The random effect \( \epsilon_i \) allows an individual’s BD rate to deviate from the population rate. Conveniently, the random effect also allows two subjects with equal covariates \( \mathbf{w}_{ij} \) to have different \( \lambda_{ij} \), and the random effect induces correlation among the BD rates within subject. The variance parameter \( D_\epsilon \) can be modeled as having an inverse-Gamma distribution with shape parameter \( a_\epsilon \) and scale parameter \( b_\epsilon \): \( D_\epsilon \sim IG(a_\epsilon, b_\epsilon) \). In our analysis, we did not have a subject random effect for the BD process, but we include the random effect in the posterior in Appendix B and in the computational algorithm presented in Appendix C for generality.

Our story in this paper has been that the \( Z_{ij} \) are unobserved true counts while the \( Y_{ij} \) are the reported counts. In practice, we do believe that people mis-report their numbers of sex partners, however, we are less sanguine about whether the unobserved true counts are actually modeled by the PREM. The truth is likely that true numbers of sex partners are naturally over-dispersed particularly in high risk populations, and that mis-reporting increases the over-dispersion. Thus even if we had the unobserved true counts, we would still need and prefer the BDPREM model over the PREM model. In this situation of mixed mis-reporting and natural over-dispersion, attribution of covariate effects in the BD rate model need to be taken with care. In the case of the CLEAR data and the results reported in table 2, we feel that the effects of CASUAL and TRADE likely reflect both mis-reporting and natural over-dispersion. On the other hand, the telephone treatment effect that shows people in the telephone intervention group are prone to significantly higher mis-
reporting compared to the control group, the in-person intervention and baseline. We suspect this effect is mostly mis-reporting, perhaps related to the relatively alienating effect of intervention being delivered only through a cell-phone.

Finally, in terms of the CLEAR data, the BDPREM is important because it provides a much better fit to the data and we conclude that there are no intervention effects on the particular outcome while the poor-fitting PREM concludes that the interventions are effective.

Appendix

APPENDIX A. BIRTH-DEATH PROCESS TRANSITION PROBABILITIES

As many applied statisticians are unfamiliar with birth-death (BD) processes, we briefly review a derivation of the BD transition probabilities $p(S_1 = y \mid S_0 = z)$ for the restricted process exploited in this paper. The probability generating function $G(s)$ of a random variable $S_1$ taking on non-negative integer values $y = 0, 1, \ldots$ is defined as

$$G(s) \equiv E(s^{S_1} \mid S_0 = z) = \sum_{y=0}^{\infty} \Pr(S_1 = y \mid S_0 = z)s^y. \quad (A.1)$$

For our model with equal birth and death rates, one can solve for $G(s)$ as the solution to a partial differential equation arising from the Chapman-Kolmogorov equation characterizing the process; interested readers should consult introductory texts in probability, such as Bailey (1964) and Karlin and Taylor (1975). Our proba-
bility generating function becomes

\[ G(s) = \left\{ \frac{1 - (\lambda - 1)(s - 1)}{1 - \lambda(s - 1)} \right\}^z \]  

(Bailey 1964). Letting \( \nu = \lambda/(1 + \lambda) \) and expanding (A.2) in powers of \( s^\nu \) yields the coefficients of \( s^\nu \)

\[ \Pr(S_1 = y \mid 1, \lambda) = \begin{cases} 
(1 - \nu)^2 \nu^{y-1}, & y \geq 1 \\
\nu, & y = 0,
\end{cases} \]

(A.3)

when \( z = 1 \) (Bailey 1964). For \( z \geq 1 \), expanding (A.2) using a Taylor series provides the more general solution

\[ \Pr(y \mid z, \lambda) = \begin{cases} 
\sum_{j=1}^{\min(y,z)} \binom{z}{j} \binom{y-1}{j-1} \nu^{y-2j} (1 - \nu)^{2j}, & y \geq 1 \\
\nu^z, & y = 0.
\end{cases} \]

(A.4)

Thus we see that the distribution of \( y \mid z \) is a finite mixture of negative binomials. When \( z = 0 \), \( S_1 \) is 0 with probability 1.

**APPENDIX B. POSTERIOR DISTRIBUTION**

In our posterior formula and posterior sampling algorithm, we include the extension mentioned in the discussion that models the Birth-Death rate parameter \( \lambda_{ij} \) with both fixed and random effects. The posterior distribution of the birth-death Poisson random effects
model is

\[ p(Z, \alpha, \beta, \lambda, \psi, \xi, D_{\beta}, D_{\epsilon} \mid Y, X, W) \]

\[ \propto p(Y \mid Z, \lambda)p(Z \mid \alpha, \beta, X)p(\beta \mid D_{\beta})p(\lambda \mid Y, Z, W, \psi)p(\xi \mid D_{\epsilon}) \]

\[ \times \prod_{i=1}^{n} \prod_{j=1}^{n_i} \left\{ p(Y_{ij} \mid Z_{ij}, \lambda_{ij}) \frac{\exp\{Z_{ij}(x_{ij}' \alpha + h_{ij}' \beta_i) - \exp(x_{ij}' \alpha + h_{ij}' \beta_i)\}}{Z_{ij}!} \right\} \]

\[ \times |D_{\beta}|^{-n/2} \exp\left( -\frac{1}{2} \sum_{i=1}^{n} \beta_i' D_{\beta}^{-1} \beta_i \right) \times D_{\epsilon}^{-n/2} \exp\left( -\frac{1}{2} \sum_{i=1}^{n} \epsilon_i^2 \right) \]

\[ \times |\Sigma_\alpha|^{-1/2} \exp\left( -\frac{1}{2} (\alpha - \alpha_0)' \Sigma_\alpha^{-1} (\alpha - \alpha_0) \right) \]

\[ \times |\Sigma_\psi|^{-1/2} \exp\left( -\frac{1}{2} (\psi - \psi_0)' \Sigma_\psi^{-1} (\psi - \psi_0) \right) \]

\[ \times |D_{\beta}|^{-(m_{\beta}+r+1)/2} \exp\left( -\text{tr}(\Omega_{\beta} D_{\beta}^{-1})/2 \right) \times D_{\epsilon}^{-(\alpha_{\epsilon}+1)} \exp^{-b_{\epsilon}/D_{\epsilon}} \]  

(A.5)

APPENDIX C. SAMPLING ALGORITHMS

We use a Metropolis random walk algorithm (Metropolis et al. 1953) for sampling from the posterior distributions of \( \beta, \alpha, \) and \( \psi \) with a multivariate normal proposal with a diagonal covariance matrix. For the \( Z_{ij} \), we use a Metropolis-Hastings algorithm because the proposal distribution is not symmetric when the probability of moving from one point to the other point is not the same as the probability of the reverse movement due to boundary effects. The variance or covariance matrix of the proposal distribution is multiplied by the scale parameter updated at each iteration using the auto-optimization algorithm. We pick target acceptance probabilities of 0.2 to 0.4 as suggested in Gelman et al. (2004, chap.11).
C.1 Sampling $\beta_i$

We use hierarchical centering (Gelfand, Sahu, and Carlin 1995) to sample $\beta_i$. Let $x_i^{(F)}$ and $x_i^{(V)}$ denote time-fixed and time-varying covariate matrix for subject $i$. An $n_i \times p$ covariate matrix $x_i$ is partitioned as $(x_i^{(F)}, x_i^{(V)})$ for all subjects $i$, separating time-fixed and time-varying covariates. Similarly $\alpha$ is partitioned as $(\alpha^{(F)}, \alpha^{(V)})$.

While the model is unchanged, $\beta_i$ is transformed to

$$\eta_i = \beta_i + x_{i1}^{(F)} \alpha^{(F)}, \quad (A.6)$$

where $x_{i1}^{(F)}$ is the first row vector of $x_i^{(F)}$. Instead of sampling $\beta_i$ and $\alpha$, we sample $\eta_i$ and $\alpha$, and $\beta_i$ is obtained through (A.6). The log conditional distribution of $\beta_i$ is

$$\log p(\beta_i \mid Z, \alpha, D_\beta) = c + \sum_{j=1}^{n_i} \left[ Z_{ij}(x_{ij}' \alpha + \beta_i) - \exp(x_{ij}' \alpha + \beta_i) \right] - \frac{1}{2D_\beta} \beta_i^2, \quad (A.7)$$

where $c$ represents a fixed constant of proportionality that will vary with the equation. Replacing $x_{ij}' \alpha + \beta_i$ with $\eta_i + x_{ij}^{(V)} \alpha^{(V)}$ and $\beta_i$ with $\left( \eta_i - x_{i1}^{(F)} \alpha^{(F)} \right)$ in (A.7), the log conditional distribution of $\eta_i$ is

$$\log p(\eta_i \mid Z, \alpha^{(F)}, \alpha^{(V)}, D_\beta) = c + \sum_{j=1}^{n_i} \left( Z_{ij} \eta_i - \exp(\eta_i + x_{ij}^{(V)} \alpha^{(V)}) \right) - \frac{1}{2D_\beta} \left( \eta_i - x_{i1}^{(F)} \alpha^{(F)} \right)^2. \quad (A.8)$$
C.2 Sampling of $\alpha^{(V)}$

The log conditional distribution of $\alpha^{(V)}$ is

$$\log p(\alpha^{(V)} | Z, \eta, D_\beta) \propto \sum_{i,j} \left( Z_{ij}(x_{ij}^{(V)} \alpha^{(V)}) - \exp(\eta_i + x_{ij}^{(V)} \alpha^{(V)}) \right) - \frac{1}{2}(\alpha^{(V)} - \alpha_0^{(V)})' \Sigma_{\alpha^{(V)}}^{-1} (\alpha^{(V)} - \alpha_0^{(V)}), \quad (A.9)$$

where $\eta = (\eta_1, \ldots, \eta_n)'$ is an $n \times 1$ vector.

C.3 Sampling of $\alpha^{(F)}$

Taking advantage of hierarchical centering, the conditional posterior of $\alpha^{(F)}$ given $\eta$ and $D_\beta$ is a multivariate normal distribution

$$\alpha^{(F)} | \eta, D_\beta \sim N \left( (\Sigma_{\alpha^{(F)}}^{-1} + D_\beta^{-1}X^{(F)'}X^{(F)})^{-1}(D_\beta^{-1}X^{(F)'}\eta + \Sigma_{\alpha^{(F)}}^{-1} \alpha_0^{(F)}), \right.$$

$$\left. (\Sigma_{\alpha^{(F)}}^{-1} + D_\beta^{-1}X^{(F)'}X^{(F)})^{-1} \right), \quad \quad (A.10)$$

where $X^{(F)} = (x^{(F)}_1, \ldots, x^{(F)}_n)'$ and $x^{(F)}_i$ is the first row of $x^{(F)}_i$.

C.4 Sampling $D_\beta^{-1}$

For simplicity, define $K = D_\beta^{-1}$. $K$ has conditional density

$$K | \beta \sim \text{Gamma} \left( \frac{n}{2} + a, \frac{1}{2} \beta' \beta + b \right), \quad \quad (A.11)$$

where Gamma$(\cdot, \cdot)$ denotes a gamma distribution and $\beta$ is an $n \times 1$ vector. The pdf of a gamma distribution for $x > 0$ is $f(x | k, \theta) = x^{k-1} \theta^k \exp(-\theta x) / \Gamma(k)$. 
C.5 Sampling $Z_{ij}$

We update one $Z_{ij}$ at a time. The log posterior density is

$$
\log p(Z_{ij} \mid \alpha, \eta, \lambda, Y) = c + \log \left[ \Pr(Y_{ij} \mid Z_{ij}, \lambda_{ij}) \right] + Z_{ij}(\eta_i + x^{(V)}_{ij} \alpha^{(V)}) - \log(Z_{ij}!),
$$

(A.12)

where $\lambda = (\lambda_{11}, \ldots, \lambda_{nn})'$ is an $N \times 1$ vector and $\Pr(Y_{ij} \mid Z_{ij}, \lambda_{ij})$ is given in (A.4). The first term arises from the BD process and the last two terms are from the PREM. The scalar $\log Z_{ij}!$ for large $Z_{ij}$ is calculated as $\log[\Gamma(Z_{ij} + 1)]$, where $\Gamma(n) = \int_0^\infty x^{n-1}e^{-x}dx$ is the Gamma function. We sample $Z_{ij}$ through a Metropolis-Hastings algorithm. Since $Z_{ij}$ is a non-negative integer, the transition distribution should be on the integers. Define $Z_{ij}^{(l)}$ as the $l$th sample for subject $i$ at time $t_{ij}$. The $(l+1)$st sample proposal $Z_{ij}^{(l+1)*}$ is sampled differently depending on the values of $Z_{ij}^{(l)}$ and $Y_{ij}$:

- **i.** If $Z_{ij}^{(l)} = 0$, then the jump is either 0 or 1 with each probability of 0.5 giving $Z_{ij}^{(l+1)} = 0$ or 1.

- **ii.** If $Z_{ij}^{(l)} = 1$ and $Y_{ij} > 0$, then the jump is either 0 or 1 each with probability 0.5 giving $Z_{ij}^{(l+1)} = 1$ or 2. When $Y_{ij} > 0$, the sample $Z_{ij}^{(l+1)} = 0$ is not allowed because neither births nor deaths can occur from a zero state, i.e. $\Pr(Y_{ij} > 0 \mid Z_{ij} = 0) = 0$.

- **iii.** If $Z_{ij}^{(l)} = 1$ and $Y_{ij} = 0$, then the transition distribution of $Z_{ij}^{(l+1)*} - Z_{ij}^{(l)}$ is a discrete uniform distribution with support $\{-1, 0, 1\}$.

- **iv.** If $Z_{ij}^{(l)} > 1$, then we allow a more flexible range for the jump.
We allow the support of the discrete uniform distribution to be on the integers between $-\lceil Z_{ij}/2 \rceil$ and $\lceil Z_{ij}/2 \rceil$, where $\lceil x \rceil$ is the ceiling function, defined as the smallest integer greater than $x$.

Thus, the proposal density $g(u \mid v)$ for the transition from $v$ to $u$ is

$$g(u \mid v) = \begin{cases} \frac{1}{2} & \text{if } v = 0 \\ \frac{1}{2} & \text{if } v = 1 \text{ and } u = 1 \text{ or } 2 \text{ and } Y_{ij} > 0 \\ \frac{1}{3} & \text{if } v = 1 \text{ and } u = 0, 1, \text{ or } 2 \text{ and } Y_{ij} = 0 \\ \frac{1}{2} \left\lfloor \frac{u}{2} \right\rfloor + 1 & \text{if } v > 1 \text{ and } v - \left\lfloor \frac{u}{2} \right\rfloor \leq u \leq v + \left\lfloor \frac{v}{2} \right\rfloor \\ 0 & \text{otherwise.} \end{cases}$$

Following this algorithm, sample a candidate $Z_{ij}^{(l+1)*}$, and compute the Metropolis-Hastings ratio $R(Z_{ij}^{(l)}, Z_{ij}^{(l+1)*})$

$$R(Z_{ij}^{(l)}, Z_{ij}^{(l+1)*}) = \min \left( 1, \frac{p(Z_{ij}^{(l+1)*} \mid \alpha, \eta, \lambda, Y)}{p(Z_{ij}^{(l)} \mid \alpha, \eta, \lambda, Y)} \times \frac{g(Z_{ij}^{(l)} \mid Z_{ij}^{(l+1)*})}{g(Z_{ij}^{(l+1)*} \mid Z_{ij}^{(l)})} \right).$$

(A.13)

Generate a random number $U \sim \text{Uniform}[0, 1]$, and accept $Z_{ij}^{(l+1)*}$ if $U < R(Z_{ij}^{(l)}, Z_{ij}^{(l+1)*})$ and reject otherwise. The proposal density is not symmetric so that $g(Z_{ij}^{(l)} \mid Z_{ij}^{(l+1)*}) \neq g(Z_{ij}^{(l+1)*} \mid Z_{ij}^{(l)})$ for some pairs of $Z_{ij}^{(l)}$ and $Z_{ij}^{(l+1)*}$.

C.6 Sampling $\psi$

The BDPREM (5) as expanded in the discussion section, second paragraph, contains random effects parameters. Let $\psi = (\psi_1, \ldots, \psi_q)'$ is a $q \times 1$ vector of regression coefficients. The log conditional pos-
terior of \( \psi \) given \( Y, Z \) and \( \lambda \) is

\[
\log p(\psi \mid Y, Z) = c + \sum_{i,j} \log \left( \Pr(Y_{ij} \mid Z_{ij}, \lambda_{ij}) \right) - \frac{1}{2} (\psi - \psi_0)' \Sigma_{\psi}^{-1} (\psi - \psi_0).
\]

(A.14)

C.7 Sampling \( \epsilon_i \)

Subject-specific random intercept \( \epsilon_i \) for the BD process is sampled through the log conditional posterior

\[
\log p(\epsilon_i \mid Y, Z, \psi, D_{\epsilon}) = c + \sum_j \left[ \log p(Y_{ij} \mid Z_{ij}, \lambda_{ij}) \right] - (2D_{\epsilon})^{-1} \epsilon_i^2,
\]

(A.15)

where \( \lambda_{ij} = \exp(\mathbf{w}'_{ij})\psi + \epsilon_i \) rather than as given in [5].

C.8 Sampling \( D_{\epsilon}^{-1} \)

For simplicity, define \( H = D_{\epsilon}^{-1} \). \( H \) has conditional density

\[
H \mid \epsilon \sim \text{Gamma} \left( \frac{n}{2} + a_\epsilon, \frac{1}{2} \epsilon' \epsilon + b_\epsilon \right),
\]

(A.16)

where \( \epsilon = (\epsilon_1, \ldots, \epsilon_n)' \).
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Table 1: Prior and posterior parameter estimates for the Poisson random effects model (PREM) component of the BDPREM and the PREM models. Columns 2-7 give posterior means and standard deviations (SDs) for the birth-death Poisson random effects model (BDPREM) with the previous study/pure elicitation (PS/PE), data augmentation (DA), and previous data set (DS) prior. Columns 8-9 give posterior means and SDs for the PREM with the PS/PE prior. The last six columns are the PS/PE, DA, and DS prior means and SDs for the PREM component. IDU is an indicator of injection drug use, MSM is an indicator of men who have sex with men. CASUAL and TRADE are indicators of engagement in casual sex and trading sex for money, drugs, food or housing in the past 3 months. Parameters labeled I*Month 3, 6, 9, and 15 and T*Month 3, 6, 9, and 15 are interactions between the in-person and telephone intervention group and the given follow-up month. Parameter $D_\beta$ is the variance of the random intercept.

| Parameter       | PS/PE Mean | DA Mean | DS Mean | PS/PE Mean | DA Mean | DS Mean | PS/PE Mean | DA Mean | DS Mean | PS/PE Mean | DA Mean | DS Mean |
|-----------------|------------|---------|---------|------------|---------|---------|------------|---------|---------|------------|---------|---------|
| Intercept       | -0.29      | -0.30   | -0.27   | -0.42      | 0       | 1.74    | -0.62      | 1.67    | -0.24   | 0.17       | 0.62    | 1.67    |
| IDU             | 0.16       | 0.18    | 0.14    | 0.48       | 0.78    | 1.33    | 1.05       | 2.10    | 0.21    | 0.77       |         |         |
| MSM             | 0.30       | 0.32    | 0.27    | 0.60       | 0.03    | 1.37    | 1.06       | 2.12    | 0.24    | 0.62       |         |         |
| CASUAL          | 1.57       | 1.57    | 1.58    | 1.16       | 1.25    | 1.10    | 1.90       | 2.00    | 1.23    | 0.49       |         |         |
| TRADE           | 1.13       | 1.15    | 1.13    | 0.92       | 1.2     | 1.53    | 2.63       | 1.98    | 0.54    | 0.90       |         |         |
| Month 3         | -0.11      | -0.12   | -0.12   | -0.32      | 0       | 0.05    | 2.32       | -0.09   | 0.78    |            |         |         |
| Month 6         | -0.28      | -0.31   | -0.30   | -0.60      | 0       | 0.01    | 2.31       | -0.43   | 0.85    |            |         |         |
| Month 9         | -0.46      | -0.52   | -0.43   | -0.87      | 0       | 0       | 2.29       | -0.35   | 1.18    |            |         |         |
| Month 15        | -0.32      | -0.36   | -0.31   | -0.60      | 0       | 0       | 0.08       | 2.31    | -0.27   | 1.12       |         |         |
| I*Month 3       | -0.33      | -0.33   | -0.30   | -0.65      | 0       | 0       | -1.45      | 2.96    | 0.05    | 1.03       |         |         |
| I*Month 6       | -0.11      | -0.10   | -0.09   | -0.27      | 0       | 0       | -1.32      | 2.89    | 0.23    | 1.14       |         |         |
| I*Month 9       | 0.08       | 0.25    | 0.26    | 0.35       | 0       | 0       | -1.37      | 2.95    | 0.05    | 1.36       |         |         |
| I*Month 15      | -0.05      | -0.04   | -0.08   | -0.25      | 0       | 2       | -1.43      | 2.99    | -0.06   | 1.49       |         |         |
| T*Month 3       | 0.08       | 0.23    | 0.23    | 0.82       | 0       | 0       | -0.40      | 2.44    | 0.05    | 1.03       |         |         |
| T*Month 6       | 0.26       | 0.28    | 0.28    | 0.48       | 0       | 0       | -0.33      | 2.41    | 0.23    | 1.14       |         |         |
| T*Month 9       | 1.08       | 1.12    | 1.01    | 1.66       | 0       | 0       | -0.30      | 2.36    | 0.05    | 1.36       |         |         |
| T*Month 15      | 0.07       | 0.25    | 0.27    | 0.58       | 0       | 0       | -0.45      | 2.45    | -0.06   | 1.49       |         |         |

$D_\beta$ | 0.43 | 0.07 | 0.45 | 0.08 | 0.39 | 0.07 | 0.98 | 0.13 | 1 | 1 | 1.02 | 1.05 | 0.27 | 0.27 |
Table 2: Birth-death component parameter estimates. The first six columns are posterior means and SDs for the BD model from the BDPREM using the PS/PE, DA, and DS prior, and the last six columns are prior means and SDs from the PS/PE, DA, and DS models. PB is post-baseline. I and T are indicators of being in the in-person intervention and telephone intervention.

| Parameter | Posterior PS/PE Mean | SD | DA Mean | SD | DS Mean | SD | Prior PS/PE Mean | DA Mean | DS Mean | DA Mean | DS Mean |
|-----------|-----------------------|----|---------|----|---------|----|-----------------|---------|---------|---------|---------|
| Intercept | -2.43                 | 0.41 | -2.36   | 0.40 | -2.53   | 0.44 | 0               | 2.24    | -1.01   | 1.52    | -2.10   | 1.34    |
| PB        | -0.68                 | 0.22 | -0.73   | 0.22 | -0.72   | 0.22 | 0               | 1.53    | 0.02    | 2.16    | -0.07   | 1.83    |
| PB*I      | -0.61                 | 0.30 | -0.53   | 0.30 | -0.50   | 0.29 | -0.69           | 1.18    | -0.25   | 2.23    | -0.54   | 1.57    |
| PB*T      | 0.51                  | 0.23 | 0.58    | 0.23 | 0.56    | 0.24 | -1.5            | 1.59    | -0.02   | 2.15    | -0.54   | 1.57    |
| CASUAL    | 3.47                  | 0.43 | 3.41    | 0.42 | 3.59    | 0.46 | 1.85            | 1.06    | 1.28    | 1.93    | 1.81    | 1.26    |
| TRADE     | 1.36                  | 0.18 | 1.38    | 0.18 | 1.35    | 0.18 | 1.85            | 1.06    | 1.91    | 2.02    | 2.87    | 1.20    |
Table 3: DA prior data for the PREM and BD components of the BDPREM. Columns $Y$ and $Z$ represent reported and true count. The Intv column indicates the intervention group with ‘C’, ‘I’, and ‘T’ representing control, in-person, and telephone intervention, respectively.

### DA prior for PREM

| $Z$ | Intercept | IDU | MSM | CASUAL | TRADE | Intv | Time |
|-----|-----------|-----|-----|--------|-------|------|------|
| 1   | 1         | 0   | 0   | 0      | 0     | C    | 0    |
| 1   | 1         | 0   | 0   | 0      | 0     | C    | 3    |
| 1   | 1         | 0   | 0   | 0      | 0     | C    | 6    |
| 1   | 1         | 0   | 0   | 0      | 0     | C    | 9    |
| 1   | 1         | 0   | 0   | 0      | 0     | C    | 15   |
| 0.5 | 1         | 0   | 0   | 0      | 0     | I    | 3    |
| 0.5 | 1         | 0   | 0   | 0      | 0     | I    | 6    |
| 0.5 | 1         | 0   | 0   | 0      | 0     | I    | 9    |
| 0.5 | 1         | 0   | 0   | 0      | 0     | I    | 15   |
| 0.8 | 1         | 0   | 0   | 0      | 0     | T    | 3    |
| 0.8 | 1         | 0   | 0   | 0      | 0     | T    | 6    |
| 0.8 | 1         | 0   | 0   | 0      | 0     | T    | 9    |
| 0.8 | 1         | 0   | 0   | 0      | 0     | T    | 15   |
| 2   | 1         | 1   | 0   | 0      | 0     | C    | 0    |
| 2   | 1         | 0   | 1   | 0      | 0     | C    | 0    |
| 4   | 1         | 0   | 0   | 1      | 0     | C    | 0    |
| 8   | 1         | 0   | 0   | 0      | 1     | C    | 0    |

### DA prior for BD model

| $Y$ | $Z$ | Intercept | PB | PB*T | PB*I | CASUAL | TRADE |
|-----|-----|-----------|----|------|------|--------|-------|
| 5   | 2   | 1         | 1  | 1    | 0    | 0      | 0     |
| 1   | 3   | 1         | 0  | 0    | 0    | 0      | 0     |
| 1   | 30  | 1         | 0  | 0    | 1    | 0      | 0     |
| 40  | 30  | 1         | 0  | 0    | 0    | 0      | 1     |
| 7   | 10  | 1         | 1  | 0    | 0    | 0      | 0     |
| 30  | 20  | 1         | 0  | 0    | 0    | 1      | 0     |
Table 4: Decompositions of mean residual squared error (MRSE) according to the ranges of $\bar{\lambda}_{ij}$'s, where $\bar{\lambda}_{ij}$ is the posterior mean of $\lambda_{ij}$, $m$ is the number of $\bar{\lambda}_{ij}$'s falling in the given range. The percentages are fractions of the MRSE = $\sum(Y_{ij} - \bar{\mu}_{ij})^2/m$, measurement error = $\sum(Y_{ij} - \bar{Z}_{ij})^2/m$, sampling error = $\sum(\bar{Z}_{ij} - \bar{\mu}_{ij})^2/m$, and cross product = $2\sum(Y_{ij} - \bar{Z}_{ij})(\bar{Z}_{ij} - \bar{\mu}_{ij})/m$, where $Y_{ij}$ is a reported count, $\bar{\mu}_{ij}$ is a mean number of partners estimated from the BDPREM, and $\bar{Z}_{ij}$ is a posterior mean of the latent true count $Z_{ij}$.

| $\lambda_{ij}$ | $m$ | MRSE | measurement error | sampling error | cross product |
|-----------------|-----|------|-------------------|---------------|--------------|
| $\lambda_{ij} < 0.05$ | 211 | 0.32 | 0.001 (0.4%) | 0.30 (94%) | 0.02 (5.1%) |
| $0.05 \leq \lambda_{ij} < 1$ | 250 | 14.56 | 3.81 (26%) | 4.07 (27%) | 6.69 (46%) |
| $\lambda_{ij} \geq 1$ | 270 | 399 | 343.6 (86%) | 3.74 (0.9%) | 51.8 (13%) |
Table 5: Comparison of mean square error (MSE), bias, variance (Var), average over the posterior variances from the 100 simulated data sets (Avg Var), 95% confidence coverage probability (CP) for the regression coefficients $\alpha$ of the PREM component and the variance $D_\beta$ of the random intercept from the BDPREM and the PREM, using data generated from BDPREM. I and T are indicators of being in the in-person intervention and telephone intervention.

| Parameter     | Truth | BDPREM | PREM |
|---------------|-------|--------|------|
|               | MSE   | Bias   | Var  | Avg Var | 95% CP | MSE   | Bias   | Var  | Avg Var | 95% CP |
| Intercept     | -0.42 | 0.14   | -0.16 | 0.11 | 0.09 | 0.85 | 2.92 | -1.65 | 0.21 | 0.14 | 0.02 |
| IDU           | 0.48  | 0.08   | -0.03 | 0.08 | 0.10 | 0.96 | 0.23 | 0.08 | 0.22 | 0.23 | 0.89 |
| MSM           | 0.60  | 0.08   | -0.04 | 0.08 | 0.08 | 0.94 | 0.28 | 0.24 | 0.22 | 0.19 | 0.89 |
| CASUAL        | 1.16  | 0.06   | 0.07  | 0.05 | 0.05 | 0.93 | 0.08 | 0.04 | 0.08 | 0.01 | 0.34 |
| TRADE         | 0.92  | 0.06   | 0.07  | 0.05 | 0.06 | 0.91 | 0.12 | 0.04 | 0.11 | 0.01 | 0.31 |
| Month 3       | -0.32 | 0.18   | 0.13  | 0.17 | 0.11 | 0.83 | 0.27 | 0.04 | 0.27 | 0.01 | 0.33 |
| Month 6       | -0.60 | 0.19   | 0.20  | 0.15 | 0.12 | 0.83 | 0.35 | 0.08 | 0.34 | 0.01 | 0.28 |
| Month 9       | -0.87 | 0.21   | 0.23  | 0.16 | 0.15 | 0.85 | 0.43 | -0.02 | 0.43 | 0.02 | 0.28 |
| Month 15      | -0.60 | 0.19   | 0.20  | 0.15 | 0.14 | 0.90 | 0.37 | 0.08 | 0.36 | 0.02 | 0.29 |
| I*Month 3     | -0.65 | 0.19   | -0.10 | 0.18 | 0.20 | 0.92 | 0.53 | -0.01 | 0.53 | 0.04 | 0.38 |
| I*Month 6     | -0.27 | 0.28   | -0.20 | 0.24 | 0.21 | 0.85 | 0.84 | -0.13 | 0.83 | 0.04 | 0.34 |
| I*Month 9     | 0.35  | 0.28   | -0.24 | 0.22 | 0.22 | 0.82 | 0.57 | 0.03 | 0.57 | 0.04 | 0.38 |
| I*Month 15    | -0.25 | 0.29   | -0.14 | 0.27 | 0.21 | 0.86 | 0.66 | -0.06 | 0.65 | 0.04 | 0.36 |
| T*Month 3     | 0.82  | 0.23   | -0.13 | 0.21 | 0.17 | 0.91 | 0.46 | -0.05 | 0.46 | 0.02 | 0.31 |
| T*Month 6     | 0.48  | 0.33   | -0.28 | 0.26 | 0.22 | 0.83 | 0.63 | -0.16 | 0.60 | 0.03 | 0.35 |
| T*Month 9     | 1.66  | 0.26   | -0.27 | 0.18 | 0.19 | 0.84 | 0.67 | 0.03 | 0.67 | 0.03 | 0.34 |
| T*Month 15    | 0.58  | 0.29   | -0.22 | 0.24 | 0.21 | 0.88 | 0.65 | -0.14 | 0.63 | 0.03 | 0.28 |

$D_\beta$ | 0.98 | 0.98 | -0.0049 | 0.98 | 0.06 | 0.96 | 34.16 | 5.28 | 6.26 | 1.20 | 0.00 |
Table 6: True values of the regression coefficients $\psi$ in the BD process, and mean of the posterior means estimated from the generated data. Mean square error (MSE), bias, variance (Var), average over the variances from the 100 simulated data sets (Avg Var), 95% confidence coverage proportion (CP) for the regression coefficients $\psi$ in the BD process are presented. PB is post-baseline. I and T represent indicators of being in the in-person intervention and telephone intervention.

| Parameter | True value | Mean | MSE | Bias | Var | Avg Var | 95% CP |
|-----------|------------|------|-----|------|-----|---------|--------|
| Intercept | 2.0        | 1.94 | 0.05| -0.06| 0.04| 0.04    | 0.93   |
| PB        | -0.5       | -0.35| 0.09| 0.16 | 0.06| 0.06    | 0.91   |
| PB*I      | 0.5        | 0.37 | 0.08| -0.17| 0.05| 0.06    | 0.93   |
| PB*T      | -0.5       | -0.57| 0.08| -0.12| 0.07| 0.07    | 0.92   |
| CASUAL    | 0.5        | 0.51 | 0.03| 0.02 | 0.03| 0.04    | 0.97   |
| TRADE     | 0.5        | 0.56 | 0.05| 0.07 | 0.05| 0.05    | 0.96   |
Table 7: Comparison of mean square error (MSE), bias, variance (Var), average over the variances from the 100 simulated data sets (Avg Var), 95% confidence coverage percentage (CP) for the regression coefficients $\alpha$ of the PREM component and $D_\beta$ from the BDPREM and the PREM, using data generated from PREM with the same true values of $\alpha$ and $D_\beta$ as in Table 5. MSE, Bias, Var, and Avg Var are multiplied by 100. I and T represent indicators of being in the in-person intervention and telephone intervention.

| Parameter     | Truth | MSE  | Bias | Var  | Avg Var | 95% CP | MSE  | Bias | Var  | Avg Var | 95% CP |
|---------------|-------|------|------|------|---------|--------|------|------|------|---------|--------|
| Intercept     | -0.42 | 4.1  | 1.4  | 4.1  | 2.7     | 88     | 4.1  | 0.3  | 4.1  | 2.8     | 87     |
| IDU           | 0.48  | 6.0  | -0.4 | 6.0  | 4.9     | 94     | 5.6  | -0.1 | 5.6  | 4.9     | 95     |
| MSM           | 0.60  | 5.6  | -2.8 | 5.5  | 3.7     | 88     | 5.7  | -2.0 | 5.6  | 3.8     | 87     |
| CASUAL        | 1.16  | 0.4  | 0.9  | 0.4  | 0.5     | 95     | 0.4  | 1.1  | 3.9  | 0.5     | 95     |
| TRADE         | 0.92  | 0.4  | -0.2 | 0.4  | 0.5     | 96     | 0.4  | -0.3 | 0.4  | 0.4     | 96     |
| Month 3       | -0.32 | 1.0  | 0.3  | 1.0  | 1.3     | 98     | 1.0  | -0.02| 1.0  | 1.2     | 95     |
| Month 6       | -0.60 | 1.4  | -0.8 | 1.4  | 1.3     | 95     | 1.5  | -1.2 | 1.5  | 1.1     | 91     |
| Month 9       | -0.87 | 1.7  | 1.1  | 1.6  | 1.6     | 94     | 1.7  | 0.3  | 1.7  | 1.6     | 92     |
| Month 15      | -0.60 | 1.5  | 0.6  | 1.5  | 1.7     | 97     | 1.5  | 0.3  | 1.5  | 1.5     | 97     |
| I*Month 3     | -0.65 | 3.3  | -1.7 | 3.3  | 3.1     | 95     | 3.4  | -1.3 | 3.4  | 3.1     | 98     |
| I*Month 6     | -0.27 | 3.5  | -0.6 | 3.5  | 3.2     | 91     | 3.7  | -0.4 | 3.7  | 3.0     | 92     |
| I*Month 9     | 0.35  | 3.3  | -3.0 | 3.2  | 3.3     | 94     | 3.5  | -2.0 | 3.4  | 3.1     | 94     |
| I*Month 15    | -0.25 | 4.3  | -0.6 | 4.3  | 3.7     | 95     | 4.3  | -0.2 | 4.3  | 3.5     | 94     |
| T*Month 3     | 0.82  | 2.0  | -1.6 | 2.0  | 2.0     | 96     | 1.9  | -0.9 | 1.9  | 1.9     | 93     |
| T*Month 6     | 0.48  | 2.7  | -0.3 | 2.7  | 2.4     | 94     | 3.0  | 0.5  | 3.0  | 2.2     | 88     |
| T*Month 9     | 1.66  | 2.3  | -1.7 | 2.3  | 2.2     | 94     | 2.5  | -0.4 | 2.5  | 2.1     | 94     |
| T*Month 15    | 0.58  | 2.5  | -1.5 | 2.5  | 2.7     | 96     | 2.5  | 0.2  | 2.5  | 2.4     | 96     |

$D_\beta$ | 0.98  | 94.1 | -4.0 | 94.0 | 1.7     | 97     | 95.1 | -2.9 | 95.1 | 1.7     | 97     |
Figure 1: Conditional distributions of reported count $Y$ given values of true count $Z$ and equal birth and death rate $\lambda$. Row 1 has small $\lambda = 0.5$ and row 3 has large $\lambda = 7$. Column 1 has small $Z = 2$ and column 3 has large $Z = 50$. 
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(c) $Z = 50, \lambda = 0.5$

(d) $Z = 2, \lambda = 3$

(e) $Z = 15, \lambda = 3$

(f) $Z = 50, \lambda = 3$

(g) $Z = 2, \lambda = 7$

(h) $Z = 15, \lambda = 7$

(i) $Z = 50, \lambda = 7$
Figure 2: Bayesian 95% credible intervals (CIs) for the predictors and square root of the random intercept variance $D$ in the Poisson random effects model (PREM) component. Each predictor has 4 CIs; the first 3 CIs are from the birth-death PREM (BDPREM) with the previous study/pure elicitation (PS/PE), data augmentation (DA) prior, and previous data set (DS) prior and the last one is from the PREM with PS/PE prior. Coefficients M3, M6, M9, and M15 are indicators for the control group for the follow-up months 3, 6, 9, and 15; IM3, IM6, IM9, and IM15 and TM3, TM6, TM9, and TM15 are interactions between in-person and telephone intervention group and the 4 follow-up months.
Figure 3: Bayesian 95% CIs for the predictors in the BD process from the BDPREM. Each predictor has 3 CIs from analysis with the PS/PE, DA, and DS prior. PB is an indicator for the measurements taken at post-baseline, PB*I and PB*T are interactions between PB and in-person/telephone intervention group.
Figure 4: Prediction plots of the average number of partners for each intervention group for subjects with MSM=1 and IDU=CASUAL=TRADE=0 using (a) the BDPREM and (b) the PREM. We show 95% prediction intervals at each follow-up month. We set the same Y axis in (a) and (b) for comparability. The upper limit for the telephone group at month 9 in (a) is 3.08.
Figure 5: Posterior density plots of selected true counts. Vertical lines represent the reported count, and dashed lines represent the mean of observed counts for the corresponding subject. $\bar{\lambda}$ is the estimated birth/death rate for the corresponding subject.