Calculating spatiotemporally modulated surfaces: a dynamical differential formalism
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Electromagnetic waves in a system with a space and time dependent boundary experience both diffraction and Doppler-like frequency conversion. In order to analyse such situations, conventional methods call for either the eigenmodes or the dyadic Green’s function in space and time dependent media. Here, we propose a dynamical differential method which does not require either of them. Our method utilises a dynamical coordinate transformation in order to simplify the calculation of the optical response of the space and time dependent system. We reveal that the diffraction symmetry is broken in the presence of traveling-wave type spatiotemporal modulation.

I. INTRODUCTION

Recently, spatiotemporal modulation of bulky media has been studied both theoretically and experimentally [1][5]. The modulation breaks reciprocity in the media and brings about unique phenomena such as light amplification and the Fresnel drag. Keeping these in mind, in this work, we analyse the light scattering by spatiotemporally modulated surfaces.

One way to calculate the light scattering is to use the dyadic Green’s function in the system in question. Once we obtain the dyadic Green’s function in the system, we can perturbatively calculate the scattered field from incident field and thus the scattering matrix, [6][7].

Another approach is the boundary matching method. In this approach, the incident and scattered fields are expanded in series of the eigenmodes in the system, and the field continuity conditions are imposed at the boundaries, which lead to simultaneous equations. The inversion of the equation system yields the scattering matrix. Calculation of the Mie coefficients [8] is one of the popular examples where boundary matching approach is taken.

Here, we consider the boundary matching at a dynamically deformed boundary with the help of a differential formalism. The differential formalism is originally proposed by Chandezon et al. to calculate dielectric gratings [9][11]. Since this method allows to directly match the boundary conditions at structured interfaces, the geometry is properly captured. One significance of the differential formalism is its convergence. When the formalism is numerically implemented, it shows steady convergence even in the presence of sharp edges [12][13]. This is why it has been used to calculate not only dielectric gratings but also dispersive, lossy, anisotropic gratings [14][19]. In the current work, we extend the formalism to dynamical systems so that we can take the motion of the interface as well as the geometry.

There is a related approach based on conformal transformations proposed by Ward and Pendry [20], in which a surface structure is encoded into a conformal mappings. This approach is also widely used in optics and plasmonics communities [21][26]. Compared to the conformal approach, the method utilised in this paper is more straightforward when it comes to analysing systems with time dependent boundaries because we can directly use time-dependent surface profile instead of finding corresponding conformal transformation.

This paper is organised as following. In Sec. II we extend a differential formalism so as to enable the electromagnetic field analysis in the presence of a dynamically modulated boundary. In Sec. III we numerically implement the dynamical differential formalism. We will also see the calculation is consistent with effective medium description. The conclusion is drawn in Sec. IV.

II. DYNAMICAL DIFFERENTIAL FORMALISM

As a simple example of the dynamically modulated surfaces, we consider a sinusoidally modulated boundary shown in FIG. 1. The profile of the boundary is given by

\[ a_x = A \sin(q \cdot x) = A \sin \left[ g \left( x - \frac{\Omega}{g} t \right) \right] \]  

Here, we have introduced three-component vectors \( q = \{g, 0, -\Omega/\varepsilon\} \) and \( x = \{x, y, -ict\} \), where \( A, g \) and \( \Omega \) are the strength of the modulation, the spatial and temporal frequencies of the modulation, respectively. The surface is not physically moving in the \( x \) direction, but its profile is shifting at the phase velocity \( \Omega/g \) that can exceed the speed of light.

The permittivity distribution is given by means of the boundary profile,

\[ \epsilon_{x,z} = \epsilon^\circ \Theta(a_x - z) + \epsilon^\circ \Theta(z - a_x) \]  
\[ = \alpha \Theta(a_x - z) + \epsilon^\circ, \]

where \( \Theta \) represents the Heaviside unit step function, and \( \alpha \equiv (\epsilon^\circ - \epsilon^\circ) \) corresponds to the permittivity difference.
FIG. 1. Spatiotemporally modulated surface. The surface is weakly modulated in space and time. The corrugation function is sinusoidal and given by Eq. (1). We consider in-plane incidence of electromagnetic field and analyse the reflection and the transmission at the surface. The red and blue arrows \( \vec{i}_{1,2} \) are the tangential vectors of the surface at each point. The permittivities of medium and lower media are \( \epsilon^1 \) and \( \epsilon^2 \), respectively. The permeability is assumed to be unity in both media, \( \mu^\pm = 1 \).

We can calculate tangential and normal vectors of the surface, \( \vec{i}_{1,2} \) and \( \vec{n} \), by taking the partial derivatives of the boundary profile [1],

\[
\begin{align*}
\vec{i}_1 &= \frac{\vec{u}_x + a'_x \vec{u}_z}{\sqrt{1 + a'_x^2}}, \\
\vec{i}_2 &= \vec{u}_y, \\
\vec{n} &= \vec{i}_1 \times \vec{i}_2 = \frac{-a'_x \vec{u}_x + \vec{u}_z}{\sqrt{1 + a'_x^2}},
\end{align*}
\]

where \( a'_x = (\partial/\partial x) a_x \) is the partial derivative of the boundary profile in the \( x \) direction, and \( \vec{u}_{x,y,z} \) are the unit vectors in the \( x, y \) and \( z \) directions. We use those tangential and normal vectors when considering the field continuity conditions or surface integrations over the modulated interface.

A. Fourier expansion of fields

Since the upper and lower spaces of the boundary are homogeneous dielectrics, we can unambiguously expand the incident, reflected and transmitted fields in a series of plane waves,

\[
\begin{align*}
\vec{E}^{\text{inc}}_{x,z} &= \int k \cdot [e^{ik \cdot \vec{x}} \vec{E}^+_{k,z} + e^{-ik \cdot \vec{x}} \vec{E}^-_{k,z}], \\
\vec{H}^{\text{inc}}_{x,z} &= \int k \cdot [e^{ik \cdot \vec{x}} \vec{H}^+_{k,z} + e^{-ik \cdot \vec{x}} \vec{H}^-_{k,z}], \\
\vec{E}^{\text{ref}}_{x,z} &= \int k \cdot [e^{ik \cdot \vec{x}} \vec{E}^+_{k,z} + e^{-ik \cdot \vec{x}} \vec{E}^-_{k,z}], \\
\vec{H}^{\text{ref}}_{x,z} &= \int k \cdot [e^{ik \cdot \vec{x}} \vec{H}^+_{k,z} + e^{-ik \cdot \vec{x}} \vec{H}^-_{k,z}], \\
\vec{E}^{\text{tra}}_{x,z} &= \int k \cdot [e^{ik \cdot \vec{x}} \vec{E}^+_{k,z} + e^{-ik \cdot \vec{x}} \vec{E}^-_{k,z}], \\
\vec{H}^{\text{tra}}_{x,z} &= \int k \cdot [e^{ik \cdot \vec{x}} \vec{H}^+_{k,z} + e^{-ik \cdot \vec{x}} \vec{H}^-_{k,z}].
\end{align*}
\]

The superscripts on the left hand side (\( \Lambda = \text{inc, ref, tra} \)) are labels which identify modes in the real space and the time domain. The two superscripts on the right hand side (\( \sigma = \pm, \tau = \mp \)) are corresponding labels in the reciprocal space. While \( \sigma \) specifies in which direction the mode propagates, \( \tau \) specifies in which medium the mode lives. The fields in the real space, \( \vec{E}^{\sigma\tau}_{x,z} \) and \( \vec{H}^{\sigma\tau}_{x,z} \), are given by means of complex-valued Fourier components, \( \vec{E}^{\sigma\tau}_{k,z} \) and \( \vec{H}^{\sigma\tau}_{k,z} \).

Note that we have introduced a reciprocal vector \( k = \{k_x, k_y, -ik_0 = -i\omega/c\} \). Each Fourier component satisfies

\[
\vec{E}^{\sigma\tau}_{k,z} = \vec{E}^{\tau\sigma*}_{-k,z}, \quad \vec{H}^{\sigma\tau}_{k,z} = \vec{H}^{\tau\sigma*}_{-k,z}. \tag{6}
\]

These conditions are required because \( \vec{E}^{\sigma\tau}_{x,z} \) and \( \vec{H}^{\sigma\tau}_{x,z} \) are real-valued. We employ a shorthand notation for an integral operation,

\[
\int_k = \int_{-\infty}^{+\infty} \frac{dk_x dk_y}{(2\pi)^2} \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi}.
\tag{7}
\]

We substitute Eq. (5) into Maxwell’s equations to get the Helmholtz equation,

\[
\left[ \frac{\partial^2}{\partial z^2} - (\epsilon^\tau k_0^2 - k_{\|}^2) \right] \vec{E}^{\sigma\tau}_{k,z} = 0, \tag{8}
\]

where we have defined \( k_{\|} = \sqrt{k_x^2 + k_y^2} \). This differential equation can be easily solved,

\[
\vec{E}^{\sigma\tau}_{k,z} = e^{i\sigma K_{k,z}^\tau} \vec{E}^{\sigma\tau}_{k,0}. \tag{9}
\]

Here, \( \vec{E}^{\sigma\tau}_{k,0} \) is a complex-valued vector at \( z = 0 \), which determines the amplitude and the polarisation, and we define the wavenumber in the \( z \) direction,

\[
K_z^k = \text{sgn}(\omega) \sqrt{\epsilon^\tau k_0^2 - k_{\|}^2} + i \text{Im} \sqrt{\epsilon^\tau k_0^2 - k_{\|}^2}. \tag{10}
\]

We have added the prefactor \( \text{sgn}(\omega) \) at the real part in order to take into account that the propagation direction of a wave reverses when the sign of the frequency is flipped [27]. Remind that the wavenumber satisfies \( K_{-z}^k = -K_z^k \).

In our dielectric medium, the field is divergenceless (i.e. \( \nabla \cdot \vec{E}^\Lambda_{x,z} = 0 \)) so that we have a transversality condition,

\[
i(k_x \vec{u}_x + k_y \vec{u}_y + \sigma K_z^\tau \vec{u}_z) \cdot \vec{E}^{\sigma\tau}_{k,0} = 0. \tag{11}
\]
We can choose two orthonormal basis vectors satisfying this condition,

\[
\vec{e}^{\sigma\tau}_{\lambda,k} = \begin{cases} 
\text{sgn}(\omega)\vec{k} \times \vec{u}_z & (\lambda = s), \\
\frac{\vec{k} \times \vec{u}_z}{|\vec{k} \times \vec{u}_z|} & (\lambda = p),
\end{cases}
\]

where \(\vec{k} = k_x\vec{u}_x + k_y\vec{u}_y + \sigma K_k\vec{u}_z\) is the wavevector of a mode labeled by \(\sigma, \tau\) and \(k = \{k_x, k_y, -ik_0\}\).

The complex-valued vector is expressed by the linear combination of the basis vectors,

\[
\vec{E}^{\sigma\tau}_{k,0} = \sum_{\lambda=s,p} E^{\sigma\tau}_{\lambda,k} \vec{e}^{\sigma\tau}_{\lambda,k}.
\]

Since the basis vectors satisfies \(\vec{e}^{\sigma\tau}_{-\lambda,-k} = \vec{e}^{\sigma\tau}_{\lambda,k}\), the constraint on the scalar coefficient is

\[
E^{\sigma\tau}_{\lambda,k} = E^{\sigma\tau}_{-\lambda,-k}.
\]

We can perform a similar calculation for the magnetic field. Let us summarise the Fourier components of electric and magnetic fields,

\[
\begin{align*}
\vec{E}^{\sigma\tau}_{k,0} &= e^{i\sigma K_k z} \vec{E}^{\sigma\tau}_{k,0} = \sum_{\lambda} E^{\sigma\tau}_{\lambda,k} \vec{e}^{\sigma\tau}_{\lambda,k}, \\
\vec{H}^{\sigma\tau}_{k,0} &= e^{i\sigma K_k z} \vec{H}^{\sigma\tau}_{k,0} = \sum_{\lambda} H^{\sigma\tau}_{\lambda,k} \vec{e}^{\sigma\tau}_{\lambda,k},
\end{align*}
\]

where we have introduced another basis for the magnetic field for convenience,

\[
\begin{pmatrix}
\vec{h}^{\sigma\tau}_{k,k} \\
\vec{h}^{\sigma\tau}_{p,k}
\end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} \vec{e}^{\sigma\tau}_{k,k} \\ \vec{e}^{\sigma\tau}_{p,k} \end{pmatrix}.
\]

### B. Boundary matching equations

Let us derive boundary matching equations, which are used to calculate the reflection and transmission matrices. We consider the surface integral over the area enclosed by a closed curve \(\Gamma\) in the \(xz\) plane as shown in FIG. 2 so that the integral catches the geometry of the boundary and reflects it on the boundary matching equation. In the limit that the enclosed area vanishes (\(\delta h \to 0\)), from the Faraday’s law, we have

\[
\lim_{\delta h \to 0} \iint_{\Gamma} d\vec{S} \cdot \nabla \times \vec{E}_{x,z} = -\lim_{\delta h \to 0} \iint_{\Gamma} d\vec{S} \cdot \frac{\partial}{\partial t} \mu_0 \vec{H}_{x,z},
\]

\[
\lim_{\delta h \to 0} \oint_{\Gamma} d\vec{r} \cdot \vec{E}_{x,z} = 0,
\]

where we have used the Stokes’ theorem. The vectorial line element \(d\vec{r}\) is given by means of the tangential vector

\[
\vec{h}_{inc} \cdot (\vec{H}_{x,z}^{inc} + \vec{H}_{x,z}^{ref}) - \vec{H}_{x,z}^{tra} = \frac{\partial}{\partial t} \frac{\vec{E}_{x,z}^{tra}}{\varepsilon_0 c}.
\]
Following the same procedure, we can write the boundary matching equations in the $y$ direction,

$$
\begin{align}
\tilde{t}_2 \cdot (\tilde{E}_{\text{inc},a_s} + \tilde{E}_{\text{ref},a_s} - \tilde{E}_{\text{tra},a_s}) &= 0, \\
\eta l_1 \cdot Z_0 (\tilde{H}_{\text{inc},a_s} + \tilde{H}_{\text{ref},a_s} - \tilde{H}_{\text{tra},a_s}) &= -\frac{\hat{a}_x}{c} \alpha \eta l'_1 \cdot \tilde{E}_{\text{tra},a_s}. 
\end{align}
$$

(24) 

(25)

Since our modulation is invariant with respect to the translation in the $y$ direction, the problem can be regarded as a two-dimensional one. Here, we investigate two fundamental cases where the incident field is either s- or p-polarised.

There is no polarisation rotation as we stick to the in-plane calculation. This is because our ‘optical axis’ induced by the surface structure of grating type is in the $y$ direction, which is parallel or perpendicular to the electric and magnetic fields. In the s polarisation case, the electric field oscillates perpendicularly to the $xz$ plane while the magnetic field oscillates in the $xz$ plane. Therefore, Eqs. (20, 21) are automatically satisfied in the s polarisation case, and we can focus on

$$
\begin{align}
\tilde{t}_2 \cdot (\tilde{E}_{\text{inc},a_s} + \tilde{E}_{\text{ref},a_s} - \tilde{E}_{\text{tra},a_s}) &= 0, \\
\eta l_1 \cdot Z_0 (\tilde{H}_{\text{inc},a_s} + \tilde{H}_{\text{ref},a_s} - \tilde{H}_{\text{tra},a_s}) &= -\frac{\hat{a}_x}{c} \alpha \eta l'_1 \cdot \tilde{E}_{\text{tra},a_s}.
\end{align}
$$

(26)

On the other hand, the magnetic field oscillates in the $y$ direction in the $p$ polarisation case, and the electric field lies in the $xz$ plane. Thus, we can focus on

$$
\begin{align}
\eta l_1 \cdot (\tilde{E}_{\text{inc},a_s} + \tilde{E}_{\text{ref},a_s} - \tilde{E}_{\text{tra},a_s}) &= 0, \\
\tilde{t}_2 \cdot Z_0 (\tilde{H}_{\text{inc},a_s} + \tilde{H}_{\text{ref},a_s} - \tilde{H}_{\text{tra},a_s}) &= -\frac{\hat{a}_x}{c} \alpha \eta l'_1 \cdot \tilde{E}_{\text{tra},a_s}.
\end{align}
$$

(27)

These simultaneous equations depend on space and time. Thanks to the time derivative of the surface profile $\hat{a}_x$ and the tangential vector $\eta l_1$ in Eqs. (26, 27), we can properly take both temporal and spatial modulations into consideration.

We apply the Fourier transform $\mathcal{F}[g(x)] = \int dx e^{-i k \cdot x} g(x)$ to Eqs. (26, 27) to obtain equation systems determining the reflection and transmission matrices in the frequency domain.

Let take the s polarisation as an example. We use the Fourier expansion of the electric field $\tilde{E}_{\text{inc},a_s}$ to get

$$
\tilde{t}_2 \cdot \tilde{E}_{\text{inc},a_s} = -\int_{k} e^{i \hat{k} \cdot x} \text{sgn}(\omega) \frac{k_x}{k_{||}} e^{i \phi^{\text{s}}_{k_{||}}} \sin q_x E_{s,k},
$$

where we have defined the propagating phase factor $\phi^{\text{s}}_{k} = \sigma K_{k}^{s} A$. We use the Jacobi-Anger identity to expand the exponential of the trigonometric function $J_m$, which introduces a matrix-vector representation with the coefficient matrix that has the geometric information of the boundary,

$$
|\mathbf{M}_{k}^{\sigma \tau}|_{lm} = \frac{k_{x,m}}{k_{||,m}} \text{sgn}(\omega_m) J_{l-m}(\phi^{\text{s}}_{k_{||}}).
$$

(33)

Here, the Bessel function is responsible for the correlation between the $l$th order and the $m$th order diffraction. The diffraction is stronger as the surface corrugation depth increases with respect to the wavenumber in the $z$ direction. This is why we provide $\phi^{\text{s}}_{k_{||}} = K_{k_{||},A}$ in the argument.

Finally, applying the Fourier transform to Eq. (24), we can obtain

$$
\mathbf{M}_{k}^{s} E_{s,k}^{+} + \mathbf{M}_{k}^{p} E_{s,k}^{-} - \mathbf{M}_{k}^{c} E_{s,k}^{c} = 0.
$$

(34)

Similarly, we can perform the Fourier transform for the boundary condition of the magnetic field. The tangential component of the magnetic field is evaluated as below:

$$
\begin{align}
\eta l_1 \cdot Z_0 \tilde{H}_{\text{inc},a_s} &= \int_{k} e^{i \hat{k} \cdot x} e^{i \sigma K_{k}^{s} a_{k}} \eta l'_1 \cdot \tilde{h}_{s,k}^{s} Z_{0} H_{s,k}^{s}, \\
&= \int_{k} e^{i \hat{k} \cdot x} \sigma K_{k}^{s} a_{k} - \frac{\left| k_x \right|}{\left| k_{||} \right|} \left| \frac{d}{d \hat{a}_x} k_{||} \right| E_{s,k}, \\
&= \sum_{m,k} e^{i (k_{x} - m a_{k})} \left( \frac{k_{x}}{k_{||}} \frac{K_{k}^{s}}{k_{||}} - \frac{m k_{x}}{\sigma K_{k}^{s}} \frac{d}{d \hat{a}_x} k_{||} \right) J_{m}(\sigma K_{k}^{s}) E_{s,k}.
\end{align}
$$

(37)

where we expanded the exponential of the trigonometric function by using the Bessel functions. Applying the Fourier transform to Eq. (29) gives

$$
\begin{align}
N_{k}^{s} E_{s,k}^{+} + N_{k}^{p} E_{s,k}^{-} - (N_{k}^{c} + L_{k}) E_{s,k}^{c} = 0.
\end{align}
$$

(38)
Here, the element of the coefficient matrix is given by
\[
[L_k]_{lm} = \frac{\alpha (l-m)\Omega}{c} \times \text{sgn}(\omega_m) \frac{k_{x,m}}{k_{l,m}} J_{l-m}(\phi_{km}^\perp), \quad (39)
\]
\[
[N_k^\tau]_{lm} = \left(\frac{k_{x,m}}{k_{l,m}} \frac{\sigma k_{x,m}}{|k_{0,m}|} - \frac{(l-m)g}{\sigma k_{x,m}} |k_{0,m}| \right) J_{l-m}(\phi_{km}^\perp). \quad (40)
\]

The expressions of \(L\) and \(N\) are relatively intricate, compared with the \(M\) matrix. The \(L\) matrix is responsible for the induced surface current \((22)\), and thus its matrix elements are proportional to the perturbative difference \(\alpha\). The factor of \(\frac{(l-m)\Omega}{c} / (-K_{k,m}^\perp)\) is produced by the time derivative \(\dot{\alpha}_x\) that we have in the expression of the surface current \((22)\). As for the \(N\) matrix, the non-uniform vectorial line element, \(\eta_l^i = \hat{a}_{xi} + \alpha_x \hat{a}_{zi}\), makes the expression complicated. The first and second terms in Eq. \((40)\) stems from the field matching in the \(x\) and \(z\) directions, respectively. The space derivative \(\alpha_x^\prime\) yields the factor of \((l-m)g/\sigma K_{k,m}^\perp\) in the second term. It is worth noting that here we can define the incident angle \(\theta_i\) by
\[
\cos \theta_i = \frac{\sigma K_k^\perp}{|k_0|}, \quad \sin \theta_i = \frac{k_{l,m}}{|k_{0,m}|}. \quad (41)
\]

Here, we observe that the \(M\), \(N\) and \(L\) matrices does not change if we keep the ratio between any two lengths and just scale the parameters. All of the matrix elements are given by means of dimensionless numbers such as \(K_k^\perp A\) and \(g/K_{k,m}^\perp\).

Those quantities are invariant under the scaling of the modulation depth \(A\) and the reciprocal vectors, \(q\) and \(k\),
\[
\begin{aligned}
A &\rightarrow \beta A, & q &\rightarrow \beta^{-1}q, \\
\mathbf{k} &\rightarrow \beta^{-1}k,
\end{aligned} \quad (42)
\]
where \(\beta\) is the scale factor. Since the effects of the spatiotemporal modulation is encoded by the \(M\), \(N\) and \(L\) matrices, the scaling does not affect the calculation.

Let us rearrange Eqs. \((34,38)\) in a matrix form,
\[
\begin{pmatrix}
M_k^{+\tau} & -M_k^{-\tau} \\
N_k^{+\tau} & -(N_k^{+\tau} + L_k)
\end{pmatrix}
\begin{pmatrix}
E_{+,x,k}^{+,z} \\
E_{-,x,k}^{-,z}
\end{pmatrix} =
\begin{pmatrix}
-N_k^{+,z} E_{+,x,k}^{+,z} \\
M_k^{+,z} E_{-,x,k}^{-,z}
\end{pmatrix}. \quad (43)
\]
This is the scattering equation for the \(s\) polarisation incidence.

By following the same procedure, we can obtain the matrix equation for the \(p\) polarisation,
\[
\begin{pmatrix}
M_k^{+\tau} & -(M_k^{+\tau} + L_k) \\
N_k^{+\tau} & -N_k^{-\tau}
\end{pmatrix}
\begin{pmatrix}
H_{+,x,k}^{+,z} \\
H_{-,x,k}^{-,z}
\end{pmatrix} =
\begin{pmatrix}
-N_k^{+,z} H_{+,x,k}^{+,z} \\
M_k^{+,z} H_{-,x,k}^{-,z}
\end{pmatrix}. \quad (44)
\]
where we have defined \(N_k^{+,\tau} = N_k^{+\tau}/\epsilon^\tau\). Note that the electric current contribution \(L\) appears not with the \(N\) matrix but with the \(M\) matrix. Please see the Appendix \(A\) for the derivation.

### III. NUMERICAL IMPLEMENTATION

Inverting Eqs. \((43,44)\), we can get the reflection and transmission matrices,
\[
\begin{pmatrix}
R_{x,k} & T_{x,k} \\
R_{p,k} & T_{p,k}
\end{pmatrix} =
\begin{pmatrix}
M_k^{+,\tau} & -(M_k^{+,\tau} + L_k) \\
N_k^{+,\tau} & -N_k^{-\tau}
\end{pmatrix}^{-1}
\begin{pmatrix}
-M_k^{-\tau} \\
N_k^{+,\tau}
\end{pmatrix}. \quad (45)
\]
\[
\begin{pmatrix}
R_{x,k} & T_{x,k} \\
R_{p,k} & T_{p,k}
\end{pmatrix} =
\begin{pmatrix}
M_k^{+,\tau} & -(M_k^{+,\tau} + L_k) \\
N_k^{+,\tau} & -N_k^{-\tau}
\end{pmatrix}^{-1}
\begin{pmatrix}
-M_k^{-\tau} \\
N_k^{+,\tau}
\end{pmatrix}. \quad (46)
\]
Note that only the diagonal elements of \(M_k^{+,\tau}\) and \(N_k^{+,\tau}\) remain finite in the flat boundary limit \((A \rightarrow 0)\), and all other matrix elements vanish so that Eqs. \((45,46)\) recover the Fresnel coefficients (See the Appendix \(A\)).

When we numerically evaluate the reflection and transmission matrices, we truncate the \(M\), \(N\) and \(L\) matrices to finite rank ones so that \(-m_c \leq l \leq +m_c\) and \(-m_c \leq m \leq +m_c\), where \(m_c\) is the cutoff number. Since our boundary is differentiable and the media above and below the boundary are homogeneous, the truncation can be justified as in the conventional Fourier modal methods \((29,30)\). As shown in FIG. \(3\) we can also numerically confirm that large matrix elements are highly localised near the diagonal elements.

FIG. 3. Typical distribution of the matrix elements. The absolute values of the matrix elements in \(M\), \(N\) and \(L\) are plotted. The common colorbar is shown on the right of \((c)\). The horizontal and vertical axes are the column and row indices. Note that all elements are normalised by the maximum element in each matrix. In these plots, we use the following parameters: \(\epsilon^+=1.0, \epsilon^\tau=2.25, A=10\ \text{[nm]}, \ g=2\pi \ (\mu\text{m}^{-1}), \ \Omega=0.2gc, \ \omega_{in}=0.8gc, \ \theta_{in}=0, \ k_y=0\). The cutoff number is \(m_c=3\).

When the modulation strength is sufficiently weak compared with the spatial and temporal modulation period \((gA \ll 1, \ \text{and} \ \Omega A/c \ll 1)\), the surface structure is homogenised from the perspective of the electromagnetic field. In other words, the field is slowly varying near the grating, and thus we can consider effective infinitesimally thin medium to model the deformed boundary. The effective medium is given by means of permittivity averaging in the \(z\) direction,
\[
\epsilon_x^{\text{ef}} = \int_{-A}^{+A} \text{d}z \epsilon_{x,z} = \epsilon(1 + 2i\kappa \sin q \cdot x) \quad (47)
\]
where we have defined effective parameters,
\[
\bar{\epsilon} = (\epsilon^+ + \epsilon^\tau)A, \quad \kappa = \frac{\epsilon^+ - \epsilon^\tau}{2i(\epsilon^+ + \epsilon^\tau)}. \quad (48)
\]
With the permittivity averaging procedure, we can get a very thin grating as the effective thin medium (see FIG. 4). The scattering calculation within the effective medium description is shown in the Supplemental Materials [31].

In FIG. 5, we compare the incident angle dependences of the first order diffraction amplitudes calculated within the dynamical differential formalism and that within the homogenisation theory. We can clearly recognise that the angular spectra calculated in two different method agree well. Under the flipping both of the sign of diffraction orders and the incident angle, the graph is symmetric if there is no time dependence ($\Omega = 0$). This is a consequence of the discrete translational invariance of the system. If we introduce the temporal modulation ($\Omega \neq 0$), the system is no longer invariant the translation and non-reciprocal. This is why the plots are asymmetric when $\Omega \neq 0$.

In FIG. 6, we compare the modulation strength dependences of the first order diffraction amplitudes. It is clear that two approaches agree when the modulation strength is small. Both positive and negative diffraction intensities have quadratic dependence.

IV. CONCLUSIONS

In this study, we proposed a dynamical differential formalism which enables analytical calculation of the scattering by a surface modulated both in space and time. Using dynamical coordinate transformation generated by the boundary profile, we can directly impose the boundary conditions at the dynamically deformed interface for both electric and magnetic fields to properly capture the geometry and motion. In the numerical calculation, we confirmed our formalism is consistent with the effective medium description. The diffraction spectra of the surface become asymmetric in the presence temporal modulation.
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Appendix A: p polarisation case

In the p polarisation case, the tangential component of the electric field is

\[
\eta_1^p \cdot \mathbf{E}_{x,a,s}^A = \int \mathbf{k} \cdot e^{i\mathbf{k} \cdot \mathbf{x}} K_{k,a,s} Z_{p,k}^\sigma H_{p,k}^\sigma \eta_1^p \cdot \mathbf{e}_{p,k}^\sigma \tag{A1}
\]

\[
= \int \mathbf{k} \cdot e^{i\mathbf{k} \cdot \mathbf{x}} \frac{Z_0}{c} e^{iK_{k,a,s}x} \frac{\sigma K_{k} k_x}{k_{||}} H_{p,k}^\sigma, \tag{A2}
\]

where we have used the fact that the electric and magnetic amplitude can be associated with each other,

\[
\begin{cases}
E_{s,k}^\sigma = Z_{s,k}^\sigma H_{s,k}^\sigma, \\
E_{p,k}^\sigma = Z_{p,k}^\sigma H_{p,k}^\sigma,
\end{cases} \tag{A3}
\]

via the characteristic impedance,

\[
Z_{\lambda,k}^\sigma = \begin{cases}
\frac{Z_0}{\sqrt{\epsilon}} \sqrt{\frac{\omega^2 c^2}{k_{||}^2 + k_{\bot}^2}} (\lambda = s), \\
\frac{Z_0}{\sqrt{\epsilon}} \sqrt{\frac{\omega^2 c^2}{k_{\bot}^2}} (\lambda = p),
\end{cases}
\]

where \(Z_0 = \sqrt{\mu_0/\epsilon_0}\) is the impedance of free space. We use the Jacobi-Anger identity and perform the Fourier transform,

\[
\mathcal{F} \left[ \eta_1^p \cdot \mathbf{e}_{x,a,s}^A \right]_{k_l} = Z_0 \left[ \tilde{N}_{k}^\sigma \tilde{H}_{p,k}^\sigma \right]_{k_l}, \tag{A5}
\]

where we have defined \(\tilde{N}_{k}^\sigma = N_{\lambda k}^\sigma / \epsilon^\sigma\). Applying the Fourier transform to Eq. (20) gives

\[
\tilde{N}_{k}^{\sigma} H_{p,k}^{\sigma} - \tilde{N}_{k}^{\sigma} \tilde{H}_{p,k}^{\sigma} = 0. \tag{A6}
\]

Note that we have divide the equation by the impedance of free space \(Z_0\) to make the coefficient matrix dimensionless.

Next, we evaluate the tangential component of the magnetic field,

\[
\mathbf{\tilde{H}}_{x,a,s}^A = -\int \mathbf{k} \cdot e^{i\mathbf{k} \cdot \mathbf{x}} \frac{Z_0}{c} e^{i\mathbf{k} \cdot \mathbf{x}} \mathbf{e}^\sigma \mathbf{H}_{p,k}^\sigma, \tag{A7}
\]

Using the Jacobi-Anger identity and applying the Fourier transform, we can obtain the \(l\)th order quantity,

\[
\mathcal{F} \left[ \mathbf{\tilde{H}}_{x,a,s}^A \right]_{k_l} = \left[ M_{p,k}^{\sigma} \right]_{l}, \tag{A8}
\]

where the \(M\) matrix is given in Eq. (33).

The surface current contribution is evaluated as

\[
\mathcal{F} \left[ -\frac{\alpha}{c} \eta_1^p \cdot \mathbf{e}_{x,a,s}^A \right]_{k_l} = \left[ L_{k} H_{p,k}^\sigma \right]_{l}, \tag{A9}
\]

where we have introduced

\[
L_{k} = \frac{A \Omega}{c} \alpha \left\{ \left[ N_{k}^\sigma \right]_{l-1,m} + \left[ N_{k}^\sigma \right]_{l+1,m} \right\}. \tag{A10}
\]

Substituting those result into the boundary matching equation (27), we can reach a matrix equation,

\[
\begin{pmatrix}
M_{p,k}^{\sigma} & \tilde{M}_{p,k}^{\sigma} \\
\tilde{N}_{k}^{\sigma} & -\tilde{N}_{k}^{\sigma}
\end{pmatrix}
\begin{pmatrix}
\tilde{N}_{k}^{\sigma} H_{p,k}^{\sigma} \\
\tilde{N}_{k}^{\sigma} \tilde{H}_{p,k}^{\sigma}
\end{pmatrix} = \begin{pmatrix}
-M_{p,k}^{\sigma} H_{p,k}^{\sigma} \\
-\tilde{N}_{k}^{\sigma} \tilde{H}_{p,k}^{\sigma}
\end{pmatrix}. \tag{44}
\]

Finally, we can obtain the matrix equation which determine the reflection and transmission matrices,

\[
\begin{pmatrix}
M_{p,k}^{\sigma} & -M_{p,k}^{\sigma} \\
\tilde{N}_{k}^{\sigma} & -\tilde{N}_{k}^{\sigma}
\end{pmatrix}
\begin{pmatrix}
H_{p,k}^{\sigma} \\
\tilde{H}_{p,k}^{\sigma}
\end{pmatrix} = \begin{pmatrix}
-M_{p,k}^{\sigma} H_{p,k}^{\sigma} \\
-\tilde{N}_{k}^{\sigma} \tilde{H}_{p,k}^{\sigma}
\end{pmatrix}. \tag{A11}
\]

It is worth reminding that the characteristic impedance matrix,

\[
Z_{p,k}^\sigma = \text{diag}(\cdots, Z_{p,k,-1}^\sigma, Z_{p,k,0}^\sigma, Z_{p,k,1}^\sigma, \cdots), \tag{A12}
\]
enables us to convert the reflection matrix calculated by means of the magnetic field,

\[
\mathcal{H}_{p,k}^{\rightarrow} = R_{p,k} \mathcal{H}_{p,k}^{\rightarrow},
\]

(A13)

\[
\mathcal{E}_{p,k}^{\rightarrow} = Z_{p,k} R_{p,k} Z_{p,k}^{-1} \mathcal{E}_{p,k}^{\rightarrow},
\]

(A14)

and the transmission matrix,

\[
\mathcal{H}_{p,k}^{\leftarrow} = T_{p,k} \mathcal{H}_{p,k}^{\rightarrow},
\]

(A15)

\[
\mathcal{E}_{p,k}^{\leftarrow} = Z_{p,k} T_{p,k} Z_{p,k}^{-1} \mathcal{E}_{p,k}^{\rightarrow}.
\]

(A16)

\[\text{Appendix B: Recover the Fresnel equations}\]

In the flat boundary limit \((A \to 0)\), all the Bessel functions except the 0th order vanish,

\[
\lim_{A \to 0} J_{l-m}(\phi_{k,x}^{\sigma}) = \delta_{l,m},
\]

(B1)

and the matrices become diagonal

\[
\begin{align*}
[\mathcal{M}_{k}^{\sigma\tau} ]_{l,m} & \rightarrow \frac{k_{x,m} \text{sgn}(\omega_{m}) \delta_{l,m}}{k_{||,m}}, \\
[\mathcal{N}_{k}^{\sigma\tau} ]_{l,m} & \rightarrow \frac{k_{x,m} \sigma K_{m}^{\tau}}{k_{||,m} | \delta_{l,m}|},
\end{align*}
\]

(A \to 0).

(B2)

Therefore, the matrix equations (45, 46) are reduced and give the conventional Fresnel coefficients,

\[
\begin{align*}
(R_{s,k}) & \rightarrow \left( \begin{array}{cc}
\frac{k_{x}}{k_{||}} & -\frac{k_{x}}{k_{||}} \\
\frac{k_{x} K_{k}^{\sigma}}{k_{||} k_{0}} & \frac{k_{x} K_{k}^{\tau}}{k_{||} k_{0}}
\end{array} \right)^{-1} \left( \begin{array}{c}
\frac{k_{x}}{k_{||}} \\
\frac{k_{x} K_{k}^{\tau}}{k_{||} k_{0}}
\end{array} \right), \\
(T_{s,k}) & \rightarrow \frac{K_{k}^{\sigma} - K_{k}^{\tau}}{2 K_{k}^{\sigma} + K_{k}^{\tau}}.
\end{align*}
\]

(B3)

\[
\begin{align*}
(R_{t,k}) & \rightarrow \left( \begin{array}{cc}
\frac{k_{x}}{k_{||}} & -\frac{k_{x}}{k_{||}} \\
\frac{k_{x} K_{k}^{\sigma}}{k_{||} k_{0}} & \frac{k_{x} K_{k}^{\tau}}{k_{||} k_{0}}
\end{array} \right)^{-1} \left( \begin{array}{c}
\frac{k_{x}}{k_{||}} \\
\frac{k_{x} K_{k}^{\tau}}{k_{||} k_{0}}
\end{array} \right), \\
(T_{t,k}) & \rightarrow \frac{K_{k}^{\sigma}/\epsilon - K_{k}^{\tau}/\epsilon}{2 K_{k}^{\sigma}/\epsilon + K_{k}^{\tau}/\epsilon}.
\end{align*}
\]
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