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ABSTRACT A typical process route essentially represents the commonly used process planning-related knowledge and can be modified to generate new process routes easily. Hence, its quality directly affects the performance of newly generated process routes and thereby the goodness of products. To effectively discover typical process route knowledge, a reasonable similarity measure and a clustering method specifically for process routes are required. However, existing operation sequence similarity coefficients often assign coarse-grained similarities, which leads to inaccurate clustering results. For the clustering problem, most researchers have not considered the practical constraints during typical process route discovery. In this paper, an operation sequence similarity-based discovery method is presented. First, the characteristics and information requirements of the operation sequence similarity problem are analysed, and a novel comprehensive similarity coefficient combined with a modified pseudo-longest-common-subsequence (pseudo-LCS) and Jaccard similarity coefficient is proposed based on this analysis and principal component analysis (PCA). This coefficient considers the precedence relationship, the number of common operations, and the operation similarity simultaneously to handle all the potential similarity situations. Second, two soft constraints, namely, quantity constraint and size constraint, are introduced in the traditional process route clustering problem to ensure the quality and validity of the discovered typical process routes. To solve this more practical problem and achieve a balance between these two conflicting constraints, the K-medoids method is improved with an adjustment mechanism to generate valid results under these two soft constraints. Finally, numerical illustrations are presented to verify the effectiveness of the proposed methods. The results show that compared with existing similarity coefficients, the proposed comprehensive similarity coefficient is more sensitive and much better at distinguishing the tiny difference between the process routes. In addition, the modified K-medoids method can perform much better than existing methods on process route discovery data sets under two conflicting soft constraints.

INDEX TERMS Operation sequence similarity, knowledge discovery, typical process route, soft constraint, manufacturing.

I. INTRODUCTION

As customer demand becomes more personalized, modern manufacturing prefers the production mode with multiple varieties and small batches. Hence, industries require a more efficient process planning method to rapidly respond to changing market demands [1], [2].

Related studies have indicated that process routes in the same part family have 70% ~ 80% similarity with each other [3], [4]. There are two main reasons for this situation:
(1) the process routes in the same part family have global similarity; and (2) often, some local machining operation sequences are highly reused. Therefore, typical process route-based process route planning is seen as a promising method because it can effectively reuse existing process planning knowledge. To plan a suitable process route for a new part, the technician only needs to first find the corresponding typical process route in the same part family and then adjust this typical process route by adding/removing/editing operations. This kind of process planning method has been widely used in modern computer-aided process planning (CAPP) [5, 6]. Another potential application of the typical process route is that it can facilitate the construction of a specific reconfigurable manufacturing system (RMS) configuration [7] or cellular manufacturing system (CMS) [8], [9] in such a way that they have the capacity to handle the process requirements of all parts in the corresponding part family by minor adjustment.

A typical process route is the most general operation sequence in a part family, which means that it is essentially a process template that contains highly reused common process information and knowledge among all the historical process routes in the same part family. From the clustering perspective, the typical process route is the centre (or medoid) of a part family, which is close to any other process route in the same cluster. Hence, a typical process route can be seen as process planning-related knowledge summarized from existing process routes. A new process route can be easily obtained for the new part by modifying the typical process route properly. This typical process route-based process planning method can not only greatly improve the efficiency and quality of the process planning for new products but also facilitate the standardization of process routes. Since the process route is a kind of explicit expression of process technicians’ experiences and knowledge, how to elicit typical process routes based on their similarity is an urgent problem for knowledge acquisition, accumulation, and sharing [10].

However, it is difficult for entrepreneurs to extract process route knowledge accurately and effectively because most of the knowledge is tacit. Specifically, such knowledge is deeply embedded in individuals’ experience, skill, and even preferences [11]. Recently, data mining techniques have shown their effectiveness in manufacturing systems [12], such as process engineering design [13], quality improvement [14], cloud manufacturing [15], and semiconductor manufacturing [16]. With regard to typical process route knowledge discovery, clustering analysis is frequently applied.

A similarity definition is the foundation of clustering analysis [17]. Generally, the operation sequence similarity measure is one of the sequence similarity problems in sequence clustering. Unlike the applications to DNA/protein sequences [18], sentences [19] and process mining [20], the operation sequence similarity problem has some unique characteristics:

(1) There are various types of operations in manufacturing, and the similarities between different operation pairs are different.
(2) The lengths of different operation sequences are different.
(3) The precedence constraint relationship is the key information of operation sequences.
(4) The number of common operations between operation sequences should also be considered.

Most of the existing operation sequence similarity coefficients focus only on the precedence constraints and ignore the similarities between the operations themselves. This coarse-grained similarity could bring inaccurate clustering results because operation similarity directly affects the operation sequence similarity and thereby impacts the clustering result. It is difficult for clustering algorithms to make correct clustering decisions based solely on global similarity. In addition, the number of common operations becomes more significant when the precedence constraint relationship is similar. It is necessary to consider all the useful information to enable the similarity coefficient to measure the process route similarities more accurately and then guide the clustering algorithm to find more rational typical process routes.

On the other hand, the typical process route discovery problem is an exemplar-based clustering problem. Instead of clustering all the process routes [21], this approach tends to find the exemplars to represent other process routes properly. In other words, it pays more attention to the similarities between process routes and their exemplars rather than the intracluster and intercluster similarity. In addition, the typical process route discovery problem, as a practical matter, suffers from some practical constraints.

According to the literature [22], a valid typical process route should contain sufficient and representative common process-related information. Hence, two conditions should be considered in the typical process route discovery problem:

(1) The number of process routes in a cluster cannot be smaller than n, which is the minimum number of process routes in a valid process route cluster. This constraint is also called the quantity constraint.
(2) The radius of a cluster, i.e., the maximal distance between the process route and its exemplar in one cluster, should be smaller than \( \varepsilon \), which is the maximum radius of a valid process route cluster. This constraint is also called the size constraint.

The quantity constraint indicates that a valid typical process route should be summarized from a sufficient number of existing process routes. In this way, its embedded common process-related information and knowledge are sufficiently supported, which means that it is frequently reused by many other process routes. If the quantity constraint is not satisfied, the corresponding typical process route (or process-related knowledge) is seen as being too infrequent to offer information with a high and wide reference value. The size constraint guarantees the representativeness of typical process routes.
routes. More specifically, if the radius of a cluster is too large, then similarities between the typical process route (i.e., the medoid) and the process routes in the marginal area are too small such that it is inappropriate for the typical process route to represent those marginal process routes. In other words, the common information between them is too small, which does not conform with the requirement of being a typical process route.

Note that the cluster (or typical process route) is invalid, which does not mean that the process routes in this cluster are irrelevant. These two constraints only serve the requirement of this specific practical problem (i.e., the validity of typical process routes).

However, most current studies simply treated the typical process route discovery problem as a traditional clustering problem and ignored the practical requirement of this specific problem, which could generate some unqualified exemplars (i.e., the typical process routes) [23], [24]. Some work [22] has considered these two conditions to be hard constraints, which makes the quality of the clustering results seriously dependent on the manually designed constraint parameters. Large constraint parameters will make the constraints less important, while small constraint parameters will make it impossible to find valid clustering results. Since the shape of the process route data set is unknown, it is difficult to set rational constraint parameters manually. Hence, the two constraints mentioned above are treated as soft constraints in this paper. In this way, the goal of the clustering process is to find the exemplar set that optimizes not only the total distance between the process routes and their exemplars but also the penalties of the two soft constraints.

This study represents the first time that these two constraints are considered as soft constraints simultaneously in the manufacturing field. In doing so, we can loose the dependence between the constraint parameters and the clustering results because the soft constraint is used to guide the clustering process, not force it, as the hard constraint does. Specifically, compared with hard constraints, soft constraints have higher fault tolerance and less sensitivity to constraint parameters. In addition, the penalty coefficients in this novel problem can be seen as the indexes that measure the importance of the corresponding soft constraints and that reflect the will of the process technicians. Therefore, it is necessary to consider these two conditions as soft constraints.

Essentially, the size constraint and quantity constraint conflict with each other. The size of a cluster increases when that cluster contains more process routes. Assume that the expected cluster number is 5. If \( K < 5 \), the number of data instances in the clusters will increase, and the sizes of these clusters can correspondingly increase, in which case the clustering procedure mainly suffers from the size constraint. If \( K > 5 \), the number of data instances in the clusters decreases, and the sizes of the clusters could also be smaller, in which case the clustering procedure mainly suffers from the quantity constraint. Therefore, how to achieve a balance between these two soft constraints is one of the issues that this paper attempts to solve.

To overcome the above drawbacks, the main contributions of this paper include the following:

(1) The characteristics of the operation sequence similarity problem are deeply analysed to understand the specific information requirement of this issue. Based on this analysis, all the potential similarity situations that could occur in the operation sequence similarity problem are given with corresponding examples.

(2) Based on the analysis above, a novel similarity coefficient is presented to consider not only the precedence constraint of the process routes but also the similarity between the operations and the number of common operations simultaneously. A modified pseudo-longest common-subsequence (pseudo-LCS) coefficient is proposed to quantify the information of the precedence constraint and the operation similarity between process routes. The Jaccard similarity coefficient is introduced in this paper to measure the number of common operations. Then, principal component analysis (PCA) is used to generate a comprehensive similarity coefficient based on these two similarity coefficients. This novel similarity coefficient can effectively assign suitable similarity degrees for different similarity situations.

(3) The quantity constraint and size constraint are treated as two soft constraints in this paper. To handle these two conflicting soft constraints and obtain suitable clustering results, a modified exemplar-based clustering algorithm with an adjustment mechanism is proposed based on the K-medoids method. The numerical illustration based on the generated process route sets shows that the proposed algorithm can effectively handle the typical process route discovery problem considering two conflict soft constraints and obtain appropriate clustering results with better performance.

In accomplishing the goal of overcoming the drawbacks mentioned above, the improvements that our methods bring for the current related technologies can be summarized as follows:

(1) A novel comprehensive operation sequence similarity coefficient is proposed to measure the similarity between two operation sequences more precisely. The numerical illustrations indicated that this novel similarity coefficient can handle both artificial data sets and real data sets better than the existing 10 coefficients. More specifically, our coefficient can effectively find the tiny similarity difference of operation sequence pairs and assign rational similarity values while others cannot, which means that it is a fine-grained similarity coefficient, as we expected.

(2) The traditional K-medoids method has been improved in this paper under the consideration of both quantity constraint and size constraint, which are seen as soft constraints. In this manner, the manually designed
constraint-related parameters have less influence on the clustering result. Hence, the required precision of the parameter settings can be lower, making it easier and more practical for workers to determine the constraint parameters. The numerical illustrations show that the modified K-medoids method can effectively find a trade-off between these two conflicting soft constraints.

The remainder of this paper is organized as follows. Section II describes the related work of the typical process route discovery problem, including the operation sequence similarity design and an exemplar-based clustering method. Then, the analysis of the operation sequence similarity problem is given in Section III, and the proposed comprehensive similarity coefficient is introduced in Section IV. Section V presents the proposed exemplar-based clustering method. Section VI gives a numerical illustration of the novel similarity coefficient and the modified clustering method. Section VII presents the conclusions and future work of this paper.

II. RELATED WORK

From a technical point of view, there are two main sub-problems in the typical process route discovery problem: selecting a suitable operation sequence-based similarity coefficient to describe the similarity between process routes quantitatively and selecting an appropriate clustering algorithm to discover typical process route knowledge hidden behind a large quantity of process route data.

This section also discusses some limitations of the existing work and highlights the contributions of this paper.

A. OPERATION SEQUENCE-BASED SIMILARITY COEFFICIENT

As a sequence similarity problem, operation sequence similarity is different from traditional sequence similarity problems such as DNA/protein sequence similarity [18], text similarity [19] and process mining [20]. DNA/protein sequences have only 4 types of nucleotides or 20 amino acids in the biological sequences. For this reason, letter sequence similarity [19] and process mining [20] text similarity [19] and process mining [20]. DNA/protein sequences have only 4 types of nucleotides or 20 amino acids in the biological sequences. For this reason, letter sequence similarity [19] and process mining [20] makes it difficult for existing work to handle all possible similarity situations in the operation sequence similarity problem.

Most of the similarity coefficients mentioned above did not consider the similarity between the operations themselves. They simply treat two similar operations as two totally different operations, in which case the similarity values will be the same for the process route pairs with and without similar operations. Liu et al. [37] were the first to introduce the operation code scheme into the typical process route discovery problem and use this code scheme to calculate the operation similarities. This improvement has made typical process route discovery more realistic and effective. However, the authors did not consider the operation similarity information and the precedence relationship simultaneously, which could lead to inaccurate similarity measures because these two are closely related. Currently, no sequence similarity measure can rationally address the relationship between the precedence constraint and the operation similarity. In addition, these two pieces of information cover only partial information of common operations. Not having this information would make it difficult for coefficients to judge whether the process route pairs have only one common operation or have the same operation but the precedence is totally different.
B. CLUSTERING ALGORITHMS
The second phase of typical process route knowledge discovery is clustering process routes based on the proposed operation sequence similarity coefficient. The ALC algorithm [34], [36] has been widely used in previous studies. However, the purpose of this method is to ensure that the data points in the same cluster are as close as possible and that the distances between different clusters are as far as possible [38]. This approach is different from the aim of typical process route knowledge discovery, which is to find exemplars to represent other data.

Another commonly used clustering algorithm is the granular computing (GrC)-based method [11], [35]. This method first clusters objects into several classes based on different granule thresholds and then determines an optimal granular layer based on the information entropy, information gain, and other related information.

In addition to ALC and GrC, the K-means [39] and affinity propagation (AP) algorithm [22] have been used in the typical process route knowledge discovery problem. However, they also did not consider the validity of the clustering result. In addition, these clustering algorithms only output the clustering result and need an extra step to find the exemplar of each class.

As one of the most well-known exemplar-based clustering methods, the K-medoids method is suitable for typical process route knowledge discovery. There are several kinds of K-medoids method in the literature, such as partitioning around medoids (PAM) and clustering large applications (CLARA) [40]. The main idea of the K-medoids method is to find K data points that are defined as the centre of each cluster (i.e., exemplars). However, PAM requires considerable time for large data sets, and CLARA is not as powerful as PAM. Therefore, Park and Jun [41] proposed an improved K-medoids method, which effectively reduces the computing time of PAM.

To the best of our knowledge, no exemplar-based clustering algorithm takes the quantity soft constraint and size soft constraint into consideration simultaneously. Existing work often treated these two constraints as hard constraints and considered them only after clustering. Therefore, the related parameter setting is so important that it has a strong impact on the number of valid clusters. In fact, the size constraint often has a very large radius setting in most previous work [22] to ensure that enough valid clusters can be obtained. In other words, most of the existing work has difficulty handling the conflict between these two constraints when they are seen as hard constraints. Considering this practical requirement of the typical process route discovery problem, the K-medoids method is chosen as the clustering algorithm in this paper and improved with an adjustment mechanism in such a way that the K-medoids method can consider these two soft constraints simultaneously during clustering and achieve a balance between them.

III. ANALYSIS OF THE OPERATION SEQUENCE SIMILARITY PROBLEM
The operation sequence similarity problem can be mathematically described as follows: given an operation sequence pair set \( \mathcal{P} = \{(x_i, x_j) \mid i, j = 1, \ldots, N\} \), where \( x_i \) and \( x_j \) are operation sequences, the goal is to design a proper similarity coefficient that is sensitive to the tiny difference between operation sequence pairs in the set \( \mathcal{P} \). Mathematically, the following index should be maximized:

\[
R(\mathcal{P}, s) = \frac{|\{ (x_i, x_j) \mid r_f(x_i, x_j) = r_s(x_i, x_j) \}|}{|\{ (x_i, x_j) \mid i, j = 1, \ldots, N \}|}
\]

where \( s \) is a similarity coefficient and \( r_f(x_i, x_j) \) and \( r_s(x_i, x_j) \) are the real and measured similarity relationships between the operation sequences \( x_i \) and \( x_j \), respectively.

Eq. (1) indicates that this index is essentially the ratio of the number of operation sequence pairs with rational similarity relationships (i.e., \( r_f(x_i, x_j) = r_s(x_i, x_j) \)) that is assigned by similarity coefficient \( s \) to the total number of operation sequence pairs in the set \( \mathcal{P} \). Specifically, \( r_f(x_i, x_j) = r_s(x_i, x_j) \) is met when two conditions are satisfied: (1) the operation sequence pair can be distinguished from other pairs based on their difference, and (2) the operation sequence pair with a larger amount of common information should be assigned a higher similarity value and vice versa. The index \( R \) measures the sensitivity of the similarity coefficient \( s \).

In this section, the specific information requirement of the operation sequence similarity problem is analysed, which captures the manifestations and characteristics of process routes. Then, different potential similarity cases of operation sequences are defined with corresponding examples to describe different information requirements in the practical application of typical process route knowledge discovery.

A. INFORMATION REQUIREMENT OF THE OPERATION SEQUENCE SIMILARITY PROBLEM
Different sequence similarity problems have their own characteristics and emphasis points, which are reflected by the information requirements of these specific problems. Therefore, information requirement analysis is a key step for designing the operation sequence similarity measure.

Based on previous work and the demand for real issues, three kinds of information are needed in the typical process route discovery problem: the precedence relationship, the number of common operations and the operation similarity.

1) PRECEDENCE RELATIONSHIP
The main idea of the precedence relationship has been commonly considered in previous work because it essentially reflects the process constraints in manufacturing. In the real situation, these process constraints determine which operation should be performed first and which operation should be performed later. However, many researchers treated it as a succession relationship and described it with the longest common substring.
Although succession relationships and precedence relationships both represent the order of operations, they pay more attention to different aspects, as shown in Figure 1 (a). The succession relationship requires the operations to be successive, which means that the first operation goes first and the next operation follows closely. A precedence relationship has no such requirement. In other words, the first operation goes first, and the next operation can be placed after several operations. Therefore, the longest common substring is often used for succession relationships, while the longest common subsequence is suitable for precedence relationships.

2) NUMBER OF COMMON OPERATIONS
Although LCS can effectively measure the precedence relationship between operation sequences, it requires two potential conditions: (1) the corresponding operations are identical; and (2) their precedence relationship is the same. Hence, it cannot measure the situation in which the operations are identical but the precedence relationship is different, similar to case 4 shown in Figure 1 (b). In this case, these common operations provide little similarity for two operation sequences from the point view of LCS. In other words, common operations with different precedence relationships are not considered to be similarity information for LCS.

The number of common operations is considered by the Jaccard similarity coefficient in this paper to measure the operation set similarity of operation sequences. In this way, this kind of information is separated from the precedence relationship and can also be considered when the precedence relationship is totally different.

3) OPERATION SIMILARITY
The information requirement of operation similarity differentiates the operation sequence similarity problem from the traditional sequence similarity problems. In fact, the operation itself contains multiple process-related information, including processing methods, specific requirements, tool usage, technological requirements, and other related characteristics.

Most previous work ignored such information, which leads to the scarcity of information for the similarity measure and further causes a coarse-grained clustering result. By considering the operation similarity, the proposed similarity measure can offer a fine-grained and multilevel similarity value and be more sensitive to the subtle difference of operation sequences.

As shown in Figure 1 (a), the operation similarity is described by the operation code in this paper, which uses a three-digit code to represent the process-related information from three levels. In Figure 1, operation “turning” is represented as “311”, and “milling” is “312”.

B. DIFFERENT SIMILARITY CASES OF OPERATION SEQUENCES
The combination of the three kinds of information discussed above leads to different operation sequence similarity cases.

![Figure 1](image-url)
in which the degree of common information contained in the operation sequence pair determines their similarity. Based on this aspect, Figure 1 (b) shows different similarity situations and their corresponding examples for operation sequence pairs that potentially occur in the operation sequence clustering problem. For a clear explanation, a target operation sequence is given first, and other operation sequences are designed based on different situations. Note that the numerical example cases shown in Figure 1 (b) are not the typical process routes that we mentioned above. In fact, they are used as examples to numerically illustrate the similarity situations described in Figure 1 (b).

Case 1 shown in Figure 1 (b) is the most dissimilar situation, and its sequence similarity with the target sequence is the lowest among 7 cases because there is no common information between case 1 and the target sequence. More specifically, there is no common or similar operation between them, let alone the precedence constraint relationship. In case 2, operation “milling” replaces “grinding” in case 1. Considered from the technological angle, “turning” and “milling” are both cutting processes that use cutting tools to cut and remove workpiece material (as shown in Figure 1 (a)), while “grinding” is the method to refine the surface of workpieces. Therefore, the operation similarity between “turning” and “milling” is higher than that between “turning” and “grinding”, and case 2 is better than case 1. Compared with case 2, the operation sequence in case 3 shares one common operation with the target sequence. For case 4, all of its operations are the same as the target sequence, but the precedence relationship is totally different. In case 5, part of the sequence’s precedence relationship is consistent with the target sequence, and part of the operations in the target sequence are replaced with similar operations. As shown in Figure 1 (b), operation “turning” in the target sequence is replaced with “milling” in case 5. In addition, the precedence relationship of “baiting”, “forging” and “spraying” in case 5 is consistent with the target sequence, and only the position of “turning” and “milling” is different. Case 6 is better than case 5 because the precedence relationship of this situation has no difference from the target sequence, and “milling” is highly similar to “turning”, as discussed before. Case 7 is the opposite of case 1 because all three kinds of information are the same for case 7 and the target sequence, which means that the similarity between the operation sequences in case 7 and the target sequence should be 1.

Based on the analysis above, the relationships of these 7 cases should be

\[ s_1 < s_2 < s_3 < s_4 < s_5 < s_6 < s_7, \]

where \( s_i \) is the similarity between the operation sequence in case \( i \) and the target sequence.

For a better understanding of the similarity cases shown in Figure 1 (b), Figure 2 gives the common information degree of three information types between the target operation sequence and different cases, in which the operation similarity is also considered in the precedence relationship to clarify the subtle difference between case 5 and case 6.

It is noteworthy that the operation sequence similarity measure in the typical process route knowledge discovery problem is different from the same problem in the RMS [30], [33], [34] and CMS [5], [23]. The RMS and CMS are both used to manufacture a part family, and their operation sequences are slightly different [33]. Therefore, the number of idle machines and bypassing moves should be considered, which requires a strictly successive operation sequence with the same precedence constraint relationship. Typical process route knowledge discovery aims to find a universal process route for workpieces in such a way that it can reduce the time and labour cost for process planning and improve the efficiency and quality of process planning. Hence, succession relations are not key information in this problem.

IV. A NOVEL OPERATION SEQUENCE SIMILARITY COEFFICIENT

From the analysis above, an effective operation sequence similarity measure needs to cover all three kinds of information to comprehensively define the operation sequence similarity. This section proposes a modified pseudo-LCS similarity coefficient to measure the precedence constraint relationship and operation similarity simultaneously. Then, a corresponding backtracking algorithm is proposed to find the matching operation subsequence correctly for pseudo-LCS. The Jaccard similarity coefficient is also used in this paper to describe the information of common operations. Based on the pseudo-LCS and Jaccard similarity coefficient, a comprehensive similarity coefficient is then proposed by PCA. Figure 3 gives the hierarchical relationship between the required information and similarity measures.

A. SIMILARITIES BETWEEN OPERATIONS

There are many operations used in the manufacturing system, and their similarities are different from the point view of technology. Inspired by the work of Liu et al. [37], an operation code is introduced in this paper to represent the different operations. As shown in Figure 1 (a), each operation is represented by a unique three-digit code, and each digit of this code is denoted by numbers from 0 to 9. This operation
code essentially clusters operations based on their processing method, specific requirements, tool usage, and other machining-related information and uses a three-digit code representation to show common clustering information of operations from multiple granularities. The first digit is the roughest class, which mainly considers the processing method. The second digit shows a finer class than the first digit. For the second digit, information including the tool usage, specific requirements, and processing purposes are considered to define and distinguish the operations. The third digit is the finest class, and it clusters operations based on the processing surface, temperature requirement, deformation characteristics of workpieces, and so on.

In conclusion, the three-digit code representation of operations enables externalization of the machining-related information behind the text and makes it easier to measure the operation similarities. Table 1 shows the three-digit codes of process routes in Figure 1 (b).

### TABLE 1. Three-digit codes of process routes in Figure 1 (b).

| Operation | 711 | 311 | 111 | 672 | 321 | 513 | 515 | 359 | 312 |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 711       | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| 311       | 0.000 | 1.000 | 0.000 | 0.000 | 0.333 | 0.000 | 0.000 | 0.333 | 0.666 |
| 111       | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| 672       | 0.000 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| 321       | 0.000 | 0.333 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.333 | 0.333 |
| 513       | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 | 0.666 | 0.000 | 0.000 |
| 515       | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.666 | 1.000 | 0.000 | 0.000 |
| 359       | 0.000 | 0.333 | 0.000 | 0.000 | 0.333 | 0.000 | 0.000 | 1.000 | 0.333 |
| 312       | 0.000 | 0.666 | 0.000 | 0.000 | 0.333 | 0.000 | 0.000 | 0.333 | 1.000 |

### B. THE MODIFIED PSEUDO-LCS SIMILARITY COEFFICIENT

The LCS problem aims to find the longest common subsequence of two arbitrary strings. For example, both “CEF” and “CDF” are the longest common subsequences of strings “CDEF” and “CEDF”. Wagner and Fischer [42] first proposed the classic dynamic programming method to solve the LCS problem. However, the traditional LCS problem considers only two cases, namely, identical characters and totally different characters, which suggests that the similarity between two characters has only two situations: 1 or 0.

As we mentioned before, the operation similarity is also a piece of key information that should be considered. In this paper, similarity between operations is seen as the weight between characters, and then, the traditional LCS problem becomes a weighted LCS problem, which attempts to find the subsequence pair with the maximal weighted sum. In the work of Lu [43], this maximal weighted subsequence pair is called pseudo-LCS because it is essentially an improved version of LCS. Figure 4 gives an example of finding the subsequence pair with the maximal weighted sum between two process routes, in which there is no connection (shown as the dashed line) between operations if the similarity of this operation pair is 0. As shown in Figure 4, there are two possible subsequence pairs: (baiting-turning-quenching and baiting-grinding-tempering) and (baiting-turning and baiting-milling). Their weighted sums are 2 and 1.666, respectively, which means that the maximal weighted subsequence pair of these two operation sequences is the former (see Figure 4 (b) with solid lines). This maximal weighted subsequence pair can be seen as the extension or variant of traditional LCS, and the weighted sum, therefore, is the pseudo-LCS similarity of these two operation sequences.

Lu [43] first considered the similarity between the characters in the LCS problem and improved the classical dynamic
programming method to calculate the sentence similarity with Eq. (3), in which \( t \) is the threshold value.

\[
c[i, j] = \begin{cases} 
0, & i = 1 \text{ or } j = 0 \\
\max \{c[i - 1, j - 1] + \text{sim}(x, y), \} \\
\max \{c[i - 1, j], c[i - 1, j - 1]\} , & \text{sim}(x, y) > t \\
\max \{c[i - 1, j], c[i - 1, j - 1]\} , & \text{sim}(x, y) \leq t 
\end{cases}
\]  

In Eq. (3), the threshold value \( t \) was used to determine whether these two words are similar or not. If \( \text{sim}(x, y) \leq t \), then the common information embedded in \( \text{sim}(x, y) \) will be ignored. When it comes to the operation sequence similarity problem, the smallest common information is critical for distinguishing different similarity cases. Hence, we define that all the operation pairs are similar and the difference relies on the degree of similarity in this paper. We set \( t = 0 \) so that no common information (i.e., similarity) will be ignored. Based on the previous work, the modified pseudo-LCS of two operation sequences can be obtained by Eq. (4).

\[
c[i, j] = \begin{cases} 
0, & i = 0 \text{ or } j = 0 \\
\max \{c[i - 1, j - 1] + s_o(x, y), \} \\
\max \{c[i - 1, j], c[i - 1, j - 1]\} , & s_o(x, y) \geq 0 
\end{cases}
\]  

Eq. (4) is essentially a special case of Eq. (3), in which the threshold value \( t = 0 \). Eq. (4) combines the last two situations into one, where \( c[i, j] = \max \{c[i - 1, j - 1], c[i - 1, j], c[i, j - 1]\} \) when \( s_o(x, y) = 0 \). It is based on the fact that \( c[i - 1, j - 1] \leq \max \{c[i - 1, j], c[i, j - 1]\} \), which can be easily proven by reduction ad absurdum.

However, when we attempt to find the pseudo-LCS of operation sequences, the backtracking method that Lu [43] proposed is not quite correct. They simply thought that if \( c[i, j] > c[i - 1, j - 1]\), then \( x_1 \) and \( y_1 \) are matching operations. Taking \( x = \{711 \ 311 \ 111 \ 672\} \) and \( y = \{711 \ 310 \ 672 \ 670\} \) as an example, Figure 5 shows the result obtained according to their method.

Figure 5 indicates that the pseudo-LCS of \( x \) and \( y \) is \( 711-311-672 \) and \( 310-672-670 \), respectively, but the real result is \( 711-311-672 \) and \( 711-310-672 \). To address this problem, Algorithm 1 is proposed to find the right pseudo-LCS.

Figure 6 shows the right matrix and trace based on Algorithm 1. The pseudo-LCS of \( x \) and \( y \) in Figure 6 is \( 711-311-672 \) and \( 711-310-672 \), respectively, which is consistent with the practical situation. Numerical illustration shows that this algorithm is also workable for operation sequence pairs with multiple pseudo-LCSs.

According to the analysis above, the pseudo-LCS similarity coefficient between two operation sequences is calculated by Eq. (5). This definition contains information about the precedence relationship and operation similarity simultaneously. Specifically, pseudo-LCS, namely, the maximal weighted subsequence pair, reflects the precedence relationship, and pseudo-LCS similarity is calculated based on the operation similarity.

\[
s_o(x, y) = \text{sim}_{p-LCS} / \max(|x|, |y|),
\]

where \( \text{sim}_{p-LCS} \) is the weighted sum of pseudo-LCSs, namely, the maximal value in the matrix of Figure 6. Here, \(|x|\) and \(|y|\) are the lengths of the operation sequences \( x \) and \( y \), respectively. Then, the pseudo-LCS similarity matrix between the operation sequences in Figure 1 (b) is shown in Table 3.

**C. A NOVEL COMPREHENSIVE SIMILARITY COEFFICIENT**

From Table 3, it can be seen that the pseudo-LCS similarity coefficient cannot distinguish case 3 and case 4 because their
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Algorithm 1 A Novel Backtracking Algorithm to Find the Pseudo-LCS

Let $i$ and $j$ start from $m$ and $n$, respectively, where $m$ and $n$ represent the length of two process routes;

while $i > 0$ or $j > 0$ do

if $s_o(x_i, y_j) = 1$ then

$x_i$ and $y_j$ are matching operations, $i = i - 1, j = j - 1$;

else if $1 > s_o(x_i, y_j) > 0$ then

find the maximum value between $c[i - 1, j - 1] + s_o(x, y), c[i - 1, j]$ and $c[i - 1, j - 1]$;

if $c[i - 1, j - 1] + s_o(x, y)$ is maximal, then $i = i - 1, j = j - 1$ and $x_i, y_j$ are matching operations;

if $c[i - 1, j]$ is maximal, then $i = i - 1, j = j$;

if $c[i - 1, j - 1]$ is maximal, then $i = i, j = j - 1$;

else if $s_o(x_i, y_j) = 0$ then

find the maximum value between $c[i - 1, j]$ and $c[i - 1, j - 1]$;

if $c[i - 1, j]$ is maximal, then $i = i - 1, j = j$;

if $c[i - 1, j - 1]$ is maximal, then $i = i, j = j - 1$;


pseudo-LCS similarity coefficients are both 0.25. The reason is that the pseudo-LCS similarity coefficient strictly requires the precedence constraint relationship of sequences. For the operation sequence in case 4, the precedence constraint relationship is totally different from the target sequence, although their operations are identical. In this case, there are four pseudo-LCSs (i.e., spraying, forging, turning, and baiting) between case 4 and the target, and their pseudo-LCS similarities are all 1, which are exactly the same pseudo-LCS similarities as in case 3 and the target. The main difference between case 4 and case 3 is the number of pseudo-LCSs because case 3 only shares one pseudo-LCS (i.e., turning) with the target.

To address this drawback, the Jaccard similarity coefficient originally proposed by Paul Jaccard [44] is also introduced in this paper because it focuses on only the number of common operations.

However, the pseudo-LCS similarity coefficient itself already contains partial information about common operations because pseudo-LCS reflects the identical precedence of similar operations, which includes identical operations. In other words, these two similarity coefficients are correlative. Taking the operation sequences in Table 1 as an example, the correlation coefficient of these two indexes is 0.6706. The relationship between these two similarity coefficients is shown in Figure 7.

Because it is difficult to quantify the overlapping portion in Figure 7, PCA is used to obtain a comprehensive similarity coefficient based on these two similarity coefficients, considering them equally. The greatest strength of PCA is that it can generate several independent indexes (also called principal components) based on some relevant coefficients. These principal components contain most of the information of original coefficients, and the duplicate information can only be counted once. Therefore, the PCA-based analysis of the pseudo-LCS similarity coefficient $s_o$ and Jaccard similarity coefficient $s_J$ is shown in Table 4.

Since there are only two principal components in this operation sequence similarity problem and the first principal component calculated by PCA contains 89.48% information...
of \( s_x \) and \( s_y \), it is chosen as the comprehensive similarity coefficient to measure the similarity between two operation sequences. Hence, the normalized comprehensive similarity matrix between operation sequences in Figure 1 (b) is given in Table 5.

It is noteworthy that a comprehensive similarity coefficient of 0 does not mean the worst similarity case that \( s_y = 0 \) in Table 5. Analogously, a comprehensive similarity coefficient of 1 does not mean the best similarity case that \( s_y = 1 \). It only represents the worst and best situations in the operation sequence data set. As shown in Figure 1 (b), case 1 is not the worst case in the actual situation because \( s_y(turing, grinding) = 0.333 \). Hence, \( s_y(Target, Case 1) = 0.0833 \). Since case 1 is the worst case in Figure 1 (b), the normalized comprehensive similarity coefficient is 0. Table 5 shows that the novel comprehensive similarity coefficient can distinguish all the different cases in Figure 1 (b), and the calculated result is also consistent with reality.

V. MODIFIED K-MEDOIDS METHOD FOR TYPICAL PROCESS ROUTE KNOWLEDGE DISCOVERY

The quantity soft constraint and size soft constraint are necessary for typical process route knowledge discovery because they essentially reflect the granularity requirement of discovered typical process routes. Technically, the clustering granularity directly affects the quality and contains information about the discovered typical process routes. These two constraints are seen as soft constraints in this paper because it is difficult for technicians to set parameters perfectly and because soft constraints are less sensitive and more tolerated than hard constraints. However, introducing these two soft constraints into the ordinary typical process route discovery problem makes it more complicated to solve.

In this section, the K-medoids method, a widely used exemplar-based clustering algorithm, is modified to meet the quantity soft constraint and size soft constraint simultaneously. For a better explanation, we first give the mathematical description of the typical process route knowledge discovery problem with two soft constraints. Then, the modified algorithm and its pseudocodes are presented.

A. MATHEMATICAL DESCRIPTION OF THE TYPICAL PROCESS ROUTE KNOWLEDGE DISCOVERY PROBLEM

Given a process route set \( \mathcal{X} = \{x_1, \ldots, x_N\} \), let \( \mathcal{S} = \{s(x_i, x_j)\} \) be the similarity set of all process route pairs, and \( s(x_i, x_j) \) is calculated based on the novel comprehensive similarity coefficient proposed in Section IV-C. Let \( q_e \geq 0 \) be the penalty for the quantity constraint and \( q_r \geq 0 \) be the penalty for the size constraint. Then, the goal of the clustering algorithm is to find the exemplar set \( \mathcal{O} = \{o_1, \ldots, o_K\} \) that maximizes the following objective function:

\[
\arg\max_{\mathcal{O}} \sum_{i=1, \ldots, N} s(x_i, o_{x_i}) - q_e |\mathcal{X}_e| - \sum_{x_i \in \mathcal{X}_r} \left( e - s(x_i, o_{x_i}) \right) q_r,
\]

where \( o_{x_i} \) is the exemplar of the \( i \)-th process route \( x_i \), \( \mathcal{X}_e \) and \( \mathcal{X}_r \) are the sets of process routes that violate the quantity constraint and size constraint, respectively, and \( e \) is the maximum radius of a valid process route cluster.

B. MODIFIED K-MEDOIDS METHOD CONSIDERING TWO SOFT CONSTRAINTS

The K-medoids method is a classic approach to finding the \( K \) exemplars in the clustering problem. To ensure that the clustering result satisfies the soft constraints mentioned above, a modified K-medoids method with an adjustment mechanism is proposed. The modified K-medoids method for typical process routes is shown in Algorithm 2.
Algorithm 2 A Modified K-Medoids Method for Typical Process Routes

Randomly select $K$ process routes as the initial medoids and assign other process routes to the nearest medoid with the formula shown below, which considers the similarity and size constraint simultaneously;

$$s_{ij}^* = s(x_i, o_j) + \min \left[ \frac{e - s(x_i, o_j)}{|e|} q_r, 0 \right]$$

while the objective value (see Eq. (6)) of the new clustering result is better than that of the old result do

Find $O^L$ and $O^F$, which are the set of unqualified clusters that violate the quantity constraint and the set of qualified clusters in which the number of process routes is larger than $n$;

// Adjust the clustering result

while $O^L$ and $O^F$ are not empty do

for $i = 1: |O^L|$ do

choose an unqualified cluster $O_i^L$ from $O^L$ with the corresponding medoid $o_i^L$;

select a process route $x$ that is closest to $o_i^L$ according to $s_{xo_i^L}^*$ from each cluster in $O^F$, and then, obtain a process route queue with $|O^F|$ process routes;

sort this queue in descending order based on $s_{xo_i^L}^*$;

while queue is not empty do

choose the first process route in this queue;

if $s_{xo_i^L}^* - s_{xo_i^F}^* < q_e$, where $o_i^F$ is the original medoid of $x$ then

move this process route to the unqualified cluster $O_i^L$;

break;

else if $s_{xo_i^L}^* - s_{xo_i^F}^* \geq q_e$ then

delete this process route from this queue;

endforeach

foreach $O_i^F \in O^F$ do

delete $O_i^F$ from $O^F$ if $|O_i^F| = n$ or $O_i^L$ obtains nothing from the queue;

endforeach

// End of adjustment

Find a new medoid for each cluster according to $s_{ij}^*$ and form a new clustering result based on these new medoids;

In Algorithm 2, the adjustment mechanism starts after a new clustering result is generated in each generation because the new clustering result is obtained under the consideration of similarity and size constraint only. Therefore, the main idea and purpose of the adjustment mechanism are to reassign process routes based on the quantity constraint and its penalty $q_e$. In this way, the operation sequence similarity and two soft constraints are all considered during the clustering, which ensures the validation of the final clustering results and the discovery of typical process routes.

VI. NUMERICAL ILLUSTRATION

In this section, the performance of the proposed comprehensive similarity coefficient and the modified K-medoids method is evaluated. In addition, related parameters of the proposed K-medoids method are analysed.

A. PERFORMANCE OF THE PROPOSED COMPREHENSIVE SIMILARITY COEFFICIENT

The sequence similarity measure problem is a well-known problem in many fields. To evaluate the performance of the proposed comprehensive similarity coefficient, it has been compared with 10 other existing similarity coefficients of operation sequences in the literature. In this section, two process route sets are chosen as the test sets, i.e., the process routes shown in Table 1 and the process routes obtained from the literature [37]. Here, Eq. (1) is used as a performance measure to describe the goodness of the similarity coefficients. A similarity coefficient having a larger $R$ value means that it has better performance.

1) COMPARISON BASED ON PROCESS ROUTES IN TABLE 1

The process routes shown in Table 1 have considered all the information required in the typical process route discovery problem; hence, they reflect all the potential similarity cases.
TABLE 6. Comparison of different similarity coefficients based on process routes in Table 1.

| Coefficients | Case 1 | Case 2 | Case 3 | Case 4 | Case 5 | Case 6 | Case 7 | R |
|--------------|--------|--------|--------|--------|--------|--------|--------|---|
| Choobineh [27] (1988) | 0.0000 | 0.0000 | 0.0525 | 0.2500 | 0.2708 | 0.2708 | 1.0000 | 0.4286 |
| Tam [28] (1990) | 0.0000 | 0.0000 | 0.0715 | 0.5000 | 0.5590 | 0.6750 | 1.0000 | 0.7143 |
| Ho et al. [29] (1993) | 0.0000 | 0.0000 | 0.2500 | 0.2500 | 0.2500 | 0.2500 | 1.0000 | 0.1429 |
| Askin and Zhou [30] (1998) | 0.0000 | 0.0000 | 0.2500 | 0.2500 | 0.2500 | 0.2500 | 1.0000 | 0.1429 |
| Irani and Huang [31] (2000) | 0.2000 | 0.2000 | 0.4000 | 0.4000 | 0.8000 | 0.8000 | 1.0000 | 0.1429 |
| Huang [32] (2003) | 0.0000 | 0.0000 | 0.2500 | 0.2500 | 0.2500 | 0.7500 | 1.0000 | 0.1429 |
| Liu et al. [37] (2007) | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.1340 | 0.8333 | 1.0000 | 0.4286 |
| Goyal et al. [33] (2013) | 0.0556 | 0.0556 | 0.2500 | 0.5261 | 0.5714 | 0.7167 | 0.6333 | 1.0000 | 0.7143 |
| Wang et al. [34] (2016) | 0.0000 | 0.0000 | 0.2000 | 0.2500 | 0.6666 | 0.6666 | 1.0000 | 0.1429 |
| Wang et al. [22] (2016) | 0.0417 | 0.0833 | 0.1250 | 0.1250 | 0.3750 | 0.4583 | 0.5000 | 0.5714 |
| Proposed coefficient | 0.0000 | 0.0460 | 0.1626 | 0.5860 | 0.6664 | 0.7564 | 1.0000 | 1.0000 |

in real manufacturing for typical process route discovery. Table 6 shows the calculated operation sequence similarities between 7 similarity cases and the target based on 11 similarity coefficients, and the bold results highlight the cases that this coefficient cannot distinguish.

In Choobineh’s similarity coefficient [27], \( L = 4 \) because it is the maximum length of the longest common substring of all the operation sequence pairs in Table 1 (i.e., the pair of target operation sequence and case 7). In Tam’s dissimilarity coefficient [28], \( w_p = w_c = 0.5 \), and \( w_s = w_d = 1 \). For a better comparison, Tam’s dissimilarity coefficient is converted to a similarity coefficient by subtracting it from 1. In Wang’s similarity coefficient [22], \( \omega = 0.5 \). Based on Table 6, it can be seen that the proposed coefficient performs the best, with the highest \( R \) value, which means that it can effectively distinguish all the operation sequence pairs in Table 1 and assign rational similarity values as the analysis in Section III-B. In contrast, the other existing similarity coefficients are too coarse to find the subtle difference between 7 similarity cases.

As shown in Table 6, similarity coefficients in the literature [27], [28], [29], [30], [31], [32], [33] and [34] ignore the similarity between the operations themselves, which makes it difficult to identify the tiny difference between case 1 and case 2 and to measure the process-related information hidden behind the operations. Although Liu’s and Wang’s similarity coefficients considered this information, Liu et al. [37] used the Euclidean distance to measure the distance between the process routes, which essentially did not consider the precedence relationship, and Wang et al. [22] focused on only the precedence relationship between 2-operation substrings and did not consider these two pieces of information comprehensively. Therefore, the proposed similarity measurement is more reasonable and conforms to reality.

2) COMPARISON BASED ON PROCESS ROUTES FROM THE LITERATURE [37]

According to the literature [37], the process routes shown in Table 7 are obtained from a real manufacturing enterprise and are used to machine axle sleeve parts. There are two characteristics of these process routes: (1) their lengths are different; and (2) the process route can contain several identical operations. Four example sets are generated based on these 8 process routes to evaluate the performance of different similarity coefficients. Note that the operation similarity has less influence on the performance in this section than in Section VI-A1, although these process routes are also represented as three-digit codes.

Table 8 shows the comparison results of different similarity coefficients, in which the bold results are the limitations of the corresponding similarity coefficients. Here, \( L = 6 \) for Choobineh’s similarity coefficient [27], and the other parameters are the same as those in the previous section.

As shown in Table 8, the similarity coefficient proposed in the literature [31], [32], [33], [34] and the proposed similarity coefficient all have the best performance in this process route data set. The performance index \( R \) of other similarity coefficients mainly suffers from the disadvantages of being less sensitive (e.g., most of the bold results) and illogical similarity values (e.g., example set 1 of reference [22]).

From Table 8, it can be seen that most of the existing coefficients cannot distinguish the tiny difference between process route pairs, especially example set 3, in which \( x_5 \) itself is the longest common subsequence. In this case, the information of another process route in the process route pair, namely, \( x_4 \), \( x_7 \) and \( x_8 \), plays a dominant role in the similarity measure. Another interesting observation from the table is that the coefficient proposed by Wang et al. [22] cannot ensure that the similarity value between the same process routes is the same, as shown in example set 1. This finding can be explained by the mechanism of their coefficient. Although Wang et al. [22] considered the similarity between the operations, the process route similarity is calculated based on the adjacency matrix. For two identical process routes, the number of \(-1\) in the structural comparison matrix is determined by the adjacency relationship of the operations. Therefore, the similarity values of different process route pairs in example set 1 vary with the process route itself. In this section, the proposed similarity coefficient also shows good performance with the maximal
TABLE 8. Comparison of different similarity coefficients based on process routes from literature [37].

| Coefficients | Example set 1 | Example set 2 | Example set 3 | Example set 4 |
|--------------|--------------|--------------|--------------|--------------|
|              | {x₁, x₂}     | {x₁, x₂}     | {x₈, x₉}     | {x₃, x₁}     |
| Choobineh    | 1.00         | 1.00         | 0.49         | 0.49         |
| Tam          | 1.00         | 1.00         | 0.88         | 0.86         |
| Hu et al.    | 1.00         | 1.00         | 0.86         | 0.71         |
| Askim and Zhou | 1.00       | 1.00         | 0.86         | 0.71         |
| Irani and Huang | 1.00       | 1.00         | 0.98         | 0.97         |
| Huang        | 1.00         | 1.00         | 0.98         | 0.97         |
| Liu et al.   | 1.00         | 1.00         | 0.98         | 0.97         |
| Goyal et al. | 1.00         | 1.00         | 0.97         | 0.96         |
| Wang et al.  | 1.00         | 1.00         | 0.98         | 0.97         |
| Wang et al.  | 0.52         | 0.52         | 0.53         | 0.53         |
| Proposed     | 1.00         | 1.00         | 0.86         | 0.50         |

where \( n \) is the minimum number of process routes in a valid process route cluster for the quantity constraint, \( \varepsilon \) is the maximum radius of a valid process route cluster for the size constraint, and \( q_e \) and \( q_r \) are the penalties for the quantity constraint and size constraint, respectively.

The parameter settings of \( n \) and \( \varepsilon \) ensure that each \( K \) is the optimal choice for the current constraint situation. Among these four parameters, \( q_e \) and \( q_r \) are designed based on the minimum similarity (i.e., \(-1\)) and the calculation methods of two soft constraint penalties. Specifically, according to Eq. (6), the penalty of the quantity constraint is determined directly by the number of process routes that violate the quantity constraint, and the penalty of the size constraint is determined by the ratio between the similarity of the process route to its exemplar and \( \varepsilon \). Hence, the penalty of the quantity

\[ R \text{ for the real process route set, and it can effectively assign suitable similarity values for different process route pairs.} \]

From Tables 6 and 8, it can be seen that although the similarity coefficients proposed in the literature [31, 32, 33, and 34] perform well in Table 8, they all have limitations in Table 6. Comprehensively, the proposed coefficient is more general than other existing coefficients because it can handle all the similarity situations in both data sets.

B. PERFORMANCE ANALYSIS OF THE MODIFIED K-MEDOIDS METHOD

The typical process route discovery problem is a practical problem in which the shape of a process route set is unknown. To comprehensively analyse the performance of the modified K-medoids method, which is represented as mKM in this section, two process route data sets are generated randomly to test the performance of the proposed algorithm.

To verify the effectiveness of the modified K-medoids method, especially the adjustment mechanism proposed in Section V-B, the original K-medoids method (represented as oKM) and ALC [34], [36] are also tested in this section. In the previous work, they did not consider the size constraint and quantity constraint as soft constraints during the clustering. These two constraints are often treated as hard constraints and are used to find valid clusters after clustering. In this way, the role of the adjustment mechanism proposed in this paper can be evaluated clearly.

1) PERFORMANCE MEASURE

Typically, the main task of clustering is to ensure that data points in the same cluster are as close to each other as possible, while the distance between different clusters should be as far as possible [45]. However, since process route clustering is a practical problem, it is impossible to know whether the data set is spherical or arbitrary, in which case most of the existing internal clustering validation might not be suitable for this problem.

Because the goal of this paper is to find the typical process routes, the sum of the similarities between process routes and their exemplars and the penalties of two soft constraints are chosen as the performance measure in this section, as shown in Eq. (6).

2) PERFORMANCE ANALYSIS BASED ON PROCESS ROUTE SETS

In this section, two process route sets with 600 process routes represented by three-digit codes are generated to evaluate the performance of clustering algorithms. Each digit code of the operation is designed from a discrete uniform distribution between 000 and 999. The maximum length of the process routes is 6, and their lengths also obey a discrete uniform distribution.

Figure 8 visualizes the similarities of two process route sets, in which the similarities are all minus 1, i.e., \(-1\), which means the worst situation, while 0 is the best. In this way, 0 is the ideal clustering result, which can be seen as a visualized standard line in the figures. It is observed that most of the similarity values are less than \(-0.5\). This finding arises because the proposed similarity measure takes a large amount of information into consideration (especially the precedence relationship), which makes it difficult for randomly generated process routes to obtain high similarity values. Process route pairs with maximal similarity, i.e., zero, all have only one operation, in which case the precedence relationships are identical. Because of this kind of distribution, size constraints can have less influence on process route sets, as most process route pairs have similar distances. Parameters in this section are set to be the following:

\[ n = \text{round}(N/K), \quad \varepsilon = \min s(x_i, x_j)/K, \quad q_e = 0.5, \quad q_r = 1. \]
constraint is always larger than or equal to the penalty of the size constraint for the same process route when \( q_e = q_r \).

To prevent penalties from dominating the clustering performance, \( q_e \) and \( q_r \) should be less than the maximum distance of the process route pairs, and \( q_e < q_r \) for the same reason.

For the numerical illustration design, two K-medoids methods, i.e., mKM and oKM, were rerun \( 3 \times 10^4 \) times for each run with different \( K \) because of the undetermined shape of the two process route sets, which makes them more difficult to solve. Most data point pairs in process route data sets shown in Figure 8 share a similar pattern since most similarities are less than \(-0.5\). In this case, the process route sets have \( C_{20}^{600} \) potential exemplar sets, while the traditional spherical data set only has approximately \( C_{20}^{400} \) or \( C_{20}^{300} \) potential exemplar sets when the sizes of the data sets are both 600 and \( K = 20 \). The reason is that the data points near the edge and centre area are hardly exemplars when \( K = 20 \). However, this problem does not exist for process route sets because they do not have a clear edge and centre area. As shown in Figure 8, every process route can be an exemplar because the similarities between each process route to all the other routes are too close. This feature is the most important feature for process route sets. In fact, we found that the average numbers of iterations for the two process route sets are 1.81 and 1.83 when \( K = 20 \). This finding indicates that the solution spaces of the process route sets have many local optima, in which case the K-medoids method often reaches the stop criteria easily and improves little from the initial solution. Hence, \( 3 \times 10^4 \) reruns are necessary for mKM and oKM in this section.

Figure 9 shows the overall clustering results of the three clustering methods. This figure indicates that the modified K-medoids method performs best among the three methods and that their performance gap widens as \( K \) increases. The beam-like pattern in Figure 9 indicates that the clustering performance worsens as \( K \) increases. This finding is explainable because the penalty of the soft size constraint dominates the final performance for the process route sets. More specifically, the performance of the clustering result depends on three parts, as shown in Eq. (6): the similarity sum of each process route to its exemplar, the penalties of the quantity constraint and the size constraint. Because of the special shape of the process route sets, as we discussed above, the increase in cluster number \( K \) has little influence on the similarity sum and the penalty of the quantity constraint. Different choices of exemplars cannot bring significantly higher similarities for most process routes. For the penalty of the quantity constraint, the increasing \( K \) makes both \( n \) and the number of process routes in each cluster decrease. The penalty of the size constraint, however, increases as \( K \) increases. The reason is that \( \epsilon \) decreases gradually, while the size of each cluster (which is determined by the farthest process route in the cluster) changes slightly since the similarity of any process route pair is close, as shown in Figure 8. Hence, the performance of the clustering results decreases linearly for the process route sets.

Tables 9 and 10 show the mean and standard deviation performance (calculated by Eq. (6) in Section V-A) of the clustering algorithms on two process route sets, respectively. The bold results in these two tables indicate that this result is significantly better than others based on Wilcoxon’s rank sum test (5% significance level) [46].

The most obvious observation from Tables 9 and 10 is that the proposed K-medoids method (i.e., mKM) is significantly better than the other two clustering methods in most cases, although the improvement is not very obvious compared with that of oKM. It can also be seen that the similarity standard deviations of both mKM and oKM in Tables 9 and 10 are very

![FIGURE 8. Similarity distributions of two process route sets.](image-url)
small. This finding further proves that the local optimums of the $K$th solution space are close. This observation is also consistent with the previous conclusion that the improvement spaces of the clustering results for the process route sets are small because the average number of iterations is small. Considering this situation, a small improvement in mKM is sufficient to show the effectiveness of the adjustment mechanism proposed in Section V-B.

C. ANALYSIS OF RELATED PARAMETERS

This section analyses how the parameter setting of mKM affects the clustering performance, including the data size and related parameters of two soft constraints.

1) ANALYSIS OF THE INFLUENCE OF THE DATA SET SIZE

The performance analyses in Section VI-B have shown that the shape of the data set affects the performance of clustering algorithms. The reason is that the shape of the data set directly affects the shape of the solution space, which has a great impact on the difficulty of solving the clustering problem.

In this section, the relationship between the performance of the modified K-medoids method and the data set size is analysed based on the process route sets mentioned in Section VI-B2. Several process routes are randomly selected from the original data sets to form new data sets with different sizes. The parameter settings are the same as those in Section VI-B2, and the result is shown in Figure 10.

Figure 10 shows a similar pattern of performance changes as in Figure 9, in which the average performance values of different data sets also have similar behaviours. Concretely, these performance values exhibit an obvious linear decreasing trend when $K$ increases. This finding is consistent with Figure 9, which shows similar decreasing trends for the three algorithms.

Regarding the influence of the data set size, Figure 10 suggests that a larger data set means a larger decreasing slope of the performance value. Under this situation, the algorithm

TABLE 9. The mean and standard deviation performances of clustering algorithms (process route set 1).

| $K$ | mKM | oKM | ALC | $K$ | mKM | oKM | ALC |
|-----|-----|-----|-----|-----|-----|-----|-----|
| 1   | -577.1 (0.0) | -577.9 (0.0) | -577.9 (0.0) | 11  | -5854.0 (5.3) | -5870.5 (5.2) | -6028.5 (0.0) |
| 2   | -1108.0 (0.0) | -1108.0 (0.0) | -1271.8 (0.0) | 12  | -6353.7 (4.2) | -6372.6 (6.6) | -6564.4 (0.0) |
| 3   | -1651.1 (0.2) | -1656.2 (1.0) | -1780.2 (0.0) | 13  | -6858.4 (0.9) | -6875.9 (1.7) | -7089.0 (0.0) |
| 4   | -2195.7 (0.9) | -2202.8 (1.6) | -2343.0 (0.0) | 14  | -7349.5 (6.4) | -7371.8 (2.8) | -7586.4 (0.0) |
| 5   | -2734.2 (1.9) | -2744.7 (1.8) | -2859.7 (0.0) | 15  | -7840.3 (7.1) | -7859.0 (8.2) | -8104.8 (0.0) |
| 6   | -3270.1 (2.4) | -3283.6 (1.7) | -3409.8 (0.0) | 16  | -8355.0 (2.8) | -8375.0 (2.8) | -8617.6 (0.0) |
| 7   | -3793.2 (7.1) | -3808.6 (10.1) | -3914.8 (0.0) | 17  | -8805.5 (14.1) | -8824.2 (15.6) | -9110.6 (0.0) |
| 8   | -4318.7 (4.3) | -4334.8 (5.4) | -4441.8 (0.0) | 18  | -9293.5 (5.9) | -9313.0 (6.3) | -9606.5 (0.0) |
| 9   | -4836.7 (1.5) | -4854.7 (4.5) | -4965.7 (0.0) | 19  | -9773.9 (3.7) | -9798.5 (7.5) | -10124.0 (0.0) |
| 10  | -5347.8 (2.1) | -5363.9 (4.1) | -5482.8 (0.0) | 20  | -10235.4 (10.9) | -10261.0 (10.1) | -10623.0 (0.0) |

TABLE 10. The mean and standard deviation performances of clustering algorithms (process route set 2).

| $K$ | mKM | oKM | ALC | $K$ | mKM | oKM | ALC |
|-----|-----|-----|-----|-----|-----|-----|-----|
| 1   | -577.9 (0.0) | -577.9 (0.0) | -577.9 (0.0) | 11  | -5854.0 (5.3) | -5870.5 (5.2) | -6028.5 (0.0) |
| 2   | -1108.0 (0.0) | -1108.0 (0.0) | -1271.8 (0.0) | 12  | -6353.7 (4.2) | -6372.6 (6.6) | -6564.4 (0.0) |
| 3   | -1651.1 (0.2) | -1656.2 (1.0) | -1780.2 (0.0) | 13  | -6858.4 (0.9) | -6875.9 (1.7) | -7089.0 (0.0) |
| 4   | -2195.7 (0.9) | -2202.8 (1.6) | -2343.0 (0.0) | 14  | -7349.5 (6.4) | -7371.8 (2.8) | -7586.4 (0.0) |
| 5   | -2734.2 (1.9) | -2744.7 (1.8) | -2859.7 (0.0) | 15  | -7840.3 (7.1) | -7859.0 (8.2) | -8104.8 (0.0) |
| 6   | -3270.1 (2.4) | -3283.6 (1.7) | -3409.8 (0.0) | 16  | -8355.0 (2.8) | -8375.0 (2.8) | -8617.6 (0.0) |
| 7   | -3793.2 (7.1) | -3808.6 (10.1) | -3914.8 (0.0) | 17  | -8805.5 (14.1) | -8824.2 (15.6) | -9110.6 (0.0) |
| 8   | -4318.7 (4.3) | -4334.8 (5.4) | -4441.8 (0.0) | 18  | -9293.5 (5.9) | -9313.0 (6.3) | -9606.5 (0.0) |
| 9   | -4836.7 (1.5) | -4854.7 (4.5) | -4965.7 (0.0) | 19  | -9773.9 (3.7) | -9798.5 (7.5) | -10124.0 (0.0) |
| 10  | -5347.8 (2.1) | -5363.9 (4.1) | -5482.8 (0.0) | 20  | -10235.4 (10.9) | -10261.0 (10.1) | -10623.0 (0.0) |
has worse performance for the same $K$ when the data set size increases. This outcome is expected since the data set size has an impact only on the number of process routes in a cluster. Hence, a larger data set size means a larger similarity sum increases. This outcome is expected since the data set size has an impact only on the number of process routes in a cluster.

Another observation from Figure 10 is that the standard deviation of all the data sets increases when $K$ increases, which is consistent with the conclusions on the process route data sets. It is noticeable that a data set with a larger size does not mean a larger standard deviation in general. However, the data set with 50 process routes has the smallest standard deviation on both process route data sets.

2) ANALYSIS OF THE INFLUENCE OF THE QUANTITY CONSTRAINT

The purpose of this section is to further analyse the influence of the quantity constraint on the performance of the proposed K-medoids method, which includes the changes of $n$ (i.e., the minimum number of process routes for a valid process route cluster) and $q_e$ (i.e., the penalty of the quantity constraint).

a: ANALYSIS OF THE INFLUENCE OF PARAMETER SETTING $n$

To deeply understand how the change in $n$ affects the performance of the modified K-medoids method, 5 scenarios with different parameter settings for the size constraint are designed in this section (i.e., $\epsilon = -1/5, -1/10, -1/15$ and $-1/20$), and the corresponding $K$ is also set to 5, 10, 15, and 20, respectively, to eliminate the influence of the size constraint. For each scenario, there are $n$ changes based on the expected cluster number of the quantity constraint $K_e$ (which varies from 1 to 20), and $n = \text{round}(N/K_e)$. In addition, $q_e = 0.5, q_r = 1$. The result is shown in Figure 11.

From Figure 11, it can be seen that the influence of parameter $n$ on the performance shares similar patterns in the 5 scenarios. When $K_e = 1$, the corresponding performance is the worst. The reason is that the corresponding $n = 600$, while the average process route quantity of clusters is much smaller than 600. With the increase in $K_e$, $n$ decreases sharply, but the average process route quantity of clusters changes little because $K$ does not change in this section. Therefore, the performance is improving. When $K_e > K$, the quantity constraint can be easily satisfied, in which case the performance of the modified K-medoids method is only slightly further improved. Another interesting observation from Figure 11 is that the standard deviation of the scenario with $\epsilon = -1/5$ is the best, while the scenario with $\epsilon = -1/20$ is generally the worst. This finding is still consistent with our previous conclusion that the standard deviation is closely related to $K$, and the corresponding $K$ for scenarios with $\epsilon = -1/5$ and $\epsilon = -1/20$ are 5 and 20, respectively.

b: ANALYSIS OF THE INFLUENCE OF PARAMETER SETTING $q_e$

To analyse the effect of $q_e$ on the clustering performance, 5 scenarios with different $n$ values calculated by $K_e$ are designed to reflect the different quantity constraint requirements (i.e., the expected cluster number for the quantity constraint). In these 5 scenarios, $\epsilon = -1/10$ with $q_r = 1$. Hence, there exists conflict between the two constraints. Figure 12 shows the optimal performance and the corresponding $K$ for each $q_e$.

Figure 12 shows that the optimal performance value and the corresponding $K$ tend to be stable when $q_e > 0.8$, which indicates that $q_e = 0.8$ has already been strong enough to overwhelm the size constraint. In this case, the clustering result changes little when $q_e > 0.8$. The same conclusion can also be found in figures with corresponding $K$, in which the optimal cluster number tends to be consistent with the corresponding $K_e$ as $q_e$ increases. When $q_e$ is small (e.g., $q_e = 0$), the size constraint dominates the clustering process, and the optimal cluster number is 20 because the size constraint causes a preference for small clusters. As $q_e$ increases, the modified K-medoids method needs to achieve a tradeoff between two conflict constraints. For example, the optimal cluster number of the scenario with $K_e = 5$ is 14 when $q_e = 0.2$ on process route set 1, which is neither the optimal cluster number of the size constraint (i.e., 20) nor the expected cluster number of the quantity constraint (i.e., 5). This finding proves that the proposed K-medoids method can effectively obtain a balance between the two conflicting soft constraints based on their penalty settings.
3) ANALYSIS OF THE INFLUENCE OF THE SIZE CONSTRAINT

Similarly, this section aims to analyse the influence of the size constraint on the performance of the proposed K-medoids method, which includes the changes in $\varepsilon$ (i.e., the maximum radius for a valid process route cluster) and $q_r$ (i.e., the penalty of the size constraint).

a: ANALYSIS OF THE INFLUENCE OF PARAMETER SETTING $\varepsilon$

For a comprehensive analysis of $\varepsilon$, 5 scenarios with different parameter settings for the quantity constraint are designed, in which $n$ is 120, 60, 40, and 30 (i.e., the expected cluster number of the quantity constraint $K_e = 5, 10, 15, 20$). The corresponding cluster number $K$ in these scenarios is also 5, 10, 15, and 20 to eliminate the influence of the quantity constraint. The maximum radius of the clusters $\varepsilon$ varies from $-1$ to $-1/20$ in each scenario, which is calculated by $\varepsilon = -1/K_e$ ($K_e$ is the expected cluster number of the size constraint). The settings of $q_e$ and $q_r$ are consistent with Section VI-C2, and the result is shown in Figure 13.

At first glance, the performance of the modified K-medoids method in all 5 scenarios decreases rapidly when $K_r$ increases (i.e., $\varepsilon$ decreases), which is similar to that in Figure 9. The reason is that the increase in $K_e$ essentially indicates a smaller $\varepsilon$, in which case the penalty of the size constraint increases almost linearly while the cluster radius changes little for a given $K$. When taking a closer look at Figure 13, it can be found that the performance gap is small compared with that in Figure 11. This finding can also be explained by the relationship between the cluster radius and the size constraint penalty. As we discussed in Section VI-B2, the variation in $K$ has little effect on the cluster radius for process route sets. Hence, for a given $K_r$ (i.e., a given $\varepsilon$), the size constraint penalty does not change substantially. In addition, it can also be found that the standard deviations in the performance values increase as $K_r$ increases, which actually reflects the increasing difficulty of solving the clustering problem as it becomes more difficult to find an optimal solution.
In this section, 5 scenarios with different \( \varepsilon \) that were calculated by \( K_r \) are given to show different size constraint requirements. For each scenario, the parameter settings of the quantity constraint are \( n = \text{round}(600/10) = 60 \) and \( q_r = 0.5 \). The penalty of the size constraint \( q_r \) varies from 0 to 5, and the overall result is shown in Figure 14.

An overall conclusion obtained from Figure 14 is that the optimal performance value decreases quickly when \( q_r \) increases. At the same time, the corresponding \( K \) of the optimal performance increases from 10 to 20. Figure 14 first indicates that the optimal performance value behaves similarly to Figure 9 and Figure 13. Among the 5 scenarios, the performance value of scenarios with \( K_r = 5, 10, 15 \), and 20 decreases almost linearly, while scenarios with \( K_r = 1 \) remain the same because its performance value is always \(-538.946\). When \( K_r = 1 \), the corresponding \( \varepsilon \) is \(-1\), in which case the size constraint has no effect on the performance because the minimum similarity of the process route sets is \(-1\). When \( K_r > 1 \), the corresponding \( \varepsilon \) decreases rapidly, while the size of the generated cluster changes slightly as the cluster number \( K \) varies. Therefore, the related size constraint penalty accumulates when \( q_r \) increases, which leads to a decrease in the performance value. On the other hand, Figure 14 also shows that the optimal cluster number \( K \) increases as \( q_r \) increases. The reason is that the size constraint prefers small clusters (i.e., large cluster numbers) to enable this constraint to be satisfied as much as possible (i.e., reduce the number of process routes that can violate the size constraint).

VII. CONCLUSION AND FUTURE WORK

The process route plays an important role in manufacturing systems, which directly affects the quality of products, the performance of the system, and other aspects. It is difficult for technicians to design a good process route from scratch considering all related aspects. The goal of this paper is to find typical process route knowledge from historical data sets to reuse hidden knowledge. To achieve this goal, this
paper proposed a discovery method for typical process routes that contains two parts: a novel comprehensive similarity coefficient for process routes and a modified exemplar-based clustering algorithm that considers two soft constraints during the clustering.

To effectively measure the similarity of the operation sequences, a deep analysis was performed to determine the information requirements and characteristics of the operation sequence similarity problem. Then, all the potential similarity cases in this problem are given. The analysis indicates that the similarity coefficient needs to consider three kinds of information: precedence relationships, the number of common operations, and operation similarities. Therefore, the modified pseudo-LCS is proposed to record the first two pieces of information, and a corresponding backtracking algorithm is also presented. The Jaccard similarity coefficient is used here to measure the last information. These two similarity coefficients are combined based on PCA to generate a novel comprehensive similarity coefficient. The numerical illustration result shows that it can distinguish all the different cases with rational similarity values.

Since typical process route discovery is a practical problem, two conflicting soft constraints are introduced into the traditional typical process route discovery problem, which makes it more complicated and practical. Because most of the previous related work did not consider these two soft constraints simultaneously or simply treated them as hard constraints, the modified K-medoids method is proposed to solve this novel problem. The illustration indicates that the proposed clustering method has better performance than existing algorithms, which ignore the constraints during clustering. If these soft constraints are treated as hard constraints, there is no valid cluster if the related parameter setting is strict. In other words, considering these two constraints as soft constraints can improve the fault tolerance and alleviate the sensitivity of manually designed constraint parameters. Further analysis also indicates that the performance of the modified K-medoids method is affected by the data set size and the parameter setting of the constraints, which suggests that the proposed method does consider this information during clustering.

There still exist some potential issues in our work, which can be addressed in the future. On the one hand, the situation of repeated operations in the process route also should be considered. In addition, the process route is often presented as a reticular structure in modern manufacturing, in which case the current similarity coefficient is no longer suitable. On the other hand, the clustering problem with two soft constraints can also be solved by optimization algorithms (e.g., genetic algorithms) and neural networks. Moreover, the outliers in the process route set should be handled to avoid clustering bias.
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