Optimal design of fractional order linear system with stochastic inputs/parametric uncertainties by hybrid spectral method
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ABSTRACT

This paper reports the design of a fractional linear system under stochastic inputs/uncertainties. The design methods were based on the hybrid spectral method for expanding the system signals over orthogonal functions. The use of the hybrid spectral method led to algebraic relationships between the first and second order stochastic moments of the input and output of a system. The spectral method could obtain a highly accurate solution with less computational demand than the traditional Monte Carlo method. Based on the hybrid spectral framework, the optimal design was elaborated by minimizing the suitably defined constrained-optimization problem.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

In recent years, fractional calculus has attracted considerable attention and is becoming increasingly popular because of its practical applications in a range of science and engineering fields [1–5]. This is because mathematical models based on fractional derivatives can describe a variety of natural phenomena, such as flexible structures [6], anomalous system [7], and viscoelastic materials [8]. On the other hand, fractional order systems are often studied using models with fixed deterministic parameters and inputs. Moreover, the input/parameters of these models are uncertain due to the inherent variability and/or incomplete knowledge. Therefore, the development of methods capable of designing fractional order systems with uncertainties is necessary.

The well-known Monte Carlo (MC) method is a typical approach for simulating stochastic models [9,10]. This method involves the generation of independent realizations of random inputs based on their prescribed probability distribution. For each realization, the data is fixed and the problem becomes deterministic. Solving the multiple deterministic realizations builds an ensemble of solutions, i.e. the realization of random solutions, from which statistical information can be extracted, e.g. mean and variance. This approach is simple to apply, involving only repeated deterministic simulations, but the convergence is slow and large numbers of calculations are required. For example, the mean values typically converge as $1/\sqrt{M}$, where $M$ is the number of realizations.

Generalized polynomial chaos (gPC) [11–13] is a more recent approach for quantifying the uncertainty within system models. On the other hand, to simulate stochastic systems using the gPC method, the random inputs of many systems involve random processes approximated by truncated Karhunen–Loeve (KL) expansion, and the dimensionality of the input depends on the correlation lengths of these processes. For an input with a low correlation length (ideal white noise), the number of dimensions required for an accurate representation can be large, which increases the computational demand substantially using the gPC method.

A recent study [14] introduced a hybrid spectral method for quantifying the uncertainties in single input single output (SISO) fractional order systems. This paper extends the framework in Ref. [14] for the optimal design of a fractional SISO system under stochastic input/parametric uncertainty.

This paper is organized as follows: Section 2 briefly introduces a hybrid spectral method for uncertainty quantification in fractional order systems. Section 3 defines the suitable performance objectives coupled with the spectral method for the design of a stochastic linear fractional system. Section 4 considers examples ranging from integer to fractional order to demonstrate the proposed method.
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2. Fractional order system

This section summarizes the main concepts, definitions and basic results from fractional calculus, which are useful for further developments.

2.1. Governing equation for system dynamics

Among the many formulations of the generalized derivative with non-integer order, the Riemann–Liouville definition is used most commonly [15]

$$D^\alpha_0f(t) = \frac{1}{\Gamma(m-\alpha)} \left( \frac{d}{dt} \right)^m \int_0^t \frac{f(\tau)}{(t-\tau)^{1-(m-\alpha)}} d\tau,$$

where \( \Gamma(x) \) denotes the gamma function; \( m \) is the integer satisfying \( m-1 < \alpha < m \).

The Riemann–Liouville fractional integral of a function \( f(t) \) is defined as

$$I^\alpha_0 f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-\tau)^{\alpha-1} f(\tau) d\tau.$$  

The Laplace transform for a fractional order derivative under zero initial conditions is defined as

$$L(D^\alpha_0 f(t)) = s^\alpha F(s),$$

where \( F(s) \) is the Laplace transform of \( f(t) \).

Therefore, a fractional order single input single output (SISO) system can be described by the following fractional order differential equation

$$a_0D^\alpha_0y(t) + a_1D^\alpha_1y(t) + \ldots + a_nD^\alpha_ny(t) = b_0D^\alpha_0u(t) + b_1D^\alpha_1u(t) + \ldots + b_mD^\alpha_mu(t),$$

or by the transfer function,

$$G(s) = \frac{Y(s)}{U(s)} = \frac{b_ms^{\beta m} + \ldots + b_0s^{\beta 0}}{a_ns^{\beta n} + \ldots + a_0s^{\beta 0}},$$

where \( a_i \) and \( b_i \) are the arbitrary real positive numbers, and \( u(t) \) and \( y(t) \) are the system’s input and output, respectively.

2.2. Operational matrices of block pulse function for analysis of fractional order system

Block pulse functions are a complete set of orthogonal functions that are defined over the time interval, \([0, \tau]\).

$$\psi_i = \begin{cases} 1 & \frac{i-1}{N} \leq t \leq \frac{i}{N} \tau, \\
0 & \text{elsewhere} \end{cases}$$

where \( N \) is the number of block pulse functions.

Therefore, any function that can be absolutely integrated on the time interval \([0, \tau]\) can be expanded into a series from the block pulse basis:

$$f(t) = \sum_{i=1}^{N} c_i \psi_i(t),$$

where \( \psi_i(t) = [\psi_1(t), \ldots, \psi_N(t)] \) constitutes of the block pulse basis. From here, the subscript, \( N \), of \( \psi_i(t) \) is dropped out for the convenience of notation.

The expansion coefficients (or spectral characteristics) can be calculated as follows

$$c_i = \frac{1}{\tau} \int_0^{\tau} f(t) \psi_i(t) dt.$$  

Furthermore, any function \( g(t_1, t_2) \) absolutely integrable over the time interval, \([0, \tau] \times [0, \tau]\), can be expanded as

$$g(t_1, t_2) = \sum_{i=1}^{N} \sum_{j=1}^{N} c_{ij} \psi_i(t_1) \psi_j(t_2),$$

with expansion coefficients (or spectral characteristics) of

$$c_{ij} = \frac{1}{\tau} \int_{[i-1]/N\tau}^{(i/N)\tau} \int_{[j-1]/N\tau}^{(j/N)\tau} g(t_1, t_2) \psi_i(t_1) \psi_j(t_2) dt_1 dt_2.$$  

The elements of the generalized operational matrix integration of the block pulse function, \( A_0 \), is

$$A_0 = p_0^T \left\{ \begin{array}{cccc} f_1 & f_2 & f_3 & \ldots & f_N \\
0 & f_1 & f_2 & \ldots & f_{N-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \ldots & \ldots & \ldots & f_1 \end{array} \right\}^T.$$  

The generalized operational matrix of a derivative of order \( \alpha \) is

$$B_0A_0 = I,$$  

where \( I \) is the identity matrix.

The generalized operational matrix of the derivative can be used to approximate Eq. (1) as follows:

$$D^\alpha_0 f(t) = \psi(t)^T B_0 C_\alpha.$$  

Using the operational matrix of the fractional order derivative, Eq. (4) can be rewritten in the following form:

$$A_C = (a_0D_\alpha + \ldots + a_nD_\alpha^{n-1})(b_0D_\beta + \ldots + b_mD_\beta).$$  

The input and output of the system is thus linked by

$$C_\alpha = A_C C_U; \quad Y(t) = (C_\alpha)^T \psi(t); \quad U(t) = (C_U)^T \psi(t).$$

Closed-loop control systems normally comprise several elements, such as the controller and plant in Figs. 1 and 2, in terms of the transfer function and operational matrix, respectively. The operational matrix of a closed-loop system can be found using block diagram algebra similar to the block algebra used for the transfer function [10].

More on detail on the operational matrix with respect to the different polynomial functions can be found in [16,17] and the references therein.
2.3. Stochastic analysis of fractional order systems

Consider the system described by Eq. (4) with random independent coefficients, $a_0, \ldots, a_i, b_0, \ldots, b_m$, with the given distributions. The spectral characteristics of its input and output are linked by Eq. (17). Assume that the random forcing input with a given mean and covariance function is as follows:

$$M_0(t) = E[U(t)] = (C_{mU})^T \Psi(t)$$

$$K_{UU} = E[(U(t) - M_0(t))(U(t') - M_0(t'))] = \sum_{i=1}^{N} \sum_{j=1}^{N} \psi_i(t) \psi_j(t') C_{mU} \psi_i(t') C_{mU}$$

or,

$$m_V(t) = \Psi(t)^T E[A_c] C_{mU}$$

$$K_{VV}(t, t') = \Psi(t)^T E[A_c^T C_{mU} + (C_{mU})^T A_c] \Psi(t') - \Psi(t)^T C_{mU} (C_{mU})^T \Psi(t')$$

After some manipulation of the operational matrix, the spectral characteristics of the mean and covariance of the system's output can be expressed as [14]

$$C_{my} = E[A_c] C_{mU}$$

$$C_{my} = \left[ E[A_c (C_{eq}) + (C_{mU}) (C_{my})^T A_c] \right] - C_{my} (C_{my})^T$$

or,

$$m_V(t) = \Psi(t)^T E[A_c] C_{mU}$$

$$K_{VV}(t, t') = \Psi(t)^T E[A_c^T C_{mU} + (C_{mU})^T A_c] \Psi(t') - \Psi(t)^T C_{mU} (C_{mU})^T \Psi(t')$$

Random parameters, $a_i, b_j$, result in the random operational matrix, $A_c$, in Eqs. (19) and (20), and its moment can be estimated using a stochastic collocation [14].

When parameters $a_i, b_j$ are deterministic, Eq. (20) becomes

$$m_V(t) = \Psi(t)^T A_c C_{mU}$$

$$K_{VV}(t, t') = \Psi(t)^T A_c^T C_{mU} + (C_{mU})^T A_c \Psi(t') - \Psi(t)^T C_{mU} (C_{mU})^T \Psi(t')$$

3. Optimal design of fractional order system with stochastic input/parametric uncertainties

(a) Shaping filter design by parametric optimization

A shaping filter is normally used to shape the covariance function of a given input noise into a desired noise with a reference covariance.

Assume that the system is described by Eq. (4), where the coefficients $a_i, b_j, a_k, b_l$ are the deterministic design parameters. The input is a random process with a zero mean and given covariance function. The mean and covariance function of the input can be expanded to a series of BFR, as expressed in Eq. (18). Therefore, the mean and covariance function for the output are given by Eq. (21). The covariance of desired is given and expanded in spectral form as follows:

$$\kappa_{Y2}(t_1, t_2) = E[Y(t_1) - M_{Y2}(t_1)][Y(t_2) - M_{Y2}(t_2)]$$

$$= \sum_{i=1}^{N} \sum_{j=1}^{N} \psi_i(t_1) \psi_j(t_2) C_{mU} \psi_i(t_1) C_{mU}$$

(22)

From Eq. (21) it can be seen that the output has a zero mean. The design parameter can be obtained by minimizing the objective function in terms of the spectral characteristics of the covariance function of the input and output,

$$\min_{a_i, b_j, a_k, b_l} \| C_{E} \|_2 = \min_{a_i, b_j, a_k, b_l} \| C_{K_{22}} - C_{K_{22}} \|_2$$

(23)

where $\| \cdot \|_2$ denote the Euclidean norm of a matrix.

(b) Optimal controller design by parametric optimization

Assume that the system is described by Eq. (4), where coefficients $a_i, b_j$ are independent random variables with a given distribution. The set point input is a random process with a given mean and given covariance function as follows:

$$M_0(t) = E[R(t)] = (C_{mR})^T \Psi(t)$$

$$K_{RR} = E[(R(t) - M_0(t))(R(t') - M_0(t'))] = \sum_{i=1}^{N} \sum_{j=1}^{N} \psi_i(t) \psi_j(t') C_{mR} \psi_i(t') C_{mR}$$

(24)

The system is in the closed-loop, as shown in Fig. 1, with a fractional order PI$^D$ controller [18]:

$$C(s) = K_p + \frac{K_i}{s^{\lambda}} + K_d s^{\mu}$$

(25)

The parameters of the PI$^D$ controller are obtained by optimizing the cost function as follows:

$$\min_{K_p, K_i, K_d, \lambda, \mu} J = \min_{K_p, K_i, K_d, \lambda, \mu} \int_0^T (y_d(t) - y(t))^2 dt$$

$$= \min_{K_p, K_i, K_d, \lambda, \mu} \int_0^T \{E[y_d(t)^2] + E[y(t)^2] - 2E[y_d(t)]E[y(t)]\} dt$$

(26)

where $E[y(t)^2]$ and $E[y(t)]$ are obtained from Eq. (20).

Because the variance is a measure of the variability of a random process, a large variance of the system output implies a large deviation from the nominal response under stochastic input/parametric uncertainties. An additional constraint on the variance can be used in combination with the objective function (26)

$$\max_{0 \leq t \leq T} D_y(t) = \kappa_{YY}(t) \leq D_{max}$$

(27)
The upper bound, $D_{\max}$, of the variance of the system output can be considered the maximum allowable sensitivity of the system response to the stochastic uncertainties.

4. Examples

4.1. Example 1: shaping filter design

Assume the shaping filter can be described as

$$D_f^0y(t) + ay(t) = bu(t),$$

(28)

where $u(t)$ is a zero mean random process with the covariance function, $\kappa_{\bar{u}u}(t_1, t_2) = \delta(t_1 - t_2)$, and $\delta$ is the Dirac delta function.

The desired covariance function of output can be expressed as

$$\kappa_{y_0Y_0}(t_1, t_2) = \frac{1}{2}(e^{-|t_1-t_2|} - e^{-(t_1+t_2)}); \quad t_1, t_2 \geq 0.$$  

(29)

The design parameters $\alpha$, $a$, and $b$ are obtained by minimizing Eq. (23). The results are $\alpha = 1.001$; $a = 0.996); b = 0.998$, which are sufficiently close to the exact (analytical) result, $\alpha = 1; a = 1; b = 1[19]$. The operational matrix for system (28) is

$$A_C = (B_a + aI)^{-1}Bl,$$

(30)

where $I$ is an identity matrix, and $B_a$ is an operational matrix of the derivative.

1024 block pulse functions were used for this example.

Fig. 3 shows the error surface of the covariance function given by Eq. (20) for the optimal parameters with respect to the exact desired covariance function of Eq. (29). As shown in the figure, the level of relative error is small enough, <0.5%. This simple example highlights the effectiveness of the proposed method in designing the shaping filter.

4.2. Example 2

4.2.1. Example 2a

Consider system described by the double-fractional order differential equation,

$$D_0^\alpha y(t) + D_0^\beta y(t) = u(t),$$

(31)

where $u(t)$ is random white noise with a zero mean covariance function, $\kappa_{\bar{u}u}(t_1, t_2) = 0.1\delta(t_1 - t_2)$.

The exact variance of the system output can be expressed as $[20]$

$$D_y(t) = \sigma^2(t) = \frac{0.1}{a^2} \int_0^t u^2(a_2-1) \left[ \frac{\left( \frac{t}{a_2} \right) \Gamma(\frac{a_2}{a_2-1}) \left( \frac{-\alpha_1 u^2(a_2-\alpha_1)}{a_2} \right)^2}{\Gamma(\frac{a_2}{a_2-1})} \right] du,$$

(32)

where $\Gamma(\cdot)$ is a Mittag–Leffler function that can be calculated using MATLAB function mlf.m [21], $a_1 = a_2 = 1; \alpha = 3/4$, and $a_2 = 1$. 1024 BPFs were used for the approximation in this example. The operational matrix for this system can be expressed as

$$A_C = (B_{3/4} + B_1)^{-1}.$$  

(33)

Fig. 4 shows the variance of the system output by the proposed method and analytical variance in Eq. (32). The figure also shows the absolute error of the variance by the proposed method with respect to the analytical results. The proposed method can provide accurate results for predicting the variance of the system output.

4.2.2. Example 2b

Consider the above system in a closed loop configuration with a PI²Dμ controller. The set point $r(t)$ is a random process with unit mean and the same covariance function as in the previous example. A PI²Dμ controller is design for this system by minimizing the objective function (26) with the desired output, $y_d(t) = 1$ (deterministic unit step response). The objective function is minimized using the pattern search function of the optimization toolbox of MATLAB.

The result parameters of controller are $K_p = 0.8286; K_1 = 0.8137; \lambda = 0.2660; K_d = 0.0056; \mu = 0.9996$. Fig. 5 shows the mean and variance of the system with the designed controller. Fig. 6 shows 100 Monte Carlo simulations of this system with the proposed controller. By comparing the variances of the system outputs in Figs. 4 and 5, the designed controller can stabilize this stochastic fractional order system. The performance of the proposed controller is satisfactory.
4.3. Example 3

The proposed method was used to design a PI\(^k\) controller for a fractional order system that has been studied in the numerical references on a fractional order system [14,22–24]:

\[
P(s) = \frac{k_1}{k_2s^{0.5} + 1},
\]

(34)

where \(k_1\) and \(k_2\) are uniform random variables in the interval \([0.5,1.5]\). This fractional order model in Eq. (34) is known as the Cole–Cole model, which provides a parameter of the fractional order that interprets the underlying mechanism of dielectric relaxation [22–24].

The set point input, \(R(t)\), is a band-limited Gaussian white noise process with a unit mean and a covariance function of

\[
\kappa_{RR}(t_1,t_2) = \frac{W_B}{\pi} \sin \left( \frac{t_1 - t_2}{\pi} \right),
\]

(35)

with \(W_B = 0.02\pi\), and the \(\sin()\) function is defined as

\[
\sin(x) = \begin{cases} 
\sin(\pi x)/\pi x & \text{elsewhere} \\
1 & \text{for } x = 0
\end{cases}
\]

(36)

It can be seen from Fig. 1 that the transfer function from measurement noise \(n(t)\) to output \(y(t)\) is the same as the transfer function from \(r(t)\) to \(y(t)\), i.e., \(V(s) = G(s)R(s) - T(s)N(s)\).

Let us define a new signal \(z(t) = r(t) - n(t)\). It can then be shown that:

The expectation \(\bar{z}(t)\) of \(z(t)\) is equal to \(r(t)\). The covariance of \(z(t)\) is

\[
E(\bar{z}^2) = E(z^2) - 2\bar{z}^2 = E(z^2) - \bar{z}^2 = E((r - n)^2) - r^2
\]

In the above equation, the dependent of signals on time is dropped; \(r(t)\) and \(n(t)\) are independent. The covariance of new signal is the same as the correlation function of measurement noise. Note that the covariance and correlation of the measurement noise is the same because the measurement noise is zero mean. Thus, in combination, the deterministic set point and random measurement noise can be viewed as a random set point with the mean as a deterministic input and the covariance as a measurement noise.

A PI\(^k\) controller was obtained by minimizing the objective function (26) with the desired output is \(y_d(t) = 1\). The search space for optimal parameter of the controller was limited to \(0 \leq K_p \leq 1; 0 \leq K_i \leq 40; 0.9 \leq \lambda \leq 1.5\) for the sake of simplicity, as in other studies on the probabilistic approach [25,26]. The initial controller, \(C_0(s) = 0.1817 + (36.3528/s^{1.216})\), was obtained from [24]. The resulting controller parameters are

\[
C_1(s) = 1 + (40/s^{0.9})
\]

(37)
time of the proposed method with 2048 BFPs was only 0.73 s. Since the convergence rate of the QMC method is proportional to the magnitude of variance, the QMC method can give better accuracy at the beginning of the transient time due to the small variance at the beginning. It can be seen that the proposed method gives better performance in computational load. Hence, it is more suitable for the direct design via optimization than the QMC method. In general, the analytical output variance can be calculated only for a few particular cases, especially when a fractional order is involved.

4.4.2. Example 4b

Consider a fractional order system:

\[ G(s) = \frac{K}{s^\nu + \lambda}. \quad (41) \]

subject to a zero mean ideal white noise with a covariance of \( \delta(t_1 - t_2) \). From the frequency method, the steady state variance of the output is the same as system \( H^2 \) norm \([30]\):

\[ D_{sys} = \| G \|_2^2 = \frac{1}{2\pi} \int_{-\infty}^{\infty} |G(j\omega)|^2 d\omega = \begin{cases} \infty & \text{if } 0 < \nu \leq 1/2 \\ -K^2\nu \left( \frac{1}{\nu} - 2 \right) \cot \left( \frac{\pi}{2\nu} \right) & \text{if } 1/2 < \nu \leq 2 \text{ and } \nu \neq 1 \\ K^2/2\lambda & \text{if } \nu = 1 \end{cases} \quad (42) \]

Fig. 10 shows the exact steady state variance of system output by the frequency method for \( K = 1, \nu = 1.7, \lambda = 1 \). Fig. 10 also shows the variance of system output by the proposed method. It can be seen that when the \( H^2 \) norm of system is finite, the proposed method gives a consistent result with the frequency method for a steady state variance.

Fig. 11 shows the variance of the output calculated by the propose method with different number of block pulse functions for \( K = 1, \nu = 0.4, \lambda = 1 \). The frequency method gives the steady state variance \( \| G \|_2^2 = \infty \) by Eq. (42). It seems that the proposed method still has a limitation for obtaining the accurate result for this case. To the authors’ knowledge, there is no general method available for the case where the system has a fast response and infinite \( H^2 \) norm.

5. Conclusions

Fractional calculus has already been accepted as a powerful tool for modeling and control of complicated process \([24,30–33]\). In this work, an approach for the optimal design for linear fractional order processes with stochastic uncertainties was proposed. The use of the hybrid spectral method leads to algebraic relationships between the first and second order stochastic moments of a system’s input and output. Therefore, the spectral method can obtain a highly accurate solution with less computational demand than the traditional Monte Carlo method. Hence, it is more suitable for the optimal design. The proposed method can be used for the synthesis colored noise from the arbitrary given noise. Moreover, the stability of uncertain systems can be inferred from a statistical evolution of the system output, and robust PI\(^d\) controllers can be designed efficiently with respect to the stochastic uncertainties. Depending on whether the robustness or nominal performance is of primary concern, different parameter distributions and stochastic forcing can be assumed for the stochastic uncertainties. Based on the different assumptions of the stochastic uncertainties, the optimal parameters were calculated using a simple nonlinear optimization. Integer order systems can be treated as a particular case of fractional order systems. The simulation examples confirmed that the proposed design method gives robust closed-loop responses for a range of stochastic systems. Extension of the proposed to the nonlinear case is an interesting issue for future works.
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