Abstract—In this letter, we investigate consensus control of fractional-order multi-agent systems with the order within \((0, 1)\) via sampled-data control. A new scheme to design distributed controllers with rigorous analysis is presented by utilizing the unique properties of fractional-order calculus, namely hereditary and infinite memory. It is established that global boundedness of all closed-loop signals is ensured and asymptotic consensus is realized. Simulation studies are conducted to illustrate the effectiveness of the proposed control method and verify the obtained results.
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I. INTRODUCTION

MULTI-AGENT systems are widely studied in the past decades because of their applications in various areas such as formation control, distributed sensor network, and so on [1]–[3]. Generally, the target of distributed consensus control is to achieve an agreement for the states of all the systems connected in a network by designing a suitable controller for each agent depending on locally available information from itself and its neighbors.

Recently, consensus control problems for integer-order multi-agent systems have been broadly investigated, see for examples [4]–[12], and references therein. As for the consensus control problem of fractional-order multi-agent systems, it is first studied in [13], where the conditions for achieving consensus in terms of network structure and the number of agents are provided. In [14], a consensus protocol with switching order is raised to increase convergence speed over an undirected graph. Consensus involving communication delays is addressed in [15]. Observer-based leader-following consensus problem is investigated in [16], where the leader is described as a second-order integer model while the observers designed for the followers are fractional-order systems with order \(\alpha \in (0, 2)\). Consensus for incommensurate nonlinear fractional-order multi-agent systems with system uncertainties and external disturbances is addressed in [17].

All the works above are studied with continuous control, which requires control signals to be updated and transmitted continuously. In comparison with continuous control, sampled-data control for continuous-time systems, which can be found in for example [18] and [19], possesses various of benefits such as low cost and be more practical in implementation. Many research works for integer-order multi-agent systems with sampled-data control have also been done and a survey on this topic is provided in [20]. However, results on sampled-data control of fractional-order multi-agent systems are still limited. The consensus problem of such systems with directed graph via sampled-data control is investigated in [21]–[25]. In [26], the consensus of linear fractional-order multi-agent systems is studied over a communication topology without requiring its coupling structure to be Laplacian. Event-triggering sampled-data control of fractional-order multi-agent systems is proposed in [27], in which the networked graph for the agents is assumed to be undirected. Consensus of nonlinear fractional-order multi-agent systems is investigated in [28] via event-triggered control.

From the definitions of fractional integral and derivative reviewed in Section II, it can be observed that they can both be treated as weighted integral, which reveals the properties of fractional-order calculus: hereditary and infinite memory. Due to these unique properties, the initial values and the “history” of the variables in the entire interval of integration play extremely important roles in solving fractional-order equations. It is noted that such properties are not considered in the existing literature on sampled-data control of fractional-order multi-agent systems mentioned above. Instead, by dividing the entire time interval to sampling intervals, the solutions of fractional-order equations at the beginning of each sampling interval are used as the new initial values for this sampling interval. As a result, the closed-loop fractional-order systems obtained are transformed to discrete-time systems, where the evolution of one-step-forward states only relies on the current states and current control input. However, when taking the properties of fractional-order calculus into account, the evolution should also depend on the previous control signals at all the discrete-time sampling instants starting from the initial time \(t_0\).

Motivated by the discussions above, we address the consensus issue with the consideration of such unique properties...
of fractional-order calculus. With our proposed control design scheme, it is shown that the closed-loop system is globally stable and asymptotic consensus for fractional-order multi-agent systems is achieved. Different from existing research works, the resulting fractional-order system is rigorously analyzed by considering time evolution of the system states which depends on their initial values at $t_0$ and also all the previous control signals. A new challenge that is to establish the global boundedness of the proposed distributed controllers which contain all the previous control inputs is overcome in this letter. Simulation studies illustrate the effectiveness of the proposed control scheme and also reveal its accuracy on achieving asymptotic consensus compared to an existing approach. In summary, the main contribution of this letter is to consider the unique hereditary and infinite memory properties of fractional-order calculus and design a sampled-data-based control that can realize asymptotic consensus for fractional-order multi-agent systems and ensure global stability in the sense that all signals in the closed-loop systems remain globally bounded.

The rest of this letter is organized as follows. Preliminaries are provided and the class of fractional-order multi-agent systems considered is described in Section II. In Section III, the design of distributed controllers is presented in detail with analysis. In Section IV, the scheme is illustrated by simulation studies with comparison to that in [21]. Finally, this letter is concluded in Section V.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Preliminaries

Definition 1 [29]: The fractional integral of an integrable function $f(t)$ with $\alpha \in \mathbb{R}^+$ and initial time $t_0$ is

$$J_0^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t-\tau)^{\alpha-1} f(\tau) d\tau$$

(1)

where $\Gamma(z) = \int_0^{\infty} e^{-z}\tau^{z-1} d\tau$ is the well-known Gamma function, $z \in \mathbb{C}$. One of the significant properties of Gamma function is [30]: $\Gamma(z+1) = z\Gamma(z)$, $\Gamma(n+1) = n\Gamma(n) = n(n-1)\Gamma(n-1) = \cdots = n!$, $\Gamma(-n) = \infty$, where $n \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}$.

Definition 2 [29]: The Caputo fractional derivative of a function is defined as

$$D_0^\alpha f(t) = \frac{d}{dt} J_0^{m-\alpha} f(t)$$

$$= \frac{1}{\Gamma(m-\alpha)} \int_{t_0}^{t} f^{(m)}(\tau) (t-\tau)^{\alpha-m+1} d\tau$$

(2)

where $m-1 < \alpha < m \in \mathbb{Z}^+$. From (2) we can observe that the Caputo derivative of a constant is 0.

The initial values are needed in order to obtain the unique solution for fractional differential equation $D_0^\alpha x(t) = f(x,t)$, $(m-1 < \alpha < m \in \mathbb{Z}^+ \text{ and } t \geq t_0)$. According to [29], [31] and [32], fractional differential equations with Caputo-type derivative have initial values that are in-line with integer-order differential equations, i.e., $x(t_0), x'(t_0), \ldots, x^{(m-1)}(t_0)$, which contain specific physical interpretations. Therefore, Caputo-type fractional systems are frequently employed in practical analysis.

Definition 3 [33]–[35]: For fractional nonautonomous system $D_0^\alpha x_i(t) = f_i(x,t)$, $i = 1, 2, \ldots, n$, where $0 < \alpha < 1$, initial condition $x(t_0) = [x_1(t_0), x_2(t_0), \ldots, x_n(t_0)]^T \in \mathbb{R}^n$, $f_i(x,t) : [t_0, \infty) \times \Omega \rightarrow \mathbb{R}^n$ is locally Lipschitz in $x$ and piecewise continuous in $t$ (which insinuates the existence and uniqueness of the solution to the fractional systems [29]), $D_0^\alpha$ denotes Caputo fractional derivative and $\Omega \subseteq \mathbb{R}^n$ stands for a region that contains the origin $x = [0,0,\ldots,0]^T$, the equilibrium $x^* = [x_1^*\ldots,x_n^*]^T$ of this system is defined as $D_0^\alpha x^* = f_i(x^*,t)$ for $t \geq t_0$.

Lemma 1 [36]: If $x(t) \in \mathbb{R}^n$ satisfies

$$C_{\alpha} D_0^\alpha x(t) = f(x,t), \quad x(t_0) = x_0,$$

(3)

where $0 < \alpha < 1$ and $f(x,t) \in L_1([t_0,T])$, then it also satisfies the Volterra fractional integral

$$x(t) = x_0 + \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t-\tau)^{\alpha-1} f(x(\tau), \tau) d\tau,$$

(4)

with $t_0 \leq t \leq T$ and vice versa.

Lemma 2: For $\forall j \in \mathbb{Z}^+$ and $0 < \alpha < 1$, the following results hold

1) $0 < \lvert (j+1)^\alpha - 2j^\alpha + (j-1)^\alpha \rvert < 1$,
2) $\lim_{j \to \infty} \{ (j+1)^\alpha - 2j^\alpha + (j-1)^\alpha \} = 0.$

Proof: Define

$$f(j) = (j+1)^\alpha - 2j^\alpha + (j-1)^\alpha$$

(5)

and

$$g(s) = s^\alpha - (s-1)^\alpha.$$  

(6)

It can be shown from (6) that, for $\forall s \in \mathbb{R}_+$,

$$g(s) > 0,$$

$$\frac{dg(s)}{ds} = \alpha s^{\alpha-1} - (s-1)^{\alpha-1} - \alpha (s-1)^{\alpha-1} < 0.$$  

(7)

From (7), we can obtain that $g(s)$ is monotonically decreasing and $\lim_{s \to \infty} g(s) = 0$, which further implies that $f(j) = [g(j+1) - g(j)] < 0$ and it will monotonically tend to 0 as $j$ tends to $\infty$. Additionally, it can be easily checked that $\lvert f(1) \rvert < 1$ for $0 < \alpha < 1$ and $\lvert f(j+1) \rvert < \lvert f(j) \rvert$.

B. Problem Formulation

In this letter, Caputo-type definition of the fractional derivatives is utilized. A group of $N$ fractional-order agents are governed by

$$C_{\alpha} D_0^\alpha x_i(t) = u_i(t), \quad \text{for } i = 1, 2, \ldots, N$$

(8)

where the fractional-orders of all the states are equal to $\alpha \in (0,1)$, $x_i \in \mathbb{R}$ and $u_i \in \mathbb{R}$ represent the measurable state and control input of the $i$-th agent, respectively.

Remark 1: All the agents in this letter are in one-dimensional space for convenience. The results established can be easily extended to $n$-dimensional space by applying the Kronecker product.

The control problem is to design distributed controller $u_i$ for each agent described in (8) to achieve the following objectives: 1) all the signals in the closed-loop systems are globally bounded; 2) asymptotic consensus for fractional-order
systems (8) is ensured, i.e., \( \lim_{\gamma \to 0} \|x_i(t) - x_j(t)\| = 0 \), for all \( i, j = 1, 2, \ldots, N \), and additionally, \( \lim_{\gamma \to 0} x_i(t) = \frac{\sum_{j=1}^{N} x_j(t)}{N} \).

Suppose that the communications among the \( N \) agents can be represented by a directed graph \( \mathcal{G} \triangleq (\mathcal{V}, \mathcal{E}) \) where \( \mathcal{V} = \{1, 2, \ldots, N\} \) means the set of indexes (or vertices) corresponding to each agent, \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) is the set of edges between two distinct agents. An edge \((i, j) \in \mathcal{E}\) denotes that agent \( j \) can obtain information from agent \( i \), but not necessarily vice versa. In this case, agent \( i \) is a neighbor of agent \( j \) if \((i, j) \notin \mathcal{E}\) and \( i \notin \mathcal{N}_i \) since self edges \((i, i)\) are not allowed. \( A = [a_{ij}] \in \mathbb{R}^{N \times N} \) is the connectivity matrix with \( a_{ij} = 1 \) if \((j, i) \in \mathcal{E}\) and \( a_{ij} = 0 \) if \((j, i) \notin \mathcal{E}\) defined.

Throughout this letter, the diagonal elements \( a_{ii} = 0 \). An indegree matrix \( \Delta \) is introduced as \( \Delta = \text{diag}\{\Delta_i\} \in \mathbb{R}^{N \times N} \) with \( \Delta_i = \sum_{j \in \mathcal{N}_i} a_{ij} \) being the \( i \)-th row sum of \( A \). Therefore, the Laplacian matrix of \( \mathcal{G} \) is defined as \( \mathcal{L} = \Delta - A \). A digraph is strongly connected if there is a directed path that connects any two arbitrary nodes of the graph and is balanced if for all \( i \in \mathcal{V}, \sum_{j \neq i} a_{ij} = \sum_{j \neq i} a_{ji} \).

Notations: \( \|\cdot\| \) is the Euclidean norm of a vector. \( I_N \) denotes an identity matrix with dimension equals to \( N \). \( I_N = [1, 1, \ldots, 1]^T \in \mathbb{R}^N \).

Assumption 1: The digraph \( \mathcal{G} \) is strongly connected and balanced.

### III. Distributed Controller Design and Stability Analysis

#### A. Distributed Controller Design

To achieve the above objectives, distributed controller is designed for each local agent based on periodic sampled-data control technology. The sampling instants are described by a discrete-time sequence \( \{t_k\} \) with \( t_0 < t_1 < \cdots < t_k < \cdots \) and \( t_{k+1} - t_k = h \), where \( h > 0 \) is the sampling period.

For \( t \in [t_k, t_k+1) \), let \( x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T \) and \( u_0 = [u_{1,0}, u_{2,0}, \ldots, u_{N,0}]^T \) where \( u_{i,0} \) denotes the control signal for the \( i \)-th agent within this time interval. According to Lemma 1, the value of \( x(t_1) \) can be computed as follows:

\[
x(t_1) = x(t_0) + \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t_1} (t_1 - \tau)^{\alpha-1} u_0 \, d\tau
\]

By designing the controller for the \( i \)-th agent as:

\[
u_{i,0} = \gamma \sum_{j \in \mathcal{N}_i} a_{ij} (x_j(t_0) - x_i(t_0)) ,
\]

where \( \gamma > 0 \), the closed-loop systems in this sampling period can be expressed as:

\[
x(t_1) = x(t_0) - \gamma \mathcal{L} x(t_0) \frac{h^\alpha}{\Gamma(\alpha+1)} .
\]

Now for \( t \in [t_k, t_{k+1}) (k \in \mathbb{Z}^+) \), define \( u_k = [u_{1,k}, u_{2,k}, \ldots, u_{N,k}]^T \). Since the fractional-order derivative of \( x \) depends on all the historical values of \( u \), thus not only the value of \( u \) at present instant but also all of its previous values are needed to determine the future behavior of fractional-order system. Therefore, \( x(t_{k+1}) \) should be expressed in terms of \( x(t_0) \) and \( u_j (j = 0, 1, \ldots, k) \) as follows:

\[
x(t_{k+1}) = x(t_0) + \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t_t} (t_{k+1} - \tau)^{\alpha-1} u_0 \, d\tau + \cdots
\]

\[
+ \frac{1}{\Gamma(\alpha)} \int_{t_k}^{t_{k+1}} (t_{k+1} - \tau)^{\alpha-1} u_k \, d\tau
\]

\[
x(t_k) + \sum_{l=1}^{k} [(l+1)h^\alpha - 2lh^\alpha + (l-1)h^\alpha] u_{l-1} \frac{h^l}{\Gamma(\alpha+1)}
\]

\[
+ \frac{u_k}{\Gamma(\alpha+1)} h^\alpha .
\]

Then based on (12), we design the distributed controller for the \( i \)-th agent as:

\[
u_{i,k} = \gamma \sum_{j \in \mathcal{N}_i} a_{ij} (x_j(t_k) - x_i(t_k))
\]

\[
- \sum_{l=1}^{k} [(l+1)^{\alpha} - 2l^{\alpha} + (l-1)^{\alpha}] u_{l-1} ,
\]

which results in the following closed-loop systems:

\[
x(t_{k+1}) = x(t_k) - \gamma \mathcal{L} x(t_k) \frac{h^\alpha}{\Gamma(\alpha+1)} .
\]
Therefore, \( u_{2,k} = |f(1)|u_{1,(k-1)} + |f(2)|u_{1,(k-2)} + \cdots + |f(k)|u_{1,0} \). Clearly, \( u_{2,k} \) is designed in such a way that the control signals at earlier time instants are less weighted. For example, the weight \(|f(k)|\) of \( u_{1,0} \) will tend to 0 as \( k \) increases. This is reasonable for practical situations of fractional-order systems. It can be observed from (11) and (14) that our designed distributed controllers allow us to analyze the stability of the closed-loop systems in the same way as that of the integer-order discrete-time closed-loop systems, which will be demonstrated in the next subsection.

### B. Stability Analysis

Our main result is presented in the following theorem, where a stability criterion is given.

**Theorem 1:** Consider the closed-loop systems consisting of fractional systems (8) and sampled-data based distributed controllers (10) and (13). All the signals in the closed-loop systems are globally bounded and asymptotic consensus is achieved, i.e., \( \lim_{t \to \infty} |x_i(t) - x_j(t)| = 0, \forall i, j = 1, 2, \ldots, N \), if the design parameters \( h \) and \( \gamma \) satisfy
\[
0 < \gamma \frac{h^\alpha}{\Gamma(\alpha + 1)} < \frac{1}{\Delta_{\text{max}}}
\]
and
\[
\beta = 1 - \gamma \lambda_2(L_s) \frac{h^\alpha}{\Gamma(\alpha + 1)},
\]
where \( \lambda_2(L_s) \) represents the second smallest eigenvalue of \( L_s \). Moreover, since the digraph is balanced, asymptotic average-consensus can be achieved, i.e., \( \lim_{t \to \infty} x_i(t) = \frac{\sum_{j=1}^N x_j(t_0)}{N} \).

**Proof:** As mentioned above, the main challenge is how to achieve global stability of the resulting systems in the presence of the second term on the right-hand side of (12). For this purpose, an additional control action is proposed in (13), in order to compensate for the effects of this term. However, with this new control term which is the weighted sum of previous control signals, it is difficult to show the boundedness of control inputs. To overcome this difficulty, we first establish the following relationship
\[
\|u_k\| \leq \|u_0\|, \text{ for all } k \geq 0.
\]

Now we define error vectors as
\[
e(t_k) = Lx(t_k), \quad k \in \mathbb{N}_0.
\]
Then the proof of (18) is completed through mathematical induction as detailed below.

**Step 1:** According to (10), (13) and (19), \( u_0 \) and \( u_1 \) can be respectively expressed as follows
\[
\begin{align*}
\dot{u}_0 & = -\gamma e(t_0), \\
\dot{u}_1 & = -\gamma e(t_1) + |f(1)|u_0.
\end{align*}
\]
Therefore, we have
\[
\begin{align*}
\|u_1\| & = \| - \gamma e(t_1) + |f(1)|u_0 \| \\
& \leq \gamma \| e(t_1) \| + |f(1)| \cdot \| u_0 \| \\
& \leq \gamma \beta \| e(t_0) \| + |f(1)| \cdot \| u_0 \| \\
& = [\beta + |f(1)|] \cdot \| u_0 \|.
\end{align*}
\]
By design, \( \gamma \) and \( h \) in such a way that \( [\beta + |f(1)|] \leq 1 \), then we have \( \|u_1\| \leq \|u_0\| \).

**Step 2:** Assuming that \( \|u_k\| \leq \|u_0\| \) holds for \( k > 1 \). According to (13) and (19), \( \|u_{k+1}\| \) can be expressed as
\[
\|u_{k+1}\| = \| - \gamma e(t_{k+1}) + \sum_{l=1}^{k+1} |f(l)|u_{k+1-l} \|
\]
\[
\leq \gamma \| e(t_{k+1}) \| + \sum_{l=1}^{k+1} |f(l)| \cdot \| u_{k+1-l} \|.
\]
Since \( \|e(t_{k+1})\| \leq \beta \| e(t_k) \| \leq \cdots \leq \beta^{k+1} \| e(t_0) \| \), therefore (23) becomes
\[
\|u_{k+1}\| \leq \gamma \beta^{k+1} \| e(t_0) \| + \sum_{l=1}^{k+1} |f(l)| \cdot \| u_{k+1-l} \|.
\]
Since for \( 1 \leq l \leq k+1, \| u_{k+1-l} \| \leq \| u_0 \| \) holds, hence
\[
\|u_{k+1}\| \leq \beta \| e(t_0) \| + \sum_{l=1}^{k+1} |f(l)| \cdot \| u_0 \|
\]
\[
= \left[ \beta^{k+1} + \sum_{l=1}^{k+1} |f(l)| \right] \cdot \| u_0 \|.
\]
If \( \gamma \) and \( h \) are chosen to satisfy (16), then we have (18). According to Lemma 2, \( |f(l)| < 1 \) for all \( l \in \mathbb{Z}^+ \) and it will monotonically tend to 0 as \( l \to \infty \). Hence it is worth noting that Lemma 2 is the premise that (16) holds for all \( k \geq 0 \). Since \( \|u_0\| = \gamma \| e(t_0) \| \) is bounded, therefore the global boundedness of all control signals is guaranteed.

Furthermore, (14) can be rewritten as
\[
\dot{x}(t_{k+1}) = Px(t_k)
\]
where \( P = I_N - \gamma \frac{h^\alpha}{\Gamma(\alpha + 1)} \cdot \) is Perron matrix of digraph \( G \) with \( \gamma \frac{h^\alpha}{\Gamma(\alpha + 1)} \) treated as an integrated gain. Under condition (15), all the eigenvalues of \( P \) are within the unit circle, which further implies the global boundedness of \( x(t) \).

Also, from (14) it can be noticed that the \( i \)-th agent in the closed-loop systems is described as
\[
\dot{x}_i(t_{k+1}) = x_i(t_k) + \gamma \frac{h^\alpha}{\Gamma(\alpha + 1)} \sum_{j \in N_i} a_{ij} \left( x_j(t_k) - x_i(t_k) \right).
\]
Hence, under Assumption 1, the proof of the condition (15) for reaching asymptotic consensus follows from that [37, Th. 2] and thus the theorem is proved.

**Remark 4:** From (22) and (24), it can be seen that \( \beta \) is a lower bound of the decaying rate of \( \| e(t_0) \| \). For the case of a strongly connected unbalanced digraph, \( \beta \) is redefined as follows:
\[
\beta = \sqrt{\max_{p=0} e^T P^T Pe}.
\]
Fig. 1. States of (29).

Fig. 2. $\|u\|^2$ of controllers in this letter and in [21].

Fig. 3. Value of $[\beta^{k+1} + \sum_{l=1}^{k+1} |f(l)|]$ under the proposed control scheme.

Fig. 4. Mean absolute error $r$ with proposed scheme and scheme in [21].

is revealed that the proposed controller can achieve asymptotic consensus in a more precise way.

Consider a group of five fractional-order agents with the following dynamics

$$C^\alpha_t D^\alpha_t x_i(t) = u_i(t), \quad i = 1, 2, \ldots, 5, \quad (29)$$

where $\alpha = 0.9$ and initial values of states are $x(t_0) = [4.5, 5, 6, 1.5, -1]^T$. The connection weights of the graph are $a_{14} = a_{15} = a_{21} = a_{23} = a_{31} = a_{32} = a_{42} = a_{43} = a_{54} = 1$ and other entries of $A$ are equal to zero.

Based on (15) to (17), the designed control parameter and sampling period are respectively selected as $\gamma = 0.15$ and $h = 0.85s$. The simulation results are shown in Fig. 1 to Fig. 3. From Fig. 1, asymptotic consensus and average-consensus are realized with $\lim_{t \to \infty} x_i(t) = x_{\text{final}} = \frac{\sum_{i=1}^{5} x_i(t_0)}{5} = 3.2$. The value of $\|u\|^2$ can be observed from Fig. 2, which shows the boundedness of all control signals. Furthermore, for the purpose of verifying the condition for ensuring all the control signals are globally bounded, the value of $[\beta^{k+1} + \sum_{l=1}^{k+1} |f(l)|]$ is given in Fig. 3, from which it can be noticed that inequality (16) holds for $\forall k \in \mathbb{N}_0$ with the selected design parameters.

To better illustrate the accuracy and effectiveness of our proposed control algorithm, a comparative simulation study between the control scheme in [21] and in this letter is implemented under the same control parameters. The mean absolute error $r(t) = \frac{1}{5} \sum_{i=1}^{5} |x_i(t) - x_{\text{final}}|$ with the proposed scheme and control method in [21] are displayed in Fig. 4. It can be seen from Fig. 1 and Fig. 4 that the mean absolute error with control scheme in [21] is larger compared to that with the control scheme in this letter. Furthermore, as can be observed in Fig. 2, the control signals under the control scheme in [21] share similar magnitude with our proposed control inputs. Besides, by comparing the areas under the solid line and dash line in Fig. 2, it can be noticed that the accumulated control efforts in the proposed scheme are comparable to those in [21], which exemplifies the effectiveness of the proposed schemes. All these results verify our theoretical results established. More importantly, we have provided solid analysis of the fractional-order system by taking its hereditary and infinite memory properties into account.
V. Conclusion

In this letter, a distributed consensus sampled-data based control scheme for multi-agent systems with fractional-order \( \alpha \in (0, 1) \) is proposed. By taking the hereditary and infinite memory properties of fractional-order calculus into account, a new control scheme is designed to not only ensure system stability, but also achieve asymptotic consensus. Simulation results also illustrate the accuracy and effectiveness of the proposed control algorithm. Since the proposed controller contains the weighted sum of all the previous control signals while the current control input has weaker relation with older control signal, thus in practice, finite recent steps of control signals might be applied for computing the current control signal to reduce the required signal storage space and ensure certain performance accuracy in the meantime, which further indicates an interesting future topic to investigate the finite-dimensional sampled-data control of fractional-order multi-agent systems and its trade-off between control performance and storage size. Moreover, as mentioned in Remark 4, it is a meaningful future research direction to extend our result to the fractional-order multi-agent system over an unbalanced digraph.
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