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Abstract

In this note, we find an equivalent boundary integral equation to the classical $\bar{\partial}$-Neumann problem. The new equation contains an equivalent regularity to the global regularity of the $\bar{\partial}$-Neumann problem. We also use the integral equations to observe a new-found rigidity property of the $\bar{\partial}$-Neumann problem on the unit ball in $\mathbb{C}^2$.

1 Introduction

One of the important questions of Dolbeault cohomology is to understand for which domain, the Dolbeault cohomology is trivial. This question has been solved by Hörmander in [11] using $L^2$ methods, which is a technique from partial differential equations. More specifically, Hörmander showed, on pseudoconvex domains, that $\bar{\partial} u = f$ ($f \in L^2$ and $\bar{\partial} f = 0$) is always solvable for $u \in \text{Dom}(\bar{\partial})$ and $u$ satisfies the estimate $\|u\|_{L^2(\Omega)} \leq C\|f\|_{L^2(\Omega)}$.

The $\bar{\partial}$ and its adjoint induce a natural boundary condition. This enables one to study the Poisson equation under this boundary condition. This kind of boundary value problem is called the $\bar{\partial}$-Neumann problem. We will use $-\Box$ to denote the Laplace operator with this natural boundary condition. The $\bar{\partial}$-Neumann problem is closely related to solving the classical Poisson equation, but with a non-coercive boundary condition. This non-coercive boundary condition brings some essential differences comparing with the classical Dirichlet/Neumann condition. One of the important difference is the global regularity, i.e., given the data smooth up to boundary, the solution is smooth up to boundary as well.

In 1965, Kohn proved the global regularity of the $\bar{\partial}$-Neumann problem when the domain is strongly pseudoconvex by observing the boundary term in the Kohn–Morrey–Hörmander formula (See Proposition 2.1). An interesting question after Kohn’s result is whether the global regularity can generalized to all bounded pseudoconvex domains. In 1992, Boas–Straube gave a sufficient condition under which the global regularity holds. Mathematicians then expected an affirmative answer but Christ [4] gave the counterexample “the $\beta$-worm domains” (See Barrett’s [1] as well) in 1996. This counterexample asserts that the global regularities do not hold for all bounded pseudoconvex domains.

There are some recent results on sufficient conditions of global regularity, see e.g., Straube [17], Straube–Zeytuncu [19], Harrington [8], Harrington–Liu [12], Harrington–Raich [9], Harrington–Raich [10], Liu–Raich [14] and Liu [13]. However, the complete answer, to the cut of when the regularity holds or not, is still unknown. One difficulty is the lack of sharp tools for studying the global regularity. The aim of this note is to seek for an alternative way to express the $\bar{\partial}$-Neumann problem. Indeed, we will use the classical tools of harmonic analysis to study the solutions of the $\bar{\partial}$-Neumann problem in terms of system of integral equations involving the boundary values of the solutions.
and the boundary values of the conormal derivative of these solutions. This reduction to boundary brings a new viewpoint to study the global regularity. The main tool for the reduction comes from potential theory and good references about it can be found in McLean [15] and Hsiao–Wendland [12]. After the theorem of the reduction (Theorem 3.1), we observe, in Theorem 4.1, a new-found rigidity property of the $\bar{\partial}$-Neumann problem with constant velocity in $B(0,1)$. This property gives a certain relation among the constants on boundary conditions and the data of the $\bar{\partial}$-Neumann problem.

We remark that Greiner–Stein in [3] and Chang–Nagel–Stein in [2] also obtained a reduction of the $\bar{\partial}$-Neumann problem to the boundary. However, their papers used a different method like Green’s functions and symbolic calculus. Consequently, their reduction is up to a smoothing operator and their formulas depend on coordinates. Our formula in this note, on the other hand, is precisely formulated (not up to a smoothing operator).

The rest of the note is organized as following. In Section 2 we introduce background and some known classical results. Section 3 will give the theorem of reduction. It also provides an equivalent condition to the global regularity of the $\bar{\partial}$-Neumann problem. The main theorem of this section is Theorem 3.1. At the last, in Section 4 we exhibit the new-found rigidity property. The main theorem in this section is Theorem 4.1.

## 2 Preliminary

In this note, we use $(\cdot, \cdot)$ and $\langle \cdot, \cdot \rangle$ to denote the pointwise inner product and the $L^2$ inner product respectively. We use $\langle \cdot | \cdot \rangle$ to denote the action of Schwartz distributions on test functions.

Let $\Omega$ be a bounded domain with smooth boundary. Let $\delta$ be the signed distance function defined as follows:

$$
\delta(z) := \begin{cases} 
\text{dist}(z, \partial\Omega) & z \in \Omega \\
\text{dist}(z, \partial\Omega) & \text{otherwise}.
\end{cases}
$$

Since $\delta$ is a signed distance function, we have the convention that $(\nabla \delta, \nabla \delta) = 1$, i.e.,

$$
\sum_i \left| \frac{\partial \delta}{\partial x_i} \right|^2 + \sum_i \left| \frac{\partial \delta}{\partial y_i} \right|^2 = 1.
$$

Traditionally, the Riemann metric gives $\left( \frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_i} \right) = 1$. For several complex variables, this deduce that

$$
\left( \frac{\partial}{\partial z_i}, \frac{\partial}{\partial z_i} \right) = \left( \frac{1}{2} \frac{\partial}{\partial x_i} - \sqrt{-1} \frac{\partial}{\partial y_i}, \frac{1}{2} \frac{\partial}{\partial x_i} - \sqrt{-1} \frac{\partial}{\partial y_i} \right) = \left( \frac{1}{2} \frac{\partial}{\partial x_i}, \frac{1}{2} \frac{\partial}{\partial x_i} \right) + \left( \frac{\sqrt{-1}}{2} \frac{\partial}{\partial y_i}, \frac{\sqrt{-1}}{2} \frac{\partial}{\partial y_i} \right) = \frac{1}{4} + \frac{1}{4} = \frac{1}{2}.
$$

For a bounded domain $\Omega$ with smooth boundary in $\mathbb{C}^2$, we let

$$
L = 2 \left( \frac{\partial \delta}{\partial z_2} \frac{\partial}{\partial z_1} - \frac{\partial \delta}{\partial z_1} \frac{\partial}{\partial z_2} \right),
$$
be the \((1,0)\) vector field. One can observe that \(L\) is tangential to \(\partial\Omega\) and

\[
(L, L) = 4((\frac{\partial \delta}{\partial z_1} \frac{\partial}{\partial z_1} - \frac{\partial \delta}{\partial z_2} \frac{\partial}{\partial z_2}) = 2((\frac{\partial \delta}{\partial z_1})^2 + (\frac{\partial \delta}{\partial z_2})^2)
\]

\[
= 2\left((\frac{1}{2}(\frac{\partial \delta}{\partial x_1} - \sqrt{1}(\frac{\partial \delta}{\partial y_1}))^2 + \frac{1}{2}(\frac{\partial \delta}{\partial x_2} - \sqrt{1}(\frac{\partial \delta}{\partial y_2}))^2\right) = \frac{1}{2} |\nabla \delta|^2 = \frac{1}{2}.
\]

Similarly, we let

\[
N = 2 \frac{\partial \delta}{\partial z_1} \frac{\partial}{\partial z_1} + 2 \frac{\partial \delta}{\partial z_2} \frac{\partial}{\partial z_2}.
\]

Clearly, \(N\) is normal to \(\partial\Omega\) and \((N, N) = \frac{1}{2}\).

We also write \(\omega_L = 2 \frac{\partial \delta}{\partial z_2} d\bar{z}_1 - 2 \frac{\partial \delta}{\partial z_1} d\bar{z}_2\) and \(\omega_N = 2 \frac{\partial \delta}{\partial z_1} d\bar{z}_1 + 2 \frac{\partial \delta}{\partial z_2} d\bar{z}_2\). One can easily conclude that

\[
(\omega_L, \omega_L) = (\omega_N, \omega_N) = 2\quad \text{and}\quad \omega_L(L) = \omega_N(N) = 1.
\]

Moreover, from the convention that

\[
1 = ((\sqrt{2})^{-2} \omega_L \wedge \omega_N, (\sqrt{2})^{-2} \omega_L \wedge \omega_N),
\]

we have that

\[
(\omega_L \wedge \omega_N, \omega_L \wedge \omega_N) = 4.
\]

We will use \(\omega_L\) and \(\omega_N\) as the frame of \((0,1)\)-forms.

Let \(\bar{\partial} : \mathcal{D}'_{(p,q)}(\mathbb{C}^n) \to \mathcal{D}'_{p,q+1}(\mathbb{C}^n)\) be the Cauchy–Riemann operator, where \(\mathcal{D}'_{(p,q)}(\mathbb{C}^n)\) denotes the \((p,q)\)-currents.

In \(\mathbb{C}^2\), due to the coordinate-free definition of exterior derivative \(d\):

\[
\bar{\partial}u(L, N) = du(L, N)
\]

\[
=L u(N) - N u(L) - u([L, N])
\]

\[
=L u_2 - N u_1 - 2u_1 \cdot ([L, N], L) - 2u_2 \cdot ([L, N], N)
\]

and the fact that \(([L, N], N) = ([L, N], \nabla \delta) = L N \delta - N L \delta = 0\), we have that

\[
\bar{\partial}(u_1 \omega_L + u_2 \omega_N) = (L u_2 - N u_1 - 2u_1 \cdot ([L, N], L) - 2u_2 \cdot ([L, N], N)) (\omega_L \wedge \omega_N),
\]

for \(u = u_1 \omega_L + u_2 \omega_N \in \mathcal{D}'_{0,1}(\mathbb{C}^2)\).

Fix a bounded pseudoconvex domain \(\Omega\) with smooth boundary. It is clear that \(\bar{\partial}\) is unbounded on \(L^2(\Omega)\). So we restrict \(\bar{\partial}\) on \(\text{Dom}(\bar{\partial}) \subset L^2(\Omega)\), where \(\text{Dom}(\bar{\partial}) = \{u \in L^2(\Omega) : \bar{\partial}u \in L^2(\Omega)\}\). The graph norm associated to \(\bar{\partial}\) is defined as \(\|u\|_{\bar{\partial}}^2 = \|\bar{\partial}u\|_{L^2(\Omega)}^2 + \|\bar{\partial}u\|_{L^2(\Omega)}^2\) so \(\text{Dom}(\bar{\partial})\) becomes a Hilbert space with the graph norm. Note that in general \(\text{Dom}(\bar{\partial}) \not\subset H^1(\Omega)\) because \(\bar{\partial}\) operator only takes selected derivatives. (Here \(H^1(\Omega)\) denotes the first Sobolev space on \(\Omega\) and is equivalent to \(W^1(\Omega)\).) Consequently, there is no obvious way to define the trace operator \(\gamma\) on \(\text{Dom}(\bar{\partial})\). Because of this, we will always assume, in this note, a higher regularity of \(u\), in order to define \(\gamma u\). Since our goal is the global regularity, we do not lose generality with this extra assumption.

The adjoint \(\bar{\partial}^*\) of \(\bar{\partial}\) (for the definition of adjoint, see [10]) is unbounded, closed and densely defined on \(L^2(\Omega)\). We are going to calculate the formal adjoint of \(\bar{\partial}\) using a formula of Griffiths–Harris [6]:

\[
\text{adj}(\bar{\partial}^*) = \bar{\partial}^* \quad \text{on} \quad \text{Dom}(\bar{\partial}^*) = H^1(\Omega)
\]
\(\bar{\partial}^* = -\ast \partial^*\) on compactly supported smooth forms, where \(\ast\) stands for the Hodge-\(\ast\) operator. (The definition of the Hodge-\(\ast\) operator may be different in other references. But, the \(\bar{\partial}^*\) would remain the same.)

We observe that

\[\ast u = \ast (u_1 \omega_L) + \ast (u_2 \omega_N).\]

Here

\[\ast (u_1 \omega_L) = \frac{1}{2} \bar{u}_1 \omega_L \wedge \omega_N \wedge \omega \quad \text{and} \quad \ast (u_2 \omega_N) = -\frac{1}{2} \bar{u}_2 \omega_L \wedge \omega_N \wedge \omega_L.\]

So, using the invariant formula of exterior differentials, we have that

\[
\begin{align*}
  d\ast u(L, N, \bar{\omega}, \bar{N}) &= \bar{\partial} \ast u(L, N, \bar{\omega}, \bar{N}) \\
  &= \frac{1}{2} (\bar{\omega} \bar{u}_1 + 2 \bar{u}_1 ([L, \bar{\omega}], L) + ([N, \bar{\omega}], N)) \\
  &\quad + \frac{1}{2} (\bar{\omega} \bar{u}_2 + 2 \bar{u}_2 ([L, \bar{\omega}], L) + ([N, \bar{\omega}], N)) \\
  &= \frac{1}{2} (\bar{\omega} \bar{u}_1 + 2 \bar{u}_1 ((L, \delta_L L) + (N, \delta_N L))) \\
  &\quad + \frac{1}{2} (\bar{\omega} \bar{u}_2 + 2 \bar{u}_2 ((N, \delta_N N) + (L, \delta_L N))) \\
  &= \frac{1}{2} \bar{\omega} \bar{u}_1 + \frac{1}{2} (\bar{\omega} \bar{u}_2 + 2 \bar{u}_2(L, [L, N])).
\end{align*}
\]

where in the last line we have used the identity \((\delta_L L, L) = -(\delta_L N, N)\) and \((\delta_N N, N) = -(\delta_N L, L)\). Consequently,

\[
\bar{\partial}^* u = -\ast \bar{\partial} \ast u = -2(\bar{\partial}u_1 + Nu_2 + 2u_2([L, N], L)),
\]

for \(u \in C_0^\infty(\overline{\Omega}) \cap \text{Dom}(\bar{\partial}^*).\)

One can further define the operator \(\bar{\partial} + \bar{\partial}^*\) on \(\text{Dom}(\bar{\partial} + \bar{\partial}^*) := \text{Dom}(\bar{\partial}) \cap \text{Dom}(\bar{\partial}^*)\). In matrix form, we may write the equation in the frame of \(\omega_L\) and \(\omega_N\):

\[
(\bar{\partial} + \bar{\partial}^*) (u_1 \ u_2) = \begin{pmatrix}
-2(\bar{\partial}u_1 + Nu_2 + 2u_2([L, N], L)) \\
\bar{\omega}u_2 - Nu_1 - 2u_1 \cdot ([L, N])
\end{pmatrix},
\]

for \(u = u_1 \omega_L + u_2 \omega_N \in \text{Dom}(\bar{\partial} + \bar{\partial}^*),\) where the first component in the right matrix is the coefficient of 1 and the second component is the coefficient of \(\omega_L \wedge \omega_N\).

For \(u \in \mathcal{D}'(\mathbb{C}^2)\), we observe that \(\bar{\partial}u(\bar{\omega}) = \bar{\omega}u\) and \(\bar{\partial}u(\bar{N}) = \bar{N}u\). We obtain that \(\bar{\partial}u = (\bar{\omega}u) \omega_L + (\bar{N}u) \omega_N\). By integration by parts, we find

\[
\bar{\partial}^* u = 2(Ns)\omega_L - 2(Ls)\omega_N,
\]

for \(u = s\omega_L \wedge \omega_N \in \text{Dom}(\bar{\partial}^*).\)

In addition to the discussion for operators of \(\bar{\partial}\) and \(\bar{\partial}^*\), the following celebrated a priori estimate plays a role in our note.

**Proposition 2.1** (Kohn–Morrey–Hörmander estimate). Let \(\Omega \subset \mathbb{C}^n\) be a bounded pseudoconvex domain with smooth boundary. Let \(\delta\) be the signed distance function of \(\Omega\). For arbitrary \(u \in C_0^\infty(\overline{\Omega}) \cap \text{Dom}(\bar{\partial}^*),\) we have that

\[
C \|\bar{\partial}u\|^2 + C \|\bar{\partial}^* u\|^2 \geq \int_{\Omega} (u, u) \, dx + \int_{\partial \Omega} \text{Hess}_{\delta}(u, u) \, d\sigma.
\]
Combining with a density lemma, this a priori estimate becomes a solvability result for bounded pseudoconvex domains:

\[ \|u\|_{L^2(\Omega)} \leq C \| (\tilde{\partial} + \tilde{\partial}^\star) u \|_{L^2(\Omega)}, \]

for all \( u \in \text{Dom}(\tilde{\partial} + \tilde{\partial}^\star) \). Moreover, with this estimate, one can obtain, by the Cauchy–Schwartz inequality, that for a bounded pseudoconvex domain \( \Omega \) with smooth boundary:

\[ \|u\|_{L^2(\Omega)} \leq C \| (\tilde{\partial} + \tilde{\partial}^\star)^2 u \|_{L^2(\Omega)}, \]

for all \( u \in \text{Dom}(\tilde{\partial} + \tilde{\partial}^\star) \) so that \((\tilde{\partial} + \tilde{\partial}^\star) u \in \text{Dom}(\tilde{\partial} + \tilde{\partial}^\star)\). Note this inequality does not guarantee a regularity because we could not improve \( \| \cdot \|_{L^2(\Omega)} \) to \( \| \cdot \|_{H^1(\Omega)} \) due to the boundary condition (roughly speaking, the boundary condition from \( \text{Dom}(\tilde{\partial}^\star) \) is not strong enough to make various integration by parts).

Motivated from the inequality \( \|u\|_{L^2(\Omega)} \leq C \| (\tilde{\partial} + \tilde{\partial}^\star)^2 u \|_{L^2(\Omega)} \), one may define the operator \( \Box = 2(\tilde{\partial} + \tilde{\partial}^\star)^2 \) (Our definition of \( \Box \) differs from the ones in Straube \[18\] and Chen–Shaw \[3\] by a multiple of constant; in our setting, \( -\Box = \Delta \) and in this way, we can easily borrow results of \( \Delta \) from harmonic analysis) and with our definition, we may easily make use of the techniques from harmonic analysis (boundary integral equations). Let

\[ \text{Dom}(\Box) := \{ u \in L^2(\Omega) : u \in \text{Dom}(\tilde{\partial} + \tilde{\partial}^\star), \quad \tilde{\partial} u \in \text{Dom}(\tilde{\partial}^\star) \text{ and } \tilde{\partial}^\star u \in \text{Dom}(\tilde{\partial}) \}. \]

Specifically, the following theorem is fundamental to the \( \tilde{\partial} \)-Neumann problem.

**Theorem 2.1.** Let \( \Omega \) be a bounded pseudoconvex domain with smooth boundary in \( \mathbb{C}^2 \). For each \( f \in L^2(\Omega) \), one can find a unique \( u \in \text{Dom}(\Box) \) so that \( \Box u = f \). Moreover, we have the estimate

\[ \|u\|_{L^2(\Omega)} \leq C \|f\|_{L^2(\Omega)}. \]

We now turn to introduce the background of boundary integral equations. For \( u, v \in H^2(\Omega) \), we define the sesquilinear form: \( \Phi(u, v) = \langle (\tilde{\partial} + \tilde{\partial}^\star) u, (\tilde{\partial} + \tilde{\partial}^\star) v \rangle \). The integration by parts of coordinate-free can be stated as follows:

\[
\int_{\Omega} X f + (\text{div} X) f \, dV = \int_{\Omega} X f + 2f \left( (\nabla_L X, L) + (\nabla_N X, N) \right) \, dV = \int_{\partial\Omega} (X \delta) f \, d\sigma,
\]

for all \( f \in C^\infty(\overline{\Omega}) \) and all tangent vector fields \( X \) of \( \overline{\Omega} \). Using this integration by parts, one may obtain that

\[ \Phi(u, v) = \frac{1}{2} \langle \Box u, v \rangle + \frac{1}{2} \langle B u, \gamma v \rangle_{\partial\Omega}. \tag{1} \]

In the equation, \( \gamma : H^1(\Omega) \to H^{\frac{1}{2}}(\partial\Omega) \) denotes the trace operator. The \( B : H^2(\Omega) \to H^{\frac{1}{2}}(\partial\Omega) \) is the conormal derivative defined as follows:

\[ Bu = 2 \begin{pmatrix} N & -L \\ L & N \end{pmatrix} \begin{pmatrix} u_1 \\ u_2 \end{pmatrix}_{\partial\Omega} + 2 \begin{pmatrix} 2(L, [L, N]) \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ 2([L, N], L) \end{pmatrix} \begin{pmatrix} u_1 \\ u_2 \end{pmatrix}_{\partial\Omega}. \]

Written in matrix forms, \( \begin{pmatrix} \Box \\ \gamma \end{pmatrix} \) can be represented as

\[
4 \begin{pmatrix} \frac{L}{u_1 + Nu_2 + 2u_2 \cdot ([L, N], L)} \\ \frac{L}{u_2 - Nu_1 - 2u_1 \cdot (L, [L, N])} \end{pmatrix} \begin{pmatrix} \frac{L}{u_1 + Nu_2 + 2u_2 \cdot ([L, N], L)} \\ \frac{L}{u_2 - Nu_1 - 2u_1 \cdot (L, [L, N])} \end{pmatrix} \begin{pmatrix} u_1 \\ u_2 \end{pmatrix}_{\partial\Omega} + 2 \begin{pmatrix} -L u_2 + Nu_1 + 2u_1 (L, [L, N]) \\ Lu_1 + Nu_2 + 2u_2 ([L, N], L) \end{pmatrix} \begin{pmatrix} u_1 \\ u_2 \end{pmatrix}_{\partial\Omega},
\]
where in the equation above, $\langle \cdot , \cdot \rangle$ denotes $L^2$ component-wise inner product.

We now recall some basics from the boundary integral equations. For this topic, references are Hsiao–Wendland [12] and McLean [15]. On a bounded domain with smooth boundary, partial differential equations with boundary condition may be reduced to integral equations on boundary called boundary integral equation. The foundation of this reduction is the Green’s third identity. A modern reformulation of this identity is explained in the following paragraphs.

We define $\text{SL} = \mathcal{G} \gamma^*$ and $\text{DL} = \mathcal{G} \mathcal{B}^*$, where $\mathcal{G}$ is the fundamental solution of $\Delta u = f$ satisfies

$$\Delta \mathcal{G} u = \mathcal{G} \Delta u = u$$

for all $u \in \mathcal{E}'(\mathbb{C}^n)$, where $\mathcal{E}'(\mathbb{C}^n)$ denotes the set of distributions with compact support.

**Theorem 2.2** (The third Green’s identity). Let $f \in L^2(\Omega)$ and suppose $u \in H^2(\Omega)$. Define

$$\tilde{f}(z) = \begin{cases} f & z \in \Omega \\ 0 & \text{otherwise.} \end{cases}$$

Suppose $\Delta u = f$ in $\Omega$. Then $u$ can be written as follows,

$$u = \mathcal{G} \tilde{f} + \mathcal{G} \mathcal{B}^*(\gamma u)_{\partial \Omega} - \mathcal{G} \gamma^*(\mathcal{B} u)_{\partial \Omega},$$

in $\Omega$, where $\mathcal{B}^*$ and $\gamma^*$ are adjoints of the conormal derivative and the trace operator respectively.

Putting $\gamma$ and $\mathcal{B}$ on the two sides of (2), we obtain the following two identities:

$$\gamma u = \gamma \mathcal{G} \tilde{f} + \gamma \text{DL}(\gamma u) - \gamma \text{SL}(\mathcal{B} u) \quad \text{and} \quad \mathcal{B} u = \mathcal{B} \mathcal{G} \tilde{f} + \mathcal{B} \text{DL}(\gamma u) - \mathcal{B} \text{SL}(\mathcal{B} u),$$

in $\Omega$. We further define the following operators:

$$S = \gamma \text{SL}, \quad R = -\mathcal{B} \text{DL} \quad \text{and} \quad T = 2\gamma \text{DL} + \text{id}, \quad T^* = 2\mathcal{B} \text{SL} - \text{id}.$$ 

These imply that

$$\left\{ \begin{array}{l}
\gamma u = \gamma \mathcal{G} f + \gamma \text{SL} \mathcal{B} u - \gamma \text{DL} \gamma u = \gamma \mathcal{G} f + \mathcal{S} \mathcal{B} u + \frac{1}{2} (\gamma u - T \gamma u) \\
\mathcal{B} u = \mathcal{B} \mathcal{G} f + \mathcal{B} \text{SL} \mathcal{B} u - \mathcal{B} \text{DL} \gamma u = \mathcal{B} \mathcal{G} f + \frac{1}{2} (\mathcal{B} u + T^* \mathcal{B} u) + R \gamma u.
\end{array} \right.$$ (3)

In the classical theory of boundary integral equations in $\mathbb{R}^n$, the operators $S$, $R$, $T$ and $T^*$ can be written as follows:

$$S \psi(x) = \int_{\partial \Omega} \mathcal{G}(x,y) \psi(y) d\sigma_y,$$

$$T \psi(x) = 2 \lim_{\varepsilon \to 0} \int_{\partial \Omega \setminus \overline{B}_\varepsilon(z)} \mathcal{B}_y \mathcal{G}(x,y)^+ \psi(y) d\sigma_y,$$

$$T^* \psi(x) = 2 \lim_{\varepsilon \to 0} \int_{\partial \Omega \setminus \overline{B}_\varepsilon(z)} \mathcal{B}_x \mathcal{G}(y,x)^+ \psi(y) d\sigma_y$$

and

$$R \psi(x) = -\text{f.p.} \int_{\partial \Omega \setminus \overline{B}_\varepsilon(x)} \mathcal{B}_x (\mathcal{B}_y \mathcal{G}(y,x))^+ \psi(y) d\sigma_y,$$

where the f.p. denotes the Hadamard finite part.

In the above integrals, $\mathcal{G}$ denotes the kernel of the fundamental solution of $\Delta = -\Box$. 

3 The reduction

For the following, we will discuss the $\bar{\partial}$-Neumann problem as the following form: for $f \in L^2_{0,1}(\Omega)$,

$$-\Box u = f \quad \text{in} \quad \Omega$$

$$u_2 = 0 \quad \text{on} \quad \partial \Omega$$

$$\overline{N}u_1 = -2u_1 \cdot (L, [L, N]) \quad \text{on} \quad \partial \Omega$$

(4)

where $u = \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} \in H^2(\Omega)$ represents $u = u_1\omega_T + u_2\omega_N$.

We explain this reformulation as follows: Let $\gamma$ denotes the trace operator on boundary and let $(\gamma u)_i$ denote the $i$-th component of $\gamma u$ for $i = 1, 2$. It is obvious that, $u \in \text{Dom}(\bar{\partial}^* \cap H^2_0(\Omega))$ if and only if $(\gamma u)_2 = 0$ (i.e., $\gamma u$ vanishes on the $\omega_N$-component) on $\partial\Omega$.

Similarly, $u \in \text{Dom}(\bar{\partial})$ and $\bar{\partial}u \in \text{Dom}(\bar{\partial})^*$ if and only if $u|_{\partial\Omega} = 0$ and $\overline{N}u_1 = -2u_1 \cdot g(L, [L, N])$ on $\partial\Omega$. In other words, one can say $u \in \text{Dom}(\bar{\partial})$ and $\bar{\partial}u \in \text{Dom}(\bar{\partial})^*$ if and only if $(\gamma u)_2 = 0$ and $(B u)_1 = 0$, where $(B u)_i$ denotes the $i$-th component of $B u$.

By the third Green’s identity in matrix form, we have that,

$$u_1 = G_{11} f_1 + G_{12} f_2 + SL_{11}(B u)_1 + SL_{12}(B u)_2 - DL_{11}(\gamma u)_1 - DL_{12}(\gamma u)_2$$

and

$$u_2 = G_{21} f_1 + G_{22} f_2 + SL_{21}(B u)_1 + SL_{22}(B u)_2 - DL_{21}(\gamma u)_1 - DL_{22}(\gamma u)_2.$$  

Applying $\gamma$ and $B$ on both sides, in matrix form, we obtain

$$\frac{1}{2} \begin{pmatrix} \gamma u_1 \\ \gamma u_2 \end{pmatrix} = \gamma G f + \begin{pmatrix} S_{11}(B u)_1 + S_{12}(B u)_2 \\ S_{21}(B u)_1 + S_{22}(B u)_2 \end{pmatrix} - \frac{1}{2} \begin{pmatrix} T_{11} \gamma u_1 + T_{12} \gamma u_2 \\ T_{21} \gamma u_1 + T_{22} \gamma u_2 \end{pmatrix}$$

and

$$\frac{1}{2} \begin{pmatrix} (B u)_1 \\ (B u)_2 \end{pmatrix} = B G f + \frac{1}{2} \begin{pmatrix} T_{11}^* (B u)_1 + T_{12}^* (B u)_2 \\ T_{21}^* (B u)_1 + T_{22}^* (B u)_2 \end{pmatrix} + \begin{pmatrix} R_{11} \gamma u_1 + R_{12} \gamma u_2 \\ R_{21} \gamma u_1 + R_{22} \gamma u_2 \end{pmatrix}.$$

We now turn to compute the kernel of $T$, $S$ and $R$ in terms of our special boundary coordinates ($\omega_T$ and $\omega_N$).

Let $G_0$ denote the fundamental solution of $-\Box$. Recall that if $u = s d\bar{z}_1 + t d\bar{z}_2$ then

$$\Box u = -\begin{pmatrix} \Delta & 0 \\ 0 & \Delta \end{pmatrix} \begin{pmatrix} s \\ t \end{pmatrix}.$$  

It is well-known that the fundamental solution $G_0$ of $\Delta$ has the following form,

$$G_0(f \, d\bar{z}_1 + h \, d\bar{z}_2) = \frac{1}{4} (\pi)^{-2} \int_{\mathbb{R}^4} \frac{f(w)}{|z-w|^2} \, d\bar{z}_1 + \frac{h(w)}{|z-w|^2} \, d\bar{z}_2 \, d\sigma_w = G_0 f \, d\bar{z}_1 + G_0 h \, d\bar{z}_2.$$  

The formula for $G_0$ is based on the classical coordinates $d\bar{z}_1$ and $d\bar{z}_2$. In order to find the fundamental solution $G$ based on the coordinates $\omega_T$ and $\omega_N$, we do coordinate changes as follows:

$$G(u_1\omega_T + u_2\omega_N)$$
Similarly, we can define
\[ \mathcal{G}_1 u_1 = \left( \frac{1}{\pi} \right)^2 \int \left[ \left( \frac{\partial}{\partial \bar{z}_1} \frac{\partial}{\partial z} \right) + 2 \frac{\partial}{\partial \bar{z}_2} \frac{\partial}{\partial \bar{w}_1} \right] \frac{u_1(w)}{|z-w|^2} \, d\sigma_w = \frac{1}{2} (\pi)^{-2} \int \frac{\langle N_z \cdot N_w \rangle}{|z-w|^2} u_1(w) \, d\sigma_w, \]
\[ \mathcal{G}_2 u_2 = \left( \frac{1}{\pi} \right)^2 \int \left[ \left( \frac{\partial}{\partial \bar{z}_1} \frac{\partial}{\partial z} \right) + 2 \frac{\partial}{\partial \bar{z}_2} \frac{\partial}{\partial \bar{w}_2} \right] \frac{u_2(w)}{|z-w|^2} \, d\sigma_w = \frac{1}{2} (\pi)^{-2} \int \frac{\langle N_z \cdot L_w \rangle}{|z-w|^2} u_2(w) \, d\sigma_w. \]

Here,
\begin{align*}
\langle N_z \cdot N_w \rangle &= \left( \frac{1}{\pi} \right)^2 \left[ \left( \frac{\partial}{\partial \bar{z}_1} \frac{\partial}{\partial z} \right) + 2 \frac{\partial}{\partial \bar{z}_2} \frac{\partial}{\partial \bar{w}_1} \right] \frac{1}{|z-w|^2} \, d\sigma_w \quad \text{and} \\
\langle L_z \cdot (z-w) \rangle &= \left( \frac{1}{\pi} \right)^2 \left[ \left( \frac{\partial}{\partial \bar{z}_1} \frac{\partial}{\partial z} \right) + 2 \frac{\partial}{\partial \bar{z}_2} \frac{\partial}{\partial \bar{w}_2} \right] \frac{1}{|z-w|^2} \, d\sigma_w.
\end{align*}

We also abuse the notation and denote \( 2 \frac{\partial}{\partial \bar{z}_1} (z_1 - \bar{w}_1) + 2 \frac{\partial}{\partial \bar{z}_2} (z_2 - \bar{w}_2) \) by \( \langle N_z \cdot (z-w) \rangle \). One can check that
\[ |\langle N_z \cdot (z-w) \rangle|^2 + |\langle L_z \cdot (z-w) \rangle|^2 = 2 |z-w|^2. \]

Similarly, we can define \( \langle N_z \cdot L_w \rangle, \langle L_z \cdot L_w \rangle, \langle L_z \cdot (z-w) \rangle \).

Now, we can simplify to
\begin{align*}
\mathcal{G}_1 u_1 &= \frac{1}{2} (\pi)^{-2} \int \frac{\langle L_w \cdot L_z \rangle}{|z-w|^2} u_1(w) \, d\sigma_w = \frac{1}{2} (\pi)^{-2} \int \frac{\langle N_z \cdot N_w \rangle}{|z-w|^2} u_1(w) \, d\sigma_w, \\
\mathcal{G}_2 u_2 &= \frac{1}{2} (\pi)^{-2} \int \frac{\langle N_w \cdot L_z \rangle}{|z-w|^2} u_2(w) \, d\sigma_w = \frac{1}{2} (\pi)^{-2} \int \frac{\langle N_z \cdot L_w \rangle}{|z-w|^2} u_2(w) \, d\sigma_w.
\end{align*}
\[ G_{21} u_1 = \frac{1}{2}(\pi)^{-2} \int \frac{\langle L_w \cdot N_z \rangle}{|z-w|^2} u_1(w) \, d\sigma_w = \frac{1}{2}(\pi)^{-2} \int \frac{\langle L_z \cdot N_w \rangle}{|z-w|^2} u_1(w) \, d\sigma_w \]

\[ G_{22} u_2 = \frac{1}{2}(\pi)^{-2} \int \frac{(N_w \cdot N_z)}{|z-w|^2} u_2(w) \, d\sigma_w = \frac{1}{2}(\pi)^{-2} \int \frac{(L_z \cdot L_w)}{|z-w|^2} u_2(w) \, d\sigma_w \]

Applying the conormal derivative, we get the kernel of \( T^* \) (For the following, we abuse the notation \( G \) for both the fundamental solution and the kernel of the fundamental solution.):

\[ B_z \mathcal{G}(z, w) = (\pi)^{-2} \left( \begin{pmatrix} N & -L \\ L & N \end{pmatrix} + 2 \left( \begin{pmatrix} (L, [L, N]) & 0 \\ 0 & ([L, N], L) \end{pmatrix} \right) \right) \begin{pmatrix} \langle L_w \cdot L_z \rangle & \langle N_w \cdot L_z \rangle \\ \langle L_w \cdot N_z \rangle & \langle N_w \cdot N_z \rangle \end{pmatrix} \]

To simplify the matrix above, we use

\[ \frac{\partial}{\partial z_j} \frac{1}{|z-w|^2} = -\frac{\bar{z}_j - \bar{w}_j}{|z-w|^4} \quad \text{and} \quad \frac{\partial}{\partial w_j} \frac{1}{|z-w|^2} = -\frac{\bar{w}_j - \bar{z}_j}{|z-w|^4}. \]

Consequently, we can simplify the kernel of \( T^* \) as follows. We first formulate \( B_z \mathcal{G}(z, w) \) with two equivalent forms:

\[ B_z \mathcal{G}(z, w) = (\pi)^{-2} \left( \begin{pmatrix} N & -L \\ L & N \end{pmatrix} + 2 \left( \begin{pmatrix} (L, [L, N]) & 0 \\ 0 & ([L, N], L) \end{pmatrix} \right) \right) \begin{pmatrix} \langle L_w \cdot L_z \rangle & \langle N_w \cdot L_z \rangle \\ \langle L_w \cdot N_z \rangle & \langle N_w \cdot N_z \rangle \end{pmatrix} \]

\[ = (\pi)^{-2} \left( \begin{pmatrix} N & -L \\ L & N \end{pmatrix} + 2 \left( \begin{pmatrix} (L, [L, N]) & 0 \\ 0 & ([L, N], L) \end{pmatrix} \right) \right) \begin{pmatrix} \langle N_z \cdot N_w \rangle & \langle N_z \cdot L_w \rangle \\ \langle L_z \cdot N_w \rangle & \langle L_z \cdot L_w \rangle \end{pmatrix} \]

Indeed,

\[ \begin{pmatrix} \langle L_w \cdot L_z \rangle / |z-w|^2 & \langle N_w \cdot L_z \rangle / |z-w|^2 \\ \langle L_w \cdot N_z \rangle / |z-w|^2 & \langle N_w \cdot N_z \rangle / |z-w|^2 \end{pmatrix} = \begin{pmatrix} \langle N_z \cdot N_w \rangle / |z-w|^2 & \langle N_z \cdot L_w \rangle / |z-w|^2 \\ \langle L_z \cdot N_w \rangle / |z-w|^2 & \langle L_z \cdot L_w \rangle / |z-w|^2 \end{pmatrix}. \]

We will then simplify \( B_z \mathcal{G}(z, w) \) using terms from the above two equivalent forms whichever is more helpful. For example, in the first form,

\[ N_z \langle L_w \cdot L_z \rangle - \bar{L}_z \langle L_w \cdot N_z \rangle = \langle L_w \cdot [N, L]_z \rangle \]

while in the second form \( \bar{N}_z \langle N_z \cdot N_w \rangle + \bar{L}_z \langle L_z \cdot N_w \rangle \) does not seem to be easily simplified. We simplify that

\[ B_z \mathcal{G}(z, w) = (\pi)^{-2} \begin{pmatrix} \langle L_w \cdot [N, L]_z \rangle / |z-w|^2 & \langle N_w \cdot [N, L]_z \rangle \\ \langle [N, L]_z \cdot N_w \rangle / |z-w|^2 & \langle [N, L]_z \cdot L_w \rangle / |z-w|^2 \end{pmatrix} \]
The kernel of $R$ can be easily obtained as follows:

The last equation is due to the simple observation $([L, N], \nabla \delta) = [L, N] \delta = 0$.

Furthermore, by switching $z$ and $w$,

The kernel of $T$ can be easily obtained as follows:

where $\ast$ denotes the transpose and conjugation.

To obtain the kernel of $R$, we define $(w - z) = \begin{pmatrix} w_1 - z_1 \\ w_2 - z_2 \end{pmatrix} = \begin{pmatrix} w_2 - z_2 \\ z_1 - w_1 \end{pmatrix}$. In this way, we may get another expression of $(B_w \mathcal{G}(w, z))^\ast$ as follows

Observe that

and

We now ready to compute the kernel of $R = R^\ast$:

$-$

$B_z (B_w \mathcal{G}(w, z))^\ast = (\pi)^{-2} \begin{pmatrix}
(N_z \cdot N_w)_{(z - w, N)} z + (L_z \cdot N_w)_{(z - w, L)} - (N_z \cdot N_w)_{(z - w, N)} z - (L_z \cdot N_w)_{(z - w, L)} z - (N_z \cdot L_w)_{(z - w, N)} z - (L_z \cdot L_w)_{(z - w, L)} z
\end{pmatrix}$

$+$

$\frac{1}{2} (\pi)^{-2} \begin{pmatrix}
\frac{\langle N_z \cdot (z - w) \rangle}{\langle z - w \rangle^4} \\
\frac{\langle (w - z) \cdot L_z \rangle}{\langle z - w \rangle^4} \\
\frac{\langle (w - z) \cdot N_z \rangle}{\langle z - w \rangle^4}
\end{pmatrix}$

$= - \frac{1}{2} (\pi)^{-2} \begin{pmatrix}
\frac{\langle N_z \cdot (z - w) \rangle}{\langle z - w \rangle^4} \\
\frac{\langle (w - z) \cdot L_z \rangle}{\langle z - w \rangle^4} \\
\frac{\langle (w - z) \cdot N_z \rangle}{\langle z - w \rangle^4}
\end{pmatrix}$.

$= - \frac{1}{2} (\pi)^{-2} \begin{pmatrix}
\frac{\langle N_z \cdot (z - w) \rangle}{\langle z - w \rangle^4} \\
\frac{\langle (w - z) \cdot L_z \rangle}{\langle z - w \rangle^4} \\
\frac{\langle (w - z) \cdot N_z \rangle}{\langle z - w \rangle^4}
\end{pmatrix}$.
Proposition 3.1. The operators $S : H^{s-\frac{1}{2}}(\partial\Omega) \to H^{s+\frac{1}{2}}(\partial\Omega)$, $T : H^{s+\frac{1}{2}}(\partial\Omega) \to H^{s+\frac{1}{2}}(\partial\Omega)$ and $R : H^{s+\frac{1}{2}}(\partial\Omega) \to H^{s+\frac{1}{2}}(\partial\Omega)$ for all $s \geq 0$ have the following explicit formulae:

$$S \left( \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right)(z) = \frac{1}{2}(\pi)^{-2} \int_{\partial\Omega} \left( \begin{array}{cc} \langle L_w \cdot L_z \rangle \\ \langle L_w \cdot N_z \rangle \end{array} \right) \left( \begin{array}{cc} \langle N_w \cdot L_z \rangle \\ \langle N_w \cdot N_z \rangle \end{array} \right) \left( \begin{array}{c} \psi_1(w) \\ \psi_2(w) \end{array} \right) d\sigma_w$$

$$T \left( \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right)(z) = -\lim_{\epsilon \to 0} \int_{\partial\Omega \setminus B_\epsilon(z)} \left( \begin{array}{cc} \langle N_z \cdot (w-z) \rangle \\ \langle L_z \cdot (w-z) \rangle \end{array} \right) \left( \begin{array}{cc} \langle (w-z) \cdot L_z \rangle \\ \langle (w-z) \cdot N_z \rangle \end{array} \right) \left( \begin{array}{c} \psi_1(w) \\ \psi_2(w) \end{array} \right) d\sigma_w$$

and

$$R \left( \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right)(z) = 4(\pi)^{-2} \lim_{\epsilon \to 0} \int_{\partial\Omega \setminus B_\epsilon(z)} \left( \begin{array}{cc} 1 \\ 0 \end{array} \right) \left( \begin{array}{cc} \langle (w-z) \cdot L_z \rangle \\ \langle (w-z) \cdot N_z \rangle \end{array} \right) \left( \begin{array}{c} \psi_1(w) \\ \psi_2(w) \end{array} \right) d\sigma_w$$

We have obtained all kernels.

Theorem 3.1. Let $\Omega$ be a bounded pseudoconvex domain with smooth boundary in $\mathbb{C}^2$. Let $f \in L^2(\Omega)$.

1. If $u \in H^2(\Omega)$ is a solution of the $\bar{\partial}$-Neumann problem $[\ref{4}]$, then $\psi = \left( \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right) = \gamma u \in H^\frac{1}{2}(\partial\Omega)$ and $\phi = \left( \begin{array}{c} \phi_1 \\ \phi_2 \end{array} \right) = \mathcal{B}u \in H^\frac{1}{2}(\partial\Omega)$ satisfies the boundary integral equation:

$$\left( \begin{array}{c} 1 \\ 2 \\ 0 \\ \frac{1}{2} \end{array} \right) \begin{pmatrix} \psi_1 \\ \phi_1 \\ \psi_2 \\ \phi_2 \end{pmatrix} = \gamma G f + S\phi - \frac{1}{2} T\psi \quad \left( \begin{array}{c} 1 \\ 2 \\ 0 \end{array} \right) \begin{pmatrix} \psi_1 \\ \phi_1 \\ \psi_2 \\ \phi_2 \end{pmatrix} = BG f + \frac{1}{2} T^*\phi + R\psi.$$  \hspace{1cm} (6)

2. On the contrary, if $\psi$ and $\phi$ satisfy the $[\ref{4}]$, then $u = G f + SL\phi - DL\psi$ is the unique solution of the $\bar{\partial}$-Neumann problem.
Moreover, the global regularity holds for the $\bar{\partial}$-Neumann problem if and only if the solutions of $\psi$ and $\phi$ are smooth for $f \in C^\infty(\Omega)$.

**Proof of Theorem 3.1.** We prove 1 first. Let $u \in H^2(\Omega)$ be a solution of the $\bar{\partial}$-Neumann problem. Plug the boundary condition $(\gamma u)_2 = (Bu)_1 = 0$ into (3), and we have that
\[
\frac{1}{2} \begin{pmatrix} \gamma u_1 \\ 0 \end{pmatrix} = \gamma G f + S B u - \frac{1}{2} T \gamma u \quad \text{and} \quad \frac{1}{2} \begin{pmatrix} 0 \\ (Bu)_2 \end{pmatrix} = B G f + \frac{1}{2} T^* B u + R \gamma u,
\]
which is (6).

For 2, we just need to verify that $u = G f + S L \phi - D L \psi$ is one of the solutions of $\bar{\partial}$-Neumann problem. Then by the uniqueness of solutions, we may conclude the proof of 2. Clearly, $\Delta S L \phi = 0$ in $\Omega$ because for any $s \in C^\infty_c(\Omega)$, we have that
\[
(\Delta S L \psi s)_\Omega = (\gamma \Delta s)_\Omega = - (\gamma \Delta s)_{\partial \Omega} = 0.
\]
Similarly $\Delta D L \psi = 0$ in $\Omega$. Consequently, $-\Box u = f$ in $\Omega$.

We now verify the boundary condition. For this aim we take
\[
\gamma u = \gamma G f + S L \phi - \gamma D L \psi = \gamma G f + S B u + \frac{1}{2} (\gamma u - T \gamma u).
\]
By (6), we see $(\gamma u)_2 = 0$. Similarly, we also get $(Bu)_1 = 0$. Thus, 2 follows.

The equivalence of regularities follows immediately by the following regularity fact: for all $s \in \mathbb{R}$, SL : $H^{s-\frac{1}{2}}(\partial \Omega \cap G_1) \to H^{s+1}(G_2 \cap \Omega)$ and DL : $H^{s+\frac{1}{2}}(\partial \Omega \cap G_1) \to H^{s+1}(G_2 \cap \Omega)$ for two open sets $G_1 \subset G_2$.

**Remark 1.** Indeed, by observing the linearity $(S_{ij}(0) = T_{ij}(0) = R_{ij}(0) = 0)$ of $S$, $T$, $T^*$ and $R$, we can simplify 1 a bit as follows. Under the assumption of Theorem 3.1, if $u \in H^2(\Omega)$ is the solution of $\bar{\partial}$-Neumann problem, then $\psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} = \gamma u \in H^{\frac{3}{2}}(\partial \Omega)$ and $\phi = \begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix} = Bu \in H^{\frac{3}{2}}(\partial \Omega)$ satisfies the boundary integral equation:
\[
\begin{aligned}
\begin{pmatrix} \frac{1}{2} & 0 \\ 0 & \frac{1}{2} \end{pmatrix} \begin{pmatrix} \psi_1 \\ \phi_2 \end{pmatrix} &= \gamma G f + \begin{pmatrix} S_{ij} \phi_2 \\ S_{ij} \phi_2 \end{pmatrix} + \frac{1}{2} \begin{pmatrix} T_{ij} \psi_1 \\ T_{ij} \psi_1 \end{pmatrix}, \\
\begin{pmatrix} \frac{1}{2} & 0 \\ 0 & \frac{1}{2} \end{pmatrix} \begin{pmatrix} \psi_1 \\ \phi_2 \end{pmatrix} &= B G f + \frac{1}{2} \begin{pmatrix} T_{ij}^* \phi_2 \\ T_{ij}^* \phi_2 \end{pmatrix} + \begin{pmatrix} R_{ij} \psi_1 \\ R_{ij} \psi_1 \end{pmatrix},
\end{aligned}
\]

4 The $\bar{\partial}$-Neumann problem with constant velocity on the unit ball

In this section we are going to discuss the boundary values of the solution $u \in H^2(\Omega)$ of the $\bar{\partial}$-Neumann problem on $\Omega = \mathbb{B}(0,1) \subset \mathbb{C}^2$. As discussed before, there are in total 4 boundary values $(\gamma u)_1$, $(\gamma u)_2$, $(Bu)_1$ and $(Bu)_2$. The boundary conditions of the $\bar{\partial}$-Neumann problem have already fixed two of them: $(\gamma u)_2 = (Bu)_1 = 0$. But $(\gamma u)_1$ and $(Bu)_2$ are still free. In this section, we will study the relation among $(Bu)_2 = \phi_2$, $(\gamma u)_1 = \psi_1$ and the data $f$ in (1). To the best of author’s knowledge, this kind of problems has not been studied yet. Indeed, Theorem 3.1 provides a way to study this problem. We will focus on the $\bar{\partial}$-Neumann problem on the unit ball with constant velocity as follows.

We first define the $\bar{\partial}$-Neumann problem with constant boundary velocity.
**Definition 4.1.** Let $\Omega \subset \mathbb{C}^n$ be a bounded pseudoconvex domain with smooth boundary. Given $f \in L^2(\Omega)$, let $u \in H^2(\Omega)$ be a solution of the $\bar{\partial}$-Neumann problem. We will call (4) the $\bar{\partial}$-Neumann problem with constant boundary velocity if $\gamma u$ and $B u$ are both constant vectors on $\partial \Omega$.

**Remark 2.** In $\mathbb{C}^2$, the boundary condition of the $\bar{\partial}$-Neumann problem gives $(\gamma u)_2 = (Bu)_1 = 0$. Consequently, to study the problem with constant boundary velocity, we can assume $\psi_1 = (\gamma u)_1 = b \in \mathbb{C}$ and $\phi_2 = (Bu)_2 = a \in \mathbb{C}$.

We start observation by computing kernels on the unit ball. On the unit ball $\Omega = \mathbb{B}(0,1)$, the signed distance function is $\delta(z_1, z_2) = \sqrt{|z_1|^2 + |z_2|^2} - 1$. So

$$L_z = \frac{\bar{z}_2}{\sqrt{|z_1|^2 + |z_2|^2}} \frac{\partial}{\partial z_1} - \frac{\bar{z}_1}{\sqrt{|z_1|^2 + |z_2|^2}} \frac{\partial}{\partial z_2} \quad \text{and} \quad N_z = \frac{z_1}{\sqrt{|z_1|^2 + |z_2|^2}} \frac{\partial}{\partial z_1} + \frac{z_2}{\sqrt{|z_1|^2 + |z_2|^2}} \frac{\partial}{\partial z_2}.$$

Observe that on $\partial \Omega = \partial \mathbb{B}(0,1)$,

$$\langle L_w, L_z \rangle = \frac{1}{2} (\bar{w}_2 z_2 + \bar{w}_1 z_1) \quad \text{and} \quad \langle N_w, L_z \rangle = \frac{1}{2} (w_1 z_2 - w_2 z_1) \quad \text{and} \quad \langle N_w, N_z \rangle = \frac{1}{2} (w_1 \bar{z}_1 + w_2 \bar{z}_2).$$

Thus, by Proposition 3.1,

$$S\left(\begin{array}{c} \phi_1 \\ \phi_2 \end{array}\right)(z) = \frac{1}{4\pi^2} \int_{\partial \Omega} |z - w|^{-2} \left(\frac{\bar{w}_2 z_2 + \bar{w}_1 z_1}{w_2 z_1 - w_1 z_2} \phi_1(w) + \frac{w_1 z_2 - w_2 z_1}{w_2 z_1 - w_1 z_2} \phi_2(w)\right) d\sigma_w$$

$$T\left(\begin{array}{c} \psi_1 \\ \psi_2 \end{array}\right)(z) = -\lim_{\epsilon \to 0} \int_{\partial \Omega \cap \mathbb{B}_\epsilon(z)} |z - w|^{-4} \left(\frac{-1 + \bar{w}_1 z_1 + z_2 w_2}{z_2 w_1 - z_1 w_2} \psi_1(w) + \frac{z_2 w_1 - z_1 w_2}{z_2 w_1 - z_1 w_2} \psi_2(w)\right) d\sigma_w$$

$$= -\lim_{\epsilon \to 0} \int_{\partial \Omega \cap \mathbb{B}_\epsilon(z)} |z - w|^{-4} \left(\frac{\bar{w}_1 + z_2 w_2 - \bar{z}_1 w_1 - \bar{z}_2 w_2}{z_2 w_1 - z_1 w_2} \psi_1(w) + \frac{z_2 w_1 - z_1 w_2}{z_2 w_1 - z_1 w_2} \psi_2(w)\right) d\sigma_w.$$

In the last equation, we have used the identity

$$|z - w|^2 = |z|^2 + |w|^2 - 2 \Re z_1 \bar{w}_1 - 2 \Re z_2 \bar{w}_2 = 2 - 2 \Re z_1 \bar{w}_1 - 2 \Re z_2 \bar{w}_2$$

on $\partial \Omega$.

It is not hard to compute $T^* \phi$

$$T^* \phi = -\lim_{\epsilon \to 0} \int_{\partial \Omega \cap \mathbb{B}_\epsilon(z)} |z - w|^{-4} \left(\frac{-1 + \bar{w}_1 z_1 + z_2 w_2}{z_2 w_1 - z_1 w_2} \phi_1(w) + \frac{z_2 w_1 - z_1 w_2}{z_2 w_1 - z_1 w_2} \phi_2(w)\right) d\sigma_w$$

and $R \psi$

$$R\left(\begin{array}{c} \psi_1 \\ \psi_2 \end{array}\right)(z) = 4(\pi)^{-2} \lim_{\epsilon \to 0} \int_{\partial \Omega \cap \mathbb{B}_\epsilon(z)} \left(\begin{array}{cc} \frac{1}{|z - w|^4} & 0 \\ 0 & \frac{1}{|z - w|^4} \end{array}\right) \left(\begin{array}{c} \psi_1(w) \\ \psi_2(w) \end{array}\right) d\sigma_w.$$

Now, let $\psi_2 = \phi_1 = 0$ and let $\phi_2 = a, \psi_1 = b$ be constants.
Clearly, 

\[ S\left( \frac{0}{\phi_2}\right)(z) = \frac{a}{4\pi^2} \int_{\partial \Omega} |z - w|^{-2} \left( \frac{w_2 z_2 - w_2 z_1}{w_1 \bar{z}_1 + w_2 \bar{z}_2} \right) d\sigma_w \]

We also have that 

\[ T\left( \frac{\psi_1}{0}\right)(z) = -b(\pi)^{-2} \lim_{\epsilon \to 0} \int_{\partial \Omega \setminus B_\epsilon(z)} |z - w|^{-4} \left( -1 + \bar{z}_1 w_1 + \bar{z}_2 w_2 \right) d\sigma_w \]

\[ T^*\left( \frac{0}{\phi_2}\right)(z) = -a(\pi)^{-2} \lim_{\epsilon \to 0} \int_{\partial \Omega \setminus B_\epsilon(z)} |z - w|^{-4} \left( -w_2 \bar{z}_1 + w_1 \bar{z}_2 \right) d\sigma_w \]

\[ R\left( \frac{\psi_1}{0}\right)(z) = 4b(\pi)^{-2} f.p. \lim_{\epsilon \to 0} \int_{\partial \Omega \setminus B_\epsilon(z)} \frac{1}{|z - w|^4} d\sigma_w. \]

Let \( z = (p, 0) \), where \(|p| = 1\). Observe that 

\[ S\left( \frac{0}{\phi_2}\right)(p, 0) = \frac{a}{4\pi^2} \int_{\partial \Omega} \frac{1}{|p - w_1|^2 + |w_2|^2} \left( \frac{-w_2 p}{w_1 p} \right) d\sigma_w. \]

One finds that the first component of integrand is odd function on \( w_2 \) and so the first component of \( S\left( \frac{p}{0}\right)(p, 0) \) is 0.

*\textit{A priori}, for each \( b \) and \( f \), we may find \( a \) so that the \( \tilde{\partial} \)-Neumann problem solves. However, we can observe a rigidity property as follows. It tells us that for \( b = 0 \) and most \( f \), there is no appropriate \( a \) for a solvable \( \tilde{\partial} \)-Neumann problem.*

**Theorem 4.1.** Given an arbitrary \( f \in L^2(\mathbb{B}(0, 1)) \), let \( u \in H^2(\Omega) \) solves the \( \tilde{\partial} \)-Neumann problem \footnote{\textit{[7]}} with constant boundary velocity. Let \( a := (\mathcal{B} u)_2 \) and \( b := (\gamma u)_1 \). If \( b = 0 \), then \( (\mathcal{G} f, d\bar{z}_2) \) vanishes at \((1, 0)\).

**Proof.** Assume on the contrary, \((\mathcal{G} f, d\bar{z}_2) \neq 0 \) at \((1, 0)\). In other words, if we assume \( \gamma \mathcal{G} f = s d\bar{z}_1 + t d\bar{z}_2 \), then \( t \neq 0 \) at \((1, 0)\). Looking at \footnote{\textit{[4.4]}}, the first component of the first equation implies

\[ \frac{1}{2} \psi_1(z) = (\gamma \mathcal{G} f)_1(z) + (S\phi)_1(z) - \frac{1}{2} (T\psi)_1(z). \]

At \( z = (1, 0) \), we have that

\[ \frac{1}{2} \psi_1(1, 0) = (\gamma \mathcal{G} f)_1(1, 0) - \frac{1}{2} (T\psi)_1(1, 0), \]

because the discussion before the statement of Theorem \footnote{\textit{[4.1]}} If, moreover, we let \( \psi_1 = b = 0 \), one obtains \((\gamma \mathcal{G} f)_1(1, 0) = 0\).

To convert \( \gamma \mathcal{G} f \) into the coordinate \( \omega^-_1 \) and \( \omega^-_2 \), we simply calculate

\[ \gamma \mathcal{G} f = (\sqrt{2})^{-1} \begin{pmatrix} z_2 - z_1 \\ \bar{z}_1 - \bar{z}_2 \end{pmatrix} \begin{pmatrix} s \\ t \end{pmatrix} = (\sqrt{2})^{-1} \begin{pmatrix} z_2 s - z_1 t \\ \bar{z}_1 s + \bar{z}_2 t \end{pmatrix}. \]
In other words, $\gamma G f = (\sqrt{2})^{-1} (\bar{z}_2 s - z_1 t) \omega_{L} + (\bar{z}_1 s + z_2 t) \omega_{N}$. At $z = (1, 0)$, we have that $\gamma G f(1, 0) = -t/s$. Since by the assumption $t \neq 0$, we complete the proof by the contradiction with $(\gamma G f)_{1}(1, 0) = 0$. 

Acknowledgments. The author thanks Dr. Zhaosheng Feng for many fruitful conversations about the Differential Equations and Integral Equations. The author learned a lot from him. A special thank goes to the referee for his/her constructive suggestions.

References

[1] David E. Barrett. “Behavior of the Bergman projection on the Diederich-Fornaess worm”. In: Acta Math. 168.1-2 (1992), pp. 1–10. ISSN: 0001-5962. DOI: 10.1007/BF02392975

[2] D.-C. Chang, A. Nagel, and E. M. Stein. “Estimates for the $\bar{\partial}$-Neumann problem in pseudoconvex domains of finite type in $\mathbb{C}^2$”. In: Acta Math. 169.3-4 (1992), pp. 153–228. ISSN: 0001-5962. DOI: 10.1007/BF02392760

[3] So-Chin Chen and Mei-Chi Shaw. Partial differential equations in several complex variables. Vol. 19. AMS/IP Studies in Advanced Mathematics. International Press, Boston, MA, 2001, pp. xii+380. ISBN: 0-8218-1062-6.

[4] Michael Christ. “Global $C^\infty$ irregularity of the $\bar{\partial}$-Neumann problem for worm domains”. In: J. Amer. Math. Soc. 9.4 (1996), pp. 1171–1185. ISSN: 0894-0347. DOI: 10.1090/S0894-0347-96-00213-5

[5] P. C. Greiner and E. M. Stein. Estimates for the $\bar{\partial}$-Neumann problem. Mathematical Notes, No. 19. Princeton University Press, Princeton, N.J., 1977, pp. iv+195. ISBN: 0-691-08013-5.

[6] Phillip Griffiths and Joseph Harris. Principles of algebraic geometry. Wiley Classics Library. Reprint of the 1978 original. John Wiley & Sons, Inc., New York, 1994, pp. xiv+813. ISBN: 0-471-05059-8. DOI: 10.1002/9781118032527

[7] Phillip Harrington and Bingyuan Liu. “The $\bar{\partial}$-Neumann operator with Sobolev estimates up to a finite order”. In: Comm. Partial Differential Equations 45.10 (2020), pp. 1435–1450. ISSN: 0360-5302. DOI: 10.1080/03605302.2020.1774899

[8] Phillip S. Harrington. “The order of plurisubharmonicity on pseudoconvex domains with Lipschitz boundaries”. In: Math. Res. Lett. 15.3 (2008), pp. 485–490. ISSN: 1073-2780. DOI: 10.4310/MRL.2008.v15.n3.a8

[9] Phillip S. Harrington and Andrew Raich. “Closed range of $\bar{\partial}$ in $L^2$-Sobolev spaces on unbounded domains in $\mathbb{C}^n$”. In: J. Math. Anal. Appl. 459.2 (2018), pp. 1040–1061. ISSN: 0022-247X. DOI: 10.1016/j.jmaa.2017.11.017

[10] Phillip S. Harrington and Andrew Raich. “Closed range of $\bar{\partial}$ on unbounded domains in $\mathbb{C}^n$”. In: J. Anal. Math. 138.1 (2019), pp. 185–208. ISSN: 0021-7670. DOI: 10.1007/s11854-019-0025-7

[11] Lars Hörmander. “$L^2$ estimates and existence theorems for the $\bar{\partial}$ operator”. In: Acta Math. 113 (1965), pp. 89–152. ISSN: 0001-5962. DOI: 10.1007/BF02391775

[12] George C. Hsiao and Wolfgang L. Wendland. Boundary integral equations. Vol. 164. Applied Mathematical Sciences. Springer-Verlag, Berlin, 2008, pp. xx+618. ISBN: 978-3-540-15284-2. DOI: 10.1007/978-3-540-68545-6

[13] Bingyuan Liu. “The Diederich–Fornaess index and the regularities on the $\bar{\partial}$-Neumann problem”. In: Indiana Univ. Math. J. (accepted), arXiv:1906.00315 (2019), arXiv:1906.00315. arXiv: 1906.00315 [math.CV]
[14] Bingyuan Liu and Andrew Raich. “The complex green operator with Sobolev estimates up to a finite order”. In: *Internat. J. Math.* 31.14 (2020), pp. 2050122, 19. issn: 0129-167X. doi: [10.1142/S0129167X20501220](https://doi.org/10.1142/S0129167X20501220).

[15] William McLean. *Strongly elliptic systems and boundary integral equations*. Cambridge University Press, Cambridge, 2000, pp. xiv+357. isbn: 0-521-66332-6; 0-521-66375-X.

[16] Michael Reed and Barry Simon. *Methods of modern mathematical physics. I. Functional analysis*. Academic Press, New York-London, 1972, pp. xvii+325.

[17] Emil J. Straube. “A sufficient condition for global regularity of the $\bar{\partial}$-Neumann operator”. In: *Adv. Math.* 217.3 (2008), pp. 1072–1095. issn: 0001-8708. doi: [10.1016/j.aim.2007.08.003](https://doi.org/10.1016/j.aim.2007.08.003).

[18] Emil J. Straube. *Lectures on the $L^2$-Sobolev theory of the $\bar{\partial}$-Neumann problem*. ESI Lectures in Mathematics and Physics. European Mathematical Society (EMS), Zürich, 2010, pp. viii+206. isbn: 978-3-03719-076-0. doi: [10.4171/076](https://doi.org/10.4171/076).

[19] Emil J. Straube and Yunus E. Zeytuncu. “Sobolev estimates for the complex Green operator on CR submanifolds of hypersurface type”. In: *Invent. Math.* 201.3 (2015), pp. 1073–1095. issn: 0020-9910. doi: [10.1007/s00222-014-0564-6](https://doi.org/10.1007/s00222-014-0564-6).