An improved relief feature selection algorithm based on Monte-Carlo tree search

Jianyang Zheng, Hexing Zhu, Fangfang Chang and Yunlong Liu

Department of Automation, Xiamen University, Xiamen, People’s Republic of China

ABSTRACT

The goal of feature selection methods is to find the optimal feature subset by eliminating irrelevant or redundant information from the original feature space according to some evaluation criteria. In the literature, the Relief algorithm is a typical feature selection method, which is simple and easy to execute. However, the classification accuracy of the Relief algorithm is usually affected by the noise. In recent years, the Monte Carlo Tree Search (MCTS) technique has achieved great success in strategy selections of large-scale systems by building a tree and quickly focusing on the most valuable part of the search space. In this paper, with the benefit of MCTS, an MCTS-based feature selection approach is proposed to deal with the feature selection problem of high dimensional data, where the Relief algorithm is used as the evaluation function of the MCTS approach. The effectiveness of the proposed approach is demonstrated by experiments on some benchmark problems.
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Introduction

While the high-dimensional data is ubiquitous in science and engineering, e.g. multimedia data, gene expression profile data, etc., it usually contains a large amount of irrelevant or redundant information. To eliminate such irrelevant or redundant information, the feature reduction techniques that can remove irrelevant features while remain feature subsets with high classification performance are usually needed (Hu, 2008; Wang, Li, & Fang, 2012).

In the literature, filter, wrapper, and embedded methods are the three main techniques for feature selection. For the filter related methods, prior to modelling, they use a ‘proxy measure’ calculated from the general characteristics of the training data to score features or feature subsets. Filter methods are generally much faster and function independently of the induction algorithm, meaning that the selected features can then be passed to any modelling algorithms (Urbanowicz, Melissa, La, Olson, & Moore, 2018). Wrapper methods employ any stand-alone modelling algorithm to train a predictive model by using a candidate feature subset, where the testing performance on a hold-out set is typically used to score the feature set. In any wrapper methods, a new model must be trained to test any subsequent feature subsets, therefore wrapper methods are typically iterative and computationally intensive, but the related techniques can identify the best performing features set for one specific modelling algorithm (Urbanowicz et al., 2018). For the embedded methods, they perform feature selection as a part of the modelling algorithm’s execution, which tend to be more computationally efficient than wrapper methods as they can simultaneously integrate modelling with feature selection (Urbanowicz et al., 2018). For all these techniques, the filter methods have advantages of low computational complexity and high efficiency compared to wrapper methods, and is suitable for processing large-scale data. In addition, different from the embedded methods, the filter methods are independent of the modelling algorithm and have better versatility.

The Relief algorithm (Kira & Rendell, 1992; Kononenko, 1994) is a typical filter method, which considers the correlation between features and uses feature weights as the basis for selecting classification features. Although the calculation of the classification weights by the Relief algorithm is simple, the results are easily affected by the noise, which may lead to inaccuracies in the obtained subset of features.

The Monte Carlo Tree Search (MCTS) (Browne et al., 2012) algorithm is a search algorithm that combines the traditional Monte Carlo random sampling method and tree search method. As the MCTS algorithm can quickly focus on the most valuable part of the search space, it has achieved great success in the strategy selection of large-scale systems, for example, MCTS based Alpha Go has defeated the human Go champion (Silver et al., 2016). The MCTS approach searches the solution by building an
asymmetric tree iteratively (Liu, Zhu, Zeng, & Dai, 2016). With the increase of the iterations, in the search tree, the node with the smaller evaluation value will gradually be ignored in the process of expanding the tree, while the nodes with the larger evaluation value have more chances to expand a child node. By selecting a suitable evaluation function, for the feature selection problem, the node with the small evaluation value will usually correspond to the noise information, and then such noise information can be effectively removed in the asymmetric construction process of the MCTS approach.

In this paper, with the benefits of MCTS for finding effective solutions in large scale systems, we propose an MCTS-based feature selection approach by adopting the Relief algorithm as the evaluation function. Because the MCTS algorithm is originally used to solve sequential decision problems and the evaluation function is used to evaluate the value of the selected action sequence (Browne et al., 2012), they cannot be directly applied to the feature selection problem. In our approach, we firstly transform the feature selection problem into a sequential decision problem, then, the Relief algorithm is used as the evaluation function of the MCTS, and a search tree on the features is iteratively built, finally, the possible best feature subset is selected according to the search tree.

The rest of this paper is structured as follows: A brief introduction to the Relief algorithm and Monte-Carlo tree search is discussed in Section Background. The next section presents the framework of our MCTS-based feature selection approach. Experimental results from several standard problem domains are evaluated and compared in Section Experiments. Finally, we conclude and highlight some possibilities for future work.

**Background**

**Relief algorithm**

The Relief algorithm is efficient for selecting the relevance features, whose key idea is to select features according to how well their values distinguish among instances that are near each other (Kira & Rendell, 1992; Kononenko, 1994). For a given instance, Relief searches for its two nearest neighbours: one from the same class called nearest hit and the other from a different class called nearest miss (Kononenko, 1994). Relief estimates the weight \( W \) of feature \( A \), i.e. \( W[A] \), as follows:

\[
W[A] = P(\text{different value of} \ A \ | \ \text{nearest instance from different class})
\]

\[- P(\text{different value of} \ A \ | \ \text{nearest instance from the same class})
\] (1)

where \( P \) is the probability of different values of \( A \) with different instances. The above calculation follows that good features should differentiate between instances of different classes and have the same value for instances in the same class.

The Relief algorithm is shown in Algorithm 1, where function \( \text{diff} \) calculates the difference between the values of feature for two instances, parameter \( m \) represents the number of instances for approximating the probabilities, and a larger \( m \) means a more reliable approximation. The obvious choice for relatively small number of training instances is to set \( m \) to the upper bound and run the outer loop of the learning algorithms over all available training instances (Kononenko, 1994). For discrete features the difference is either 1 (the values are different) or 0 (the values are equal), while for continuous features the difference is the actual difference normalized to the interval \([0, 1]\), then, normalization with \( m \) guarantees that all weights are in the interval \([-1, 1]\) (Kononenko, 1994). Function \( \text{diff} \) is also used to calculate the distance between instances to find the nearest neighbours and the total distance is the sum of differences over all features. Obviously, the Relief algorithm tries to approximate the result of Equation (1).

**Algorithm 1: Relief Algorithm**

1: set all weights \( W[A] \leftarrow 0 \)
2: for \( i = 1 \sim m \) do
3: randomly select an instance \( R \)
4: find nearest hit \( H \) and nearest miss \( M \)
5: for \( A = 1 \sim \text{all features} \) do
6: \( W[A] = W[A] - \text{diff}(A, R, H)/m + \text{diff}(A, R, M)/m \)
7: end for
8: end for

As can be seen from Algorithm 1, it is important to choose the nearest neighbours in Relief. However, as redundant and noisy features may affect the selection of nearest neighbours, the estimation of feature weight becomes unreliable. To increase the reliability of the feature weight, the Relief algorithm can be extended to search for the \( k \)-nearest hits/misses instead of only one nearest hit/miss. The extended version of the RELIEF algorithm, called RELIEF-A, averages the contribution of \( k \)-nearest hits/misses (Kononenko, 1994), which is shown in Equation (2):

\[
W[A] = W[A] - \sum_{j=1}^{k} \frac{\text{diff}(A, R, H_j)}{mk} + \sum_{j=1}^{k} \frac{\text{diff}(A, R, M_j)}{mk}
\] (2)

As mentioned previously, the Relief algorithm measures the classification information contained in each
Monte Carlo tree search

Monte Carlo Tree Search (MCTS) is a method for finding the optimal decisions in a given domain by taking random samples in the decision space and building a search tree according to the results of samples. The basic process of MCTS is to construct the search tree iteratively until the pre-defined termination condition is reached (Liu et al., 2016). The node in the search tree represents the state of the domain, and the directed links from a node to its child nodes represent actions leading to subsequent states (Browne et al., 2012). Four phases exist in each search iteration (Hunt, Marin, & Stone, 1966; Chaslot, Bakkes, Szita, & Sprouck, 2008).

Selection: Starting from the root node, a child selection policy is applied recursively to go down the tree until the most urgent extensible node is reached. A node is extensible if it represents a nonterminal state and has unvisited children.

Expand: According to the available actions, one (or more) child nodes are added to expand the tree.

Simulation: Run a simulation from the new node(s) according to the default strategy to produce an outcome.

Backpropagation: The simulation result is ‘backed up’ through the selected nodes to update their statistics.

These may be grouped into two distinct policies (Browne et al., 2012): One is the tree policy, i.e. select or create a leaf node from the nodes already contained within the search tree (selection and expansion); the other is default policy, i.e. play out the domain from a given nonterminal state to produce a value estimate (simulation).

Feature selection with Monte Carlo tree search

Transformation of feature selection into sequential decision

As mentioned above, the MCTS approach has achieved great success in many large-scale applications. Inspired by the earlier work in (Gaudel & Sebag, 2010), we attempted to improve the performance of the Relief algorithm by combining the MCTS technique with the Relief algorithm. In this section, we show how the MCTS technique can be used to solve the feature selection problem of high dimensional data. As the MCTS algorithm is originally designed to find the best strategy for sequential decision making problems, which is obviously different from the problem of feature selection. In our approach, we first transform the feature selection problem into a sequential decision problem, where when constructing the search tree, each node in the tree represents a feature, the feature set from the root node to the current node is treated as the current state, and the set of features is used as the action set. Then, the feature selection problem is transformed into a sequential decision making problem.

As in the MCTS approach, an evaluation function is required to guide the search to a better path. In our MCTS-based feature selection approach, to evaluate the contribution of the selected features to the classification, with the advantages of the Relief algorithm, i.e. simple, low computational complexity, etc., it is used as the evaluation function for each feature set (Note that the Relief algorithm described later refers to the Relief-A algorithm). Using the Relief algorithm to calculate feature weights of all features in the feature set, we can get a feature weight vector:

$$W = [W(1), W(2), \ldots W(m), \ldots, W(n)]$$  \hspace{1cm} (3)

where \(n\) is the number of features, and \(m\) is the number of features that have been selected by the MCTS algorithm before the starting of the simulation phase. Each feature weight \(W(i)\) in the vector can be calculated by Equation (2).

The optimal strategy \(\pi^*\) obtained from the MCTS algorithm is a feature set that maximizes the sum of feature weights:

$$\pi^* = \arg \max_{\pi} \sum_{i=1}^{m} W(\pi_i)$$  \hspace{1cm} (4)

Different from the true decision making problem, in this feature selection problem, the same actions are not allowed to appear in one sequence, i.e. the two action (feature) sets cannot be identical, and it is not allowed to have the same actions (features) in one action (feature) set.
**MCTS-Relief algorithm**

By transforming the feature selection problem into a sequential decision problem and using the Relief-A algorithm that calculates feature weights as the MCTS evaluation function, the MCTS approach can be used for feature selection. This MCTS-based feature selection algorithm is called the MCTS-Relief algorithm, and just as the MCTS approach, four phases are contained in the algorithm:

**Selection:** Starting from the root node, which is an empty set initially, the actions (features) are selected strategically one by one according to the UCB algorithm (Kocsis & Szepesvári, 2006):

$$a^* = \arg \max_a (Q(s,a) + c \sqrt{\frac{\log N(s)}{N(s,a)}})$$  \hspace{1cm} (5)

where $a^*$ is the action (feature) corresponding to the child node with the largest UCB value under the current node, $Q(s,a)$ the value of the current node when selecting the corresponding action (feature), $N(s)$ the number of times the current node is selected, $N(s,a)$ the number of times the corresponding child action of the current node is selected respectively, and $c > 0$ is a tuning constant. There is an essential balance between the first (exploitation) and second (exploration) terms of the UCB equation. As each node is visited, the denominator of the exploration term increases, which decreases its contribution. On the other hand, if another child of the parent node is visited, the numerator increases and hence the exploitation values of unvisited siblings increase. The constant $c$ in the exploration term can be adjusted to lower or increase the amount of exploration performed (Browne et al., 2012). With the above UCB algorithm, in the feature selection, the features with large classification weight will be taken into account, and with the increase of the number of iterations, the search tree grows asymmetrically, features with small classification weight (usually noise features) will be filtered out.

**Expand:** According to Equation (5), we can see that if a candidate action (feature) has not been ever selected at current node $s$ (candidate action (feature) cannot be included in the set of features selected from the root node to current step), where $N(s,a) = 0$, it should be expanded under the current node. However, as mentioned previously, redundant information may exist between features, when selecting which feature should be expanded, the relevance degree between the candidate feature and the current state should be taken into account. In our approach, Pearson correlation coefficient is used to measure the correlation between features. Suppose there are two features, vectors $A$ and $B$ represent the values of the two features in each sample, then the calculation of Pearson correlation coefficient is as follows (Benesty et al., 2009):

$$r = \frac{\sum_{i=1}^{n} (A_i - \bar{A})(B_i - \bar{B})}{\sqrt{\sum_{i=1}^{n} (A_i - \bar{A})^2} \sqrt{\sum_{i=1}^{n} (B_i - \bar{B})^2}}$$  \hspace{1cm} (6)

As the larger the correlation coefficient, the stronger the correlation is, in our approach, a correlation coefficient threshold $C_P$ is set, and only the feature that the correlation coefficient between it and the feature represented by the current node is smaller than $C_P$ is expandable. As shown in earlier work, the selection of new nodes can be benefitted from prior knowledge (Gelly & Silver, 2007). We set some node extension rules to prevent hopeless exploration of feature space. The candidate feature sets are sorted according to the feature weights calculated by the original feature set, and the first few features after the feature represented by the current node are selected as the extended nodes. This prevents the expansion of meaningless nodes and makes the selection somewhat random, and ensures that the selected feature set for each path will not be identical.

**Simulation:** After the expansion of the current node, the simulation phase starts where actions (features) are randomly selected until some predefined conditions are reached. Then, the Relief algorithm is used to calculate the feature weight vector $W$ of the feature set which contains all the actions (features) that are selected from the root node to the end of this simulation. The first $m$ weights in $W(m)$ is the number of features selected in the selection and expansion phase are used as the reward of the selected feature set, i.e. reward $= [W(1), W(2), \ldots, W(m)]$.

**Backpropagation:** In the backpropagation stage, the reward obtained in the simulation stage is used to update each node $s$ visited during the search and expand phase, and the value of node $s$ is updated as follows:

$$Q(s) \leftarrow Q(s) + \frac{r - Q(s)}{N(s,a)}$$  \hspace{1cm} (7)

where $Q(s)$ is the value of the node $s$, $Q(s)$ is initialized to zero for each $s$, and $r$ is the weight of $s$, i.e. the $s$th element of reward. $N(s)$ and $N(s,a)$ are also updated.

After constructing the search tree, starting from the root node, the features with the largest value are selected and used as the selected feature set.
Experiments

Experimental datasets

Four benchmark datasets of binary classification problem are chosen for the experiments: Prostate (Zhang, Hu, Li, & Zhang, 2014; Singh et al., 2002), The Central Nervous System (CNS) (Pomeroy et al., 2002), Leukemia (Zhang et al., 2014), and Colon (Zhang et al., 2014). Firstly, the genes (features) of these datasets were selected, and then the selected genes were used for classification to verify the effect of the proposed algorithm. The details of these datasets are shown in Table 1.

Experimental setting

For our proposed MCTS-Relief algorithm, the number of candidate features for each node is set to 10. The search constant $c$ in Equation (5) is set to 0.1. In order to eliminate the features with redundant information and increase the search efficiency, the feature correlation threshold $C_p$ is set to 0.9. The search depth is set to 20, and to verify the impact of different number of extended nodes on the algorithm, the number of extended nodes is set to 5 and 10 respectively. For the number of simulations to build a search tree, it is set to 1000 (If the required number of features cannot be obtained in one built tree, a new tree is built by using the obtained set of features in the previous built tree as the root node). We compared the MCTS-Relief algorithm with the Recursive Feature Elimination Relief (RFE-Relief) (Li, Li, & Ruan, 2006; Yu, 2012) algorithm. The basic idea of the RFE-Relief algorithm is as follows: Firstly, the Relief algorithm is used to calculate the feature weights for all the features in the feature set. Then after removing 10% of the features with the small weights, the Relief algorithm is continued to be used to calculate the classification weights of the left features, and then the 10% of the features with the small weights is removed again. The above process is executed recursively. It can be seen that the RFE-Relief algorithm can reduce the features that have no effect on classification, and therefore the impact of the noise continues to decrease. The RFE-Relief algorithm can be briefly described as in Algorithm 2 (Li et al., 2006; Yu, 2012).

Performance measurement

Assume that the classification feature set selected by feature selection is $F_n$, and Support Vector Machine (SVM) (Cherkassky & Mulier, 1998) is used to measure the classification ability of $F_n$. Consider one has the following training data set:

$$S_n = \{(x_i, y_i) | x_i \in \mathbb{R}^d, y_i \in \{-1, 1\}, i = 1, 2, \ldots, n\}$$

An SVM is a classifier constructed from sums of the kernel functions:

$$g(x) = \text{sgn}\left(\sum_{i=1}^{n} \alpha_i y_i K(x, x_i) + b\right)$$

(8)

where $g(x)$ is the discriminant function of SVM, $K(x, y)$ is a kernel function, and in this paper, the RBF kernel function is used.

Experimental result and analysis

To evaluate the classification performance of the obtained feature set, we use $n$-fold cross-validation (CV accuracy) for the evaluation. Divide the original dataset into $n$, and make each subset as the test set once, and the remaining $n-1$ subset as the training set. The MCTS-Relief algorithm (Note that the MCTS-Relief algorithm with the $k$ extended nodes is called MCTS-Relief-$k$) and the RFE-Relief algorithm were used to select features on the mentioned four experimental datasets. Then the SVM classifier was used to execute the $n$-fold cross-validation to test the classification abilities of the genes selected by the two methods, where $n$ was set to 10. Since the results obtained by the MCTS-Relief algorithm each time are somewhat different, we run 5 rounds of experiments on it and average the results. The classification results of the four datasets are shown in Figures 1–4 respectively, where x-axis is the number of the selected genes and y-axis is the classification accuracy.

Firstly, we tested the impact of different extended nodes on the performance of our proposed technique. As shown in the experimental results, in the Prostate dataset, when the number of extended nodes is set to 5 and 10, the algorithm works similarly. In other datasets, if the number of extended nodes is 5, the performance of the algorithm will be slightly worse than the case where the number of extended nodes is 10. It can also be seen that the number of extended nodes must be kept at a certain number to ensure the performance of the algorithm. For

| Name    | Prostate | CNS  | Leukemia | Colon |
|---------|----------|------|----------|-------|
| number of features | 12534 | 7129 | 5147 | 2000 |
| number of samples   | 102   | 60   | 72     | 62    |

Table 1. Experimental datasets.
the datasets used in the experiment, it is more suitable to set the number of the expansion nodes to 10 where better results can be obtained.

Then, we compared the performance of the MCTS-Relief-10 algorithm with the REF-Relief algorithm. As can be seen from Figures 1–4, for the Prostate and CNS dataset, in most of the cases, the MCTS-Relief algorithm achieved a better performance compared to the REF-Relief algorithm, and for the Leukemia dataset and Colon dataset, the MCTS-Relief algorithm is still competitive. In the case that fewer features were selected, in all datasets, the MCTS-Relief algorithm is more stable than the RFE-Relief algorithm. This phenomenon may be due to the fact that as the number of iterations of the RFE-Relief algorithm increases, fewer features remain. When the number of features is too small, some important features are eliminated, which may also lead to inaccurate results. However, the MCTS-Relief algorithm always uses a certain number of high-weight features for each iteration calculation, so that better results are obtained when the selection features are small. We can also see from the results that with the increase of the number of selected features, these two algorithms achieve the nearly same performance, the possible explanation is that as the number of selected features increases, the classification information contained in the selected feature sets tends to be complete.

The experimental results demonstrate the possibility of the application of MCTS for feature selection of high dimensional data by building an asymmetry search tree, where with the increase of the number of simulations and in the process of expanding the search tree, the features with the small classification weight is eliminated, which are usually the noise features.
Conclusion and future work

In this paper, we show the possibility of the application of MCTS for feature selection by transforming the feature selection problem into a sequential decision problem, and an MCTS-based feature selection approach is proposed, where the Relief algorithm to calculate feature weights is used as the evaluation function. The efficiency of the proposed approach is demonstrated by the results of four benchmark problems. Future work includes the application of the MCTS algorithm to deal with multi-class sample feature selection problems and the combination of the MCTS algorithm with other domain classical algorithms to handle the huge search space problem that is difficult to solve by existing methods.
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