Real Time Business Analytics for Buying or Selling Transaction on Commodity Warehouse Receipt System
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Abstract. The requirement for smooth information such as buying and selling is essential for commodity warehouse receipt system such as dried seaweed and their stakeholders to transact for an operational transaction. Transactions of buying or selling a commodity warehouse receipt system are a risky process due to the fluctuations in dynamic commodity prices. An integrated system to determine the condition of the real time was needed to make a decision-making transaction by the owner or prospective buyer. The primary motivation of this study is to propose computational methods to trace market tendency for either buying or selling processes. The empirical results reveal that feature selection gain ratio and \( k \)-NN outperforms other forecasting models, implying that the proposed approach is a promising alternative to the stock market tendency of warehouse receipt document exploration with accurate level rate is 95.03 \%.

1. Introduction
Warehouse receipt system is a financial system for storing agricultural commodity and values to cope with a fluctuation in prices. Commodities stored in the warehouse will be secured by a document warehouse receipt issued by the warehouse management and has been officially registered with the National Registration Centre. Warehouse receipt document can be traded (buying and selling) on the stock market by the holder of the warehouse receipt document. Currently, open access to the internet and mobile telecommunication enabled each party in warehouse receipt system to transact in a farm of buying or selling. Parties may consist of farmers, traders, financial institution or else. They need an integrated tool such as business intelligence system anywhere and anytime with the real time data access. A warehouse receipt is a document of proof of ownership of goods stored in a registered warehouse specifically published by the warehouse manager. Warehouse Receipt can be transferred enough with an endorsement. Receipt Warehouse with it being "Negotiable." Warehouse here means it can be various, depending on the stored commodities, ranging from dried seaweed, chocolate, coffee, rice, to crude palm oil (CPO). This warehouse receipt can be used as collateral for bank loans. Since the warehouse receipt is a proof of ownership, the warehouse receipt may be traded, traded, exchanged or used as collateral for the loan, or may be utilized for the delivery of goods in derivative transactions such as futures contracts.
But unfortunately, the use of warehouse receipts is still insufficient because most countries are not willing to accept the concept of proof of ownership of the moving goods. Usually, the evidence of ownership exists only for immovable goods.

The scope of Business Intelligent (BI) should include making the best use of information for strategic, tactical, and operational needs [1]. The purposes in building BI strategy is to help business with long-term planning, help middle management with tactical reporting, and help operations with day-to-day decision-making to run the business efficiently. BI is all about providing people with the information they need to do their jobs more efficiently. A wide range of BI services needs to be given to meet a wide variety of requirements. A scope of BI strategy should be determined by the business drivers and business goals. The scope should always account for the changing business requirements to keep the BI strategy aligned with business (Figure 1).

BI framework brings together data governance, data architecture, technical architecture, data integration, data quality, end-user information delivery, data security, etc. to empower the BI initiatives. A framework should set standards that BI participants must adhere to. The framework should connect significant components that are part of overall BI vision. Establishing BI competency center or center of excellence as part of the BI framework will help in integrating BI best practices with the ongoing BI work and the BI environment of the enterprise.

![Figure 1. BI aligning with enterprise strategy to deliver value [1]](image_url)

The overarching methodology that refers to the skills and technologies to explore past business performance to make better decisions is called Business Analytics. Business Analytics uses data, statistical and quantitative analysis, predictive modeling, and optimization to make businesses work better [2]. Business analytics are needed to make the best decision on the sale or purchase transaction tendencies in real time by the owner or prospective buyer. The position of business analytics on enabling intelligent business all in the enterprise is located in the upper position (Figure 2). BI strategy should aim to support the complete breadth of decision-making ability in the enterprise. Strategic decisions deal with the long-term planning, performed by top management, focus mostly on demographic, and industry trends. These address broad issues to achieve general objectives. Strategic decisions are where BI traditionally has been implemented. Businesses today want more than just strategic insight from their BI implementations.
There is an expectation from BI to enable better execution of the numerous tactical and operational decisions that enterprise makes every day. For example, a product manager has to decide the discount schedule or pricing decision for a product every day relies on the market price on condition. Since the market has high volatility and noisy environment, tactical and operational decisions are the drivers for day-to-day management of the business at different levels. These decisions had a smaller business impact when it measured in silos as compared to strategic decisions. When the information gathered and integrated, multiple tactical and operational decisions will have higher and significantly help driving business better. BI strategy should embody the approach to enable better decision-making at all levels of the enterprise.

The stock market tendency has a big challenge task due to its high volatility price environment. There have many studies using artificial neural networks (ANNs) in this area. The early days of these studies focused on the application of ANNs to stock market prediction, such as [3-5]. Recent research tends to hybridize several artificial intelligence (AI) techniques [6]. Some researchers tend to include novel factors in the learning process. Kohara et al. [6] Incorporated prior knowledge to improve the performance of stock market prediction. Kim and Han [7] proposed a genetic algorithms approach to feature discretization and the determination of connection weights for ANN to predict the stock price index. They suggested that their approach reduced the dimensionality of the feature space and enhanced the prediction performance.

The main limitations of ANN above can be overcome, a novel intelligent learning algorithm, feature selection with gain ratio and \( k \)-Nearest Neighbour (\( k \)-NN) approach are proposed in this study. We focus on \( k \)-NN techniques because of their ease of interpretability to determine the trend of sales or purchases in stock market warehouse receipt documents that depend on many parameters. The primary objective of this study is to propose computational methods to trace market tendency both for buying or selling processes warehouse receipt document using feature selection gain ratio and \( k \)-NN technique.

2. Model Building Process

2.1. Feature Selection with Gain Ratio

It is well known that implementing feature selection improves the accuracy of a classifier. The degree of improvement will depend on many factors: the type of classifier, the effectiveness of the feature selection and the quality of the features. In the case of the simple \( k \)-NN classifier, the feature selection deletes noisy features and reduces the feature-space dimension. Moreover, for an ensemble of classifiers, the feature selection can promote diversity among the ensemble members and can improve their local specialization. The potential for an ensemble to be more accurate than its constituent members depends on the diversity among its members [11].

The information gain measure favors attributes with many values over those with few values [12]. Gain ratio (GR) overcomes this problem by introducing an extra term taking into account how the feature splits the data.
\begin{align}
GR (S, A) &= \frac{IG (S,A)}{SI (S,A)} \\
SI (S, A) &= \sum_{i=1}^{d} \frac{s_i}{S} \log_2 \frac{s_i}{S} \tag{1}
\end{align}

SI is d subsets of examples resulting from partitioning S by the d-valued feature A. Since the SI term can be zero in some special cases, we define: \( GR(S, A) = IG(S, A) \) if \( SI (S, A) \neq 0 \) for feature A. For the most part, this improvement over IG proves significant in the evaluation presented here.

2.2. k-NN Based Classifiers

Real-time business analytic for buying or selling transaction on a commodity warehouse receipt system is using a technique of classification in data mining that is k-NN. K-NN classifiers are instance-based algorithms by taking a conceptually straight forward approach to approximate real or discrete valued target functions. The learning process includes storing the presented data. All instances correspond to points in an n-dimensional space and the nearest neighbors of a given query that already defined regarding the standard Euclidean distance [8]. The probability of a query q belongs to a class c that can be calculated as follows:

\[
dist(X_1, X_2) = \sqrt{\sum_{i=1}^{n} (x_{1i} - x_{2i})^2} \tag{2}
\]

K is the set of nearest neighbors, kc the class of k and d(k,q) the Euclidean distance of k from q.

Despite their simplicity, k-NN classifiers suffer a serious drawback. The distance between items is calculated based on all the attributes. This implies any features that are in fact irrelevant for classification have the same impact at relevant features. This noise-sensitivity leads to miss-classification problems and degradation in the system accuracy. Such behavior is well known in the literature and is usually referred as a curse of dimensionality [11]. In experimental research section, we will show that this problem affects heavily the classification accuracy of the system. In fact, not only noisy features that affect the classifier accuracy but correlated features may also cause problems. However, k-NN classifiers that used in conjunction with effective feature subset selection techniques are readily interpretable and can provide important insight into a weak theory domain. Black-box classifiers (e.g., neural nets) do not offer the same insight. To overcome the problem of the high dimensional feature space, it is possible to use different strategies. In the next section, we present a set of ensemble methods that we have applied to simplify the decision surface of the k-NN deals with. This simplification is obtained in the ensemble members by reducing the number of classes that used to train the k-NN or by reducing the feature space dimensionality.

In this study, prediction of decision classification is made to determine the best time to sell, buy or hold the warehouse receipt document by owners or prospective buyers in real time based on transaction history data.

2.3. The Model Architecture

The architecture of real-time business analytic for buying or selling transaction in this research illustrated in Figure 3. From the vast amount of information available in an input, real-time business analytic that using feature selection gain ratio and k-NN will prediction the best condition for sell, hold or buy transact for the owner or prospective buyer.
3. Empirical Study

3.1. Research Data

The research data that used in this study is generated from upper and lower data range. Since we attempt to mine the stock index movement tendency, technical indicators are used as input variables. This study selects 18 technical indicators to make up the initial attributes, as being determined by the review of domain expert and prior research [13-15]. The description of initially selected attributes is presented in Table 1.

| Feature indicators           | Formula                                      |
|------------------------------|----------------------------------------------|
| Price (P)                    | $x_t$, ($t = 1, 2, \ldots, n$)               |
| Stochastic oscillator (SO)   | $\frac{x_t - x_i(m)}{x_A(m) - x_i(m)}$       |
| Moving stochastic oscillator (MSO) | $\frac{1}{m} \sum_{i=-m+1}^{t} (SO_{t-i})$ |
| Slow stochastic oscillator (SSO) | $\frac{1}{m} \sum_{i=-m+1}^{t} (MSO_{t-i})$ |
| Rate of change (ROC)         | $\frac{x_t}{x_{t-m}}$                        |
| Momentum (M)                 | $x_t - x_{t-m}$                              |
| Moving average (MA)          | $\frac{1}{m} \sum_{i=-m+1}^{t} (X_i)$       |

Figure 3. The architecture of real-time business analytic for buying or selling transaction warehouse receipt document.

Table 1. Initially selected feature indicators and their formulas
Moving variance (MV)

\[ \frac{1}{m} \sum_{i=m+1}^{t} (X_i - X_t) \]

Moving variance ratio (MVR)

\[ \frac{MV_t^2}{MV_{t-m}} \]

Exponential moving average (EMA)

\[ a \times x_t + (1-a) \times x_{t-m} \]

Moving average convergence & divergence (MACD)

\[ \sum_{i=m+1}^{t} EMA_{20}(i) - \sum_{i=m+1}^{t} EMA_{40}(i) \]

Accumulation/ distribution oscillator (ADO)

\[ \frac{(x_t(m) - x_t)/(x_t(m) - x_t(m))}{MA_5} \]

Disparity 5 (D5)

\[ \frac{x_t}{MA_5} \]

Disparity10 (D10)

\[ \frac{x_t}{MA_{10}} \]

Price oscillator (OSCP)

\[ (MA_5 - MA_{10})/MA_5 \]

Commodity channel index (CCI)

\[ \frac{(M_t - SM_t)}{0.015D_t} \] where \( M_t = x_h(t) + x(t) + x_i(t), SM_t \)

\[ = \sum_{i=m+1}^{t} M_i D_t/m \]

\[ = \sum_{i=m+1}^{t} |M_i - SM_t|/m \]

Relative strength index (RSI)

\[ 100 - \frac{100}{1 + RS} \] where \( RS = \frac{\sum_{i=m+1}^{t} (x(i) - x(i-1))}{\sum_{i=m+1}^{t} (x(i) - x(i-1))} \]

Linear regression line (LRL)

\[ \frac{m \times \sum_{i=m+1}^{t} i \times x(i) - \sum_{i=m+1}^{t} i \times \sum_{i=m+1}^{t} x(i)}{m \times \sum_{i=m+1}^{t} i^2 - \left( \sum_{i=m+1}^{t} i \right)^2} \]

3.2. Experiment Result

Figure 4 displays the knowledge flow of computational methods to obtain a prediction market trend towards buying or selling a warehouse receipt document. This knowledge flow and data analysis is using Orange Software.

![Figure 4. The knowledge flow](image)

From 18 parameters in Table 1, after the sort by using a feature selection gain ratio method obtained five most influential parameters on the prediction of selling and buying warehouse receipt document.
The parameters we consider are price (P), a slow stochastic oscillator (SSO), commodity channel index (CCI), relative strength index (RSI) and rate of change (ROC) as in Table 2.

**Table 2. Result of feature selection gain ratio**

| Attribute                           | Gain ratio |
|-------------------------------------|------------|
| Price (P)                           | 0.001      |
| Slow stochastic oscillator (SSO)    | 0.016      |
| Commodity channel index (CCI)       | 0.005      |
| Relative strength index (RSI)       | 0.006      |
| Rate of change (ROC)                | 0.009      |

Datasets are used to classify the $k$-NN uses five parameters generated in the feature selection stage with the gain ratio

**Table 3. Result of prediction time to buying or selling using $k$-NN**

| MSE     | RMSE    | MAE     | RRSE   | R$^2$   |
|---------|---------|---------|--------|--------|
| 4.9617  | 2.2174  | 2.083   | 1.4284 | -1.0403|

Each of the models described in the last section is estimated and validated by in sample data. The model estimation selection process is then followed by an empirical evaluation based on the out-of-sample data. At this stage, the relative performance of the models is measured by MSE, RMSE, MAE, RRSE and R$^2$. Table 3 reports the experimental results. The results show that the prediction means square error value of 4.9617 which means that the resulting level of accuracy rate is 95.03%.

4. Conclusions
This study uses a feature selection method of computing the ratio of profits and $k$-NN to track trends in the market either to buying or selling transaction process. Regarding empirical results, we find that the whole forecasting model can be used as an alternative solution to buy or sell a stock market trend of warehouse receipt documents with accurate rate is 95.03%.
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