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1 See, for instance, Bram and Ludvigson (1998), Souleles (2004), Barsky and Sims (2012), among many others. The importance of gauging sentiment has recently been highlighted in a speech by Richmond Fed President Thomas Barkin (see Barkin 2019). Barkin not only describes his view on how confidence affects investment decisions by businesses and consumers’ expenditures on big-ticket items, but he claims that these reactions have become a lot more sensitive over time.
Different applications of text analytic techniques are becoming widespread in government agencies, academia, and the private sector as a way to uncover some of the information hidden in unstructured and textual resources. These techniques are useful not only because they could potentially quantify qualitative data, but also because they could uncover novel information hidden in unstructured and textual resources. The availability of relevant and timely economic indicators at the local level is generally limited. The development of a systematic approach that uses text analytic tools to examine and evaluate the information content of a variety of sources, including media and qualitative surveys, could offer new opportunities to better understand changes in local economic conditions and predict economic sentiment.

Using very simple text analytic tools, this article extracts and analyzes the sentiment expressed in comments provided by participants in two surveys conducted by the Richmond Fed: the Fifth District Survey of Manufacturing Activity and the Fifth District Survey of Service Sector Activity. Specifically, the article first develops a set of sentiment indicators that intend to capture the “emotions” reflected in the open-ended comments. The indicators are intended to track three categories of sentiments: negative, positive, and uncertain. Second, to evaluate the information content of the indicators, the article contrasts the sentiment measures against responses to other questions included in the surveys. This kind of exercise is meaningful because these other questions are supposed to specifically inquire about monthly changes in business conditions experienced by survey participants. Third, the article examines the evolution of the sentiment indicators over time and compares their behavior to an indicator of economic activity reported by the Richmond Fed, the manufacturing composite diffusion indices (DIs). Fourth, the article also shows that this methodology can be employed to identify the extent to which responses by individual survey participants show a systematic pattern. For instance, based on the sentiment implicit in the their written comments, this approach can identify those respondents who are systematically positive, negative, or uncertain.

This approach, of course, has its limitations. As with any other method, it is subject to bias and misinterpretation, and the results should always be contrasted against other methods and data. However, the analysis of qualitative data may help enhance the predictive accuracy and corroborate the information provided by other more traditional sources.

The article is organized as follows. Section 2 briefly reviews the text analytic methodology and its application, focusing on sentiment analysis. Section 3 applies these techniques to the survey comments of
the Richmond Fed Surveys and discusses the main findings. Finally, Section 4 summarizes the conclusions of the analysis and highlights other potential applications of the present approach.

1. QUALITATIVE DATA COLLECTED BY THE FEDERAL RESERVE BANK OF RICHMOND

All twelve Reserve Banks have regional economics departments that collect, analyze, and publish regional and national data. These data are both quantitative (such as the unemployment rate, employment growth rate, housing prices, etc.) and qualitative, from conversations with representatives from different sectors of the local economy and from surveys. The most visible use of the analysis is to give the president of each Reserve Bank a summary of regional economic conditions, information that is later shared at the Federal Open Market Committee (FOMC) meetings and made available to policymakers, consumers, and businesses. The information collected and disseminated in this way constitutes an additional instrument to evaluate economic conditions: it not only provides context for data obtained from other sources, it is useful to confirm developing trends and understand their effect on the broader economy.²

As part of these efforts, the Richmond Fed conducts several monthly surveys that collect qualitative information on business activity. The two largest ones in terms of number of participants are the Fifth District Survey of Manufacturing Activity (the “Manufacturing Survey”) and the Fifth District Survey of Service Sector Activity (the “Service Survey”). In order to identify the factors that drive current and expected business conditions in real time, the surveys ask participants a number of questions concerning changes in various measures of activity. Most of the questions in the surveys are qualitative in nature, since respondents are only required to report whether they experienced an increase, decrease, or no change in each economic variable from the preceding month or if they expect to observe similar changes six months ahead.³

For example, participants in the Manufacturing Survey are asked, among other questions, whether employment, orders, or shipments decreased, did not change, or increased from the previous month and

² The article by Macheras et al. (2015) explains in more detail how and why regional economic conditions may help policymakers understand economic changes observed at the macro level.

³ The use of the term “qualitative” is common in the literature to refer to directional changes rather than quantitative changes in a specific variable. The term “qualitative” is also used in the present article to refer to textual data.
how they expect those variables to change in the next six months. The Service Survey includes questions that overlap with those asked in the Manufacturing Survey (such as changes in employment, wages, and local economic conditions), in addition to a few other specific questions (such as changes in revenue and product demand). The qualitative information collected through these surveys is later aggregated and combined into several DIs. For the Manufacturing Survey, the Richmond Fed also reports a composite DI defined as the weighted sum of three individual DIs: employment, shipments, and orders.

The survey also allows participants to provide feedback through open-ended textual comments. The comments are not only valuable because they offer information about emerging topics and trends, but they also indicate the respondents' perceptions or sentiment regarding the surrounding economic environment during a given time period.

The present analysis uses basic text mining techniques to closely examine the survey comments submitted by the surveys' participants during the period April 2002 to December 2018. The analysis intends to evaluate the sentiment implicit in those comments, examine how sentiment changes over time, and evaluate the connection between sentiment and participant responses to the other questions included in the survey.

2. TEXT ANALYTICS

What can text analytics do and how does it work?

Text analytics has several different uses and applications. For instance, it can be used to find hidden connections, patterns, and models in plain language narratives or unstructured data. It might be useful to detect emerging areas of concern or interest in specific target groups. Alternatively, it could be used to find trending themes by identifying topic

---

4 DIs are used and reported by various agencies and organizations, such as the BLS, the Institute of Supply Management (ISM), and the University of Michigan Surveys of Consumers. The diffusion index calculated by the Richmond Fed is simply the difference between the proportion of those that report an increase and those that report a decrease. For additional background information on the structure and information content of the surveys and DIs, see Price and Watson (2014), Waddell (2015), Pinto et al. (2015), and Lazaryan and Pinto (2017).

5 The panel is unbalanced. The subset of respondents may change from one period to the next. Approximately 45 percent of 200 contacts respond to the Manufacturing Survey in a typical month. The numbers are similar for the Service Survey. Also, panel members may drop out of the survey or they may be removed because they have not responded for an extended period of time.

6 The input, or corpus, to be analyzed is the entire database of comments from these two surveys.
areas that are either novel or are growing in importance, or it could be used to consistently track concepts that are generally difficult to quantify (such as risk or uncertainty). Specific text analytic tools include text clustering (the classification and grouping of documents according to similarity measures), content categorization (assignment of text documents into predefined categories and building models), concept extraction, entity extraction (identifying named text features, such as people, organizations, places, etc.), entity relation modeling (learning relations between named entities), text summarization, and sentiment analysis.

Text analytic methods generally involve four steps. The first step consists of selecting the input or sources to be analyzed, usually referred to as “corpus.” The input can be any textual data, such as open-ended questions in surveys, a collection of documents, or transcribed minutes from a meeting. The second is a preprocessing step that involves the implementation of several methods and techniques to simplify the data. The process includes the extraction and identification of individual words (usually referred to as “tokenization” of the textual document), word stemming and lemmatization, the recognition of names, entities, places, and dates, and the removal of common or “stop” words that do not provide any meaning to the text (e.g.: “the,” “at,” “in,” and “with”). Stemming is a process through which words are reduced to their roots or stems. For example, the words “fox” and “foxes” may be reduced to the root “fox.” Lemmatization also tries to group words, but the process is somewhat more complicated because it attempts to associate words according to their meanings. For example, the lemma of the words “paying,” “paid,” and “pay” is “pay.” The objective of both stemming and lemmatization is to match and group words in order to reduce the size of the data and, consequently, reduce processing time and memory. The third step is the analysis. At this stage, the goal is to extract features from the documents, define a model based on those features, and train the model with a subsample of the data. Lastly, the fourth step consists of the validation of the results from the analysis. The validation is both internal, i.e., using available data not employed to construct the model, and external, i.e., using other available data sources and methods.

Sentiment analysis

Sentiment analysis uses the tools of text analytics to measure and classify the emotional content of unstructured textual data. This classification has typically been used to analyze opinions and product ratings, to inform political strategy, and used in research methods to quantify
The goal of this approach is essentially to map a piece of text to a specific sentiment category, such as positive, negative, or uncertain. Different techniques are generally employed to construct this mapping. Some of them are based on predefined dictionaries (the lexical or “bag of words” approach), while others rely on machine learning algorithms. See, for example, Hansen et al. (2018). They all, however, share the general principles.

The lexical or “bag of words” approach assigns textual data to each sentiment category using a predefined dictionary or list of words typically associated with those categories. Sentiment is then determined by the frequency of words in each category found in the text. However, relying exclusively on these kinds of dictionaries may lead to errors and misinterpretations. In general, the task of classifying text according to its sentiment is a lot more complicated because the meaning of a word may depend on the context and the specific combination of words found in an expression. For instance, if a word that reflects a positive sentiment is combined with a word that has a negative connotation, then the overall sentiment becomes negative. Other factors, such as sarcasm or slang, may complicate even more the analysis based on dictionaries. The approach followed later in the article (explained in Section 3) extends the “bag of words” approach by incorporating short expressions associated with different tonalities and by implementing general linguistic rules to deal with some of the problems described above.

Recent work in economics and finance has used text analytic tools to develop various indicators of economic activity. See, among others, Nyman et al. (2018), Thorsrud (2018), and Calomiris and Mamaysky (2019).

Provalis Research, vendor for QDA Miner and WordStat text analytic software, provides a general sentiment dictionary in a website download. The WordStat Sentiment Dictionary was created by combining negative and positive words from three dictionaries: the Harvard IV TagNeg dictionary of negative words, the Martindale Regressive Imagery dictionary, and the Pennebaker Linguistic and Word Count dictionary. The dictionary building utility program in WordStat was then used to expand the word list, generating over 9,500 negative and nearly 4,700 positive word patterns. The word lists themselves do not measure sentiment; rather, sentiment is determined by applying two linguistic rules. Negative sentiment is measured by “negative words not preceded by a negation (no, not, never) within four words in the same sentence” and “positive words preceded by a negation within four words in the same sentence.” Positive sentiment can be measured similarly but is not as predictive. Improving the accuracy of a sentiment dictionary requires additional “training” of the generic dictionary to customize for a particular domain or body of content. For additional information, see “Sentiment Dictionaries” (Provalis Research) at https://www.provalisresearch.com/products/content-analysis-software/wordstat-dictionary/sentiment-dictionaries (accessed November 1, 2018). Two examples of dictionaries customized for specific domains include the Loughran and McDonald financial sentiment dictionary (for more information, see Loughran and McDonald [2011] and Loughran and McDonald [2015]) and the Lexicoder Sentiment Dictionary (see Young and Soroka [2012]) for the analysis of political news. The developers of the two dictionaries took different approaches toward achieving a greater accuracy of sentiment analysis.
The exercise developed in the present article is closely related to the work by Shapiro et al. (2018), in which the authors examine sentiment embodied in the news media. They use text analytic techniques to construct sentiment indices intended to capture the opinions expressed in economic and financial newspaper articles and to determine the writer's attitude toward certain issues. To develop their indices, the paper uses a proprietary machine learning predictive model developed by a company called Kanjoya. They next analyze the information content of these measures by examining their correlation with different indicators of business economic conditions and their predictive accuracy. They find not only a strong contemporaneous correlation between sentiment and key business cycle variables, but also that sentiment helps in forecasting inflation and the federal funds rate.

3. SENTIMENT ANALYSIS OF THE FIFTH DISTRICT SURVEYS OF ECONOMIC ACTIVITY

The main objective of the exercise is to construct different measures that capture the sentiment and opinions embodied in the open-ended comments offered by survey participants and to examine how sentiment changes over time. To assess the information content of these measures, I compare them to the participants’ responses to other questions in the survey that are supposed to track monthly changes in economic activity.

Preliminary analysis: views of participants who write comments

Before proceeding with the textual analysis, and to understand the limitations and scope of the methodology described in the next section, it should be noted that not all respondents choose to write comments. In fact, during the period under consideration, on average, 26 percent of survey participants in the Service Survey and 30 percent in the Manufacturing Survey offer written comments. To draw meaningful conclusions from the textual analysis of comments, it is important to understand the behavior of participants who take the time and effort

---

9 See Shapiro et al. (2018) for a thorough description of their methodology.

10 The present analysis should simply be regarded as an exercise that shows the potential use of text mining techniques. Applying these techniques would probably make more sense when dealing with large bodies of text rather than with the surveys mentioned above, since they only target a limited number of participants. However, even for small samples, it is still valuable to develop a methodology, using some of these techniques, that systematically and consistently examines the qualitative data collected by the Richmond Fed.
to offer such information. Specifically, is the group of participants who write comments biased in a particular direction or can this subset of participants be regarded as a representative subsample?

One way of examining the differential behavior across groups is by determining the extent to which writing comments covaries with responses to the other questions included in the surveys. To do this, I compare the behavior of the two groups by evaluating how they respond to the question on changes in current employment.\(^\text{11}\) Figure 1 shows the monthly difference between the employment DIs calculated using responses from each group of survey participants (i.e., \([DI_{\text{no comments}} - DI_{\text{comments}}}\]) along with its HP-filtered trend (solid line). The values reported in the figure combine responses from the two surveys: Service and Manufacturing. The series do not seem to indicate systematically different behavior between the two groups until approximately October 2014. While until October 2014 the difference between DIs indicated that those who write comments assessed economic conditions more negatively than those who do not write comments (i.e., the employment DI calculated using responses from the group of participants who write comments is lower than the employment DI calculated using responses from the group who don’t write comments), the difference has become negative from that time period onward.

In order to examine the extent to which this kind of behavior differs across the service and manufacturing sectors, I perform the same exercise using data from each survey separately. The results are plotted in Figure 3. The figure shows periods in which the series move together (from April 2007 until April 2012) and periods in which they behave differently (from the beginning of the sample until April 2007, and from April 2012 until the end of the sample). In those periods when the series do not coincide, the survey participants who write comments in the Service Survey tend to be relatively less optimistic about economic conditions than those who write comments in the Manufacturing Survey. However, beginning in September 2017, the pattern has changed: those who write comments in the Service Survey become increasingly pessimistic, while survey participants in the Manufacturing Survey tend to show the opposite behavior.

Overall, the latter exercises suggest that the conclusions obtained from the sentiment analysis performed on survey comments should be interpreted with caution. Specifically, the conclusions could be biased because the analysis relies on information provided by a subsample of survey participants, whose incentives to report written comments might

\(^{11}\) Only the analysis that considers the employment question is reported here. Similar conclusions can be drawn by comparing responses to other survey questions.
be effectively driven by their own perceptions of economic conditions
(as indicated by their responses to other questions in the survey).

**Sentiment analysis: methodology**

The first step of the analysis is to preprocess the textual survey data
following the steps described in Section 2.\(^{12}\) Next, I construct dif-
ferent sentiment indicators by extending the lexical or “bag-of-words”
methodology discussed previously. The approach involves the follow-
ing steps. First, I define the set of sentiment categories

\[ I = \{ \text{negative, positive, uncertain} \} \]

where \( i \in I \) is a representative element of this
set. Second, I analyze the text and detect the list of words that belong
to each of the categories based on a predefined dictionary.\(^{13}\) Third, in
addition to identifying such words, I categorize text according to the
use of different short expressions that commonly reflect certain types
of emotions.\(^{14}\)

Fourth, I define several linguistic rules that take into account the
context of words to assess sentiment. The idea is that sentiment is not
simply determined by the frequency of words present in the dictionary.
For instance, positive words are assumed to reflect positive sentiment if
their meanings are not modified by the presence of other words. Specif-
ically, positive sentiment is captured by positive words “not near” a
negation (such as “no,” “not,” and “never”) or “not near” a negative
word and by negative words “near” a negation or “near” another neg-
avative word.\(^{15}\) Negative sentiment can be measured using similar rules.
In this way, negative sentiment would be described by the presence of
negative words not near negations or other negative words and by
positive words near negations or negative words. According to this ap-
proach, comments like “We do not think it is a cause for concern,”
“We have not had a problem hiring entry level staff,” or “Customer
traffic is not bad” would be classified as positive, and comments like
“From September 10 to mid-October, business was not at all good,”

---

\(^{12}\) These steps are common to most every analysis performed on textual data. This
stage essentially entails the identification and removal of frequently used words that
appear in a content set and do not have sentiment connotations. The removal of words
with many occurrences reduces the “noise” in the subsequent sentiment analysis.

\(^{13}\) The methodology uses the dictionary constructed by Loughran and McDonald
(2011) as the starting point. The dictionary is modified and trained for the specific
corpus under study.

\(^{14}\) An explanation of the methodology, including examples from the survey com-
ments, is described in the Appendix (see Section B).

\(^{15}\) In the present exercise, a word is defined to be “near” another word if they are
within five words of each other (before or after), in the same sentence. Some of these
rules are variations of those suggested by Provalis Research.
“The market is **not** as **strong** at retail as last fall,” or “**things are not** as **good** as everyone thinks” would be categorized as negative (i.e., “**not good**”). Uncertainty is simply assessed by determining the presence of words or expressions generally associated with this sentiment.

Finally, I analyze the mix of positive, negative, and uncertain “words” and assess the overall sentiment embodied in the text by calculating three types of indicators. To calculate the first sentiment measure, I sum the number of survey comments (or occurrences) assigned to each sentiment category. To do this, I define a case-specific indicator function that is equal to one when a comment from a survey participant (i.e., a case) contains at least one expression that belongs to the previously defined categories (negative, positive, or uncertain), and I then sum over all the indicator functions.\(^{16}\)

The second measure of sentiment is based on the number of words in each category showing up in the comments. According to this indicator, the sentiment of a comment would depend on the relative frequency of words. Compared to the previous measure, this one reflects more accurately differences in the intensity of each sentiment expressed in the textual data. However, it does not contain information about the spread of the sentiment among respondents. In other words, it could be possible for a few comments to drive the sentiment in a specific time period if those comments include many words associated with the respective categories.

For the third measure, I construct an indicator that also uses the frequency of words in each category but normalized by the total number of words (the values are expressed as a rate every 10,000 words). The results of the analysis are summarized in the following sections.

**Results of the analysis**

**Sentiment and responses to questions on business activity**

In this section, I determine the extent to which the sentiment embodied in the written comments is associated with changes in business conditions. To establish this relationship, I compare the sentiment of the comments to the responses offered by survey participants to other questions included in the Fifth District Surveys. As mentioned earlier, these questions ask participants to determine if a specific variable has changed from the previous month (current changes) or is expected to change in the next six months (expected changes). The set of possible

\(^{16}\) A specific comment may be assigned to more than one category.
responses $J = \{1, 2, 3\}$, where “(1)” is decrease, “(2)” is remain unchanged, and “(3)” is increase, and $j \in J$ is a representative response from set $J$.

In the first place, I evaluate the sentiment of survey comments in conjunction with the responses to the question on current changes in employment. Figure 2 summarizes the association between sentiment categories and responses to the employment question. The tables on the left (top and bottom) are constructed by counting the cases (or respondents) in each sentiment group $i$ who respond $j$ to changes in employment. The table on the top left reports the column percentages, i.e., the percentage of cases in each category $i$ as a proportion of those who respond $j$. The table on the bottom left shows the row percentages, i.e., the number of cases that respond $j = 1, 2, 3$, as a proportion of cases in each category $i$. The tables in the middle show similar percentages constructed using the frequency of words, and the table on the right uses the frequency of words as a proportion of total words.

Consider the top left table. The largest percentage of cases in the negative category is observed when the response is (1) or “decrease,” with 59 percent, and then smallest when the response is (3) or “increased,” with 47 percent. When the response is (2) or “remain unchanged,” the percentage is 51, in between the other two. For the positive category, response (3) has the largest percentage and response (1) has the smallest. For the uncertainty category, the maximum is reached when the response is (2). The table on the bottom left shows that the percentage of those who report (1) is highest for the negative category (19 percent), the percentage of those who report (2) is highest for the uncertainty category (69 percent), and the percentage who report (3) is highest for the positive category (22 percent).

The tables constructed using word frequencies, both tables in the middle and the table on the right, show identical results. Finally, Figure 4 in Appendix A shows the results from a similar analysis performed separately for the Manufacturing and Service Surveys. From that table, it can be concluded that the sentiment indicators accurately reflect the opinion of those participating in the two separate surveys.

In general, the tables suggest that the sentiment indicators based on textual data accurately reflect participants’ perceptions about eco-

---

17 The question about current changes in employment is common to both the Manufacturing and Service Surveys. The present analysis combines the information from both surveys in order to work with a larger sample size.

18 Similar conclusions are obtained using expected changes in employment.

19 Only the tables using frequency of words (rate per 10,000) are reported in Figure 4 in Appendix A. The tables calculated using case occurrences and frequency of words show the same conclusions.
nomic conditions. In other words, the information offered by these indicators seems to be consistent with other information conveyed by survey participants, in this case, the information revealed by their responses to the question that asks about changes in employment.

Finally, I examine the correspondence between the sentiment categories and other questions included in the surveys, such as current changes in: (i) local economic conditions (Figure 5 in Appendix A; the tables are constructed using data from the Manufacturing and Service Surveys since this question is common to both), (ii) shipments (Figure 6; data from the Manufacturing Survey), (iii) orders (Figure 7; data from the Manufacturing Survey), (iv) demand (Figure 8; data from the Service Survey), and (v) revenues (Figure 9; data from the Service Survey). The results confirm the conclusions from the previous analysis that compares sentiment and employment changes and further validate the measures of sentiment introduced earlier.

Changes in sentiment by month

Figures 10, 11, and 12 display the monthly evolution of the measures of sentiment. Figure 10 shows the changes in the negative, positive, and uncertain indicators, calculated as the number of cases or respondents assigned to each sentiment category. The series reported in the graph are simply the percentage of cases in each category. Figure 11 shows the evolution of sentiment indicators that include the frequency of words in each category. The series, as before, are expressed as the percentage of words in each category at each period of time. Finally, Figure 12 shows the frequency of words in each category, normalized by the total number of words in each period (the numbers are expressed as a rate per 10,000 words). All figures include the series’ twelve-month moving averages (solid lines).

The following observations are worth pointing out from the graphs. First, the behavior of all the sentiment indicators is similar in all three figures. Moreover, the category representing negative sentiment is relatively more important than the other two categories. However, the value of the information offered by these sentiment indicators is not determined by the level of such measures but by how these measures change in time, reflecting changing views and perceptions about the evolution of the economy.

Second, in all cases, the negative sentiment indicator reaches its maximum (within the sample considered in the analysis) at the end of 2008, and declines thereafter until April 2010. This series reaches a new peak in the second half of 2013 and later steadily declines until August 2017. Since August 2017, negative sentiment has been increasing.
Third, the series that reflect positive sentiment evolve in the opposite way. In fact, the correlations between the negative and positive sentiment indicators are -0.71, -0.89, and -0.53 in Figures 10, 11, and 12, respectively.\textsuperscript{20}

Fourth, the indicator of uncertainty shows a somewhat different behavior. The uncertainty measure rises prior to the Great Recession, reaching a peak in the middle of 2007. After a brief decline it rises again reaching another peak at the end of 2012. Since then, the indicator has been declining, except for a short period of time from mid-2016 to approximately September 2017 in which it slightly increased.\textsuperscript{21}

Next, I construct a sentiment indicator that aggregates the individual information described above. Specifically, the sentiment indicator is defined as the difference between negative and positive sentiment, i.e., $[\text{Negative} - \text{Positive}]$. This means that higher values of this indicator would be associated with higher overall negative perceptions and views about the economy. The evolution of this indicator is depicted in Figure 15.\textsuperscript{22} A striking feature of this series is that negative sentiment has been steadily increasing since mid 2017, reaching in December 2018 similar levels as those observed during late 2012 and the beginning of 2013.

It is likely that certain factors affect and drive sentiment differently in the manufacturing and service sectors. I therefore evaluate the extent to which the sentiments associated with the comments included in the two surveys, the Manufacturing (M) and Service (S) Surveys, differ. Figures 17, 18, and 19 display the evolution of the sentiment indicators constructed using frequency of words (rate per 10,000 words) for each survey. The correlation between each sentiment indicator across surveys is positive but low (0.06 for negative sentiment, 0.04 for positive sentiment, and 0.17 for the uncertainty category), suggesting there could be factors affecting sentiment in each sector differently.

Finally, I calculate the sentiment indicator introduced earlier ($[\text{Negative} - \text{Positive}]$ using frequency of words normalized by the total number of words in each period), but only for the Manufacturing Survey, and I compare the evolution of this indicator to the composite DI described in Section 1. The series are plotted in Figure 16. The

\textsuperscript{20}The entire correlation matrix is shown in Figure 14 in Appendix A.

\textsuperscript{21}An enlarged version of the series showing the behavior of the uncertainty indicator is shown in Figure 13.

\textsuperscript{22}It should be considered that, as mentioned earlier, negative words tend to be more preponderant in comments than positive words. Also, changes in the positive and negative sentiment indicators may individually offer valuable information, each one correlated with different set of variables. Future work will evaluate the information content of each one of the sentiment series.
left axis indicates the units of the manufacturing sentiment indicator, and the right axis the units of the composite index. The series, as expected, have a negative correlation (the correlation between the two (smoothed) series is -0.51). However, it is interesting to note that since approximately October 2017 both series have been increasing. This means that during this period both negative sentiment, and favorable business conditions, captured by the level of the composite DI, have been rising. A similar behavior is only briefly observed in 2004, at least during the sample period considered in the present analysis.

Understanding the factors driving the behavior of the series is, of course, crucial in order to make sense of the conveyed information. A complete investigation is relegated for future research. However, by performing a very preliminary analysis, I was able to identify a positive association between stock market volatility and our indicator of negative sentiment. Specifically, the correlation between the Chicago Board Options Exchange Market Volatility Index (VIX) and the negative sentiment indicator (smoothed) series is 0.44 during the sample period considered in the analysis.

Now, a final comment regarding the extent to which a methodology like the one developed in this paper could help Reserve Banks in their efforts to evaluate economic conditions. The alignment of the information provided by the sentiment indicator with other qualitative measures, such as the composite DI, would help confirm the Banks’ view about economic conditions. It should not be interpreted, how-

---

23 The range of the DI is \([-100, 100]\).
24 The correlation between the (smoothed) series is 0.84 during the period October 2017 to December 2018.
25 Note that, in principle, the series are supposed to capture changes in sentiment and economic conditions in the Fifth District. A thorough analysis would require the identification of regional and national factors associated with the evolution of those variables. The work by Lazaryan and Pinto (2017), for instance, studies the extent to which the composite DI is associated with regional and national economic variables. A similar analysis could be performed using the negative sentiment indicator developed in this paper.
26 The VIX indicator is constructed using a number of options included in the S&P 500 index and is supposed to capture the stock market’s expectation of volatility over the next thirty days. While the correlation between the VIX and composite diffusion index (smoothed) series during the sample period under consideration is -0.68, the correlation has become positive since the beginning of 2017.
27 In Pinto et al. (forthcoming), we construct a measure of uncertainty and apply the methodology using data from the Survey of Consumers conducted by the University of Michigan. While the correlation between our measure of uncertainty and consumer confidence (measured by the Index of Consumer Sentiment) is generally negative, as expected, they both tend to rise during the period 2009–14. To some extent, such behavior is similar to the one highlighted above when comparing the evolution of the negative sentiment indicator and the composite DI (even though such behavior is observed at different periods).
ever, that when these indicators move in opposite directions (providing perhaps conflicting evidence about the state of the economy) that the methodology is flawed. In fact, these kinds of scenarios could simply reveal the fact that sentiment gives us different information, not captured by other data, and further exploration would be necessary. The sentiment indicator, as a result, is used in this context as a way to corroborate information obtained from other qualitative assessments.

**Sentiment and survey respondents**

A similar analysis can be carried out to identify respondents who systematically show a negative, positive, or uncertain sentiment. Note that the surveys conducted by the Richmond Fed have a panel structure. A list of contacts, developed throughout the years and representative of the Fifth District industry composition, receives online surveys every month. Using this panel of respondents, the methodology can determine the extent to which some contacts are systematically more pessimistic or optimistic than others. Understanding the systematic behavior of individual participants and identifying those contacts who consistently express a specific sentiment (positive, negative, or uncertain) would provide a much more accurate assessment and interpretation of the monthly responses by correcting any bias in the results due to sample selection. As an illustration, Figures 21, 22, and 23 list contacts, in decreasing order, according to the sentiment generally communicated through their survey comments.\(^{28}\)

4. CONCLUSIONS

The present article illustrates the use of basic text analytic tools by evaluating the sentiment of survey comments collected by two surveys conducted by the Richmond Fed: the Fifth District Manufacturing and Service Surveys. First, the article constructs several indicators that intend to capture the sentiment embodied in the open-ended comments written by survey participants. Second, in order to evaluate the information content of these indicators, the article contrasts the sentiment measures against responses to other survey questions. This exercise is useful since the other survey questions are meant to specifically track monthly changes in business conditions experienced by survey participants. Finally, the article analyzes the evolution of the sentiment indi-

\(^{28}\) I have carried out similar sentiment analysis by industry NAICS code and state. However, due to small sample sizes, the conclusions tend to be very imprecise.
icators and compares their behavior to an indicator of economic activity reported by the Richmond Fed, the composite DI.

Sentiment as measured in the paper (defined as the difference between negative and positive sentiment) generally aligns well with other assessment measures of qualitative data, such as the composite DI. However, there are instances in which these measures convey conflicting information. For example, the sentiment indicator and the composite DI have both been increasing since approximately October 2017. Such behavior has only been briefly observed in 2004.

The fact that sentiment might not fully align with other assessments does not necessarily imply that the methodology is flawed. It could simply mean that sentiment is capturing different information. In this way, the sentiment indicator could be used as a tool to corroborate other information collected by the Bank. When sentiment and diffusion indices head in opposite directions, for example, we would be less confident about what the qualitative surveys are telling us, requiring further exploration.

Different factors could potentially play a role in explaining the behavior of sentiment. While a thorough investigation of such determinants is beyond the scope of the present paper, a preliminary analysis allows us to identify a positive correlation between stock market volatility and the negative sentiment indicator.

It should be emphasized that the present exercise is simply a first attempt to evaluate sentiment in survey comments. A more rigorous analysis is definitely required in order to apply this method for other purposes, such as assessing the level of uncertainty in the economy or drawing conclusions about individuals’ expectations. However, the preliminary results indicate that this kind of analysis is promising.

There are many other potential applications of text analytics. Some of these applications are meaningful not only to extract information from the surveys conducted by the Richmond Fed, but also to gain insights from the rest of the qualitative data communicated to the Bank. For instance, these tools could be used to uncover recurrent and emerging issues, identify trends, or consistently track the evolution of certain topics (such as “tariffs,” “labor market,” “inflation,” etc.). The use of text mining techniques by regional Reserve Banks is not as widespread as in other sectors of the economy. However, regional Reserve Banks can definitely benefit from these methods both in academic research and policymaking. Unstructured data provide an additional source of information that, jointly with other data collected by the Banks, could offer a more complete description and understanding of the changes taking place in the economy.
Figure 1 Difference in Employment DI: No Comments vs. Comments

Notes: The figure shows the monthly difference between the employment DI calculated for those who don’t submit written comments and those who submit written comments ($\text{DI}_{\text{nocomments}} - \text{DI}_{\text{comments}}$). The information used to calculate the DIs includes responses from both the Manufacturing and Service Surveys.
Figure 2 Sentiment and Changes in Current Employment

| Case occurrence (column) | Frequency (column) | Frequency (rate per 10,000 words) |
|--------------------------|--------------------|-----------------------------------|
|                          | SENTIMENT 1 2 3    | SENTIMENT 1 2 3                   |
| NEGATIVE                 | 59% 51% 47%        | NEGATIVE 67% 59% 52%              |
| POSITIVE                 | 30% 34% 41%        | POSITIVE 26% 32% 40%              |
| UNCERTAINTY              | 11% 14% 12%        | UNCERTAINTY 7% 9% 8%              |
|                          | SENTIMENT 1 2 3    | SENTIMENT 1 2 3                   |
| NEGATIVE                 | 19% 64% 17%        | NEGATIVE 19% 65% 16%              |
| POSITIVE                 | 14% 64% 22%        | POSITIVE 13% 64% 23%              |
| UNCERTAINTY              | 14% 69% 17%        | UNCERTAINTY 14% 70% 17%           |

Notes: (1) decrease, (2) no change, (3) increase. The table is constructed using the combined data from the Manufacturing and Service Surveys.
Figure 3 Difference in Employment DI: No Comments vs. Comments – Manufacturing and Service Surveys

Notes: The figure shows the monthly difference between the employment DI calculated for those who don’t submit written comments and those who do submit written comments (\(|\text{DI}_{\text{no comments}} - \text{DI}_{\text{comments}}|\)). M: Manufacturing, S: Service.

Figure 4 Sentiment and Changes in Current Employment: Manufacturing and Service Surveys

| SENTIMENT | 1     | 2     | 3     | 1     | 2     | 3     |
|-----------|-------|-------|-------|-------|-------|-------|
| NEGATIVE  | 498.94| 420.77| 347.33| 562.27| 491.96| 404.08|
| POSITIVE  | 275.48| 312.78| 361.36| 239.47| 254.05| 294.35|
| UNCERTAINTY | 20.57 | 32.87  | 32.74 | 22.62  | 26.98  | 24.44 |

Notes: (1) decrease, (2) no change, (3) increase.
### Figure 5 Sentiment and Changes in Current Local Economic Conditions

| Case occurrence (column) | Frequency (column) | Frequency (rate per 10,000 words) |
|--------------------------|-------------------|----------------------------------|
| **SENTIMENT**            | 1 | 2 | 3 |
| NEGATIVE                 | 55% | 51% | 44% |
| POSITIVE                 | 29% | 35% | 42% |
| UNCERTAINTY              | 16% | 14% | 13% |
| **SENTIMENT**            | 1 | 2 | 3 |
| NEGATIVE                 | 66% | 59% | 48% |
| POSITIVE                 | 24% | 33% | 43% |
| UNCERTAINTY              | 10% | 8%  | 9%  |
| **SENTIMENT**            | 1 | 2 | 3 |

Notes: (1) decrease, (2) no change, (3) increase. The values are calculated using the combined data from the Manufacturing and Service Surveys.

### Figure 6 Sentiment and Changes in Current Shipments

| Case occurrence (column) | Frequency (column) | Frequency (rate per 10,000 words) |
|--------------------------|-------------------|----------------------------------|
| **SENTIMENT**            | 1 | 2 | 3 |
| NEGATIVE                 | 56% | 55% | 48% |
| POSITIVE                 | 30% | 32% | 39% |
| UNCERTAINTY              | 14% | 12% | 13% |
| **SENTIMENT**            | 1 | 2 | 3 |
| NEGATIVE                 | 67% | 64% | 56% |
| POSITIVE                 | 25% | 28% | 36% |
| UNCERTAINTY              | 9%  | 8%  | 8%  |
| **SENTIMENT**            | 1 | 2 | 3 |

Notes: (1) decrease, (2) no change, (3) increase. The values are calculated using data from the Manufacturing Survey.
Figure 7 Sentiment and Changes in Current Orders

| Case occurrence (column) | Frequency (column) | Frequency (rate per 10,000 words) |
|--------------------------|--------------------|-----------------------------------|
|                         | SENTIMENT 1 2 3    | SENTIMENT 1 2 3                   | SENTIMENT 1 2 3                          |
| NEGATIVE                 | 56% 56% 48%        | NEGATIVE 67% 65% 53%              | NEGATIVE 718.98 743.42 557.75           |
| POSITIVE                 | 30% 32% 39%        | POSITIVE 24% 28% 37%              | POSITIVE 261.47 318.02 382.36           |
| UNCERTAINTY              | 14% 12% 13%        | UNCERTAINTY 9% 8% 8%              | UNCERTAINTY 98.02 87.69 82.26           |

Notes: (1) decrease, (2) no change, (3) increase. The values are calculated using data from the Manufacturing Survey.

Figure 8 Sentiment and Changes in Current Demand

| Case occurrence (column) | Frequency (column) | Frequency (rate per 10,000 words) |
|--------------------------|--------------------|-----------------------------------|
|                         | SENTIMENT 1 2 3    | SENTIMENT 1 2 3                   | SENTIMENT 1 2 3                          |
| NEGATIVE                 | 54% 50% 44%        | NEGATIVE 61% 58% 47%              | NEGATIVE 713.74 629.65 475.69           |
| POSITIVE                 | 32% 36% 43%        | POSITIVE 30% 33% 45%              | POSITIVE 348.18 360.65 459.93           |
| UNCERTAINTY              | 15% 14% 13%        | UNCERTAINTY 9% 9% 8%              | UNCERTAINTY 108.42 96.97 85.82           |

Notes: (1) decrease, (2) no change, (3) increase. The values are calculated using data from the Service Survey.
Figure 9 Sentiment and Changes in Current Revenues

| Case occurrence (column) | Frequency (column) | Frequency (rate per 10,000 words) |
|--------------------------|--------------------|-----------------------------------|
| SENTIMENT                | 1 2 3              | SENTIMENT 1 2 3                    |
| NEGATIVE                 | 57% 51% 46%        | NEGATIVE 63% 57% 49%               |
| POSITIVE                 | 31% 35% 41%        | POSITIVE 29% 34% 43%               |
| UNCERTAINTY              | 12% 14% 13%        | UNCERTAINTY 8% 10% 9%              |

| Case occurrence (row)   | Frequency (row) |
|-------------------------|-----------------|
| SENTIMENT               | 1 2 3          |
| NEGATIVE                | 31% 38% 31%    |
| POSITIVE                | 24% 36% 40%    |
| UNCERTAINTY             | 25% 41% 34%    |

Notes: (1) decrease, (2) no change, (3) increase. The values are calculated using data from the Service Survey.

Figure 10 Sentiment by Month: Case Occurrence
Figure 11 Sentiment by Month: Word Frequency
Figure 12  Sentiment by Month: Word Frequency (Rate per 10,000 Words)

Notes: The indicators shown in Figures 10, 11, and 12 are calculated using the combined data from the Manufacturing and Service Surveys.
Figure 13 Uncertainty by Month: Word Frequency (Rate per 10,000 Words)

Notes: The indicators are calculated using the combined data from the Manufacturing and Service Surveys.
Figure 14  Correlation between Sentiment Indicators

|             | Case Neg. | Case Pos. | Case Unc. | Freq. Neg. | Freq. Pos. | Freq. Unc. | Freq. rate Neg. | Freq. rate Pos. | Freq. rate Unc. |
|-------------|-----------|-----------|-----------|------------|------------|------------|----------------|----------------|----------------|
| Case Neg.   | 1.00      |           |           |            |            |            |                |                |                |
| Case Pos.   | -0.71     | 1.00      |           |            |            |            |                |                |                |
| Case Unc.   | -0.53     | -0.22     | 1.00      |            |            |            |                |                |                |
| Freq. Neg.  | 0.81      | -0.65     | -0.33     | 1.00       |            |            |                |                |                |
| Freq. Pos.  | -0.65     | 0.80      | -0.07     | -0.89      | 1.00       |            |                |                |                |
| Freq. Unc.  | -0.43     | -0.22     | 0.87      | -0.36      | -0.09      | 1.00       |                |                |                |
| Freq. rate Neg. | 0.70 | -0.63 | -0.21 | 0.83 | -0.79 | -0.21 | 1.00 |                |                |                |
| Freq. rate Pos. | -0.57 | 0.69 | -0.04 | -0.84 | 0.92 | -0.05 | -0.53 | 1.00 |                |                |
| Freq. rate Unc. | -0.38 | -0.26 | 0.84 | -0.31 | -0.14 | 0.97 | -0.05 | -0.01 | 1.00 |
Figure 15 Sentiment Indicator

Notes: The indicators are calculated using the combined data from the Manufacturing and Service Surveys.
Figure 16 Sentiment Indicator vs. Manufacturing Composite DI

Notes: The sentiment indicator and the composite DI are calculated using data from the Manufacturing Survey.
Figure 17 Sentiment by Month: Negative, Manufacturing vs. Service (rate per 10,000 words)

Figure 18 Sentiment by Month: Positive, Manufacturing vs. Service (rate per 10,000 words)
Figure 19 Sentiment by Month: Uncertainty, Manufacturing vs. Service (rate per 10,000 words)
Figure 20 Sentiment Indicator vs. VIX

Notes: Left axis: Sentiment indicator. Right axis: VIX.
Figure 21 Sentiment by ID: Negative

Figure 22 Sentiment by ID: Uncertainty
Figure 23 Sentiment by ID: Positive Sentiment
APPENDIX: APPENDIX B

1. METHODOLOGY

The tables in Figures 24 and 25 show a sample of the words included in the dictionary used in the analysis. Note that the words themselves are not directly associated with the respective sentiment category. By using predefined rules, I assume that a sentence expresses a specific sentiment depending on how the words are combined. Figure 26 shows different examples of sentences categorized as “negative,” “positive,” or “uncertain” using the rules described in the text.
| Type of Word | Word | Frequency | % Total | No. of Occurs | % Occurs | Th|n|n|
|-------------|------|-----------|---------|---------------|---------|---|
| Headings    | Bold | 39        | 0.08%   | 6987          | 0.09%   | 22.9|41.9|
| Headings    | Italic| 26        | 0.03%   | 4352          | 0.06%   | 16.3|30.5|
| Headings    | Bold Italic | 35 | 0.02% | 5859 | 0.04% | 20.6|33.9|
| Headings    | Italic Bold | 41 | 0.02% | 6775 | 0.04% | 24.7|39.1|
| Figures     | 24   | 0.04% | 1228 | 0.01% | 7.25% | 17.2|31.5|
| Notes       | 57   | 0.04% | 982 | 0.01% | 5.67% | 13.0|24.3|
| Graphs      | 11   | 0.06% | 185 | 0.00% | 1.18% | 1.4|2.6|
| Diagrams    | 12   | 0.06% | 190 | 0.00% | 1.22% | 1.4|2.6|
| Table       | 14   | 0.08% | 240 | 0.00% | 1.48% | 1.8|3.3|
| References  | 13   | 0.06% | 206 | 0.00% | 1.28% | 1.6|3.0|
| Figures     | 17   | 0.07% | 281 | 0.00% | 1.70% | 2.1|3.9|
| Notes       | 63   | 0.07% | 1020 | 0.00% | 6.43% | 16.1|29.2|
| Graphs      | 13   | 0.07% | 216 | 0.00% | 1.34% | 1.7|3.2|
| Diagrams    | 14   | 0.08% | 234 | 0.00% | 1.46% | 1.9|3.5|
| Table       | 12   | 0.06% | 194 | 0.00% | 1.18% | 1.4|2.6|
| References  | 17   | 0.07% | 281 | 0.00% | 1.70% | 2.1|3.9|

Figure 24 Words
### Figure 25 Words (continued)

| TOW OF WORD | WORD | FREQUENCY | % YEAR | % OLD | % NEW | % TOTAL | TF IDF |
|-------------|------|-----------|--------|-------|-------|---------|-------|
| 168         | RICH | 151       | 1.9%   | 0.2%  | 0.3%  | 0.2%    | 0.001 |
| 168         | MON  | 123       | 1.6%   | 0.2%  | 0.3%  | 0.2%    | 0.001 |
| 168         | TUE  | 99        | 1.3%   | 0.2%  | 0.3%  | 0.2%    | 0.001 |
| 168         | WED  | 75        | 1.0%   | 0.2%  | 0.3%  | 0.2%    | 0.001 |
| 168         | THU  | 59        | 0.8%   | 0.2%  | 0.3%  | 0.2%    | 0.001 |
| 168         | FRI  | 45        | 0.6%   | 0.2%  | 0.3%  | 0.2%    | 0.001 |
| 168         | SAT  | 33        | 0.4%   | 0.2%  | 0.3%  | 0.2%    | 0.001 |
| Notes: The symbol "*" is a wildcard that substitutes for several alternative forms of a word or expression. TF IDF: term frequency x inverse document frequency.
### Figure 26 Examples

| Not good | Negative | Bad |
|----------|----------|-----|
| Flooding in the region won't help either | Apparel industry continues to suffer | |
| Gov't furlough does not help consumer confidence problem | We have had several plants and retail stores to close in the past few weeks | |
| One local car dealership closed - another not well | December sales were off over 35% as bad as I have seen | |
| Seasonal-economy fair-not robust | Winter has been extremely tough on our business | |
| From Sept. 19 to mid October business was not at all good | Lack of consumer confidence | |
| | | |
| Positive | Good |
| There should be no further decline | Demand for our services continues to be strong |
| High gas and raw goods prices have not dampened the buying spirit | Business is very good | |
| No adverse signs yet to our business | Better than it's been since 2005 | |
| No noticeable loss of business because of gas prices | Weather has improved and we are very busy | |
| Inflation and rising raw material prices are not too bad | Our property management business is growing market share and doing well | |

| Uncertainty |
|-------------|
| Appearance |
| Prices appeared fairly stable in April/sales continued strong |
| Demand appears to be returning for permanent placement activity |
| Energy costs appear stable |
| Richmond economy appears steady |
| Office leasing appears to be picking up slightly |

| Depend |
|--------|
| We are very dependent on Medicaid funding |
| Several capital projects are being planned at this time dependent on the market and economy continuing to remain strong - include lumber storage building |
| Increased profits depend largely on increased volume of service |
| Depends on gas prices |
| Increase in reimbursements depends on contracts |

| Somewhat |
|----------|
| Business slows down somewhat for hot summer months |
| This month somewhat reflects last month |
| Recovering oil prices are helping us somewhat |
| Holidays should help somewhat |
| Business somewhat better |
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Wealth Effects with Endogenous Retirement

Borys Grochulski and Yuzhe Zhang

In this article, we discuss the so-called wealth effects: the response of aggregate consumption to exogenous movements in wealth. Wealth effects are of interest to market participants and policymakers, as they can be informative about expected GDP growth given observed movements in asset prices.

Estimated in a standard way, the wealth effect in aggregate data amounts to about 2.4 cents on the dollar. From the point of view of the simple permanent income theory, as in Friedman (1957), Bewley (1977), or Hall (1978), these estimates are surprisingly low. With changes in asset prices unpredictable, an exogenous increase in wealth of $1 increases the agent’s permanent income by $r$ dollars, where $r$ is the riskless rate of interest or the agent’s rate of time preference. With the standard estimate of $r = 5$ percent, permanent income theory predicts the wealth effect of 5 cents on the dollar, which is about twice the effect we observe in the data.\footnote{King and Low (2014) provide estimates of the average world real interest rate of near 5 percent in the 1980s and 1990s, declining after 2000 and strongly so since the financial crisis. The sample we use to estimate wealth effects in Section 1 covers 1958–2018, which does include the period of high real rates identified by King and Low (2014).}

Poterba (2000) reviews the main explanations of weak wealth effects that have been proposed in the literature. At the aggregate level, the response of consumption to wealth changes may be low because wealth concentration is high and consumption of high net worth households may be relatively inelastic. Cagetti and De Nardi (2008) and Saez and Zucman (2016) document a recent further increase in wealth
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inequality in the US. Using state-level data, Calomiris, Longhofer, and Miles (2012) find a large variation in wealth effects correlated with the dispersion of wealth and age distributions across US states.

At the individual level, the response of consumption to changes in wealth may be weak because wealth is allocated to illiquid assets. Kaplan and Violante (2014) and Saez and Zucman (2016) document that about 80 percent of wealth is held in illiquid assets like housing, retirement accounts, and closely held businesses.

In this article, we discuss another reason why wealth effects may be weak: an endogenous reaction of labor supply along the extensive margin, i.e., retirement. When households save for retirement, their optimal retirement timing decision depends on their wealth. A positive wealth shock can make a household adjust their planned retirement date forward, i.e., shorten the remainder of their work career. But a shorter work career means the present value of all future labor income goes down, which partially offsets the impact of the positive wealth shock on consumption.

Zhao (2018) provides direct evidence on the response of the retirement timing decision to wealth shocks. Using data from the Health and Retirement Study, a panel survey of individuals age fifty and older, he shows that declines in housing prices are positively correlated with a drop in retirement probability for homeowners, while no such correlation exists for renters.

To evaluate quantitatively the impact of the endogenous retirement timing decision on the standard wealth effect, in this article we build a simple model in which the retirement decision is optimally taken according to a threshold policy: the agent retires when her financial wealth, $W_t$, reaches a particular, optimally chosen target level, $W^*$. A positive wealth shock, specifically, a positive shock to the rate of return on her financial assets, brings the agent closer to retirement. Correspondingly, the monetary value of her human capital, i.e., the present value of the labor income she expects to earn in the remainder of her career, decreases. The agent’s optimal consumption decision, naturally, takes into account her total wealth: the sum of her financial wealth and the monetary value of her human capital. The model captures the effect of the offsetting movement of the value of human capital on the response of consumption to financial wealth shocks. Despite a few strong simplifying assumptions we make to keep the model tractable, the model is able to generate a weak wealth effect, which helps explain why the response of consumption to wealth shocks is weak in the data.

We start in Section 1 by presenting a standard estimate of wealth effects in aggregate consumption and wealth data. Using the quarterly US data on wealth and consumption from 1958 to 2018, we estimate
the average wealth effect of 2.4 cents on the dollar. This number is in line with standard estimates obtained in the literature, as summarized in Poterba (2000).

In Section 2, we lay out a stylized model of optimal consumption, saving, and retirement decisions, which essentially is a simplified version of Kingston (2000) and Farhi and Panageas (2007). We follow these studies, in particular, in assuming that the retirement decision is irreversible.\(^2\)

In Section 3, as a baseline, we show that when the retirement decision margin is shut down, our model predicts a wealth effect of \(r\) cents on the dollar, in line with the simple permanent income theory. In the baseline case, in particular, the agent does not have an active retirement margin because she is already retired. The value of her human capital is therefore nil and all her wealth is financial. With a logarithmic utility function and Brownian motion wealth return shocks, we can solve the baseline case in closed form.

In Sections 4 and 5, we solve the model with an endogenous retirement decision. We show that if the rate of return on wealth is sufficiently high, the agent prefers to retire if and when her wealth reaches a target level, \(W^*\). We discuss the Hamilton-Jacobi-Bellman (HJB) equation for the agent’s lifetime utility value function, along with a procedure for finding appropriate boundary conditions.

In Section 6, we discuss the dynamics of the monetary value of the agent’s human capital in the solution to her optimal consumption, saving, and retirement problem. The main observation there is that, with the retirement decision taken according to a wealth-threshold policy, the value of human capital decreases when the agent’s wealth increases. The key part of the computation of the value of human capital at any point in time is the expected remaining duration of the agent’s career, i.e., the amount of time left until retirement. We present a useful lemma that allows for computation of this object in our model.

In Section 7, we analyze a special case of our model in which the expected growth rate of financial wealth is equal to the agent’s rate of time preference, \(r\). We use this special case to show clearly the intuition for our main result: the value of human capital responds negatively to wealth shocks, making the response of consumption weaker. In the special case, in particular, the endogenous response of the value of human capital perfectly offsets all shocks to financial wealth prior to retirement, making the agent’s total wealth and consumption constant up until the retirement date. With constant consumption, clearly, the

\(^2\) In Section 9, we comment on how our results would change if our model allowed for unretirement.
offsetting response of the value of human capital is strong enough to make the wealth effect nil at all times during the agent’s work career.

Our main results are presented in Section 8, where we calibrate the model to match the wealth effect of 2.4 cents on the dollar, as in the data. The model is capable of generating realistic wealth effects under a reasonable parametrization. The untargeted wealth threshold $W^*$ associated with the desired wealth effect is close to sixteen times annual income. We discuss the key intuition of our model showing that the endogenous response of human capital dampens the response of consumption to wealth shocks in the model.

Section 9 concludes with a discussion of the robustness of our results to several of our simplifying assumptions. There, also, we discuss some further related literature.

1. MEASUREMENT

In this section, we present briefly the data and conduct a simple estimation of the average wealth effect, similar to Iacoviello (2011). Our point estimate is 2.4 cents on the dollar.

The data consist of the series of quarterly aggregate net wealth and quarterly aggregate consumption expenditure. Net wealth data come from the Flow of Funds. Our sample covers the period of 1952:Q1 though 2018:Q3.

The two variables used in the estimation of wealth effects are as follows:

$NW_t =$ Households and Nonprofit Organizations total assets less total liabilities, constant 2005 dollars (CPI deflated).

$C_t =$ Personal Consumption Expenditure, constant 2005 dollars (CPI deflated).

Figure 1 plots these two series in levels (millions of constant 2005 dollars) and in year-over-year growth rates. In levels, the ratio of sample average net wealth to consumption is 6.1. The summary statistics for the growth rates are in Table 1.

|                | Average growth rate | St. dev. of growth rate |
|----------------|--------------------|-------------------------|
| Consumption    | 2.9%               | 2.4%                    |
| Net Wealth     | 3.4%               | 4.4%                    |
Following Iacoviello (2011), we obtain the average wealth effect by estimating the following regression equation:

\[
\Delta \ln(C_t) = .0060 + .1475 \Delta \ln(NW_{t-1}),
\]

where \( \Delta \) denotes the first difference operator. With the average net wealth to consumption ratio of 6.1, the estimated elasticity of consump-
tion to net wealth of 0.1475 gives the wealth effect of 2.4 cents on the dollar.\footnote{Following Iacoviello (2011), we calculate the average dollar-over-dollar wealth effect from the average elasticity of consumption with respect to net wealth and the average ratio of net wealth to consumption: }

Several other ways of measuring wealth effects have been considered in the literature. In a sample that ends in 2008:Q4, Iacoviello (2011) estimates a similar wealth effects regression after splitting net wealth into unencumbered housing wealth and net financial wealth. In that regression, he finds overall wealth effects of similar total magnitude, with the effects of changes in the unencumbered housing wealth component being stronger than those estimated for net nonhousing wealth. Piazzesi and Schneider (2016) provide additional discussion of the effects of housing price changes on consumption. The studies reviewed in Poterba (2000) suggest that a $1 increase in stock market equity values raises consumption in the next quarter by 2 cents, while an analogous increase in non-stock-market wealth raises next-quarter consumption by 1.4 cents.\footnote{See, however, Lettau and Ludvigson (2004), who argue that net worth changes have a significant transitory component, which makes identification of wealth effects not straightforward.}

In our analysis, we will take the average wealth effect of 2.4 cents on the dollar as our target. Using a simple model of optimal consumption, saving, and retirement decisions, we will show how an endogenous response of labor supply along the extensive margin can bring the wealth effect from the baseline level of 5 cents on the dollar down to the estimated value of 2.4 cents.

2. MODEL

Consider the following optimal consumption and saving problem. The retirement decision will be added in Section 3. The agent has initial financial wealth $W_0$. For simplicity, we will abstract from the agent’s portfolio decision of allocating her wealth between different asset classes and instead treat financial wealth as a single, aggregated asset to which
all wealth is allocated.\footnote{See Kingston (2000) and Farhi and Panageas (2007) for related models with a portfolio choice.} We will refer to this asset simply as financial wealth and denote the amount held by the agent at date $t$ by $W_t$.\footnote{Alternatively, we can interpret $W_t$ as physical capital that can be converted to and from consumption without any transaction costs, so the price of capital in terms of current consumption is always 1.}

We assume that the expected growth rate and volatility of financial wealth are constant and denote them, respectively, by $\mu$ and $\sigma$. That is, absent any new investments or withdrawals, the agent’s financial wealth follows geometric Brownian motion

$$dW_t = \mu W_t dt + \sigma W_t dZ_t,$$

where $Z_t$ is a cumulative growth rate shock process modeled as standard Brownian motion on a probability space $(\Omega, \mathcal{F}, P)$.

The agent draws utility from two sources: consumption of a single consumption good and leisure that the agent enjoys in retirement. The agent’s flow of utility from consumption is $u(c_t)$, where $u$ is her utility function. To facilitate analytical solutions, we will often assume logarithmic utility: $u = \ln$. The agent’s flow utility from leisure in retirement is denoted by $\psi > 0$. If not retired, the agent does not receive $\psi$ but earns labor income $y > 0$, which, again for simplicity, we will take to be constant.\footnote{This assumption is not essential for the main mechanism of our model to work. We discuss this point briefly in the concluding Section 9.} The agent discounts future payoffs at a constant rate of time preference $r > 0$.

Our simplifying assumption of a single financial asset will force the agent to take on risk as she saves. In particular, our model does not allow the agent to save by investing in a riskless asset. To ensure that this feature of the model does not drive our results, we will assume that the expected growth rate of financial wealth is sufficiently positive.

**Assumption 1** $\mu - r > \frac{1}{2} \sigma^2$.

### 3. WEALTH EFFECTS WITHOUT SAVING FOR RETIREMENT

In this section, we use our model of optimal consumption and saving decisions to derive optimal wealth effects in the absence of an endogenous retirement decision. In particular, for simplicity and also as a building block for the foregoing analysis, we assume in this section that the agent is already retired.
In retirement, as the agent does not earn any labor income, her financial wealth $W_t$ evolves according to
\[ dW_t = (\mu W_t - c_t)dt + \sigma W_t dZ_t, \quad (2) \]
where $c_t$ is the agent’s consumption flow at date $t$. The agent also receives the flow of leisure utility $\psi$.

Let us denote by $V(W)$ the maximal value that the agent can attain in retirement given that her current financial wealth is $W$. That is, the value function $V$ is defined as
\[ V(W) := \max_{\{c_t: t \geq 0\}} \mathbb{E}\left\{ \int_0^\infty e^{-rt}(u(c_t) + \psi)dt \right\} \text{ s.t. (2) and } W_0 = W, \]
where expectation is taken over the realizations of the financial return shock $Z_t$. Note that the expression for the agent’s total discounted expected utility takes into account the flow of leisure utility in retirement $\psi$.

In the remainder of this section, we will characterize the agent’s optimal consumption plan and compute the wealth effect, which shows how the agent’s consumption responds to changes in wealth.

**HJB equation for the value of retirement**

To find the agent’s optimal consumption policy, we will use dynamic programming.\(^8\) The intuition behind this approach is as follows. If the agent optimally chooses her consumption, then the flow of value she receives out of financial wealth $W_t$ consists of the current utility flow from consumption and leisure plus the increase in the value she expects going forward. This intuition is succinctly expressed in the following equation:
\[ rV(W_t)dt = \max_c \{(u(c) + \psi)dt + \mathbb{E}[dV(W_t)]\} = \mathbb{E}[dV(W_t)] / V(W_t). \quad (3) \]
Equivalently, we can divide both sides by $V(W_t)$ and note that this condition implies that the rate of return the agent earns in value terms is equal to her rate of time preference $rdt$. The agent’s rate of return consists of the “dividend yield” component $(u(c) + \psi)dt/V(W_t)$ and the expected “capital gain” component $\mathbb{E}[dV(W_t)] / V(W_t)$.

Assuming that $V$ is twice continuously differentiable, we can use Ito’s lemma (see, e.g., Karatzas and Shreve 1998) to compute the expected time change in the value $V$, given that financial wealth follows\(^8\)

---

\(^8\) For a standard textbook exposition of dynamic programming and Bellman equations, see Dixit (1990) or Kamien and Schwartz (1991). For additional details on the derivation of HJB equations in a related setting, see Grochulski and Zhang (2013).
(2) and the agent consumes at rate $c dt$:

$$E[dV(W_t)] = \left(\mu W_t - c\right)V'(W_t) + \frac{1}{2}\sigma^2 W_t^2 V''(W_t) \right) dt. \quad (4)$$

Clearly, a higher consumption rate, $c dt$, implies lower wealth tomorrow, which, given that the agent’s value function is increasing in financial wealth, $V' > 0$, implies a lower change in the agent’s value going forward. On the other hand, as we see in (3), the agent’s current utility flow is higher when $c$ is higher. This trade-off is captured by the HJB equation for the value function $V$, which we obtain by substituting (4) into (3):

$$rV(W_t) = \max_c \left\{ u(c) + \psi + \left(\mu W_t - c\right)V'(W_t) + \frac{1}{2}\sigma^2 W_t^2 V''(W_t) \right\}. \quad (5)$$

We will use this equation to find the value function $V$ next.

**Solution to the optimal consumption problem in retirement**

With logarithmic utility of consumption, we can solve the retirement value problem in closed form.

**Proposition 1** Suppose $u(c) = \ln(c)$, then the retirement value function $V$ is given by

$$rV(W_t) = \ln(rW_t) + \psi + r^{-1} \left(\mu - r - \frac{1}{2}\sigma^2\right). \quad (6)$$

To verify the solution in (6), we compute its first and second derivative as

$$V'(W_t) = \frac{1}{rW_t} \quad \text{and} \quad V''(W_t) = -\frac{1}{rW_t^2}. \quad (7)$$

We then use $u = \ln$ and take the first-order condition with respect to $c$ in (5):

$$\frac{1}{c} = V'(W_t), \quad (8)$$

which implies $u(c) = -\ln(V'(W_t))$. We can then write (5) as

$$rV(W_t) = -\ln(V'(W_t)) + \psi + \mu W_t V'(W_t) - 1 + \frac{1}{2}\sigma^2 W_t^2 V''(W_t).$$

When we substitute the derivatives in (7) to the right-hand side of the above equation, we verify (6).

If we suppose that financial wealth is a safe asset with the riskless growth rate equal to the agent’s rate of time preference, i.e., if $\mu = r$
and $\sigma = 0$, then, due to the desire for consumption smoothing, the agent’s optimal consumption policy would be to consume a constant amount at all dates in retirement. With wealth $W$, the maximal constant consumption the agent can afford is $c = rW$, which keeps the agent’s wealth constant. The value the agent would attain in these conditions thus satisfies $rV(W) = \ln(rW) + \psi$.

Comparing this value with (6), we see that the constant $r^{-1}(\mu - r - \frac{1}{2}\sigma^2)$ represents the impact that the excess expected return $\mu - r$ and volatility $\sigma$ have on the value the agent attains when the growth rate of wealth is risky, as in (2). Assumption 1 ensures that, despite the risk in the growth rate of the only asset available to the agent in retirement, she is able to attain a higher value than she would with a riskless asset. This attenuates the concern that our results are driven by our simplifying assumption of no riskless asset in the model.

**Wealth effects in retirement**

We can now use the closed-form solution for $V$ to compute the agent’s optimal consumption and the associated wealth effect in retirement. Using the first-order condition in (8) and the marginal value of wealth in (7), we obtain that the agent’s optimal consumption satisfies

$$c_t = rW_t.$$  

(9)

That is, the agent consumes a constant fraction of her wealth at all times. While this policy is the same as the one the agent would choose if the growth rate of wealth was riskless, the value the agent attains, of course, is lower due to risk.

With the agent’s consumption function given in closed form in (9), we immediately obtain the wealth effect, or the marginal propensity to consume out of wealth, given as

$$\frac{dc_t}{dW_t} = r.$$

In a typical calibration, we would have $r = 0.05$, which implies a wealth effect of 5 cents on the dollar. This number is about twice what we estimated in Section 1. In the remainder of this article, we will argue that this number is made lower, and thus closer to the wealth effects observed in the data, when an endogenous labor supply decision is taken into account. In particular, we focus on the extensive margin of labor supply, i.e., work versus retirement.
4. WORKING FOREVER

Before we consider, in the next section, the wealth effects while the agent saves for retirement, in this section we discuss the option of never retiring, i.e., working forever. We argue that the plan to never retire is not optimal for the agent. In particular, we show that when the agent’s wealth is high enough, being permanently retired is preferable to permanently working. This means that the agent’s optimal retirement plan is a threshold policy, where the agent retires as soon as her wealth reaches a certain level, which we analyze in the next section.

While working, the agent earns labor income $y$, assumed here to be constant, and decides at each point in time how much to consume out of $y$ and out of her stock of financial wealth $W_t$. The law of motion for the agent’s financial wealth $W_t$ is as follows

$$dW_t = (\mu W_t + y - c_t)dt + \sigma W_t dZ_t.$$  \hfill (10)

If, for example, the agent were to consume exactly her labor income at all times, i.e., if $c_t = y$, then her financial wealth would follow simply geometric Brownian motion (1).

Denote by $F(W)$ the maximal value that the agent whose wealth is $W$ can obtain by never retiring, i.e., working and earning the flow of income $y$ forever, while saving and consuming optimally. That is

$$F(W) := \max_{(c_t; t \geq 0)} \mathbb{E} \left[ \int_0^\infty e^{-rt} u(c_t) dt \right] \text{ s.t. } (10) \text{ and } W_0 = W.$$

The main result of this section is the following

**Proposition 2** There exists $\bar{W}$ such that $F(W) < V(W)$ for all $W \geq \bar{W}$.

In words, when financial wealth is sufficiently high, the agent would rather be permanently retired than permanently working.

We argue this result by making use of an auxiliary result. Let us define and denote by $V_0$ the value of being retired but without the utility flow of leisure:

$$V_0(W) := \max_{(c_t; t \geq 0)} \mathbb{E} \left[ \int_0^\infty e^{-rt} u(c_t) dt \right] \text{ s.t. } (2) \text{ and } W_0 = W.$$

Because this function is a special case of the retirement value function $V$, one in which $\psi = 0$, we know that $V_0(W) = V(W) - \frac{\psi}{r}$. Note that this means that $V_0'(W) = \frac{1}{rW}$, which is the same as $V'(W)$ because the flow utility of leisure $\psi$ enters $V$ additively.

Our auxiliary result is as follows:

**Lemma 1** $\lim_{W \to \infty} F(W) = V_0(W)$. 
The following sketch of the formal argument for why this is true captures the intuition. Directly from the definition of function $F$ and the function $V_0$, we see that these two values come out of maximizing the same objective subject to two different laws of motion for financial wealth. In the case of $F$, the law of motion includes labor income $y$. Like we did earlier for $V$, we can write an HJB equation for $F$ as follows

$$rF(W_t) = \max_c \left\{ u(c) + F'(W_t)(\mu W_t + y - c) + \frac{1}{2}\sigma^2 W_t^2 F''(W_t) \right\}.$$  

We can see that the contribution of $y$ to $F$ is $F'(W_t)y$, where $F'(W_t)$ represents the marginal valuation of $y$ at wealth $W$. Next, we observe that this marginal valuation must be smaller than $V_0'(W)$, which is how income $y$ would be valued by an agent who does not have it. Therefore, we must have $F'(W_t)y < V_0'(W)y = \frac{y}{1+r}$, which goes to zero as $W$ goes to infinity. Thus, the difference between $F$ and $V_0$ must go to zero as wealth approaches infinity, which proves the lemma. Intuitively, when the stock of her financial wealth becomes larger and larger, whether or not the agent earns some constant labor income $y$ matters less and less and becomes immaterial when financial wealth is sufficiently large.

Lemma 1 implies Proposition 2 because

$$V_0(W) + \frac{\psi}{r} = V(W).$$

Clearly, since $F(W)$ coverage to $V_0(W)$ as $W$ becomes large, $F(W)$ must fall below $V_0(W) + \frac{\psi}{r}$ at some point. This point is represented by $W$ in the statement of Proposition 2.

In sum, we have argued in this section that when the agent’s financial wealth is high enough, she prefers being permanently retired to working forever. In the next section, we will use this fact when we define and solve the agent’s problem of optimal saving for retirement.

5. SAVING FOR RETIREMENT

In this section, we define the consumption and saving problem with endogenous retirement and describe the method for solving it. Since retirement is irreversible in our model, the choice of the optimal timing of retirement is a real-option exercise problem similar to the exercise problems studied in the investment literature.\cite{Pindyck}

Let us define and denote by $J(W)$ the maximum lifetime utility an agent with financial wealth $W$ can attain by working and retiring at

\cite{Pindyck}
some point in the future. That is,

\[
J(W) := \max_{(c_t: t \geq 0), \tau} \mathbb{E} \left[ \int_0^{\tau} e^{-\rho t} u(c_t) dt + e^{-\rho \tau} V(W_\tau) \right] \quad \text{s.t. (10) and } W_0 = W,
\]

where \( \tau \) is the agent’s preferred retirement time, \( V(W_t) \) is the value of retiring with wealth \( W_t \), and the expectation \( \mathbb{E} \) is taken over the realizations of the wealth growth shock process \( Z_t \). As we see, the agent’s utility flow before retirement does not include the value of leisure, \( \psi \), and the law of motion for financial wealth accounts for the agent’s labor income \( y \).

As we did for \( V \) and \( F \), we can use dynamic programing to obtain the following HJB equation for \( J \)

\[
rJ(W_t) = \max_c \left\{ u(c) + J'(W_t)(\mu W_t + y - c) + \frac{1}{2} \sigma^2 W_t^2 J''(W_t) \right\}.
\]

(11)

Since HJB equations only account for the local flows of utility and changes in wealth, the HJB equations \( F \) and \( J \) are the same. The difference between the optimal value functions \( F \) and \( J \) comes from their boundary conditions, which we discuss next.

**Boundary conditions and existence of optimal solution**

At \( W_t = 0 \), the HJB equation simplifies to

\[
rJ(0) = \max_c \{ u(c) + J'(0)(y - c) \}.
\]

The first-order condition for consumption with \( u = \ln \) gives us, as before, \( c = 1/J'(0) \) and \( u(c) = -\ln(J'(0)) \). Substituting to the HJB, we obtain a boundary condition for \( J \):

\[
rJ(0) = -\ln(J'(0)) + J'(0)y - 1.
\]

(12)

Since we do not allow negative financial wealth, drift of \( W_t \) cannot be negative when \( W_t = 0 \). That is, the agent must be saving a part of her labor income when \( W_t = 0 \), i.e., we must have \( c \leq y \), which gives us a restriction on the slope of \( J \) at zero: \( J'(0) = \frac{1}{c} \geq \frac{1}{y} \).\(^{10}\)

Using the boundary condition (12), we can solve the HJB equation forward from the boundary point \( W = 0 \).\(^{11}\) This gives us a unidimensional family of solution curves \( J(W) \), indexed by \( J'(0) \geq \frac{1}{y} \).

---

\(^{10}\)As a side note, we also know that \( rJ(0) \geq u(y) \) because the agent with zero financial wealth has the option to consume \( c = y \) and work forever.

\(^{11}\)Because volatility of financial wealth is zero when wealth itself is zero, advancing the solution out of \( W = 0 \) presents a challenge for numerical ODE solvers. This challenge can be quite easily overcome by using local or global numerical approximation methods.
The analysis of the value of working forever, discussed in the previous section, implies here that solution curves $J(W)$ that remain strictly above the curve $V(W)$ for all $W$ can be classified as inadmissible. Indeed, since $V$ represents the value of being retired, if a solution curve $J$ such that $J(W) > V(W)$ for all $W$ were to represent the maximum utility value the agent could obtain, then it would be optimal for the agent to never retire, i.e., to set $\tau = \infty$. But we know from the previous section that the value of working forever, denoted by $F(W)$, is not above $V(W)$ for all $W$, which gives us a contradiction. Thus, admissible solutions $J$ are those that satisfy the boundary condition (12) at $W = 0$ and satisfy $J(W) = V(W)$ for some $W$. The highest of the admissible solutions is the optimal one.

It can be shown that the maximum admissible $J$ exists, that it satisfies $J(W) \geq V(W)$ for all $W$, and that the set of $W$ on which $J(W) = V(W)$ consists of just a single point. Intuitively, if there is more than one point in this set, we can shift the curve $J$ up to obtain a better admissible solution. We can continue this process until a single point remains in the set on which $J$ overlaps with $V$. That point, which we will denote by $W^*$, is when the agent optimally chooses to retire.

The agent’s optimal retirement time $\tau$ is thus a stopping time. That is, the agent works until her financial wealth attains the threshold $W^*$ for the first time, and she retires at that time. The retirement date, thus, satisfies

$$\tau = \min\{t : W_t = W^*\}.$$ 

Geometrically, since $W^*$ is the single point on which $J$ and $V$ overlap, in addition to the values $J(W^*)$ and $V(W^*)$ being the same, the first derivatives must match, $J'(W^*) = V'(W^*)$, and $J$ must be less concave than $V$ at $W^*$, i.e., $J$ must have a less negative second derivative than $V$ at the retirement threshold.\footnote{Our construction of the optimal solution curve $J$ provides a simple example of how the so-called smooth-pasting optimality conditions arise in many optimal control problems. For a much more extensive discussion of these conditions, see Dixit (1993).}

In sum, the procedure for finding the optimal solution $J$ is as follows. Start with some $J'(0)$ close to $1/y$ and use the boundary condition (12) to determine $J(0)$. Solve the HJB equation forward from zero. If $J'(0)$ is close enough to $1/y$, this solution will at some $W$ cross the value of being retired, $V$. Increase $J'(0)$ to obtain a new solution curve, which is everywhere above the one obtained from the initial guess. Repeat until the solution $J$ becomes tangent to $V$. The point of tangency becomes the optimal wealth retirement threshold $W^*$. 

6. THE ENDOGENOUS VALUE OF HUMAN CAPITAL

In this section, we discuss the impact of wealth shocks on the value of the agent’s human capital when retirement is endogenous.

Generally, the value of one’s human capital is defined as the expected present value of all of one’s future labor earnings.\(^{13}\) Following this definition and denoting the value of the agent’s human capital at time \(t\) by \(H_t\), we have

\[
H_t := E_t \left[ \int_0^\tau e^{-rs} yds \right],
\]

where \(\tau = \min\{t : W_t = W^*\}\) is the agent’s retirement date. Because income \(y\) is constant in our model as long as the agent is working, we have

\[
H_t = \frac{y}{r} E_t \left[ \int_0^\tau e^{-rs} ds \right] = \frac{y}{r} (1 - E_t [e^{-r\tau}]) = \frac{y}{r} (1 - G(W_t)), \tag{13}
\]

where

\[
G(W_t) := E_t [e^{-r\tau}]
\]

is the expected discount factor from the present until retirement.

Clearly, the value of the agent’s human capital is endogenous with respect to her retirement decision. When her financial wealth hits \(W^*\), the agent retires immediately, which means \(\tau = 0\) and \(G(W^*) = E_t [e^0] = 1\). Thus, \(H_t = 0\) when \(W_t = W^*\). At the other extreme, suppose, as we did when we discussed the value function \(F\), that the agent chooses to never retire, i.e., sets \(\tau = \infty\). In this case, the value of the agent’s human capital is constant at all dates and states: \(H_t = \frac{y}{r}\).

As we see, the value of the agent’s human capital depends on how soon she expects to retire. This time horizon, in turn, depends on the agent’s saving rate and her current financial wealth. But, since savings are also determined by the financial wealth position, we can express the value of human capital as a function of the agent’s financial wealth alone: \(H_t = H(W_t)\). Note that the function \(H\) is decreasing: higher \(W_t\) means nearer retirement, i.e., a shorter remaining career, and thus a lower monetary value of human capital.

As we see in (13), the key part in the computation of \(H(W)\) is the function \(G\). We have the following

**Lemma 2** \(G\) satisfies \(G(W^*) = 1\) and

\[
rG(W) = (\mu W + y - c(W))G'(W) + \frac{1}{2} \sigma^2 W^2 G''(W), \tag{14}
\]

\(^{13}\) See, e.g., the review article by Benzoni and Chyruk (2015).
where \( c(W) \) is the agent’s optimal consumption policy before retirement.

The differential equation in this lemma accounts for the agent’s remaining time before retirement, taking into account the dynamics of her financial wealth position \( W_t \). In order to capture these dynamics correctly, we need to know the agent’s optimal consumption policy \( c(W) \), which comes from the value function \( J \) characterized in the previous section. We provide a short formal proof of this lemma in the Appendix.\(^{14}\)

7. SPECIAL CASE WITH NO RISK PREMIUM

In this section, we discuss briefly a special case in which \( \mu = r \), i.e., the case in which aggregate wealth offers no risk premium. This case admits a closed-form solution to the problem of optimal consumption and saving for retirement and provides a clear illustration of our point that wealth effects are weaker when retirement is endogenous.

However, this special case violates Assumption 1. The results of this section, therefore, need to be taken with caution. In particular, the agent’s only vehicle for saving in this section is an asset that offers zero excess return and positive risk. Such an asset would clearly be dominated by a riskless asset with the expected rate of return equal to the agent’s rate of time preference. In practice, even if such a completely safe asset is not available, close substitutes are. To ensure that, despite this low risk-adjusted return of the financial asset, the agent wants to save for retirement, in this section we impose a stronger assumption on the value of leisure in retirement.

**Assumption 2** \( \psi > 1 + \frac{\sigma^2}{2r} \).

Under this assumption, as we show next, the agent wants to save for retirement even though the asset she can use is risky and offers no excess return.

**Proposition 3** Under Assumption 2, if \( u = \ln \) and \( \mu = r \), then \( J \) is linear:

\[
J(W_t) = V(W^*) + V'(W^*)(W_t - W^*),
\]

where

\[
W^* = \frac{y}{r\psi - \frac{1}{2}\sigma^2}.
\]

\(^{14}\) For a textbook treatment of expected hitting times in Brownian models, see Stokey (2009).
The agent's optimal consumption and total wealth are constant at all times prior to retirement:
\[ c_t = rW^* \quad \text{and} \quad W_t + H(W_t) = W^* \quad \text{at all } t \leq \tau. \]

To verify the value function in (15), we can differentiate it and substitute to the HJB equation (11) using the retirement value function \( V \) given in (6).

The first-order condition for consumption, \( u'(c_t) = 1/c_t = J'(W_t) = V'(W^*) = rW^* \), confirms that the agent consumes a constant amount prior to retirement. The terms in the expression for \( W^* \) show how the agent's retirement wealth threshold depends on the parameters. Assumption 2 implies that the agent saves: \( c_t < y \) at all dates prior to retirement. Indeed, \( c_t = rW^* = \frac{y}{\psi - r} < y \).

Proposition 3 also shows that the value of the agent's human capital offsets perfectly any shocks to financial wealth as the agent saves for retirement, leaving the agent's total wealth, \( W_t + H(W_t) \), constant. To verify that indeed \( H(W_t) = W^* - W_t \) at all \( t \), we use Lemma 2 to compute the expected discount factor until retirement, \( G(W) \). In particular, we can guess and verify by differentiation and substitution to (14) that
\[ G(W) = 1 - \frac{r}{y}(W^* - W). \] (16)

Substituting this expression for \( G(W) \) into (13) yields the result.

This result helps us understand why consumption prior to retirement is constant: the agent's total wealth is constant. The agent desires to smooth her consumption of the consumption good but not necessarily her consumption of leisure. For this reason, the shocks to her financial wealth position are absorbed by her supply of labor, on the extensive margin, which allows her to keep total wealth constant and her consumption perfectly smoothed. Clearly, negative shocks to the return on financial wealth still hurt the agent by making her postpone retirement but do not affect her consumption. Likewise, positive shocks improve the agent's value, which we see in (15), where the value function \( J \) is strictly increasing in financial wealth.

We conclude this section by noting that constant consumption \( c_t = rW^* \) for any \( W_t < W^* \) implies the wealth effect is nil:
\[ \frac{dc_t}{dW_t} = 0. \]

With no consumption response, the whole financial return risk is absorbed by the agent's present value of future utility from leisure. Indeed, we can substitute (16) and (6) into (15) to express the agent's
value function prior to retirement as
\[ rJ(W) = u(rW^*) + G(W) \left( \psi - \frac{\sigma^2}{2r} \right). \]
This formula shows that the expected present value of the agent’s consumption, \( u(rW^*) \), does not at all respond to changes in financial wealth, and \( J \) depends on \( W \) only through the expected present value of the utility from leisure in retirement, \( G(W)\psi \), and the penalty for risky consumption in retirement, \(-G(W)\sigma^2/2r\).

The zero wealth effect result, although too extreme relative to the wealth effects measured in Section 1, highlights our main point: the endogenous response of labor supply to realized wealth shocks attenuates the impact of these shocks on consumption. In the next section, we calibrate our model to obtain realistic wealth effects consistent with those measured in Section 1.

8. CALIBRATION FOR REALISTIC WEALTH EFFECTS

In this section, we show that this model can generate realistic wealth effects of about 2.4 cents on the dollar, as measured in Section 1. We calibrate the model allowing for positive risk premium \( \mu > r \) and solve it numerically. We present optimal value functions, consumption policies, and wealth effects.

We normalize the labor income flow \( y = 1 \) and use the standard rate of time preference of \( r = 0.05 \). In order to pick parameters \( \mu \) and \( \sigma \), we use the average growth rate and the standard deviation of the growth rate of aggregate net wealth presented in Table 1. We will not ask this stylized model to also match the aggregate consumption statistics given in Table 1. Instead, we approximate consumption by using the simple dynamics our model predicts in retirement. That is, we approximate consumption as \( c_t = rW_t \) and substitute it to the law of motion for wealth in retirement (2), which implies the average growth rate of wealth after consumption of \( \mu - r \). We calibrate this to match the 3.4 percent reported in Table 1, which gives us \( \mu = 0.084 \). The volatility parameter for wealth after consumption we calibrate to match the standard deviation of net wealth reported in Table 1, which gives us \( \sigma = 0.044 \). Finally, the parameter \( \psi \) is chosen to match our target of the average wealth effects of 2.4 cents on a dollar. The calibrated value of \( \psi \) is 1.28.

Under this parametrization, we solve the model numerically and obtain the optimal value function \( J \) using the procedure described in Section 5. The solution, along with the retirement value function \( V \) characterized in Proposition 1, is plotted in Figure 2. Clearly, as shown
by the vertical difference between $J$ and $V$, the agent’s labor income $y$ is most valuable to her when her financial wealth is low. Positive labor income allows the agent to better insulate her consumption from the wealth return shocks $Z_t$, consistent with $J$ being everywhere flatter and less concave than $V$. The two value functions paste together at the retirement threshold of $W^* = 15.8$, which means the agent retires when her financial wealth reaches roughly sixteen times annual income. This number, which did not target in the calibration, may seem high, but this is to be expected of our infinitely lived agent model.

The optimal consumption functions prior to and after retirement are plotted in Figure 3. Consistent with previous observations, consumption is flatter, i.e., less responsive to wealth return shocks, prior to retirement. This shape of the optimal consumption function implies lower wealth effects prior to retirement. In retirement, $c(W)$ has a constant slope equal to $r$. Prior to retirement, this slope is less positive and not exactly constant.
The exact wealth effects, i.e., the slopes of the two consumption functions, are plotted in Figure 4. While constant in retirement, the wealth effects are decreasing in financial wealth prior to retirement, ranging from almost 3 cents on the dollar when wealth is low to a bit below 2 cents when wealth is high. The average of these effects matches the number estimated in Section 1 of 2.4 cents on the dollar. When the agent retires, the wealth effect jumps to 5 cents. This discontinuity comes from the irreversible switching of the agent’s state from working to retired as wealth reaches the threshold $W^*$. 

The intuition for why wealth effects are weaker prior to retirement than after is similar to that of the special case discussed in the previous section: when retirement is endogenous, changes in the value of human capital offset the shocks to the agent’s financial wealth, keeping her total wealth relatively more stable, which dampens the response of consumption. In the special case discussed earlier, the offsetting response of the value of human capital was one-to-one: total wealth was constant, the wealth effect for consumption was nil, and the financial
return shocks were fully absorbed by the changes in expected utility from leisure. Here, the offsetting effect is present but smaller than one-to-one, which gives rise to wealth effects for consumption that are positive but smaller than $r$.

The decreasing pattern of wealth effects prior to retirement, observed in Figure 4, can be understood in terms of the less than one-to-one response of the value of human capital and the associated change in the expected present value of leisure in retirement. When the agent’s financial wealth is low, she plans to work for a long duration, and the present value of her retirement leisure is low. By adjusting her already far-off retirement date, the agent can change the value of her human capital by a little and thus is able to transmit only a small portion of the financial return risk to the value of her retirement leisure, which leaves her consumption relatively more exposed and makes wealth effects relatively strong.

When the agent’s wealth is close to the retirement threshold, she plans to work for just a short time, and the present value of her retire-
ment leisure is high. By adjusting her retirement date in response to realized financial return shocks, the agent can change the value of her human capital drastically and thus is able transmit a lot of the financial return risk to the value of her retirement leisure, which insulates her consumption better, yielding a weaker wealth effect. Intuitively, the value of human capital is “less endogenous” when retirement is far off and “more endogenous” when retirement is near.

As the agent retires, she loses completely the ability to adjust the value of her human capital or the present value of her retirement leisure. This means all the financial return risk must now be absorbed by consumption, leading to a jump in the wealth effects at retirement.

Figure 5 plots the agent’s total wealth, $H(W_t) + W_t$. In the baseline example with no risk premium, as we saw in Section 7, the endogenous adjustment of the value of human capital perfectly offsets the shocks to financial wealth, so the agent’s total wealth is constant, equal to $W^*$, at all times prior to retirement, and, consequently, the wealth effect is
nil. In retirement, the value of human capital is fixed at zero forever, i.e., it cannot respond at all to shocks to financial wealth, and thus the effect of these shocks on consumption is strong. In the calibrated model, prior to retirement, we see that the agent’s total wealth is a less steep function of $W$ than it is in retirement, but it is more steep than prior to retirement in the baseline case of $\mu = r$. Correspondingly, the wealth effect in the calibration is not as strong as in retirement but remains positive.

The same intuition also helps us understand comparative statics with respect to the retirement leisure utility flow $\psi$. The comparative statics result, which we can show numerically, is that higher $\psi$ leads to a lower average wealth effect. Intuitively, high $\psi$ means a lower threshold $W^*$, faster desired retirement, and thus a “more endogenous” value of human capital. With the value of human capital reacting to the wealth shocks more strongly, the agent can stabilize her consumption better, which explains a weaker average wealth effect of the financial return shock on consumption.

9. CONCLUSION AND FURTHER READING

In this article, we study a simple model of optimal consumption, saving, and retirement decisions. We use this model to show that the endogenous response of the agent’s planned career length and the associated change in the value of her human capital dampen the response of consumption to financial return shocks. In a reasonable parametrization, the model is able to generate wealth effects of the magnitude observed in the data.

We make several simplifying assumptions that do not affect our main result. First, we abstract from portfolio choice, which makes the consumption-saving-retirement problem very easily tractable. Farhi and Panageas (2007) study a more general problem with an endogenous portfolio choice as in Merton (1971) and show that wealth effects are weakened by the endogeneity of the retirement decision also in their model. In addition, they show that the portfolio weight of risky assets is increased by the inclusion of this margin.

Second, we abstract from shocks to labor income and labor supply decisions on the intensive margin. It is easy to see that exogenous labor income risk would change the retirement threshold without affecting the result that the endogeneity of the value of human capital moderates wealth effects. Liu and Neis (2002) and Farhi and Panageas (2007) discuss the case with endogenous response of labor supply along the intensive margin. They show that wealth effects are lower than
in retirement but not necessarily decreasing in wealth, depending on
assumptions.

Third, we follow Kingston (2000) and Farhi and Panageas (2007),
among many others, in modeling retirement as an absorbing state with
zero hours worked, which is a strong assumption. Ruhm (1990) and
Rust and Phelan (1997) show that less than 40 percent of workers re-
tire from full-time career jobs by exiting the labor force completely.
About half of the workers transition from full-time career jobs to part-
time retirement “bridge” jobs. About 25 percent of workers experi-
ence episodes of reemployment after retirement. The assumption of
a single transition into full retirement, clearly, helps keep our analy-
sis simple. The intuition that arises out of our model strongly sug-
gests, however, that more flexible retirement would help us generate
low wealth effects. In particular, an option to unretire would make the
value of the agent’s human capital “more endogenous,” allowing it to
better absorb the financial return shocks and thus helping the agent
stabilize her consumption, which would dampen the wealth effects of
the financial return shock on consumption.

Further, we abstract from mortality risk, the bequest motive, and
the possible nonseparability of utility between consumption and leisure.
Dybvig and Liu (2010) include these features and show that the agent’s
consumption and portfolio allocation jump at retirement. Farhi and
Panageas (2007) and Dybvig and Liu (2010) also allow for borrow-
ing, i.e., negative wealth, subject to appropriate borrowing constraints.
Each of these assumptions changes the results quantitatively but not
qualitatively.

In other areas of economics, the endogeneity of the retirement de-
cision has been shown to be important when assessing magnitudes of
various economic forces. For example, Rogerson and Wallenius (2013)
show its importance for measurement of the intertemporal elasticity of
substitution for labor supply. Ndiaye (2018) shows its importance for
calibrating optimal labor income tax rates and Social Security benefits.

\[15\] However, based on evidence from the Panel Study of Income Dynamics and the
Current Population Survey, Rogerson and Wallenius (2013) argue that an abrupt tran-
sition from full time to little or no work approximates well the process of retirement
for male heads of households in the US.
APPENDIX: PROOF OF LEMMA 2

Define a bounded random variable $M := \int_0^\infty re^{-rt}1_{t<\tau}dt$ and a martingale $M_t := \mathbb{E}_t [M]$. We have $M_t = \int_0^t re^{-rs}ds + e^{-rt}\mathbb{E}_t[\int_0^\infty re^{-rs}1_{s<\tau}ds] = 1 - e^{-rt}G(W_t)$. The drift of $M_t$ is $re^{-rt}G(W_t) - e^{-rt}G'(W_t)(\mu W_t + y - c(W_t)) - \frac{1}{2}\sigma^2 W^2 e^{-rt}G''(W_t)$, which must be zero. QED
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