Misclassification error propagation in land cover change categorization
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It is important to describe misclassification errors in land cover maps and to quantify their propagation through geo-processing to resultant information products, such as land cover change maps. Geostatistical simulation is widely used in error modeling, as it can generate equal-probable realizations of the fields being considered, which can be summarized to facilitate error propagation analysis. To fix noninvariance in indicator simulation, discriminant space-based methods were proposed to enhance consistency in area-class mapping and replicability in uncertainty modeling, as the former is achieved by imposing means while the latter is ensured by projecting spatio-temporal correlated residuals in discriminant space to geographic space through a mapping process. This paper explores discriminant models for error propagation in land cover change detection, followed by experiments based on bi-temporal remote sensing images. It was found that misclassification error propagation is effectively characterized with discriminant covariate-based stochastic simulation, where spatio-temporal interdependence is taken into account.
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1. Introduction

There is a large literature on errors in spatial information and applications (1, 2). It is important to evaluate the errors in land cover change maps given estimates about errors in single-date land cover maps. Land cover change maps can be seen as products of change detection techniques based on bi-temporal or multi-temporal land cover maps. Thus, all factors affecting single-date land cover maps will act jointly in land cover change analysis, as errors in single-date land cover maps will be propagated into the resultant land cover change information. For instance, the accuracy with which single-date land cover maps are co-registered will affect the accuracy of change detection (3). Although there are different errors affecting accuracy in change detection, this paper focuses only on effects of misclassification upon change detection.

Misclassification is usually analyzed by confusion matrices where classification maps and their references are compared and the hits and misses between them are cross-tabulated on samples of pixels or parcels. However, such measures neither consider the spatio-temporal dependence of bi-temporal or multi-temporal land cover maps, nor offer hints about spatial variation in misclassification.

To assess errors in land cover change, it is not only necessary to be able to figure out single-date misclassification errors, but also to quantify and account for spatio-temporal interdependence between errors in single-date classification maps, as misclassification in land cover change is not a simple union of disjoint events of single-date misclassifications. In addition to estimation of misclassification probability, variance in misclassified land cover change must also be estimated, relying on knowledge of spatial and temporal interdependence among misclassification over specific types or spatial extents (4). This paper explores discriminant models under the geostatistical framework for misclassification error propagation in land cover information, where spatio-temporal interdependence is taken into account.

This research is pursued by devising methods for mapping area classes in the space of discriminant covariates and projecting errors from discriminant space to area classes in the geographic space. Spatially explicit quantification of spatial uncertainty in land cover classes and their change is facilitated by transforming and summarizing stochastically simulated class-defining discriminant covariates. Misclassification due to data and information class semantics will be discussed separately from misclassification due to measurement errors. Experiments with real data-sets will be carried out to demonstrate the effectiveness of discriminant models in misclassification analysis and how to deal with the semantic discrepancy between data and information classes.

2. Methods

In order to facilitate misclassification error quantification and propagation, it is important to establish class models in the discriminant space, also known as Z space, which
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is spanned by discriminant covariates. Suppose a training sample $T$ of size $n$ is collected from a population comprised of elements $T(x) = (Z(x); C(x))$, where $Z(x)$ and $C(x)$ refer to the measurement and area-class defined for location $x$. Let $\eta$ denotes a classification rule trained on $T$, which obtains a prediction of $C$ based on measurement $Z$. A classifier can be seen as the mapping from measurement to class labels and expressed as:

$$ \hat{C}(x) = \eta(Z(x)) = \arg \max_{k=1\ldots \nu} f_k(Z(x)) $$  

(1)

where $f_k$ indicates categorical similarity to class $k$, with the predicted class $\hat{C}(x)$ at location $x$ taking the maximum utility. A classifier can also be formulated as an estimator of posterior probabilities for location $x$, with $x$ labeled as the class with the maximum posterior probability.

Consider change categorization based on bi-temporal measurement. Let $\mathbf{x}(t)$ and $\mathbf{z}(t)$ be random vectors and stand for the observations at times $t_1$ and $t_2$, respectively. Suppose $\{v_i, i = 1, \ldots, K_1\}$ and $\{w_j, j = 1, \ldots, K_2\}$ are the sets of possible classes at times $t_1$ and $t_2$, respectively. A comprehensive classification takes place when each pair of pixels with observations is analyzed with the aim of finding the best pair of class labels. According to Bayes theorem, this process is written as:

$$ \hat{C}_1(x) = v_i \text{ and } \hat{C}_2(x) = w_j \text{ if and only if } p(v_i, w_j | \mathbf{z}(t_1), \mathbf{z}(t_2)) = \max_{i,j} p(v_i, w_j | \mathbf{z}(t_1), \mathbf{z}(t_2)) $$

(2)

where $\hat{C}_1(x)$ and $\hat{C}_2(x)$ are the predicted class labels for location $x$ at time $t_1$ and time $t_2$, respectively.

With class-conditional dependence in the time domain assumed, it is possible to replace the quantity in the right side of Equation (2) with:

$$ p(v_i, w_j | \mathbf{z}(t_1), \mathbf{z}(t_2)) \propto p(\mathbf{z}(t_1) | v_i) p(\mathbf{z}(t_2) | w_j) p(v_i, w_j) $$

(3)

where $p(v_i, w_j)$ is the prior joint probabilities. To map single-date class probabilities $p(v_i | \mathbf{z}(t_1))$ and $p(w_j | \mathbf{z}(t_2))$ in $Z$ space, kernel density estimation can be used as a nonparametric way of estimating the density function of a random variable. Equations (1) and (2) imply that class probabilities vary in the $Z$ space, so does misclassification probability, as shown below.

Let $I_c(x)$ and $I_e(x)$ denote indicator variables for correct and incorrect classification at $x$ given measurement $Z(x)$, respectively. Their means refer to probability of correct and incorrect classification conditional to $Z(x)$, respectively, which are denoted by $P[I_c(Z(x)) = C(x) | Z(x)]$ and $P[I_e(Z(x)) = C(x) | Z(x)]$, respectively. It is proved mathematically that the probability that $x(x) = (Z(x); C(x))$ is correctly classified, given $Z(x)$ is the maximum posterior probability (6). Thus, misclassification probability conditional to $Z(x)$ is:

$$ \begin{align*}
\bar{I}_c(x) &= P[\eta(Z(x)) = C(x) | Z(x)] \\
&= 1 - P[\eta(Z(x)) = C(x) | Z(x)] \\
&= 1 - \arg \max_{k=1\ldots \nu} p(C(x) = k | Z(x)) 
\end{align*} $$

(4)

The classifier $\eta$ allows construction of estimator $P(C = k | Z(x))$, for each class $k$, thus misclassification probability.

Such estimators can be written for both single-date classification maps and bi-temporal change categorization. In change categorization, the class labels $k$ refer to categorized changes so that $P[\eta(Z(x)) = C(x) | Z(x)]$ is still cognate but needs to be interpreted properly, i.e. class label $k$ denoting a “from-to” class itself. In this case, it is tempting to reduce the computing for misclassification probability to certain combination of single-date ones. Unfortunately, provision of single-date misclassification probability does not make it straightforward to arrive at estimation of misclassification in the resultant land cover change.

Misclassification probability maps corresponding to the land cover maps at times $t_1$ and $t_2$ are derived from Equation (1), which are denoted as $P[I_c^{t_1}(x)]$ and $P[I_c^{t_2}(x)]$, respectively. The probability of incorrectly classified land cover change, $P[I^{t_1\rightarrow t_2}(x)]$, can be computed as the probability of the union of two events, i.e. $I_c^{t_1}(x)$ and $I_c^{t_2}(x)$:

$$ P(I_c^{t_1\rightarrow t_2}(x)) = P(I_c^{t_1}(x)) + P(I_c^{t_2}(x)) - P(I_c^{t_1\cap t_2}(x)) $$

(5)

where $P(I_c^{t_1\cap t_2}(x))$ stands for the probability of misclassification at both times $t_1$ and $t_2$, which discounts the amount of otherwise double-counted misclassification probability. $P(I_c^{t_1\cap t_2}(x))$ may be computed as $P(I_c^{t_1}(x))P(I_c^{t_2}(x)$ based on the assumption that $I_c^{t_1\cap t_2}(x)$ is the intersection of two independent events of incorrect classification $I_c^{t_1}(x)$ and $I_c^{t_2}(x)$, i.e. $x$ being misclassified at times $t_1$ and $t_2$, respectively.

However, it is often the case that (in)correctly classified pixels or parcels on bi-temporal land cover maps tend to be positively correlated, because the relationships between misclassification and landscape characteristics, such as patch size and land cover heterogeneity, were confirmed (7). Thus, evaluation of uncertainty on the land cover change map should be conducted through a more elaborate procedure that takes account of co-occurrence of (in)correct classification on the bi-temporal land cover maps, i.e. $P(I_c^{t_1\cap t_2}(x))$. This is where stochastic simulation can contribute and $Z$-based simulation should be pursued for replicability in simulated area-class maps (8, 9). What is needed is an error model or mechanism that can simulate realized maps conforming to observed distributions of categories and their variogram models (10).

With simulated $Z$ maps, simulated area-class maps can be derived for times $t_1$ and $t_2$ by using Equation (1)
and simulated land cover change using Equation (2). These simulated area-class maps can be compared with mean maps, which are generated by evaluating class memberships (using Equations (1) and (2)) with \( m_Z \) maps, to obtain realized binary maps depicting (in)correct classification at individual locations with respect to mean classes.

With validation samples available, we can further assess if the simulated area-class or change at individual location are misclassified with respect to reference data. The probability of misclassification at location \( x \) at both times \( t_1 \) and \( t_2 \) may be quantified through calculating the relative frequency of incorrect classification concurring at both time points:

\[
p_{mis}^{1/2}(x) = \frac{1}{n_{sim}} \sum_{i=1}^{n_{sim}} p_i(\xi_{t_1}(x)) \times p_i(\xi_{t_2}(x))
\]

where \( n_{sim} \) is the number of realizations generated for the purpose of quantifying (in)correct classification in land cover change, \( p_i(\xi_{t_1}(x)) \) and \( p_i(\xi_{t_2}(x)) \) stand for indicators checking if the classes at \( x \) on realized maps at times \( t_1 \) and \( t_2 \) are misclassified by testing against validation samples. The location set \( \{x\} \) can be made to exhaust any patches of pixels or parcels of irregular polygons to facilitate the quantification of uncertainty in any complex queries about land cover information over space and time.

The notion of mean area-class maps mentioned previously hints on that of data classes. As discussed in the introductory section, applications of discriminant models usually assume that class zones in the \( Z \) space can be accurately delineated on the basis of \( m_Z \). However, discriminant models constructed on empirical data do not always support 1–1 relationships between \( m_Z(x) \) and \( C(x) \). Thus, it may not be sensible to directly describe misclassification with respect to information classes \( C \), as misclassification due to \( Z \) deficiency in class discrimination and measurement errors would become interwoven and difficult to disentangle. To separately evaluate misclassification due to model imperfection and measurement errors, data classes denoted \( D \in \{1, \ldots, P\} \) should be discerned from \( Z \) space to act as reference for the latter, while the former is quantified on the basis of transition probabilities from data classes \( D \) to information classes \( C \).

3. Experiments

An area of central Montana, USA, located at 46°25’ ~ 48°30’ N and 108°04’ ~ 111°10’ W, was chosen as the study area. The NLCD 1992–2001 Land Cover Change Retrofit product developed by scientists at MRLC was used to derive more accurate and useful land cover change data than would be possible by direct comparison of NLCD 1992 and NLCD 2001. Along with the MRLC land cover change product also downloaded were Landsat 5 Thematic Mapper (TM) images (P38/R27) obtained on 17 July 1992 (time 1) and 11 August 2001 (time 2) with bands 1–5 and 7 at 30 m resolution. A subset covering 500 by 500 Landsat TM image pixels was selected as the dataset for the studies. This product contains unchanged pixels (6 class labels) and changed pixels labeled with a “from-to” class code (12 change classes). The 6 land cover labels are 1-open water, 2-barren (sand), 3-forest, 4-grassland/ shrub, 5-agriculture, and 6-wetlands. The bi-temporal Landsat TM images were tasseled cap transformed (11) and bands of brightness and greenness were selected and further transformed via Choleski factorization, so that Euclidean distance can be computed in lieu of Mahalanobis distance. This resulted in the discriminant covariates at times 1 and 2, respectively.

Data classes were calculated by plotting all pixels in the \( Z \) space discretized into a grid of 256 by 256 cells and summarizing land cover class labels of pixels falling into individual grid cells. The resultant class probability vectors estimated were considered as the mean class probabilities. The class labels with maximum probabilities in these grid cells were taken as the labels of data classes, so that all pixels were separable in the \( Z \) space. This gave rise to maps showing data classes of land cover, which correspond but do not equal to NLCD land cover classes (considered to be information classes).

It was further possible to identify pure pixels based on tallied proportions of information class labels in grid cells over the discretized \( Z \) space. To make sure the training samples can be separated completely in geographic space, random sampling was applied to select 2841 training pixels from a total of 5682 high purity (97%) pixels. As data classes revised all pixels to pure pixels, training samples for information classes and data classes should have similar proportion. In fact, two sets of data shared the same labels in all 97% purity pixels, thus only one set of training data was applied to 1992 and 2001 land cover mapping.

The training samples were used for kernel-based density estimation in the \( Z \) space. The results were probability vectors for all 250,000 pixels in the study area, one set for land cover in 1992 and the other for land cover in 2001. It was possible to derive land cover change from these single-date land cover probability maps based on the Bayesian classification rule specified in Equation (3).

The trend surfaces were discerned for \( Z_1 \) and \( Z_2 \) fields at time 1 and time 2. The corresponding residual surfaces for the bi-temporal vectors were obtained, denoted as \( \{R_1^{(1)}, R_2^{(1)}\} \) and \( \{R_1^{(2)}, R_2^{(2)}\} \). By the discriminant method of error modeling, stochastic simulation in the \( Z \) space was performed using \( \text{sgsim} \) in GSLIB on these de-trended data-sets. Normal score transforms necessary for \( \text{sgsim} \) were performed and their variogram models derived, which are 0.6°exp(-h/100) +0.4°nug(0), 0.55°exp(-h/95)+0.45°nug(0), 0.55°exp(-h/90)+0.45°nug(0), and 0.55°exp(-h/90)+0.45°nug(0) for \( R_1^{(1)}, R_2^{(1)}, R_1^{(2)}, \) and \( R_2^{(2)} \), respectively. The realized residual surfaces were added to the corresponding trend.
surfaces to simulate equal-probable and error-contaminated $Z$ data. The discriminant variables $Z_1(1)$, $Z_2(1)$ and $Z_1(2)$, $Z_2(2)$ were independently simulated, each with 100 realizations.

By checking realized land cover change maps against reference classes, misclassification probabilities for individual pixels were obtained. These probabilities were then averaged over all land cover change types. Results of misclassification of estimated land cover change referring to information classes and data classes are reported in Table 1. The proportion of the areas of different change types is also shown in Table 1, along with misclassification probabilities that were computed based on Equation (4) and averaged over the land cover change types. The differences between calculated and simulated misclassification probabilities of land cover change were tested for significance using $t$-test. The proportions of pixels within individual change types, which were confirmed significant in terms of the difference between calculated and simulated probabilities of misclassification, were calculated in order to compare the methods with or without temporal correlation incorporated.

As can be seen from Table 1, the area proportion of a certain class type has a great effect on its misclassification probability. For example, the changed type “grassland/shrub” has the most serious misclassification. However, its result is not shown in Table 1, because its training samples are too rare to be put into classification. In contrast, the changed types of “barren (sand)” and “forest” are less misclassified, mainly due to their large area proportion and the amount of training samples with high purity, accounting for over 70 and 98.9%, respectively.

Comparing misclassification under two references in Table 1, the percentage of misclassification is generally lower in reference to data classes than in reference to information classes, suggesting that data classes can bridge the discrepancy between measurements and information classes.

It is shown that there is a general underestimation of the misclassification probabilities by the analytical
method. This is because the relationship between bi-temporal misclassification \( P(t^{1/2}(x)) \) can be computed as the product of single-temporal data-sets \( P(I^1(x))P(I^2(x)) \) only if the \( I^1(x) \) and \( I^2(x) \) are assumed to be two independent events of incorrect classification, but they are usually spatio-temporal correlated in reality. For example, the unchanged type of “open water,” of which only 23.92% was expected to be misclassified according to the analytical method, but was assessed to be 96.12 and 92.71% misclassified referring to information and data classes, respectively, due to the interdependence between single-date maps. By testing the difference between simulated and calculated misclassification probabilities, the results show significant difference between these two methods, which suggest that the spatio-temporal interdependence existing in the single-date maps cannot be ignored. Also, \( P(t^{1/2}(x)) \) may have an opposite effect on misclassification of estimation sometimes. The unchanged type of “forest” shows a lower misclassification probability when evaluated by simulation than by analytical estimation.

4. Conclusion

This paper explored discriminant models for quantifying misclassification in single-date land cover maps and their propagation in land cover change maps. For this, stochastic simulation can generate equal-probable area-class maps based on realized \( Z \), which can be used to compute summary statistics, such as means of individual class proportions over specific areas or different land cover transitions for land cover change. It was confirmed that spatio-temporal interdependence plays an important role on misclassification error propagation in land cover change products, and simple applications of the law of variance and covariance propagation without accounting for spatial dependence would lead to biased quantification of standard errors in derived results. For assessing errors in change categorization, interpixel interactions and temporal correlation should be studied before arriving at unbiased estimation of error variance.

As seen in the experiments, there are different concepts and definitions about the “classes” so that clarification is necessary for objective evaluation of misclassification. Referring to data classes, misclassification probabilities are attributable solely to measurement errors, which are modulated by data-information class transition probabilities when referring to information classes. It was shown that discriminant models are effective to characterize uncertainty due to measurement error in \( Z \), and data-information class definition discrepancy should be dealt with separately when calculating misclassification error. Further research should be focused on detecting misclassification when the predicted class does not agree with the true class through the notion of bias and variance decomposition to isolate the effects due to semantics vs. measurement errors.
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