Sequential agglomerative procedure for sorting a production batch of electronic radio devices into homogeneous groups
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Abstract. Authors proposed a clustering algorithm for sorting a batch of electronic radio devices by homogeneous groups according to the results of non-destructive tests. Algorithm is based on searching for the best silhouette criterion value of clusters using the sequential agglomerative procedure (SAP). It merges groups with the smallest distance between their centers one by one. New procedure was tested on dataset of microcircuits for space applications in a specialized test center.

1. Introduction

A data interpretation problem arises in many branches of technical sciences where data are obtained by testing of homogenous elements. If according to the test results, a batch of elements can be divided into homogeneous groups, it allows us to conclude that the resulting division caused by some unknown to us reasons: different groups of raw materials, different processing technologies, different conditions of transportation and storage. Thus, obtained groups of elements probably have different characteristics [1, 2, 3] and it is necessary to identify and consider this fact.

Various clustering algorithms are used for solving the problem of dividing electronic radio products into homogeneous groups, and k-means algorithm is one of the simplest and the most efficient [4], however, it also has some significant disadvantages: it requires constant number of clusters and it significantly depends on initial conditions. Today, a universal approach to solve the clustering problem does not exist due to its proved complexity and every existing method have some issues and disadvantages. Nowadays, approaches based on the use of specially introduced auxiliary criterion [5, 6, 7] are widespread. Also, the practice of solving the electronic radio products sorting problem shows that the Silhouette criterion introduced by Kaufman, Rousseeuw [8] is the most convenient and useful. An approach proposed in [9] is an example of using the Silhouette criterion. In that paper authors used genetic algorithms with various heuristics [10, 11] to find optimal by silhouette criterion solution.

In this paper, we propose an approach also based on the search for the best option that provides the maximum value of the silhouette criterion. However, unlike the approach [9, 10, 11], we use a new procedure based on merging of groups with closest centers instead of agglomerative heuristics in genetic algorithms. The main advantage of this approach is its speed. This is especially important for solving problems of large dimensions.
Approaches using an ensemble of algorithms [12, 13] popularity grows at present, instead of algorithms which includes only one kind of algorithms. It is obvious that with the number of algorithms in ensemble effectiveness of whole method also grows.

In this paper, we propose the approach, created as a result of working on clustering and testing of ERP for space purposes problem in company “Testing Technical Center - NPO PM”, city of Zheleznogorsk, Russia

2. Problem statement, homogeneity criterion
Let P be a batch of \( N_e \) elements \( E_i, i = 1, N_e \), and P is tested on \( N_t \) tests \( T_j, j = 1, N_t \). Thus, after all tests, every element \( E_i \) in batch P has vector of testing results \( V_{Ei} \) of dimension \( N_e \). \( T_j \) test results can have completely different physical nature and units: voltage (V), amperage (A), amplification factors (dB or dimensionless values) etc. To make testing results suitable for use in a clustering model based on distances between elements, it is necessary to normalize vectors \( V_{Ei} \) and convert all values to dimensionless quantities. As a result, for each element \( N_e(i = 1, N_e) \) we will obtain a normalized vector of test results \( V_{Ei}^n \). The selection of an appropriate standardization method for every single case is a separate task.

In this paper, we use the boosted Silhouette criterion used (Kaufman, Rousseeuw) [8] to estimate the number of clusters (groups). Let us denote the Silhouette criterion as \( S \).

Let us determine the value of \( S \). Let batch P of elements \( E_i (i = 1, N_e) \) be divided into \( m \) groups \( G_j, j = 1, m \), with centers (or centroids/medoids depending on the statement of the problem) \( C_j, j = 1, m \). Then the Silhouette criterion \( S(P) \) is determined as

\[
S(P) = \frac{\sum_{i=1}^{N_e} S(i)}{N_e}
\]

where \( S(i) \) is a silhouette of the element \( E_i (i = 1, N_e) \) determined as

\[
S(i) = 1 - \frac{a(i)}{b(i)}
\]

Here, \( a(i) \) is a distance from element \( E_i (i = 1, N_e) \) to the center of its group \( G_j, j = 1, m \), in chosen metric, \( b(i) \) is the distance from element \( E_i (i = 1, N_e) \) to the center of the other nearest group \( G_n \) in chosen metric.

We will understand the problem of clustering a batch of elements \( P \) as the task of sorting the elements \( E_i (i = 1, N_e) \) into homogeneous groups \( G_j (j = 1, m) \), providing the maximum value of \( S(P) \).

3. Sequential Agglomerative Procedure
Our Sequential agglomerative procedure (SAP) is based on the popular bottleneck clustering algorithm [14, 15, 16] and the ideas of hierarchical clustering [17].

Let P be a batch of elements \( E_i, i = 1, N_e \), and P is tested on \( N_t \) tests \( T_j, j = 1, N_t \), and for every element \( E_i \) there are normalized vector of results \( V_{Ei} \) of dimension \( N_t \). Sequential agglomerative procedure (SAP) merges data vectors into \( N_g \) homogenous groups and works as follows:

Algorithm 1. Sequential Agglomerative Procedure (SAP)

1) On the first iteration, the number of homogenous groups of the batch P is equal to the number \( N_e \) of elements \( E_i \) in the batch P, so every element \( E_i \) is in its own group \( G_{1i} \). Thus, vector \( V_{Ei} \) is a center \( C_{1i} \) of group \( G_{1i}, i = 1, N_e \).

2) On the \( k^{th} \) iteration, we choose two groups from obtained on (k-1) iteration \( N_e \cdot k+2 \) groups: \( G_{i}^{k-1} \quad (N_i^{k-1} \text{ elements: } E_1^i, E_2^i, \ldots, E_{N_i^{k-1}}^i) \) and \( G_j^{k-1} \quad (N_j^{k-1} \text{ elements: } E_1^j, E_2^j, \ldots, E_{N_j^{k-1}}^j) \) with minimal distance between their centers \( C_{i}^{k-1} \cdot C_{j}^{k-1} \). Then we merge them into \( G_m^k = G_i^k \cup G_j^k \). New center \( C_{m}^{k} \) of group \( G_m^k \) is defined as:
\[ C_{nm}^k = (\sum_{i=1}^{N_i-1} V_{el_i}^k + \sum_{j=1}^{N_j-1} V_{el_j}^k)/(N_i^k + N_j^k) \]  

Note 1: Distances between centers \( C_{nm}^{k-1} \) and \( C_{ij}^{k-1} \) and addition of vectors \( V_{el_i}^k \) and \( V_{el_j}^k \) defines according to chosen metric.

Note 2: Numbers of homogenous groups formed on \( k^{th} \) iteration is \( N_{el} - k-1 \).

3) Repeat steps 1 and 2 while the number of obtained groups is not equal to a given number \( N_g \).

4. Practical application of the SAP

Let \( P \) be a production batch of \( N_e \) elements \( E_i, i = 1, N_e \), tested on \( N_t \) tests \( T_j, j = 1, N_t \). For each element \( E_i \) we form normalized results vector \( V_{el_i}^N \) of dimensionality \( N_t \). Let us also have two additional limitations: maximum of homogenous groups in batch \( P \) is \( N_g^{\text{max}} \) and minimal number of elements in one group \( N_g^{\text{min}} \).

Note 3: Number \( N_g^{\text{max}} \) is selected considering a priori knowledge of the party in question.

Note 4: According to the test results, single outlier elements (OE) may appear as a one-element homogenous groups. Outlier elements can be caused both by the physical feature of a given element, and by distortions introduced by measuring devices. When sorting the elements of a batch into homogenous groups, it is necessary to identify the OE with deeper analysis further. To separate OE from other batch elements we introduced number \( N_g^{\text{min}} \). In practice, it is often accepted: \( N_g^{\text{min}} = 3 \).

The algorithm for sorting batch elements into homogenous groups using SAP works as follows:

1) The elements \( E_i, i = 1, N_e \), of the batch \( P \) are sorted by a given number of homogeneous groups \( N_g \) using SAP. The number of "significant" formed groups is determined as \( N_g^s \) the number of elements of which is not less than \( N_g^{\text{min}} \).
   a) If \( N_g^s < 2 \) then sorting result is not taken into final result.
   b) If \( N_g^s \geq 2 \) then we perform a new sorting of the elements of the batch \( E_i \) by the k-means algorithm on \( N_g^s \) homogeneous groups with the centers of the "significant" groups as initial values.
   Result of sorting and its Silhouette criterion \( S(P) \) are memorized.

2) Algorithm 1 is sequentially repeated with \( N_g = 2, 3, \ldots \) until one of two conditions is satisfied: \( N_g^s > N_g^{\text{max}} \) or \( K_{sg} > K_{sg}^{\text{min}} \).
   The parameter \( K_{sg} \) is introduced to separate the initial phase of the SAP from the final phase: \( K_{sg} = N_g^s/N_e \). The parameter \( K_{sg}^{\text{min}} \) is selected when the algorithm is tuned to a specific type of electronic radio products. Usually \( K_{sg}^{\text{min}} = 0.5 \).

3) A solution with the maximum value of \( S(P) \) is chosen as the optimal one for our problem. If the algorithm is not able to generate a single solution with \( N_g^s \geq 2 \), then the whole batch of \( P \) of elements \( E_i, i = 1, N_e \), will be considered as homogeneous.

5. Computational experiment

We illustrate the application of the proposed algorithm by the example of a combined batch \( P \) of microcircuits 140UD25AS1VK (183 products), composed of three obviously uniform batches: batch \( P_t \) of 53 microcircuits, batch \( P_j \) of 70 microcircuits and batch \( P_i \) of 60 microcircuits released in different time and tested for 16 various parameters in “Testing Technical Center - NPO PM”. As a result of testing of each microcircuit \( M_i, i = 1, 183 \), of combined batch \( P \) a normalized vector of test results \( V_{el_i}^N \) of dimension 16 was formed. Thus, batch \( P \) corresponds to a set of points in 16-dimensional space. Applying the transformation to two-dimensional space to this set by multidimensional scaling we obtain the graph shown in Figure 1.
Figure 1. MDS visualization of the mixed production batch.

The results presented in Fig. 1 confirm that the combined batch \( P \) of microcircuits 140UD25AS1VK is composed of three uniform batches: \( P_C \), \( P_D \), и \( P_E \).

Let us apply the proposed algorithm to the given batch with the following parameter values: \( N_e = 183 \), \( N_t = 16 \), \( N_{el}^{\text{min}} = 3 \), \( N_{G}^{\text{max}} = 10 \), \( K_{sg}^{\text{min}} = 0.5 \). The result of our experiment is shown in Table 1 and Fig. 2 where the dependence of the Silhouette criterion \( S(P) \) on the number \( N_g \) of homogeneous groups generated by the algorithm is presented: \( G_1^{N_g}, G_2^{N_g}, \ldots, G_{10}^{N_g} \).

**Table 1. Values of the Silhouette criterion.**

| \( N_g \) | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   |
|----------|------|------|------|------|------|------|------|------|------|
| \( S(P) \) | 0.548 | 0.563 | 0.515 | 0.495 | 0.453 | 0.464 | 0.429 | 0.439 | 0.445 |

Figure 2. Dependence of Silhouette criterion on the number of groups.
Thus, we obtain:

\[ G_2^1 = P_C \cup P_D, G_2^2 = P_E; \]
\[ G_3^1 = P_C, G_3^2 = P_D, G_3^3 = P_E; \]
\[ G_4^1 = P_C, G_4^2 = P_D (P_3 \cup P_4^2 = P_C), G_4^3 = P_D, G_4^4 = P_E; \]
\[ G_5^1 = P_C, G_5^2 = P_D, G_5^3 = P_D (P_3 \cup P_5^2 \cup G_3 = P_C), G_5^4 = P_D, G_5^5 = P_E \text{ etc.} \]

According to Table 1 and Fig. 2, the optimal solution (i.e. solution with maximum of the Silhouette criterion \( S_{\text{max}}(P) = 0.563 \)) of the microcircuits sorting problem is achieved by setting number of groups \( N_P = 3 \). According to this solution, \( G_1^3 = P_C, G_2^3 = P_D, G_3^3 = P_E \) and it corresponds to a given distribution.

### 6. Conclusions

The proposed approach to sorting an ERI batch into homogeneous groups using the sequential agglomerative procedure (SAP) allows us to split an ERP batch into homogeneous production groups with determination of the number of these groups with high accuracy (100% in the given example). Our computational experiment proved the results.
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