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Abstract—Change point analysis is a statistical tool to identify homogeneity within time series data. We propose a pruning approach for approximate nonparametric estimation of multiple change points. This general purpose change point detection procedure 'cp3o' applies a pruning routine within a dynamic program to greatly reduce the search space and computational costs. Existing goodness-of-fit change point objectives can immediately be utilized within the framework.

We further propose novel change point algorithms by applying cp3o to two popular nonparametric goodness of fit measures: 'e-cp3o' uses E-statistics, and 'ks-cp3o' uses Kolmogorov-Smirnov statistics. Simulation studies highlight the performance of these algorithms in comparison with parametric and other nonparametric change point methods. Finally, we illustrate these approaches with climatological and financial applications.

I. INTRODUCTION

The analysis of time ordered data, or time series, has become a frequent practice in both academic and industrial settings. When analysis is performed it is generally assumed that the data adheres to some form of homogeneity. However, it may not be appropriate, or practical, to apply the same analytical procedure to many different types of time series. The resulting statistical bias from such model misspecification is one of the reasons for the current resurgence of change point analysis, which attempts to partition a time series into homogeneous segments.

A popular approach is to fit the observed data to a parametric model. In this setting a change point corresponds to a change in the monitored parameter(s) [1, 2]. Parametric approaches rely heavily upon the assumption that the data behaves according to the predefined distribution model. Otherwise the degree of bias in the obtained results is usually unknown [3]. In practice, it is almost always difficult to test for adherence to these assumptions.

Nonparametric analysis is a natural way to proceed. Since nonparametric approaches make much weaker assumptions than their parametric counterparts, they can be used in a much wider variety of settings; for example, the analysis of internet traffic data, where there is no commonly accepted distributional model.

In this paper, we address the challenge of designing a customizable procedure that can detect a wide range of changes while appropriately balancing detection accuracy and speed. We introduce a new change point search framework called cp3o (Change Point Procedure via Pruned Objectives). The cp3o framework is a general purpose search procedure, which means it can be used with a large class of goodness-of-fit metrics to detect change points. For instance, additional knowledge about the data, such as the type of changes which are to be detected, or computational time considerations might direct a user to particular goodness-of-fit metrics. This plug-and-play idea is similar to that in [4], such that the users can specify their own goodness-of-fit metrics, or pick from available options based on performance with training data. The cp3o procedure makes use of dynamic programming with search space pruning. This allows the number of change points to be quickly determined, while simultaneously generating all other optimal segmentations as a byproduct.

We further propose two new change point algorithms, named e-cp3o and ks-cp3o, by incorporating two popular nonparametric goodness-of-fit metrics, namely E-statistics and the Kolmogorov-Smirnov statistic, within the cp3o search procedure. Results from a variety of simulations show that in most cases the proposed cp3o algorithms provide a good balance between speed and accuracy in comparison with parametric and other nonparametric change point methods.

Both e-cp3o and ks-cp3o algorithms are freely available in the ecp R package on CRAN.

II. RELATED WORKS

A. Multiple Change Point Detection Methods

Most existing procedures for performing retrospective multiple change point analysis can be classified as belonging to one of two groups: those that return approximate solutions and those that return exact solutions.

Approximate search algorithms tend to rely heavily on a subroutine for finding a single change point. Estimates for multiple change point locations are produced by iteratively applying this subroutine. Examples include binary segmentation and its adaptations such as the Circular Binary Segmentation approach of [5] and the E-Divisive approach of [6]. Approximate procedures tend to produce sub-optimal...
segmentations of the given time series, but have much lower computational complexity than exact procedures.

Exact search algorithms return segmentations that are optimal with respect to a pre-specified goodness-of-fit metric. In order to achieve a reasonable computational cost, the utilized goodness-of-fit metrics often satisfy Bellman’s Principle of Optimality, and can thus be optimized through the use of dynamic programming. Examples of exact algorithms include the Kernel Change Point algorithm, and the MultiRank algorithm.

B. Pruning Methods

The runtime of traditional dynamic programming change point detection approaches is still at least quadratic in the length of the time series. However, many of the calculations performed during the dynamic programs do not result in the identification of a new change point. These calculations can be viewed as excessive and they quickly compound to slow down analysis. One way to tackle this is by continually pruning the set of potential change point locations. proposes a pruning method that can be used when the goodness-of-fit metric is convex. The PELT method is a parametric method which incorporates a pruning step in its dynamic program, such that the expected running time is linear in the length of the time series under certain conditions. However, these methods restrict the options of goodness-of-fit metrics that can be used due to requirements of convexity and parametric objective formulations.

III. PROBLEM FORMULATION

Let \( Z_1, Z_2, \ldots, Z_T \in \mathbb{R}^d \) be a length \( T \) sequence of independent \( d \)-dimensional time ordered random variables. We denote \( k \) as the true number of change points, where the change points are time indices \( 1 = t_0 < t_1 < \cdots < t_k < t_{k+1} = T + 1 \), such that \( Z_i \sim F_j \) for \( t_j \leq i < t_{j+1} \), and \( F_j \neq F_{j+1} \), for distributions \( F_j \) with \( 0 \leq j \leq k \).

Given a series of such observations, the challenge is to select the number of change points and change point locations so that the observations within each segment are identically distributed, and the distributions of observations in adjacent segments are different. We approach this problem through the use of goodness-of-fit metrics, which are commonly used for exact search procedures. We also incorporate the parameter \( w \geq 1 \), which is a user-defined lower bound for the distance between change points.

We refer to a partition of \( Z_1, Z_2, \ldots, Z_T \) with \( \kappa \) segmentations points as a \( \kappa \)-segmentation. With segmentation points \( 1 = \tau_0 < \tau_1 < \cdots < \tau_\kappa < \tau_{\kappa+1} = T + 1 \), we quantify the quality of the resulting \( \kappa \)-segmentation with the empirical goodness-of-fit metric:

\[
\sum_{j=1}^{\kappa} \tilde{g}_R (\tau_{j-1}, \tau_j, \tau_{j+1})
\]

where \( \tilde{g}_R (a, b, c) = \tilde{R}(Z_{a-1}^b, Z_{b-1}^c) \) and \( Z_a^b = \{Z_i\}_{i=a}^b \) for \( a < b < c \). Here \( \tilde{R} (\cdot, \cdot) \) is a sample version of a given population measure \( R (\cdot, \cdot) \) of the dissimilarity between the distributions of two random variables.

Empirical goodness-of-fit of the \( \kappa \)-segmentation of a length \( T \) sequence with \( k \) change points is maximized at

\[
\widehat{G}_T (\kappa, w) = \max_{\tau_1, \tau_2, \ldots, \tau_{\kappa+1}} \sum_{j=1}^{\kappa} \tilde{g}_R (\tau_{j-1}, \tau_j, \tau_{j+1})
\]

Calculating \( \widehat{G}_T (\kappa, w) \) requires maximization over all \( \kappa \)-tuples containing a strictly increasing sequence of elements from \( 1 + w \) to \( T - w + 1 \) (that are at least \( w \) apart), and hence is computationally expensive. We next introduce an approximation procedure that gives significant speed-ups.

IV. PROPOSED CP3O PROCEDURE

We adapt the evaluation of \( \widehat{G}_T (\kappa, w) \) in two ways to increase computational efficiency:

- Approximation of \( \widehat{G}_T (\kappa, w) \) to allow the use of dynamic programming.
- Pruning to reduce the dynamic program search space.

To obtain estimates \( \kappa \) and \( \{\tau_i\}^\kappa_{i=1} \) for the number of change points \( k \) and the change point locations \( \{\kappa\}^k_{k=1} \), we can calculate \( \widehat{G}_T (\kappa, w) \) for a range of values \( 1 \leq \kappa \leq K \) where \( K \geq k \) is a user-defined upper bound for \( k \), then select \( \kappa \) based on a chosen rule which we propose in Section IV-C.

A. Dynamic Programming

Since there are \( O(T^{2 \kappa}) \) possible \( \kappa \)-segmentations, a direct computation of \( \widehat{G}_T (\kappa, w) \) requires \( O(T^{2 \kappa}) \) evaluations of the goodness-of-fit metric. Instead, we employ dynamic programming in the following fashion. Define

\[
H_t(\kappa, w, \tau) = \widehat{G}_{\tau-1}(\kappa - 1, \tau - 1, w) + \tilde{g}_R (A_{\tau-1}(\kappa - 1, \tau, t)).
\]

Then, in the \( \kappa \)th iteration, for each subsequence \( \{Z_i\}_{i=1}^t \) where \( 1 \leq t \leq T \), we define

\[
A_t(\kappa, w, \tau) = \argmax_{\tau_1, \tau_2, \ldots, \tau_t, \tau_{t+1}} H_t(\kappa, w, \tau),
\]

\[
\widetilde{G}_t(\kappa, w, \tau) = \max_{\tau_1, \tau_2, \ldots, \tau_t, \tau_{t+1}} H_t(\kappa, w, \tau),
\]

where \( \widetilde{G}_t(\kappa, w) \) denotes the approximation of the optimal goodness-of-fit for the length \( t \) subsequence with \( \kappa \) segmentation points, and \( A_t(\kappa, w) \) denotes the location of the \( \kappa \)th segmentation point in this approximation.

\( \widetilde{G}_t(\kappa, w) \) is obtained by optimizing over all possible candidates for the \( \kappa \)th segmentation point, and approximating the previous \( \kappa - 1 \) change points through \( A \). For example, if \( \tau \) is the \( \kappa \)th segmentation point, then we take \( A_{\tau-1}(\kappa - 1) \) as the \( (\kappa - 1) \)th segmentation point.

Each computation of \( \widetilde{G}_t(\kappa, w) \) needs at most \( t \) evaluations of the goodness-of-fit metric. Hence there are \( O(T^2) \) evaluations of the goodness-of-fit metric in the \( \kappa \)th iteration to obtain \( \widetilde{G}_T(\kappa, w) \). This is significantly lower than the \( O(T^\kappa) \) evaluations prior to approximation.
B. Pruning

In the $k^{th}$ iteration of dynamic programming, $A_t(\kappa, w)$ and $G_t(\kappa, w)$ require searching for the optimal $k^{th}$ segmentation point of $\{Z_i\}_{i=1}^t$ from candidates $\{1 + \kappa w, \ldots, t - w + 1\}$. To cut computations further, we reduce this search space by only searching in $S_t(\kappa, w)$, defined below.

For the first iteration, we initialize $S_t(1, w) = \{1 + w, \ldots, t - w + 1\}$ which is the largest possible search space. For the $(k + 1)^{th}$ iteration, the search space $S_t(\kappa + 1, w)$ is the result of pruning the search space $S_t(\kappa, w)$ from the previous iteration, as we want to iteratively pinpoint the most optimal change point location before $t$. The pruning rule is:

$$S_t(\kappa + 1, w) = \{\tau \in S_t(\kappa, w) : H_t(\kappa + 1, w, \tau) \geq H_t(\kappa + 1, w, t - w + 1)\}.$$ 

In the above expression, the inequality compares the goodness-of-fit of two valid $(\kappa + 1)$-segmentations for the length $t$ subsequence, one with the last change point at $\tau$ and the other at $t - w + 1$. If the former is less than the latter, then $\tau$ is a less optimal segmentation point than $t - w + 1$, hence $\tau$ can be pruned away from the set of candidate change points.

We choose to benchmark the goodness-of-fit induced by $\tau$ against that induced by $t - w + 1$ because $t - w + 1$ is the last possible change point location before $t$. Keeping $t - w + 1$ in the search space would maximize the total number of change points possible for the sequence.

C. Algorithm

We outline the complete cp3o procedure in Algorithm 1. Aside from the notation described in Sections IV-A and IV-B, we use $cps(\kappa)$ to denote the set of $\kappa$ change points estimated for the subsequence $\{Z_i\}_{i=1}^t$.

The cp3o algorithm iterates through $\kappa$ from 1 to a user-defined upper bound $K$. In each iteration $\kappa$, for each subsequence $\{Z_i\}_{i=1}^t$, cp3o finds $\tau^*$ as the $k^{th}$ change point in the subsequence. The other $\kappa - 1$ change points are as found in previous iterations. The goodness-of-fit $G_t(\kappa, w)$ of the length $t$ subsequence is calculated with these $\kappa$ change points, and $cps(\kappa)$ is updated to save these change points.

In preparation for future iterations, the search set $S_t(\kappa + 1)$ is obtained by discarding candidate points which produce a worse goodness-of-fit than segmenting at $t - w + 1$, which is the last possible segmentation point before $t$. Note that in each iteration $\kappa$, when $t = T$ is reached, we obtain estimates for $\kappa$ change points for the entire data sequence.

We now describe the criteria for picking the optimal number of change points $\kappa^*$. Empirically, $G_t(\kappa, w)$ usually increases with $\kappa$, and tends to be kinked at $k$. This is expected since partitioning beyond the optimal number of partitions should not increase the goodness-of-fit at the same rate as before. We fit a piecewise linear function with two pieces on the empirical $G_t(\kappa, w)$ values, and estimate the number of change points to be the $\kappa$ at which the function transitions from one piece to the other. This is similar to techniques used to determine cutoff values from scree plots.

V. DIVERGENCE METRICS

We now offer some guidelines for selecting the divergence metric $R$ and its sample counterpart $\hat{R}$, then propose two metrics, namely the energy statistic and $A$-distance, which satisfy these guidelines. The energy statistic and Kolmogorov-Smirnov statistic, a special case of the $A$-distance, are incorporated into the cp3o procedure. We refer to the two resulting algorithms as e-cp3o and ks-cp3o.

A. Selection Guidelines

We use the notation $X \equiv Y$ to mean $X$ and $Y$ are identically distributed.

Property 1. Convergence of empirical divergence to true divergence. Let $X_n = \{X_i\}_{i=1}^n$ and $Y_m = \{Y_j\}_{j=1}^m$ be two sets of independent random variables; $X_i \equiv X$ for all $i$, and $Y_j \equiv Y$ for all $j$. $\hat{R}(X_n, Y_m) \overset{\text{a.s.}}{\to} R(X, Y)$ as the sample size $\min(n, m) \to \infty$, where $R(X, Y) \geq 0$, and equality holds iff $X \equiv Y$.

Property 2. Single change point detection. For $0 < \gamma < 1$, suppose $Z_1, \ldots, Z_{\lfloor T \rfloor} \overset{i.i.d.}{\equiv} X$ and $Z_{\lfloor \gamma T \rfloor + 1}, \ldots, Z_T \overset{i.i.d.}{\equiv} Y$ for a sequence of any length $T$. For $0 < \eta < 1$, let $A(\eta) = \{Z_i\}_{i=1}^{\lceil \eta T \rceil}$ and $B(\eta) = \{Z_j\}_{j=\lceil \eta T \rceil + 1}^{\lfloor T \rfloor}$. $\hat{R}(A(\eta), B(\eta)) \overset{\text{a.s.}}{\to} \Theta_0(\eta | \gamma) R(X, Y)$ as $T \to \infty$, where $\Theta_0(\eta | \gamma)$ maps from the interval $(0, 1)$ to $\mathbb{R}$, and has a unique maximizer at $\eta = \gamma$.

Property 3 concerns the convergence of the empirical divergence to the true divergence metric. It is reasonable to
enforce that the non-negative divergence be 0 when applied on two identically distributed random variables. Property 2 implies that for a large enough sample size with one change point, the empirical divergence metric will attain its maximum value when the estimated change point location \( \eta \) and true change point location \( \gamma \) coincide.

### B. Energy Statistics

The E-statistics introduces by \([13]\) are indexed by \( \alpha \in (0, 2) \) and allows for the detection of any type of distributional change. For a given \( \alpha \), the only distributional assumption made is that the observations have finite absolute \( \alpha \)th moments.

Suppose \( X_n = \{X_i\}_{i=1}^n \) and \( Y_m = \{Y_j\}_{j=1}^m \) are iid samples from distributions with probability measures \( F_X \) and \( F_Y \), respectively. Then the population distance is

\[
E(X, Y | \alpha) = 2E|X - Y|^\alpha - E|X - X'|^\alpha - E|Y - Y'|^\alpha.
\]

This is equivalent to

\[
D(X, Y | \alpha) = \int_{\mathbb{R}^n} |\phi_X(t) - \phi_Y(t)|^2 \omega(t) dt
\]

with an appropriately chosen positive weight function \( \omega \), where \( \phi_X \) and \( \phi_Y \) are the characteristic functions associated with distributions \( F_X \) and \( F_Y \), respectively.

The empirical counterpart to \( E(X, Y | \alpha) \) is

\[
\hat{E}(X_n, Y_m | \alpha) = \frac{2}{mn} \sum_{i=1}^{n} \sum_{j=1}^{m} |x_i - y_j|^\alpha - \left( \frac{n}{2} \right)^{-1} \sum_{1 \leq i < j \leq n} |x_i - x_j|^\alpha - \left( \frac{m}{2} \right)^{-1} \sum_{1 \leq i < j \leq m} |y_i - y_j|^\alpha
\]

Let \( \gamma \) denote the proportion of observations from \( F_X \) in the limit as \( \min(n, m) \to \infty \). Then we define our divergence metrics as

\[
R(X, Y | \alpha) = \gamma(1 - \gamma)E(X, Y | \alpha),
\]

\[
\hat{R}(X_n, Y_m | \alpha) = \frac{mn}{(m+n)^2} \hat{E}(X_n, Y_m | \alpha).
\]

**Proposition 1.** Properties 1 and 2 are satisfied by the divergence metric based on the E-statistic.

**Proof.** Using the result of \([6]\) Theorem 1] we have that

\[
\hat{R}(A(\hat{\gamma}), B(\hat{\gamma}) | \alpha) \overset{a.s.}{\to} \hat{E}(X, Y | \alpha)
\]

where \( h(\hat{\gamma}) = \left( 1 - \frac{1}{2} \frac{1}{n \hat{\gamma}} \frac{1}{m \hat{\gamma}} \right)^2 \). Therefore, \( R(X, Y | \alpha) = \gamma(1 - \gamma)E(X, Y | \alpha) \) and \( \Theta_0(\gamma) = \frac{\gamma(1 - \gamma)}{\gamma(1 - \gamma)}h(\hat{\gamma}; \gamma) \), which can be shown to be a unique maximizer at \( \hat{\gamma} = \gamma \).

By definition, \( D(X, Y | \alpha) \geq 0 \), with equality if and only if \( F_X = F_Y \) by the uniqueness of characteristic functions. The rest of the proof follows from the equality of \( D(X, Y | \alpha) \) and \( E(X, Y | \alpha) \).

1If the detection of only mean changes is desired \( \alpha = 2 \) is used.

Empirically, we use an incomplete U-statistic version of \( \hat{R} \) to reduce the number of samples needed to compute the pairwise distances. We define a window size \( \delta \), within which all pairwise distances are included, and outside which only adjacent points have their pairwise distances included. That is, suppose \( X_n = \{Z_a, Z_{a+1}, \ldots, Z_{a+n-1}\} \) and \( Y_m = \{Z_{a+n}, Z_{a+n+1}, \ldots, Z_{a+n+m-1}\} \), and define the following sets:

\[
W^\delta_X = \{ (i, j) : a + n - \delta \leq i < j < a + n \} \cup \bigcup_{i=0}^{n-\delta-1} \{ (a+i, a+i+1) \}
\]

\[
W^\delta_Y = \{ (i, j) : a + n \leq i < j < a + n + \delta \} \cup \bigcup_{i=\delta}^{m-2} \{ (a+n+i, a+n+i+1) \}
\]

\[
B^\delta = \{ (a+n-1, \ldots, a+n-\delta) \times \{ a+n, a+n+1, \ldots, a+n+\delta - 1 \} \} \cup \bigcup_{a+n}^{m+n} \{ (a+n-i, a+n+i-1) \}
\]

The incomplete U-statistic \( \hat{E} \) is then

\[
\hat{E}(X_n, Y_m | \alpha, \delta) = \frac{2}{\#B^\delta} \sum_{(i,j) \in B^\delta} |X_i - Y_j|^\alpha - \frac{1}{\#W^\delta_X} \sum_{(i,j) \in W^\delta_X} |X_i - X_j|^\alpha - \frac{1}{\#W^\delta_Y} \sum_{(i,j) \in W^\delta_Y} |Y_i - Y_j|^\alpha
\]

This reduces computation of \( \hat{R}(X_n, Y_m | \alpha) \) from \( O(n^2 \sqrt{m^2}) \) to \( O(\delta^2 + n \sqrt{m}) \). Letting \( \delta \leq C[\sqrt{T}] \) for some constant \( C \) results in a computational complexity of \( O(T) \). Note that \( \delta < w \), so we set \( \delta = w - 1 \). It is shown \([14]\) that a strong law of large numbers result holds for incomplete U-Statistics, thus the incomplete U-statistic version of \( \hat{R} \) shares the same almost sure limit as \( \hat{R} \).

### C. A-distance

The \( A \)-distance is introduced in \([15]\). It is a generalization of the Kolmogorov-Smirnov statistic, which is often used to quantify the distance between two empirical distribution functions.

We use the same notations as in Section V-B. Let \( A \) be a collection of measurable sets from their domain. Then the \( A \)-distance is defined as

\[
d_A(F_X, F_Y) = \sup_{A \in A} |F_X(A) - F_Y(A)|
\]

The empirical \( A \)-distance is

\[
\hat{d}(X_n, Y_m | A) = \sup_{A \in A} \left| \frac{|x_n \cap A|}{n} - \frac{|y_m \cap A|}{m} \right|
\]

Let \( \gamma \) denote the proportion of observations from \( F_X \) in the limit as \( \min(n, m) \to \infty \). Then we define our
divergence metrics as
\[ R(X, Y | A) = \gamma (1 - \gamma) d_A(F_X, F_Y), \]
\[ \hat{R}(X_n, Y_m | A) = \frac{mn}{(m+n)^2} \hat{d}(X_n, Y_m | A). \]

In particular, for \( A = \{(-\infty, r) | r \in \mathbb{R}\} \), \( \hat{d}(X_n, Y_m | A) \) is the Kolmogorov-Smirnov statistic.

**Proposition 2.** Property \( \ref{prop1} \) is satisfied by the divergence metric based on the \( A \)-distance.

**Proof.** We note that \( \hat{d}(X_n, Y_m | A) \overset{a.s.}{\longrightarrow} d_A(F_X, F_Y) \) if \( A \) has a finite VC-dimension. From \( \ref{eq:vc} \), for \( M = \min(m, n) \),
\[ P[|d_A(F_X, F_Y) - \hat{d}(X_n, Y_m | A)| < \epsilon] < \pi_A(2M)e^{-M\epsilon^2/4}, \]
where for domain \( D \), \( \pi_A(n) = \max \{ |\{ A \cap B: A \in \mathcal{A} \}|: B \subseteq D \text{ and } |B| = n \} \). For finite VC-dimension \( c \), \( \pi_A(n) < n^c \) by Sauer’s Lemma. In particular, \( A = \{(-\infty, r) | r \in \mathbb{R}\} \) has \( c = 2 \). Hence,
\[ P[|d_A(F_X, F_Y) - \hat{d}(X_n, Y_m | A)| < \epsilon] < (2M)e^{-M\epsilon^2/4}. \]

We then note that for any \( v > 0 \),
\[ \sum_{M=1}^{\infty} (2M)^e e^{-M\epsilon^2/4} = 4(2^e)Li_{-e}\left(e^{-\epsilon^2/4}\right) < \infty \]
where \( Li_{-e}(x) \) is the polylogarithm function. Hence, \( \hat{d}(X_n, Y_m | A) \overset{a.s.}{\longrightarrow} d_A(F_X, F_Y) \geq 0 \), and if \( F_X = F_Y \), then \( \hat{d}(X_n, Y_m | A) \overset{a.s.}{\longrightarrow} 0 \).

The proof concludes with noticing \( \frac{n}{m+n} \rightarrow \gamma \). \( \square \)

**Proposition 3.** Property \( \ref{prop2} \) is satisfied by the divergence metric based on the \( A \)-distance.

**Proof.** As \( \min(m, n) \rightarrow \infty \),
\[ \hat{R}(A(\gamma), B(\gamma) | A) \overset{a.s.}{\longrightarrow} \gamma (1 - \gamma) g(\gamma; \gamma) d_A(F_X, F_Y) \]
where \( g(\gamma; \gamma) = \left( \frac{2}{1+\gamma} \mathbb{1}_{\gamma \geq 1} + \frac{1}{1+\gamma} \mathbb{1}_{\gamma < 1} \right) \). Therefore \( \Theta_0(\hat{\gamma}; \gamma) = \hat{\gamma}(1-\hat{\gamma})/\hat{\gamma}(1-\hat{\gamma}) g(\hat{\gamma}; \gamma) = \left( \frac{\gamma}{1-\gamma} \mathbb{1}_{\gamma \geq 1} + \frac{\gamma}{1-\gamma} \mathbb{1}_{\gamma < 1} \right) \), and it is maximized at \( \hat{\gamma} = \gamma \). \( \square \)

VI. SIMULATION STUDY

To assess the performance of the segmentations, we use Fowlkes and Mallows’ adjusted Rand index \( \ref{index} \). This value is calculated by comparing an estimated segmentation to the true segmentation. The index takes into account both the number of change points as well as their locations, and lies in the interval \([0, 1]\), where it is equal to 1 if and only if the two segmentations are identical.

We also include two measures of discrepancy between the true and estimated change point locations as an assessment of estimation accuracy. T2E is the average shortest distance from a true change point to the estimated change points, and E2T is the average shortest distance from an estimated change point to the true change points.

![Fig. 1: Color represent number of candidate change points in search space \( S_t(\kappa) \) at each time index \( t \) and iteration \( \kappa \). The darker the color, the higher the number. \( S_t(\kappa) \) is at its maximum at \( \kappa = 1 \), and is rapidly pruned in subsequent iterations.](image)

**Table I:** Average runtimes (s) of the first univariate simulation from Section VI-B with mean and variance changes in Gaussian distributions.

| \( T \) | e-cp3o | ks-cp3o | E-Div | NPCP-F | PELT |
|-------|--------|--------|-------|--------|------|
| 400   | 0.119  | 0.918  | 5.285 | 5.475  | 0.002|
| 1600  | 1.811  | 77.869 | 118.672 | 85.288 | 0.020|
| 3200  | 7.977  | 683.003 | 756.503 | 346.632 | 0.087|
| 6000  | 27.855 | 4951.490 | 1841.570 | 1357.562 | 0.342|

**A. Effects of Pruning**

We demonstrate the effects of the pruning step within the dynamic program on the search space \( S_t(\kappa) \) in Figure \ref{fig:1}. The darker the color, the bigger the search space. The search space is pruned significantly within a few iterations.

**B. Simulation 1**

This set of simulations consist of independent Gaussian observations which undergo changes in their mean and variance. The distribution parameters were chosen so that \( \mu_1 \sim Unif(-10, 0) \) and \( \sigma_1^2 \sim Unif(0, 5) \).

As can be seen from Table \ref{tab:1} and Figure \ref{fig:1}, PELT was fast and suffered little loss in accuracy in identifying change points in longer time series, as observed from the Rand and
Simulation 1 with mean and variance changes in Gaussian distribution.

Simulation 2 with distribution, mean and tail changes.

Simulation 3 with changes in t and Cauchy distribution.

Fig. 2: Average Rand index, discrepancy values and number of change points detected against length of time series. True number of change points denoted by black dotted line. Good performance is reflected by Rand close to 1, small T2E and E2T, and estimated change point number close to 3.

discrepancy (T2E and E2T) values. At $T = 400, 1600$ and 3200, from the lower estimated number of change points and the higher values of T2E, we notice that e-cp3o and ks-cp3o did not always detect all the changes. But from the lower values of E2T, we see that the points which e-cp3o and ks-cp3o did identify as changes are amongst the closest to the true changes. At $T = 6000$, e-cp3o and ks-cp3o performed comparably with the competing methods in terms of segmentation quality.

In the ecp R package, we also provide a faster version of ks-cp3o which only computes the Kolmogorov-Smirnov statistic using points within a window of size $\delta$ around each candidate segmentation point. Its average runtime at $T = 6000$ is 14.483s, but it detected a slightly lower average number of change points (2.620), and hence is excluded from the reporting.

C. Simulation 2

Time series in this simulation study contain a change in distribution, mean, and tail index. The data transitions from an exponential distribution $\text{Exp}(\frac{1}{3})$ to a normal distribution $\mathcal{N}(3, 1)$ to a standard normal distribution $\mathcal{N}(0, 1)$. The tail index change is caused by a final transition to a $t$-distribution with 2.01 degrees of freedom.

We do not include PELT in the following experiments since it is a parametric method that detects only mean and variance changes.

We expect that all methods included will be able to easily detect the mean change and will have more difficulty detecting the change in tail index. Results for this set of simulations can be found in Figure 2b. Runtimes are similar to those in Table I with PELT excluded.

At $T = 400, 1600$ and 3200, e-cp3o was not only signif-
icantly faster than all other procedures, but also managed to generate the best segmentations on average. While most procedures tended to miss the tail index change, e-cp3o detected the most number of change points with averages within 0.05 of the true number 3. e-cp3o had higher E2T since it picked out the third change point more often than the other methods, but the accuracy of detecting the third change was not as high as those for the first two changes. At $T = 6000$, E-Divisive overtook in terms of segmentation quality, but e-cp3o was much faster and hence provided a better balance between speed and accuracy.

\section*{D. Simulation 3}

The data transitions from a $t$-distribution $t_{0.1}$ to $t_{1.9}$ to a Cauchy distribution $Cauchy(-2, 1)$ to $Cauchy(0, 1)$. We use $\alpha = 0.09$ instead since we need $\alpha < 0.1$ for the moment assumptions of E-statistics to hold. Complete results are shown in Figure 2c. Runtimes are similar to those in Table 1 with PELT excluded.

In the short time series setting ($T = 400$), NPCP-F and ks-cp3o performed comparatively. In the long time series setting ($T = 6000$), E-Divisive and ks-cp3o performed comparatively. In general, ks-cp3o had the most consistent performance by almost always achieving the highest Rand and lowest discrepancy values. In fact, ks-cp3o picked out the correct number of change points in every sample series from $T = 1600$ onwards. It demonstrated great potential in change point detection in general datasets where commonly desired distributional properties cannot be assumed.

Due to the small value of $\alpha$ which makes the E-statistics smaller in magnitude and therefore more difficult to distinguish, e-cp3o does not perform as well as the other methods. Moreover, it is not straightforward to determine the best $\alpha$ to use in practice, especially when extreme observations are present. Hence, it is important to select a goodness-of-fit that is appropriate for the data.

\section*{VII. Applications to Real Data}

\subsection*{A. Temperature Anomalies}

We examine the HadCRUT4 dataset of [19]. This dataset consists of monthly global temperature anomalies from 1850 to 2014. We perform analysis on the land air temperature anomaly component from the tropical region, and apply change point procedures to the differenced data which visually appears to be piecewise stationary.

The e-cp3o and ks-cp3o procedures were applied with a minimum segment length of 5 years, corresponding to $w = 60$; a maximum of $K = 5$ change points were fit. We chose default values $\alpha = 1$ for e-cp3o. e-cp3o identified change points at April 1917 and April 1969, and ks-cp3o identified changes at February 1864, May 1878 and September 1898. These are shown in Figure 3.

The May 1878 change point may be a result of a large climate disruption in 1877-1878, which may be caused by a major El Niño episode. The April 1969 change point occurs around the United Nations Conference on the Human Environment. This conference, which was held in June 1972, focused on human interactions with the environment. e-cp3o used 3.659s and ks-cp3o used 376.138s. With the same parameters, competing methods E-divisive, NPCP-F and PELT used 135.795s, 111.377s and 0.078s respectively. Segmentation results vary and the true change points are unknown, which make it difficult to compare methods. However, we note that even though ks-cp3o took the longest time, it is the only method that identified the 1864 change point, which visually does look like a true change.

\subsection*{B. Exchange Rates}

We apply e-cp3o to a set of spot foreign exchange (FX) rates obtained through the R package Quandl [20], and compare results with multivariate methods E-divisive and NPCP-F. We consider the 3-dimensional time series consisting of monthly FX rates for Brazil (BRL), Russia (RUB), and Switzerland (CHF) against the United States (USD). The time horizon spanned is September 30, 1996 to February 28, 2014, which results in a total of 210 observations. We look at the change in the log rates, such that marginal processes appear to be piecewise stationary.

The e-cp3o procedure is applied with a minimum segment length of 12 observations (a year), which corresponds to a value of $w = 12$. Furthermore, we have chosen to fit at most $K = 5$ change points, and default values of $\alpha = 1$ is used. This specific choice of values resulted in change points being identified at December 1998, August 2002 and April 2008. These results are depicted in Figure 4.

Changes in Russia’s economic standing leading up to the 1998 ruble crisis may be the cause of the December 1998 change point. The August 2002 and April 2008 change points may be the results of the 2002 South American economic crisis and 2008 financial crisis respectively.

e-cp3o used 0.026s, while E-Divisive and NPCP-F used 1.59s and 1.213s respectively using the same parameters. e-cp3o and E-Divisive found similar change points, but e-cp3o is much faster. NPCP-F seemed to have underesti-
VIII. Conclusion

We have presented an approximate search procedure that incorporates pruning in order to reduce the amount of unnecessary calculations and to dramatically reduce computational costs. This search method can be used with almost any goodness-of-fit metric in order to identify change points in univariate and multivariate time series. In addition, this is accomplished without the user having to specify any sort of penalty parameter or function.

As the simulation studies demonstrate, the cp3o procedures do not uniformly record the best running time, average Rand values or average discrepancy values. However, when accuracy and computation time are viewed together across different data scenarios, the cp3o procedures are either better or comparable to almost all other competitors. Moreover, greater care in choosing a goodness-of-fit metric that is suitable to the data application is likely to improve performance further in terms of accuracy and/or speed. Hence, we would advocate the cp3o procedure as a general purpose change point procedure.
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