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Abstract

Reduced order models (ROM) are commonly employed to solve parametric problems and to devise inexpensive response surfaces to evaluate quantities of interest in real-time. There are many families of ROMs in the literature and choosing among them is not always a trivial task. This work presents a comparison of the performance of a priori and a posteriori proper generalised decomposition (PGD) algorithms for an incompressible Stokes flow problem in a geometrically parametrised domain. This problem is particularly challenging as the geometric parameters affect both the solution manifold and the computational spatial domain. The difficulty is further increased because multiple geometric parameters are considered and extended ranges of values are analysed for the parameters and this leads to significant variations in the flow features. Using a set of numerical experiments involving geometrically parametrised microswimmers, the two PGD algorithms are extensively compared in terms of their accuracy and their computational cost, expressed as a function of the number of full-order solves required.
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1 Introduction and literature review

Since their introduction by Box and Wilson in 1951\cite{1} response surfaces have been extensively used in computational engineering to devise the relationship between input variables or parameters and output quantities of interest\cite{2,3}. This is especially interesting in the context of parametrised partial differential equations (PDEs), where the solution depends both on the spatial coordinates and on a set of user-defined parameters. The solutions of such parametric problems are defined as multidimensional manifolds and efficient strategies for their computation have been developed during the last decades using reduced order models (ROMs)\cite{4,5}. In this context, surrogate models of parametric response surfaces were devised by expressing the multidimensional quantities of interest in terms of the elements of the reduced basis constructed for the ROM, see e.g.\cite{6-12}. Interested readers are also referred to the collection\cite{13} and references therein.

Response surfaces based on a posteriori ROMs are constructed starting from a series of snapshots obtained as full-order solutions of the problem under analysis, for a given set of values of the parameters. A critical aspect to devise competitive and accurate numerical strategies is the selection of the snapshots, that is, the sampling procedure in the parametric space. Several techniques were proposed to address this problem, starting from the classical Latin hypercube sampling\cite{14} and centroidal Voronoi tessellation\cite{15} to greedy approaches based on a posteriori error estimates\cite{16,17} and model-constrained adaptive sampling\cite{18}. In this context, special attention was also devoted to hyper-reduction techniques\cite{19,20} required to achieve competitive performance in the evaluation of nonlinear quantities of interest\cite{21-23}.

Once the sampling points are selected, the computation of the snapshots is generally performed in parallel, exploiting the independence of each set of parameters to one another, to reduce the computational cost of the offline phase. Recently, an alternative strategy aiming to reduce the number of required full-order solutions was proposed via an incremental algorithm\cite{24}. The idea is to compute snapshots sequentially and on-the-fly, corresponding to the values of the parameters identified by an appropriate error estimate. In a similar fashion, a priori model reduction strategies construct an approximation by means of a greedy algorithm which sequentially computes the terms of the reduced solution\cite{25}. Although such procedure cannot be performed in parallel, a priori ROMs automatically determine the number of terms in the reduced basis and do not require prior knowledge of the solution, circumventing the sampling step.

Starting from the reduced solution obtained using either a priori, e.g. the proper generalised decomposition (PGD)\cite{25,26} or a posteriori, e.g. reduced basis (RB)\cite{16,17,27} or proper orthogonal decomposition (POD)\cite{25,28} approaches, parametric response surfaces can be efficiently devised. In this context, a critical aspect is represented by the interpolation strategy used to evaluate the quantities of interest depending on the solution manifold constructed using the ROMs. The difficulty of effectively interpolating the reduced solution in a multidimensional manifold was first addressed in\cite{30}. Since then, different strategies were proposed to reduce the dimensionality of the input space, e.g. via kernel principal
component analysis and manifold learning and to perform accurate interpolation using manifold walking and co-kriging techniques. Recently, manifold learning techniques and collocation methods inspired by sparse grids have been coupled with PGD-based separated representations of functions of interest. The resulting methodologies, including sparse subspace learning and sparse PGD, allow to concurrently devise low-dimensional descriptions of the parameter space and functional approximation of the solution manifold, leading to the so-called hybrid twins paradigm.

Although both a priori and a posteriori ROMs have been utilised to solve parametrised PDEs and to devise parametric response surfaces, it is not possible to know a priori which reduction approach will perform better for a given problem. Indeed, to the best of the authors’ knowledge, no comparison of these approaches in terms of their accuracy and their computational cost is available in the literature. The present work aims to provide a comparison of a priori and a posteriori model reduction techniques, with special emphasis on their cost in terms of number of calls to the full-order solver. It is worth noticing that the current development of a priori and a posteriori ROMs shows different levels of maturity. Indeed, a posteriori approaches feature an extended literature tackling various aspects critical for their efficiency, such as sampling strategies and error control. On the contrary, in the context of a priori ROMs, methodologies for the advanced treatment of the space of parameters or the embedded control of accuracy represent an active line of investigation. Hence, in order for the present comparison to be unbiased, similar versions of the a priori and a posteriori ROM algorithms, without targeted sampling or error control strategies, are considered.

For the purpose of this comparison, the PGD framework, successfully applied in recent years to several problems, is considered to construct both the a priori and the a posteriori ROM strategy. More precisely, this study focuses on PGD for geometrically parametrised PDEs. Previous works, see e.g., have shown that this class of parametric problems is particularly challenging since the parameters under analysis affect both the solution manifold and the computational spatial domain. In particular, the difficulty of such problems increases when more than one parameter is considered and when the parameters are responsible for extreme changes of the geometry. Hence, PDEs on geometrically parametrised domains offer complex benchmark cases for ROM strategies, even when a low number of parameters is considered.

The remainder of the manuscript is organised as follows. Section presents the incompressible Stokes flow problem in a geometrically parametrised domain and the full-order hybridisable discontinuous Galerkin (HDG) solver. The PGD framework is introduced in section where the a priori and a posteriori algorithms are detailed and critically compared. An extensive set of numerical simulations for geometrically parametrised Stokes flows in the context of modelling of microswimmers is presented in section. More precisely, a comparison of a priori and a posteriori PGD algorithms is performed in terms of accuracy and computational cost by means of parametric problems involving one or more geometric parameters, with different ranges of values, to study the sensitivity of the
PGD-based methodologies to the variability of the multidimensional solution. Finally, section 3 summarises the presented results and the open lines of investigation and appendix A presents some technical details on the separated form of the operators involved in the a priori PGD algorithm.

2 Full-order Stokes solver in geometrically parametrised domains

The model problem for the present study is an incompressible Stokes flow in a domain with parametrised geometry. More precisely, the parametrised domain is denoted by $\Omega^\mu \subset \mathbb{R}^n_{sd}$, $n_{sd}$ being the number of spatial dimensions, with boundary $\partial \Omega^\mu = \Gamma_D^\mu \cup \Gamma_N^\mu \cup \Gamma_S^\mu$, where the portions $\Gamma_D^\mu$, $\Gamma_N^\mu$ and $\Gamma_S^\mu$ are disjoint by pairs. The $n_{pa}$ parameters $\mu \in I \subset \mathbb{R}^{n_{pa}}$ control the geometric representation of the domain and are assumed to be independent, that is, $I := I_1 \times I_2 \times \cdots \times I_{n_{pa}}$ with $\mu_j \in I_j$ for $j = 1, \ldots, n_{pa}$.

By considering the parameters $\mu$ as extra coordinates of a multidimensional problem in the higher-dimensional manifold $\Omega^\mu \times I$, the solution of the Stokes problem is the parametric velocity-pressure pair, $u(x^\mu, \mu)$ and $p(x^\mu, \mu)$, such that

$$
\begin{aligned}
-\nabla^\mu \cdot (\nu \nabla^\mu u - p \text{I}_{n_{sd}}) &= s & \text{in } \Omega^\mu \times I, \\
\nabla^\mu \cdot u &= 0 & \text{in } \Omega^\mu \times I, \\
u u &= u_D & \text{on } \Gamma_D^\mu \times I, \\
\nu \nabla^\mu u - p \text{I}_{n_{sd}} &= g_N & \text{on } \Gamma_N^\mu \times I, \\
\nu n^\mu \cdot u - p \text{I}_{n_{sd}} &= 0 & \text{on } \Gamma_S^\mu \times I,
\end{aligned}
$$

(1)

where $\nu > 0$ is the kinematic viscosity of the fluid, $s$ denotes the applied body forces and $n^\mu$ is the outward unit normal vector to the boundary. As mentioned above, the external boundary $\partial \Omega^\mu$ is partitioned in Dirichlet, $\Gamma_D^\mu$, Neumann, $\Gamma_N^\mu$, and slip, $\Gamma_S^\mu$, boundaries which also depend on the parameters $\mu$. Thus, the velocity $u_D$ and the pseudo-traction $g_N$ are imposed on $\Gamma_D^\mu$ and $\Gamma_N^\mu$, respectively, for each value in the parametric space $I$. Similarly, on $\Gamma_S^\mu$, perfectly slip (i.e. symmetry) conditions are enforced by introducing the matrices $D^\mu := [n^\mu, 0_{n_{sd} \times (n_{sd} - 1)}]$ and $E^\mu := [0, t_1^\mu, \ldots, t_{n_{sd} - 1}^\mu]$, where the tangential directions $t_k^\mu$, $k = 1, \ldots, n_{sd} - 1$ form an orthonormal system of vectors $\{n^\mu, t_1^\mu, \ldots, t_{n_{sd} - 1}^\mu\}$, see [59].

Moreover, from the divergence-free equation in problem (1), the compatibility condition

$$
\langle u_D \cdot n^\mu, 1 \rangle_{\Gamma_D^\mu} + \langle u \cdot n^\mu, 1 \rangle_{\partial \Omega^\mu \setminus \Gamma_D^\mu} = 0 \quad \text{for almost every } \mu \in I,
$$

(2)

is imposed, where $\langle \cdot, \cdot \rangle_S$ denotes the $L_2$ inner product defined on any surface $S \subset \partial \Omega^\mu$.

Finally, it is worth recalling that in case no Neumann boundary conditions are considered, that is $\partial \Omega^\mu = \Gamma_D^\mu \cup \Gamma_S^\mu$, an additional constraint is required to guarantee the uniqueness
of the computed pressure field. A common constraint, see\cite{57,59} enforces a zero mean value of the pressure on the domain, that is, for almost every \( \mu \in \mathcal{I} \),

\[
\left( \frac{1}{|\Omega_\mu|} p, 1 \right)_{\Omega_\mu} = 0,
\tag{3}
\]

\((\cdot, \cdot)_D\) being the \( L_2 \) inner product in a generic subdomain \( D \subset \Omega \).

2.1 Multidimensional hybridisable discontinuous Galerkin solver

The multidimensional Stokes flow problem \((1)\) is discretised using the full-order HDG solver described in\cite{55}. The choice of the HDG framework\cite{57,60} allows to devise an LBB-compliant discretisation of the Stokes equations with high-order isoparametric formulations using equal order polynomial approximations for all the variables, see e.g.\cite{56,58,61–63}. In addition, the PGD-ROM based on the HDG formulation provides an exact separation of the integrals appearing in the geometrically parametrised PDE\cite{55} and does not rely on numerical separation techniques as discussed in\cite{54}.

In this section, the multidimensional HDG formulation of equation \((1)\) is briefly recalled, whereas for a complete derivation interested readers are referred to\cite{55}. First, the spatial, \( \Omega^\mu \), and parametric, \( \mathcal{I}^j \), \( j=1, \ldots, n_{\text{pa}} \), domains are subdivided in \( n_{\text{el}} \) and \( n_{\text{el}}^j \) disjoint subdomains, respectively, that is,

\[
\Omega^\mu = \bigcup_{e=1}^{n_{\text{el}}} \Omega^\mu_e, \text{ such that } \Omega_i \cap \Omega_l = \emptyset \text{ for } i \neq l, \\
\mathcal{I}^j = \bigcup_{e=1}^{n_{\text{el}}^j} \mathcal{I}_e^j, \text{ such that } \mathcal{I}_i^j \cap \mathcal{I}_l^j = \emptyset \text{ for } i \neq l.
\]

Moreover, the mesh skeleton \( \Gamma^\mu \) of the spatial domain is defined as

\[
\Gamma^\mu := \left[ \bigcup_{e=1}^{n_{\text{el}}} \partial \Omega^\mu_e \right] \setminus \partial \Omega^\mu.
\]

The full-order HDG solver for geometrically parametrised Stokes flows is devised according to the formulation introduced in\cite{55}. More precisely, a reference domain \( \Omega \), independent of the parameters \( \mu \), is introduced and a mapping

\[
\mathcal{M}_\mu : \Omega \times \mathcal{I} \rightarrow \Omega^\mu, \\
(x, \mu) \mapsto x^\mu = \mathcal{M}_\mu(x, \mu).
\tag{4}
\]

is considered to transform it into the geometrically parametrised domain \( \Omega^\mu \), see\cite{52,55}.
The HDG formulation of the Stokes equations is thus written on the reference domain \( \Omega \) by applying the mapping (4). Following, the functional spaces are introduced, where \( \mathcal{P}^k(\Omega_e) \), \( \mathcal{P}^k(\Gamma_i) \) and \( \mathcal{P}^k(I^j_e) \) denote the spaces of polynomial functions of complete degree at most \( k \) in \( \Omega_e \), on \( \Gamma_i \) and in \( I^j_e \), respectively. Moreover, for the sake of readability, the following scalar-valued, \( \mathcal{V}^\mu \), vector-valued, \( \hat{\mathcal{V}}^\mu \) and \( \mathcal{W}^\mu \), discrete functional spaces are defined

\[
\mathcal{V}^\mu := \mathcal{V}^h(\Omega) \otimes \mathcal{L}^h(\mathcal{T}),
\]
\[
\hat{\mathcal{V}}^\mu := \left[ \mathcal{V}^h(\Gamma \cup \Gamma_N \cup \Gamma_S) \otimes \mathcal{L}^h(\mathcal{T}) \right]_{\text{rad}},
\]
\[
\mathcal{W}^\mu := \left[ \mathcal{V}^h(\Omega) \otimes \mathcal{L}^h(\mathcal{T}) \right]_{\text{rad} \times \text{rad}}.
\]

As usual in the context of HDG formulations of the Stokes equations, the mixed variable \( \mathbf{L} = -\nabla p \mathbf{u} \), i.e. a scaling of the gradient of velocity, the hybrid variable \( \hat{\mathbf{u}} \) representing the trace of the velocity on the element faces and the mean pressure \( \rho \) on the boundary of the element are introduced.

First, a static condensation of the degrees of freedom inside each element is performed via the HDG local problems: for \( e=1, \ldots, n_{e1} \), velocity, \( \mathbf{u}_e \), pressure, \( p_e \), and mixed variable, \( \mathbf{L}_e \), are written element-by-element in terms of the hybrid velocity \( \hat{\mathbf{u}} \) and the mean pressure \( \rho_e \). The weak form of the HDG local problems on the spatial reference element \( \Omega_e \) is: given \( \mathbf{u}_D \) on \( \Gamma_D \) and \( \hat{\mathbf{u}}^h \) on \( \Gamma \cup \Gamma_N \cup \Gamma_S \), find \( (\mathbf{u}_e^h, p_e^h, \mathbf{L}_e^h) \in \mathcal{V}^\mu \times \mathcal{V}^\mu \times \mathcal{W}^\mu \) such that

\[
A_{LL}(\mathbf{W}, \mathbf{L}_e^h; \mu) + A_{Lu}(\mathbf{W}, \mathbf{u}_e^h; \mu) = L_L(\mathbf{W}; \mu) + A_{Lu}(\mathbf{W}, \hat{\mathbf{u}}^h; \mu),
\]
\[
A_{uL}(\mathbf{v}, \mathbf{L}_e^h; \mu) + A_{uu}(\mathbf{v}, \mathbf{u}_e^h; \mu) + A_{up}(\mathbf{v}, p_e^h; \mu) = L_u(\mathbf{v}; \mu) + A_{uB}(\mathbf{v}, \hat{\mathbf{u}}^h; \mu),
\]
\[
A_{pu}(\mathbf{v}, \mathbf{u}_e^h; \mu) = L_p(\mathbf{v}; \mu) + A_{pB}(\mathbf{v}, \hat{\mathbf{u}}^h; \mu),
\]
\[
A_{pp}(1, p_e^h; \mu) = A_{pp}(1, p_e^h; \mu),
\]

for all \( (\mathbf{v}, \mathbf{W}) \in \mathcal{V}^\mu \times \mathcal{V}^\mu \times \mathcal{W}^\mu \). The multidimensional bilinear and linear forms appearing in equation (5) are obtained by applying the mapping (4) to the integrals defined
on the geometrically parametrised elements $\Omega^\mu_e$, leading to

$$
A_{LL}(W, L; \mu) := -\langle W, \nu^{-1} \det(J_\mu) L \rangle_{\Omega_e \times \mathcal{I}},
$$
$$
A_{Lu}(W, u; \mu) := \langle \det(J_\mu) \nabla \cdot W, u \rangle_{\Omega_e \times \mathcal{I}},
$$
$$
A_{Lu}(W, \tilde{u}; \mu) := \langle \det(J_\mu) \nabla \cdot W, \tilde{u} \rangle_{(\partial \Omega_e \setminus \Gamma_D) \times \mathcal{I}},
$$
$$
A_{uL}(v, L; \mu) := \langle v, \det(J_\mu) \nabla \cdot L \rangle_{\Omega_e \times \mathcal{I}},
$$
$$
A_{uu}(v, u; \mu) := \langle v, \tau u \rangle_{\partial \Omega_e \times \mathcal{I}},
$$
$$
A_{uu}(v, \tilde{u}; \mu) := \langle v, \tau \tilde{u} \rangle_{(\partial \Omega_e \setminus \Gamma_D) \times \mathcal{I}},
$$
$$
A_{pu}(v, u; \mu) := \langle \det(J_\mu) \nabla v, u \rangle_{\Omega_e \times \mathcal{I}},
$$
$$
A_{pu}(v, \tilde{u}; \mu) := \langle v, \tilde{u} \cdot \det(J_\mu) \nabla \rangle_{(\partial \Omega_e \setminus \Gamma_D) \times \mathcal{I}},
$$
$$
A_{pp}(w, p; \mu) := \langle w, |\Omega_e|^{-1} p \rangle_{\Omega_e \times \mathcal{I}},
$$
$$
A_{pp}(w, \rho; \mu) := \langle w, \rho \rangle_{\mathcal{I}},
$$

where $\langle \cdot, \cdot \rangle_{D \times \mathcal{I}}$ stands for the $L_2$ inner product in a generic subdomain $D \times \mathcal{I}$ with $D \subset \Omega$ and $\langle \cdot, \cdot \rangle_{S \times \mathcal{I}}$ denotes the $L_2$ inner product in any domain $S \times \mathcal{I}$, with $S \subset \partial \Omega^\mu$. Moreover, $J_\mu = J_\mu(x, \mu)$ and $\det(J_\mu)$ represent the Jacobian of the mapping and its determinant, respectively, whereas its adjoint is defined as $\det(J_\mu) = \det(J_\mu) J_\mu^{-1}$. The corresponding linear forms are given by

$$
L_L(W; \mu) := \langle \det(J_\mu) n \cdot W, u_D \rangle_{(\partial \Omega_e \cap \Gamma_D) \times \mathcal{I}},
$$
$$
L_u(v; \mu) := \langle v, \det(J_\mu) s \rangle_{\Omega_e \times \mathcal{I}} + \langle v, \tau u_D \rangle_{(\partial \Omega_e \cap \Gamma_D) \times \mathcal{I}},
$$
$$
L_p(v; \mu) := \langle v, u_D \cdot \det(J_\mu) n \rangle_{(\partial \Omega_e \cap \Gamma_D) \times \mathcal{I}}.
$$

It is worth noticing that the bilinear and linear forms introduced in equation (6) depend both on spatial, $x$, and parametric, $\mu$, variables. On the one hand, the integrals obtained from the application of the mapping (4) are defined on the spatial reference domain $\Omega$, which is independent of the parameters $\mu$. On the other hand, the Jacobian of the mapping being a function of space and parameters, it follows that the terms $\det(J_\mu)$ and $\det(J_\mu)$ depend both on $x$ and $\mu$, as further detailed in the following section.

**Remark 1** (Stabilisation in hybridisable discontinuous Galerkin methods). The HDG stabilisation tensor $\tau$ is known to play an important role in the accuracy and convergence properties of the numerical approximation. In the context of Stokes flow problems, see an isotropic stabilisation tensor is considered, namely $\tau := (\tau \nu/\ell) \mathbf{I}_{ns}$, where $\ell$ is a characteristic length of the domain and $\tau$ a positive scaling factor selected equal to 10 in the present work.

Second, the globally-coupled degrees of freedom, namely the hybrid velocity and the mean pressure, are computed by solving the HDG global problem whose weak form reads:
find $\hat{u}^h \in \hat{V}^\mu$ and $\rho^h \in \mathbb{R}^{n_{sd}} \otimes L^h(\mathcal{I})$ such that

$$
\sum_{e=1}^{n_{sd}} \left\{ A_{uL}(\hat{v}, L^e_h; \mu) + A_{uu}(\hat{v}, u^e_c; \mu) + A_{up}(\hat{v}, p^e_c; \mu) + A_{u\hat{u}}(\hat{v}, \hat{u}^h; \mu) \right\} = \sum_{e=1}^{n_{sd}} \left\{ L_{\hat{v}}(\hat{v}; \mu) \right\},
$$

for all $\hat{v} \in \hat{V}^\mu$, with the multidimensional bilinear and linear forms

$$
A_{uL}(\hat{v}, L; \mu) := \langle \hat{v}, \text{adj}(J_{\mu}) n \cdot L \rangle_{(\partial \Omega_e \setminus (\Gamma_D \cup \Gamma_S)) \times \mathcal{I}} - \langle \hat{v}, \text{adj}(J_{\mu}) n \cdot LE \rangle_{(\partial \Omega_e \cap \Gamma_S) \times \mathcal{I}},
$$

$$
A_{uu}(\hat{v}, u; \mu) := \langle \hat{v}, \tau u \rangle_{(\partial \Omega_e \setminus (\Gamma_D \cup \Gamma_S)) \times \mathcal{I}} - \langle \hat{v}, (\tau u) \cdot E \rangle_{(\partial \Omega_e \cap \Gamma_S) \times \mathcal{I}},
$$

$$
A_{up}(\hat{v}, p; \mu) := \langle \hat{v}, p \text{adj}(J_{\mu}) n \rangle_{(\partial \Omega_e \setminus (\Gamma_D \cup \Gamma_S)) \times \mathcal{I}},
$$

$$
A_{u\hat{u}}(\hat{v}, \hat{u}; \mu) := -\langle \hat{v}, \hat{u} \cdot \text{adj}(J_{\mu}) D + (\tau \hat{u}) \cdot E \rangle_{(\partial \Omega_e \cap \Gamma_S) \times \mathcal{I}},
$$

$$
L_{\hat{v}}(\hat{v}; \mu) := -\langle \hat{v}, g_N \rangle_{(\partial \Omega_e \cap \Gamma_N) \times \mathcal{I}}.
$$

Similarly to what observed for the local problem, the bilinear and linear forms of the global problem presented in equation (8) are defined on the reference domain $\Omega$, independent of $\mu$, whereas the adjoint of the Jacobian $\text{adj}(J_{\mu})$ incorporates the dependence on the space and on the parameters.

Interested readers are referred to [55] for the details of the derivation of the local and global problems of the multidimensional HDG method for a Stokes flow in a geometrically parametrised domain. For the sake of readability and except in case of ambiguity, the subscript $e$ and the superscript $h$ will be henceforth omitted.

### 3 Separated response surfaces based on the proper generalised decomposition

In order to construct response surfaces for the real-time evaluation of quantities of interest, the parametric problem (1) needs to be efficiently computed for a large number of configurations. Nonetheless, the solution of the geometrically parametrised Stokes flow problem in a space of dimension $n_{sd} + n_{pa}$ using the previously introduced multidimensional HDG solver is computationally unaffordable, even when only few parameters are considered.

In this section, two PGD-based strategies are presented to construct response surfaces in terms of separated functions. Before detailing the two algorithms, the framework to construct a separated approximation using PGD is briefly recalled.
As classical in the context of ROMs for parametric PDEs, the bilinear and linear forms introduced in section 2.1 require an affine dependence on the parameters $\mu$. For the problem involving geometrically parametrised domains introduced in section 2.1, the bilinear and linear forms are approximated by the sum of products of parameter-dependent functions and spatial operators independent of the parameters, as detailed in A. As previously mentioned, the integrals in the weak forms (5) and (7) of the HDG local and global problems are defined on the parameter-independent reference domain, whereas the determinant and the adjoint of the mapping incorporate the dependence on the parameters.

It is worth noticing that a fixed mesh is generated once for the spatial reference domain. Hence, no mesh quality issues due to the deformation of the mesh of the reference domain arise. Of course, if the transformation (4) is responsible for extreme deformations of the reference configuration, the Jacobian of the isoparametric mapping may degrade, leading to the need of a larger number of integration points for the computation of the terms in equations (6) and (8). It is worth noticing that this is especially critical in the context of high-order curved meshes. Hence, it is still advisable to perform a preliminary study of mesh quality for the configurations corresponding to the limit of the geometric mapping, as reported for the examples in section 4.

### 3.1 Separated representation of the unknown variables

According to the PGD framework, the unknown variables are written as rank-$m$ separable approximations as

$$
\begin{align*}
  u^{m}_{\text{PGD}}(x, \mu) &= \sigma^{m}_{u} f^{m}_{u}(x) \psi^{m}(\mu) + u^{m-1}_{\text{PGD}}(x, \mu), \\
  p^{m}_{\text{PGD}}(x, \mu) &= \sigma^{m}_{p} f^{m}_{p}(x) \psi^{m}(\mu) + p^{m-1}_{\text{PGD}}(x, \mu), \\
  L^{m}_{\text{PGD}}(x, \mu) &= \sigma^{m}_{L} F^{m}_{L}(x) \psi^{m}(\mu) + L^{m-1}_{\text{PGD}}(x, \mu), \\
  \hat{u}^{m}_{\text{PGD}}(x, \mu) &= \sigma^{m}_{\hat{u}} f^{m}_{\hat{u}}(x) \psi^{m}(\mu) + \hat{u}^{m-1}_{\text{PGD}}(x, \mu), \\
  \rho^{m}_{\text{PGD}}(x, \mu) &= \sigma^{m}_{\rho} f^{m}_{\rho}(x) \psi^{m}(\mu) + \rho^{m-1}_{\text{PGD}}(x, \mu),
\end{align*}
$$

(9)

where each term in the expansion, referred to as *mode*, is the product of a spatial function and a function depending on the parameters and $\sigma^{m}_{u}$, $\sigma^{m}_{p}$, $\sigma^{m}_{L}$, $\sigma^{m}_{\hat{u}}$ and $\sigma^{m}_{\rho}$ denote the amplitudes of the corresponding modes. For the sake of simplicity, the parametric terms are assumed to be factorisable using one-dimensional functions, that is,

$$
\psi^{m}(\mu) = \prod_{j=1}^{n_{\mu}} \psi^{m}_{j}(\mu_{j}).
$$

(10)

**Remark 2** (Factorisation of the parametric space). In the context of PGD approximations, spatial and parametric modes are computed alternatively. In order to guarantee the computational efficiency of the PGD algorithm, it is critical for the number of degrees of freedom in the parametric problem to be considerably smaller than the number of unknowns in the spatial problem. Assumption (10) is commonly employed to enforce that the
number of dimensions of each parametric subdomain is inferior to the number of spatial
dimensions \( n_{sd} \). Hence, the computational cost of the problem in the PGD parametric
step is reduced by devising it as a sequence of lower dimensional problems. It is worth
noticing that the number of modes computed by the PGD algorithms without separating
the parametric modes in terms of one-dimensional functions will, in general, differ from
the one computed starting from equation \( (10) \). Since it is not possible to know a priori
which approach will perform better for a given problem, assumption \( (10) \) will be hence-
forth considered to minimise the number of degrees of freedom involved in each parametric
problem.

**Remark 3** (PGD initial approximation). No initial information is considered in the con-
struction of the PGD approximation \( (10) \), that is, \( u^0_{PGD} = 0, \rho^0_{PGD} = 0, L^0_{PGD} = 0, \hat{u}^0_{PGD} = 0 \) and \( \rho^0_{PGD} = 0 \).
More precisely, contrary to traditional finite element-based PGD algorithms requiring the
construction of initial modes to account for Dirichlet boundary conditions, see e.g. \cite{22}
the HDG method employed as spatial solver in this work relies on the weak imposition of essen-
tial boundary conditions. Hence, no prior computation needs to be performed to initialise
the approximations in equation \( (9) \).

More recently, a predictor-corrector approach has been introduced \cite{49} by splitting the
\( m \)-th modes to be computed into the predictions \( \sigma^m_{u} F^m_{L} \psi^m, \sigma^m_{\rho} f^m_{\rho} \psi^m, \sigma^m_{p} f^m_{p} \psi^m, \sigma^m_{\sigma} f^m_{\sigma} \psi^m \)
and \( \sigma^m_{\hat{u}} f^m_{\hat{u}} \psi^m \) and the corrections \( \sigma^m_{u} \Delta L^{m}_{PGD}, \sigma^m_{u} \Delta u^{m}_{PGD}, \sigma^m_{p} \Delta \rho^{m}_{PGD}, \sigma^m_{\sigma} \Delta \hat{u}^{m}_{PGD} \) and \( \sigma^m_{\rho} \Delta \hat{p}^{m}_{PGD} \),
namely,

\[
\begin{align*}
    u^{m}_{PGD}(x, \mu) &= \sigma^m_{u} [f^m_{u}(x) \psi^m(\mu) + \Delta u_{PGD}^{m}(x, \mu)] + u^{m-1}_{PGD}(x, \mu), \\
    \rho^{m}_{PGD}(x, \mu) &= \sigma^m_{\rho} [f^m_{\rho}(x) \psi^m(\mu) + \Delta \rho_{PGD}^{m}(x, \mu)] + \rho^{m-1}_{PGD}(x, \mu), \\
    L^{m}_{PGD}(x, \mu) &= \sigma^m_{L} [F^m_{L}(x) \psi^m(\mu) + \Delta L_{PGD}^{m}(x, \mu)] + L^{m-1}_{PGD}(x, \mu), \\
    \hat{u}^{m}_{PGD}(x, \mu) &= \sigma^m_{\hat{u}} [f^m_{\hat{u}}(x) \psi^m(\mu) + \Delta \hat{u}_{PGD}^{m}(x, \mu)] + \hat{u}^{m-1}_{PGD}(x, \mu), \\
    \hat{p}^{m}_{PGD}(x, \mu) &= \sigma^m_{\hat{p}} [f^m_{\hat{p}}(x) \psi^m(\mu) + \Delta \hat{p}_{PGD}^{m}(x, \mu)] + \hat{p}^{m-1}_{PGD}(x, \mu),
\end{align*}
\]  

(11)

with the corrections given by

\[
\begin{align*}
    \Delta u^{m}(x, \mu) := \Delta f_{u}(x) \psi^{m}(\mu) + f^{m}_{u}(x) \Delta \psi(\mu) + \Delta f_{\hat{u}}(x) \Delta \psi(\mu), \\
    \Delta \rho^{m}(x, \mu) := \Delta f_{\rho}(x) \psi^{m}(\mu) + f^{m}_{\rho}(x) \Delta \psi(\mu) + \Delta f_{\hat{p}}(x) \Delta \psi(\mu), \\
    \Delta L^{m}(x, \mu) := \Delta F_{L}(x) \psi^{m}(\mu) + F^{m}_{L}(x) \Delta \psi^{m}(\mu) + \Delta F_{\hat{u}}(x) \Delta \psi(\mu), \\
    \Delta \hat{u}^{m}(x, \mu) := \Delta f_{\hat{u}}(x) \psi^{m}(\mu) + f^{m}_{\hat{u}}(x) \Delta \psi(\mu) + \Delta f_{\hat{p}}(x) \Delta \psi(\mu), \\
    \Delta \hat{p}^{m}(x, \mu) := \Delta f_{\hat{p}}(x) \psi^{m}(\mu) + f^{m}_{\hat{p}}(x) \Delta \psi(\mu) + \Delta f_{\hat{p}}(x) \Delta \psi(\mu).
\end{align*}
\]  

(12)

It is worth noticing that, \( \Delta \) being a variation, the last term in equation \( (12) \) represents
a high-order variation and can thus be neglected in the computation.

**Remark 4** (Choice of the parametric function). According to the single-parameter ap-
proach described in \cite{19} a unique parametric function \( \psi^{m} \) is considered in \( (9) \) and \( (11) \) for all
the variables at the \( m \)-th mode. Alternative strategies for the definition of the parametric
function in PGD approximations of incompressible flow problems are also explored in \cite{49}.
Following both the approach in (9) and (11), the number of terms in the PGD expansion is not known a priori. Indeed, assuming the modes up to \( m-1 \) to be known, a greedy procedure is performed to compute the \( m \)-th mode. For this purpose, a nonlinear iterative algorithm, namely the alternating direction (AD) scheme, is devised to alternately compute the spatial and parametric modes of the PGD approximation. More precisely, first, the \( m \)-th parametric mode is assumed to be known and the corresponding spatial functions are computed by solving an HDG problem independent of the parameters. Second, the recently computed spatial function is fixed and the corresponding parametric mode is determined solving a linear system of equations. The procedure is thus repeated until a convergence criterion is fulfilled or a maximum number of iterations is achieved. In the following sections, the details of this greedy strategy are presented, highlighting the main differences between the a priori and a posteriori PGD algorithms.

3.2 A priori proper generalised decomposition

The a priori PGD relies on solving a separated version of the HDG local and global problems introduced in section 2.1. In this context, no a priori information is required and the computation of the PGD solution does not depend on any previously determined snapshot. In order to construct such an approximation, a separable representation of the geometric mapping and the user-defined data is required.

3.2.1 Separated representation of geometric mapping and user-defined data

Following, the mapping (4) and its Jacobian are assumed to be separable, namely,

\[
\mathcal{M}_\mu(x, \mu) = \sum_{k=1}^{n_x} M^k(x) \phi^k(\mu),
\]

\[
J_\mu(x, \mu) = \sum_{k=1}^{n_x} J^k(x) \phi^k(\mu).
\]  

(13)

In addition, the determinant and the adjoint of the Jacobian can also be expressed in separated form, see as

\[
\text{det}(J_\mu)(x, \mu) = \sum_{k=1}^{n_d} D^k(x) \theta^k(\mu),
\]

\[
\text{adj}(J_\mu)(x, \mu) = \sum_{k=1}^{n_d} A^k(x) \theta^k(\mu).
\]  

(14)

In case an analytical separation of the mapping is not available, the separated forms in equation (13) may be numerically approximated, e.g. by means of a singular value decomposition or a high-order PGD projection. Recently, a more general approach for the
construction of separated geometric mappings was proposed in \textsuperscript{32} starting from a representation of the boundary parametrised through the control points of non-uniform rational B-splines and solving a linear elastic problem inspired by high-order curved mesh generation techniques\textsuperscript{12,13}. The scope of the present work being the comparison of a priori and a posteriori PGD algorithms, the mapping \textsuperscript{13} is henceforth assumed to be analytically separable for the sake of simplicity.

Similarly, user-defined data like body forces, Dirichlet and Neumann boundary terms are assumed to be provided in separated form either analytically, that is,

\[
\begin{align*}
  u_D &= \sum_{l=1}^{n_0} g_D^l(x) \lambda_D^l(\mu), \\
  g_N &= \sum_{l=1}^{n_0} g_N^l(x) \lambda_N^l(\mu), \\
  s &= \sum_{l=1}^{n_0} g_S^l(x) \lambda_S^l(\mu),
\end{align*}
\]

(15)
or approximated using appropriate numerical separation techniques\textsuperscript{25}.

### 3.2.2 The a priori PGD algorithm

To devise the a priori PGD algorithm for the geometrically parametrised Stokes flow, first the separated functions (11) and the separated expressions (14)-(15) of mapping and data are introduced into the multidimensional HDG problems (5) and (7). The resulting equations are thus alternately projected on the tangent manifold associated with the spatial and parametric coordinates to perform the iterations of the AD algorithm.

The tangent manifolds for the vector-valued, \( V^\mu \) and \( \hat{V}^\mu \), and scalar, \( \nu^\mu \) and \( \mathbb{R}^{n_\text{sd}} \otimes \mathcal{L}^h(\mathcal{I}) \), multidimensional discrete functional spaces, are obtained by selecting the test functions in (5) and (7) as

\[
\begin{align*}
  v &= \delta f_u \psi^m + \sigma_u f_u^m \delta \psi, \\
  \hat{v} &= \delta f_\hat{u} \psi^m + \sigma_\hat{u} f_\hat{u}^m \delta \psi, \\
  v &= \delta f_p \psi^m + \sigma_p f_p^m \delta \psi, \\
  w &= \delta f_\rho \psi^m + \sigma_\rho f_\rho^m \delta \psi,
\end{align*}
\]

(16)

where the spatial test functions are such that \( \delta f_u \in V^h := [V^h(\Omega)]^{n_\text{sd}}, \delta \hat{f}_u \in \hat{V}^h := \left( V^h(\Gamma \cup \Gamma_N \cup \Gamma_S) \right)^{n_\text{sd}}, \delta f_p \in V^h(\Omega) \) and \( \delta f_\rho \in \mathbb{R}^{n_\text{sd}} \), whereas the parametric test function is given by \( \delta \psi \in \mathcal{L}^h(I) \). In a similar fashion, the tangent manifold for the tensor-valued space \( \mathcal{W}^\mu \) is characterised by the test function

\[
W = \delta F_L \psi^m + \sigma_L F_L^m \delta \psi,
\]

(17)

for \( \delta F_L \in \mathcal{W}^h := [V^h(\Omega)]^{n_\text{sd} \times n_\text{sd}} \).
Hence, in the AD scheme, the parametric function $\psi^m$ is first fixed in the spatial iteration. It follows that $\delta\psi=0$ and the multidimensional problems (5) and (7) reduce to a parameter-independent spatial HDG problem. In the parametric step, the spatial functions are assumed to be known and, consequently, $\delta f_u=\delta f_p=\delta F_L=\delta f_\hat{u}=\delta f_\rho=0$. The parametric iteration thus results in $n_{\text{pa}}$ linear systems of equations, each associated with a one-dimensional problem, which are solved sequentially. A detailed derivation of the spatial and parametric equations in the AD scheme of the a priori PGD algorithm is presented in.55

Algorithm 1 The a priori PGD algorithm

Require: For the greedy enrichment loop, the value $\eta^*$ of the tolerance. For the AD loop, the number of iterations $n_i$.

1: Set $m \leftarrow 1$ and initialise the amplitude of the spatial mode $\sigma_u^1 \leftarrow 1$.
2: while $\sigma_u^m/\sigma_u^1 > \eta^*$ do
3: Set $q \leftarrow 1$ and initialise the parametric prediction.
4: Solve the HDG global and local problems to compute the spatial prediction.
5: while $q < n_i$ do
6: Solve the parametric linear system to compute the parametric correction.
7: Update the parametric prediction with the correction.
8: Solve the HDG global and local problems to compute the spatial correction.
9: Update the spatial prediction with the correction.
10: Increase the counter of the AD iterations $q \leftarrow q + 1$.
11: end while
12: Increase the mode counter $m \leftarrow m + 1$.
13: end while

The resulting a priori PGD strategy is reported in algorithm 1. Given a guess for the prediction of the parametric mode, the loop for the PGD enrichment first determines a prediction of the spatial mode by solving the HDG global and local problems (Algorithm 1 - Step 4). Then, the AD scheme computes the parametric (Algorithm 1 - Steps 6-7) and spatial (Algorithm 1 - Steps 8-9) corrections solving a parametric linear system and the HDG global and local problems, respectively. The procedure in the AD scheme is then repeated until the maximum number of iterations $n_i$ is achieved. Finally, the greedy iterations stop when the ratio of the amplitude of the current mode to the one of the first mode is negligible (Algorithm 1 - Step 2).

Remark 5 (Choice of the stopping criteria). Alternative stopping criteria may be considered for both the AD scheme and the greedy algorithm. A common approach for the former relies on checking the relative amplitude of the computed correction with respect to the amplitude of the current mode. Concerning the latter, the ratio of the amplitude of the current mode to the cumulative amplitudes of the previously computed modes has also been utilised as stopping criterion, see. Alternative strategies to stop the enrichment procedure rely on the computation of measures obtained from the problem under analysis, e.g. the norm of the residual of the governing equations or the goal-oriented estimate for a quantity of interest.
3.3 A posteriori proper generalised decomposition

Contrary to the a priori PGD introduced above, the a posteriori framework relies on constructing a reduced basis starting from a series of snapshots. Each snapshot is defined as a vector

\[
\mathbf{U}_s^T := [\hat{\mathbf{u}}^T, \rho^T, \mathbf{u}^T, \mathbf{p}^T, \mathbf{L}^T]_s, \quad s = 1, \ldots, n_s,
\]

where \(\hat{\mathbf{u}}, \rho, \mathbf{u}, \mathbf{p}\) and \(\mathbf{L}\) denote the vectors of nodal values of the unknowns of problem (1), computed using the full-order HDG spatial solver for a given set of the parameters. Hence, the size of each snapshot vector is equal to the number of degrees of freedom of the HDG global and local problems. The \(n_s\) snapshots are thus gathered in a multidimensional tensor structure \(\mathbf{G}\). For the case of a unique parameter, this is given by a tensor of order 2, that is, a matrix

\[
\mathbf{G} = [\mathbf{U}_1, \mathbf{U}_2, \ldots, \mathbf{U}_{n_s}],
\]

where the rows correspond to the degrees of freedom of the HDG spatial discretisation and the columns are associated with the snapshots in the parametric interval. In case more than one parameter is considered, the snapshots structure is constructed as the tensor product of the matrix (19) with each extra parametric dimension, leading to a multidimensional tensor of order \(n_{pa}+1\), with one dimension for each parameter plus one dimension for the space.

The a posteriori PGD, also known as PGD separation or least-squares PGD, computes the separated approximation of \(\mathbf{G}\) in the form of product of rank-one approximations using a greedy approach, that is, given \(m-1\) modes, the \(m\)-th term in the PGD expansion is computed as

\[
\left(\mathbf{f}_m^m, \psi_1^m, \ldots, \psi_{n_{pa}}^m\right) = \arg \min \left\| \mathbf{G} - \mathbf{G}_{\text{PGD}}^{m-1} - \sigma_U^m \mathbf{f}_U^m \otimes \tilde{\psi}_1^m \otimes \cdots \otimes \tilde{\psi}_{n_{pa}}^m \right\|_2,
\]

where each vector \(\mathbf{f}_U^m, \psi_1^m, \ldots, \psi_{n_{pa}}^m\) is sought in a subspace of \(\mathbb{R}^{d}\) of appropriate dimension, namely the sizes of \(\mathbf{f}_U^m\) and \(\psi_j^m, j = 1, \ldots, n_{pa}\) being the number of degrees of freedom of the HDG spatial solution \(\mathbf{U}\) and of the parametric discretisations in the directions \(I_j, j = 1, \ldots, n_{pa}\), respectively. The greedy procedure presented above aims to compute, at each step, the best approximation \(\sigma_U^m \mathbf{f}_U^m \otimes \tilde{\psi}_1^m \otimes \cdots \otimes \tilde{\psi}_{n_{pa}}^m\) to describe the unresolved part \(\mathbf{G} - \mathbf{G}_{\text{PGD}}^{m-1}\) of the target tensor \(\mathbf{G}\). It is straightforward to observe that the \(m\)-th enrichment in the PGD loop tackles the approximation of the remaining residual from iteration \(m-1\), thus improving the overall separated approximation of \(\mathbf{G}\). Numerical experiments, see e.g., have shown that the resulting procedure is responsible for errors decreasing monotonically with the inclusion of new modes in the PGD approximation. A similar behaviour is observed for the amplitude of the modes: this is considered as a relative measure of the relevance of the newly computed mode and is thus employed to devise an appropriate stopping criterion. Of course, this strategy may be improved by equipping the a posteriori PGD algorithm with an appropriate error control step targeting the unknowns of the problem or a given quantity of interest.
From a practical point of view, the nonlinear problem (20) is solved using an AD scheme. It is worth noticing that in this context, both spatial and parametric iterations are determined as rank-one approximations on a purely algebraic level and they do not require any information on the underlying multidimensional HDG discretisation. Hence, their computation relies on elementary tensorial operations, i.e., products and sums of separated objects, and the resulting cost is proportional to the size of the vectors of spatial and parametric modes.

The resulting a posteriori PGD strategy is reported in Algorithm 2. First, a set of \( n_s \) snapshots is constructed using the full-order HDG spatial solver (Algorithm 2 - Step 1). Then, in each PGD enrichment iteration, the parametric mode is initialised with a user-defined guess and the AD loop alternately computes the spatial (Algorithm 2 - Step 6) and parametric (Algorithm 2 - Step 7) modes solving two rank-one problems at the algebraic level. The above routine is repeated until a convergence criterion (Algorithm 2 - Step 8) is fulfilled or the maximum number of iterations \( n_4 \) is achieved. Similarly to the a priori PGD algorithm, the greedy enrichment loop stops when the ratio of the amplitude of the current mode to the one of the first mode is negligible (Algorithm 2 - Step 3).

Algorithm 2 The a posteriori PGD algorithm

Require: For the greedy enrichment loop, the value \( \eta^* \) of the tolerance. For the AD loop, the value \( \eta_\sigma \) of the tolerance on the amplitude variation and the maximum number of iterations \( n_4 \).

1: Compute \( n_s \) snapshots solving the HDG global and local problems.
2: Set \( m \leftarrow 1 \) and initialise the amplitude of the spatial mode \( \sigma_1 \leftarrow 1 \).
3: while \( \sigma_m / \sigma_1 > \eta^* \) do
4:    Set \( q \leftarrow 1 \) and initialise the parametric mode.
5:    while \( \varepsilon_\sigma > \eta_\sigma \) or \( q < n_4 \) do
6:       Compute the rank-one spatial mode.
7:    Compute the rank-one parametric mode.
8:    Update the stopping criterion \( \varepsilon_\sigma = (\sigma_m - \sigma_{m-1}) / \sigma_m \).
9:    Increase the counter of the AD iterations \( q \leftarrow q + 1 \).
10: end while
11: Increase the mode counter \( m \leftarrow m + 1 \).
12: end while

3.4 Devising separated response surfaces

Once the reduced solution is computed for all the variables using either the a priori or the a posteriori algorithms presented above, parametric response surfaces can be easily devised as a postprocess of the separated PGD solutions. More precisely, separated response surfaces are obtained as explicit functions of the parameters of interest. For the case of the drag
force on an object of surface $\mathcal{B}$, the rank-$m$ separated approximation is given by

$$F_{D_{\text{PGD}}}^m(\mu) = \int_{\mathcal{B}} \left( -p_{\text{PGD}}^m(x, \mu) \mathbf{I}_{\text{nys}} - \left( L_{\text{PGD}}^m(x, \mu) + L_{\text{PGD}}^m(x, \mu)^T \right) \right) n \, d\Gamma$$

$$= \sum_{j=1}^{m} D^j \psi^j(\mu)$$

(21)

where the $D^j$ corresponds to the drag coefficient of the $j$-th spatial mode and is obtained as

$$D^j := \int_{\mathcal{B}} \left( -\sigma^j_p f_p^j(x) \mathbf{I}_{\text{nys}} - \sigma^j_L (F^j_L(x) + F^j_L(x)^T) \right) n \, d\Gamma.$$  

(22)

It is worth noticing that the accuracy of the separated response surface of a quantity of interest directly depends upon the precision achieved by the PGD approximation of the variables utilised for its computation (e.g. pressure and gradient of velocity in the case of the drag). In this context, the HDG method used as full-order solver allows to achieve optimal convergence of order $k+1$ for both the pressure and the mixed variable representing the gradient of velocity\textsuperscript{[22,23]} Thus, it provides additional accuracy in the approximation of the viscous part of the drag with respect to classical primal finite element formulations, in which this is obtained as a postprocess of the computed velocity field. To construct separated approximations assessing the accuracy in a given quantity of interest, interested readers are referred to\textsuperscript{[24,72,73]} where PGD algorithms with goal-oriented error control were investigated.

3.5 Critical comparison of a priori and a posteriori PGD algorithms

Both the a priori and a posteriori approach introduced above have attractive properties and their performance differs depending upon the problem under analysis and the parameters of interest. As it is not possible to know which of the two methodologies will perform better for a given problem, this section offers a critical comparison of the two approaches, highlighting the main advantages and disadvantages of each method. It is worth noticing that geometric parameters are one of the more challenging problems to consider in the context of parametric PDEs as the changes induced by such parameters not only have an influence on the discretised equations but also on the computational spatial domain.

The main drawback of the a posteriori PGD approach is that the user is required to select a set of snapshots, corresponding to the simulations of the full-order problem, for a given set of values of the parameters. In order to provide a comparison of the cost of a priori and a posteriori PGD in terms of full-order solves, in this work no problem-specific sampling is considered and the snapshots are computed in correspondence of the nodes of the parametric intervals used by the a priori algorithm. Although more advanced sampling techniques have been proposed, see section\ref{sec:advanced_sampling}, the selected points are expected to
produce accurate representations of the solution in the parametric domain inheriting the good approximation properties of the utilised Fekete nodal distributions.

Despite the vast literature on sampling methods, it is not possible to initially know the number of snapshots the a posteriori ROM will require to capture the multidimensional solution accurately. In contrast, the a priori PGD approach requires no previous knowledge of the solution and no snapshots need to be selected by the user. Instead, a set of modes is automatically constructed in the enrichment process and the required number of terms is automatically determined by the greedy algorithm according to a user-defined tolerance.

An important advantage of the a posteriori approach is that the snapshots can be computed in parallel as they are completely independent of each other. In contrast, the a priori approach computes the modes sequentially within the enrichment process. The computation of each mode involves several calls to the spatial solver in order to obtain the solution of the nonlinear problem by using the AD scheme.

The main drawback of the a priori PGD approach is that its standard implementation is generally intrusive with respect to the spatial solver, see. This means that access to the code is required to devise the PGD algorithm starting from the spatial solver. Despite some recent advances towards non-intrusive implementations of the a priori PGD, this aspect still represents an important challenge for the application of the methodology in an industrial context, where the use of commercial software is preferred. On the contrary, the a posteriori approach does not require access to the code sources as it simply relies on a set of snapshots, which can be obtained using any computational code.

Concerning the two types of separated approximations introduced in section 3.1, it is worth mentioning that equation (9) and (11) are equivalent. In the latter, the computation of each new mode is split into a prediction and a correction step. This approach is fostered for the a priori PGD as it allows to refine the stopping criterion of the AD scheme (Algorithm 1 - Step 5) by introducing an additional check to end the iteration loop when the amplitude of the correction is negligible with respect to the amplitude of the current mode, see. This test has been omitted in the present work to perform a more transparent comparison with the a posteriori PGD algorithm in which no information is provided a priori to reduce the number of computed snapshots.

The points previously discussed are general for any parametric problem, but a crucial aspect specific to geometrically parametrised problems concerns the mesh generation process. More precisely, for each parametric configuration of the geometry, a different mesh is required. It is worth noticing that these meshes need to have the same number of nodes and the same connectivity matrix. A common approach for a posteriori ROMs is thus to generate one mesh and morph it to obtain the mesh corresponding to each geometric configuration of interest. In this context, special attention needs to be paid to the morphing algorithm, especially in a high-order framework, as this deformation can significantly decrease the quality of the resulting meshes. An alternative approach, used in the context of a priori PGD in, relies on defining a reference configuration and an appropriate
4 Numerical experiments

This section presents a set of numerical examples to investigate the performance of a priori and a posteriori PGD approaches in the context of Stokes flows in geometrically parametrised domains. The problem of interest is the Stokes flow around the so-called push-me-pull-you microswimmer, a geometry extensively studied in the context of microfluidics devices. The swimmer consists of two bladders of spherical shape that can change their volume and mutual distance, with the constraint that the total volume of the two bladders is kept constant. Several numerical tests will be presented, involving one and two parameters. First, parametric studies involving a unique parameter will be performed, with special attention on the influence of the range of parameters starting from the configurations of interest described in the literature. Then, the concurrent treatment of two parameters will be analysed. In this context, special attention will be devoted to analysing the possibility of extending the previously obtained results to multidimensional cases.

4.1 Description of the geometry and parametrised mappings

First, the axial symmetry of the problem is exploited and the computational domain is defined as \( \Omega = ([-L, L] \times [0, H]) \setminus (B^+ \cup B^-) \), where

\[
B^\pm = \{ x \in \mathbb{R}^2 : \| x \pm x_0 \|_2 \leq R_{\text{ref}} \},
\]

where \( L=6, H=2, x_0=(1.5,0) \) and \( R_{\text{ref}}=0.116 \), as represented in figure 1.

Figure 1: Computational domain for the simulation of the axisymmetric flow around the push-me-pull-you microswimmer. The inflow boundary is highlighted in orange, the outflow boundary in blue, the slip boundary in red and the no-slip boundary in black.
A Dirichlet boundary condition is imposed on the left portion of the boundary to simulate an inlet with unitary horizontal velocity. A homogeneous Neumann condition is applied on the right vertical boundary to simulate an outlet surface. On the surface of the two bladders, a homogeneous Dirichlet condition describes a no-slip boundary. Finally, on the remaining boundaries of the domain a perfect slip condition is enforced.

The geometry of the computational domain is described using two parameters: the parameter $\mu_1$ characterises the radius of the two spherical bladders; the parameter $\mu_2$ controls the distance between the centres of the two spheres. It is worth noticing that only one parameter is required to control the radius of the spheres because the total volume of the two bladders is kept constant.

Let $\mathcal{M}_{\mu_1}$ be the mapping controlling the radius of the two spheres. Figure 2(a) reports a sketch of the piecewise definition of the mapping in the vicinity of one sphere, $R_{\text{out}}=0.45$ being the interface between the deformable region (inside) and the fixed one (outside). Following\textsuperscript{22} \textsuperscript{23} the mapping $\mathcal{M}_{\mu_1}$ is defined in the separable form \textsuperscript{13} as
where \(x_0^\pm := x \pm x_0\). In this work, the interval for the first parameter is defined as \(I_1 = [-1, 1]\). In addition, the radius of the second sphere, centred at \(x_0\), is defined as 
\[
R^+ (\mu_1) = -0.0372 \mu_1^2 + 0.0968 \mu_1 + 0.25,
\]
whereas the radius of the first sphere, centred at \(-x_0\), is given by
\[
R^- (\mu_1) = \left( \frac{1}{32} - [R^+ (\mu_1)]^3 \right)^{\frac{1}{3}}.
\] (25)

Hence, for \(\mu_1 = -1\), the radii of the two spheres are \(R^- = 0.3096\) and \(R^+ = 0.116\), respectively, whereas their values are \(R^- = 0.116\) and \(R^+ = 0.3096\) for \(\mu_1 = 1\).

Similarly, the mapping \(\mathcal{M}_{\mu_2}\) for the distance is defined in a piecewise form as represented in figure 2(b). Let \(R_{\text{int}} = 0.47\) denote the location of the interface between the fixed and deformable region for the mapping affecting the distance of the spheres. The definition of the separable form of the mapping is given by
\[
\begin{align*}
M^1_1(x) &= \begin{cases} 
\frac{1}{r} x^+_0 & \text{if } \|x^+_0\| \leq R_{\text{out}} \\
0 & \text{otherwise}
\end{cases}, \\
\phi^1_1(\mu_1) &= \frac{R_{\text{out}}(R^+ (\mu_1) - R_{\text{ref}})}{R_{\text{out}} - R_{\text{ref}}}, \\
M^2_1(x) &= \begin{cases} 
x^0_0 & \text{if } \|x^0_0\| \leq R_{\text{out}} \\
0 & \text{otherwise}
\end{cases}, \\
\phi^2_1(\mu_1) &= \frac{R_{\text{out}} - R^+ (\mu_1)}{R_{\text{out}} - R_{\text{ref}}}, \\
M^3_1(x) &= \begin{cases} 
x^0_0 & \text{if } \|x^0_0\| \leq R_{\text{out}} \\
0 & \text{otherwise}
\end{cases}, \\
\phi^3_1(\mu_1) &= 1, \\
M^4_1(x) &= \begin{cases} 
\frac{1}{r} x^+_0 & \text{if } \|x^+_0\| \leq R_{\text{out}} \\
0 & \text{otherwise}
\end{cases}, \\
\phi^4_1(\mu_1) &= \frac{R_{\text{out}}(R^- (\mu_1) - R_{\text{ref}})}{R_{\text{out}} - R_{\text{ref}}}, \\
M^5_1(x) &= \begin{cases} 
x^+_0 & \text{if } \|x^+_0\| \leq R_{\text{out}} \\
0 & \text{otherwise}
\end{cases}, \\
\phi^5_1(\mu_1) &= \frac{R_{\text{out}} - R^- (\mu_1)}{R_{\text{out}} - R_{\text{ref}}}, \\
M^6_1(x) &= \begin{cases} 
-x^0_0 & \text{if } \|x^0_0\| \leq R_{\text{out}} \\
0 & \text{otherwise}
\end{cases}, \\
\phi^6_1(\mu_1) &= 1,
\end{align*}
\] (24)

Similarly, the mapping \(\mathcal{M}_{\mu_2}\) for the distance is defined in a piecewise form as represented in figure 2(b). Let \(R_{\text{int}} = 0.47\) denote the location of the interface between the fixed and deformable region for the mapping affecting the distance of the spheres. The definition of the separable form of the mapping is given by
\[
\begin{align*}
M^1_2(x) &= \begin{cases} 
d(x) & \text{if } \|x\| \leq R_{\text{out}} \\
0 & \text{otherwise}
\end{cases}, \\
\phi^1_2(\mu_2) &= -\frac{1}{3} x_0^0 \mu_2, \\
M^2_2(x) &= x, \\
\phi^2_2(\mu_2) &= 1,
\end{align*}
\] (26)
where the distance function \( d(x) \) is

\[
d(x) := \begin{cases} 
  \frac{x + L}{x_0 + R_{\text{int}} - L} & \text{if } x \in [-L, -x_0 - R_{\text{int}}] \\
  \frac{-1}{x_0 - R_{\text{int}}} & \text{if } x \in [-x_0 - R_{\text{int}}, -x_0 + R_{\text{int}}] \\
  \frac{x}{x_0 - R_{\text{int}}} & \text{if } x \in [-x_0 + R_{\text{int}}, x_0 - R_{\text{int}}] \\
  1 & \text{if } x \in [x_0 - R_{\text{int}}, x_0 + R_{\text{int}}] \\
  \frac{x - L}{x_0 + R_{\text{int}} - L} & \text{if } x \in [x_0 + R_{\text{int}}, L]
\end{cases}
\]

For the parameter \( \mu_2 \), two different intervals are considered. The objective of this study is to evaluate the sensitivity of a priori and a posteriori PGD algorithms to variations in the amplitude of the parametric intervals, with special emphasis on the case in which large deformations of the domain are induced by the geometric parameters. On the one hand, the interval \( \mathcal{I}^2=\left[-2, -1\right] \) induces a maximum and minimum distance between the bladders equal to \( D_{\text{max}}=5 \) and \( D_{\text{min}}=4 \), respectively. On the other hand, the interval \( \mathcal{I}^2=\left[-3, 2\right] \) is responsible for a maximum and minimum distance between the bladders equal to \( D_{\text{max}}=6 \) and \( D_{\text{min}}=1 \), respectively. It is worth noticing that in the latter setup, extreme deformations are introduced by the mapping, leading to complex variations of the flow features near the microswimmer.

Finally, when the two parameters are concurrently analysed, the resulting mapping is obtained as the composition of the two mappings associated with the radius and the distance. It is worth noticing that given the above piecewise definitions of \( M_{\mu_1} \) and \( M_{\mu_2} \), the resulting mappings are only \( C^0 \) in the spatial domain. Hence, the meshes introduced in the following section need to be conforming with the artificial interfaces utilised to define the mappings, that is, the dashed lines in figure 2. Of course, alternative definitions of these mappings may be devised, e.g. by imposing higher regularity across the interfaces. Consequently, different intervals of the parameters \( \mu_1 \) and \( \mu_2 \) may arise. The choices above stem from the works and interested readers can compare the results computed for the small and large interval \( \mathcal{I}^2 \) with the ones reported in and, respectively.

### 4.2 Problem setup and comparison criteria

Figure 3 shows the computational mesh of the reference domain for the push-me-pull-you microswimmer. The mesh has 1,426 fourth-order triangular elements. The spatial discretisation leads to a global HDG system of 22,260 equations.

For the a priori PGD approach, 10 elements are used to discretise the parametric domain \( \mathcal{I}^1 \), whereas 20 and 100 elements are employed for the intervals \( \mathcal{I}^2=\left[-2, -1\right] \) and \( \mathcal{I}^2=\left[-3, 2\right] \), respectively. The different number of elements in each parametric interval has been selected after observing that the variation in the flow induced by the first parameter is weaker than the variation induced by the second one. It is worth noticing that the set of nodes used
to discretise the second parametric dimension in the first case, $I^2 = [-2, -1]$, is a subset of the nodes selected for the second case, where $I^2 = [-3, 2]$. In all the numerical tests, a degree of approximation $k=4$ is utilised for both the spatial and the parametric discretisations and non-uniform Fekete nodal distributions are employed. For the a posteriori PGD algorithm, the snapshots are computed in correspondence of the position of the nodes in the parametric space utilised for the a priori approach.

To compare the accuracy of the a priori and the a posteriori PGD algorithms, two error measures are considered.

First, a multidimensional $L_2(\Omega \times I)$ error is defined for each variable, namely velocity, pressure and gradient of the velocity, by using a reference solution. For instance, the multidimensional $L_2(\Omega \times I)$ error measure for the velocity field is given by

$$E_u := \left( \frac{\int_{\Omega} \int_I (u_{\text{PGD}}(x, \mu) - u_{\text{REF}}(x, \mu)) \cdot (u_{\text{PGD}}(x, \mu) - u_{\text{REF}}(x, \mu)) d\Omega d\mu}{\int_{\Omega} \int_I u_{\text{REF}}(x, \mu) \cdot u_{\text{REF}}(x, \mu) d\Omega d\mu} \right)^{1/2}.$$  \hspace{1cm} (28)

It is worth noticing that the evaluation of the multidimensional error (28) requires the definition of a reference solution $u_{\text{REF}}$ at each integration point of the space of parameters. For each integration point of the space $I$, the reference solution is thus computed using the HDG spatial solver on a new, finer, mesh of the reference domain and with a higher order polynomial approximation. It is worth mentioning that an increased number of integration points on the spatial mesh is considered for this computation in order to guarantee that the reference solution is not affected by the introduction of the mapping in the HDG solver. It follows that the error introduced by the interpolation of the reference solution defined on the fine mesh onto the mesh used for the PGD computation is negligible and the quantity in equation (28) provides an accurate description of the error of the reduction strategy. For the example with $I^1 = [-1, 1]$ and $I^2 = [-3, 2]$, a total of 25,000 reference solutions were required to compute this error measure, since five integration points in each parametric element are utilised for $k=4$.

Second, the separated response surface for the drag force $F_D$ and its error are considered to assess the accuracy of the PGD-based strategies analysed. More precisely, the $L_2(I)$
error measure for the drag force in the parametric space is defined as

\[ E_D = \left( \frac{\int \left( F_{\text{PGD}}(\mu) - F_{\text{Ref}}(\mu) \right)^2 d\mu}{\int F_{\text{Ref}}^2(\mu) d\mu} \right)^{1/2}, \]  

(29a)

whereas the error in the quantity of interest \( F_D \) as a function of the parameters is given by

\[ \varepsilon_D(\mu) = \frac{|F_{\text{PGD}}(\mu) - F_{\text{Ref}}(\mu)|}{|F_{\text{Ref}}(\mu)|}. \]  

(29b)

### 4.3 One geometric parameter

In this section, two geometric mappings, affecting independently the radius of the spherical bladders and their distance, are considered. An extensive comparison of accuracy and computational cost of the a priori and the a posteriori PGD approaches is presented for these two cases and special attention is devoted to the PGD-based separated response surfaces for the drag force.

#### 4.3.1 Varying the radius of the spherical bladders

The first example involves the simulation of the Stokes flow past the *push-me-pull-you* microswimmer when the domain is parametrised using \( \mu_1 \) and the distance between the centres of the two spheres is fixed and equal to 3. To evaluate the influence of the number of nonlinear iterations in the AD scheme of the a priori PGD, different numbers of iterations are considered, namely \( n_i = 1, 2, 3, 5 \). In addition, to evaluate the influence of the number of snapshots used in the a posteriori PGD approach, different numbers of snapshots are employed, namely \( n_s = 11, 21, 41 \).

First, the effect of the geometric mapping on the quality of the meshes is investigated. Figure 4 displays the mesh configurations associated with the two extreme values of the parameter \( \mu_1 \) controlling the radius of the bladders. Moreover, the mesh quality, measured as the scaled Jacobian of the isoparametric mapping, is reported for the corresponding geometric configurations. The mesh quality map shows that for the sphere with minimum radius, 0.116, the quality is lower than one only in the elements with an edge on the boundary or on the interior interface used to define the piecewise geometric mapping. In contrast, for the sphere with maximum radius, 0.3096, all the elements in the region where the mapping is different from the identity are deformed. It is worth noticing that in all the presented cases, the majority of the elements features a mesh quality of 0.9 or higher and only few elements experience an extreme distortion reducing the value of the scaled Jacobian of the isoparametric mapping to 0.7. Hence, the mesh in figure...
Figure 4: (a-c) Mesh configurations and (b-d) mesh quality of two deformed microswimmers for the mapping with $\mu_1$ as a geometric parameter.

is confirmed to be suitable for the parametric study of the influence of the radius in the microswimmer configuration.

Figure 5 shows the evolution of the $L_2(\Omega \times I^1)$ error measure for velocity and pressure as a function of the number of modes, $m$, for both the a priori and the a posteriori PGD approaches. The results in figure 5(a) show that the a posteriori approach is able to provide highly accurate results, with an error below $10^{-3}$, with only five modes and using 11 snapshots. Increasing the number of snapshots to 21, the accuracy of the approximation is not improved and the error with five modes stagnates at approximately the same level achieved by the PGD with 11 snapshots. The additional ten snapshots introduced for $n_s=21$
Figure 5: Evolution of the $\mathcal{L}_2(\Omega \times \mathcal{I}^1)$ error for (a) velocity and (b) pressure as a function of the number of PGD modes for the problem with one geometric parameter controlling the radius of the spherical bladders. The legend details the number $n_s$ of snapshots used by the a posteriori PGD approach (blue) and the number $n_i$ of nonlinear AD iterations used by the a priori PGD approach (red).

are responsible for slightly perturbing the PGD solution computed using 11 snapshots, without providing valuable information on the parametric solution. Of course, this result is strongly influenced by the choice of the sampling points and advanced sampling techniques are expected to improve the a posteriori approximation in this case. Nonetheless, since the a priori PGD algorithm constructs an approximation without any prior information, no specific sampling has been considered for the a posteriori PGD in order to present a fair comparison of the cost of the two solvers under similar working conditions. If a higher accuracy is required for the approximation in figure 5(a), the number of snapshots needs to be increased to 41. In this case, with seven computed modes, the a posteriori PGD is able to provide an error below $10^{-4}$.

For the a priori approach, the results show that with only one iteration in the AD scheme, the accuracy of the computed modes is limited and the error stagnates at a level almost two orders of magnitude higher than the corresponding results obtained performing two iterations. In addition, this example also shows that two iterations is the optimal value as higher values, for instance three or five iterations, provide results with almost the same accuracy but they require additional solutions of the spatial problem. With two iterations in the AD scheme, the a priori PGD approach requires up to 20 modes to reach an accuracy that is comparable to the accuracy obtained by the a posteriori approach with five modes and 41 snapshots.

To further analyse the accuracy of the two PGD approaches, the evolution of the $\mathcal{L}_2(\Omega \times \mathcal{I}^1)$ error for the gradient of velocity and the $\mathcal{L}_2(\mathcal{I}^1)$ error for the drag force on the
Figure 6: Evolution of (a) the $L^2(\Omega \times T^1)$ error for the gradient of velocity and (b) the $L^2(T^1)$ error for the drag force as a function of the number of PGD modes for the problem with one geometric parameter controlling the radius of the spherical bladders. The legend details the number $n_s$ of snapshots used by the a posteriori PGD approach (blue) and the number $n_i$ of nonlinear AD iterations used by the a priori PGD approach (red).

two spherical bladders is computed as a function of the number of modes (Fig. 6). It can be observed that the results for the gradient of velocity are very similar, qualitatively and quantitatively, to the ones presented in figure 5(b) for the pressure field. This is due to the extra accuracy provided by the HDG formulation in the gradient of velocity, compared to other approaches based on primal formulations. Furthermore, this example also confirms that the accuracy that is obtained in the drag force is similar to the accuracy obtained in the pressure and in the gradient of velocity, from which it is computed. In all cases, the a posteriori PGD approach requires five modes and 41 snapshots to construct a solution with an error in the drag force below $10^{-3}$, whereas the a priori approach achieves a similar level of accuracy using two iterations and 15 modes. Hence, the results show that the two PGD approaches require a similar computational cost to reach an error in the drag force below $10^{-3}$. The a priori approach requires the solution of 45 spatial problems (i.e. 15 modes, each computed with two iterations of the AD scheme plus the initial solve to perform the prediction of the mode, see algorithm 1), whereas the a posteriori approach utilises 41 snapshots to reach the same level of accuracy.

Figure 7 reports the evolution of the relative amplitude of the velocity and pressure modes computed using the a priori and a posteriori PGD algorithms. For the a priori PGD algorithm with $n_i=2$, 24 modes are required to lower the relative amplitude of both the velocity and the pressure modes below $10^{-3}$, whereas the a posteriori algorithm with $n_s=41$ only computes six modes. It is very important to emphasise that no compression of the modes obtained in the a priori approach, see, has been performed to enable the
reader to clearly see the number of calls to the spatial solver required. However, the number of modes computed by the two approaches is expected to be the same when the PGD compression is performed. It is also worth noticing that both the a priori and the a posteriori algorithms stagnate at the same level of error as this is the error induced by the assumption of separability of the exact solution of the problem.

As previously observed in figure 5, the a posteriori PGD requires seven modes to achieve an error below $10^{-4}$, whereas 20 modes are computed by the a priori PGD algorithm. Hence, the first modes computed using the a posteriori approach capture a larger variability of the solution than the corresponding modes obtained by the a priori PGD. This result is also confirmed by figure 8 and 9 where the first four modes of the module of the velocity computed using the a priori and the a posteriori PGD, respectively, are reported. It is worth noticing that this behaviour stems from the orthogonality of the modes computed by the a posteriori PGD approach. On the contrary, the modes computed using the a priori PGD feature repeated information which can be eliminated through the above mentioned PGD compression strategy. The corresponding normalised modes for pressure are displayed in figure 10 and 11. Finally, figure 12 shows the first eight parametric modes computed using the two algorithms. It is worth observing that the first two modes feature a comparable global behaviour, whereas, starting from the third one, the parametric functions computed by the a priori and a posteriori PGD approaches noticeably differ. On the one hand, the parametric modes provided by the a posteriori PGD present a regular structure in the interval $I^1$, reminding the well-known hierarchical basis functions in 1D. As mentioned above, this follows from the orthogonal construction of the modes performed via the high-order PGD projection. On the other hand, the modes obtained using the a priori PGD approach display a less regular structure in the parametric domain. Nonethe-
Figure 8: First four normalised spatial modes of the module of the velocity computed using the a priori PGD algorithm for the parametric study of the radius.

Figure 9: First four normalised spatial modes of the module of the velocity computed using the a posteriori PGD algorithm for the parametric study of the radius.

less, it is expected that such a structure may be retrieved after eliminating redundant information in the PGD approximation by means of the PGD compression.

Once the modes are computed, it is possible to perform queries in real-time by particularising the generalised velocity and pressure fields for a value of the parameter of interest. As an example, figure 13 displays the velocity and pressure fields corresponding to three different values of the parameter $\mu_1$. Only the solution obtained using the a priori PGD is reported, since the velocity and pressure approximations computed by the two approaches are almost identical as shown in figure 5. Of course, with the a priori algorithm, it is of interest to perform a compression of the PGD solution, see before the online evaluation, in order to eliminate redundant information and reduce the global number of modes.

In a similar fashion, separated response surfaces for quantities of interest can be devised as explicit functions of the parameter. Figure 14 reports the response surface of the drag force as a function of the radius of the two spherical bladders, computed using the a priori PGD. As expected, the drag is maximum on the first sphere when its radius is maximum.
Figure 10: First four normalised spatial modes of the pressure computed using the a priori PGD algorithm for the parametric study of the radius.

Figure 11: First four normalised spatial modes of the pressure computed using the a posteriori PGD algorithm for the parametric study of the radius.

(i.e. \( \mu_1 = -1 \)) and it decreases monotonically until reaching the configuration of minimum radius for \( \mu_1 = 1 \). An analogous behaviour is observed for the second sphere, with the drag force spanning from its minimum value at \( \mu_1 = -1 \) to its maximum at \( \mu_1 = 1 \). Moreover, the forces on the two spheres are equal for the geometric configuration of \( \mu_1 = 0 \), that is, when the two bladders have the same volume (Fig. 14(a)). For the sake of completeness, figure 14(b) displays the total drag on the two spheres as a function of the geometric parameter \( \mu_1 \). The results obtained with the a posteriori PGD are qualitatively and quantitatively similar, whence they are omitted for the sake of brevity. A detailed comparison of the accuracy of the two approaches is presented in section 4.3.3.

4.3.2 Varying the distance between the spherical bladders

The second example considers a geometrically parametrised problem, where the parameter controls the distance between two equal spherical bladders with radius 0.25. It is worth
Figure 12: First eight normalised parametric modes computed using the (a) a priori and (b) a posteriori PGD algorithms for the parametric study of the radius.

Figure 13: Module of velocity and pressure field for three values of the parameter $\mu_1$ corresponding to the radius of the first sphere being maximum (top), equal to the radius of the second sphere (middle) and minimum (bottom).

recalling that the reference geometry in figure I is characterised by two equal spheres of radius $R_{ref}=0.116$. Hence, for the cases studied in this section, the geometric mapping accounts for both a parameter-dependent variation of the distance between the two bladders and an expansion of the spheres, independent of the parameter.
Two intervals $\mathcal{I}^2$ are considered to analyse the sensitivity of the PGD solutions to the range of variations of the parameter.

The first interval is taken as $\mathcal{I}^2=[-2, -1]$ and figure 15 reports the evolution of the $L_2(\Omega \times \mathcal{I}^2)$ error for velocity, pressure and gradient of velocity and the $L_2(\mathcal{I}^2)$ error for the drag force as a function of the number $m$ of modes. The results show that with only four modes, the a posteriori PGD approach is able to produce the most accurate results for all the variables, including the drag force computed from the pressure and the gradient of velocity. It is worth noticing that in this example the accuracy of the a posteriori approach in the drag force does not improve when increasing the number of snapshots and 21 snapshots are sufficient to provide a drag force with an error below $10^{-5}$. For the a priori approach, five modes computed with two AD iterations are required to obtain the maximum accuracy in all the variables. With one iteration, the error in the drag force is more than one order of magnitude higher than the one obtained with two iterations. Furthermore, a higher number of iterations does not produce any gain in accuracy despite the increased computational cost. In this case, the two PGD approaches show similar performance as the a priori algorithm provides an error in the drag force below $10^{-5}$ with 12 solutions of the spatial problem (i.e. four modes, each computed with two iterations of the AD scheme plus the initial solve to perform the prediction of the mode, see algorithm 1), whereas the a posteriori approach requires 21 snapshots for a similar level of accuracy.

Second, the parametric interval is extended to $\mathcal{I}^2=[-3, 2]$. Figure 16 presents the meshes of two microswimmer configurations obtained from the extreme values of the parameter $\mu_2$ describing the distance between the bladders. The figure also displays the mesh quality, measured as the scaled Jacobian of the isoparametric mapping, of the two deformed configurations. The results report that the mesh quality is not affected by the
Figure 15: Evolution of (a-c) the $L_2(\Omega \times I^2)$ error for velocity, pressure and gradient of velocity and (d) the $L_2(I^2)$ error for the drag force as a function of the number of PGD modes for the problem with one geometric parameter controlling the distance between the spherical bladders and $I^2=\{-2, -1\}$. The legend details the number $n_s$ of snapshots used by the a posteriori PGD approach (blue) and the number $n_i$ of nonlinear AD iterations used by the a priori PGD approach (red).

mapping considered as the change in distance is piecewise linear and the lower mesh quality only concentrates in the vicinity of the spheres. This is due to the deformation required to transform the reference mesh with radius 0.116 into the geometric configuration under analysis, associated with the bladders of equal volume, in which the radius achieves the value 0.25. As previously observed for the case of the parametrised radius, only few elements present a mesh quality of 0.7 whereas most elements feature a scaled Jacobian of 0.9 or higher. Hence, the mesh in figure 3 also provides a good approximation for the
Figure 16: (a-c) Mesh configurations and (b-d) mesh quality of two deformed swimmers for the mapping with $\mu_2$ as a geometric parameter.

parametric study of the distance between the bladders.

Figure 17 shows the evolution of the $L_2(\Omega \times I^2)$ error for velocity, pressure and gradient of velocity and the $L_2(I^2)$ error for the drag force as a function of the number $m$ of modes. It is worth emphasising that a simple visual comparison of the results in figures 15 and 17 clearly illustrates the challenge that a larger interval of variation of the geometric parameter induces for both PGD approaches.

The results show that the a posteriori approach requires 10 modes in order to reach the maximum accuracy for velocity, pressure and gradient of velocity. In addition, it can be observed that the a posteriori algorithm requires eight modes and 201 snapshots to provide
Figure 17: Evolution of (a-c) the $L^2(\Omega \times I^2)$ error for velocity, pressure and gradient of velocity and (d) the $L^2(I^2)$ error for the drag force as a function of the number of PGD modes for the problem with one geometric parameter controlling the distance between the spherical bladders and $I^2=[-3,2]$. The legend details the number $n_s$ of snapshots used by the a posteriori PGD approach (blue) and the number $n_i$ of nonlinear AD iterations used by the a priori PGD approach (red).

an error in the drag force below $10^{-5}$. A higher number of snapshots does not lead to a further reduction in the error, whereas a lower number of snapshots, 101, is responsible for a slight increase in the error. Concerning the a priori PGD, the AD scheme with one iteration leads to a stagnated error that is several orders of magnitude higher than the one obtained with two or more iterations. For two iterations, the number of modes required to reach the maximum accuracy is 15 and for three or five iterations the number of modes required varies between 10 and 12. When the drag force is considered, the a priori
approach shows that an accuracy below $10^{-5}$ can be obtained with two iterations and 14 modes, three iterations and 10 modes or five iterations and 10 modes. The most efficient alternative thus consists of computing 10 modes with three AD iterations for a total of 40 spatial solves, requiring a marginally lower cost than the computation of 14 modes with two AD iterations, that is, 42 calls to the HDG spatial solver.

Comparing the performance of the a priori and a posteriori approaches for this more challenging problem, it is clear that the a priori approach is capable of achieving the same accuracy as the a posteriori approach with a significant lower computational cost. For instance, to reach an accuracy in the drag force below $10^{-5}$, the a priori approach requires 40 solutions of the spatial problem whereas the same level of accuracy cannot be reached by the a posteriori approach with 101 snapshots. In this case the a posteriori approach requires 201 snapshots, which is five times more than the a priori method. Although this may seem a clear disadvantage of the a posteriori PGD, it is worth noticing that the 201 snapshots could be easily computed in parallel. On the contrary, the a priori PGD solves the spatial problems following a sequential approach. Hence, the resulting computational time of the a posteriori PGD may still be competitive despite the higher number of full-order HDG solves required. In addition, recall that the number of snapshots required by the a posteriori PGD algorithms strongly depends on the sampling strategy employed. Several advanced sampling methods proposed in the literature, see section 1, can be utilised to reduce the number of snapshots and to improve the performance of the a posteriori PGD scheme. As previously mentioned, this is out of the scope of the current work: in order to perform an unbiased comparison of a priori and a posteriori PGD strategies, two versions of the algorithms exploiting neither prior information nor tailored improvements such as advanced sampling and error control techniques, are considered.

To further highlight the additional difficulty of constructing a ROM for the extended range of values of the parameter $\mu_2$, the first normalised spatial modes of the module of the velocity are reported in figure 18 and 19 for the interval $I^2 = [-2, -1]$ and $I^2 = [-3, 2]$, respectively. The results, computed via the a priori PGD with $n_1=3$, display an increased variability of the flow in the region between the two bladders, where modes accounting for localised spatial phenomena appear. A similar behaviour is experienced by the pressure modes, not reported here for brevity. The importance of the presented modes in the final PGD approximation is analysed in figure 20. The evolution of the relative amplitude of the computed modes for the interval $I^2 = [-3, 2]$ displays that the first four modes have a comparable importance in the PGD approximation. On the contrary, the fourth mode in the case of $I^2 = [-2, -1]$ already has a relative amplitude below $10^{-3}$. To achieve this level of truncation when the extended interval $I^2$ is considered, the a priori PGD needs to compute nine modes. Finally, figure 21 shows the corresponding parametric modes computed using the a priori PGD strategy for the two parametric intervals studied above. The results display that the parametric functions for the small interval $I^2 = [-3, 2]$ present a smooth transition between the extreme values of $\mu_2$ and no localised phenomena are identified. On the contrary, when the extended interval $I^2 = [-3, 2]$ is considered, several parametric functions feature large variations in a localised region between $\mu_2=1$
Figure 18: First four normalised spatial modes of the module of the velocity computed using the a priori PGD algorithm for the interval $I^2 = [-2, -1]$ of the parametric distance.

Figure 19: First eight normalised spatial modes of the module of the velocity computed using the a priori PGD algorithm for the interval $I^2 = [-3, 2]$ of the parametric distance.

and $\mu_2=2$. This region of the parametric domain is associated with the configurations of minimum distance between the bladders. In these scenarios, the influence of the two spheres on one another is maximum and small variations of the distance are expected to generate complex flow patterns.
As in the previous example, the separated response surface of the total drag force on the two spheres is computed using the a priori PGD algorithm. It is worth noticing that the range of values of $\mu_2$ considered in figure 22(a) is a subinterval of the one analysed in figure 22(b). The scales of the two figures confirm the higher variability of the flow quantities when larger parametric intervals are considered and the consequent additional difficulties faced by the PGD-ROM strategies to cope with the sensitivity to the range of values considered.
4.3.3 Accuracy of a priori and a posteriori response surfaces

The previous examples with one geometric parameter have shown that, when the error in equation (29a) is considered, the computational cost of the a priori PGD is as competitive as the a posteriori one and outperforms it for a larger range of the parametric interval. However, this quantity measures the average accuracy over the whole parametric domain, without considering the worst case scenarios, that is, the cases where the maximum error is observed. To further compare the two approaches, figure 23 displays the value of the error in equation (29b) in the drag force, as a function of the parameter $\mu_1$ for the first example with one geometric parameter controlling the radius of the spherical bladders. The minima observed for both the a priori and the a posteriori approaches in figure 23(a) coincide with the midpoints of the elements $I_1^e, e=1, \ldots, n_1$, as these locations correspond to both a high-order node and an integration point for the fourth-order polynomial approximation used in each element of the parametric space. More importantly, the results show that the accuracy of the a priori and the a posteriori approaches is almost identical, not only when measured in the $L_2(I^1)$ norm (Fig. 6(b)), but also when the pointwise error in the drag force is displayed for every configuration in $I^1$. To capture the qualitative behaviour of the error as a function of $\mu_1$, a smoothing is displayed in figure 23(b). The results clearly show that the error is slightly higher near the boundary of the parametric interval. The smoothing is performed by considering a single value for the error in each element, obtained as the average of the error at all integration points.

Similarly, figure 24 compares the value of the smoothed error measure in the drag force as a function of the parameter $\mu_2$ for the second example, with one geometric parameter controlling the distance between the spherical bladders. The results of the two cases previously studied, with $I^2=[-2, -1]$ and $I^2=[-3, 2]$, display the increased difficulty of...
computing an accurate response surface as the range of values in the parametric space increases. For $I^2=[-2, -1]$, the accuracy is almost independent of the value of the parameter, whereas for $I^2=[-3, 2]$ a more significant dependence is observed, especially near $\mu_2=2$, that is, when the distance between the spherical bladders is minimum. It is clear that for large values of $\mu_2$, there is a strong influence in the flow impinging onto the second sphere caused by its proximity to the first sphere. Figure 25 reports the particularisation of the PGD solution computed for two values of the parameter of interest, highlighting the additional difficulties due to the small distance between the two bladders for $\mu_2=2$.

Finally, the comparison of the results in figures 23 and 24 clearly illustrates the rationale
behind the choice of the resolution for the discretisation of the intervals $\mathcal{I}^1$ and $\mathcal{I}^2$. Given the limited variation of the solution in figure 23(b), only 10 elements were considered in the first parametric dimension, whereas the discretisation of the second parametric dimension contains 20 elements for the interval $\mathcal{I}^2=[-2,-1]$ and 100 elements for the case of $\mathcal{I}^2=[-3,2]$.

4.4 Two geometric parameters

In this section, the two geometric parameters studied separately in the previous examples are considered in a single simulation. As observed in [55], this problem is particularly challenging and an increased number of modes is required to capture the solution. To ease the visualisation, the figures in this section report the number of modes for the a priori approach after the PGD compression is performed, whereas the global number of computed modes is commented in the text.

First, the interval for the parameter that controls the distance is set to $\mathcal{I}^2=[-2,-1]$. Figure 26 shows the evolution of the $L^2(\Omega \times \mathcal{I})$ error for velocity, pressure and gradient of velocity and the $L^2(\mathcal{I})$ error for the drag force as a function of the number $m$ of modes. The results reveal that the a posteriori approach provides almost identical accuracy using 231 and 861 snapshots. The errors in velocity and pressure are below $10^{-2}$ and the error in the gradient of velocity is almost $10^{-2}$. In this case, four modes are sufficient to obtain the maximum accuracy in velocity, pressure and gradient of velocity, whereas an additional mode is required to achieve the most accurate results in the drag force. Using 3,321 snapshots, the a posteriori PGD computes 10 modes and provides much more accurate results, with an error one order of magnitude lower, compared to the computation with 861 snapshots. To obtain an error in the drag force below $10^{-2}$, the a posteriori approach requires four modes and 231 snapshots, whereas seven modes and 3,321 snapshots are required to achieve an error below $10^{-3}$. When the a priori PGD algorithm is employed, one
nonlinear iteration in the AD scheme is sufficient to obtain an accuracy almost identical to the one provided by the a posteriori approach with 231 and 861 snapshots. In addition, by considering only two nonlinear iterations, the a priori approach is capable of producing the same accuracy as the a posteriori PGD with 3,321 snapshots. In both cases, the number of modes required to obtain the maximum accuracy is the same for the a posteriori approach and the a priori one after PGD compression.

For this example, a fixed number of modes is computed for the a priori approach. This number is prescribed larger than what is really needed to achieve convergence, as
can be seen by the saturation of the curves in figure 26. In this manner, the choice of the convergence criterion in the a priori PGD algorithm does not affect the number of computed modes, providing a fair comparison with the a posteriori PGD without tailored sampling strategies. More precisely, 200 modes are computed for the problem under analysis and this information is then compressed in the 15 modes reported in figure 26. The performance of the a priori PGD is therefore extremely competitive as, for an error in the drag force below $10^{-3}$, it requires the solution of 600 spatial problems (i.e. 200 modes, each computed with two iterations of the AD scheme plus the initial solve to perform the prediction of the mode, see algorithm [1]), whereas 3,321 snapshots are needed by the a posteriori approach. Hence, in this example, the a priori PGD method requires 18% of the number of calls to the HDG solver performed by the a posteriori PGD algorithm. As mentioned in section 3.5, the a posteriori approach benefits from the possibility to compute the snapshots in parallel, but this example shows that the number of calls to the spatial solver required is significantly larger than the ones performed using the a priori algorithm.

The last example considers the more challenging scenario with two geometric parameters and with the interval for the distance between the bladders equal to $I^2 = [-3, 2]$. Figure 27 reports the evolution of the $L_2(\Omega \times I)$ error for velocity, pressure and gradient of velocity and the $L_2(I)$ error for the drag force as a function of the number $m$ of modes. The results are qualitatively similar to the previous example but the number of snapshots and modes required by the a posteriori and a priori PGD approaches changes significantly. The a posteriori approach with 1,111 and 4,221 snapshots provide almost identical accuracy in all the variables. In this case, 15 modes are sufficient to provide the maximum accuracy in velocity, pressure and gradient of velocity. One order of magnitude more accurate results are obtained if the number of snapshots is increased to 16,441. In terms of the drag force, with 1,111 snapshots and 10 modes the a posteriori approach is able to provide an accuracy below $10^{-2}$. To obtain an accuracy below $10^{-3}$, the a posteriori approach requires 16,441 snapshots and 13 modes. In this example, the a priori approach with only one nonlinear AD iteration is not able to produce results with an error in the drag force below $10^{-2}$. It is worth noticing that, despite an accurate velocity field is obtained, the error in both pressure and gradient of velocity is higher than $10^{-2}$. However, by performing only two nonlinear iterations in the AD scheme and computing enough modes, the error in the velocity field drops of two orders of magnitude and accurate results are obtained for both pressure and gradient of velocity, with an error below $10^{-3}$.

Similarly to the procedure described for the previous example, the a priori approach is here set to compute a fixed number of modes, namely 500 modes. The stagnation of the curves in figure 27 confirms that this number is larger than what is required for convergence. The PGD approximation is then compressed in 50 modes, with the most relevant information concentrated in less than 30. To achieve an error in the drag force below $10^{-3}$, two nonlinear iterations are employed. To obtain the same accuracy, the a posteriori approach requires 14 modes but the number of snapshots needed for this challenging problem is 16,441. This means that the a posteriori approach requires 11 times extra spatial solutions to provide the same error as the a priori approach. The results
Figure 27: Evolution of (a-c) the $L_2(\Omega \times I)$ error for velocity, pressure and gradient of velocity and (d) the $L_2(I)$ error for the drag force as a function of the number of PGD modes for the problem with two geometric parameters and $I^2=[-3,2]$. The legend details the number $n_s$ of snapshots used by the a posteriori PGD approach (blue) and the number $n_i$ of nonlinear iterations used by the a priori PGD approach (red).

illustrate again that the higher the accuracy required and the higher the variability in the solution introduced by the geometric parameters, the more beneficial is the use of the a priori approach. It is worth recalling that the presented results compare two basic versions of the a priori and a posteriori PGD algorithms which could be improved by introducing techniques to handle the space of parameters and error control strategies. While these techniques represent frontier research in the context of a priori ROMs, they are well established for a posteriori strategies. In particular, the employment of sampling methods is expected to reduce the number of snapshots required by the a posteriori PGD, whereas
For the sake of brevity, only real-time evaluations of the velocity and pressure fields obtained from the a priori PGD computation are reported hereafter. Interested readers are referred to \textsuperscript{55} for more in-depth presentation of the spatial and parametric modes for the problem under analysis. To illustrate the online stage, figure \textsuperscript{28} reports the velocity and pressure fields corresponding to the two extremal configurations of the \textit{push-me-pull-you} microswimmers described by the parameters $\mu_1$ and $\mu_2$.
4.4.1 Accuracy of a priori and a posteriori response surfaces

The separated response surfaces for the total drag force on the spheres computed using the a priori PGD are presented in figure 29 as a function of the parameters $\mu_1$ and $\mu_2$. The results confirm the increased sensitivity of the quantity of interest to the extended range of the parameter $\mu_2$, as already observed in figure 22, with the appearance of localised variations of the drag force in the vicinity of the value $\mu_2=2$ (Fig. 29(b)).

The previous two examples with two geometric parameters have shown that the a priori PGD approach is competitive when the multidimensional error measure in equation (29a) is considered. To further analyse the performance of both PGD approaches, figure 30 reports the smoothed pointwise error of the drag force as a function of the two parameters $\mu_1$ and $\mu_2$ for the first example in this section, when the second parameter belongs to the interval $I^2=[-2,-1]$. The results show that both the a priori and the a posteriori approaches produce almost identical results for each value of the two geometric parameters. The behaviour is very similar to the one observed for the solution with only one parameter, as reported in figures 23(b) and 24(a). A slightly higher error is observed for the a priori PGD near the left and right boundaries of the parametric domain, corresponding to the maximum and minimum radius of the first sphere, respectively. In addition, the accuracy obtained is almost independent of the value of the second parameter. This is attributed to the fact that, with the interval $I^2=[-2,-1]$ considered here, the minimum distance between the spheres does not induce a significant variation of the flow impinging onto the second sphere.
Figure 30: Error map for the drag force as a function of the two parameters $\mu_1 \in [-1, 1]$ and $\mu_2 \in [-2, -1]$.

The same study is repeated for the case of $I^2 = [-3, 2]$. Figure 31 shows the smoothed error of the drag force as a function of the two parameters $\mu_1$ and $\mu_2$ for the second example, with $\mu_2 \in [-3, 2]$. Despite the $L_2(I)$ error measure is almost identical for the a priori and
the a posteriori PGD approaches (Fig. 27(d)), the error map displays important differences between the two methods. More precisely, the error map of the a priori approach reveals higher error in the vicinity of the boundary of \( \mathcal{I} \), whereas the error of the a posteriori PGD does not show such increase near the boundary. It is worth noticing that the higher errors observed in the a priori approach are very localised and therefore they are not observed when the \( L_2(\mathcal{I}) \) error measure is computed. In addition, the higher errors are not only observed for the maximum value of the parameter \( \mu_2 \) but also for lower values of \( \mu_2 \).

This result reveals the increased difficulty in addressing problems with more than one geometric parameter with the a priori approach. Furthermore, the study shows that the conclusions of independent studies with only one geometric parameter do not extend to problems with the same parameters considered in a single simulation.

5 Concluding remarks

A comparison of a priori and a posteriori PGD algorithms was presented for the challenging problem of an incompressible Stokes flow in geometrically parametrised domains. The full-order solver is based on a multidimensional HDG method which allows the use of equal order polynomial approximations for all the variables leading to an LBB-compliant discretisation with high-order isoparametric formulations. In addition, the HDG-PGD framework provides an exact separation of the terms appearing in the formulation of the geometrically parametrised PDE on a reference domain.

The a priori PGD algorithm, see, is obtained devising a separated formulation of the multidimensional HDG solver and does not require any prior snapshot computation. The a posteriori PGD, also known as least-squares PGD, constructs a separated approximation starting from a series of snapshots obtained as full-order solutions of the spatial problem.

The challenging problem of the flow around a geometrically parametrised push-me-pull-you microswimmer is employed to test the performance of the two PGD approaches. More precisely, extensive numerical experiments are performed to test the sensitivity of the ROMs to the range of variation of the parameters and to the number of parameters considered. For problems with a unique geometric parameter inducing limited variations in the flow, accuracy and performance of the two approaches are comparable. When the range of variation of the parameter is extended and extreme geometric transformations are considered, the a priori approach requires a significantly lower computational cost, measured in terms of number of full-order HDG solves, with respect to the a posteriori PGD. Nonetheless, it is worth recalling that snapshots in the a posteriori PGD can be easily computed in parallel, whereas the computation of the modes in the a priori approach is sequential. The presented numerical results also highlight the additional difficulty introduced by the presence of multiple geometric parameters. In this case, the a priori PGD requires up to 11 times less calls to the full-order HDG solver than the a posteriori approach to achieve an accuracy in the drag force below \( 10^{-3} \). Hence, the numerical results
display the superior performance of the a priori PGD when either the parametric solution features increased variability, due to the range of values of the geometric parameters or to their number, or higher accuracy is required by the user. Nonetheless, the employment of advanced sampling techniques in the a posteriori PGD is expected to reduce the number of required snapshots and competitive computing times may be achieved via their parallel computation.

It is worth emphasising that the conclusions of parametric studies considering only one geometric parameter at a time do not extend to parametric PDEs in which multiple parameters are concurrently considered in a unique problem. Hence, prompted by these results, further comparisons involving problems with more than two geometric parameters and a posteriori algorithms based on tailored sampling techniques are expected to provide additional insights on the applicability and limitations of PGD-based strategies in the context of industrial parametric studies.
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A Separated expressions of the bilinear and linear forms

In this appendix, the separated form of the PGD approximation of the HDG local [5] and global [7] problems is briefly reported. For its detailed derivation, interested readers are referred to [55].

From the separated form [11], the computation of the $m$-th mode is performed in two steps, corresponding to the HDG local and global problems. The PGD spatial equation arising from the local problem [5] is: find $(\sigma^m_L \Delta F_L, \sigma^m_u \Delta f_u, \sigma^m_p \Delta f_p) \in \mathcal{W}^h \times \mathcal{V}^h \times \mathcal{V}^h$ such
that

\[
\begin{align*}
\sum_{k=1}^{n_d} \beta^k_{\partial} A^{k}_{LL} (\delta F_L, \sigma^m_L \Delta F_L) + \sum_{k=1}^{n_a} \beta^k_{\partial} A^{k}_{La} (\delta F_L, \sigma^m_u \Delta f_u) \\
= \mathcal{R}^m_L (\delta F_L \psi^m) + \sum_{k=1}^{n_a} \beta^k_{\partial} A^{k}_{La} (\delta F_L, \sigma^m_u \Delta f_u),
\end{align*}
\]

\[
\sum_{k=1}^{n_a} \beta^k_{\partial} A^{k}_{La} (\delta f_u, \sigma^m_u \Delta F_L) + \beta A^{k}_{uu} (\delta f_u, \sigma^m_u \Delta f_u) \tag{30}
\]

\[
+ \sum_{k=1}^{n_a} \beta^k_{\partial} A^{k}_{ap} (\delta f_p, \sigma^m_p \Delta F_p) = \mathcal{R}^m_u (\delta f_u \psi^m) + \beta A^{k}_{uu} (\delta f_u, \sigma^m_u \Delta f_u),
\]

\[
\sum_{k=1}^{n_a} \beta^k_{\partial} A^{k}_{ap} (\delta f_p, \sigma^m_u \Delta f_u) = \mathcal{R}^m_p (\delta f_p \psi^m) + \sum_{k=1}^{n_a} \beta^k_{\partial} A^{k}_{pp} (\delta f_p, \sigma^m_p \Delta f_p)
\]

\[
\beta A^{k}_{pp} (1, \sigma^m_p \Delta f_p) = \mathcal{R}^m_p (\psi^m) + \beta A^{k}_{pp} (1, \sigma^m_p \Delta f_p),
\]

for all \((\delta F_L, \delta f_u, \delta f_p) \in \mathcal{W}^h \times \mathcal{V}^h \times \mathcal{V}^h\).

The separated bilinear forms in equation (30) are given by

\[
\begin{align*}
A^k_{LL}(\delta F_L, F_L) &:= - (\delta F_L, w^{-1} D^k F_L)_{\Omega_e}, & A^k_{Lu}(\delta F_L, f_u) &:= (A^k \nabla \cdot \delta F_L, f_u)_{\Omega_e}, \\
A^k_{La}(\delta F_L, f_u) &:= (A^k n \cdot \delta F_L, f_u)_{\partial \Omega_u \setminus \Gamma_D}, & A^k_{ul}(\delta f_u, F_L) &:= (\delta f_u, A^k \nabla \cdot F_L)_{\Omega_e}, \\
A_{uu}(\delta f_u, f_u) &:= (\delta f_u, \tau f_u)_{\partial \Omega_u}, & A^k_{up}(\delta f_u, f_p) &:= (\delta f_u, A^k \nabla f_p)_{\Omega_e}, \\
A_{uu}(\delta f_u, f_u) &:= (\delta f_u, \tau f_u)_{\partial \Omega_u \setminus \Gamma_D}, & A^k_{pu}(\delta f_p, f_u) &:= (A^k \nabla \delta f_p, f_u)_{\Omega_e}, \\
A_{pu}(\delta f_p, f_u) &:= (\delta f_p, f_u \cdot A^k n)_{\partial \Omega_u \setminus \Gamma_D}, & A_{pp}(\delta f_p, f_p) &:= (\delta f_p, |\Omega_e|^{-1} f_p)_{\Omega_e}, \\
A_{pp}(\delta f_p, f_p) &:= \delta f_p f_p.
\end{align*}
\]
whereas the corresponding linear forms are

\[
\mathcal{R}_L^m(\delta F_L \psi) := \sum_{k=1}^{n_a} \sum_{l=1}^{n_n} \langle A^k n \cdot \delta F_L, g^l_D \rangle_{\partial \Omega_L \cap \Gamma_D} A^k_0(\psi, \lambda_D^l) \\
- \sum_{i=1}^{m} \sum_{k=1}^{n_a} \mathcal{A}^k_{LL}(\delta F_L, \sigma^i_L F^i_L) A^k_0(\psi, \psi^i) \\
- \sum_{i=1}^{m} \sum_{k=1}^{n_a} \{ \mathcal{A}^k_{Lu}(\delta F_L, \sigma^i_u f^i_u) - \mathcal{A}^k_{Lu}(\delta F_L, \sigma^i_u f^i_u) \} \mathcal{A}^k_0(\psi, \psi^i)
\]

\[
\mathcal{R}_u^m(\delta f_u \psi) := \sum_{k=1}^{n_a} \sum_{l=1}^{n_n} \langle \delta f_u, D^k g^l_S \rangle_{\Omega_L} A^k_0(\psi, \lambda_S^i) \\
+ \sum_{l=1}^{n_n} \langle \delta f_u, \tau^l g^l_D \rangle_{\partial \Omega_L \cap \Gamma_D} A(\psi, \lambda_D^l) \\
- \sum_{i=1}^{m} \sum_{k=1}^{n_a} \{ \mathcal{A}^k_{Lu}(\delta f_u, \sigma^i_u f^i_u) + \mathcal{A}^k_{uU}(\delta f_u, \sigma^i_u f^i_u) \} A^k_0(\psi, \psi^i) \\
- \sum_{i=1}^{m} \{ \mathcal{A}^k_{uu}(\delta f_u, \sigma^i_u f^i_u) - \mathcal{A}^k_{uU}(\delta f_u, \sigma^i_u f^i_u) \} A(\psi, \psi^i)
\]

\[
\mathcal{R}_p^m(\delta f_p \psi) := \sum_{k=1}^{n_a} \sum_{l=1}^{n_n} \langle \delta f_p, g^l_D \cdot A^k n \rangle_{\partial \Omega_L \cap \Gamma_D} A^k_0(\psi, \lambda_D^l) \\
- \sum_{i=1}^{m} \sum_{k=1}^{n_a} \{ \mathcal{A}^k_{pu}(\delta f_p, \sigma^i_u f^i_u) - \mathcal{A}^k_{pU}(\delta f_p, \sigma^i_u f^i_u) \} A^k_0(\psi, \psi^i)
\]

Finally, the parametric constants appearing in equation (30) are defined as

\[
\beta_0^k := \mathcal{A}^k_0(\psi^m, \psi^m) \quad \beta_0^k := \mathcal{A}^k_0(\psi^m, \lambda_D^m), \quad \beta := \mathcal{A}(\psi^m, \psi^m)
\]

where the bilinear forms in the parametric space are given by

\[
\mathcal{A}^k_0(\delta \psi, \psi) := \langle \delta \psi, \theta^k \psi \rangle_{\mathcal{I}}, \\
\mathcal{A}^k_0(\delta \psi, \psi) := \langle \delta \psi, \psi^k \psi \rangle_{\mathcal{I}}, \\
\mathcal{A}(\delta \psi, \psi) := \langle \delta \psi, \psi \rangle_{\mathcal{I}}
\]

The separated approximation of the trial and test functions, see equations (11) and (16), is also exploited to construct the separated form of the HDG global problem (7): find
\[ \sigma^m_u \Delta f_u \in \mathcal{V}^h \] and \( \sigma^m_p \Delta f_p \in \mathbb{R}^{n_{el}} \) such that, for all \( \delta f_u \in \mathcal{V}^h \), it holds

\[
\sum_{e=1}^{n_{el}} \left\{ \sum_{k=1}^{n_a} \beta_k^e A^{k}_{uL}(\delta f_u, \sigma^m_u \Delta F_L) + \beta A_{uu}(\delta f_u, \sigma^m_u \Delta f_u) \right. \\
+ \sum_{k=1}^{n_a} \beta_k^e A^{k}_{up}(\delta f_u, \sigma^m_p \Delta f_p) + \beta A_{u\bar{u}}(\delta f_u, \sigma^m_u \Delta f_u) \\
+ \sum_{k=1}^{n_a} \beta_k^e A^{k}_{\bar{u}\bar{u}}(\delta f_u, \sigma^m_u \Delta f_u) \right\} = \sum_{e=1}^{n_{el}} R^m_u(\delta f_u \psi^m),
\]

where \( \psi \in \mathcal{V}^h \) is such that, for all \( e, \),

\[
R^m_u(\delta f_u \psi) := -\sum_{l=1}^{n_u} \langle \delta f_u, g^l_N \rangle_{\mathcal{N} \cap \mathcal{X}} A(\psi, \lambda^l_N) \\
- \sum_{i=1}^{m} \left\{ A^{i}_{uu}(\delta f_u, \sigma^i_u f_u) + A_{\bar{u}\bar{u}}(\delta f_u, \sigma^i_u f_u) \right\} A(\psi, \psi^i)
\]

with

\[
A^{k}_{uL}(\delta f_u, F_L) := \langle \delta f_u, A^k_u n \cdot F_L \rangle_{\mathcal{N} \cap (\mathcal{D} \cup \mathcal{S})} - \langle \delta f_u, A^k_u n \cdot F_L \rangle_{\mathcal{N} \cap \mathcal{E}},
\]

\[
A_{uu}(\delta f_u, f_u) := \langle \delta f_u, \tau f_u \rangle_{\mathcal{N} \cap (\mathcal{D} \cup \mathcal{S})} - \langle \delta f_u, \tau f_u \rangle_{\mathcal{N} \cap \mathcal{E}},
\]

\[
A^{k}_{up}(\delta f_u, f_p) := \langle \delta f_u, f_p A^k_u n \rangle_{\mathcal{N} \cap (\mathcal{D} \cup \mathcal{S})},
\]

\[
A^{k}_{u\bar{u}}(\delta f_u, f_u) := -\langle \delta f_u, \tau f_u \rangle_{\mathcal{N} \cap (\mathcal{D} \cup \mathcal{S})} + \langle \delta f_u, \tau f_u \rangle_{\mathcal{N} \cap \mathcal{E}},
\]

\[
A^{k}_{\bar{u}\bar{u}}(\delta f_u, f_u) := \langle \delta f_u, f_u \cdot A^k u D \rangle_{\mathcal{N} \cap \mathcal{E}},
\]

whereas the corresponding linear form are given by

\[
R^m_p(\delta f_p \psi) := -\sum_{l=1}^{n_p} \langle \delta f_p, g^l_D \rangle_{\mathcal{N} \cap \mathcal{D}} A^k_p(\psi, \lambda^l_D)
\]

\[
- \sum_{l=1}^{n_u} \sum_{l=1}^{n_u} \sum_{i=1}^{m} \left\{ A^{i}_{uu}(\delta f_u, \sigma^i_u f_u) + A^{i}_{\bar{u}\bar{u}}(\delta f_u, \sigma^i_u f_u) \right\} A^k_p(\psi, \psi^i)
\]

Following from remark 4, a unique parametric function is considered for all the variables in the PGD approximation \([11]\). Hence, the PGD parametric problem is: find \( \Delta \psi \in \mathcal{L}^k(I) \)

58
such that

$$\sum_{k=1}^{n_k} \gamma^k_{LL} A^k_p(\delta\psi, \Delta\psi) + \sum_{k=1}^{n_k} \gamma^k_A A^k_p(\delta\psi, \Delta\psi) + \gamma A(\delta\psi, \Delta\psi) = R^m(\delta\psi),$$

(38)

for all $\delta\psi \in \mathcal{L}^h(I)$, where

$$\gamma^k_\theta := \gamma^k_L - \gamma^k_\Delta + \gamma^k_{up} + \gamma^k_{\rho u} + \gamma^k_{\rho u} + \gamma^k_{\rho u} + \gamma^k_{\rho u},$$

$$\gamma_\theta := \gamma_\theta - \gamma_\Delta + \gamma_{\rho} + \gamma_\rho + \gamma_\rho + \gamma_\rho,$$

$$R^m(\delta\psi) := R^m_L(\sigma^m_u f^m_u \delta\psi) + R^m_u(\sigma^m_u f^m_u \delta\psi) + R^m_p(\sigma^m_p f^m_p \delta\psi) + R^m_p(\delta\psi).$$

(39)

The spatial constants appearing in equation (38) are defined as

$$\gamma^k_{LL} := A^k_p(\sigma^m_u f^m_u, \sigma^m_u f^m_u),$$

$$\gamma^k_{Lu} := A^k_L(\sigma^m_u f^m_u, \sigma^m_u f^m_u),$$

$$\gamma^k_{L\Delta} := A^k_L(\sigma^m_u f^m_u, \sigma^m_u f^m_u),$$

$$\gamma^k_{uL} := A^k_u(\sigma^m_u f^m_u, \sigma^m_u f^m_u),$$

$$\gamma^k_{up} := A^k_u(\sigma^m_u f^m_u, \sigma^m_p f^m_p),$$

$$\gamma^k_{\rho u} := A^k_\rho(\sigma^m_u f^m_u, \sigma^m_u f^m_u),$$

$$\gamma^k_{\rho \rho} := A^k_\rho(\sigma^m_p f^m_p, \sigma^m_p f^m_p),$$

$$\gamma^k_{\rho \rho} := A^k_\rho(1, \sigma^m_p f^m_p),$$

$$\gamma^k_{\rho \rho} := A^k_\rho(1, \sigma^m_p f^m_p),$$

$$\gamma^k_{\rho \rho} := A^k_\rho(1, \sigma^m_p f^m_p).$$
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