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Abstract
This paper considers the problem of solving a special quartic–quadratic optimization problem with a single sphere constraint, namely, finding a global and local minimizer of $\frac{1}{2}z^*Az + \frac{\beta}{2} \sum_{k=1}^n |z_k|^4$ such that $\|z\|_2 = 1$. This problem spans multiple domains including quantum mechanics and chemistry sciences and we investigate the geometric properties of this optimization problem. Fourth-order optimality conditions are derived for characterizing local and global minima. When the matrix in the quadratic term is diagonal, the problem has no spurious local minima and global solutions can be represented explicitly and calculated in $O(n \log n)$ operations. When $A$ is a rank one matrix, the global minima of the problem are unique under certain phase shift schemes. The strict-saddle property, which can imply polynomial time convergence of second-order-type algorithms, is established when the coefficient $\beta$ of the quartic term is either at least $O(n^{3/2})$ or not larger than $O(1)$. Finally, the Kurdyka–Łojasiewicz exponent of quartic–quadratic problem is estimated and it is shown that the largest exponent is at least $1/4$ for a broad class of stationary points.
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1 Introduction

In this paper, we analyze the geometric properties of the following nonconvex quartic–quadratic problem under a single spherical constraint,

$$\min_{z \in \mathbb{C}^n} f(z) = \frac{1}{2} z^* A z + \frac{\beta}{2} \sum_{k \in [n]} |z_k|^4 \quad \text{s.t.} \quad \|z\|_2 = 1,$$

where $\beta > 0$ is a fixed interaction coefficient and $A \in \mathbb{C}^{n \times n}$ is a given Hermitian matrix. The so-called Bose–Einstein condensation (BEC) problem is an important application and examples that can be expressed using the optimization model (1.1) have attracted great interests in the atomic, molecule and optical physics community and in the condense matter community. In particular, utilizing a proper non-dimensionalization and discretization, the BEC problem can be written as a quartic–quadratic minimization problem of the form (1.1), where the matrix $A$ corresponds to the sum of the discretized Laplace operator and a diagonal matrix. If a non-rotating BEC problem is considered, then the variable $z$ can be restricted to the real space $\mathbb{R}^n$ and problem (1.1) becomes a real optimization problem. For a more detailed setup of the BEC problem and its specific mathematical formulation, we refer to [11,38,65].

Our interest in problem (1.1) and its geometric properties is primarily triggered by related numerical results and observations with Bose–Einstein condensates and Kohn–Sham density functional calculations, see, e.g., [32,41,78,79], and is motivated by recent landscape results for matrix completion [35,36,76], phase retrieval [24,72], phase synchronization [10,17,54], and quadratic programs with spherical constraints [31,53]. Understanding the geometric landscape of the nonconvex optimization problem (1.1) is a fundamental step towards understanding and explaining the global and local behavior of the problem and the performance of associated algorithms. Despite recent progress on the geometric properties of nonconvex minimization problems and due to the complex interaction of the quadratic and quartic terms, the landscape of (1.1) is still elusive. We further note that in [40], Hu et al. have shown that the minimization problem (1.1) can be interpreted as a special instance of the partition problem and thus, it is generally NP-hard to solve (1.1).

1.1 Related work and geometric concepts

Although nonconvex optimization problems are generally NP-hard [61], direct and traditional minimization approaches, such as basic gradient and trust region schemes, can still be applied to solve certain important classes of nonconvex problems—with astonishing success—and they remain the methods of choice for the practitioner [17]. A recent and steadily growing area of research concentrates on the identification of such classes of problems and tries to close the discrepancy between theoretical results and numerical performances, see, e.g., [26,43,71] for an overview. Herein geometric observations and techniques play a major role in understanding the landscape and the
global and local behavior of a nonconvex problem and of corresponding algorithms. Specifically, we are interested in the following geometric properties:

\((P_1)\) All local minimizers are also global solutions, i.e., there are no spurious local minimizers.

\((P_2)\) The objective function possesses negative curvature directions at all saddle points and local maximizers which allows to effectively escape those points.

Condition \((P_2)\) is the basis of the so-called strict-saddle property and was introduced in [34,35,72]. The strict-saddle and other related conditions can be used in the convergence analysis and in the design of algorithms to efficiently avoid saddle points. For instance, Sun et al. [75] established a polynomial-time convergence rate of a Riemannian trust region method that is tailored to solve phase retrieval problems which satisfy the strict-saddle property. Furthermore, in [48,49,63] it is shown that certain randomly initialized first-order methods can converge to local minimizers and escape saddle points almost surely if the strict-saddle property holds. In the following, we briefly review recent classes of nonconvex optimization problems for which the conditions \((P_1), (P_2)\), or other desirable geometric properties are satisfied.

The generalized phase retrieval (GPR) problem is a popular nonconvex problem which has seen remarkable progress these years, see, e.g., [42,69] for an overview. Classical methods that transform the GPR problem into a convex program include convex relaxation techniques [19,21,25] and Wirtinger flow algorithms with carefully-designed initialization [20]. Phase retrieval problems are typically formulated as a quartic and unconstrained least squares problem depending on \(m\) measurements \(y_k = | a_k^* z |, k = 1, \ldots, m\). Traditional GPR methods can recover the true signal \(z\) from the measurements as long as the sample size \(m\) satisfies \(m \gtrapprox n\) or \(m \gtrapprox n \log n\) where \(n\) is the dimension of the signal. A provable convergence rate for a randomly initialized trust region-type algorithm is given in [72] as long as \(m \gtrapprox n \log^3 n\) via showing that all the local minima are global and the strict-saddle property holds. When the signal and observations are real, the convergence rate of the vanilla gradient descent method is established by Chen et al. [24] under the assumption \(m \gtrapprox n \log^{13} n\). Another interesting class of amenable nonconvex problems are low-rank matrix factorization problems. Classical methods for matrix factorization are based on nuclear norm minimization [22,67] and are usually memory intensive or require long running times. In [44,45], Keshavan, Montanari, and Oh showed that the well-initialized gradient descent method can recover the ground truth of those problems. A strong convexity-type property is proved to hold around the optimal solution by Sun and Luo in [76] and the objective function is shown to be sharp and weakly convex in nonsmooth settings by Li et al. [51]. Further, the strict-saddle property for the low-rank matrix factorization problem is established in [35,36], as well as for other low rank problems such as robust PCA and matrix sensing. Other classes of nonconvex optimization problems with provable convergence or geometric properties comprise orthogonal tensor decomposition [34,37], complete dictionary learning [5,73,74], phase synchronization and community detection [10,17,54] and shallow neural networks [52]. There are also several numerical methods that work well in practice for solving the BEC problem (e.g., tools for numerical partial differential equations [3,29] or optimization methods [33,40,79]), but their geometric properties are not well understood.
So far the mentioned concepts allow to cover global structures and landscapes. Instead, local properties and the local behavior of (1.1) can be captured by the so-called Kurdyka–Łojasiewicz (KL) [47], or Łojasiewicz inequality [55]. The Łojasiewicz inequality is a useful tool to estimate the convergence rate of first-order iterative methods in the nonconvex setting [1,59,68]. Moreover, the convergence rate of first-order methods satisfying a certain line-search criterion and descent condition can be derived via the KL inequality [6,15,68], where the rate depends on the KL exponent \( \theta \). However, there is no general method to determine or estimate the KL exponent of specific optimization problems, though the existence of the KL exponent is guaranteed in many situations. For optimizing a real analytic function over a compact real analytic manifold (such as problem (1.1)), the existence of the KL exponent is established by Łojasiewicz in [55]. There are also several few works that derive explicit estimates of the KL exponent for certain structured problems, such as general polynomials [27,39,80], convex problems [50], non-convex quadratic optimization problems with simple convex constraints [30,50,56,57], and quadratic optimization problems with single spherical constraint [31,53]. Obviously, the above four cases do not cover our constrained quartic–quadratic optimization problem (1.1).

1.2 Contributions

In this work, we investigate different geometric concepts for the quadratic-quartic optimization problem (1.1) and give theoretical explanations why first- and second-order methods can perform well on it. In Sect. 2, we first derive several new second- and fourth-order optimality conditions for problem (1.1) that can be utilized to characterize local and global solutions. These conditions capture fundamental geometric properties of stationary points and local minima and form the basis of our geometric analysis. We then investigate problem (1.1) in the special case where \( A \) is a diagonal matrix. In this situation, we show that a complete characterization of the landscape can be obtained and that problem (1.1) does not possess any spurious local minima. Furthermore, global solutions can be computed explicitly using a closed-form expression that involves the projection onto an \( n \)-simplex which requires \( O(n \log n) \) operations. These results can be partially extended to the case where \( A \) is a rank-one matrix. In general, the complex interplay between the quartic and quadratic terms impedes the derivation of explicit expressions for stationary points and local minima and complicates the landscape analysis of \( f \) significantly. However, if either the quartic or the quadratic term dominates the objective function, we can establish the strict-saddle property (\( P_2 \)) and identify and calculate the location and number of local minima. Our methodology is based on a careful discussion of the quartic and quadratic terms for large and small interaction coefficients that is applicable for general deterministic and arbitrary choices of \( A \). We note that previous works and results only cover fourth-order unconstrained optimization problems (e.g., phase retrieval), quadratic constrained optimization problems (e.g., matrix completion and phase synchronization), or fourth-order constrained optimization problems without quadratic terms (e.g., fourth-order tensor decomposition). In particular, there is no interaction between quartic and quadratic terms and between their Riemannian derivatives. Different from most nonconvex problems discussed in
the literature, our problem does not have a natural probabilistic framework and thus, probabilistic techniques such as concentration inequalities can not be directly applied.

In addition, we estimate the largest KL exponent and establish a Riemannian Łojasiewicz-type inequality for problem (1.1). Again, the presence of the quartic term considerably complicates the theoretical analysis. In order to deal with the high-order terms appearing in the Taylor expansion, we first separate the nonzero and zero components of a stationary point in order to facilitate the discussion of the leading terms. The appearance of the quartic term requires the third-order and the fourth-order terms in the Taylor expansion to fully describe the local behavior, rather than merely the second-order terms. Due to the additional terms, the number of possible leading terms is significantly increased and we carefully analyze the relationship between those different terms. If the matrix $A$ is diagonal, we show that the Łojasiewicz inequality holds at every stationary point of (1.1) with exponent $\theta = \frac{1}{4}$. Moreover, this result can be extended to more general choices of $A$, if the problem is restricted to the real space and positive semi-definiteness of the stationary certification matrix is assumed. The proof is based on the diagonal case and on estimates of the local behavior of the objective function and the Riemannian gradient in different subspaces. The positive semi-definiteness assumption is utilized throughout the proof to handle the non-isolated case and can not be easily removed. Although this additional condition represents a stronger notion of global optimality, a wide range of global minima in the real case satisfy this condition. To the best of the authors’ knowledge, our work is the first to estimate and analyze these properties for quadratic-quartic optimization problems over a single sphere.

1.3 Organization and notations

This paper is organized as follows. In Sect. 2, we present second- and fourth-order optimality conditions and characterize global minimizer of problem (1.1). Next, in Sects. 3 and 4, we consider two special cases and investigate geometric properties of problem (1.1) when $A$ is either diagonal or has rank one. General landscape results for the real case are discussed in Sect. 5. Finally, in Sect. 6, we estimate the KL exponent of problem (1.1).

For $n \in \mathbb{N}$, we define $[n] := \{1, \ldots, n\}$ and for $z \in \mathbb{C}^n$, we set $\|z\| = \|z\|_2 = \sqrt{z^*z}$. Let $S^{n-1}$ and $CS^{n-1}$ denote the $n$-dimensional real and complex sphere, respectively. In the following sections, we will use the notation $M = S^{n-1}$ or $M = CS^{n-1}$ depending on whether we consider the real or the complex case. The tangent space of $CS^{n-1}$ at a point $z \in CS^{n-1}$ is given by $T_zM := \{v \in \mathbb{C}^n : \Re (v^*z) = 0\}$.

For $z \in \mathbb{C}^n$, $\text{diag}(z)$ is a diagonal matrix with diagonal entries $z_1, \ldots, z_n$ and we use $|z|^2$ to denote the component-wise absolute value, $|z|^2 = z \odot \bar{z}$, of $z$. We use $I$ to denote the $(n \times n)$ identity matrix. The Euclidean and corresponding Riemannian gradient of $f$ at $z$ on $M$ are denoted by $\nabla f(z)$ and $\text{grad } f(z)$. Similarly, $\nabla^2 f(z)$ and $\text{Hess } f(z)$ represent the Euclidean and Riemannian Hessian, respectively.

Throughout this paper and without loss of generality, we will assume that the matrix $A$ is positive definite. Furthermore, $A = P \Lambda P^*$ is an associated eigenvalue decomposition of the Hermitian matrix $A$ with $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n > 0$, $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)$, $P = (p_1, \ldots, p_n) \in \mathbb{C}^{n \times n}$, and $P^*P = I$. [Springer]
2 Wirtinger calculus and optimality conditions

Since the real-valued objective function \( f \) is nonanalytic in \( z \), we utilize the Wirtinger calculus \([46,70]\) to express the complex derivatives of \( f \). Specifically, the Wirtinger gradient and Hessian of \( f \) are defined as

\[
\nabla f(z) := \begin{bmatrix} \nabla_z f(z) \\ \nabla_{\bar{z}} f(z) \end{bmatrix}, \quad \nabla^2 f(z) := \begin{bmatrix} \frac{\partial}{\partial z} \left( \frac{\partial f}{\partial z} \right)^* & \frac{\partial}{\partial z} \left( \frac{\partial f}{\partial \bar{z}} \right)^* \\ \frac{\partial}{\partial \bar{z}} \left( \frac{\partial f}{\partial z} \right)^* & \frac{\partial}{\partial \bar{z}} \left( \frac{\partial f}{\partial \bar{z}} \right)^* \end{bmatrix},
\]

where \( \nabla_z f(z) := \left( \frac{\partial f}{\partial z} \right)^* \), \( \nabla_{\bar{z}} f(\bar{z}) := \left( \frac{\partial f}{\partial \bar{z}} \right)^* \) and following \([79]\), we obtain

\[
\nabla f(z) = \frac{1}{2} A z + \beta \text{diag}(|z|^2) z, \quad \nabla_{\bar{z}} f(\bar{z}) = \nabla f(z), \quad \nabla^2 f(z) = \begin{bmatrix} \frac{1}{2} A + 2\beta \text{diag}(|z|^2) & \beta \text{diag}(z_1^2, \ldots, z_n^2) \\ \beta \text{diag}(\bar{z}_1^2, \ldots, \bar{z}_n^2) & \frac{1}{2} \bar{A} + 2\beta \text{diag}(|z|^2) \end{bmatrix}.
\]

Furthermore, using the identification \( T_z M \equiv \{ v, \bar{v} \in \mathbb{C}^n : z^* v + z^T \bar{v} = 0 \} \), the Riemannian gradient and Hessian of \( f \) are given by

\[
\text{grad} f(z) = \nabla f(z) - \lambda \begin{bmatrix} z \\ \bar{z} \end{bmatrix} \text{ and } \text{Hess} f(z) = \nabla^2 f(z) - \lambda I_{2n}, \quad (2.1)
\]

where

\[
\lambda = z^* \nabla_z f(z) = \frac{1}{2} z^* A z + \beta \|z\|^4_4 \in \mathbb{R}, \quad (2.2)
\]

see, e.g., \([2, \text{Section 3.6 and 5.5}]\). Exploiting the symmetry in \( \text{grad} f \), the associated first-order optimality conditions for \((1.1)\) now take the form:

\[
\text{grad} f(z) = 0 \iff [A + 2\beta \text{diag}(|z|^2)] z = 2\lambda z. \quad (2.3)
\]

A point \( z \in \mathbb{C}^n \) satisfying the conditions \((2.3)\) will be called \emph{stationary point} of problem \((1.1)\). We define the quadratic form induced by the Hessian \( \text{Hess} f(z) \) along a direction \( v \in \mathbb{C}^n \) via

\[
H_f(z)[v] := \begin{bmatrix} v^* \\ v^T \end{bmatrix} \text{Hess} f(z) \begin{bmatrix} v \\ \bar{v} \end{bmatrix} = v^*[A + 4\beta \text{diag}(|z|^2)] v + 2\beta \sum_{k=1}^n \Re(v_k^2 \bar{z}_k^2) - 2\lambda \|v\|^2 = v^*[A + 2\beta \text{diag}(|z|^2) - 2\lambda I] v + 4\beta \sum_{k=1}^n \Re(v_k \bar{z}_k)^2. \quad (2.4)
\]
Let us note that this expression coincides with the standard curvature of $f$ at $z$ along the vector $v$ if $v \in \mathbb{C}S^{n-1}$. In the real case, the latter formulae reduce to grad $f(z) = [A + 2\beta\text{diag}(|z|^2)]z - 2\lambda z$, Hess $f(z) = A + 6\beta\text{diag}(|z|^2) - 2\lambda I_n$, and $H_f(z)[v] := v^T \text{Hess } f(z)v$.

### 2.1 Second-order optimality conditions

Using the Riemannian optimality conditions discussed in [81, Theorem 4.2 and 4.3], the second-order optimality conditions for (1.1) can be expressed as follows:

**Lemma 2.1** (Second-order necessary and sufficient conditions) Suppose that $z$ is a local solution of problem (1.1). Then, it holds that grad $f(z) = 0$ and we have $H_f(z)[v] \geq 0$ for all $v \in T_zM \cap \mathbb{C}S^{n-1}$. Conversely, if $z$ is a stationary point satisfying grad $f(z) = 0$ and $H_f(z)[v] > 0$ for all $v \in T_zM \cap \mathbb{C}S^{n-1}$, then $z$ is an isolated local minimum of problem (1.1).

Next, for some $z \in \mathbb{C}^n$ we define the equivalence class

$$[z] := \{y \in \mathbb{C}^n : |y_k| = |z_k|, \forall k \in [n]\}. \quad (2.5)$$

The following theorem gives a general sufficient condition for a stationary point to be a global minimum of problem (1.1).

**Theorem 2.1** Let $z \in \mathbb{C}^n$ be a stationary point of problem (1.1) and let $\lambda \in \mathbb{R}$ be given as in (2.2). Furthermore, suppose that the matrix

$$H := A + 2\beta\text{diag}(|z|^2) - 2\lambda I \succeq 0 \quad (2.6)$$

is positive semidefinite. Then $z$ is a global minimum and all global minima of problem (1.1) belong to the equivalence class $[z]$.

**Proof** Let $y \in \mathbb{C}^n$ be an arbitrary point with $\|y\| = 1$ and let us introduce the polar coordinates $z_i = r_i e^{i\theta_i}$, $y_i = t_i e^{i\phi_i}$ for $r_i, t_i \geq 0$, $\theta_i, \phi_i \in [0, 2\pi]$ and all $i \in [n]$. Using the stationarity condition grad $f(z) = 0$ and $\|z\| = \|y\| = 1$, it holds that

$$f(y) - f(z) = \frac{1}{2}y^* Ay - \frac{1}{2}z^*[2\lambda z - 2\beta\text{diag}(|z|^2)z] + \frac{\beta}{2} (\|y\|_4^4 - \|z\|_4^4)$$

$$= \frac{1}{2}y^* H y - \beta y^* \text{diag}(|z|^2)y + \frac{\beta}{2} (\|y\|_4^4 + \|z\|_4^4)$$

$$= \frac{1}{2}y^* H y + \frac{\beta}{2} \sum_{k=1}^{n} (t_k^2 - r_k^2)^2. \quad (2.7)$$

Consequently, the positive semidefiniteness of $H$ yields $f(y) - f(z) \geq 0$ for all $y \in \mathbb{C}^n$ with $\|y\| = 1$. Suppose now that $y$ is a global minimum with $y \notin [z]$. In this case the last sum in the above expression is strictly positive which, together with the positive semidefiniteness of $H$, yields a contradiction. \hfill $\Box$
If problem (1.1) has two different global minimizers \( y \) and \( z \) with \([y] \cap [z] = \emptyset\), Theorem 2.1 implies that \( H \) can not be positive semidefinite. Moreover, if condition (2.6) holds at a stationary point \( z \), it automatically has to hold at all global minimizers in \([z]\).

The definiteness condition in Theorem 2.1 can be equivalently rephrased as follows: the scalar \( \lambda = z^* \nabla_z f(z) \) associated with \( z \) is the minimum eigenvalue of the matrix \( A + 2\beta \text{diag}(|z|^2) \) and \( z \) is the corresponding eigenvector. Characterizations of this type are also known for (quadratic) trust-region subproblems and for general quadratic programs with quadratic constraints, see [60,77]. Furthermore, utilizing [18, Theorem 3.1], it can be shown that such an eigenvector \( z \) with the stated properties exists under the assumption \( 0 < \beta \leq \frac{(\lambda_n - 1 - \lambda_n)}{8} \). In this case, the condition (2.6) is necessary and sufficient for global optimality.

2.2 Fourth-order optimality conditions

In the following section, we derive several fourth-order optimality conditions based on a special and finer expansion of the objective function \( f \). In contrast to the sufficient conditions in Theorem 2.1, this allows us to fully characterize global optima. Let \( z \in CS^{n-1} \) be an arbitrary stationary point. For \( v \in T_z M \cap CS^{n-1} \) and \( \theta \in \mathbb{R} \), we consider the point \( y = \cos(\theta)z + \sin(\theta)v \in CS^{n-1} \). Using this decomposition in (2.7), \( H_z = 0 \), and \(|y_k|^2 = \cos^2(\theta)|z_k|^2 + 2 \sin(\theta) \cos(\theta) \Re(v_k \bar{z}_k) + \sin^2(\theta)|v_k|^2 \), we have

\[
\begin{align*}
f(y) - f(z) &= \frac{1}{2} y^* H y + \frac{\beta}{2} \sum_{k \in [n]} \left[ |y_k|^2 - |z_k|^2 \right]^2 \\
&= \frac{1}{2} \sin^2(\theta) \cdot v^* H v + 2 \beta \sin^2(\theta) \cos(\theta) \cdot \sum_{k \in [n]} \Re(\bar{z}_k v_k)^2 \\
&\quad + 2 \beta \sin^3(\theta) \cos(\theta) \cdot \sum_{k \in [n]} (|v_k|^2 - |z_k|^2) \Re(\bar{z}_k v_k) \\
&\quad + \frac{\beta}{2} \sin^4(\theta) \cdot \sum_{k \in [n]} (|v_k|^2 - |z_k|^2)^2 \\
&= \frac{1}{2} \sin^2(\theta) \cdot v^* H v + 2 \beta \sin^2(\theta) \cdot \sum_{k \in [n]} \Re(\bar{z}_k v_k)^2 \\
&\quad + 2 \sin^3(\theta) \cos(\theta) \cdot H_3(v) + \frac{1}{2} \sin^4(\theta) \cdot H_4(v) \\
&= \frac{1}{2} \sin^2(\theta) H_f(z)[v] + 2 \sin^3(\theta) \cos(\theta) \cdot H_3(v) + \frac{1}{2} \sin^4(\theta) \cdot H_4(v) \\
&= \frac{1}{2} \sin^2(\theta) \cos^2(\theta) \cdot H_f(z)[v] + 2 \sin^3(\theta) \cos(\theta) \cdot H_3(v) \\
&\quad + \frac{1}{2} \sin^4(\theta) \left[ H_f(z)[v] + H_4(v) \right],
\end{align*}
\]

where the terms \( H_3 \) and \( H_4 \) are defined via
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\[ H_3(v) := \beta \cdot \sum_{k \in [n]} (|v_k|^2 - |z_k|^2) \Re(\bar{z}_k v_k), \]

\[ H_4(v) := \beta \cdot \sum_{k \in [n]} [(|v_k|^2 - |z_k|^2)^2 - 4\Re(\bar{z}_k v_k)^2]. \]

Setting \( \theta = \pi/2 \), this yields

\[ 2[f(v) - f(z)] = H_f(z)[v] + H_4(v) \quad \forall \, v \in T_z\mathcal{M} \cap \mathbb{C}^{n-1}. \quad (2.8) \]

Finally, dividing \( f(y) - f(z) \) by \( \sin^4(\theta) \) and using the relation (2.8), we obtain

\[ \frac{2[f(y) - f(z)]}{\sin^4(\theta)} = H_f(z)[v] \cdot \cot^2(\theta) + 4H_3(v) \cdot \cot(\theta) + 2[f(v) - f(z)] \]

\[ = G(v, \cot(\theta)), \quad (2.9) \]

for \( \theta \neq k\pi, k \in \mathbb{Z} \), where the function \( G : \mathbb{C}^n \times \mathbb{R} \to \mathbb{R} \) is defined as follows:

\[ G(v, t) := H_f(z)[v] \cdot t^2 + 4H_3(v) \cdot t + 2[f(v) - f(z)]. \]

We first propose necessary and sufficient optimality conditions for \( z \) being a local minimum.

**Theorem 2.2** (Characterization of local optimality) *Let \( z \) be a stationary point of problem (1.1). Then \( z \) is locally optimal if and only if there exists a constant \( M_z > 0 \) such that \( G(v, t) \geq 0 \) for all \( v \in T_z\mathcal{M} \cap \mathbb{C}^{n-1} \) and all \( t \) with \( |t| \geq M_z \).*

**Proof** By definition, \( z \) is a local minimum if and only if there exists a constant \( \delta_z > 0 \) such that \( f(y) \geq f(z) \) for all \( y \in B(z, \delta_z) \cap \mathbb{C}^{n-1} \). Due to \( ||y - z||^2 = 2 - 2\cos(\theta) \), the condition \( y \in B(z, \delta_z) \cap \mathbb{C}^{n-1} \) is equivalent to \( y = \cos(\theta)z + \sin(\theta)v \) with \( v \in T_z\mathcal{M} \cap \mathbb{C}^{n-1} \) and \( \cos(\theta) \geq 1 - \delta_z^2/2 \). Moreover, \( \cos(\theta) \geq 1 - \delta_z^2/2 \) implies

\[ |\sin(\theta)| \leq \delta_z \sqrt{1 - \delta_z^2/4}, \quad |\cot(\theta)| \geq \frac{1 - \delta_z^2/2}{\delta_z \sqrt{1 - \delta_z^2/4}} := M_z. \quad (2.10) \]

Consequently, it holds that \( y \in B(z, \delta_z) \cap \mathbb{C}^{n-1} \) if and only if \( v \in T_z\mathcal{M} \cap \mathbb{C}^{n-1} \) and \( |\cot(\theta)| \geq M_z \). Further, by definition of \( G \), the necessary and sufficient conditions for \( z \) being a local minima are equivalent to: there exists a constant \( M_z > 0 \) such that \( G(v, t) \geq 0 \) for all \( v \in T_z\mathcal{M} \cap \mathbb{C}^{n-1} \) and all \( t \) with \( |t| \geq M_z \).

Similarly, we can derive the fourth-order global optimality conditions.

**Theorem 2.3** (Characterization of global optimality) *Let \( z \) be a stationary point of problem (1.1). Then \( z \) is a global solution if and only if

\[ H_f(z)[v] \geq 0, \quad 2H_3(v)^2 \leq H_f(z)[v] \cdot [f(v) - f(z)], \quad \forall \, v \in T_z\mathcal{M} \cap \mathbb{C}^{n-1}, \]

\[ H_3(v) = 0, \quad H_4(v) \geq 0, \quad \forall \, v \in T_z\mathcal{M} \cap \mathbb{C}^{n-1} \text{ with } H_f(z)[v] = 0. \]
Proof A stationary point $\mathbf{z}$ is a global minimum if and only if $f(\mathbf{y}) \geq f(\mathbf{z})$ for all $\mathbf{y} \in \mathbb{C}S^{n-1}$, which is equivalent to $G(\mathbf{v}, t) \geq 0$ for all $t \in \mathbb{R}$ and all $\mathbf{v} \in T_{\mathcal{M}} \cap \mathbb{C}S^{n-1}$. However, nonnegativity of the (degenerated) quadratic function $t \mapsto G(\mathbf{v}, t) = H_f(\mathbf{z})[\mathbf{v}]^2 + 4H_3(\mathbf{v})t + 2[f(\mathbf{v}) - f(\mathbf{z})]$ on $\mathbb{R}$ is equivalent to the conditions stated in Theorem 2.3. \qed

Finally, we establish fourth-order necessary conditions for local optimality.

**Theorem 2.4** (Fourth-order necessary optimality conditions) Let $\mathbf{z}$ be a local minima of problem (1.1). Then it holds that

$$
\begin{aligned}
H_f(\mathbf{z})[\mathbf{v}] &\geq 0, \quad \forall \mathbf{v} \in T_{\mathcal{M}} \cap \mathbb{C}S^{n-1}, \\
H_3(\mathbf{v}) &= 0, \quad H_4(\mathbf{v}) \geq 0, \quad \forall \mathbf{v} \in T_{\mathcal{M}} \cap \mathbb{C}S^{n-1} \text{ with } H_f(\mathbf{z})[\mathbf{v}] = 0, \\
4H_3^2(\mathbf{v}, \mathbf{w}) &\leq H_f(\mathbf{z})[\mathbf{w}]H_4(\mathbf{v}), \\
\forall \mathbf{v}, \mathbf{w} &\in T_{\mathcal{M}} \cap \mathbb{C}S^{n-1} \text{ with } H_f(\mathbf{z})[\mathbf{v}] = 0, \quad H_f(\mathbf{z})[\mathbf{w}] > 0, \quad \mathbf{v}^*\mathbf{w} = 0,
\end{aligned}
$$

where $H_3(\mathbf{v}, \mathbf{w}) = \beta \sum_{k \in \mathcal{N}} [|v_k|^2 - |z_k|^2]|\Re(\bar{z}_k w_k)| + 2|\Re(\bar{v}_k w_k)|\Re(\bar{v}_k z_k)$.

Proof Theorem 2.2 implies that there is $M_\mathbf{z} > 0$ such that $G(\mathbf{v}, t) \geq 0$ for all $\mathbf{v} \in T_{\mathcal{M}} \cap \mathbb{C}S^{n-1}$ and $|t| \geq M_\mathbf{z}$. Hence, for fixed $\mathbf{v}$, we have $G(\mathbf{v}, t) = H_f(\mathbf{z})[\mathbf{v}]^2 + 4H_3(\mathbf{v})t + 2[f(\mathbf{v}) - f(\mathbf{z})] \geq 0$ for $t \to \pm \infty$. Thus, it follows $H_f(\mathbf{z})[\mathbf{v}] \geq 0$ and if $H_f(\mathbf{z})[\mathbf{v}] = 0$, it must hold $H_3(\mathbf{v}) = 0$ and $2[f(\mathbf{v}) - f(\mathbf{z})] = H_f(\mathbf{z})[\mathbf{v}] + H_4(\mathbf{v}) = H_4(\mathbf{v}) \geq 0$ by equation (2.8). Now we prove the last condition. Suppose $\mathbf{v}$ and $\mathbf{w}$ are two vectors in $T_{\mathcal{M}} \cap \mathbb{C}S^{n-1}$ satisfying $H_f(\mathbf{z})[\mathbf{v}] = 0$, $H_f(\mathbf{z})[\mathbf{w}] > 0$ and $\mathbf{v}^*\mathbf{w} = 0$. Let us set $\mathbf{y} = \cos(\theta)\mathbf{v} + \sin(\theta)\mathbf{w} \in T_{\mathcal{M}} \cap \mathbb{C}S^{n-1}$, where $\theta \in [-\pi, \pi] \setminus \{0\}$. Using the definition of $H_f(\mathbf{z})[\mathbf{y}]$ in (2.4), we obtain

$$
H_f(\mathbf{z})[\mathbf{y}] = \cos^2(\theta) \cdot H_f(\mathbf{z})[\mathbf{v}] + 2\sin(\theta) \cos(\theta)\Re\left(\left[\begin{array}{c} \mathbf{v} \\ \mathbf{w} \end{array}\right]^* \text{Hess } \mathbf{f} \left[\begin{array}{c} \mathbf{z} \\ \mathbf{w} \end{array}\right]\right)
+ \sin^2(\theta) \cdot H_f(\mathbf{z})[\mathbf{w}]
$$

for all $\theta \in [-\pi, \pi]$. Consequently, due to $H_f(\mathbf{z})[\mathbf{v}] = 0$ and $H_f(\mathbf{z})[\mathbf{y}] \geq 0$ (for all $\theta \in [-\pi, \pi]$), we can infer

$$
H_f(\mathbf{z})[\mathbf{y}] = \sin^2(\theta) \cdot H_f(\mathbf{z})[\mathbf{w}]. \quad (2.11)
$$

We now consider the limiting process $\theta \to 0$ and discuss corresponding representations of $H_3(\mathbf{y})$ and $H_4(\mathbf{y})$. Applying $\cos^2(\theta) = 1 - \sin^2(\theta)$, it holds that

$$
\begin{aligned}
H_3(\mathbf{y}) &= \beta \sum_k [\cos^2(\theta)|v_k|^2 + 2\cos(\theta)\sin(\theta)\Re(\bar{v}_k w_k) \\
&\quad + \sin^2(\theta)|w_k|^2 - |z_k|^2] \cdot \Re(\bar{z}_k (\cos(\theta)v_k + \sin(\theta)w_k))
\end{aligned}
$$

\[\square\] Springer
\[ = \beta \sum_k [|v_k|^2 - |z_k|^2 + 2 \sin(\theta) \cos(\theta) \Re(\bar{v}_k w_k)] + \sin^2(\theta) (|w_k|^2 - |v_k|^2) \cdot \Re(\bar{z}_k (\cos(\theta) v_k + \sin(\theta) w_k)) \]
\[ = \beta \sum_k [\sin(\theta) (|v_k|^2 - |z_k|^2) \Re(\bar{z}_k w_k) + 2 \sin(\theta) \cos^2(\theta) \cdot \Re(\bar{v}_k w_k) \Re(\bar{z}_k v_k)] + \cos(\theta) \cdot H_3(v) + O(\sin^2(\theta)) \]
\[ = \sin(\theta) \cdot H_3(v, w) + O(\sin^2(\theta)) \]  
\[
H_4(y) = \beta \sum_k [\cos^2(\theta)|v_k|^2 + \sin(2\theta) \Re(\bar{v}_k w_k) + \sin^2(\theta)|w_k|^2 - |z_k|^2]^2 - 4\beta \sum_k \Re(\cos(\theta)\bar{z}_k v_k + \sin(\theta)\bar{z}_k w_k)^2 \]
\[ = \beta \sum_k [|v_k|^2 - |z_k|^2 + O(\sin(\theta))]^2 - 4\beta \sum_k [\Re(\bar{z}_k v_k)^2 + O(\sin(\theta))] \]
\[ = H_4(v) + O(\sin(\theta)). \]  

We first discuss the case \( H_4(v) = 0 \). Using (2.9), the discriminant of \( G(y, t) \)—as a quadratic function of \( t \)—is given by

\[ 16H_3^2(y) - 4H_f(z)[y](H_f(z)[y] + H_4(y)) = 16H_3^2(v, w) \sin^2(\theta) + O(\sin^3(\theta)). \]

If \( H_3(v, w) \neq 0 \), this term is positive for all sufficiently small \( \theta \) and hence, \( G(y, t) \) has two real roots. The larger absolute value of the roots is

\[ \frac{4|H_3(y)| + \sqrt{16H_3^2(y) - 4H_f(z)[y](H_f(z)[y] + H_4(y))}}{2H_f(z)[y]} = \Theta\left(\left|\sin(\theta)\right|^{-1}\right), \]

which implies that there does not exist a constant \( M_3 > 0 \) such that \( G(y, t) \geq 0 \) for all \( y \) and \( t \) with \( y \in \mathcal{T}_z \mathcal{M} \cap \mathbb{C}^{n-1} \) and \( |t| \geq M_3 \). Thus, we have \( H_3(v, w) = 0 \) in this case. Next, we consider the case \( H_4(v) > 0 \) and let us suppose \( 4H_3^2(v, w) > H_f(z)[y]H_4(v) = \Theta(\sin^2(\theta)) \). The discriminant of \( G(y, t) \) now satisfies

\[ 16H_3^2(y) - 4H_f(z)[y](H_f(z)[y] + H_4(y)) = 4\left[4H_3^2(v, w) - H_f(z)[w]H_4(v)\right] \sin^2(\theta) + O(\sin^3(\theta)) > 0, \]

for all sufficiently small \( \theta \neq 0 \). As in the last case, the absolute value of the larger root of \( t \mapsto G(y, t) \) converges to \( +\infty \) as \( \theta \to 0 \) which yields the same contradiction.
Consequently, we have $4H_3^2(v, w) \leq H_f(z)[w]H_4(v)$ by combining the two cases. Since these implications do not depend on $v$ and $w$, this concludes the proof.

The fourth-order optimality conditions in Theorems 2.3 and 2.4 resemble other known fourth-order conditions, see, e.g., [23, 28, 64], and might be hard to verify in practice. However, in the real case, the inequality $H_4(v) \geq 0$ is equivalent to checking $\|v\|^2 - 3|z|^2 \geq 2\sqrt{2}\|z\|^2_2$ since it holds that $H_4(v) = \beta\|v\|^2 - 3|z|^2 - 8\beta|z|^2_2$. In this situation, the framework presented in [4] can be used to verify the first two conditions in Theorem 2.4 in polynomial time.

**Theorem 2.5** (Fourth-order sufficient optimality conditions) Let $z \in \mathbb{C}S^{n-1}$ be a given point. Then, the fourth-order optimality conditions

\[
\begin{align*}
\text{z is a stationary point,} \\
H_f(z)[v] \geq 0 & \quad \forall v \in T_z\mathcal{M} \cap \mathbb{C}S^{n-1}, \\
H_3(v) = 0, & \quad H_4(v) > 0 \quad \forall v \in T_z\mathcal{M} \cap \mathbb{C}S^{n-1} \text{ with } H_f(z)[v] = 0,
\end{align*}
\]

are equivalent to the following fourth-order growth condition

\[
\exists \alpha, \delta_z > 0 \quad f(y) - f(z) \geq \alpha\|y - z\|^4 \quad \forall y \in B(z, \delta_z) \cap \mathbb{C}S^{n-1},
\]

(2.14)

where $H_3(v, w)$ is defined as in Theorem 2.4. In addition, if one of the latter conditions is satisfied, $z$ is a strict local minimum of (1.1)

**Proof** Let us first assume that the growth condition (2.14) is satisfied. In this case, $z$ is a local minimum and thus, the first-order optimality conditions (2.3) hold at $z$. As shown in the proof of Theorem 2.2, the condition $y = \cos(\theta)z + \sin(\theta)v$, $v \in T_z\mathcal{M} \cap \mathbb{C}S^{n-1}$ is equivalent to $y = \cos(\theta)z + \sin(\theta)v$, $v \in T_z\mathcal{M} \cap \mathbb{C}S^{n-1}$, and $\cos(\theta) \geq 1 - \frac{\delta_z^2}{2}$. Consequently, due to (2.9) and $\|y - z\|^2 = 2 - 2\cos(\theta)$, the growth condition (2.14) is equivalent to

\[
\sin(\theta)^4 \cdot G(v, \cot(\theta)) \geq 8\alpha(1 - \cos(\theta))^2 \quad \forall v \in T_z\mathcal{M} \cap \mathbb{C}S^{n-1}
\]

(2.15)

and for all $\theta$ with $\cos(\theta) \geq 1 - \frac{\delta_z^2}{2}$. Specifically, we obtain

\[
G(v, \cot(\theta)) \geq \frac{8\alpha}{(1 + \cos(\theta))^2} \geq 2\alpha \quad \forall v \in T_z\mathcal{M} \cap \mathbb{C}S^{n-1}, \quad \forall \theta \in \mathcal{I}_\delta,
\]

where $\mathcal{I}_\delta := \{\theta : \cos(\theta) \geq 1 - \frac{\delta_z^2}{2} \cap (-\pi, \pi)\} \{0\}$. Following the proof of Theorem 2.4 and by discussing the limits $\theta \downarrow 0$ and $\theta \uparrow 0$, we can infer $H_f(z)[v] \geq 0$ for all $v \in T_z\mathcal{M} \cap \mathbb{C}S^{n-1}$ and

\[
H_3(v) = 0, \quad H_4(v) > 0 \quad \forall v \in T_z\mathcal{M} \cap \mathbb{C}S^{n-1} \text{ with } H_f(z)[v] = 0.
\]

In order to verify the final statement in the fourth-order sufficient condition, we mimic the proof of Theorem 2.4. In particular, we can introduce the finer decomposition

\[
\mathbb{C}S^{n-1} = \mathbb{C}S^{\delta_z^2/2} \cup \mathbb{C}S^{\delta_z^2/2}
\]
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\( \mathbf{v} = \cos(\phi)\mathbf{u} + \sin(\phi)\mathbf{w} \) with \( \mathbf{u}, \mathbf{w} \in T_x \mathcal{M} \cap \mathbb{C}S^{n-1}, H_f(\mathbf{z})|_{\mathbf{u}} = 0, H_f(\mathbf{z})|_{\mathbf{w}} > 0, \) and \( \mathbf{u}^*\mathbf{w} = 0. \) Utilizing (2.11)–(2.13), the discriminant of the mapping \( t \mapsto G(\mathbf{v}, t) - 2\alpha \) is then given by

\[
16H_3^2(\mathbf{v}) - 4H_f(\mathbf{z})|_{\mathbf{v}}(H_f(\mathbf{z})|_{\mathbf{v}} + H_4(\mathbf{v}) - 2\alpha) \\
= 4\left[4H_3^2(\mathbf{u}, \mathbf{w}) - H_f(\mathbf{z})|_{\mathbf{w}}(H_4(\mathbf{u}) - 2\alpha)\right]\sin^2(\phi) + O(\sin^3(\phi)),
\]

for \( \phi \to 0. \) As in the proof of Theorem 2.4, if \( H_3^2(\mathbf{u}, \mathbf{v}) \geq H_f(\mathbf{z})|_{\mathbf{w}}H_4(\mathbf{u}), \) this implies that the larger root of \( t \mapsto G(\mathbf{v}, t) - 2\alpha \) converges to \( +\infty \) as \( \phi \to 0 \) and hence, the condition \( G(\mathbf{v}, \cot(\theta)) \geq 2\alpha \) can not hold for all \( \mathbf{v} \in T_x \mathcal{M} \cap \mathbb{C}S^{n-1} \) and \( \theta \in \mathcal{T}_{\delta}. \)

Conversely, let us assume that the fourth-order optimality conditions are satisfied. We define the sets \( \mathcal{N} := \{ \mathbf{v} \in \mathbb{C}^n : H_f(\mathbf{z})|_{\mathbf{v}} = 0 \}, \ \mathcal{U} := [T_x \mathcal{M} \cap \mathbb{C}S^{n-1}] \cap \mathcal{N}, \) and \( \mathcal{W} := [T_x \mathcal{M} \cap \mathbb{C}S^{n-1}] \cap \mathcal{N}^\perp. \) Since both \( \mathcal{U} \) and \( \mathcal{W} \) are compact and the functions \( H_f(\mathbf{z})|_{\cdot}, H_3(\cdot, \cdot), \) and \( H_4(\cdot) \) are continuous, we have

\[
\min_{\mathbf{u} \in \mathcal{U}} H_4(\mathbf{u}) := \epsilon_1 > 0, \quad \min_{(\mathbf{u}, \mathbf{w}) \in \mathcal{U} \times \mathcal{V}} H_f(\mathbf{z})|_{\mathbf{w}}H_4(\mathbf{u}) - 4H_3^2(\mathbf{u}, \mathbf{w}) := \epsilon_2 > 0,
\]

and \( \min_{\mathbf{w} \in \mathcal{W}} H_f(\mathbf{z})|_{\mathbf{w}} = \epsilon_3 > 0. \) Let \( \mathbf{v} \in T_x \mathcal{M} \cap \mathbb{C}S^{n-1} \) be arbitrary and let \( \xi > 0 \) be a small constant that will be determined later. Setting \( \epsilon := \frac{1}{2} \min\{\epsilon_1, \epsilon_2\}, \) we now consider three different cases.

Case 1. \( H_f(\mathbf{z})|_{\mathbf{v}} = 0. \) In this case, it follows \( G(\mathbf{v}, t) = H_4(\mathbf{v}) > \epsilon \) for all \( t \in \mathbb{R}. \)

Case 2. \( H_f(\mathbf{z})|_{\mathbf{v}} > \xi. \) The roots of the quadratic function \( t \mapsto G(\mathbf{v}, t) - \epsilon \) are bounded by

\[
\frac{4|H_3(\mathbf{v})| + \sqrt{\left|16H_3^2(\mathbf{v}) - 4H_f(\mathbf{z})|_{\mathbf{v}}(H_f(\mathbf{z})|_{\mathbf{v}} + H_4(\mathbf{v}) - \epsilon)\right|}}{2H_f(\mathbf{z})|_{\mathbf{v}}} < \frac{2 + \sqrt{7}}{\xi}M,
\]

where \( M := \max_{\mathbf{v} \in T_x \mathcal{M} \cap \mathbb{C}S^{n-1}} \max \left\{ |H_f(\mathbf{z})|_{\mathbf{v}}, |H_3(\mathbf{v})|, |H_4(\mathbf{v})|, \epsilon \right\}. \) The continuity of the functions \( H_f(\mathbf{z})|_{\cdot}, |H_3(\cdot)|, \) and \( |H_4(\cdot)| \) implies \( M < +\infty. \) Hence, we have \( G(\mathbf{v}, t) > \epsilon \) for all \( t \in \mathbb{R} \) such that \( |t| \geq (2 + \sqrt{7})M\xi^{-1}. \)

Case 3. \( H_f(\mathbf{z})|_{\mathbf{v}} \in (0, \xi]. \) As before, we can further decompose \( \mathbf{v} \) via \( \mathbf{v} = \cos(\phi)\mathbf{u} + \sin(\phi)\mathbf{w}, \ \mathbf{u} \in \mathcal{U}, \ \mathbf{w} \in \mathcal{W}, \ \mathbf{u}^*\mathbf{w} = 0, \) and \( \phi \in [-\pi, \pi]. \) (For instance, the vectors \( \mathbf{u} \) and \( \mathbf{w} \) can be set as normalized orthogonal projections of \( \mathbf{v} \) onto the subspaces \( T_x \mathcal{M} \cap \mathcal{N} \) and \( T_x \mathcal{M} \cap \mathcal{N}^\perp, \) respectively). Using (2.11) and the underlying assumption of case 3, we have

\[
\sin^2(\phi) = \left(H_f(\mathbf{z})|_{\mathbf{w}}\right)^{-1} \cdot H_f(\mathbf{z})|_{\mathbf{v}} \leq \epsilon_3^{-1}\xi.
\]

Furthermore, by (2.11)–(2.13), the discriminant of \( t \mapsto G(\mathbf{v}, t) - M^{-1}\epsilon \) satisfies
where $C_z > 0$ is a constant only depending on $z$. Notice that such a uniform constant can be found by using the compactness of $\mathbb{CS}^{n-1}$ and a continuity argument in (2.12) and (2.13). Choosing $0 < \xi < (4\epsilon/C_z)^2\epsilon_3$ and due to (2.16), we obtain $|\sin(\phi)| < 4\epsilon/C_z$, which implies that the discriminant of $t \mapsto G(v, t) - M^{-1}\epsilon$ is negative. This yields $G(v, t) \geq M^{-1}\epsilon$ for all $t \in \mathbb{R}$.

Overall, setting $M_2 := (2 + \sqrt{7})M_2\xi^{-1}$ and $\alpha := \min\{\epsilon/8, (8M)^{-1}\epsilon\}$, it follows $G(v, t) \geq 8\alpha$ for all $v \in T_{zA}M \cap \mathbb{CS}^{n-1}$ and $t \in \mathbb{R}$ such that $|t| \geq M_2$. Due to (2.10), $\delta_z \in (0, 1]$ can be chosen such that we have $|\cot(\theta)| \geq M_2$ for all $\theta$ with $\cos(\theta) \geq 1 - \delta_z^2/2$. For all of those $\theta$ and all $v \in T_{zA}M \cap \mathbb{CS}^{n-1}$, we then can infer

$$G(v, \cot(\theta)) \geq 8\alpha \geq \frac{8\alpha}{(1 + \cos(\theta))^2} = 8\alpha \cdot \frac{(1 - \cos(\theta))^2}{\sin^2(\theta)},$$

where the second inequality follows from $\cos(\theta) \geq 0$. By (2.15), this shows that $z$ is a strict local minimum. \hfill $\square$

### 3 Geometric analysis of the diagonal case

In this section, we investigate the geometric properties of problem (1.1) under the assumption that $A$ is a diagonal matrix, i.e., $A = \text{diag}(a) = \text{diag}(a_1, a_2, \ldots, a_n)$.

By setting $u_k = |z_k|^2$, we can reformulate problem (1.1) as a convex problem

$$\min_{u \in \mathbb{R}^n} \frac{1}{2} a^T u + \frac{\beta}{2} \|u\|^2 \quad \text{s.t.} \quad u \in \Delta_n,$$

where $\Delta_n = \{u \in \mathbb{R}^n : u_k \in [0, 1], k \in [n], \sum_{k \in [n]} u_k = 1\}$ is the $n$-simplex. We will use this connection later to show that there are no spurious local minima in the diagonal case and that the global solutions can be characterized via the unique solution of the strongly convex problem (3.1).

We first derive an explicit representation of critical points of problem (1.1).

**Lemma 3.1** (Characterizing stationary points) Suppose that $A$ is diagonal and let $z \in \mathbb{CS}^{n-1}$ be given. Let us set $\mathcal{I} := \{k \in [n] : z_k \neq 0\}$ and

$$u_k := 0, \quad \forall \ k \in \mathcal{C}, \quad u_k := \frac{1}{|\mathcal{I}|} + \frac{1}{2\beta} \left[ \frac{1}{|\mathcal{I}|} \sum_{i \in \mathcal{I}} a_i - a_k \right], \quad \forall \ k \in \mathcal{I}.$$

Then, $z$ is a stationary point if and only if there exist $\theta_k \in [0, 2\pi), k \in [n]$, such that $u_k \in (0, 1]$ for all $k \in \mathcal{I}$ and $z_k = \sqrt{u_k}e^{i\theta_k}$ for all $k$. \hfill $\triangle$
Proof In the diagonal case, introducing the polar form $z = (r_1e^{i\theta_1}, \ldots, r_ne^{i\theta_n})^T$, the first-order optimality conditions reduce to
\[
(a_k + 2\beta r_k^2 - 2\lambda)r_k e^{i\theta_k} = 0 \quad \forall \; k \in [n].
\]
(3.2)
where $\lambda$ is the associated multiplier defined in (2.2). Specifically, for all $k \in I$, we have $a_k + 2\beta r_k^2 = 2\lambda$ and summing these equations, we obtain
\[
\lambda = \frac{2\beta + \sum_{k \in I} a_k}{2|I|}, \quad r_k^2 = \frac{2\lambda - a_k}{2\beta},
\]
and $2\lambda - a_k \in (0, 2\beta]$ for all $k \in I$. The claimed result in Lemma 3.1 now follows immediately by setting $u_k = r_k^2$, $k \in [n]$. \qed

Next, we discuss the local minimizer of problem (1.1). By combining Theorems 2.1 and 3.1, we see that there are no spurious local minimizer in the diagonal case, i.e., all local solutions are automatically global solutions of problem (1.1).

Theorem 3.1 (Characterization of local minimizer) Let $A$ be a diagonal matrix. A point $z \in \mathbb{C}^n$ is a local minimizer of problem (1.1) if and only if
\[
\text{grad } f(z) = 0 \quad \text{and} \quad H = A + 2\beta \text{diag}(|z|^2) - 2\lambda I \succeq 0,
\]
(3.3)
where $\lambda \in \mathbb{R}$ is the associated Lagrange multiplier. In addition, every local solution $z$ can be represented explicitly and has to satisfy
\[
z_k = \sqrt{u_k} e^{i\theta_k}, \quad \theta_k \in [0, 2\pi), \quad u = \mathcal{P}_{\Delta_n}(-a/2\beta), \quad \forall \; k \in [n],
\]
where $\mathcal{P}_{\Delta_n}$ denotes the Euclidean projection onto the n-simplex $\Delta_n$.

Proof According to Theorem 2.1, a point satisfying the conditions (3.3) is a global minimum of problem (1.1) and hence, it is also a local minimum. Let $z \in \mathbb{C}^{n-1}$ now be an arbitrary local minimum. Then, the first- and second-order necessary optimality conditions hold at $z$, i.e., we have grad $f(z) = 0$ and
\[
H_f(z)[v] = v^* H v + 4\beta \cdot \sum_{k=1}^n r_k^2 t_k^2 \cos^2(\theta_k - \phi_k) \geq 0
\]
(3.4)
for all $v \in T_z M$, where $(r_1e^{i\theta_1}, \ldots, r_ne^{i\theta_n})^T$ and $(t_1e^{i\phi_1}, \ldots, t_ne^{i\phi_n})^T$ are the corresponding polar coordinates of $z$ and $v$, respectively.

As shown in Lemma 3.1 and using the stationarity condition grad $f(z) = 0$, it follows $H_{kk} = a_k + 2\beta |z_k|^2 - 2\lambda = 0$ for all $k \in I = \{k : z_k \neq 0\}$. Next, for $k \in I^C$, we define $v := e_k$, where $e_k$ denotes the k-th unit vector. This choice of $v$ obviously fulfills $\Re(v^*z) = 0$ and thus, the optimality condition (3.4) implies $H_{kk} = H_f(z)[v] \geq 0$. Since $H$ is diagonal, this yields $H \succeq 0$. \qed
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In order to verify the explicit characterization of local minimizers, we notice that \( \mathbf{u} = P_{\Delta_n}(-\mathbf{a}/2\beta) \) is the unique solution of the strongly convex problem (3.1). Moreover, using the identity \( u_k \equiv |z_k|^2, k \in [n] \), every global solution of (1.1) corresponds to a global minimizer of the problem (3.1) and vice versa. Since problem (3.1) does not possess spurious local minimizers, this finishes the proof of Theorem 3.1. \( \square \)

The latter theorem shows that we can identify and explicitly compute the unique equivalence class \([z]\) of global minimizer by a projection onto the \(n\)-simplex. This can be realized numerically in \(O(n \log n)\) operations, see, e.g., [66].

Inspired by the analysis of phase synchronization problems in [9], we now study the behavior of global minimizer when the diagonal matrix \(A\) is perturbed by a random noise matrix \(W\).

**Theorem 3.2** Let \(A\) be a diagonal matrix and let \(W \in \mathbb{C}^{n \times n}\) be a Hermitian matrix. Suppose that \(z_0\) is a global minimizer of (1.1) and that the point \(y \in \mathbb{C}^{n-1}\) satisfies \(f_\sigma(y) \leq \min_{z \in [z_0]} f_\sigma(z)\), where \(f_\sigma(z) := f(z) + \frac{\sigma}{2} z^* W z\) and \(\sigma > 0\) is a given noise parameter. Then, it holds that

\[
\min_{z \in [z_0]} \|y - z\|_4 \leq \sqrt{2\sigma \beta^{-1} \|W\|_2 n^{1/4}}.
\]

**Proof** As usual, we introduce the polar coordinates \(z_0 = (r_1 e^{i\theta_1}, ..., r_n e^{i\phi_n})^T\) and \(y = (t_1 e^{i\phi_1}, ..., t_n e^{i\phi_n})^T\). Due to Theorem 3.1, we can assume \(\theta_k = \phi_k\) and we have \(a_k + 2\beta r_k^2 - 2\lambda \geq 0\) for all \(k \in [n]\), where \(a_k = A_{kk}\) and \(\lambda\) is the associated multiplier of \(z_0\). Moreover, applying (3.2), we can infer \(a_k + 2\beta r_k^2 - 2\lambda = 0\) for all \(k\) with \(r_k > 0\). Thus, using \(f_\sigma(y) \leq f_\sigma(z_0)\) and \(\|z_0\| = \|y\| = 1\), this implies

\[
\sigma (z_0^* W z_0 - y^* W y) \\
\geq (y^* A y - z_0^* A z_0) + \beta \sum_{k \in [n]} (t_k^4 - r_k^4) \\
= \sum_{k \in [n]} (a_k + \beta (t_k^2 + r_k^2))(t_k^2 - r_k^2) \\
= \sum_{k \in [n], r_k > 0} (a_k + \beta (t_k^2 + r_k^2))(t_k^2 - r_k^2) + \sum_{k \in [n], r_k = 0} (a_k + \beta t_k^2) t_k^2 \\
\geq \sum_{k \in [n], r_k > 0} (2\lambda + \beta (t_k^2 - r_k^2))(t_k^2 - r_k^2) + \sum_{k \in [n], r_k = 0} (2\lambda + \beta t_k^2) t_k^2 \\
= \sum_{k \in [n]} (2\lambda + \beta (t_k^2 - r_k^2))(t_k^2 - r_k^2) \\
= \beta \sum_{k \in [n]} (t_k^2 - r_k^2)^2 \geq \beta \sum_{k \in [n]} (t_k - r_k)^4 = \beta \|y - z_0\|_4^4.
\]
Note that the last inequality follows from \((tk + rk)^2 \geq (tk - rk)^2\). Furthermore, by Hölder’s inequality and by \(\|x\|_{4/3} \leq n^{1/4}\|x\|\), we have

\[
\begin{align*}
  z_0^* Wz_0 - y^* W y &= \Re((z_0 - y)^* W(z_0 + y)) \\
  &\leq \|z_0 - y\|_4\|W(z_0 + y)\|_{4/3} \\
  &\leq n^{1/4}\|z_0 - y\|_4\|W(z_0 + y)\| \\
  &\leq 2n^{1/4}\|W\|_2\|z_0 - y\|_4.
\end{align*}
\]

Combining the last inequalities, we can conclude the proof. \(\Box\)

**Remark 1** If \(W \in \mathbb{C}^{n \times n}\) is a Hermitian random matrix with i.i.d. off-diagonal entries following a standard complex normal distribution and with zero diagonal entries, then Bandeira et al. [9], have shown that the bound \(\|W\|_2 \leq 3\sqrt{n}\) holds with probability at least \(1 - \frac{2}{n} - \frac{5}{4} - e^{-n/2}\). Combining this observation with Theorem 3.2, we can obtain

\[
\min_{z \in [z_0]} \|y - z\|_4 \leq 3\sqrt[3]{6}\sigma_\beta^{-1} \cdot n^{1/4}
\]

with probability at least \(1 - 2n^{-5/4} - e^{-n/2}\).

### 4 Geometric analysis of the rank-one case

In this section, we investigate the case when \(A\) is rank-one and positive semidefinite, i.e., we can write \(A = aa^*\) for some \(a \in \mathbb{C}^n\) and the quartic–quadratic problem (1.1) reduces to

\[
\min_{z \in \mathbb{C}^n} f(z) = \frac{1}{2}|a^* z|^2 + \frac{\beta}{2}\|z\|_4^4 \quad \text{s.t. } \|z\|_2 = 1. \tag{4.1}
\]

The associated first- and second-order necessary optimality conditions are given by

\[
a^* z \cdot a + 2\beta\text{diag}(|z|^2)z = 2\lambda z, \quad 2\lambda = |a^* z|^2 + 2\beta\|z\|_4^4 \tag{4.2}
\]

and \(H_f(z)[v] = v^*[aa^* + 2\beta\text{diag}(|z|^2) - 2\lambda I]\) for all \(v \in \mathbb{C}^n\). We now present a first structural and preparatory property of local and global minima.

**Lemma 4.1** Suppose that \(z\) is a local minimizer of (4.1). Then, for all \(k \in [n]\) with \(a_k = 0\) it holds that \(|z_k|^2 = \frac{\lambda}{\beta}\).

**Proof** If \(a_k = 0\), the first-order optimality conditions (4.2) imply \(\beta|z_k|^2 z_k = \lambda z_k\). Let us assume \(z_k = 0\) and let us choose \(v \in \mathbb{C}^n\) with \(v_k = 1\) and \(v_j = 0\) for all \(j \neq k\). Due to \(\lambda \geq \beta\|z\|_4^4 \geq \frac{\beta}{n} > 0\), we obtain

\[
H_f(z)[v] = -2\lambda < 0,
\]

which contradicts the second-order necessary optimality conditions. Hence, we have \(|z_k|^2 = \frac{\lambda}{\beta}\). \(\square\)
In the following sections, we discuss two different classes of local minima, which are characterized by their orthogonality to the vector $a$.

### 4.1 Orthogonal local minima

We first analyze the case where the local minimizer $z$ satisfies $a^*z = 0$.

**Theorem 4.1** Suppose that $z$ is a local minimizer satisfying $a^*z = 0$. Then, $z$ has at most one zero component and all of its nonzero components must have the same modulus.

**Proof** By the first-order optimality conditions, it follows $z_k = 0$ or $|z_k|^2 = \frac{1}{n}$ for all $k$. Hence, all nonzero components of $z$ have the same modulus.

Without loss of generality we now assume that $|z_k|^2 = \frac{1}{n}$ for $1 \leq k \leq n$ and $z_k = 0$ for $\tau + 1 \leq k \leq n$. Due to Lemma 4.1, we have $a_{n-1}, a_n \neq 0$ if $\tau \leq n - 2$. Let us set

$$v_k = 0, \quad k \in [n-2], \quad v_{n-1} = \frac{\tilde{a}_n}{\sqrt{|a_{n-1}|^2 + |a_n|^2}}, \quad v_n = \frac{-\tilde{a}_{n-1}}{\sqrt{|a_{n-1}|^2 + |a_n|^2}}.$$

Then, it holds that $H_f(z|v) = -2\lambda < 0$, which is a contradiction. Thus, we have $\tau = n - 1$ or $\tau = n$ (which means that all components $z_k$ are nonzero).

Next, we derive conditions under which the existence of such local minima can be ensured. Before we present the formal statement and proof of the main theorem, we discuss a result that is used later in Theorem 4.2.

**Lemma 4.2** If $\|a\|_\infty \leq \frac{1}{2} \|a\|_1$, there exist phases $\{\theta_k\}_{k \in [n]}$, $\theta_k \in [0, 2\pi]$, such that $\sum_{k \in [n]} e^{i\theta_k}a_k = 0$.

**Proof** Let us assume $a_k \neq 0$ for all $k$. If $n = 1$, the condition $\|a\|_\infty \leq \frac{1}{2} \|a\|_1$ is never satisfied and hence, the statement in Lemma 4.2 holds automatically. In the case $n = 2$, we have $2 \max\{|a_1|, |a_2|\} \leq |a_1| + |a_2|$. This implies $|a_1| = |a_2|$ and thus, we can choose $\theta_1$ and $\theta_2$ such that $e^{i\theta_1}a_1 = |a_1|$ and $e^{i\theta_2}a_2 = -|a_1|$.

Otherwise assume $n \geq 3$ and $|a_1| = \|a\|_\infty$. Let $b_1 = \sum_{k \geq 3} |a_k|$, $b_2 = |a_2|$ and $b_3 = |a_1|$. It holds that $b_1 + b_2 = \|a\|_1 - |a_1| \geq b_3$, which means that the numbers $b_1, b_2, b_3$ can be interpreted as sides of a (degenerated) triangle. Let $ABC$ be such a triangle embedded into the complex space, where $A, B, C \in \mathbb{C}$ denote the nodes of $ABC$ with $|B - C| = b_1, |C - A| = b_2, |A - B| = b_3$. Consequently, there exist $\phi_1, \phi_2, \phi_3 \in [0, 2\pi)$ such that $B - C = e^{i\phi_1}b_1, C - A = e^{i\phi_2}b_2, A - B = e^{i\phi_3}b_3$.

But then we have $\sum_{k=1}^3 e^{i\phi_k}b_k = 0$, which completes the proof of the lemma.

**Theorem 4.2** (Existence of orthogonal local minima) There exists a local minimizer $z$ of (4.1) such that $a^*z = 0$ if and only if $\|a\|_\infty \leq \frac{1}{2} \|a\|_1$, or $a$ has only one nonzero component and we have $\|a\|^2 \geq 2\beta/(n-1)$. Further, if $a$ satisfies such conditions, all local minima with $a^*z = 0$ are the only global minima of (4.1).
Let \( z = (r_1 e^{i \theta_1}, \ldots, r_n e^{i \theta_n})^T \) be a local minimizer of problem (4.1) such that \( a^*z = 0 \). By Theorem 4.1, we only need to consider the cases when the local minimizer has no zero component or exactly one zero component.

**Case 1.** If \( z \) does not have any zero component, then it follows \( |z_k|^2 = \frac{1}{n} \) for all \( k \) and we have

\[
a^*z = \frac{1}{\sqrt{n}} \sum_{k \in [n]} e^{i \theta_k} a_k = 0,
\]

which implies \( |a_j| = |\sum_{k \neq j} e^{i \theta_k} a_k| \leq \sum_{k \neq j} |a_k| = \|a\|_1 - |a_j| \) for all \( j \in [n] \).

Choosing \( a_j \) to be the element with maximal modulus, we get \( \|a\|_\infty \leq \frac{1}{2} \|a\|_1 \).

**Case 2.** Let us suppose \( z_n = 0 \). Then, due to Lemma 4.1, we obtain \( a_n \neq 0 \). Let us assume that there exists another component \( a_k \neq 0 \) for some \( k \in [n-1] \). Setting

\[
v_j = iz_j, \quad j \neq k, \quad v_k = (1 - |a_n|)iz_k, \quad v_n = \frac{a_n}{|a_n|} \bar{a}_k \cdot iz_k,
\]

and normalizing \( v \), we have \( a^*v = i \cdot a^*z = 0 \) and \( \Re(z^*v) = 0 \) and the quadratic form \( H_f(z)[v] \) satisfies

\[
H_f(z)[v] = 2\beta \sum_{k \in [n-1]} |z_k|^2 |v_k|^2 - 2\lambda \sum_{k \in [n]} |v_k|^2 = -2\lambda |v_n|^2 < 0,
\]

which contradicts the second-order optimality conditions. Note that we used Lemma 4.1 and \( |z_k|^2 = \lambda/\beta \) for \( k \in [n-1] \) in the second equality. Consequently, we can infer \( a_k = 0 \) for all \( k \in [n-1] \), which implies that \( a \) has only one nonzero component. By Theorem 4.1, we then have \( |z_k|^2 = \frac{1}{n-1} \) for all \( k \in [n-1] \). Choosing \( v = (0, 0, \ldots, 0, 1)^T \in T_z \mathcal{M} \) in the second-order necessary optimality conditions, we obtain

\[
H_f(z)[v] = |a_nv_n|^2 + \frac{2\beta}{n-1} (1 - |v_n|^2) - \frac{2\beta}{n-1} = |a_n|^2 - \frac{2\beta}{n-1} \geq 0,
\]

and thus, it follows \( \|a\|^2 = |a_n|^2 \geq \frac{2\beta}{n-1} \).

We continue with the proof of the second direction. In particular, suppose that \( a \) satisfies the conditions stated in Theorem 4.2. We again discuss two cases.

**Case 1.** By Lemma 4.2, if \( \|a\|_\infty \leq \frac{1}{2} \|a\|_1 \), we can choose phases \( \{\theta_k\}_{k \in [n]} \) such that \( \sum_{k \in [n]} e^{i \theta_k} a_k = 0 \). Let us set \( z_k = e^{i \theta_k} / \sqrt{n} \) for all \( k \in [n] \). Then, we have \( a^*z = 0 \) and \( f(z) = \beta/(2n) \), which is the lower bound of the objective function \( f \). Thus, in this case \( z \) is a global minimizer of (4.1). Moreover, the objective function attains its optimal value if and only if \( a^*z = 0 \) and \( \|z\|_2^2 = 1/n \) and hence all global minima are orthogonal minima. Due to Theorem 4.1, we have \( |z_k|^2 = 1/n \) for all orthogonal local minima (those minima can not have zero components since this would imply that \( a \) has only one nonzero component \( a_n \)), which yields \( \|z\|_2^2 = 1/n \). This shows that all orthogonal local minima are the only global solutions.
Case 2. If \( \mathbf{a} \) has only one nonzero component \( a_n \) with \( \| \mathbf{a} \|_2^2 \geq \frac{2\beta}{n-1} \), the matrix \( \mathbf{A} \) is diagonal and we can apply the results derived in Sect. 3. Specifically, by Theorems 3.1 and 4.1, every local minimizer \( \mathbf{z} \) is already a global minimizer of problem (4.1) and it has to satisfy

\[
|z_k| = \frac{1}{\sqrt{n-1}}, \quad \forall \ k \in [n-1], \quad \text{and} \quad z_n = 0.
\]  

(4.3)

Theorem 3.1 further implies that the set of local minima of (4.1) is fully characterized by (4.3). Hence, in this situation, all local minima fulfill the orthogonality condition \( \mathbf{a}^* \mathbf{z} = 0 \) and are the only global minima of (4.1).

This finishes the proof of Theorem 4.2. \( \square \)

4.2 Non-orthogonal local minima

We discuss the case when there is no local minimizer \( \mathbf{z} \) such that \( \mathbf{a}^* \mathbf{z} = 0 \), or, equivalently, \( \mathbf{a} \) does not satisfy the conditions stated in Theorem 4.2. Let us introduce the polar coordinates \( z_k = r_k e^{i\theta_k}, a_k = t_k e^{i\phi_k} \), and \( \mathbf{a}^* \mathbf{z} = s e^{i\zeta} \) for all \( k \in [n] \) and let \( \mathbf{z} \) be a stationary point of (4.1) with \( \mathbf{a}^* \mathbf{z} \neq 0 \). By the optimality condition (4.2), we have

\[
e^{i(\zeta+\phi_k-\theta_k)} = \frac{(2\lambda - 2\beta r_k^2 r_k}{s t_k} \in \mathbb{R} \quad \forall \ k \text{ with } a_k \neq 0,
\]

which implies \( \theta_k - \phi_k - \zeta \in \{\ell \pi : \ell \in \mathbb{Z}\} \) for all those \( k \). Since a global shift of the form \( (z_1, \ldots, z_n) \rightarrow (e^{i\xi_1} z_1, \ldots, e^{i\xi_n} z_n) \) will not change the objective function value and the first-order optimality conditions, if we choose \( \xi_k = \xi \in \mathbb{R} \) for all \( k \) with \( a_k \neq 0 \) and \( \xi_k \in \mathbb{R} \) arbitrarily for all \( k \) with \( a_k = 0 \), we can shift \( \mathbf{z} \) such that \( \theta_k + \xi - \phi_k \in \{\ell \pi : \ell \in \mathbb{Z}\} \) for all \( k \) with \( a_k \neq 0 \). The shifted stationary point then satisfies \( [e^{i\xi_k} z_k] \tilde{a}_k \in \mathbb{R} \). Furthermore, in the case \( a_k = 0 \), we can adjust \( z_k \) to be a real number. Consequently, for every stationary point of problem (4.1), we can find a corresponding stationary point which has the same objective function value and satisfies the following ‘consistency’ property.

Definition 4.1 A stationary point \( \mathbf{z} \) of problem (4.1) is called consistent, if it satisfies

\[
\tilde{a}_k z_k \in \mathbb{R}, \quad \forall \ k \text{ with } a_k \neq 0 \quad \text{and} \quad z_k \in \mathbb{R}, \quad \forall \ k \text{ with } a_k = 0.
\]

Note that the corresponding consistent stationary point of a local minimizer of problem (4.1) does not need to be a local minimizer. On the other hand, a globally shifted consistent stationary point \( (e^{i\xi_1} z_1, \ldots, e^{i\xi_n} z_n) \) of a global minimizer \( \mathbf{z} \) remains a global minimizer since the objective function value does not change. In this subsection, we focus on structural properties of consistent stationary points of (4.1).

Remark 2 Suppose \( \mathbf{a} \) does not satisfy the conditions in Theorem 4.2, then there exists a local minimizer \( \mathbf{z} \) such that \( \mathbf{a}^* \mathbf{z} \neq 0 \). If we have \( z_k = 0 \) for some \( k \in [n] \), then the first-order optimality conditions imply \( a_k = 0 \) which contradicts Lemma 4.1. Hence, for any local minima \( \mathbf{z} \) with \( \mathbf{a}^* \mathbf{z} \neq 0 \), we have \( z_k \neq 0 \) for all \( k \in [n] \).
In the following result, we show that consistent local minima must belong to the same equivalence class defined in (2.5).

**Theorem 4.3** Suppose that \( z, y \in \mathbb{C}S^{n-1} \) are two consistent local minima of problem (4.1) with \( a^*z \neq 0 \) and \( a^*y \neq 0 \). Then, we have \( y \in [z] \).

**Proof** The consistency of the stationary points \( y \) and \( z \) implies \( y^*z \in \mathbb{R} \) and thus, it holds that \( i^*y \in T_z M \cap \mathbb{C}S^{n-1} \) and \( i^*z \in T_y M \cap \mathbb{C}S^{n-1} \). By the second-order necessary optimality conditions, we have

\[
H_f(z)[i^*y] = |a^*y|^2 + 2\beta \sum_{k \in [n]} |z^*yk|^2 - 2\lambda z \geq 0,
\]

\[
H_f(y)[i^*z] = |a^*z|^2 + 2\beta \sum_{k \in [n]} |z^*yk|^2 - 2\lambda y \geq 0,
\]

where \( 2\lambda z = |a^*z|^2 + 2\beta \|z\|_4^4 \) and \( 2\lambda y = |a^*y|^2 + 2\beta \|y\|_4^4 \). Summing those two inequalities yields

\[
0 \leq -2\beta \left[ \|z\|_4^4 - 2 \sum_{k \in [n]} |z^*yk|^2 + \|y\|_4^4 \right] = -2\beta \sum_{k \in [n]} (|z_k|^2 - |y_k|^2)^2.
\]

Hence, we have \( |z_k| = |y_k| \) for all \( k \in [n] \). \( \square \)

**Remark 3** Similarly, if \( z, y \in \mathbb{C}S^{n-1} \) are two local minima of problem (4.1) such that \( z_k \) and \( y_k \) have the same phases for all \( k \in [n] \), then \( y \in [z] \).

We now prove that there are no spurious consistent local minima.

**Theorem 4.4** If \( a \) does not satisfy the conditions in Theorem 4.2, then all the consistent local minima of problem (4.1) are global minima.

**Proof** Suppose \( z, y \in \mathbb{C}S^{n-1} \) are two consistent local minima. Using the inequalities in (4.4) and \( |z_k| = |y_k| \), we obtain \( |a^*z|^2 = |a^*y|^2 \). Hence, all consistent local minima have the same objective function value. Since \( a \) does not satisfy the conditions in Theorem 4.2, there exists a consistent global minimizer satisfying \( a^*z \neq 0 \). This shows that all consistent local minima are global minima. \( \square \)

**Remark 4** Combining the last results, we see that the moduli \( |z_k| \) of every global minimum \( z \) of problem (4.1) coincide and are uniquely determined for all \( k \). If these moduli are known and fixed, then problem (4.1) reduces to a phase synchronization problem with rank-one observation matrix \( aa^* \).

### 5 Analyzing the geometric landscape: the real case

We now investigate a variant of the so-called strict-saddle property introduced by Ge, Jin, and Zheng in [35, Definition 2]. More specifically, as in [72, Theorem 2.2], we
strengthen the first condition in [35, Definition 2] to uniform positive definiteness of the Riemannian Hessian.

**Definition 5.1** Let $\xi, \epsilon, \zeta > 0$ be given constants. A function $f$ is called $(\xi, \epsilon, \zeta)$-strict-saddle if for all $z \in \mathcal{M}$ one of the following conditions holds:

1. (Strong convexity). For all $v \in T_z \mathcal{M} \cap S^{n-1}$ we have $H_f(z)[v] \geq \xi$.
2. (Large gradient). It holds that $\|\text{grad} f(z)\| \geq \epsilon$.
3. (Negative curvature). There exists $v \in T_z \mathcal{M} \cap S^{n-1}$ with $H_f(z)[v] \leq -\zeta$.

The strict-saddle property can be utilized to establish polynomial time convergence rates of second-order optimization algorithms, such as the Riemannian trust region method [72], and almost sure convergence to local minimizer of Riemannian gradient descent methods with random initialization, see, e.g., [48,49].

In the following sections, we analyze the geometric landscape of problem (1.1) and show that the strict-saddle property is satisfied in the real case when the interaction coefficient $\beta$ is sufficiently small or large. In general, due to the intricate relation between the quadratic and quartic terms, we can not expect the conditions in Definition 5.1 to hold for all choices of $\beta$ and $A$.

For instance, let us consider the example $A := \alpha 11^T$, $\alpha \geq 0$, and $z := 1/\sqrt{n} \in S^{n-1}$. Then, the associated multiplier $\lambda$ is given by $2\lambda = \alpha n + 2\beta/n$ and it can be shown that $z$ is a stationary point of (1.1) for all $\alpha$. Furthermore, for all $v \in T_z \mathcal{M}$, it follows

$$H_f(z)[v] = v^T [A + 6\beta \text{diag}(|z|^2) - 2\lambda I]v = [4\beta n^{-1} - \alpha n]\|v\|^2.$$ 

Hence, in the case $\alpha = 4\beta/n^2$, the strict-saddle property can not hold. Let us further note that the strong convexity condition in Definition 5.1 is never satisfied at stationary points in the complex case. In particular, if $z \in \mathbb{C}S^{n-1}$ is a critical point, then we have $iz \in T_z \mathcal{M} \cap \mathbb{C}S^{n-1}$ and $H_f(z)[iz] = 0$ which contradicts condition 1.

In Fig. 1, we illustrate different landscapes of the mapping $f$ when the problem is real and three-dimensional and the parameter $\beta$ changes. We consider the setup

$$A = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix}, \quad \beta \in \{0.25, 0.75, 1.25, 3.25\}, \quad (5.1)$$

and the eigenvalues of $A$ are given by 2, 1, and 0, respectively. Moreover, we use spherical coordinates $(\phi, \theta) \mapsto (\cos(\phi), \sin(\phi) \cos(\theta), \sin(\phi) \sin(\theta))^T$, $\phi \in [0, 2\pi]$, $\theta \in [0, \pi]$, to plot the objective function $f$ on the sphere.

Figure 1 demonstrates that the landscape of the objective function varies a lot when the interaction coefficient $\beta$ changes. Specifically, it shows that the number of stationary points and local minima increases from 6 to 26 and from 2 to 8 as $\beta$ increases from 0.25 to 3.25. In Sects. 5.1 and 5.2, we investigate basic geometric features and the strict-saddle property for large and small choices of $\beta$ while keeping the matrix $A$ fixed. In particular, our results will allow us to characterize and describe the geometric landscape of $f$ in the sub-figures (a) and (d) of Fig. 1. In the following, we assume $n \geq 2$ since the landscape of $f$ is trivial in the case $n = 1$. 
Fig. 1 Plot of the landscape of the objective function for fixed $A$ and different values of $\beta$. The red point marker depicts the location of saddle points. Local and global minima are indicated by non-filled and filled diamond markers. The location of local and global maxima is marked by non-filled and filled squares.

### 5.1 Large interaction coefficient

In this section, we prove that the objective function possesses the strict-saddle property if the coefficient $\beta$ is chosen sufficiently large and satisfies $\beta \approx C\rho n^{3/2}$ for some constant $C > 0$. Here, $\rho := \lambda_1 - \lambda_n$ denotes the difference between the largest and the smallest eigenvalue of $A$. We analyze the geometric properties and behavior of $f$ on the following sets:

1. (Strong convexity) $\mathcal{R}_1 := \{z \in \mathbb{S}^{n-1} : \|z\|^2 - 1/n \leq 1/2n\}$,
2. (Large gradient) $\mathcal{R}_2 := \{z \in \mathbb{S}^{n-1} : \|z\|^2 - 1/n \geq 1/2n, \min_{k \in [n]} z_k^2 \geq (n - 1)/4n^2\}$,
3. (Negative curvature) $\mathcal{R}_3 := \{z \in \mathbb{S}^{n-1} : \min_{k \in [n]} z_k^2 \leq (n - 1)/4n^2\}$.

Obviously, these three regions cover the sphere $\mathbb{S}^{n-1}$. An illustration of the regions $\mathcal{R}_1 - \mathcal{R}_3$ is given later in Fig. 2.

We first present a preparatory result that is used to estimate the spectrum of the Riemannian Hessian.

**Lemma 5.1** The following estimate holds for all $z \in \mathbb{S}^{n-1}$:

$$z_0^2 \leq \min_{v \in T_M \cap \mathbb{S}^{n-1}} \sum_{k \in [n]} v_k^2 z_k^2 \leq \frac{n}{n - 1} (1 - z_0^2)z_0^2, \quad (5.2)$$

where $z_0^2 := \min_{k \in [n]} z_k^2$. 

Springer
Proof If there exists \( k \in [n] \) with \( z_k = 0 \), then the optimal value of the latter optimization problem is 0 and it is attained for \( \mathbf{v} = e_k \). Next, let us assume \( z_k^2 > 0 \) and let \( i \in [n] \) be given with \( z_i^2 = z_0^2 \). We define \( \mathbf{v} \in T_2 \mathcal{M} \cap \mathbb{S}^{n-1} \) via

\[
v_i = -\frac{(n-1)c}{z_i}, \quad v_k = \frac{c}{z_k}, \quad c = \left[ \frac{(n-1)^2}{z_i^2} + \sum_{k \neq i} \frac{1}{z_k^2} \right]^{-1/2}, \quad k \neq i.
\]

Using the reverse Hölder inequality, we have \( \sum_{k \neq i} z_k^{-2} \geq (n-1)^2 \left( \sum_{k \neq i} \frac{1}{z_k^2} \right)^{-1} \) and thus, we obtain

\[
\sum_{k \in [n]} z_k^2 v_k^2 = n(n-1)c^2 \leq \frac{n(n-1)}{z_i^2} + \frac{(n-1)^2}{1-z_0^2} = \frac{n}{n-1} \left( 1 - \frac{z_0^2}{z_i^2} \right).
\]

This establishes the upper bound in (5.2). The lower bound follows from \( \|\mathbf{v}\| = 1 \) and \( z_k^2 \geq z_i^2 \) for all \( k \in [n] \).

In the following lemma, we verify that the objective function has the strong convexity property on the region \( \mathcal{R}_1 \).

Lemma 5.2 Let \( \gamma > 0 \) be given and suppose that \( \beta \geq 2(1 + \gamma) \rho n \). Then, for all \( \mathbf{z} \in \mathcal{R}_1 \) and all \( \mathbf{v} \in T_2 \mathcal{M} \cap \mathbb{S}^{n-1} \) it holds that \( H_f(\mathbf{z})[\mathbf{v}] \geq \gamma \rho \).

Proof Let us set \( w_k := z_k^2 - \frac{1}{n} \). By the definition of \( \mathcal{R}_1 \), we have \( z_k^2 \in \left[ \frac{1}{2n}, \frac{3}{2n} \right] \) for all \( k \) and \( \mathbf{z} \in \mathcal{R}_1 \). Hence, it follows \( w_k^2 \leq 1/4n^2 \) for all \( k \) and due to \( \sum_{k \in [n]} w_k = 0 \), we obtain:

\[
\sum_{k \in [n]} z_k^4 = \sum_{k \in [n]} \left( w_k + \frac{1}{n} \right)^2 = \frac{1}{n} + \sum_{k \in [n]} w_k^2 \leq \frac{5}{4n}.
\]

Next, by Lemma 5.1 and \( \mathbf{z} \in \mathcal{R}_1 \), it holds that

\[
\min_{\mathbf{v} \in T_2 \mathcal{M} \cap \mathbb{S}^{n-1}} \sum_{k \in [n]} z_k^2 v_k^2 = \min_{k \in [n]} z_k^2 \geq \frac{1}{2n}.
\]

Combining the last results and using \( \mathbf{v}^T A \mathbf{v} - \mathbf{z}^T A \mathbf{z} \geq -\rho \) and (2.2), we have

\[
\min_{\mathbf{v} \in T_2 \mathcal{M} \cap \mathbb{S}^{n-1}} H_f(\mathbf{z})[\mathbf{v}] = \min_{\mathbf{v} \in T_2 \mathcal{M} \cap \mathbb{S}^{n-1}} \mathbf{v}^T [A + 6\beta \text{diag}(|\mathbf{z}|^2)] \mathbf{v} - 2\lambda
\]

\[
\geq -\rho + 6\beta \left[ \min_{\mathbf{v} \in T_2 \mathcal{M} \cap \mathbb{S}^{n-1}} \sum_{k \in [n]} z_k^2 v_k^2 \right] - 2\beta \|\mathbf{z}\|_4^4
\]

\[
\geq -\rho + \frac{2\beta}{n} \left[ \frac{3}{2} - \frac{5}{4} \right] \geq \gamma \rho
\]

for all \( \mathbf{z} \in \mathcal{R}_1 \).  

\( \square \)
The next lemma shows that the norm of the Riemannian gradient is strictly larger than zero—uniformly—on the region $R_2$.

**Lemma 5.3** Let $\beta \geq 8(1 + \frac{1}{n^2})(1 + \gamma)\rho n^{3/2}$ be given for some $\gamma > 0$. Then, for all $z \in R_2$, it holds that $\|\text{grad } f(z)\| \geq \frac{\sqrt{2}}{\sqrt{n}}\beta$.

**Proof** First, we split the norm of the Riemannian gradient $\text{grad } f(z)$ as follows

$$\|\text{grad } f(z)\| = 2\beta \|\text{diag}(|z|^2)z - \|z\|_4^4 \cdot z\| - \|Az - (z^T Az) \cdot z\|$$

$$= 2\beta \left|\|z\|_6^6 - \|z\|_4^8 - \|Az - (z^T Az) \cdot z\|\right|.$$

We now estimate the minuend and subtrahend in the latter expression separately. Let us set $z = \sum_k \alpha_k p_k$, where $\{p_k\}_k$ is the set of orthogonal eigenvectors of the matrix $A$ with corresponding eigenvalues $\lambda_1, \ldots, \lambda_n$. Then, it holds that $\sum_k \alpha_k^2 = 1$ and

$$\|Az - (z^T Az) \cdot z\|^2 = z^T A^2 z - (z^T Az)^2 = \sum_k \alpha_k^2 \lambda_k^2 - \left[\sum_k \alpha_k^2 \lambda_k\right]^2$$

$$= \sum_{k, \ell \in [n]} \alpha_k^2 \lambda_k^2 - \sum_{k, \ell \in [n]} \alpha_k^2 \alpha_\ell^2 \lambda_k \lambda_\ell$$

$$= \frac{1}{2} \sum_{k, \ell \in [n]} \alpha_k^2 \alpha_\ell^2 (\lambda_k - \lambda_\ell)^2 = \frac{1}{2} \rho^2 \sum_{k, \ell \in [n]} \alpha_k^2 \alpha_\ell^2 = \frac{1}{2} \rho^2. \quad (5.3)$$

We continue with bounding the term $\|z\|_6^6 - \|z\|_4^8$. As before using the spherical constraint $\sum_k z_k^2 = 1$, we obtain:

$$\|z\|_6^6 - \|z\|_4^8 = \sum_{k \in [n]} z_k^6 - \left[\sum_{k \in [n]} z_k^4 \right] = \frac{1}{2} \sum_{k, \ell \in [n]} z_k^2 z_\ell^2 (z_k^2 - z_\ell^2)^2.$$

In the following and without loss of generality, we assume that the components of $z$ are ordered and satisfy $z_1^2 \leq z_2^2 \leq \cdots \leq z_n^2$. Notice that $z \in R_2$ implies $z_1^2 \neq z_n^2$ and let us choose $t \in [n - 1]$ such that $z_t^2 \leq \frac{1}{2}(z_1^2 + z_n^2) \leq z_{t+1}^2$. Then, we have

$$1 = \sum_{k=1}^t z_k^2 + \sum_{k=t+1}^n z_k^2 \geq tz_1^2 + \frac{n-t-1}{2}(z_1^2 + z_n^2) + z_t^2,$$

which yields

$$t \geq \frac{(n-1)(z_n^2 + z_1^2) + 2z_n^2 - 2}{z_n^2 - z_1^2} \geq \frac{(n-1)z_1^2 + z_n^2 - 1}{z_n^2 - z_1^2}.$$
Consequently, we get
\[
\sum_{k, \ell \in [n]} z_k^2 z_\ell^2 (z_k^2 - z_\ell^2)^2 \geq z_1^2 \sum_{k \in [n]} z_k^2 (z_k^2 - z_1^2)^2 + \sum_{k \in [n]} z_k^2 (z_k^2 - z_n^2)^2
\]
\[
\geq \frac{1}{4} (z_n^2 - z_1^2)^2 \left[ z_1^2 + \sum_{k=t+1}^n z_k^2 + \sum_{k=1}^t z_k^2 \right]
\]
\[
= \frac{1}{4} (z_n^2 - z_1^2)^2 \left[ z_1^2 + (z_n^2 - z_1^2) \sum_{k=1}^t z_k^2 \right]
\]
\[
\geq \frac{1}{4} (z_n^2 - z_1^2)^2 \left[ z_1^2 + (z_n^2 - z_1^2) t z_1^2 \right] \geq \frac{n}{4} (z_n^2 - z_1^2)^2 z_1^4.
\]
Using \(z_1^2 \geq \frac{n-1}{4n^2} \) and \(\max_k |z_k^2 - \frac{1}{n}| = \max(|z_1^2 - \frac{1}{n}|, |z_n^2 - \frac{1}{n}|) \geq \frac{1}{2n} \), it follows
\[
2[\|\mathbf{z}\|_6^6 - \|\mathbf{z}\|_4^8] \geq \frac{n}{4} (z_n^2 - z_1^2)^2 z_1^4 \geq \frac{n}{4} \left( \frac{1}{2n} \right)^2 \left( \frac{n}{4n^2} \right)^2 = \left( \frac{n - 1}{16n^{5/2}} \right)^2
\]
and finally, combining the last results, we obtain
\[
\|\text{grad} f(\mathbf{z})\| \geq \frac{1}{\sqrt{2}} \left[ 2\beta \cdot \frac{n - 1}{16n^{5/2}} - \rho \right] \geq \frac{\gamma}{\sqrt{2}} \rho,
\]
as desired. \(\square\)

Finally, we show that we can always find a negative curvature direction if \(\mathbf{z}\) belongs to the set \(\mathcal{R}_3\).

**Lemma 5.4** Let \(\gamma > 0\) be arbitrary and let \(\beta \geq 2(1 + \gamma) pn\) be given. Then, for all \(\mathbf{z} \in \mathcal{R}_3\), there exists \(\mathbf{v} \in T_{\mathbf{z}} \mathcal{M} \cap \mathbb{S}^{n-1}\) such that \(H_f(\mathbf{z})[\mathbf{v}] \leq -\gamma \rho\).

**Proof** Using the bound \(\mathbf{v}^T A \mathbf{v} - \mathbf{z}^T A \mathbf{z} \leq \rho\) for \(\mathbf{z}, \mathbf{v} \in \mathbb{S}^{n-1}\) and Lemma 5.1, it follows
\[
\min_{\mathbf{v} \in T_{\mathbf{z}} \mathcal{M} \cap \mathbb{S}^{n-1}} H_f(\mathbf{z})[\mathbf{v}] \leq \rho + 2\beta \left[ \frac{3n}{n - 1} (1 - z_0^2) z_0^2 - \|\mathbf{z}\|_4^4 \right],
\]
where \(z_0^2 := \min_{k \in [n]} z_k^2\). Moreover, due to \(\|\mathbf{z}\|_4^4 \geq \frac{1}{n} \|\mathbf{z}\|_4^4 = \frac{1}{n}\) and \(\mathbf{z} \in \mathcal{R}_3\), we can infer
\[
\min_{\mathbf{v} \in T_{\mathbf{z}} \mathcal{M} \cap \mathbb{S}^{n-1}} H_f(\mathbf{z})[\mathbf{v}] \leq \rho + 2\beta \left[ \frac{3n}{n - 1} z_0^2 - \frac{1}{n} \right] \leq \rho - \frac{\beta}{2n} \leq -\gamma \rho,
\]
which finishes the proof of Lemma 5.4. \(\square\)

Combining the last lemmata, we can derive the following strict-saddle property.
Theorem 5.1 Suppose that the coefficient $\beta$ satisfies $\beta \geq \frac{8n}{n-1}(1 + \gamma)\rho n^{3/2}$ for some given $\gamma > 0$. Then, the function $f$ has the $(C_\gamma, \rho, \frac{\gamma}{\sqrt{2}}\rho, C_\gamma \rho)$-strict-saddle property with $C_\gamma := \frac{4}{n-1}(1 + \gamma)n^{3/2} - 1$.

As a consequence of the strict-saddle property, we can prove that each component of $\mathcal{R}_1$ contains exactly one local minimizer when $\beta$ is sufficiently large. In the next lemma, we first discuss uniqueness of local minimizer if the Riemannian Hessian is positive definite on a certain subset of the sphere.

Lemma 5.5 Let $v \in (0, 1]$ and $z_0 \in S^{n-1}$ be given and let us define $\mathcal{R}_v := \{ z \in S^{n-1} : \|z - z_0\|^2 \leq v \}$. If the Riemannian Hessian $H_f$ of $f$ is positive definite on $\mathcal{R}_v$, i.e., if we have

$$v^T \text{Hess } f(z)v = H_f(z)[v] > 0, \quad \forall \ v \in T_z \mathcal{M}\setminus\{0\}, \quad \forall \ z \in \mathcal{R}_v,$$

then the problem $\min_{z \in \mathcal{R}_v} f(z)$ has at most one local minimizer.

Proof Suppose that there exist two different local minima $z_1, z_2$ of $f$ in the set $\mathcal{R}_v$. Let us consider the geodesic curve $\ell : \mathbb{R} \to S^{n-1}$ on the sphere connecting $z_1$ and $z_2$. As shown in [2, Example 5.4.1], the curve $\ell$ can be represented as follows

$$\ell(t) := z_1 \cos(t) + v \sin(t), \quad v := \frac{z_2 - (z_2^T z_1)z_1}{\|z_2 - (z_2^T z_1)z_1\|} \in T_{z_1} \mathcal{M} \cap S^{n-1},$$

where $T \in (0, 2\pi)$ is chosen such that $\ell(T) = z_2$. Multiplying $\ell(T) = z_2$ with $v^T$ from the left yields $\sin(T) = v^T z_2 \geq 0$ and hence, we have $T \in (0, \pi]$. Then, for all $t \in (0, T)$, it follows $\ell(t)^T \ell'(t) = 0$, $\|\ell'(t)\| = 1$, and

$$\|\ell(t) - z_0\|^2 = 2 - 2 \left( z_0^T z_1 \cdot \cos(t) + z_0^T v \cdot \sin(t) \right) = 2 - 2M \cos(t + \theta),$$

where $M = \sqrt{(z_0^T z_1)^2 + (z_0^T v)^2}$ and $\theta$ is chosen such that $\cos(\theta) = z_0^T z_1 / M$, $\sin(\theta) = -z_0^T v / M$. Since $\ell(0)$ and $\ell(T)$ are both elements of $\mathcal{R}_v$, we know that

$$\|z_0 - \ell(0)\|^2 \leq v \leq 1, \quad \|z_0 - \ell(T)\|^2 \leq v \leq 1,$$

which lead to $\cos(\theta), \cos(\theta + T) > 0$. Due to $T \in (0, \pi]$, we have $\theta, \theta + T \in (-\frac{\pi}{2} + 2k\pi, \frac{\pi}{2} + 2k\pi)$ for some $k \in \mathbb{Z}$. Utilizing the landscape of $t \mapsto \cos(t)$ on those intervals, the maximal value of $[0, T] \ni t \mapsto \|z_0 - \ell(t)\|^2$ is achieved at one of the endpoints $t = 0$ or $t = T$. Hence, it holds that $\|z_0 - \ell(t)\|^2 \leq v$ and $\ell(t) \in \mathcal{R}_v$ for all $t \in [0, T]$.

The special form of the curve $\ell$ yields $\ell''(t) = -\ell(t)$ for all $t \in \mathbb{R}$ and thus, the second-order derivative of the continuous function $g(t) := f(\ell(t))$ is given by...
Corollary 5.1 If \( \beta > 4\rho n^2 \), the problem (1.1) has at least \( 2^n \) local minima. Furthermore, if \( \beta > \frac{18n^3}{n-1}\rho \), then the problem (1.1) has exactly \( 2^n \) local minima.

Proof Without loss of generality, we can assume \( \lambda_n(A) = \lambda_n = 0 \). We first prove that there exists at least one local minimizer in each component of the region \( \mathcal{R}_1 \) if \( \beta > 4\rho n^2 \). Let \( \sigma \in \{-1, +1\}^n \) be a given binary vector and let us define the sets \( B := \{ z \in S^{n-1} : \| z \|^2 - \frac{1}{n} \leq \frac{1}{2n} \} \) and \( \mathcal{P}_\sigma := \prod_{k \in [n]} \sigma_k \mathbb{R}_+ \). We now show that for each possible choice of \( \sigma \) the set \( B \cap \mathcal{P}_\sigma \) contains a local minimizer of \( f \). Let us note that, for all \( z \in S^{n-1} \), the condition \( \| z \|^2 - \frac{1}{n} \leq \frac{1}{2n} \) is equivalent to \( \| z \|^2 \leq \frac{1}{\beta} + \frac{1}{4n^2} \). This observation can be used to establish \( z_k \neq 0 \) for all \( z \in B \cap \mathcal{P}_\sigma \) and consequently, the sets \( B \cap \mathcal{P}_\sigma \) and \( B \cap \mathcal{P}_v \) do not intersect for different binary vectors \( \sigma \neq v \). In particular, if there exists \( k \) with \( z_k = 0 \), then it follows \( \| z \|^4 \geq \frac{1}{n-1} \| z \|^2 = \frac{1}{n-1} \) which yields a contradiction to \( \| z \|^4 \leq \frac{1}{n} + \frac{1}{4n^2} \). Now, for all \( z \in D := \{ z \in S^{n-1} : \| z \|^2 = \frac{1}{n} + \frac{1}{4n^2} \} \), we have

\[
f(z) \geq \beta \left[ \frac{1}{2} \frac{1}{n} + \frac{1}{4n^2} \right] \tag{5.4}
\]

and setting \( z_\sigma = \sigma / \sqrt{n} \in B \cap \mathcal{P}_\sigma \), we obtain

\[
f(z_\sigma) = \frac{1}{2} z_\sigma^T A z_\sigma + \frac{\beta}{2n} \leq \frac{\rho}{2} + \frac{\beta}{2n} < \beta \left[ \frac{1}{n} + \frac{1}{4n^2} \right]. \tag{5.5}
\]

Hence, the global minimizer \( y \) of the problem \( \min_{z \in B \cap \mathcal{P}_\sigma} f(z) \) satisfies \( \| y \|^4 \leq \frac{1}{n} + \frac{1}{4n^2} \). This implies that the Lagrange multiplier associated with the constraint \( \| z \|^4 \leq \frac{1}{n} + \frac{1}{4n^2} \) is zero, and the corresponding KKT conditions for \( y \) reduce to \( \text{grad} \ f(y) = 0 \). Due to \( B \cap \mathcal{P}_\sigma \subset \mathcal{R}_1 \cap \mathcal{P}_\sigma \), the Riemannian Hessian \( \text{Hess} \ f(y) \) is positive definite on the tangent space \( T_y \mathcal{M} \setminus \{0\} \) and thus, by Lemma 2.1, the point \( y \) is one of at least \( 2^n \) isolated local minima of problem (1.1).

Next, we consider the case when \( \beta > \frac{18n^3}{n-1}\rho \). We introduce the following refined versions of the \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \):

\[
\tilde{\mathcal{R}}_1 = \bigcup_{\sigma \in \{-1, +1\}^n} \left\{ z \in S^{n-1} : \| z - \frac{1}{\sqrt{n}} \sigma \| \leq \frac{2}{9\sqrt{n}} \right\},
\]

\[
\tilde{\mathcal{R}}_2 = \bigcap_{\sigma \in \{-1, +1\}^n} \left\{ z \in S^{n-1} : \| z - \frac{1}{\sqrt{n}} \sigma \| \geq \frac{2}{9\sqrt{n}}, \min_{k \in [n]} z_k^2 \geq \frac{n-1}{4n^2} \right\}.
\]
It can be easily seen that the set $\bar{R}_1$ consists of $2^n$ non-intersecting components and that the three regions $\bar{R}_1$, $\bar{R}_2$, and $R_3$ cover the sphere $S^{n-1}$. Now, let $z \in \bar{R}_1$ be arbitrary. Then, there exists $\sigma \in \{\pm 1\}^n$ such that

$$\left| z_k - \frac{\sigma_k}{\sqrt{n}} \right| \leq \frac{2}{9 \sqrt{n}} \quad \text{and} \quad \left| z_k + \frac{\sigma_k}{\sqrt{n}} \right| \leq \frac{20}{9 \sqrt{n}}, \quad \forall \ k \in [n].$$

Hence, it follows $\|z^2 - n^{-1} 1\|_\infty \leq \frac{40}{81 n} < \frac{1}{2n}$, which implies $\bar{R}_1 \subset R_1$. Thus, the strong convexity property also holds on $\bar{R}_1$. We now prove that the Riemannian gradient is lower bounded on $\bar{R}_2$. For every $z \in \bar{R}_2$, there exists $\sigma \in \{\pm 1\}^n$ such that $\sigma z_k = |z_k|$ for all $k \in [n]$. Consequently, we obtain

$$\|z^2 - n^{-1} 1\|_\infty = \max_{k \in [n]} \left| z_k - \frac{\sigma_k}{\sqrt{n}} \right| \geq \frac{1}{\sqrt{n}} \left( \frac{2}{9 n \sqrt{n}} \right)^2 \left( \frac{n - 1}{4 n^2} \right)^2 = \left( \frac{n - 1}{36 n^3} \right)^2.$$

Thus, the norm of the Riemannian gradient is lower bounded by

$$\|\nabla f(z)\| \geq \frac{1}{\sqrt{2}} \left[ 2\beta \sqrt{2[\|z\|_6^6 - \|z\|_4^8]} - \rho \right] \geq \frac{1}{\sqrt{2}} \left( \beta \cdot \frac{n - 1}{18 n^3} - \rho \right) > 0$$

and all local minima have to be located in the set $\bar{R}_1$. Applying Lemma 5.5, each connected component of $\bar{R}_1$ contains at most one local minimizer and hence, problem (1.1) has exactly $2^n$ local minima. \hfill $\square$

Although the local minima of problem (1.1) are not unique, all the local minima have similar objective function values.

**Theorem 5.2** Suppose that $\beta > \frac{18 n^3}{n-1} \rho$. Then, it follows

$$f(y) - \min_{z \in S^{n-1}} f(z) \leq \frac{1}{18 n} \cdot \left[ \min_{z \in S^{n-1}} f(z) - \lambda_n(A) \right], \quad (5.6)$$

for all local minimizer $y \in S^{n-1}$ of problem (1.1) where $\lambda_n(A)$ denotes the smallest eigenvalue of the matrix $A$.

**Proof** Without loss of generality, we can assume that the smallest eigenvalue of the matrix $A$ is zero. Then, for all $z \in S^{n-1}$, we have $f(z) \geq \frac{\beta}{4} \|z\|_4^4 \geq \frac{\beta}{2n}$. According to the analysis in Corollary 5.1, each component $B \cap P_\sigma$, $\sigma \in \{\pm 1\}^n$, contains exactly one local minimizer $y$ of problem (1.1). Due to the estimates (5.4) and (5.5), there is no global minimizer of the restricted problem $\min_{z \in B \cap P_\sigma} f(z)$ on the boundary of $B \cap P_\sigma$. Hence, all global minimizer of the restricted problem $\min_{z \in B \cap P_\sigma} f(z)$ are also
local minimizer of the original problem (1.1). Thus, $y$ is the unique global minimizer of $\min_{z \in B \cap P_n} f(z)$. Together with (5.5), this yields

$$f(y) \leq f(z) \leq \frac{\rho}{2} + \frac{\beta}{2n} \leq \left[1 + \frac{n\rho}{\beta}\right] f(z), \quad \forall z \in \mathbb{S}^{n-1}. $$

Finally, the estimate (5.6) can be established via minimizing the latter expression with respect to $z$ and using the bound on $\beta$. The general case for $\lambda_n \neq 0$ can be obtained via shifting $f$, i.e., by setting $f(x) \to f(x) + \lambda_n, x \in \mathbb{S}^{n-1}$. \qed

In the remainder of this section, we present an example demonstrating that the bound $\beta \approx C\rho n^{3/2}$ and the dependence on $n^{3/2}$ cannot be further improved and that the strict-saddle property is violated whenever a smaller coefficient is chosen.

**Example 1** Let $C > 0$ and $\epsilon > 0$ be given constants and suppose $\beta = Cn^{3/2-\epsilon}$. In the following, we construct a specific matrix $A \in \mathbb{R}^{n \times n}$ and a point $z \in \mathbb{S}^{n-1}$ such that the three conditions of the strict-saddle property do not hold at $z$. We set

$$z_1 = \left[\frac{1}{3n-2}\right]^\frac{1}{2}, \quad z_k = \left[\frac{3}{3n-2}\right]^\frac{1}{2}, \quad k \geq 2, $$

$$u = 2\beta \|z\|_4^4 \cdot z - 2\beta \text{diag}(|z|^2)z, \quad \text{and} \quad A = \alpha ww^T + zu^T + uz^T, $$

where

$$w_1 = -\left[\frac{3n-3}{3n-2}\right]^\frac{1}{2}, \quad w_k = \left[\frac{1}{(3n-2)(n-1)}\right]^\frac{1}{2}, \quad k \geq 2, \quad \alpha = -\frac{16\beta}{(3n-2)^2}. $$

Then, we have $\|z\| = \|w\| = 1, \|z\|_4 = (9n-8)/(3n-2)^2$, and

$$\|u\|^2 = 4\beta^2 [\|z\|_6^6 - \|z\|_4^8] = 4\beta^2 \left[\frac{1 + 27(n-1)}{(3n-2)^3} - \|z\|_4^8\right] = \frac{48(n-1)}{(3n-2)^4} \cdot \beta^2. $$

Furthermore, it holds that $u^T z = w^T z = 0$ which implies $A z = u$ and grad $f(z) = 0$. The eigenvalues of the matrices $\alpha ww^T$ and $zu^T + uz^T$ are $0, \ldots, 0, \alpha$ and $\|u\|, 0, \ldots, 0, -\|u\|$, respectively. Thus, by Weyl’s inequality, it follows

$$\rho = \lambda_1(A) - \lambda_n(A) \leq 2\|u\| - \alpha = 8\beta \cdot \frac{2 + \sqrt{3n-3}}{(3n-2)^2} \leq \tilde{C} n^{-\epsilon} = O(n^{-\epsilon}), $$

for some constant $\tilde{C}$. Let us now consider an arbitrary vector $v \in T_z M \cap \mathbb{S}^{n-1}$. We have $\sum_{k=2}^n v_k^2 = 1 - v_1^2, v_1 + \sqrt{3} \sum_{k=2}^n v_k = 0, \text{and}$

$$v^T w = v_1 w_1 - \frac{1}{\sqrt{3}} \left[\frac{1}{(3n-2)(n-1)}\right]^\frac{1}{2} v_1 = -\left[\frac{3n-2}{3n-3}\right]^\frac{1}{2} \cdot v_1. $$

\[\text{ Springer}\]
Suppose that the gap between the two smallest eigenvalues of the matrix $A$ satisfies $\delta := \lambda_{n-1} - \lambda_n > 0$ and let $\beta, \gamma > 0$ be given. Then, for all $z \in R_1$ and all $v \in T_z M \cap S^{n-1}$, it follows $H_f(z)[v] \geq \gamma \beta$. 

**Lemma 5.6** Suppose that the gap between the two smallest eigenvalues of the matrix $A$ satisfies $\delta := \lambda_{n-1} - \lambda_n > 0$ and let $\beta, \gamma > 0$ be given. Then, for all $z \in R_1$ and all $v \in T_z M \cap S^{n-1}$, it follows $H_f(z)[v] \geq \gamma \beta$.

Hence, we obtain

$$H_f(z)[v] = \alpha (v^T w)^2 + 6\beta v^T \text{diag}(|z|^2) v - 2\beta \|z\|^4$$  

$$= \frac{3n - 2}{3n - 3} \alpha v_1^2 - \frac{12\beta}{3n - 2} v_2^2 + \frac{18\beta}{3n - 2} - 2\beta \|z\|^4.$$ 

Since $H_f(z)[v]$ is linear in $v_1^2$, its maximum and minimum value are attained at the boundary of the range interval $[v, \bar{v}]$ of $v_1^2$. Notice that we have $\nu = 0$ and $\bar{v}$ can be found by discussing the optimization problem

$$\min_{v_1} \nu_1 \quad \text{s.t.} \quad v_1 + \sqrt{3} \sum_{k=2}^n v_k = 0, \quad \|v\| = 1$$

and its associated KKT conditions. In particular, it can be shown that $\bar{v} = (3n - 3)/(3n - 2)$. In the case $v_1^2 = 0$, we obtain $H_f(z)[v] > 0$ and for $v_1^2 = \bar{v}$, we have

$$H_f(z)[v] = \alpha - \frac{36\beta(n - 1)}{(3n - 2)^2} + \frac{18\beta}{3n - 2} - \frac{2\beta(9n - 8)}{(3n - 2)^2} = \alpha + \frac{16\beta}{(3n - 2)^2} = 0.$$ 

Consequently, we can infer $\min_{v \in T_z M \cap S^{n-1}} H_f(z)[v] = 0$ and $H_f(z)[v] \geq 0$ for all $v \in T_z M \cap S^{n-1}$, which shows that none of the conditions of the strict-saddle property hold at $z$. Thus, the order $n^{3/2}$ cannot be improved in the deterministic case.

**5.2 Small interaction coefficient**

In the following, we discuss the geometric landscape of problem (1.1) for small interaction coefficients. We additionally assume that there is a positive spectral gap $\delta = \lambda_{n-1} - \lambda_n > 0$ between the two smallest eigenvalues of the matrix $A$. As shown by Marvcenko [58], this condition holds with probability 1 when $A$ is a Gaussian random matrix.

Let us recall that the eigenvalue decomposition of $A$ is given by $A = P \Lambda P^T$, where $\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)$ and $P = (p_1, p_2, \ldots, p_n)$ is an orthogonal matrix. Similar to the method used in Sect. 5.1, we now divide $S^{n-1}$ into three sub-regions:

1. (Strong convexity) $R_1 := \{z \in S^{n-1} : z = \sum_{k=1}^{n} \alpha_k p_k, \alpha_k^2 \geq \frac{(2+\gamma) \beta + \rho}{\delta + \rho}\}.$
2. (Large gradient) $R_2 := \{z \in S^{n-1} : \|Az\|^2 - (z^T Az)^2 \geq \frac{\gamma^2}{\delta + \rho} \beta^2\}.$
3. (Negative curvature) $R_3 := \{z \in S^{n-1} : z = \sum_{k=1}^{n} \alpha_k p_k, \alpha_k^2 \leq \frac{\delta - (4+\gamma) \beta}{\delta + \rho}\}.$

In Theorem 5.3, it will be shown that those three regions can cover the whole sphere when $\beta$ is sufficiently small. An exemplary illustration of the sets $R_1,R_3$ is given in Fig. 2. We first show that the Riemannian Hessian is uniformly positive definite on $R_1$.

**Lemma 5.6** Suppose that the gap between the two smallest eigenvalues of the matrix $A$ satisfies $\delta := \lambda_{n-1} - \lambda_n > 0$ and let $\beta, \gamma > 0$ be given. Then, for all $z \in R_1$ and all $v \in T_z M \cap S^{n-1}$, it follows $H_f(z)[v] \geq \gamma \beta$. 

 Springer
Fig. 2  Plot of the sets $\mathcal{R}_1$–$\mathcal{R}_3$ for the problem (5.1). a Depicts the regions introduced in Sect. 5.2 for a small interaction coefficient $\beta = 0.2$. The overlap of the sets $\mathcal{R}_1$–$\mathcal{R}_2$ and $\mathcal{R}_2$–$\mathcal{R}_3$ is shown in green. The set $\mathcal{R}_1$ is the union of the yellow and the two surrounding green areas, while $\mathcal{R}_2$ is the union of all green and light blue areas. The region $\mathcal{R}_3$ coincides with the union of the dark blue sets and the enclosing green area. b Shows the regions introduced in Sect. 5.1 for large $\beta$. Here, the (disjoint) yellow, turquoise, and dark blue areas directly correspond to the sets $\mathcal{R}_1$, $\mathcal{R}_2$, and $\mathcal{R}_3$, respectively. The red point marker again depicts the location of saddle points. Non-filled and filled diamond markers are used for local and global minima. Local and global maxima are marked by non-filled and filled squares.

**Proof** Let $v \in T_zM \cap S^{n-1}$ be arbitrary with $v = \sum_{k \in [n]} v_k p_k$. Then, we have $\sum_{k \in [n]} \alpha_k v_k = 0$ and $\sum_{k \in [n]} v_k^2 = 1$ and the Cauchy inequality implies

$$|v_n \alpha_n| = \left| \sum_{k=1}^{n-1} v_k \alpha_k \right| \leq \left[ \sum_{k=1}^{n-1} v_k^2 \right]^{\frac{1}{2}} \left[ \sum_{k=1}^{n-1} \alpha_k^2 \right]^{\frac{1}{2}} = \sqrt{(1 - v_n^2)(1 - \alpha_n^2)}.$$

Thus, it follows $v_n^2 \alpha_n^2 \leq (1 - v_n^2)(1 - \alpha_n^2)$ and $\alpha_n^2 \leq 1 - v_n^2$ and, due to $\|z\|_4 \leq 1$, we obtain

$$H_f(z)[v] = v^T Av - z^T Az + 6\beta \sum_{k=1}^{n} z_k^2 v_k^2 - 2\beta\|z\|_4^4 \geq \sum_{k=1}^{n} \lambda_k (v_k^2 - \alpha_k^2) - 2\beta$$

$$\geq \sum_{k=1}^{n-1} (\lambda_n + \delta) v_k^2 + \lambda_n v_n^2 - \sum_{k=1}^{n-1} (\lambda_n + \rho) \alpha_k^2 - \lambda_n \alpha_n^2 - 2\beta$$

$$= (1 - v_n^2)\delta - (1 - \alpha_n^2)\rho - 2\beta$$

$$\geq \alpha_n^2 \delta - (1 - \alpha_n^2)\rho - 2\beta = \alpha_n^2 (\delta + \rho) - \rho - 2\beta \geq \gamma \beta,$$

as desired. \qed

Next, we prove that the norm of the Riemannian gradient is strictly larger than zero on the set $\mathcal{R}_2$.

**Lemma 5.7** For all $z \in \mathcal{R}_2$, it holds that $\|\text{grad } f(z)\|_2 \geq \gamma \beta$.
Proof As in the proof of Lemma 5.3, we have
\[
\left\| \left( \text{diag}(|z|^2) - \|z\|_4^4 \cdot I_n \right) z \right\|^2 = \|z\|_6^6 - \|z\|_4^8 \leq \|z\|_6^6 (1 - \|z\|_4^2) \leq \frac{1}{4} \left[ \frac{3}{4} \right]^3,
\]
where the last estimate follows from the fact that the mapping \( x \mapsto x^6 - x^8 \) attains its global maximum at \( x = \pm \sqrt[3]{\frac{3}{2}} \). Hence, we obtain
\[
\|\text{grad} f(z)\|_2 = \| (A - z^T A z \cdot I_n) z + 2\beta \left( \text{diag}(|z|^2) - \|z\|_4^4 \cdot I_n \right) \cdot z \|
\geq \| (A - z^T A z \cdot I_n) z \| - 2\beta \left( \text{diag}(|z|^2) - \|z\|_4^4 \cdot I_n \right) \cdot z \|
\geq \| (A - z^T A z \cdot I_n) z \| - \frac{3\sqrt{3}}{8} \beta = \left[ \frac{2}{3} - \frac{3\sqrt{3}}{8} \right] \beta + \gamma \beta \geq \gamma \beta.
\]

Finally, for points in the region \( R_3 \), we construct directions along which the curvature of the objective function is strictly negative.

Lemma 5.8 Suppose that the gap between the two smallest eigenvalues of the matrix \( A \) satisfies \( \delta := \lambda_{n-1} - \lambda_n > 0 \) and let \( \gamma > 0 \) be given. If \( \beta \leq (4 + \gamma)^{-1} \delta \), then for all \( z \in R_3 \) there exists \( v \in T_z M \cap S^{n-1} \) such that \( H_f(z)(v) \leq - \gamma \beta \).

Proof By the Cauchy’s inequality and using the estimate \( |3x - x^2| \leq 2, x \in [0, 1] \), we have
\[
\sum_{k \in [n]} 3z_k^2 v_k^2 - z_k^4 \leq 3\|z\|_4^2 \|v\|_4^2 - \|z\|_4^4 \leq 3\|z\|_4^2 - \|z\|_4^4 \leq 2.
\]
Next, we choose a specific direction \( v = \sum_{k \in [n]} v_k p_k \) that satisfies \( H_f(z)(v) \leq - \gamma \beta \), \( z^T v = \sum_{k \in [n]} \alpha_k v_k = 0 \) and \( \|v\|^2 = \sum_{k \in [n]} v_k^2 = 1 \).

Case 1. \( \alpha_n = 0 \). Let us set \( v_n = 1 \) and \( v_k = 0 \) for all \( k \in [n-1] \). Then, we obtain
\[
H_f(z)(v) = v^T A v - z^T A z + 2\beta \sum_{k=1}^n (3z_k^2 v_k^2 - z_k^4)
\leq \sum_{k=1}^n \lambda_k (v_k^2 - \alpha_k^2) + 4\beta = \lambda_n - \sum_{k=1}^{n-1} \lambda_k \alpha_k^2 + 4\beta
\leq \lambda_n - (\lambda_n + \delta) \sum_{k=1}^{n-1} \alpha_k^2 + 4\beta = -\delta + 4\beta \leq -\gamma \beta,
\]
where the last inequality immediately follows from \( \beta \leq \frac{\delta}{4+\gamma} \).
**Case 2.** \(0 < \alpha_n^2 \leq \frac{\delta-(4+\gamma)\beta}{\delta+\rho}\). In this situation, we set

\[v_k = \eta \alpha_k, \quad \forall \ k \in [n-1], \quad \nu_n = -\sqrt{1 - \alpha_n^2}, \quad \eta = \frac{\alpha_n}{\sqrt{1 - \alpha_n^2}}.\]

With this choice, we have \(z^T v = \eta (1 - \alpha_n^2) - \alpha_n \sqrt{1 - \alpha_n^2} = 0\) and \(\|v\|^2 = (\eta^2 + 1)(1 - \alpha_n^2) = 1\), i.e., it holds that \(v \in TzM \cap S^{n-1}\). Similar to the calculations in the proof of Lemma 5.6, we now get

\[H_f(z)[v] = v^T A v - z^T A z + 2\beta \sum_{k=1}^{n} (3z_k^2 v_k^2 - z_k^4)\]

\[\leq \sum_{k=1}^{n} \lambda_k (v_k^2 - \alpha_k^2) + 4\beta \]

\[\leq \sum_{k=1}^{n-1} ((\lambda_n + \rho)v_k^2 - (\lambda_n + \delta)\alpha_k^2) + \lambda_n (v_n^2 - \alpha_n^2) + 4\beta\]

\[= \rho \cdot \sum_{k=1}^{n-1} v_k^2 - \delta \cdot \sum_{k=1}^{n-1} \alpha_k^2 + 4\beta = \rho (1 - v_n^2) - \delta (1 - \alpha_n^2) + 4\beta\]

\[= (\delta + \rho)\alpha_n^2 - \delta + 4\beta \leq -\gamma \beta.\]

Combining the latter two cases, we can conclude the proof of Lemma 5.8. \(\square\)

We now verify that \(f\) has the strict-saddle property whenever \(\beta\) is chosen sufficiently small.

**Theorem 5.3** Suppose that the gap between the two smallest eigenvalues of the matrix \(A\) satisfies \(\delta := \lambda_{n-1} - \lambda_n > 0\) and let \(\gamma > 0\) be given. If \(\beta \leq \left[2(\frac{\gamma}{3} + \gamma) + (\frac{\gamma}{3} + \gamma) \delta \right]^{-1} \delta =: b_\gamma\), then \(f\) has the \((\gamma \beta, \gamma \beta, \gamma \beta)\)-strict-saddle property.

**Proof** By Lemmata 5.6–5.8, we know that the function \(f\) satisfies the strong convexity, large gradient, and negative curvature property on the three different set \(\mathcal{R}_1, \mathcal{R}_2,\) and \(\mathcal{R}_3,\) respectively. To finish the proof, we need to show that those regions actually cover the whole sphere \(S^{n-1}\). Combining these observations, we can then conclude that \(f\) has the \((\gamma \beta, \gamma \beta, \gamma \beta)\)-strict-saddle property.

In order to prove \(\mathcal{R}_1 \cup \mathcal{R}_2 \cup \mathcal{R}_3 = S^{n-1}\), we only need to verify that for all \(z = \sum_{k \in [n]} \alpha_k p_k \in S^{n-1}\) with

\[\frac{\delta - (4+\gamma)\beta}{\delta + \rho} \leq \alpha_n^2 \leq \frac{(2+\gamma)\beta + \rho}{\delta + \rho},\]

we have \(\|Az\|^2 - (z^T Az)^2 \geq (\frac{\gamma}{3} + \gamma)^2 \beta^2\). Using the bounds (5.7), it follows

\[\square\]
\[ \| Az \|^2 - (z^T A z)^2 \geq \frac{1}{2} \sum_{k,j \in [n]} \alpha_k^2 \alpha_j^2 (\lambda_k - \lambda_j)^2 \]

where the first identity was established in the proof of Lemma 5.3. Rearranging the terms in the latter estimate, we see that our claim is satisfied if

\[ \ell(\beta) := \left[ (\frac{3}{4} + \gamma)^2 (\delta + \rho)^2 - (4 + \gamma)(2 + \gamma) \right] \beta^2 + 2(3 + \gamma)\delta^3 \beta - \delta^4 \leq 0 \]

for all \( \beta \leq b_\gamma \). Since the unique nonnegative zero of the quadratic polynomial \( \ell \) is given by

\[ \bar{\beta} = \left[ 3 + \gamma + \sqrt{1 + (\frac{3}{4} + \gamma)^2 (1 + \frac{\rho}{\delta})^2} \right]^{-1} \delta, \]

we can finish the proof by noticing \( \bar{\beta} \geq b_\gamma \).

Finally, as a counterpart of Corollary 5.1, we can establish the uniqueness of local minima as a consequence of the strict-saddle property.

**Corollary 5.2** Under the conditions of Theorem 5.3, the problem (1.1) has exactly two local minima which are also global minima.

**Proof** Note that all local minima locate in \( \mathcal{R}_1 \) and that \( \mathcal{R}_1 \) consists of two symmetrical non-intersecting subsets. We now consider one of the subsets \( \tilde{\mathcal{R}}_1 := \{ z \in S^{n-1} : z = \sum_{k \in [n]} \alpha_k p_k, \alpha_n \geq \sqrt{\nu} \} \) where \( \nu := (\delta + \rho)^{-1}((2 + \gamma)\beta + \rho) \). Using \( \| z - p_n \|^2 = 2 - 2\alpha_n \), for \( z \in \tilde{\mathcal{R}}_1 \), an equivalent definition of this subset is given by

\[ \tilde{\mathcal{R}}_1 = \left\{ z \in S^{n-1} : \| z - p_n \|^2 \leq 2 - 2\sqrt{\nu} \right\}. \]

In order to apply Lemma 5.5, we need to verify \( 2 - 2\sqrt{\nu} \leq 1 \) or, equivalently, \( \nu \geq \frac{1}{4} \). However, due to \( \gamma, \beta > 0 \) and \( \rho \geq \delta > 0 \), we have \( \nu \geq \frac{\rho}{\delta + \rho} \geq \frac{1}{2} > \frac{1}{4} \). Similarly, the second subset can be represented by \( \tilde{\mathcal{R}}_2 := \{ z \in S^{n-1} : \| z + p_n \|^2 \leq 2 - 2\sqrt{\nu} \} \). Then, by Lemma 5.5, there exist exactly two equivalent local minima which are also global minima of problem (1.1).

**6 Estimation of the Kurdyka–Łojasiewicz exponent**

In this section, we estimate the Kurdyka–Łojasiewicz (KL) exponent of problem (1.1). Specifically, we want to find the largest \( \theta \in (0, \frac{1}{2}] \) such that for all stationary points \( z \)
of problem (1.1), the Łojasiewicz inequality,

$$|f(y) - f(z)|^{1-\theta} \leq \eta_z \|\text{grad } f(y)\|, \quad \forall y \in B(z, \delta_z) \cap \mathbb{C}S^{n-1},$$

(6.1)

holds with some constants $\delta_z, \eta_z > 0$. Any $\theta$ satisfying (6.1) is called KL exponent of problem (1.1).

As already mentioned, the Łojasiewicz inequality (6.1) plays a fundamental role in nonconvex optimization and is frequently utilized to analyze the local convergence properties of nonconvex optimization methods [6–8,15,16,50,53,62]. In [6], Attouch and Bolte derived an abstract KL-framework based on the Łojasiewicz inequality that allows to establish global convergence and local convergence rates for general optimization approaches satisfying certain function reduction and asymptotic step size safe-guard conditions. In particular, if $\theta \geq \frac{1}{2}$, then the corresponding iterates can be shown to converge linearly. Otherwise, if $\theta \in (0, \frac{1}{2})$, the iterates converge at a sublinear rate $O(t^{-\frac{1-\theta}{2\theta}})$. By introducing the auxiliary problem

$$\min_{z \in \mathbb{C}^n} \hat{f}(z), \quad \hat{f}(z) := \begin{cases} f(z) & \text{if } z \in \mathbb{C}S^{n-1}, \\ +\infty & \text{otherwise}, \end{cases}$$

(6.2)

the original problem (1.1) can be treated as the minimization of an extended real-valued, proper, and lower semicontinuous function which allows to apply existing results and the rich KL theory for nonsmooth problems, see, e.g., [12–14,47,55].

In the nonsmooth setting, the Riemannian gradient, appearing in (6.1), is typically substituted by the nonsmooth slope of $\hat{f}$ which is based on the Fréchet and limiting subdifferential of $\hat{f}$. In our case, if problem (6.2) is restricted to the real space $\mathbb{R}^n$, the limiting subdifferential and nonsmooth slope of $\hat{f}$ at $z \in S^{n-1}$ can be expressed as

$$\partial \hat{f}(z) = \{\nabla f(z) + \mu z : \mu \in \mathbb{R}\}$$

and

$$\arg\min_{g \in \partial \hat{f}(z)} \|g\| = (I - zz^T)\nabla f(z) = \text{grad } f(z).$$

Hence, the Riemannian-type Łojasiewicz inequality (6.1) coincides with the standard notion and KL framework used in nonsmooth optimization. Our goal is now to show that the largest KL exponent of (1.1) is at least $\frac{1}{4}$ under suitable conditions.

Throughout this section, we assume that $z \in \mathbb{C}S^{n-1}$ is a stationary point of problem (1.1). Furthermore, $y \in \mathbb{C}S^{n-1}$ denotes a neighboring point of $z$ and we set $\Delta = y - z$. We now collect and present some preparatory notations and computational results that will be used in the following derivations. Since $z$ is a stationary point of problem (1.1), we have

$$Hz = Az + 2\beta \text{diag}(|z|^2)z - 2\lambda z = 0, \quad 2\lambda = z^*Az + 2\beta \|z\|^4_4,$$

(6.3)
where $H := A + 2\beta \text{diag}(|z|^2) - 2\lambda I$, see, e.g., (2.6). Moreover, as proved in (2.7), it holds that

$$f(y) - f(z) = \frac{1}{2}y^*Hy + \frac{\beta}{2}\|\tau\|^2, \quad \tau_k := |y_k|^2 - |z_k|^2, \quad k \in [n]. \quad (6.4)$$

Due to (2.1) and (2.2), the norm of the Riemannian gradient can be expressed as follows

$$\|\text{grad} f(y)\|^2 = \frac{1}{2}\|P_y^\perp[A + 2\beta \text{diag}(|y|^2)]y\|^2 = \frac{1}{2}\|P_y^\perp[H + 2\beta \text{diag}(\tau)]y\|^2$$

$$= \frac{1}{2}\|[H + 2\beta \text{diag}(\tau)]\|y\|^2 - \frac{1}{2}(y^*[H + 2\beta \text{diag}(\tau)]y)^2$$

$$= \frac{1}{2}y^*H^2y - \frac{1}{2}(y^*Hy)^2 + 2\beta^2y^*\text{diag}(|\tau|^2)y - 2\beta^2(y^*\text{diag}(\tau)y)^2$$

$$+ 2\beta y^*H\text{diag}(\tau)y - 2\beta(y^*Hy)(y^*\text{diag}(\tau)y), \quad (6.5)$$

where $P_y^\perp = I_n - yy^*$ is the orthogonal projection onto the space $[\text{span} \{ y \}]^\perp$.

In the following, we will work with the polar representations $z_k = r_k e^{i\theta_k}$, $y_k = t_k e^{i\phi_k}$ for $r_k$, $t_k \geq 0$, $\theta_k, \phi_k \in [0, 2\pi]$, and all $k \in [n]$. It then holds that $|y_k|^2 = t_k^2$, $|z_k|^2 = r_k^2$, and $t_k = t_k^2 - r_k^2$ for all $k$. We further introduce the index sets

$$A := \{ k : z_k = 0 \}, \quad I := \{ k : z_k \neq 0 \} \quad (6.6)$$

and $r_+ := \min_{k \in I} r_k > 0$. Notice that we have $\tau_k = t_k^2 \geq 0$ for all $k \in A$.

We first show that the Łojasiewicz inequality holds with $\theta = \frac{1}{3}$ at those stationary points where $H = 0$ (we also refer to the remark after this lemma).

**Lemma 6.1** Suppose $z$ is an arbitrary point in $\mathbb{CS}^{n-1}$. Then, the inequality

$$\|\tau\|^{2(1-\theta)} \leq \eta_z \|P_y^\perp\text{diag}(\tau)y\| \quad \forall y \in B(z, \delta_z) \cap \mathbb{CS}^{n-1} \quad (6.7)$$

holds with exponent $\theta = \frac{1}{3}$ and for some constants $\eta_z, \delta_z > 0$. Here, $\tau$ is defined as in (6.4).

**Proof** In the case $\tau = 0$, we have $\|\tau\| = \|P_y^\perp\text{diag}(\tau)y\| = 0$ and consequently, the inequality (6.7) holds trivially for all $\theta \in [0, 1)$. Let us first assume $A \neq \emptyset$. Recalling $\Delta = y - z$, a straightforward calculation yields $|\Delta_k|^2 = t_k^2 - 2r_k t_k \cos(\theta_k - \phi_k) + r_k^2 \geq (t_k - r_k)^2$ and hence, it follows

$$|\tau_k| = (t_k + r_k)|t_k - r_k| \leq (2r_k + |\Delta_k|)|\Delta_k|, \quad \forall k \in I, \quad (6.8)$$
and $\tau_k = t_k^2 = |\Delta_k|^2$ for all $k \in A$. Using $\sum_{k \in I} \tau_k = -\sum_{k \in A} \tau_k = -\|	au_A\|_1$, the estimates $\|	au_A\|_2^2 \leq |A|\|	au_A\|_2^2$ and

$$\frac{1}{2} \sum_{k, j \in I} (\tau_k - \tau_j)^2 = |I| \sum_{k \in I} \tau_k^2 - \left[ \sum_{k \in I} \tau_k \right]^2$$

$$= |I| \|	au_I\|^2 - \left[ \sum_{k \in A} \tau_k \right]^2 = |I| \|	au_I\|^2 - \|	au_A\|_1^2, \quad (6.9)$$

and setting $m := |I| \geq 1$, we obtain

$$\|	au\|^2 \leq \frac{1}{2m} \sum_{k, j \in I} (\tau_k - \tau_j)^2 + \frac{n}{m} \|	au_A\|^2$$

$$\leq \frac{n}{m} \left[ \sum_{k, j \in I} |\tau_k - \tau_j|^2 + \|	au_A\|^2 \right]. \quad (6.10)$$

Furthermore, it holds that

$$2\|P^- y^* \text{diag}(\tau) y\|^2 = 2y^* \text{diag}(|\tau|^2) y - 2(y^* \text{diag}(\tau) y)^2$$

$$= 2 \left[ \sum_{k, j \in I} t_k^2 t_j^2 - \left( \sum_{k \in I} t_k^2 \tau_k \right)^2 \right] = \sum_{k, j = 1}^n t_k^2 t_j^2 (\tau_k - \tau_j)^2$$

$$= \sum_{k, j \in A} \tau_k \tau_j (\tau_k - \tau_j)^2 + \sum_{k, j \in I} t_k^2 t_j^2 (\tau_k - \tau_j)^2$$

$$+ 2 \sum_{k \in A} \sum_{j \in I} \tau_k t_j^2 (\tau_k - \tau_j)^2, \quad (6.11)$$

where the identity in the second line is a direct consequence of the derivation in (5.3).

Next, defining $\delta_z := r^2_+ / 6 < 1$ and using (6.8), we have

$$\|	au_I\|_\infty \leq \max_{k \in I} (2r_k + |y_k - z_k| |y_k - z_k|) \leq 3\delta_z \leq r^2_+ / 2. \quad (6.12)$$

for all $y \in B(z, \delta_z)$. Moreover, the last condition implies $|y_k|^2 = t_k^2 \geq r^2_+ / 2$ for all $k \in I$ and thus, using $\|	au_I\|^2 = \|	au\|^2 - \|	au_A\|^2$, it holds that

$$2 \sum_{k \in A} \sum_{j \in I} \tau_k t_j^2 (\tau_k - \tau_j)^2 \geq r^2_+ \sum_{k \in A} \sum_{j \in I} (t_k^3 - 2t_k^2 \tau_j + \tau_k \tau_j^2)$$

$$= r^2_+ \sum_{k \in A} \left[ m \tau_k^3 - 2\tau_k^2 \left( \sum_{j \in I} \tau_j \right) + \tau_k \|	au_I\|^2 \right]$$
\[
= r_+^2 \sum_{k \in \mathcal{A}} \left[ m \tau_k^3 + 2 \tau_k^2 \left( \sum_{j \in \mathcal{A}} \tau_j \right) + \tau_k(\|\tau\|^2 - \|\tau_\mathcal{A}\|^2) \right] \\
= r_+^2 m \|\tau_\mathcal{A}\|_3^3 + r_+^2 \|\tau_\mathcal{A}\|_1 \|\tau\|^2 + \|\tau_\mathcal{A}\|^2 \geq r_+^2 m \|\tau_\mathcal{A}\|_3^3.
\]  

(6.13)

In addition, since \( \tau_k \geq 0 \) for all \( k \in \mathcal{A} \), we can infer \( \sum_{k,j \in \mathcal{A}} \tau_k \tau_j (\tau_k - \tau_j)^2 \geq 0 \). Due to \( \|\tau\|_\infty \leq 1/2 \), we have \( |\tau_k - \tau_j| \leq 1 \) for all \( k, j \in \mathcal{I} \) and consequently, it follows \( \sum_{k,j \in \mathcal{I}} (\tau_k - \tau_j)^2 \geq \sum_{k,j \in \mathcal{I}} |\tau_k - \tau_j|^3 \). Together and using the estimates \( \|w\|^3 \leq \sqrt{\rho} \|w\|^3 \), \( w \in \mathbb{C}^p \), and (6.10), we finally obtain

\[
\| P_\mathcal{I} \text{diag}(\tau) y \|^2 \geq \frac{r_+^2}{2} \min \left\{ \frac{r_+^2}{4}, m \right\} \left[ \sum_{k,j \in \mathcal{I}} |\tau_k - \tau_j|^3 + \|\tau_\mathcal{I}\|^3 \right] \\
\geq \frac{r_+^2}{2\sqrt{m^2 + n - m}} \frac{\min \left\{ r_+^2/4, m \right\}}{m} \left[ \sum_{k,j \in \mathcal{I}} |\tau_k - \tau_j|^2 + \|\tau_\mathcal{I}\|^2 \right]^{3/2} \\
\geq c (m/n)^{3/2} \|\tau\|^3.
\]

Thus, the Łojasiewicz-type inequality (6.7) holds with \( \theta = \frac{1}{4} \) and \( \eta_\mathcal{I} = (\frac{n}{m})^{1.5} c^{-0.5} \).

We then consider the case when \( \mathcal{A} = \emptyset \). Similar to the inequality (6.12), defining \( \delta_\mathcal{I} = r_+^2/6 \) leads to \( r_+^2 \geq r_+^2/2 \) for all \( k \in [n] \). Combining this with equality (6.11), we have

\[
2 \| P_\mathcal{I} \text{diag}(\tau) y \|^2 = \sum_{k,j \in [n]} \delta_\mathcal{I} \tau_k^2 \tau_j^2 (\tau_k - \tau_j)^2 \geq \frac{r_+^4}{4} \sum_{k,j \in [n]} (\tau_k - \tau_j)^2.
\]

Then, utilizing (6.10), we immediately obtain

\[
\|\tau\|^2 \leq \frac{1}{2m} \sum_{k,j \in \mathcal{I}} (\tau_k - \tau_j)^2 \leq \frac{4}{mr_+^4} \| P_\mathcal{I} \text{diag}(\tau) y \|^2.
\]

Hence, the Łojasiewicz-type inequality (6.7) holds with \( \theta = \frac{1}{2} \) and \( \eta_\mathcal{I} = 2m^{-1/2} r_+^{-2} \).

\[\square\]

**Remark 5** If \( z \in \mathbb{C}S^{n-1} \) is a stationary point of problem (1.1) with \( H = 0 \), then we have \( f(y) - f(z) = (\beta/2)\|\tau\|^2 \) and \( \|\nabla f(z)\| = \sqrt{2}\beta\| P_\mathcal{I} \text{diag}(\tau) y \| \) and thus, Lemma 6.1 implies that the Łojasiewicz inequality (6.1) holds with \( \theta = \frac{1}{4} \). Moreover, this result can be used to show that the KL exponent can not be larger than \( \frac{1}{4} \) for general stationary points.

**Remark 6** More generally, using the same analysis as in the proof of Lemma 6.1, it can be shown that the Łojasiewicz-type inequality (6.7) holds with exponent \( \theta = \frac{1}{2} \) along directions \( y \in B(z, \delta_\mathcal{I}) \cap \mathbb{C}S^{n-1} \) with \( y_\mathcal{A} = 0 \).

\[\square\] Springer
Next, we prove that the largest KL exponent is at least $\frac{1}{4}$ when $A$ is diagonal.

**Theorem 6.1** Let $A = \text{diag}(a) \in \mathbb{C}^{n \times n}$, $a \in \mathbb{R}^n$, be a diagonal matrix. Then, the largest KL exponent of problem (1.1) is at least $\frac{1}{4}$.

**Proof** In the case $\tau = 0$, using $H\Delta = Hy$, we have $f(y) - f(z) = \frac{1}{2}\Delta^*H\Delta$ and $2\|\text{grad } f(y)\|^2 = \Delta^*H^2\Delta - (\Delta^*H\Delta)^2$. Here, we set $\Delta = y - z$ as usual. We now decompose $\Delta$ as follows

$$\Delta = u + v, \quad Hu = 0, \quad \|Hv\| \geq \sigma_-(H)\|v\|, \quad \text{and } u^*v = 0,$$

where $\sigma_-(H)$ denotes smallest positive singular value of $H$. Moreover, let $\sigma_+(H) \geq 0$ be the maximum singular value of $H$. It holds that

$$f(y) - f(z) \leq \frac{\sigma_+(H)}{2}\|v\|^2, \quad \|\text{grad } f(y)\|^2 \geq \frac{\sigma_-(H)^2}{2}\|v\|^2 - \frac{\sigma_+(H)^2}{2}\|v\|^4.$$

Thus, due to $\|v\|^2 \leq \|\Delta\|^2$, the inequality (6.1) is satisfied with exponent $\theta = \frac{1}{4}$.

Next, we consider the general case $\tau \neq 0$. In this situation, we have $A_{[A]} = 0$, $H_{[A]} = A_{[A]} = 0$ and the stationarity conditions imply

$$a_k + 2\beta|z_k|^2 - 2\lambda = 0 \quad \forall k \in \mathcal{I} \implies H_{[\mathcal{I}]} = 0. \quad (6.14)$$

Hence, due to $\tau_k = |\Delta_k|^2 = |y_k|^2 = t_k^2$ for all $k \in A$ and (6.14), it follows

$$y^*\text{diag}(\tau)Hy = \sum_{k \in [n]} (a_k + 2\beta|z_k|^2 - 2\lambda)\tau_k|y_k|^2 = \sum_{k \in A} (a_k - 2\lambda)t_k^2, \quad (6.15)$$

and $y^*H^\ell y = \sum_{k \in A} (a_k - 2\lambda)\tau_k|y_k|^2$ for $\ell \in \mathbb{N}$. Utilizing Young’s inequality, $t_k^2 \leq 1$, and $\tau_k = t_k^2$ for all $k \in A$, we obtain

$$|y^*Hy \cdot y^*\text{diag}(\tau)y| = |y^*Hy| \left\| \tau_{[A]} \right\|^2 + \sum_{\ell \in \mathcal{I}} \left| t_{[\ell]} \tau_k \right| \leq |y^*Hy| \left[ \left\| \tau_{[A]} \right\|^2 + \left\| \tau_{[\mathcal{I}]} \right\|_1 \right]\leq \left[ \frac{|y^*Hy|q^p}{q} + \frac{\|\tau_{[A]}\|^{2p}}{p} \right] + \left[ \frac{|y^*Hy|^q}{q} + \frac{\|\tau_{[\mathcal{I}]}\|_1^p}{p} \right]$$

$$= \frac{2|y^*Hy|^q}{q} + \frac{\|\tau_{[A]}\|^{2p} + \|\tau_{[\mathcal{I}]}\|_1^p}{p} \quad (6.16)$$

for some $p > 1$ and $q = 1 + \frac{1}{p-1}$.

Let us now introduce the index set $B := \{k \in A : a_k - 2\lambda \neq 0\}$ and let us define $h_- := \min_{k \in B} |a_k - 2\lambda|$ and $h_+ := \max_{k \in B} |a_k - 2\lambda|$. Then, due to (6.15) and using the representation of $y^*H^\ell y$, $\ell \in \mathbb{N}$, it follows

$$y^*\text{diag}(\tau)Hy \geq -h_+ \sum_{k \in B} |y_k|^2 \tau_k = -h_+\|y_B\|_4^4,$$
\( y^* H^2 y \geq h_+^2 \|y_B\|^2 \), and \(|y^* H y| \leq h_+ \|y_B\|^2 \). Combining the latter inequalities with (6.16) and applying (6.5), we can infer

\[
\|\text{grad} \ f(y)\|^2 \\
= \frac{1}{2} y^* H^2 y - \frac{1}{2} (y^* H y)^2 + 2\beta^2 y^* \text{diag}(|\tau|^2) y - 2\beta^2 (y^* \text{diag}(\tau) y)^2 \\
+ 2\beta y^* H \text{diag}(\tau) y - 2\beta (y^* H y) (y^* \text{diag}(\tau) y) \\
\geq \frac{h_+^2}{2} \|y_B\|^2 - h_+^2 \|y_B\|^4 + 2\beta^2 y^* \text{diag}(|\tau|^2) y - 2\beta^2 (y^* \text{diag}(\tau) y)^2 \\
- 2\beta h_+ \|y_B\|^4 - 4\beta h_+^q \|y_B\|^2 - \frac{2\beta}{p} [\|A\|^{2p} + \|\tau_I\|_p^p] \\
= \frac{h_+^2}{2} \|y_B\|^2 - \alpha(\|y_B\|^2) + 2\beta^2 y^* \text{diag}(|\tau|^2) y - 2\beta^2 (y^* \text{diag}(\tau) y)^2 \\
- \frac{2\beta}{p} [\|A\|^{2p} + \|\tau_I\|_p^p] \\
\geq \frac{h_+^2}{2} \|y_B\|^2 - \alpha(\|y_B\|^2) + \frac{\beta^2 r_+^4}{4} \sum_{k, j \in I} |\tau_k - \tau_j|^2 + \beta^2 r_+^2 m \|A\|^3 \\
- 2\beta p^{-1} [\|A\|^{2p} + \|\tau_I\|_p^p] \\
\geq h_+^2 \|y_B\|^2 - \alpha(\|y_B\|^2) + \frac{\beta^2 r_+^4}{4} \sum_{k, j \in I} |\tau_k - \tau_j|^2 + \beta^2 r_+^2 m \|A\|^3 \\
- 2\beta p^{-1} [\|A\|^{2p} + \|\tau_I\|_p^p] \\
\geq h_+^2 \|y_B\|^2 - \alpha(\|y_B\|^2) + \frac{\beta^2 r_+^4}{4} \sum_{k, j \in I} |\tau_k - \tau_j|^2 + \beta^2 r_+^2 m \|A\|^3 \\
- 2\beta p^{-1} [\|A\|^{2p} + \|\tau_I\|_p^p] \\
\geq h_+^2 \|y_B\|^2 - \alpha(\|y_B\|^2) + \frac{\beta^2 r_+^4}{4} \sum_{k, j \in I} |\tau_k - \tau_j|^2 + \beta^2 r_+^2 m \|A\|^3 \\
- 2\beta p^{-1} [\|A\|^{2p} + \|\tau_I\|_p^p]
\]

for \( \|y_B\| \to 0 \) and \( m := |I| \). Assuming that \( y \) is sufficiently close to \( z \), then the last step in the latter inequality is a consequence of the estimates (6.11) and (6.13) in Lemma 6.1. Next, by (6.9), we have

\[
\|\tau_I\|_1^4 \leq m^2 \|\tau_I\|^4 \leq \left[ \frac{1}{2} \sum_{k, j \in I} |\tau_k - \tau_j|^2 + |A| \|A\|^2 \right]^2 \\
\leq \left[ \sum_{k, j \in I} |\tau_k - \tau_j|^2 \right]^2 + 2(n - m)^2 \|A\|^4 \\
\]

Setting \( p = 4 \) and using (6.10), we can choose \( \|\Delta\| \) (and thus \( \|\tau\| \) and \( \|y_B\| \)) sufficiently small, such that

\[
\|\text{grad} \ f(y)\|^2 \geq \eta_1 \left[ \|y_B\|^2 + \sum_{k, j \in I} |\tau_k - \tau_j|^2 + \|A\|^3 \right]^{3/2} \\
\geq \eta_2 \left[ \|y_B\|^2 + \sum_{k, j \in I} |\tau_k - \tau_j|^2 + \|A\|^2 \right]^{3/2} \\
\]
and \( f(y) - f(z) \leq \eta_3 \|y_B\|^2 + \sum_{k,j \in I} |\tau_k - \tau_j|^2 + \|\tau_A\|^2 \) for suitable \( \eta_1, \eta_2, \eta_3 > 0 \).

This shows that the Łojasiewicz inequality is satisfied with \( \theta = \frac{1}{4} \). \( \Box \)

Finally, we derive a lower bound of the largest KL exponent in the real case for global minimizers characterized by the positive semidefiniteness condition in Theorem 2.1.

**Theorem 6.2** Suppose \( A \in \mathbb{R}^{n \times n} \) is a symmetric matrix and \( z \) is a stationary point of problem (1.1) satisfying

\[
H \succeq 0,
\]

where \( H \) is defined in (2.6). Then, the largest KL exponent of (1.1) at \( z \) is at least \( \frac{1}{4} \).

**Proof** The proof of Theorem 6.2 is provided in Appendix A. \( \Box \)

### 7 Conclusions

In this paper, we analyze the geometric properties of a class of quartic–quadratic optimization problems under a single spherical constraint. When the matrix \( A \) in the quadratic form is diagonal, the stationary points and local minima can be fully characterized and we show that the minimization problem does not possess any spurious local minima. Furthermore, a closed-form expression for global minimizer is available which is based on the projection onto the \( n \)-simplex. If \( A \) is a rank-one matrix, a similar analysis can be performed and we derive characteristic properties of associated local minima and uniqueness of global minima up to a certain phase shift. We verify that the problem satisfies a Riemannian-type strict-saddle property in the real space when the interaction coefficient is at least of order \( O(n^{3/2}) \) or sufficiently small which corresponds to the case where either the quartic or the quadratic part is the leading term of the objective function. Finally, we estimate the largest Kurdyka–Łojasiewicz exponent \( \theta \) of problem (1.1) and show that \( \theta \) is at least \( \frac{1}{4} \) for all stationary points \( z \) if \( A \) is diagonal or if the problem is restricted to the real space and \( z \) fulfills a certain global optimality condition.

**Acknowledgements** The authors are grateful to Prof. Adrian Lewis, the Associate Editor and the anonymous reviewers for their valuable comments and suggestions that helped to improve the quality of our manuscript.

### A Proof of Theorem 6.2

**Proof** As in the proof of Theorem 6.1, the verification of Theorem 6.2 is mainly based on proper decompositions of \( \Delta = y - z \) and \( \text{diag}(\tau)y \) that allow to derive appropriate bounds of \( |f(y) - f(z)| \) and \( \|\nabla f(y)\| \) if \( y \) is close to \( z \) or if, equivalently, \( \Delta \) is sufficiently small. In particular, we will discuss three cases that will allow to simplify
and estimate the expressions for $|f(y) - f(z)|$ and $\|\nabla f(y)\|$ via identifying the different leading terms.

Without loss of generality we assume $\beta = 1$. Let $y \in \mathbb{S}^{n-1}$ be arbitrary and let us set $\Delta = y - z$, and

$$
\gamma_1 = \sum_{k \in I} z_k^3 \Delta_k, \quad \gamma_2 = \sum_{k \in I} z_k^2 \Delta_k^2, \quad \gamma_3 = \sum_{k \in I} z_k \Delta_k^3, \quad \gamma_4 = \|\Delta\|^4. \quad (A.1)
$$

Based on the representation $\nabla f(y) = P_y^+[H + 2\text{diag}(\tau)]y$, we now introduce the following decompositions

$$
2\text{diag}(\tau)y = w + c_1 y, \quad w = 2P_y^+ \text{diag}(\tau)y, \quad c_1 = 2y^T \text{diag}(\tau)y
$$

$$
\Delta = u + v, \quad H u = 0, \quad u^T v = 0, \quad \|Hv\| \geq \sigma_-(H)\|v\|, \quad (A.2)
$$

where $\sigma_-(H)$ denotes the smallest positive singular value of $H$. Using this decomposition, (6.5), and $Hy = H\Delta$, we can express the norm of the Riemannian gradient as follows

$$
\|\nabla f(y)\|^2 = \|P_y^+[H + 2\text{diag}(\tau)]y\|^2 = \|P_y^+[Hy + w + c_1 y]\|^2
$$
$$
= \|P_y^+[H\Delta + w]\|^2 = \|H\Delta + w\|^2 - (y^T H\Delta + y^T w)^2
$$
$$
= \|H\Delta + w\|^2 - (\Delta^T H \Delta)^2 = \|Hv + w\|^2 - (v^T H v)^2. \quad (A.3)
$$

Let $\lambda_+(H)$ be the largest eigenvalue of $H$. Then, by definition of $v$, we obtain

$$
|v^T H v| \leq \lambda_+(H)\|v\|^2 \leq \lambda_+(H)\sigma_-(H)^{-2}\|Hv\|^2 =: \tilde{\sigma}^{-1} \cdot v^T H^2 v. \quad (A.4)
$$

Moreover, Lemma 6.1 yields

$$
\|\tau\|^3 \leq \eta_1\|w\| \quad (A.5)
$$

for some constant $\eta_1 > 0$ and for all $y \in \mathbb{S}^{n-1}$ sufficiently close to $z$. Throughout the proof, we will also repeatedly use the following facts:

$$
2y^T \Delta = \|y\|^2 + \|\Delta\|^2 - \|y - \Delta\|^2 = \|\Delta\|^2, \quad (A.6)
$$

$$
z^T \Delta = y^T \Delta - \|\Delta\|^2 = -\frac{1}{2}\|\Delta\|^2.
$$

Let $\epsilon \in (0, 1]$ be an arbitrary, small positive constant. We now discuss three different cases.

Case 1. $\|w\| \geq (1 + \epsilon)\|Hv\|$ or $\|w\| \leq (1 - \epsilon)\|Hv\|$. We first assume $w \neq 0$ and $\epsilon < 1$. Since the function $x \mapsto \varphi(x) := x + 1/x$ is monotonically decreasing on the interval $(0, 1 - \epsilon]$ and monotonically increasing on $[1 + \epsilon, \infty)$, it follows

$$
\varphi(x) \geq 1 - \epsilon + \frac{1}{1 - \epsilon} \quad x \in (0, 1 - \epsilon] \quad \text{and} \quad \varphi(x) \geq 1 + \epsilon + \frac{1}{1 + \epsilon} \quad x \geq 1 + \epsilon
$$
Thus, we obtain
\[
\frac{\|w\|}{\|Hv\|} + \frac{\|Hv\|}{\|w\|} \geq \min \left\{ 1 - \epsilon + \frac{1}{1 - \epsilon}, 1 + \epsilon + \frac{1}{1 + \epsilon} \right\} = \frac{(1 + \epsilon)^2 + 1}{1 + \epsilon},
\]
which further implies
\[
\|Hv + w\|^2 \geq \|w\|^2 + \|Hv\|^2 - 2\|w\|\|Hv\| = \left[ 1 - 2 \left( \frac{\|w\|}{\|Hv\|} + \frac{\|Hv\|}{\|w\|} \right)^{-1} \right] (\|w\|^2 + \|Hv\|^2) \geq \frac{\epsilon^2}{2} (\|w\|^2 + \|Hv\|^2).
\]

Next, we choose \(\delta_z > 0\) sufficiently small such that \(\|v\|^2 \leq \epsilon^2 \tilde{\sigma} / (10\lambda_+(H))\) and \(|v^THv| \leq 1\). (This is possible due to the decomposition \((A.2)\) and \(|v| \leq |\Delta|\)). Using \((A.4), (A.5)\), the estimate \([\frac{1}{2}|a + b|^3/2 \leq |a|^{3/2} + |b|^{3/2}] / \sqrt{2}, a, b \in \mathbb{R}\), and setting \(\tilde{\eta}_1 := \min\{\eta_{1,1}^2, \frac{\delta}{2}\}\), it follows
\[
\|\text{grad } f(y)\|^2 \geq \frac{\epsilon^2}{5} (\|w\|^2 + \|Hv\|^2) - \lambda_+(H)\|v\|^2|v^THv|
\]
\[
\geq \frac{\epsilon^2}{10} (2\|w\|^2 + 2\|Hv\|^2) - \lambda_+(H) \cdot \epsilon^2 \tilde{\sigma} / (10\lambda_+(H)) \cdot \tilde{\sigma}^{-1} \|Hv\|^2
\]
\[
= \frac{\epsilon^2}{10} \left( 2\|w\|^2 + \|Hv\|^2 \right) \geq \frac{\epsilon^2}{5} \min \left\{ \frac{1}{\tilde{\eta}_1^2}, \frac{\tilde{\sigma}}{2} \right\} \left[ \|\tau\|^3 + |v^THv| \right]
\]
\[
\geq \frac{\epsilon^2\tilde{\eta}_1}{5} \left[ \|\tau\|^3 + |v^THv| \right] \geq \frac{\epsilon^2\tilde{\eta}_1}{10} \left[ \|\tau\|^2 + v^THv \right] \frac{3}{2}
\]
\[
= \frac{\epsilon^2\tilde{\eta}_1 \sqrt{2}}{5} |f(y) - f(z)|^2,
\]
where the last equality is a consequence of \((6.4)\). Thus, we can infer that the largest KL exponent of problem \((1.1)\) at \(z\) is at least \(\frac{1}{4}\).

**Case 2.** \((2 - \epsilon)r_2^2 \|\Delta\| \geq \|\Delta\|^2\) or \(\gamma_1 \leq (2 - \epsilon)r_2^2 \|\Delta\|^2 \|\Delta\|^{-2}\). First, utilizing the identity \(\Delta^T y = \frac{1}{2} \|\Delta\|^2\) in \((A.6)\), we have \(P_y^\perp \Delta = \Delta - \frac{1}{2} \|\Delta\|^2 y\). Defining \(t_\Delta := \Delta^T P_y^\perp \Delta = \|\Delta\|^2 - \frac{1}{4} \|\Delta\|^4\), we will now work with the following additional decompositions
\[
H\Delta = \Delta^T H\Delta \cdot y + c_2 P_y^\perp \Delta + w_1, \quad c_2 = \frac{1 - \frac{1}{2} \|\Delta\|^2}{t_\Delta} \Delta^T H\Delta,
\]
\[
w = c_3 P_y^\perp \Delta + w_2, \quad c_3 = \frac{1}{t_\Delta} \left[ 2\Delta^T \text{diag}(\tau) y - \|\Delta\|^2 y^T \text{diag}(\tau) y \right].
\]
We note that due to the choice of \( c_2 \) and \( c_3 \) and (A.2), the vectors \( w_1 \) and \( w_2 \) are orthogonal to \( y \) and \( \Delta \). Hence, by (A.3), it holds that

\[
\| \text{grad} \ f(y) \|^2 = \| H \Delta \|^2 + 2 w^T H \Delta + \| w \|^2 - (\Delta^T H \Delta)^2 \\
= (c_2^2 + 2 c_2 c_3 + c_3^2) \| P_y \Delta \|^2 + \| w_1 \|^2 + 2 w_1^T w_2 + \| w_2 \|^2 \\
= (c_2 + c_3)^2 \cdot t_\Delta + \| w_1 + w_2 \|^2 \geq (c_2 + c_3)^2 \cdot t_\Delta.
\]

Recalling the definitions introduced in (A.1) and using \( \tau_k = (y_k - z_k)(y_k + z_k) = \Delta_k(\Delta_k + 2z_k) \) and \( y_k = \Delta_k + z_k \), we can express \( t_\Delta \cdot c_3 \) via

\[
t_\Delta c_3 = 2 \sum_{k \in [n]} \Delta_k^2(\Delta_k + 2z_k)(\Delta_k + z_k) \\
- \| \Delta \|^2 \sum_{k \in [n]} \Delta_k(\Delta_k + 2z_k)(z_k + \Delta_k)^2 \\
= \sum_{k \in [n]} 2[\Delta_k^4 + 3 \Delta_k^3 z_k + 2 \Delta_k^2 z_k^2] \\
- \| \Delta \|^2 [\Delta_k^4 + 4 \Delta_k^3 z_k + 5 \Delta_k^2 z_k^2 + 2 \Delta_k z_k^3] \\
= (2 - \| \Delta \|^2) \gamma_4 + (6 - 4 \| \Delta \|^2) \gamma_3 + (4 - 5 \| \Delta \|^2) \gamma_2 - 2 \| \Delta \|^2 \gamma_1. \quad (A.7)
\]

Notice that we have \( \gamma_2 \geq r_+^2 \| \Delta_T \|^2 \) and \( \gamma_1 \leq 1 \) provided that \( \| \Delta \| \leq 1 \). Now, if \((2 - \epsilon)r_+^2 \| \Delta_T \| \geq \| \Delta \|^2 \), we obtain

\[
(4 - 5 \| \Delta \|^2) \gamma_2 - 2 \| \Delta \|^2 \gamma_1 \geq (4 - 5 \| \Delta \|^2)r_+^2 \| \Delta_T \|^2 - 2 \| \Delta \|^2 \\
\geq (2 - 5 \| \Delta \|^2)r_+^2 \| \Delta_T \|^2.
\]

and hence, it follows

\[
t_\Delta \cdot c_3 \geq \gamma_4 + \epsilon r_+^2 \| \Delta_T \|^2 + o(\| \Delta_T \|^2) \geq \| \Delta \|^2 + \frac{\epsilon r_+^2}{2} \| \Delta_T \|^2 \quad (A.8)
\]

for \( \Delta \) sufficiently small. Otherwise, if \( \gamma_1 \geq (2 - \epsilon)r_+^2 \| \Delta_T \|^2 \| \Delta \|^{-2} \), then we also have \((4 - 5 \| \Delta \|^2) \gamma_2 - 2 \| \Delta \|^2 \gamma_1 \geq (2 - 5 \| \Delta \|^2)r_+^2 \| \Delta_T \|^2 \) and thus, (A.8) holds in both sub-cases. Consequently, due to the positive semidefiniteness of \( H \), (A.8), and

\[
\| \Delta \|^2 = -2 \Delta^T z = -2 \Delta^T \varepsilon_T z \leq 2 \| \Delta_T \| \| z_T \| \leq 2 \| \Delta_T \|, \quad (A.9)
\]

we can infer

\[
\| \text{grad} \ f(y) \| \geq |c_2 + c_3| \sqrt{t_\Delta} = \left[ \left( 1 - \frac{1}{2} \| \Delta \|^2 \right) \Delta^T H \Delta + t_\Delta c_3 \right]^{1/2} \leq \left[ \Delta^T H \Delta + 2 \| \Delta \|^4 + \epsilon r_+^2 \| \Delta_T \|^2 \right] \cdot (2 \| \Delta \|)^{-1}
\]
\[ \begin{align*}
\geq & \left[ \Delta^T H \Delta + 2\|\Delta\|^4 + \epsilon r_+^2 \|\Delta z\|^2 \right]^{\frac{3}{2}} \cdot \frac{\epsilon^{\frac{1}{4}} \sqrt{r_+} \|\Delta z\|}{2\|\Delta\|} \\
\geq & \eta_2 [\Delta^T H \Delta + 2\|\Delta\|^4 + \epsilon r_+^2 \|\Delta z\|^2]^{\frac{3}{2}},
\end{align*} \]

where \( \eta_2 := \epsilon^{\frac{1}{4}} \sqrt{r_+} / 2\sqrt{2} \) and if \( \Delta \) is chosen sufficiently small. Here, we also used the estimates \( t_\Delta = \|\Delta\|^2 - \|\Delta\|^4 / 4 \leq \|\Delta\|^2 \) and \( 1 - \|\Delta\|^2 / 2 \geq 1 / 2 \) in the second inequality. The third inequality follows from \( [\Delta^T H \Delta + 2\|\Delta\|^4 + \epsilon r_+^2 \|\Delta z\|^2]^{\frac{3}{2}} \geq \epsilon^{\frac{1}{4}} \sqrt{r_+} \|\Delta z\| \). Next, utilizing (6.4) and \( |\gamma_k| \leq 2|\Delta_k| \) for all \( k \in \mathcal{I} \), we finally obtain

\[ |f(y) - f(z)| = \frac{1}{2} [\Delta^T H \Delta + \|\tau\|^2] \]

\[ \leq \frac{1}{2} \left[ \Delta^T H \Delta + \|\Delta \|_{4}^{4} + 4\|\Delta z\|^2 \right] \leq \eta_3 \|\text{grad} f(y)\|^\frac{3}{2} \]

for some constant \( \eta_3 > 0 \) and for all \( y \) sufficiently close to \( z \). Hence, the largest KL exponent is at least \( \frac{1}{4} \) in this case.

**Case 3.** \( (1 - \epsilon)\|Hv\| \leq \|w\| \leq (1 + \epsilon)\|Hv\|, \) \( \gamma_1 \geq (2 - \epsilon)r_+^2 \|\Delta z\|^2 \|\Delta\|^{-2} \) and \( (2 - \epsilon)r_+^2 \|\Delta z\| \leq \|\Delta\|^2 \). In this case, the inequality (A.9) implies \( \|\Delta z\| = \Theta (\|\Delta\|^2) \) and setting \( v = [(2 - \epsilon)r_+^2]^{-1} \), the terms \( \gamma_i \) for \( i = 1, \ldots, 3 \) can be estimated as follows

\[ (4\nu)^{-1} \|\Delta\|^2 \leq (2 - \epsilon)r_+^2 \|\Delta z\|^2 \|\Delta\|^{-2} \leq \gamma_1 \leq \|\Delta z\|_1 \leq |\mathcal{I}|v\|\Delta\|^2, \]

\[ \frac{r_+^2}{4} \|\Delta\|^4 \leq r_+^2 \|\Delta z\|^2 \leq \gamma_2 \leq \|\Delta z\|^2 \leq v^2 \|\Delta\|^4, \]

\[ -v^3 \|\Delta\|^6 \leq -\|\Delta z\|_3 \leq \gamma_3 \leq \|\Delta z\|^3 \leq v^3 \|\Delta\|^6. \] (A.10)

Together with \( \gamma_4 = \|\Delta\|^4 \), this shows that

\[ \gamma_1 = \Theta (\|\Delta\|^2), \quad \gamma_2 = \Theta (\|\Delta\|^4), \quad \gamma_3 = O (\|\Delta\|^6), \quad \gamma_4 = \Theta (\|\Delta\|^4) \] (A.11)

for all \( \Delta \). Let us set \( m := |\mathcal{I}| \) and define \( \sigma_k = \Delta_k z_k + \frac{1}{2m} \|\Delta\|^2 \) for all \( k \in \mathcal{I} \) and \( \sigma_k = 0 \) for all \( k \in \mathcal{A} \). Then, by (A.6), we have

\[ \sum_{k \in [n]} \sigma_k = 0, \quad \|\sigma\|_1 \geq \sum_{k \in \mathcal{I}} z_k^2 \sigma_k = \gamma_1 + \frac{1}{2m} \|\Delta\|^2, \] (A.12)

and \( \|\sigma\| = \Theta (\|\Delta\|^2) \). We now express \( \|w\|^2 \) in terms of \( \gamma_1, \gamma_2, \gamma_3, \) and \( \gamma_4 \). Specifically, by utilizing (A.2), (A.11) and by mimicking the derivation of (A.7), we obtain

\[ \frac{1}{4} \|w\|^2 = \|P_y \text{diag}(\tau)y\|^2 = y^T \text{diag}(|\tau|^2)y - (y^T \text{diag}(\tau)y)^2 \]

\[ = \sum_{k \in [n]} (z_k + \Delta_k)^2 \Delta_k^2 (\Delta_k + 2z_k)^2 - (\|\Delta\|^4 + 4\gamma_3 + 5\gamma_2 + 2\gamma_1)^2 \]

\[ \square \] Springer
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Furthermore, by (6.4) and (A.1), it holds that

\[ \sum_{k,j \in I} 2 \Delta_k^2 \Delta_j^2 z_k^2 + \sum_{k,j \in I} 2 \Delta_k^2 \Delta_j^2 z_k^2 z_j^2 - 4 \left( \sum_{k \in I} \Delta_k^3 z_k \right)^2 + O(\|\Delta\|^6) \]

\[ = 2 \sum_{k,j \in I} \left[ \Delta_k^2 \Delta_j^2 - 2 \Delta_k^3 z_k^2 \Delta_k \Delta_j + z_k^2 \Delta_j^2 \right] + O(\|\Delta\|^6) \]

\[ = 2 \sum_{k,j \in I} z_k^2 z_j^2 (\sigma_k - \sigma_j)^2 + O(\|\Delta\|^6). \]

We notice that the higher order terms \( \sum_{k \in I} \Delta_k^3 \Delta_k^{-1} z_k^3 \Delta_k^{-1} \), \( \ell \in \{0, 1, 2\} \), can be discussed as in (A.10) and are all bounded by \( O(\|\Delta\|^6) \). Finally, applying (A.12) and \( |z_k| \leq 1 \) and \( z_k^2 \geq r_+^2 \) for all \( k \in I \), we obtain

\[ \sum_{k,j \in I} z_k^2 z_j^2 (\sigma_k - \sigma_j)^2 \geq r_+^4 \sum_{k,j \in I} (\sigma_k - \sigma_j)^2 = 2m r_+^4 \|\sigma\|^2 \]

and \( \sum_{k,j \in I} z_k^2 z_j^2 (\sigma_k - \sigma_j)^2 \leq 2m \|\sigma\|^2 \) which implies \( \|w\| = \Theta(\|\Delta\|^2) \) and

\[ \|Hv\| = \Theta(\|\Delta\|^2) \quad (A.13) \]

for \( \Delta \to 0 \). As a consequence, by (A.4), we also get

\[ |v^T H v| = O(\|\Delta\|^4). \quad (A.14) \]

Furthermore, by (6.4) and (A.1), it holds that

\[ 2|f(y) - f(z)| \leq |\Delta^T H \Delta| + \|\tau\|^2 = |v^T H v| + \sum_{k \in [n]} \left[ \Delta_k^2 + 2 z_k \Delta_k \right]^2 \]

\[ = |v^T H v| + \|\Delta\|^4 + 4 \gamma_3 + 4 \gamma_2 = O(\|\Delta\|^4) \quad (A.15) \]

for \( \Delta \to 0 \). For some index sets \( K, J \subset [n] \), let \( H_{K,J} \in \mathbb{R}^{|K| \times |J|} \) denote the submatrix \( H_{K,J} = (H_{kj})_{k \in K, j \in J} \). Notice that due to the positive semidefiniteness of \( H \), we have \( H_{II} \geq 0 \) and \( H_{AA} \geq 0 \). Moreover, due to (A.2), (A.3), and \( |v^T H v| = O(\|\Delta\|^4) \), we obtain
\[ \| \text{grad } f(y) \|^2 = \| H \Delta + w \|^2 + O(\| \Delta \|^8) \]
\[ = \| H_A \Delta + w_A \|^2 + \| H_I \Delta + w_I \|^2 + O(\| \Delta \|^8) \]
\[ = \| H_{II}^T \Delta_I + H_{AA} \Delta_A + 2\text{diag}(\| \Delta_A \|^2) \Delta_A - c_1 \Delta_A \|^2 \]
\[ + \| H_{II} \Delta_I + H_{IA} \Delta_A + w_I \|^2 + O(\| \Delta \|^8). \] (A.16)

where \( c_1 = 2y^T \text{diag}(\tau) y \) was defined in (A.2) and we used the identities \( z_k = 0 \) for \( k \in A \) and \( w_A = 2\text{diag}(\tau_A) y_A - c_1 y_A = 2\text{diag}(\| \Delta_A \|^2) \Delta_A - c_1 \Delta_A \). We set
\[ h := H_{II} \Delta_I + H_{IA} \Delta_A, \quad g_1 := h + w_I, \]
\[ g_2 := H_{II}^T \Delta_I + H_{AA} \Delta_A + 2\text{diag}(\| \Delta_A \|^2) \Delta_A - c_1 \Delta_A \] (A.17)

and, let \( \eta_4, \eta_5 > 0 \) and \( \mu \in (0, \frac{1}{2}) \) be given constants. Next, we discuss two separate sub-cases.

**Sub-case 3.1.** \( \Delta_I^T h \geq -\eta_4 \| \Delta \|^{4+\mu} \) or \( \Delta_I^T h \leq -\eta_5 \| \Delta \|^{4-\mu} \). Let us first assume \( \Delta_I^T h \geq -\eta_4 \| \Delta \|^{4+\mu} \). Following the derivation of (A.7) and using (A.6), (A.2), and (A.11), we obtain \( \frac{1}{2} c_1 = \| \Delta \|^4 + 4\gamma_3 + 5\gamma_2 + 2\gamma_1 = \Theta(\| \Delta \|^2), \Delta_{II}^T y_I = -\frac{1}{2} \| \Delta \|^2, \) and
\[ \Delta_I^T w_I = 2\Delta_{II}^T \text{diag}(\tau_I) y_I - c_1 \Delta_{II}^T y_I = 2\| \Delta_I \|^4 + 6\gamma_3 + 4\gamma_2 + \frac{1}{2} \| \Delta \|^2 c_1, \]
which yields
\[ \Delta_I^T g_1 \geq -\eta_4 \| \Delta \|^{4+\mu} + 2\| \Delta_I \|^4 + 4\gamma_2 + \| \Delta \|^2[\| \Delta \|^4 + 5\gamma_2 + 2\gamma_1] \]
\[ + 6\gamma_3 + 4\| \Delta \|^2 \gamma_3 \]
\[ \geq \Theta(\| \Delta \|^4). \]

Similarly, in the case \( \Delta_I^T h \leq -\eta_5 \| \Delta \|^{4-\mu} \) and if \( \| \Delta \| \) is sufficiently small, we get
\[ \Delta_I^T g_1 \leq -\frac{\eta_5}{2} \| \Delta \|^{4-\mu}. \]

Combining both cases, we can infer \( \| \Delta_I \| \| g_1 \| \geq \| \Delta_I^T g_1 \| \geq \eta_6 \| \Delta \|^{4} \) for some \( \eta_6 > 0 \) and for all \( y \) sufficiently close to \( b \). By the assumptions of case 3, this implies \( \| g_1 \| \geq \nu^{-1} \eta_6 \| \Delta \|^{2} \) and hence, by (A.16), we have \( \| \text{grad } f(y) \| \geq \Theta(\| \Delta \|^2) \). Considering (A.15), the Łojasiewicz inequality holds with \( \theta = \frac{1}{2} \) in this sub-case.

**Sub-case 3.2.** \(-\eta_5 \| \Delta \|^{4-\mu} \leq \Delta_I^T h \leq -\eta_4 \| \Delta \|^{4+\mu} \). Due to \( \Delta_I^T H_{II} \Delta_I \geq 0 \), this directly yields \( \Delta_I^T H_{II} \Delta_A = \Delta_I^T h - \Delta_I^T H_{II} \Delta_I < 0 \). Moreover, we can estimate that
\[ \Delta_I^T H_{II} \Delta_A = \Delta_I^T h - \Delta_I^T H_{II} \Delta_I \geq -\eta_5 \| \Delta \|^{4-\mu} - \lambda_-(H_{II}) \| \Delta_I \|^2 \]
\[ \geq -\eta_5 \| \Delta \|^{4-\mu} - \lambda_-(H_{II}) \cdot (2 - \epsilon)^{-2} r_+^{-4} \| \Delta \|^4 \geq -2\eta_5 \| \Delta \|^{4-\mu}, \]
where \( \lambda_-(H_{II}) \) is the maximal eigenvalue of \( H_{II} \). We note that the last inequality holds when \( \| \Delta \| \) is small enough, since \( \eta_5, r_+, \epsilon, H_{II} \) do not depend on \( \Delta \) and can be
considered as constants when $\Delta \to 0$. Also, we have
\[
\Delta^T_A H_{AA} \Delta_A \geq \Delta^T_A (H^T_{II} \Delta_I + H_{AA} \Delta_A) \geq \Delta^T H \Delta = v^T H v.
\] (A.18)

Utilizing the positive semidefiniteness of $H$, it holds that
\[
\|Hv\|^2 = \left(H^\frac{1}{2} v\right)^T H \left(H^\frac{1}{2} v\right) \leq \lambda_+(H) \|H^\frac{1}{2} v\| = \lambda_+(H) \cdot v^T H v.
\]

Hence, the estimates $\|Hv\| = \Theta(\|\Delta\|^2)$ in (A.13) and $|v^T H v| = O(\|\Delta\|^4)$ in (A.14) lead to $v^T H v = \Theta(\|\Delta\|^3)$. Consequently, if $\Delta^T_A H_{AA} \Delta_A \geq \eta_7 \|\Delta\|^{4-2\mu}$ for some constant $\eta_7 > 0$, then we can infer
\[
\Delta^T_A g_2 = \Delta^T_A (H^T_{II} \Delta_I + H_{AA} \Delta_A) + 2\|\Delta_A\|_2^4 - c_1 \|\Delta_A\|^2 \\
\geq \eta_7 \|\Delta\|^{4-2\mu} - 2\eta_5 \|\Delta\|^{4-\mu} + O(\|\Delta\|^4) \geq \frac{\eta_7}{2} \|\Delta\|^{4-2\mu}
\]
for $\Delta \to 0$. As in sub-case 3.1, this allows to show $\|\text{grad} f(y)\| \geq \Theta(\|\Delta\|^{3-2\mu})$ and thus, by (A.15), the Łojasiewicz inequality holds with $\theta = \frac{4+2\mu}{4} \geq \frac{1}{4}$. Finally, let us consider $\eta_8 \|\Delta\|^4 \leq \Delta^T_A H_{AA} \Delta_A \leq \eta_7 \|\Delta\|^{4-2\mu}$, where $\eta_8 > 0$ is chosen such that $\Delta^T H \Delta \geq \eta_8 \|\Delta\|^4$ and let us define the final decompositions
\[
\Delta_A = \psi_1 + \xi_1, \quad \psi_1 \in \text{null } H_{AA}, \quad \xi_1 \in [\text{null } H_{AA}]^\perp,
\]
\[
\text{diag}(\|\Delta_A\|^2) \Delta_A = \psi_2 + \xi_2, \quad \psi_2 \in \text{null } H_{AA}, \quad \xi_2 \in [\text{null } H_{AA}]^\perp,
\]
where $\text{null } M$ is the null space of a matrix $M$. We then have $\|\xi_1\| = \Theta(\|H_{AA} \xi_1\|) = \Theta(\sqrt{\xi^T H_{AA} \xi_1}) = O(\|\Delta\|^{2-\mu})$ and $\|\psi_1\| = O(\|\Delta\|)$. Notice that such decompositions exist due to the symmetry of $H_{AA}$.

Since $H$ is positive semidefinite, we can show that $\text{null } H_{AA} \subset \text{null } H_{II}$. If $H_{II} = 0$, then this claim is certainly true. Otherwise, if we assume that the statement is false, the set $S = \text{null } H_{AA} \cap [\text{null } H_{II}]^\perp$ does not only contain zero and we can select $\psi \in S \setminus \{0\}$ and $\xi \in [\text{null } H_{II}]^\perp \setminus \{0\} = [\text{ran } H_{II}] \setminus \{0\}$. Then it holds that
\[
\left[\begin{array}{c}
\xi^T \\
\psi^T
\end{array}\right]
\left[
\begin{array}{cc}
H_{II} & H_{IA} \\
H_{TI} & H_{AA}
\end{array}\right]
\left[
\begin{array}{c}
\xi \\
\psi
\end{array}\right] = \xi^T H_{II} \xi + 2a \psi^T H_{II} \xi \geq 0, \quad \forall a \in \mathbb{R}.
\]
But since $[H_{II} \psi]^T \xi \neq 0$, we can choose a such that $\xi^T H_{II} \xi + 2a \psi^T H_{II} \xi < 0$, which is a contradiction.

Hence and due to $H_{II}^T H_{II} \Delta_I \in \text{ran } H_{II}^T H_{II} = [\text{null } H_{II}]^\perp$, we can infer $H_{II}^T H_{II} \Delta_I + H_{AA} \Delta_A \in [\text{null } H_{AA}]^\perp$. This implies that $g_2$ can be written as $g_2 = g_3 + d$ where $g_3 \in [\text{null } H_{AA}]^\perp$ and $d = 2\psi_2 - c_1 \psi_1 \in \text{null } H_{AA}$. If $\|d\| \geq \frac{\eta_8}{2} \|\Delta\|^3$, we obtain $\|\text{grad } f(y)\| \geq \|g_2\| \geq \|d\| \geq \frac{\eta_8}{2} \|\Delta\|^3$ by (A.16) and the Łojasiewicz inequality is satisfied with $\theta = \frac{1}{3}$ due to (A.15). Otherwise, if $\|d\| \leq \frac{\eta_8}{2} \|\Delta\|^3$, it follows.
where we applied the estimates $\|\xi_2\| \leq \|A\Delta\|_6^3 \leq \|A\|^3$ and $c_1 = \Theta(\|A\|^2)$. Using (A.18), this shows

$$\Delta_t A g_2 = \Delta_t^T (H_{A\Delta}^T \Delta + H_{AA} \Delta_A) + \|A\|_4^4 - c_1 \|A\|_2^2 \geq \|A\|_T^4 - \frac{\eta_8}{2} \|A\|_T^4 + O(\|A\|_T^{5-\mu}) \geq \frac{\eta_8}{4} \|A\|_T^4$$

for $\Delta \to 0$. Thus, we have $\|\nabla f(y)\| \geq \Theta(\|A\|^3)$ and as before we can infer that the Łojasiewicz inequality holds with $\theta = \frac{1}{4}$ in this case. 
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