Amplitude modulation in binary gravitational lensing of gravitational waves
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We investigate the detectability of gravitational waves (GWs) lensed by a system that consists of binary black holes as lenses using time-domain numerical simulations. The gravitational lensing potential of this system is no longer static but evolves with time. When GWs from the source pass through the binary lens, their amplitudes can be modulated, which is similar to the phenomenon of amplitude modulation (AM) in radio communication. We find that even the frequency of the binary lens itself is too low to be detected by the LISA detection band, the sidebands in the spectrum of the lensed GWs due to AM can still be within the sensitive range of the detection band. Moreover, we also calculate the relative differences of SNR (mismatch) between the lensed and unlensed GWs. We find that the mismatch can be as significant as 9.18%. Since mismatch does not depend on the amplitude of waveform, the differences between the binary lensed and unlensed waveforms are substantial. This provides a robust way to identify the lensing event for the LISA project in the future.

**Introduction** The discovery of gravitational waves (GWs) ushered us into a new area of astronomy. Similar to light, GWs can be lensed when they pass a massive object. Such a massive object forms a lensing system, which allows us to explore new physics which is beyond the scope of conventional astronomy, such as determining the location of merging black holes to subarcsecond precision [1] and detecting intermediate-mass or primordial black holes [2, 3].

Most recently, a comprehensive analysis of lensing has been performed using the data from the first half of the third LIGO–Virgo observing run [4]. The search includes strongly lensed events, multiple images, and microlensing effects. However, no compelling evidence of lensing has been found yet.

One reason for the null result is that the expected rate of lensing is low at the current detector sensitivities [4]. However, another important reason is that the lensed templates used in the search are practically too close to the unlensed (GR) ones. The search focuses only on a single static lens. The waveforms of such a lens are based on the thin lens model [5] as well as under the geometric optics approximation [6], in which the wavelength of GWs is assumed to be much smaller than the Schwarzschild radius $\lambda \ll 2M$ of the lens [2, 6]. As a result, the lensing effect changes only the amplitude and phase of the waveform. However, because of the degeneracy between the lensing magnification and the luminosity distance, lensing magnification alone cannot be used to effectively identify a lensing event, unless additional information is available, such as the tidal effects in a binary neutron star system[7]. Moreover, the lensing effect due to the phase shift is small as well. The relative differences of the signal-to-noise ratio (SNR) (mismatch) between the lensed and unlensed waveforms caused by phase shift are estimated less than 1% for asymmetric binaries and less than 5% for precessing and eccentric binaries with respect to the O3 sensitivity curves of the advanced LIGO and Virgo [8].

When the wavelength of GWs is comparable to or much greater than the Schwarzschild radius $\lambda \gg 2M$ of the lens, wave effects become significant [9]. In this case, the geometric optics approximation and the thin lens model break down. GWs do not form caustics after the lens due to the wave effects at scales that are comparable to the wavelength. Instead, GWs form a strong beam along the optic axis [9]. However, despite such big differences, due to the degeneracy between the luminosity distances and lensing magnification, such wave effects, indeed, can not significantly enhance the detectability of the lensing events for a single static lens.

In this letter, we investigate a new lensing system that hasn’t been explored before. This new system consists of a binary lens, the potential of which is no longer static but evolves with time. When GWs from the source pass through the binary lens, the amplitude of GW signals can be modulated by the evolving potential, which is similar to the phenomenon of amplitude modulation (AM) in radio communication. By periodically changing the amplitude of GWs from source, the binary lens can leave

*† These authors contributed equally to this paper.
† Corresponding author: hejianhua@nju.edu.cn
detectable features in the spectrum of the lensed GWs. This may provide a new way to detect the lensing event in the future Laser Interferometer Space Antenna (LISA) project. Throughout this paper, we adopt the geometric unit \( c = G = 1 \), in which 1 Mpc = 1.02938 \( \times 10^{12} \) Hz\(^{-1} \) and 1 M\(_{\odot} \) = 4.92535 \( \times 10^{56} \) Hz\(^{-1} \).

**The Model**

We consider gravitational waves (GWs) propagating in a non-flat spacetime. In the weak field limit, the background field metric is given by

\[
ds^2 = -(1 + 2\psi)dt^2 + (1 - 2\psi)dx^2 = g^{(B)}_{\mu\nu} dx^\mu dx^\nu, \quad (1)
\]

where \( \psi(t, \mathbf{r}) \ll 1 \) is a time-dependent potential well. We consider a linear perturbation \( h_{\mu\nu} \) on the background metric tensor \( g^{(B)}_{\mu\nu} \)

\[
g_{\mu\nu} = g^{(B)}_{\mu\nu} + h_{\mu\nu}. \quad (2)
\]

Under the Lorentz gauge condition \( \nabla_\mu h^{\mu\nu} = 0 \) and for a transverse traceless tensor \( g^{(B)}_{\mu\nu} h^{\mu\nu} = 0 \), we have the propagation equation for GWs \( h_{\mu\nu} \)

\[
\nabla^2 h_{ij} + 4(1 - 2\psi) \frac{\partial^2 h_{ij}}{\partial t^2} - (1 - 4\psi) \frac{\partial^2 h_{ij}}{\partial t^2} = 0, \quad (3)
\]

where we have neglected higher order non-linear terms [10]. Using the eikonal approximation [11], the GW tensor can be represented as

\[
h_{ij} = u e_{ij}, \quad (4)
\]

where \( e_{ij} \) is the polarization tensor of GWs and \( u \) is a scalar field. Since the change of the polarization tensor by gravitational lensing is of the order of \( \psi(t, \mathbf{r}) \ll 1 \), we assume that the polarization tensor does not change during the propagation of GWs. Thus, we obtain a scalar wave equation as

\[
\nabla^2 u + 4(1 - 2\psi) \frac{\partial^2 u}{\partial t^2} - (1 - 4\psi) \frac{\partial^2 u}{\partial t^2} = 0. \quad (5)
\]

We further recast the above equation into

\[
c^2 \nabla^2 u + 2b(c^2 + 1) \frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial t^2} = 0, \quad (6)
\]

where \( c \) is the speed of wave \( c^2 = 1/(1 - 4\psi) \) with respect to a remote observer. The parameter \( b \) is defined as \( b = \frac{\partial \psi}{\partial t} \).

In this work, we consider the potential produced by a binary lens. Figure 1 shows the schematic of our system. We choose the origin of our coordinate system at the center of mass (barycenter). The trajectories of each object in the binary lens then can be described by

\[
\begin{align*}
x_1(t) &= \frac{r}{1 + q}(\cos \omega t, \sin \omega t, 0) \\
x_2(t) &= -\frac{qr}{1 + q}(\cos \omega t, \sin \omega t, 0)
\end{align*} \quad (7)
\]

where \( r \) is the separation between two objects, \( \omega = \sqrt{\frac{m_1 + m_2}{m_1 m_2}} \) is the angular frequency of the orbit and \( q = \frac{m_1}{m_2} \leq 1 \) is the mass ratio of the binary lenses. We take the potential generated by each object as

\[
\psi_i(t, \mathbf{x}) = \begin{cases} 
\frac{m_i}{|\mathbf{x} - \mathbf{x}_i(t)|} & |\mathbf{x} - \mathbf{x}_i(t)| > R_{s,i} \\
-\frac{m_i}{2} \frac{R_{s,i}^2 - |\mathbf{x} - \mathbf{x}_i(t)|^2}{R_{s,i}^2} & |\mathbf{x} - \mathbf{x}_i(t)| \leq R_{s,i}
\end{cases}, \quad (8)
\]

where \( R_{s,i} = 2m_i \) is the Schwarzschild radius of object \( i = 1, 2 \) and \( m_i \) is the mass of that object. Note that the waveform far away from the Schwarzschild radius does not depend on the form of potential well within \( R_s \), which is shown explicitly in [9] by comparing numerical results of a static object with the analytical solution of a point source mass. This is because GWs travel much faster in regions that are far away from the center than those close to it (the stronger potential, the smaller wave speed). As a result, for a distant observer, the lensed GWs mainly come from the outer regions while not from the inner regions. As such, regions near \( R_s \) of the black hole, indeed, has a limited impact on the distant observer.

In the weak field limit, the total potential is simply the superposition of the potential generated by each object in the binary lens

\[
\psi = \psi_1 + \psi_2.
\]

Then its derivative is given by

\[
\frac{\partial \psi}{\partial t} = \frac{\partial \psi_1}{\partial t} + \frac{\partial \psi_2}{\partial t}.
\]

\[\]

---

1. Here we adopt the convention that all the mass ratios are \( \leq 1 \).
2. For instance, in the relativistic case, the wave speed vanishes at the horizon of a black hole (infinite redshift surface), which means that no information can travel out of the horizon. As a result, the horizon of a black hole has a limited impact on a distant observer.
In this work, we adopt the finite element method to solve Eq. (6). Our numerical simulations are based on the GWsim [9] code, which is further based on the public available code deal ii [12–14]. See Supplemental Material for the detailed numerical implementations.

**Numerical simulations** In this work, we assume that the GW source is generated by binary black holes with equal masses of $1 \times 10^3 M_\odot$ at redshift $z = 0.1$. The binary black holes are in their inspiral phase and rotate at a frequency of $5 \times 10^{-4}$Hz. There are about 27 days for the binary black holes to coalescence. We assume that the length of our observing time is $T_{\text{obs}} = 2 \times 10^5$ [Sec], within which the binaries have an optimal signal-to-noise ratio (SNR) of 91.40 with respect to the LISA sensitivity. Since within $T_{\text{obs}} = 2 \times 10^5$ [Sec], the change of the frequency of the binary system is less than 5% [15, 16], we adopt a stationary phase approximation for the source binaries in our simulations.

Then we assume that the source GWs are lensed by binary black holes with a total mass of $2.4 \times 10^7 M_\odot$ at redshift $z = 0.05$. There are about 5.6 years for the lens black holes to coalescence. They also rotate at a stationary frequency of $5 \times 10^{-6}$ Hz, which is outside of the sensitive range of the LISA detection band[17]. As such, the GWs generated by the lens itself can not be detected by LISA directly. Note that the parameters of our simulations are astrophysical motivated, as both the source and lens binaries are estimated to be well distributed with a population of $\sim 10^2 - 10^3$ within the redshift range of $0.01 < z < 0.1$ [18].

In this work, we choose the simulation domain as a cylinder with a radius of $7.5 \times 10^3$ [Sec] and a length of $3 \times 10^4$ [Sec]. The axis of the cylinder is taken along the $x$-axis. The simulation domain has a refinement of $2^7$ with a total of $2.1 \times 10^7$ degrees of freedom (the same as the total number of nodal points in the simulation domain). Given the tests presented in our previous work [9], such resolution is sufficient for this work. In practice, because of the linearity of the wave equation Eq. (6) and the geometric unit, we simulate the scenarios with a re-scaling factor of 0.002 for convenience. We run 5 simulations in total with different mass ratios as $q = \{1.0, 0.5, 0.2, 0.125, 0.1\}$. Each simulation uses 768 CPU cores and takes about 73k CPU hours.

Figure 2 shows the spatial waveforms at different times for illustrative purposes. The snapshots are taken along the $x - y$ plane with $z = 0$ [Sec]. The colour bar to the right shows the amplitude of GWs. The black dots indicate the positions of the binary black holes. The mass ratio of the binary lens is 1.0 in this case. Unlike geometric optics, when GWs pass through the binary lens, there are no caustics but, instead, there is a strong beam along the optic axis ($x$-axis).

In Figure 2, the snapshots are taken along the $x - y$ plane with $z = 0$ [Sec]. The colour bar to the right shows the amplitude of GWs. The black dots indicate the positions of the binary black holes. The mass ratio of the binary lens is 1.0 in this case. Unlike geometric optics, when GWs pass through the binary lens, there are no caustics but, instead, there is a strong beam along the optic axis ($x$-axis).

Figure 3 shows the temporal waveform observed by an observer at $(x = +2.2 \times 10^4, y = +3.75 \times 10^3, z = 0.00)$ [Sec]. The total evolution time of our simulation is $3.5 \times 10^5$ [Sec], which is about $\approx 1.75$ cycle of the binary
SNR with respect to LISA We first calculate the power spectral density (PSD) of the 1-D time-domain GW signals. To do this, we use the Fast Fourier Transform (FFT) technique to perform the Fourier Transform of the time-domain waveform. The integration is over the time-limited GW signals \( T_{\text{obs}} = 2 \times 10^5 \) [Sec]. As a result, the frequency resolution of the power spectral is \( 1/T = 5 \times 10^{-6} \) Hz.

Figure. 4 shows the PSD of the lensed GW signals. Compared with the unlensed ones that are simply the sinusoid’s spectrum (blue dashed line), in the near-peak zone of the lensed signals (solid lines), the nearest two peaks on both sides of the main peak are merged into broader sidebands (shown in the inset). These sidebands locate exactly at \( 4.9 \times 10^{-4} \) Hz and \( 5.1 \times 10^{-4} \) Hz, which correspond to the convolution of the lens and source frequencies \( f_{\text{sideband}} = f_{\text{source}} \pm 2f_{\text{lens}} \). The lower panel of Figure. 4 shows the relative contribution to SNR with respect to different bins of frequency. SNR mainly comes from the near-peak region.

Source frequencies \( f_{\text{sideband}} = f_{\text{source}} \pm 2f_{\text{lens}} \). The lower panel of Figure. 4 shows the relative contribution to SNR with respect to different bins of frequency. SNR mainly comes from the near-peak region.

To estimate the detectability of this scenario, we calculate the matched filter SNR with respect to the LISA mission-required 2-arm sensitivity using \([19, 20]\):

\[
(s|h) = 2 \sum_D \int_0^\infty \frac{s(f)^* h(f) + s(f) h(f)^*}{S_D(f)} df. \tag{9}
\]

The sum in above equation is over all detectors. The optimal detection SNR \( \rho_{\text{opt}} \) is obtained when the template \( h \) matches the signal \( s \). For the lensed signals, \( \rho_{\text{opt}} \) is given by

\[
\rho_{\text{opt}} = \sqrt{(h_{\text{lens}} | h_{\text{lens}})} = \left(2 \sum_D \int_{f_{\text{low}}}^{f_{\text{high}}} \frac{h_{\text{lens}}^2 (f)}{S_D(f)} df\right)^{1/2}, \tag{10}
\]

where \( h_{\text{lens}} (f) := F_{+,D}(\alpha, \delta, \psi) h_{+,D} (f) + F_{x,D}(\alpha, \delta, \psi) h_{x,D} (f) \) denotes the observed signal in detector \( D \). \( F_{+,D} \) and \( F_{x,D} \) are the antenna’s pattern functions, which depend on the source position \( \alpha, \delta \) and polarization angle.
Mismatch 1 – \( M \) between the lensed and unlensed templates with respect to different mass ratios. **Mismatch** are greater than 5% for mass ratios \( q > 0.125 \). Since **mismatch** does not depend on the amplitude of waveforms, the differences between the lensed and unlensed waveforms are substantial.
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**FIG. 5.** The **mismatch** 1 – \( M \) between the lensed and unlensed templates with respect to different mass ratios. **Mismatch** are greater than 5% for mass ratios \( q > 0.125 \). Since **mismatch** does not depend on the amplitude of waveforms, the differences between the lensed and unlensed waveforms are substantial.

Here we adopt the all-sky averaged inclination factor 5/4 for the pattern functions \( \psi \). Moreover, we use the latest sensitivity curve \( S_D(f) \) of LISA provided by \( \rho_{opt} \) to calculate the \( \rho_{lens} \).

To highlight the relative SNR differences between the lensed \( h_{lens} \) and unlensed waveforms \( h^T \), we measure the **mismatch** \( (1 – M) \) between \( h_{lens} \) and \( h^T \), where \( M \), namely **match**, is defined by

\[
M[h_{lens}, h^T] \equiv \frac{(h_{lens} | h^T)}{\sqrt{(h_{lens} | h_{lens})(h^T | h^T)}}. \tag{11}
\]

Note that the **mismatch** defined in the above way does not depend on the amplitude of waveforms, as amplitudes are cancelled out in the above expression. As such, the **mismatch** depends only on the shape of the waveform.

Table I shows the SNR of the lensed and unlensed GWs for different mass ratios of the binary lens. The SNR of the source is 91.40, which is much larger than the detection threshold of LISA SNR ≥ 8. Figure 5 shows the **mismatch** \( (1 – M) \) between the lensed and unlensed waveforms with respect to different mass ratios. The **mismatch** is greater than 5% for mass ratios \( q > 0.125 \).

**Summary and discussions** In this paper, we have studied the time-domain waveforms of GWs passing through a lensing system that consists of binary black holes as the lens using numerical simulations. Unlike the single static lens, the lensing potential of the binary lens evolves with time, which can modulate periodically the amplitude of GW signals that pass through it. This phenomenon is similar to AM in radio communication.

In the frequency-domain, a prominent feature of the amplitude modulated GWs is that, in the near-peak region, the nearest two peaks on both side of the main peak are merged into broader sidebands, which locate at the positions that correspond to the convolution of the lens and source frequencies \( f_{sideband} = f_{source} + 2f_{lens} \). As a result, even the frequency of the binary lens itself is too low to be detected by LISA, the sidebands due to AM can still be within the sensitive range of the LISA detection band. Moreover, since SNR mainly comes from the near-peak region, such sidebands can lead to significant **mismatch** of SNR between the lensed and unlensed GWs.

Using numerical simulations with astrophysical motivated parameters, we have calculated the SNR of the waveforms after being lensed by a binary lens. We find that the **mismatch** between the lensed and unlensed GWs are substantial, which are more than 5% for mass ratios \( q > 0.125 \). This is in contrast with the case of a single static lens. Our results thus demonstrate that the standard GR templates can not be directly used to search the event of a binary lens. Templates that take into account the effect of binary lens have to be used. The substantial differences between the binary lensed and unlensed waveforms, however, in turn, provide a robust way to identify the lensing event for the LISA project in the future.

Our findings also demonstrate the possibilities of using AM in the LISA project to detect binary lenses with frequencies beyond its detection band. Using the techniques of demodulation in radio communication, it is also possible to extract the mass ratio of the binary lens from the sidebands of the lensed power spectrum. This may provide a potential way to infer the individual mass of the binary lens. The detailed discussions on this topic will be presented in our future work.
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SUPPLEMENTARY MATERIALS

The finite element method is based on the weak formulation of the wave equation

\[ \langle \phi, \frac{\partial u}{\partial t} \rangle_\Omega = \langle \phi, v \rangle_\Omega, \]

\[ \langle \phi, \frac{\partial v}{\partial t} \rangle_\Omega = -\langle \nabla(c^2\phi), \nabla u(\Omega) - \langle c\phi, \frac{\partial u}{\partial t} \rangle_\partial \Omega \]

\[ + \langle 2b(c^2 + 1)\phi, \frac{\partial u}{\partial t} \rangle_\Omega, \]

where \( \phi \) is a test function and we use the notion

\[ \langle f, g \rangle_\Omega = \int_\Omega f(x)g(x)dx, \]

for convenience. In the second equality, we have imposed an absorbing boundary condition

\[ \hat{n} \cdot \nabla u = -\frac{1}{c} \frac{\partial u}{\partial t} \]

on the surfaces of our simulation domain. However, the absorbing boundary condition does not apply to the domain surface where GWs enter our simulation domain.

In this work, we discretize the time variable first, following the Rothe’s method

\[ \langle \phi, u^n - u^{n-1} \rangle_k = \langle \phi, v^n + (1 - \theta)v^{n-1} \rangle_\Omega, \]

\[ \langle \phi, \frac{v^n - v^{n-1}}{k} \rangle = -\langle \nabla(c^2\phi), \nabla[v^n + (1 - \theta)v^{n-1}] \rangle_\Omega \]

\[ + \langle 2b(c^2 + 1)\phi, \theta v^n + (1 - \theta)v^{n-1} \rangle_\Omega \]

\[ - \langle c\phi, \frac{u^n - u^{n-1}}{k} \rangle_\partial \Omega, \]

where the superscript \( n \) indicates the number of a time step and \( k = t_n - t_{n-1} \) is the length of the present time step. In this work, we choose \( \theta = \frac{1}{2} \), which is called the Crank-Nicolson scheme. This scheme is implicit. An advantage of the implicit scheme is that it is numerically stable. In the above equations, \( b \) and \( c \) are functions of time. Since their values are known at every time, they can be treated as known parameters.

Next, we discretize the spatial variables using the finite element method. At each time step, we expand \( u^n, v^n, u^{n-1} \) and \( v^{n-1} \) in terms of the shape function \( \phi_i \) on each element

\[ \begin{cases} 
  u^n \approx \sum_i U^n_i \phi_i \\
  v^n \approx \sum_i V^n_i \phi_i \\
  u^{n-1} \approx \sum_i U^{n-1}_i \phi_i \\
  v^{n-1} \approx \sum_i V^{n-1}_i \phi_i 
\end{cases} \]

where \( U^n_i, V^n_i, U^{n-1}_i, V^{n-1}_i \) are unknown constant coefficients. Inserting the above expressions back into Eqs. (15,16), the unknown coefficients form a group of linear systems

\[ [M + k^2\theta(A + D) + k\theta(B - C)] U^n \]

\[ = [M - k^2\theta(1 - \theta)(A + D) + k\theta(B - C)] U^{n-1} \]

\[ + kMV^{n-1}, \]

\[ [M + k^2\theta(A + D) + k\theta(B - C)] V^n \]

\[ = [M - k^2\theta(1 - \theta)(A + D) - k(1 - \theta)(B - C)] V^{n-1} \]

\[ - k(A + D)U^{n-1}, \]

where the elements of the matrices are defined by

\[ \begin{cases} 
  A_{ij} = \langle c^2\nabla\phi_i, \nabla\phi_j \rangle_\Omega \\
  B_{ij} = \langle c\phi_i, \phi_j \rangle_\partial \Omega \\
  C_{ij} = \langle 2b(c^2 + 1)\phi_i, \phi_j \rangle_\Omega \\
  D_{ij} = \langle \nabla(c^2)\phi_i, \nabla\phi_j \rangle_\Omega \\
  M_{ij} = \langle \phi_i, \phi_j \rangle_\Omega 
\end{cases} \]

\( U^n \) and its time derivative \( V^n \) in Eqs. (18,19) at a time step \( t_n \) are independent to each other. They only depend on \( U^{n-1} \) and \( V^{n-1} \) at a previous time step \( t_{n-1} \).

Equations (18,19) can be solved using an iterative method. Since the matrices are not symmetric, we adopt the GMRES (a generalized minimal residual algorithm for solving non-symmetric linear systems) method, which does not require any specific properties of the matrices.