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Abstract

We present a general logical framework for reasoning about agents’ cognitive attitudes of both epistemic type and motivational type. We show that it allows us to express a variety of relevant concepts for qualitative decision theory including the concepts of knowledge, belief, strong belief, conditional belief, desire, conditional desire, strong desire and preference. We also present two extensions of the logic, one by the notion of choice and the other by dynamic operators for belief change and desire change, and we apply the former to the analysis of single-stage games under incomplete information. We provide sound and complete axiomatizations for the basic logic and for its two extensions.

The paper is “under consideration in Theory and Practice of Logic Programming (TPLP)”.

1 Introduction

Since the seminal work of Hintikka on epistemic logic [28], of Von Wright on the logic of preference [55, 56] and of Cohen & Levesque on the logic of intention [19], many formal logics for reasoning about cognitive attitudes of agents such as knowledge and belief [24], preference [32, 48], desire [23], intention [44, 30] and their combination [38, 54] have been proposed. Generally speaking, these logics are nothing but formal models of rational agency relying on the idea that an agent endowed with cognitive attitudes makes decisions on the basis of what she believes and of what she desires or prefers.

The idea of describing rational agents in terms of their epistemic and motivational attitudes is something that these logics share with classical decision theory and game theory. Classical decision theory and game theory provide a quantitative account of individual and strategic decision-making by assuming that agents’ beliefs and desires can be respectively modeled by subjective probabilities and utilities. Qualitative approaches to individual and strategic decision-making have been proposed in AI [16, 22] to characterize criteria that a rational agent should adopt for making decisions when she cannot build a probability distribution over the set of possible events and her preference over the set of possible outcomes cannot be expressed by a utility function but only by a qualitative ordering over the outcomes. For example, going beyond expected utility maximization, qualitative criteria such as the maxmin principle (choose the action that
will minimize potential loss) and the maxmax principle (choose the action that will maximize potential gain) have been studied and axiomatically characterized \cite{18,17}.

The aim of this paper is to present an expressive logical framework for representing both the static and the dynamic aspects of a rich variety of agents’ cognitive attitudes in a multi-agent setting. In agreement with philosophical theories \cite{41,43,29,34}, our logic allows us to distinguish two general categories of cognitive attitudes: epistemic attitudes, including belief and knowledge, and motivational ones, including desire and preference. Moreover, in agreement with rational choice theory, it allows us to capture a notion of choice which depends on what an agent believes and prefers.\

The example depicted in Figure 1 brings to the fore the epistemic and motivational attitudes that are involved in everyday situations whereby artificial agents are supposed to interact. There are two autonomous agents meeting at a crossroad: agent 1 and agent 2. The two agents could be either two mobile robots or two autonomous vehicles. Each agent can decide either to stop or to continue. If an agent stops, then it will lose time. If both agents decide to continue, they will collide and, consequently, each of them will lose time. Therefore, for an agent not to lose time, it has to continue, while the other agent decides to stop.

In this situation, each agent is identified with the set of cognitive attitudes it endorses. For instance, it is reasonable to suppose that the two agents know that in the situation they face necessarily some of them will lose time and that if one of them loses time by letting the other pass, there will be no collision. On the motivational side, it is reasonable to suppose that each agent is strongly motivated by two desires, namely, the desire not to lose time and the desire to avoid a collision.

![Crossroad game](image)

**Figure 1: Crossroad game**

On the dynamic side, we consider two basic forms of cognitive attitude change, namely, belief change and desire change. While belief change has been extensively studied in the area of belief revision \cite{1,15,20,46,42,13} and dynamic epistemic logic (DEL) \cite{47,11,51,9}, desire change is far less studied and understood. We will study two basic forms of cognitive attitude revision, namely, *radical* attitude revision and *conservative* attitude revision. While the distinction between radical and conservative belief revision has been drawn before (see, e.g., \cite{47}), the distinction between radical...

\footnote{Rational choice theory (RCT) is a umbrella term for a family of theories prescribing that an agent should choose the course of action that, according to her beliefs, leads to the most desirable (or most preferred) consequences. In other words, RCT relies on the general assumption that agents make optimal choices in the light of her beliefs, desires and preferences. See \cite{40} for more details on RCT.}
and conservative desire revision is new. Radical belief revision by an input \( \phi \) makes all states at which \( \phi \) is true more plausible than all states at which \( \phi \) is false, whereas conservative belief revision by \( \phi \) simply promotes the most plausible states in which \( \phi \) is true to the highest plausibility rank, but apart from that, it keeps the old plausibility ordering. For example, suppose in the crossroad game of Figure 1 agent 1 and agent 2 can communicate. Agent 1 informs agent 2 that “if they both lose time, then there will no collision” and agent 2 trusts what agent 1 says. Then, by performing a conservative belief revision, agent 2 will promote the most plausible situations in which the formula announced by 1 is true to the highest plausibility rank. As a consequence, agent 2 will start to believe what 1 has just said.

Symmetrically, radical desire revision by \( \phi \) makes all states at which \( \phi \) is true more desirable than all states at which \( \phi \) is false, whereas conservative desire revision by \( \phi \) simply demotes the least desirable states in which \( \phi \) is false to the lowest desirability rank, but apart from that, it keeps the old desirability ordering. For example, suppose in the crossroad game agent 1 has just learnt that agent 2 is an ambulance which has to transport a patient to the hospital as quickly as possible. Consequently, 1 starts to be altruistically motivated by the fact that 2 does not lose time. Thus, by performing a radical desire revision, agent 1 will start to consider all situations in which 2 does not lose time more desirable than the situations in which it does. This radical desire revision operation leads agent 1 to strongly desire that agent 2 does not lose time.

The paper is organized as follows. In Section 2 we present the semantics and syntax of our logic, called Dynamic Logic of Cognitive Attitudes (DLCA). At the semantic level, it exploits two orderings that capture, respectively, an agent’s comparative plausibility and comparative desirability over states. At the syntactic level, it uses program constructs of dynamic logic (sequential composition, non-deterministic choice, intersection, complement, converse and test) to build complex cognitive attitudes from simple ones. Following [39, 25], it also exploits nominals in order to axiomatize intersection and complement of programs. In Section 3 we illustrate the expressive power of our logic by using it to formalize a variety of cognitive attitudes of agents including knowledge, belief, strong belief, conditional belief, desire, strong desire, conditional desire and preference. We instantiate some of these concepts in the crossroad game depicted in Figure 1. In Section 4 we present a sound and complete axiomatization for our logic. In Section 5 we present the first extension of our logic by the notion of choice and apply it to the analysis of single-stage games under incomplete information. Section 6 presents the second extension of our logic by dynamic operators for belief and desire change. In Section 7 we conclude. Formal proofs are given in a technical annex at the end of the paper.

This paper is an extended and improved version of [35]. The JELIA’19 paper did not include the two extensions of Section 5 and Section 6, or the detailed proof of the completeness theorem for the logic DLCA. Also, the logical analysis of the cognitive attitudes in Section 3 has been extended: (i) we included the notion of conditional desire which was not considered in the JELIA’19 paper, and (ii) we added new logical validities which describe interesting properties of cognitive attitudes.
2 Dynamic Logic of Cognitive Attitudes

Let $Atm$ be a countable infinite set of atomic propositions, let $Nom$ be a countable infinite set of nominals disjoint from $Atm$ and let $Agt$ be a finite set of agents.

**Definition 1 (Multi-agent cognitive model)** A multi-agent cognitive model (MCM) is a tuple $M = (W, (\preceq_{i,P})_{i \in Agt}, (\preceq_{i,D})_{i \in Agt}, (\equiv_i)_{i \in Agt}, V)$ where:

- $W$ is a set of worlds or states;
- for every $i \in Agt$, $\preceq_{i,P}$ and $\preceq_{i,D}$ are preorders on $W$ and $\equiv_i$ is an equivalence relation on $W$ such that for all $\tau \in \{P,D\}$ and for all $w, v \in W$:
  - (C1) $\preceq_{i,\tau} \subseteq \equiv_i$,
  - (C2) if $w \equiv_i v$ then $w \preceq_{i,\tau} v$ or $v \preceq_{i,\tau} w$;
- $V : W \rightarrow 2^{Atm \cup Nom}$ is a valuation function such that for all $w, v \in W$:
  - (C3) $V_{Nom}(w) \neq \emptyset$,
  - (C4) if $V_{Nom}(w) \cap V_{Nom}(v) \neq \emptyset$ then $w = v$;
  where $V_{Nom}(w) = Nom \cap V(w)$.

$w \preceq_{i,P} v$ means that, according to agent $i$, $v$ is at least as plausible as $w$, whereas $w \preceq_{i,D} v$ means that, according to agent $i$, $v$ is at least as desirable as $w$. Finally, $w \equiv_i v$ means that $w$ and $v$ are indistinguishable for agent $i$. For every $w \in W$, $\equiv_i(w)$ is also called agent $i$’s information set at state $w$. According to Constraint C1, an agent can only compare the plausibility (resp. desirability) of two states in her information set. According to Constraint C2, the plausibility (resp. desirability) of two states in an agent’s information set are always comparable. Constraints C3 and C4 capture the two basic properties of nominals: every state is associated with at least one nominal and there are no different states associated with the same nominal.

Note that there is no connection between binary relations $\preceq_{i,P}$ and $\preceq_{i,D}$. In accord with classical decision and game theory in which an agent’s subjective probability and utility function do not interact, we adopt a normative view of epistemic and motivational attitudes according to which an agent’s epistemic plausibility and desirability are assumed to be independent.

Therefore, we do not consider cognitive biases typical of human reasoning such as wishful thinking, as the tendency to form beliefs according to what is desired in the absence of a clear evidence against it [37]. Nonetheless, as we will show in Section 3.3, the primitive relations $\preceq_{i,P}$ and $\preceq_{i,D}$ can be combined to obtain a notion of realistic preference which is essential for elucidating the connection between an agent’s beliefs and desires and her choices.

We introduce the following modal language $\mathcal{L}_{DLCA}(Atm, Nom, Agt)$, or simply $\mathcal{L}_{DLCA}$, for the Dynamic Logic of Cognitive Attitudes DLCA:

---

3The normative view is usually opposed to the descriptive view. The normative view is aimed at describing the reasoning and decision-making of ideal agents conforming to standards of rationality, while the descriptive view is concerned with psychologically realistic cognitive agents who systematically violate standards of rationality and exhibit different types of cognitive bias.
Let $M$ to be read “one”. That, according to agent $i$, is true at all states that, according to agent $i$, are at least as plausible as the current one”, while $[\preceq_{i,D}]\varphi$ has to be read “$\varphi$ is true at all states that, according to agent $i$, are at least as plausible as the current one”. The atomic programs $\preceq_{i,P}$ and $\preceq_{i,D}$ capture, respectively, agent $i$’s plausibility ordering and agent $i$’s desirability ordering over facts. In particular, $[\preceq_{i,P}]\varphi$ has to be read “$\varphi$ is true at all states that, according to agent $i$, are at least as plausible as the current one”, while $[\preceq_{i,D}]\varphi$ has to be read “$\varphi$ is true at all states that, according to agent $i$, are at least as desirables as the current one”. The atomic programs $\preceq_{i,P}$ and $\preceq_{i,D}$ are the complements of the atomic programs $\preceq_{i,D}$ and $\preceq_{i,P}$, respectively. In particular, $[\preceq_{i,D}]\varphi$ has to be read “$\varphi$ is true at all states that, according to agent $i$, are not at least as plausible as the current one”, while $[\preceq_{i,P}]\varphi$ has to be read “$\varphi$ is true at all states that, according to agent $i$, are not at least as desirable as the current one”. The program constructs $;$, $\cup$, $\cap$, $\neg$ and $?$ are used to define complex cognitive programs from the atomic cognitive programs. For example, the formula $[\preceq_{i,P} \cup \preceq_{i,D}]\varphi$ has to be read “$\varphi$ is true at all states that, according to agent $i$, are at least as plausible or at least as desirable as the current one”, whereas the formula $[\preceq_{i,P} \cap \preceq_{i,D}]\varphi$ has to be read “$\varphi$ is true at all states that, according to agent $i$, are at least as plausible and at least as desirable as the current one”.

The following definition provides truth conditions for formulas in $\mathcal{L}_{DLCA}$:

**Definition 2 (Truth conditions)** Let $M = (W, (\preceq_{i,P})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V)$ be
a MCM and let $w \in W$. Then:

$$M, w \models p \iff p \in V(w),$$
$$M, w \models x \iff x \in V(w),$$
$$M, w \models \neg \varphi \iff M, w \nvdash \varphi,$$
$$M, w \models \varphi \land \psi \iff M, w \models \varphi \text{ and } M, w \models \psi,$$
$$M, w \models [\pi] \varphi \iff \forall v \in W : \text{ if } w R_{\pi} v \text{ then } M, v \models \varphi,$$

where the binary relation $R_{\pi}$ on $W$ is inductively defined as follows, with $\tau \in \{P, D\}$:

$$w R_{\equiv} v \text{ iff } w \equiv_i v,$$
$$w R_{\leq} v \text{ iff } w \leq_{i, \pi} v,$$
$$w R_{\leq, i, \tau} v \text{ iff } w \equiv_i v \text{ and } w \not\leq_{i, \tau} v,$$
$$w R_{\pi, P} v \text{ iff } \exists u \in W : w R_{P} u \text{ and } u R_{\pi} v,$$
$$w R_{\pi, D} v \text{ iff } w R_{\pi} v \text{ or } w R_{\pi} v,$$
$$w R_{\pi, \tau} v \text{ iff } w R_{\pi} v \text{ and } w R_{\pi} v,$$
$$w R_{\sim} v \text{ iff } v R_{\pi} w,$$
$$w R_{\phi} v \text{ iff } w = v \text{ and } M, w \models \varphi.$$

For notational convenience, we use $w R_{\pi} v$ and $(w, v) \in R_{\pi}$ as interchangeable notations.

We can build a variety of cognitive programs capturing different types of plausibility and desirability relations between possible worlds. For instance, for every $\tau \in \{P, D\}$, we can define:

$$\succeq_{i, \tau} \overset{\text{def}}{=} \preceq_{i, \tau},$$
$$\succ_{i, \tau} \overset{\text{def}}{=} \succeq_{i, \tau} \cap \preceq_{i, \tau},$$
$$\succeq_{i, \tau} \overset{\text{def}}{=} \preceq_{i, \tau} \cap \preceq_{i, \tau},$$
$$\prec_{i, \tau} \overset{\text{def}}{=} \succeq_{i, \tau} \cap \succeq_{i, \tau},$$
$$\approx_{i, \tau} \overset{\text{def}}{=} \preceq_{i, \tau} \cap \succeq_{i, \tau}.$$

The five definitions denote respectively “at most as plausible (resp. desirable) as”, “less plausible (resp. desirable) than”, “not at most as plausible (resp. desirable) as”, “more plausible (resp. desirable) than” and “equally plausible (resp. desirable) as”.

For every formula $\varphi$ in $\mathcal{L}_{DLCA}$ we say that $\varphi$ is valid, noted $\models_{MCM} \varphi$, if and only if for every multi-agent cognitive model $M$ and world $w$ in $M$, we have $M, w \models \varphi$. Conversely, we say that $\varphi$ is satisfiable if $\neg \varphi$ is not valid.

For every formula $\varphi$ in $\mathcal{L}_{DLCA}$ we say that $\varphi$ is valid, noted $\models_{MCM} \varphi$, if and only if for every multi-agent cognitive model $M$ and world $w$ in $M$, we have $M, w \models \varphi$. Conversely, we say that $\varphi$ is satisfiable if $\neg \varphi$ is not valid.

For a given multi-agent cognitive model $M = (W, (\succeq_{i, \tau})_{i \in \text{Agt}}, (\preceq_{i, \tau})_{i \in \text{Agt}}, (\approx_{i, \tau})_{i \in \text{Agt}}, N, V)$, we define $|\varphi|_M = \{v \in W : M, v \models \varphi\}$ to be the truth set of $\varphi$ in $M$. Moreover, for every $w \in W$ and for every $i \in \text{Agt}$, we define $|\varphi|_{i, w, M} = \{v \in W : M, v \models \varphi \text{ and } w \equiv_i v\}$ to be the truth set of $\varphi$ from $i$’s point of view at state $w$ in $M$. 
3 Formalization of Cognitive Attitudes

In this section, we show how the logic DLCA can be used to model the variety of cognitive attitudes of agents that we have briefly discussed in the introduction.

3.1 Epistemic Attitudes

We start with the family of epistemic attitudes by defining a standard notion of belief. We say that an agent believes that ϕ if and only if ϕ is true at all states that the agent considers maximally plausible.

Definition 3 (Belief) Let \( M = (W, (\leq_i)_{i \in Agt}, (\equiv_i)_{i \in Agt}, (\leq_i, D)_{i \in Agt}, V) \) be a MCM and let \( w \in W \). We say that agent \( i \) believes that \( ϕ \) at \( w \), noted \( M, w \models B_i ϕ \), if and only if \( \text{Best}_i(w) \subseteq \{ v \in W : w \equiv_i v \text{ and } \forall u \in W, \text{ if } w \equiv_i u \text{ then } u \leq_i, P v \} \).

As the following proposition highlights, the previous notion of belief is expressible in the logic DLCA by means of the cognitive program \( \equiv_i; [\leq_i, P] \perp ? \).

Proposition 1 Let \( M = (W, (\leq_i)_{i \in Agt}, (\leq_i, D)_{i \in Agt}, (\equiv_i)_{i \in Agt}, V) \) be a MCM and let \( w \in W \). Then, we have

\[
M, w \models B_i ϕ \iff M, w \models [\equiv_i; [\leq_i, P] \perp ?] ϕ.
\]

It is worth noting that the set \( \text{Best}_i(w) \) in Definition 3 might be empty, since it is not necessarily the case that the relation \( \leq_i, P \) is conversely well-founded. As a consequence, the belief operator \( B_i \) does not necessarily satisfy Axiom D, i.e., the formula \( B_i ϕ \land \neg B_i \neg ϕ \) is satisfiable in the logic DLCA.

In the literature on epistemic logic \[1\], mere belief of Definition 3 is usually distinguished from strong belief. Specifically, we say that an agent strongly believes that \( ϕ \) if and only if, according to agent \( i \), all \( ϕ \)-worlds are strictly more plausible than all \( \neg ϕ \)-worlds.

Definition 4 (Strong belief) Let \( M = (W, (\leq_i)_{i \in Agt}, (\leq_i, D)_{i \in Agt}, (\equiv_i)_{i \in Agt}, V) \) be a MCM and let \( w \in W \). We say that agent \( i \) strongly believes that \( ϕ \) at \( w \), noted \( M, w \models SB_i ϕ \), if and only if \( \forall v \in ||ϕ||_{i, w, M} \text{ and } \forall u \in ||\neg ϕ||_{i, w, M} : u \leq_i, P v \).

As the following proposition highlights, the previous notion of strong belief is expressible in the logic DLCA by means of the cognitive program \( \equiv_i; ϕ?; \leq_i, P \).

Proposition 2 Let \( M = (W, (\leq_i)_{i \in Agt}, (\leq_i, D)_{i \in Agt}, (\equiv_i)_{i \in Agt}, V) \) be a MCM and let \( w \in W \). Then, we have

\[
M, w \models SB_i ϕ \iff M, w \models [\equiv_i; ϕ?; \leq_i, P] ϕ.
\]

\[\text{This means that there could be a world } v \text{ such that } w \equiv_i v \text{ and there is a } \leq_i, P\text{-infinite ascending chain from } v.\]
Strong belief that \( \varphi \) implies belief that \( \varphi \), if the agent envisages at least one state in which \( \varphi \) is true. This property is expressed by the following validity:

\[
\models_{\text{MCM}} (\text{SB}_i \varphi \land (\equiv_i \varphi)) \rightarrow B_i \varphi
\]  

(1)

Conditional belief is another notion which has been studied by epistemic logicians given its important role in belief dynamics \[27\]. We say that an agent believes that \( \varphi \) conditional on \( \psi \), or she would believe that \( \varphi \) if she learnt that \( \psi \), if and only if, according to the agent, all most plausible \( \psi \)-worlds are also \( \varphi \)-worlds.

**Definition 5** (Conditional belief) Let \( M = (W, (\preceq_{i,P})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V) \) be a MCM and let \( w \in W \). We say that agent \( i \) would believe that \( \varphi \) if she learnt that \( \psi \) at \( w \), noted \( M, w \models B_i(\psi, \varphi) \), if and only if \( \text{Best}_{i,P}(\psi, w) \subseteq ||\varphi||_M \), where \( \text{Best}_{i,P}(\psi, w) = \{ v \in ||\psi||_{i,w,M} : \forall u \in ||\psi||_{i,w,M}, u \preceq_{i,P} v \} \).

Note that \( \text{Best}_{i,P}(\top, w) = \text{Best}_{i,P}(w) \).

As for belief and strong belief, we have a specific cognitive program \( \equiv_i; (\psi \land [\preceq_{i,P} \neg \psi]) \) corresponding to the belief that \( \varphi \) conditional on \( \psi \), so that the latter can be represented in in the language of the logic DLCA.

**Proposition 3** Let \( M = (W, (\preceq_{i,P})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V) \) be a MCM and let \( w \in W \). Then, we have

\[
M, w \models B_i(\psi, \varphi) \text{ iff } M, w \models [\equiv_i; (\psi \land [\preceq_{i,P} \neg \psi])] \varphi.
\]

### 3.2 Motivational Attitudes I: Desires

The first kind of motivational attitude we consider is desire. Following \[23\], we say that an agent desires that \( \varphi \) if and only if all states that the agent envisages at which \( \varphi \) is true are not minimally desirable for her. In other words, desiring that \( \varphi \) consists in having some degree of attraction for all situations in which \( \varphi \) is true, since minimally desirable states are those to which the agent is not attracted at all.

**Definition 6** (Desire) Let \( M = (W, (\preceq_{i,P})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V) \) be a MCM and let \( w \in W \). We say that agent \( i \) desires that \( \varphi \) at \( w \), noted \( M, w \models D_i \varphi \), if and only if \( \text{Worst}_{i,D}(w) \cap ||\varphi||_M = \emptyset \), where \( \text{Worst}_{i,D}(w) = \{ v \in W : w \equiv_i v \land \forall u \in W, \text{ if } w \equiv_i u \text{ then } v \preceq_{i,D} u \} \).

As the following proposition highlights, the previous notion of desire is characterized by the cognitive program \( \equiv_i; [\succ_{i,D}] \bot \).

**Proposition 4** Let \( M = (W, (\preceq_{i,P})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V) \) be a MCM and let \( w \in W \). Then, we have

\[
M, w \models D_i \varphi \text{ iff } M, w \models [\equiv_i; [\succ_{i,D}] \bot] \neg \varphi.
\]
Similarly to the set $\text{Best}_{i,p}(w)$ in Definition 3, the set $\text{Worst}_{i,D}(w)$ in Definition 6 might be empty, since it is not necessarily the case that the relation $\preceq_{i,D}$ is well-founded. As a consequence, desires are not necessarily consistent and an agent may desire the tautology, i.e., the formulas $D_i \phi \land D_i \neg \phi$ and $D_i \top$ are satisfiable in the logic DLCA. As emphasized by [23], this notion of desire satisfies the following property:

$$\models_{\text{MCM}} D_i \phi \rightarrow D_i (\phi \land \psi)$$  

(2)

Indeed, if an agent has some degree of attraction for all situations in which $\phi$ is true, then, clearly, it should have some degree of attraction for all situations in which $\phi \land \psi$ is true, since all $\phi \land \psi$-situations are also $\phi$-situations.

Note that there is no counterpart of this property for belief, as the formula $B_i \phi \rightarrow B_i (\phi \land \psi)$ is clearly not valid.

It is a property that the notion of desire shares with the open reading of the concept of permission studied in the area of deontic logic (see, e.g., [3, 31]). One way of blocking this inference is by strengthening the notion of desire. We say that an agent strongly desires that $\phi$ if and only if, according to agent $i$, all $\phi$-worlds are strictly more desirable than all $\neg \phi$-worlds.

**Definition 7 (Strong desire)** Let $M = (W, (\preceq_{i,p})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V)$ be a MCM and let $w \in W$. We say that agent $i$ strongly desires that $\phi$ at $w$, noted $M, w \models SD_i \phi$, if and only if $\forall v \in \| \phi \|_{i,w,M}$ and $\forall u \in \| \neg \phi \|_{i,w,M} : u \prec_{i,D} v$.

As for desire, there exists a cognitive program which characterizes strong desire, namely, the program $\equiv_i; \phi?; \preceq_{i,D}$.

**Proposition 5** Let $M = (W, (\preceq_{i,p})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V)$ be a MCM and let $w \in W$. Then, we have

$$M, w \models SD_i \phi \iff M, w \models [ \equiv_i; \phi?; \preceq_{i,D} ] \phi.$$  

We have that strong desire implies desire, when the agent envisages at least one state in which $\phi$ is false:

$$\models_{\text{MCM}} (SD_i \phi \land (\equiv_i) \neg \phi) \rightarrow D_i \phi$$  

(3)

Unlike desire, it is not necessarily the case that strongly desiring that $\phi$ implies strongly desiring that $\phi \land \psi$, i.e., $SD_i \phi \land SD_i (\phi \land \psi)$ is satisfiable in the logic DLCA. Indeed, strongly desiring that $\phi$ is compatible with envisaging a situation in which $\phi \land \psi$ holds and another situation in which $\phi \land \neg \psi$ holds such that the first situation is less desirable than the second.

---

5 This means that there could be a world $v$ such that $w \equiv_i v$ and there is a $\preceq_{i,D}$-infinite descending chain from $v$.

6 See [23] for more details about the differences between the notion of belief and the notion of desire.

7 According to deontic logicians, there are at least two candidate readings of the statement "$\phi$ is permitted": (i) every instance of $\phi$ is OK according to the normative regulation, and (ii) at least one instance of $\phi$ (but possibly not all) is OK according to the normative regulation. The former is the so-called open reading of permission.
The last motivational attitude we consider is conditional desire which parallels the notion of conditional belief of Definition\ref{def:conditional-belief}. We say that an agent desires that \( \varphi \) conditional on \( \psi \), or she would desire that \( \varphi \) if she started to desire that \( \psi \), if and only if, according to agent \( i \), there is no least desirable \( \neg \psi \)-world which is also a \( \varphi \)-world.

The idea behind this notion is the following. If the agent started to desire that \( \psi \), all \( \psi \)-worlds would start to have some degree of attraction for her and the least desirable \( \neg \psi \)-worlds would become the minimally desirable worlds. Therefore, the fact that there is no least desirable \( \neg \psi \)-world which is also a \( \varphi \)-world guarantees that, if the agent started to desire that \( \psi \), no \( \varphi \)-world would be included in the set of minimally desirable worlds for the agent. The latter means that, if the agent started to desire that \( \psi \), all \( \varphi \)-worlds would have some degree of attraction for her and she would desire that \( \varphi \).

**Definition 8 (Conditional desire)** Let \( M = (W, (\preceq_{\langle i \rangle, P})_{i \in \text{Agt}}, (\preceq_{\langle i \rangle, D})_{i \in \text{Agt}}, (\equiv_{\langle i \rangle})_{i \in \text{Agt}}, V) \) be a MCM and let \( w \in W \). We say that agent \( i \) would desire that \( \varphi \) if she started to desire that \( \psi \) at \( w \), noted \( M, w \models D_{\langle i \rangle} (\psi, \varphi) \), if and only if \( \text{Worst}_{\langle i \rangle, D} (\neg \psi, w) \cap ||\varphi||_M = \emptyset \), with \( \text{Worst}_{\langle i \rangle, D} (\neg \psi, w) = \{ v \in ||\neg \psi||_{i, w, M} : \forall u \in ||\neg \psi||_{i, w, M}, v \preceq_{\langle i \rangle, D} u \} \).

As for the other cognitive attitudes, there is a specific cognitive program which characterizes conditional desire.

**Proposition 6** Let \( M = (W, (\preceq_{\langle i \rangle, P})_{i \in \text{Agt}}, (\preceq_{\langle i \rangle, D})_{i \in \text{Agt}}, (\equiv_{\langle i \rangle})_{i \in \text{Agt}}, V) \) be a MCM and let \( w \in W \). Then, we have

\[
M, w \models D_{\langle i \rangle} (\psi, \varphi) \text{ iff } M, w \models [\equiv_{\langle i \rangle}; (\neg \psi \land [\preceq_{\langle i \rangle, D}] \psi)] \neg \varphi.
\]

In Section\ref{section:logic} we emphasized that the relations \( \preceq_{\langle i \rangle, P} \) and \( \preceq_{\langle i \rangle, D} \) do not interact since our logic is aimed at modeling ideal rational agents with no wishful thinking and, more generally, with no cognitive biases. We conclude this section by showing how the assumption of independence between epistemic plausibility and desirability could be relaxed and, consequently, how wishful thinking could be modeled in our framework.

A wishful thinker is nothing but an agent who systematically believes what she strongly desires in the absence of a reason to believe the contrary. Such a connection between the agent’s beliefs and desires is captured by the following “wishful thinking” (WT) constraint on MCMs:

\[
\forall w \in W : \text{Best}_{\langle i \rangle, P}(w) \subseteq \text{Best}_{\langle i \rangle, D}(w) \text{ or } \text{Best}_{\langle i \rangle, P}(w) \subseteq \text{Worst}_{\langle i \rangle, D}(w),
\]

where \( \text{Best}_{\langle i \rangle, P}(w) \) and \( \text{Worst}_{\langle i \rangle, D}(w) \) are defined as in Definitions\ref{def:conditional-belief} and\ref{def:conditional-desire} and \( \text{Best}_{\langle i \rangle, D}(w) = \{ v \in W : w \equiv_{\langle i \rangle} v \text{ and } \forall u \in W, \text{ if } w \equiv_{\langle i \rangle} u \text{ then } u \preceq_{\langle i \rangle, D} v \} \). It is routine to verify that if the MCM \( M = (W, (\preceq_{\langle i \rangle, P})_{i \in \text{Agt}}, (\preceq_{\langle i \rangle, D})_{i \in \text{Agt}}, (\equiv_{\langle i \rangle})_{i \in \text{Agt}}, V) \) satisfies the previous constraint WT, then the following holds for every \( w \in W \):

\[
M, w \models (SD_i \varphi \land \neg \text{B}_i \neg \varphi) \rightarrow \text{B}_i \varphi.
\]

We leave for future work an in-depth analysis of the variant of our logic in which wishful thinking is enabled.
3.3 Motivational Attitudes II: Preferences

We consider two views about comparative statements between formulas of the form “agent $i$ prefers $\phi$ to $\psi$” or “the state of affairs $\phi$ is at least as good as the state of affairs $\psi$”. According to the optimistic view, when assessing whether $\phi$ is at least as good as $\psi$, an agent focuses on the best $\varphi$-situations in comparison with the best $\psi$-situations. Specifically, an “optimistic” agent $i$ prefers $\theta$ to $\phi$ if and only if, for every $\psi$-situation envisaged by $i$ there exists a $\varphi$-situation envisaged by $i$ such that the latter is at least as desirable as the former. According to the pessimistic view, she focuses on the worst $\varphi$-situations in comparison with the worst $\psi$-situations. Specifically, a “pessimistic” agent $i$ prefers $\theta$ to $\phi$ if and only if, for every $\varphi$-situation envisaged by $i$ there exists a $\psi$-situation envisaged by $i$ such that the former is at least as desirable as the latter.

Let us first define a dyadic operator for preference according to the optimistic view.

Definition 9 (Preference: optimistic view) Let $M = (W, (\preceq_{i,p})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv)_{i \in \text{Agt}}, V)$ be a MCM and let $w \in W$. We say that, according to agent $i$’s optimistic assessment, $\phi$ is at least as good as $\psi$ at $w$, noted $M, w \models P^i_{\text{Opt}}(\psi \preceq \phi)$, if and only if $\forall u \in |\phi|_{i,v,v} \exists v \in |\psi|_{i,v,v} : u \preceq_{i,D} v$.

As the following proposition highlights, it is expressible in the language $\mathcal{L}_{\text{DLCA}}$.

Proposition 7 Let $M = (W, (\preceq_{i,p})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv)_{i \in \text{Agt}}, V)$ be a MCM and let $w \in W$. Then, we have

$$M, w \models P^i_{\text{Opt}}(\psi \preceq \phi) \text{ iff } M, w \models [\equiv_i, \psi] (\preceq_{i,D}) \phi.$$ 

Let us now define preference according to the pessimistic view.

Definition 10 (Preference: pessimistic view) Let $M = (W, (\preceq_{i,p})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv)_{i \in \text{Agt}}, V)$ be a MCM and let $w \in W$. We say that, according to agent $i$’s pessimistic assessment, $\phi$ is at least as good as $\psi$ at $w$, noted $M, w \models P^i_{\text{Pess}}(\psi \preceq \phi)$, if and only if $\forall v \in |\phi|_{i,v,v} \exists u \in |\psi|_{i,v,v} : u \preceq_{i,D} v$.

As for the optimistic view, the pessimistic view is also expressible in the language $\mathcal{L}_{\text{DLCA}}$.

Proposition 8 Let $M = (W, (\preceq_{i,p})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv)_{i \in \text{Agt}}, V)$ be a MCM and let $w \in W$. Then, we have

$$M, w \models P^i_{\text{Pess}}(\psi \preceq \phi) \text{ iff } M, w \models [\equiv_i, \phi] (\preceq_{i,D}) \psi.$$ 

Thanks to the totality of the relation $\preceq_{i,D}$ (Constraint C2 in Definition 1), dyadic preference over formulas is total too. This fact is illustrated by the following validity. For every $\sigma \in \{\text{Opt, Pess}\}$:

$$\models_{\text{MCM}} P^i_{\sigma} (\psi \preceq \phi) \lor P^i_{\sigma} (\phi \preceq \psi)$$

(4)

To see this suppose $M, w \models \neg P^i_{\text{Opt}}(\psi \preceq \phi)$ for an arbitrary model $M$ and world $w$ in $M$. Because of Constraint C2 in Definition 1, the latter implies that $\exists u \in |\psi|_{i,\sigma} \forall v \in |\phi|_{i,\sigma}$.
Proposition 10 Let $M = (W, (\preceq_i, P)_{i \in \text{Agt}}, (\preceq_i)_{i \in \text{Agt}}, V)$ be a MCM and let $w \in W$. Then, we have

\[ M, w \models \text{RP}_i^{\text{Opt}}(\psi \preceq \phi) \iff M, w \models [\equiv; [\preceq_i, P] \bot ?; \psi?] (\preceq_i, D \cap (\equiv; [\preceq_i, P] \bot ?)) \phi. \]

The following definition introduces realistic preference according to the pessimistic view.

Definition 11 (Realistic preference: pessimistic view) Let $M = (W, (\preceq_i, P)_{i \in \text{Agt}}, (\preceq_i)_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V)$ be a MCM and let $w \in W$. We say that, according to agent $i$’s pessimistic assessment, $\phi$ is realistically at least as good as $\psi$ at $w$, noted $M, w \models \text{RP}_i^{\text{Pess}}(\psi \preceq \phi)$, if and only if $\forall u \in \text{Best}_i, P(w) \cap \{\psi\}_{i, M}, \exists v \in \text{Best}_i, P(w) \cap \{\phi\}_{i, M} : u \preceq_i, D v$.

The idea is that an “optimistic” agent $i$ considers $\phi$ realistically at least as good as $\psi$ if and only if, for every $\psi$-situation in agent $i$’s belief set there exists a $\phi$-situation in agent $i$’s belief set such that the latter is at least as good as the former.

The previous notion as well is expressible in the language $L_{\text{DLCA}}$.

Proposition 9 Let $M = (W, (\preceq_i, P)_{i \in \text{Agt}}, (\preceq_i, D)_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V)$ be a MCM and let $w \in W$. Then, we have

\[ M, w \models \text{RP}_i^{\text{Opt}}(\psi \preceq \phi) \iff M, w \models [\equiv_i; [\preceq_i, P] \bot ?; \psi?] (\preceq_i, D \cap (\equiv_i; [\preceq_i, P] \bot ?)) \phi. \]

The following definition introduces realistic preference according to the pessimistic view.

Definition 12 (Realistic preference: pessimistic view) Let $M = (W, (\preceq_i, P)_{i \in \text{Agt}}, (\preceq_i, D)_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V)$ be a MCM and let $w \in W$. We say that, according to agent $i$’s pessimistic assessment, $\phi$ is realistically at least as good as $\psi$ at $w$, noted $M, w \models \text{RP}_i^{\text{Pess}}(\psi \preceq \phi)$, if and only if $\forall v \in \text{Best}_i, P(w) \cap \{\phi\}_{i, M}, \exists u \in \text{Best}_i, P(w) \cap \{\psi\}_{i, M} : u \preceq_i, D v$.

The idea is that a “pessimistic” agent $i$ considers $\phi$ realistically at least as good as $\psi$ if and only if, for every $\phi$-situation in agent $i$’s belief set there exists a $\psi$-situation in agent $i$’s belief set such that the former is at least as good as the latter.

It is also expressible in the language $L_{\text{DLCA}}$.

Proposition 10 Let $M = (W, (\preceq_i, P)_{i \in \text{Agt}}, (\preceq_i, D)_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V)$ be a MCM and let $w \in W$. Then, we have

\[ M, w \models \text{RP}_i^{\text{Pess}}(\psi \preceq \phi) \iff M, w \models [\equiv_i; [\preceq_i, P] \bot ?; \phi?] (\preceq_i, D \cap (\equiv_i; [\preceq_i, P] \bot ?)) \psi. \]
Like dyadic preference over formulas, realistic dyadic preference over formulas is total. In fact, for every $x \in \{\text{Opt}, \text{Pess}\}$, we have:

$$\models_{\text{MCM}} \text{RP}_x^i(\psi \preceq \phi) \lor \text{RP}_x^i(\phi \preceq \psi)$$ (5)

The following abbreviations define *strict* variants of dyadic preference operators:

$$\text{P}^\text{Opt}_x^i(\psi \prec \phi) =_{\text{def}} \neg \text{P}^\text{Opt}_x^i(\phi \preceq \psi)$$
$$\text{P}^\text{Pess}_x^i(\psi \prec \phi) =_{\text{def}} \neg \text{P}^\text{Pess}_x^i(\phi \preceq \psi)$$
$$\text{RP}^\text{Opt}_x^i(\psi \prec \phi) =_{\text{def}} \neg \text{RP}^\text{Opt}_x^i(\phi \preceq \psi)$$
$$\text{RP}^\text{Pess}_x^i(\psi \prec \phi) =_{\text{def}} \neg \text{RP}^\text{Pess}_x^i(\phi \preceq \psi)$$

$\text{P}^\text{Opt}_x^i(\psi \prec \phi)$ (resp. $\text{P}^\text{Pess}_x^i(\psi \prec \phi)$) has to be read “according to $i$’s optimistic (resp. pessimistic) assessment, $\phi$ is better than $\psi$”. $\text{RP}^\text{Opt}_x^i(\psi \prec \phi)$ (resp. $\text{RP}^\text{Pess}_x^i(\psi \prec \phi)$) has to be read “according to agent $i$’s optimistic (resp. pessimistic) assessment, $\phi$ is realistically better than $\psi$”.

We conclude this section by defining two notions of monadic preference and corresponding two notions of *realistic* monadic preference, respectively noted $\text{P}^\text{Opt}_x^i \phi$, $\text{P}^\text{Pess}_x^i \phi$, $\text{RP}^\text{Opt}_x^i \phi$ and $\text{RP}^\text{Pess}_x^i \phi$:

$$\text{P}^\text{Opt}_x^i \phi =_{\text{def}} \text{P}^\text{Opt}_x^i(\neg \phi \prec \phi)$$
$$\text{P}^\text{Pess}_x^i \phi =_{\text{def}} \text{P}^\text{Pess}_x^i(\neg \phi \prec \phi)$$
$$\text{RP}^\text{Opt}_x^i \phi =_{\text{def}} \text{RP}^\text{Opt}_x^i(\neg \phi \prec \phi)$$
$$\text{RP}^\text{Pess}_x^i \phi =_{\text{def}} \text{RP}^\text{Pess}_x^i(\neg \phi \prec \phi)$$

An optimistic (resp. pessimistic) agent has a preference for $\phi$, noted $\text{P}^\text{Opt}_x^i \phi$ (resp. $\text{P}^\text{Pess}_x^i \phi$), if and only if, according to her optimistic (resp. pessimistic) assessment, $\phi$ is better than $\neg \phi$. An optimistic (resp. pessimistic) agent has a realistic preference for $\phi$, noted $\text{RP}^\text{Opt}_x^i \phi$ (resp. $\text{RP}^\text{Pess}_x^i \phi$), if and only if, according to her optimistic (resp. pessimistic) assessment, $\phi$ is realistically better than $\neg \phi$.

The following validity illustrates the relationship between the notion of desire defined in Definition 6 and the previous notion of pessimistic monadic preference:

$$\models_{\text{MCM}} \neg D_i \top \rightarrow (D_i \phi \leftrightarrow \text{RP}^\text{Pess}_x^i \phi)$$ (6)

This means that if there exists at least a minimally desirable state for agent $i$ (condition $\neg D_i \top$), then $i$ desires that $\phi$ if and only if, according to her pessimistic assessment, $\phi$ is better than $\neg \phi$.

### 3.4 Example

In the previous sections, we have defined a variety of cognitive attitudes of epistemic and motivational type. Let us illustrate them with the help of the crossroad scenario sketched in the introduction. For simplicity, we assume that $\text{Agt} = \{1, 2\}$ and that the
set of atomic propositions \textit{Atm} includes the following elements with their corresponding meaning: \textit{co} ("agent 1 and agent 2 collide"), \textit{lo}_1 ("agent 1 loses time") and \textit{lo}_2 ("agent 2 loses time").

We are going to make different hypotheses about the agents’ cognitive attitudes and present a number of conclusions that can be drawn from them. Our initial hypothesis concerns the agents’ knowledge:

\[
\phi_1 = \text{def} \bigwedge_{i \in \{1,2\}} \left[ \equiv_i \right] \left( (\neg \text{lo}_1 \land \text{lo}_2) \rightarrow \neg \text{co} \right) \land \\
\left( (\neg \text{lo}_1 \land \text{lo}_2) \rightarrow \neg \text{co} \right) \land \neg (\neg \text{lo}_1 \land \neg \text{lo}_2) \right).
\]

According to hypothesis \( \phi_1 \), agents 1 and 2 know (i) that there will be no collision if one of them loses time by letting the other pass, and (ii) that necessarily one of them will lose time (since if they both pass, there will be a collision so that they will both lose time).

Our second hypothesis concerns what the agents merely envisage:

\[
\phi_2 = \text{def} \bigwedge_{i \in \{1,2\}} \left( \langle \equiv_i \rangle \text{co} \land \langle \equiv_i \rangle (\text{lo}_1 \land \neg \text{lo}_2) \land \langle \equiv_i \rangle (\neg \text{lo}_1 \land \text{lo}_2) \land \langle \equiv_i \rangle (\text{lo}_1 \land \text{lo}_2 \land \neg \text{co}) \right).
\]

According to hypothesis \( \phi_2 \), agents 1 and 2 envisage four possible situations: (i) the situations in which they collide, (ii) the two situations in which one of them loses its time while the other does not, and (iii) the situation in which they both lose time because of a collision.

We conclude with the following hypothesis about the agents’ motivations, according to which each agent strongly desires not to collide and strongly desires not to lose time:

\[
\phi_3 = \text{def} \bigwedge_{i \in \{1,2\}} (\text{SD}_i \neg \text{lo}_i \land \text{SD}_i \neg \text{co}).
\]

As the following validities highlight, the previous hypotheses lead to different conclusions about the agents’ epistemic and motivational attitudes:

\[
\models_{\mathbb{MCM}} \phi_1 \rightarrow \bigwedge_{i \in \{1,2\}} \left[ \equiv_i \right] \left( \langle co \rightarrow (\text{lo}_1 \land \text{lo}_2) \rangle \land B_i (\neg \text{lo}_1, \text{lo}_2) \land B_i (\neg \text{lo}_2, \text{lo}_1) \right) \quad (7)
\]

\[
\models_{\mathbb{MCM}} (\phi_2 \land \phi_3) \rightarrow \bigwedge_{i \in \{1,2\}} (\text{SD}_i (\neg \text{lo}_1 \land \neg \text{co}) \land D_i \neg \text{lo}_1 \land D_i \neg \text{co}) \quad (8)
\]

\[
\models_{\mathbb{MCM}} (\phi_1 \land \phi_2 \land \phi_3) \rightarrow \bigwedge_{i \in \{1,2\}} (D_i (\text{lo}_1 \land \neg \text{lo}_2) \land D_i (\neg \text{lo}_1 \land \text{lo}_2)) \quad (9)
\]

\[
\models_{\mathbb{MCM}} (\phi_2 \land \phi_3) \rightarrow \bigwedge_{i \in \{1,2\}} (\neg \text{SD}_i (\text{lo}_1 \land \neg \text{lo}_2) \land \neg \text{SD}_i (\neg \text{lo}_1 \land \text{lo}_2)) \quad (10)
\]

The single hypothesis \( \phi_1 \) leads to the conclusion (i) that the agents know that a collision implies that they both lose time, and (ii) that they believe that an agent loses time
conditional on the fact that the other does not. Thanks to the set of hypotheses \( \{ \varphi_2, \varphi_3 \} \),
we can conclude (i) that each agent strongly desires not to lose time and to avoid a collision, and (ii) each agent has both the desire not to lose time and the desire to avoid a collision. Finally, thanks to the set of hypotheses \( \{ \varphi_1, \varphi_2, \varphi_3 \} \), we can conclude that each agent finds desirable the situations in which only one of them loses time by letting the other pass. As the last validity indicates, such situations are merely desirable for the agent but not strongly desirable.

4 Axiomatization

In this section, we provide a sound and complete axiomatization for the Dynamic Logic of Cognitive Attitudes (DLCA). The first step consists in precisely defining this logic which includes several axioms and rule of necessitation for the modalities [\( \pi \)] as well as one non-standard rule of inference for nominals.

**Definition 13 (Logic DLCA)** We define DLCA to be the extension of classical propositional logic given by the following axioms and rules with \( \tau \in \{ P, D \} \):

\[
\begin{align*}
( [\pi] \varphi \land [\pi](\varphi \to \psi) ) & \to [\pi] \psi & (K_\pi) \\
[\equiv_1] \varphi & \to \varphi & (T_{\equiv_1}) \\
[\equiv_1] \varphi & \to [\equiv_1][\equiv_1] \varphi & (4_{\equiv_1}) \\
\neg [\equiv_1] \varphi & \to [\equiv_1] \neg [\equiv_1] \varphi & (5_{\equiv_1}) \\
\leq_{\tau, \tau} \varphi & \to \varphi & (T_{\leq_{\tau, \tau}}) \\
[\equiv_1] \varphi & \to \leq_{\tau, \tau} \varphi & (4_{\leq_{\tau, \tau}}) \\
(\langle \equiv_1 \rangle \varphi \land \langle \equiv_1 \rangle \psi) & \to (\langle \equiv_1 \rangle (\varphi \land \leq_{\tau, \tau} \psi) \lor \langle \equiv_1 \rangle (\psi \land \leq_{\tau, \tau} \varphi)) & (Conn_{\equiv_1, \equiv_1}) \\
(\langle \pi_i \rangle \varphi) & \leftrightarrow \langle \pi_i \rangle \varphi & (\text{Red}) \\
(\langle \pi_i \rangle \varphi) & \leftrightarrow ([\pi_i] \varphi \land [\pi_i] \varphi) & (\text{Red}_i) \\
(\langle \pi_i \rangle \varphi \land [\pi_i] \varphi) & \to \langle \pi_i \rangle \varphi \land [\pi_i] \varphi & (\text{Add}_{1_i}) \\
([\pi_i] \varphi) & \to \langle \pi_i \rangle x \land [\pi_i] \varphi & (\text{Add}_{2_i}) \\
(\langle \pi_i \rangle x) & \to \langle \pi_i \rangle x \land [\pi_i] \varphi & (\text{Conv}_{1_i}) \\
\varphi & \to [\pi_i] (\neg \pi_i) \varphi & (\text{Conv}_{2_i}) \\
\varphi & \to (\neg [\pi_i] \varphi) & (\text{Comp}_{1_i}) \\
(\langle \leq_{\tau, \tau} \rangle \varphi \land [\leq_{\tau, \tau}] \varphi) & \leftrightarrow [\equiv_1] \varphi & (\text{Comp}_{2_i}) \\
\langle \leq_{\tau, \tau} \rangle x & \to [\leq_{\tau, \tau}] \neg x & (\text{Red}_2) \\
[? \varphi] \psi & \to (\varphi \to \psi) & (\text{Most}_i) \\
(\langle \pi_i \rangle x \land \varphi) & \to [\pi_i] (x \to \psi) & (\text{Nec}_\pi) \\
\varphi & \to [\pi_i] \varphi \\
[\pi_i] \neg x & \text{for all } x \in \text{Nom} & (\text{Cov}) \\
\end{align*}
\]

\[ \pi \]
Note that the primitive operators \( \preceq_{\text{LP}} \) and \( \preceq_{\text{LD}} \) are S4 (or KT4), while \( \equiv_{\text{L}} \) is S5. The only interaction principles between these three operators are the “inclusion” Axiom \([\text{Inc}_{\preceq_{\text{LP}},\preceq_{\text{LD}}}]\) and the “connectedness” Axiom \([\text{Conn}_{\preceq_{\text{LP}},\equiv_{\text{L}}}]\). Operators \( \preceq_{\text{LP}} \) and \( \preceq_{\text{LD}} \) do not interact since, as we have emphasized in Section 2, epistemic plausibility and desirability are assumed to be independent notions.

For every \( \phi \in \mathcal{DLCA} \), we write \( \vdash \phi \) to denote the fact that \( \phi \) is a theorem of DLCA, i.e., there exists an at most countably infinite sequence \( \psi_0, \psi_1, \ldots \) such that \( \psi_0 = \phi \) and for all \( k \geq 0 \), \( \psi_k \) is an instance of some axiom or \( \psi_k \) can be obtained from some later members of the sequence by an application of some inference rule.

The rest of this section is devoted to prove that the logic DLCA is sound and complete for the class of multi-agent cognitive models.

Soundness, namely checking that the axioms are valid and that the rules of inferences preserve validity, is a routine exercise. Notice that the admissibility of the rule of inference \([\text{Cov}]\) is guaranteed by the fact that the set of nominals \textit{Nom} is infinite.

As for completeness, the proof is organized in several steps. We use techniques from dynamic logic and modal logic with names [39, 25].

In the rest of this section, we denote sets of formulas from \( \mathcal{DLCA} \) by \( \Sigma, \Sigma', \ldots \). Let \( \phi \in \mathcal{DLCA} \) and \( \Sigma \subseteq \mathcal{DLCA} \), we define:

\[
\Sigma + \phi = \{ \psi \in \mathcal{DLCA} : \phi \rightarrow \psi \in \Sigma \}.
\]

Let us start by defining the concepts of theory and maximal consistent theory.

**Definition 14 (Theory)** A set of formulas \( \Sigma \) is said to be a theory if it contains all theorems of DLCA and is closed under modus ponens and rule \([\text{Cov}]\). It is said to be a consistent theory if it is a theory and \( \bot \notin \Sigma \). It is said to be a maximal consistent theory (MCT) if it is a consistent theory and, for each consistent theory \( \Sigma' \), we have that if \( \Sigma \subseteq \Sigma' \) then \( \Sigma = \Sigma' \).

We have the following property for theories.

**Proposition 11** Let \( \Sigma \) be a theory and let \( \phi \in \mathcal{DLCA} \). Then, \( \Sigma + \phi \) is a theory. Moreover, if \( \Sigma \) is consistent then either \( \Sigma + \phi \) is consistent or \( \Sigma + \neg \phi \) is consistent.

**Proof.** Let us first prove that if \( \Sigma \) is a theory then \( \Sigma + \phi \) is a theory as well. Suppose \( \Sigma \) is a theory. Then, \( \Sigma + \phi \) clearly contains all theorems of DLCA. Moreover, suppose \( \psi \rightarrow \psi', \psi \in \Sigma + \phi \). Thus, by definition of \( \Sigma + \phi \), we have \( \psi \rightarrow \psi, \psi \rightarrow (\psi \rightarrow \psi') \in \Sigma \). Since \( \Sigma \) is closed under modus ponens and contains all theorems of DLCA, the latter implies \( (\psi \rightarrow \psi') \wedge (\psi \rightarrow (\psi \rightarrow \psi')) \in \Sigma \). Consequently, since \( \Sigma \) is closed under modus ponens, \( \phi \rightarrow \psi' \in \Sigma \). Hence, \( \psi' \in \Sigma + \phi \). This means that \( \Sigma + \phi \) is closed under modus ponens.

Finally, let us show that \( \Sigma + \phi \) is closed under \([\text{Cov}]\). Suppose \( \pi \neg \alpha \in \Sigma + \phi \) for all \( x \). Thus, by definition of \( \Sigma + \phi \), \( \phi \rightarrow \pi \neg \alpha \in \Sigma \) for all \( x \). Since \( \Sigma \) is a theory, the latter implies that \( [\phi; \pi] \neg \alpha \in \Sigma \) for all \( x \) and, consequently, \( \phi \rightarrow [\pi] \neg \alpha \in \Sigma \). It follows that \( [\pi] \neg \alpha \in \Sigma + \phi \).

Let us show that if \( \Sigma \) is consistent then either \( \Sigma + \phi \) is consistent or \( \Sigma + \neg \phi \) is consistent. Suppose the antecedent is true while the consequent is false. Then, \( \phi \rightarrow
\[ \bot \in \Sigma \text{ and } \neg \varphi \rightarrow \bot \in \Sigma. \] Since \( \Sigma \) is a theory, we have \((\varphi \rightarrow \bot) \land (\neg \varphi \rightarrow \bot) \in \Sigma\). Thus, \( \bot \in \Sigma \) which is in contradiction with the fact that \( \Sigma \) is consistent. \( \blacksquare \)

The following proposition highlights some standard properties of MCTs.

**Proposition 12** Let \( \Sigma \) be a MCT. Then, for all \( \varphi, \psi \in \mathcal{L}_{DLCA} \):

- \( \varphi \in \Sigma \) or \( \neg \varphi \in \Sigma \).
- \( \varphi \lor \psi \in \Sigma \iff \varphi \in \Sigma \) or \( \psi \in \Sigma \).

**Proof.** We only prove the first item by reductio ad absurdum. Suppose \( \Sigma \) is a MCT, \( \varphi \notin \Sigma \) and \( \neg \varphi \notin \Sigma \). We clearly have \( \Sigma \subseteq \Sigma^+ \varphi \) and \( \Sigma \subseteq \Sigma^+ \neg \varphi \). Moreover, \( \varphi \in \Sigma^+ \varphi \) and \( \neg \varphi \in \Sigma^+ \neg \varphi \). Thus, \( \Sigma \subseteq \Sigma^+ \varphi \) and \( \Sigma \subseteq \Sigma^+ \neg \varphi \). By Proposition 11, \( \Sigma^+ \varphi \) and \( \Sigma^+ \neg \varphi \) are theories. Moreover, either \( \Sigma^+ \varphi \) is consistent or \( \Sigma^+ \neg \varphi \) is consistent. This contradicts the fact that \( \Sigma \) is a MCT. \( \blacksquare \)

The following variant of the Lindenbaum’s lemma is proved in the same way as [39, Lemma 4.15].

**Lemma 1** Let \( \Sigma \) be a consistent theory and let \( \varphi \notin \Sigma \). Then, there exists a MCT \( \Sigma^+ \) such that \( \Sigma \subseteq \Sigma^+ \) and \( \varphi \notin \Sigma^+ \).

The following lemma highlights a fundamental property of MCTs.

**Lemma 2** Let \( \Sigma \) be a MCT. Then, there exists \( x \in \text{Nom} \) such \( x \in \Sigma \).

**Proof.** We prove the lemma by reductio ad absurdum. Let \( \Sigma \) be a MCT. Moreover, suppose that, for all \( x \in \text{Nom} \), \( x \notin \Sigma \). By Proposition 12, it follows that, for all \( x \in \text{Nom} \), \( \neg x \notin \Sigma \).

By Axiom [Red], we have \( \neg x \leftrightarrow [\top] \neg x \in \Sigma \) for all \( x \in \text{Nom} \). Thus, for all \( x \in \text{Nom} \), \( [\top] \neg x \in \Sigma \). Hence, since \( \Sigma \) is closed under [Cov] \( [\top] \bot \in \Sigma \). By Axiom [Red], the latter is equivalent to \( \bot \in \Sigma \). The latter is contradiction with the fact that \( \Sigma \) is a MCT. \( \blacksquare \)

Let us now define the canonical model for our logic.

**Definition 15 (Canonical model)** The canonical model is the tuple \( M^c = (W^c, (\preceq^c_{i,p})_{i \in \text{Agt}}, (\preceq^c_{i,D})_{i \in \text{Agt}}, (\equiv^c_i)_{i \in \text{Agt}}, V^c) \) such that:

- \( W^c \) is the set of all MCTs,
- for all \( i \in \text{Agt} \), for all \( \tau \in \{P, D\} \), for all \( w,v \in W^c \), \( w \preceq^c_{i,\tau} v \) iff for all \( \varphi \in \mathcal{L}_{DLCA} \), if \( [\preceq^c_{i,\tau}] \varphi \in w \) then \( \varphi \in v \),
- for all \( i \in \text{Agt} \), for all \( w,v \in W^c \), \( w \equiv^c_i v \) iff for all \( \varphi \in \mathcal{L}_{DLCA} \), if \( [\equiv^c_i] \varphi \in w \) then \( \varphi \in v \),
- for all \( w \in W^c \), \( V^c(w) = (\text{Atm} \cup \text{Nom}) \cap w \).

Let us now define the canonical relations for the complex programs \( \pi \).
Definition 16 (Canonical relation) Let $M^c = (W^c, (\leq^c_i)_{i \in AGr}, (\leq^c_{i,j})_{i \in AGr}, (\equiv^c_i)_{i \in AGr}, V^c)$ be the canonical model. Then, for all $\pi \in \mathcal{P}$ and for all $w, v \in W^c$:

$$wR^c_v \text{ iff, for all } \varphi \in \mathcal{L}_{DLCA}, \text{ if } [\pi] \varphi \in w \text{ then } \varphi \in v.$$ 

The following Lemma 3 highlights one fundamental property of the canonical model.

Lemma 3 Let $M^c = (W^c, (\leq^c_i)_{i \in AGr}, (\leq^c_{i,j})_{i \in AGr}, (\equiv^c_i)_{i \in AGr}, V^c)$ be the canonical model. Then, for all $\Sigma, \Sigma' \in W^c$, for all $\pi \in \mathcal{P}$ and for all $x \in \text{Nom}$, if $x \in \Sigma, x \in \Sigma'$ and $\Sigma \ni \Sigma'$' then $\Sigma = \Sigma'$.

PROOF. Let us first prove that (i) if $x \in \Sigma$ and $\varphi \in \Sigma$ then $[\pi](x \to \varphi) \in \Sigma$. Suppose $x, \varphi \in \Sigma$. Thus, $x \wedge \varphi \in \Sigma$ since $\Sigma$ is a MCT. Moreover, $(x \wedge \varphi) \rightarrow [\pi](x \to \varphi) \in \Sigma$, because of Axiom $\text{Most}$. Hence, $[\pi](x \to \varphi) \in \Sigma$.

Now let us prove by absurdum that (ii) if $x \in \Sigma, \Sigma'$ and $\Sigma \ni \Sigma'$' then $\Sigma = \Sigma'$. Suppose $x \in \Sigma, \Sigma', \Sigma \ni \Sigma'$ and $\Sigma \neq \Sigma'$. The latter implies that there exists $\varphi$ such that $\varphi \in \Sigma$ and $\varphi \notin \Sigma'$. By item (i) above, it follows that $[\pi](x \to \varphi) \in \Sigma$. Since $\Sigma \ni \Sigma'$, the latter implies that $x \to \varphi \notin \Sigma'$. Since $x \in \Sigma'$, it follows that $\varphi \in \Sigma'$ which leads to a contradiction.

The next step consists in proving the following existence lemma.

Lemma 4 Let $M^c = (W^c, (\leq^c_i)_{i \in AGr}, (\leq^c_{i,j})_{i \in AGr}, (\equiv^c_i)_{i \in AGr}, V^c)$ be the canonical model, let $w \in W^c$ and let $[\pi] \varphi \in \mathcal{L}_{DLCA}$. Then, if $[\pi] \varphi \in w$ then there exists $v \in W^c$ such that $wR^c_v$ and $\varphi \in v$.

PROOF. Suppose $w$ is a MCT and $[\pi] \varphi \in w$. It follows that $[\pi]w = \{ \psi : [\pi] \psi \in w \}$ is a consistent theory. Indeed, it is easy to check that $[\pi]w$ contains all theorems of DLCA, is closed under modus ponens and rule $\text{Cov}$. Let us prove that it is consistent by reductio ad absurdum. Suppose $\bot \in [\pi]w$. Thus, $[\pi] \bot \in w$. Hence, $[\pi] \neg \varphi \in w$. Since $[\pi] \varphi \in w$, $\bot \in w$. The latter contradicts the fact that $w$ is a MCT. Let us distinguish two cases.

Case 1: $\varphi \in [\pi]w$. Thus, $\neg \varphi \notin [\pi]w$ since $w$ is consistent. Thus, by Lemma 1 there exists MCT $v$ such that $[\pi]w \subseteq v$, $\varphi \in v$ and $\neg \varphi \notin v$. By definition of $R^c_v$, $wR^c_v$.

Case 2: $\neg \varphi \notin [\pi]w$. By Proposition 11 $[\pi]w + \varphi$ is a theory since $[\pi]w$ is a theory, $[\pi]w + \varphi$ is consistent. Suppose it is not. Thus, $\varphi \rightarrow \bot \in [\pi]w$ and, consequently, $\neg \varphi \in [\pi]w$. Hence, $[\pi] \neg \varphi \in w$. It follows that $\bot \in w$, since $[\pi] \varphi \in w$. But this contradicts the fact that $w$ is a MCT. Thus, $[\pi]w + \varphi$ is a consistent theory. Moreover, $\varphi \in [\pi]w + \varphi$, $\neg \varphi \notin [\pi]w + \varphi$ and $[\pi]w \subseteq [\pi]w + \varphi$. By Lemma 1 there exists MCT $v$ such that $[\pi]w \subseteq v$, $\varphi \in v$ and $\neg \varphi \notin v$. By definition of $R^c_v$, $wR^c_v$.

The following truth lemma is proved in the usual way by induction on the structure of $\varphi$ thanks to Lemma 3.

Lemma 5 Let $M^c = (W^c, (\leq^c_i)_{i \in AGr}, (\leq^c_{i,j})_{i \in AGr}, (\equiv^c_i)_{i \in AGr}, V^c)$ be the canonical model, let $w \in W^c$ and let $\varphi \in \mathcal{L}_{DLCA}$. Then, $M^c, w \models \varphi$ iff $\varphi \in w$. 
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PROOF. The proof is by induction on the structure of \( \varphi \). We only prove the case in which \( \varphi \) is a modal formula \( [\pi] \psi \). As for the right-to-left direction we have:

\[
[\pi] \psi \in w \quad \text{only if} \quad \forall v \in R^c_\pi(w) : \psi \in v \quad \text{(by definition of } R^c_\pi) \\
\quad \text{iff} \quad \forall v \in R^c_\pi(w) : M^c, v \models \psi \quad \text{(by induction hypothesis)} \\
\quad \text{iff} \quad M^c, w \models [\pi] \psi
\]

As for the left-to-right direction, we prove that if \( [\pi] \psi \notin w \) then \( M^c, w \not\models [\pi] \psi \). To prove this, given the property of MCSs, is equivalent to proving that if \( \langle \pi \rangle \psi \in w \) then \( M^c, w \models \langle \pi \rangle \psi \). Suppose \( \langle \pi \rangle \psi \in w \). Then, by Lemma 4, there exists \( v \in W^c \) such that \( wR^c_\pi v \) and \( \psi \in v \). Hence, by induction hypothesis, there exists \( v \in W^c \) such that \( wR^c_\pi v \) and \( M^c, v \models \psi \). The latter is equivalent to \( M^c, w \models \langle \pi \rangle \psi \). ■

The pre-final stage of the proof consists in introducing an alternative semantics for the language \( \mathcal{L}_{DLCA} \) which turns out to be equivalent to the original semantics based on MCMs.

**Definition 17 (Quasi multi-agent cognitive model)** A quasi multi-agent cognitive model (quasi-MCM) is a tuple \( M = (W, (\preceq_{i,P})_{i \in \text{Agt}}, (\preceq_{i,D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V) \) where \( W, \preceq_{i,P}, \preceq_{i,D}, \equiv_i \) and \( V \) are as in Definition 7 except that Constraint C4 is replaced by the following weaker constraint. For all \( w, v \in W \):

\[
(C4^*) \quad \text{if } V_{\text{Nom}}(w) \cap V_{\text{Nom}}(v) \neq \emptyset \text{ and } wR^c_\pi v \text{ for some } \pi \in \mathcal{P} \text{ then } w = v.
\]

By the generated submodel property, it is easy to show that the semantics in terms of MCMs and the semantics in terms of quasi-MCMs are equivalent with respect to the language \( \mathcal{L}_{DLCA} \).

**Proposition 13** Let \( \varphi \in \mathcal{L}_{DLCA} \). Then, \( \varphi \) is valid relative to the class of MCMs if and only if \( \varphi \) is valid relative to the class of quasi-MCMs.

The following theorem highlights that the canonical model is indeed a structure of the right type.

**Lemma 6** The canonical model \( M^c \) is a quasi-MCM.

**PROOF.** The fact that \( M^c \) satisfies Constraints C3 and C4* follows from Lemma 2 and Lemma 3. To prove that \( \equiv_i \) is an equivalence relation that \( \preceq_{i,D} \) and \( \preceq_{i,P} \) are preorders and that \( M^c \) satisfies Constraints C1 and C2 is just a routine exercise. Indeed, Axioms \( T_{\equiv} \), \( 4_{\equiv} \), \( 5_{\equiv} \), \( T_{\preceq_{i,D}} \), \( 4_{\preceq_{i,D}} \), \( \text{Inc}_{\preceq_{i,D},\equiv} \), and \( \text{Conn}_{\preceq_{i,D},\equiv} \) are canonical for these semantic conditions.

To conclude, we need to prove that the following six conditions hold, for \( i \in \text{Agt} \):

\[
T_{\equiv}, 4_{\equiv}, 5_{\equiv}, T_{\preceq_{i,D}}, 4_{\preceq_{i,D}}, \text{Inc}_{\preceq_{i,D},\equiv}, \text{Conn}_{\preceq_{i,D},\equiv}.
\]
and \( \tau \in \{ P, D \} \):

\[
(w, v) \in R^e_{\pi, \tau}\text{ iff } (w, v) \in R^e_{\pi, \tau} \land (w, v) \not\in R^e_{\pi, \tau} \\
(w, v) \in R^e_{\pi, \tau} \text{ iff } \exists u \in W^c : (w, u) \in R^e_{\pi} \land (u, v) \in R^e_{\pi} \\
(w, v) \in R^e_{\pi, \tau} \text{ iff } (w, v) \in R^e_{\pi} \lor (w, v) \in R^e_{\pi} \\
(w, v) \in R^e_{\pi, \tau} \text{ iff } (w, v) \in R^e_{\pi} \land (w, v) \in R^e_{\pi} \\
(w, v) \in R^e_{\pi, \tau} \text{ iff } (w, v) \in R^e_{\pi} \text{ and } M^c, w \models \phi
\]

We only need to prove the second and fourth conditions which are the most difficult ones to prove.

Let us start with the proof of the second condition. The right-to-left direction is standard. We only prove the left-to-right direction. Suppose \((w, v) \in R^e_{\pi, \tau}\). Let \([\pi] w = \{ \psi : [\pi] \psi \in w \}\). Moreover, let \(\langle \pi' \rangle v = \{ \langle \pi' \rangle \psi : \psi \in v \}\). Finally, let \((\pi' \psi_1, \pi' \psi_2, \ldots, \pi' \psi_n, \pi' \psi_{n+1})\) be an enumeration of the elements of \(\langle \pi' \rangle v\). We define \(\Sigma^1 = [\pi] w + \langle \pi' \rangle \psi_1\) and, for all \(k > 1\), \(\Sigma^k = \Sigma^{k-1} + \langle \pi' \rangle \psi_k\). By Lemma 11 and the fact that \([\pi] w\) is a theory, it can be shown that every \(\Sigma^k\) is a theory. Moreover, by induction on \(k\), it can be shown that every \(\Sigma^k\) is consistent. Since \(\Sigma^{k-1} \subseteq \Sigma^k\) for all \(k > 1\), it follows that \(\Sigma = \bigcup_{k>1} \Sigma^k\) is a consistent theory. By Lemma 14 and the definition of \(\Sigma\), there exists \(u \in W^c\) such that \(\Sigma \subseteq u, (w, u) \in R^e_{\pi}\) and \((u, v) \in R^e_{\pi}\).

Let us now prove the fourth condition. Suppose \((w, v) \in R^e_{\pi, \tau}\). By Definition 16 and Proposition 12 it follows that, for all \(\phi\), if \(\phi \in v\) then \(\langle \pi \rangle \phi \in w\). The latter implies that for all \(\phi\), if \(\phi \in v\) then \(\langle \pi \rangle \phi \in w\). Thus, for all \(\phi\), if \(\phi \in v\) then \(\langle \pi \rangle \phi \in w\), since \(\vdash \langle \pi \rangle \phi \to \langle \pi \rangle \phi \). By Definition 26 and Proposition 12 it follows that \((w, v) \in R^e_{\pi}\) and \((w, v) \in R^e_{\pi}\).

Now suppose \((w, v) \in R^e_{\pi}\) and \((w, v) \in R^e_{\pi}\). Thus, by Definition 16 and Proposition 12 (i) for all \(\phi\), if \(\phi \in v\) then \(\langle \pi \rangle \phi \in w\) and \(\langle \pi' \rangle \phi \in w\). By Proposition 12 and Lemma 2 we have that (ii) there exists \(x \in \text{Nom}\) such that, for all \(\phi\), \(v \models \psi \land \psi \lor \psi \). Item (i) and item (ii) together imply that (iii) there exists \(x \in \text{Nom}\) such that, for all \(\phi\), if \(\phi \in v\) then \(\langle \pi \rangle \langle x \land \phi \rangle \in w\) and \(\langle \pi' \rangle \langle x \land \phi \rangle \in w\). We are going to prove the following theorem:

\[
\vdash \langle (\pi)(x \land \phi) \land (\pi')(x \land \phi) \rangle \to \langle (\pi \land \pi')(x \land \phi) \rangle
\]

By Axiom \(K_{\pi, \pi'}\), \(\langle (\pi)(x \land \phi) \land (\pi')(x \land \phi) \rangle \) implies \(\langle (\pi)x \land (\pi')(x \land \phi) \rangle\). By Axiom \(\text{Add}_{\lambda, \lambda}^\pi\), the latter implies \((\pi \land \pi')(x \land \phi)\). Moreover, by Axiom \(\text{Inc}_{\pi, \pi', \lambda}^\pi\) and Axiom \(\text{Most}_{\pi, \pi'}\), \(\langle (\pi')(x \land \phi) \rangle \) implies \(\langle (\pi')(x \land \phi) \rangle \). By Axiom \(\text{Inc}_{\pi, \pi'}\), \(\langle (\pi \land \pi')(x \land \phi) \rangle \) and \((\pi \land \pi')(x) \) together imply \(\langle (\pi \land \pi')(x \land \phi) \rangle\). Thus, \(\langle (\pi \land \pi')(x \land \phi) \rangle \) implies \(\langle (\pi \land \pi')(x \land \phi) \rangle\).

From previous item (iii) and the previous theorem it follows that there exists \(x \in \text{Nom}\) such that, for all \(\phi\), if \(\phi \in v\) then \(\langle \pi \land \pi')(x \land \phi) \rangle\). The latter implies that, for all \(\phi\), if \(\phi \in v\) then \(\langle \pi \land \pi')(x \land \phi) \rangle\). The latter implies that \((w, v) \in R^e_{\pi, \pi'}\).

Let us conclude the proof by supposing \(\not\models \phi\). Therefore, by Lemma 14 and the fact that the set of DLCA-theorems is a consistent theory, there exists a MCT \(w\) such that
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choices of type play is interpreted relative to a MCM play plays (or chooses) action a framework \[12, 33, 7\].

The properties of choice independence formulated in the "seeing to it that" (STIT) should be a state at which the agents choose the joint action $\delta$. The choices made by the others. In other words, suppose that, from agent $i$, then

$\exists v \in W$ such that $w \equiv_i v$ and, $\forall j \in \text{Agt}, C_j(v) = \delta(j)$.

For every $w \in W$, $C_i(w)$ denotes agent $i$’s actual choice at $w$. If $w \equiv_i v$ and $C_j(v) = a$, then $a$ is a potential choice of agent $j$ from agent $i$’s perspective.

According to Constraint C5, agents’ choices are subjectively independent, in the sense that every agent $i$ knows that an agent cannot be deprived of her choices due to the choices made by the others. In other words, suppose that, from agent $i$’s perspective, $\delta(j)$ is a potential choice of $j$ for every agent $j$. Then, from agent $i$’s perspective, there should be a state at which the agents choose the joint action $\delta$. It is a subjective version of the property of choice independence formulated in the "seeing to it that" (STIT) framework \[12, 33, 7\].

At the syntactic level, we extend the language $L_{DLCA}$ by special constants for choices of type play$(i,a)$, with $i \in \text{Agt}$ and $a \in \text{Act}$, denoting the fact that “agent $i$ plays (or chooses) action $a$”. The resulting language is noted $L_{DLCAG}$, where DLCAG stands for “Dynamic Logic of Cognitive Attitudes in Games” and a constant play$(i,a)$ is interpreted relative to a MCMC $M$ and a world $w$ in $M$, as follows:

$M, w \models \text{play}(i,a) \iff C_i(w) = a.$

\[21\]
Let $\delta \in J\text{Act}$ and $C \in 2^{\text{Agt}}$. We define:

$$\text{play}(\delta_C) = \text{def} \bigwedge_{i \in C} \text{play}(i, \delta_C(i)).$$

For every formula $\varphi$ in $L_{\text{DLCAG}}$ we say that $\varphi$ is valid, noted $\models_{\text{MCMC}} \varphi$, if and only if for every multi-agent cognitive model with choices $M$ and world $w$ in $M$, we have $M, w \models \varphi$.

**Definition 19 (Logic DLCAG)** We define DLCAG to be the extension of logic DLCA given by the following axioms:

- $\text{play}(i, a) \rightarrow \neg \text{play}(i, b)$ if $a \neq b$ (MostAct)
- $\bigvee_{a \in \text{Act}} \text{play}(i, a)$ (LeastAct)
- $\left( \bigwedge_{j \in \text{Agt}} (\equiv_i) \text{play}(j, \delta(j)) \right) \rightarrow (\equiv_i) \text{play}(\delta_{\text{Agt}})$ (SIC)

Axiom MostAct means that an agent chooses at most one action from $\text{Act}$ while, according to Axiom LeastAct, an agent chooses at least one action from $\text{Act}$. Axiom SIC is the syntactic counterpart of subjective choice independence expressed by Constraint C5.

We can adapt the techniques used for proving Theorem 1 in order to prove the following Theorem 2.

**Theorem 2** The logic DLCAG is sound and complete for the class of multi-agent cognitive models with choices.

**Proof.** Verifying that the logic DLCAG is sound for the class of MCMCs is a routine exercise. As for completeness, the proof is just a straightforward adaptation of the proof of completeness of the logic DLCA. First, we need to define corresponding notions of theory and maximal consistent theory for the logic DLCAG which are akin to the ones for the logic DLCA and use them to define the canonical model and the canonical relation for DLCAG. The canonical model for DLCAG is defined to be a tuple $M^c = (W^c, (\leq^c_{i, p})_{i \in \text{Agt}}, (\leq^c_{i, D})_{i \in \text{Agt}}, (\equiv_i^c)_{i \in \text{Agt}}, (C_i^c)_{i \in \text{Agt}}, V^c)$ where $W^c$ is the set of all MCTs for DLCAG, $\leq^c_{i, p}$, $\leq^c_{i, D}$, $\equiv^c_i$ and $V^c$ are defined as in the definition of the canonical model for DLCA (Definition 15), and $C_i^c : W^c \rightarrow 2^{\text{Act}}$ such that, for all $a \in \text{Act}$ and $w \in W^c$, $a \in C_i^c(w)$ if and only if $\text{play}(i, a) \in w$. The canonical relation for DLCAG is defined in the same way as the canonical relation for DLCA (Definition 16).

It is immediate to adapt the proof of the existence and truth lemma for DLCA (Lemma 4 and Lemma 5) to prove corresponding existence and truth lemma for DLCAG.

Secondly, we need to define the notion of quasi-multi-agent cognitive model with choices (quasi-MCMC) which is analogous to the definition of quasi-MCM (Definition 17). In particular, a quasi-MCMC is defined to be a tuple $M = (W, (\leq_{i, p})_{i \in \text{Agt}}, (\leq_{i, D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, C_i, V)$ where $W$, $\leq_{i, p}$, $\leq_{i, D}$, $\equiv_i$, $C_i$ and $V$ are as in Definition 18 except that Constraint C4 is replaced by the weaker Constraint C4* of Definition 17.
for MCMs, by the generated submodel property, it is easy to show that the semantics in terms of MCMCs and the semantics in terms of quasi-MCMCs are equivalent with respect to the language $L_{DLCAG}$.

The only property that has to be checked carefully is whether the canonical model for DLCAG is indeed a quasi-MCMC. To this aim, we need to extend the proof of Lemma 3 in order to verify that the canonical model for DLCAG satisfies Constraint $C_5$ of Definition 18 and that, for all $a \in \Act$ and for all $w \in W^c$, $C_i^c(w)$ is a singleton. Suppose $a, b \in C_i^c(w)$ for $a \neq b$. The latter means that $\play(i, a), \play(i, b) \in w$. We have $\play(i, a) \rightarrow \neg \play(i, b) \in w$, because of Axiom $\MostAct$. Thus, $\neg \play(i, b) \in w$. Hence, $\bot \in w$ which contradicts the fact that $w$ is a consistent theory. Consequently, the set $C_i^c(w)$ has at most one element. Now, let us prove that $C_i^c(w)$ has at least one element. Because of Axiom $\LeastAct$, we have $\forall a \in \Act \exists! w \in w$. Thus, there exists $a \in \Act$ such that $\play(i, a) \in w$. Hence, $C_i^c(w)$ is non-empty. Now, let us prove that the canonical model for DLCAG satisfies Constraint $C_5$. Suppose $\forall j \in \Agt, \exists w_j \in W^c$ such that $w_j \equiv_i w_j$ and $C_j^c(w_j) = \delta(j)$. The latter means that $\forall j \in \Agt, \exists w_j \in W^c$ such that $w_j \equiv_i w_j$ and $\play(j, \delta(j)) \in w_j$. Thus, we have that, $\forall j \in \Agt, \langle \equiv_i \rangle \play(j, \delta(j)) \in w$. Hence, $\forall j \in \Agt \langle \equiv_i \rangle \play(j, \delta(j)) \in w$. By Axiom $\SIC$, $\langle \forall j \in \Agt \langle \equiv_i \rangle \play(j, \delta(j)) \rangle \rightarrow \langle \equiv_i \rangle \play(\delta_{\Agt}) \in w$. Consequently, $\langle \equiv_i \rangle \play(\delta_{\Agt}) \in w$. By the existence lemma for DLCAG, the latter implies that $\exists v \in W^c$ such that $w \equiv_i v$ and $\play(\delta_{\Agt}) \in v$. Thus, $\exists v \in W^c$ such that $w \equiv_i v$ and $C_j(v) = \delta(j)$ for every $j \in \Agt$.

With the support of the language $L_{DLCAG}$, we can define a variety of notions from the theory of games under incomplete information. The first notion we consider is best response, both from the perspective of an optimistic agent and from the perspective of a pessimistic one:

$$BR_i^{Opt}(a, \delta_{-i}) = \defeq \bigwedge_{b \in \Act} RP_i^{Opt}\left(\left(\play(i, b) \land \play(\delta_{-i})\right) \leq \left(\play(i, a) \land \play(\delta_{-i})\right)\right).$$

$$BR_i^{Pess}(a, \delta_{-i}) = \defeq \bigwedge_{b \in \Act} RP_i^{Pess}\left(\left(\play(i, b) \land \play(\delta_{-i})\right) \leq \left(\play(i, a) \land \play(\delta_{-i})\right)\right).$$

We say that playing action $a$ is for agent $i$ an optimistic (resp. pessimistic) best response to the others’ joint action $\delta_{-i}$, noted $BR_i^{Opt}(a, \delta_{-i})$ (resp. $BR_i^{Pess}(a, \delta_{-i})$) if and only if for every action $b$, according to agent $i$’s optimistic (resp. pessimistic) assessment, playing $a$ while the others play $\delta_{-i}$ is realistically at least as good as playing $b$ while the others play $\delta_{-i}$.

As for best response, we can define two types of subjective Nash equilibrium, one for optimistic agents and the other for pessimistic ones. Our notion of subjective Nash equilibrium corresponds to a qualitative variant of the notion of Bayesian Nash equilibrium (BNE): a similar qualitative variant of BNE is studied by [2] in the context of possibility theory. The joint action $\delta$ is said to be a subjective optimistic (resp. pessimistic) Nash equilibrium, noted $NE^{Opt}(\delta)$ (resp. $NE^{Pess}(\delta)$), if no agent $i$ wants to unilaterally deviate from the chosen strategy $\delta(i)$, under that the assumption that $i$ is
optimistic (resp. pessimistic):

\[
\text{NE}^{\text{Opt}}(\delta) = \bigwedge_{i \in \text{Agt}} \text{BR}^{\text{Opt}}_{i}(\delta(i), \delta_{\neg i}),
\]

\[
\text{NE}^{\text{Pess}}(\delta) = \bigwedge_{i \in \text{Agt}} \text{BR}^{\text{Pess}}_{i}(\delta(i), \delta_{\neg i}).
\]

Note that assuming the finiteness of the set of agents \(\text{Agt}\) is essential for defining Nash equilibrium, since our language is finitary and does not allow universal quantification over infinite sets.

Given the distinction between optimistic and pessimistic agent, two notions of rationality can be defined. Agent \(i\) is said to be optimistic (resp. pessimistic) rational, noted \(\text{Rat}_{i}^{\text{Opt}}\) (resp. \(\text{Rat}_{i}^{\text{Pess}}\)), if she cannot choose an action that, according to her optimistic (resp. pessimistic) assessment, is better not to choose than to choose:

\[
\text{Rat}_{i}^{\text{Opt}} = \bigwedge_{a \in \text{Act}} \left( \text{play}(i, a) \rightarrow \text{RP}_{i}^{\text{Opt}}(-\text{play}(i, a) \preceq \text{play}(i, a)) \right),
\]

\[
\text{Rat}_{i}^{\text{Pess}} = \bigwedge_{a \in \text{Act}} \left( \text{play}(i, a) \rightarrow \text{RP}_{i}^{\text{Pess}}(-\text{play}(i, a) \preceq \text{play}(i, a)) \right).
\]

As the following proposition indicates, the action chosen by an optimistic (resp. pessimistic) rational agent is, according to the agent’s optimistic (resp. pessimistic) assessment, at least as good as the other actions she may choose.

**Proposition 14** Let \(i \in \text{Agt}\) and \(x \in \{\text{Opt}, \text{Pess}\}\). Then,

\[
\models_{\text{MCMC}} \left( \text{Rat}_{i}^{x} \land \text{play}(i, a) \right) \rightarrow \bigwedge_{b \in \text{Act}} \text{RP}_{i}^{x}(\text{play}(i, b) \preceq \text{play}(i, a)) \quad (11)
\]

**PROOF.** Let us prove the case \(x = \text{Opt}\). Let \(M\) be a MCMC and let \(w\) be a world in \(M\). Suppose \(M, w \models \text{Rat}_{i}^{\text{Opt}}\) and \(M, w \models \text{play}(i, a)\). Thus, \(M, w \models \text{RP}_{i}^{\text{Opt}}(-\text{play}(i, a) \preceq \text{play}(i, a))\). The latter means that \(\forall u \in \text{Best}_{i,p}(w) \cap \{\text{play}(i, a)\} \mid w, M, \exists v \in \text{Best}_{i,p}(w) \cap \{\text{play}(i, a)\} \mid w, M : u \preceq_{i,D} v\). Since \(\models_{\text{MC}} \text{play}(i, a) \rightarrow -\text{play}(i, b)\) if \(a \neq b\), the latter implies \(\forall b \in \text{Act}, \forall u \in \text{Best}_{i,p}(w) \cap \{\text{play}(i, a)\} \mid w, M, \exists v \in \text{Best}_{i,p}(w) \cap \{\text{play}(i, a)\} \mid w, M : u \preceq_{i,D} v\). Thus, \(\bigwedge_{b \in \text{Act}} \text{RP}_{i}^{\text{Opt}}(\text{play}(i, b) \preceq \text{play}(i, a))\). The case \(x = \text{Pess}\) can be proved in an analogous way. 

The following proposition elucidates the connection between the notions of belief, rationality and Nash equilibrium: if all agents are optimistic (resp. pessimistic) rational and have a correct belief about the others’ actual choices, then the joint action they choose is a subjective optimistic (resp. pessimistic) Nash equilibrium.

**Proposition 15** Let \(x \in \{\text{opt}, \text{pess}\}\) and \(\delta \in \text{Act}\). Then:

\[
\models_{\text{MCMC}} \left( \text{play}(\delta) \land \bigwedge_{i \in \text{Agt}} (\text{Rat}_{i}^{x} \land B_{i}\text{play}(\delta_{\neg i})) \right) \rightarrow \text{NE}_{j}^{x}(\delta) \quad (12)
\]

\(\text{A similar epistemic characterization of Nash equilibrium is provided by Aumann & Brandenburger (A&B) [6] in the context of games with complete information. See also [45] for a similar result using a probabilistic approach.}\)
PROOF. Let \( M \) be a MCMC and let \( w \) be a world in \( M \). Suppose \( M, w \models \text{play}(i, \delta(i)) \), \( M, w \models \text{Rat}_i^\dagger \) and \( M, w \models B_i \text{play}(\delta_{-i}) \), for all \( i \in \text{Agt} \). By Proposition 14 it follows that \( \wedge_{b \in \text{Agt}} \text{RP}_i^\dagger \left( \text{play}(i, b) \preceq \text{play}(i, \delta(i)) \right) \) and \( M, w \models B_i \text{play}(\delta_{-i}) \), for all \( i \in \text{Agt} \). From the latter, we can conclude that \( M, w \models \text{BR}_i^\dagger (\delta(i), \delta_{-i}) \), for all \( i \in \text{Agt} \). Thus, \( M, w \models \text{NE}_i^\dagger (\delta) \). \( \blacksquare \)

We conclude this section by illustrating the game-theoretic concepts involved in the crossroad game described in Section 3.4. It is a game under incomplete information since an agent does not necessarily know the other agent’s beliefs and desires. It is single-stage since that interaction is non-repeated and agents are supposed to choose simultaneously.

Example (cont.) Let us suppose that the set of actions that agents 1 and 2 can choose is \( \text{Act} = \{ C, S \} \), where \( C \) is the action “to continue” and \( S \) is the action “to stop”. The following hypotheses capture the agents’ knowledge and beliefs about actions and their effects:

\[
\varphi_4 \overset{\text{def}}{=} \bigwedge_{i \in \{1,2\}} [\equiv_i] \left( ((\text{play}(1, C) \land \text{play}(2, C)) \rightarrow \text{co}) \land \\
((\text{play}(1, C) \land \text{play}(2, S)) \rightarrow (\neg \text{lo}_1 \land \text{lo}_2)) \land \\
((\text{play}(1, S) \land \text{play}(2, C)) \rightarrow (\text{lo}_1 \land \neg \text{lo}_2)) \land \\
((\text{play}(1, S) \land \text{play}(2, S)) \rightarrow (\text{lo}_1 \land \text{lo}_2 \land \neg \text{co})) \right),
\]

\[
\varphi_5 \overset{\text{def}}{=} \left( \bigwedge_1 \text{play}(1 \leftrightarrow C, 2 \leftrightarrow C) \leftrightarrow \hat{B}_1 \text{play}(1 \rightarrow S, 2 \rightarrow C) \right) \land \\
\left( \bigwedge_1 \text{play}(1 \rightarrow C, 2 \rightarrow S) \leftrightarrow \hat{B}_1 \text{play}(1 \rightarrow S, 2 \rightarrow S) \right) \land \\
\left( \bigwedge_2 \text{play}(1 \rightarrow C, 2 \rightarrow C) \leftrightarrow \hat{B}_2 \text{play}(1 \rightarrow C, 2 \rightarrow S) \right) \land \\
\left( \bigwedge_2 \text{play}(1 \rightarrow S, 2 \rightarrow C) \leftrightarrow \hat{B}_2 \text{play}(1 \rightarrow S, 2 \rightarrow S) \right),
\]

where \( \hat{B}_i \varphi = \neg B_i \neg \varphi \). According to the hypothesis \( \varphi_4 \), the agents know that (i) if they both continue, they will collide, (ii) if one of them continues while the other stops, then the first will lose its time while the second will not, and (iii) if they both stop, each of them will lose its time but there will be no collision. According to the hypothesis \( \varphi_5 \), the fact that an agent considers possible that the other will decide to continue (resp. to stop) does not depend on the agent’s choice. This hypothesis is justified by the assumption that an agent’s beliefs are ex ante, i.e., relative to the instant before an agent makes its choice.

As the following validity indicates, the previous hypotheses \( \varphi_4 \) and \( \varphi_5 \) together with the hypotheses \( \varphi_1 \) and \( \varphi_3 \) stated in Section 3.4 lead to the conclusion that (i) an agent’s action of continuing is both an optimistic and a pessimistic best response to the other agent’s action of stopping, and an agent’s action of stopping is both an optimistic and a pessimistic best response to the other agent’s action of continuing. For every
$x \in \{\text{opt, pess}\}$, we have:

\[
MCMC(\varphi_1 \land \varphi_3 \land \varphi_4 \land \varphi_5) \rightarrow \\
(BR_x^1(S, 2 \rightarrow C) \land BR_x^1(C, 2 \rightarrow S) \land BR_x^2(S, 1 \rightarrow C) \land BR_x^2(C, 1 \rightarrow S))
\] (13)

6 Dynamic Extension

The logics we presented so far merely provide a static picture of the cognitive attitudes and choices of multiple agents in interactive situations. Following the tradition of dynamic epistemic logic (DEL) [50], in this section we move from a static to a dynamic perspective and extend the language $\mathcal{L}_{DLCA}$ by a variety of dynamic operators for cognitive attitude change. We consider two types of cognitive attitude change, namely, radical attitude and conservative attitude change. Radical attitude change, both in its epistemic and in its motivational form, satisfies a strong form of success postulate. Particularly, if an agent forms the belief that $\varphi$, as a consequence of a radical belief revision by $\varphi$, then she should also form the strong belief that $\varphi$. Analogously, if an agent forms the desire that $\varphi$, as a consequence of a radical desire revision by $\varphi$, then she should also form the strong desire that $\varphi$. On the contrary, after a conservative belief (resp. desire) revision by $\varphi$ is performed, an agent may form the belief (resp. desire) that $\varphi$ without forming the strong belief (resp. strong desire) that $\varphi$. While radical and conservative belief revision have been studied before in the literature on DEL [47, 10], we are the first to apply DEL techniques to the analysis of desire revision and to oppose belief revision to desire revision in the DEL setting.

In the rest of this section, we first define the semantics of radical belief revision and desire revision operators (Section 6.1). Then, we turn to conservative attitude change and define the semantics of conservative belief revision and desire revision operators (Section 6.2). Finally, we provide an axiomatics for the dynamic extension of our logic DLCA (Section 6.3).

6.1 Radical Attitude Revision

Radical attitude revision operators are of the form $[\uparrow_i, \tau \varphi]$, with $\tau \in \{P, D\}$. They describe the consequences of a radical revision operation. In particular, the formula $[\uparrow_i, P \varphi] \psi$ is meant to stand for “$\psi$ holds, after agent $i$ has radically revised her beliefs with $\varphi$”, whereas $[\uparrow_i, D \varphi] \psi$ is meant to stand for “$\psi$ holds, after agent $i$ has radically revised her desires with $\varphi$”. We assume that radical revision operations are public, i.e., if an agent radically revises her beliefs (resp. desires) with $\varphi$, then this is common knowledge among all agents. This assumption could be easily relaxed by using action models as introduced in [8][9], which would allow us to model private and semi-private attitude change operations. Radical revision operators are interpreted relative to

---

9Research in the DEL area has rather concentrated on preference change [49][52], leaving desire change unexplored.
a MCM \( M = (W, (\leq_{i,P})_{i \in \text{Agt}}, (\leq_{i,D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V) \) and a world \( w \) in \( W \), as follows:

\[
M, w \models [\hat{\circ}_i \varphi] \psi \iff M^{\hat{\circ}_i \varphi}, w \models \psi,
\]

where

\[
M^{\hat{\circ}_i \varphi} = (W, (\leq_{i,P}^{\hat{\circ}_i \varphi})_{i \in \text{Agt}}, (\leq_{i,D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V),
\]

\[
M^{\hat{\bullet}_i \varphi} = (W, (\leq_{i,D}^{\hat{\bullet}_i \varphi})_{i \in \text{Agt}}, (\leq_{i,D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V),
\]

\[
\leq_{i,\tau}^{\hat{\circ}_i \varphi} = \{(w, v) \in W \times W : (M, w \models \varphi \text{ iff } M, v \models \varphi) \text{ and } w \leq_{i,\tau} v \} \text{ or }
\]

\[
(M, w \models \neg \varphi, M, v \models \varphi \text{ and } w \equiv i v) \}
\]

and \( \leq_{j,\tau}^{\hat{\circ}_i \varphi} = \leq_{j,\tau} \) for all \( j \in \text{Agt} \) such that \( i \neq j \).

Radical belief and desire revision are completely symmetric from the point of view of the plausibility and desirability ordering. Agent \( i \)'s radical belief revision with \( \varphi \) transforms agent \( i \)'s plausibility ordering \( \leq_{i,P} \) into the new plausibility ordering \( \leq_{i,P}^{\hat{\circ}_i \varphi} \). In particular, it makes all \( \varphi \)-worlds in \( i \)'s information set more plausible than all \( \neg \varphi \)-worlds and, within those two zones, it keeps the old plausibility ordering. Analogously, agent \( i \)'s radical desire revision with \( \varphi \) transforms agent \( i \)'s desirability ordering \( \leq_{i,D} \) into the new desirability ordering \( \leq_{i,D}^{\hat{\bullet}_i \varphi} \). It makes all \( \varphi \)-worlds in \( i \)'s information set more desirable than all \( \neg \varphi \)-worlds and, within those two zones, it keeps the old desirability ordering.

As emphasized above, radical revision satisfies a strong form of success principle which is formally expressed by the following two validities. Let \( \varphi \in \mathcal{L}_{PL(\text{Atm})} \). Then,

\[
|=_{\text{MCM}} (\equiv_i) \varphi \rightarrow [\hat{\circ}_i \varphi](B_i \varphi \land \text{SB}_i \varphi) \quad (14)
\]

\[
|=_{\text{MCM}} (\equiv_i) \neg \varphi \rightarrow [\hat{\bullet}_i \varphi](D_i \varphi \land \text{SD}_i \varphi) \quad (15)
\]

This means that (i) if \( \varphi \) is compatible with an agent’s knowledge then, after she has radically revised her beliefs with \( \varphi \), the agent will both believe that \( \varphi \) and strongly believe that \( \varphi \), and (ii) if \( \neg \varphi \) is compatible with an agent’s knowledge then, after she has radically revised her desires with \( \varphi \), the agent will both desire that \( \varphi \) and strongly desire that \( \varphi \).

The two validities highlight that belief and desire behave in a slightly different way under radical revision, despite the fact that the plausibility and desirability ordering are modified in the same way.

We have the following additional validities, for \( \varphi \in \mathcal{L}_{PL(\text{Atm})} \):

\[
|=_{\text{MCM}} [\hat{\circ}_i \varphi](B_i \varphi \rightarrow \text{SB}_i \varphi) \quad (16)
\]

\[
|=_{\text{MCM}} [\hat{\bullet}_i \varphi](D_i \varphi \rightarrow \text{SD}_i \varphi) \quad (17)
\]

This means that the formation of a belief (resp. desire) through radical belief (resp. desire) revision necessarily entails the formation of a strong belief (resp. strong desire) with the same content.
Example (cont.) Let us go back to the crossroad game in order to illustrate the radical desire revision mechanism. Suppose agent 1 performs a radical desire revision operation with \(-lo_2\), since it learns that agent 2 is an ambulance which has to lose no time at the crossroad. By the previous validity (15), we can prove that, under the hypothesis \(\Phi_2\) stated in Section 3.4, 1 will both desire and strongly desire that \(-lo_2\), after the radical desire revision operation with \(-lo_2\):

\[
\models_{MCM} \Phi_2 \rightarrow [\hat{\phi}_1, D (\neg lo_2)] (D_1 \neg lo_2 \land SD_1 \neg lo_2) \tag{18}
\]

Moreover, under the set of hypotheses \(\{\Phi_1, \Phi_2, \Phi_3\}\), after the radical desire revision operation with \(-lo_2\), 1 will not strongly desire anymore not to lose time, but it will merely desire it:

\[
\models_{MCM} (\Phi_1 \land \Phi_2 \land \Phi_3) \rightarrow [\hat{\phi}_1, D (\neg lo_2)] (D_1 \neg lo_1 \land SD_1 \neg lo_1) \tag{19}
\]

As the following proposition indicates, we have reduction axioms which allow us to eliminate radical attitude revision operators from a formula.

**Proposition 16** The following equivalences are valid:

\[
[\hat{\phi}_1, \pi] p \leftrightarrow p
\]

\[
[\hat{\phi}_1, \pi] x \leftrightarrow x
\]

\[
[\hat{\phi}_1, \pi] \neg \psi \leftrightarrow \neg [\hat{\phi}_1, \pi] \psi
\]

\[
[\hat{\phi}_1, \pi] (\psi_1 \land \psi_2) \leftrightarrow ([\hat{\phi}_1, \pi] \psi_1 \land [\hat{\phi}_1, \pi] \psi_2)
\]

\[
[\hat{\phi}_1, \pi] [\pi] \psi \leftrightarrow [F^{\hat{\phi}_1, \pi} (\pi)] [\hat{\phi}_1, \pi] \psi
\]

where for all \(j \in \text{Agt}\) and for all \(\tau, \tau' \in \{P, D\}:

\[
F^{\hat{\phi}_1, \pi} (\equiv) = \equiv\]

\[
F^{\hat{\phi}_1, \pi} (\leq) = \leq\]

\[
F^{\hat{\phi}_1, \pi} (\geq) = \geq\]

\[
F^{\hat{\phi}_1, \pi} (\prec) = \prec\]

\[
F^{\hat{\phi}_1, \pi} (\succ) = \succ\]

\[
F^{\hat{\phi}_1, \pi} (\sqcup) = \sqcup\]

\[
F^{\hat{\phi}_1, \pi} (\sqcap) = \sqcap\]

\[
F^{\hat{\phi}_1, \pi} (-) = -\]

\[
F^{\hat{\phi}_1, \pi} (\varphi) = [\hat{\phi}_1, \pi] \varphi
\]

28
6.2 Conservative Attitude Revision

Let us move from radical attitude change to conservative attitude change by introducing radical revision operators of type \( [t_{i \tau} \varphi] \), with \( \tau \in \{ P, D \} \). The formula \( [t_{i P} \varphi] \psi \) (resp. \( [t_{i D} \varphi] \psi \)) is meant to stand for “\( \psi \) holds, after agent \( i \) has conservatively revised her beliefs (resp. desires) with \( \varphi \)”. As for radical revision, we assume that conservative revision operations are public, i.e., if an agent conservatively revises her beliefs (resp. desires) with \( \varphi \), then this is common knowledge among all agents. The semantic interpretation of such operators relative to a MCM \( M = (W, (\preceq_{i P})_{i \in \text{Agt}}, (\preceq_{i D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V) \) be a MCM and a world \( w \) in \( W \) is as follows:

\[
M, w \models [t_{i \tau} \varphi] \psi \iff M^{[t_{i \tau} \varphi]} w \models \psi,
\]

where:

\[
M^{[t_{i P} \varphi]} = (W, (\preceq_{i P}^{[t_{i P} \varphi]})_{i \in \text{Agt}}, (\preceq_{i D})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V),
\]

\[
M^{[t_{i D} \varphi]} = (W, (\preceq_{i P})_{i \in \text{Agt}}, (\preceq_{i D}^{[t_{i D} \varphi]})_{i \in \text{Agt}}, (\equiv_i)_{i \in \text{Agt}}, V),
\]

with:

\[
\preceq_{i P}^{[t_{i P} \varphi]} = \left\{ (w, v) \in W \times W : \left( \begin{array}{l}
\text{w} \in \text{Best}_{i P}(\varphi, w) \text{ iff } v \in \text{Best}_{i P}(\varphi, w) \\
\text{w} \not\in \text{Best}_{i P}(\varphi, w) \text{ or } v \in \text{Best}_{i P}(\varphi, w) \text{ and } w \equiv_i v
\end{array} \right) \right\},
\]

\[
\preceq_{i D}^{[t_{i D} \varphi]} = \left\{ (w, v) \in W \times W : \left( \begin{array}{l}
\text{w} \in \text{Worst}_{i D}(\neg \varphi, w) \text{ iff } v \in \text{Worst}_{i D}(\neg \varphi, w) \\
\text{w} \in \text{Worst}_{i D}(\neg \varphi, w) \text{ or } v \not\in \text{Worst}_{i D}(\neg \varphi, w) \text{ and } w \equiv_i v
\end{array} \right) \right\},
\]

and \( \preceq_{i \tau}^{[t_{i \tau} \varphi]} = \preceq_{j \tau} \) for all \( j \in \text{Agt} \) such that \( i \neq j \).

Unlike radical revision, plausibility update and desirability update are asymmetric under conservative revision. Agent \( i \)'s conservative belief revision with \( \varphi \) replaces the current plausibility ordering \( \preceq_{i P} \) with the new plausibility ordering \( \preceq_{i P}^{[t_{i P} \varphi]} \). It promotes the most plausible \( \varphi \)-worlds to the highest plausibility rank, but apart from that, the old plausibility ordering remains. Agent \( i \)'s conservative desire revision with \( \varphi \) replaces the current desirability ordering \( \preceq_{i D} \) with the new desirability ordering \( \preceq_{i D}^{[t_{i D} \varphi]} \). In particular, it demotes the least desirable \( \neg \varphi \)-worlds to the lowest desirability rank, but apart from that, the old desirability ordering remains.

Conservative attitude revision satisfies a weak form of success principle which guarantees the formation of a belief (resp. a desire), after a belief (resp. desire) revision is performed. Let \( \varphi \in \mathcal{L}_{PL}(\text{Amt}) \). Then,

\[
\models_{MCM} \neg \text{B}_i(\varphi, \bot) \rightarrow \left[ t_{i P} \varphi \right] \text{B}_i \varphi \quad (20)
\]

\[
\models_{MCM} \neg \text{D}_i(\varphi, \top) \rightarrow \left[ t_{i D} \varphi \right] \text{D}_i \varphi \quad (21)
\]

According to the previous validities, if an agent does not believe a contradiction conditional on \( \varphi \) then, after she has conservatively revised her beliefs with \( \varphi \), she will believe that \( \varphi \). If an agent does not desire a tautology conditional on \( \varphi \) then, after she
has conservatively revised her desires with $\varphi$, she will desire that $\varphi$. But, unlike radical attitude revision, conservative attitude revision does not necessarily guarantee the formation of a strong belief (resp. a strong desire), after a belief (resp. desire) revision is performed. Indeed, we have the following, for $\varphi \in \mathcal{Z}_{PL}(Atm)$:

$$\not\models_{MCM} [\uparrow_{1,P} \varphi](B_i \varphi \rightarrow SB_i \varphi)$$  \hspace{1cm} (22)

$$\not\models_{MCM} [\uparrow_{1,D} \varphi](D_i \varphi \rightarrow SD_i \varphi)$$  \hspace{1cm} (23)

This means that the formation of a belief (resp. desire) through conservative belief (resp. desire) revision does not necessarily entail the formation of a strong belief (resp. strong desire) with the same content.

**Example (cont.)** Let us illustrate the conservative belief revision mechanism with the help of the crossroad game. Suppose agent 1 informs agent 2 that “if they both lose time, then there will no collision” and, as a consequence, 2 performs a conservative belief revision operation with input $(l_1 \land l_2) \rightarrow \neg \text{co}$. By the previous validity \[20\] we can prove that, under the hypothesis $\varphi_1$ stated in Section 3.4 and the assumption that 2 does not believe a contradiction conditional on 1’s assertion, 2 believes that there will be no collision, after its conservative belief operation:

$$\models_{MCM} \left( \neg B_2((l_1 \land l_2) \rightarrow \neg \text{co}, \bot) \land \varphi_1 \right) \rightarrow [\uparrow_{2,P} (l_1 \land l_2) \rightarrow \neg \text{co}] B_2 \neg \text{co} \quad (24)$$

As for radical revision, we have reduction axioms which allow us to eliminate conservative attitude revision operators from a formula.

**Proposition 17** The following equivalences are valid:

$$[\uparrow_{i,T} \varphi] p \leftrightarrow p$$
$$[\uparrow_{i,T} \varphi] x \leftrightarrow x$$
$$[\uparrow_{i,T} \varphi] \neg \psi \leftrightarrow \neg [\uparrow_{i,T} \varphi] \psi$$
$$[\uparrow_{i,T} \varphi](\psi_1 \land \psi_2) \leftrightarrow ([\uparrow_{i,T} \varphi] \psi_1 \land [\uparrow_{i,T} \varphi] \psi_2)$$
$$[\uparrow_{i,T} \varphi][\pi] \psi \leftrightarrow [\pi^\uparrow_{i,T} \varphi([\pi])] [\uparrow_{i,T} \varphi] \psi$$
where for all \( j \in \text{Agt} \) and for all \( \tau, \tau' \in \{P,D\}:

\[
F^{1,\tau}\psi(\equiv_{j}) = \equiv_{j}
\]

\[
F^{1,\tau}\psi(\preceq_{i,p}) = ((\varphi \land \downarrow_{i,p} \neg \varphi) \cup \neg(\varphi \land \downarrow_{i,p} \neg \varphi) \cup \neg(\varphi \land [\neg_{i,p} \neg \varphi] \land \neg \varphi) \cup (\varphi \land [\neg_{i,p} \neg \varphi] \land \neg \varphi) \cup (\varphi \land \downarrow_{i,p} \neg \varphi) \cup \neg(\varphi \land \downarrow_{i,p} \neg \varphi) \cup \neg(\varphi \land \downarrow_{i,p} \neg \varphi) \cup (\varphi \land [\neg_{i,p} \neg \varphi] \land \neg \varphi))
\]

\[
F^{1,\tau,\psi}(\preceq_{i,\tau}) = \preceq_{j,\tau'} \text{ if } i \neq j \text{ or } \tau \neq \tau'
\]

\[
F^{1,\tau,\psi}(\preceq_{i,\tau}) = ((\varphi \land \downarrow_{i,p} \neg \varphi) \cup \neg(\varphi \land \downarrow_{i,p} \neg \varphi) \cup \neg(\varphi \land \downarrow_{i,p} \neg \varphi) \cup (\varphi \land \downarrow_{i,p} \neg \varphi) \cup \neg(\varphi \land \downarrow_{i,p} \neg \varphi) \cup \neg(\varphi \land \downarrow_{i,p} \neg \varphi) \cup (\varphi \land \downarrow_{i,p} \neg \varphi))
\]

\[
F^{1,1}\psi(\preceq_{i,\tau}) = \preceq_{j,\tau'} \text{ if } i \neq j \text{ or } \tau \neq \tau'
\]

\[
F^{1,\tau,\psi}(\pi,\pi') = F^{1,\tau,\psi}(\pi) \cap F^{1,\tau,\psi}(\pi')
\]

\[
F^{1,\tau,\psi}(\pi \cup \pi') = F^{1,\tau,\psi}(\pi) \cup F^{1,\tau,\psi}(\pi')
\]

\[
F^{1,\tau,\psi}(\pi) = - F^{1,\tau,\psi}(\pi)
\]

\[
F^{1,\tau,\psi}(\psi) = [1,1,\tau] \psi
\]

6.3 Dynamic Logic of Cognitive Attitudes and their Change

The modal language \( \mathcal{L}_{DLCA}(\text{Atm},\text{Nom},\text{Agt}) \), or simply \( \mathcal{L}_{DLCA} \), for the Dynamic Logic of Cognitive Attitudes and their Change (DLCAC) extends the language \( \mathcal{L}_{DLCA} \) of the logic DLCA by dynamic operators of type \( [1,1,\tau] \varphi \) and \( [1,1,\tau] \varphi \). It is defined by the following grammar:

\[
\varphi ::= p \mid x \mid \neg \varphi \mid \varphi \land \varphi' \mid [\pi] \varphi \mid [1,1,\tau] \varphi \psi \mid [1,1,\tau] \varphi \psi
\]

where \( \pi \) ranges over the language of cognitive programs \( \mathcal{P} \), \( p \) ranges over \( \text{Atm} \), \( x \) ranges over \( \text{Nom} \), \( i \) ranges over \( \text{Agt} \) and \( \tau \) ranges over \( \{P,D\} \).

**Definition 20** We define \( \text{DLAC} \) to be the extension of \( \text{DLCA} \) given by the reduction principles of Proposition 7.6 and Proposition 7.7 and the following rule of replacement of equivalents

\[
\psi \leftrightarrow \psi_2
\]

\[
\varphi \leftrightarrow \varphi[\psi_1 / \psi_2]
\]
where $\varphi[\psi_1/\psi_2]$ is the formula that results from $\varphi$ by replacing zero or more occurrences of $\psi_1$, in $\varphi$, by $\psi_2$.

As the rule of replacement of equivalents preserves validity, the equivalences of Propositions 16 and 17 together with this allow to reduce every formula of the language $L_{DLCAC}$ to an equivalent formula of the language $L_{DLCA}$. Call red the mapping which iteratively applies the above equivalences from the left to the right, starting from one of the innermost modal operators. red pushes the dynamic operators inside the formula, and finally eliminates them when facing an atomic formula.

**Proposition 18** Let $\varphi$ be a formula in the language of $L_{DLCAC}$. Then

- $\text{red}(\varphi)$ has no dynamic operators $[\diamond_{i,\tau} \varphi]$ or $[\top_{i,\tau} \varphi]$, and
- $\text{red}(\varphi) \leftrightarrow \varphi$ is valid relative to the class of MCMs.

The first item of Proposition 18 is clear. The second item is proved using the equivalences of Propositions 16 and 17 and the rule of replacement of equivalents.

The following theorem is a direct consequence of Theorem 1 and Proposition 18.

**Theorem 3** The logic DLCAC is sound and complete for the class of multi-agent cognitive models.

## 7 Conclusion and perspectives

We have presented a logical framework for modelling a rich variety of cognitive attitudes of both epistemic type and motivational type. We have presented two extensions of the basic setting, one by the notion of choice and the other by dynamic operators for belief change and desire change. We have applied the former to the analysis of games under incomplete information. We have provided sound and complete axiomatizations for the basic setting and for its two extensions. Directions of future research are manifold and are briefly discussed in the rest of this section.

**Decidability and complexity** The present paper is devoted to study the proof-theoretic aspects of the proposed logics. In future work, we plan to investigate their computational aspects including decidability of their satisfiability problems and, at a later stage, complexity. In order to prove decidability, we expect to be able to use existing filtration techniques from modal logic. Note that once we have proved decidability of the static setting DLCA, we can use the reduction axioms of Propositions 16 and 17 to prove decidability of the dynamic setting DLCAC.

We plan to study complexity of the satisfiability problems for interesting fragments of the language $L_{DLCA}$ by reducing them to satisfiability problems of existing logics. For instance, consider the following single-agent (sa) fragment of the language $L_{DLCA}$ where only atomic programs (ap) are allowed, noted $L_{DLCA}^{sa,ap}$:

$$
\varphi ::= p \mid x \mid \neg \varphi \mid \varphi \land \varphi' \mid [\preceq_{1,a}] \varphi \mid [\preceq_{1,b}] \varphi \mid [\equiv_{1}] \varphi
$$
where 1 is an arbitrary agent in \( Agt \). We can observe that the satisfiability problem for this fragment is EXPTIME-hard. Indeed, because of Constraint C1 in Definition 1, the modality \([\equiv_i]\) plays the role of the universal modality with respect to the modalities \([\preceq_{i,P}]\) and \([\preceq_{i,D}]\). As shown in [27], adding the universal modality to a multimodal logic with independent modalities, such as the S4-modalities \([\preceq_{i,P}]\) and \([\preceq_{i,D}]\), causes EXPTIME-hardness.

Consider now the following intersection-free (if) and complement-free (cf) fragment of \( \mathcal{L}_{DLCA} \), noted \( \mathcal{L}^{if,cf}_{DLCA} \):

\[
\pi ::= \equiv_i | \preceq_{i,P} | \preceq_{i,D} | \pi;\pi' | \pi \cup \pi' | \neg \pi | \phi
\]

\[
\phi ::= p | x | \neg \phi | \phi \land \phi' | [\pi]\phi
\]

Our first conjecture is that we can find a polysize reduction of the satisfiability problem for \( \mathcal{L}^{if,cf}_{DLCA} \) to the satisfiability problem of converse propositional dynamic logic (PDL) with nominals, also called converse combinatory propositional dynamic logic (CcPDL) [40]. The latter problem is known to be EXPTIME-complete [21]. Therefore, if our conjecture is true, we will be able to conclude that the satisfiability problems for the fragments \( \mathcal{L}^{nf,ap}_{DLCA} \) and \( \mathcal{L}^{if,cf}_{DLCA} \) are both EXPTIME-complete.

We also intend to study complexity of the nominal-free (nf) fragment of \( \mathcal{L}_{DLCA} \), noted \( \mathcal{L}^{nf}_{DLCA} \). Nominals play a technical role in the logic DLCA by making it easier the task of axiomatizing intersection and complement of programs (Axioms \[ Add2 \] and \[ Comp1 \] in Definition 13). Our second conjecture is that the language \( \mathcal{L}^{nf}_{DLCA} \) is strictly more expressive than its nominal-free fragment \( \mathcal{L}^{nf}_{DLCA} \). Our third conjecture is that we can find a polysize reduction of the satisfiability problem for \( \mathcal{L}^{nf}_{DLCA} \) to the satisfiability problem of boolean modal logic with a bounded number of modal parameters which is known to be EXPTIME-complete [56]. We leave the proof of the previous three conjectures to future work. We leave to future work (i) the proof of the previous three conjectures, and (ii) the development of tableau-based automated reasoning procedures for the language \( \mathcal{L}_{DLCA} \) and for its fragments \( \mathcal{L}^{nf,ap}_{DLCA} \), \( \mathcal{L}^{if,cf}_{DLCA} \), which can be used for programming artificial agents endowed with cognitive attitudes.

**Well-foundedness** Future work will also be devoted to study a variant of our logic DLCA under the assumption of converse well-foundedness for the relation \( \preceq_{i,P} \) and well-foundedness for the relation \( \preceq_{i,D} \). As emphasized in Section 3, these properties are required to make agents’ beliefs and desires consistent, namely, to guarantee that the formulas \( \neg (B_i \phi \land B_j \neg \phi) \), \( \neg B_{i \perp} \), \( \neg (D_i \phi \land D_j \neg \phi) \) and \( \neg D_i \top \) become valid. We will define the logic DLCA\[10\] to be the extension of the logic DLCA of Definition 13 by the following two axioms:

\[
\langle i \rangle \psi \rightarrow \langle i \rangle (\psi \land \neg \preceq_{i,P} \neg \psi) \quad (CWF_{\preceq_{i,P}})
\]

\[
\langle i \rangle \psi \rightarrow \langle i \rangle (\psi \land \neg \preceq_{i,D} \neg \psi) \quad (WF_{\preceq_{i,D}})
\]

\[10\]The main idea of the polynomial embedding is to exploit the iteration construct \( \ast \) of PDL for the translation \( tr \) of the cognitive programs, by stipulating that \( tr(\equiv_i) = (\forall y_j) \ast \), \( tr(\preceq_{i,P}) = P^i \), \( tr(\preceq_{i,D}) = D^i \), and homomorphic otherwise, where \( s^i \) is agent \( i \)'s set of atomic programs (or actions), \( s^i = \bigcup_{A \in Agt} s^i \) is the set of PDL atomic programs, \( \forall y_j = \bigcup_{k \in Agt} z^k \) and, finally, \( P^i \) and \( D^i \) are special atomic programs in \( s^i \).
Such axioms are variants of the so-called Gödel-Löb (GL) axiom from provability logic [14]. Our conjecture is that the logic DLCA$^{\text{wf}}$ so defined is sound and complete for the class of multi-agent cognitive models (MCMs) whose relations $\preceq_i P$ and $\succeq_i P$ are, respectively, well-founded and conversely well-founded.

Ceteris paribus preference We also plan to study a ceteris paribus notion of dyadic preference in the sense of Von Wright [55], which has been recently formalized in a modal logic setting by van Benthem et al. [48]. According to Von Wright, for an agent to have a preference of $\varphi$ over $\psi$, she should prefer a situation in which $\varphi$ is true to a situation in which $\psi$ is true, all other things being equal. Our aim is to show that the DLCA framework is expressive enough to capture both the static and the dynamic aspects of this notion of ceteris paribus preference.
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