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Abstract—In this study, we discuss various machine learning algorithms and architectures suitable for the Nigerian Naira exchange rate forecast. Our analyses were focused on the exchange rates of the British Pounds, US Dollars and the Euro against the Naira. The exchange rate data was sourced from the Central Bank of Nigeria. The performances of the algorithms were evaluated using Mean Squared Error, Root Mean Squared Error, Mean Absolute Error and the coefficient of determination (R-Squared score). Finally, we compared the performances of these algorithms in forecasting the exchange rates.
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I. INTRODUCTION

The importance of exchange rate forecast cannot be overemphasized. It is believed that exchange rate volatility hampers the growth of international trade [1]. The effects of exchange rate variability [2] have been a subject of discuss in international economics [3], [4]. Exchange rate forecast help businesses to evaluate risks and make proactive decisions in order to maximize returns. In the 1970’s, the introduction of floating exchange rates led to a dynamic change in the international financial market. Since then, exchange rates have been determined largely by private market forces within the floating exchange rate system. In a densely populated country like Nigeria, which is a high target for international investments, import and even export of goods, it is imperative to study foreign currency exchange rates.

In this paper, we obtained, observed and analyze the history of major foreign currencies exchange rates in the world against the naira in simple time series plots. We used various machine learning algorithms such as the support vector machines, linear and polynomial regressions and recurrent neural network to train the historic data and forecast the next future exchange rates. We implemented the algorithms in Python programming language using the TensorFlow and Scikit-Learn (sklearn) frameworks, and MATLAB. We also used NumPy and Pandas libraries for data preprocessing. The simulation was done using the daily historic exchange rate data of a period of over 18 years, obtained from the Central Bank of Nigeria [5]. Fig. 1 represents a plot of the yearly average exchange rates of the US Dollar (USD), British Pounds (GBP) and Euro (EUR) to the Nigerian Naira (NGN).

The remaining parts of this paper are structured as follows: The related works are in Section II, Section III presents the different machine learning algorithms used, the methodology is presented in Section IV, results and discussions are in Section V and finally, the conclusion is in Section VI.

II. RELATED WORKS

Reference [6] carried out a research on predicting the exchange rates of the US Dollar, British Pounds, Japanese YEN and other currencies, to the Nigerian Naira. They used Multiple Linear Regression and MATLAB to perform the analysis. Reference [7] applied Seasonal Arima Model in forecasting the exchange of the naira. In the context the Nigerian naira, these references never applied machine learning algorithms to analyze and compare their findings. Our primary focus on this is to apply different machine learning algorithms, including the state-of-the-art Deep Neural Network (DNN) in foretelling the exchange rate of foreign currencies against the Nigerian naira. Existing literature shows the use of Auto-Regressive conditional Heteroskedasticity (ARCH) [8] and Generalized Auto-Regressive conditional Heteroskedasticity (GARCH) [9] models for forecasting stock prices and other time series data predictions. In these days of cryptocurrencies (particularly bit- coin) that is disrupting the financing institutions, reference [10] points out that Long-Short Term Memory (a type of Recurrent Neural Network) is more successful in making prediction on bitcoin time series data. References [11],[12],[13] and others have used recurrent neural network in predicting the price of bitcoin. However, our work and interest lies in predicting the exchange rates of foreign currencies to the NGN.

III. MATH

In this section, the machine learning algorithms used in this paper are presented.

A. Polynomial Regression

In the context of machine learning, polynomial regression can be transformed into linear regression. The general mathematical equation for a polynomial of n\textsuperscript{th} degree is:

\[ y(w, x) = w_0 + w_1x + w_2x^2 + \ldots + w_nx^n \]  

(1)
Where \( x = x_1 + x_2 + \ldots + x_n \)
and \( w = w_1 + w_2 + \ldots + w_n \)
A second-order (quadratic) polynomial can be written as:

\[
y(w, x) = w_2x^2 + w_1x + w_0
\]  
(2)

Which can be reformulated as:

\[
y(w, x) = w_5x_2^2 + w_4x_1^2 + w_3x_1x_2 + w_2x_2 + w_1x_1 + w_0\]

(3)

Let say \( z = [x_2^2, x_1^2, x_1x_2, x_2] \) = \([z_5, z_4, z_3, z_2, z_1]\)
Therefore,

\[
y(w, x) = w_5z_5 + w_4z_4 + w_3z_3 + w_2z_2 + w_1z_1 + w_0
\]  
(4)

This shows that the polynomial equation (2) has been transformed into a linear equation (4) in \( w \). In this way, a polynomial regression problem can be remodeled as a linear one. In other words, polynomial curves can be used as a sort of replacement for transformations of linear functions. Though they tend to be more useful in situations where residual variation is small, they have occasional uses. Moreover, they provide a simple setting for considering the variable selection problem. To apply a polynomial in multiple linear regression model, one merely constructs a set of variables which are powers of the desired base variable.

For the purpose of this research, the sklearn polynomial feature api [15] and the polyval/polyfit tools in MATLAB were used and the results were compared.

B. Support Vector Machines

Support Vector Machines (SVMs), also known as Support Vector Networks are a machine learning algorithm for classification and regression problems [16]. SVM is an algorithm that maps input data into a high-dimensional space and it uses the concept of hyper-plane to maximally separate training data. Given the constraint,

\[
y_i(w^T \cdot x + b) \geq 1
\]  
where \( i = 1, \ldots l \)

(5)

For higher generalization of the learning architecture, the optimal hyper-plane, given by:

\[
w_0 \cdot x + b_0 = 0
\]  
(6)

is used. The optimal hyper-plane passes through the maximum margin between the support vectors of the classes in the dataset. [16].

The support vectors \( x_i \) are obtained from the equation:

\[
y_i(w \cdot x_i + b) = 1
\]  
(7)

Support Vector Classification (SVC) is used for classification problems whereas Support Vector Regression (SVR) is used for regression and for this paper, we will use SVR. In this work, we used the sklearn library to implement the SVR with rbf, linear and polynomial kernels.

C. Neural Networks

A Neural Network (NN) is a set of computational algorithms inspired by the neurons in the brain. A simple NN also known as the single-layer perceptron, can be described as a function \( f \) which maps input data \( x \) to an output vector \( y \) as shown in equation 8.

\[
y = f(w \cdot x + b)
\]  
(8)

where \( w \) is the weight, and \( b \) is the bias. In this section, we shall be considering a popularly used NN algorithms.

D. Recurrent Neural Networks

A Recurrent Neural Net- work (RNN) is a type of NN that is designed to learn from sequence of data. The basic problem of RNN is the vanishing gradient problem, however, this is solved by the Long-Short Term Memory (LSTM) architecture, a type of RNN introduced by Hochreiter et al [17]. In this paper we implemented the Gated Recurrent Unit (GRU), which is another variant of the RNN, and also a combined implementation of GRU and LSTM.

IV. METHODOLOGY

A. Data

The data for this research was obtained from the Central Bank of Nigeria (CBN). The data contain the exchange rates of 9 foreign currencies which include USD, GBP, KRONER, YEN, EUR and other currencies, from December 2001 to September 2019. Our research is based on the exchange rates of British Pounds Sterling, United States Dollar and the Euro against the Nigerian Naira (NGN). However, for training the machine learning algorithms, we used the USD. The data contains 7 columns with buying, selling and central (average) exchange rates, and 41583 rows of samples. Fig. 1 represents a plot of the data resampled to yearly average exchange rates.

![Fig. 1. Yearly Average Exchange Rates of USD/NGN, GBP/NGN and EUR/NGN](image)

B. Data Preprocessing and Normalization

The most important aspect of using data for training any machine learning algorithm is data preprocessing. Here we preprocessed the data using NumPy and Pandas libraries. We called different functions on Pandas Dataframe of the data to check and remove missing and none numeric values.
before converting the data into NumPy array. The data was normalized using sklearn MinMaxScaler function and train-test-split function to split the data into 80% train set and 20% for validation before inputting into the learning algorithms.

C. Hyperparameter, Activation Functions and Overfitting

Hyperparameter tuning is one of the salient techniques when training a neural network. Dropout, activation function, optimizer and loss function are the hyperparameters that we fine-tuned to obtain a better result. We used the relu activation function, Adam optimizer, Mean Absolute Error loss function and a dropout of 0.4 to train the neural networks. Overfitting is a situation where the network learns the training set better with lower training losses but when the trained model is tested with unseen data or the validation set, it does not generalize properly. The purpose of the dropout in this paper is to reduce overfitting.

D. Evaluation Metrics

For this research, we used Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and the R-Squared (R²) score metrics. Given a dataset with the \( t^{th} \) true label as \( y \) and \( \hat{y} \) as the corresponding predicted label, the MSE, RMSE, MAE and the \( R^2 \) can be estimated by using equations (9), (10), (11) and (12) respectively below, with \( n \) as the number of samples.

\[
MSE(y_i, \hat{y}_i) = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2
\]

(9)

\[
RMSE(y_i, \hat{y}_i) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]

(10)

\[
MAE(y_i, \hat{y}_i) = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|
\]

(11)

\[
R^2(y_i, \hat{y}_i) = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}
\]

(12)

Where \( \bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i \)

E. Implementation

Finally, we implemented the RNNs (GRU and LSTM) algorithms using TensorFlow. The SVR and its various kernels were implemented in sklearn. We also implemented the polynomial regression in MATLAB. Then we used Matplotlib library to visualize every relevant information in the training and validation phases. The interesting results are presented in Section V.

V. RESULTS AND DISCUSSION

In this section, we present the results and performances of the classical machine learning as well as the deep learning algorithms.

Starting with the polynomial regression, Fig. 2 is the graph showing the validation of the polynomial regression algorithm. Using the degree argument of the polynomial features of 2 (degree=2), we obtained the validation performance of the polynomial regression algorithm as: MSE = 0.0017, RMSE = 0.0407, MAE = 0.0050 and R-Squared score = 0.9677. In MATLAB, the computed annual averages of the exchange rates were used to forecast the GBP and EUR for 2020 and 2022 as shown in Table I.

In Fig. 3, we present the graphs of rbf kernel of the Support Vector Regression algorithm, though we also implemented the linear and polynomial kernels of the SVR. The performances of the 3 SVR kernels are shown on Table II. The performance of SVR polynomial kernel and the actual polynomial regression above in Fig. 2 differs a little. This should be due to the tweaking of some argument variables in the regression.

| Table I: Projection of GBP and EUR in MATLAB |
|---------------------------------------------|
| Currency | 2020   | 2022   |
| GBP     | 372.9237 | 394.6418 |
| EUR     | 330.7031 | 355.0134 |

| Table II: SVR Error and Confidence |
|-----------------------------------|
| SVR Kernel | MSE     | RMSE    | MAE      | \( R^2 \) |
|------------|---------|---------|----------|----------|
| rbf        | 0.00214 | 0.04621 | 0.02367  | 0.958    |
| Linear     | 0.00181 | 0.04255 | 0.01841  | 0.965    |
| Polynomial | 0.00331 | 0.05755 | 0.02288  | 0.935    |
We trained the GRU algorithm with mean absolute error loss for 10 epochs and the result is stunning. Fig. 4 is the plot of the loss on every epoch of training, and Fig. 5 shows the exchange rate plot from the validation set. Table III shows the MAE, MSE and RMSE losses on both training and testing. Similar performance was obtained on the LSTM/GRU combined architecture. For LSTM/GRU, we obtained the MAE, MSE and RMSE on the test set to be 0.008710, 0.000317 and 0.017805 respectively.

![Fig. 4. The Gated Recurrent Unit](image)

![Fig. 5. GRU Graph of Training Losses against Epochs](image)

| Metrics          | Loss (MAE) | MSE     | RMSE   |
|------------------|------------|---------|--------|
| Training Loss    | 0.003698   | 0.000029| 0.005423 |
| Validation Loss  | 0.007070   | 0.000318| 0.017833 |

VI. CONCLUSION

In this paper, we experimented the forecast of the foreign currency to naira exchange rate with various machine learning algorithms. We evaluated the performance of these algorithms and obtained interesting results which show that the Recurrent Neural Networks are more successful in time series analysis and forecast. The exchange rates considered in this work are daily exchange of the US Dollar to the naira. We also took annual average of the exchange rates and used MATLAB polyfit/polyval to obtain the 2020 and 2022 projections of the GBP and EUR to NGN exchange rates.
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