Magnetic circular dichroism within the Algebraic Diagrammatic Construction scheme of the polarisation propagator up to third order
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I. INTRODUCTION

Magnetic Optical Activity (MOA) collectively indicates the nonlinear optical effects that arise when electromagnetic radiation impinges matter in presence of a magnetic field longitudinal to the direction of propagation of light. Among a number of MOA effects, Magnetic Optical Rotation (MOR) – also known as Faraday rotation – and Magnetic Circular Dichroism (MCD) are the prominent ones. MOR originates from the difference in the refractive indices observed when irradiating with either right or left circularly polarized light, whereas MCD comes from the corresponding difference in absorption coefficients. Both phenomena have found many applications in physics, chemistry and spectroscopy. In particular, MCD is at the foundation of the spectroscopy bearing the same name, which is a popular technique, complementary to conventional one-photon absorption, to study the geometric, electronic, and magnetic properties of chemical systems, in gas phase, in solution, or as isotropic solids. Since the MCD spectral features are signed and depend on the magnetic moments of the molecular electronic states, as well as on the direction of the field, MCD yields additional information and can reveal hidden electronic transitions. MCD spectra can be equally recorded for achiral and chiral samples.

The MCD spectral bands are traditionally characterized in terms of three Faraday terms, called $A$, $B$ and $C$. For organic molecules, the $B$ term is of special interest, since the $A$ term only contributes if either the ground state or the final excited state are degenerate, while the $C$ term only contributes if the ground state possesses a permanent magnetic moment (degenerate ground state). According to perturbation theory, the $B$ term describes the electric dipole transition from the initial to the final state through the coupling by the magnetic dipole moment with a set of intermediate excited states (see Eq. (1)).

Alike other spectroscopies, the detailed interpretation and assignment of the MCD spectral features relies on theoretical simulations. The first theoretical approaches to compute MCD spectra were fundamentally based on the sum-over-state (SOS) expressions of the three MCD terms, and date back to the seventies and the beginning of the eighties. SOS-based methods require the explicit calculation of a large number of excited states as well as electronic and magnetic dipole transition moments between them. One-by-one consideration of all intermediate states clearly limits the applicability of SOS methods, especially when the $B$ term is of interest. A more efficient strategy is offered by response theory, where the summation over explicitly determined intermediate states is replaced by the solution of linear response equations. This is the ap-
proach followed in many implementations of the calculation of the MCD $A$ and $B$ terms presented the last two decades at different levels of theory, including Self-Consistent Field (SCF) and Multi-Configurational Self-Consistent Field\cite{16} Time-Dependent Density Functional Theory (TD-DFT)\cite{17,18} and Coupled Cluster (CC) theory\cite{23,25} Alternative to the explicit determination of the $A$, $B$ and $C$ terms, in damped response theory\cite{26,27} one computes directly the MCD cross section on a grid of frequencies, which may prove particularly convenient for systems with a high density of states\cite{23,28,29}. A special mention also goes to the approach by \textit{Ganyushin and Neese}\cite{30} where the MCD spectra are obtained directly from the difference between left and right circularly polarized transition probabilities in the presence of an external magnetic field. This involves the calculation of transition energies and intensities using ground- and excited-state wave functions perturbed by the spin–orbit coupling and Zeeman interactions. Real-time approaches are also available to simulate MCD spectra, in particular at TD-DFT level\cite{31,32}.

The purpose of this study is to extend the portfolio of spectroscopies that can be simulated using the Algebraic Diagrammatic Construction (ADC) scheme of the polarization propagator\cite{33} to include MCD. First introduced, in its second-order variant ADC(2), by Schirmer in 1984\cite{34} the ADC approach has the following two decades\cite{35,36} found its primary applications to the investigation of photo-ionization processes\cite{37,38} and to X-ray spectroscopy\cite{39,42}. Following the introduction of the intermediate state representation\cite{43,44} which has significantly simplified the derivation of computational expressions for other types of molecular properties and spectroscopy, the ADC family of methods has been steadily gaining popularity within the computational chemistry community. A fundamental contribution in this regard has been its implementation within one of the leading quantum chemistry software platforms\cite{45,48} To date, beside the already mentioned ionization processes, X-ray absorption and photoemission, it can be used to compute, e.g. two-photon absorption, resonant inelastic X-ray scattering, electric dipole polarizabilities of ground and excited states, hyperpolarizabilities, and most recently electronic circular dichroism. The ADC methods are often compared to coupled cluster response methods\cite{58,59} and equation of motion coupled cluster\cite{60,61} More recently, they have been put in close relation with the unitary coupled cluster ansatz\cite{62,64} Different from “traditional” (projection-based) CC, however, the ADC secular matrix (the analogue of the coupled cluster Jacobian) is Hermitian, which simplifies the calculation of transition properties, since one does not need to compute both right and left excitation vectors and transition moments. Compared to CC response theory, the ADC response functions do not contain additional non-linear terms. Moreover, the ground state of ADC($n$) is given by the
wave function and energy of Møller-Plesset perturbation theory (MPn), which is non-iteratively determined (in contrast to the iterative CC wave functions). As result, the ADC(n) methods are computationally cheaper than the corresponding CC approximations of same formal scaling with the system size.

The paper is organized as follows. The reformulation of the MCD $\mathcal{B}$ term expression in the ADC/ISR formalism, together with details on implementation are presented is Section II. The computational details of the numerical studies are described in Section III. In Section IV we present and discussion our results for a number of test systems. Some final remarks are given in Section V.

II. THEORY AND METHODOLOGY

A. The MCD $\mathcal{B}$ term in the ADC/ISR formalism

A spectral (i.e., SOS) representation of the MCD $\mathcal{B}$ term for a transition $0 \rightarrow j$ was derived using perturbation theory by Buckingham and Stephens

$$
\mathcal{B}(0 \rightarrow j) = \Im \left\{ \sum_{k \neq 0} \frac{\langle 0|\hat{m}|k \rangle \langle k|\hat{\mu}_\alpha|j \rangle}{\omega_k} \epsilon_{\alpha\beta\gamma} \right\}
$$

where, in atomic units, $\hat{\mu} = -\sum_i \mathbf{r}_i - \sum_I Z_I \mathbf{R}_I$ is the electric dipole moment, $\hat{m} = -\frac{1}{2} \sum_i \mathbf{r}_i \times \mathbf{p}_i + \sum_I (Z_I/2M_I) \mathbf{R}_I \times \mathbf{P}_I$ is the magnetic dipole moment; $\mathbf{r}_i$ and $\mathbf{p}_i$ are the position and linear momentum of the $i^{th}$ electron; $Z_I$, $M_I$, $\mathbf{R}_I$, and $\mathbf{P}_I$ are the charge, mass, position, and linear momentum of the $I^{th}$ nucleus. The symbol $\Im$ denotes that the imaginary part of the quantity within curly brackets is to be used. The energies and wave functions are those of the unperturbed system. As we will consider only electronic excited states in the following, the nuclear components of the electric and magnetic dipole operators do not contribute to the $\mathcal{B}$ term, so they can be disregarded. It is convenient to rewrite Eq. (1) in compact tensor notation

$$
\mathcal{B}(0 \rightarrow j) = -\epsilon_{\alpha\beta\gamma} \sum_{k \neq 0} \frac{\langle 0|\hat{m}|k \rangle \langle k|\hat{\mu}_\gamma|j \rangle}{\omega_k} + \sum_{k \neq j} \frac{\langle 0|\hat{m}|j \rangle \langle j|\hat{\mu}_\beta|k \rangle}{\omega_k - \omega_j} (j|\hat{\mu}_\alpha|0)
$$
where Greek indices correspond to specific Cartesian components, and $\varepsilon_{\alpha\beta\gamma}$ is the Levi-Civita tensor. Implicit summation over repeated indices is assumed. Eq. (2) has earlier been shown to be connected to the single residue of the dipole-dipole-magnetic dipole quadratic response function. For our subsequent formulation within ADC/ISR, it is advantageous to extract the $k = 0$ contribution from the second summation and add it to the first one, which yields

$$
\mathcal{B}(0 \rightarrow j) = -\varepsilon_{\alpha\beta\gamma} 3 \left\{ \sum_{k \neq 0} \frac{\langle 0 | \hat{m}_\beta | k \rangle \langle k | \hat{\mu}_\gamma | j \rangle}{\omega_k} + \sum_{k \neq \{0,j\}} \frac{\langle k | \hat{m}_\beta | j \rangle \langle 0 | \hat{\mu}_\gamma | k \rangle}{\omega_k - \omega_j} \right\} \langle j | \hat{\mu}_\alpha | 0 \rangle 
$$

In the first summation, the dipole transition moments between states $k$ and $j$ are computed using the fluctuation dipole operator $\hat{m}_\gamma = \hat{\mu}_\gamma - \langle 0 | \hat{\mu}_\gamma | 0 \rangle$. In the second summation, the ground state configuration of the fluctuation magnetic dipole operator is omitted, since $\langle 0 | m | 0 \rangle = 0$ for non-degenerate ground states (as considered in this study). To obtain the ISR form of the $\mathcal{B}$ term we translate the transition moments and energy denominators in Eq. (3) in terms of ADC/ISR fundamental building blocks. Thus, the transition moment between the ground state $\Psi_0$ and an excited state $\Psi_n$ for a generic operator $\hat{O}$ is written as

$$
T_{0n}(\hat{O}) \equiv \langle \Psi_0 | \hat{O} | \Psi_n \rangle = F^\dagger(\hat{O}) Y_n . 
$$

The transition moment between two excited states for the (fluctuation) operator $\hat{O}$ is obtained as

$$
T_{nm}(\hat{O}) \equiv \langle \Psi_n | \hat{O} | \Psi_m \rangle = Y_n^\dagger B(\hat{O}) Y_m 
$$

In the expressions above, $F$ and $B$ are, respectively, a vector and a matrix, whose elements are defined in the ISR basis $\{\tilde{\Psi}_I\}$

$$
F_I(\hat{O}) = \langle \tilde{\Psi}_I | \hat{O} | \Psi_0 \rangle = \sum_{pq} O_{pq} f_{I,pq} 
$$

and

$$
B_{IJ}(\hat{O}) = \langle \tilde{\Psi}_I | \hat{O} | \tilde{\Psi}_J \rangle - \delta_{IJ} \langle \Psi_0 | \hat{O} | \Psi_0 \rangle . 
$$
The intermediate state basis \( \{ \tilde{\Psi}_I \} \) is generated by Gram-Schmidt orthogonalization of a set of precursor states \( \{ \Psi_0^{\prime \#} \} \), obtained by acting on the formally exact ground state \( |\Psi_0\rangle \) with the excitation operators \( \{ \hat{C}_I \} \),

\[
\hat{C}_I |\Psi_0\rangle = |\Psi_0^{\prime \#}\rangle \xrightarrow{\text{Gram-Schmidt}} |\tilde{\Psi}_I\rangle .
\]  

In Eqs (4) and (5), \( Y_n \) and \( Y_m \) are the \( n^{th} \) and \( m^{th} \) eigenvectors obtained diagonalizing the Hermitian ADC matrix \( M \),

\[
MY = Y\Omega, \quad Y^\dagger Y = 1. \tag{9}
\]

\( M \) is also defined in the ISR basis as

\[
M_{IJ} = \langle \tilde{\Psi}_I | \hat{H} - E_0 | \tilde{\Psi}_J \rangle , \tag{10}
\]

and

\[
\Omega_{nm} = \langle \Psi_n | \hat{H} - E_0 | \Psi_m \rangle , \tag{11}
\]

is the diagonal matrix of the eigenvalues. In other words, \( Y = \{ Y_n \} \) is the unitary matrix that connects the (diagonal) basis of exact excited states \( \{ \Psi_n \} \) with the ISR basis, according to

\[
|\Psi_n\rangle = \sum_J Y_{Jn} |\tilde{\Psi}_J\rangle , \quad Y_{Jn} = \langle \tilde{\Psi}_J | \Psi_n \rangle . \tag{12}
\]

With the above building blocks, the ADC/ISR expression of the \( B \) term becomes

\[
B(0 \rightarrow j) = \varepsilon_{\alpha\beta\gamma} \left[ F^\dagger(\hat{m}_\beta)M^{-1}B(\hat{\mu}_\gamma)Y_j \right. \\
+ \left. F^\dagger(\hat{\mu}_\gamma)(M - \omega_j I)^{-1}B(\hat{m}_\beta)Y_j \right] Y^\dagger_j F(\hat{\mu}_\alpha) , \tag{13}
\]

where the condition \( k \neq j \) in the second SOS contribution (Eq. [1]) is enforced using a projector that removes \( j \) from the response equations (vide infra).
B. Implementation

To compute the $B$ term according to Eq. (13), the response vectors $X^m\beta$ and $X^\mu\beta$ are evaluated solving the following response equations:

$$MX^m\beta = F(\hat{m}\beta)$$  \hspace{1cm} (14)

and

$$(M - \omega_j 1)X^\mu\beta = F(\hat{\mu}\beta).$$  \hspace{1cm} (15)

using a Jacobi algorithm with Direct Inversion of the Iterative Subspace (DIIS)\textsuperscript{65} acceleration. The equations are solved for all three Cartesian components of the electric dipole and magnetic dipole operators. As seen, Eq. (15) also contains an explicit dependence on the excitation energy $\omega_j$ of the final excited state $j$. Therefore it is potentially divergent if the solution vector $X^\mu\beta$ contains a component along the direction of $Y_j$. However, the restriction in the summation of the second term of Eq. (13), $(k \neq j)$, imposes that the solution of Eq. (15) is found in the space orthogonal to the eigenvector $Y_j$. This is done by applying a Gram-Schmidt orthogonalization procedure during the solution of the response equation. The number of response equations is equal to $3 \times (N_j + 1)$, where $N_j$ is the number of final excited states.

The final ADC computational expression thus reads

$$B(0 \rightarrow j) = -\epsilon_{\alpha\beta\gamma} \left[ X^{m\beta\gamma} B(\hat{\mu}\gamma) Y_j + X^{\mu\gamma\beta} B(\hat{m}\beta) Y_j \right] Y_j^\dagger F(\hat{\mu}\alpha).$$  \hspace{1cm} (16)

III. COMPUTATIONAL DETAILS

The MCD $B$ term for the ADC(2), ADC(2)-x, and ADC(3) methods was implemented using the ISR at second order in a development version of Q-Chem.\textsuperscript{47,48} The methodology developed was tested on different molecular systems: uracil, 2- and 4-thiouracil, purine, hypoxanthine, 1,4-naphthoquinone, 9,10-anthraquinone and 1-naphthylamine. We will focus our discussion primarily on the ADC(2) and ADC(3) results, while the ADC(2)-x data is given in the SI for completeness. The molecular structures (see Fig. 1) of uracil, purine, hypoxanthine were optimised at the MP2/cc-pVTZ level, whereas those of the thiouracils and of 9,10-anthraquinone at the B3LYP/cc-pVTZ level of theory. All optimizations were carried out using Q-Chem. To estimate the sol-
vent effects, we also considered clusters of purine, uracil and hypoxanthine with explicit water molecules, whose structures were taken from a previous computational study.\textsuperscript{66} They are shown in Figure\textsuperscript{2}.
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Figure 1. The molecules considered in this study: (a) uracil, (b) 2-thiouracil, (c) 4-thiouracil, (d) hypoxanthine, (e) purine, (f) 9,10-anthraquinone, (g) 1,4-naphthaquinone, (h) 1-naphthylamine.

The correlation-consistent aug-cc-pVDZ basis set\textsuperscript{67} was used in the calculations of the $B$ term. The RICC2 calculations were carried out with Turbomole.\textsuperscript{68} In all calculations the gauge origin was placed in center of the nuclear charges. The convergence threshold for response equations was set equal to $10^{-4}$ in all calculations. For ease of comparison with the experimental bands, we report in the tables the negative of the $B$ term—according to the standard convention, a positive
Figure 2. The clusters with water considered in this study: (a) uracil + 4 H₂O; (b) purine + 4 H₂O, (c) hypoxanthine + 5 H₂O.

MCD band corresponds to a negative $\mathcal{B}$ term. The OPA spectra are reported as decadic molar extinction coefficients $\varepsilon(\omega)$ (in standard units $M^{-1} cm^{-1}$):

$$\varepsilon(\omega) = 703.301 \times \omega \times \sum_j g(\omega, \omega_j) \frac{3f_j}{2\omega_j}$$  \hspace{1cm} (17)

where $\omega_j$ (in a.u.) and $f_j$ are the excitation energy and oscillator strength of electronic transition $j$, respectively, $\omega$ (in a.u.) is the frequency of the incoming radiation, and $g(\omega, \omega_j)$ is a broadening function.

The MCD spectra are reported as extinction coefficient anisotropy, $\Delta\varepsilon$ (in units $M^{-1} cm^{-1} T^{-1}$), which are connected to the $\mathcal{B}$ terms by:

$$\Delta\varepsilon = -\frac{8\pi^2 N_A \omega B_{\text{ext}}}{3 \times 1000 \times \ln(10)(4\pi\varepsilon_0\hbar c_0)} \sum_j g(\omega, \omega_j) \mathcal{B}(0 \to j),$$  \hspace{1cm} (18)

where $B_{\text{ext}}$ is the strength of external magnetic field, $\varepsilon_0$ is the vacuum permittivity, and $N_A$ is Avogadro’s number. In both expressions, we use a Lorentzian broadening function

$$g(\omega, \omega_j) = \frac{1}{\pi} \frac{\gamma}{(\omega - \omega_j)^2 + \gamma^2},$$  \hspace{1cm} (19)

with a half width at half maximum (HWHM) value of $\gamma = 0.0045563$ Hartree ($1000$ cm$^{-1}$), if not stated otherwise.

The discussion of the results in the following section is based on spectra shifted in order to realign with experiment. Details on the shifts applied are given in the figure captions. Tables of raw data (transition energies, oscillator strengths and $\mathcal{B}$ terms) are reported in the SI file.
IV. RESULTS AND DISCUSSION

A. Uracil, 2-thiouracil, 4-thiouracil

Experimental OPA and MCD spectra of uracil and thiouracils in water were recorded by Vöelter et al.\textsuperscript{70} and Igarashi-Yamamoto et al.\textsuperscript{71} respectively.

A computational study of the MCD spectrum of uracil (and other molecules) was presented by Fahleson et al.\textsuperscript{66} at the TD-DFT level of theory. Results from simulations both \textit{in vacuo} and in water solution were reported, the latter described using the polarizable continuum model (PCM) with explicit water molecules. A detailed computational investigation of OPA and MCD spectra of various thiouracils, including 2-thiouracil and 4-thiouracil, was carried out by Martinez-Fernandez et al.\textsuperscript{72} also at the TD-DFT level \textit{in vacuo} and in PCM/water.

Fig. 3, top panels, collects the MCD spectra computed at RICC2, ADC(2) and ADC(3) levels of theory. Fig. S1 shows the spectra at the ADC(2)-x level. In the figures, we also report the experimental MCD spectrum of uracil (black line), recorded by Vöelter et al.\textsuperscript{70} in water between 4.5 eV (280 nm) and 6.0 eV (205 nm). This shows a negative band centered at around 4.9 eV (255 nm) and a positive one at around 5.8 eV (215 nm). The bottom panels show the OPA spectra, again with the black line as the experimental spectrum recorded in water,\textsuperscript{70} which shows one well-separated feature centered at \(\approx 4.8\) eV (260 nm), plus the offset of a second peak.

Keeping in mind that the experimental spectra were recorded in water, whereas the calculations were done without solvent model, all simulated MCD spectra roughly reproduce the shape of the experimental spectrum. All methods attribute the first peak in both OPA and MCD to the bright \(\pi \rightarrow \pi^*\) (1A’) excited state, well separated from the other excitations. The origin of the second feature, however, varies significantly between the four methods. In particular, ADC(2) and ADC(3) attribute it primarily to a transition to the 2A’ state, whereas in RICC2 the positive band comes from the balance between transitions of opposite signs, with 4A’ and 5A” as the main contributors. ADC(2)-x yields an almost negligible intensity of the second feature. Remarkably, the ADC(2) spectrum presents two positive bands in the mid-region (in between 5.5 eV–6.5 eV in the shifted spectrum in Fig. 3). However, as it can be seen from Fig. 4, when including four molecules (corresponding to the first solvation shell), using the optimized configuration of Ref. 66, the additional peak disappears and the agreement with experiment improves.

In the experiment, the separation between the first and second band is \(\sim 0.94\) eV. Among
the four computational methods, RICC2 yields (in vacuo) the largest separation, $\sim 1.4$ eV while ADC(2)-x predicts the smallest one, around 0.6 eV. The ADC(2) method estimates this separation to be $\sim 0.87$ eV and ADC(3) predicts a distance between the first and second feature of approximately 1.2 eV. The ADC(2) calculation with four explicit solvent molecules yields a peak separation of 1 eV, which is the result closest to experiment. Thus, explicit solvation slightly improves the relative distance between first and second peak of uracil, at least at ADC(2) level. Our attempts to cover a larger region were not successful due to convergence problems in the response equations for a higher number of roots.

Comparing to the TD-DFT$^{66}$ results in vacuo and in water solution reported in Ref.$^{66}$, the TD-CAM-B3LYP$^{66}$ spectrum is in agreement with all the ADC spectra, as well as the RICC2 ones. TD-B3LYP, on the other hand, shows a second negative feature at around 6.2 eV not present in the
Figure 4. Uracil. Comparison of MCD at ADC(2) level in gas phase and for a model system including 4 explicit water molecules. The geometry of the latter was taken from Ref. [66]. The experimental spectrum recorded in water is also given. The computed spectra were shifted to align with the lowest energy experimental band, by $-0.4$ eV and $-0.25$ eV for gas phase and explicit solvation model, respectively.

Experimental spectrum (in solution). For both ADC(2) and TD-DFT, explicit consideration of a few water molecules improves the agreement with experiment.

Fig. 5 show the computed OPA and MCD spectra of 2-thiouracil. The experimental MCD spectrum, recorded in water, covers the region from $\sim3.8$ eV (325 nm) to $\sim5.5$ eV (225 nm) and shows a very distinctive bisignate feature, with negative and positive lobes peaking at $\sim4.3$ eV (290 nm) and $\sim4.7$ eV (263 nm), respectively. A third (negative) band of lower intensity is peaked at 5.2 eV (237 nm). Due to molecular symmetry, the bisignate MCD band is not attributable to an $\alpha$ term. It corresponds to a broad peak centered at around 4.5 eV in the experimental OPA spectrum, revealing that more than one excited state contributes to the OPA band. The third, low intensity, MCD peak also appears to correspond to a transition 'hidden' between the first broad OPA band and the second OPA peak emerging at around 6.2 eV. In the experimental study,
the MCD spectrum was interpreted based on the hypothesis that a tautomeric equilibrium exists between thiol and thione forms of 2-thiouracil in solution. Thus, the band at 290 nm was tentatively assigned to a thiol form, and the one at ≈270 nm to a thione form. Another possibility to elucidate the spectrum mentioned in the experimental study is that the two peaks are due to two “local” $\pi\pi^*$ transitions, one on the thiourea moiety and one on the acrolein moiety. This interpretation was disregarded as too difficult to verify experimentally.

All four methods reproduce the bisignate feature observed in the experimental spectrum, and confirm the presence of two electronic excitations within the first OPA band. Also, all methods indicate the presence of an additional negative band moving towards higher energies, which contains contributions from several excited states. Inspection of the natural transition orbitals (NTOs) for the two dominant excitations (see Figure S2) reveals that the first (negative) MCD band is a $\pi\pi^*$ where $\pi^*$ involves the S atom, whereas the transition responsible for the positive band is a $\pi\pi^*$ one, where $\pi^*$ involves the C=O group. This seems to support the second interpretation of the origin of the bisignate feature.

As observed for uracil, the high energy region of the spectra shows remarkably different MCD patterns between the four methods, and we refrain from a detailed discussion, also because the experimentally recorded spectra do not extend in such region.

Similar to the TD-DFT\cite{72} results, in gas-phase the computed intensities are smaller than the experimental ones, except for those yielded by the ADC(3) method. ADC(3) provides an almost identical intensity for the first band and a small underestimation of the second one.

The results at the RICC2, ADC(2) and ADC(3) levels of theory for 4-thiouracil are shown in Fig. 6. The ADC(2)-x spectra are in the SI. The spectral profiles are distinctively different from those of 2-thiouracil, highlighting the ability of MCD spectroscopy to discriminate between the two thiouracil isomers, as well as from uracil. The lower-energy region of the MCD spectrum of 4-thiouracil presents two negative bands (∼3.8 eV and ∼4.8) and a positive one at around 5.5 eV. The overall intensity of the MCD spectrum is, according to the experiment\cite{71} weaker than in 2-thiouracil. Both trends are reproduced in our calculations, even though for ADC(2)-x and ADC(3) the second negative band is as intense or even more intense than the first band. One should keep in mind, however, that the experiment was recorded in water, so the comparison between theory and experiment can only be qualitative. For all four methods, the first negative band is attributed to one, well-separated, electronic transition, whereas several transitions may be contributing to the second band.
Figure 5. 2-thiouracil. MCD (upper panels) and OPA spectra (lower panels) at RICC2, ADC(2) and ADC(3) levels. The experimental spectra recorded in water, shown as black lines, were digitized from Ref. 71 and rescaled following Ref. 72. The simulated spectra were shifted to align with experiment, by $-0.38$ eV (RICC2), $-0.23$ eV (ADC(2)) and $-0.38$ eV (ADC(3)).

Moving towards higher energies, the experimental and simulated spectra deviate from each other. As before, we do not discuss this region, as solvent effects are not accounted for in the computed spectra.

B. Purine and hypoxanthine

The OPA and MCD spectra of purine were recorded by Djerassi, Bunnenberg, and Elder\textsuperscript{73} in water. A computational investigation at the TD-DFT level both \textit{in vacuo} and using explicit and implicit solvation models was presented in Ref. 66. Purine was also studied at the CC2 and CCSD level \textit{in vacuo} and using COSMO in Ref. 24. Experimental spectra data of the purine derivative hypoxanthine have been presented in water by Sutherland and Griffin\textsuperscript{74} and by Voelter et al.\textsuperscript{70}
Figure 6. 4-thiouracil. MCD (upper panels) and OPA spectra (lower panels) for RICC2, ADC(2) and ADC(3). Experimental spectra recorded in water are presented as black solid lines. The simulated spectra were shifted to align with experiment by $-0.6$ eV (RICC2), $-0.38$ eV (ADC(2)) and $-0.34$ eV (ADC(3)). The experimental spectra were digitized from Ref. 71 and rescaled as in Ref. 72. All three methods also yield a low-energy dark transition, which (once shifted) falls outside the frequency range in the figures.

Hypoxanthine was the subject of computation analysis in Ref. 75 at the Polarizable-Embedding TD-DFT level, and also at TD-DFT level using the polarizable continuum model (PCM) with and without explicit water molecules in Ref. 66. Our computed spectra at RICC2, ADC(2) and ADC(3) level in vacuo for both molecules are presented in Figs. 7 and 9. Fig. S3 shows the ADC(2)-x spectra.

The experimental MCD spectrum of purine is characterized by a bisignate feature with the positive lobe in the low energy region. Both RICC2 and ADC(2) attribute this lowest energy peak to a single excited state state ($1A'$) with negative $B$ term, whereas the negative lobe is due to the fourth excited state ($2A'$) having a positive $B$ term (For both methods, the first, optically dark state, falls outside the figures range). For ADC(3), both the first ($1A''$) and the second ($1A'$) electronic
Figure 7. Purine. MCD (upper panels) and OPA (lower panels) at RICC2 and ADC(2) level. Experimental spectra recorded in water are presented as black lines, and were digitized from Ref. [73]. The simulated spectra were shifted to align with experiment by $-0.54$ eV (RICC2), $-0.51$ eV (ADC(2)) and $-0.34$ eV (ADC(3)). We note that ADC(2) and RICC2 also predict a low-energy optically dark transition (located at $\sim3.9$ eV after shifting), which falls outside the frequency range plotted.

excited states contribute to the first MCD band, even though the first excitation is practically dark in OPA. In ADC(2)-x the fifth excited state is responsible for the negative MCD lobe (also in this case there is a first optically dark state outside the figures range). The larger intensity of the second peak over the first one is reproduced by all four methods. In the high energy region, RICC2 and ADC(2) predict several positive features, due to multiple transitions, while ADC(2)-x predicts only one. In contrast to the other methods, ADC(3) predicts a negatively signed third band. Note that the experimental spectrum does not reach this region.

For purine, the importance of solvent effects is illustrated, at ADC(2) level, in Fig. 8. Including the first solvation shell in the calculations increases the intensity of both features by approximately a factor of two and reduces the separation between the two bands, deteriorating the agreement with
Figure 8. Purine. Comparison of MCD spectra at ADC(2) level in vacuo and for a model system including 4 explicit water molecules. The geometry of the latter was taken from Ref. [66]. The experimental spectrum was digitized from Ref. [73]. The simulated spectra were shifted by $-0.5 \text{ eV}$ (gas phase) and $-0.56 \text{ eV}$ (explicit solvation model) to align them to the inflection point in the experiment.

The spectra of hypoxanthine are presented in Fig. [9]. The experimental MCD spectrum (once again in water) shows two bisignate features in-between 4.4–6.9 eV. All methods reproduce the first “pseudo-$\pi'$” band, due to the 1A' and 2A' states; the ADC methods struggle with the one at higher energy, in particular to reproduce the positive lobe. According to RICC2, the fourth spectral feature is due to two close-lying transitions (11A’ and 12A”). In contrast, ADC(2) predicts two low-intensity positive peaks, formed by many transitions with $\beta$ terms of different sign and intensity. As we are reaching higher energies, where many transitions contribute to the OPA and MCD bands, the stick-spectrum approach may become inefficient, due to the increasing number of excited states to be converged. In support of our statement, we note that in the TD-DFT study reported by
Fahleson et al.\textsuperscript{[66]} using the complex-polarization-propagator approach, where the MCD signal is directly computed, the second bisignate feature is indeed well reproduced.

The ADC(2) simulation using the explicit solvation model for hypoxanthine (Fig. 10) reproduces the first and the second spectral features with slightly larger intensities. As in the analogous calculation for purine, the separation between the bright states becomes smaller, which, in this specific case, does improve a bit the agreement with the experiment.

![Graph showing MCD and OPA spectra for hypoxanthine at RICC2 and ADC(2) levels.](Figure 9. Hypoxanthine. MCD (upper panels) and OPA (lower panels) at RICC2 and ADC(2) levels. The experimental spectra recorded in water (black lines) were digitized from Ref. 74. The simulated spectra were shifted to align with experiment: –0.39 eV, –0.26 eV and –0.22 eV for RICC2, ADC(2) and ADC(3) respectively.]

C. 1,4-naphthoquinone, 9,10-anthraquinone and 1-naphthylamine

As final examples, we considered two quinones, the smaller 1,4-naphthoquinone (NQ) and the larger 9,10-anthraquinone (AQ), and 1-naphthylamine (1NA). Experimental MCD spectra for NQ
Figure 10. Hypoxanthine. Comparison of MCD spectra at ADC(2) level \textit{in vacuo} and for a model system including 5 explicit water molecules, whose geometry was taken from Ref. [66] The experimental spectrum was digitized from Ref. [74] The simulated spectra were shifted to align them with the experimental inflection point at lowest energy, by $-0.24$ eV (gas) and $-0.28$ eV (solvated), respectively. The $\gamma$ parameter (see Eq. [19]) for this figure is $8.56 \times 10^{-3}$ a.u.

and AQ were reported, together with those for other ketones, by Meier and Wagnière\cite{76} and Dearman\cite{77} These results have earlier provided a reference for theoretical investigations at different levels of theory\cite{18,23,27,76} A TD-DFT study\cite{18} in particular, showed contradictory results with respect to the experimental data, which makes NQ and AQ interesting test cases for our MCD-ADC scheme. Given the size of NQ and AQ, only RICC2 and ADC(2) are considered.

As in Ref. [18] we do not discuss the lowest energy transitions in NQ, which Meier and Wagnière\cite{76} attributed to $n^\pi^*$. Simulations of the MCD spectrum for NQ were reported by Seth et al.\cite{18} at TD-DFT level, and by Sun et al.\cite{32} using real-time (RT-) TD-DFT (B3LYP functional) and gauge-including atomic orbitals (6-31G(d) basis set). The experimental spectrum of NQ includes three well-distinguishable features: a low-intensity pseudo-$\pi\pi^*$ feature with inflection point at $\sim 3.8$ eV, a positive peak at around 4.9 eV, followed by a series of well-defined negative peaks of pro-
gressively increasing intensities. Both ADC(2) and RICC2 reproduce the two first experimental features, though with higher intensities. In correspondence to the positive band at around 5.1 eV, RICC2 shows a numerical instability, as two degenerate transitions with exceedingly large and oppositely signed $B$ terms are obtained. Closer analysis reveals that the RICC2 results for the excitation energies of 1,4-naphthoquinone are quite sensitive to the geometry used in the calculations. In the high energy region, ADC(2) and RICC2 both predict a strong positive peak (due to the $6B_1$ transition) at around 6.5 eV, not present in the experimental spectrum (recorded in cyclohexane). The spectra available at TD-DFT level are also in qualitative agreement with the experimental spectral profile of NQ. However, in the spectrum reported by Sun et al. the relative intensity of the negative peaks is off compared to experiment. The SAOP/QZ3P1D and BP86/DZP spectra reported by Seth et al. on the other hand, present a much better agreement of the relative intensities of these two negative bands. BP86/DZP fails in yielding the negative lobe of the low-energy bisignate band of NQ.

The experimental spectrum of AQ presents two positive features in the low-energy region, located at $\sim$3.85 eV and at $\sim$4.6 eV, followed by a relatively intense pseudo-$\alpha$ band in between 4.6 and 5.6 eV. Both SAOP/QZ3P1D and BP86/DZP TD-DFT calculations reproduce the first feature in the low-energy part of the spectrum. However, they both predict an opposite sign pattern with respect to the experiment for the pseudo-$\alpha$ band. In contrast, RICC2 and ADC(2) yield the correct sign pattern of the intense pseudo-$\alpha$ band, with positive and negative lobes due to the $2B_3u$ and $2B_2u$ transitions, respectively. They also reproduce the first weak feature, though shifted (it is located at $\sim$3.9 eV after the overall realignment with experiment). Both second-order methods fail to predict sign and intensity of the feature around 4.6 eV: for RICC2 this transition is basically dark to MCD, while for ADC(2) it is negative (it has a small positive $B$). From the results reported in Ref. 18, we could not discern whether this feature was reproduced or not by the SAOP/QZ3P1D and BP86/DZ methods. Thus, none of the simulated MCD spectra is fully consistent with the experimental MCD spectrum of AQ. Nonetheless, both RICC2 and ADC(2) reproduce the most important spectral features of AQ.

The experimental MCD spectrum of 1NA was recorded in cyclohexane by Whipple, Vasak, and Michl. It includes a bisignate feature in the low-energy region of the spectrum and two negative peaks in the region $\sim$3.4-6 eV. A computational study at the RICC2, TD-B3LYP and TD-CAM-B3LYP levels of theory was recently reported by Ghidinelli et al. Ghidinelli et al. noted that RICC2 and TD-CAM-B3LYP methods well reproduced the profile of the experimental
Figure 11. 1,4-naphthoquinone (NQ). MCD (upper panels) and OPA spectra (lower panels) at RICC2 and ADC(2) level. Experimental spectra recorded in cyclohexane (black lines) were digitized from Ref. 76 and scaled by $10^4$. The simulated spectra were shifted by $-0.39$ eV (RICC2) and $-0.38$ eV (ADC(2)) to align with experiment. Only one of the two dark transitions [at $\sim 2.81$ eV (440 nm) and 2.72 eV (455 nm)], predicted in Ref. 76, was found at $\sim 2.5$ eV (ADC(2)) and $\sim 2.6$ eV (RICC2) after shifting. This dark transition is not shown.

The spectrum, while TD-B3LYP yielded a small positive peak in-between the two negative features in the high-energy region. Close inspection of our results reveals very similar results for RICC2 and ADC(2), though one of the negative $B$ terms in the region around $\sim 6.1$ eV is slightly larger for ADC(2) than RICC2. If a $\gamma$ value of $1000$ cm$^{-1}$ is used for the broadening, this results in the emergence of a small positive band for ADC(2), like it was observed for TD-B3LYP. One should not forget, however, that the appearance of the spectrum depends on the chosen value of the broadening. Adjusting $\gamma$ to $5.7 \times 10^{-3}$ a.u., the broadened ADC(2) spectrum becomes fully consistent with the RICC2 one. For both second-order methods, the bisignate feature is due to the $L_a$ and $L_b$ transitions: $1A'$ (negative band) and $2A'$ (positive band). Several transitions, most of
Figure 12. 9,10-anthraquinone (AQ). MCD (upper panels) and OPA spectra (lower panels) at the RICC2 and ADC(2) level. Experimental spectra recorded in cyclohexane are presented as black lines, digitized from Ref. [76] and scaled by $10^4$. The simulated spectra were shifted by $-0.46$ eV to align with the inflection point of the pseudo-$\alpha'$ band in the experiment. None of the two dark transitions (at around 3.31 eV (375 nm) and 2.95 eV (420 nm)) otherwise predicted in Ref. [76] was found.

them of relatively low-intensity contribute to the first negative band, while the second one is, in both methods, due to the 7A’ transition.
Figure 13. 1-Naphthylamine (1N). MCD (upper panels) and OPA spectra (lower panels) at RICC2 and ADC(2) level. Experimental spectrum, recorded in cyclohexane, is presented as black lines, digitized from Ref. [80]. Both simulated spectra were shifted by $-0.17$ eV to align with the lower-energy experimental inflection point. Here, $\gamma = 5.7 \times 10^{-3}$ a.u. was used.
V. CONCLUSIONS

We have presented the derivation and implementation of a computational scheme for the $B$ term of Magnetic Circular Dichroism within the ADC/ISR framework, thus extending the pool of spectroscopic effects that can be simulated using the ADC($n$) methods. In the lowest-energy region of the spectra, an overall qualitative agreement with experiment is observed for all ADC methods. Modelling the higher energy region with the presented approach is more demanding as the density of electronic states increases and a large number of converged states is required. An alternative ansatz is offered by the complex-polarization propagator approach which is more suited for that situation. Work in this direction is currently ongoing.

SUPPLEMENTARY MATERIAL

Tables of raw spectral data (energies, oscillator strengths and (negative) $B$ terms; ADC(2)-x spectra; ADC(2) natural transition orbitals of the first two MCD bands in 2-thiouracil; Cartesian coordinates of all molecules.
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