A generalized framework for lung Cancer classification based on deep generative models
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Abstract
A new generalized framework for lung cancer detection and classification are introduced in this paper. Specifically, two types of deep models are presented. The first model is a generative model to capture the distribution of the important features in a set of small class-unbalanced collected CXR images. This generative model can be utilized to synthesize any number of CXR images for each class. For example, our generative model can generate images with tumors with different sizes and positions in the lung. Hence, the system can automatically convert the small unbalanced collected dataset to a larger balanced one. The second model is the ResNet50 that is trained using the large balanced dataset for cancer classification into benign and malignant. The proposed framework acquires 98.91% overall detection accuracy, 98.85% area under curve (AUC), 98.46% sensitivity, 97.72% precision, 97.89% F1 score. The classifier takes 1.2334 s on average to classify a single image using a machine with 13GB RAM.
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1 Introduction

Lung cancer is usually considered as the largest cause of cancer-related fatalities across the world. Lung cancer has the greatest mortality rate of any kind of cancer. As a result, it is the world’s most deadly kind of cancer. According to the World Health Organization, this epidemic claimed the lives of 1.59 million people in 2012 and 0.158 million people in 2015 [23]. The survival rate is governed by the fact that treatment can be started as soon as feasible in order to optimize survival and reduce death. Lung cancer is defined as a severe illness produced by abnormal cells that proliferate and ultimately form a tumor.

Deep learning has becoming increasingly popular in medical image analysis as artificial intelligence has advanced. Deep convolutional neural networks [24] give a feasible approach to extracting deeper and more powerful features. Advanced convolutional neural networks improve prediction accuracy as well.

Pneumonia is a seasonal respiratory lung illness that can be fatal in children under the age of five and elderly adults over the age of 60 [31]. In hospitals, pneumonia is diagnosed using a variety of imaging modalities, including a chest X-ray (CXR) and a computed tomography CT [1]. Though CXR, radiographs are the most cost-effective diagnostic technique for identifying pneumonia; their diagnosis needs highly educated radiologists since these images frequently interact with other clinical diseases of the lungs. Manual pneumonia identification is a time-consuming process that frequently leads in subjective variances, delaying diagnosis and treatment. Furthermore, the severity of the pneumonia infection might be obscured on X-Ray images.

Machine learning techniques are frequently employed in Computer Aided Diagnosis (CAD) systems [34] to identify and classify lung cancer. The feature extraction stage, in which the system learns the relevant characteristics in CXR pictures, is critical for these systems. [8]. The collected characteristics are then used as an input into a classifier model for lung cancer detection and classification [28]. Furthermore, with the assistance of large parallel architecture GPUs, these techniques have made significant progress.

Deep learning solutions can learn to generate a high-level feature directly from raw CXR images. Convolutional Neural Networks (CNN) are commonly used deep model in these systems [15]. It can automatically learn the representation of complex features directly from the data itself. CNN-based lung tumor detection systems have usually two-stage. An offline phase utilizes a deep CNN model that is trained using a set of classified CXR images (training data). An online phase, that takes a lung CXR image and determines whether it contains tumors or not. CNN-based systems, have been successfully applied to the problem of detection and classification of lung tumors. In addition, with the support of parallel GPUs, these technologies have gained tremendous success. On the other hand, CNN and its variants are not able to significantly improve performance. This is because CNN and deep learning models, in general, are data-hungry. In order to achieve the expected good performance, they require large amounts of training data (classified images).

The ResNet50 model is a typical deep model in deep learning-based systems [19]. ResNet50-based algorithms have been effectively used to the identification and categorization of CXR images [32]. Recently, a subclass of deep learning called as transfer learning has demonstrated promise in CXR image identification [35]. Transfer learning allows the employment of a pre-trained model that was previously designed for another comparable application. Several studies have been carried out to extract deep characteristics from CXR pictures using pre-trained networks. These studies illustrate the capacity of transfer learning to deal with
smaller datasets. Examples are AlexNet [5] and GoogLeNet [29] used in research work on the grading of glioma from CXR images [21].

In [7], the limits of the present methods for lung cancer detection and categorization are discussed. According to [7], the authors offer a comprehensive overview and analysis of the most important approaches for computer-aided identification of lung nodules. The authors compared current methods for detecting lung nodules by conducting literature searches with selection criteria based on validation dataset types, nodule sizes, number of cases, types of nodules, extracted features in traditional feature-based classifiers, sensitivity, and false positives (FP)/scans. According to the authors’ analysis, existing detection methods are frequently tailored for certain datasets and can detect just one or two types of nodules. They observed that, in addition to high sensitivity and low FP/scans, methods for identifying lung nodules must detect a wide range of nodules with good accuracy in order to enhance radiologists’ performance. Furthermore, they worked through deep-learning methods in depth and concluded that features that must be carefully chosen in order to enhance the overall accuracy of the system. Given the medical significance of the identification and classification problem, the performance of cutting-edge methods was inadequate. The automatic solutions developed using ResNet50 and its variants could not achieve an influential improvement in performance. This is because ResNet50 and deep learning models, in general, are data-hungry [11]; i.e. They need a significant volume of training data in order to produce the anticipated successful results (classified images). This comes with extra cost due to the need to perform the tedious CXR images collection and classification process.

Although transfer learning methods can alleviate the requirement for huge amounts of training data, the success of such solutions depends on the pre-trained model. If the required task (i.e., tumors detection or classification) and the task that the pre-trained model is trained for are too dissimilar, the accuracy will be poor using transfer learning [14]. Finally, existing solutions using either ResNet50 or other transfer learning models are trained using class-unbalanced datasets (with respect to number of training samples for each class), lowering their detection and classification accuracy [15, 17].

In [25], the authors offer a pathology simulation in pictures, using X-rays of the chest as a model medical picture. Moreover, a generative adversarial network (GAN) was utilized to generate artificial pictures from a small annotated dataset. The authors’ used a mix of actual and artificial pictures to train a deep convolutional neural network (DCNN) to detect disease in five different types of chest X-rays. Furthermore, the authors showed that supplementing the original unbalanced dataset with GAN produced pictures enhanced the performance of the proposed DCNN in chest pathology classification when compared to the same DCNN trained with the original dataset alone.

Although GANs can learn a more general distribution for the input features than VAEs, they suffer from significant drawbacks which make it a bad choice given the medical significance of the classification problem. This can be more significant if the GAN is trained using small unbalanced data, like the collected available one. The drawbacks include the vanishing gradients, where the discriminator is too good to the point that generator training fails to learn the important features of the mode collapse, where GANs fail to produce a wide variety of the generated outputs, and finally GANs frequently fail to converge.

In this paper, we propose a novel framework that can be seamlessly integrated with any of the existing CXR based detection and classification systems by processing their small, unbalanced training dataset to produce a larger balanced dataset which is suitable for training deep learning models. In particular, we employ two types of deep learning models. The first
model is an innovative deep learning model to capture the distribution of the important features in a group of a small lass-unbalanced images dataset. Then, by using the distribution of the important features, the system can collect any number of CXR images for each class. Thus, the system can automatically convert a small unbalanced dataset into a larger balanced one. The second model is the classifier that is trained using the large lass-balanced dataset to detect lung tumors in CXR images. The generator model can provide a dense class-balanced dataset that is required for training the classifier model. This makes it having a large impact on many real-world applications that require dense class-balanced training data. Examples include lung tumor detection, classification, and grading. However, as the classifier model is trained using the newly generated data from the generator model, the accuracy of the classification (i.e. tumor detection) is affected by the accuracy of the generator model. This limitation can be solved if we carefully train the generator model until it reaches certain good accuracy.

The rest of the paper is structured as follows. Section 2 defines the proposed structure as well as the particulars of the various versions. Section 3 describes the dataset and the proposed framework assessment. Section 4 displays and discusses the collected data. Section 5 is dedicated to the major findings.

## 2 Methodology

Figure 1 shows the proposed framework. As shown, small imbalanced and small size CXR lung images are fed into the preprocessor that resizes and normalizes the input CXR lung images. The framework contains two deep models: the generator model $G(x, \theta_g)$ and the ResNet50 classifier, where $x$ is the input to each model and $\theta_g$ is the generator network parameters. The generator learns the distribution of the important features for each class in the preprocessed images, then, it converts the small unbalanced preprocessed images dataset to a larger balanced one by generating a large number of samples for each class. Finally, the large balanced dataset is used to train another deep model which is ResNet50 classifier.

### 2.1 Input data

The input to the system is a set of CXR lung images [4]. This set is small in size and imbalanced with respect to number of training images per class. The CXR lung images are in the standardized medical image format [3]. These images are stored as a two dimensional (2D)
grayscale images, which allows us to store each CXR images as a matrix. Each matrix entry stores values ranging from 0 to 255. This set represents a compromise between the simplicity of storing image information (256 values fit correctly in 1 byte) and the flexibility of the human eye (humans distinguish a limited number of shades of the same color). The grayscale images are then passed through the preprocessor.

2.2 Preprocessor

This module aims to resize and normalize the input CXR images. Firstly, to make all the input images have a fixed size, we resize the grayscale input images to be images of size 224 × 224 pixels. This allows these images to be fed into deep classifier model with a fixed input size. Secondly, normalizing the input data generally speeds up learning and leads to faster convergence. To this end, we normalize the grayscale input images to be in the range 0 to 1. The images are normalized in intensity values. A minimum-maximum normalization technique is followed to scale the intensity values between 0 and 1. These preprocessed images are then passed through the generator network.

2.3 Generator

The goal of the generative model is to synthesize new CXR lung image samples for each class. The generative model is trained using the preprocessed images. Then, it can generate new CXR lung image samples that reflect the typical patterns in the preprocessed images. Our generative model is a modified version of the variational auto-encoder [12]. In general, the auto-encoders are specific types of feed forward neural networks, where the input is the same as the output [6]. They are used to learn key representational information for a dataset in an unsupervised manner within a low-dimensional latent space by compressing the input into a lower-dimensional latent-space representation, z, (embedding), and then reconstructing the performance from this representation. As a result, the latent space learns to collect the most critical knowledge required for reconstruction. However, the latent space embedding may be sparsely distributed that makes the key information to spread across several clusters in the latent space. Meanwhile, the empty space between clusters provides no valuable details, so sampling from it yields useless data. A new restriction is applied on variational auto-encoders (VAEs). The latent space embeddings need to follow certain predefined distribution p(z) [16]. This distribution is usually selected as normal distribution [22]. The network is thus forced to completely use the latent space by requiring the latent space embedding to obey the usual distribution. As a result, information is spread in such a way that any point in the latent space can be sampled to produce new images that represent the usual trends in the original small CXR lung images dataset. Therefore, we depend on VAE to generate new CXR lung images. Instead of using regular feed forward layers in our VAE, we apply convolutional layers as they may use sliding filter maps to recognize local patterns (e.g., tumors) regardless of their location in the lung image; convolutional layers, on the other hand, are better suited to recognize local patterns independent of their position than feed forward networks. Table 1 explains the generative model parameters.

We would like to note that the generator and the network parameters are determined experimentally. Tables 1 and 2 discuss the parameters and the hyper-parameters used in the experiment of both generator and classifier models. The learning rate controls how fast the network parameters (i.e. the weights) are updated. The batch size controls the number of
samples before the network updates its parameters. The dropout rate determines the percentage of parameters that are dropped while training to prevent the over-fitting. The number of epochs controls the number of training iterations.

Figure 2 shows our convolutional variational auto-encoder (CVAE) architecture. The CVAE network has two main components: the encoder (conv) and the decoder (de-conv). The encoder network consists of several convolutional layers followed by a fully connected layer, while the decoder networks compromises of a fully connected layer followed by convolutional layers.

The encoder compresses the CXR image input (x ∈ X) to obtain the hidden (latent) representation, z, and network parameters. Since the encoder must acquire an effective encoding of the image data into a lower-dimensional area, the latent space, z, is commonly referred to as a bottleneck. The encoder is known as $Q_\emptyset(z|x)$. This distribution can be sampled in order to obtain noisy values for the representations z. The input image of size 224 × 224 is passed through the encoder network, $Q_\emptyset(z|x)$, which has two convolutional and max pooling layers to get the most important characteristics from the input image, x. The output from the encoder is transformed to one vector (i.e. flattened), then passed through a fully connected layer (FC) to get the mean, $\mu$, and the standard deviation, $\Sigma$, of the encoder distribution $Q_\emptyset(z|x)$. We then sample z from the $Q_\emptyset(z|x)$ and pass it through the decoder network, $P_\theta(x|z)$, with two de-convolutional and up-sampling (i.e. nearest neighbors) layers to reconstruct the image $\tilde{x}$. We

| Parameter                        | Default value |
|----------------------------------|---------------|
| Learning rate                   | 0.0001        |
| Batch size                      | 16            |
| Dropout rate                     | 0.1           |
| Number of training epochs       | 2000          |
| Size of input layer             | 256 × 256     |
| Size of output layer            | 256 × 256     |
| Optimization technique          | SGD           |

| Layer No. | Type        | Size       | Kernel/Stride | Activation |
|-----------|-------------|------------|---------------|------------|
| 1         | Input       | 224 × 224 × 3 | –             | –          |
| 2         | Convolution | 64 × 3 × 3  | 2             | ReLU       |
| 3         | Convolution | 1 × 1 × 64  |               |            |
| 4         | Convolution | 3 × 3 × 64  | 2             | ReLU       |
| 5         | Convolution | 1 × 1 × 256 |               |            |
|          | Convolution | 1 × 1 × 128 |               |            |
|          | Convolution | 3 × 3 × 128 | 2             | ReLU       |
|          | Convolution | 1 × 1 × 512 |               |            |
| 2         | Convolution | 1 × 1 × 256 | 2             | ReLU       |
| 3         | Convolution | 3 × 3 × 256 |               |            |
| 4         | Convolution | 1 × 1 × 1024|               |            |
| 5         | Convolution | 1 × 1 × 512 |               |            |
|          | Convolution | 3 × 3 × 512 | 2             | ReLU       |
|          | Convolution | 1 × 1 × 2048|               |            |
|          | Output      | 2          | –             | SVM        |
force the generative network to reconstruct the input images while making \( z \) follows the normal distribution.

The decoder takes the latent representation, \( z \), as input and generates parameters for the data’s probability distribution, as well as weights of prejudice \( \theta \). The decoder is denoted by \( P_\theta(x|z) \). The loss function is the negative log-likelihood function defined as follows [20].

\[
L(\varphi, \theta) = L1 + L2
\]

\[
L1 = -E_{z \sim Q_\varphi(z|x)} [\log P_\theta(x|z)]
\]

\[
L2 = KL(Q_\varphi(z|x) \parallel p(z))
\]

The loss is made up of two terms. Next, consider the reconstruction loss, which is the data’s predicted negative log-likelihood. This phrase compels the decoder to learn how to decrypt the data. The regularizer is the second word. The divergence between the encoder’s distribution \( Q_\varphi(z|x) \) and the predefined distribution \( p \) is the Kullback-Leibler divergence (z). Assuming that \( p(z) = \mathcal{N}(0, 1) \), the regularizer makes the latent representations, \( z \), adhere to the usual normal distribution. To optimise the loss in relation to CVAE network parameters \( \varphi \) and \( \theta \), we use stochastic gradient descent. We employ the convolutional variational auto-encoder (CVAE) models for the different classes to learn the joint distribution \( P(X_i) \) of input features over the small training images \( X_i \) for each class \( i \). After finishing the training phase, the network can generate new lung images by sampling the latent variables \( z \sim \mathcal{N}(0, 1) \), then decode \( z \) to get a new lung image sample \( \hat{x} \). So, one can convert a small imbalanced dataset to a larger balanced one. The large dataset generated by the generator network is then fed into the classifier.

Initially, at iteration 100 from the training of generator network, the generator produces vague lung images. As more one increases training iterations, as more one gets clearer CXR lung images that reflect the typical patterns in the CXR lung images.

### 2.4 Classifier model

The ResNet50 plays an important role in the classification field. This deep learning model is pre-trained on the ImageNet [10] dataset (1.3 million natural images) with
1000 classes. The patch size for these images is 224 × 44 pixels, having three color channels. The CXR lung images will be concatenated along its third dimension to completely leverage these deep models in this work. Moreover, instead of 1000 classes, the final classification layer is replaced by a new layer for the classification of two classes: normal and pneumonia. Then, certain parameters must be set in order to begin fine-tuning the CXR lung dataset. Firstly, the number of iterations and the learning rate are adjusted to 10^6 and 10^{-5}, respectively, in the ResNet50 classifier. The epoch number is 50, and it is found that the momentum should be 0.8, and the weight decay is set to 5 × 10^{-4}. These settings are used to ensure that the conditions for medical lung cancer diagnosis are fine-tuned.

### 3 System performance

A classifier can be analyzed using a number of machine assessment metrics such as the accuracy, AUC, the precision, and the F1 score.

**Accuracy** The classifier’s accuracy is the percentage of accurate predictions it makes and is represented as [27].

\[
\text{Accuracy} = \frac{TP + TN}{TN + FP + FN + TP}
\]  

(4)

where \(TP, FN, TN, \) and \(FP\) denote True Positive, False Negative, True Negative, and False Positive, respectively.

**Precision** Precision is defined as the proportion of correctly predicted positive observations to the total number of predicted positive observations [27].

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  

(5)

**F1 score** The F1 score is determined by taking the weighted average of precision and recall. It is used as a statistical tool to evaluate the classifier’s accuracy. As a result, this score finds all false positives and false negatives [27].

\[
F1 = \frac{2 \times (\text{Precision} \times \text{Sensitivity})}{\text{Precision} + \text{Sensitivity}}
\]  

(6)

**Area under the ROC curve (AUC)** In the medical diagnostic scheme, the AUC is used, which describes a method for analyzing models depending on the average of each point on the ROC curve. A model with a higher AUC value performs best as a classifier.

**Receiver operating characteristic (ROC)** The true positive rate (TPR) as a function of the false positive rate (FPR) is known as ROC curve. The sensitivity (recall) is defined as TPR and is represented as [27].
\[ Sensitivity = \frac{TP}{TP + FN} \] (7)

4 Results and discussion

The CXR is a critical instrument used to measure lung disorders in order to show the efficacy of the proposed system. With a Softmax classifier, the ResNet50 classifier is used to identify the selected radiograph images as benign or malignant.

The performance of the lung tumor classification framework depends on a combination of generator model parameters and classifier model parameters. There are three distinct framework settings.

4.1 Classifier model

The deep convolutional neural network is used as a classifier model. The network is trained using the small training dataset (after pre-processing). The network architecture is described in Sec. 2.4. Table 1 summarizes the classifier parameters.

4.2 Transfer learning

A pre-trained modified VGG network followed by a dense layer with 256 neurons and the output layer with two neurons is trained using the small training dataset (after pre-processing). The RMSprop is used as an optimizer with a learning rate of 0.0004. The loss function is categorical cross-entropy. The dropout rate is chosen to be 0.5.

4.3 Proposed framework

Our proposed framework includes two networks: the generator network and the classifier. The preprocessed images are used to train the generator network described in Sec. 2.3. With increasing the training time (i.e. number of training iterations), the network generates clearer images that eventually reflect the typical pattern of the lung CXR images. We used the generator network to convert the original small training dataset to a larger one with 1000 samples (500 for each class). The newly generated large dataset is then used for training the classifier network for detection. The classifier network is described in Sec. 2.4. We tried different architectures for the generator and the classifier networks. Tables 1 and 2 contain the generator and the classifier best parameters in terms of the detection accuracy.

| Table 3 Distribution of CXR images |
|-----------------------------------|
| CXR Database: Images (Normal 1585 and Pneumonia 4275) |

| Age Range of patients (Years) | 30–40 | 41–50 | 51–60 | 61–70 | >70 |
|------------------------------|-------|-------|-------|-------|-----|
| 1120                         | 1460  | 1830  | 865   | 585   |

| Patients Gender | Male | Female |
|-----------------|------|--------|
| 3984            |      | 1876   |


| Model                     | value of k-fold | Accuracy | AUC  | Sensitivity | Precision | Specificity | F1 score |
|--------------------------|----------------|----------|------|-------------|-----------|-------------|----------|
| Variational auto encoder+ ResNet50 | 1              | 98.88    | 99.73 | 98.87       | 97.89     | 97.35       | 97.88    |
|                           | 2              | 98.98    | 99.67 | 97.79       | 97.97     | 97.68       | 97.99    |
|                           | 3              | 98.89    | 97.86 | 98.86       | 96.88     | 96.78       | 96.86    |
|                           | 4              | 98.79    | 98.48 | 97.94       | 97.86     | 97.88       | 97.96    |
|                           | 5              | 98.97    | 98.54 | 98.88       | 97.99     | 97.65       | 98.76    |
| **Average Results**       |                | 98.91% ±0.22 | 98.85% ±0.29 | 98.46% ±0.31 | 97.72% ±0.26 | 97.46% ±0.29 | 97.89% ±0.28 |
| ResNet50                  |                | 95.35% ±0.38 | 95.85% ±0.43 | 94.99% ±0.21 | 95.65% ±0.32 | 95.88% ±0.22 | 95.78% ±0.38 |
| CNN                      | Average Results| 92.88% ±0.18 | 91.98% ±0.25 | 92.68% ±0.13 | 92.67% ±0.14 | 91.99% ±0.23 | 92.87% ±0.24 |
| Transfer learning         | Average Results| 94.35% ±0.35 | 93.99% ±0.32 | 94.21% ±0.29 | 94.65% ±0.28 | 94.85% ±0.18 | 94.34% ±0.37 |
Finally, the proposed framework consists of two different models for two different functions. The generator model target is to generate more data samples for each class in a small class-unbalanced data. On the other hand, the classifier model is used only for classification. The generator model needs to be trained first to generate the synthetic samples. The original samples and the synthetic ones are then used for training the classifier. Hence, the two networks cannot be trained in an end-to-end manner. The generator network can be employed dependently from the classifier network. It can be used to generate more data samples for any image-based machine learning problem that needs a dense balanced dataset for training. The classifier, on the other hand, is used for any image-based classification. Hence, our framework is general for different detection and classification problems as one can replace the classifier of the lung tumor detection with another one that handles another problem (e.g. grading the tumors).

Table 3 presents the details of data set distribution. The k-fold cross-validation procedure is used to verify the diagnosis outcomes [26]. In k-fold cross-validation, data is randomly divided into k groups of roughly equal size, and each group is used once for testing and (k-1) times for training. In our work, k-fold values ranging from 1 to 5 are used, and the average classification results for all k-fold value and standard deviation of the ResNet50 and variational auto encoder with ResNet50 using CXR database are shown in Table 4. Table 4 summarizes the performance metrics such as Accuracy, AUC, Sensitivity, Precision, Specificity and F1-score for the different approaches. The results reveal that the different approaches can classify the positive

![Fig. 3 Our proposed framework accuracy](image)

| Reference | Data set      | Accuracy (%) | Sensitivity | Specificity |
|-----------|---------------|--------------|-------------|-------------|
| [25]      | Chest X-Ray   | 92.10        | –           | –           |
| [13]      | LIDC-IDRI     | 94.75        | 94.7        | 95.1        |
| [33]      | LIDC-IDRI     | 94.6         | 94.8        | 94.3        |
| [9]       | LIDC-IDRI     | 93           | 89          | –           |
| [18]      | LIDC-IDRI     | 84.2         | 84.3        | 84          |
| [30]      | LIDC-IDRI     | 95           | 93.5        | 90.2        |
| Our proposed framework | Chest X-Ray | **98.91** | **98.46** | **98.89** |
samples (i.e. the samples that have a tumor) as good as the negative samples. Finally, the table shows that our proposed framework can detect tumors better than other approaches. This is because of the ability of the generative model to augment the classifier with newly generated samples which highlights the promise of the proposed framework as an accurate low-overhead lung tumor detection system.

For example, in 5-fold cross-validation, data is randomly divided into five classes, with one group serving as a testing set and the other four serving as a training set. Averaging the classification outcomes of the five rounds yields the 5-fold average classification accuracy, sensitivity, precision, and AUC. This approach ensures the validity of the current data. The proposed framework acquired 98.91% overall detection accuracy, 98.85% AUC, 98.46%
sensitivity, 97.72% precision, 97.89% F1 score and 1.2334 s computational time on a Kaggle Notebook GPU cloud (2 CPU cores and 13 GB RAM) using Python software outperforming state-of-the-art approaches which highlight the promise of the proposed framework. Table 5 explains a comparison between different classification methods based on different Convolutional Neural Networks (CNN) architectures and datasets and our newly proposed models.

When compared to other approaches, the suggested system achieves the best accuracy (98.91%). Furthermore, the suggested model has a higher AUC than the other structures found in the literature. The relation in Table 4 demonstrates that the planned work outperforms other current schemes. Figures 3 and 4 demonstrate the efficiency of the proposed models by contrasting the consistency and loss between experiments and the training CXR lung dataset, indicating that the training and validation datasets are adequately representative. These graphs are known as learning curves, and are widely used as diagnostic methods for our models that learn incrementally from a training dataset. With each modification during testing, the model can be tested on the training dataset and a hold out validation dataset, and graphs of the assessed results can be generated to display learning curves. These curves demonstrate that the

![Fig. 6 An example of CXR dataset classification: (a) True Positive, (b) True Negative, (c) False Negative, (d) False Positive](image)

![Fig. 7 Effect of number of generated samples on the accuracy](image)
Fig. 8 Different optimizers of our proposed algorithm (RMSprop, Adam and SGD)

Fig. 9 Effect of number of training epochs (iterations) on the generator training accuracy
proposed models greatly improve precision. Figure 5 illustrates image extracts from the research CXR dataset. Furthermore, Fig. 6 displays a classifier visualization on four patients. The classifier properly diagnoses patients A and B. The classifier wrongly diagnoses patients C and D. Both figures demonstrate that the efficiency of our model rapidly increases and stabilizes to greater than 97% accuracy. This paper demonstrates that deep learning models can accurately classify XCR lung pictures. Figure 7 shows the effect of increasing the number of additional generated training samples on the system accuracy. The figure shows that, as expected, increasing number of training samples increases the system accuracy due to the increase of the quality of the learned model. The good news is that the system performance saturates after about 4000 samples.

4.4 Discussion and limitations

Given the heuristic nature of deep learning models, one cannot generalize the model parameters on the different lung cancer input datasets. However, the different lung cancer datasets share the same input features and class labels. These input features and target labels are first turned into some initial input vector space and target vector space. Each layer, in the deep learning model, operates one simple transformation on the data that goes through it. The model layers perform a complex nonlinear transformation, and is broken down into a series of simple ones. This complex transformation attempts to map the input space to the target space. This transformation is parametrized by the weights of the layers, which are iteratively updated based on how well the model is currently performing. The key property that makes the model converges is that it must have a differentiable transformation, which is required in order to be able to learn the model parameters via gradient descent. Initially, the best model parameters are unknown. Then, theoretically, by minimizing the cost function in Eq. (1), you will find the best parameter values. The way to do this is to feed a training dataset into the model and adjust the parameters iteratively to make the cost function as small as possible.
To this end, we experiment with the different optimizers (e.g. RMSprop, Adam and SGD) to minimize the negative log-likelihood loss in Eq. (1) for the first 2000 iterations as shown in Fig. 8. The figure shows that the SGD optimizer performs better than RMSprop and Adam. Figure 9, shows the effect of the number of training epochs (iterations) on the generator training accuracy. The figure shows also that the model accuracy saturates after 2000 iterations. Figure 10, further, displays the effect of choosing the learning rate on the generator accuracy. The generator model archives the best accuracy at 0.0001.

5 Conclusion

In this paper, a novel generalized framework for lung cancer detection and classification is introduced. The proposed framework used two different deep models in two different phases. The first was a convolutional variational generative Auto-encoder model. It worked offline to convert a small class-unbalanced dataset to a larger balanced one. The second was the ResNet50 classifier which was trained in the offline phase using the large balanced dataset to classify CXR images into benign and malignant in the online phase. The accuracy, sensitivity, precision, AUC, F1 score and computational time are utilized to judge our system performance. A retraining scenario is introduced, where the training is initialized by weights of a network that has already been trained using another dataset. This work is very helpful and proves that there is no need for human interface with pre or post processing or hand-crafted features. The robustness of the proposed framework is investigated by evaluating the learning curves. Also, the proposed systems are compared with other recent systems, and the obtained results show the superior performance of the proposed systems. The ResNet50 classifier achieves the best performance: 98.91% accuracy, 98.85% AUC, 98.46% sensitivity, 97.72% precision and 97.89% F1 score and computational time 1.2334 s. For future work, we are extending our work to address different detection and classification tasks such as brain tumor detection and classification. Moreover, we are modifying our framework to use other generative models such as generative adversarial network.
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