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We consider charge and thermal transport properties of magnetically active paramagnetic molecular dimer. Generic properties for both transport quantities are reduced currents in the ferro- and anti-ferromagnetic regimes compared to the paramagnetic and efficient current blockade in the anti-ferromagnetic regime. In contrast, while the charge current is about an order of magnitude larger in the ferromagnetic regime, compared to the antiferromagnetic, the thermal current is efficiently blockaded there as well. This disparate behavior of the thermal current is attributed to current resonances in the ferromagnetic regime which counteract the thermal flow. The temperature difference strongly reduces the exchange interaction and tends to destroy the magnetic control of the transport properties. The weakened exchange interaction opens up a possibility to tune the system into thermal rectification, for both the charge and thermal currents.

I. INTRODUCTION

Thermal transport properties in molecular junctions can be of electronic origin or mediated through lattice vibrations [1]. There has been an increasing interest in the study of thermal properties in molecular junctions [2–5], stimulated by experimental observations [2]. Several realizations of tunneling junctions comprising noble metal electrodes and polymers that absorb, emit, and transmit thermal have been reported [4, 6]. The interest is, moreover, driven from the perspective of information science and technology with respect to entropy production rate [3, 7] and the meaning of the thermodynamics in low dimensional systems [3, 8, 9]. This was motivated by the discovery of conducting polymers and solitonic electronic transport mechanisms discovered by Shirakawa, see [10] and references therein. By this discovery polyacetylene became the test bench, bridging the gap between organic and inorganic chemistry regarding electronic transport [11–13]. Since then, charge transport has been extensively studied theoretically and experimentally in molecular junctions [15–25]. From the same standpoint, thermal transport studies were conceived and came to be conclusive in the upcoming years [2]. Subsequently, several theoretical studies demonstrated the possibility to conduct both thermal and charge through tunneling junctions [26–34], both in presence and absence of lattice vibrations, although there is no generic framework that successfully is capable of describing the thermodynamic properties of nano junctions [8, 14, 35].

Theoretical predictions suggest all electrical control for both reading and writing spin states in molecular dimers [51, 52]. This prediction is based on the (electronically mediated) indirect exchange interaction between the localized spins which controls the charge transport properties [51, 52]. Similar effects were reported in Ref. [6], where the spin ground state of a single metal complex is electrically controlled, imposing transition between high ($S = 5/2$) and low ($S = 1/2$) spin configurations in a three terminal device.

Here we build on the previous predictions made in Ref. [51, 53] for dimers of magnetic molecules in which the effective spin-spin interactions are mediated by the properties of the delocalized electrons and extend to thermally induced magnetic and transport properties. In particular we study thermal transport and its response to changes of the magnetic configurations. Our set-up pertains to, for instance, M-phthalocyanine (MPC), M-porphyrins, where M denotes a transition metal atom [61–64], e.g., Cr, Mn, Fe, Co, Ni, Cu, and also to bis(phthalocyaninato)R (TPC$_2$) [65, 66], where R denotes a rare earth element, e.g., Tb. Such molecules can be investigated in, for example, mechanically controlled break-junctions [66, 67], in carbon nanotube assemblies [65] and scanning tunneling microscope [62, 63].

We consider thermal and charge transport as the result of the electrothermal control of the junction. Accordingly, we investigate the charge and thermal conductance with respect to the bias voltage and thermal gradient across the junction. With this background we, furthermore, consider a non-equilibrium analogue to the Seebeck coefficient defined as the ratio between the differential conductances with respect to the thermal gradient and bias voltage, introduced in [68]. By the same token, we consider the ratio of the energy differentials with respect to the thermal gradient and the bias voltage. Our predictions and results are based on non-equilibrium Green functions defined on the Keldysh contour.

Throughout this study we consider spin degenerate con-
ditions in that we assume non-magnetic metals in the leads as well as the absence of externally applied magnetic fields. The advantage with this set-up, compared to designs based on ferromagnetic leads is that the dipolar and quadrupolar fields considered in Ref. [69] here becomes vanishingly small. Therefore the effective isotropic electron mediated spin-spin interactions dominates the properties and control of the molecular dimer. In this sense, our system would serve as a representation of paramagnetic spintronics, or *paratronics*.

### II. METHODS

#### A. Magnetic molecular dimer in a junction

The specific set-up we address in this article comprises a dimer of paramagnetic molecules which are embedded in series in the junction between normal metallic leads, see Figure 1 (a). Each paramagnetic molecule comprises a localized spin moment which is embedded in a ligand structure, where the *sp*-orbitals define the spin-degenerate HOMO or LUMO orbitals. We assume that the *d*-, or, *f* -orbitals that constitute the molecular spins, hybridize only weakly with the *sp*-orbitals, allowing to consider the spin moment in the localized moment picture. As such, the localized moment interacts with the delocalized electrons only via local exchange. We also neglect spin-orbit coupling in the molecular orbitals as well as considering them in single electron form, which is typically justified for the *sp*-electrons. The molecular orbitals couple via tunneling both to one another and to the adjacent lead.

We model this set-up using the Hamiltonian

\[
\mathcal{H} = \mathcal{H}_M + \mathcal{H}_{\text{int}} + \mathcal{H}_L + \mathcal{H}_R + \mathcal{H}_T. \tag{1}
\]

Here, the molecular HOMO or LUMO levels are defined by

\[
\mathcal{H}_M = \sum_{\sigma} \left( \sum_{m \in \{L,R\}} \varepsilon_m d_{m \sigma}^\dagger d_{m \sigma} + T_c (d_{L \sigma}^\dagger d_{R \sigma} + H.c.) \right), \tag{2}
\]

where \(d_{m \sigma}^\dagger \) (\( d_{m \sigma} \)) creates (annihilates) an electron in the left (L) or right (R) molecule at the energy \( \varepsilon_m = \varepsilon_0 \) and spin \( \sigma = \uparrow, \downarrow \), whereas \( T_c \) defines the tunneling rate between the molecules. Internally in molecule \( m \), the localized spin moment \( s_m \) interacts with the electron spin \( s_m = \sum_{\sigma \sigma'} d_{m \sigma}^\dagger \sigma \sigma' d_{m \sigma'} / 2 \), where \( \sigma \) is the vector of Pauli matrices, via exchange

\[
\mathcal{H}_{\text{int}} = \sum_{m \in \{L,R\}} v_m s_m \cdot S_m, \tag{3}
\]

where \( v_m \) is the exchange integral, and we assume that \( v_m = v \). We focus on the case with non-magnetic leads,

\[
\mathcal{H}_{L/R} = \sum_{k \sigma L/R} \varepsilon_k c_{k \sigma}^\dagger c_{k \sigma}, \tag{4}
\]

where \( c_{k \sigma}^\dagger \) creates an electron in the left (L; \( k = p \)) or right (R; \( k = q \)) lead at the energy \( \varepsilon_k \) and spin \( \sigma \). Tunneling between the leads and molecules is described by

\[
\mathcal{H}_T = \sum_{p \sigma} T_L \varepsilon_p^\dagger d_{Lp \sigma}^{\dagger} + \sum_{q \sigma} T_R \varepsilon_q^\dagger d_{Rq \sigma}^{\dagger} + H.c. \tag{5}
\]

and we define the voltage bias \( V \) across the junction by \( eV = \mu_L - \mu_R \), where \( \mu_L, \mu_R = \mu = L, R \), denotes the electrochemical potential of the lead \( \chi \).

In this way \( \mathcal{H}_0 = \mathcal{H}_L + \mathcal{H}_R + \mathcal{H}_T + \mathcal{H}_M \) provides a spin-degenerate background electronic structure which mediates the exchange interactions between the localized spin moments in \( \mathcal{H}_{\text{int}} \). The spin-degeneracy implies that these interactions are purely isotropic [51, 53], such that we retain the Heisenberg model only for the spins.

#### 1. Exchange interactions

It has been shown that the Hamiltonian in Eq. (1) gives rise to the effective spin model [53]

\[
\mathcal{H}_S = \sum_{m,n} \left( J_{mn} S_m \cdot S_n + D_{mn} \cdot [S_m \times S_n] + S_m \cdot I_{mn} \cdot S_n \right). \tag{6}
\]

Here, the parameter \( J_{mn} \) denotes the isotropic Heisenberg interaction, whereas \( D_{mn} \) and \( I_{mn} \) respectively denotes the Dzyaloshinskii-Moriya and Ising interactions which both introduce anisotropic interactions into the system. In the present
The exchange interaction $J$ (units: meV) between the molecular spins is given by the voltage bias $V$ and temperature difference $\Delta T = T_R - T_L$ for different gating conditions, such that $\epsilon_0 - \mu = 0, 1, 2, 3$ meV. Other parameters are as in Figure 1.

In this paper, we treat the spin dimer as a closed system in the sense that we require a conserved number of particles for which the occupations of the states are given by the Gibbs distribution. This is a valid approximation for localized spins where the hybridization with the surrounding itinerant electrons is small such that nature of the localized electrons can be described in terms of a Kondo-like model rather than a fluctuating spin model in the sense of the Hubbard or Anderson models.

The spin-spin interactions are, nevertheless, influenced by the tunneling current that flows through the molecular complex. In such set-ups, the effective magnetic interaction parameter $J$ between the two spins can be calculated using the expression, see Refs. [51, 53],

$$J = -\frac{T^2}{8\pi} \sum_k f_k(\omega)(\omega - \epsilon_0, \omega) \left(\frac{\omega - \epsilon_0}{\omega - \epsilon_0 + i\Gamma / 2}\right)^2,$$

where $\Gamma = \sum_{\lambda=L,R} \Gamma^\lambda$, with $\Gamma^\lambda = 2\pi \sum_{k \epsilon \varepsilon} \Gamma^\lambda \delta(\omega - \epsilon_k)$, is the coupling to the leads, and $f_k(\omega)$ is the Fermi function at the chemical potential $\mu_k$. Here, we have assumed that the molecular level $\epsilon_m = \epsilon_0, m = L, R$, and that the local exchange coupling $v_m = \nu$, which is reasonable for equivalent molecules.

We remark here that for a more general molecular assembly, that is, non-equivalent molecules and asymmetric couplings to the leads, the above expression for the exchange interaction should be replaced by the general formulas given in Ref. [53]. While this article is focused on dimers with equivalent molecules coupled symmetrically to the leads, we briefly discuss deviations from this case below.

Notice that while the exchange interaction is defined in terms of the two-electron propagator $\langle -(t)T(s(t)s(t')) \rangle$ [53], we employ the de-coupling approximation $\langle -(t)sp\sigma G_{22}(t,t')\sigma G_{22}(t',t) \rangle$. Here, $G_{mn}(t,t')$ is a single-electron Green function for the molecular orbitals projected onto the sites $m$ and $n$, whereas $sp$ defines the trace over spin $1/2$ space. This approximation is justified when neglecting local correlations; here the couplings to the localized spins. An obvious improvement would be to include these correlations and solve the two-electron propagator in a self-consistent scheme along with the Dyson equation for the single electron Green functions. However, since such an approach unavoidably also would include self-consistent calculations of the exchange and the spin configurations, and as we are mainly interested in qualitative effects, this is far beyond the scope of the present article.

2. Non-equilibrium variations

The salient features of the voltage bias dependence of $J$ and the corresponding occupation of the spin states in the dimer are plotted in Figure 1 (b), (c) for the case with $\epsilon_0 - \mu = 1$ and a temperature difference of 5 K (for other parameters, see the figure caption). For the details about the interdependence between the electronic structure in the molecular orbitals and the spin-spin exchange we refer to Refs. [51, 53]. The temperatures of the leads are included in the respective molecular orbitals and the spin-spin exchange depend, see Eq. (7). In addition to the dependencies on the temperature of the leads, the exchange also depends on the energy of the molecular levels. These dependencies are illustrated in Figure 2, which shows the exchange interaction energy as function of the voltage bias and temperature difference for different energies $\epsilon_0 - \mu$. There is a clear distinction between the situation in panel (a) compared to panels (b) – (d), which originates in the level position relative to $\mu$.

First, whenever the localized level $\epsilon_0 - \mu = 0$, the molecular bonding (at the energy: $\epsilon_0 - \mu = 0$) and anti-bonding (at the energy: $\epsilon_0 + \mu$) orbitals are centered symmetrically around $\mu$ which leads to that the influences from the left and right leads is symmetric with respect to voltage bias and independent of whether the source or drain electrode is warmer than the other. The situation is schematically depicted in Figure 3 (a), (b). The first thing to notice is a weakening of the exchange interaction caused by the increased thermal spread of the electrons in the hot reservoir, compared to the cold reservoir. In equilibrium, then, in comparison to the cold reservoir the hot reservoir contains a larger number of electrons above and below both molecular orbitals which contribute to an anti-ferromagnetic interaction and simultaneously a smaller number of electrons that contribute to the ferromagnetic exchange. This results in a weaker ferromagnetic interaction, which is verified in the simulations, see Figure 2 (a). The analogous argument holds for finite biases in the anti-ferromagnetic regime, however, utilized in the opposite way. Due to the thermal distribution of the electrons, there are electrons in the hot reservoir contributing to both the ferromagnetic and anti-ferromagnetic exchange which results in an effectively weaker anti-ferromagnetic exchange, see Figure 2 (a). Moreover, since the thermal distribution of the electrons is symmetric around the pertinent chemical potential, the effect is equal regardless of the polarity of the voltage bias across the jun-
tion, which basically indicates voltage bias symmetric transport properties of the junction under these conditions.

Next, whenever the molecule is gated such that the localized level $\varepsilon_0$ is off-set from the chemical potential $\mu$, a finite temperature difference do generate an asymmetry with respect to the voltage bias, see Figure 2 (b) – (d). One can convince oneself that the exchange is symmetric with respect to the voltage bias at vanishing temperature difference, however, in general the asymmetry is conspicuous. Under the given conditions, $\varepsilon_0 - \mu > 0$ and variable $T_R$ with $T_L = 4$ K fixed, the ferromagnetic regime at positive voltages remains nearly unaffected by changes in the temperature difference. This can be schematically understood from the sketch in Figure 3 (c), showing $\mu_L$ lying between the molecular orbitals. Then, the narrow thermal spread of the electrons in the left lead maintains a strong contribution to the ferromagnetic exchange while the contribution from the right lead is negligible more or less independently of its temperature. By the same token one can understand that the ferromagnetic regime for negative voltages is extremely sensitive to the temperature of the right lead, see Figure 3 (d). Under these conditions, the exchange interaction is dominated by the contribution from the right lead while the contribution from the left lead is negligible. Hence, at elevated temperatures there are competing contributions to the exchange of both ferromagnetic and antiferromagnetic nature which leads to a very weak ferromagnetic exchange that weakens with increasing temperature difference.

3. Deviations from perfectly equivalent and symmetric dimers

In realistic situations one can expect that the local parameters vary from molecule to molecule, although they are meant to be considered as equivalent. Here, we briefly discuss some implications on the indirect exchange interaction under different local exchange integrals $V_m$, finite level off-set $\Delta = \varepsilon_L - \varepsilon_R$, between the molecular levels $\varepsilon_m$, and asymmetric couplings to the leads.

For instance, for non-equivalent molecules such that $\varepsilon_1 \neq \varepsilon_2$, the exchange interaction $J$ tends to become strongly asymmetric with respect to the voltage bias, see for instance Ref. [51]. It may even lead to situations where $J$ is ferromagnetic (negative) for one polarity of the voltage and antiferromagnetic (positive) for the opposite. In those situations, one would expect the resulting transport properties to be significantly different for the two voltage polarities, something that was also verified by a strong rectification property [51].

Except for the strong dependence of the exchange interaction on the level off-set between the two molecules, the dimer structure is remarkably robust against small variations and asymmetries in the couplings $\Gamma^u$ to the leads as well as to inequalities in the local Kondo exchange couplings $V_m$. Differences of up to 20 % between the couplings of the two molecules do not leads to any essential variations in the exchange interaction and are, therefore, not expected to be detrimental to the transport properties either.

![Fig. 3](color online) The combined role of the voltage bias and temperature difference on the tunneling conditions for (a), (c) positive and (b), (d) negative bias, and (a), (b) symmetric and (c), (d) asymmetric molecular orbitals around $\mu$ (dashed). The left (right) lead is defined at the temperature $T_L (T_R)$ and chemical potential $\mu_L (\mu_R)$; in the figure $T_L < T_R$ and $\mu_L - \mu_R = eV$. A low (high) temperature sustains a sharp (fuzzy) boundary between the occupied and unoccupied electron states in the metal.

4. Spin expectation values

For later purpose we introduce the notation $\langle S^z \rangle$ for the expectation values which are projections onto the molecule $\chi$ of the total spin expectation value $\langle S \rangle$ of the dimer. The expectation value $\langle S \rangle$ is calculated with respect to the spin Hamiltonian $H_S = J S_L \cdot S_R$, with $J$ obtained from Eq. (7). As we are considering the individual moments to remain in their ground states under all conditions, the restricted Hilbert space corresponding to this set-up is four dimensional labeled by the states, say, $\{|\uparrow\uparrow\rangle, |\uparrow\downarrow\rangle, |\downarrow\uparrow\rangle, |\downarrow\downarrow\rangle\}$, where the first (second) entry corresponds to the left (right) spin. Then, the projected expectation value is calculated by the expression $\langle S^z \rangle = \langle \sigma\sigma' \langle \exp[-\beta(\varepsilon_S - \mu_S)] S_L^z \sigma \sigma' \rangle \langle \sigma \sigma' \exp[-\beta(\varepsilon_S - \mu_S)] \sigma \sigma' \rangle \rangle$, where the operator $S^z$ is expressed in the basis of the dimer. Here, also $\beta = k_B^{-1}$ represents the average temperature of the two leads. Although this appears to be a severe simplification, it turns out that the spin occupation numbers vary slowly as function of the temperature in the current set-up, which justifies this simplistic treatment.

We remark here that any temperature mediated by the tunneling electrons vanish under the present condition in the employed approximation. To clarify this point, we notice that the effective spin model introduced in Eq. (6) in principle also
contains the contribution

\[ \mathcal{H}_e = -g\mu B \cdot \sum_m S_m, \quad (8) \]

where the magnetic field \( B \) is proportional to the current through the junction, see, e.g., Refs. [53–55, 74–76]. This field provides a torque on the localized spin, however, only when the spin-degeneracy is broken in the current. In other words, this current induced magnetic field vanishes whenever the tunneling current is spin-degenerate. Hence, since our set-up is spin-degenerate by construction, the current induced magnetic field does not generate any renormalization of the localized spin and, in particular, the temperatures of the leads are not transmitted via the charge current to the spins.

B. Transport formulas

Here, we will briefly go through and summarize the approach we employ to study the transport properties governed by the molecular spin dimer. First, the currents under interest are the charge and thermal currents, which are defined for the flows through interface \( \chi \) as

\[ I^k_{E} = -eI^k_{N}, \quad (9a) \]
\[ I^k_Q = I^k_{E} - \mu I^k_{N}, \quad (9b) \]

respectively, where \( I^k_{E(N)} \) denotes the energy (particle) current through the junction. Second, we notice that the energy and particle currents through the system are defined as the rate of change of the energy and the particle number, respectively. Concerning the particle flux, conservation of particles ensures that the rate of particles passing through one of the interfaces equals the corresponding rate at the other interface. However, the component in the thermal current that is generated by the particle flux is not a conserved quantity [70]. This problem can be avoided by considering the local entropy production rate in the molecular dimer, expressed through \( I_Q = I^L_Q - I^R_Q = (-I^E_E - \mu I^E_N)/2 - (-I^E_R - \mu R^E_N)/2 \). Then, since the particle contribution can be written as \( -\mu I^E_N/2 = -\mu I^N_L/2 \) and since we measure all energies relative to the chemical potential \( \mu \), which is effectively zero, the particle contribution to the thermal current vanishes.

We remark here that the terminology entropy production rate for the quantity \( I_Q \) is justified in the stationary regime since then the heat current \( I^L_Q \), \( \chi = L, R \), flowing through the left or right interface equals the corresponding entropy flow \( I^S \) multiplied by the temperature, \( T \chi I^S \). This can be understood by considering that the rate of change of the non-equilibrium grand potential vanishes in the stationary regime, \( \partial_t \Omega = 0 \), which yields \( T \partial_t S = \partial_t \langle \mathcal{H} \rangle - \mu \partial_t \langle N \rangle \). On the one hand, the entropy production rate is given by the difference of the entropies flowing through the left and right interface, \( \partial_t S^L - \partial_t S^R \), with dimensions energy divided by temperature and time. On the other hand, the well defined and calculable quantity is here defined by the thermal currents \( I^S_Q \) and, due to the strong intimacy between the two quantities \( \partial_t S^x \) and \( I^S_Q \), we shall use the term energy production rate for \( I_Q \) with dimensions energy divided by time.

We express the fluxes at the interface \( \chi \) in the generic forms

\[ I^S_{E} = \frac{d}{dt} \langle \mathcal{H}_{E} \rangle = -2T \chi \text{Im} \sum_{k\sigma} \epsilon_k (-i) F^C_{k\chi \sigma}(t, t), \quad (10a) \]
\[ I^S_{Q} = \frac{d}{dt} \langle N_{E} \rangle = -2T \chi \text{Im} \sum_{k\sigma} (-i) F^C_{k\chi \sigma}(t, t), \quad (10b) \]

where we have defined the lesser form \( F^C_{k\chi \sigma}(t, t') \) of the transfer Green function \( F_{k\chi \sigma}(t, t') \) of the transfer Green function \( F_{k\chi \sigma}(t, t') \). Using standard theory [71] and restoring \( \hbar \), the currents can be compactly written on the form

\[ I^S_E = (-i) \frac{\Gamma^T}{\hbar} \text{sp} \int \omega (f_{\chi}(\omega) G^\chi(\omega) + f_{\chi}(\omega) G^{\chi\ast}(\omega) ) \frac{d\omega}{2\pi}, \quad (11a) \]
\[ I^S_Q = (-i) \frac{\Gamma^T}{\hbar} \text{sp} \int \omega (f_{\chi}(\omega) G^{\chi\ast}(\omega) + f_{\chi}(\omega) G^{\chi}(\omega) ) \frac{d\omega}{2\pi}. \quad (11b) \]

Here, sp denotes the trace over spin 1/2 space whereas \( G^{\chi<\chi'}_{\chi'} \), \( \chi = L, R \), denotes the \( 2 \times 2 \)-matrix Green function of the molecule adjacent to the lead \( \chi \).

1. Derivation of the molecular Green function

We make further analytical progress by constructing an explicit expression for the Green function \( G_{\chi} \). To this end we include the broadening effects from the couplings to the leads as well as the inter-molecular tunneling and intra-molecular exchange interactions with the localized spin moments. These presumptions lead to that we can write the retarded/advanced Green functions \( G_{\chi} \) weighted on molecule \( \chi \) as [51]

\[ G^\chi_{\chi \chi'}(\omega) = \frac{1}{2T^2} \sum_{\chi \chi'} T^\chi_{\chi \sigma}^0 - 2S^\chi L^\chi R^\chi \sigma \frac{\omega - \epsilon_0}{\pi}, \quad (12) \]

where the excitation energies \( \epsilon_0 = \epsilon_0 \pm 2T^\chi_{\chi \sigma}^0 / 2 \) and \( T^2_{\chi} = \hbar^2 (S^\chi_L - S^\chi_R)^2 + 4T^\chi_{\chi \sigma}^0 \).

The Green function \( \mathcal{G} \) for the full dimer system is a \( 4 \times 4 \)-matrix \( \mathcal{G} = \{ G_{\chi \chi'} \}_{\chi \chi'}^{\chi \chi'} \) in which each entry is a \( 2 \times 2 \)-matrix \( G_{\chi \chi'} = \{ G_{\chi \chi'} \}_{\chi \chi'}^{\chi \chi'} \). Here, the subscripts \( \chi, \chi' \) refer to the left (right) molecule if \( \chi \chi' = L \chi' = LL \) and coupling between the molecules for \( \chi \chi' = LR \) or \( \chi \chi' = RL \). For brevity, we write \( G_{\chi \chi'} = G_{\chi} \). Each entry is defined by

\[ G_{\chi \chi'}^\chi_{\sigma \sigma'}(z) = \langle (d_{\chi \sigma'}[d_{\chi \sigma'}^\dagger])^{-1} (z) \rangle = \int (-i)(T^\chi_{\chi \sigma}^0(t))d_{\chi \sigma'}^\dagger(t')e^{-iz(t-t')}dt'. \quad (13) \]

The equation of motion for \( \mathcal{G} \) can be summarized in the Dyson equation

\[ \mathcal{G} = \mathcal{G}_0 + \mathcal{G}_0 \Sigma \mathcal{G}, \quad (14) \]

where \( \mathcal{G}_0 \) is the bare Green function for the coupled molecules, however, without couplings to the leads, whereas
\[ G_{L R}^{\pm\sigma}(\omega) = \frac{1}{2T_c} \sum_{s=\pm1} T_c - 2sv(S_R^z)\sigma_{\sigma\sigma'}^{\sigma\sigma'}, \]  

with \( E_{\pm} = \epsilon_0 \pm T_c/2 \).

When putting these results into the combination of the lesser and greater Green functions in the transport formulas, Eq. (11), we retain only

\[ f_{\sigma}(\omega)G_{\bar{\chi}z}^{\sigma}(\omega) - f_{\sigma'}(-\omega)G_{\bar{\chi}z}^{\sigma'}(\omega) = (-i) \frac{\Gamma^R}{2} f_{\sigma}(\omega) - f_{\sigma'}(-\omega)G_{\bar{\chi}z}^{\sigma}(\omega)G_{\bar{\chi}z}^{\sigma'}(\omega), \]

out of which the only finite terms are the ones that couple the two molecules to one another and it is, therefore, necessary to study the forms of the site off-diagonal Green functions \( G_{LR} \) and \( G_{RL} \). By a straight forward calculation one finds that these

\( \Sigma \) defines the self-energy generated by the couplings to the leads. It can be noticed that since molecule 1 (2) only couples to the left (right) lead, the retarded form of this self-energy can be written as the diagonal matrix \( \Sigma = (-i)\text{diag}(\Gamma^L, \Gamma^L, \Gamma^R, \Gamma^R)/2 \). Considering spin-degenerate conditions, we can set \( \Gamma^s = \Gamma/2 \). As an effect of the Dyson equation for \( \mathcal{G} \), the corresponding lesser/greater forms are given by \( \mathcal{G}^{<\sigma} = \mathcal{G}^{<\sigma} \Sigma^{<\sigma} \mathcal{G}^{<\sigma} \), where the lesser/greater forms of the self-energy is given by

\[ \Sigma^{<\sigma}(\omega) = \frac{1}{4} \begin{pmatrix} f_L(\pm\omega)\sigma^0 & 0 \\ 0 & f_R(\pm\omega)\Gamma^R\sigma^0 \end{pmatrix}. \]

In order to find the analytical forms of the local Green function, we notice that since the spin degrees of freedom are uncoupled, we can write \( \mathcal{G} \) in block diagonal form. In this representation, the blocks are distinguished by the spin index whereas each block can be written on the form

\[
\left[ \begin{array}{cc}
G_{\chi z}^{\sigma}(\omega) \\
G_{\chi z}^{\sigma'}(\omega)
\end{array} \right]_{\chi' = LR}
= \left[ \begin{array}{cc}
(\omega - \epsilon_0 \pm \Gamma^L/4 & -\mathcal{T}_c \\
-\mathcal{T}_c & \omega - \epsilon_0 \pm \Gamma^R/4
\end{array} \right]^{-\sigma\sigma'} \left[ \begin{array}{c}
\langle S_{\bar{z}}^+ \rangle \\
\langle S_{\bar{z}}^- \rangle
\end{array} \right],
\]

where \( E_{\pm} = \epsilon_0 \pm \mathcal{T}_c/2 \) and where we have put \( \Gamma^x = \Gamma/2 \) in the last equality. Accordingly, the Green function weighted on the left molecule with spin \( \sigma \) is, therefore, given by the entry \( G_{\chi z}^{\sigma}(\omega) \), which can also be written on the form

\[
G_{\chi z}^{\sigma}(\omega) = \frac{T_c}{2} \sum_{s=\pm1} \mathcal{T}_c - 2sv(S_{\bar{z}}^z)\sigma_{\sigma\sigma'}^{\sigma\sigma'}, \]

Green functions can be written as

\[
G_{\chi z}^{\sigma}(\omega) = \frac{T_c}{2} \sum_{s=\pm1} \left( \omega - \epsilon_0 - sv(S_{\bar{z}}^z) \pm \mathcal{I}/8 \right) G_{\chi z}^{\sigma}(\omega)
= \frac{T_c}{4T_c} \sum_{s'\sigma'} \left[ \left( \sigma^0 - s\sigma^z \right)\mathcal{T}_c - 2s'v(S_{\bar{z}}^z)\sigma^z \right] \left[ \left( \omega - \epsilon_0 - sv(S_{\bar{z}}^z) \pm \mathcal{I}/8 \right) \right].
\]

III. RESULTS AND DISCUSSION

Regarding the charge transport across the junction, most of its properties can be understood in terms of the degree of delocalization of the electronic density in the molecular dimer. As have been discussed in a previous publication [51], the magnetic states and configurations lead to qualitatively distinct regimes of the electronic properties of the dimer, something that is conveyed over to the inherit transport properties of the molecular dimer. Accordingly, the conductance in the ferromagnetic regime is expected to be higher, or, higher than in the anti-ferromagnetic regime. This conjecture is based on the fact that in the anti-ferromagnetic regime the spin projected electronic density in the bonding state is strongly localized to one or the other molecule, see Figure 4 (a), and in the opposite
fashion for the anti-bonding orbital. Therefore, an electron residing in one of the molecules has a nearly vanishing probability to tunnel over the other molecule which leads to a strongly suppressed conductance. In the ferromagnetic regime, however, the electronic density is more delocalized throughout the molecular dimer which allows for resonant tunneling between the molecules and, in turn, leads to an increased conductance. These features and disparities of the two magnetic regimes can be observed in the current, see Figure 5 (a), (b), showing the charge current $I_C$ as function of the voltage bias at zero temperature difference (black – faint) and $T_R - T_L = 10$ K (red – bold) for (a), (c), $e_0 - \mu = 0$ meV and (b), (d), $e_0 - \mu = 1$ meV. Other parameters are as in Figure 1. In panels (a) and (b), the ferromagnetic and anti-ferromagnetic regimes are indicated with green and blue arrows, respectively.

At zero temperature difference across the junction, the current-voltage characteristics is necessarily symmetric whenever the electronic structure of the molecular dimer are symmetrically distributed, as is the case we consider here. Introduction of a finite temperature difference changes this scenario, however, a necessary condition for breaking the symmetric current-voltage characteristics is that the bonding and anti-bonding orbitals do not surround $\mu$ symmetrically. This can be seen in the red – bold traces in Figure 5. In panel (a), the molecular level $e_0 = \mu$ which accordingly leads to a symmetric current as function of the voltage bias. In panel (b), in contrast, the molecular level satisfies $e_0 - \mu = 1$ meV, which then generates a striking asymmetry in the current for finite temperature differences. This result can be traced back to the dramatically changed, weakened, exchange interaction between the spins which causes an increased degree of delocalization of the electronic density in the molecular dimer. In effect, therefore, both the ferromagnetic and anti-ferromagnetic regimes are essentially destroyed for negative voltages, see Figure 5 (b) (red – bold). Hence, under the temperature difference between the leads the molecular dimer functions partially as a rectifying device where the magnetically active regimes can be employed in the forward direction while the system behaves like a normal conductor in the backward. In Figure 6 (a), (c), we show contour plots of the charge current as function of the voltage bias and temperature difference for (a) $e_0 - \mu = 0$ meV and (c) $e_0 - \mu = 1$ meV. The properties discussed in detail above can be seen to be verified in the larger picture, varying continuously with the variations of the external conditions. Especially in the latter case ($e_0 - \mu = 1$ meV), the magnetically active regimes for negative voltage biases are seen to be destroyed already for small temperature differences, closely following the behavior of the exchange interactions, c.f., Figure 2.

Next, in the discussion of the entropy production rate, we again notice that most of the expected features can be explained in terms of the properties of the electronic structure in the molecular dimer analogous as with the charge current. However, for vanishing temperature difference between the leads a clear distinction compared to the charge current is that the finiteness of the entropy production rate strongly depends on the energy of the localized level in the molecular assembly. This can be traced back to the product of the energy and the distribution functions ($G_\pm(\omega)$) of the molecular dimer in, for instance, Eq. (11a). One can make a simple comparison between the qualitative properties of the two currents by assuming a Lorentzian model, $1/[(\omega + \mu - e_0)^2 + (\Gamma/2)^2]$, for the device embedded between the leads at low temperatures. Then, under the voltage bias $\mu_{LR} = \mu \pm eV/2$, the two currents
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**FIG. 5:** (Color online) (a), (b), The charge current $I_C$ (units: nA) and (c), (d), entropy production rate $I_Q$ (units: MeV/s) as function of voltage bias $V$ for $T_R - T_L = 0$ (black – faint) and $T_R - T_L = 10$ K (red – bold) for (a), (c), $e_0 - \mu = 0$ meV and (b), (d), $e_0 - \mu = 1$ meV. Other parameters are as in Figure 1. In panels (a) and (b), the ferromagnetic and anti-ferromagnetic regimes are indicated with green and blue arrows, respectively.
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**FIG. 6:** (Color online) (a), (c), The charge current $I_C$ (units: nA) and (b), (d), entropy conductance $I_Q$ (units: MeV/s) as function of voltage bias $V$ and temperature difference $T_R - T_L$ for (a), (b), $e_0 - \mu = 0$ meV and (c), (d), $e_0 - \mu = 1$ meV. Other parameters are as in Figure 1.
behave as
\[ I_c \sim \frac{1}{\Gamma/2} \left( \arctan \frac{eV/2 - \varepsilon_0}{\Gamma/2} + \arctan \frac{eV/2 + \varepsilon_0}{\Gamma/2} \right). \quad (20a) \]
\[ I_Q \sim \frac{1}{2} \ln \left( \frac{(eV/2 - \varepsilon_0)^2 + (\Gamma/2)^2}{(eV/2 + \varepsilon_0)^2 + (\Gamma/2)^2} \right) + \frac{\varepsilon_0 - \mu}{\Gamma/2} \left( \arctan \frac{eV/2 - \varepsilon_0}{\Gamma/2} + \arctan \frac{eV/2 + \varepsilon_0}{\Gamma/2} \right). \quad (20b) \]

Hence, while both the charge current and entropy production rate have normal on-sets associated with the energy \( \varepsilon_0 \), described by the \( \arctan \)-component, the entropy production rate is also logarithmically resonant at \( \varepsilon_0 \). In addition, for the entropy production rate the on-set at \( \varepsilon_0 \) is weighted by the position of \( \varepsilon_0 \) relative to \( \mu \) and, therefore, this contribution to the entropy production rate is expected to the small whenever \( \varepsilon_0 \) lies in the vicinity of \( \mu \). The logarithmic contribution tends to be small for large voltage biases, since it leads to an increasingly symmetric argument, and is accordingly only significant for voltages such that either \( eV/2 - \varepsilon_0 \) or \( eV/2 + \varepsilon_0 \) is small.

Extrapolating this discussion to our present case with the molecular dimer, we can verify these expected features under the conditions of vanishing temperature difference. This can be be seen in Figure 5 (c), (d) (black – faint). At \( \varepsilon_0 - \mu = 0 \), panel (a), the entropy production rate is identically zero while a finite off-set from \( \mu \), panel (b), yields a finite entropy production rate. In the latter case, the entropy production rate is small in the magnetically active regime and grows large only at large voltages where the exchange interaction vanishes. The entropy production rate tends to be efficiently transmitted only when the molecular dimer is in its fully conjugated state, that is, when the exchange interaction is small. This is contrast to the charge current where the less localized electronic density, in the molecular dimer, in the ferromagnetic regime yields a significant difference compared to the anti-ferromagnetic.

The reason for this qualitative difference between the charge and entropy production rate, see Eq. (20), can be found in the properties of the two currents in the ferromagnetic regimes. In particular, the logarithmically resonant contribution to the entropy production rate, which is absent in the charge current, peaks near the energies of the molecular bonding and anti-bonding orbitals, something which occurs within the ferromagnetic but not in the anti-ferromagnetic regime. Thereto, these resonant peaks are oppositely directed compared to the contributions varying like \( \arctan x \). As for the entropy production rate under finite temperature difference between the leads, see Figure 5 (c), (d) (red – bold) and Figure 6 (b), (d), this behavior is verified. This feature can be traced back to an increased degree of delocalization in the ferromagnetic regime due to the increased thermal broadening from the hotter reservoir.

In the case where the localized level is off-set from \( \mu \), there is an interesting observation to be made in the temperature and voltage dependence of both the charge and entropy production rate. At finite temperature difference and voltage bias, there is a strong asymmetry with respect to zero voltage which is clear signature that the magnetically active dimer potentially can be used for current rectification. Previously it was shown in Ref. [51] that the charge current can be rectified by introducing a level off-set between the localized levels in the two molecules, something which possibly can be obtained by using different types of molecules. The asymmetry induced by the temperature difference provides a different mechanism to rectification which is also viable for the entropy production rate. Indeed, the plots in Figure 6 (c), (d), illustrate that both the charge and the entropy production rate is rectified at finite temperature differences upon changing the polarity of the voltage bias. For this to be successful, the dimer has to be set-up with a finite level off-set from \( \mu \) and a finite voltage bias. Moreover, the parameters of the molecular dimer have to be tuned such that the off-set between the bonding and anti-bonding orbitals is larger than the thermal energy fed into the dimer from the hotter electrode. This enables a crossover from the anti-ferromagnetic regime to either the ferromagnetic or paramagnetic regime, under changes in the temperature difference, which leads to strong variations in the currents. In principle, the stronger anti-ferromagnetic exchange one can obtain for one polarity of the temperature difference and the weaker the exchange can be in the opposite, regardless of sign, the larger the ratio between the currents for the two polarities. In Figure 7 we plot the (a) charge and (b) entropy production rate as function of the temperature difference for different voltage biases. We apply half the difference to the temperature in each lead such that \( T_L = T - \Delta T/2 \) and \( T_R = T + \Delta T/2 \), where the base temperature \( T = 4 \text{ K} \). The calculations confirm the argument that variations of the exchange interaction from strongly anti-ferromagnetic to weakly ferromagnetic [\( V \approx 2 \text{ mV} \), see Figure 2 (c)] indeed yields the larger ratio between the large and small current regimes.

Finally, we briefly discuss the differential conductances, both charge conductance and differential entropy production rate and with respect to both voltage bias and temperature difference. Hence, we calculate \( \partial I_c / \partial V \) and \( \partial I_Q / \partial T \), where \( x = e, Q \), see Figs. 8 (a) – (d) and 9 (a) – (d). In Figs. 8 and 9 we plot \( 1/(1 + \exp(\sigma F)) \), where \( F \) is one of \( \partial I_c / \partial V \), \( \partial I_Q / \partial T \), and \( S_{\mu} \), in order to lower the values of the high amplitudes. First we notice that both currents have ranges with fairly rapid variations with the voltage bias and with the temperature difference. While these properties can be traced back to the corresponding variations of the exchange interaction, we can predict a few consequences of these features on the ra-
ties of the differential conductance with respect to the temperature difference and the differential conductance with respect to the voltage bias, that is,

\[ S_c = -\frac{\partial I_c/\partial \Delta T}{\partial I_c/\partial V}, \tag{21} \]

where the notation \( S_c \) is used since the ratio coincides with the Seebeck coefficient in the limit \( V \to 0, \Delta T \to 0 \) \([68]\)). In this sense the ratio \( S_c \) is a non-equilibrium analogue of the Seebeck coefficient, however, we shall refrain from that nomenclature for sake of not causing confusion with the concepts.

Nonetheless, as rapid variations in the charge current yield a large corresponding conductance and, oppositely, for slow variations lead to a small conductance, we would expect that a large corresponding conductance and, oppositely, for slow clature for sake of not causing confusion with the concepts.beck coe
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The qualitative difference of the integrand of the increased temperature difference. There are clearly visible domains at negative voltages which can be correlated with the cross over between the anti-ferromagnetic and paramagnetic regimes. At positive voltages where the dimer remains magnetically active in a larger temperature range, \( S_c \) is again small. We conclude that \( S_c \) in both the ferromagnetic and anti-ferromagnetic regimes is small and typically becomes finite at the crossovers to the paramagnetic regime. Hence, the spin-spin interaction provides a way to not only control the charge current but also \( S_c \) in the system.

In analogy with the definition of \( S_c \) associated with the charge current, we can define a coefficient \( S_Q \) for the entropy production rate through

\[ S_Q = \frac{\partial I_Q/\partial \Delta T}{\partial I_Q/\partial V}. \tag{22} \]

Although we cannot give this coefficient an as simple interpretation as with the thermopower, we nevertheless find it useful in the analysis of the influence of the magnetic configurations on the thermal properties. It can be seen in Figs. 8 (b) and 9 (b) that the differential entropy conductance, with respect to the voltage bias, has a non-trivial dependence on the voltage bias and temperature bias. Moreover, the dependence on the temperature difference is intriguing. We can, however, notice regarding the generic features of \( S_Q \) that its more or less vanishing in the magnetically active regimes except in the crossover between the different regimes, where the entropy conductance varies slowly with the voltage bias but not necessarily with the temperature difference. The qualitative difference of the entropy conductance compared to the charge current in the ferromagnetic regime, leads to that \( S_Q \) provides

FIG. 8: (Color online) (a) – (d) Differential charge conductance (a), (c), and entropy production rate (b), (d), with respect to the voltage bias (a), (b), and temperature difference (c), (d). (e) \( S_c \) and (f) \( S_Q \). Here, \( \varepsilon_0 - \mu = 0 \), while other parameters are as in Figure 1. All contours show \((1 + \exp(\sigma F))^{-1}\), where \( F \) is one of \( \partial I_c/\partial V, \partial I_c/\partial \Delta T \), and \( S_c \), whereas \( \sigma \) is a scaling parameter.

FIG. 9: (Color online) (a) – (d) Differential charge conductance (a), (c), and entropy production rate (b), (d), with respect to the voltage bias (a), (b), and temperature difference (c), (d). (e), (f), Seebeck coefficients associated with the (e) charge, \( S_c \), and (f) heat, \( S_Q \), currents. Here, \( \varepsilon_0 - \mu = 1 \), while other parameters are as in Figure 1. All contours show \((1 + \exp(\sigma F))^{-1}\), where \( F \) is one of \( \partial I_c/\partial V, \partial I_c/\partial \Delta T \), and \( S_c \), whereas \( \sigma \) is a scaling parameter.
a complimentary piece of information about the system under investigation in addition to $S_c$.

IV. CONCLUSIONS

In summary we have theoretically studied the transport properties of a dimer of paramagnetic molecules with localized spins embedded in a junction between metallic leads. In particular, we have addressed the charge and entropy conductance flowing through the junction. It is demonstrated that the indirect exchange interaction between the localized spins, which previously has been shown to depend on the voltage bias and temperature difference across the junction, acquires a strongly asymmetric voltage bias dependence under finite temperature difference between the leads. This property was subsequently is predicted to have implications on, for example, thermal rectification for both the charge and entropy conductance. Simultaneously, our calculations suggest that the temperature of the source electrode has a stronger influence on the properties of the indirect exchange than the drain. It was found, for instance, that while a voltage drop from the hotter to the colder reservoir tends to effectively destroy the tunable properties of the indirect exchange, these properties are stable under the opposite voltage polarity.

The transport properties of the dimer are intimately related to the indirect exchange, where the charge current is nearly blockaded for anti-ferromagnetic exchange, whereas it is finite for ferromagnetic exchange, and maximal whenever the exchange is negligible. These three regimes can be explained by different characteristics of the electronic density. In the anti-ferromagnetic regimes, the spin projections of the density are strongly localized to one molecule such that transport between the molecules is suppressed. When in the ferromagnetic regime, the electron density is partially delocalized which leads to an enhanced conductance, whereas the current can flow freely in the paramagnetic regime due to a completely delocalized density. The entropy conductance follows the same characteristics, as the charge current, in the anti-ferromagnetic and paramagnetic regimes. In the ferromagnetic regimes, however, the entropy conductance is strongly suppressed by a contribution which is large, and nearly cancels the regular entropy conductance contribution, near voltage biases corresponding to the energy of the resonant states in the molecular structure. By necessity, this resonant behavior occurs in the ferromagnetic regimes which leads to a strongly suppressed entropy conductance there as well.

We, further, demonstrated that the non-equilibrium thermopower, in general is finite at the cross-over between regimes of different indirect exchange associated with small differential conductance. Typically, this behavior can be summarized in that the thermopower is low within both the ferro- and anti-ferromagnetic regimes. Analogously, we introduced a thermal coefficient as the ratio between the differential entropy conductance with respect to the temperature difference and voltage bias. While some of its properties closely follow those ratios, additional features can be extracted, especially at the cross over between the ferro- and antiferromagnetic regimes. In this sense, this ratio provides a complimentary sensitivity to the transport measurement which may show useful in the analysis of the internal properties of the system.

We remark that while our results presented in this article are quite qualitative, they are realistic from the following point of view. The results for the exchange interaction $J$ presented in the previous section, are obtained using the bare single electron Green functions for the molecular levels. This means that the back-action effect from the local spin moment is not included. In the calculations of the transport properties, on the other hand, the presence of the local spin moments are included, something which is crucial in order to investigate possible signatures in the transport data that originates from the spin configurations. As for the transport calculations we could have chosen to simply demonstrate how the charge and thermal transport depend on the nature of the exchange interaction, whether it is ferromagnetic (negative), anti-ferromagnetic (positive), or paramagnetic (zero). Given the approximation in which we calculate the local electronic Green function of the molecular dimer, we would obtain the transport characteristics that are presented in the Results. However, instead of making assumptions about the values of the exchange interaction, we use the values as calculated by the formulas provided in Exchange. In this way we incorporate the voltage bias and thermal gradient dependence of the exchange also on the transport properties. While this approach certainly has its limitations, we notice that a more thorough study of the correspondence between the regimes with different spin couplings and the associated transport properties requires self-consistent calculations. Such calculations are, however, beyond the scope of the present investigation.

Considering the limitations of the method, we yet believe that our findings are realistic and relevant to existing molecular structures. The values of the local exchange interaction between localized spin and delocalized electrons can vary between $0.5$ – $20$ meV [72, 73], which leaves a large window of tuning freedom with respect to couplings to the leads and HOMO/LUMO level off-set of the molecules. Moreover, since our predictions are stable with respect to differences in the local exchanges as well as the couplings to the leads, this also allows for flexibility in the design of potential experiments.

The predictions discussed in this paper opens the possibility to design nanoscale structures, in particular using magnetic molecules, that have a strong sensitivity on the local spin states of the system, which can be measured through the charge and thermal transport characteristics. In ways, this suggests an alternative utilization of the spin degrees of freedom, compared to the conventionally implemented spintronics, in which external magnetic fields are absent. The absence of such fields, in turn, leads to that the spin-spin interactions are isotropic which implies a truly magnetically isotropic (paramagnetic) device. Experimental confirmation of our predictions are feasible using state-of-the-art technology.
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