Nonequilibrium phase transition in an open quantum spin system with long-range interaction
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We investigate a nonequilibrium phase transition in a dissipative and coherent quantum spin system using the quantum Langevin equation and mean-field theory. Recently, the quantum contact process (QCP) was theoretically investigated using the Rydberg antiblockade effect, in particular, when the Rydberg atoms were excited in s-states so that their interactions were regarded as being between the nearest neighbors. However, when the atoms are excited to d-states, the dipole–dipole interactions become effective, and long-range interactions must be considered. Here, we consider a quantum spin model with a long-range QCP, where the branching and coagulation processes are allowed not only for the nearest-neighbor pairs, but also for long-distance pairs, coherently and incoherently. Using the semiclassical approach, we show that the mean-field phase diagram of our long-range model is similar to that of the nearest-neighbor QCP, where the continuous (discontinuous) transition is found in the weak (strong) quantum regime. However, at the tricritical point, we find a new universality class, which is neither that of the QCP at the tricritical point nor that of the classical directed percolation model with long-range interactions. Implementation of the long-range QCP using interacting cold gases is discussed.

I. INTRODUCTION

Nonequilibrium phase transitions into an absorbing state have been extensively studied \[1-17\]. However, in recent years, they have attracted a significant amount of attention because some of these transitions have been experimentally realized in turbulence \[12, 13\] and dissipative Rydberg atom quantum systems \[14\]. One of the most robust classes of absorbing transitions is the directed percolation (DP) class \[6-10\], in which the dynamics spreads by a contact process (CP). An active particle becomes inactive at a rate \(\gamma\), whereas an inactive particle becomes active at a rate \(\kappa\) when it contacts a neighboring active particle. If \(\kappa/\gamma\) is small, the system falls into an absorbing state. Otherwise, it is in an active state. The CP model can be used for modeling the epidemic spread of infectious disease and the reaction–diffusion process of interacting particles. On the other hand, the Reggeon field theory reveals the universal properties of the DP class \[15, 16\].

The CP can be generalized in various ways. Here, we introduce two cases associated with the main topic of this paper. One is the long-range CP. This process was inspired by disease contagion by long-distance insect flight. We recall a simple lattice model associated with the long-range CP \[17-22\], in which the activation process is modified as follows. At a rate \(\kappa P(x)\), each active particle activates an inactive particle at distance \(|x|\) in a random direction. \(P(x)\) is thought to follow the power law \(P(x) \sim 1/|x|^{d+p}\), where \(d\) is the spatial dimension, and \(p > 0\) is a control parameter. Owing to the long-range interaction, the transition property of the DP class can be changed when \(p < p_c\), where \(p_c\) depends on the dimension \(d\) \[18\]. When \(p > p_c\), the long-range interaction is irrelevant. The other variant is the so-called tricritical CP \[23-28\]. In this modification, in addition to the ordinary CP, an inactive particle becomes active at a rate \(\omega\) when it contacts two consecutive active particles. This tricritical CP exhibits a first-order transition for \(\kappa < \omega\) and a second-order transition for \(\kappa > \omega\). Thus, a tricritical point occurs at \(\kappa = \omega\) with the tricritical directed percolation (TDP) class.

Although the DP class is theoretically well established, experimental realization of DP behavior has been elusive \[29\]. It was only recently that two experiments associated with this DP class were implemented \[12, 14\]. We are particularly interested in the experiment in dissipative quantum systems of Rydberg atoms. An essential factor for realizing the DP class in Rydberg atoms is the antiblockade effect. An inactive spin is activated by detuning the excitation energy so that it is comparable to the energy of interaction with the active spin of the nearest neighbor \[30-32\]. This is reminiscent of the branching process in the CP. We remark that the antiblockade dynamics can be implemented incoherently when strong dephasing noise is applied. Then, quantum coherence becomes negligible, and the dynamics is reduced to the classical DP process. When quantum coherence is effective, this case is called the quantum contact process (QCP), and coherent and incoherent CPs can be realized simultaneously \[33, 35\]. Competition between the two types of process leads to the TDP class at the tricritical point. This resembles the behavior of spin glass systems, in which competing interactions between spins generate a negative cubic term of the Landau free energy and a tricritical point. In the strong quantum regime, the system undergoes a discontinuous transition.

When Rydberg atoms interact via the dipole–dipole interaction, it is natural to consider cold atomic systems with long-range interaction. Similar studies of dipole–dipole interactions were performed in quantum systems associated with several phenomena, for instance, quantum magnetism \[36-39\], Anderson localization \[40, 43\], Rydberg energy transport \[44\], and Rydberg blockade \[45\]. However, the long-range Rydberg atom system under the antiblockade condition has not been investigated yet, even though the results are expected to contribute to theoretical development of the QCP. In this paper, we consider the long-range QCP in the open quantum spin system. We set up the Lindblad equation for the density matrix in terms of the Hamiltonian with long-range interaction and the dissipators for decay and long-range branching and coagulation. Using mean-field (MF) theory, we obtain a
phase diagram including absorbing and active states, and discontinuous and continuous transition curves with a tricritical point. This diagram is similar to that of the classical TDP model. However, the continuous transition changes from the ordinary DP to the long-range DP class \[11, 21\]. The TDP transition at the tricritical point also changes. We expect it to be in a long-range TDP class corresponding to the TDP; however, it has not been explored yet. Using the scaling argument, we determine the critical exponents of the long-range TDP in the MF limit. Moreover, we determine the upper critical dimension.

The remainder of this paper is organized as follows. In Sec. [II] we derive the quantum Langevin equation of the long-range QCP. The MF equation and its phase diagram are presented in Sec. [III] and the scaling behavior and upper critical dimension are presented in Sec. [IV] Finally, we conclude our work and discuss the relationship between our model and the behavior of interacting cold gases in Sec. [V]

II. EQUATIONS OF MOTION FOR THE LONG-RANGE QUANTUM CONTACT PROCESS

A. Lindblad equation

The Lindblad equation describes a quantum system coupled to the environment in the context of the Born–Markov approximation [46]. We consider a quantum spin model on a \(d\)-dimensional lattice, where each spin state denotes the state of a single atom at a site with \(|↑\rangle\), that is, an active state, and \(|↓\rangle\), that is, an inactive state. Interactions between atoms and between atoms and the baths may result in the dynamics of the QCP, which are described by the Lindblad equation. The equation is generally composed of the Hamiltonian and dissipative terms. Our equation also contains the coherent terms for branching and coagulation and incoherent ones for not only branching and coagulation, but also decay of active states (see Fig. 1), and is given by

\[
\partial_t \hat{\rho} = -i \left[ \hat{H}_S, \hat{\rho} \right] + \sum_{l} \left[ L^{(d)}_l \hat{L}^{(d)}_l \hat{\rho} - \frac{1}{2} \left( \hat{L}^{(d)}_l \hat{L}^{(d)}_l \right)^\dagger \hat{\rho} \right] + \sum_{i=0,\epsilon} \sum_{lm} \left[ L^{(i)}_{ml} \hat{\rho}, \hat{L}^{(i)}_{ml} - \frac{1}{2} \left( \hat{L}^{(i)}_{ml} \hat{L}^{(i)}_{ml} \right)^\dagger \hat{\rho} \right],
\]

where the Hamiltonian \(\hat{H}_S\) is defined as

\[
\hat{H}_S = \omega \sum_{lm} P(|x_m - x_l|) \left( \hat{n}_m \hat{\sigma}_l^+ + \hat{n}_m \hat{\sigma}_l^- \right),
\]

and the Lindblad jump operators of decay, branching, and coagulation are given by

\[
L^{(d)}_l = \sqrt{\gamma} \sigma_l^- \quad \text{(3)},
\]

\[
L^{(b)}_{ml} = \kappa P(|x_m - x_l|) \frac{1}{2} \hat{n}_m \hat{\sigma}_l^+ \quad \text{(4)},
\]

\[
L^{(c)}_{ml} = \kappa P(|x_m - x_l|) \frac{1}{2} \hat{n}_m \hat{\sigma}_l^- \quad \text{(5)},
\]

respectively. Here, \(\hat{\sigma}_l^+\) and \(\hat{\sigma}_l^-\) are the raising and lowering operators of the spin at site \(l\), respectively, which are defined in terms of the spin basis as \(\sigma^+ = |↑\rangle \langle ↓|\) and \(\sigma^- = |↓\rangle \langle ↑|\).
B. Total Hamiltonian

By solving the Lindblad equation, Eq. (1), one may find the phase diagram of the system; however, this is not easy when system size $N$ becomes large, $N \gg 1$. Instead, in this work we take the semiclassical approach starting with the quantum Langevin equation, as seen in previous works for the nearest-neighbor QCP [43, 55].

To derive the Langevin equations, we first set the equivalent Hamiltonian for a system with $N$ spins, $N_b$ harmonic baths, and their interactions, where $N_b$ is given by $N_b = 2N^2 - N$, as follows. The total Hamiltonian should be given by

$$\hat{H}_{\text{tot}} = \hat{H}_S + \sum_i \hat{H}_d(l) + \sum_{m,l,j} \{ \hat{H}_b(m,l) + \hat{H}_c(m,l) \},$$

where $\hat{H}_S$ is the same as in Eq. (2). There are three types of Hamiltonians for the baths and interactions (see Fig. 1). First, the Hamiltonian $\hat{H}_d$, which corresponds to the decay process, is assigned to each spin, and $\hat{H}_d(l)$ defined on spin $l$ is then given by

$$\hat{H}_d(l) = \sum_q \theta_q \hat{d}_q^\dagger \hat{d}_q + \sum_q \{ \lambda_q \hat{d}_q^\dagger \hat{c}_l^\dagger + h.c. \},$$

where $\theta_q$ denotes the energy of bath particles with momentum $q$, and $h.c.$ stands for the Hermitian conjugate. $\hat{d}_q^\dagger$ and $\hat{d}_q$ are the creation and annihilation operators, respectively, of particles of the bath associated with spin $l$, and $\lambda_q$ is the coupling strength of the decay process of the decay process of the active state accompanied by emission of a single bath particle. Note that baths having different site indices are mutually independent, which is represented in the commutation relation for $\hat{d}_q^\dagger$ and $\hat{d}_q$, that is, $[\hat{d}_q^\dagger, \hat{d}_q] = \delta_{q,m} \delta_{q',q'}$.

The other Hamiltonians, for branching ($\hat{H}_b$) and coagulation ($\hat{H}_c$), are defined at each link $(l,m)$ with direction, which means $\hat{H}_{bc}(m,l) \neq \hat{H}_{bc}(l,m)$. The branching and coagulation Hamiltonians are also given by the bath energy and interactions, similar to that of the decay process. Because branching and coagulation are allowed between long-distance spins, the interaction between the system and bath particles contains the distribution $P(x_m - x_l)$, so the Hamiltonians are given by

$$\hat{H}_b(m,l) = \sum_q \phi_q \hat{b}_{mlq}^\dagger \hat{b}_{mlq} + \sum_q \{ \chi_q \sqrt{P_{ml}} \hat{b}_{mlq}^\dagger \hat{\eta}_m \hat{\sigma}_l^\dagger + h.c. \},$$

$$\hat{H}_c(m,l) = \sum_q \phi_q \hat{c}_{mlq}^\dagger \hat{c}_{mlq} + \sum_q \{ \chi_q \sqrt{P_{ml}} \hat{c}_{mlq}^\dagger \hat{\eta}_m \hat{\sigma}_l^\dagger + h.c. \},$$

where $P_{ml}$ is shorthand notation for the Lévy distribution. Further, $\hat{b}_{mlq}$ and $\hat{c}_{mlq}$ are also operators of the harmonic baths defined on the directional link, which satisfy the commutation relation, $[\hat{b}_{mlq}, \hat{b}_{mlq'}^\dagger] = \delta_{l,m} \delta_{q,m'}$ (the relations for $\hat{c}_{lmq}$ and $\hat{c}_{lmq}^\dagger$ are obtained by replacing $\hat{b}$ and $\hat{b}^\dagger$ with $\hat{c}$ and $\hat{c}^\dagger$, respectively). Further, $\phi_q$ and $\chi_q$ are the energy function and coupling between the system and baths, respectively, where the branching and coagulation Hamiltonians share the same functions. Note that we have thus used $N_b$ independent baths, including $N$ decay, $N(N - 1)$ branching, and $N(N - 1)$ coagulation baths.

To obtain Eq. (1) for the density operator, we consider that the bath is in a pure state $\ket{0}_B$ with zero temperature such that $\hat{d}(t) = \hat{b}(t) = \hat{c}(t) = 0$. Following the Born–Markov approximation, where the density operator of the total system can be given approximately by the product state, $\rho(t) \otimes \tilde{\rho}_B$, with the stationary bath density $\rho_B = \ket{0}_B \bra{0}_B$, the density operator $\dot{\rho}(t + dt)$ is given by

$$\dot{\rho}(t + dt) = \text{tr}_B \left[ e^{-i\hat{H}_{\text{tot}} dt} \rho(t) \otimes \rho_B \right].$$  

Expanding the evolution operators up to the second order of $dt$ and using $\hat{H}_l$, $\hat{H}_l$ is the part of Eq. (7) representing the interaction between the system and bath, and $\langle \cdot \rangle_B$ denotes $\langle \cdot |0\rangle_B$ with the bath state, we write Eq. (11) up to the order of $dt^2$:

$$\dot{\rho}(t + dt) = \dot{\rho}(t) - idt \left[ \hat{H}_S, \rho(t) \right]$$

$$+ dt^2 \left( \dot{\rho}(t + i dt \hat{H}_S \rho(t) - \frac{1}{2} \left[ \hat{H}_S^2, \dot{\rho}(t) \right] \right)$$

$$+ dt^2 \left( \langle \dot{\rho}(t + i dt \hat{H}_l \rho(t) - \frac{1}{2} \left[ \hat{H}_l^2, \dot{\rho}(t) \right] \right) \right).$$

Because $\langle \hat{d}_q \hat{d}_q^\dagger \rangle_B = 1$, $\langle \hat{b}_q \hat{b}_q^\dagger \rangle_B = 1$, and $\langle \hat{c}_q \hat{c}_q^\dagger \rangle_B = 1$, and otherwise the correlators of bath particles are zero, the third line in Eq. (12) can be written as

$$dt^2 \sum_q \chi_q^2 \hat{\eta}_m^\dagger \hat{\eta}_m \hat{\sigma}_l^\dagger \hat{\sigma}_l + \frac{1}{2} \left( \hat{\sigma}_l^\dagger \hat{\sigma}_l \right) \hat{\rho}$$

$$+ dt^2 \sum_q \chi_q^2 \hat{\eta}_m^\dagger \hat{\eta}_m \hat{\sigma}_l \hat{\sigma}_l + \frac{1}{2} \left( \hat{\sigma}_l^\dagger \hat{\sigma}_l \right) \hat{\rho}$$

$$+ dt^2 \sum_q \chi_q^2 \hat{\eta}_m^\dagger \hat{\eta}_m \hat{\sigma}_l^\dagger \hat{\sigma}_l + \frac{1}{2} \left( \hat{\sigma}_l^\dagger \hat{\sigma}_l \right) \hat{\rho}.$$
Hilbert space. During the procedure, noise and the influence of heat baths will be defined so that the quantum Langevin equation, which is the starting point for the semiclassical theory of the long-range QCP, can be obtained.

For the system operators \( \hat{a}_t = \hat{\sigma}_t^+, \hat{\sigma}_t^-, \hat{\Lambda}_t \), which are Hermitean operators, the Heisenberg equation is given by \( \partial_t \hat{a}_t(t) = i[\hat{H}, \hat{a}_t(t)] \); then
\[
\partial_t \hat{a}_t = i \left[ \hat{H}_S, \hat{a}_t \right] + \left[ \hat{H}_d(l, m), \hat{a}_t \right] + \sum_{m,j=0,\kappa} \left[ \hat{H}_j(m, l) + \hat{H}_j(l, m), \hat{a}_t \right]
\] (13)
The first term in Eq. (13) consists only of system operators:
\[
i \left[ \hat{H}_S, \hat{a}_t \right] = i \omega \sum_{m} P_{ml} \left[ \hat{h}_m \hat{\sigma}_t^+, \hat{a}_t \right] + \left[ \hat{\eta}_l \hat{\sigma}_m^+, \hat{a}_t \right] + h.c.
\] (14)
and the other terms, which are obtained from commutation with the interaction terms, are mixtures of the system and bath operators, as shown below. The commutation with the decay Hamiltonian reads
\[
i \left[ \hat{H}_d(l), \hat{a}_t \right] = \sum_q \Lambda_q \left[ \hat{a}_{q,l}^\dagger \hat{\sigma}_t^+, \hat{a}_t \right] - i \left[ \hat{a}_t, \hat{\sigma}_t^+ \right] \hat{a}_{q,l} \]
(15)
that with the branching Hamiltonian is
\[
i \left[ \hat{H}_b(l, m), \hat{a}_t \right] = \sum_q \chi_q \sqrt{P_{ml}} \left( \hat{i}\hat{b}_{mlq}^\dagger \hat{h}_m \hat{\sigma}_t^+, \hat{a}_t \right) + h.c.
\] (16)
and finally, that with the coagulation Hamiltonian is
\[
i \left[ \hat{H}_c(m, l), \hat{a}_t \right] = \sum_q \chi_q \sqrt{P_{ml}} \left( \hat{i}\hat{c}_{mlq}^\dagger \hat{h}_m \hat{\sigma}_t^+, \hat{a}_t \right) + h.c.
\] (17)
Note that \( i[\hat{H}_b(l, m), \hat{a}_t] \) can be obtained by replacing \( l \) and \( m \) with each other, except for \( \hat{a}_t \), in Eqs. (16) and (17). Here, the Heisenberg picture has been used for all operators such that \( \hat{a}_t \equiv \hat{a}_t(t) = e^{i\hat{H}_b l(t)}e^{-i\hat{H}_b l(0)} \), where \( \hat{a}_t(0) \) denotes the Schrödinger operator. Henceforth, an operator without an explicit time represents the Heisenberg operator at time \( t \).

To proceed a step further, we need functional forms of \( \hat{b}_{mlq}, \hat{c}_{mlq}, \) and \( \hat{d}_{nlq} \), whose equations of motion are also obtained from the Heisenberg equations, \( \partial_t \hat{d}_{nlq} = i[\hat{H}_d(l), \hat{d}_{nlq}], \partial_t \hat{b}_{mlq} = i[\hat{H}_b(l, m), \hat{b}_{mlq}], \) and \( \partial_t \hat{c}_{mlq} = i[\hat{H}_c(m, l), \hat{c}_{mlq}] \), respectively. It is easy to show that the solutions are given by
\[
\hat{d}_{nlq}(t) = \hat{d}_{nlq}(0)e^{-i\tau \hat{\sigma}_t^+}, \quad \hat{b}_{mlq}(t) = \hat{b}_{mlq}(0)e^{-i\tau \hat{\sigma}_t^-}, \quad \hat{c}_{mlq}(t) = \hat{c}_{mlq}(0)e^{-i\tau \hat{\sigma}_t^-}
\] (18)
\[
\hat{b}_{mlq}(t) = \hat{b}_{mlq}(0)e^{-i\tau \hat{\sigma}_t^+}, \quad \hat{c}_{mlq}(t) = \hat{c}_{mlq}(0)e^{-i\tau \hat{\sigma}_t^-}
\] (19)
\[
\hat{c}_{mlq}(t) = \hat{c}_{mlq}(0)e^{-i\tau \hat{\sigma}_t^-}
\] (20)
Plugging Eqs. (18)-(20) into Eqs. (15)-(17) reveals that the equation of motion for \( \hat{a}_t \) can be divided into two parts, where one part is composed only of the system operators, and the other contains both system and bath operators. For example, inserting Eq. (18) into Eq. (15), we get
\[
\hat{a}_t(t) = \sum_q \Lambda_q \left( \hat{a}_{q,l}^\dagger (0) \hat{\sigma}_t^+ \right) e^{i\tau \hat{\sigma}_t^+} + h.c.
\] (21)
where the first line gives the quantum noise from the bath, and the second line is the dissipative term. Employing the Weisskopf–Wigner theory as shown in the previous section (11-13), we let \( \Lambda_q \) be constant in Eq. (21), which leads to \( \lambda_t^2 \sum_{q} e^{\gamma l_t(t) \tau} \approx 2\pi \lambda_0^2 \delta(t - \tau) \). Therefore, Eq. (21) reads
\[
\frac{\gamma}{2} \sum_q \left( \hat{a}_{q,l}^\dagger (0) e^{i\tau \hat{\sigma}_t^+} - \hat{a}_t(t) e^{-i\tau \hat{\sigma}_t^+} \right) \hat{a}_{q,l} (0) e^{-i\tau \hat{\sigma}_t^+}
\] (22)
by combining Eqs. (14)–(17) with the Weisskopf–Wigner theory, we obtain the equations of motion for \( \hat{a}_t \), which are given by
\[
\partial_t \hat{a}_t = i \omega \sum_{m} P_{ml} \left[ \hat{h}_m \hat{\sigma}_t^+, \hat{a}_t \right] + \left[ \hat{\eta}_l \hat{\sigma}_m^+, \hat{a}_t \right] + h.c.
\] (23)
where for convenience we defined the interaction operators \( \hat{P}_{lm} \) as
\[
\hat{P}_{lm}^1 = \sqrt{\gamma} \hat{\sigma}_t^+, \hat{P}_{lm}^2 = \sqrt{\gamma} \hat{\sigma}_t^-, \hat{P}_{lm}^3 = \sqrt{\gamma} \hat{\sigma}_t^+, \hat{P}_{lm}^4 = \sqrt{\gamma} \hat{\sigma}_t^-.
\] (24)
The Kronecker delta function \( \delta_{lm} = 1 \) for \( l = m \) and is zero otherwise. Although \( \hat{P}_{lm}^i \) has the same form as the Lindblad jump operators in Eqs. (3)-(5), it is composed of the Heisenberg operators defined at time \( t \), which are different from the Lindblad operators. Finally, the noise operator \( \hat{\eta}(\hat{a}_t) \) is also written in terms of \( \hat{P}_{lm}^i \) and the corresponding bath operators. We redefine the bath operators \( \hat{B}_{lmq}^\dagger(t) \) with the original operators as
\[
\hat{B}_{lmq}^i(t) = \hat{a}_{q,l}^\dagger (0) \hat{\sigma}_t^+ \hat{a}_t, \quad \hat{B}_{lmq}^i(t) = \hat{a}_{q,l}^\dagger (0) \hat{\sigma}_t^- \hat{a}_t
\] (25)
Then, one can write the noise operator in the compact form
\[
\hat{\eta}(\hat{a}_t) = \frac{i}{\sqrt{2\pi}} \sum_{\alpha,m} \left( \hat{B}_{lmq}^\dagger(t) \right) \hat{P}_{lm}^\alpha \hat{a}_t + h.c.
\] (26)
Obviously, the quantum average of the noise operators becomes zero: \( \langle \hat{\eta}(\hat{a}_t) \rangle_B = 0 \).
III. MEAN-FIELD RESULT

A. Mean-field equations

To explore the MF phase transition of the QCP, we extract the MF equation from the quantum Langevin equation, Eq. (23), by taking the trace of the equations of the operators with the initial density operator given by $\hat{\rho}(0) \otimes \hat{\rho}_B$. By defining

$$a(t) \equiv \langle \dot{\hat{a}}(t) \rangle = \text{tr} \hat{a}(t) \hat{\rho}(0) \otimes \hat{\rho}_B,$$

(27)

the equations of the fields can be obtained; for example, the equation of motion for $n_i$ is given by

$$\dot{n}_i = \omega \sum_m P_{ml}(\hat{\rho}_m \hat{n}_l) - \gamma n_i + \kappa \sum_m P_{ml} (n_m - 2(\hat{\rho}_m \hat{n}_i)).$$

(28)

One can also derive similar equations for $\sigma^j(t)$ and $\sigma^j(t)$. Ignoring correlations such as $\langle \hat{n}_m \hat{n}_l \rangle \rightarrow n_m(t) \sigma^j(t)$ and taking uniform fields, $n_i(t) \rightarrow n(t)$, $\sigma^j(t) \rightarrow \sigma^j(t)$, and $\sigma^j(t) \rightarrow \sigma^j(t)$, we arrive at the MF equations, which are given by

$$\dot{n} = \omega n \sigma^x + (\kappa - 1)n - 2\kappa \sigma^y,$$

$$\dot{\sigma}^x = -\omega \sigma^y \sigma^x - \frac{1 + \kappa}{2} \sigma^x - \kappa n \sigma^y,$$

$$\dot{\sigma}^y = \omega \left[2n + (\sigma^x)^2 - 4n^2 \right] - \frac{1 + \kappa}{2} \sigma^y - \kappa n \sigma^x,$$

(29)

where we rescale time, $\gamma \rightarrow t$, $\omega/\gamma \rightarrow \omega$, and $\kappa/\gamma \rightarrow \kappa$. Note that the above equations are equivalent to the MF equation used in previous studies for the nearest-neighbor QCP model [34,35].

B. Phase diagram

In this section, we review the previous MF result, which is also similar to those in previous studies of TDP [10,13,23,24]. It is found that the steady-state solutions or fixed points, $n_0$, $\sigma^x_0$, and $\sigma^y_0$, satisfying $\dot{a} = 0$ in Eq. (29), form two groups as follows. One is given by

$$\sigma^x_0 = 0, \quad \sigma^y_0 = \frac{4\omega n_0(1 - n_0)}{1 + \kappa + 2\kappa n_0},$$

(30)

$$n_0 = \frac{\omega^2 - \kappa \pm \sqrt{(\omega^2 - \kappa)^2 + (\kappa^2 + 2\omega^2)(\kappa - 1)}}{4\omega^2 + 2\kappa^2},$$

and the other is given by

$$\sigma^x_0 = \pm \frac{\sqrt{4\omega^2 - 2n_0 - (1 + \kappa + 2\kappa n_0)^2}/(2\omega^2)},$$

(31)

$$\sigma^y_0 = -\frac{1 + \kappa + 2\kappa n_0}{2\omega}, \quad n_0 = 0, \frac{1}{6} - \frac{1}{2\kappa}.$$

Note that if only real solutions are required, the latter should be ruled out because solutions $n_0$ do not give real values of $\sigma^y_0$ in Eq. (31). Moreover, the nonzero solutions

$$n_0 = n^+_0 = \frac{\omega^2 - \kappa \pm \sqrt{(\omega^2 - \kappa - \kappa^2 + 2\omega^2)(\kappa - 1)}}{4\omega^2 + 2\kappa^2}$$

and $n_0 = n^-_0 = \frac{\omega^2 - \kappa \pm \sqrt{(\omega^2 - \kappa + \kappa^2 + 2\omega^2)(\kappa - 1)}}{4\omega^2 + 2\kappa^2}$

in Eq. (30) do not exist when $(\omega^2 - \kappa)^2 < (\kappa^2 + 2\omega^2)(1 - \kappa^2)$, which is inside the (blue) dashed curve and lower (black) dotted curve inside the inactive region. Thus, the fixed point is stable, whereas one of the eigenvalues becomes negative when $\kappa > 1$. Thus, $\kappa = 1$ is the boundary for the fixed point, $n_0 = \sigma^x_0 = \sigma^y_0 = 0$. For the nonzero solutions $n_0 = n_0^{(c)}$ in Eq. (30), by investigating the eigenvalues of Eq. (33), one can note that $n_0^{(c)}$ and $n_0 = n_0^{(c)}$ are stable when $n_0^{(c)} > 0$ and $n_0^{(c)} < 0$, respectively. More precisely, $n_0 = n_0^{(c)}, \sigma^x_0 = \sigma^y_0 = n_0^{(c)} = 0$ is the stable fixed point when $n_0^{(c)} > 0$ and $n_0^{(c)} < 0$, respectively. For the negative density, $n < 0$, is not physically allowed, the fixed point $n_0 = n_0^{(c)} < 0$ should be ruled out in this analysis. To find the stable region of $n_0^{(c)}$, first we note that $n_0^{(c)} \geq 0$ becomes
marginal along two curves. One is the (red) solid vertical line including a (red) filled circle in Fig. 2
\[ \kappa = 1, \omega \leq 1, \]  
(34)
where \( n^*_0 = n_0 = 0 \), and the other is the dashed (blue) curve, given by
\[ \omega = \left(1 + \kappa - k^2 + \sqrt{(1 + \kappa - k^2)^2 - k^2}\right)^{1/2} \quad \text{at} \quad k \leq 1, \]  
(35)
where \( n^*_0 = n_0^* \geq 0 \). \( n^*_0 \) is found to be stable outside of the region enclosed by the two curves, Eqs. (34) and (35). Thus, the stability analysis yields the phase diagram shown in Fig. 2. With the boundaries described by Eqs. (34) and (35), there are three regions: (i) the inactive phase, \( n_0 = 0 \), (ii) the active phase, \( n_0 = n^*_0 \), divided by Eq. (34) with a single stable fixed point, and (iii) a bistable phase possessing two stable fixed points, \( n_0 = n_0^* \) and \( n_0 = n^*_0 \), with the boundary curves of Eq. (35) and \( k = \kappa_c \) with \( \omega > 1 \). The solutions of Eq. (36) show that between (i) and (ii) there exist second-order phase transitions with the order parameter exponent \( \beta = 1 \) for \( \omega < 1 \) and \( \beta = 1/2 \) at \( \omega = 1 \). Moreover, one can observe that the first-order transition may occur between (i) and (iii), implying that \( (k, \omega) = (\kappa_c, 1) \) where the boundaries meet at the tricritical point.

By substituting the expression for \( \sigma^2_0 \) in Eq. (30) into the equation for \( n \) [Eq. (29)], one may expand the equation with small \( n_0 \) near the critical line Eq. (34) as
\[ \dot{n} = -u_2 n_0 - u_3 n^2_0 - u_4 n_0^3 + O(n_0^4), \]  
(36)
where \( u_2 = (\kappa_c - \kappa) \), and \( u_3 \) and \( u_4 \) are given by
\[ u_3 = \frac{2\kappa(1 + \kappa) - 4\omega^2}{1 + \kappa}, \quad u_4 = \frac{8\omega^2(1 + 2\kappa)}{(1 + \kappa)^2}, \]  
(37)
respectively. Note that Eq. (36) implies an effective MF potential defined as
\[ U_{MF} = \sum_{k=2}^n \frac{u_k}{k} n^k, \]  
(38)
where \( u_k \) is defined in Eq. (36). Then, the solution \( n_0 \) satisfying Eq. (36) is also the steady-state solution of the single effective equation of the order parameter, which is given by
\[ \dot{n} = -\partial U_{MF}/\partial n. \]  
(39)
By expanding \( U_{MF} \) up to the fourth order, it is found that when \( \omega < 1 \), \( u_3 \) and \( u_4 \) are positive near \( \kappa = \kappa_c \). Consequently, \( n_0 = 0 \) becomes unstable, and the stable fixed point is given by \( n_0 \approx (\kappa - \kappa_c)/u_3 \) at \( k > \kappa_c \); consequently, the DP critical exponent \( \beta = 1 \). On the other hand, at \( \omega = 1 \), it is found that \( u_3 = 0 \) at \( k = \kappa_c \) yields a different universality, called the TDP class, where the fixed point is given by \( n_0 \approx \sqrt{(\kappa - \kappa_c)/u_4} \) with \( \beta = 1/2 \). We conclude that the effective single equation Eq. (39) well describes the critical behavior in the steady state, which is consistent with the linear stability analysis based on the MF equations of all the system variables in Eq. (29).

We also observe that the effective equation Eq. (39) captures a change in the nature of the transition at the tricritical point \( (k, \omega) = (\kappa_c, 1) \). Expanding \( U_{MF} \) up to the fourth order again, as shown in Eq. (36), one can see that all the positive coefficients \( u_k \) yield the single fixed point \( n_0 = 0 \), but given negative \( u_3 \), an additional positive and stable fixed point can exist as
\[ n_0 = -u_3 + \frac{\sqrt{u^2_3 - 4u_2u_4}}{2u_4}, \]  
(40)
where \( u^2_3 \geq 4u_2u_4 \) is also satisfied. Because we consider only the limits \( \kappa \to \kappa_c \) and \( \omega \to 1 \), the discriminant \( u^2_3 = 4u_2u_4 \) may give the curve near the tricritical point,
\[ \omega = 1 + \sqrt{3(k_c - k)/2}, \]  
(41)
which is also obtainable by expanding Eq. (35) at \( k = k_c \). Of course, there is another solution, \( \omega = 1 - \sqrt{3(k_c - k)/2} \), but it does not satisfy \( u_3 < 0 \). If \( \omega > 1 + \sqrt{3(k_c - k)/2} \) at \( k < k_c \), there are two stable fixed points, \( n_0 = 0 \) and Eq. (40), which is consistent with the previous discussion of the linear stability analysis. Because the fixed point of Eq. (40) disappears abruptly, and \( n_0 = 0 \) becomes the only fixed point crossing the curve of Eq. (41) from right to left, one may observe the first-order phase transition in this regime. Although the analysis of the MF potential for the first-order transition is valid near the tricritical point, the entire analysis of linear stability with Eq. (32) implies a first-order transition with the transition line described by Eq. (35).

IV. SCALING BEHAVIOR

A. Phenomenological equation

To investigate the low-dimensional QCP, one may add spatiotemporal fluctuations to the MF equations, Eq. (29), as seen in previous works [34, 35], where the action for \( n, \sigma^2 \), and \( \sigma^3 \) is obtained by the so-called Martin–Siggia–Rose–Janssen–de Dominicis (MSRJD) field theory [48–52]. In this work, instead we start with the effective MF equation of \( n \), Eq. (39), which is a plausible assumption near the critical line in Eq. (34) because \( \sigma^2 \) and \( \sigma^3 \) may arrive quickly in the steady state [Eq. (30)] owing to the finite gap energy, as seen in Eq. (29). Near the critical line, by plugging \( n_0 = \sigma^2_0 \approx 0 \) and \( \sigma^3_0 = 0 \) into Eq. (29), one can see that the excitation gap for \( \sigma^2 \) and \( \sigma^3 \) is given by \((1 + \kappa_c)/2\). Then, the critical dynamics can be described by a single equation associated with \( n \) and based on Eq. (39) with fluctuations. Using the standard MSRJD theory and the scaling theory, we will show the critical exponents and upper critical dimensions of the long-range QCP.

The phenomenological Langevin description has been regarded as a very useful method to study the critical phenomena of DP-type models [9, 10], where the strength of the white noise is proportional to the density of active states because stochasticity is induced by the active states. We also follow the phenomenological approach to obtain the Langevin-type effective equation. Note that the field \( n \) in the MF equations
is the expectation value of the operator obtained by the trace over the density operator, as seen in Eq. (27), implying that \( n \) can also be thought of as an averaged field over the quantum noise manifested in the noise operator in Eq. (23). To describe the noise, one may start from the equations of operators. Instead of using the quantum noise operators [Eq. (26)] directly, we introduce a stochastic density field \( \xi \) satisfying \( \langle \xi \rangle = n \), where the overbar denotes the average over a phenomenological noise \( \eta \). We regard \( \xi \) as a coarse-grained field of the active sites measured in a single realization, and take \( \eta \) as the white Gaussian noise, which is plausible in thermodynamic limit. Near the critical point, \( \xi \) may be governed by the effective Langevin equation keeping the low energy fluctuations, given by

\[
\partial_t \xi_l = k \sum_m P_{lm} \xi_m - k \xi_l - \frac{\partial U_{MF}(\xi)}{\partial \xi_l} + \eta_l, \tag{42}
\]

where the first term is the lowest order contribution of Lévy flight, and the potential \( U_{MF}(\xi) \) is defined as having the same form as in Eq. (38),

\[
U_{MF}(\xi) = \sum_{k=2}^{\infty} \frac{u_k}{k^k} \xi^k. \tag{43}
\]

Setting \( \overline{\eta} = 0 \), taking the average of \( \eta \) in Eq. (42), and ignoring correlations such that \( \xi^2 \approx n^k \) with \( k \geq 2 \) and fluctuations, one can obtain the same MF equation as Eq. (39) from the equation for \( \xi \), Eq. (42).

The noise \( \eta \) should be invoked by the original quantum dynamics so that Eq. (42) reflects the original dynamics of \( \hat{h} \).

In the original dynamics, existing active states can generate stochastic processes such as decay and branching via interactions with the baths. Therefore, we require that the strength \( \hat{D} \) defined in

\[
\eta(t) \eta_m(t') = \hat{D}_{l,m} \delta(t-t'), \tag{44}
\]

depends on the density \( \xi_l \) as \( D_l \propto \xi_l \), implying also that when \( \xi \equiv 0 \), there is no fluctuation, so the absorbing state is achieved. Moreover, one may suspect that the original quantum noise itself also obeys the similar relation

\[
\langle \hat{h}(\hat{h}(t)) \hat{h}(\hat{h}(t')) \rangle_B = \hat{D}_l \delta_{lm} \delta(t-t'), \tag{45}
\]

with \( \hat{D}_l \propto \langle h \rangle_B \), where \( \hat{D} \) is the strength of the quantum noise 57. Indeed, it has been revealed that the quantum noise strength in the nearest-neighbor QCP is proportional to \( \langle h \rangle_B \) 34,55. If this is also true in our case, we can assume that the phenomenological noise \( \eta \) originates from the quantum noise operator \( \hat{h} \) with a strength \( \hat{D} = \langle \hat{D} \rangle \), at least up to the leading order.

Now, we check the strength of the quantum noise in the long-range QCP, which is given by the correlators of the noise operators in Eq. (26).

\[
\langle \hat{h}(\hat{h}(t)) \hat{h}(\hat{h}(t')) \rangle_B = \text{tr}_B \left[ B^a_{lm,\alpha}(t) \left( B^a_{km,\alpha}(t') \right)^\dagger \right] \tilde{\rho}_B, \tag{46}
\]

where again \( \tilde{\rho}_B = |0\rangle \langle 0|_B \).

By using the commutation relations of \( B^a \), Eq. (46) can be divided into three parts:

\[
\hat{D}_1 \delta_{l,m} \delta(t-t') + \hat{D}_2 \delta(t-t') + \hat{D}_3 \delta_{l,m} \delta(t-t'), \tag{47}
\]

where the first term is given by

\[
\hat{D}_1 = \text{tr}_B \sum_{\alpha,m} \left[ \hat{a}_l, \left( \hat{P}_m^\alpha \right)^\dagger \right] \left[ \hat{P}_m^\alpha, \hat{a}_l' \right] \tilde{\rho}_B, \tag{48}
\]

the second term \( \hat{D}_2 \) reads

\[
\hat{D}_2 = \text{tr}_B \left[ \hat{a}_l, \left( \hat{P}_m^\alpha \right)^\dagger \right] \left[ \hat{P}_m^\alpha, \hat{a}_l' \right] + \left[ \hat{a}_l, \left( \hat{P}_m^\alpha \right)^\dagger \right] \left[ \hat{P}_m^\alpha, \hat{a}_l' \right] \tilde{\rho}_B, \tag{49}
\]

and finally,

\[
\hat{D}_3 = \text{tr}_B \left[ \sum_{\alpha,m,n,m'} \left[ \hat{a}_l, \left( \hat{P}_m^\alpha \right)^\dagger \right] \left[ \hat{P}_m^\alpha, \hat{a}_{l,m} \right] \right] \tilde{\rho}_B, \tag{50}
\]

where we omitted the site indices in \( \hat{D}_{1,2,3} \). To obtain \( \hat{D}_1 \), we used the fact that the system operators and bath operators commute when they are at the same time, for instance, \( \hat{h}_t(t) \hat{a}_{\alpha}(t) = \hat{a}_{\alpha}(t) \hat{h}_t(t) \). Further, using the solutions of the bath particles, Eqs. (18)–(20), with the Weisskopf–Wigner theory, one can obtain the above form of \( \hat{D}_1 \).

In Eq. (47), the contribution of \( \hat{D}_2 \) can be ignored because \( \delta(t-t') \gg \delta_{l,m} \) at \( t \neq t' \). Moreover, \( \hat{D}_2 \) contains the contributions of only the pair \( (l,k) \), whereas \( l \)-to-all coupling contributes to \( \hat{D}_1 \). Therefore, the strength of the noise, including \( \hat{D}_2 \) in Eq. (45), may be determined mainly by \( \hat{D}_1 \). Because \( \hat{D}_1 \) is not a Hermitian operator, to obtain a real value, we take

\[
\text{Re} \langle \hat{D}_2 \rangle \approx \langle \hat{D}_1 \rangle + 2/2. \tag{51}
\]

Now, we can obtain the noise strength \( \text{Re} \langle \hat{D}_2 \rangle \) for \( \hat{h}(\hat{h}) \) from Eq. (51) by setting \( \hat{a}_l = \hat{a}_l' = \hat{h} \):

\[
\text{Re} \langle \hat{D}_2 \rangle = n_l + \kappa \sum_m \rho_m n_m. \tag{52}
\]

Because we are interested in the critical dynamics, where long-wavelength excitation is crucial, we use the approximation \( n_m \approx n_l \) for all \( m \) in the summation term in Eq. (52), which leads to

\[
\text{Re} \langle \hat{D}_2 \rangle \approx (1 + \kappa) n_l. \tag{53}
\]

This is what we expected, and now we take \( \hat{D}_1 = (1 + \kappa) n_l \) for the noise strength in our Langevin equation [Eq. (42)].

We point out that the leading order of the noise strength for \( \hat{\sigma}^+ \) or \( \hat{\sigma}^\alpha \) is given by a constant; more precisely,

\[
\text{Re} \langle \hat{h}(\hat{\sigma}^\alpha(t)) \hat{h}(\hat{\sigma}^\alpha(t')) \rangle \approx \text{Re} \langle \hat{h}(\hat{\sigma}^\alpha(t)) \hat{h}(\hat{\sigma}^\alpha(t')) \rangle \approx (1 + \kappa) \delta(t-t'). \tag{54}
\]

Moreover, the noise operator \( \hat{h}(\hat{h}) \) is correlated with \( \hat{h}(\hat{\sigma}^\alpha) \) and \( \hat{h}(\hat{\sigma}^\alpha) \) as follows:

\[
\text{Re} \langle \hat{h}(\hat{h}(t)) \hat{h}(\hat{\sigma}^\alpha(t')) \rangle \approx \text{Re} \langle \hat{h}(\hat{h}(t)) \hat{h}(\hat{\sigma}^\alpha(t')) \rangle \approx \sigma(t-t')/2., \tag{55}
\]

\[
\text{Re} \langle \hat{h}(\hat{h}(t)) \hat{h}(\hat{\sigma}^\alpha(t')) \rangle \approx \text{Re} \langle \hat{h}(\hat{h}(t)) \hat{h}(\hat{\sigma}^\alpha(t')) \rangle \approx \sigma(t-t')/2. \tag{56}
\]
Thus, even if there is no active state at some point, active states can be induced by fluctuations of $\hat{\sigma}^z$ and $\hat{\sigma}^x$, which implies that the absorbing state cannot be achieved. This is reminiscent of the quantum fluctuation induced by the uncertainty relations between the Pauli spin operators. Therefore, our semiclassical approach must be associated with a proper time scale, where the quantum fluctuation is negligible. At this stage, we assume the time scale without proof.

In short, we introduced the stochastic field $\xi$ as the density field of active states and its phenomenological Langevin equation. To capture the critical dynamics of QCP, we took the lowest-order fluctuation in the long-range interaction to the MF equation of the order parameter $n$. Since the original dynamics shows the absorbing transition, we assumed that the strength of the white Gaussian noise is proportional to the density field. Indeed, we confirmed that the original quantum noise also has the multiplicative nature, so we adopted the functional form of the quantum-noise strength in the lowest order as one of our phenomenological noise $\eta$. Because the Langevin equation of $\xi$ is the classical field equation, one can apply the classical field theory to the QCP effectively at least near the critical point. Finally, we remark that the quantum Langevin equation can be transformed to the c-number Langevin equation [33] [54]. One may apply the conversion method in this work and expect to obtain a similar equation to ours, Eq. (42). To check whether our assumptions are adequate and resolve the problem of time scale, it is worth studying the relationship between the phenomenological and c-number Langevin equations.

### B. Critical exponents and upper critical dimensions

To apply the scaling theory, the equation for continuous fields is more convenient than the discrete equation. Taking the continuum limit with an appropriate rescaling like $\delta t \rightarrow \tau \delta t$, where $\tau$ is a scaling parameter, and expanding the Lévy term up to two leading orders, as in previous works [17] [22] [55], we write the Langevin equation of the continuous density field $\xi = \xi(\mathbf{r}, t)$ up to the $u_3$ term as

$$\tau \partial_\tau \xi = D\nabla^2 \xi + D_p \nabla^p \xi - u_2 \xi - u_3 \xi^2 - u_4 \xi^3 + \eta.$$  \hspace{1cm} (54)

Here $D$ and $D_p$ are the diffusion constants, obtained from the expansion, given by $k \int d\mathbf{r}' P(\mathbf{r} - \mathbf{r}')\xi(\mathbf{r}') = k\xi + D\nabla^2 \xi + D_p \nabla^p \xi$, and the noise $\eta(\mathbf{r}, t)$ in the continuum limit obeys

$$\eta(\mathbf{r}_1, t_1)\eta(\mathbf{r}_0, t_0) = \Gamma \xi(\mathbf{r}_0, t_0) \delta(\mathbf{r}_1 - \mathbf{r}_0) \delta(t_1 - t_0),$$  \hspace{1cm} (55)

where $\Gamma = (1 + k)$. Note that $u_b$ in Eq. (54) was also rescaled appropriately.

Setting $\Gamma = 0$, which yields $\xi = n$, one can obtain the MF exponents for the correlation length, $\nu_\perp$, and time, $\nu_\parallel = \nu_\perp^2$. Under the scaling transformations, which are given by

$$|\mathbf{r}| \rightarrow |\mathbf{r}'| = s|\mathbf{r}|, \quad t \rightarrow t' = s^\nu \xi \rightarrow \xi', \hspace{1cm} (56)$$

where $s > 1$, the transformed equation is written as

$$\tau s^{-\nu} \partial_{t'} \xi' = D s^{-2\nu} \nabla^2 \xi' + D_p s^{-p\nu} \nabla^p \xi' - u_2 s^{\nu} \xi' - u_3 s^{2\nu} \xi'^2 - u_4 s^{3\nu} \xi'^3. \hspace{1cm} (57)$$

Because near the critical point the order parameter obeys the scaling form of $\xi'(\mathbf{r}') = s^{-\beta/\nu_\perp} \xi(\mathbf{r})$, we rewrite Eq. (57) in terms of $\xi$

$$\tau \partial_\tau \xi = D s^{-2\nu} \nabla^2 \xi + D_p s^{-p\nu} \nabla^p \xi - u_2 s^{\nu} \xi - u_3 s^{2\nu} \xi^2 - u_4 s^{3\nu} \xi^3.$$  \hspace{1cm} (58)

When $p > 2$ and $u_3 > 0$, one may set $z = 2$ and $\beta/\nu_\perp = z = 2$; then, at the critical point where $u_2 = 0$, the equation given by

$$\tau \partial_\tau \xi = D \nabla^2 \xi - u_4 \xi^3,$$

is invariant under the scaling transformation because $D_p s^{-p\nu} \nabla^p \xi = u_4 s^{-2p\nu} \xi^3$ vanish by repeated transformations. Using the value $\beta = 1$, we obtain the exponents, $\nu_\perp = 1/2$, and thus $\nu_\parallel = 1$. These exponents belong to the DP class.

For $p > 2$ and $u_3 = 0$, however, the relevant equation is given by

$$\tau \partial_\tau \xi = D \nabla^2 \xi - u_4 \xi^3,$$

so $\beta/\nu_\perp = z/2 = 1$. Using $\beta = 1/2$ at the critical point corresponding to $u_3 = 0$, we obtain the exponents $\nu_\perp = 1/2$ and $\nu_\parallel = 1$, which correspond to the TDP universality. Therefore, if $p > 2$, the long-range term becomes irrelevant for both $u_3 > 0$ and $u_1 = 0$, so the universality is equal to that in the short-range model. On the other hand, if $p < 2$, one can see that the relevant term becomes $D_p s^{-p\nu} \nabla^p \xi$ instead of $D s^{-2\nu} \nabla^2 \xi$, leading to the dynamic exponent $z = p$. Consequently, $\beta/\nu_\perp = z = p$ for $u_3 > 0$, whereas $\beta/\nu_\perp = z/2 = p/2$ for $u_3 = 0$, yielding $\nu_\perp = 1/p$ for both cases. The MF exponents for the short-range and long-range cases are summarized in Table I.

To check the relevance of the noise, we employ the path integral formalism including the noise term in Eq. (54). Using the MSRJD theory for the Langevin equation, we obtain the action $S = S[\xi, \dot{\xi}]$ for Eq. (54), where $\dot{\xi}$ is the response field, as follows:

$$S = \int d\mathbf{r} \mathbf{ξ} \left[ \tau \partial_\tau \xi - D \nabla^2 \xi - D_p \nabla^p \xi + u_2 \xi + u_3 \xi^2 - u_4 \xi^3 - \frac{\Gamma \dot{\xi}}{2} \right] \xi,$$  \hspace{1cm} (58)

where $\mathbf{r} = (\mathbf{r}, t)$. Under the transformation given by Eq. (56), $S[\xi, \dot{\xi}] \rightarrow S'[\xi', \dot{\xi}']$, where $S'$ can be written in terms of $\xi'$ and $\dot{\xi}'$ using the relations $\xi' = s^{-\beta/\nu_\perp} \xi$ and $\dot{\xi}' = s^{-\nu_\parallel} \dot{\xi}$, and is given by

$$S' = \int d\mathbf{r} d\mathbf{r}' d\xi' \dot{\xi}' \left[ \tau s^{-\nu} \partial_{t'} \xi' - D s^{-2\nu} \nabla^2 \xi' - D_p s^{-p\nu} \nabla^p \xi' + u_2 s^{\nu} \xi' + u_3 s^{2\nu} \xi'^2 - u_4 s^{3\nu} \xi'^3 - \frac{\Gamma s^{-\nu_\parallel}}{2} \dot{\xi}' \right] \xi'.$$  \hspace{1cm} (59)

Therefore, the following relations of the parameters by the scaling transformation:

$$\tau \rightarrow \tau' = s^{d+z-2b-b} \tau,$$

$$D \rightarrow D' = s^{d+z-2b-b} D,$$

$$D_p \rightarrow D'_p = s^{d+z+p-2b-b} D_p,$$

$$u_2 \rightarrow u_2' = s^{d-2b-b} u_2,$$

$$u_3 \rightarrow u_3' = s^{d+z-2b-b} u_3,$$

$$u_4 \rightarrow u_4' = s^{d+z-3b-b} u_4,$$

$$\Gamma \rightarrow \Gamma' = s^{d+z-2b} \Gamma.$$  \hspace{1cm} (60)
TABLE I. MF critical exponents. These critical exponents are obtained using the scaling transformation of Eq. (58). The universality classes are determined by the power of the long-range interaction \( p \) and the strength of the coherent dynamics \( \omega \) in \( \hat{H}_1 \). The long-range interaction is relevant (irrelevant) for \( p \leq 2 \) (\( p > 2 \)). Depending on whether \( u_3 = 0 \) or \( u_3 > 0 \), \( d \), and \( \beta \) can vary.

| \( \kappa = \kappa_\omega = 0 \) | \( \kappa = \kappa_\omega = 0 \) |
|-----------------|-----------------|
| \( u_3 = 0 \) | \( u_3 > 0 \) |
| --- | --- |
| \( p > 2 \) (TDP) | \( p > 2 \) (long-range TDP) |
| \( p \leq 2 \) (long-range TDP) | \( p \leq 2 \) (long-range TDP) |
| \( \beta \) | \( \beta \) |
| \( 1/2 \) | \( 1/2 \) |
| \( 1 \) | \( 1 \) |
| \( 2 \) | \( 2 \) |
| \( \nu_\perp \) | \( \nu_\perp \) |
| \( 1 \) | \( 1 \) |
| \( 1/2 \) | \( 1/2 \) |
| \( \gamma \) | \( \gamma \) |
| \( 1 \) | \( 1 \) |
| \( 1 \) | \( 1 \) |
| \( z \) | \( z \) |
| \( 2 \) | \( 2 \) |

Note that the transformations of the parameters in Eq. (60) correspond to the Wilson renormalization group (RG) procedure [56].

One can choose \( b + \bar{b} = d \) so that \( \tau \) is invariant under the transformation in Eq. (60). Moreover, the relations for \( D \) and \( D_p \) suggest that the dynamic exponent \( z = 2 \) for \( p > 2 \) and \( z = p \) for \( p < 2 \). If \( z = 2 \) at \( p > 2 \), the long-range term with \( D_p \) becomes irrelevant, whereas the short-range term with \( D \) is relevant, and vice versa for \( p < 2 \) with \( z = p \). Above the upper critical dimension, \( d > d_c \), the higher-order potential terms and noise term are irrelevant, so the Gaussian fixed point is stable. Therefore, the relevance of \( u_3 \), \( u_4 \), and \( \Gamma \) determines the upper critical dimension. The case of finite \( u_3 \) is well-known, as follows [17, 22]. If \( u_3 \) is finite, \( u_3 \) is automatically irrelevant at \( d_c \), which implies that \( d \leq d_c \). \( u_3 \) and \( \Gamma \) are relevant. Thus, one may infer that \( d = d_c \), \( b = \bar{b} = z \), leading to \( b = d_c / 2 = \zeta \). Because \( z = 2 \) or \( z = p \), the upper critical dimensions of the short-range and long-range QCPs are given by \( d_c = 4 \) and \( d_c = 2p \), respectively. Note that by using \( b = \beta / \nu_\perp \) with \( \beta = 1 \), one can obtain the MF exponents obtained in the noiseless equation, Eq. (57).

Finally, we discuss the TDP universality with the long-range interaction. In this case, \( u_3 = 0 \); thus, \( u_4 \) and \( \Gamma \) become relevant terms at \( d \leq d_c \). Similar to the case of DP, at \( d = d_c \), the invariance of \( u_4 \) and \( \Gamma \) in Eq. (60) yields \( b = \zeta / 2 \) and \( \bar{b} = z \). Because \( b + \bar{b} = d_c \), the upper critical dimension of TDP is given by \( d_c = 3 \zeta / 2 \). Therefore, for short-range TDP, it is found that \( d_c = 3 \), as shown in previous works [15, 23, 24], and for long-range TDP with \( p < 2 \), it is found that \( d_c = 3p / 2 \), which is similar to the long-range DP case, but the constant differs from 2 for the DP class. Again, with \( b = \beta / \nu_\perp \) and \( \beta = 1 / 2 \), we obtain the MF exponents for the TDP universality. Because it is well known that the tricritical point does not exist in the one-dimensional DP-type model in the absence of the long-range interaction [57], one may ask whether the tricritical point is sustained when \( d = 1 \) is below the upper critical dimension or \( p > 2 / 3 \). To answer that, numerical studies and RG approaches to long-range TDP are needed.

V. DISCUSSION AND CONCLUSION

Now, we discuss how the long-range QCP can emerge from the cold atomic system. We start with the Hamiltonian of Rydberg atoms under the antiblockade effect [33]:

\[
\hat{H}_R = \Omega \sum_l^N \tilde{\sigma}_l^+ + \Delta \sum_l^N \tilde{n}_l + \sum_{\alpha \beta} V_{\alpha \beta} \tilde{n}_\alpha \tilde{n}_\beta ,
\]

where \( \Omega \) is the Rabi oscillation frequency, \( \Delta \) denotes the detuning energy, and \( V_{\alpha \beta} \) is the long-range interaction between excited atoms. Because \( \Delta \) is very large, Rabi oscillation is suppressed, but if we set \( V_{\alpha \beta} = -\Delta \) for the nearest-neighbor pairs, the excitation can be enhanced by the interaction. This mechanism leads to coherent and incoherent CPs, where the long-range nature of \( V_{\alpha \beta} \) is usually neglected to realize the absorbing state on long time scales [33, 35]. However, these approaches are based on the low-density limit; therefore, one spin can interact with approximately only one particle. As pointed out in a previous work [33], when one spin simultaneously interacts with not only the nearest-neighbor spins, but also long-distance spins, the long-range effect may change the universality of the system.

We investigated the critical behavior of the quantum long-range CP, which is realized by coherently and incoherently driven interacting cold atomic systems. We derived the Heisenberg equations from the total Hamiltonian consisting of the system, the baths, and their interaction. Using the semi-classical approach, we obtained the MF equation for the long-range QCP, where branching and coagulation are realized as Lévy flight. Then we obtained a phase diagram similar to that for the short-range QCP. Next, we set up the phenomenological Langevin equation and built the Martin–Siggia–Rose–Janssen–de Dominicas action. Using scaling theory, we determined the critical exponents in the MF limit. Depending on the model parameters, the DP-type and TDP-type transitions occur. For the DP-type case, the critical exponents were obtained as those of the long-range DP [17, 21]. For the TDP-type case at the tricritical point, new critical exponents were obtained, the universality class of which we identify as the long-range TDP class. Moreover, we determined the upper critical dimension for the long-range TDP, \( d_c = 3p / 2 \), which is different from that of the long-range DP class, \( d_c = 2p \). The critical exponents for the ordinary DP and TDP and the long-range DP and TDP classes are compared in Table I. Recently a similar result that a first and second-order phase transition coexist has been reported in the quantum epidemic model, realizable in a dissipative atomic system with long-range inter-
action [38]. We expect that our semi-classical approach is also applicable to the epidemic model using a three-state quantum spin system.

In this study, we focused on the long-range nonequilibrium absorbing phase transition in the dissipative quantum spin system. We obtained the phase diagram and determined the transition properties within the analytic theoretical framework in the MF limit. However, the transition behavior below the upper critical dimension has not been determined yet. The renormalization group approach to this problem seems to be challenging, yet numerical simulation studies remain as the next problem.
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