Predicting the Transition from Short-term to Long-term Memory based on Deep Neural Network
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Abstract—Memory is an essential element in people’s daily life based on experience. So far, many studies have analyzed electroencephalogram (EEG) signals at encoding to predict later remembered items, but few studies have predicted long-term memory only with EEG signals of successful short-term memory. Therefore, we aim to predict long-term memory using deep neural networks. In specific, the spectral power of the EEG signals of remembered items in short-term memory was calculated and inputted to the multilayer perceptron (MLP) and convolutional neural network (CNN) classifiers to predict long-term memory. Seventeen participants performed visuo-spatial memory task consisting of picture and location memory in the order of encoding, immediate retrieval (short-term memory), and delayed retrieval (long-term memory). We applied leave-one-subject-out cross-validation to evaluate the predictive models. As a result, the picture memory showed the highest $\kappa$-value of 0.19 ($\pm$0.25) on CNN, and location memory showed the highest $\kappa$-value of 0.32 ($\pm$0.35) in MLP. These results showed that long-term memory can be predicted with measured EEG signals during short-term memory, which improves learning efficiency and helps people with memory and cognitive impairments.
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I. INTRODUCTION

Memory is an important building block in learning and decision-making, and it is a cognitive process that encoding and retrieving new information into the brain [1], [2]. Specifically, encoding refers to the initial experience of recognizing and learning information, and retrieval refers to the mental process of searching previously learned information [3]. In addition, memory is divided into short-term and long-term memory mechanisms according to the passage of time, and these mechanisms have different neurophysiological activity patterns [4].

Many studies have used electroencephalogram (EEG) to investigate the people’s brain mechanisms associated with memory processes [5]. EEG is widely used in disease diagnosis [6], rehabilitation [7], [8], and brain-computer interface (BCI) [9]–[11] for its practical advantages such as non-invasiveness and relatively inexpensive devices. However, EEG signals are dimensional and complex because it is based on a time series of events sampled with high temporal resolution and distributed spatially across multiple scalp locations [12], [13]. Therefore, there is an increased need for computational frameworks that can mine large amounts of data to identify the features of the EEG signals most relevant to tasks.

Recently, studies were conducted to predict short- and long-term memory by extracting features of EEG signals when encoding using deep neural networks such as multilayer perceptron (MLP) and convolutional neural network (CNN). For example, Sun et al. [14] proposed a convEEGNN to predict whether an item will be remembered or forgotten after encoding, resulting in an average prediction accuracy of 72.07%. In addition, Kang et al. [15] predicted long-term memory performance using various classification models such as linear discriminant analysis and CNN. These results showed that EEG signals during encoding can predict the performance of subsequent memory effects. However, few studies have predicted the performance of long-term memory using EEG signals of successful short-term memory.

In this study, we aimed to predict the long-term memory using the features of the EEG signals of remembered items in short-term memory. Participants performed an encoding, immediate retrieval (short-term memory), and delayed retrieval (long-term memory) of visuo-spatial memory task consisting of picture and location memory. We used basic deep neural networks to investigate whether long-term memory was predicted. Our results showed the feasibility to improve learning efficiency and help people with memory and cognitive impairments.

II. MATERIALS AND METHODS

A. Participants and Experimental Procedure

We recorded EEG data from seventeen healthy participants (4 females; 25.8 ± 1.6 years old) with no history of neurological and psychiatric disorders. This study was approved by the
Institutional Review Board at Korea University (KUIRB-2020-0112-01), and each participant gave written informed consent before the experiments.

Participants arrived at the laboratory at 12:00 pm. Following preparation for EEG recording, they performed encoding as initial learning of the memory task. Subsequently, an immediate retrieval for short-term memory was conducted. After 24 hours, a delayed retrieval corresponding to long-term memory was performed (Fig. 1a).

B. Visuo-spatial Memory Task

The visuo-spatial memory task consisted of picture and location memory [16] and was implemented using Psychtoolbox (http://psychtoolbox.org). All participants were asked to encode a set of 38 images (objects, plants, and scenes taken from the SUN database [17]) (picture memory) and where the images were presented (location memory).

In encoding, a fixation cross was displayed on the screen for 1 s and a gray square randomly appears at one of the quadrants for 2 s. After that, the picture was presented for 2 s on the gray square. In immediate and delayed retrieval, 38 encoded images and 38 new images were presented in random order. A fixation cross was displayed for 1 s, and each participant pressed a key (with right hand on main keyboard; o - old or n - new) to recognize whether or not they had viewed the image displayed in the center of the screen within 3 s. For the “o” button response, they selected by pressing the key corresponding to the quadrant (with left hand on main keyboard; 1, 2, 3, or 4) that they thought the picture was presented (Fig. 1b).

As a measure of successful short-term memory, the correct answer for each participant was determined as follows: picture memory is the number of correct old responses (hits), and location memory is the correct retrieval of hits. The measure of successful long-term memory is to recognize the same remembered items as successful short-term memory.

C. EEG Data Acquisition and Processing

The EEG was recorded using a 60 channels Ag/AgCl electrode system (ActiCap, Brain Products, Germany) with a 1,000 Hz sampling frequency. The electrodes were positioned according to the international 10-20 electrode system. In addition, the reference and ground electrodes were placed on FCz and AFz, respectively. The impedance of all electrodes was kept below 10 kΩ.

The raw EEG data were processed with MATLAB R2018b using the EEGLAB toolbox [18]. Data were down-sampled to 250 Hz, band-pass filtered between 0.5 to 50 Hz, and re-referenced to the average reference. To analyze the frequency domain of the prepossessed EEG signals, we calculated the power spectral density (PSD) using a fast Fourier transform (FFT) [19]. We divided into 6 frequency bands as follows: delta (0.5-4 Hz), theta (4-7 Hz), alpha (7-12 Hz), spindle (12-15 Hz), beta (15-30 Hz), and gamma (30-50 Hz) bands. PSD was obtained for each frequency component composing those EEG signals [20]-[22]:

$$PSD_{f_1-f_2} = 10 \cdot \log_{10}(2 \int_{f_1}^{f_2} |\hat{x}(2\pi f)|^2 df)$$

where $f_1$, $f_2$ represent the lower and upper frequencies respectively, and $\hat{x}(2\pi f)$ was obtained by FFT. $10 \cdot \log_{10}(\bullet)$ denotes unit conversion from microvolts to decibels.

D. Predictive Models

Fig. 2 showed the overall framework for this study. As the input data of the predictive models, we concatenated the PSD values of the items that were remembered during the short-term memory of all participants. In specific, the shape of 6
frequency bands and 60 channels were reshaped and entered into support vector machine (SVM) and MLP classifiers in 2-dimensions (trials × 360). In the baseline classifier, we used radial basis function-kernel SVM [23]. In the MLP approach, it consisted of 3 fully connected layers. We used a rectified linear unit (ReLU) as the activation function and a dropout (p = 0.3) was applied to avoid overfitting. Finally, two classes of remembered and forgotten items were classified by softmax.

We quantified the performance of the classifier models using Cohen’s kappa, calculated between the truth label and predicted label. Cohen kappa rescales observed correspondence with that expected from chance and outputting values upper bounded by 1 [25]:

\[ \kappa = \frac{p_o - p_e}{1 - p_e} \]  

(2)

where \( p_o \) denotes the accuracy of predictions and \( p_e \) denotes the probability of coincidence between truth label and predicted label.

We also compared the performance of the models with a 2 × 2 confusion matrix that expressed four measures: true remembered item, true forgotten item, false remembered item, and false forgotten item.

**E. Performance Metrics**

For evaluation of the predictive models, we applied leave-one-subject-out (LOSO) cross-validation. It means taking the data from one participant as the testing set and data from the other remaining participants as the training set. The model’s performance was calculated by averaging the values of each cross-validation fold.

We quantified the performance of the classifier models using Cohen’s kappa, calculated between the truth label and predicted label. Cohen kappa rescales observed correspondence with that expected from chance and outputting values upper bounded by 1 [25]:

\[ \kappa = \frac{p_o - p_e}{1 - p_e} \]  

(2)

where \( p_o \) denotes the accuracy of predictions and \( p_e \) denotes the probability of coincidence between truth label and predicted label.

We also compared the performance of the models with a 2 × 2 confusion matrix that expressed four measures: true remembered item, true forgotten item, false remembered item, and false forgotten item.

**TABLE I DESCRIPTION OF CNN ARCHITECTURE**

| Layer | Operation            | Size of Feature map | Kernel size |
|-------|----------------------|---------------------|-------------|
| 0     | Input                | 6 × 10 × 9          | -           |
| 1     | Convolution          | 8 × 8 × 7           | 3 × 3       |
| 2     | Batch Normalization  | 64 × 6 × 5          | 3 × 3       |
| 3     | Normalization        | 64 × 3 × 2          | 1 × 2       |
| 4     | Max-pooling (0.3)    | Flatten             | 384         |
| 5     | Fully-Connected      | 2                   | -           |

**Fig. 3.** The number of items remembered during the retrieval of short- and long-term memory for each memory task. Error bars show standard errors. * indicates statistical significance at \( p < 0.05 \) determined by \( t \)-test.
III. RESULTS

A. Successful Visuo-spatial Memory

Fig. 3 showed the average and standard error number of remembered items for all participants in each memory task. In the two memories, short-term memory was 30.35 (± 0.31) and 17.76 (± 0.37), respectively, and long-term memory was 26.53 (± 0.35) and 3.82 (± 0.17), respectively. In proportions of summing the memory items, the ratio of remembered and forgotten items in picture memory was 87% to 13%, and the ratio of remembered and forgotten items in location memory was 21% to 79%.

We also used a paired-test to perform statistical comparisons between short-term memory and long-term memory. As a result, both memories were significantly decreased (picture memory: $t = -6.86$, $p < 0.001$; location memory: $t = -12.17$, $p < 0.001$).

B. Prediction Model of Long-term Memory

We investigated the predictability of long-term memory using three predictive models. Table II indicated the accuracy and $\kappa$-values of the predictive models for the two memory tasks. In picture memory, the results $\kappa$-value of SVM, MLP, and CNN were showed 0.06 (± 0.24), 0.15 (± 0.25), and 0.19 (± 0.25), respectively. Both the accuracy and $\kappa$-values showed higher on CNN than other models. In the location memory, $\kappa$-value of SVM, MLP, and CNN were showed 0.18 (± 0.38), 0.32 (± 0.35), and 0.24 (± 0.32), respectively. Of these, it was the highest in MLP. Also, we confirmed that the standard deviation of accuracy and $\kappa$-value was quite large. This is because the data is unbalanced in both memories, so the data is biased towards the majority class.

Fig. 4 presented a normalized confusion matrix for the two memory tasks. The confusion matrices were computed as the sum of the epochs with the largest $\kappa$-values from a LOSO cross-validation for each subject. The numbers in the diagonal lines represent the percentage of correct classification, and the other numbers represent the percentage of misclassification. As a result, in picture memory, the remembered items of the true label, and the remembered items by the prediction model was well classified. On the other hand, forgotten items of the true label, and the remembered items by the prediction model was misclassified. In the location memory, the forgotten items of the true label and forgotten model of the predicted label were well classified, whereas the remembered items of the true label and the forgotten items of the predicted label were misclassified.

IV. Discussion

In this study, EEG signals of remembered items of short-term memory was used as an input to a deep neural network to predict long-term memory. This used the EEG recorded during an immediate retrieval of visuo-spatial memory task. In an experiment using LOSO cross-validation, picture memory showed the highest $\kappa$-value on CNN, and location memory showed the highest $\kappa$-value on MLP.
Our results suggested the possibility to predict long-term memory with the feature of the EEG signals of short-term memory using basic deep neural networks. This showed that there is a difference in EEG signals between remembered and forgotten items, similar to existing literature that studied subsequent memory effects [13, 26]. Cowan [27] noted that the mechanism of short-term memory is separate but closely related to the mechanism of long-term memory. In memory tasks, the participant was likely to recycle remembered items and triggers similar perceptual and semantic processes in the brain [28]. Therefore, we can confirm that long-term memory is activated and predictable by short-term memory.

There are some limitations to thesis results. First, the number of trials to the memory task as input to the predictive model was small. Second, there is a data imbalance problem in classification. In future work, we will increase the number of samples through further experiments and perform re-sampling to solve the problem of data imbalance [29].

V. CONCLUSION

We predicted long-term memory using only the features of the EEG signals of successful short-term memory. Based on these results, it can be applied to various applications related to memory. For example, it can improve the efficiency of learning effects in terms of education. It may also help diagnose and treat diseases related to memory symptoms such as Alzheimer’s and cognitive impairment.
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