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ABSTRACT

In this paper, we demonstrate how a generative model can be used to build a better recognizer through the control of content and style. We are building an online handwriting recognizer from a modest amount of training samples. By training our controllable handwriting synthesizer on the same data, we can synthesize handwriting with previously underrepresented content (e.g., URLs and email addresses) and style (e.g., cursive and slanted). Moreover, we propose a framework to analyze a recognizer that is trained with a mixture of real and synthetic training data. We use the framework to optimize data synthesis and demonstrate significant improvement on handwriting recognition over a model trained on real data only. Overall, we achieve a 66% reduction in Character Error Rate.

Index Terms— Handwriting synthesis, handwriting recognition, synthetic data, controllable generative models

1. INTRODUCTION

Data is the most valuable asset for machine learning applications, but are we using it efficiently? The standard approach is relatively simple: (i) collect and annotate data, and (ii) train a recognizer using the data. While this approach has achieved success in many standard machine learning tasks, such as image classification [1], we will show that it is sub-optimal for handwriting recognition.

Handwriting data can be described (a) by its content (i.e., the text that was written, a sequence of characters) and (b) by its style (i.e., all other information about a handwriting sample except content — printed or cursive, neat or messy, round or square corners, tight or loose spacing, etc.). The content space is combinatorial and some handwriting styles are rare compared to others. Therefore, it is difficult to collect sufficient data to cover the entire content and style space well.

In this paper, we propose a method we refer to as data incubation to grow the original collections and improve the generalization of recognizer training. This capability is enabled by a controllable generative model that is used to augment training with synthesized data covering underrepresented content and rare styles (Fig. 1).

Fig. 1: Data incubation starts with (a) collected data sparsely covering the content and the style space. We then use a controllable generative model that can (b) synthesize samples with unseen content, and (c) mix new style from existing training samples. (d) Finally, we synthesize new samples that close gaps in content and style, leading to a better coverage of the real data distribution for handwriting recognition.

How does a controllable generative model improve data efficiency for a downstream handwriting recognizer? After all, we learn the generative model with the same dataset that we use to train the recognizer. Our approach is based on the following observation: The total number of handwriting samples that can be collected is limited and thus the diversity of contents and styles in the collected samples is also limited (Fig. 1a). By utilizing our controllable synthesizer that models the data distribution as a factored distribution of style and content, we can combine information across collected samples, complement the real training set with synthesized handwriting, and fill both the content and the style gaps in the collected training data (Fig. 1b-d).

Effectively, we introduce prior knowledge about content and style being factorizable into the creation of synthetic training data. This inductive bias allows us to strategically increase the size of our training set to target a more balanced
distribution of writing styles and content as well as training recognizers with better generalization.

Training with synthetic data, however, comes with its own challenges. Synthetic data might introduce a shift from the empirical distribution that is formed by the collected real data. While this shift can be due to the artifacts produced by the generative model, it can also come from generating content and styles that are underrepresented or missing in the collected data, i.e., shifting the empirical distribution shown in Fig. 1a to that in Fig. 1d. In this aspect, this distribution shift can be seen both as a problem but also as a feature. It is critical to make careful and deliberate choices about which data to synthesize. If we only synthesize handwriting from well-formed English sentences with highly legible, printed style, a recognizer trained on this data will end up performing poorly on messy, cursive styles and content including slang, uncommon words, or abbreviations. On the other hand, we can carefully choose which data to synthesize and with that we will be able to close the gaps in the empirical distribution.

In this paper, we demonstrate a systematic recipe to train a handwriting recognizer with data synthesized by a controllable generative model. This recipe enables us to examine and understand the problems associated with the synthetic data. We build on the recently-proposed controllable generative model [2], which separately controls the content and the handwriting style. As we will demonstrate, utilizing data incubation significantly improves our multilingual handwriting recognizer, achieving a 66% reduction in Character Error Rate when compared to a recognizer trained with only original data.

2. RELATED WORK

Online handwriting recognition is a field of high relevance in mobile computing because (a) an increasing number of devices are equipped with styluses making handwritten input a natural interface, (b) many languages are harder to enter with a keyboard than Latin scripts because the size of their alphabet or the use of grapheme clusters makes building intuitive keyboards difficult. While early work in online handwriting recognition used segment-and-decode methods [3, 4, 5, 6], recent work trends toward end-to-end approaches utilizing Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), coupled with Connectionist Temporal Classification (CTC) decoding [7, 8, 9, 10, 11].

Online handwriting synthesis models [2, 12, 13, 14, 15, 16] are sequence-to-sequence models that take input text (a sequence of characters) and output handwriting (a sequence of strokes). To improve downstream recognizers, it is important for the synthesized handwriting to contain few artifacts and a wide range of handwriting styles — from highly legible, printed-style handwriting to less legible, cursive handwriting.

Synthetic data augmentation for training machine learning models is not new in the literature. Most of the reference papers focus on image [17, 18] and speech [19, 20, 21, 22, 23] synthesis, and obtain modest improvements. To the best of our knowledge, this paper is the first to use a controllable generative model to synthesize online handwriting and explicitly control the content, style, and variation of the generation process to significantly improve the accuracy of downstream handwriting recognizers.

3. GENERATIVE AND RECOGNIZER MODELS

3.1. Problem formulation and dataset

An online handwriting sample \( \mathbf{x} = [(\Delta x_t, \Delta y_t, u_t)]_{t=1,...,T} \) is a sequence of stylus movements on a writing surface, where \( \Delta x_t \in \mathbb{R} \) and \( \Delta y_t \in \mathbb{R} \) are the movement of the stylus in \( x \) and \( y \) directions respectively at time \( t \), and \( u_t \in \{0, 1\} \) is a binary variable indicating whether the stylus touches the surface during the movement, as shown in Fig. 2a. The corresponding content of the sample \( \mathbf{c} = [c_1, \ldots, c_M] \) is a sequence of characters, where \( c_m \) is represented as a one-hot vector of dimension \( Q \) (the total number of characters). Note that in general \( \mathbf{x} \) and \( \mathbf{c} \) have different lengths.

We use a subset of a proprietary dataset collected for research and development. The subset consists of 600k online handwriting samples written by 1,500 people. Half of the samples (300k) is in English, and the rest is in French, German, Italian, Spanish, and Portuguese.
3.2. Controllable generative model

We use the controllable generative model proposed in [2]. Given \( N \) real training samples, \( X = \{(x^i, c^i)\}_{i=1, \ldots, N} \), the generative model learns a distribution of handwriting samples, \( p(x|c, z) \), conditioned on the content \( c \) and the style \( z \). In other words, given a target content \( c \) and a style \( z \), we can generate new handwriting by sampling from the distribution. Note that the style \( z \) is modeled as a latent variable with a (learnable) prior distribution. Fitting a prior distribution for style is important, because it enables the model to create new styles (i.e., \( z \) not associated with any training sample).

Fig. 2b shows an overview of the model architecture. We model in an auto-regressive manner the output distribution \( p(\Delta x_t, \Delta y_t, u_t|z_t, x_{1..t-1}, c) \) as \( p(\Delta x_t, \Delta y_t|\cdot)p(u_t|\cdot) \), where \( p(x_t, y_t|\cdot) \) is a mixture of 20 bivariate Gaussian distributions modeling the movement of the stylus, and \( p(u_t|\cdot) \) is a Bernoulli distribution modeling whether the stylus touches the surface. The prior distribution of \( z_t, p(z_t|x_{1..t-1}, c) \), is a multivariate Gaussian distribution \( N(z_t|\mu_t, \Sigma_t) \), where \( \Sigma_t \) is a diagonal covariance, and \( \mu_t \) and \( \Sigma_t \) are functions of \( x_{1..t-1} \) and \( c \) (generated by a linear layer). We refer to [2] for detailed description of the model. We trained two generative models: an English model using only the English training data and a multilingual model using training data from all six languages.

One important property of the generative model is that we can control the variation of the synthesized data by scaling the standard deviations of the output distribution \( p(\Delta x_t, \Delta y_t, u_t|z_t, x_{1..t-1}, c) \). Intuitively, using a small standard deviation generates handwriting close to the mean of the distribution, which results in neat (average-style) handwriting; using a large standard deviation results in more variations in the synthesized handwriting. When synthesizing, we use sampling bias \( b \geq 0 \) to scale individual standard deviations and the categorical distribution in the mixture of the Gaussian distributions, following the rule in [14]. A small sampling bias produces large variations in handwriting, and a large sampling bias results in small variations and neat/typical handwriting.

3.3. Handwriting recognizer

A handwriting recognizer learns a distribution of the content, \( p(c|x) \), given an input handwriting sequence \( x \). As shown in Fig. 2c, our handwriting recognizer is a 2-layer convolutional network followed by a 2-layer bidirectional LSTM and a linear layer. The input to the recognizer is a sequence containing \( u_t, \sin(\theta_t), \cos(\theta_t), \ell_t \) for \( t = 1, \ldots, T \), where \( \theta \) and \( \ell \) are the angle and length of the stylus movement at time \( t \), i.e., they are features computed from \( \Delta x_t \) and \( \Delta y_t \). The network outputs the probabilities of each character (including a blank symbol) at every time \( t \). We use CTC loss [7] to train the model.

4. SYNTHESIZING TRAINING DATA

If data is not synthesized carefully, the domain gap between real and synthetic data can deteriorate the performance of the recognizer on real data. Here, we present a systematic framework to identify problems with synthetic data and optimize parameters of the generative model to minimize the gap. Our recipe uses a similar procedure as [24] to evaluate the generation quality of a generative adversarial network.

Given a synthetic dataset (randomly split into training, validation, and test sets), we train three recognizers: one using only the real training data, one using only the synthetic training data, and one using both. Each model is evaluated using Character Error Rate (CER) on both the real and synthetic test sets. We use the notation \( \text{CER}_{t \rightarrow v} \) to indicate the CER for a model trained on training set \( t \) and evaluated on set \( v \), where \( t, v \in \{r, s, b\} \) indicating real, synthetic, and both data sets, respectively.

Note that the real training set (empirical distribution) is only a finite sample approximation to the true data distribution and might be biased due to the data collection procedure or lack certain content, style, or other variations. Here, we refer to the empirical distribution as \( S_r \), synthetic data distribution as \( S_s \), and the true data distribution as \( S_t \). We assume that the real test set is unbiased. The following are the common cases:

- **Case 1**: \( S_s \not\subseteq S_r \). Synthetic data contains artifacts or variations that do not exist in the true distribution. These artifacts are equivalent to introducing noisy samples to the training set. In an extreme case, the artifacts may correlate with the content; therefore, the recognizer trained on the synthetic data can exploit these artifacts and will not generalize. The extreme case can be diagnosed by lower \( \text{CER}_{s \rightarrow b} \), but high \( \text{CER}_{s \rightarrow r} \) and \( \text{CER}_{r \rightarrow s} \).

- **Case 2**: \( S_s \subseteq S_t \) & \( S_s \subseteq S_r \). Synthetic data is a subset of the true distribution, but fails to capture all the variations that exist in the real dataset (empirical distribution). The model trained on synthetic data will fail to generalize well. For example, when both real and synthetic data share the same corpus but the synthetic data only contain printed-style handwriting, the recognizer trained on synthetic data will perform poorly on the real data. Similarly, as we have discussed in Sec. 3, when we use a high sampling bias to generate data, the synthetic dataset contains mostly neat and typical handwriting. Thus, the recognizer will perform poorly on real handwriting, which can be difficult to read sometimes. This case can be diagnosed by lower \( \text{CER}_{s \rightarrow s} \) and \( \text{CER}_{r \rightarrow s} \), but high \( \text{CER}_{s \rightarrow r} \).

- **Case 3**: \( S_s \subseteq S_t \) & \( S_s \not\subseteq S_r \). Synthetic data is a subset of the true distribution and contains variations (e.g., missing style and content) that are not covered in the real dataset. This is the scenario where the recognizer will benefit from the synthetic data. By filling in missing data, synthetic data improves the performance of the recognizer leading to lower \( \text{CER}_{s \rightarrow r} \) (and \( \text{CER}_{s \rightarrow s} \)) than \( \text{CER}_{r \rightarrow s} \) and \( \text{CER}_{r \rightarrow r} \).

To mitigate the problems discussed in case 1 and case 2, either the generative model or the sampling process has to be improved accordingly. When the generative model exactly models the true distribution, \( \text{CER}_{s \rightarrow r} \) and \( \text{CER}_{s \rightarrow s} \) should
be identical. In practice, this is difficult to achieve; however, choosing the generative model such that $\text{CER}_{\text{s} \rightarrow \text{r}}$ and $\text{CER}_{\text{s} \rightarrow \text{S}}$ are close is a good strategy to minimize the gap between synthetic and real data. Moreover, in general, neither case 2 nor case 3 are exact (synthetic and real data contains different variations of the true distribution); therefore, combining real data with synthetic data ($\text{CER}_{\text{b} \rightarrow \text{r}}$) improves over using synthetic data ($\text{CER}_{\text{s} \rightarrow \text{r}}$) or real data ($\text{CER}_{\text{r} \rightarrow \text{r}}$) alone. In the experiments section, we analyze these cases based on the sampling bias of the generative model.

5. EXPERIMENTS

We first use our proposed framework to evaluate the effect of style diversity. As discussed, increasing the sampling bias reduces the style diversity of synthetic data. Fig. 3 shows the CERs of the English recognizer when varying the sampling bias and the amount of synthetic training data. To avoid introducing new content, the data was synthesized using the text corpus of the original training data. The results indicate that: (1) A large sampling bias (bias $\geq 0.4$; i.e. neat training data) leads to low $\text{CER}_{\text{r} \rightarrow \text{S}}$ and high $\text{CER}_{\text{s} \rightarrow \text{r}}$, indicating a decrease in the diversity of the synthetic data (Fig. 3a), corresponding to Case 2. (2) A small sampling bias ($0.05 \leq \text{bias} < 0.4$) increases the diversity of the data, covering a large distribution of styles, leads to lower $\text{CER}_{\text{s} \rightarrow \text{r}}$ and $\text{CER}_{\text{b} \rightarrow \text{r}}$ than $\text{CER}_{\text{r} \rightarrow \text{r}}$, corresponding to Case 3. Due to the increase in data diversity, we also observe an increase in $\text{CER}_{\text{r} \rightarrow \text{S}}$ and $\text{CER}_{\text{s} \rightarrow \text{r}}$. (3) Further reducing the sampling bias ($0.05 < \text{bias} < 0.4$) leads to an increase in $\text{CER}_{\text{s} \rightarrow \text{r}}$ and $\text{CER}_{\text{b} \rightarrow \text{r}}$ due to the occasional generation of out-of-distribution samples, corresponding to Case 1. When we use a very small sampling bias, we sample from a mixture of Gaussian distributions with large standard deviations. Therefore, the larger standard deviations make it more likely to generate out-of-distribution samples.

These results demonstrate the effectiveness of data incubation to improve recognizers and of the proposed recipe to analyze synthetic data and optimize synthesis. By selecting the right sampling bias, we are able to reduce the CER of the English recognizer by 28% compared to the model trained only using real data (Table 1) because we are able to increase the diversity of writing styles.

Further, for our multilingual recognizer, we show that using additional content helps improve the CER even further in a scenario where we don’t have good coverage of all relevant content. When training our system with the same text corpus, we obtain an improvement of 46% on the normal multilingual test corpus. However, in this scenario, we only have 60k training samples for each of the non-English languages (compared to 300k for English). Therefore we increase the content diversity by synthesizing from a large multilingual text corpus. This leads to an improvement of 66% (Table 1).

Finally, we also show results on a special patterns (SP) evaluation set containing content like URLs, emails, addresses, and hashtags which are underrepresented in the collected training data. As shown in the last column of Table 1, expanding the synthesis corpus enables our multilingual model to also achieve 66% reduction in CER compared to the model trained using only the real data.

6. CONCLUSION

We presented data incubation—a new framework to improve recognition by (i) training a controllable generative model to synthesize missing data, (ii) optimizing data synthesis, and (iii) training recognition models by strategically combining synthetic and real data. We applied this framework to handwriting recognition and achieved a 66% reduction in CER.

| Setup       | tr. data | [tr. data] | Test CER impr. | Test CER impr. | SP Test CER impr. | SP Test CER impr. |
|-------------|----------|------------|----------------|----------------|-------------------|-------------------|
| English     | real     | 0.3        | 4.9            | -              | n/a               | n/a               |
|             | synthetic| 4.0        | 4.2 ↓16%       | n/a            | n/a               | n/a               |
|             | both     | 4.3        | 3.6 ↓28%       | n/a            | n/a               | n/a               |
| Multi-Lang  | real     | 0.6        | 8.2            | 18.5           | -                 | -                 |
|             | synthetic| 3.0        | 5.2 ↓37%       | 18.9           | ↑2%               | -                 |
|             | both     | 3.6        | 4.5 ↓46%       | 16.9           | ↓9%               | -                 |
|             | both (ext)| 8.1      | 2.8 ↓66%       | 6.3            | ↓50%              | 6.3               |

Fig. 3: Effect of sampling bias and synthetic dataset size on English recognizers.
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