GW+EDMFT investigation of Pr$_{1-x}$Sr$_x$NiO$_2$ under pressure
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Motivated by the recent experimental observation of a large pressure effect on $T_c$ in Pr$_{1-x}$Sr$_x$NiO$_2$, we study the electronic properties of this compound as a function of pressure for $x = 0$ and 0.2 doping using self-consistent GW+EDMFT. Our numerical results demonstrate a non-trivial interplay between chemical doping and physical pressure, and small but systematic changes in the orbital occupations, local level energies, and interaction parameters with increasing pressure. The proper treatment of correlation effects, beyond density function theory, is shown to play an important role in revealing these trends. While the pressure dependent changes in the electronic structure of the undoped compound suggest a more single-band-like behavior in the high-pressure regime, a qualitatively different behavior is found in the doped system. We also point out that the fluctuations in the orbital occupations and spin states are not consistent with a single-band picture, and that at least a two-band model is necessary to reproduce the full result. This multi-orbital nature manifests itself most clearly in the doped compound.

I. INTRODUCTION

Since the recent discovery of superconductivity in the infinite-layered phase of Sr-doped NdNiO$_2$,$^1$ an intense research effort, both on the experimental and theoretical side, has been devoted to understanding the electronic properties of this class of materials. In particular, the similarities and differences to the cuprate superconductors have received significant attention. In the mean time, the family of infinite-layered nickelates exhibiting superconductivity has grown to include Sr-doped PrNiO$_2$,$^{12,13}$ and both Sr$_x$,$^3$ and Ca-doped$^3$ LaNiO$_2$. Furthermore, superconductivity has recently been discovered in finite-layered nickelates ($n = 5$ layers), in the absence of chemical doping,$^8$ which provides an interesting additional avenue for exploring the pairing mechanism in this class of materials.

A widely debated but still not fully settled question concerns the single- versus multi-orbital nature of these systems. Some groups$^{9,11}$ argue that the Ni 3$d_{x^2-y^2}$ orbital is the main player and relevant for the observed superconductivity (as in the cuprates), while other groups$^{12,17}$ claim that the inclusion of additional orbitals is necessary to accurately describe the low-energy physics. Other open questions range from the importance of the self-doping caused by the rare-earth atom layer separating the NiO$_2$ planes$^{15,19}$ to the importance of the in-plane oxygen orbitals.$^9$ A recent review of the present understanding can be found, e.g., in Ref.$^{20}$

Recently, Wang et al.$^{21}$ reported that upon applying pressure to doped Pr$_{1-x}$Sr$_x$NiO$_2$ ($x = 0.18$), the superconducting critical temperature $T_c$ is enhanced from 18 K at ambient conditions to 31 K at 12.1 GPa, with no sign of saturation. This opens up an interesting prospect for experimentally reaching even higher values of $T_c$, similar to the cuprates where the highest $T_c$ values are also reached under pressure.$^{22,23}$ On the theoretical side the systematic trend with pressure provides a potentially fruitful venue to gain insights into the single-versus multi-orbital question, and ultimately a deeper understanding of the underlying mechanism of superconductivity in the nickelates.

Some authors have considered an equivalent chemical pressure effect by altering the chemical composition leading to a change also in the $c$-lattice constant. In particular, a change in the rare-earth$^{24,25}$ in RNiO$_2$ was shown to result in large changes (Ref. 26) finds that the change from La to Y corresponds to a pressure of $\sim 19$ GPa), while additionally intercalating the structure with topotactic H in RNiO$_2$ results in small effects on the $c$-lattice parameter compared to the stoichiometric compound.$^{27}$ However, to our knowledge, only Been et al.$^{21}$ in their LDA+U study of the effects of altering the rare-earth in infinite-layer nickelates also performed a tentative comparison to a pressure-induced volume change without changing the chemical composition. The authors found that applying pressure results in a small increase of the hopping $t$ (estimated from the $d_{x^2-y^2}$ bandwidth), although they concluded that a substantially larger effect is found by the substitution of the rare-earth.

Using an effective single-orbital description of the nickelates, Kitatani et al.$^{15}$ calculated $T_c$ of Sr-doped NdNiO$_3$ by means of the dynamical vertex approximation$^{22}$ (DFA), predicting a superconducting dome which is in remarkably good agreement with that later found in experiments.$^{16,17}$ They furthermore argued that a decrease of the interaction-to-bandwidth ratio in their calculations would lead to an increase in $T_c$. It is therefore of interest to study the effect of pressure on the hopping $t$ and effective interaction $U$ to ascertain if such an effect would be consistent with the application of physical pressure in the nickelates.

In this work we use the recently developed multisite extension$^{13}$ of the multitier GW+EDMFT method$^{33,34}$ to investigate the effects of pressure on the electronic properties of the infinite-layer nickelates. To emulate the effects of applying pressure, we assume the in-plane lattice constant to be fixed, and decrease only the out-of-plane lattice constant $c$ (as speculated in Ref. 21). We perform self-consistent GW+EDMFT simulations both...
for a close-to-optimally doped \((x = 0.2)\) and undoped \((x = 0)\) \(Pr_{1-x}Sr_xNiO_2\) system. To accurately capture possible multi-orbital effects we use a low-energy model, obtained from downfolding an initial DFT\cite{26-28} calculation, containing the full Ni 3d manifold and the Pr 5d\(_{xy}\) and 5d\(_{z^2}\) orbitals. We systematically study the effect of increasing physical pressure for both dopings, and find qualitative differences between the two pressure responses. We show that a multi-band picture is important for describing the local state fluctuations in both the undoped and doped systems. Intriguingly, however, the interplay between doping and pressure leads to an increasingly more single-band-like picture for the undoped system at high pressure, while this is not the case at (close-to) optimal doping. Here we instead find the multi-orbital nature to be important to describe the evolution of the electronic properties over the considered pressure range.

The paper is organized as follows. In Sec. II we describe the DFT calculations used as the starting point for the many-body calculations, followed by an outline of the multisite extension to the multiter \(GW\) + EDMFT method used in this work. In Sec. III we consider the effect of pressure on the electronic structure of the undoped and (close-to) optimally doped systems, and discuss what it implies for the single- versus multi-orbital nature of the materials. In Sec. IV we summarize our findings and conclusions.

II. METHOD

A. DFT and technical details

In our approach we start from a DFT\cite{29,30} calculation of \(Pr_{1-x}Sr_xNiO_2\) in the infinite layered phase (space group \(P4/mmm\)). We use the generalized gradient approximation (GGA)\cite{31} as implemented in the full-potential linearized augmented plane-wave (FLAPW) code \textsc{Fleurf}\cite{32} on a \(16 \times 16 \times 16\) k-point grid. The Sr-doping is simulated using the Virtual Crystal Approximation (VCA), and due to a technical limitation in the FLAPW method a fraction of the Pr is replaced by the consecutive element in the series, keeping the valence electrons consistent with a Sr doping. To discern possible differences in the pressure effects related to the doping, we will consider the pressure evolution of both the close-to-optimally doped \((x = 0.2)\) and the undoped \((x = 0)\) compound.

The effect of increasing pressure is simulated by assuming the in-plane lattice constant \(a = b = 3.91\) Å to be kept fixed, similar to the approach in Ref.\cite{29,33} and reduce only the out-of-plane lattice constant \(c\). We give in Fig.\ 1 an estimate of the theoretical increase in pressure corresponding to the decrease in lattice constant obtained by fitting the DFT results with the Vinet equation of state.\cite{34} The small offset of \(~ 5\) GPa between the two doping curves reflects the difference in the experimental lattice constants at zero pressure, which are reported to be \(c = 3.31\) Å for the undoped compound and \(c = 3.37\) Å at \(x = 0.2\) doping.\cite{35}

The smallest lattice constant considered, \(c = 2.90\) Å, corresponds to a 12\% (14\%) reduction for the undoped (doped) compound, respectively, and is consistent with the \(~ 10\%\) decrease found in \(RNiO_2\) across the Lanthanides series\cite{36} confirming that our calculations in this pressure range are physically reasonable. On the other hand, the largest lattice constant we have considered in this work, \(c = 3.37\) Å, is larger than the experimental value for the undoped compound at zero pressure. Accordingly it is estimated to correspond to a “negative” theoretical pressure.

To treat the Pr 4f electrons we use, similarly to our previous work\cite{14} a manual core setup, and place the 4f\(^3\) electrons in the core. The remaining 4f states are treated with a self-consistent LDA + \(U\) + cRPA (constrained random-phase approximation)\cite{28} scheme, where a cRPA calculation is performed iteratively to obtain a new interaction for the f-electrons in a LDA + \(U\) calculation until convergence. Due to the observation of superconductivity in nickelates with different rare-earths, it has been argued that these states are not very relevant for the pairing mechanism.\cite{37} We therefore believe this treatment should not affect our predictions.

The DFT band structure for both the undoped and doped compounds are shown in Fig.\ 2 as a function of decreasing lattice constant (increasing pressure). Interestingly, the self-doping Nd Fermi pocket around the \(\Gamma\)-momentum, which empties with increased Sr-doping \(x\) and disappears near optimal doping, is again partially reappearing upon increasing pressure in the doped compound, as more clearly shown in Fig.\ 3. The Nd pocket around the \(A\)-point instead slightly shrinks with increasing pressure. These DFT results are a first indication that chemical doping and physical pressure produce opt-
posing effects. This phenomenon will become even more apparent in the discussions on the fully interacting system.

B. GW+EDMFT

In this section, we briefly outline the parameter-free multtier GW+EDMFT method and its recent multisite extension which has proven successful in the description of strongly correlated systems. For a more detailed discussion on the method, we refer to Refs. 15 and 35.

Starting from the Kohn-Sham eigenvalues and eigenfunctions obtained from the DFT calculation described in the previous section, we define a low-energy model using maximally-localized Wannier functions. We adopt a 7-orbital model consisting of the five Ni d orbitals, and of Nd 5d_{xy} and 5d_{z^2}. We then downfold the full DFT band structure to this low-energy subspace using a cRPA calculation to obtain the effective bare interaction, \( U_{cRPA}(\omega) \), and a one-shot GW calculation \( G^0W^0 \) to obtain the non-interacting propagator in the low-energy space, \( G^0_k \). The cRPA and \( G^0W^0 \) calculations were performed using the SPEX code with a \( 8 \times 8 \times 8 \) k-point grid and bands up to \( \sim 100 \) eV used in the calculation of both the polarization and self-energy.

Within the multtier GW+EDMFT formalism, we solve the problem self-consistently using the extended dynamical mean field theory (EDMFT) self-consistency conditions \( G^{\text{loc}} = G^{\text{imp}} \) and \( W^{\text{loc}} = W^{\text{imp}} \), i.e., the local part of the Green’s function and screened interaction equal the corresponding results obtained from the solution of the EDMFT impurity problem. The interacting
lattice Green’s function, with the contributions from the different tiers, takes the form

\[
G_k^{-1} = i\omega_n + \mu - \epsilon_k^{DFT} + V_k^{XC} - \left( \Sigma_k^{GW} - \Sigma_k^{W} \right) + \left( \Sigma_k^{GW} - \Sigma_k^{loc} \right) - \Sigma_k^{EDMFT} |_C.
\]

(1)

where \(\mu\) is the chemical potential, and the DFT exchange-correlation potential \(V_k^{XC}\), contained in the Kohn-Sham single-particle energies \(\epsilon_k^{DFT}\), has been replaced by the \(G^0W^0\) self-energy \(\Sigma_k^{GW}\). The label \(C\) denotes the correlated space encompassing all seven orbitals considered in the low-energy model. The double counting between the tiers is well-defined \(33\) and the \(G^0W^0\) contribution coming from the states within the low-energy space, \(\Sigma_k^{GW} |_C\), is replaced by the self-consistently obtained \(GW\) self-energy \(\Sigma_k^{GW} |_C\). An increased level of accuracy in the treatment of strong correlations is then achieved by replacing its local projection, \(\Sigma_k^{loc} |_C\), by the EDMFT impurity self-energy, \(\Sigma_k^{EDMFT} |_C\).

The contributions to the screening of the interaction from the different tiers and the corresponding double counting terms are similarly obtained,

\[
W_k^{-1} = v_k^{-1} - \left( \Pi_k^{GW} - \Pi_k^{W} \right) + \left( \Pi_k^{GW} - \Pi_k^{loc} \right) - \Pi_k^{EDMFT} |_C.
\]

(2)

with the bare interaction \(v_k\) screened by the polarization contributions from the RPA \(\Pi_k^{GW}\), self-consistent \(GW\) \(\Pi_k^{GW}\), and the impurity \(\Pi_k^{EDMFT}\).

To handle the Ni and Nd sites, the multisite extension of \(GW+EDMFT\) \(34\) defines separate fermionic and bosonic Weiss fields according to

\[
\mathcal{G}_i = \left( \Sigma_{i}^{imp} + (G_{i}^{imp})^{-1} \right)^{-1},
\]

\[
\mathcal{U}_i = W_{i}^{imp} \left( 1 + \Pi_{i}^{imp}W_{i}^{imp} \right)^{-1},
\]

(3)

(4)

with the indices \(i \in \{\text{Ni, Nd}\}\). This results in two separate impurity problems which are solved using a continuous-time Monte Carlo solver \(35\) capable of treating dynamically screened interactions \(35\). The resulting \(\mathcal{G}_i^{imp}\) and \(\Pi_{i}^{imp}\) for the two impurities are subsequently coupled in the lattice self-consistency equations, where the EDMFT self-consistency conditions

\[
G_{i}^{imp} = G_{i}^{loc}, \quad W_{i}^{imp} = W_{i}^{loc}
\]

(5)

now have to be fulfilled for each of the two sites \(i \in \{\text{Ni, Nd}\}\).

### III. RESULTS

The \(GW+EDMFT\) calculations were performed at temperature \(T = 1/30\) eV on the \(8 \times 8 \times 8\) \(k\)-point grid from the downfolding, using the low-energy space defined in the previous section. The presented results have been obtained from an average over at least 10 consecutive converged iterations. We remind the reader that the \(c = 3.37\) Å lattice constant is larger than the experimental value and hence corresponds to a theoretical negative pressure (Fig. 1). The corresponding data points are included for completeness, but left out of the discussions.

#### A. Orbital occupations

In Fig. 4 we show the pressure dependence of the orbital occupations in the undoped and doped compounds.
The above trends in the undoped compound are in stark contrast to the behavior observed in the doped compound. Already the orbital resolved occupations in stark contrast to the behavior observed in the doped compound, compared to the undoped system. However, since we performed the calculations for this study using the primitive cell, a more detailed analysis of the magnetic ordering is beyond the scope of this work, and we refer the reader to Ref. 20 and references therein.

### B. Interaction parameters

A powerful feature of the GW+EDMFT formalism is that it provides a self-consistent calculation of the effective interaction parameters, which takes into account the screening by charge fluctuations in the low-energy subspace. In this section, we discuss the pressure-induced changes in these interaction parameters, and how they are affected by doping. We focus on the effective bare on-site interaction, \( U(i\omega_n = 0) \), and the Hund coupling, \( J(i\omega_n = 0) \).

In the undoped case (Table I), the mostly occupied Ni orbitals (Ni 3d_{xz/y^2}, d_{xy}, d_{z^2}) show a small decrease of the interaction \( U \) in the high-pressure regime, the most notable change being observed for the 3d_{z^2} orbital with a decrease of around 0.14 eV over the considered pressure range. The 3d_{x^2-y^2}-like orbital (close to half-filling) instead exhibits a minor increase of \( \sim 0.07 \text{ eV} \) in the interaction strength.

The situation is again very different for the doped system (Table II); the orbitals remain approximately constant with only very small fluctuations with pressure, while the 3d_{z^2} orbital shows a decrease followed by an abrupt increase of around 0.14 eV at high pressures, where the orbital occupation is again decreasing (compare to Fig. 4). Such a non-monotonic pressure effect on the effective interaction has previously been discussed in the context of cRPA where the authors argued that the origin is a competing effect on the polarization from the band structure change and the orbital overlaps. These two effects tend to decrease and increase the polarization under pressure, respectively.

The 3d_{x^2-y^2} orbital, on the other hand, displays a clear increase of 0.20 eV over the considered pressure range, almost three times the increase found in the undoped system, and again following the orbital occupation. This leads to the unexpected result of an effective interaction \( U \) which in the doped system is larger at high pressure than at ambient conditions.

On the almost empty Pr sites, in both the undoped and doped systems, the interaction on the 5d_{xy} orbitals

---

**Figure 5.** Pressure dependence of the filling of the Ni and Pr sites (orbitals), in terms of the lattice constant \( c \). We plot the total charge in the orbitals listed in the labels. The Ni 3d_{x^2-y^2} (close to half-filling) is shown separately from the other orbitals on the Ni site to clarify where the charge is moving. Full lines with empty squares show the results for the undoped compound and the dashed lines with filled squares show the results for the doped compound.
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Wannier estimate by Been et al.\cite{23} who studied the dependence on the rare-earths and thereby effectively also changed the lattice parameter, with a non-monotonic change (decrease followed by a subsequent increase) in the hopping over the pressure range. In the doped compound, we instead see a monotonic decrease in the hopping with pressure.

Although it is known that the effective interaction can increase with applied pressure\cite{25} the observed behavior of the hopping parameter is rather counter-intuitive, as one would naively expect it to increase due to a larger overlap of the orbitals. We can however understand this trend by looking at the evolution of the Ni 3d\(_{x^2-y^2}\) Wannier functions; contrary to expectation, they become more localized with pressure resulting in smaller hopping integrals. Together with the previously discussed pressure dependence of the interaction, this leads to a significant difference in the doping behavior, with the undoped compound showing a more or less constant ratio of the interaction to hopping, \(U/t\), while the doped compound exhibits a systematic increase with increasing pressure. All other Wannier functions instead exhibit the expected behavior of delocalization with increasing pressure, and as a consequence we observe for the other in-plane Ni 3d\(_{xy}\) orbital the expected increase in \(t_{3d_{xy}}\), see Fig. 6 (c).

Another estimate of the hopping parameters in the undoped compound was given in Ref.\cite{24} based on the band width of Ni 3d\(_{x^2-y^2}\) for NdNiO\(_2\), which they found to increase by \(\sim 5\%\) over our studied range. Using a similar estimate, we only find a change of 1-2%. This discrepancy can be traced back to the different treatment of the in-plane \((a = b)\) lattice constant, which we have kept fixed. If we similarly also decrease the in-plane lattice constant by \(\sim 1\%\) we find an equivalent change of \(\sim 4\%\)

| Table I. Pressure dependence of the diagonal elements of the effective interaction \(U(i\omega_n = 0)\) in eV for the undoped system. |
|-----------------------------------------------|
| Orbital | 3.37 | 3.31 | 3.23 | 3.15 | 3.00 | 2.90 |
| Ni 3d\(_{x^2+y^2}\) | 5.53 | 5.49 | 5.47 | 5.53 | 5.48 | 5.47 |
| Ni 3d\(_{xy}\) | 5.27 | 5.23 | 5.21 | 5.24 | 5.17 | 5.14 |
| Ni 3d\(_{x^2}\) | 5.46 | 5.37 | 5.33 | 5.38 | 5.27 | 5.23 |
| Ni 3d\(_{x^2-y^2}\) | 4.52 | 4.48 | 4.47 | 4.54 | 4.52 | 4.55 |
| Pr 5d\(_{xy}\) | 1.95 | 1.99 | 1.98 | 1.92 | 1.93 | 1.90 |
| Pr 5d\(_{x^2}\) | 1.84 | 1.88 | 1.95 | 1.87 | 1.94 | 1.91 |

| Table II. Pressure dependence of the diagonal elements of the effective interaction \(U(i\omega_n = 0)\) in eV for the doped system. |
|-----------------------------------------------|
| Orbital | 3.37 | 3.31 | 3.23 | 3.15 | 3.00 | 2.90 |
| Ni 3d\(_{x^2+y^2}\) | 5.66 | 5.66 | 5.65 | 5.66 | 5.68 | 5.67 |
| Ni 3d\(_{xy}\) | 5.18 | 5.19 | 5.20 | 5.20 | 5.20 | 5.16 |
| Ni 3d\(_{x^2}\) | 5.79 | 5.75 | 5.70 | 5.68 | 5.82 | 5.79 |
| Ni 3d\(_{x^2-y^2}\) | 4.43 | 4.46 | 4.49 | 4.51 | 4.59 | 4.63 |
| Pr 5d\(_{xy}\) | 2.05 | 2.04 | 2.05 | 2.02 | 1.82 | 1.84 |
| Pr 5d\(_{x^2}\) | 1.96 | 2.02 | 2.05 | 2.04 | 1.82 | 1.77 |
in the Ni 3d_{x^2−y^2} bandwidth. Using instead this estimated change in \( t \) for the undoped system would result in a slightly decreased ratio \( U/t \) at high pressure, while we would still not observe a decrease in the doped system – it would instead remain approximately constant (or slightly increase). With either way of estimating the hopping parameter, it becomes clear from the behavior of \( U/t \) that the undoped and doped systems react in qualitatively different ways to pressure. This makes it difficult to provide a simple explanation for the experimentally observed increase in \( T_c \) with increasing pressure based solely on this estimate.

Finally we also briefly consider the Hund coupling \( \mathcal{J} \). Similarly to NdNiO\(_2\) the calculated \( \mathcal{J} \) are overall slightly decreased under hole-doping. We show the couplings involving the Ni 3d_{x^2−y^2}-like orbital in Table III. Contrary to the intraorbital interactions \( U \), however, the values of \( \mathcal{J} \) remain mostly unaffected by pressure, with maximum changes on the order of \( ∼0.01 \) eV.

To wrap up the discussion on the interaction parameters we note that although the overall changes in the interaction and hopping parameters are small to moderate at most, we observe clear systematic trends. The results indicate a qualitatively different effect of pressure in the undoped and doped systems, in particular in the behavior of the interaction-to-hopping ratio, which must be taken into account when considering its implications for superconductivity.

C. Statistics

To further study the pressure evolution of PrNiO\(_2\) and the single-versus-multi-orbital characteristics of the system, we next discuss the statistics of the populated charge and spin sectors, as obtained from the EDMFT calculations. By analyzing the corresponding histograms, we can gain insights into the relevant atomic states. We show in Fig. 7 and 8 the occupation and spin statistics, respectively, for the undoped and doped compounds.

In agreement with our previous calculations for NdNiO\(_2\) the holes doped into the system empty the rare-earth site, as is evident from the increase in the Pr 5d\(^0\) configuration and corresponding decrease in the 5d\(^1\) configurations at fixed pressure (lattice constant). Upon increasing pressure, the undoped system shows weak indications for an increasingly single-band-like situation with an increase in the Ni 3d\(^3\) and Pr 5d\(^0\) configurations, while the fluctuations to Ni 3d\(^6\) and Pr 5d\(^1\) are suppressed accordingly – in agreement with the previous discussions of the orbital occupations. The effect of doping the sys-
Table III. Pressure dependence of the effective Hund coupling $J_{ab}(\omega_n = 0)$ in eV between $a = \text{Ni } 3d_{x^2-y^2}$ and the other Ni orbitals for the undoped (u) and doped (d) systems in eV.

| $b$      | 3.37 | 3.31 | 3.23 | 3.15 | 3.00 | 2.90 |
|----------|------|------|------|------|------|------|
| Ni 3$d_{x^2}$ (u) | 0.65 | 0.65 | 0.65 | 0.65 | 0.64 | 0.64 |
| Ni 3$d_{xy}$ (u)  | 0.36 | 0.36 | 0.36 | 0.37 | 0.37 | 0.36 |
| Ni 3$d_{xz/yz}$ (u) | 0.60 | 0.60 | 0.60 | 0.61 | 0.61 | 0.61 |
| Ni 3$d_{x^2}$ (d) | 0.65 | 0.65 | 0.65 | 0.65 | 0.65 | 0.65 |
| Ni 3$d_{xy}$ (d)  | 0.35 | 0.35 | 0.35 | 0.35 | 0.35 | 0.35 |
| Ni 3$d_{xz/yz}$ (d) | 0.58 | 0.58 | 0.58 | 0.59 | 0.59 | 0.59 |

Figure 8. EDMFT spin statistics for the spin-states $S_z$ in the undoped system for (a) Ni and (b) Pr, and the doped system for (c) Ni and (d) Pr.

The histograms of the spin states, shown in Fig. 8, indicate the importance of a multi-orbital description of both systems, because of the large weight from the high-spin configurations, as argued previously also for NdNiO$_2$. Similarly to the charge statistics, the undoped compound shows the behavior expected for an increasingly single-band-like description with increasing pressure, with a slight increase of the $S_z^{\text{Ni}} = \frac{1}{2}$ and $S_z^{\text{Pr}} = 0$ states, whereas the doped system again does not display any such systematic change.

To clarify the type of system represented by these histograms it is useful to compare them to the spin statistics estimated from a simple one- and two-orbital model, taking into account the constraints from the occupation statistics measured in the full interacting systems. We construct our two-orbital model by assuming that three of the Ni orbitals are fully occupied (the fluctuations to 3$d^8$ and lower, not shown, are negligible). With this assumption the 0-4 electron sectors correspond to the Ni 3$d^6$-3$d^{10}$ states in the full calculation, respectively. We consider the following three cases: (i) negligible Hund coupling ($J = 0$) where the six possible 2-electron states contributing to $S_z = 0$ and $S_z = 1$ are equally probable, (ii) a large Hund coupling with only the high-spin configuration ($S_z = 1$) allowed in the two-electron sector, and (iii) an intermediate coupling, where we assume the probabilities of the low- and high-spin states to be equal, $p(S_z = 0) = p(S_z = 1)$. Model (iii) slightly favors the high-spin state over model (i). In the one-orbital model we additionally neglect the 3$d^6$ and 3$d^7$ states, and only represent the 3$d^8$-3$d^{10}$ configurations by the 0-2 electron sectors. Since the configurations included in the one-orbital model still account for more than 90% of the total weight measured in the full system, it should allow us to estimate if a single-orbital description is consistent with our results.

Figure 9 plots the difference between the benchmark EDMFT results and the model estimates for the relative weights. The contributions to the spin $S_z = 0, \frac{1}{2}, 1$ sectors of the various models are listed in Table IV, and we use the calculated configuration probabilities shown in Fig. 7 for the corresponding probabilities $p(3d^n)$.

The first observation we can make is that the $S_z = \frac{1}{2}$ weight is accurately captured by all models, although slightly better in the two-orbital picture than in the single-orbital one. The high-spin $S_z = 1$ state, which is prominently populated in the EDMFT statistics, can
obviously not be reproduced by the single-orbital model. However, more importantly, the single-orbital model significantly overestimates the $S_z = 0$ weight (by almost a factor of 2) for both dopings. The two-orbital model with $J = 0$ (model (i)), on the other hand, gives a relatively good agreement for both the $S_z = 0$ (overestimated) and $S_z = 1$ (underestimated) spin states. This is not the case for a large Hund coupling (model (ii)), which produces deviations on the same order as the single-orbital model, although in the opposite direction (underestimation of $S_z = 0$).

Taking into account competing effects which destabilize the high-spin state, e. g. crystal-field level-splittings, we can surmise that the real situation is most adequately described by model (iii), which in the half-filled case assigns equal probabilities to the high-spin and low-spin configurations. Indeed, as shown in panels (c) and (g) of Fig. 9, this model provides the best agreement with the EDMFT results, both for the undoped and doped systems. What these simple considerations show is that a single-orbital model cannot reproduce results which are consistent both with the occupation and spin statistics of the full model, while a two-orbital description is sufficient to reproduce both with good accuracy.

We would also like to briefly comment on the pressure dependence of the predictions from the different models. Starting with the the one-orbital model, for the undoped system we see a slight improvement with increasing pres-

### Table IV. Contributions to the spin states $S_z$ from the $n$-electron sectors with probabilities $p(3d^n)$ for the models discussed in the text. The probabilities are taken from the EDMFT configuration statistics shown in Fig. 7.

| $n$ | One-orbital | Two-orbital (i) | Two-orbital (ii) | Two-orbital (iii) |
|-----|--------------|-----------------|------------------|-------------------|
|     | $S_z = 0 : p(3d^n)$ | $S_z = 1/2 : p(3d^n)$ | $S_z = 0 : p(3d^n)$ | $S_z = 1 : p(3d^n)$ |
| 0   | $S_z = 0 : p(3d^6)$ | $S_z = 0 : p(3d^7)$ | $S_z = 0 : p(3d^8)$ | $S_z = 0 : p(3d^9)$ |
| 2   | $S_z = 0 : p(3d^6)$ | $S_z = 1/2 : p(3d^7)$ | $S_z = 1 : p(3d^8)$ | $S_z = 0 : p(3d^9)$ |

Figure 9. Difference in the model estimates for the spin-state ($S_z=0, 1/2, 1$) weights from the full EDMFT results ($p(S_z^{EDMFT}) - p(S_z^{model})$) for the undoped (a)-(d) and the doped (e)-(h) systems within the single- and two-orbital models described in the text. Since the probability for $S_z = 1$ in the one-orbital model is 0, the light shaded histograms in the left-most panels indicate the missing weight of the high-spin states.
sure, while the agreement for the doped system is equivalently worsened. This trend is shared by the prediction based on the two-orbital model without Hund coupling. The model with large coupling, although quantitatively not good, shows instead a comparable improvement for both the doped and undoped systems with increasing pressure. Model (iii), with intermediate Hund coupling effects, yields an improved description with increasing pressure for the doped system, while the undoped displays only very small changes without a clear trend.

Taken together, we interpret this result as further evidence for the multi-orbital nature of PrNiO$_2$: while a trend towards a single-band picture is discernible in the undoped system with increasing pressure, this is not the case for the doped system. Irrespective of the doping, a single-band description cannot capture the effect of Hund coupling, which strongly affects the population of the different local states. Its effect remains significant even if one focuses only on the fluctuations within the 3$d_{xz/yz}$ orbital.

D. Energy levels

We next discuss the renormalization of the local energy levels and the effect of pressure. In Fig. 10 we compare the DFT derived values, $\epsilon_{\text{DFT}} = H_{\text{DFT}}(\mathbf{R} = 0) - \mu$, to the center of mass (CM) of the local spectral function $\epsilon_{\text{CM}} = \int \omega A(\omega) d\omega$, where $A(\omega)$ is the local spectral function corresponding to the full interacting Green’s function in Eq. (1).

Already on the DFT level we see a clear pressure effect on the local Pr energy levels, which are lifted up with increasing pressure for both dopings. The Ni orbitals instead remain approximately constant in energy, the only notable difference being a slight reordering of the 3$d_{xz/yz}$ and 3$d_{xy}$ energy levels towards high pressure. This contrasts with the CM derived local energy levels, which reveal that the almost degenerate Ni 3$d_{xz/yz}$, 3$d_{xy}$, and 3$d_{z^2}$ DFT levels get split by correlation effects, while pressure acts to move them closer together.

We can furthermore relate the pressure dependence of the filling on the Pr site, which we discussed earlier, to the CM energy levels. For the undoped compound, we find the difference in energy to the Ni 3$d_{x^2-y^2}$ level to increase with pressure, following the previously noted trend of a decrease in the occupation. This results in a reduced self-doping. Conversely, for the doped compound, in agreement with the initially lower occupation, the Pr are higher in energy, and they do not display the same relatively large shifts with pressure as we find without doping.

E. Pressure effect on O 2$p$

Up until this point we have focused only on the Ni and Pr manifolds, while omitting the O 2$p$ orbitals by integrat-
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**Figure 10.** Local energy level diagrams as a function of pressure (in terms of the lattice constant $c$) for the seven-orbital model. The different panels display results for the undoped compound derived from (a) DFT and (b) the center-of-mass of the spectral function in the interacting system, and for the doped system derived from (c) DFT and (d) the center-of-mass of the spectral function in the interacting system.
compound are higher in energy, compared to the undoped ones, on the order of ~0.5 eV. Additionally, we observe again two different systematic changes with increasing pressure: the in-plane orbitals ($p_x$ and $p_y$) for both the doped and undoped systems are shifted down with pressure, while interestingly, the opposite trend is observed for the $p_z$ orbitals which are shifted up in energy instead. As the in-plane orbitals are expected to hybridize more strongly with the Ni $3d_{x^2−y^2}$ orbital, this suggests a reduced involvement of the oxygen orbitals (with increasing pressure) in the mechanism underpinning the reported increase in $T_c$, at least on the DFT level. Future work taking into account also the O 2$p$ orbitals in the self-consistency would be needed to settle this question.

IV. SUMMARY AND CONCLUSIONS

To gain insights into the effect of physical pressure on the electronic structure of infinite layered nickelates, we used the parameter-free $GW+\text{EDMFT}$ method to calculate orbital occupations, effective energy levels and effective interaction parameters. Our investigation focused on PrNiO$_2$, for which a substantial increase of $T_c$ with increasing pressure has recently been reported in experiments.\textsuperscript{21} The $GW+\text{EDMFT}$ results also provided insights into the question of the single- versus multi-orbital nature of the system, and how this picture is affected by the application of pressure. The numerical calculations revealed quantitatively small changes, but clear systematic trends. One of the most interesting findings is the subtle interplay between chemical doping and pressure, which results in qualitatively different pressure evolutions for different doping levels, and different physical pictures.

We found several indications that the undoped system becomes more single-band-like at higher pressures. In the orbital occupations, one observes charge transfer mostly from Pr to the filled Ni orbitals, leaving the Ni $3d_{x^2−y^2}$ orbital essentially pinned at a fixed filling. Also the results for the occupation and spin statistics in the high pressure region become increasingly more consistent with the behavior expected for a single-band system. The doped compound, however, does not display the changes that one would naively associate with an increasingly single-band-like picture. The charge transfer resulting from the application of pressure to a large extent occurs within the Ni 3$d$ manifold. In particular we found a non-monotonic change in the $3d_{x^2}$ occupation, which is responsible for moving the $3d_{x^2−y^2}$ orbital towards half-filling in the high-pressure regime. Such effects cannot be captured within a single-orbital picture. We also showed that at least a two-orbital model is needed to capture the dominant fluctuations in the occupation and spin states. The reason is the significant weight of high-spin states, which affects the fluctuations even in the undoped system, where occupations compatible with an increasingly single-band-like picture under pressure are found. Our analysis showed that a two-orbital model, with competing effects between Hund coupling and, e.g., crystal-field splitting, is the minimal model which satisfactorily reproduces the relevant sectors of the EDMFT spin statistics of the full 7-orbital low-energy model.

The calculation of the effective local energy levels of the orbitals revealed that the increase in the level splittings between Ni $3d_{x^2−y^2}$ and the Pr orbitals is consistent with a reduced self-doping from Pr under pressure in the undoped system, while the changes are less noteworthy in the doped system. This is in agreement with our analysis of the orbital occupations. Within DFT, these relative shifts appear to be relatively large also in the doped system and could therefore overestimate the pressure effects. Our DFT analysis of the influence of pressure on the O 2$p$ orbitals indicates that they are most likely not fundamental for understanding the pressure-induced increase in $T_c$, as the in-plane orbitals are systematically lowered in energy relative to Ni $3d_{x^2−y^2}$ orbitals which would be expected to hybridize with. Including the O orbitals in the low-energy space to self-consistently capture their effect and fully clarify their role would be an interesting task, which is left for future work.

The interaction parameters in the low-energy model exhibit small, but systematic changes over the considered pressure range. Especially the calculated intra-orbital interaction is of interest due to its possible relevance for the $T_c$ estimate in a single-band picture based on DFA.\textsuperscript{15} While the cRPA estimate and the self-consistently computed $U$ show similar trends, the latter value is reduced as a result of low-energy screening processes, which again highlights the importance of an accurate treatment of the low-energy physics. Our calculations revealed that
the expected decrease in the $U/t$ ratio under pressure is counteracted by a substantial increase in the bare interaction with pressure. Depending on how we estimate the hopping parameter $t$, either based on the Wannier Hamiltonian or the bandwidth, we can reach different conclusions. The estimate based on the Wannier Hamiltonian suggests a clear increase of $U/t$ under pressure. In the undoped system, the estimate based on the bandwidth does lead to a decrease in $U/t$, while intriguingly this is again not the case for the doped system, which yields an approximately constant or even slightly increasing $U/t$. These results suggest that an explanation of the experimentally observed $T_c$ trend based on the a priori expected evolution of $U/t$ can be misleading. However, further investigations of the screening and band widening effects are needed to settle the question.

In the cuprate context, single-band behavior (in the sense of a weak hybridization between the $d_{x^2−y^2}$ and $d_{yz}$ orbitals) has been linked to high $T_c$ values. For this reason, it is tempting to interpret the increased $T_c$ in Pr$_{1−x}$Sr$_x$NiO$_2$ under pressure as a consequence of the pressure-dependent level diagram (Fig. 10), which indicates an increasing decoupling of the $d_{x^2−y^2}$ orbital from the other orbitals, both at the DFT and GW+EDMFT level. While this trend looks consistent, the quantitative shifts in the doped interacting system are however small and may not by themselves explain the large enhancement of $T_c$ seen in the experiments. Further experimental and theoretical investigations of the pressure effects at different doping levels, including the undoped compound, in PrNiO$_2$ and other nickelate superconductors would be helpful to establish systematic trends and to clarify the interplay between doping and physical pressure. Separate investigations of the pairing mechanism, which take into account the doping and pressure-dependent modifications of the screening and the level shifts revealed in this study, as well as the multi-orbital nature of the material, are needed to clarify the effects of pressure on superconductivity.
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