RESULTS ON THE SPECTRAL STABILITY OF STANDING WAVE SOLUTIONS OF THE SOLER MODEL IN 1-D
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Abstract. We study the spectral stability of the nonlinear Dirac operator in dimension 1 + 1, restricting our attention to nonlinearities of the form \( f((\psi, \beta \psi)_C^2) \beta \). We obtain bounds on eigenvalues for the linearized operator around standing wave solutions of the form \( e^{-i\omega t} \phi_0 \). For the case of power nonlinearities \( f(s) = s|s|^{p-1}, p > 0 \), we obtain a range of frequencies \( \omega \) such that the linearized operator has no unstable eigenvalues on the axes of the complex plane. As a crucial part of the proofs, we obtain a detailed description of the spectra of the self-adjoint blocks in the linearized operator. In particular, we show that the condition \( \langle \phi_0, \beta \phi_0 \rangle_C^2 > 0 \) characterizes groundstates analogously to the Schrödinger case.
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1. Introduction

We consider the nonlinear Dirac equation in dimensions 1 + 1 with Soler-type nonlinearity $f : \mathbb{R} \to \mathbb{R}$ and initial data $\phi \in H^1(\mathbb{R}, \mathbb{C}^2)$, given by

$$\begin{cases}
i \partial_t \psi = D_m \psi - f(\langle \psi, \beta \psi \rangle_{\mathbb{C}^2}) \beta \psi, \\
\psi(, 0) = \phi,
\end{cases}$$

where $\psi = (\psi_1, \psi_2)^T : \mathbb{R} \times \mathbb{R} \to \mathbb{C}^2$ and $D_m := -i\alpha \partial_x + m\beta$ is the one-dimensional Dirac operator with mass $m > 0$. In this paper, we chose the convention $(\alpha, \beta) = (-\sigma_2, \sigma_3)$, where the $\sigma_j$'s are the standard Pauli matrices

$$
s_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad s_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \quad \text{and} \quad s_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
$$

Other choices for $\alpha \neq \beta$ among $\pm s_1$, $\pm s_2$, and $\pm s_3$ in this equation lead to unitary equivalent linearized operators (Dirac–Pauli theorem, see, e.g., [15, 29, 35, 11]). The advantage of the present choice is that no complex coefficients appear in the r.h.s. of (1).

This type of models describes the dynamics of spinors self-interacting through a mass-like (also called Lorentz-scalar) potential. They were introduced in [23] and further developed in [34]. The case $f(s) = s$ corresponds to the massive Gross–Neveu model [21].

We assume that the nonlinearity $f$ satisfies

**Assumption 1.1.** $f \in C^1(\mathbb{R} \setminus \{0\}, \mathbb{R}) \cap C^0(\mathbb{R}, \mathbb{R})$ with $f(0) = 0$, $\lim_{+\infty} f \geq m$, and $f' > 0$ on $(0, +\infty)$. Moreover, $\lim_{s \to 0^+} sf'(s) = 0$.

The first part of this assumption ensures that equation (1) admits standing wave solutions of the form

$$\psi(x, t) = e^{-i\omega t} \phi_0(x)$$

for all $\omega \in (0, m)$, where the initial condition $\phi_0 \equiv (v, u)^T \in H^1(\mathbb{R}, \mathbb{C}^2)$ solves

$$(D_m - \omega \mathbb{1}) \phi_0 - f(\langle \phi_0, \sigma_3 \phi_0 \rangle_{\mathbb{C}^2}) \sigma_3 \phi_0 = 0,$$

decays exponentially with rate $\sqrt{m^2 - \omega^2}$, and can be chosen real-valued with $v$ even, $v(0) > 0$, and $u$ odd. See [2] Lemma 3.2 and [9] for higher dimensions. In the following, we always assume that $\phi_0$ is this solution. As we will prove in Proposition 2.1, $\langle \phi_0, \sigma_3 \phi_0 \rangle_{\mathbb{C}^2} = v^2 - u^2 > 0$ and $\phi_0 \in C^2(\mathbb{R})$. Notice that $\phi_0 \equiv \phi_0(\omega)$ depends on $\omega$, which is in $(0, m)$ throughout this paper. If $f$ is an even function, then $\sigma_1 \phi_0(\omega)$ solves (3) for $-\omega$ and we can treat negative frequencies as well in this case.

In this paper we study the spectral stability of the solitary wave $\phi_0$ and obtain new spectral properties of the linearized operator of equation (1) around $\phi_0$. We work in the Hilbert space $L^2(\mathbb{R}, \mathbb{C}^2)$ with scalar-product

$$\langle f, g \rangle = \int_{\mathbb{R}} \langle f(x), g(x) \rangle_{\mathbb{C}^2} \, dx.$$

In order to set up the problem, let us define the family of operators in $L^2(\mathbb{R}, \mathbb{C}^2)$

$$L_\mu \equiv L_\mu(\omega) := D_m - \omega \mathbb{1} - f(\langle \phi_0, \sigma_3 \phi_0 \rangle_{\mathbb{C}^2}) \sigma_3 - \mu Q,$$

parametrized by $\mu \in \mathbb{R}$, where $Q$ acts as the matrix-valued multiplication operator

$$Q := f'(\langle \phi_0, \sigma_3 \phi_0 \rangle_{\mathbb{C}^2}) (\sigma_3 \phi_0)(\sigma_3 \phi_0)^T.$$
When needed for clarity, we will highlight the dependency of $Q$ in $\omega$ by writing $Q_\omega$. We also define the family of operators
\[ H_\mu \equiv H_\mu(\omega) := \begin{pmatrix} 0 & L_0 \\ L_\mu & 0 \end{pmatrix}, \quad \text{with domain } H^1(\mathbb{R}, \mathbb{C}^4). \quad (6) \]

For any $\mu \in \mathbb{R}$, $H_\mu$ is a well-defined closed operator, see e.g. [24], since $H_0$ is self-adjoint and the operator $H_\mu - H_0$ is bounded.

Actually, only the operators $L_0$ and $L_2$ appear in the linearization of the nonlinear equation (1). Indeed, looking for solutions to (1) of the form
\[ \psi(x, t) = e^{-i\omega t} \left( \phi_0(x) + \rho(x, t) \right), \]
the formal linearization of (1) around the solitary wave solution $\phi_0$ takes the form
\[ i\partial_t \rho = L_0 \rho - 2f'(\langle \phi_0, \sigma_3 \phi_0 \rangle_{\mathbb{C}^2}) \text{Re} \left( \langle \phi_0, \sigma_3 \rho \rangle_{\mathbb{C}^2} \right) \sigma_3 \phi_0. \]

Using that $\langle \alpha, \beta \rangle_\alpha = \alpha^\dagger \beta$ for any $\alpha, \beta \in \mathbb{C}^2$, and that $\phi_0$ is real-valued, this equation can be written as $i\partial_t \rho = iL_0 \text{Im} \rho + L_2 \text{Re} \rho$ or, equivalently,
\[ i\partial_t \begin{pmatrix} \text{Re} \rho \\ i \text{Im} \rho \end{pmatrix} = H_2 \begin{pmatrix} \text{Re} \rho \\ i \text{Im} \rho \end{pmatrix}. \quad (7) \]

A novelty in our approach towards spectral stability is to extend the study to the spectral properties of the analytic operator families $\mu \mapsto L_\mu$ and $\mu \mapsto H_\mu$ for $\mu \geq 0$.

Note that in the linearized equation (7), we take the convention to keep the complex number $i$ multiplying the left hand side, which seems at odds with the most usual convention in the PDE literature. As a consequence, $H_0$ is self-adjoint, and $H_\mu$ has essential spectrum on the real axis for all $\mu \in \mathbb{C}$. With this convention, spectral stability corresponds to the absence of eigenvalues of $H_2$ with positive imaginary part (compare, for instance, with the definition given in [5]). Since, as we will see, the spectrum of $H_2$ is symmetric with respect to the real axis, spectral stability amounts to all eigenvalues of $H_2$ being real.

In the case of the nonlinear Schrödinger and Klein–Gordon operators, the spectral and orbital stability of solitary waves are well-understood since major breakthroughs in the ‘80 [20, 37]. However, this is not the case for the Dirac analogues. The main difficulties are related to the lack of positivity of the Dirac operator. A notable exception is [30], where the authors prove orbital stability in the one-dimensional massive Thirring model, which is completely integrable.

In the Schrödinger case, spectral stability is crucial to characterize the orbital stability and, together with some additional assumptions, also implies asymptotic stability (see for instance [13]). For the Dirac equation, this connection is not clear. Nevertheless, asymptotic stability of small amplitude solitary waves (that is, $\omega$ close to $m$) in dimension 3 is shown in [8] to follow from spectral stability, under several technical assumptions.

Spectral stability in the Soler model with nonlinearity $f(s) = s|s|^{p-1}$ for dimensions 1, 2, and 3 is studied in [7, 11]. In these works, results are obtained in the non-relativistic limit $\omega$ going to $m$, using the convergence to the corresponding nonlinear Schrödinger equation. In [7], an interval in $\omega$ of spectral stability is shown to exist for powers $1 < p \leq 2$. With similar methods, the model is shown in [11] to be spectrally unstable in the non-relativistic limit for $p > 2$ in dimension 1. We are not aware of analytical results
for the case $p \leq 1$, but spectral stability of solitary waves for the one-dimensional Soler model with $p = 1$ (massive Gross–Neveu model) has been studied numerically in [2, 26]. The general conjecture seems to be that this model is spectrally stable, although there has been some controversy [26] for the case of small frequencies $\omega$.

Still in dimension 1, but when translation invariance is broken by a potential added to the Dirac operator, spectral and asymptotic stability for large $\omega$ are proved in [31]. On the other hand, when translation invariance is broken by switching off the nonlinearity away from the origin, a recent paper [4] shows spectral stability and instability by explicit computations. Interestingly, as long as the nonlinearity preserves a parity symmetry, all eigenvalues are real or purely imaginary. For a more complete account on the spectral stability of Dirac equations, we refer the reader to the recent monograph [6] by Boussaïd and Comech, and the references therein.

Before describing our results, we recall some well-known properties of the operators $L_\mu$ and $H_\mu$, see e.g. [6]. For the convenience of the reader, we give a proof of those in Section 2. See also Figures 1 and 2, where the spectra are sketched.

**Proposition 1.2.** Let $f$ satisfy Assumption 1.1, $\omega \in (0, m)$, $\mu \in \mathbb{R}$, $L_\mu$ be defined in (4), and $H_\mu$ be defined in (6). Then,

(i) $\sigma_{\text{ess}}(L_\mu) = (-\infty, -m - \omega] \cup [m - \omega, +\infty)$.

(ii) The spectrum of $L_0$ is symmetric with respect to $-\omega$. $-2\omega$ and 0 are simple eigenvalues of $L_0$ with respective eigenfunctions $\phi_{-2\omega} := \sigma_1 \phi_0$ and $\phi_0$.

(iii) $-2\omega$ and 0 are simple eigenvalues of $L_2$ with eigenfunctions $\phi_{-2\omega}$ and $\partial_x \phi_0$.

(iv) $\sigma_{\text{ess}}(H_\mu) = (-\infty, -m + \omega] \cup [m - \omega, +\infty)$.

(v) The spectrum of $H_\mu$ is symmetric with respect to the real and imaginary axes. $\pm 2\omega$ are eigenvalues of $H_2$ and 0 is a double eigenvalue.

1.1. Main results. We start with a qualitative description of our results. Note that the operator family $\mu \mapsto H_\mu$, $\mu \in [0, 2]$, has two types of eigenvalue branches $\mu \mapsto z(\mu)$:

(a) those that are on the axes of the complex plane, i.e., $z(\mu)^2 \in \mathbb{R}$ for all values of $\mu$ where the branch is well-defined, and
(b) those that leave the axes for some values of $\mu$.

Remarkably, in the Schrödinger case, the latter are excluded as a consequence of the semi-boundedness of the blocks in the corresponding linearization operator. Still in the Schrödinger case, linear stability is characterized by the Vakhitov–Kolokolov criterion [25, 36]. We emphasize that the possible existence of eigenvalues off the axes is one of the main differences between Dirac and Schrödinger cases.

In this paper, we provide

1. detailed information on the spectra of $L_0$ and $L_2$;
2. a generalization of the Vakhitov–Kolokolov criterion to the Dirac context, as a condition for eigenvalue branches of type (a) to stay on the real axis;
3. bounds on eigenvalue branches of type (b) implying that they can only occur close to the outer thresholds $\pm (m + \omega)$ when $\omega$ is sufficiently close to $m$.

The missing step for a proof of spectral stability is to completely exclude eigenvalue branches of type (b). Still, we believe that this work is an important step forward.
Indeed, for the one-dimensional case, eigenvalue branches of type (b) have not been observed in the numerical results available in the literature.\footnote{According to numerical work in \cite{14}, this type of eigenvalue branches do occur in higher dimensions for non-radial perturbations.}

As an application of these results, we obtain precise conditions on $\phi_0$ such that the corresponding $H_2$ has no eigenvalues on the imaginary axis. We now give precise statements of the main theorems. For point 1., we start by showing in Section 2 that the solitary wave solutions are groundstates in the sense that they correspond to the smallest eigenvalue (in absolute value) of the operator $L_0 + \omega \mathbf{1}$.

**Theorem 1.3.** Let $f$ satisfy Assumption 7.1, $\omega \in (0, m)$, and $L_0$ be as in (4). Then, $L_0$ has no eigenvalues in $(-2\omega, 0)$.

Through a perturbation argument (see Lemma 3.2), this result implies that $L_2$ has at least one eigenvalue in $(-2\omega, 0)$. See Figure 1 for an illustration. For power nonlinearity, we show in Section 7 that $L_2$ has exactly one eigenvalue in $(-2\omega, 0)$ through a novel implementation of the minmax principle for operators with a gap in the essential spectrum from \cite{16, 19, 17, 18, 33}. This minmax principle allows us to give the precise asymptotic behaviour of the eigenvalues of $L_\mu(\omega)$ non-relativistic limit $\omega$ going to $m$, for any power $p > 0$. See Theorem 7.3 and the remarks below.

Point 2. crucially depends on the exact number of eigenvalues of $L_2$ in $(-2\omega, 0)$.

**Theorem 1.4.** Let $f$ satisfy Assumption 7.1. Assume further that $\omega \in (0, m)$ and $f$ are such that

1. $L_2$ has a single eigenvalue in $(-2\omega, 0)$,
2. $\partial_\omega \|\phi_0(\omega)\|_{L^2} \leq 0$.

Let $\mu \in (0, 2)$ and $H_\mu$ be the associated linearized operator defined in (6). Then, the algebraic multiplicity of zero, as an eigenvalue of $H_\mu$, equals 2.

We recall that the algebraic multiplicity of an eigenvalue is the dimension of the generalized null space. See Section 3 for details. Note that the differentiability of $\|\phi_0(\omega)\|_{L^2}$ is shown in Proposition 2.5.

Conditions 1) and 2) are precisely the generalizations to the Dirac case of the classical hypotheses in \cite{20, 37}. The results there apply to groundstates of the corresponding Schrödinger operator and to many other models with positive-definite kinetic term.
Condition [ii] is known as the Vakhitov–Kolokolov criterion. In [3], the authors study the meaning of the equality case in the Dirac context. They show that eigenvalue branches can pass through zero as \( \omega \) varies when equality holds in [ii]. To the best of our knowledge, our result is the first generalization of the inequality condition to nonlinear models of Dirac type.

In Section 4, we address our point 3. We give bounds of the form \( \text{Re} z^2 \geq E^2 \) for eigenvalue branches of type (b). See Theorems 4.1 and 4.3 for precise statements. For \( \omega \) not too far from \( m \), a bound of the form \( \text{Re}(z^2) \geq E^2 > 0 \) holds, as sketched (red dashed lines) in Figure 2.

**Figure 2.** Sketch of the spectrum of \( H_2 \), at a fixed \( \omega \), as a subset of \( \mathbb{C} \). Shading gray: essential spectrum (real); black disks: known eigenvalues; salmon: regions where we prove absence of eigenvalues; dashed red lines: hyperbola \( \text{Re} z^2 = E^2 \).

The lower bound \( \text{Re} z^2 \geq E^2 \) in Theorem 4.1 means that no eigenvalues occur off the axes in the curved region, while Proposition 2.4 bounds \( |\text{Im}(z)| \).

Sketch drawn with \( \omega/m \sim 0.6 \) and \( E/m \sim 0.9 \).

Combining Theorem 1.4 with the bounds of Section 4 allows to exclude eigenvalues of \( H_2 \) on the imaginary axis. From now on we denote by \( \|Q\| \) the operator norm of \( Q \).

**Corollary 1.5.** Under the conditions of Theorem 1.4, \( H_2 \) has no non-zero eigenvalues on the imaginary axis if

\[
\|Q\| \leq \frac{3\sqrt{3}}{2} \omega. \tag{8}
\]

We emphasize that condition (8) is a simplified version of the more elaborate bounds available in Section 4. Moreover, it is always satisfied in the non-relativistic limit \( \omega \) going to \( m \) since \( \|Q\| \) goes to 0 in that limit. See Proposition 2.4.

In section 5, we specify to power-like nonlinearities \( f(s) = s|s|^{p-1} \), \( p > 0 \), and to the Gross–Neveu model \( p = 1 \) in Section 6. We show that, for these nonlinearities, the Vakhitov–Kolokolov criterion holds on one hand for all \( \omega \in (0, m) \) when \( 0 < p \leq 2 \), and on the other hand for \( 0 < \omega < \omega_*(p) < m \) when \( p > 2 \). We also compute \( \|Q\| \) as a function of \( (p, \omega) \) and find a region in the \( (p, \omega) \)-plane where (8) is satisfied. In the intersection of these regions, plotted in Figure 3, there are no eigenvalues on the imaginary axis.
Figure 3. Blue region (upper left corner): parameters \((p, \omega/m)\) for which we show that the \(\text{Re} z^2 \geq 0\) holds. Note that at \(p = 1\), we obtain an improved range in \(\omega\).

Green region (lower left corner): parameters for which we show that the Vakhitov-Kolokolov criterion holds.

Intersection of these regions: \(H_2\) has no non-zero purely imaginary eigenvalues.

1.2. Outline of the paper. We start with basic properties of the groundstates and the operators in Section 2. We then move on to the key ingredients of the paper, that hold for general nonlinearities. In Section 3, after recalling some basic facts about analytic perturbation theory for non-selfadjoint operators, we prove Theorem 1.4 and show how it implies the absence of non-zero purely imaginary eigenvalues. In Section 4, we obtain bounds depending on \(\|Q\|\) for eigenvalues lying off the axes of the complex plane and prove Corollary 1.5.

In the remainder of the paper, we specify to the power case \(f(s) = s|s|^{p-1}, p > 0\). In Section 5, we compute \(\partial_\omega \|\phi_0(\omega)\|_{L^2}^2\) to check the validity of the Vakhitov-Kolokolov criterion. We also compute \(\|Q\|\) and plug it into the bounds from the previous section. We then specify to the case \(p = 1\) in Section 6 where we show that \(L_0\) has only two eigenvalues, and how this allows to exclude non-zero eigenvalues on the imaginary axis for all \(\omega \in (0, 2.97m, m)\).

In the final section, we prove that \(L_2\) has exactly one eigenvalue in \((-2\omega, 0)\) for power nonlinearities \(f(s) = s|s|^{p-1}, p > 0\).
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2. Preliminaries

This section groups a number of results about $\phi_0$ and the linearization operators. We start by establishing properties of $\phi_0$. Then we identify the well-known eigenvalues and establish the symmetry properties of the spectra, both recalled in Proposition 1.2. After that, we move to the proof of Theorem 1.3 followed by the simplicity of the eigenvalues of $L_\mu$ that will be heavily used in the remainder of the paper, before completing the proof of Proposition 1.2. Next, we prove Proposition 2.4 that gives a simple bound on the imaginary part of eigenvalues of $H_\mu$. Finally, we use the spectral properties of $L_2$ to prove differentiability of $\omega \mapsto \|\phi_0(\omega)\|^2$, necessary to state Theorem 1.4.

Throughout this section, we assume that $f$ satisfies Assumption L.1 and we denote $\|\psi\|_{C^2} := \sqrt{|\psi_1|^2 + |\psi_2|^2}$ for any $\psi = (\psi_1, \psi_2)^\top$.

For $\phi_0$, we have the following results.

**Proposition 2.1.** Let $f$ satisfy Assumption L.1. Then there exists a unique family $\{\phi_0(\omega)\}_{\omega \in (0,m)}$ of $H^1(\mathbb{R}, \mathbb{R}^2)$ solutions $\phi_0(\omega) = (v_\omega, u_\omega)^\top$ to (3), such that $v_\omega$ is even with $v_\omega(0) > 0$ and $u_\omega$ is odd. These solutions $\phi_0(\omega, \cdot)$ are in $C^2(\mathbb{R})$ and satisfy

(i) $\langle \phi_0(\omega, \cdot), \sigma_3 \phi_0(\omega, \cdot) \rangle_{C^2} = v_\omega^2 - u_\omega^2 > 0$ on $\mathbb{R}$;
(ii) $\|\phi_0(\omega, x)\|_{C^2}$ decays exponentially in $x$;
(iii) $\|Q(\omega, x)\|_{C^2}$ is bounded and decays exponentially in $x$;
(iv) $\lim_{\omega \to m} \|\phi_0(\omega, \cdot)\|_{L^\infty} = \lim_{\omega \to m} \|Q_\omega\| = 0$.

Most of these results are well-known from the literature, though not necessarily formulated with our hypotheses in Assumption L.1. Also, for the reader only interested in power nonlinearities, the properties can be easily checked from the explicit expressions given in Section 5. We give references and proofs in Appendix A.

The next statement groups known results about the eigenvalues of $L_\mu$ and $H_\mu$.

**Proposition 2.2.** Let $\mu \in \mathbb{R}$ and $\omega \in (0,m)$.

(i) The spectrum of $L_0$ is symmetric with respect to $-\omega$.
(ii) $-2\omega$ and 0 are eigenvalues of $L_0$ with eigenfunctions $\phi_{-2\omega} := \sigma_1 \phi_0$ and $\phi_0$.
(iii) $Q \phi_{-2\omega} = 0$ and $-2\omega$ is an eigenvalue of $L_\mu$ with eigenfunction $\phi_{-2\omega}$.
(iv) $-2\omega$ and 0 are eigenvalues of $L_2$ with eigenfunctions $\phi_{-2\omega}$ and $\partial_x \phi_0$. As a consequence, 0 and $\pm 2\omega$ are eigenvalues of $H_2$, with respective eigenfunctions

$$
\begin{pmatrix}
0 \\
\partial_x \phi_0
\end{pmatrix},
\begin{pmatrix}
\phi_{-2\omega} \\
\partial_x \phi_{-2\omega}
\end{pmatrix}
$$

(v) The spectrum of $H_\mu$ is symmetric with respect to the real and imaginary axis.

**Proof.** The equation $L_0 \phi_0 = 0$ is just a rewriting of the nonlinear ODE (3). Next, we use the anticommutators

$$
\{L_0 + \omega 1, \sigma_1\} = \{D_m, \sigma_1\} - f(\langle \phi_0, \sigma_3 \phi_0 \rangle_{C^2}) \{\sigma_3, \sigma_1\} = 0
$$

to conclude that $\sigma_1 \phi_0$ is an eigenfunction associated to $-2\omega$, which concludes (ii) and that the spectrum of $L_0 + \omega 1$ is symmetric, which is (i).

The definition of $Q$ in (3) gives (iii) because, by properties of Pauli matrices and since the components of $\phi_0$ are real, we have

$$
(\sigma_3 \phi_0)^\top \phi_{-2\omega} = \langle \sigma_1 \phi_0, \sigma_3 \phi_0 \rangle_{C^2} = 0.
$$
For (iv) we compute
\[ H_2 \left( \begin{array}{c} 0 \\ \phi_0 \end{array} \right) = \left( \begin{array}{c} L_0 \phi_0 \\ 0 \end{array} \right) = 0 \quad \text{and} \quad H_2 \left( \begin{array}{c} \phi_{-2\omega} \\ \mp \phi_{-2\omega} \end{array} \right) = \left( \begin{array}{c} \mp L_0 \phi_{-2\omega} \\ L_0 \phi_{-2\omega} \end{array} \right) = \pm 2\omega \left( \begin{array}{c} \phi_{-2\omega} \\ \mp \phi_{-2\omega} \end{array} \right), \]
where we used (iii) in the latter. The second eigenfunction associated to 0 is a consequence of \( \phi_0 \) being real-valued and the definition of \( Q \) in (5). Indeed, note that
\[ \text{Re}(\langle \partial_x \phi_0, \sigma_3 \phi_0 \rangle_C^2) = \langle \partial_x \phi_0, \sigma_3 \phi_0 \rangle_C^2 = (\sigma_3 \phi_0)^T \partial_x \phi_0. \]
So we obtain
\[ L_0 \partial_x \phi_0 = \partial_x (L_0 \phi_0) + 2f'(\langle \phi_0, \sigma_3 \phi_0 \rangle_C^2) \text{Re}(\langle \partial_x \phi_0, \sigma_3 \phi_0 \rangle_C^2) \sigma_3 \phi_0 = 2Q \partial_x \phi_0, \]
and conclude that \( \partial_x \phi_0 \) is an eigenfunction of \( L_2 \) associated to the eigenvalue 0, i.e.,
\[ L_2 \partial_x \phi_0 = (L_0 - 2Q) \partial_x \phi_0 = 0. \]
By definition of \( H_2 \), we have
\[ H_2 \left( \begin{array}{c} \partial_x \phi_0 \\ 0 \end{array} \right) = \left( \begin{array}{c} 0 \\ L_2 \partial_x \phi_0 \end{array} \right) = 0. \]

The last statement of this proposition is an immediate consequence of the fact that \( H_\mu \) is equal to its complex conjugate operator and that
\[ \left( \begin{array}{cc} 1_{2\times 2} & 0 \\ 0 & -1_{2\times 2} \end{array} \right) H_\mu = -H_\mu \left( \begin{array}{cc} 1_{2\times 2} & 0 \\ 0 & -1_{2\times 2} \end{array} \right). \]

Notice that the operator \( L_0 + \omega \mathbb{1} \) may be interpreted as a Dirac operator with the effective mass
\[ M := m - f(u^2 - u^2). \tag{9} \]
This Dirac operator is connected to the Schrödinger operators \(-\partial_x^2 + M^2 \mp M'\). We use this connection to identify \( \phi_0 \) and \( \phi_{-2\omega} \) as groundstates. That is, they correspond to the smallest eigenvalue (in absolute value) of the operator \( L_0 + \omega \mathbb{1} \).

**Proof of Theorem 1.3.** We already know (Proposition 2.2) that \( \{-2\omega, 0\} \subset \sigma(L_0) \), so we have to prove that \( L_0 \) has no eigenvalues in \( (-2\omega, 0) \). Defining \( A := L_0 + \omega \mathbb{1} \), we need to show that \( A \) has no spectrum in \( (-\omega, +\omega) \).

For this, it is convenient to use the change of basis
\[ U = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} = \frac{1}{\sqrt{2}}(\sigma_1 + \sigma_3) \]
in order to obtain the unitary equivalence, using the properties of the Pauli matrices,
\[ UAU = -i \partial_x \sigma_2 + M \sigma_1 = \begin{pmatrix} 0 & -\partial_x + M \\ \partial_x + M & 0 \end{pmatrix}, \]
where \( M \) is defined in (9). From this, we find that \( A^2 \), with domain \( H^2(\mathbb{R}) \), is unitarily equivalent to the following block diagonal operator
\[ (UAU)^2 = \begin{pmatrix} (-\partial_x + M)(\partial_x + M) & 0 \\ 0 & (\partial_x + M)(-\partial_x + M) \end{pmatrix} = \begin{pmatrix} -\partial_x^2 + M^2 - M' & 0 \\ 0 & -\partial_x^2 + M^2 + M' \end{pmatrix}. \]
with, on the diagonal, two Schrödinger operators with essential spectrum \([m^2, +\infty)\). We compute \((UAU)^2U\phi_0 = UA^2\phi_0 = \omega^2U\phi_0\), since \(A\phi_0 = \omega\phi_0\) and
\[
\sqrt{2}U\phi_0 = \begin{pmatrix} v + u \\ v - u \end{pmatrix}.
\]
Given that \((v + u)(v - u) = v^2 - u^2 > 0\) by Proposition 2.1, this means that the functions \(v \pm u \in C^0(\mathbb{R})\) do not change sign and are eigenfunctions of \(-\partial_x^2 + M^2 \mp M'\), respectively, associated to the same eigenvalue \(\omega^2\). By Sturm’s oscillation theorem (see e.g. [1]), they are therefore the respective groundstates and \(A^2\) has no eigenvalue below \(\omega^2\). We conclude that \(A = L_0 + \omega I\) has no eigenvalues in \((-\omega, +\omega)\).

We now prove the simplicity of eigenvalues of \(L_\mu\), which will be needed several times in the paper.

**Lemma 2.3.** Let \(f\) satisfy Assumption 1.1 \(\omega \in (0, m)\), and \(\mu \in \mathbb{R}\). Then, the eigenvalues of \(L_\mu\) are simple.

**Proof.** Let \(\lambda \in \mathbb{R}\) be an eigenvalue of \(L_\mu\) and assume \(\phi_1 = (f_1, g_1)^T\) and \(\phi_2 = (f_2, g_2)^T\) to be eigenfunctions associated to \(\lambda\). The equation \(L_\mu\phi_j = \lambda\phi_j\) can be written as
\[
\partial_x\phi_j = -i\lambda\sigma_2\phi_j - M(x)\sigma_1\phi_j - \mu\sigma_2Q(x)\phi_j,
\]
with \(M\) defined in (5). Furthermore, we can decompose
\[
\mu Q(x) = q_0(x) I_{C^2} + q_1(x)\sigma_1 + q_2(x)\sigma_3,
\]
for some functions \(q_0, q_1\) and \(q_3\) whose explicit expressions are not necessary to complete the proof. Using the identity
\[
\sigma_m\sigma_k = i \sum_{l=1}^{3} \epsilon_{mkl}\sigma_l
\]
where \(\epsilon_{mkl}\) is the completely antisymmetric tensor such that \(\epsilon_{123} = 1\), we finally rewrite the eigenvalue equation as
\[
\partial_x\phi_j = (-i\lambda + \mu q_0)\sigma_2\phi_j - (M(x) + q_2(x))\sigma_1\phi_j - \mu q_1(x)\sigma_3\phi_j.
\]
Now, define the determinant \(W(x) := \det\left(\phi_1(x)|\phi_2(x)\right)\) and compute
\[
W' = \det\left(\phi_1|\phi_2\right) + \det\left(\phi_1|\phi_2\right)
\]
\[
= (-i\lambda + \mu q_0) \left( \det(\sigma_2\phi_1|\phi_2) + \det(\phi_1|\sigma_2\phi_2) \right)
\]
\[
+ (M(x) + q_2(x)) \left( \det(\sigma_1\phi_1|\phi_2) + \det(\phi_1|\sigma_1\phi_2) \right)
\]
\[
- \mu q_1(x) \left( \det(\sigma_3\phi_1|\phi_2) + \det(\phi_1|\sigma_3\phi_2) \right).
\]
We conclude that \(W' \equiv 0\) since, for \(k \in \{1, 2, 3\}\), we have
\[
\det(\sigma_k\phi_1|\phi_2) = \det(\sigma_k\phi_1|\sigma_k^2\phi_2) = \det(\sigma_k) \det(\phi_1|\sigma_k\phi_2) = -\det(\phi_1|\sigma_k\phi_2).
\]
Because \(\phi_i \in L^2(\mathbb{R})\), this implies that \(W \equiv 0\). Then, for each \(x \in \mathbb{R}\), \(\phi_1(x)\) and \(\phi_2(x)\) are colinear vectors in \(\mathbb{C}^2\). If \(\phi_2(0) \neq 0\), there exists \(\alpha \in \mathbb{C}\) such that \(\phi_1(0) = \alpha\phi_2(0)\). By linearity and uniqueness of the solution to the Cauchy problem
\[
\begin{cases}
L_\mu \Psi = \lambda \Psi \\
\Psi(0) = \phi_1(0) = \alpha(0)\phi_2(0),
\end{cases}
\]
this implies that \( \phi_1(x) = \alpha \phi_2(x) \) for all \( x \in \mathbb{R} \). If \( \phi_2(0) = 0 \), the same uniqueness result implies that \( \phi_2 \equiv 0 \), contradicting that \( \phi_2 \) is an eigenfunction.

We can now prove the basic spectral properties from the introduction.

**Proof of Proposition 1.2.** The presence of eigenvalues stated in (i), (ii) and (iii) are proved in Proposition 2.2 and their simplicity is Lemma 2.3. We are left with the proof of Proposition 1.2.

The presence of eigenvalues stated in (iv) and (v) implies that \( f \) and \( \phi \) satisfy Assumption 1.1, \( \omega \in (0, m) \), and \( \mu \geq 0 \). If \( z \in \mathbb{C} \) is an eigenvalue of \( H_\mu \), then

\[
|\text{Im} \, z| \leq \frac{\mu}{2} \|Q\|.
\]

**Proof.** The eigenvalue equation for \( z \), with associated eigenvector \( \varphi = (\varphi_1, \varphi_2)^T \), reads

\[
\begin{align*}
L_0 \varphi_2 &= z \varphi_1, \quad \text{(10a)} \\
L_\mu \varphi_1 &= z \varphi_2.
\end{align*}
\]

Summing the inner products of (10a) and (10b), respectively with \( \varphi_1 \) and \( \varphi_2 \), gives

\[
\langle \varphi_1, L_0 \varphi_2 \rangle_{L^2} + \langle \varphi_2, L_0 \varphi_1 \rangle_{L^2} - \langle \varphi_2, L_0 \varphi_1 \rangle_{L^2} - \langle \varphi_2, \mu Q \varphi_1 \rangle_{L^2} = z \|\varphi\|_{L^2}^2.
\]

Since \( L_0 \) is self-adjoint, \( \langle \varphi_1, L_0 \varphi_2 \rangle_{L^2} + \langle \varphi_2, L_0 \varphi_1 \rangle_{L^2} \in \mathbb{R} \) and we have

\[
\text{Im} \, z \|\varphi\|_{L^2}^2 = \mu \text{Im} \, \langle Q \varphi_1, \varphi_2 \rangle_{L^2}.
\]

By Cauchy–Schwarz inequality, it yields

\[
|\text{Im} \, z| \leq \mu \|Q\| \frac{\|\varphi_1\|_{L^2}^2 \|\varphi_2\|_{L^2}^2}{\|\varphi_1\|_{L^2}^2 + \|\varphi_2\|_{L^2}^2} \leq \frac{\mu}{2} \|Q\|. \tag*{\square}
\]

In order to state the last result of this section, we need to separate \( L^2(\mathbb{R}, \mathbb{C}^2) \) in even and odd subspaces. Following the convention in [2], we say that a function \( \psi : \mathbb{R} \mapsto \mathbb{C}^2 \) is even, if its first component is an even function and its second component is odd. These functions are eigenfunctions with eigenvalue +1 of the parity operator \( \sigma_3 \mathcal{P} \), where \( \mathcal{P} u(x) := u(-x) \). This operator commutes with \( D_m \), and with \( L_\mu \) for all \( \mu \). Since the
eigenvalues of $L_2$ are simple and the eigenfunction $\partial_x \phi_0$ associated to 0 is odd, $L_2$ is an invertible operator from $H^{1,\text{even}}(\mathbb{R})$ to $L^{2,\text{even}}(\mathbb{R})$. With this in place, we can state the following proposition, saying that the Vakhitov–Kolokolov criterion makes sense.

**Proposition 2.5.** Let $f$ satisfy Assumption [1.1] $\{ \phi_0(\omega) \}_{\omega \in (0,m)}$ be the associated solitary wave solutions and $\{ L_2(\omega) \}_{\omega \in (0,m)}$ be as in [1]. Then, $L_2(\omega)$ restricted to the even subspace is invertible for all $\omega \in (0,m)$ and $\omega \mapsto \phi_0(\omega) \in C^1((0,m),H^1(\mathbb{R}))$ with

$$\partial_\omega \phi_0(\omega) = (L_2(\omega))^{-1} \phi_0(\omega) \quad \text{and} \quad \partial_\omega \| \phi_0(\omega) \|^2_{L_2} = 2 \langle \phi_0(\omega), (L_2(\omega))^{-1} \phi_0(\omega) \rangle.$$

The differentiability can be checked directly for power nonlinearities, and obtained from the implicit function theorem if we assume $f \in C^1(\mathbb{R})$. We defer the proof, under only Assumption [1.1] to Appendix A.

### 3. Bifurcations from the origin

The goal of this section is to prove Theorem [1.4]. We first recall some basic facts about perturbation theory for closed operators. Proofs can be found in standard references such as [22, 24]. The algebraic multiplicity $m_a(\lambda)$ of an isolated point $\lambda$ of the spectrum of a closed operator $T$ is defined as the dimension of the range of the Riesz projector

$$P_\gamma(T) = \frac{1}{2\pi i} \int_\gamma (T - z)^{-1} \, dz,$$

where $\gamma$ is any closed, simple contour such that $\gamma \subset \rho(T)$ and $\lambda$ is the only point of the spectrum of $T$ inside $\gamma$. This multiplicity coincides, see [22 Chapter 6], with the dimension of the generalized eigenspace

$$\cup_{n \in \mathbb{N}} \ker(T - \lambda)^n.$$

The geometric multiplicity $m_g(\lambda)$ is the dimension of $\ker(T - \lambda)$. From this, it follows that $m_a(\lambda) \geq m_g(\lambda)$ and, if $m_a(\lambda) > 0$, then $m_g(\lambda) > 0$. If $T$ is self-adjoint, the geometric and algebraic multiplicities of any eigenvalue coincide. The algebraic multiplicity is the correct multiplicity for analytic perturbation theory for closed operators.

Recall that a family of operators $\{ T_\mu \}_\mu$ is said to be a type-A analytic family in an open set $S \subset \mathbb{C}$ if for all $\mu \in S$ the operator $T_\mu$ is closed on a domain $D$ independent of $\mu$, and if for each $\varphi \in D$ the map $\mu \mapsto T_\mu \varphi$ is strongly analytic. For shortness, we call such $\{ T_\mu \}_\mu$ an analytic family.

If $\{ T_\mu \}_\mu$ is an analytic family of operators and $\gamma$ is a contour such that $\gamma \subset \rho(T_\mu)$ for all $\mu \in B(0,r)$, then the sum of algebraic multiplicities of eigenvalues in the interior of $\gamma$ is constant for $\mu \in B(0,r)$, see [22 Chapter 15].

In our particular case, the families $\{ L_\mu \}_{\mu \in \mathbb{C}}$ and $\{ H_\mu \}_{\mu \in \mathbb{C}}$ are linear in $\mu$ and therefore analytic. They have isolated eigenvalues of finite algebraic multiplicity away from their essential spectra. By analytic perturbation theory, the eigenvalue branches $\lambda(\mu)$ of $L_\mu$ are analytic functions of $\mu$, and those of $H_\mu$ are continuous.$^2$

We start this section with a lemma that characterizes Condition [1j] from Theorem [1.4] in terms of the invertibility of $L_\mu$.

$^2$Analytic functions of $\mu$ as long as eigenvalues are simple, and branches of a multivalued function analytic in $(\mu - \mu_0)^{1/k}$ if at least $k \in \mathbb{N}$ branches intersect for $\mu_0$. 
Lemma 3.1. Let $f$ satisfy Assumption 1.1 and $\omega \in (0, m)$. The following statements are equivalent:

i) $L_2$ has a single eigenvalue in $(-2\omega, 0)$,

ii) $0 \notin \sigma(L_\mu)$ for all $\mu \in (0, 2)$.

Figure 4. Sketch for the proof of Lemma 3.1 representing vertically the spectrum of $L_\mu$ as $\mu$ varies from 0 to 2. Solid curves: eigenvalue branches always present; dashed curves: scenarios for other possible eigenvalue branches.

Proof. Recall that eigenvalues of $L_\mu$ are analytic in $\mu$. Let $\lambda(\mu)$ be an eigenvalue of $L_\mu$ and $\varphi(\mu)$ be a corresponding normalized eigenfunction, then first order perturbation theory (also known as the Feynman–Hellmann theorem), together with the nonnegativity of $Q$, yields

$$\partial_\mu \lambda(\mu) = -\langle \varphi(\mu), Q\varphi(\mu) \rangle \leq 0.$$  \hfill (11)

Denote now by $\lambda_1(\mu)$ the branch with $\lambda_1(0) = 0$ and observe that

$$\partial_\mu \lambda_1(0) = -\langle v^2 - u^2, f'(v^2 - u^2) (v^2 - u^2) \rangle < 0,$$

by Assumption 1.1, the definition of $Q$, and since $v^2 - u^2 > 0$ by Proposition 2.1. Thus, $\lambda_1(\mu) < 0$ for any $\mu > 0$. Moreover, $\lambda_1(\mu) > -2\omega$ since $-2\omega$ is an eigenvalue of $L_\mu$ for any $\mu > 0$ by Proposition 2.2 and eigenvalues are simple by Lemma 2.3. Hence,

$$\partial_\mu \lambda_1(\mu) \leq 0 \quad \text{and} \quad -2\omega < \lambda_1(\mu) < 0, \quad \text{for } \mu > 0.$$  \hfill (12)

Now, refer to Figure 4. Eigenvalues of $L_2$ in $(\lambda_1(2), 0)$, represented by the disks, originate from eigenvalues of $L_0$ in $(0, m - \omega)$ or from the positive essential spectrum. Since the eigenvalues are analytic and monotonic, each curve intersects the axis at a single point, represented by the circles. Therefore, the number of eigenvalues of $L_2$ in $(-2\omega, 0)$ equals the number of $\mu$’s in $[0, 2)$ for which 0 is an eigenvalue of $L_\mu$.  \hfill \Box

Now we can prove our first main result.

Proof of Theorem 1.4. Let $m_a(\lambda, H_\mu)$ be the algebraic multiplicity of $\lambda$ as an eigenvalue of $H_\mu$. For $\mu = 0$, the operator $H_0$ is self-adjoint and we have $m_a(0, H_0) = 2$ since

$$\ker(H_0^n) = \ker(H_0) = \text{span}\left\{ \begin{pmatrix} \phi_0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \phi_0 \end{pmatrix} \right\}.$$
In view of Lemma 3.1, the function
\[ l(\mu) := \langle \phi_0, L_{\mu}^{-1} \phi_0 \rangle, \]
where \( L_{\mu} \) is identified with its restriction to the even subspace, is well-defined on \((0, 2]\) and real analytic. Indeed, referring once more to Figure 4, \( l(\mu) \) is well-defined and continuous until the value of \( \mu > 2 \) where the first even eigenvalue crosses the axis. By Proposition 2.5, we identify
\[ l(2) = \langle \phi_0, L_{\mu}^{-2} \phi_0 \rangle = \frac{1}{2} \partial_\mu \|\phi_0\|^2. \]

For \( \mu \in (0, 2) \), we claim that \( m_\alpha(0, H_\mu) \geq 3 \) if and only if \( l(\mu) = 0 \). Indeed,
\[ \ker(H_{\mu}^2) = \ker(L_0 L_\mu) \times \ker(L_\mu L_0) = \text{span}\left\{ \left( L_{\mu}^{-1} \phi_0 \right), \left( \begin{array}{c} 0 \\ \phi_0 \end{array} \right) \right\}, \]
so \( m_\alpha(0, H_\mu) \geq 2 \). Now fix \( \mu \in (0, 2) \), and assume that \( \langle \psi_1, \psi_2 \rangle^T \in \ker(H_{\mu}^3) \). The corresponding equations are
\[ \begin{cases} L_\mu L_0 L_\mu \psi_1 = 0, \\ L_0 L_\mu L_0 \psi_2 = 0. \end{cases} \]
Since \( L_\mu \) is invertible, the first equation yields \( \psi_1 \in \ker(L_0 L_\mu) \), and since \( \ker(L_0) = \text{span}\{\phi_0\} \), the second equation implies that there exists \( \alpha \in \mathbb{C} \) such that
\[ L_\mu L_0 \psi_2 = \alpha \phi_0. \]

If \( \alpha = 0 \), then \( \psi_2 \in \ker(L_\mu L_0) \) and \( \ker(H_{\mu}^3) \subset \ker(H_{\mu}^2) \). By induction on \( n \), this implies that \( \ker(H_{\mu}^n) \subset \ker(H_{\mu}^2) \) for all \( n \in \mathbb{N} \), and \( m_\alpha(0, H_\mu) = \dim(\ker(H_{\mu}^3)) = 2 \).

Thus, if \( m_\alpha(0, H_\mu) \geq 3 \), we need \( \alpha \neq 0 \) and, taking the inner product of both sides of
\[ L_0 \psi_2 = \alpha L_{\mu}^{-1} \phi_0 \]
with \( \phi_0 \) yields
\[ 0 = \alpha \langle \phi_0, L_{\mu}^{-1} \phi_0 \rangle = \alpha l(\mu), \]
hence \( l(\mu) = 0 \) as claimed. For the converse, if \( l(\mu) = 0 \), then
\[ L_{\mu}^{-1} \phi_0 \in \ker(L_0) = \ker(L_0 L_\mu) \]
and thus there exists \( \tilde{\phi} \notin \ker(L_0) \) such that
\[ L_0 L_\mu L_0 \tilde{\phi} = 0. \]
This implies \( m_\alpha(0, H_\mu) \geq 3 \) since, again,
\[ \ker(H_{\mu}^3) = \ker(L_\mu L_0 L_\mu) \times \ker(L_0 L_\mu L_0). \]

We now show that if
\[ \partial_\omega \|\phi_0(\omega)\|^2_{L^2} \leq 0, \tag{12} \]
then \( l(\mu) < 0 \) for all \( \mu \in (0, 2) \). First, \( l \) is non-decreasing, since
\[ l'(\mu) = \lim_{h \to 0} h^{-1} \langle \phi_0, (L_{\mu+h}^{-1} - L_{\mu}^{-1}) \phi_0 \rangle = \lim_{h \to 0} \langle \phi_0, L_{\mu+h}^{-1} Q L_{\mu}^{-1} \phi_0 \rangle = \langle L_{\mu}^{-1} \phi_0, Q L_{\mu}^{-1} \phi_0 \rangle \geq 0. \]

If \( l(\mu) \) holds with a strict inequality, this is sufficient to conclude \( l(\mu) \leq l(2) < 0 \) for all \( \mu \in (0, 2) \), and therefore \( m_\alpha(0, H_\mu) = 2 \).

If the equality holds in \( l(\mu) \), we have to show that \( l \) is not constant on any interval \([\mu_0, 2]\). Since \( l \) is real analytic, this can only happen if \( l(\mu) = 0 \) for all \( \mu \in (0, 2) \). But then
Lemma 3.2. Let $L$ be the operator from Theorem 7.3, about the smallest eigenvalue of $\lambda$ of $L$.

Indeed, for all $\phi \in H^1(\mathbb{R}, \mathbb{C}^4)$ and $z \in \partial B(0, \delta/2)$, we have

$$\| (H_\mu - z) \phi \| \geq \| (H_0 - z) \phi \| - \| (H_0 - H_\mu) \phi \| \geq \left( \frac{\delta}{2} - \| Q \| \right) \| \phi \| .$$

Thus, by [22], the sums of algebraic multiplicities of the eigenvalues of $H_\mu$ within $B(0, \delta/2)$ is constant for $\mu \in [0, \delta/(3 \| Q \|))$. Therefore, $m_a(0, H_\mu) = 2$ for those $\mu$'s. □

We end this section with a by-product of the proof of Lemma 3.1 needed for the proof of Theorem 7.3 about the smallest eigenvalue of $L_\mu$ (strictly) above $-2\omega$.

Lemma 3.2. Let $f$ satisfy Assumption 1.1. $\omega \in (0, m)$, and $\mu > 0$. Then the first eigenvalue $\lambda_1$ of $L_\mu$ in $(-2\omega, m - \omega)$ exists and verifies

$$-\mu \| Q \| \leq \lambda_1(\mu) < 0.$$  

Moreover, if $-2\omega$ and $0$ are the only eigenvalues of $L_0$, then for any $\mu \geq 0$, $L_\mu$ has no eigenvalues in the interval $(-m - \omega, -2\omega)$.

Proof. The argument in the proof of Lemma 3.1 gives the existence and the negativity. Moreover, integrating (11) over $\mu$ for $\lambda_1$ gives

$$\lambda_1(\mu) = 0 - \int_0^\mu \langle \phi_\alpha, Q \phi_\alpha \rangle d\alpha \geq -\mu \| Q \|,$$

where $\phi_\alpha$ is the normalized eigenvector associated to $\lambda_1(\alpha)$.

The second result is obtained by the same Feynman–Hellmann type argument as in the proof of Lemma 3.1 and we refer again to Figure 4. □

4. Lower bound on $\text{Re} \ z^2$

In this section, our goal is to establish bounds for eigenvalue branches of $H_\mu$ of type (b), those that are away from the real and imaginary axes. These bounds are non-trivial if the operator norm of $Q$ is sufficiently small. This is always the case in the non-relativistic limit, so a concise statement is given in the following theorem, while we refer to Lemma 4.4 for the explicit bounds.

Theorem 4.1. Let $f$ satisfy Assumption 1.1. For any $E \in [0, 2m)$, there exists $\omega_E \in [E/2, m)$ such that, for all $\omega \in [\omega_E, m)$ and $\mu \in (0, 2]$, if $z \in \mathbb{C} \setminus (\mathbb{R} \cup i\mathbb{R})$ is an eigenvalue of $H_\mu(\omega)$, then

$$\text{Re} \ z^2 \geq E^2. \quad (13)$$

Throughout this section we assume that $z \in \mathbb{C}$ is an eigenvalue of $H_\mu$ with associated eigenvector $\varphi = (\varphi_1, \varphi_2)^T$, where $\varphi_1$ and $\varphi_2$ are two-component spinors. We introduce the notations

$$P_- := E_{(\infty, -2\omega)}(L_0) \quad \text{and} \quad P_+ := E_{(0, \infty)}(L_0)$$

for the spectral projectors of $L_0$ on the corresponding intervals. Note that the eigenfunctions $\phi_{-2\omega}$ and $\phi_0$, respectively associated to $-2\omega$ and $0$, are excluded from the range of these projectors. For a concise notation in the proofs below, we also define

$$Q_{++} = P_+ Q P_+, \quad Q_{-} = P_- Q P_- \quad \text{and} \quad Q_{+-} = Q_{++}^* = P_+ Q P_- .$$
We first establish an identity for eigenvalues.

**Lemma 4.2.** Let $f$ satisfy Assumption 1.1, $\omega \in (0, m)$, and $\mu \geq 0$. Assume that $z \in \mathbb{C} \setminus (\mathbb{R} \cup i\mathbb{R})$ is an eigenvalue of $H_\mu$ with eigenfunction $(\varphi_1, \varphi_2)$. Then $\varphi_1 = (P_+ + P_-) \varphi_1$, $\langle \varphi_1, \varphi_2 \rangle = 0$, and

$$
\text{Re} z^2 = \frac{\langle \varphi_1, (P_+ L_\mu P_+ - P_- L_\mu P_-) \varphi_1 \rangle}{\langle \varphi_1, |L_0|^{-1} \varphi_1 \rangle},
$$

(14)

where $L_0^{-1} \varphi_1$ is well-defined since $\varphi_1 \in \ker(L_0)^\perp$.

**Proof.** Since there are no eigenvalues of $L_0$ in $(-2\omega, 0)$ by Theorem 1.3, we only have to check that $\varphi_1$ is orthogonal to the eigenfunctions $\varphi_0$ and $\phi_{-2\omega}$ (associated to 0 and $-2\omega$, respectively) in order to prove $\varphi_1 = (P_+ + P_-) \varphi_1$. Taking the inner product of (10a) with $\varphi_0$ gives $z \langle \varphi_0, \varphi_1 \rangle = 0$. Since $z \neq 0$, this gives the first orthogonality condition.

The eigenvalue equation for $H_\mu$ reads

$$
\begin{cases}
\mu L_0 \varphi_2 = z^2 \varphi_2 \\
L_0 \mu \varphi_1 = z^2 \varphi_1.
\end{cases}
$$

(15)

Since $L_\mu \phi_{-2\omega} = L_0 \phi_{-2\omega}$, taking the inner product of the second line with $\phi_{-2\omega}$ gives

$$
z^2 \langle \phi_{-2\omega}, \varphi_1 \rangle = 4\omega^2 \langle \phi_{-2\omega}, \varphi_1 \rangle.
$$

Given that we assume $z^2 \notin \mathbb{R}$, this implies the orthogonality of $\varphi_1$ to $\phi_{-2\omega}$.

To prove $\langle \varphi_1, \varphi_2 \rangle = 0$, we start by taking the scalar product of (10a) and (10b) respectively with $\varphi_2$ and $\varphi_1$. We obtain

$$
\begin{cases}
\langle \varphi_2, L_0 \varphi_2 \rangle = z \langle \varphi_2, \varphi_1 \rangle \\
\langle \varphi_1, L_0 \varphi_1 \rangle = z \langle \varphi_1, \varphi_2 \rangle.
\end{cases}
$$

By selfadjointness of $L_0$ and $L_\mu$, the left hand side of both equations is real. Taking their sum and difference gives

$$
\begin{cases}
2z \text{Re} \langle \varphi_2, \varphi_1 \rangle = \langle \varphi_2, L_0 \varphi_2 \rangle + \langle \varphi_1, L_\mu \varphi_1 \rangle \in \mathbb{R} \\
2iz \text{Im} \langle \varphi_2, \varphi_1 \rangle = \langle \varphi_2, L_0 \varphi_2 \rangle - \langle \varphi_1, L_\mu \varphi_1 \rangle \in \mathbb{R}.
\end{cases}
$$

The first line yields $\text{Re} \langle \varphi_2, \varphi_1 \rangle = 0$, since $z \notin \mathbb{R}$, and the second gives $\text{Im} \langle \varphi_2, \varphi_1 \rangle = 0$, since $z \notin i\mathbb{R}$.

We now turn to the proof of (14). We apply $L_0^{-1}$ to the second line of (15) and take the scalar product with $P_+ \varphi_1$ and $P_- \varphi_1$. This gives

$$
\begin{cases}
\langle P_+ \varphi_1, L_\mu \varphi_1 \rangle = z^2 \langle P_+ \varphi_1, L_0^{-1} \varphi_1 \rangle \\
\langle P_- \varphi_1, L_\mu \varphi_1 \rangle = z^2 \langle P_- \varphi_1, L_0^{-1} \varphi_1 \rangle.
\end{cases}
$$

We insert $\varphi_1 = (P_+ + P_-) \varphi_1$, and use the identity

$$
P_+ L_\mu P_- = P_+ L_0 P_- - \mu P_+ Q P_- = -\mu Q_{-+}.
$$

We are left with

$$
\begin{cases}
\langle \varphi_1, P_+ L_\mu P_+ \varphi_1 \rangle - \mu \langle \varphi_1, Q_{-+} \varphi_1 \rangle = z^2 \langle \varphi_1, P_+ L_0^{-1} P_+ \varphi_1 \rangle \\
\langle \varphi_1, P_- L_\mu P_- \varphi_1 \rangle - \mu \langle \varphi_1, Q_{-+} \varphi_1 \rangle = z^2 \langle \varphi_1, P_- L_0^{-1} P_- \varphi_1 \rangle.
\end{cases}
$$
Subtracting both identities yields
\[ \langle \varphi_1, (P_+ L \mu P_+ - P_- L \mu P_-) \varphi_1 \rangle - \mu \langle \varphi_1, (Q_+ - Q_-) \varphi_1 \rangle = z^2 \langle \varphi_1, |L_0|^{-1} \varphi_1 \rangle. \]
Taking the real part eliminates the second term in the l.h.s. and gives identity (14). □

We exploit this identity to derive a lower bound on \( \text{Re} z^2 \). This bound depends on
\[ t := \min \{ \lambda \mid \lambda \in \sigma(L_0 + \omega \mathbb{1}) \cap (\omega, m) \}, \]
which is either the smallest eigenvalue of \( L_0 + \omega \mathbb{1} \) above \( \omega \), or \( m \) (the bottom of its positive essential spectrum).

**Theorem 4.3.** Let \( f \) satisfy Assumption (1.1) \( \omega \in (0, m) \), \( \mu \geq 0 \), \( \alpha \in [0, 1] \), and \( t \) be as in (16). Assume that \( z \in \mathbb{C} \setminus (\mathbb{R} \cup i\mathbb{R}) \) is an eigenfunction of \( H_\mu \) with eigenfunction \((\varphi_1, \varphi_2)^\top\), and define \( \eta > 0 \) as
\[ \eta := \frac{\|P_+ \varphi_1\|^2}{\|P_- \varphi_1\|^2}. \]
If
\[ (1 - \alpha^2) \eta^2 + (1 + \alpha)^2 \geq \mu \eta \frac{\|Q\|}{t + \omega}. \]
then
\[ \text{Re} z^2 \geq \frac{(t + \omega)^2}{2} \left( (1 - \alpha) \eta^2 + (1 + \alpha) - \frac{\eta \alpha}{1 + \alpha} \frac{\|Q\|}{t + \omega} \right) \geq 0. \]

**Proof.** Combining the eigenvalue equations (10a) and (10b) with \( \langle \varphi_1, \varphi_2 \rangle = 0 \), we obtain
\[ \langle \varphi_1, L_\mu \varphi_1 \rangle = 0, \quad \text{and} \quad \langle \varphi_1, L_0^{-1} \varphi_1 \rangle = 0. \]
For shortness, we define \( \varphi_+ := P_+ \varphi_1 \) and \( \varphi_- := P_- \varphi_1 \). The above identities give
\[ \langle \varphi_+, L_\mu \varphi_+ \rangle + \langle \varphi_-, L_\mu \varphi_- \rangle - \mu \langle \varphi_1, (Q_+ + Q_-) \varphi_1 \rangle = 0 \]
and
\[ \langle \varphi_+, |L_0|^{-1} \varphi_+ \rangle - \langle \varphi_-, |L_0|^{-1} \varphi_- \rangle = 0. \]
As a first consequence of these identities, \( \varphi_+ \neq 0 \neq \varphi_- \) hence \( \eta > 0 \) is well-defined. Indeed, if \( \varphi_+ = 0 \) or \( \varphi_- = 0 \), then the other one is also trivial leading by Lemma 4.2 to \( \varphi_1 = 0 \) which in turn yields, by the eigenvalue equation for \( H_\mu \), the contradiction \( z \varphi_2 = 0 \).

From the symmetry w.r.t. 0 of the spectrum of \( L_0 + \omega \mathbb{1} \) and the definition of \( t \), the spectrum of \( P_- L_0 \), restricted to \( \text{Ran}(P_-) \), is contained in the interval in \( (-\infty, -t - \omega] \).

Using that \( |L_0| = -L_0 \) on \( \text{Ran}(P_-) \), we obtain
\[ \langle \varphi_-, |L_0| \varphi_- \rangle \geq (t + \omega) \|\varphi_-\|^2 \quad \text{and} \quad \langle \varphi_-, |L_0|^{-1} \varphi_- \rangle \leq (t + \omega)^{-1} \|\varphi_-\|^2. \]

We now bound all quantities appearing in (14). For its denominator, combining (21) with (22) gives
\[ \langle \varphi_1, |L_0|^{-1} \varphi_1 \rangle = 2 \langle \varphi_-, |L_0|^{-1} \varphi_- \rangle \leq 2(t + \omega)^{-1} \|\varphi_-\|^2. \]

The first term in the numerator of (14) has to be treated in two different ways depending on the value of \( \eta \). From (20), we obtain on one hand
\[ \langle \varphi_+, L_\mu \varphi_+ \rangle = -\langle \varphi_-, L_\mu \varphi_- \rangle + \mu \langle \varphi_1, (Q_+ + Q_-) \varphi_1 \rangle, \]
which will be a useful identity to obtain bounds for small values of \( \eta \).
On the other hand, for large values of $\eta$, we use Jensen’s inequality for the convex function $0 < \lambda \mapsto 1/\lambda$. This inequality reads
\[
E_m[\lambda] \geq E_m[\lambda^{-1}]^{-1},
\]
where $E_m$ denotes the expectation value with respect to any probability measure $m$ on $(0, +\infty)$. We take for $m$ the probability measure $\|\varphi_+\|^{-2}_L m(L_0)\varphi_+$, where $m(L_0)\varphi_+$ denotes the spectral measure of $L_0$ in the state $\varphi_+$, i.e., for any interval $I$,
\[
m(L_0)\varphi_+(I) = \langle \varphi_+, 1_I(L_0)\varphi_+ \rangle.
\]
This gives
\[
\frac{\langle \varphi_+, L_0\varphi_+ \rangle}{\|\varphi_+\|^2} \geq \left( \frac{\langle \varphi_+, L_0^{-1}\varphi_+ \rangle}{\|\varphi_+\|^2} \right)^{-1} = \frac{\|\varphi_+\|^2}{\langle \varphi_-, L_0^{-1}\varphi_- \rangle},
\]
where we have also used (21). Combining it with (22) and the definition of $\eta$, we obtain
\[
\langle \varphi_+, L_\mu\varphi_+ \rangle = \langle \varphi_+, L_0\varphi_+ \rangle - \mu \langle \varphi_+, Q\varphi_+ \rangle \\
\geq \|\varphi_+\|^4 (t + \omega) \|\varphi_-\|^2 - \mu \langle \varphi_+, Q\varphi_+ \rangle = \eta^2(t + \omega) \|\varphi_-\|^2 - \mu \langle \varphi_+, Q\varphi_+ \rangle.
\]
Inserting these two statements on $\langle \varphi_+, L_\mu\varphi_+ \rangle$ into (13), we obtain
\[
2 \langle \varphi_-, L_0^{-1}\varphi_- \rangle \text{Re } z^2 = \alpha \langle \varphi_+, L_\mu\varphi_+ \rangle + (1 - \alpha) \langle \varphi_+, L_\mu\varphi_- \rangle - \langle \varphi_-, L_\mu\varphi_- \rangle \\
\geq \alpha (-\langle \varphi_-, L_\mu\varphi_- \rangle + \mu \langle \varphi_1, (Q_+ + Q_-)\varphi_1 \rangle) \\
+ (1 - \alpha) (\eta^2(t + \omega) \|\varphi_-\|^2 - \mu \langle \varphi_+, Q\varphi_+ \rangle) - \langle \varphi_-, L_\mu\varphi_- \rangle,
\]
for all $\alpha \in [0, 1]$. After grouping terms and using again (22), we are left with
\[
2 \langle \varphi_-, L_0^{-1}\varphi_- \rangle \text{Re } z^2 \geq \big( \alpha(1 - \eta^2) + 1 + \eta^2 \big) (t + \omega) \|\varphi_-\|^2 \\
+ \mu \langle \varphi_1, (1 + \alpha)Q_+ + \alpha Q_- + \alpha Q_+ - (1 - \alpha)Q_+ \rangle \varphi_1.
\]
In the last term, we “complete the square” to obtain
\[
\langle \varphi, (1 + \alpha)Q_- + \alpha Q_+ - (1 - \alpha)Q_+ \rangle \varphi \\
= (1 + \alpha) \langle \varphi_- + \frac{\alpha}{1 + \alpha}\varphi_+, Q \varphi_- + \frac{\alpha}{1 + \alpha}\varphi_+ \rangle - \frac{\alpha^2}{1 + \alpha} \langle \varphi_+, Q\varphi_+ \rangle - (1 - \alpha) \langle \varphi_+, Q\varphi_+ \rangle \\
\geq - \left( \frac{\alpha^2}{1 + \alpha} + (1 - \alpha) \right) \|Q\| \|\varphi_+\|^2 = - \frac{\eta}{1 + \alpha} \|Q\| \|\varphi_-\|^2.
\]
This finally gives
\[
2 \frac{\langle \varphi_-, L_0^{-1}\varphi_- \rangle}{\|\varphi_-\|^2} \text{Re } z^2 \geq \big( \alpha(1 - \eta^2) + 1 + \eta^2 \big) (t + \omega) - \frac{\mu\eta}{1 + \alpha} \|Q\|, \quad \forall \alpha \in [0, 1].
\]
Now, if (17) —in Theorem 1.3— holds, i.e., nonnegative r.h.s., then the l.h.s. satisfies
\[
2(t + \omega)^{-1} \text{Re } z^2 \geq 2 \frac{\langle \varphi_-, L_0^{-1}\varphi_- \rangle}{\|\varphi_-\|^2} \text{Re } z^2 \geq 0
\]
by the second inequality in (22). Finally, still using that the r.h.s. is nonnegative, we conclude the proof of the lemma:
\[
\text{Re } z^2 \geq \frac{(t + \omega)^2}{2} \left( (1 - \alpha) \eta^2 + (1 + \alpha) - \frac{\eta}{1 + \alpha} \mu \|Q\| \right) \geq 0, \quad \forall \alpha \in [0, 1]. \quad \square
\]
An immediate consequence of the last bound is Corollary 1.5.
Proof of Corollary 1.5. Recall that \( H_0 \) has only real eigenvalues. Consider the eigenvalue branches of \( H_\mu \) as \( \mu \) increases from 0 to 2. We pick \( \alpha = 1/2 \) in the last formula of the previous proof and check that \( \text{Re } z^2 \geq 0 \) if \( \mu \|Q\| / (t + \omega) \leq 3\sqrt{3}/2 \). Since \( t > \omega \) and \( 0 \leq \mu \leq 2 \), condition (8) guarantees that
\[
\text{Re } z^2 \geq 0 \iff |\text{Im } z| \leq |\text{Re } z|.
\]
Since \( H_\mu \) is an analytic family, any branch of eigenvalues that goes to the imaginary axis must pass through zero. But this is not possible since, by Theorem 1.4, the algebraic multiplicity of zero, as an eigenvalue of \( H_\mu \), is constant (equal to 2) for \( \mu \in (0, 2) \). □

In order to complete the proof of Theorem 4.1, we optimize in \( \alpha \) in Theorem 4.3 and obtain the following lemma. In order to state it, we define \( \theta_+ : [0, 2) \to (0, 3\sqrt{3}/8] \) by
\[
\theta_+(\xi) := 2 \left( \frac{2 - 3\xi + \sqrt{9(2 - \xi)^2 + 8\xi}}{14 - 9\xi + 3\sqrt{9(2 - \xi)^2 + 8\xi}} \right) \frac{\xi}{2}. \tag{23}
\]

Lemma 4.4. Let \( f \) satisfy Assumption 1.1, \( t \) be as in (16), and \( \theta_+ \) as in (23). Assume that \( \omega \in (0, m) \), \( E \in [0, 2m) \), and \( \mu \geq 0 \) are such that \( E < t + \omega \) and
\[
\frac{\mu \|Q\|}{4(t + \omega)} \leq \theta_+(\xi) \left( \frac{2E^2}{(t + \omega)^2} \right). \tag{24}
\]
If \( z \in \mathbb{C} \setminus (\mathbb{R} \cup i\mathbb{R}) \) is an eigenvalue of \( H_\mu \), then
\[
\text{Re } z^2 \geq E^2.
\]

This lemma being technical, we defer its proof to Appendix B.

Remark 4.5. The restriction \( E < t + \omega \) —which comes from our method of proof (in particular from the fact we have no bound on \( \eta > 0 \) defined in Theorem 4.3, hence we perform some minimization over it)— implies that, within our method, the intersections of the hyperbola in Figure 2 with the real axis cannot go beyond, nor reach, the outer thresholds \( \pm(m + \omega) \). Of course, a priori bounds on \( \eta \) would improve our method and could lead to reach and go beyond the outer thresholds. Going beyond those thresholds is interesting because they are points from which can emerge eigenvalue branches of type (b) —see Section 1.1— when \( \omega \) varies. See e.g. [7, last paragraph of p.2] for a summary on points from which non-real eigenvalues can emerge.

We now complete the proof of Theorem 1.1.

Proof of Theorem 4.1. If \( E = 0 \), since \( \lim_{\omega \to m} \|Q_\omega\| = 0 \) by Proposition 2.1 and \( t > \omega \) by definition, there exists \( \omega_E = 0 \in (0, m) \) such that for all \( \mu \in (0, 2) \) and \( \omega \in [\omega_E, 0) \),
\[
\frac{\mu \|Q_\omega\|}{4(t + \omega)} \leq \theta_+(0) = \frac{3\sqrt{3}}{8}.
\]
By Lemma 4.4 this implies (13) in the case \( E = 0 \).

Now, for a fixed \( E \in (0, 2m) \), we restrict our attention to \( \omega \)'s such that \( \omega \in [E/2, m) \). In this case, we choose \( \xi \equiv \xi(E, \omega, t) \) as
\[
\frac{E^2}{2m^2} \leq \xi := \frac{2E^2}{(t + \omega)^2} < \frac{E^2}{2\omega^2} \leq 2,
\]
so we obtain \( \lim_{\omega \to m} \xi(E, \omega, t) = E^2/(2m^2) < 2 \). Since \( \lim_{\omega \to m} \|Q_\omega\| = 0 \) from Proposition [2.1] there exists \( \omega_E \in [E/2, m) \) such that for all \( \mu \in (0, 2) \) and \( \omega \in [\omega_E, m) \),

\[
\mu \frac{\|Q_\omega\|}{4(t + \omega)} < \frac{\|Q_\omega\|}{2(t + \omega)} \leq \theta_+(\xi).
\]

By Lemma [4.4] this implies \( \text{Re} \ z^2 \geq (t + \omega)^2 \xi/2 = E^2 \), concluding the proof.

These results show that, in order to obtain quantitative bounds, we need to estimate or compute \( \|Q\| \). This is done in the next section for power nonlinearities.

5. POWER NONLINEARITIES: EXPLICIT ESTIMATES

From now on, we consider the case of power nonlinearities \( f(s) = s|s|^{p-1}, p > 0 \). They satisfy Assumption [1.1]. In that case, the solitary wave solutions

\[
\phi_0(x) := \phi_0(p, \omega; x) := \left( \frac{v(p, \omega; x)}{u(p, \omega; x)} \right),
\]

can be found by explicitly integrating the ODE (see, e.g., [10, 12, 27, 28]), and are given for any \( (p, \omega) \in (0, +\infty) \times (0, m) \) by

\[
v(x) := v(p, \omega; x) := \frac{1}{\sqrt{1 - \nu \tanh^2(p\nu)}} \left[ (p + 1)(m - \omega) \frac{1 - \tanh^2(p\nu)}{1 - \nu \tanh^2(p\nu)} \right]^{\frac{1}{2}} \tag{25}
\]

and

\[
u(x) := \nu(p, \omega; x) := \sqrt{\nu \tanh(p\nu)} v(p, \omega; x), \tag{26}
\]

where we have introduced the parameters

\[
\kappa = \sqrt{m^2 - \omega^2} \quad \text{and} \quad \nu = \frac{m - \omega}{m + \omega} \in (0, 1).
\]

These explicit formulae allow us to compute exactly the contribution of \( \phi_0 \) in \( L_0 \):

\[
f(v^2 - u^2) = (v^2 - u^2)^p = (p + 1)(m - \omega) \frac{1 - \tanh^2(p\kappa)}{1 - \nu \tanh^2(p\nu)} \tag{27}
\]

\[
= 2m(p + 1) \frac{\nu}{1 + \nu} \frac{1 - \tanh^2(p\nu)}{1 - \nu \tanh^2(p\nu)},
\]

where we used \( v^2 - u^2 > 0 \) to remove the absolute value in the nonlinearity and we wrote it in two ways as the latter point of view will turn out to be useful in some of our proofs. We immediately read from it that

\[
\|f(v^2 - u^2)\|_{L^\infty(\mathbb{R})} = \|(v^2 - u^2)^p\|_{L^\infty(\mathbb{R})} = (p + 1)(m - \omega) = 2m(p + 1) \frac{\nu}{1 + \nu}. \tag{28}
\]

Inserting (25) and (26) in the definition (5) of \( Q \) leads to the explicit expression

\[
Q = p(v^2 - u^2)^{p-1} \begin{pmatrix} v^2 & -uv \\ -uv & u^2 \end{pmatrix}
\]

\[
= p(p + 1)(m - \omega) \frac{1 - \tanh^2(p\kappa)}{(1 - \nu \tanh^2(p\nu))^2} \begin{pmatrix} 1 & -\sqrt{\nu} \tanh(p\nu) \\ -\sqrt{\nu} \tanh(p\nu) & \nu \tanh^2(p\nu) \end{pmatrix}. \tag{29}
\]
5.1. **Rescaled operators.** Given the explicit spatial depends in $pκx$ of $φ_0$ and because it will often be convenient for shortness and clarity, we will use the convention that a tilde means a spatial rescaling by a factor $pκ$. That is, for instance,

$$
\tilde{v}(x) = \tilde{v}(p, κ; x) = \frac{1}{\sqrt{1 - ν \tanh^2(x)}} \left[ (p + 1)(m - 1) \frac{1 - \tanh^2(x)}{1 - ν \tanh^2(x)} \right]^{\frac{1}{2p}}.
$$

Analogously, we also define the unitary operator $U_{pκ}$ through its adjoint

$$
U_{pκ}^* ψ(x) := \sqrt{pκ} ψ(pκx),
$$

and, for any operator $O$, the corresponding operator $\tilde{O} := U_{pκ} O U_{pκ}^*$. For instance,

$$
\tilde{D}_m := U_{pκ} D_m U_{pκ}^* = ipκσ_2 \partial_x + mσ_3,
$$

$$
\tilde{L}_μ := U_{pκ} L_μ U_{pκ}^* := ipκσ_2 \partial_x + mσ_3 - ω 1 - |⟨\tilde{φ}_0, σ_3\tilde{φ}_0⟩|^pσ_3 - μ\tilde{Q}
$$

with

$$
\tilde{Q} := U_{pκ} Q U_{pκ}^* = p(p + 1)(m - 1) \frac{1 - \tanh^2}{(1 - ν \tanh^2)^2} \left( -\sqrt{ν \tanh} \nu \tanh^2 \right),
$$

and

$$
\tilde{H}_μ := U_{pκ} H_μ U_{pκ}^* = \left( \begin{array}{cc} 0 & \tilde{L}_0 \\ \tilde{L}_μ & 0 \end{array} \right).
$$

This operator $U_{pκ}$ leaves invariant spectra and maps eigenfunctions to eigenfunctions.

With these explicit formulae and notations in place, we can start computations. We first check the Vakhitov–Kolokolov criterion, then we compute $\|Q(p, ω, ·)\|$ and plug it into the bounds in Section 4, in order to prove Theorem 5.3.

5.2. **Vakhitov–Kolokolov condition.** We check the Vakhitov–Kolokolov criterion for power nonlinearities. Since we are unable to compute a closed expression for $\|φ_0(ω)\|_2^2$ for any $p > 0$, the next lemma gives sufficient conditions on $(p, ω)$ to have $\partial_ω \|φ_0(ω)\|_2^2$ positive or negative.

**Lemma 5.1.** Let $f(s) = s|s|^{p-1}$.

- If $p ∈ (0, 2]$, then

$$
∀ ω ∈ (0, m), \quad \partial_ω \|φ_0(p, ω; ·)\|_2^2 < 0.
$$

- If $p > 2$, then

$$
∀ ω ≤ \frac{p}{3p - 4} m, \quad \partial_ω \|φ_0(p, ω; ·)\|_2^2 < 0
$$

and there exists $ω_+ ∈ \left( \frac{p}{3p - 4} m, \sqrt{\frac{p + 1}{2p - 1} m} \right)$ such that

$$
∀ ω > ω_+, \quad \partial_ω \|φ_0(p, ω; ·)\|_2^2 > 0.
$$

**Proof of Lemma 5.1.** First, since $\partial_ω ν = -\frac{2m}{(m + ω)^p} < 0$, we have that

$$
\text{sign} \partial_ω \|φ_0(p, ω; ·)\|_2^2 = -\text{sign} \partial_ν \|φ_0(p, ω; ·)\|_2^2,
$$

and we work with the latter in this proof.
Using \((25), (26)\), \((p + 1)(m - \omega) = 2m(p + 1)\frac{\nu}{1 + \nu}\) and \(\frac{2}{\kappa} = \frac{1 + \nu}{m\sqrt{v}}\), we have

\[
\|\phi_0\|_{L^2} = \|v^2 + u^2\|_{L^1} = \frac{1}{pk}\|\tilde{v}^2 + \tilde{w}^2\|_{L^1} = \frac{2}{pk} \int_0^\infty \tilde{v}^2 + \tilde{w}^2
\]

\[
= m^{\frac{1}{p} - 1}2^{\frac{1}{p}} \frac{(p + 1)^{\frac{\nu}{1 + \nu}}}{p} \frac{1 + \nu}{\sqrt{v}} \left(\frac{\nu}{1 + \nu}\right)^{\frac{1}{p}} \int_0^\infty \frac{1 + \nu \tanh^2 \left[\frac{1 - \tanh^2}{1 - \nu\tanh^2}\right]}{1 - \nu\tanh^2}
\]

\[
=: m^{\frac{1}{p} - 1}2^{\frac{1}{p}} \frac{(p + 1)^{\frac{\nu}{1 + \nu}}}{p} F(\nu),
\]

and our goal is to determine the sign of \(\partial_\nu F(\nu)\). We have

\[
F(\nu) = \frac{1 + \nu}{\sqrt{v}} \left(\frac{\nu}{1 + \nu}\right)^{\frac{1}{p}} \int_0^1 \frac{1 + \nu y^2}{1 - \nu y^2} \left[\frac{1 - y^2}{1 - \nu y^2}\right]^{\frac{1}{p}} dy =: \int_0^1 h(\nu, y) dy.
\]

Since \(y \mapsto (1 + \nu y^2)(1 - \nu y^2)^{-1}\) is increasing on \((0, 1)\) for any \(\nu \in (0, 1)\), we have

\[
0 < h(\nu, y) \leq \nu^{\frac{1}{p} - \frac{2}{p}} \frac{(1 + \nu)^{2 - \frac{2}{p}}}{(1 - \nu)^{1 + \frac{2}{p}}} (1 - y^2)^{-\frac{1}{p} - 1} \in L^1((0, 1)),
\]

because \(\int_0^1 (1 - y^2)^{\frac{1}{p} - 1} dy = \frac{\sqrt{\pi} \Gamma\left(\frac{1}{p}\right)}{\Gamma\left(\frac{1}{p} + \frac{1}{2}\right)} < +\infty\) for any \(p > 0\). Hence \(y \mapsto h(\nu, y)\) is Lebesgue integrable for any \(\nu \in (0, 1)\). Moreover, for any \(y \in (0, 1)\), \(\partial_\nu h(\nu, y)\) exists for all \(\nu \in (0, 1)\) and

\[
\partial_\nu h(\nu, y) = \frac{\nu^{\frac{1}{p} - \frac{2}{p}}}{(1 + \nu)^{\frac{1}{p}} \sqrt{v}} \times \frac{P(y^2)}{2(1 - \nu y^2)^{\frac{1}{p} + 2}(1 - y^2)^{1 - \frac{1}{p}}},
\]

where the polynomial

\[
P_\nu(z) := \left(2p^{-1} + (1 - \nu)\right) z^2 + \nu(1 + \nu) \left(2p^{-1} + 4\right) z + \left(\nu + 2p^{-1} - 1\right)
\]

is strictly increasing on \((0, 1)\). And, finally,

\[
|\partial_\nu h(\nu, y)| \leq \frac{\nu^{\frac{1}{p} - \frac{2}{p}} |P_\nu(1)|}{2(1 - \nu)^{\frac{1}{p} + 2}(1 + \nu)^{\frac{1}{p}}} \times \frac{1}{(1 - y^2)^{1 - \frac{1}{p}}},
\]

which is in \(L^1((0, 1))\) as a function of \(y\), for any \(\nu \in (0, 1)\). Thus

\[
F'(\nu) = \partial_\nu \int_0^1 h(\nu, y) dy = \int_0^1 \partial_\nu h(\nu, y) dy.
\]

Now, a sufficient condition for \(\partial_\nu \|\phi_0\|_{L^2} < 0\) —i.e., \(\partial_\nu \|\phi_0\|_{L^2} > 0\)— is for the polynomial \(P_\nu\) to be positive on \((0, 1)\) or equivalently, since \(P_\nu\) is strictly increasing on \((0, 1)\), that \(P(0) = \nu + 2p^{-1} - 1 > 0\). This proves the claim in the case \(p \leq 2\) as well as for the first claim in the case \(p > 2\) but only in the subcase \(\nu \geq 1 - 2/p \Leftrightarrow \omega \leq m/(p - 1)\).

Similarly, a sufficient condition for \(\partial_\nu \|\phi_0\|_{L^2} > 0\) is for the polynomial \(P_\nu\) to be negative on \((0, 1)\) or, equivalently, that \(P(1) \leq 0\). Assuming \(p > 2\), and since \(0 < \nu < 1\),

\[
P(1) \leq 0 \Leftrightarrow \left(1 + \nu\right) \left((p - 2)\nu^2 - 6p\nu + p - 2\right) \geq 0 \Leftrightarrow \nu \leq \nu_*(p),
\]

with

\[
\nu_*(p) := \frac{3p}{p - 2} - \frac{2}{p - 2} \sqrt{(2p - 1)(p + 1)}.
\]
Defining \( \omega_* := \frac{1 - \nu^2}{1 + \nu^2} m = \sqrt{\frac{p + 1}{2p - 1}} m \), we have proved the second claim in the case \( p > 2 \).

Now, for the first claim in the case \( p > 2 \) for \( \omega \in \left( \frac{m}{p - 1}, \frac{1}{2p - 1} \right) \) \( \Leftrightarrow \nu \in \left[ \frac{1}{2}, 1 - \frac{2}{p} \right) \), we proceed as follow. Since the function \( y \mapsto \partial_\nu h(\nu, y) \) is strictly increasing on \((0, 1)\) for any \( \nu \), we have

\[
F'(\nu) = \int_0^z \partial_\nu h(\nu, y) \, dy + \int_1^1 \partial_\nu h(\nu, y) \, dy > z \partial_\nu h(\nu, 0) + (1 - z) \partial_\nu h(\nu, z).
\]

Inserting \( z = \sqrt{\nu} \) in the r.h.s., we obtain

\[
\text{r.h.s.} = \frac{\nu^{1 - \frac{3}{p}}}{(1 + \nu)^\frac{1}{2}} \left\{ \sqrt{\nu} (\nu + 2p^{-1} - 1) \right. \]

\[
+ \left. \frac{(2p^{-1} - 1) \nu^2 + \nu^3 + \nu^2 (1 + \nu) (2p^{-1} + 4) + (\nu + 2p^{-1} - 1)}{(1 + \sqrt{\nu})(1 + \nu)^\frac{1}{p}} (1 - \nu^2)^2 \right\}
\]

and a sufficient condition to ensure \( F'(\nu) > 0 \) — i.e., \( \partial_\omega \| \phi_0 \|_{L^2} < 0 \) — is

\[
(2p^{-1} - 1) \nu^4 + (2p^{-1} + 5) \nu^3 + (2p^{-1} + 4) \nu^2
\]

\[
+ \left\{ 1 + \sqrt{\nu}(1 + \sqrt{\nu})(1 + \nu)^\frac{1}{p} (1 - \nu^2)^2 \right\} (\nu + 2p^{-1} - 1) > 0.
\]

Now, since we are in the case \( \nu + 2p^{-1} - 1 < 0 \), we have

\[
\sqrt{\nu}(1 + \sqrt{\nu})^2 (1 - \nu^2)^2 > \sqrt{\nu}(1 + \sqrt{\nu})(1 + \nu)^\frac{1}{p} (1 - \nu^2)^2 > 0, \quad \forall \nu \in (0, 1)
\]

and, studying the polynomial in \( \sqrt{\nu} \), one can check that there exists \( \nu_0 \in \left( \frac{3}{5}, \frac{3}{4} \right) \) such that the l.h.s. attains its maximum at \( \nu_0 \) and is strictly monotonic on \((0, \nu_0)\) and on \((\nu_0, 1)\). Therefore,

\[
\text{l.h.s.}(\nu) \leq \max \text{l.h.s.} \leq \frac{2}{3} \left( 1 + \frac{2}{3} \right)^2 \left( 1 - \frac{3}{5} \right)^2 < 2,
\]

and we obtain the following sufficient condition to ensure \( F'(\nu) > 0 \):

\[
(2p^{-1} - 1) \nu^4 + (2p^{-1} + 5) \nu^3 + (2p^{-1} + 4) \nu^2 + 3\nu + 3 (2p^{-1} - 1) > 0.
\]

Finally, this polynomial in \( \nu \) being strictly increasing on \((0, 1)\) and positive at \( \nu = \frac{1}{2} \), concludes the proof that \( \partial_\omega \| \phi_0 \|_{L^2} < 0 \) for \( p > 2 \) and \( \omega \in \left( \frac{m}{p - 1}, \frac{p}{2p - 1} \right) \).

5.3. Estimates on \( \beta(p) \). We derive here lower bounds on \( \omega \) for condition \((24)\) to hold. We do that by means of our general bound on \( \text{Re} \, z^2 \) combined with the explicit formula of the norm \( \| Q_\omega \| \) of \( Q_\omega \).

**Lemma 5.2.** The operator \( Q_\omega \), \( \omega \in (0, m) \), which acts as point-wise multiplication by the two by two matrix given in \((29)\), is positive semi-definite and satisfies

\[
\| Q_\omega \| = \begin{cases} 2p(p + 1)m \frac{\nu}{1 + \nu} = p(p + 1)(m - \omega), & \text{if } \nu < \frac{1}{3} \Leftrightarrow \omega > \frac{m}{2}, \\ p + 1 \frac{m}{2} \frac{1 + \nu}{2 - 1 - \nu} = p + 1 \frac{m^2}{2\omega}, & \text{if } \nu > \frac{1}{3} \Leftrightarrow \omega < \frac{m}{2}. \end{cases}
\]
Proof. For all $x \in \mathbb{R}$, the matrix $Q_\omega(x)$ is positive semi-definite with eigenvalues 0 and $p(\nu^2 - u^2)^{p-1}(\nu^2 + u^2)$, hence
\[ \|Q_\omega\| = p \left\| (\nu^2 - u^2)^{p-1}(\nu^2 + u^2) \right\|_\infty = p \left\| (\tilde{\nu}^2 - \tilde{u}^2)^{p-1}(\tilde{\nu}^2 + \tilde{u}^2) \right\|_\infty. \]
We have
\[ (\tilde{\nu}^2 - \tilde{u}^2)^{p-1}(\tilde{\nu}^2 + \tilde{u}^2) = (\tilde{\nu}^2 - \tilde{u}^2)^p \frac{\tilde{\nu}^2 + \tilde{u}^2}{\tilde{\nu}^2 - \tilde{u}^2} = 2m(p + 1) \frac{\nu}{1 + \nu} F, \]
where $F$ is the even function
\[ F := \frac{1 - \tanh^2}{1 - \nu \tanh^2} \times \frac{1 + \nu \tanh^2}{1 - \nu \tanh^2}. \]
Its derivative satisfies
\[ (1 - \nu \tanh^2)^3 F' = 2 \left( 3\nu - 1 - \nu(3 - \nu) \tanh^2 \right) (1 - \tanh^2) \tanh. \]
Therefore, on $(0, +\infty)$,
\[ F'(t) > 0 \iff 3\nu - 1 > \nu(3 - \nu) \tanh^2(t) \]
\[ \iff \begin{cases} t < t_\nu := \text{arctanh} \sqrt{\frac{3\nu - 1}{\nu(3 - \nu)}}, & \text{if } \nu \geq \frac{1}{3} \implies \omega \leq \frac{m}{2}, \\
 t \in \emptyset, & \text{if } \nu < \frac{1}{3} \implies \omega > \frac{m}{2}. \end{cases} \]
Consequently, $\|F\|_\infty = F(0) = 1$ and $\|(\nu^2 - u^2)^{p-1}(\nu^2 + u^2)\|_\infty = 2m(p + 1) \frac{\nu}{1 + \nu}$ if $\nu < \frac{1}{3}$, otherwise $\|F\|_\infty = F(t_\nu) = \frac{1 + \nu}{\nu} \frac{1 + \nu}{1 - \nu}$ and $\|(\nu^2 - u^2)^{p-1}(\nu^2 + u^2)\|_\infty = \frac{m}{2} \frac{p + 1}{2} \frac{1 + \nu}{1 - \nu}$.
We therefore have proved (30). \qed

We end this section by explaining how to combine the expression for $\|Q\|$ with the bounds of the previous section in order to estimate the range of $(p, \omega)$ for which eigenvalues $z \in \mathbb{C} \setminus (\mathbb{R} \cup i\mathbb{R})$ associated to $H_2$ satisfy $\text{Re} z^2 \geq E^2$. For the sake of completeness, we give formulae in the general case $t > \omega$, but also in the case $t = m$ (i.e., assuming $L_0$ has no positive eigenvalues). From these formulae, we will then derive Theorem 5.3 at the end of this section and Lemma 6.3 at the end of the next section.

By Lemma 5.2 and defining $\theta \equiv \theta(\omega, t, \mu, p) := \frac{\mu Q_\omega}{4(t + \omega)}$, the condition (21) on $\omega$ becomes
\[ 4\theta_+ \left( \frac{2E^2}{(t + \omega)^2} \right) \geq 4\theta = \frac{\|Q_\omega\|}{t + \omega} = \begin{cases} \mu p(p + 1) \frac{m - \omega}{t + \omega}, & \text{if } \omega > \frac{m}{2}, \\
 \mu p(p + 1) \frac{m^2}{4 \omega(t + \omega)}, & \text{if } \omega \leq \frac{m}{2}. \end{cases} \]
We recall that $\theta_+$ is defined in (23).

Since $\omega \mapsto \theta_+(2E^2/(t + \omega)^2)$ is non-decreasing on $(\max\{0, E - t\}, m)$ — constant if $E = 0$ and strictly increasing if $E > 0$ —, because $\theta_+$ is strictly decreasing, and since $\omega \mapsto \theta(\omega, t)$ is strictly decreasing (for $\mu, p > 0$) from $+\infty$ to 0, determining the $\omega$'s for which (24) holds is equivalent to finding the unique $\tilde{\omega} \in (0, m)$ for which equality in (24) holds:
\[ \theta(\tilde{\omega}, t, \mu, p) = \theta_+ \left( \frac{2E^2}{(t + \tilde{\omega})^2} \right). \]
Indeed, our \( \omega \)'s are then those verifying \( \omega \geq \tilde{\omega} \).

Moreover, \( t \in [\omega, m] \), \( t \mapsto \theta_+(2E^2/(t + \tilde{\omega})^2) \) is nondecreasing, and \( t \mapsto \theta(\tilde{\omega}, t) \) is decreasing. Thus, taking \( t = \tilde{\omega} \) gives us an upper bound on this \( \tilde{\omega} \), that is, a sufficient condition on \( \omega \) for (24) to hold. Meanwhile taking \( t = m \) gives us a lower bound on this \( \tilde{\omega} \), that is, necessary condition, i.e., the largest possible range of \( \omega \)'s that one can obtain with the bounds that we have.

Unfortunately, if \( E > 0 \), finding a closed formula for these conditions, let alone for \( \tilde{\omega} \) itself, seems out of reach. However, for fixed explicit values for \( \mu > 0 \) and \( p > 0 \), and either \( t = m \) or \( t = \omega \), a dichotomy easily approximates \( \tilde{\omega} \). We obtained that way the corresponding curves in Figure 2.

Nevertheless, for the choice \( E = 0 \), for which the condition \( \omega \geq E/2 \) is hence trivially verified, the computations are explicit since the r.h.s. of (32) is the constant \( \theta_+(0) = 3\sqrt{3}/8 \) and we can prove the absence of non-zero eigenvalues of \( H_2 \) on the imaginary axis for couples \((p, \omega)\) as plotted in Figure 3. In order to state the result we define

\[
\beta(p) = \begin{cases} 
\frac{2p(p+1)}{2p+1+3\sqrt{3}}, & \text{if } p \geq \frac{\sqrt{1+6\sqrt{3}}-1}{2}, \\
\sqrt{\frac{p(p+1)}{6\sqrt{3}}}, & \text{if } p \leq \frac{\sqrt{1+6\sqrt{3}}-1}{2}.
\end{cases}
\]

(33)

**Theorem 5.3.** Let \( f(s) = s|s|^{p-1}, p > 0 \), and \( \beta(p) \) defined in (33). Then, \( H_2 \) has no non-zero eigenvalues on the imaginary axis for

- \( p \leq 2 \) and \( \omega \in [\beta(p)m, m] \);
- \( p > 2 \) and \( \omega \in [\beta(p)m, \frac{p}{3p-4}m] \).

**Figure 5.** Dark blue: range \( \omega/m > \beta(p) \), a sufficient condition to have the cone condition \( \text{Re } z^2 \geq 0 \) for eigenvalues \( z \) of \( H_2 \) outside the imaginary axis, independently of the spectrum of \( L_0 \). Light blue: range of \( \omega/m \)'s for which the same condition holds under the additional assumption that \( L_0 \) has no positive eigenvalues. Vertical dashed lines: \( p_0(2) \in (1.18, 1.19) \) and \( p_*(2) \in (1.53, 1.54) \). Horizontal dashed line: \( \omega/m = 1/2 \).

**Proof of Theorem 5.3 and of the extra claim of Figure 5.** The upper bounds in the theorem are due to Lemma 5.1.
The lower bound on $\omega$ in the theorem (common to both cases) is the sufficient condition: taking $t = \omega$ in (32). For the sake of generality, we compute it for general $\mu > 0$. The sufficient condition becomes
\[
\begin{cases}
\frac{3\sqrt{3}}{2} \geq \mu p(p+1)\frac{m - \omega}{\omega} \iff \omega \geq \frac{\mu p(p+1)}{\mu p(p+1) + 3\sqrt{3}m}, & \text{if } \omega > \frac{m}{2}, \\
\frac{3\sqrt{3}}{2} \geq \mu \frac{p(p+1)m^2}{4} \frac{1}{2\omega^2} \iff \omega \geq \sqrt{\frac{\mu p(p+1)m}{3\sqrt{3}}} \frac{2}{2}, & \text{if } \omega \leq \frac{m}{2},
\end{cases}
\]
and denoting the unique $p > 0$ at which both lower bounds are equal to $m/2$ by
\[
p_0 \equiv p_0(\mu) := \left(\sqrt{1 + 12\mu^{-1}\sqrt{3} - 1}\right) \frac{2}{2}
\]
—that is, $p_0 > 0$ s.t. $\mu p_0(p_0 + 1) = 3\sqrt{3}$, we have equivalently
\[
\omega \geq \omega_0(\mu) := \begin{cases}
\frac{\mu p(p+1)}{\mu p(p+1) + 3\sqrt{3}m}, & \text{if } p > p_0, \\
\sqrt{\frac{\mu p(p+1)m}{12\sqrt{3}}} \frac{2}{2}, & \text{if } p \leq p_0.
\end{cases}
\]
Evaluating it at $\mu = 2$ gives the lower bound of the theorem and $p_0 = (\sqrt{1 + 6\sqrt{3} - 1})/2$.

The lower bound on the light blue area in Figure 5 is the necessary condition: taking $t = m$ in (32). A similar computation on the necessary condition yields
\[
\omega \geq \omega_*(\mu) := \begin{cases}
\frac{2\mu p(p+1) - 3\sqrt{3}m}{2\mu p(p+1) + 3\sqrt{3}m}, & \text{if } p > p_*, \\
\left(\sqrt{1 + \frac{2\mu p(p+1)}{3\sqrt{3}}} - 1\right) \frac{m}{2}, & \text{if } p \leq p_*,
\end{cases}
\]
where $p_*$ is the unique $p > 0$ at which both lower bounds are equal to $m/2$:
\[
p_* \equiv p_*(\mu) := \left(\sqrt{1 + 18\mu^{-1}\sqrt{3} - 1}\right) \frac{2}{2}
\]
Taking $\mu = 2$ gives the light blue area and $p_* = (\sqrt{1 + 9\sqrt{3} - 1})/2$. □

6. The massive Gross–Neveu model: $f(s) = s$

In the case $f(s) = s$ (i.e., $p = 1$), we can actually prove that $L_0$ has no other eigenvalues than $-2\omega$ and $0$. To do so, we need the following result on resonances. We recall that a general one-dimensional Dirac operator of the form $D_m - \omega - V$, where $V$ is some decaying, matrix valued potential, has a resonance at $\lambda \in \mathbb{R}$ if the ordinary differential equation
\[(D_m - \omega - V)\psi = \lambda\psi\]
has solutions $\psi$ in $L^\infty(\mathbb{R})$ which are not in $L^2(\mathbb{R})$.

In the case at hand, it is known that $L_0$ has resonances with an explicit solution for the generalized eigenvalue $\psi$. The formulae for these resonances that appear in [2, Lemma 5.5] seem to contain a typo in the expression of the second component $S$ and
since we were not able to locate a derivation of the expression in the literature, we include the details.

Lemma 6.1. Let \( f(s) = s \) and \( \omega \in (0, m) \). Then the values \( m - \omega \) and \( -m - \omega \) are resonances of \( L_0 \) with respective generalized eigenfunctions \((R, S)^T\) and \((S, R)^T\), where

\[
R := \frac{uv}{v^2 - u^2} \quad \text{and} \quad S := -\frac{\nu}{1 - \nu} \frac{v^2 - \nu^{-1}u^2}{v^2 - u^2}.
\]

Proof. We equivalently prove the result for the rescaled problem defined in Section 5.1. Namely, that

\[
\tilde{L}_0 \begin{pmatrix} \tilde{R} \\ \tilde{S} \end{pmatrix} = (m - \omega) \begin{pmatrix} \tilde{R} \\ \tilde{S} \end{pmatrix}.
\]

The resonance at \(-m - \omega\) is obtained by symmetry of the spectrum of \( L_0 \) w.r.t. \(-\omega\) (see Proposition 2.2), with corresponding (generalized) eigenfunction obtained by exchanging the spinors.

Rewriting

\[
\tilde{R} = \frac{\sqrt{\nu} \tanh}{1 - \nu \tanh^2} \quad \text{and} \quad \tilde{S} = -\frac{\nu}{1 - \nu} \frac{1 - \tanh^2}{1 - \nu \tanh^2} = \frac{1}{1 - \nu \tanh^2} - \frac{1}{1 - \nu},
\]

we compute

\[
\tilde{M} = m - f(\tilde{v}^2 - \tilde{u}^2) = m - 2(m - \omega) \frac{1 - \tanh^2}{1 - \nu \tanh^2} = m \left( 1 - 4 \frac{\nu}{1 + \nu} \frac{1 - \tanh^2}{1 - \nu \tanh^2} \right),
\]

\[
\tilde{R}' = \sqrt{\nu} \frac{1 - \tanh^2}{(1 - \nu \tanh^2)^2} (1 + \nu \tanh^2) = -2 \frac{m}{\kappa} \frac{1 - \nu}{1 + \nu} \frac{1 + \nu \tanh^2}{1 - \nu \tanh^2} \tilde{S}
\]

and

\[
\tilde{S}' = \left( \frac{1}{1 - \nu \tanh^2} \right)' = 2\nu \frac{1 - \tanh^2}{(1 - \nu \tanh^2)^2} \tanh = 4 \frac{m}{\kappa} \frac{1 - \tanh^2}{1 + \nu} \frac{1 - \nu \tanh^2}{1 - \nu \tanh^2} \tilde{R},
\]

and conclude the proof since

\[
\frac{1}{m} \left( \tilde{L}_0 + \omega \right) \begin{pmatrix} \tilde{R} \\ \tilde{S} \end{pmatrix} = \frac{\kappa}{m} \begin{pmatrix} \tilde{S}' \\ -\tilde{R}' \end{pmatrix} + \frac{\tilde{M}}{m} \begin{pmatrix} \tilde{R} \\ -\tilde{S} \end{pmatrix} = \begin{pmatrix} \frac{4 \nu}{1 + \nu} \frac{1 - \tanh^2}{1 - \nu \tanh^2} \tilde{R} \\ 2 \frac{1 - \nu \tanh^2}{1 + \nu} \tilde{S} \end{pmatrix} + \left( 1 - 4 \frac{\nu}{1 + \nu} \frac{1 - \tanh^2}{1 - \nu \tanh^2} \right) \begin{pmatrix} \tilde{R} \\ -\tilde{S} \end{pmatrix} = \begin{pmatrix} \tilde{R} \\ \tilde{S} \end{pmatrix},
\]

where the last equality for the lower spinor is due to

\[
2(1 - \nu)(1 + \nu \tanh^2) + 4\nu(1 - \tanh^2) = 2(1 + \nu)(1 - \nu \tanh^2). \quad \square
\]

We can now prove that, in the massive Gross–Neveu model, \( L_0 \) has no other eigenvalues than \(-2\omega\) and 0.

Lemma 6.2 (Spectrum of \( L_0 \) for \( f(s) = s \)). Let \( f(s) = s \) and \( \omega \in (0, m) \). Then

\[
\sigma(L_0) \cap (-m - \omega, m - \omega) = \{-2\omega, 0\}.
\]
Proof. Thanks to Theorem 1.3, we are left with proving that $L_0$ has no eigenvalues in $(-m - \omega, m - \omega) \setminus [-2\omega, 0]$. By symmetry of the spectrum, it is sufficient to prove that there are no eigenvalues in $(0, m - \omega)$. To proceed, we will use the resonances given in Lemma 6.1.

As in the proof of Theorem 1.3, we define $A = L_0 + \omega I$, which admits the resonance $+m$ with the same generalized eigenfunctions $(R, S)^T$ as $L_0$, and for which we equivalently have to prove that it has no eigenvalues in $(\omega, m)$. After the same coordinate transformation $U$ as in the proof of this theorem, the resonance corresponds to bounded solutions

$$R \mp S = \frac{uv}{v^2 - u^2} \pm \frac{\nu}{1 - \nu} \times \frac{v^2 - \nu^{-1}u^2}{v^2 - u^2} = \pm \frac{1 \pm \frac{1}{\sqrt{\nu}} \tanh(\kappa \cdot) - \tanh^2(\kappa \cdot)}{1 - \nu \tanh^2(\kappa \cdot)}$$

respectively to the equations

$$(-\partial_x^2 + M^2 \pm M' - m^2)f = 0.$$ If these solutions have a single zero then, by Sturm’s oscillation theorem and since we know by Theorem 1.3 that the groundstate energy of $-\partial_x^2 + M^2 \pm M'$ is $\omega^2$, it shows that there are no eigenvalues of $A^2$ in the interval $(\omega^2, m^2)$ and we are done.

To show that these solutions have a single zero in $\mathbb{R}$, we check that the polynomials $h_{\pm}(x) := 1 \pm \frac{1}{\sqrt{\nu}} y - y^2$, appearing in the numerators, have a single zero in $(-1, 1)$. Since $h_{-}(x) = h_{+}(-x)$, we study $h_{+}$. The roots of $h_{+}$ are $-\sqrt{\nu}$ and $\sqrt{\nu}^{-1}$. Since $\nu \in (0, 1)$, $h_{+}$ has a single zero on $(-1, 1)$. □

This means, in particular, that $t$ defined in (16) equals $m$, the bottom of the essential spectrum of $L_0 + \omega I$, and we can obtain a larger range of $\omega$'s in Theorem 5.3 than the one given for the general case $p > 0$. Indeed, $t = m$ implies that our necessary condition developed in Section 5.3 is actually a sufficient condition too. We therefore obtain, in the massive Gross–Neveu model, that

$$\beta(1) = \sqrt{1 + \frac{8}{3\sqrt{3}} - 1} \approx 0.2968.$$ Finally, evaluating at $\omega/m = 7/20$, for the choice $E = m - \omega$ — for which the condition $\omega \geq E/2$ becomes $\omega/m \geq 1/3$ —, the values of $\theta(\omega, t = m, \mu = 2, p = 1)$ and $\theta_{+}(\omega, t = m, E = m - \omega)$, we find that (24) holds and have therefore obtained the following which compares Re $z$ (for eigenvalues not lying on the axes) to the inner thresholds of the essential spectrum of $H_2$.

**Lemma 6.3.** Let $f(s) = s$, $\frac{27}{20} \leq \frac{\omega}{m} < 1$, and $z \in \mathbb{C} \setminus (\mathbb{R} \cup i\mathbb{R})$ be an eigenvalue of $H_2$. Then

$$|\text{Re } z|^2 > \text{Re } z^2 > (m - \omega)^2.$$ **Remark 6.4.** Of course, this exact factor $\frac{27}{20}$ is not optimal within our framework, but it is close since a dichotomy finds it being larger than 0.3448.
7. Power nonlinearities: $L_2$ has only one eigenvalue in $(-2\omega, 0)$

For this final section, we return to the general case of power nonlinearities $f(s) = s|s|^{p-1}$. The goal of this section is to determine the number of eigenvalues of $L_2$ between the eigenvalues $-2\omega$ and 0.

**Theorem 7.1.** Let $f(s) = s|s|^{p-1}$, with $p > 0$, and $\omega \in (0, m)$. Then, $L_2$ has exactly one eigenvalue in $(-2\omega, 0)$.

We expect this result to hold for groundstates with general $f$, at least if $f(s)$ behaves as a power for small $s$.

By simplicity and continuity with $\omega$ of eigenvalues, this number is independent of $\omega \in (0, m)$, and therefore, it is sufficient to compute it for $\omega$ close to $m$. Therefore, it is sufficient to find lower bounds on the eigenvalues of $L_\mu$, $\mu \geq 0$, as $\kappa = \sqrt{m^2 - \omega^2}$. In this limit, the operators converge to the free Dirac operator, with the first-order correction given by a Schrödinger operator with Pöschl–Teller potential, whose eigenvalues and eigenfunctions are known explicitly. We start with a summary of the results, followed by a reminder about the minmax principle for operators with a gap, and the proof of the expansions.

7.1. Eigenvalues of $L_\mu$ in the non-relativistic limit. We define, for any $p > 0$ and $\mu \geq 0$, the real number

$$s := \frac{\sqrt{1 + 4\frac{p+1}{p^2}(1 + p\mu)} - 1}{2},$$

(34)

which is equivalently defined as the positive real number such that

$$s(s + 1) = \frac{p + 1}{p^2}(1 + p\mu).$$

**Remark 7.2.** We recall the notations $\lceil x \rceil$ and $\lfloor x \rfloor$: for $x \in \mathbb{R}$, $\lceil x \rceil$ is the smallest integer larger or equal to $x$ and $\lfloor x \rfloor$ the largest integer smaller or equal to $x$. That is, $\lceil x \rceil, \lfloor x \rfloor \in \mathbb{Z}$ such that $\lceil x \rceil - 1 < x \leq \lceil x \rceil$ and $\lfloor x \rfloor \leq x < \lfloor x \rfloor + 1$.

**Theorem 7.3** (Eigenvalues in the non-relativistic limit). Let $f(s) = s|s|^{p-1}$, $p > 0$, $\mu \geq 0$, and $s$ be as in (34). For sufficiently small $\kappa = \sqrt{m^2 - \omega^2} \to 0^+$, the operator $L_\mu(\omega)$ has at least $\lceil s \rceil$ eigenvalues $\lambda_1 < \ldots < \lambda_{\lceil s \rceil}$ in $(-2\omega, m - \omega)$. These eigenvalues have an expansion, as $\kappa \to 0^+$, of the form

$$\lambda_k = \frac{1 - p^2(s + 1 - k)^2}{2m} \kappa^2 + O(\kappa^3), \quad k = 1, \ldots, \lceil s \rceil.$$

(35)

Moreover, if there exists an $(\lceil s \rceil + 1)$-th eigenvalue $\lambda_{\lceil s \rceil + 1}$ in $(-2\omega, m - \omega)$, then it is positive and admits the lower bound

$$\lambda_{\lceil s \rceil + 1} \geq m - \omega - O(\kappa^3).$$

(36)

Notice that the bound on $\lambda_1$ obtained in (35) is better in the non-relativistic limit than the bound $\lambda_1 \geq -\mu \|Q\| = -\mu p(p+1)(m - \omega)$ obtained in Lemma 3.2.
Also, since \( p \mapsto s(p,\mu) \) is strictly decreasing on \((0, +\infty)\), for any \( \mu \geq 0 \), we have
\[
s(p) > \lim_{q \to +\infty} s(q) = \frac{\sqrt{1+4\mu} - 1}{2} \geq 0,
\]
and \([s] \geq 1\) for any \( p > 0 \) and \( \mu \geq 0 \). In the particular case \( \mu = 2 \), it gives \( s > 1 \), hence \([s] \geq 2\), which means that \( L_2 \) has at least 3 eigenvalues for any \( p > 0 \). Furthermore, \( s(p,\mu) = \frac{1}{p} + \frac{\mu}{2} + O(p) \) when \( p \to 0^+ \), hence the number of eigenvalues diverges when \( p \to 0^+ \), independently of \( \mu \).

**Corollary 7.4.** Let \( f(s) = s|s|^{p-1} \) with \( p > 0 \). In the non-relativistic limit, the operator \( L_2(\omega) \) has exactly three eigenvalues \(-2\omega = \lambda_0 < \lambda_1 < \lambda_2 = 0\) in \([-2\omega, 0]\), and the second eigenvalue \( \lambda_1 \) satisfies
\[
\lambda_1 = -\frac{p(2-p)}{2m}\kappa^2 + O(\kappa^3).
\]
Moreover,
- if \( p < 1 \), then \( \lambda_3 \) exists, is positive and satisfies
  \[
  \lambda_3 = \frac{p(2-p)}{2m}\kappa^2 + O(\kappa^3);
  \]
- if \( p \geq 1 \) and if \( \lambda_3 \) exists, then it is positive and admits the lower bound
  \[
  \lambda_3 \geq m - \omega - O(\kappa^3).
  \]

This shows, in particular, that the first positive eigenvalue, \( \lambda_3 \), is asymptotically close to the essential spectrum for \( p \geq 1 \). In the case \( p < 1 \), \( \lambda_3 \) is positive but away from the essential spectrum and, actually, the smaller the power \( p \), the more eigenvalues lie in \((0, m - \omega)\).

**Proof of Corollary 7.4.** Remark ing that, at \( \mu = 2 \), \( s = s(\mu = 2, p) = \frac{p+1}{p} \) hence \([s] \geq 2\) with \([s] \geq 3 \iff p < 1\), the bounds are a direct transcription of those in Theorem 7.3.

Now, we have \( \lambda_0(\omega) = -2\omega \),
\[
\left| \lambda_1(\omega) + \frac{p(p+2)}{2m}\kappa^2 \right| \leq O(\kappa^3) \quad \text{and} \quad |\lambda_2(\omega)| \leq O(\kappa^3),
\]
and the next eigenvalue \( \lambda_3(\omega) \), if it exists, is positive. Therefore, the eigenvalue 0 can only be \( \lambda_2(\omega) \) and as a consequence, \(-2\omega = \lambda_0(\omega) < \lambda_1(\omega) < \lambda_2(\omega) = 0\) are the only eigenvalues in \([-2\omega, 0]\), in the non-relativistic limit.

With that result, we can now prove Theorem 7.1, which relies on the continuity of the eigenvalues of \( L_2 \) with respect to \( \omega \).

**Proof of Theorem 7.1** The eigenvalues of \( L_2(p,\omega) \) are simple, and continuous with respect to \( \omega \). We know that \(-2\omega \) and 0 are eigenvalues of \( L_2(p,\omega) \) for any \( \omega \in (0, m) \). Therefore, the number of eigenvalues in \((-2\omega, 0)\) is independent of \( \omega \in (0, m) \). The previous corollary shows that this number equals one for large \( \omega \).
7.2. The minmax principle for operators with a gap. The key tool for the proof of Theorem 7.3 is a minmax principle for eigenvalues inside a gap in the essential spectrum of an operator, as shown first in [16] (see [17, 18, 33] for related results). This theorem gives a variational characterization of eigenvalues of self-adjoint operators inside a gap in the essential spectrum. We use the following formulation of the principle.

**Theorem 7.5** ([17, Theorem 1]). Let \( A \) be a self-adjoint operator with domain \( D(A) \), in a Hilbert space \( \mathcal{H} \). Suppose that \( \Lambda_\pm \) are orthogonal projections on \( \mathcal{H} \) with \( \Lambda_+ + \Lambda_- = \mathbb{1}_\mathcal{H} \) and such that

\[
F_\pm := \Lambda_\pm D(A) \subset D(A).
\]

Define \( \gamma_0 \), the lower limit of the gap, as

\[
\gamma_0 := \sup_{x_- \in F_-, x_0 \neq 0} \frac{\langle x_-, Ax_- \rangle_{\mathcal{H}}}{\|x_-\|_{\mathcal{H}}^2},
\]

and \( \gamma_\infty \), its upper limit, as

\[
\gamma_\infty := \inf(\sigma_{\text{ess}}(A) \cap (\gamma_0, +\infty)) \in [\gamma_0, +\infty].
\]

Finally, for \( k \in \mathbb{N} \setminus \{0\} \), the minmax levels are defined as

\[
\gamma_k := \inf_{V \subset F_+, \dim V = k} \sup_{x \in (V \oplus F_-) \setminus \{0\}} \frac{\langle x, Ax \rangle_{\mathcal{H}}}{\|x\|_{\mathcal{H}}^2}.
\]

If \( \gamma_0 < +\infty \) and the gap condition

\[
\gamma_0 < \gamma_1
\]

is satisfied, then for any \( k \geq 1 \) either \( \gamma_k \) is the \( k \)-th eigenvalue of \( A \) in \( (\gamma_0, \gamma_\infty) \), counted with multiplicity, or \( \gamma_k = \gamma_\infty \). In particular, \( \gamma_\infty \geq \sup_{k \geq 1} \gamma_k \geq \gamma_1 \).

We will apply this theorem to \( A = L_\mu \), so \( D(A) = H^1(\mathbb{R}, \mathbb{C}^2) \). If the projectors \( \Lambda_\pm \) are chosen as the spectral projectors associated to \( (-\infty, -m - \omega] \) and its complement, we obtain \( \lambda_0 = -m - \omega \), \( \lambda_\infty = m - \omega \). All hypotheses are automatically satisfied, so the minmax formula gives exactly the eigenvalues in the gap in the essential spectrum. However, the characterization is not very useful since these projectors are not known explicitly. The strength of the above theorem is that it still gives useful information for well-chosen explicit projections, adapted to the non-relativistic limit.

While it would be possible to prove Theorem 7.3 by using the typical projectors on upper and lower spinor components, the projections \( \Lambda_\pm \) allow for a more streamlined presentation. Indeed, careful estimates show that the contribution from \( F_- \) to the eigenvalues is of order \( \kappa^6 \) only.

We apply the minmax principle of Theorem 7.5 with \( A = L_\mu \), \( D(A) = H^1(\mathbb{R}, \mathbb{C}^2) \) and, with \( \alpha = (2m)^{-1} \), define the subspaces

\[
\mathcal{H}_+ := \left\{ (h, -\alpha h')^T \mid h \in H^1(\mathbb{R}) \right\} \quad \text{and} \quad \mathcal{H}_- := \left\{ (-\alpha h', h)^T \mid h \in H^1(\mathbb{R}) \right\}.
\]

The orthogonal projectors on these subspaces are given by the pseudo-differential operators

\[
\Lambda_+ = \mathcal{F}^* \frac{1}{1 + \alpha^2 \xi^2} \begin{pmatrix} 1 & -i\alpha \xi \\ i\alpha \xi & \alpha^2 \xi^2 \end{pmatrix} \mathcal{F} \quad \text{and} \quad \Lambda_- = \sigma_1 \Lambda_+ \sigma_1,
\]

where \( \mathcal{F} \) denotes the Fourier transform and \( \xi \) the variable in Fourier space. It is clear from this expression that \( \Lambda_+ + \Lambda_- = \mathbb{1}_\mathcal{H} \) and that \( F_\pm := \Lambda_\pm H^1(\mathbb{R}, \mathbb{C}^2) \subset H^1(\mathbb{R}, \mathbb{C}^2) \).
These projections can be obtained by considering the spectral projectors on the positive
and negative spectrum for the free Dirac operator $D_m$ and keeping the first terms in a
formal expansion for small $\xi/m$.

As a final definition that will allow for a concise notation, we define for $h \in H^1(\mathbb{R}, \mathbb{C})$,
\[ l_+(h) := (h, -\alpha h^T) \quad \text{and} \quad l_-(h) := (-\alpha h^T, h)^T. \]  
(41)

With this definition,
\[ F_\pm = \{ l_\pm(h) \mid h \in H^2(\mathbb{R}, \mathbb{C}) \}. \]

**Proof of Theorem 7.3.** We compute the quantities appearing in the Rayleigh quotient.
First of all, recalling that $\alpha = (2m)^{-1}$, we have
\[ \langle l_+(h), D_m l_+(h) \rangle = \left\langle \left( \begin{matrix} h \\ -\alpha h' \end{matrix} \right), \left( \begin{matrix} mh - \alpha h'' \\ -h' + \alpha mh' \end{matrix} \right) \right\rangle = m \| l_+(h) \|^2 + \alpha \| h' \|^2, \]
where we have used integration by parts to simplify the expressions. This identity
motivates the definition of $\Lambda_\pm$. Introducing the terms of $L_\mu$ involving $v$ and $u$, we are left with
\[ \langle l_+(h), L_\mu l_+(h) \rangle = (m - \omega) \| l_+(h) \|^2 + \alpha \| h' \|^2 - \int (v^2 - u^2)^p \left( |h|^2 - \alpha^2 |h'|^2 \right) 
- p\mu \left( \langle h, (v^2 - u^2)^{p-1} v h \rangle + 2 \text{Re} \langle \alpha h', (v^2 - u^2)^{p-1} u h \rangle - \alpha^2 \langle h', (v^2 - u^2)^{p-1} u h \rangle \right) 
= (m - \omega) \| l_+(h) \|^2 + \alpha \| h' \|^2 - \int (v^2 - u^2)^p \left\{ (1 + p\mu) |h|^2 - \alpha^2 |h'|^2 \right\} 
- p\mu \left( \langle h, (v^2 - u^2)^{p-1} u h \rangle + 2 \text{Re} \langle \alpha h', (v^2 - u^2)^{p-1} u h \rangle + \alpha^2 \langle h', (v^2 - u^2)^{p-1} u h \rangle \right) \]
Here, we rearranged the terms because $u \ll v$ in the non-relativistic limit, and the terms
on the second line will contribute only to the error term.
Similarly, by using $l_-(g) = \sigma_1 l_+(g)$, we find
\[ \langle l_-(g), L_\mu l_-(g) \rangle = -(m + \omega) \| l_-(g) \|^2 - \alpha \| g' \|^2 
+ \int (v^2 - u^2)^p \left\{ \| g \|^2 - \alpha^2 \| g' \|^2 \right\} - \mu \langle l_-(g), Q l_-(g) \rangle, \]
where we will not need a detailed expansion of the last term.
Finally, for the cross terms, we compute
\[ \langle l_-(g), D_m l_+(h) \rangle = \left\langle \left( \begin{matrix} -\alpha g' \\ g \end{matrix} \right), \left( \begin{matrix} mh - \alpha h'' \\ -h' + \alpha mh' \end{matrix} \right) \right\rangle = \alpha^2 \langle g', h'' \rangle, \]
and obtain
\[ |\langle l_-(g), L_\mu l_+(h) \rangle - \alpha^2 \langle g', h'' \rangle| \leq \left( \left\| (v^2 - u^2)^p \right\|_\infty + \mu \| Q \| \right) \| l_+(h) \| \| l_-(g) \|. \]
We first estimate $\gamma_0$. Since $Q$ is nonnegative,
\[ \gamma_0 = \sup_{g \in H^2} \frac{\langle l_-(g), L_\mu l_-(g) \rangle}{\| l_-(g) \|^2} \leq \sup_{g \in H^2} \frac{\langle l_-(g), Q l_-(g) \rangle}{\| l_-(g) \|^2} \leq -(m + \omega) + \left\| (v^2 - u^2)^p \right\|_\infty. \]
By taking a sequence of trial functions \( g_R = R^{-1/2}g\left(\frac{+2R}{R}\right) \) for a smooth and normalized \( g \), it can be shown that
\[
\gamma_0 \geq -(m + \omega) - \alpha \inf_{g \in H^2} \|g'\|_2^2 = -(m + \omega),
\]
Combining with the bound in (28), we have
\[
-(m + \omega) \leq \gamma_0 \leq -(m + \omega) + (p + 1)(m - \omega).
\]
Therefore, from its definition, we have \( \gamma_\infty = m - \omega \) for \( \omega > \frac{p+1}{p+2}m \).

**Lower bound.** Next, we obtain a lower bound for the minmax levels
\[
\gamma_k = \inf_{E \subset H^2 \atop \dim E = k} \sup_{(g,h) \in H^2 \times E \atop (g,h) \neq (0,0)} \frac{\langle l_+(h) + l_-(g), L_\mu(l_+(h) + l_-(g)) \rangle}{\|l_+(h)\|^2 + \|l_-(g)\|^2} \geq \inf_{E \subset H^2 \atop \dim E = k \atop h \neq 0} \sup_{l \in E} \frac{\langle l_+(h), L_\mu l_+(h) \rangle}{\|l_+(h)\|^2}.
\]

From (42), we find
\[
\langle l_+(h), L_\mu l_+(h) \rangle \geq (m - \omega) \|l_+(h)\|^2 + \alpha \|h'\|^2 - (1 + p\mu) \int (v^2 - u^2)p|\nu|^2 \\
- p\mu \left( \|v^2 - u^2\|^{p-1}_\infty \right) \|v^2 - u^2\|^{p-1}_\infty \|l_+(h)\|^2.
\]
We finally use the definition of \( s \) in (34) to obtain
\[
\langle l_+(h), L_\mu l_+(h) \rangle \geq (m - \omega) \|l_+(h)\|^2 + \frac{1}{2m} \|h'\|^2 - \frac{p^2\kappa^2}{m} \left\langle h, \frac{s(s+1)}{2 \cosh(pk)} h \right\rangle - R_1 \|l_+(h)\|^2,
\]
where we used \( \alpha = 1/(2m) \) and have defined
\[
R_1 := p\mu \left( \|v^2 - u^2\|^{p-1}_\infty \right) \|v^2 - u^2\|^{p-1}_\infty + (1 + p\mu) \left\| \frac{(v^2 - u^2)p - (p+1)\kappa^2}{2m \cosh^2} \right\|_\infty = O(\kappa^3)
\]
in view of the bounds (55)–(57) in Appendix C.1.

In order to obtain a precise bound here, we write everything in terms of the rescaled variable \( \tilde{x} := pkx \) and obtain
\[
\gamma_k \geq m - \omega + \frac{p^2\kappa^2}{m} \inf_{E \subset H^2 \atop \dim E = k \atop h \neq 0} \sup_{h \in E} \frac{1}{2} \|h'\|^2 - \frac{s(s+1)}{2} \left\langle h, \cosh^{-2} h \right\rangle - R_1.
\]
At this point, we recognize the usual minmax formula for the eigenvalues of the Schrödinger operator with the Pöschl–Teller potential
\[
V_{PT}(s, x) = -\frac{s(s+1)}{2 \cosh^2 x}.
\]
It is known that the spectrum of \(-\frac{1}{2}f'' + V_{PT}(s, x)f\) is the union of its essential spectrum \([0, +\infty)\) and exactly \( [s] \) eigenvalues, which are
\[
E_j := \frac{-(s + 1 - j)^2}{2}, \quad j = 1, \ldots, [s],
\]
\(3\)Up to the additional term in the denominator.
with the Legendre functions \( \{ P_{\nu+1-j}^{1-j}(\tanh) \}_{j=1,...,[s]} \) as corresponding eigenfunctions.

We define, for any integer \( k \in [1, \ldots, [s] \] the \( k \)-dimensional space
\[
V_k := \text{span} \{ P_{\nu+1-j}^{1-j}(\tanh) \}_{1 \leq j \leq k}.
\] (46)

That is, the eigenspace corresponding to the first \( k \) eigenvalues of this operator.

Returning to (44), we find that for \( k \leq [s] \), the infimum is negative (use \( V_k \) as trial subspace), and therefore we may bound
\[
0 > \inf_{E \subset H^2} \sup_{h \in E \atop \dim E = k \ h \neq 0} \frac{\langle h, -\frac{1}{2} h'' - \frac{s(s+1)}{2 \cosh^2 h} \rangle}{\|h\|^2} \geq \inf_{E \subset H^2} \sup_{h \in E \atop \dim E = k \ h \neq 0} \frac{\langle h, -\frac{1}{2} h'' - \frac{s(s+1)}{2 \cosh^2 h} \rangle}{\|h\|^2}
\]
\[
= \sup_{h \in V_k \setminus \{0\}} \frac{\langle h, -\frac{1}{2} h'' - \frac{s(s+1)}{2 \cosh^2 h} \rangle}{\|h\|^2} = E_k.
\]

Inserting (45), we obtain
\[
\gamma_k \geq m - \omega - \frac{p^2 \kappa^2}{2m} (s + 1 - k)^2 - R_1.
\] (47)

In the case \( k = 1 \), we obtain
\[
\gamma_1 \geq m - \omega - \frac{p^2 \kappa^2}{2m} - R_1
\] (48)
and therefore, for sufficiently large values of \( \omega \), the gap condition \( \gamma_1 > \gamma_0 \) is satisfied in view of (43). We conclude from Theorem 7.5 that the minmax levels \( \gamma_k \) are the eigenvalues of \( L_\mu \) in \( (\gamma_0, m - \omega) \).

We now show that indeed, \( \gamma_k = \lambda_k \), i.e., the minmax levels \( \gamma_k \) are all the eigenvalues of \( L_\mu \) in \( (-2\omega, m - \omega) \). First, for sufficiently large \( \omega \), the lower bound (48) gives \( \gamma_1 > -2\omega \), so we conclude that the eigenvalue \(-2\omega\) lies below \( \gamma_0 \). Second, by Lemmas 3.2 and 5.2 (for \( \omega > m/2 \)), there are no eigenvalues in
\[
(-2\omega, -\mu \|Q\|) = (-2\omega, -\mu p (p + 1) (m - \omega)).
\]
Since \( \gamma_0 < -\mu p (p + 1) (m - \omega) \) for sufficiently large \( \omega \), \( \{ \gamma_k \}_{k \geq 1} \) are all the eigenvalues of \( L_\mu \) in \( (-2\omega, m - \omega) \).

Returning to the lower bound (47), in combination with the expansion
\[
m - \omega = \frac{\kappa^2}{2m} + O(\kappa^4),
\] (49)
we obtain the required lower bound for \( k \leq [s] \).

For \( k > [s] \), any subspace of dimension \( k \) contains a function in the positive eigenspace of the Pöschl–Teller Schrödinger operator, hence
\[
\gamma_{[s]+1} \geq m - \omega - R_1.
\]

**Upper bound for \( k \leq [s] \).** For an upper bound, we can not get rid of the supremum over \( g \). However, we can choose the subspace \( E_k \) in the infimum in order to match the upper bound. So, we restrict to \( F_k := \{ h(pkx) | h \in V_k \} \), where \( V_k \), defined in (46) is the

\[\text{Also called Ferrers functions, since } -1 < \tanh < 1.\]
span of the first $k$ eigenfunctions of the Pöschl–Teller Schrödinger operator. We will not use their explicit expression (yet), but use bounds on derivatives of $h \in F_k$

$$\|h'\| \leq p\kappa \sqrt{s(s+1)} \|h\| \quad \text{and} \quad \|h''\| \leq p^2 \kappa^2 s(s+1) \|h\|,$$

see Appendix C.2 for details. For $h \in V_k$, we bound

$$|\langle l_-(g), L_\mu l_+(h) \rangle| = \left| \alpha^2 \langle g', h'' \rangle + \langle l_-(g), (v^2 - u^2)p\sigma_3 l_+(g) \rangle - \mu \langle l_-(g), Ql_+(g) \rangle \right| \leq p^2 \kappa^2 s(s+1) \frac{3m+\omega}{2m(m+\omega)} \|l_-(g)\| \|l_+(h)\| := R_2 \|l_-(g)\| \|l_+(h)\|,$$

where we have used (28) and Lemma 5.2 (for $\omega > m/2$), so $R_2 = O(\kappa^2)$. Therefore,

$$\gamma_k = \inf_{E \subseteq H^2} \sup_{(g,h) \in (H^2 \times E) \setminus \{0\}} \frac{\langle l_+(h) + l_-(g), L_\mu (l_+(h) + l_-(g)) \rangle}{\|l_+(h)\|^2 + \|l_-(g)\|^2} \leq \sup_{(g,h) \in (H^2 \times E) \setminus \{0\}} \frac{\langle l_+(h), L_\mu l_+(h) \rangle + \langle l_-(g), L_\mu l_-(g) \rangle + 2 \text{Re} \langle l_-(g), L_\mu l_+(h) \rangle}{\|l_+(h)\|^2 + \|l_-(g)\|^2} \leq \sup_{(g,h) \in (H^2 \times E) \setminus \{0\}} \frac{\langle l_+(h), L_\mu l_+(h) \rangle + \gamma_0 \|l_-(g)\|^2 + 2R_2 \|l_-(g)\| \|l_+(h)\|}{\|l_+(h)\|^2 + \|l_-(g)\|^2} \leq \sup_{(g,h) \in (H^2 \times E) \setminus \{0\}} \frac{\langle l_+(h), L_\mu l_+(h) \rangle + \kappa^3 \|l_+(h)\|^2 + (\gamma_0 + \kappa^{-3} R_2^2) \|l_-(g)\|^2}{\|l_+(h)\|^2 + \|l_-(g)\|^2},$$

where we used the definition of $\gamma_0$. For the maximization over $g$, we note that, with $q := \|l_-(g)\|^2 / \|l_+(h)\|^2$, the quotient is of the form

$$\frac{A + Bq}{1 + q},$$

If $B < A$, the maximum is attained at $q = 0$. Now, we note that

$$A := \frac{\langle l_+(h), L_\mu l_+(h) \rangle}{\|l_+(h)\|^2} + \kappa^3 \geq m - \omega - \frac{p^2 \kappa^2 \kappa^2}{2m} - R_1$$

by the estimates leading to (48). Moreover, $\kappa^{-3} R_2^2 \sim \kappa$ for sufficiently small $\kappa$, hence

$$B := \gamma_0 + \kappa^{-3} R_2^2 < A.$$

We finally insert (42) again, neglect the nonpositive terms, bound (out of the supremum) the terms of order $\kappa^3$ or higher, insert the Pöschl–Teller potential

$$(1 + \mu p) \left\langle h, \frac{(p+1)\kappa^2}{2m \cosh^2} h \right\rangle = \frac{p^2 \kappa^2}{m} \left\langle h, \frac{s(s+1)}{2m \cosh^2} h \right\rangle$$

in the numerator, neglect —see (57) in Appendix C.1— the negative term

$$- \left( \frac{v^2 - u^2}{\frac{m}{2m \cosh^2}} \right)^p - \left( \frac{(p+1)\kappa^2}{2m \cosh^2} \right) < 0,$$

then finally rescale variables in the remaining supremum, and are left with

$$\gamma_k \leq \sup_{h \in F_k} \frac{\langle l_+(h), L_\mu l_+(h) \rangle + \kappa^3 \|l_+(h)\|^2}{\|l_+(h)\|^2}.$$
This concludes the proof of Theorem 7.3. □

Appendix A. ODE Arguments

In this appendix, we give the proofs of Propositions 2.1 (basic properties of the ground states) and 2.5 because some intermediate steps are useful in both proofs. However, we stress that the proof of Proposition 2.5 requires spectral properties of \( L_2 \) that have been established in Proposition 2.2 and Lemma 2.3.

Proof of Proposition 2.1 Equation (2) satisfied by \( \phi_0(\omega) = (v_\omega, u_\omega)^T \) can be written as

\[
\begin{align*}
v'_\omega &= -(M_\omega + \omega)u_\omega \\
u'_\omega &= -(M_\omega - \omega)v_\omega,
\end{align*}
\]

with \( M_\omega = m - f(v_\omega^2 - u_\omega^2) \) as defined in (2). Therefore, we assume \( v_\omega(0) \geq 0 \) since \( -\phi_0(\omega) \) is a solution if and only if \( \phi_0(\omega) \) is a solution. We define \( F(s) := \int_0^s f(t) \, dt \) on \((0, +\infty)\) and \( \tilde{F} \in C^0([0, +\infty)) \cap C^1((0, +\infty)) \) by \( \tilde{F}(0) = 0 \) and \( \tilde{F}(s) := F(s)/s \) on \((0, +\infty)\). The continuity at the origin derives from \( f' > 0 \) on \((0, +\infty)\) by Assumption 1.1 as it gives

\[
0 < F(s) = \int_0^s f(t) \, dt < sf(s) \quad \text{on } (0, +\infty),
\]

where we used the assumption \( f(0) = 0 \) for the positivity of \( F \).

Existence, positivity and regularity. The existence is established in [2, Lemma 3.2]. In its notation, we have \( g(s) = m - f(s) \) and \( G(s) = ms - F(s) \), and have to check that

\[
\exists s^*_\omega > 0, \ \forall s \in (0, s^*_\omega), \quad \frac{G(s)}{s} > \omega = \frac{G(s^*_\omega)}{s^*_\omega} \neq g(s^*_\omega).
\]
First, \( G(s)/s > g(s) \) on \((0, +\infty)\) by (51) —hence checking already, for any \( s^*_\omega > 0 \), the non-equality—, which implies \( \lim_{s \to 0} G(s)/s \geq g(0) = m > \omega \). Second, denoting \( f^{-1} \) the inverse of \( f : [0, +\infty) \to [0, \lim_{s \to +\infty} f) \), \( \lim_{\infty} f \geq m \) from Assumption 1.1 gives

\[
\forall \varepsilon > 0, \forall s > f^{-1}(m - \varepsilon), \quad \tilde{F}(s) = \frac{1}{s} \int_{f^{-1}(m - \varepsilon)}^{s} f(t) \, dt > \frac{s - f^{-1}(m - \varepsilon)}{s}(m - \varepsilon) .
\]

Thus \( \lim_{s \to +\infty} \tilde{F} \geq m \), and \( \lim_{s \to +\infty} G(s)/s \leq 0 < \omega \). Third, \( s^2 \tilde{F}'(s) = sf(s) - F(s) > 0 \) on \((0, +\infty)\) by (51). Summarizing, \( G(s)/s = m - \tilde{F}(s) \) is strictly decreasing on \((0, +\infty)\) with \( \omega \) is in its image set, hence there is a unique \( s^*_\omega > 0 \) satisfying the properties. The existence of a non-zero solution \( (v_\omega, u_\omega) \in H^1(\mathbb{R}, \mathbb{R}^2) \) to (3) with \( v_\omega \) is even and \( u_\omega \) odd is therefore proved by [2, Lemma 3.2]. Moreover, since \( u_\omega(0) = 0 \) and \( v_\omega(0) \geq 0 \), we can assume that \( v_\omega(0) > 0 \) as, otherwise, \( \phi_0(\omega) \) is the trivial solution by the Cauchy theory.

To prove (7) notice that (50) is the Hamiltonian system \( h_\omega(u_\omega, v_\omega) = 0 \) associated to

\[
h_\omega(u, v) := \frac{1}{2} \left( \omega (v^2 + u^2) - m v^2 - u^2 + F \circ (v^2 - u^2) \right) .
\]

On one hand, since \( f > \tilde{F} \) on \((0, +\infty)\) by (51) and \( v_\omega(0) > 0 \), (50) implies

\[
u_\omega'(0) = (\omega - m + f \circ v_\omega^2(0)) v_\omega(0) = (\omega - m + F \circ v_\omega^2(0)) v_\omega(0) = (m - \omega) v_\omega(0) > 0 .
\]

On another hand, it also gives \( u_\omega(x) \neq 0 \) if \( x \neq 0 \) since, otherwise, there would be \( x > 0 \) (by oddity of \( |\cdot| \)) such that \( (v_\omega(x), u_\omega(x)) = (v_\omega(0), u_\omega(0)) \) and the solution would be periodic (in \( x \)), contradicting \( \phi_0(\omega) \in L^2(\mathbb{R}) \). Hence, we conclude that \( u_\omega > 0 \) on \((0, +\infty)\), since \( u_\omega \) is continuous, non-zero on \((0, +\infty)\) with \( u_\omega(0) > 0 \) and \( u_\omega(0) = 0 \).

Moreover, \( d_\omega := v_\omega^2 - u_\omega^2 > 0 \) on \( \mathbb{R} \). Indeed, \( d_\omega(0) = v_\omega(0)^2 > 0 \) and, if \( d_\omega(x) = 0 \) for some \( x \neq 0 \), then \( 0 = h_\omega(u_\omega, v_\omega)(x) = \frac{\omega}{2}(v_\omega(x)^2 + u_\omega(x)^2) \) hence \( v_\omega(x) = u_\omega(x) = 0 \) contradicting \( u_\omega 
eq 0 \) on \( \mathbb{R} \setminus \{0\} \) just obtained. Finally, \( v_\omega > u_\omega > 0 \) on \((0, +\infty)\) because \( |v_\omega| > u_\omega > 0 \) on \((0, +\infty)\), since \( d_\omega > 0 \) on \( \mathbb{R} \), with \( v_\omega \) continuous and \( v_\omega(0) > 0 \).

Since \( (v_\omega, u_\omega) \in H^1(\mathbb{R}) \subset C^0(\mathbb{R}) \) and \( f \in C^0(\mathbb{R}) \) by Assumption 1.1 (50) gives \( (v_\omega, u_\omega) \in C^1(\mathbb{R}) \). Moreover, \( f \circ d_\omega \in C^1(\mathbb{R}) \) since \( d_\omega > 0 \) on \( \mathbb{R} \) and \( f \in C^1(\mathbb{R} \setminus \{0\}) \) by Assumption 1.1 hence (50) actually gives \( (v_\omega, u_\omega) \in C^2(\mathbb{R}) \).

**Uniqueness and continuity in \( \omega \) of the initial condition.** We have

\[
h_\omega(v_\omega(0), 0) = 0 \iff \tilde{F}(v_\omega^2(0)) = m - \omega .
\]

Moreover, we already prove that \( \tilde{F} \in C^0([0, +\infty)) \cap C^1((0, +\infty)) \) is strictly increasing on \([0, +\infty)\) with \( \lim_{x \to +\infty} \tilde{F} \geq m \). Thus, it is bijective from \([0, +\infty)\) to \([0, \lim_{x \to +\infty} \tilde{F})\) and has a continuous inverse with \( v_\omega(0)^2 = \tilde{F}^{-1}(m - \omega) > 0 \). By the Cauchy theory, this implies the uniqueness of \( \phi_0(\omega) \).

**Pointwise decay of \( \phi_0(\omega, \cdot) \) as \( \omega \to m \).** We start by noticing that \( h_\omega(u_\omega, v_\omega) = 0 \) gives

\[
0 < \omega(v_\omega^2 + u_\omega^2) < m(v_\omega^2 - u_\omega^2) = m d_\omega \quad \text{on} \quad \mathbb{R} ,
\]

(52) due to \( F > 0 \) on \((0, +\infty)\), \( v_\omega^2(0) > 0 = u_\omega^2(0) \), and the parities of \( v_\omega \) and \( u_\omega \). Moreover, \( \|d_\omega\|_{L^\infty} = d_\omega(0) \), because \( d_\omega' = -4\omega u_\omega v_\omega \) by (50) and \( v_\omega > u_\omega > 0 \) on \((0, +\infty)\), hence

\[
\frac{\omega}{m} \|\phi_0(\omega, \cdot)\|_{L^\infty} = \frac{\omega}{m} \|v_\omega\|_{L^\infty}^2 \leq \frac{\omega}{m} \|v_\omega^2 + u_\omega^2\|_{L^\infty} \leq \|d_\omega\|_{L^\infty} = d_\omega(0) = \tilde{F}^{-1}(m - \omega) ,
\]

for \( \omega \in (0, m) \). Since \( F^{-1}(0) = 0 \), this establishes half of (iv).
Uniform exponential decay of $\phi_0(\omega, \cdot)$. In order to prove differentiability, it is important to obtain a pointwise upper bound uniform in $\omega$, for $\omega$ bounded away from $m$ and 0. Thus, for fixed $\epsilon > 0$, we assume that $m^2 - \omega^2 \geq \epsilon^2 > 0$. In view of (52), it is sufficient to bound $d_\omega$, and by symmetry we assume that $x \geq 0$. We have

$$(d_\omega)' = -4\omega u_\omega v_\omega = -2\omega \left( (v_\omega^2 + u_\omega^2) - d_\omega^2 \right)^{1/2} = -2 \left( (md_\omega - F(d_\omega))^2 - \omega^2 d_\omega^2 \right)^{1/2},$$

using $h(v_\omega, u_\omega) = 0$ for the last equality. Since $\lim_{s \to 0} (m - \tilde{F}(s)) \geq m > \omega$ (see the proof of existence and remember that $m - \tilde{F}(s) = G(s)/s$), we define $s_\epsilon$ such that

$$(ms - F(s))^2 - \omega^2 s^2)^{1/2} = s \left( (m - \tilde{F}(s))^2 - \omega^2 \right)^{1/2} \geq \frac{\epsilon}{2}s, \quad \forall s \in [0, s_\epsilon].$$

Since $d_\omega$ is strictly decreasing on $[0, +\infty)$ hence bijective on it, we define $x^*(\omega, \epsilon)$ by $x^*(\omega, \epsilon) = 0$ if $d_\omega(0) \leq s_\epsilon$ and $x^*(\omega, \epsilon) = d_\omega^{-1}(s_\epsilon)$ otherwise, and we have

$$(d_\omega)'(x) \leq -\epsilon d_\omega(x), \quad \forall x \geq x^*(\omega, \epsilon).$$

Integrating it, yields (ii) since it gives

$$d_\omega(x) \leq d_\omega(x^*(\omega, \epsilon)) \exp(-\epsilon(x - x^*(\omega, \epsilon))) \leq s_\epsilon \exp(-\epsilon(x - x^*(\omega, \epsilon))).$$

Decays of $Q$. By the definition of $Q$, the positivity of $d_\omega$, the one of $f'$ on $(0, +\infty)$ from Assumption 1.1 and (52), we bound

$$\|Q_\omega(x)\|_{C^2 \to C^2} = (v_\omega^2(x) + u_\omega^2(x)) f'(d_\omega(x)) \leq \frac{m}{\omega} d_\omega(x) f'(d_\omega(x)).$$

It yields (iii) the exponential decay in $x$, due to the exponential decay of $v_\omega$ and $u_\omega$, and to $\lim_{s \to 0^+} sf'(s) = 0$ from Assumption 1.1. It also gives the statement on $Q$ in (iv). It yields [ii] the exponential decay in $x$, due to the exponential decay of $v_\omega$ and $u_\omega$, and to $\lim_{s \to 0^+} sf'(s) = 0$ from Assumption 1.1. It also gives the statement on $Q$ in (iv).

Proof of Proposition 2.3 We freely use the notation introduced in the previous proof. We remind the reader that the following proof of differentiability of $\omega \mapsto \phi_0(\omega)$ is needed because we do not assume continuity of $f'$ at 0.

Uniform continuity in $\omega$. We show that $\omega \mapsto \phi_0(\omega)$ is continuous with values in $C^0(\mathbb{R})$. We rewrite the nonlinear equation (3) as an initial value problem on $[0, +\infty)$ of the form

$$\partial_x \phi_0(\omega) = B(\omega, \phi_0(\omega)) \phi_0(\omega), \quad \phi_0(\omega, 0) = \left( \tilde{F}^{-1}(m - \omega), 0 \right)^T,$$

with

$$B(\omega, \phi) = i\omega \sigma_2 - (m - f((\phi, \sigma_3)_{C^2})) \sigma_1.$$

Here, $B(\omega, \phi)$ is of class $C^1$ in $\omega$ and $\phi$ (as long as $\phi_1^2 - \phi_2^2$ is bounded away from zero, which is the case on any bounded interval), and thus $\omega \mapsto \phi_0(\omega, x)$ is continuous in $\omega$, uniformly for $x$ in bounded intervals.

We now use the exponential decay from the previous proof. The pointwise continuity implies that $x^*(\omega, \epsilon)$ is bounded for $\omega \in [\epsilon, \sqrt{m^2 - \epsilon^2}]$, since otherwise there would be $\omega^*$ such that $d_\omega(x) > s_\epsilon$ for all $x \geq 0$. Thus, there exist $r_\epsilon$ and $A_\epsilon$ such that

$$\|\phi_0(\omega, x)\|_{C^2} \leq A_\epsilon \exp(-\epsilon|x|) \quad \text{for all} \quad \omega \in [\epsilon, \sqrt{m^2 - \epsilon^2}] \text{ and } x \in \mathbb{R}.$$
The restriction that \( \omega \geq \epsilon \) comes from (52). Combined with the uniform continuity on bounded intervals, this shows that \( \omega \mapsto \phi_0(\omega) \) is continuous with values in \( C^0(\mathbb{R}) \).

**Differentiability.** We fix \( \epsilon > 0 \) and \( \omega \in [\epsilon, \sqrt{m^2 - \epsilon^2}] \). Assuming \( \alpha \in [\epsilon, \sqrt{m^2 - \epsilon^2}] \), subtracting the groundstate equations for \( \omega \) and \( \alpha \) gives

\[
0 = \left( D_m - \frac{\omega + \alpha}{2} I \right) (\phi_0(\omega) - \phi_0(\alpha)) - (\omega - \alpha) \frac{\phi_0(\omega) + \phi_0(\alpha)}{2} - (f \circ d_\omega) \sigma_3 \phi_0(\omega) + (f \circ d_\alpha) \sigma_3 \phi_0(\alpha).
\]

For fixed \( x \in \mathbb{R} \), we apply the mean value theorem to \( f \) in order to find \( \tilde{d}(x) \), between \( d_\alpha(x) \) and \( d_\omega(x) \), such that

\[
(f \circ d_\omega) \sigma_3 \phi_0(\omega) - (f \circ d_\alpha) \sigma_3 \phi_0(\alpha)
= f'(\tilde{d})(d_\omega - d_\alpha) \sigma_3 \left( \frac{\phi_0(\omega) + \phi_0(\alpha)}{2} \right) + \frac{f \circ d_\omega + f \circ d_\alpha}{2} \sigma_3 (\phi_0(\omega) - \phi_0(\alpha))
= 2 \tilde{Q}_\alpha (\phi_0(\omega) - \phi_0(\alpha)) + \frac{f \circ d_\omega + f \circ d_\alpha}{2} \sigma_3 (\phi_0(\omega) - \phi_0(\alpha)),
\]

where we have defined

\[
\tilde{Q}_\alpha := f'(\tilde{d}) \left( \frac{\phi_0(\omega) + \phi_0(\alpha)}{2} \right) \left( \frac{\phi_0(\omega) + \phi_0(\alpha)}{2} \right)^	op.
\]

Inserting this in the previous identity, we obtain

\[
(\omega - \alpha) \frac{\phi_0(\omega) + \phi_0(\alpha)}{2} = \left( D_m - \frac{\omega + \alpha}{2} I - \frac{f \circ d_\omega + f \circ d_\alpha}{2} \sigma_3 - 2 \tilde{Q}_\alpha \right) (\phi_0(\omega) - \phi_0(\alpha))
:= \tilde{L}_{2,\alpha} (\phi_0(\omega) - \phi_0(\alpha)).
\]

We claim that \( \tilde{L}_{2,\alpha} \) converges to \( L_2(\omega) \), in \( \mathcal{B}(H^1(\mathbb{R}), L^2(\mathbb{R})) \), as \( \alpha \) tends to \( \omega \). For the first two terms, this is clear. For the third term, we use

\[
\| (f \circ d_\omega - f \circ d_\alpha) \Psi \|_{L^2} \leq \| f \circ d_\omega - f \circ d_\alpha \|_{L^\infty} \| \Psi \|_{L^2}
\]

and the uniform continuity from the previous proof. For the last term, we use the uniform convergence on bounded intervals (where \( d_\omega \) and \( d_\alpha \) are bounded away from zero). In order to treat large values of \( x \), we factorize out \( \tilde{d} \) in the definition of \( \tilde{Q}_\alpha \):

\[
\tilde{Q}_\alpha = \tilde{d} f'(\tilde{d}) \left( \frac{\phi_0(\omega) + \phi_0(\alpha)}{2\sqrt{\tilde{d}}} \right) \left( \frac{\phi_0(\omega) + \phi_0(\alpha)}{2\sqrt{\tilde{d}}} \right) ^\top,
\]

where the factors in parenthesis are bounded in view of (52) and their pre-factor \( \tilde{d} f'(\tilde{d}) \) vanishes at infinity since \( \lim_{s \to 0^+} sf'(s) = 0 \) by Assumption 1.1.

The convergence in \( \mathcal{B}(H^1(\mathbb{R}), L^2(\mathbb{R})) \) implies norm resolvent convergence and, in particular, convergence of the spectrum. Recall that for each fixed \( \omega \), \( L_2(\omega) \) has zero as an isolated simple eigenvalue with an odd eigenfunction. Therefore, for sufficiently small \( |\alpha - \omega| \),

\[
\tilde{L}_{2,\alpha} : H^{1,\text{even}}(\mathbb{R}) \mapsto L^{2,\text{even}}(\mathbb{R}).
\]
is invertible and we conclude that
\[ \frac{\phi_0(\omega) - \phi_0(\alpha)}{\omega - \alpha} = (\tilde{L}_{2, \alpha})^{-1} \phi_0(\omega) + \phi_0(\alpha) \frac{1}{2}. \]
This shows the differentiability of \( \omega \mapsto \phi_0(\omega) \) as a function with values in \( H^1(\mathbb{R}, \mathbb{C}^2) \), with \( \partial_\omega \phi_0(\omega) = (L_2(\omega))^{-1} \phi_0(\omega) \). This function is continuous in \( \omega \) because \( (L_2(\omega))^{-1} \) is bounded on \( L^{2,\text{even}}(\mathbb{R}) \). Taking the inner product with \( \phi_0(\omega) \) concludes the proof. \( \square \)

Appendix B. Proof of Lemma 4.4

We start from (18), where we introduce the parameter \( \theta := \frac{\mu \|Q\|}{4(\ell + \omega)} \) for shortness, and study the function
\[ g_\theta(\alpha, \eta) := (1 - \alpha)\eta^2 + (1 + \alpha) - \frac{4\eta}{1 + \alpha}. \]
Since we do not know the value of \( \eta > 0 \), we need to study the question: Given \( \xi \geq 0 \), for which \( \theta > 0 \) the inequality
\[ \inf_{\eta > 0} \max_{\alpha \in [0, 1]} g_\theta(\alpha, \eta) \geq \xi \]
is verified? Notice that
\[ \partial_\alpha g_\theta(\alpha, \eta) = -\eta^2 + \frac{4\theta}{(1 + \alpha)^2} + 1 \]
is a decreasing function of \( \alpha > 0 \) for any \( \eta > 0 \). Thus,
\[ \partial_\alpha g_\theta(\alpha, \eta) \geq \partial_\alpha g_\theta(1, \eta) = -\eta^2 + \theta \eta + 1. \]
Defining \( \eta_* \) as the positive number such that \( -\eta_*^2 + \theta \eta_* + 1 = 0 \), i.e.,
\[ \eta_* = \frac{\theta + \sqrt{\theta^2 + 4}}{2} > 1, \]
we have for all \( \eta \in (0, \eta_*] \) that
\[ \partial_\alpha g_\theta(\alpha, \eta) \geq -\eta^2 + \theta \eta + 1 \geq -\eta_*^2 + \theta \eta_* + 1 = 0. \]
Thus, for \( \eta \in (0, \eta_*] \), \( \alpha \mapsto g_\theta(\alpha, \eta) \) is an increasing function on \([0, 1]\) and its maximum is \( g_\theta(1, \eta) = 2(1 - \eta \theta) \).

Similarly, for any \( \alpha > 0 \),
\[ \partial_\alpha g_\theta(\alpha, \eta) \leq \partial_\alpha g_\theta(0, \eta) = -\eta^2 + 4\theta \eta + 1. \]
Defining \( \eta_o \) as the positive number such that \( -\eta_o^2 + 4\theta \eta_o + 1 = 0 \), i.e., \( \eta_o := 2\theta + \sqrt{4\theta^2 + 1} \), we have for all \( \eta \geq \eta_o \) that
\[ \partial_\alpha g_\theta(\alpha, \eta) \leq -\eta^2 + 4\theta \eta + 1 \leq -\eta_o^2 + 4\theta \eta_o + 1 = 0. \]
Thus, for \( \eta \geq \eta_o \), \( \alpha \mapsto g_\theta(\alpha, \eta) \) is a decreasing function on \([0, 1]\) and its maximum is \( g_\theta(0, \eta) = \eta^2 - 4\theta \eta + 1 \).

Finally, for \( \eta \in (\eta_*, \eta_o) \), \( \alpha \mapsto g_\theta(\alpha, \eta) \) is increasing then decreasing on \([0, 1]\), and reaches its maximum at \( \alpha_+ := \sqrt{\frac{4\theta}{\eta^2 - 1}} - 1 \) with value
\[ h(\eta) := g_\theta(\alpha_+, \eta) = 2 \left( \eta^2 - 2\sqrt{\theta} \sqrt{\eta(\eta^2 - 1)} \right). \]
Now, since \( \eta \mapsto g_\theta(0, \eta) = \eta^2 - 4\theta \eta + 1 \geq 2 \) on \((\eta_0, +\infty)\), \( \eta \mapsto g_\theta(1, \eta) = 2(1 - \eta \theta) \) is decreasing \((\theta > 0)\), \( h(\eta_*) = 2(1 - \eta_* \theta) \) by construction, and (using the identity \( \eta_*^2 = \theta \eta_* + 1 \))

\[
h'(\eta_*) = 2 \left( 2\eta_* - \sqrt{\theta - \frac{3\eta_*^2 - 1}{\eta_* (\eta_*^2 - 1)}} \right) = -2\theta < 0,
\]

we conclude that

\[
\inf_{\eta > 0} \max_{\alpha \in [0,1]} g_\theta(\alpha, \eta) = \inf_{\eta_* < \eta < \eta_0} h(\eta) = h(\eta_0) = 2\eta_0^2 \frac{3 - \eta_0^2}{3\eta_0^2 - 1},
\]

where \( \eta_0 \) is defined as the unique real number in \((1, +\infty)\) such that

\[
4\frac{\eta_0^3 (\eta_0^2 - 1)}{(3\eta_0^2 - 1)^2} = \theta.
\]

(53)

Note that the l.h.s. of (53) being a strictly increasing function on \((1, +\infty)\) — hence one-to-one from \((1, +\infty)\) to \((0, +\infty) \ni \theta — it gives that (53) has a unique solution \( \eta_0 \) in \((1, +\infty)\) and, on another hand that \( \eta_* < \eta_* < \eta_0 \). Indeed, recalling that \( 1 < \eta_* < \eta_0 \) and the equations they respectively solve, we have

\[
\eta_* < \eta_0 \iff \theta > \frac{4\eta_*^3 (\eta_*^2 - 1)}{(3\eta_*^2 - 1)^2} \iff \eta_*^2 > 1
\]

and

\[
\eta_0 < \eta_* \iff \theta < \frac{16\eta_0^4}{(3\eta_0^2 - 1)^2} \theta \iff 3\eta_0^2 - 1 < 4\eta_0^2.
\]

Moreover, as a by-product, the problem has a solution only for \( \xi < 2 \), since

\[
\inf_{\eta > 0} \max_{\alpha \in [0,1]} g_\theta(\alpha, \eta) = \inf_{\eta_* < \eta < \eta_0} h(\eta) = h(\eta_*) = 2(1 - \eta_* \theta) < 2.
\]

Summarizing, we have obtained \( \eta_0 > 1 \) defined by (53) for which

\[
\inf_{\eta > 0} \max_{\alpha \in [0,1]} g_\theta(\alpha, \eta) \geq \xi \iff h(\eta_0) \geq \xi.
\]

Now, keeping in mind that \( \xi \in [0, 2] \), that \( \eta \mapsto 2\eta^2 \frac{3 - \eta^2}{3\eta^2 - 1} \) is strictly decreasing and that \( \eta \mapsto 4\frac{\eta^3 (\eta^2 - 1)}{(3\eta^2 - 1)^2} \) is strictly increasing, we have

\[
\inf_{\eta > 0} \max_{\alpha \in [0,1]} g_\theta(\alpha, \eta) \geq \xi \iff h(\eta_0) \geq \xi \iff \eta_0 \leq \frac{\sqrt{6 - 3\xi + \sqrt{9(2 - \xi)^2 + 8\xi}}}{2} \iff \frac{\mu \|Q\|}{4(t + \omega)} =: \theta \leq \theta_+(\xi),
\]

where \( \theta_+ \) is defined in (23), that is, \( \theta_+ : [0, 2] \to (0, 3\sqrt{3}/8] \) with

\[
\theta_+(\xi) := \frac{2 - 3\xi + \sqrt{9(2 - \xi)^2 + 8\xi}}{14 - 9\xi + 3\sqrt{9(2 - \xi)^2 + 8\xi}} \cdot \frac{6 - 3\xi + \sqrt{9(2 - \xi)^2 + 8\xi}}{2}.
\]

□
C.1. $L^\infty$-norms of terms involving $\bar{u}$ and $\bar{v}$. We give here the details on computing several $L^\infty$-norms that we need in Section [7].

Expansion of $\|(\bar{v}^2 - \bar{u}^2)p\|_\infty$. We have

$$0 < (\bar{v}^2 - \bar{u}^2)p = (p + 1)(m - \omega) \frac{1 - \tanh^2}{1 - \nu\tanh^2} = (p + 1) \frac{m^2 - \omega^2}{m - \omega + 2\omega \cosh^2}$$

$$\leq (p + 1)(m - \omega) = \|(\bar{v}^2 - \bar{u}^2)p\|_\infty = (\bar{v}^2 - \bar{u}^2)p(0)$$

$$= \frac{p + 1}{2m}k^2 + \frac{p + 1}{8m^3}k^4 + O(k^6).$$

Expansion of $\|(\bar{v}^2 - \bar{u}^2)p^{-1}\bar{u}\|_\infty$. Defining $h_3(y) := \frac{y(1-y)^2}{(1-\nu y^2)^2}$, we have

$$\|(\bar{v}^2 - \bar{u}^2)p^{-1}\bar{u}\|_\infty = (p + 1)\sqrt{m - \omega}h_3(\tanh).$$

Since $h_3$, defined on $(-1, 1)$, attains at $\pm\sqrt{y_3}$, with $y_3 := \frac{-3(1-\nu) + \sqrt{9(1-\nu)^2 + 4\nu}}{2\nu}$, its extrema $\pm\sqrt{\frac{y_3(1-y_3)}{(1-\nu y_3)^2}}$, we have the non-relativistic expansion

$$\|(\bar{v}^2 - \bar{u}^2)p^{-1}\bar{u}\|_\infty = (p + 1)\sqrt{m - \omega}h_3(\tanh)$$

$$= (p + 1)(m - \omega)\sqrt{y_3}(1 - y_3) = \frac{p + 1}{6\sqrt{3}m^2}k^3(1 + O(k^2)).$$

Expansion of $\|(\bar{v}^2 - \bar{u}^2)p^{-1}\bar{u}\|_\infty$. Since on $[0, 1)$, $h_1(y) := \frac{1 - y - \nu y}{1 - \nu y}$ is nonnegative with a maximum $\frac{\nu}{4(1-\nu)} = \frac{m - \omega}{8\omega}$ at $\frac{1}{2} - \nu$, we have

$$0 \leq (\bar{v}^2 - \bar{u}^2)p^{-1}u^2 = (p + 1)(m - \omega)h_1(\tanh^2)$$

$$\leq (p + 1)\frac{(m - \omega)^2}{8\omega} = \|(\bar{v}^2 - \bar{u}^2)p^{-1}\bar{u}\|_\infty = \frac{p + 1}{32m^3}k^4(1 + O(k^2)).$$

Expansion of $\|(\bar{v}^2 - \bar{u}^2)p - (\bar{v}^2 - \bar{u}^2)p\|_\infty$. Since $h_2(y) := \frac{1}{m - \omega + 2\nu y} - \frac{1}{2m y}$ is positive on $(0, +\infty)$ with a maximum $\frac{\sqrt{m - \sqrt{\omega}}}{m + \sqrt{\omega}}$ at $\frac{1}{2}(1 + \sqrt{\frac{m}{\omega}})$, we have

$$0 < (\bar{v}^2 - \bar{u}^2)p - \frac{(p + 1)k^2}{2m \cosh^2} = (p + 1)k^2h_2(\cosh^2)$$

$$\leq (p + 1)\frac{k^2 \sqrt{m - \sqrt{\omega}}}{m \sqrt{m + \sqrt{\omega}}} = \|(\bar{v}^2 - \bar{u}^2)p - \frac{(p + 1)k^2}{2m \cosh^2}\|_\infty$$

$$= (p + 1)\frac{k^4}{8m^3}(1 + O(k^2)).$$

C.2. Bounds on derivatives of $h \in F_k$. For fixed $s$ defined in (34), we denote by

$$p_j(x) = P_s^{\nu+1-j}(\tanh(pkx)), \quad j = 1, \ldots, [s],$$

the eigenfunctions of the Schrödinger operator

$$-\frac{1}{2}p_x^2 + p^2k^2V_P(s, px) = -\frac{1}{2}p_x^2 + p^2k^2\frac{s(s+1)}{2 \cosh^2(pkx)}.$$
They satisfy the eigenvalue equation
\[ -p_j''(x) = p^2 \kappa^2 \left( \frac{s(s + 1)}{\cosh^2(p \kappa x)} - (s + 1 - j)^2 \right) p_j(x). \]

We want to bound the first and second derivatives of \( h \) \( \in \text{span}\{p_1, \ldots, p_k\} \). First,
\[
\sup_{h \in \text{span}\{p_1, \ldots, p_k\} \setminus \{0\}} \frac{\|h'\|}{\|h\|} = \max_{j \in \{1, \ldots, k\}} \frac{\|p_j'\|}{\|p_j\|} \quad \text{and} \quad \sup_{h \in \text{span}\{p_1, \ldots, p_k\} \setminus \{0\}} \frac{\|h''\|}{\|h\|} = \max_{j \in \{1, \ldots, k\}} \frac{\|p_j''\|}{\|p_j\|}.
\]

For the first bound, we multiply the eigenvalue equation by \( p_j \), integrate by parts in the first term and bound \( \cosh^{-2} \leq 1 \) in order to obtain
\[
\|p_j'\|^2 = p^2 \kappa^2 \left( \langle p_j, \frac{s(s + 1)}{\cosh^2(p \kappa)} p_j \rangle - (s + 1 - j)^2 \|p_j\|^2 \right) \leq p^2 \kappa^2 s(s + 1) \|p_j\|^2.
\]

For the second bound, we take the norm on both sides of the eigenvalue equation and, since \( 0 < s + 1 - j \leq s \) and \( 0 < (s + 1 - j)^2 \leq s^2 < s(s + 1) \) for \( j \in [1, [s]] \), we obtain for all \( j \in [1, [s]] \) that
\[
\frac{\|p_j''\|}{\|p_j\|} \leq p^2 \kappa^2 \left\| \frac{s(s + 1)}{\cosh^2(p \kappa)} - (s + 1 - j)^2 \right\|_\infty
= p^2 \kappa^2 \max \{s(s + 1) - (s + 1 - j)^2, (s + 1 - j)^2\} \leq p^2 \kappa^2 s(s + 1).
\]
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