Discovering Electron-Transfer-Driven Changes in Chemical Bonding in Lead Chalcogenides (PbX, where X = Te, Se, S, O)
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Understanding the nature of chemical bonding in solids is crucial to comprehend the physical and chemical properties of a given compound. To explore changes in chemical bonding in lead chalcogenides (PbX, where X = Te, Se, S, O), a combination of property-, bond-breaking-, and quantum-mechanical bonding descriptors are applied. The outcome of the explorations reveals an electron-transfer-driven transition from metavalent bonding in PbX (X = Te, Se, S) to ionic-covalent bonding in β-PbO. Metavalent bonding is characterized by adjacent atoms being held together by sharing about a single electron (ES ≈ 1) and small electron transfer (ET). The transition from metavalent to ionic-covalent bonding manifests itself in clear changes in these quantum-mechanical descriptors (ES and ET), as well as in property-based descriptors (i.e., Born effective charge (Z*), dielectric function (ε(ω)), effective coordination number (ECoN), and mode-specific Grüneisen parameter (γ(TO))), and in bond-breaking descriptors. Metavalent bonding collapses if significant charge localization occurs at the ion cores (ET) and/or in the interatomic region (ES). Predominantly changing the degree of electron transfer opens possibilities to tailor material properties such as the chemical bond (Z*) and electronic (ε∞) polarizability, optical bandgap, and optical interband transitions characterized by ε2(ω). Hence, the insights gained from this study highlight the technological relevance of the concept of metavalent bonding and its potential for materials design.
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quantum-mechanical descriptors are based on the electrons, which are shared and transferred between two atoms, i.e., they are related to the degree of electron (de-)localization in a given system. The experimentally accessible descriptors are the following measurable quantities: I) the chemical bond polarizability measured by the Born effective charge ($Z^*$), II) the optical dielectric properties as described by the dielectric function ($\varepsilon(\omega)$), including two of its characteristics, IIa) the optical dielectric constant ($\varepsilon_\infty$), which is linked to IIb) the optical bandgap ($E_g$), III) the effective coordination number (ECoN), IV) the electrical conductivity ($\sigma$), V) a transverse optical (TO) mode-specific Grüneisen parameter ($\gamma_{TO}$), and VI) the probability of multiple events (PMEs). I–V are property-based, while VI has been defined as a bond breaking descriptor, which is why VI is discussed separately. Materials, which comprise the metavalent type of bonding, have been designated as "incipient metals." They show significant differences in these descriptors relative to conventional covalent, ionic, and metallic systems. The logic consequence of these findings was to define another fundamental bonding type. Categorizing the diverse types of bonding by means of the aforementioned descriptors has provided fundamental insights on the nature of metavalent bonding and on how it differs from covalent, ionic and metallic bonding. In particular, the border between metavalent and covalent bonding has been studied recently. It was shown that several bonding descriptors, including $Z^*$ and $\varepsilon_\infty$, as well as the bond breaking (i.e., the PME) showed a discontinuous change upon the transition from metavalent to covalent bonding. These findings confirm that metavalent bonding is a distinct fundamental type of bonding which differs substantially from covalent bonding. This immediately raises the question, if it is possible to identify and study a transition and its nature between metavalent and ionic bonding.

In order to answer this question, we studied the aforementioned bonding descriptors for a series of materials, i.e., PbX ($X = \text{Te, Se, S, O}$), which we anticipated to be located at the boundary between metavalent and ionic-covalent bonding. Since the tellurides of the post-transition-metals such as PbTe are often used in devices for thermoelectric energy conversion, it is of significant technological relevance to understand the nature of bonding of these materials even beyond the area of phase-change materials, where metavalent bonding was discussed first. In fact, the concept of metavalent bonding can be considered relevant in all areas, where the degree of electron (de-)localization plays an important role.

Therefore, a combination of atom probe tomography (ATP), optical measurements, and quantum-mechanical methods was used to explore the transition from metavalent to ionic-covalent bonding with special emphasis on the role of electron transfer in PbX ($X = \text{Te, Se, S, O}$). Although the gross structural features of PbO differ from those of PbX ($X = \text{Te, Se, S}$), we will demonstrate that the aforementioned bonding descriptors allow distinguishing bonding types for materials with different crystal structures. In the following, we present the outcome of our explorations.

Lead monoxide exists in two different polymorphs—$\alpha$ and $\beta$. This study focuses mainly on $\beta$-PbO. Previous work on the crystal structures of PbX ($X = \text{Te, Se, S, O}$) revealed that $\beta$-PbO crystallizes in the massicot structure, where each lead atom is coordinated by four oxygen atoms. The same coordination number, but a different atomic arrangement is found in $\alpha$-PbO (litharge). On the contrary, the higher lead chalcogenides (PbX, where $X = \text{Te, Se, S}$) crystallize in the rocksalt-type structure, where the atoms are octahedrally coordinated. The different crystal structures are illustrated in Figure 1. It is by itself remarkable that PbTe, PbSe, and PbS crystallize in the rocksalt-type structure, which is frequently encountered for ionic materials. The physical properties of these materials however, are far from what one would expect for an ionic material (e.g., small bandgaps, metallic luster, relatively high carrier concentrations, etc.). These materials are also not fulfilling the 8-N rule. Therefore, a simple covalent description of chemical bonding is not sufficient either. With this work, we shed light on this peculiar bonding situation in the context of metavalent bonding with emphasis on the dominant role of electron transfer.

In the following, the property-based bonding descriptors (cf. Figure 2), which were used to explore the transition between different types of chemical bonding, are introduced and discussed. The optical descriptors are the dielectric constant ($\varepsilon_\infty$), linked to the electron polarizability, the Born effective charge ($Z^*$), which characterizes the chemical bond polarizability, the optical bandgap ($E_g$) as well as the mode-specific Grüneisen parameter ($\gamma_{TO}$) of the optical phonons, which is an indicator for the softness of the chemical bonds. The atomic arrangement (i.e., the effective coordination number) in a crystal structure can be used to differentiate between metallic bonding (characterized by a large number of nearest neighbors), covalent bonding (8-N rule), and metavalent bond, where the effective coordination number differs significantly from the 8-N rule. The Born effective charge ($Z^*$) is defined according to Equation (I). For anisotropic materials, $Z^*$ is a tensor. To simplify the problem, we made the assumption that $Z^*$ is isotropic, which results in a scalar. Since $\beta$-PbO is not cubic, we also provide the whole dielectric and Born effective charge tensors in the Supporting Information.
Equation (1) describes the change in polarization upon an atomic displacement, related to a change in electron wave functions, which induces an electric dipole moment ($P$) in the direction of the displacement ($u$).\(^\text{[25]}\) This makes $Z^*_{\text{r}}$ a good bonding descriptor, describing the polarizability of chemical bonds.

Figure 2a shows an anomalously high chemical bond polarizability $Z^*_{\text{r}}$ for PbTe, PbSe, and PbS—one characteristic property of incipient metals. In order to ensure comparability between different compounds, $Z^*_{\text{r}}$ was normalized by the formal oxidation state of the constituents ($Z^*_{\text{r}}$). $Z^*_{\text{r}}$ decreases when going from PbTe to PbS, i.e., the charges become more localized and the bonds less polarizable. Figure 2b,c shows a concomitant gradual decrease in $\varepsilon_\infty$ and an increase in $E_g$, which are both related, as expressed, for example, in the Moss rule.\(^\text{[26]}\) All bandgaps were obtained from density functional theory (DFT) computations including spin–orbit coupling (SOC). The strongest changes are observed between PbS and $\beta$-PbO. While the properties of $\beta$-PbO are perfectly in line with ordinary iono-covalent bonding (e.g., $Z^*_{\text{r}} \approx 1$), the large values of $Z^*_{\text{r}}$ and the mode-specific Grüneisen parameter for transverse optical modes ($\gamma_{\text{TO}}$) together with the high value of $\varepsilon_\infty$ and the electrical conductivity found for the higher chalcogenides are neither characteristic for metallic, ionic nor for covalent bonding. Instead, all properties observed can be explained by the concept of metavalent bonding.\(^\text{[16,27]}\) Hence, the transition between metavalent and iono-covalent bonding proceeds between PbS and $\beta$-PbO. Unfortunately, studying the transition between PbS and $\beta$-PbO in more detail by mixing PbS and PbO is not possible experimentally due to decomposition and generation of toxic $\text{SO}_x$. Nevertheless, further experiments and DFT calculations can be performed to unravel the nature of the transition of properties and bonding going from PbTe to PbO. To consider the role of the different chemical environments, the ECoNs were inspected.\(^\text{[28]}\) These are good structural descriptors for chalcogenides, where frequently distortions (e.g., Peierls distortion) away from a high-symmetry atomic arrangement are
observed. Such distortions are a result of a competing electron (de-)localization characterized by electrons shared (ES) and are only relevant, when ES instead of electrons transferred (ET) (as in this case) dominates the transition. Yet, for PbX (X = Te, Se, S) no such distortion is found. Between PbS and β-PbO, the chemical environment changes from ECoN = 6 to ECoN = 4 (cf. Figure 2d). Hence, the observed change in ECoN between PbS and PbO might be related to changes in charge transfer.

The anharmonicity (or softness) of the bonds is determined by one mode-specific Grüneisen parameter ($\gamma_m$), which describes how the frequency of the transverse optical modes changes with the cell volume.[29]

Figure 2e shows that the bonds are very soft for the higher chalcogenides (PbS to PbTe). For β-PbO, the unit cell is very large, so that a large number of optical modes exist. In this case, it is simpler to characterize the bond stiffness/softness by the Debye temperature as also demonstrated for the sesqui-chalcogenides.[19] The degree of electron (de-)localization also has an influence on the electrical conductivity. It can be seen from Figure 2f that the conductivity in β-PbO is several orders of magnitude lower compared to the higher chalcogenides, which is indicative for a change in the degree of electron (de-) localization, which will be further discussed later on. The intrinsic electrical conductivity already decreases when going from PbTe to PbS, i.e., charges apparently become more localized, which is in line with an increase in electron transfer. All observed changes in physical properties can be explained by a difference in chemical bonding between β-PbO and the other three lead chalcogenides. Yet, this change of properties is also accompanied by a change in atomic arrangement. Hence, it is desirable to find further arguments for a change in bonding independent of the nature of the crystal structure. To reach this goal, we now shift our focus toward the PMEs, which is discussed in the next section.

Laser-assisted APT has been used recently to study the bond breaking behavior of various chalcogenides.[8,18,19] Generating an electric field at the apex of a needle-shaped specimen by applying a DC voltage of 3–8 kV and in conjunction with a short laser pulse with an energy of 10–20 pJ enabled the observation of an unconventional bond breaking behavior for all metavalent materials studied so far. Generally, during an APT measurement, a successful laser pulse, i.e., one that manages to dislodge ions from the tip, most probably leads only to one single ion on the detector (single event), while only a small fraction of laser pulses leads to more than one ion on the detector called “multiple events.” However, for the higher lead chalcogenides studied here, an unusually high PME (probability of multiple events) has been systematically detected, while conventional materials show a low PME (values higher than 50% for MVB materials and lower than 30% for non-MVB materials).

Hence, a change in bond breaking behavior can be detected by studying the field evaporation behavior with special focus on the PME. Such an analysis is employed and discussed here for the PbX (X = Te, Se, S, O) system. The results are summarized in Figure 3. The following discussion focuses on two aspects: changes in the overall PME as well as the spatial distribution of the multiple events, i.e., the possible origin of the high PME. The first part allows conclusions concerning changes in bond breaking behavior, while the second one allows to exclude certain measurement artifacts such as DC and burst evaporation, which could also lead to a high PME. A detailed discussion concerning multiple events in APT analyses can be found in the Supporting Information. It also includes a discussion about the impact of stoichiometry and evaporation behavior of the constituents on the PME of the compounds studied herein.

The PME of PbX (X = Te, Se, S, O) shows a drastic, step-like change between PbS and β-PbO. Figure 3a depicts a clear difference in how the bonds break, i.e., the PME suddenly drops from 64% to 18% (for more details, see discussion in the Supporting Information) when going from PbS to β-PbO, which is also indicative for a change in chemical bonding and consistent with the observed property changes. These findings are supported by observed changes in the field evaporation behavior of the Pb ions, which are discussed in Figure S2 in the Supporting Information.

The spatial distribution of the multiple events on the detector (cf. Figure 3b–e) changes significantly between PbS and β-PbO in the sense that a much lower density of multiple events is detected for β-PbO compared to the higher chalcogenides, which all show a similar spatial distribution of multiple events. The multiple events observed for β-PbO result from ordinary correlated field evaporation—an effect inherent to every atom probe experiment. Please note that the size of the datasets is the same (i.e., $5 \times 10^6$ ions), which allows comparing the spatial distributions of multiple events of all four compounds. It is also noteworthy that the high density of multiple events in PbX (X = Te, Se, S) is homogeneous over the whole detection range of the detector, which is fundamentally different when comparing it to the elevated multiple events, e.g., observed for carbon in the body centered cubic ferrite (α-Fe).[31] There, the multiple events of carbon occur in segregated regions of low or high atomic density corresponding to poles and zone lines, i.e., they are not distributed homogeneously. There is also no sign of burst or DC evaporation in the analyzed datasets, which can be seen from the detection rates and correlation histograms shown in Figures S4 and S5 in the Supporting Information. Hence, the observed differences in multiple events between β-PbO and PbX (X = Te, Se, S) can be considered intrinsic and are indicative for a difference in chemical bonding, consistent with the changes in physical properties (cf. Figure 2).

Creating materials property maps based on chemical quantities and maps to distinguish metallic, covalent, and ionic bonding has a rather long history. Examples are the van Arkel–Ketelaar triangle[32] or maps for phase-change materials based on hybridization and ionicity[33] as well as sp3 mixing and ionicity.[33] Recently, a quantum-mechanical map for bonding in solids was introduced,[37] which is based on two quantum-mechanical coordinates—the ES and ET between adjacent atoms. Remarkably, such a map is able to separate different bonding mechanisms as can be seen from Figure 4. In this study, we combine quantum-mechanical, bond breaking, and property-based bonding descriptors such that different bonding mechanisms can be distinguished. The “backbone” of this approach is the electrons shared and transferred between adjacent atoms (cf. Figure 4) and it has already been used successfully to study the boundary between metavalent and covalent
In this work, we focus on the boundary between metavalent and iono-covalent bonding. From Figure 4, it is already visible that covalent (red), metallic (blue), and ionic bonding (black) can be distinguished. In covalent materials, electron-sharing is dominant (i.e., ES approaches 2, which corresponds to the classical Lewis electron pair), while in ionic compounds chemical bonding is dominated by electron transfer (ET approaches 1). In metallic systems the electrons are fully delocalized, i.e., charge localization through electron-sharing and electron transfer is minimized (i.e., ES and ET are small).

The metavalent region is located in between covalent, metallic, and ionic bonding, where approximately one electron is shared between adjacent atoms and where electron transfer is moderate. We already discussed changes in property trends and bond breaking in the PbX (X = Te, Se, S) system. Now, we assign the four compounds to the different regions of the map by determining the number of electrons shared and transferred between adjacent atoms. It can be seen from Figure 4 that the higher chalcogenides are all lying on a line within the metavalent region, where (so far) all cubic, metavalent materials can be found. β-PbO, on the contrary, falls right at the transition point between covalent and ionic bonding, which is why we call it an iono-covalent compound throughout this manuscript. It is remarkable that the quantum-mechanical map for bonding in solids (cf. Figure 4) predicts a transition from metavalent to iono-covalent between PbS and β-PbO, where we also observe the previously discussed changes in the property-based and bond breaking descriptors.

Which consequences do these findings have for our understanding of metavalent bonding in general? We now know that metavalent bonding has at least two well-defined borders to the covalent and ionic-covalent regime of the map. The present investigation demonstrates that metavalent bonding can be weakened not only by increased electron-sharing (as shown previously,[19,20] but also through an increase in electron transfer. Hence, changes in chemical bonding cannot only be induced by increasing electron-sharing as it was recently achieved for some V_2VI_3 compounds,[19,20] but also by electron transfer. Our work therefore demonstrates that there are two fundamental strategies to tune chemical bonding quantitatively: changing the degree of electron-sharing and electron transfer. This casts doubts on theories only focusing on one parameter when discussing systematic changes in chemical bonding. In the next section, we will demonstrate that these fundamental parameters (ES and ET) can also be used to systematically tailor relevant material properties.

The holy grail in most areas of materials science is the design and tailoring of functional materials and their respective
properties. In this section, we will demonstrate that using ES and ET can be an effective approach toward materials design. This can be seen from Figure 5 and Figure S7 in the Supporting Information, which show that by controlling ES and ET one can systematically tailor physical properties such as $E_g$, $\varepsilon_\infty$, $Z^*$, and $\gamma_{\text{TO}}$. In the case of the PbX ($X = \text{Te, Se, S and O}$) system, $Z^*$ and $\varepsilon_\infty$ decrease, while $E_g$ increases systematically upon increasing electron transfer. Other quantities such as ECoN, $\gamma_{\text{TO}}$, and $\sigma$ change significantly in the vicinity of the transition from metavalent PbS to ionic PbO (also see Figure 2). Importantly, the trends observed in Figure 5 appear to be generic for all incipient metals. Increasing ES reduces ECoN, $\varepsilon_\infty$, and $\gamma_{\text{TO}}$, while ET also opens the bandgap and has an effect on $\varepsilon_\infty$. Hence, it is possible to systematically tailor optical and other relevant material properties via electron transfer. This will also be demonstrated in the following using the example of the imaginary part of the dielectric function ($\varepsilon_\infty(\omega)$) in the region of the electronic interband transitions. For PbTe, PbSe and PbS, $\varepsilon_\infty(\omega)$ was extracted from experimental ellipsometry data (cf. solid black lines in Figure 6a–c). Details concerning thin film preparation and analyses (X-ray reflectivity (XRR), X-ray diffraction (XRD), and ellipsometry) can be found in the Experimental Section and the Supporting Information. We observed that systematically increasing the degree of electron transfer has three effects: the maximum of $\varepsilon_\infty(\omega)$, $\varepsilon_\infty^{\text{max}}$, shifts toward higher energies and decreases in magnitude, while $\varepsilon_\infty(\omega)$ broadens. We confirmed these observations using DFT calculations (details can be found in the Experimental Section).

The theoretical results reproduce the trends observed experimentally. Furthermore, as shown in Figure 6 and Figure S11 in the Supporting Information, they allow to identify the contributions of the different states as indicated by the different colors (please note that the contributions are additive), enabling further insight into the observed changes in $\varepsilon_\infty(\omega)$. The simulations clearly show that the main contribution to the electronic interband transitions arises from p–p transitions (green). Other contributions become relevant at higher energies, which can be seen in Figure S11 in the Supporting Information. It should be noted that the favorable agreement between theoretical and experimental results benefits from a partial compensation of two approximations. While the SOC would lower the gap value, including exact exchange, for instance, via a hybrid functional, would increase this value. Nevertheless, the trends are robust. This is particularly true for the quantum-based bonding indicators, which depend only on the valence wavefunction and include some of the missing exchange via the construction of a Slater determinant.

The shift of $\varepsilon_\infty^{\text{max}}$ toward higher energies can be attributed to the opening of the optical bandgap (cf. Figure 2). In order to understand the decrease in $\varepsilon_\infty^{\text{max}}$ as well as the broadening of $\varepsilon_\infty(\omega)$ and how these phenomena are connected to changes in chemical bonding, one has to decompose $\varepsilon_\infty(\omega)$ into its contributions. These are the transition probability ($W_{i,f}$) from the initial to the final state as well as their joint density of states (J Dos). The overall transition probability for all allowed interband transitions ($W_{i,f}$) depends on the corresponding matrix element (ME) of the interband transitions and the JDOS, which can both affect the magnitude of $\varepsilon_\infty^{\text{max}}$ and shape of $\varepsilon_\infty(\omega)$. When going from PbTe to PbS, electron transfer increases without a structural transition. In this case, the JDOS do not change significantly, which can be seen from Figure 7. The logic conclusion, which can be drawn from these findings is that the changes in magnitude of $\varepsilon_\infty^{\text{max}}$ and shape of $\varepsilon_\infty(\omega)$ observed for PbTe, PbSe and PbS are mainly caused by differences in the matrix element (cf. Figure 7).
This raises one important question. How can the matrix element be connected to chemical bonding and electron transfer? The magnitude of the matrix element depends on orbital parity and the degree of orbital overlap. In the case of the PbX (X = Te, Se, S, O) system, symmetry allowed p–p transitions dominate (cf. Figure 6). This can be understood, if the atomic orbitals are analyzed, which are responsible for the bond formation. These orbitals are listed in Table S1–S3 in the Supporting Information. As shown in Figure 8 on the left hand side, both for Pb and Te atoms, the outermost atomic orbitals are p-orbitals. In the solid (center of Figure 8), they overlap, leading to a σ-bond. The quantum-chemical calculations determine the transfer of electrons and the formation of electron pairs between adjacent atoms (Table S1, Supporting Information). For PbTe, there is a total electron transfer of 0.7. The electron transfer obtained upon dividing by the oxidation state hence equals 0.35 (see Figure 2). Between adjacent Pb and Te atoms a bond is formed, which contains 0.4 electron pairs, which we describe as 0.8 electrons shared between Pb and Te in Figure 4. Slightly lower values are obtained for PbSe and PbS.

Hence, with about one electron (a half-filled orbital) between adjacent atoms and significant overlap of the outermost atomic orbitals, we are expecting a metallic band, as shown on the right side of Figure 8. Lead chalcogenides are hence incipient metals, i.e., have an almost metallic ground state. Charge transfer leads to the opening of a small bandgap. This opening of the bandgap also reduces the overlap of adjacent atomic orbitals.

A decreasing p-orbital overlap will result in a reduced matrix element of the corresponding transitions, which in turn reduces the magnitude of $\varepsilon^{\text{max}}$ and influences the shape of $\varepsilon(\omega)$ as observed (cf. Figure 7). The three isostructural PbX (X = Te, Se, S) compounds, show a significantly larger p–p orbital overlap than β-PbO, which can explain the rather low magnitude of $\varepsilon^{\text{max}}$ and broad shape of $\varepsilon(\omega)$ (cf. Figure 6). What is rather remarkable is the apparent decrease in $\varepsilon^{\text{max}}$ and broadening of $\varepsilon(\omega)$ upon systematically increasing electron transfer within the isostructural PbX (X = Te, Se, S) series. These observations and the conclusions presented above demonstrate that orbital overlap and hence the optical matrix element can be systematically tuned by predominantly changing ET.

The present discussion also provides further insights on the nature of metavalent bonding. As shown in Figure 8, the band structure of compounds utilizing metavalent bonding closely resembles metals, yet has a property portfolio that is distinctively different (i.e., MVB compounds possess high values of $\varepsilon^{\infty}$ and $Z^*$). This implies that there is a well-defined border between materials utilizing metavalent and metallic bonding. Identifying this border should be very rewarding. There is also a distinct border between metavalent and covalent bonding, characterized by discontinuous property changes. The existence...
Figure 6. a–d) Imaginary part of the dielectric function ($\varepsilon_2(\omega)$) in the region of the electronic interband transitions. Experimental data are depicted as solid black lines for PbTe, PbSe, and PbS. It can be observed that the maximum of $\varepsilon_2(\omega)$, $\varepsilon_{2\text{max}}$, shifts toward higher energies and decreases in magnitude, while $\varepsilon_2(\omega)$ broadens. These observations were confirmed using DFT calculations. The only contribution to the electronic interband transitions between 0 and 10 eV arises from p–p transitions (green).

Figure 7. a–d) Matrix element (ME) and joint density of states contributing to the total imaginary part of the dielectric function $\varepsilon_2(\omega)$ in the energetic region of the electronic interband transitions shown in Figure 6. Left axis: matrix element (ME, gray area) and total $\varepsilon_2(\omega)$ (dashed line); right axis: joint density of states (red, DOS normalized per atom). When going from PbTe to PbO, the decrease in $\varepsilon_{2\text{max}}$ and broadening of $\varepsilon_2(\omega)$ can be attributed to changes in the matrix element, ME, causing a change in the electronic interband transition rate. The reduced transition rate can be explained by a reduced orbital overlap between initial and final states. This reduction here is related to the increasing charge transfer, as described by ET. On the contrary, in GeTe, the optical contrast is reduced by a reduction of the relative orientation of the p-orbitals of adjacent atoms as described in ref. [34].
of these borders further supports the identification of MVB as a distinct, fundamental bonding mechanism. The present study focuses on charge transfer as described by ET as a second “natural variable” besides ES to describe the competition between localization and delocalization in MVB solids. ES and ET can apparently be employed to describe both systematic changes in bonding and property trends.

This work and previous studies\(^8,9,16–20\) have revealed that changing the degree of electron-sharing and electron transfer has significant implications for the physical properties of a fairly large number of inorganic materials. This study in particular demonstrates that it is possible to systematically tailor the optical (and other relevant) properties of solids by predominantly changing the degree of electron transfer (cf. Figures 5–7). This is especially evident from the property trends within the isostructural PbX (X = Te, Se, S) series, presented here. Increasing electron transfer reduces the chemical bond polarizability (\(Z^0\)) and electronic polarizability (\(\varepsilon_\infty\)), as well as the optical interband transitions characterized by \(\varepsilon_2(\omega)\) and increases the optical bandgap (cf. Figures 6 and 7). These findings can be summarized in an interactive materials map.\(^{35}\)

Even though these studies\(^8,9,16–20\) are fundamental in nature, it is important to put their findings in a technological context. As a start, we restrict this discussion to a selected number of metavalent materials, which are already technologically relevant. These are, for example, PbTe, Bi\(_2\)Te\(_3\), and Ge\(_2\)Sb\(_2\)Te\(_5\) as well as other GST-based phase-change materials.\(^{17}\) Since this study focuses on the PbX (X = Te, Se, S, O) system, we discuss our findings in the context of thermoelectric applications. However, it is important to keep in mind that the recipe of systematically tailoring the optical properties developed here also provides a new avenue for designing phase-change materials. PbTe and PbSe are known to be excellent thermoelectric materials and many studies focused on different aspects playing a role in their good performance.\(^{16–38}\) This study highlights the importance of the unique degree of electron-sharing and transfer characteristic for metavalent materials, which is also important for the thermoelectric performance since it determines the magnitude of the Seebeck coefficient (\(S = 0\) for metals, i.e., the electrons are too delocalized for a high performance) and the electrical conductivity (insulators, where the electrons are too localized, possess a large Seebeck coefficient, but have too low electrical conductivities to compete with high-performance thermoelectrics).\(^8,39\)

PbTe and Bi\(_2\)Te\(_3\) (also metavalent)\(^{19}\) are the two leading thermoelectric materials in both research and development (cf. Figure 9). Hence, systematically developing new inorganic PCMs and thermoelectric materials using the strategy proposed here, can be of significant technological interest. Further research is therefore recommended to focus on developing new PCMs and thermoelectric materials using the concept of metavalent bonding in order to assess its technological relevance and its potential for materials design in more detail and a broader scope.

The systematic explorations of the PbX (X = Te, Se, S, O) system presented herein clearly reveal an electron transfer
driven change in chemical bonding, which occurs between PbS and $\beta$PbO. The nature of bonding in the oxide is ionic-covalent, while PbX ($X = \text{Te, Se, S}$) are identified as metavariantly bonded “incipient metals.” The transition from metavariant to ionic-covalent bonding is achieved by predominantly changing the degree of electron transfer. This is fundamentally different for the transition metavariant-covalent, which is dominated by changes in the degree of electron-sharing. This work demonstrates that predominantly changing the degree of electron transfer opens possibilities to tailor materials properties such as the chemical bond ($Z^\text{e}$) and electronic ($\varepsilon_\text{e}$) polarizability, optical bandgap and optical interband transitions characterized by $\varepsilon_\text{g}(\omega)$, as well as the electrical conductivity $\sigma$. The insights, gained from this study, therefore, provide a recipe for future assessments of the technological relevance of the concept of metavariant bonding and its potential for materials design.

**Experimental Section**

**Sample Preparation:** PbTe and PbSe bulk samples were synthesized from reactions of the pure elements.$^{[42]}$ In order to verify the purity of these samples, powder X-ray diffraction patterns were recorded at room temperature using a STADI P diffractometer equipped with an area detector and a Cu-Kα source. Figure S6 in the Supporting Information shows that both samples are phase pure within the X-ray detection limit. PbS lumps and PbO powder were purchased from Sigma-Aldrich (purity: 99.9995% for PbS and 99.999% for PbO) and used without further purification. PbTe, PbSe, and PbS thin films were deposited on single side polished Si (100) substrates for the corresponding ellipsometry measurements in order to extract $\varepsilon_\text{g}(\omega)$ experimentally (cf. Figure 6). PbTe and PbSe films were deposited using DC sputtering (base pressure $2 \times 10^{-6}$ mbar, $P = 20$ W, Ar-flow: 20 sccm), while PbS was sputtered using an RF generator (base pressure $2 \times 10^{-6}$ mbar, 60 W, 20 sccm) due to its higher resistance. In all cases, commercial, stoichiometric targets with a purity of 99.999% were used. The film structure was verified by X-ray diffraction (cf. Figure S8 in the Supporting Information), while the film densities were determined using X-ray reflectivity measurements (cf. Figure S9 in the Supporting Information).

**APT:** Needle-shaped samples with a radius of 50–100 nm were prepared using a standard two-step process, i.e., sample lift-out and subsequent annular milling. Lift-outs for $\beta$PbO were done from the corresponding powder particles. An FEI Helios Nanolab 650 dual-beam and commercially available flat top Si microtips were used for all sample preparations. Subsequently, the APT samples were immediately transferred into an ultrahigh vacuum chamber ($p = 10^{-11}$ mbar) to avoid surface oxidation. All APT measurements were performed employing a LEAP 4000 X Si local electron atom probe (Cameca Instruments) in laser pulse mode ($\Delta t_{\text{puls}} = 355$ nm) at a base temperature of 55 K. A laser pulse energy of 20 pJ, a pulse frequency of 200 kHz, and a detection rate of 1% were used for all measurements. The resulting data sets were analyzed using the IVAS 3.6.12 software package. A detailed analysis of the multiple events was performed using the EPOSA software package, which was developed in-house.

**Ellipsometry:** Ellipsometry spectra ranging from 0.7 to 5.2 eV and for angles of incidence of 65°, 70°, and 75° were recorded using a Woolum M-2000UL ellipsometer equipped with deuterium and halogen lamps. Experimentally obtained ellipsometry data were fitted using the CODE software (cf. Figure S10 in the Supporting Information). The dielectric function $\varepsilon(\omega)$ was modeled using the following contributions: 1) background, which is a constant accounting for the polarizability of the higher energy range, 2) a Drude contribution, and 3) a Tauc–Lorentz model. The corresponding fits of the experimental ellipsometry data in the energy range of interest to compare experimental and theoretical $\varepsilon(\omega)$ (cf. Figure 7) can be found in the Supporting Information.

**Computational Details:** Full structural optimizations (lattice parameters and atomic positions) and electronic structure computations were performed using density functional theory in combination with projector augmented wave$^{[43]}$ (PAW) potentials as implemented in the Vienna ab initio simulation package (VASP)$^{[44–47]}$ and ABINIT$^{[48,49]}$ code, respectively. Correlation and exchange were described by the generalized gradient approximation of Perdew, Burke, and Ernzerhof (GGA-PBE)$^{[50]}$ while the density-functional-theory-based computations were performed considering spin–orbit coupling. Sets of $5 \times 5 \times 5$ up to $20 \times 20 \times 20$ k-points were employed to sample the first Brillouin zones for reciprocal space integrations. The energy cut-off was 500 eV and all calculations were considered converged, as the difference between two iterative steps of the electronic (and ionic) relaxations fell at most below $10^{-4}$ (and $10^{-6}$) eV per cell.

To compute the electrons shared and transferred, Bader basins were defined using the Yu–Trinkle algorithm$^{[51]}$ and the corresponding localization (Li(\Omega)) and delocalization indices ($\delta(\Omega, \Omega_I)$) were determined using the DGRID code.$^{[52]}$ LIs were obtained by double integration of the same spin part of the exchange–correlation hole over the corresponding basin, while DIs were obtained by integration of the same quantity once over the native basin and once over the corresponding second basin. LI shows how strongly electron pairs are localized within the basin and do not participate in bonding, while DI provides the number of shared pairs of electrons between two atoms.$^{[53,54]}$ The electron population of each atom $N(\Omega)$ is defined as the sum over the localization and half of the delocalization indices of an atom with all other basins. The same was obtained by simple integration of the electron density over the basin $\Omega$. All compounds analyzed here were binary compounds, i.e., by subtracting the atomic charge to $N(\Omega)$, the quantity of electrons transferred between atoms was obtained. Further details can be found in the Supporting Information of ref. [17]. Details concerning the calculation of $Z^\text{e}$, $\varepsilon_\text{e}$, and $\gamma_\text{TO}$ can be found in the Supporting Information of ref. [16].
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