Anticipating the Length of Employees’ Working Time
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Abstract: Asymmetry of employee productivity is an important issue when planning production work. Estimated time to complete the work depends on many factors, such as employee experience, qualifications, and efficiency of brigades and subcontractors, accidents, unreliable suppliers, material shortages, the need for correction work, fatigue, stress, etc. The paper presents the statistical method—Multivariate Method of Statistical Models—MMSM. It enables the assessment of the impact on the duration of works of its characteristic variables and the prediction of the duration of individual orders. In order to carry out the multi-criteria method (MMSM) analysis, the employees’ working time was measured at the newly opened steel structure production plant in Kielce. The results of the analyses clearly show that thanks to the method used, quick and accurate prediction of employees’ work efficiency is possible. In the analyzed case, the best forecast was obtained using the method of automatic neural networks, where the MAPE error = 0.02%.
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1. Introduction

Planning production works is an extremely important issue, which depends on the material delivery schedule, transport schedule, employment schedule, proper use of available work stations and machines, and many others [1]. Production ventures are exposed to various risk factors that can disturb the pre-planned time for the execution of the element. The most common risk factors are [2,3]: different employee experience, qualifications and performance of brigades and subcontractors, accidents, unreliable suppliers, material shortages, the need for correction work, fatigue, stress, etc. Beck and Shen even worked on the impact of presidential elections on employee productivity [4]. The variability of the environment in which the project is carried out is a source of uncertainty and risk. This risk relates mainly to the time, cost, and quality.

Production plants set average working time standards for the worker or the number of working hours to complete the item. However, these are averaged times, often not mapping in reality. Production schedules often turn out to be divergent with production practice and are the reason for delays in deliveries to contractors [5] which is associated with contractual penalties for failure to meet deadlines.

Today’s computing power creates opportunities for performing complex computational operations in a short time, and thus for creating completely new computational methods that are useful in the issue of scheduling. Many researchers deal with the subject of work efficiency and methods of its estimation or planning [6]. Research was carried out to determine the impact on work efficiency, including: fatigue and breaks [7,8], age of employees [9], accidents at work [3], motivating factors for work [10], and even the role of religion or sexuality of the employee [11].

The work presents a methodology for improving the planning of production works and determining their time, taking into account various factors affecting the implementation of production.
The time of making a single element is the most important issue necessary for the correct control and production control. In Materials and Methods, the multi-criteria method (MMSM) is shown. Using this, it is possible to determine the best mapping of production time, depending on the size of the order, the type of performed elements, employee experience, equipment failure, and many other factors. The next section compiles the results of the tests carried out. In the Discussion section, the results of the analyzes are summarized and their usefulness in the forecast of employee work time results is assessed. The next section of the article summarizes the conclusions of the article.

The purpose of the work is to generate a regression formula showing the impact on the duration of works of certain characteristic variables for this process. It will determine the number of pieces of the produced item will be manufactured in the working hours, thanks to which it will be possible to predict the duration of work for a specific order.

2. Materials and Methods

In order to conduct the Multivariate Method of Statistical Models (MMSM) analysis, the employees’ working time was measured at the newly opened steel structure production plant in Kielce in 2019. The measuring plant employed 8 employees as welder-grinders. Therefore, it should be emphasized that in addition to welding work, each employee also performs grinding works, which are time consuming.

Eight employees of differing age and professional experience were observed for four days. The measurements performed concerned employee performance (dependent variable), which was determined in pieces of the welded element per hour of effective work (Table 1). Employee performance depended on independent variables: experience, the number of effective working hours, the number of elements made at that time, equipment failure rate, average hall temperature, manufacturing errors and partly associated grinding time, or employee well-being.

The employees work eight hours a day, from 6:00 to 14:00, during which they have an 0.5 h lunch break. The effective working hours were defined as the time during the day spent on welding, after counting the lunch break, this time can be a maximum of 7.5 h.

The scope of work for these workers include: preparatory work of the workplace, replacement of welding gases and welding wire, initial dimensional control of prepared elements, care for entrusted equipment and tools, welding, and grinding of produced elements. It happens that an employee stay longer in work, or leaves the workplace earlier (after previous agreement with boss). Depending on the self-organization of the workplace and experience, employees achieve different times.

The time of making a single element (steel structure) depends on its size, complexity, number of welded joints and their types, welding methods, and many others. In order to limit the number of independent variables affecting employee performance, the research was conducted on employees producing the same type of steel structure and using the MAG welding method. All employees used welding and grinding machines from the same company.

The number of elements made during one work shift by one employee was assumed to be approximately 0.25, because employees did not always finish the last produced element. Such an element was left in the position and work began the next day.

During welding processes, numerous pollutants in the form of dust and gases are emitted, as well as optical radiation, high temperature, electromagnetic field and noise, which have a negative impact on human health and its work efficiency. Favorable working conditions of welders led to greater process efficiency. Poor working conditions led to frequent fluctuations in quality and sometimes work efficiency. Every day, employees were asked to rate their well-being and health on a scale of 1–5. 1: very bad, 2: bad, 3: normal, 4: good, 5: very good.
Table 1. Measurements of employee performance and independent variables affecting it.

| Day 1 |     |     |     |     |     |
|-------|-----|-----|-----|-----|-----|
|       | 2.10 | 1   | 15.75 | 3.5 | 21  | 4   | 3   |
|       | 2.13 | 3   | 16.00 | 3   | 21  | 3.25| 3   |
|       | 2.20 | 4   | 16.75 | 5   | 21  | 3   | 4   |
|       | 2.27 | 5   | 17.00 | 5.5 | 21  | 3.25| 3   |
|       | 2.30 | 7   | 17.25 | 4   | 21  | 3.25| 3   |
|       | 2.30 | 7   | 17.25 | 4.3 | 21  | 3.25| 3   |
|       | 2.40 | 9   | 18.00 | 4.3 | 21  | 3.25| 5   |

| Day 2 |     |     |     |     |     |
|-------|-----|-----|-----|-----|-----|
|       | 2.10 | 1   | 15.75 | 3.5 | 21.5| 3.5 | 4   |
|       | 2.13 | 3   | 16.00 | 3   | 21.5| 3.75| 4   |
|       | 2.20 | 4   | 16.50 | 5   | 21.5| 3   | 4   |
|       | 2.27 | 5   | 17.00 | 5.5 | 21.5| 3.25| 3   |
|       | 2.30 | 7   | 17.25 | 4   | 21.5| 3.25| 3   |
|       | 2.30 | 7   | 17.25 | 4.3 | 21.5| 3.25| 4   |
|       | 2.37 | 9   | 17.75 | 4.3 | 21.5| 2.75| 3   |

| Day 3 |     |     |     |     |     |
|-------|-----|-----|-----|-----|-----|
|       | 2.13 | 1   | 16.00 | 3.5 | 20.5| 3.25| 4   |
|       | 2.13 | 3   | 16.00 | 3   | 20.5| 3.75| 3   |
|       | 2.20 | 4   | 16.50 | 5   | 20.5| 3.5 | 2   |
|       | 2.27 | 5   | 17.00 | 5.5 | 20.5| 3.25| 3   |
|       | 2.27 | 7   | 17.00 | 4   | 20.5| 3   | 2   |
|       | 2.33 | 7   | 17.50 | 4.3 | 20.5| 2.75| 3   |
|       | 2.40 | 9   | 18.00 | 4.3 | 20.5| 3   | 4   |

| Day 4 |     |     |     |     |     |
|-------|-----|-----|-----|-----|-----|
|       | 2.10 | 1   | 15.75 | 3.5 | 21  | 3.5 | 3   |
|       | 2.20 | 3   | 16.50 | 3   | 21  | 3.5 | 4   |
|       | 2.20 | 4   | 16.50 | 5   | 21  | 3   | 3   |
|       | 2.27 | 5   | 17.00 | 5.5 | 21  | 3.25| 3   |
|       | 2.30 | 7   | 17.25 | 4   | 21  | 3.25| 3   |
|       | 2.30 | 7   | 17.25 | 4.3 | 21  | 2.75| 4   |
|       | 2.40 | 9   | 18.00 | 4.3 | 21  | 2.5 | 3   |

Methods

The Multivariate Method of Statistical Models (MMSM) is a new methodology for forecasting project implementation time. It allows you to create schedules taking into account real conditions, not averaged. The method is based on the computational analysis of prognostic methods: multiple regression, multi-naming adaptive regression using spline functions, generalized additive models, artificial neural networks, support vectors, and integrated autoregression. Conducting calculations involves conducting prognostic analyzes, from which the best fit to real data is then selected based on the least prognostic error. The method was developed by M. Rogalska [12] and is successfully used to predict the times of construction works.

At the initial stage of the analysis, it is necessary to determine the type of distribution of individual variables. Normal distribution Gaussian distribution is the most common type of empirical distribution. It results from the fact that many phenomena, especially natural ones, are shaped according to such a distribution [13]. To determine the normality of the distribution, the Shapiro-Wilk test is performed. It is the preferred test of normality because of its high power compared to other tests. Using the Shapiro-Wilk test, it is possible to check if the variables have distributions close to the normal distribution [14]. The Shapiro-Wilk test statistic value for 32 cases should be a minimum of 0.930 for the distribution to be classified as normal.
The next step is to check the correlation between variables, so you can eliminate strongly related variables that can affect the disturbance or distortion of the analysis.

Based on the collected data (Table 1), analyses were performed using such computational methods as multiple regression forecasting (MR (Multiple Regression), forecasting using multimodal adaptive regression using glued functions—MARSplines (Multivariate Adaptive Regression Splines), forecasting using generalized models additive—GAM (Generalized Additive Models), as well as the method of Automatic Neural Networks—NN (Neural Networks).

Forecasting by means of multiple regression method, it aims to quantify the relationships between many independent (explanatory) and dependent (criterion, explained) variables [15,16]. The purpose of building and analyzing the multiple regression model is to examine the existence of relationships between variables and the effect of Xi variables on the Y variable (in this case, “employee performance”). The condition for the correctness of the model is: no strong correlation between independent variables, a greater number of observations than the number of parameters to be estimated, independent variables cannot be a linear combination of other independent variables.

Forecasting with the use of multi-naming adaptive regression methods using spline functions is known as MARSplines. The MARS method is one of the many tools of statistical data mining [17], used, among others, to solve regression problems. As a non-parametric model, it does not require assumptions about the shape of the functional relationship between dependent and independent variables. This relationship is determined as a linear combination of base functions based solely on the information contained in the input data. Data is divided into areas in which separate regression functions are independently defined. This tool is especially valuable with more dimensions and large data sets, with complex relationships between them.

Forecasting by the method of generalized additive models is known as GAM. Generalized additive models, in short, GAM, were developed in 1990 by Hastie and Tibshirani [18–20] who proposed estimation for multidimensional variables by means of additive approximation of the regression function, replacing the linear function of explanatory variables with additive “nonparametric” functions, which can be estimated, for example, by smoothed cubic spline functions. In the case of generalized additive models, instead of a combination of linear predictors, we used a nonparametric function obtained by applying smoothing to the scatter chart of partial residuals (for transformed values of the dependent variable).

Forecasting with the NN method allows obtaining very good forecast results [12]. It involves the processing of data by neurons grouped into layers. Appropriate results are obtained thanks to the learning process, which consists of modifying the weights of those neurons that are responsible for the error. Neural networks are resistant to damage, to incorrect or incomplete information [12]. They can operate efficiently even when some of its elements are damaged and some of the data is lost. They are best suited for solving a class of tasks where writing a normal program is very difficult or impossible, e.g., due to the lack of a known algorithm.

The regression line expresses the best prediction of the dependent variable for given independent variables. However, nature is rarely perfectly predictable and we usually deal with deviations of the measurement points from the regression line. The deviation of a given point on the graph from the regression line (i.e., its predicted value) is called the “residual” value. During the individual analyses, their correctness was checked and assessed by means of the autocorrelation check and partial autocorrelation of residues, as well as fit charts. All analyses, in the last phase of work, were subjected to the MAPE error test. The MAPE (Mean Absolute Percentage Error) error [12,21] is the average absolute percentage error that is made when forecasting based on a specific model. This parameter is known by analyzing the accuracy of forecasts constituting the basis for building the estimation model. It informs about the average size of measured errors. It follows that the smaller the MAPE, the better. The error is expressed by the formula:
MAPE = \frac{1}{T - n} \sum_{i=n}^{T} \frac{|Y_i - Y_{ip}|}{Y_i}

where: \( T \)—number of the last moment/period for which the forecast was checked; \( N \)—number of the last known observation of the forecast variable; \( Y_i \)—actual value of the variable in period \( i \); \( Y_{ip} \)—projected value of the variable in period \( i \).

3. Results

The variables were subjected to the normality test. The results (Table 2) show that most of the data has a normal distribution. In contrast, temperature and well-being are variables with a distribution close to normal.

Table 2. Results of the distribution normality test.

| No. | Variable Name                  | Chart | W     |
|-----|--------------------------------|-------|-------|
| v1  | Employee productivity [pcs/h]  | ![chart](image1.png) | 0.948 |
| v2  | Employee experience [years]    | ![chart](image2.png) | 0.930 |
| v3  | Number of elements made [pcs]  | ![chart](image3.png) | 0.948 |
Table 3. Summary of the correlation study.

| No. | Variable Name          | Chart       | W       |
|-----|------------------------|-------------|---------|
| v4  | Failure/equipment repair [%] | ![Chart](chart1.png) | 0.933   |
| v5  | Temp. [°C]             | ![Chart](chart2.png) | 0.810   |
| v6  | Grinding time [h]      | ![Chart](chart3.png) | 0.938   |
| v7  | Well-being assessment  | ![Chart](chart4.png) | 0.839   |

Correlations between variables were examined. The results indicate a relationship between variables (Table 3). Correlations mean that the independent variable has an impact on the independent variable. In practice, this means that employee performance largely depends on the number of components made, employee experience, and the time of grinding. The most correlated independent variables are “number of items made” and “employee experience”. Some methods, such as multiple
reflection, require variables not to be strongly correlated. Therefore, one of these variables will need to be excluded from the analysis, because it can generate a larger error or completely prevent calculations.

Table 3. Summary of the correlation study.

| Variable                                      | Means   | Std.Dev | Employee Productivity [pcs/h] | Employee Experience [years] | Number of Elements Made [pcs] | Failure/Equipment Repair [%] | Temp. [°C] | Grinding Time [h] | Well-Being Assessment [1–5] |
|-----------------------------------------------|---------|---------|-------------------------------|-----------------------------|-------------------------------|-----------------------------|------------|-------------------|-------------------------------|
| Employee productivity [pcs/h]                | 2.242   | 0.088   | 1.000                         | 0.965                       | 1.000                         | 0.379                       | −0.034    | −0.676            | 0.055                         |
| Employee experience [years]                  | 5.125   | 2.406   | 0.965                         | 1.000                       | 0.965                         | 0.324                       | 0.000     | −0.636            | −0.016                        |
| Number of elements made [pcs]                | 16.813  | 0.660   | 1.000                         | 0.965                       | 1.000                         | 0.379                       | −0.034    | −0.676            | 0.055                         |
| Failure/equipment repair [%]                 | 4.263   | 0.752   | 0.379                         | 0.324                       | 0.379                         | 1.000                       | 0.000     | −0.034            | 0.000                         |
| Temp. [°C]                                   | 21.000  | 0.359   | −0.034                        | 0.000                       | −0.034                        | 0.000                       | 1.000     | 0.000             | 0.000                         |
| Grinding time [h]                            | 3.195   | 0.322   | −0.676                        | −0.636                      | −0.676                        | −0.555                      | 0.000     | 1.000             | −0.095                        |
| Well-being assessment [1–5]                  | 3.469   | 0.718   | 0.055                         | −0.016                      | 0.055                         | 0.213                       | 0.250     | −0.095            | 1.000                         |

3.1. Multiple Regression Method

In the multiple regression method, the independent variable “number of elements made” was excluded from the calculations, because it was very strongly correlated with the dependent variable “employee performance” and the variable “employee experience” (Figure 1).

Figure 1. Correlation between employee productivity, employee experience and number of elements made.

The use of two independent variables that are predictors and strongly linearly correlated with each other may have a negative impact on the analysis. In such a situation, independent variables will not introduce a significant dependence to the regression pattern, only a distortion.
3.1.1. MR1

Table 4 is a summary of the MR1 analysis. Independent variables were used for the analysis: v2, v5, v6, v7 (Figures 2–4). Based on the generated calculations, it was possible to determine a regression formula that would allow prediction.

Table 4. Summary of multiple regression results MR1 (v1; v2, v5, v6, v7).

| Table 4. Summary of multiple regression results MR1 (v1; v2, v5, v6, v7). |
|---------------------------------------------------------------|
| **MR1 (v1; v2, v5, v6, v7)**                                   |
| **Dependent Variable: v1; Independent Variable: v2, v5, v6, v7** |
| **N = 32**                                                     |
| **Regression Summary for Dependent Variable: Employee Productivity [pcs/h]** |
| R = 0.97151969  R² = 0.94385051 Adjusted R² = 0.93553207       |
| F(4,27) = 113.46  p < 0.000000  Std.Error of estimate: 0.02234 |
| **Beta**   | **Std. Err. of Beta** | **B**   | **Std. Err. of B** | **t (27)** | **p-Level** |
| Intercept   | 2.390392               | 0.244150 | 9.79067           | 0.000000   |
| v2          | 0.098220               | 0.059407 | 0.033210          | 0.002172   | 15.28803    | 0.000000   |
| v6          | −0.091091              | 0.059686 | −0.024881         | 0.016303   | −1.52617    | 0.138598   |
| v7          | 0.074736               | 0.047582 | 0.009162          | 0.005833   | 1.57067     | 0.127906   |
| v5          | −0.052723              | 0.047132 | −0.012914         | 0.011545   | −1.11863    | 0.273151   |

Regression formula: v1 = 2.390392 + 0.033210v2 − 0.024881v6 + 0.009162v7 − 0.012914v5.

Figure 2. Comparison of observed values and predictions.

Figure 3. Autocorrelation function—rest.
Despite the good mapping on the graph of predicted and observed values, it turned out that in comparison the values of autocorrelation of residues and autocorrelation of partial residues exceed the limit. Thus, the model is not correct. To obtain a better prediction, the independent variable “number of elements made” was modified so that its distribution was normal. The variable v3 was logarithmized and then used in the analysis (Table 5). Despite the good mapping on the graph of predicted and observed values, it turned out that in comparison the values of autocorrelation of residues and autocorrelation of partial residues exceed the limit. Thus, the model is not correct (Figures 5–7) and its analysis and calculation of the MAPE error was not continued.

**Figure 3.** Autocorrelation function—rest.

**Figure 4.** Partial autocorrelation function—rest.

MAPE error [%] = 0.72.

Based on the calculations and analysis of their results, the correctness of the adopted model is confirmed.

3.1.2. MR2

To obtain a better prediction, the independent variable “number of elements made” was modified so that its distribution was normal. The variable v3 was logarithmized and then used in the analysis (Table 5). Despite the good mapping on the graph of predicted and observed values, it turned out that in comparison the values of autocorrelation of residues and autocorrelation of partial residues exceed the limit. Thus, the model is not correct (Figures 5–7) and its analysis and calculation of the MAPE error was not continued.
Table 5. Summary of multiple regression results MR2 (v1; Log(v3), v4, v7).

| Dependent Variable: Employee Productivity [pcs/h] |
|-----------------------------------------------|
| N = 32 |

\[
R = 0.99984602 \quad R^2 = 0.99969206 \quad \text{Adjusted } R^2 = 0.99965907
\]

\[
F(3, 28) = 30300, \quad p < 0.0000 \quad \text{Std. Error of Estimate: } 0.00162
\]

| Beta | Std. Err. of Beta | B | Std. Err. of B | t (27) | p-Level |
|------|------------------|---|---------------|--------|---------|
| Intercept | -4.11047 | 0.022218 | -185.009 | 0.000000 |
| Log(v3) | 1.004722 | 0.003602 | 2.25307 | 0.008078 | 278.909 | 0.000000 |
| v4 | -0.013375 | 0.003682 | -0.00157 | 0.000431 | -3.633 | 0.001114 |
| v7 | 0.004819 | 0.003396 | 0.00059 | 0.000416 | 1.419 | 0.166949 |

Regression formula: \( v1 = -4.11047 + 2.25307 \log(v3) - 0.00157v4 + 0.00059v7. \)

Figure 5. Comparison of observed values and predictions.

Figure 6. Autocorrelation function—rest.
3.2. Multivariate Adaptive Regression Splines Method

The MARSplines method itself rejects correlated variables during analysis. Thus, in this case, all available independent variables were used for the calculation (Tables 6–8). The forecast and observed values chart does not coincide very well, but is satisfactory. No discrepancies were detected in the values of the residue autocorrelation and autocorrelation functions particle residue, so the model as well as the regression pattern is considered to be correct (Figures 8–10). The last step of the analysis was to determine the MAPE error, which also proved to be very good.

MARS1 (v1; v2, v4, v5, v6, v7).

Dependent variable: v1; Independent variable: v2, v4, v5, v6, v7.

**Table 6. Model specifications of MARSplines method.**

| Model Specifications | Value                  |
|----------------------|------------------------|
| Independents         | 5                      |
| Dependents           | 1                      |
| Number of terms      | 2                      |
| Number of basis functions | 1                  |
| Order of interactions| 1                      |
| Penalty              | 2.000000               |
| Threshold            | 0.000500               |
| GCV error            | 0.000629               |
| Prune                | Yes                    |
Table 7. Number of times each predictor is used in MARSplines method.

| Dependents                          | Number of References to Each Predictor | Number of Times Each Predictor is Referenced (Used) |
|-------------------------------------|----------------------------------------|---------------------------------------------------|
| Employee experience [years]         | References                              |                                                   |
| Failure/equipment repair [%]        | 0                                      |                                                   |
| Temperature [°C]                    | 0                                      |                                                   |
| Grinding time [h]                   | 0                                      |                                                   |
| Well-being assessment [1–5]         | 0                                      |                                                   |

Table 8. Model coefficients, knots and basis functions of MARSplines method.

| Coefficients, Knots and Basis Functions | Model Coefficients | NOTE: Highlighted Cells Indicate Basis Functions of Type Max(0, Independent-Knot), otherwise Max(0, Knot-Independent) |
|----------------------------------------|--------------------|------------------------------------------------------------------------------------------------------------------|
| Coefficients v1                        | 2.096123           | v1                                                                                                               |
| Knots v2                               | 1.00               | v2                                                                                                               |
| Knots v3                               | -                  | v3                                                                                                               |
| Knots v4                               | -                  | v4                                                                                                               |
| Knots v5                               | -                  | v5                                                                                                               |
| Knots v6                               | -                  | v6                                                                                                               |
| Knots v7                               | -                  | v7                                                                                                               |

Regression formula: $v_1 = 2.09612349117920 + 0.0352831940575674 \times \max(0; v_2 - 1.0000000000000)$

Figure 8. Comparison of observed values and predictions.
Independent variables with normal distribution were adopted for calculations: v2, v3, v4, v6 (Table 9). Despite the good mapping on the graph of predicted and observed values, it turned out that in comparison the values of autocorrelation of residues and autocorrelation of partial residues exceed the limit (Figures 11-13). Thus, the model is not correct and its analysis and calculation of the MAPE error was not continued.

MAPE error [%] = 0.82.

Based on the calculations and analysis of their results, the correctness of the adopted model is confirmed.

3.3. Generalized Additive Models Method

3.3.1. GAM1

The GAM analysis began with the selection of the appropriate variable distribution and binding function. Due to the fact that the dependent variable and most independent variables had a normal distribution, Normal distribution and Identity binding function were selected for analysis. Independent variables with normal distribution were adopted for calculations: v2, v3, v4, v6 (Table 9). Despite the good mapping on the graph of predicted and observed values, it turned out that in comparison the values of autocorrelation of residues and autocorrelation of partial residues exceed the limit...
(Figures 11–13). Thus, the model is not correct and its analysis and calculation of the MAPE error was not continued.

GAM1 (v1; v2, v3, v4, v6).
Dependent variable: v1; Independent variable: v2, v3, v4, v6.

**Table 9. Summary of GAM method.**

| Variable Index | Degrees of Freedom | GAM Coefficient | Std. Err. | Result Std. | p-Level |
|----------------|--------------------|-----------------|-----------|-------------|---------|
| Intercept      | 0                  | 1.000000        | −0.020311 | 0.012648    | −1.6058 |
| v2             | 1                  | 3.999711        | −0.000897 | 0.000204    | −4.3932 |
| v3             | 2                  | 3.998411        | 0.134833  | 0.000779    | 173.1406 |
| v4             | 3                  | 4.001388        | 0.000079  | 0.000206    | 0.3823  |
| v6             | 4                  | 4.000114        | −0.000198 | 0.000595    | −0.3329 |

Regression formula: $v1 = -0.020311v2 + 0.134833v3 + 0.000079v4 − 0.000198v6$.

**Figure 11.** Comparison of observed values and predictions.

**Figure 12.** Autocorrelation function—rest.
3.3.2. GAM2

Due to the fact that not all variables had a normal distribution, it was decided to carry out another GAM analysis, this time assuming the distribution of the Gamma variable and Log binding function. All independent variables were assumed for calculations of the \( v_1 \) variable. However, the program rejected some independent variables due to too few different data values in these cases (Table 10). Despite the very good mapping on the graph of predicted and observed values, it turned out that in comparison the values of autocorrelation of residues and autocorrelation of partial residues exceed the limit (Figures 14–16). Thus, the model is not correct and its analysis and calculation of the MAPE error was not continued.

GAM2 \((v_1; v_2, v_3, v_4, v_5, v_6, v_7)\).

Dependent variable: \( v_1 \); Independent variable: \( v_2, v_3, v_4, v_5, v_6, v_7 \).

Table 10. Model specifications of GAM2 method.

| Variable   | Index | Degrees of Freedom | GAM Coefficient | Std. Err. | Result Std. | \( p \)-Level |
|------------|-------|-------------------|----------------|-----------|-------------|--------------|
| Intercept  | 0     | 1.000000          | \(-0.193360\)   | 0.001631  | \(-118.549\) | 0.000000     |
| \( v_2 \)  | 1     | 3.999711          | \(-0.000019\)   | 0.000026  | \(-0.703\)  | 0.000000     |
| \( v_3 \)  | 2     | 3.998411          | 0.059500        | 0.000100  | 592.487     | 0.000000     |
| \( v_4 \)  | 3     | 4.001388          | \(-0.000024\)   | 0.000027  | \(-0.919\)  | 0.948296     |
| \( v_6 \)  | 4     | 4.000114          | \(-0.000096\)   | 0.000077  | \(-1.255\)  | 0.580771     |

Regression formula: \( v_1 = e^{(-0.193360 - 0.000019v_2 + 0.059500v_3 - 0.000024v_4 - 0.000096v_6)} \).
### Figure 14. Comparison of observed values and predictions.

| Lag | Observed | Predicted | Conf. Limit |
|-----|----------|-----------|-------------|
| 1   | +306.1688 | -0.000096 | -0.000096  |
| 2   | +0.211661 | -0.000024 | -0.000024  |
| 3   | -0.0331633 | -0.000027 | -0.000027  |
| 4   | +0.0201604 | -0.000019 | -0.000019  |
| 5   | +0.0151575 | -0.580771 | -0.580771  |
| 6   | -119.1546 | 0.000000  | 0.000000    |
| 7   | -226.1516 | 0.000000  | 0.000000    |
| 8   | -450.1489 | -1.255    | -1.255      |
| 9   | -0.0461454 | -1.9193   | -1.9193     |
| 10  | +116.1422 | 0.000000  | 0.000000    |
| 11  | +0.3031389 | 0.000000  | 0.000000    |
| 12  | +0.0121356 | 0.000000  | 0.000000    |
| 13  | -105.1321 | 0.000000  | 0.000000    |
| 14  | -0.0791286 | 0.000000  | 0.000000    |
| 15  | -0.0301250 | 0.000000  | 0.000000    |

### Figure 15. Autocorrelation function—rest.
3.4. Neural Networks Method

The following tables (Tables 11 and 12) are a summary of the NN analysis carried out. Independent variables were used for the analysis: v2, v3, v4, v5, v6, v7. Based on the calculations made it was possible to assess the correctness of the prediction.

NN1 (v1; v2, v3, v4, v5, v6, v7).

Dependent variable: v1; Independent variable: v2, v3, v4, v5, v6, v7.

Table 11. Information about perf. and error value of NN method.

| Index | Net. Name | Training Perf. | Test Perf. | Training Error | Test Error |
|-------|-----------|----------------|------------|----------------|------------|
| 1     | MLP 6-7-1 | 0.999985       | 0.999991   | 0.000002       | 0.000002   |

Table 12. Information.

| Training Algorithm | Error Function | Hidden Activation | Output Activation |
|--------------------|----------------|-------------------|-------------------|
| BFGS 17            | SOS            | Tanh              | Identity          |

Regression formula: It is not generated.

MAPE error [%] = 0.02.

Based on the calculations and analysis of their results (Figures 17–19), the correctness of the adopted model is confirmed.
Figure 17. Comparison of observed values and predictions.

Figure 18. Autocorrelation function—rest.
4. Discussion

Five main directions of scheduling development can be distinguished: the first including the introduction of fuzzy data [22,23], the second taking into account time buffers [24,25], the third introducing risk factors [26], the fourth regarding task scheduling using artificial intelligence tools [27, 28], and the fifth involving pipeline task scheduling [29]. A common feature of all faculties is the use of work input values as an element necessary to create a schedule. In construction, the amount of work [30] is given in the form of the total work time of all workers performing a specific task. Establishing the input standard is difficult because the input for the same production unit is not always the same. They depend on many factors, such as: method of construction and type of construction, type and grade of materials used, qualifications and abilities of workers, working conditions, technique and technology of execution, quality requirements, number of works to be performed, and size of the working team. The expenditure standards obtained in this way are averaged values and may significantly differ from the time the work was carried out under certain conditions.

The use of average time for employees in the schedule is different from the actual values for individual employees and may be the reason for non-compliance. The methodology presented in the article is more accurate and allows better estimation of the time needed to complete a given number of elements by an employee.

After conducting a number of analyzes using various calculation methods, it is possible to assess their usefulness in the employee performance forecast. Analyzing the collected data manually, it could be seen that there is a relationship between the independent variables “employee experience” and “number of elements made” and the dependent variable “employee performance”. In practice, it is often found that employee performance depends on their seniority in similar positions. Correlation analysis only confirmed the authors’ suppositions. It was necessary to exclude one of the correlated independent variables in order to improve the prediction model of some methods (as in the MR1 method).

The results of individual analyzes are summarized in the table below (Table 13).
Table 13. Summary of calculations carried out by selected methods.

| Method Name | Autocorrelation of Residues or Partial Residues | Model Correctness | MAPE Error [%] |
|-------------|-----------------------------------------------|-------------------|----------------|
| MR1 (v1; v2, v5, v6, v7) | Does not occur | Correct | 0.72 |
| MR2 (v1; Log(v3), v4, v7) | In 6th place | Incorrect | - |
| MARS1 (v1; v2, v4, v5, v6, v7) | Does not occur | Correct | 0.82 |
| GAM1 (v1; v2, v3, v4, v6) | In 4th place | Incorrect | - |
| GAM2 (v1; v2, v3, v4, v5, v6, v7) | In 8th place | Incorrect | - |
| NN1 (v1; v2, v3, v4, v5, v6, v7) | In 12th place | Correct | 0.02 |

The correctness of calculations was determined based on the function of residue correlation and partial autocorrelation of residues. The residual series, which arises as the difference between the measured values and the predicted values, should have an average close to zero. At the same time, its standard deviation need not be zero. If the model is correct, no random correlation should occur. However, computational practice shows that if the limit values are not exceeded in the first 8 delays, the model can be assumed to be correct.

All examined residual autocorrelation and partial residual autocorrelation plots were summarized for 15 delays and their limits. Table 13 shows that several methods exceeded limit values in the first 8 delays. Therefore, it should be stated that the hypothesis about the presence of residues in these cases was confirmed and the equation from which the residual series can not be a regression equation. Based on residue autocorrelation and partial residue autocorrelation, MR2, GAM1, and GAM2 models were rejected. Other models meet the criterion.

Of the many available measures for assessing the accuracy of prediction and calculation of errors, it was decided to use the MAPE error, because it is the most reliable. This is the basic measure of the correctness of calculations. In the assessment of the forecast, the criterion was adopted in which the MAPE error below 1% is considered to be highly accurate, from 1–3% as good, and above 3% as not good.

The MAPE error calculations were made only for the correct models and all forecasts can be considered highly accurate because their error value is less than 1%. The best prediction was obtained by the method of automatic neural networks and amounts to 0.02%.

5. Conclusions

The presented work shows various computational models of the MMSM method, thanks to which it is possible to predict employees’ work performance quickly and accurately. At present, anticipating employee performance and the length of time they work, or the time it takes to perform a specific task, is time consuming and often complicated. The methodology presented in the article is possible to apply in various sectors of the economy. Any company with input data that wants to gain better control and predict the plant’s performance can use the presented methodology. Based on the research conducted, the following conclusions were made:

(1) Forecasting and prediction is possible based on the regression formula of employee performance by the MMSM method. The method shows how certain characteristic variables for this process have an impact on the duration of works;
(2) Half of the analyzed models is correct and reflects employee performance very accurately. It is possible to use selected models to assess employee performance and the duration of work for a specific order;
(3) The best forecast was obtained using the automatic neural network method, MAPE = 0.02%. The disadvantage of this method is the lack of a regression pattern, which limits its universality. New calculations can be made by a person who has all previous data and a neural network.
The research will be continued in the context of the specialization of the work of individual employees. Division of employees into sections performing permanent and simple tasks, thanks to which it will be possible to increase employee productivity and thus increase the efficiency of the entire plant. It is planned to collect further data, in a similar way as shown in the work. Then the plant will be reorganized. Employees will not perform the entire item from beginning to end as it has been until now. Complex elements will be divided into simple and repeatable sections. Each employee will be assigned to perform a repetitive operation. The collected data will be compared. It is possible that the next work will bring new solutions.
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**Signs**

| Abbreviation | Description                             |
|--------------|-----------------------------------------|
| MMSM         | Multivariate Method of Statistical Models |
| MR           | Multiple Regression                     |
| MARS         | Multivariate Adaptive Regression Splines |
| GAM          | Generalized Additive Models             |
| NN           | Neural Networks                         |
| MAPE         | Mean Absolute Percentage Error          |
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