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Abstract. This note contains a plethora of counterexamples to attempts to generalize the results of bi-parameter embedding from $p = 2$ case to either $p > 2$ or $p < 2$. This is in striking juxtaposition to $p = 2$ case that was fully understood in the series of papers [AMP S], [AMPVZ-K], [MPVZ1], [MPVZ2], [AHMV], [MPV]. We also build a counterexample to small energy majorization on bi-tree. This counterexample shows that straightforward generalizations of methods of [AMPVZ-K], [MPVZ1], [MPVZ2], [AHMV] from 2-tree $T^2$ or 3-tree $T^3$ to 4-tree $T^4$ will not work even for $p = 2$ unless some new approach is invented.

1. Introduction

Embedding theorems on graphs are interesting in particular because they are related to the structure of spaces of holomorphic functions. For Dirichlet space on a disc this fact has been explored in [ARSW14] [ARS02] [ARSW11], and for Dirichlet space on bi-disc in [AMP S], [AMPVZ-K], [AHMV]. Bi-disc case is much harder as the corresponding graph has cycles. One particular interesting case see in [Saw1] (a small piece of bi-tree is considered).

The difference between one parameter theory (graph is a tree) and two parameter theory (graph is a bi-tree) is huge. One explanation is that in a multi-parameter theory all the notions of singular integrals, para-products, BMO, Hardy classes etc become much more subtle than in one parameter settings. There are many examples of this effect. It was demonstrated in results of S.Y. A. Chang, R. Fefferman and L. Carleson, see [Carl74], [Chang79], [ChF80], [RFT], [Tao].

Another difference between one- and two-parameter embeddings is that in one parameter case the results for $L^p$ are the same as for $L^2$. This seems not to be the case for the two parameter theory.
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2. Basic lemmas that underpin \( p = 2 \) case

We know that \( d \)-parameter Carleson embedding theorem is completely understood when \( d = 1 \) and \( 1 < p \leq \infty \) (Carleson, Sawyer), and for \( p = 2, \ d = 2, 3, \) see \textcolor{blue}{AMPVZ-K}, \textcolor{blue}{MPVZ1}, \textcolor{blue}{MPVZ2}, \textcolor{blue}{AHMV}, \textcolor{blue}{MPV}. The cases 1) \( d = 2, \ p \neq 2, \) 2) \( d = 4, \ p = 2 \) are the simplest open cases.

Here we demonstrated the difficulties in understanding those simplest open cases by building a plethora of counterexamples to key lemmas “generalized” to those cases.

We start by listing and proving the key lemmas from \textcolor{blue}{AMPVZ-K} that underpin the main bi-parameter embedding result of this and subsequent papers. Then we show why they break down for \( p \neq 2 \) case.

In Section \textcolor{blue}{9} we come back to \( p = 2 \) case but for 4-parameter embedding. And we write a counterexample to a statement that would be one of the possible tools to crack the 4-parameter case.

All this does not mean that we have counterexamples to natural statements. Below we only have counterexamples to “natural proofs”.

**Definition 2.1.** Given a finite tree \( T \), the set of children of a vertex \( \beta \in T \) consists of the maximal elements of \( T \) that are strictly smaller than \( \beta \):

\[
\text{ch} \ \beta := \{ \max(\beta' \in T : \beta' < \beta) \}.
\]

A function \( g : T \to [0, \infty) \) is called **superadditive** if for every \( \beta \in T \) we have

\[
g(\beta) \geq \sum_{\beta' \in \text{ch}(\beta)} g(\beta') .
\]

**Lemma 2.2.** Let \( T' \) be a finite tree and \( g, h : T' \to [0, \infty) \). Assume that \( g \) is superadditive and \( Ih \leq \lambda \) on \ supg. Then for every \( \beta \in T' \) we have

\[
\sum_{\alpha \leq \beta} g(\alpha)h(\alpha) \leq \lambda g(\beta).
\]

**Proof.** Without loss of generality we may consider the case when \( \beta \) is the unique maximal element of \( T' \) and \( T' = \text{supg} \). We induct on the depth of the tree. Let \( T' \) be given and suppose that the claim is known for all its
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Then by the inductive hypothesis and superadditivity we have
\[
\sum_{\alpha \leq \beta} g(\alpha)h(\alpha) = g(\beta)h(\beta) + \sum_{\beta' \in \text{ch}(\beta)} \sum_{\alpha \leq \beta'} g(\alpha)h(\alpha)
\]
\[
\leq g(\beta)h(\beta) + \sum_{\beta' \in \text{ch}(\beta)} g(\beta') \sup_{\alpha \leq \beta'} \sum_{\alpha \leq \beta} h(\alpha')
\]
\[
\leq g(\beta)h(\beta) + \sum_{\beta' \in \text{ch}(\beta)} g(\beta') \sup_{\alpha < \beta} \sum_{\alpha \leq \beta'} h(\alpha')
\]
\[
= g(\beta) \sup_{\alpha \leq \beta} \sum_{\alpha \leq \alpha' \leq \beta} h(\alpha'). \quad \square
\]

**Lemma 2.3.** Let \( I \) be an integral operator with a positive kernel and \( f, g \) positive functions. Then
\[
\int (If)^2 g \leq \left( \sup_{\text{supp} g} II^* g \right) \int f^2.
\]

**Proof.** Without loss of generality \( f \) is positive. By duality we have
\[
\int (If)^2 g = \int fI^*(If \cdot g) \leq \| f \|_2 \| I^*(If \cdot g) \|_2.
\]

By the hypothesis \( Ih(x) = \int K(x, y)h(y) \) with a positive kernel \( K \). Hence
\[
\| I^*(If \cdot g) \|_2^2 = \int I^*(If \cdot g)I^*(If \cdot g)
\]
\[
= \int K(x, y)((If)(x)g(x))(K(x', y)(If)(x')g(x')) d(x, x', y)
\]
\[
\leq \int \frac{1}{2} (If(x))^2 + If(x')^2 K(x, y)(g(x))K(x', y)(g(x')) d(x, x', y)
\]
\[
= \frac{1}{2} \int I^*((If)^2 \cdot g)I^*(g) + \int I^*(g)I^*((If)^2 \cdot g)
\]
\[
= \int (II^*g) \cdot (If)^2 \cdot g
\]
\[
\leq \left( \sup_{\text{supp} g} II^* g \right) \int (If)^2 \cdot g.
\]

Substituting the second displayed estimate into the first we obtain
\[
\int (If)^2 g \leq \| f \|_2 \left( \sup_{\text{supp} g} II^* g \right)^{1/2} \left( \int (If)^2 \cdot g \right)^{1/2}.
\]

The conclusion follows by rearranging the terms. \( \square \)

**Lemma 2.4.** Let \( g, f, w : T \to [0, \infty) \) be positive functions and \( \lambda, \delta > 0 \). Assume that \( g \) is superadditive and \( I(wg) \leq \delta \) on \( \text{supp} f \). Then there exists
a positive function \( \phi : T \to [0, \infty) \) such that
\[
I(w\phi) \gtrsim I(wf) \quad \text{on } \{ \lambda/2 < I(wg) \leq 2\lambda \},
\]
and
\[
\int w\phi^2 \lesssim \frac{\delta}{\lambda} \int wf^2.
\]

**Proof.** Without loss of generality we may assume \( \lambda \geq 4\delta \). Define
\[
\phi(\alpha) := \frac{1}{\lambda} \mathbf{1}_{\delta < I(wg)(\alpha) \leq 2\lambda} I(wf)(\alpha) g(\alpha)
\]
We prove first (2.1). Let \( \omega \in T \) be such that \( \lambda/2 < I(wg)(\omega) \leq 2\lambda \). Then for every \( \alpha \in T \) with \( \alpha \geq \omega \) and \( I(wg)(\alpha) > \delta \) we have
\[
I(wf)(\alpha) = I(wf)(\omega).
\]
It follows that
\[
I(w\phi)(\omega) = \frac{1}{\lambda} \sum_{\alpha \geq \omega: \delta < I(wg)(\alpha) \leq 2\lambda} I(wf)(\alpha)(wg)(\alpha)
\]
\[
= I(wf)(\omega) \frac{1}{\lambda} \sum_{\alpha \geq \omega: \delta < I(wg)(\alpha)} (wg)(\alpha)
\]
\[
= I(wf)(\omega) \frac{1}{\lambda} (I(wg)(\omega) - I(wg)(\alpha_{\min})),
\]
where \( \alpha_{\min} \) is the smallest \( \alpha \) outside of the summation range if it exists (otherwise that term is omitted). But then \( I(wg)(\omega) \geq \lambda/2 \) and \( I(wg)(\alpha_{\min}) \leq \delta \), and (2.1) follows.

Next we will prove the energy estimate (2.2). Let \( \mathcal{U} := \{ I(wg) \leq \delta \} \), so that \( \mathcal{U} \) is an up-set and \( f \) is supported on \( \mathcal{U} \). By Lemma 2.3 with the operator \( I := I\sqrt{w}1_{\mathcal{U}} \) and functions \( F := f\sqrt{w} \) and \( G := g^2 w 1_{I(wg) \leq 2\lambda} \) we can estimate
\[
\int w\phi^2 \leq \frac{1}{\lambda^2} \sum_{I(wg)(\alpha) \leq 2\lambda} I(wf)(\alpha)^2 g(\alpha)^2 w(\alpha)
\]
\[
= \frac{1}{\lambda^2} \int F^2(G^2) \leq \text{Lemmas 2.3} \frac{1}{\lambda^2} \left( \sup_{\text{supp} G} IT^*G \right) \int F^2 =
\]
\[
\leq \frac{1}{\lambda^2} \left( \int w\phi^2 \right) \sup I(w1_{\mathcal{U}})^* (g^2 w 1_{I(wg) \leq 2\lambda})).
\]
By Lemma 2.2 with the superadditive function \( g := g 1_{I(wg) \leq 2\lambda} \) and the function \( h := wg \) we can estimate
\[
I^* (g^2 w 1_{I(wg) \leq 2\lambda}) \leq 2\lambda g.
\]
Moreover, since \( \mathcal{U} \) is an up-set on a simple tree we have
\[
(2.4) \quad I(w1_{\mathcal{U}} g) \leq \sup I(wg) \leq \delta.
\]
Combining the last three displays we obtain the energy estimate \(2.2\). \(\square\)

2.1. **The ultimate technical result.** Below is the lemma that is the backbone of main results of [AMPVZ-K], [MPVZ1], [MPVZ2]. It was proved using Lemma 2.4 where one puts

\[
\begin{align*}
    f^\beta(\alpha) & := F(\alpha, \beta) \\
g^\beta(\alpha) & := I_2 F(\alpha, \beta) = \sum_{\gamma \geq \beta} F(\alpha, \gamma).
\end{align*}
\]

In its turn we just saw that Lemma 2.4 is a combination of Lemma 2.3 and Lemma 2.2. Here is this “backbone lemma”.

**Lemma 2.5.** Let \(T^2\) be a 2-tree and \(F : T^2 \to [0, \infty)\) a function that is superadditive in each parameter separately. Suppose that \(\text{supp}\ F \subseteq \{ I(F) \leq \delta \} \). Let \(\lambda \geq 4\delta\). Then there exists \(\varphi : T^2 \to [0, \infty)\) such that

\[
\begin{align*}
    & a) \ I\varphi \geq I F, \text{ where } I F \in [\lambda, 2\lambda], \\
    & b) \int_{T^2} \varphi^2 \leq C \delta^2 \lambda^{\frac{1}{p}} |\int_{T^2} F^2|,
\end{align*}
\]

where \(C\) is an absolute constant.

**Remark 2.6.** Below we show that the analog of the above Lemma 2.5 for \(p \neq 2\) hits an obstacle: one needs to prove the analog of Lemma 2.4. If one uses our approach to prove this lemma by combination of Lemma 2.3 and Lemma 2.2 then one of them works for \(p \leq 2\), and another works for \(p \geq 2\).

**Remark 2.7.** Many statement written above are true on \(T^2\) instead of \(T\). For example, Lemma 2.3 does not care about where it happens. However, the statement (2.4) is blatantly wrong on \(T^2\). There is no maximum principle on \(T^2\). This is the reason why [AMPVZ-K] required not only Lemmas above, but considerably more work. Notice that Lemma 2.4 is just wrong on \(T^2\). The counterexample is built in Section 9.

3. **Trying generalizations for \(p \neq 2\). And failing**

We are going to prove the next theorem on a simple finite tree \(T\).

**Theorem 3.1.** Let \(f, g\) be positive functions on \(T\) and numbers \(0 < \delta \ll \lambda\) with \(\text{supp}(f) \subseteq \{ Ig \leq \delta \}\). If \(g\) is super-additive and \(Ig \leq \lambda\) on \(T\) then we have for \(p \geq 2\):

\[
||I f \cdot g||_{p(T)} \leq C \delta \frac{p-1}{p} \cdot \lambda^\frac{1}{p} ||f||_{p(T)}
\]
Proof. The case $p = 2$ follows by using Lemma 2.4 above (that is using two lemmata of \cite{AMPVZ-K}).

We will prove the case $p = \infty$ and hence the theorem follows by interpolation.

The inequality we want to prove becomes

$$\|If \cdot g\|_{\ell^{\infty}(T)} \leq C\delta \cdot \|f\|_{\ell^{\infty}(T)}$$

We assume the tree $T$ is finite and hence the supremum is achieved on the left side. Without loss of generality we can assume its achieved for some $\beta \in \text{supp}f$: Suppose that is achieved for some $v$, not necessarily in $\text{supp}f$.

Then let $\beta$ be the smallest ancestor of $v$ such that $f(\beta) \neq 0$. Obviously $If(v) = If(\beta)$ and hence:

$$If(v)g(v) = If(\beta)g(v) \leq If(\beta)g(\beta)$$

as $g$ is non-decreasing. By construction,

$$\|If \cdot g\|_{\ell^{\infty}(T)} = If(\beta)g(\beta)$$

and $\beta \in \text{supp}f$. Suppose this $\beta$ is a descendant of the root of the $n$-th generation. Then,

$$If(\beta)g(\beta) \leq \|f\|_{\ell^{\infty}(T)} \cdot n \cdot g(\beta) \leq \|f\|_{\ell^{\infty}(T)} \cdot Ig(\beta)$$

using again that $g$ is non-decreasing. But since $\beta \in \text{supp}f$ we have by assumption that $Ig(\beta) \leq \delta$, and so the inequality follows.

\[ \square \]

**Remark 3.2.** By repeating the main arguments in the above proof we can get the following:

**Lemma 3.3.** Let $g$ be a positive increasing function. Then for any positive function $f$:

$$\|If \cdot g\|_{\ell^{\infty}} \leq \sup_{\text{supp}(g) \cap \text{supp}(f)} (II^*g) \cdot \|f\|_{\ell^{\infty}}$$

3.1. **Counterexample to an attempt for** $p < 2$. Now we claim that Theorem 3.1 is not true when $1 < p < 2$. Of course the constant $C$ in the above theorem should be independent of the depth of the simple tree $T$. If $1 < p < 2$ then there is some simple tree $T$ of depth $k + 2^k$ ($k \in \mathbb{N}$ to be specified) where this theorem fails.

Hence, we start with a simple tree $T$ of depth $k + 2^k$ and we name $R_i^j$ the $j$-th dyadic interval of the $i$-th generation, $0 \leq i \leq k + 2^k$, $1 \leq j \leq 2^i$. With this, $R_0^1$ is the root. Now we start constructing the functions involved in the counterexample.

The function $g$ equal to 1 on the root, equal to $\frac{1}{2}$ on the whole first generation, $\frac{1}{4}$ on the whole second generation and so on. We define $g$ like this up to generation $k$ and at each node of the $k + 1$-th generation we give
the value $\frac{1}{2^k}$ on the left child and 0 on the right. Recursively we give $g$ the value $2^{-k}$ on the left child of every node where $g$ is $2^{-k}$ and the value 0 on the right. If at some node $g$ is 0, we put $g = 0$ on both children of this node. With this construction $g$ is super-additive.

Let’s make a simple observation. At generation $k$ we have $2^k$ nodes where $g$ is non-zero. Each one of these gives exactly one node in the next generation where $g$ is non-zero ($=2^{-k}$) and so on. Hence, for every $i$ with $k + 1 \leq i \leq 2^k + k$ we have exactly $2^k$ nodes where $g$ is non-zero and equal to $2^{-k}$.

Hence, if we want to bound $Ig$ then we just have to calculate it at the boundary, i.e at a small square of side $2^{-(k+2k)}$ where $g$ is non-zero. Such a square is a descendant of the root of order $k + 2^k$ and hence we have so many values of $g$ involved. Recall that $g(R^i_1) = 2^{-i}$ for $0 \leq i \leq k$ and since every $\omega$ has only one ancestor $\alpha$ in each generation, in particular for $k + 1 \leq i \leq k + 2^k$, we get $g(\alpha) \leq 2^{-k}$. We have then

$$Ig(\omega) \leq \sum_{\alpha \geq \omega} g(\alpha) = \sum_{i=0}^{k} 2^{-i} + \sum_{i=k+1}^{k+2^k} 2^{-k} = \sum_{i=0}^{k} 2^{-i} + 1 \leq 3$$

and from that we can choose $\lambda := 3$.

Now we proceed to define the function $f$. For a dyadic interval $R^i_1$ as above we define $f(R^i_1) = 2^{-i}$ if $g(R^i_1) \neq 0$ and $f = 0$ when $g = 0$. This is a simple definition in order to have supp$(f) \subseteq \{Ig \leq \delta\}$ and again we can choose $\delta := 3$ as well. We can easily then observe that $If(R^i_1) \geq f(R^i_0) = 1$ for any dyadic interval $R^i_1$ and that

$$\|f\|_{L_p(T)}^p = \sum_{i=0}^{k+2^k} \sum_{j=1}^{2^i} f(R^i_j)^p = \sum_{i=0}^{k} \sum_{j=1}^{2^i} f(R^i_j)^p + \sum_{i=k+1}^{k+2^k} \sum_{j=1}^{2^i} f(R^i_j)^p =$$

$$\sum_{i=0}^{k} \sum_{j=1}^{2^i} 2^{-ip} + \sum_{i=k+1}^{k+2^k} g^k 2^{-ip}$$

where in the last sum only $2^k$ terms survive given the definition of $f$. Both of these sums are finite independently of $k$ (as $1 < p < 2$), but depend on $p$. Thus $0 < \|f\|_{L_p(T)}^p \leq C_p$.

Finally, let us estimate $\sum_T (If)^p g^p$ from below (Recall $If(R^i_1) \geq 1$ )

$$\sum_T (If)^p g^p \geq \sum_{i=k+1}^{k+2^k} \sum_{j=1}^{2^i} [If(R^i_j)g(R^i_j)]^p \geq \sum_{i=k+1}^{k+2^k} 2^k 2^{-pk}$$

as at each one of these generations, $g$ is non-zero and equal to $2^{-k}$ exactly on $2^k$ nodes. Now the last sum is equal to $2^{(2-p)k}$. Since $1 < p < 2$ the power is positive (for $k$ large enough) and this is where the counterexample
comes to life. In fact, if the inequality were true we would get
\[ 2^{(2-p)k} \leq C3^p C_p, \]
which is impossible for large \( k \) as \( p < 2 \).

4. Why not “increasing” instead of “super-additive”?

Looking at the proof of Theorem 3.1 a natural question appears. When treating the case \( p = \infty \) we only used that \( g \) is increasing, a consequence of being super-additive. Hence, we may ask ourselves if we can replace “super-additive” with “increasing”.

Where did we use super-additivity? We used it only in Lemma 2.4, which is Lemma 2.2 of [AMPVZ-K]. It is important to get the result for \( p = 2 \) (we need to interpolate). Let’s state the lemma first (we take \( g = h \) as this is what we actually want)

**Lemma 4.1.** Let \( T \) be a finite tree and \( g : T \to [0, \infty) \). Assume that \( g \) is super-additive and \( Ig \leq \lambda \) on \( \text{supp} \ g \). Then for every \( \gamma \in T \) we have
\[
(4.1) \quad \sum_{\alpha \leq \gamma} g^2(\alpha) \leq \lambda g(\gamma).
\]

This lemma is true. Now, the question is, can we replace super-additivity with increasing on this lemma? The answer is no, and we will construct a function \( g \) which is increasing, and strictly sub-additive but such that (4.1) fails.

Let \( N \in \mathbb{N} \) and \( T = T_N \) be a finite dyadic tree of depth \( N \). We construct the function \( g \) by the following rule: \( g(I_0) = 1 \) and for every dyadic interval \( I \) and its children \( I_-, I_+ \) we have \( g(I_-) = \frac{g(I)}{2} \) and \( g(I_+) = g(I) \). This function is increasing and also strictly sub-additive as \( g(I_-) + g(I_+) = \frac{g(I)}{2} + g(I) > g(I) \).

Let’s note several things. First of all, we can choose \( \lambda = N \) as the maximum value \( Ig \) can take is \( N \). To see this, let \( \omega \) be the right-most boundary point as we look at the base of tree \( T \). On the set \( \{\alpha : \alpha \geq \omega\} \) the function \( g \) is equivalent to 1 by construction. Hence \( Ig(\omega) = N \) and there is no other path giving a bigger value than this (on other paths \( g \) takes a value \( < 1 \) at least on one node).

Second, let’s name the dyadic intervals in this way: \( I_{1,1} = I_0 \) and \( I_{i,j} \) is the \( j \)-th dyadic interval (we enumerate from the left to the right as we look at the tree) of the \( i \)-th generation \( (1 \leq i \leq N \) and \( 1 \leq j \leq 2^{i-1}) \).

Now, in the \( i + 1 \)-th generation \( (i \geq 2) \) the sum of \( g^2 \) over all \( j \) splits into two categories. The nodes where \( g \) is half the value of \( g \) at its father and the nodes where \( g \) is equal to the value of \( g \) at its father. The two categories have the same amount of members and since the number of \( j \) is \( 2^{i-1} \) in total, each category has \( 2^{i-2} \) members. Namely,
\[
\sum_{j=1}^{2^i} g^2(I_{i+1,j}) = \frac{1}{2^2} \sum_{j=1}^{2^{i-2}} g^2(I_{i,j}) + \sum_{j=1}^{2^{i-2}} g^2(I_{i,j}) = \frac{5}{4} \sum_{j=1}^{2^{i-2}} g^2(I_{i,j})
\]

Which means that the sum on the next generation is \(\frac{5}{4}\times\) the sum on the previous generation. Using this formula recursively we get that

\[
\sum_{\alpha \leq I_0} g^2(\alpha) = \sum_{i=1}^{N} \sum_{j=1}^{2^{i-1}} g^2(I_{i,j}) = \sum_{i=1}^{N} \left(\frac{5}{4}\right)^i \cdot g^2(I_{1,1}) = 4 \left(\left(\frac{5}{4}\right)^N - 1\right)
\]

as \(g(I_{1,1}) = g(I_0) = 1\).

For \(\gamma\) in we will choose \(I_0\) to check that (4.1) fails. But since \(\lambda = N\) we have \(\lambda g(\gamma) = Ng(I_0) = N\) and obviously

\[4 \left(\left(\frac{5}{4}\right)^N - 1\right) >> N\]

which means

\[\sum_{\alpha \leq I_0} g^2(\alpha) >> \lambda g(I_0)\]

(4.1) fails blatantly, and therefore we can not replace super-additive requirement with increasing and sub-additive requirement.

4.1. The same holds for general \(p > 1\). Let \(p > 1\). We look at Lemma 2.4 (Lemma 2.2 of [AMPVZ-K]) when we set \(g \to g^{p-1}\) and take \(h = g\). Then that lemma becomes:

**Lemma 4.2.** Let \(T\) be a finite tree and \(g : T \to [0, \infty)\). Assume that \(g^{p-1}\) is super-additive and \(I g \leq \lambda\) on \(\text{supp} g\). Then for every \(\gamma \in T\) we have

\[\sum_{\alpha \leq \gamma} g^p(\alpha) \leq \lambda g^{p-1}(\gamma).
\]

Of course it holds, it is just a particular case of Lemma 2.4.

Now the question is again the same: Can we instead of \(g^{p-1}\) super-additive” have “\(g^{p-1}\) increasing”? Of course the latter is equivalent to \(g\) increasing. The answer is still “no” and the above counterexample is the one which gives this answer.

Indeed, take the same \(g\) as above. It is increasing as we have shown. Also \(g^{p-1}\) is not super-additive, but it is strictly sub-additive as before:

\[g^{p-1}(I_+) + g^{p-1}(I_-) = \frac{1}{2^{p-1}} g^{p-1}(I) + g^{p-1}(I) > g^{p-1}(I).
\]

Now the sum \(\sum_{j=1}^{2^{i-1}} g^p(I_{i+1,j})\) is \(\frac{2^{p+1}}{2^p}\times\) the sum of the previous generation and again for the same choices of \(\lambda\) and \(I_0\) we get
\[ \sum_{\alpha \leq I_0} g^p(\alpha) = \left( 2^p + 1 \right) \left( \frac{2^p + 1}{2^p} \right)^N - 1 \]

which is, again, much bigger than \( N = \lambda g(I_0) \).

4.2. **Straightforward counterexample to Theorem 3.1 in case of increasing.** Our approach above was to find a counterexample to Lemma 4.2 if we were to substitute \( g \) “super-additive” with \( g \) “increasing”. Another approach is to go directly to Theorem 3.1 and replace super-additive with increasing. The same counterexample as above shows that this can not be done for any \( p \geq 1 \).

The setting of the counterexample is this. Let \( g \) as above. Then, as before, we can take \( \lambda := N \). Now we can take \( \delta := 1 \), as we will define the function \( f \) to be equal to 1 and supported on the set \( \{ \alpha : \alpha \geq \omega_1 \} \) where \( \omega_1 \) is the left-most boundary point as we look at the base of the tree. We know that \( g(I_0) = \frac{1}{2} \) and on its left child is half of it, on the left child of this child is half of it and so on. So \( Ig(\omega_1) \leq 1 \) and for any \( \alpha \) in the set above \( Ig(\alpha) \leq Ig(\omega_1) \leq 1 \).

Also, as \( f \) is equal to 1 on this set, \( f(I_0) = 1 \). Therefore, for any \( \alpha \in T \) we have \( If(\alpha) \geq f(I_0) = 1 \). Additionally we have \( \sum_T f^p = N \cdot 1^p = N \). But then we have

\[ \sum_T (If \cdot g)^p \geq \sum_T g^p = \left( 2^p + 1 \right) \left( \frac{2^p + 1}{2^p} \right)^N - 1 \]

\[ \text{>> } N^2 = \delta^{p-1} \cdot \lambda \cdot \sum_T f^p \]

5. **Try to prove Lemma 2.3 of [AMPVZ-K] for \( p > 2 \)**

5.1. **We can take supremum over \( \text{supp}(f) \) in Lemma 2.3 (Lemma 2.3 of [AMPVZ-K]).** First of all, \( I \) has to be the Hardy operator and not just any integral operator.

By inspecting the proof of Lemma 2.3 (before we apply Cauchy-Schwarz we attach \( 1_{\text{supp}(f)} \) on the second term) to get eventually:

\[ \| I^r(If \cdot g) \|_2^2 \leq \int I(I^r g 1_{\text{supp}(f)}) \cdot (If)^2 g^2 \leq \left( \sup_{\text{supp}(g)} I(I^r g 1_{\text{supp}(f)}) \right) \int (If)^2 g^2 \]

Now let’s look at \( \sup_{\text{supp}(g)} I(I^r g 1_{\text{supp}(f)}) \) and suppose it is achieved for some \( x \in T \). If \( x \notin \text{supp}(f) \) then obviously \( I(I^r g 1_{\text{supp}(f)})(x) = I(I^r g 1_{\text{supp}(f)})(\hat{x}) \) where \( \hat{x} \) is the father of \( x \). If again \( \hat{x} \notin \text{supp}(f) \) then we have again equality with the father of \( \hat{x} \) and so on. We stop at the minimal \( x' \) which is an ancestor of \( x \) and \( x' \in \text{supp}(f) \). So far we have equalities everywhere and therefore the supremum is achieved at some \( x' \in \text{supp}(f) \). Thus we have:
MULTI-PARAMETER EMBEDDINGS FOR \( p \neq 2 \)

\[ \sup_{\text{supp}(g)} I(I^* g 1_{\text{supp}(f)}) = \sup_{\text{supp}(g)^c \text{supp}(f)} I(I^* g 1_{\text{supp}(f)}) \leq \sup_{\text{supp}(g)^c \text{supp}(f)} II^* g \]

Let \( p \geq 2 \) (although we care about \( p > 2 \) as for \( p = 2 \) the result has already been established) and \( q \) its Hölder conjugate.

We work on simple finite trees \( T_x, T_y \) and their product is a bi-tree which we denote by \( T \).

We say \( g : T_x \to [0, +\infty) \) is of special form if there is some \( \beta \in T_y \) and a measure \( m \) on \( T \) such that \( g(\gamma) = g^\beta(\gamma) = I_y(m^{q-1}(\gamma \times \cdot))(\beta), \forall \gamma \in T_x \) where \( I_y \) is the one-dimensional Hardy operator on \( T_y \).

5.2. We want to prove the following theorem.

**Theorem 5.1.** Let \( f, g \) be positive functions on \( T_x \) and numbers \( 0 < \delta \ll \lambda \) with \( \text{supp}(f) \subseteq \{ Ig \leq \delta \} \). If \( g^{p-1} \) is super-additive, it has the above special form and \( Ig \leq \lambda \) on \( T_x \) then we have for \( p \geq 2 \):

\[ ||I f \cdot g||_{\ell^p(T_x)} \leq C\delta^{\frac{p-1}{p}} \cdot \lambda^\frac{1}{p} ||f||_{\ell^p(T_x)} \]

First we state two lemmata of [AMPVZ-K].

**Lemma 5.2.** Let \( T' \) be a finite tree and \( g, h : T' \to [0, +\infty) \). Assume that \( g \) is super-additive and \( Ih \leq \lambda \) on \( \text{supp} g \). Then for every \( \gamma \in T' \) we have

\[ \sum_{\alpha \leq \gamma} g(\alpha)h(\alpha) \leq \lambda g(\gamma). \]

and

**Lemma 5.3.** Let \( I \) be the on \( T_x \) and \( f, g \) positive functions. Then

\[ \sum_{T_x}(I f)^2 g \leq \left( \sup_{\text{supp} g \setminus \text{supp} f} II^* g \right) \sum_{T_x} f^2. \]

**Remark 5.4.** However, we failed to prove Theorem 5.1. Here is an exhibition of what went wrong.

**Proof.** First we use Lemma 5.2 by setting \( g \to g^{p-1} \) and \( h \to g \). We have to check two things. First \( Ig \leq \lambda \) on \( \text{supp} g^{p-1} \) holds as \( \text{supp}(g^{p-1}) = \text{supp}(g) \) and we even have \( Ig \leq \lambda \) on the whole tree \( T_x \). Second, we have to check \( g^{p-1} \) is super-additive.

Recall that we have the following representation of \( g \):

\[ g(\gamma) = g^\beta(\gamma) = \sum_{\beta' \geq \beta} m^{q-1}(\gamma \times \beta'), \forall \gamma \in T_x \]

Let \( \gamma \in T_x \) be a dyadic interval and \( \gamma_1, \gamma_2 \) its two children.

For the proof we make use of Minkowski’s integral inequality for counting measures and exponent \( p - 1 \geq 1 \). We have
\[
\left( g^{p-1}(\gamma_1) + g^{p-1}(\gamma_2) \right)^{\frac{1}{p-1}} = \left( \sum_{i=1}^{2} \left( \sum_{\beta' \geq \beta} m^{q-1}(\gamma_i \times \beta') \right)^{p-1} \right)^{\frac{1}{p-1}} \leq \]

\[
\leq \sum_{\beta' \geq \beta} \left( \sum_{i=1}^{2} m^{(q-1)(p-1)}(\gamma_i \times \beta') \right)^{\frac{1}{p-1}} \leq \sum_{\beta' \geq \beta} \left( m(\gamma \times \beta') \right)^{\frac{1}{p-1}} = g(\gamma)
\]

as \( \frac{1}{p-1} = q - 1 \).

Therefore, we conclude (by raising to the power \( p - 1 \)) that \( g^{p-1} \) is superadditive.

What we achieved here is to prove for all \( \gamma \in T_x \)

\((5.1)\)

\[\sum_{\alpha \leq \gamma} g^p(\alpha) \leq \lambda g^{p-1}(\gamma)\]

This inequality would be useful and exactly what we would need to generalize results of [AMPVZ-K] from \( p = 2 \) to \( p \geq 2 \). But only if we could get a similar result to Lemma 2.3 (Lemma 5.3 of [AMPVZ-K]) with general \( p \geq 2 \) instead of 2. Let’s first state the result

**Lemma 5.5.** Let \( I \) be the Hardy operator on a simple dyadic tree \( T_x \) and \( f, g \) positive functions with \( g \) being increasing on \( T_x \). Then

\[\sum_{T_x} (If)^p g \leq \left( \sup_{\text{supp} \, f \cap \text{supp} \, g} II^* g \right) \sum_{T_x} f^p.\]

We have added an extra assumption on \( g \) that it has to be increasing.

**Remark 5.6.** This is true for \( 1 \leq p \leq 2 \) and false for \( p > 2 \). We will see in section \( 8 \) why it fails for \( p > 2 \).

But Theorem 5.1 holds precisely for \( p \geq 2 \). To prove the generalization of our embedding theorem for \( p \neq 2 \) we need both Theorem 5.1 and Lemma 5.5 to be able to work together. But we claim that the first one works for \( p \geq 2 \) and the second one exactly for \( 1 \leq p \leq 2 \).

**Remark 5.7.** If this theorem were true then we would use it with \( g \rightarrow g^p \).

We can see that since \( g \) has the aforementioned special form, it is increasing, and so \( g^p \) is also increasing. Therefore we get

\[\sum_{T_x} (If)^p g^p \leq \left( \sup_{\text{supp} \, g \cap \text{supp} \, f} II^* g^p \right) \sum_{T_x} f^p.\]

and by making use of \( 5.1 \) (note that since \( p - 1 \geq 1 \) we have \( I(g^{p-1}) \leq (Ig)^{p-1} \) and since \( Ig \leq \delta \) on \( \text{supp}(f) \) we get the desired estimate.
6. Relevant but not useful estimates in the positive direction

Our main tool to prove Lemma 5.5 was to use Marcinkiewicz’s interpolation. The proper way to do this is to check the boundedness of the operator $I$ from $\ell^\infty(T_x)$ to $\ell^\infty(T_x, g)$ for a particular fixed $g$. However this is a weird thing to ask as we “almost” have the equality $\ell^\infty(T_x) = \ell^\infty(T_x, g)$ where by almost we mean these are equal when $\text{supp}(g) = T_x$. Also, $\|If\|_{\ell^\infty(T_x, g)} = \|If\|_{\ell^\infty(T_x)}$ except possibly the case where the supremum on RHS is achieved at a node in $T_x \setminus \text{supp}(g)$. Thus we can not interpolate, as its not possible to get this estimate.

Now let’s see what happens if we interpolate in other ways.

By replacing $g$ with $g^2$ in Lemma 5.3 we have seen that

$$\int (If)^2 g^2 \leq \left( \sup_{\text{supp} g} II^* g^2 \right) \int f^2$$

Let $A_g := \sup_{\text{supp} g} II^* g^2$. The above becomes

$$\|If \cdot g\|_{\ell^2} \leq A_g \|f\|_{\ell^2}$$

We have already proven (see Lemma 3.3) that for $g$ increasing:

$$\|If \cdot g\|_{\ell^\infty} \leq A_g \|f\|_{\ell^\infty}$$

where $A_g := \sup_{\text{supp} g} II^* g$. We can interpolate then, to get

$$\|If \cdot g\|_{\ell^p} \leq A_g^{\frac{1}{p}} \cdot A_g^{1-\frac{2}{p}} \|f\|_{\ell^p}$$

while if we interpolate between $\ell^1$ and $\ell^\infty$ we get

$$\|If \cdot g\|_{\ell^p} \leq A_g \|f\|_{\ell^p}$$

which are not useful as $g$ is sub-additive.

7. Yet another try; We follow the proof of Lemma 2.3 (Lemma 2.3 in [AMPVZ-K])

In this case we see that

$$\sum_T (If)^p g^p \leq \|f\|_{\ell^p} \cdot \|I^* ((If)^p g^p)\|_{\ell^q}$$

and using Young’s (product of numbers) inequality we get for the latter term

$$\|I^* ((If)^p g^p)\|_{\ell^q} \leq \frac{1}{p} \left( \sup_{\text{supp} g} II^* (g^p) \right) \sum_T (If)^p g^q + \frac{1}{q} \left( \sup_{\text{supp} g} II^* (g^q) \right) \sum_T (If)^p g^p$$

which is exactly the same as Lemma 2.3 when $p = q = 2$, but again to estimate $II^* g^q$ we need information about $g^{q-1}$ and this function is sub-additive (by inverse Minkowski).

□
8. Counterexample to Lemma 5.5

All this is a try to prove Lemma 5.5 (of this note), but as we will see this is in vain. We will construct a counterexample to this Lemma for \( p > 2 \) (for \( 1 \leq p \leq 2 \) the theorem is true by interpolation).

We will give a counterexample for a super-additive function \( g \) with this property: \( \| II^* g \|_\infty \) has to be achieved for some \( \omega \in \partial T \) with \( \omega \in \text{supp}(g) \). The theorem we wanted to prove conjectured that for \( g \) increasing would be sufficient, but with this counterexample we will show that even super-additivity is not enough. Also we will create a sub-additive function with this property, hence disproving the Lemma in case we wanted to replace “increasing” with “sub-additive”.

Fix an \( \omega \) with this property. Then we have \( \| II^* g \|_\infty = II^* g(\omega) \). See below about a possible choice of this function.

We construct the function \( f \) as follows. It is equivalent to 1 inside the totally ordered set \( \{ \beta : \beta \geq \omega \} \) and 0 otherwise. We enumerate the elements of this set: \( u_1 = I_0, \ldots, u_N = \omega \). By construction of \( f \) and since \( u_k \) lives in the \( k \)-th generation with \( 1 \leq k \leq N \), we have \( If(u_k) = k \) and hence:

\[
\sum_T (If)^p g \geq \sum_{k=1}^N (If)^p(u_k)g(u_k) \geq \sum_{k=2}^N k^p g(u_k)
\]

Keep in mind that \( g(u_k) = I^* g(u_k) - I^* g(u_{k-1}) \) and so

\[
\sum_{k=2}^N k^p g(u_k) = \sum_{k=2}^N I^* g(u_k)(k^p - (k - 1)^p) \geq \sum_{k=2}^N I^* g(u_k)(k^p - (k - 1)^p) \geq \frac{p}{2p-1} \sum_{k=2}^N I^* g(u_k)k^{p-1}
\]

as \( \frac{k}{4} \geq 1 \).

Also, note that \( I^* g(u_k) = II^* g(u_k) - II^* g(u_{k-1}) \) and thus

\[
\sum_{k=2}^N I^* g(u_k)k^{p-1} = \sum_{k=2}^N (II^* g(u_k) - II^* g(u_{k-1}))k^{p-1} = II^* g(u_N)N^{p-1} - II^* g(u_1)1^{p-1} - \sum_{k=1}^{N-1} II^* g(u_k)((k + 1)^{p-1} - k^{p-1}) \quad (*)
\]

Recall that \( u_N = \omega \) and \( u_1 = I_0 \) and by assumption \( II^* g(\omega) = \| II^* g \|_\infty \) and therefore

\[
(*) \geq \| II^* g \|_\infty \cdot N^{p-1} - II^* g(I_0) - \| II^* g \|_\infty \cdot \sum_{k=m}^{N-1} ((k + 1)^{p-1} - k^{p-1}) \geq
\]
\[ \| II^* g \|_\infty \cdot N^{p-1} - II^* g(I_0) - \| II^* g \|_\infty \cdot (p - 1) \cdot \sum_{k=1}^{N-1} k^{p-2} \quad (**) \]

and since \( \sum_{k=1}^{N-1} k^{p-2} \leq \int_1^N x^{p-2} dx = \frac{1}{p-1} \cdot ((N - 1)^{p-1} - 1) \) we have

\[ (***) \geq \| II^* g \|_\infty \cdot N^{p-1} - II^* g(I_0) - \| II^* g \|_\infty \cdot (N - 1)^{p-1} - 1 = \]

\[ \geq \| II^* g \|_\infty \cdot (N^{p-1} - (N - 1)^{p-1}) \]

By keeping track of one constant which we left behind, we conclude:

\[ \sum_T (If)^p g \geq \frac{P}{2^{p-1}} \cdot \| II^* g \|_\infty \cdot (N^{p-1} - (N - 1)^{p-1}) \]

Now if the theorem was true, we would also have

\[ \sum_T (If)^p g \leq \| II^* g \|_\infty \sum_T f^p \]

but the RHS is equal to \( \| II^* g \|_\infty \cdot N \) as \( f \) is equal to 1 exactly on \( N \) nodes. Therefore

\[ \frac{P}{2^{p-1}} \cdot \| II^* g \|_\infty \cdot (N^{p-1} - (N - 1)^{p-1}) \lesssim 2 \cdot \| II^* g \|_\infty \cdot N \]

We can cancel the common term and by dividing with \( (N - 1)^{p-1} \) and taking the limit as \( N \) goes to infinity we get:

i) the RHS tends to 0 (as \( p - 1 > 1 \)) and

ii) the LHS tends to \( \frac{P}{2^{p-1}} (e^{p-1} - 1) \)

Therefore we have a contradiction.

8.1. Creating \( g \) functions. Take \( N \) sufficiently large such that the above limiting argument gives a contradiction (everything over there is independent of functions, its just calculus 0).

Then we construct a super-additive \( g \) on \( T = T_N \) which is a finite simple tree of depth \( N \).

We begin by letting \( g(I_0) = 1/2 \). Then we put \( g(I_0^+) = 1/4, g(I_0^-) = 0 \). In general: on the left child of every dyadic interval where \( g \) is \( a \neq 0 \) we put the value \( a/2 \) and on the right we put 0. We also put 0 on both children of a dyadic interval where \( g \) is 0. Obviously such \( g \) is super-additive.

In general \( II^* g(\alpha) \leq II^* g(\omega) \) for \( \alpha > \omega \). Now if we choose \( \omega \in \partial T \) such that \( g(\omega) = 2^{-N} \) (there is exactly one such \( \omega \), far-left on the bottom of the tree) we have a strict inequality (i.e \( II^* g(\alpha) < II^* g(\omega) \)) and therefore the maximum is achieved on the boundary. Hence this function satisfies the basic requirement.

By going back to Lemma 5.5, replacing \( g \) with \( g^p \) and “increasing” with “\( g^{p-1} \) super-additive” can not be proven either. For example, take this same
function $g$ as above. Note it is such that $g^{p-1}$ is super-additive and $\|II^*g^p\|_\infty$ is achieved on the boundary.

By taking a function $g$ which is equivalent to 1 on the whole tree, we get a sub-additive function. Note that $g^{p-1} \equiv g$. Again for this function $\|II^*g\|_\infty$ is achieved on the boundary and hence this is a counterexample to Lemma 5.5 if we would replace increasing with sub-additive.

9. A counterexample to Lemma 2.4 on bi-tree

9.1. Statement of the problem. Let $I$ be operator of summation “up the graph”. It has a formally adjoint operator $I^*$ of summation “down the graph”. We use the same notation for the rooted dyadic tree $T$ and for $T^2$.

On dyadic tree $T$ we have the following key “majorization theorem with small energy”:

**Theorem 9.1.** Let $f, g: T \to \mathbb{R}_+$, and 1) $f$ is superadditive, 2) $\text{supp} f \subset \{Ig \leq \delta\}$. Let $\lambda \geq 10\delta$. Then there exists $\varphi : T \to \mathbb{R}_+$ such that

1. $I\varphi \geq I f$ on $\{2\lambda \leq Ig \leq 4\lambda\}$;
2. $\int_T \varphi^2 \leq C \frac{\delta^2}{\lambda} \int_T f^2$.

For a while we tried to prove the similar statement for $T^2$. Namely, we conjectured

**Conjecture 9.1.** Let $f, g : T^2 \to \mathbb{R}_+$, and 1) $f$ is superadditive in each variable, 2) $\text{supp} f \subset \{Ig \leq \delta\}$. Let $\lambda \geq 10\delta$. Then there exists $\varphi : T^2 \to \mathbb{R}_+$ such that

1. $I\varphi \geq I f$ on $\{2\lambda \leq Ig \leq 4\lambda\}$;
2. $\int_{T^2} \varphi^2 \leq C \frac{\delta^2}{\lambda} \int_{T^2} f^2$.

For some very special cases, e. g. for $f = g$, this has been proved, and turned out to be a key result in describing the embedding measures for the Dirichlet spaces in tri–disc into $L^2(D^3, d\rho)$. See [AMPVZ-K], [MPVZ1], [MPVZ2].

Now we will show that this is not true in general.

Moreover, below $f, g$ have special form, namely

$$f = I^* \mu, \quad g = I^* \nu,$$

with certain positive measures on $T^2$. And measure $\mu$ is trivial, it is a delta measure of mass 1 at the root $o$ of $T^2$. In particular, $f(o) = 1, f(v) = 0, \forall v \neq o$. Also $I^* f \equiv 1$ on $T_2$.

The choice of $\nu$ is more sophisticated. Choose large $n = 2^s$ and denote

$$2^M := \frac{n}{\log n}.$$

In the unit square $Q^0$ consider dyadic sub-squares $Q_1, \ldots, Q_{2^M}$, which are South-West to North-East diagonal squares of size $2^{-M} \times 2^{-M}$.

In each $Q_j$ choose $\omega_j$, the South-West corner dyadic square of size $2^{-n} \cdot 2^{-M}.$
Measure $\nu$ is the sum of delta measures at $\omega_j, j = 1, \ldots, \frac{n}{\log n}$, each of mass $\frac{1}{n^2}$. Obviously

$$g(o) = \mathbb{I}^* \nu(o) = \mathbb{I}^* \nu(o) = (\mathbb{V}^* \nu)(o) = \|\nu\| = \frac{1}{n^2} \cdot \frac{n}{\log n} = \frac{1}{n \log n} =: \delta.$$  

So we chose $\delta$ and $f, g$ satisfy $\text{supp} f = \{o\} \subset \{\|g\| \leq \delta\}$. Also $f$ is subadditive in both variables on $T^2$: it is just a characteristic function of the root.

Now what is $\lambda$, and what is the set $\{2\lambda \leq \|g\| \leq 4\lambda\}$?

Consider (by symmetry this will be enough) $Q_1$ and $\omega_1$ and consider the family $\mathcal{F}_1$ of dyadic rectangles containing $\omega_1$ and contained in $Q_1$ of the following sort:

$$[0, 2^{-n}2^{-M}] \times [0, 2^{-M}], [0, 2^{-n/2}2^{-M}] \times [0, 2^{-2}2^{-M}], \ldots,$$

$$[0, 2^{-n/2^k}2^{-M}] \times [0, 2^{-2^k}2^{-M}], \ldots,$$

there are approximately $\log n$ of them, and they are called $q_{10}, q_{11}, \ldots, q_{1k}, \ldots$.

**Lemma 9.2.** $\|g(q_{ik})\| \approx \frac{1}{n}$, $\forall k$.

It is proved in [AMPYZ-K], [MPV].

Let $F := \bigcup_{ik} q_{ik}$.

So we choose $\lambda = \frac{c}{n}$ with appropriate $c$. Then

$$F \subset \{2\lambda \leq \|g\| \leq 4\lambda\}.$$  

As it is obvious that $\|f\| \geq 1$ everywhere, so if $\varphi$ as in Conjecture 9.1 would exist, we would have $\|\varphi\| \geq 1$ on $F$ and (by the second claim of Conjecture 9.1)

$$\int_{T^2} \varphi^2 \leq \frac{C\delta}{\lambda} \int_{T^2} f^2 = \frac{C}{\log n} \int_{T^2} f^2 = \frac{C}{\log n}.$$  

By the definition of capacity this would mean that

$$\text{cap}(F) \leq \frac{C}{\log n}.$$  

In the next section we show that $\text{cap}(F) \approx 1$. Hence, Conjecture 9.1 is false.

**9.2. Capacity of $F$ is equivalent to 1.** Let $\rho$ on $F$ be a capacitary measure of $F$, and $\rho_{jk}$ be its mass on $q_{jk}$. By symmetry $\rho_{jk}$ does not depend on $j = 1, \ldots, \frac{n}{\log n}$.

The proof of the fact that

$$\rho_k := \rho_{jk}, j = 1, \ldots, \frac{n}{\log n}$$
have the average $\geq \frac{c_0}{n}$, that is that

$$\mathbb{E} \rho = \frac{\sum_{k=\log n}^{3 \log n} \rho_k}{1/2 \log n} \geq \frac{c_0}{n}$$

follows below.

In its turn it gives the required

$$\mathrm{cap} F \asymp 1.$$  \hspace{1cm} (9.3)

Let us first derive (9.3) from (9.2). Measure $\mu$ that charges $\rho_k$ on each $q_{jk}$, $j = 1, \ldots, \frac{n}{\log n}$; $k = \frac{\log n}{2}, \ldots, \frac{3 \log n}{4}$ is equilibrium so it gives $\mathbb{V} \mu \equiv 1$ on each $q_{jk}$. Then (9.3) follows like this: $\mathrm{cap} F = \|\mu\| = \frac{n}{\log n} \sum_{k=\log n}^{3 \log n} \rho_k = \frac{1}{2} n \mathbb{E} \rho$. Hence $\mathrm{cap} F = \|\mu\| \geq \frac{1}{2} c_0$ if (9.2) is proved.

Now let us prove (9.2). Everything is symmetric in $j$, so let $j = 1$ and let us fix $k$ in $[\log n^{2}, \frac{3 \log n}{4}]$. We know that $1 \geq \mathbb{V} \mu$ on $q_{1k}$, and now let us estimate this potential from above. For that we split $\mathbb{V} \mu$ to $\mathbb{V}_1$, the contribution of rectangles containing $Q_1$, to $\mathbb{V}_2$, the contribution of rectangles containing $q_{1k}$ and contained in $Q_1$, and $\mathbb{V}_3$, the contribution of rectangles containing $q_{1k}$ that strictly intersect $Q_1$ and that are “vertical”, meaning that the left vertical side contains vertical side of $Q_1$. (There is $\mathbb{V}_4$ totally symmetric to $\mathbb{V}_3$.)

Two of those are easy, $\mathbb{V}_1$ “almost” consists of “diagonal squares containing $Q_1$”. Not quite, but other rectangles are also easy to take care. Denote

$$r = \|\mu\|, \quad M = \log \frac{n}{\log n}.$$  

Then we write diagonal part first and then the rest:

$$\mathbb{V}_1 = r + \frac{r}{2} + \frac{r}{4} + \cdots + \frac{r}{2^M} + \frac{r}{2} + \frac{r}{4} + \frac{2r}{4} + \frac{r}{4} + \cdots \frac{k r}{2^k} + \frac{2r}{2^k} + \cdots = C_1 r$$

To estimate $\mathbb{V}_2$ notice that there are at most $cn$ rectangles containing $q_{1k}$ and contained in $Q_1$ that do not contain any other $q$, there are $\frac{cn}{2}$ of rectangles contain $q_{1k}$ and one of its sibling (and lie in $Q_1$), there are $\frac{cn}{4}$ of rectangles contain $q_{1k}$ and two of its sibling (and lie in $Q_1$), et cetera.

Hence,

$$\mathbb{V}_2 \leq C n \rho_k + \frac{C n}{2} \rho_{k+1} + \frac{C n}{4} \rho_{k+2} + \cdots$$

Now consider $\mathbb{V}_3$. The horizontal size of $q_{1k}$ is $2^{-M} \cdot 2^{-n2^k}$. Its vertical size is $2^{-M} \cdot 2^{-2^k}$. So the rectangles of the third type that do not contain the siblings: their number is at most (we are using that $k \geq \frac{1}{2} \log n$)

$$n 2^{-k} (2^k + M) \leq n + \sqrt{n} \log n.$$
Those that contain $q_{1k}$ and one sibling, there number is at most
$$n2^{-k}(2^k - 1 + M) \leq \frac{n}{2} + \sqrt{n} \log n.$$ We continue, and get that
$$V_3 \leq n\rho_k + \frac{n}{2}\rho_{k+1} + \frac{n}{4}\rho_{k+2} + \cdots + \sqrt{n} \log n(\sum \rho_s).$$ Add all $V_i$:
$$1 \leq V_1 + V_2 + V_3 + V_4 \leq C_1 r + Cn\rho_k + \frac{Cn}{2}\rho_{k+1} + \frac{Cn}{4}\rho_{k+2} + \cdots + \sqrt{n} \log n(\sum \rho_s).$$ Now average over $k$. Notice that
$$r = \|\mu\| = \frac{n}{\log n} \sum \rho s = \frac{1}{2}n\mathbb{E}\rho$$ Hence,
$$1 \leq C'n\mathbb{E}\rho + Cn\mathbb{E}\rho + \frac{Cn}{2}\mathbb{E}\rho + \frac{Cn}{4}\mathbb{E}\rho + \cdots + \frac{1}{2}n\log^2 n\mathbb{E}\rho.$$ Therefore, $\mathbb{E}\rho \geq \frac{c_0}{n}$ and (9.2) is proved.
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