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Abstract

We present a Monte Carlo–based population synthesis study of fast radio burst (FRB) dispersion and scattering focusing on the first catalog of sources detected with the Canadian Hydrogen Intensity Mapping Experiment Fast Radio Burst (CHIME/FRB) project. We simulate intrinsic properties and propagation effects for a variety of FRB population models and compare the simulated distributions of dispersion measures and scattering timescales with the corresponding distributions from the CHIME/FRB catalog. Our simulations confirm the results of previous population studies, which suggested that the interstellar medium of the host galaxy alone (simulated based on the NE2001 model) cannot explain the observed scattering timescales of FRBs. We therefore consider additional sources of scattering, namely, the circumgalactic medium (CGM) of intervening galaxies and the circumburst medium whose properties are modeled based on typical Galactic plane environments. We find that a population of FRBs with scattering contributed by these media is marginally consistent with the CHIME/FRB catalog. In this scenario, our simulations favor a population of FRBs offset from their galaxy centers over a population that is distributed along the spiral arms. However, if the models proposing the CGM as a source of intense scattering are incorrect, then we conclude that FRBs may inhabit environments with more extreme properties than those inferred for pulsars in the Milky Way.

Unified Astronomy Thesaurus concepts: Radio bursts (1339); Radio transient sources (2008)

1. Introduction

Fast radio bursts (FRBs) are dispersed transients of micro- to millisecond duration detectable at radio frequencies (see Petroff et al. 2019 and Cordes & Chatterjee 2019 for reviews). Their dispersion measures (DMs) represent the integrated electron column density along the line of sight. The measured DMs are in excess of those expected from the Milky Way, suggesting that the bursts originate outside our Galaxy. Identification of the host galaxy for 20 FRBs has confirmed that these bursts are located at cosmological distances (Heintz et al. 2020 and references therein).

The physical origin of FRBs is as yet unknown, with potential progenitors ranging from isolated neutron stars to mergers of compact objects (Platts et al. 2019 for a summary of the proposed models). The recent detection of a millisecond-duration radio burst from the Galactic magnetar SGR 1935+2154 shows that magnetars produce at least some
fraction of the FRB population (Bochenek et al. 2020; CHIME/FRB Collaboration et al. 2020). Additionally, cataclysmic models can be ruled out at least for the FRB sources that have been observed to repeat (see, e.g., Spitler et al. 2016; CHIME/FRB Collaboration et al. 2019b). It is still unclear whether repeating FRB sources have different progenitors from the so-far nonrepeating FRBs, but recent studies suggest that some of the observed properties, namely, burst widths and bandwidths, are significantly different for the two populations (CHIME/FRB Collaboration et al. 2019b; Fonseca et al. 2020; Pleunis et al. 2021).

FRBs can be used as probes of electron density in the intervening media even without knowledge of their progenitors and emission mechanism. As FRB sight lines encounter baryons occurring in a highly diffuse state in the intergalactic medium (IGM), the measured DMs of localized FRBs have been used to constrain the cosmic baryon density (Macquart et al. 2020). Variations in DM along FRB sight lines can probe electron density fluctuations in the IGM and constrain the length scales for IGM turbulence (McQuinn 2014; Masui & Sigurdson 2015; Xu & Zhang 2020). Additionally, FRB DMs can be used to study the diffuse ionized gas in the halos of the Milky Way and other Local Group galaxies (see, e.g., Prochaska & Zheng 2019; Platts et al. 2020).

Another property of FRBs that can be used to study intervening plasma is scattering. Multipath propagation in inhomogeneous plasma can cause an FRB pulse to be broadened and exhibit an asymmetric scattering tail. For some FRBs located at low Galactic latitudes, such as FRB 20121102A and FRB 20180916B, the Milky Way is inferred to be the dominant contributor to the observed scattering (Ocker et al. 2021). However, most FRBs have scattering times greater than the Galactic expectation along the line of sight (Cordes et al. 2016; Cordes & Chatterjee 2019). While the contribution of the Milky Way to FRB scattering is well constrained by Galactic models of electron density (Cordes & Lazio 2002; Yao et al. 2017), the dominant source of FRB scattering is uncertain.

No correlation has been observed between FRB scattering times and DMs (Cordes et al. 2016; Katz 2016; Qiu et al. 2020). Because the IGM contributes significantly to FRB DMs (Shannon et al. 2018), the lack of a correlation between DMs and scattering times suggests that the IGM is not a significant source of scattering. Masui et al. (2015) also argue against the IGM being the dominant source of scattering for FRB 20110523A and suggest that scattering material is located either in the host galaxy or the circumburst environment. More recently, Chittidi et al. (2021) and Simha et al. (2020) concluded that the scattering for FRB 20190605B originates in either the spiral arm of the host galaxy or the circumburst environment and ruled out intervening halo gas as a source of scattering.

While the aforementioned studies focus on individual FRBs, it is important to ascertain the dominant source of scattering for the population as a whole. If scattering originates in the circumburst medium, then observed scattering timescales can help determine its properties and allow for constraints on progenitor models (CHIME/FRB Collaboration et al. 2019a). If the majority of scattering is found to be caused by halos of intervening galaxies instead, as is suggested by Vedantham & Phinney (2019), then FRB scattering can enable studies of these halos, which are poorly understood. Additionally, population studies can also probe the level of plasma turbulence in galaxies that host FRBs (Cordes et al. 2016).

Population synthesis studies of FRB scattering involve simulating host galaxies and other intervening media to assess whether they can reproduce the observed properties for the population. Using this approach, CHIME/FRB Collaboration et al. (2019a) concluded that FRBs are located in environments with stronger scattering properties than those derived for the interstellar medium (ISM) in the Milky Way using the NE2001 model. Furthermore, Hackstein et al. (2020) found that the scattering timescales for bursts detected with the Parkes (Murriyang) telescope can only be explained by a more turbulent environment than that of SGR 1935+2154. However, these studies were conducted on small FRB samples without absolute calibration of observational biases.

Here we report on a population synthesis study to interpret the scattering properties of the first catalog of bursts detected with the Canadian Hydrogen Intensity Mapping Experiment Fast Radio Burst project (hereafter CHIME/FRB; CHIME/FRB Collaboration et al. 2018). The catalog includes 535 bursts and is the largest sample of FRBs detected using a single detection pipeline with a well-characterized selection function (CHIME/FRB Collaboration et al. 2021).

The paper’s outline is as follows. In Section 2, we discuss our observational inputs, which include the dispersion and scattering properties of the CHIME/FRB catalog. Simulated models for intrinsic FRB properties and propagation effects are described in Sections 3 and 4, respectively. The procedure for the simulations is detailed in Section 5 while results are presented and discussed in Section 6. We summarize our conclusions in Section 7. We adopt the Planck cosmological parameters (Planck Collaboration et al. 2016) throughout this paper.

2. Observations

The first CHIME/FRB catalog (hereafter “Catalog 1”) contains 474 so-far nonrepeating sources and 61 bursts from 18 previously reported repeating sources observed in the interval from 2018 July 25 to 2019 July 2 (CHIME/FRB Collaboration et al. 2021). These bursts were detected in the frequency range of 400–800 MHz by searching 1024 total intensity (Stokes I) sky beams with a 0.983 ms time resolution.

The burst-fitting process is described in detail by CHIME/FRB Collaboration et al. (2021). In summary, intensity data for the beam in which the burst was detected with the highest signal-to-noise ratio is processed using a least-squares fitting routine, fitburst. The two-dimensional dynamic spectra of the bursts are modeled as the product of two terms describing the time-independent spectral energy distribution (SED) and the temporal shape, respectively. The SED is modeled as a power-law function with an extra “running” term in the exponent. The intensity at frequency $\nu$ is

$$I(\nu) = (\nu/\nu_0)^{-\alpha} \ln(\nu/\nu_0),$$

where $\alpha$ is the spectral index and $\nu_0$ is the reference frequency (set to be equal to 400.1953125 MHz). The temporal shape is described by a Gaussian function convolved with an exponential scattering tail, the timescale for which has a power-law index of $-4$ for the frequency dependence.

---

*The fitburst code has not yet been made public, but the underlying model and likelihood are the same as those used by Masui et al. (2015), whose code is public.*
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The routine fits for intrinsic width, DM, scattering timescale, burst amplitude, time of arrival, spectral index ($\alpha$), and spectral running ($\beta$). A second model assuming no scattering is also fit to each burst, and $\chi^2$ values for the two models are compared to assess whether the detection of scattering is statistically significant. If the statistical significance is less than 3$\sigma$, the scattering time is reported as an upper limit approximately equal to the intrinsic width. This criterion results in scattering times for 257 bursts being reported as upper limits.

The observed distribution of best-fit scattering times for the 535 bursts in the sample is not equivalent to the intrinsic distribution for the FRB population and requires correction for selection biases. As a start, bursts susceptible to unquantifiable selection effects are removed from the scattering-time distribution. Detailed criteria for exclusion are presented by CHIME/FRB Collaboration et al. (2021), but we note that these exclude bursts with DMs $< 100$ pc cm$^{-3}$. Bursts with DMs $< 1.5$ times the maximum of the Galactic DM estimates based on the NE2001 (Cordes & Lazio 2002) and YMW16 (Yao et al. 2017) models are also excluded.

Additionally, we only include the first detection from each repeating FRB source. Subsequent bursts are excluded to ensure that repeating FRBs are not overrepresented in the scattering-time distribution for the full population. In doing so, we assume that the scattering timescales do not change between the detection of repeat bursts. We find that this assumption is valid for all but one of the repeating sources in our sample i.e., scattering times for repeat bursts are consistent with each other at the 3$\sigma$ level.

The remaining sample includes 292 bursts from both repeating and nonrepeating FRB sources. The distribution of scattering times for the surviving sample is then corrected for selection biases, which can be introduced by the telescope beam, RFI environment, gain calibration, and signal-classification techniques. These biases are determined by the injection of simulated signals into the real-time detection pipeline (CHIME/FRB Collaboration et al. 2021). In summary, the fluence, DM, pulse width, scattering time, spectral index, and running of the simulated signals are sampled from the plausible ranges of these parameters. The detection probabilities determined for the injected signals are used to ascertain the instrument selection function for different burst properties.

We use the resulting selection-corrected distribution of scattering timescales (see Figure 17 in CHIME/FRB Collaboration et al. 2021) as an observable to which we compare our simulations. Because dispersion and scattering properties for a given medium are correlated and cannot be studied in isolation, the selection-corrected DM distribution is also used in our analysis. Our population synthesis study tests different FRB population models based on whether they can reproduce this joint distribution of DM and scattering.

The population models that we test assume different spatial distributions and host-galaxy types for the simulated FRBs. Additionally, some of the models invoke scattering originating in the circumburst medium and/or in the halos of intervening galaxies. For each population model, we first simulate properties intrinsic to the source, namely, burst energy, redshift, width, and sky location. The prescriptions that we use for simulating these properties are described in Section 3. We then simulate the DM and scattering contributions of different intervening media, prescriptions for which are detailed in Section 4.

Using burst energies and redshifts, we calculate burst fluences in order to determine which of the simulated FRBs are detectable with the CHIME/FRB system. The DM and scattering distributions of the simulated detectable bursts are then compared with the corresponding distributions in Catalog 1. We do not compare the simulated fluence distribution with the measured fluences in Catalog 1 as the selection-corrected distributions for DM and scattering are derived assuming these properties are uncorrelated with fluence.

3. Modeling Intrinsic Properties

3.1. Redshift

The intrinsic distribution of FRB redshifts is not well characterized due to the small number of observed FRBs with host-galaxy associations (Heintz et al. 2020). In the absence of knowledge about the distribution, we test two different models for the variation of the number density of FRBs with redshift. The first model assumes a constant comoving number density with the probability of detecting an FRB at a redshift $z$:

$$P(z) \propto \frac{1}{1 + \frac{\Omega_C}{dV_C}},$$

(1)

where $dV_C/(d\Omega dz)$ is the differential comoving volume per unit solid angle per unit redshift. The factor of $(1 + z)$ corrects the occurrence rate of FRBs in each redshift interval $dz$ for time dilation due to cosmic expansion. The second model assumes that the number density follows the star formation rate, motivated by emission models that suggest that FRBs could originate from young stars (see, e.g., Connor et al. 2016; Margalit & Metzger 2018). For this model, the probability of detecting an FRB at a redshift $z$ is given by

$$P(z) \propto \frac{(1 + z)^{2.7}}{1 + [(1 + z)/2.9]^5.6} \frac{1}{1 + \frac{\Omega_C}{dV_C}}.$$

(2)

where the additional prefactor describes the variation in the comoving star formation rate with redshift (Madau & Dickinson 2014). The probability density functions for the two models are plotted in Figure 1.

We simulate FRBs up to a maximum redshift of $z = 3$ for both models. This choice is informed by the maximum possible redshift calculated using the Macquart et al. (2020) relation for the highest-DM event in Catalog 1. The event, FRB 20180906B, has a measured extragalactic DM of 3015 pc cm$^{-3}$, which translates to a maximum redshift of 2.95. The maximum redshift of 3 is a conservative assumption as approximately half of the CHIME-detected FRBs are at redshifts $< 0.5$ (CHIME/FRB Collaboration et al. 2021).

3.2. Energy

We sample the energy emitted by the simulated bursts in the CHIME band according to the Schechter function (Schechter 1976). While a power-law model is widely used to describe the energy distribution of several extragalactic high-energy transients (see, e.g., Sun et al. 2015), we use the Schechter function as it adds an exponential cutoff to the power-law model. Under this assumption, the differential energy
distribution for the FRB population is given by
\[ \frac{dN}{dE} \propto E^{-\gamma} \exp \left( -\frac{E}{E_{\text{max}}} \right). \]  

The exponential cutoff above the maximum energy, $E_{\text{max}}$, ensures that the total energy emitted by the FRB population ($\int_0^\infty E (dN/dE) dE$) does not diverge for $\gamma \leq 2$. To reduce the computational cost incurred in simulating a progressively larger number of FRBs with low energies, we also assume a minimum energy, $E_{\text{min}}$. While we allow the power-law index of the distribution, $\gamma$, to vary for each population model being tested (see Section 5), the minimum and maximum burst energies are held fixed.

We choose the values of $E_{\text{min}}$ and $E_{\text{max}}$ by studying the inferred energy distribution of events included in Catalog 1. The isotropic-equivalent energy of each event is inferred using the expression derived by Macquart & Ekers (2018):
\[ E = \frac{4\pi D_L^2 F \Delta \nu}{(1 + z)^2}, \]  

where $D_L$ is the luminosity distance to the FRB source, $F$ is the burst fluence, $\Delta \nu$ is the observing bandwidth, and $\alpha$ is the spectral index ($F_\nu \propto \nu^\alpha$). We set $\alpha = 0$ to be consistent with the calibration technique used to measure fluences for the Catalog 1 events. Calibration is performed on a band-averaged time series for each burst and thus involves the implicit assumption of $\alpha = 0$ (CHIME/FRB Collaboration et al. 2021).

Equation (4) requires the redshift to be known, which is the case for only two sources in Catalog 1, FRB 20121102A and FRB 20180916B (Tendulkar et al. 2017; Josephy et al. 2019; Marcote et al. 2020). For these sources, we compute burst energies with the associated uncertainties being propagated from the fluence measurements. For all other sources, i.e., those with undetermined redshifts, we compute maximum energy by ascribing the excess DM to the IGM and calculating a maximum possible redshift using the Macquart relation (Macquart et al. 2020). The inferred burst energies are plotted in Figure 2.

Based on the inferred energy distribution, we adopt a value of $10^{42}$ erg for $E_{\text{max}}$. We note that the fluence measurements in Catalog 1 are biased low as they are derived assuming the burst is detected along the meridian, which is the most sensitive location along the transit path. This effect is not accounted for in the fluence uncertainties, thereby causing the maximum inferred energy to not be a true upper bound. Therefore, we reexamine the assumed value of $E_{\text{max}}$ in Section 6.1. We choose the value of $E_{\text{min}}$ based on the inferred energies for the two sources with measured redshifts. While the lowest inferred energy is $7 \times 10^{36}$ erg, we adopt a more conservative value of $10^{36}$ erg for $E_{\text{min}}$.

3.3. Sky Location

We simulate sky locations in order to determine the contribution of the Milky Way to the burst DMs and scattering timescales. Burst locations are simulated based on the exposure of the CHIME/FRB system during the observing duration for Catalog 1 (2018 July 25 to 2019 July 1). Because the sky exposure does not vary significantly with R.A. (CHIME/FRB Collaboration et al. 2021), we sample the burst right ascensions from a uniform distribution. However, the exposure varies significantly with decl. ($\delta$), with sky locations at $\delta > +70^\circ$ transiting through the field of view twice per day.
In order to characterize the variation in the total exposure of the CHIME/FRB system as a function of decl., we first coadd exposure maps for the two transits provided by CHIME/FRB Collaboration et al. (2021). While the native resolution of this combined map is 0.7 arcmin$^2$, we downsample the map to a resolution of 1 deg$^2$ in order to smooth over the small-scale features such as zero exposure in the gaps between synthesized beams. We then marginalize the resulting map over R.A. to

![Inferred isotropic-equivalent energy for Catalog 1 events plotted as a function of their extragalactic DM. Events with measured redshifts are repeaters and are plotted in orange with the error bars corresponding to 1$\sigma$ uncertainties propagated from the fluence measurements. Events plotted in blue do not have corresponding redshift measurements. Their energy is estimated using upper limits on the source redshift and burst fluence (see Section 3.2).](image1)

**Figure 2.**

![Probability density function (PDF) of burst declinations sampled based on the sky exposure of the CHIME/FRB system. The exposure marginalized over R.A. is plotted in blue while the orange curve shows the variation of sky area with decl. The simulated FRB distribution follows the product of these two PDFs represented by the green curve. The dashed gray line marks the decl. at which the exposure doubles due to circumpolar sources being visible in two transits.](image2)

**Figure 3.**
obtain the exposure as a function of decl. Multiplying this function with a cosine function, which describes the variation in sky area with decl., provides us with a probability distribution. We sample burst declinations in accordance with this probability distribution, which is shown in Figure 3. We note that we do not consider variation in sensitivity with decl., or across beams and transits while simulating burst locations, as the selection-corrected distributions of observed properties, which the simulated distributions will be compared to, account for bursts detected in locations with different sensitivities.

4. Modeling Propagation Effects

We generate the DMs and scattering timescales of simulated FRBs by modeling the different media through which FRB signals propagate. The DM of each burst is equal to the integrated electron density \(n_e\) along the line of sight and is modeled as

\[
DM_{\text{total}} = \int_0^D n_e ds = DM_{\text{MW}} + DM_{\text{IGM}} + DM_{\text{Host}} + DM_{\text{Local}}
\]

where the subscripts “MW,” “IGM,” “Host,” and “Local” stand for the Milky Way, the intergalactic medium, host galaxy, and local environment of the FRB source, respectively. Assumed models of electron density for each of these media are described in the following subsections. The contribution of the halos of intervening galaxies is included in \(DM_{\text{IGM}}\) (see Section 4.2). The DM contribution of the host galaxy and the circumburst environment are both reduced by a factor of \((1 + z)\) to account for the combined effect of time dilation of the dispersive delay and photon redshift (Ioka 2003).

We simulate the phenomenon of scattering using the prescription provided by Cordes & Lazio (2002). They model electron density fluctuations \((\delta n_e)\) in the inhomogeneous plasma as having a power-law wavenumber \(q\) spectrum,

\[
P_{\delta n_e}(q) = C_n^2 q^{-\beta},
\]

where \(C_n^2\) is the spectral coefficient and denotes the level of turbulence. The inner and outer scales of these fluctuations are denoted by \(l_i = 2\pi/q_i\) and \(l_o = 2\pi/q_o\), respectively, and \(\beta\) is set to be equal to 11/3 for a Kolmogorov wavenumber spectrum. Based on this prescription, we can evaluate the scattering time \(\tau\) using the following expression (Blandford & Narayan 1985; Cordes et al. 2016):

\[
\tau = \frac{1}{2c} \int_0^{D_h} ds \eta(s)s(1 - s/D_h) \frac{\Gamma(7/6)X_{\text{C}}^4 r_e^2 L_{\text{C}}^2}{2c} \int_0^{D_h} ds s(1 - s/D_h) C_n^2.
\]

Here \(\eta\) is the mean-square scattering angle per unit distance, which we express in Equation (8) in terms of \(C_n^2\) following Appendix B of Cordes et al. (2016). Additionally, \(c\) is the speed of light, \(\Gamma\) is the gamma function, \(\lambda\) is the observing wavelength (corresponding to a frequency of 600 MHz), \(r_e\) is the classical electron radius and \(D_A\) is the angular diameter distance to the source. Following Cordes et al. (2016), we set the inner scale, \(q_i\), to be equal to \(10^3\) km. The finite wavenumber cutoff associated with the inner scale results in a power-law index of \(-4\) for the frequency dependence, as opposed to the canonical value of \(-4.4\) for a Kolmogorov medium with a negligible inner scale (Bhat et al. 2004).

The models of electron density assumed for different media can also be used to ascertain scattering measures (SM). The SM integrates the amplitude of the turbulence over the path length that the FRB signal passes through and is estimated using the following equation presented by Cordes & Lazio (2002):

\[ SM = 6 \int_0^{D_h} ds (s/D_h) \left(1 - s/D_h\right) C_n^2. \]

The spectral coefficient \(C_n^2\) is related to the electron density \(n_e\) in the intervening medium as

\[ C_n^2 = C_{SM} F n_e^2, \]

where \(C_{SM}\) is a numerical constant derived based on the slope of the wavenumber spectrum and \(F\) is the fluctuation parameter, which depends on the outer scale, the volume filling factor of ionized clouds, and the magnitude of electron density fluctuations \((\delta n_e/n_e)\) in the medium. Analogous to the total DM, we obtain the total SM by adding the contributions of all intervening media:

\[ SM_{\text{total}} = SM_{\text{MW}} + SM_{\text{IGM}} + SM_{\text{CGM}} + SM_{\text{Host}} + SM_{\text{Local}}. \]

where the subscript “CGM” stands for the halos of intervening galaxies (see Section 4.5). The other subscripts are defined in Equation (5). We increase \(SM_{\text{Host}}\) and \(SM_{\text{Local}}\) by a factor of 3 and 6, respectively, to account for the increased broadening caused by plane waves from extragalactic sources compared to spherical waves from sources within the Milky Way (Cordes et al. 2016). The factor of \((1 + z)^2\) in the terms for scattering media at the source redshift corrects for the dilation of the scattering timescale and the observing frequency being redshifted compared to the emission frequency (Macquart & Koay 2013). The total SM of each FRB is calculated based on its simulated redshift. The SM is then substituted in Equation (8) to calculate a scattering time after appropriately accounting for the prefactors.

4.1. Milky Way

We estimate the contribution of the Milky Way to the dispersion and scattering measures using the NE2001 model of electron density (Cordes & Lazio 2002). The software implementation of the model integrates the electron density up to a galactocentric radius of 50 kpc, which is greater than the size of any modeled component, thereby providing the maximum possible values for \(DM_{\text{MW}}\) and \(SM_{\text{MW}}\).

We do not use the more recent YMW16 model (Yao et al. 2017) as it derives Galactic scattering times using a \(\tau-DM\) relation instead of modeling electron density fluctuations. While the \(\tau-DM\) relation that Yao et al. (2017) use is valid for the level of turbulence in the inner Galaxy, the expected scattering per unit DM varies significantly between different regions of the Galaxy. Therefore, the model overestimates the
scattering toward the Galactic anticenter region, as described in Ocker et al. (2021).

In addition to the components of the ISM included in the NE2001 model, we simulate the DM contributed from the halo of the Milky Way. The DM of the Galactic halo, $\text{DM}_{\text{MW,Halo}}$, is greatly uncertain, with estimates spanning $\sim 10-100$ pc cm$^{-3}$ (Dolag et al. 2015; Prochaska & Zheng 2019; Keating & Pen 2020). We initially assume $\text{DM}_{\text{MW,Halo}} = 30$ pc cm$^{-3}$ based on the results of Dolag et al. (2015). We examine the effect of this assumption on our results in Section 6.1. We do not simulate the scattering contribution of the halo as it is constrained to be at least an order of magnitude lower than the temporal resolution of the CHIME/FRB system (Ocker et al. 2021).

4.2. Intergalactic Medium

The contribution of the IGM to the DMs of FRBs can be calculated using the Macquart relation, which relates the source redshift to $\text{DM}_{\text{IGM}}$ (Macquart et al. 2020). There is significant scatter in this relation due to the inhomogeneity of the IGM with a majority of sight lines intersecting galaxy halos (McQuinn 2014). To account for these sight-line variations, we sample the $\text{DM}_{\text{IGM}}$ for each simulated FRB from a normal distribution with the mean calculated as per Zheng et al. (2014):

$$\text{DM}_{\text{IGM}} \cong n_0 f_e D_L [1 + 0.932 z + (0.16 \Omega_m - 0.078) z^2]^{0.5},$$

(12)

where $n_0$ is the mean number density of nucleons at $z = 0$, $f_e$ is the fraction of baryons in an ionized state, and $\Omega_m$ is the matter density in units of the critical density at $z = 0$. The top $x$-axis in Figure 1 shows the variation in $\text{DM}_{\text{IGM}}$ as a function of redshift. The standard deviation of the aforementioned normal distribution is obtained from cosmological simulations performed by McQuinn (2014, see Figure 1 of their paper) for $z < 1.5$. The standard deviation varies from $\sim 50\%$ at $z = 0.1$ to $\sim 20\%$ at $z = 1.5$. For simulated FRBs with $z > 1.5$, we assume a standard deviation of 20%.

We do not simulate scatter-broadening caused by the IGM and set $\text{SM}_{\text{IGM}} = 0$. This choice is motivated by the expected scattering time at 600 MHz, derived based on the turbulence injection scale associated with cosmic structure formation, being at least an order of magnitude lower than the sampling time of the CHIME/FRB system (Macquart & Koay 2013; Zhu et al. 2018).

4.3. Host Galaxy

We simulate FRBs in different types of host galaxies, namely, spiral, elliptical, and dwarf galaxies. We adopt different models of electron density for each galaxy type, which are described in the following subsections. Additionally, we assume that the inclination angles of these host galaxies are uniformly distributed, with the probability of having an inclination angle $i$ being $P(i) \propto \sin(i)$. For each FRB, we randomly sample an inclination angle in the range, $0 \leq i \leq \pi/2$, based on the aforementioned probability. We do not simulate inclination angles with values between $\pi/2$ and $\pi$ as the assumed electron density models are symmetric about the plane of the galaxy.

We simulate $10^4$ FRB locations within the host for each galaxy type. The assumed distributions of FRB locations are also described in the following subsections. We then estimate $\text{DM}_{\text{host}}$ and $\text{SM}_{\text{host}}$ for these $10^4$ sight lines through the host galaxy by integrating over the electron density distribution from the event location to the near edge of the host galaxy. The resulting distributions of DMs and scattering times are shown in Figure 4. Additionally, we add the DM expected from the halo of the host galaxy to $\text{DM}_{\text{host}}$. Analogous to the Milky Way, we assume $\text{DM}_{\text{host,Halo}} = 30$ pc cm$^{-3}$. We make this assumption for all galaxy types as the electron distribution in the halos of dwarf and elliptical galaxies is poorly understood. While the known sample of FRB host galaxies is morphologically diverse (Heintz et al. 2020), we initially test population models where all FRBs are located in host galaxies of the same type. However, we repeat our analysis for models where FRBs exist in more than one type of host galaxy and present the results in Section 6.4.

4.3.1. Spiral Galaxies

We assume that all spiral galaxies have electron density distributions similar to the Milky Way and use the prescription from the NE2001 model to simulate the electron density in the thin disk, thick disk, spiral arms, and galactic center (see Table 2 of Cordes & Lazio 2002). In using the NE2001 model to simulate the electron density of the host galaxy, we implicitly assume that the amplitude of turbulence ($C_s^2$) and inner scale of the fluctuations in electron density, $l_i$, are the same as those assumed for the Milky Way by Cordes & Lazio (2002).

As noted earlier, we do not use the YMW16 model to simulate the host galaxy, as Yao et al. (2017) use a $\tau$–DM relation (as described in Section 4.1) to obtain the scattering time. As this relation models the expected turbulence in the inner Galaxy, it is only valid for FRBs located in the inner regions of their host galaxy. However, FRBs could be located at large radial distances from their galaxy centers, as discussed below. Their sight lines would not pass through the inner regions of the host, implying that the YMW16 model would overestimate the pulse broadening for such sources.

The distribution of host DMs and scattering times could be influenced by the size distribution of the host galaxies. We assign a radius to each spiral host galaxy by first sampling a galaxy mass and then using the mass–radius relationship provided by Shen et al. (2003):

$$R \text{ (kpc)} = 0.1 \left( \frac{M}{M_\odot} \right)^{0.14} \left( 1 + \frac{M}{4 \times 10^{10} M_\odot} \right)^{0.25} .$$

(13)

Here, $R$ is the galaxy half-light radius and $M$ is the galaxy stellar mass. We sample the galaxy mass using the stellar mass function of star-forming galaxies, located at $z \sim 0.1$, provided in Table 3 of Moustakas et al. (2013). In doing so, we assume that the rate of FRB occurrence within a galaxy is proportional to its stellar mass. We then derive a radius for each host galaxy based on Equation (13) and scale all modeled electron density structures by a factor of $(R/R_{MW})$. Here, $R_{MW}$ is the effective radius of the Milky Way and is set to be equal to 2.5 kpc (van den Bergh 1999).

We simulate three spatial distributions of FRBs within a spiral host, modifying any length scales for these distributions by a factor of $(R/R_{MW})$. The three distributions are motivated
by progenitor models involving isolated pulsars (Connor et al. 2016; Cordes & Wasserman 2016), isolated magnetars (Metzger et al. 2019), and merging neutron stars (Totani 2013; Wang et al. 2016; Margalit et al. 2019). For all of these spatial configurations, we sample the source height above the plane of the host galaxy from an exponential distribution. The scale heights of these exponential distributions are set to be equal to those inferred from the observed Galactic population of these sources using population synthesis analyses. We assume a scale height of 30 pc for the magnetar population (Olausen &
Kaspi 2014), 330 pc for the pulsar population (Lorimer et al. 2006), and 800 pc for binary neutron star systems (Kiel et al. 2010).

For the pulsar and magnetar models, we simulate FRBs along the spiral arms of the host galaxy. This is motivated by the results of a population synthesis analysis performed by Faucher-Giguère & Kaspi (2006), and we use the methodology described in Section 3.1.2 of their paper. In summary, the galactocentric radii of simulated FRBs are sampled from a radial distribution for which the surface density peaks at 3 kpc. The azimuthal angle of each FRB is sampled in such a way that it falls on the centroids of the spiral arms, the locations of which are consistent with those used in the NE2001 model.

For the model in which FRBs are associated with binary neutron star mergers, we simulate the galactocentric radius based on the corresponding distribution observed for short gamma-ray bursts, which exhibit large offsets from the centers of their host galaxies. We sample the radius of the simulated FRBs using the cumulative distribution function (CDF) of host-normalized offsets \( (r/R) \) provided by Fong & Berger (2013).

4.3.2. Elliptical Galaxies

While we have a prior on the electron density distribution in spiral galaxies owing to extensive modeling of the Milky Way, the corresponding distribution for elliptical galaxies is not well understood. Although some theoretical models provide a functional form for the variation in electron density with radius (see, e.g., Seta et al. 2021), they do not include a prescription for the scattering properties of elliptical galaxies. Therefore, we follow Xu & Han (2015) in modeling an elliptical galaxy using the thick-disk and galactic-center components of the NE2001 model, using which we can ascertain both dispersive and scattering properties.

This approach makes an implicit assumption that the elliptical galaxy is the same size as the Milky Way. However, we reduce the free-electron density by a factor of \( \sqrt{10} \) in order to account for the lack of ionized gas in elliptical galaxies. This factor is derived based on the H\( \alpha \) luminosity for an average elliptical galaxy being an order of magnitude lower than the inferred luminosity for the Milky Way (James et al. 2004). As the H\( \alpha \) luminosity is a tracer of ionized hydrogen, it is proportional to \( \int n_e^2 \, dV \), implying that the free-electron density is proportional to the square root of the total H\( \alpha \) luminosity emitted by the galaxy.

We assume a population of FRBs within the galaxy with a scale height and radial distribution the same as that inferred for the short-GRB population, described in Section 4.3.1. The resulting DM and scattering-time distributions are shown in Figure 4. We note that we do not simulate other spatial distributions of FRBs in elliptical galaxies. Another caveat is that reducing the free-electron density across the galaxy by a factor based on the H\( \alpha \) luminosity assumes that the distribution of ionized hydrogen in elliptical galaxies is similar to that for the Milky Way. This factor could be different if a significant fraction of the H\( \alpha \) emission originates in small-scale structures such as H II regions. Assuming a different spatial distribution for FRBs or correction factor for the H\( \alpha \) luminosity is unlikely to significantly change our results. This is because the contribution of an elliptical host galaxy to the total DM and SM will be significantly lower than that of other media, regardless of the assumed parameters.

4.3.3. Dwarf Galaxies

We model dwarf galaxies using the prescription for the electron density distribution in the Large Magellanic Cloud (LMC) proposed by Yao et al. (2017). Although the LMC is not representative of the full population of dwarf galaxies, observations of radio pulsars have enabled modeling of its electron density distribution. Because similar studies have not been conducted for other galaxies, we use the LMC as a prior for all dwarf galaxies.

Based on DMs observed for 23 pulsars in the LMC, Yao et al. (2017) model it as a disk with exponentially decreasing electron density away from the plane of the galaxy and a Gaussian distribution in the radial direction. The scale height for the exponential falloff is 0.8 kpc, and the standard deviation for the Gaussian function is 3 kpc. We assume the vertical heights and galactocentric radii of the simulated FRBs to follow an exponential and Gaussian distribution, respectively. The parameters of these distributions are set to be the same as those for the assumed electron density distribution. While integrating over this electron density distribution to calculate the SM of a simulated FRB, we assume the turbulence to be the same as that for the thick disk of the Milky Way because the scattering properties of the LMC are not well understood. This is done by setting \( C_n^2 \) in Equation (9) to be the same as that for the thick disk in the NE2001 model.

We note that we do not implement a distribution of galaxy radii for dwarf or elliptical galaxies as the total DM and scattering-time distribution is not expected to change significantly by varying the sizes of these galaxies. This is because the simulated contribution of these galaxy types to the total DMs of simulated FRBs is much lower than the expected IGM contribution. Additionally, the simulated host scattering times, as shown in Figure 4, are lower than the temporal resolution of the CHIME/FRB instrument.

Two repeating FRB sources, FRB 20121102A and FRB 20190520B, have been localized to star-forming dwarf galaxies (Tendulkar et al. 2017; Niu et al. 2021). The range of possible values for the host DM of FRB 20121102A (55 < \( \text{DM}_{\text{Host}} \) + \( \text{DM}_{\text{local}} \) < 225 \( \text{pc cm}^{-3} \)) is consistent with the simulated DMs in this work (see Figure 4). However, the inferred total DM for the host galaxy and local environment of FRB 20190520B is significantly higher (902+388−128 \( \text{pc cm}^{-3} \)). The high inferred DM could be consistent with our simulations if the dominant contributor is the local environment instead of the host-galaxy ISM. The association of a compact, persistent radio source with FRB 20190520B supports this possibility.

4.4. Circumburst Environment

The local environment of an FRB source could contribute significantly to its observed DM, as has been suggested for models in which FRBs are produced by young neutron stars (see, e.g., Connor et al. 2016; Piro 2016). However, these works do not provide an estimate of the scatter-broadening caused by high electron density local environments. The NE2001 model of electron density in the Milky Way provides empirical estimates of local DM and SM (hereafter \( \text{DM}_{\text{chump}} \) and \( \text{SM}_{\text{chump}} \)) for \( \sim 100 \) Galactic pulsars (Cordes & Lazio 2003). Cordes & Lazio (2003) note that most of these clumps are not associated with known H II regions or supernova remnants and hence might not be an adequate measure of the dispersive or scattering properties of such environments. Nevertheless, in the
absence of theoretical estimates, we choose to use these empirically derived values as a prior on the scattering properties of HII regions and supernova remnants. Moreover, the observed dispersion and scattering properties of a few pulsars associated with known HII regions or supernova remnants (Johnston & Romani 2003; Rickett et al. 2009; Ocker et al. 2020) are consistent with the NE2001 estimates for the ∼100 pulsars, lending support to our choice of using this sample.

We sample the DM of the local environment, $D_{\text{MLocal}}$, from a log-normal distribution. The parameters of this distribution are based on the distribution of $D_{\text{Mclump}}$ values modeled by Cordes & Lazio (2003). The mean and standard deviation of the underlying normal distribution are 0.18 and 1.09, respectively, and the DM values are generated within 2σ of the mean of the normal distribution. Simulated values of $D_{\text{MLocal}}$ range from 0.1 to ∼300 pc cm$^{-3}$. The distribution of $D_{\text{Mclump}}$ and $D_{\text{MLocal}}$ are shown in Figure 5.

In order to estimate $S_{\text{MLocal}}$ from the corresponding $D_{\text{MLocal}}$ for each simulated FRB, we first model the relationship between $S_{\text{Mclump}}$ and $D_{\text{Mclump}}$ as a power law using an ordinary least-squares regression (see, e.g., Isobe et al. 1990). We then calculate $S_{\text{MLocal}}$ using this power-law model but allow for scatter in the SM values based on the prediction interval for the least-squares regression. The confidence and prediction intervals are shown in Figure 5. While the confidence interval represents the uncertainty in the fit, the prediction interval accounts for the scatter in the dependent variable ($S_{\text{Mclump}}$) and indicates the range in which a future observation will lie. Physically, the SM is related to the DM as

$$S_{\text{Mclump}} = C_{\text{SM}} \left( \frac{F_c D_{\text{Mclump}}^2}{w_c} \right),$$

where $F_c$ is the fluctuation parameter for the clump and $w_c$ is the clump radius. The SM values simulated within the prediction interval thus sample the range of fluctuation parameters and widths inferred for the local environments of Galactic pulsars.

We test another configuration in which the circumburst environment has more extreme properties than those assumed above. This is done by setting a minimum threshold for $D_{\text{MLocal}}$. While sampling local DMs for this configuration, DMs lower than the threshold are rejected and redrawn. We initially assume a threshold of 10 pc cm$^{-3}$ but examine the effect of increasing the threshold in Section 6.2. The scattering measure, $S_{\text{MLocal}}$, is derived using the same method as described above.

4.5. Intervening Galaxies

The line of sight to an FRB could also intersect one or more galaxies. Macquart & Koay (2013) estimated the probability of an FRB sight line passing through the ISM of an intervening galaxy to be <5% at $z <$ 1.5. Because the probability of intersection is fairly low, we do not consider the ISM of intervening galaxies as an additional source of dispersion and scattering. However, the probability of a sight line intersecting

\[Figure 5.\] Dispersion and scattering measures for local environments of simulated FRBs in this work and for regions of intense scattering modeled as electron density clumps in the NE2001 model (see Section 4.4). Histograms of the distribution of local DMs for the simulated FRBs (in gray) and for the NE2001 clumps (in blue) are plotted in the top panel while the corresponding histograms for the local SMs are shown in the right panel. The DMs of the simulated FRBs are drawn from a log-normal distribution and the SMs are estimated using a power-law model fit to the DM and SM of the NE2001 clumps. The power-law model with the 2σ confidence interval for the fit is plotted in orange. The scatter in the SMs for the simulated FRBs is dictated by the prediction interval, the bounds for which are shown by the dashed green lines.
the halo of an intervening galaxy is significantly higher. Vedantham & Phinney (2019) find that the majority of sight lines out to \( z \sim 1 \) encounter a \( 10^{13} \, M_{\odot} \) halo and approximately ten \( 10^{11} \, M_{\odot} \) halos. The number of halos that a sight line intercepts peaks at \( z \sim 1 \) and decreases thereafter.

While the DM contribution of such halos is accounted in the scatter in the Macquart relation (see Section 4.2), we model the scattering times using the formalism proposed by Vedantham & Phinney (2019). Their model suggests that subparsec-scale cool ionized gas clumps (\( T \sim 10^4 \) K) in the CGM of intervening galaxies could contribute to FRB scattering.

The scattering time in this model depends on the volume fraction of the cool gas clumps \( (f_c) \), the fraction of baryons in the CGM \( (f_{\text{CGM}}) \), and the source redshift. Additionally, the scattering time for two sources at the same redshift could vary by several orders of magnitude depending on the number of galaxy halos their sight lines intersect, the masses and redshifts of these halos, and the impact parameter to the center of the galaxy. Vedantham & Phinney (2019) account for the aforementioned variables to derive an expression for the fraction of sight lines (referred to as the areal covering factor) for which the scattering time exceeds any given value of \( \tau \) (see Figure 8 of their paper). The differential of the areal covering factor with respect to \( \tau \) provides the probability density function for \( \tau \). We sample the scattering time of each FRB based on this probability density function evaluated at the simulated source redshift.

Vedantham & Phinney (2019) note that their model is simplistic, with many assumptions, and that the values of several key parameters such as \( f_c \) and \( f_{\text{CGM}} \) are poorly constrained. As the validity of the model is uncertain, we perform our population synthesis analysis for two scenarios, with and without scattering originating in the CGM of intervening galaxies. For the former scenario, we test two configurations corresponding to 30% and 60% of baryons in the CGM, i.e., \( f_{\text{CGM}} = 0.3 \) and 0.6, setting \( f_c = 10^{-4} \) for both these configurations. We choose these two configurations as they can explain the scattering observed for FRBs at 1.4 GHz, as noted by Vedantham & Phinney (2019). The scattering time is proportional to \( (f_{\text{CGM}})^{3.2} \) and hence varies by an order of magnitude, on average, between the two configurations.

### 5. Simulation Procedure

We test different population models of FRBs, which are listed in Table 1, using Monte Carlo simulations. For each population model, we start by simulating properties intrinsic to the source, namely, burst energy, redshift, sky location, and pulse width \( (\omega_i) \). We sample pulse widths in accordance with the log-normal function fit to the selection-corrected distribution of intrinsic widths for the Catalog 1 sample. Other intrinsic properties are sampled as described in Section 3. Burst energies are sampled according to the Schechter function (see Equation (3)) for which the power-law index is initially set to be equal to a fiducial value of 2.

Based on simulated burst energies and redshifts, we calculate band-averaged fluences for the CHIME band using Equation (4). A simulated burst is considered to be detectable if its fluence is greater than 0.4 Jy ms, which is the lowest fluence for any burst in the catalog. We choose this threshold knowing that selection effects for the catalog have been adequately characterized above this fluence, thereby allowing a robust comparison of the simulated distributions with the selection-corrected distributions. Previous population synthesis studies (see, e.g., Caleb et al. 2016; Gardenier et al. 2019) implement a fluence threshold dependent on the pulse width, scattering time, and DM determined using the radiometer equation. Because an absolute calibration of selection effects is performed for Catalog 1, we do not use the radiometer equation as an approximation for the sensitivity of the CHIME/FRB system.

We simulate \( 10^4 \) bursts for each population model, the DMs and scattering times for which are sampled using the

### Table 1

| Redshift Dist. | Host Galaxy | \( DM_{\text{local}} \) (pc cm\(^{-3}\)) | \( f_{\text{CGM}} \) | \( \sigma \) |
|--------------|-------------|-------------------|-----------------|-------|
| Constant     | Elliptical  | 10^{-32} 10^{-32} 10^{-17} | 10^{-37} 10^{-36} 10^{-15} | 10^{-30} 10^{-19} 10^{-8} |
| Number       | Dwarf       | 10^{-32} 10^{-33} 10^{-25} | 10^{-32} 10^{-35} 10^{-21} | 10^{-41} 10^{-15} 10^{-10} |
| Density      | Spiral-Short GRBs | 10^{-41} 10^{-22} 10^{-15} | 10^{-32} 10^{-19} 10^{-10} | 10^{-17} 10^{-7} 10^{-5} |
|              | Spiral-Pulsars | 10^{-53} 10^{-30} 10^{-20} | 10^{-37} 10^{-23} 10^{-15} | 10^{-24} 10^{-10} 10^{-8} |
|              | Spiral-Magnetars | 10^{-45} 10^{-36} 10^{-31} | 10^{-44} 10^{-20} 10^{-21} | 10^{-15} 10^{-11} |
|               | Dwarf       | 10^{-110} 10^{-44} 10^{-19} | 10^{-75} 10^{-31} 10^{-17} | 10^{-33} 10^{-20} 10^{-9} |
|               | Spiral-Short GRBs | 10^{-42} 10^{-20} 10^{-15} | 10^{-35} 10^{-18} 10^{-9} | 10^{-15} 10^{-8} 10^{-4} |
|               | Spiral-Pulsars | 10^{-49} 10^{-26} 10^{-14} | 10^{-43} 10^{-23} 10^{-15} | 10^{-19} 10^{-10} 10^{-12} |
|               | Spiral-Magnetars | 10^{-51} 10^{-28} 10^{-19} | 10^{-33} 10^{-26} 10^{-12} | 10^{-23} 10^{-33} |

*Notes.* 100 realizations are simulated for each model and the simulated scattering distribution is compared to the catalog only if the simulated and observed DM distributions are consistent with each other. The mean \( p \)-value for the realizations in which this comparison is performed is reported here. The null hypothesis is that the simulated distribution for a population model is identical to the catalog. The \( p \)-value for the model for which at least 1 of the 100 realizations cannot be ruled out with \( >3 \sigma \) confidence by both KS and AD tests is indicated in bold. The \( p \)-value is not available (as indicated by “.”) for models for which the simulated DM distributions are found to be inconsistent with Catalog 1 for all trial power-law indices of the burst energy distribution (see Section 5).

* a The DM of the local environment ranges from the minimum reported here to \( \sim 300 \) pc cm\(^{-3}\) and is drawn from a log-normal distribution (see Section 4.4).

* b A dash (-) indicates that the scattering contribution of the CGM of intervening galaxies is assumed to be 0.

* c For the redshift distribution tracing the star formation rate, we do not test the model in which all FRBs are in elliptical galaxies. The model is not physically motivated due to the low rate of star formation in these galaxies.
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prescriptions provided in Section 4. All DMs include the contribution of the Milky Way, the host galaxy, and the IGM. However, the scattering times only include the contribution of the Milky Way and the host galaxy. While the contributions of the Milky Way and the IGM are derived based on simulated sky locations and redshifts, the host-galaxy contribution is simulated for $10^5$ different sight lines (see Section 4.3). Contributions of intervening galaxies and local environments are added for some of the tested models. The different models that we test are listed in Table 1.

In order to compare the simulated DM and scattering distributions with Catalog 1, we perform the same set of cuts on these distributions as in the catalog. This involves excising bursts with $\text{DM} < 100$ pc cm$^{-3}$ or $\text{DM} < 1.5$ times the maximum of the Galactic DM estimates obtained from the NE2001 and YMW16 models (see Section 2). Additionally, we excise all bursts with $\tau_{600 \text{ MHz}} > 100$ ms, as selection effects for the catalog have not been assessed beyond this timescale (CHIME/FRB Collaboration et al. 2021). Because 95% of Catalog 1 bursts survived these three cuts, we reweight DMs and scattering times for bursts, which are rejected until the surviving sample contains at least 95% of the simulated detectable bursts, i.e., 9500 bursts.

We also apply two corrections to the simulated distributions to emulate the constraints in measuring widths and scattering times for the Catalog 1 sample. The first of these corrections concerns narrow bursts for which intrinsic widths are difficult to discern due to dispersive smearing and scatter broadening. Simulated bursts with $w_i < 0.1$ ms are set to have widths equal to 0.1 ms, as CHIME/FRB Collaboration et al. (2021) report that intrinsic widths lower than this threshold cannot be robustly measured. The second correction is applied to bursts with low scattering times ($\tau_{400 \text{ MHz}} < w_i$), which are difficult to measure using burst-fitting algorithms. For these bursts, we set $\tau_{600 \text{ MHz}}$ to be equal to half the intrinsic width, as is done for Catalog 1 (CHIME/FRB Collaboration et al. 2021).

For each population model, we first compare the simulated DM distribution with the selection-corrected catalog. We generate 100 realizations of the DM distribution for both the catalog and the model. The model distribution includes more than 9500 bursts and thus does not vary significantly between realizations. However, we vary the catalog distribution between realizations to account for the uncertainties shown in Figure 6. This is done by randomly sampling the probability density for each DM bin within its 68% confidence interval. Because the postcut catalog consists of 292 bursts (see Section 2), we sample 292 DM values in accordance with the probability density function (PDF) using the rejection sampling technique (see, e.g., Flury 1990).

For each realization, we compare the DM distribution for the catalog with the model using a two-sample Kolmogorov–Smirnov (KS) test (Massey 1951). If the two distributions are inconsistent with each other, with $>3\sigma$ significance, we resample the intrinsic properties, DMs, and scattering timescales for all bursts assuming a different power-law index for the energy distribution. The power-law index is varied in steps of 0.01 until the two DM distributions are found to be consistent. For most population models, we converge on a power-law index for which the simulated DM distribution is consistent with the catalog. We do not proceed with the scattering-time comparison for models that fail to converge.

We compare the scattering-time distribution for 100 realizations of the converged models with the catalog using both the KS and the Anderson–Darling (AD) tests (Scholz & Stephens 1987). The PDF for the selection-corrected scattering-time distribution for Catalog 1 has fairly large uncertainties particularly longward of 10 ms, as shown in Figure 6. Therefore, for each of the 100 catalog realizations, we randomly sample the probability density in each scattering-time bin within its 68% confidence interval. We sample 292 scattering timescales based on the resulting PDF and compare these scattering times with the simulated sample of $>9500$ bursts. We report the results from these statistical tests in Table 1.
6. Results and Discussion

We conclude that a model is able to reproduce the catalog if at least 1 of 100 Monte Carlo realizations of the DM and scattering distributions for the model is found to be consistent with the corresponding distributions for Catalog 1. The criteria for consistency is finding no significant differences between the observed and simulated distributions at a $>3\sigma$ confidence level with both KS and AD tests. Among the several models being tested (see Table 1), we find that only one population model is able to reproduce the observed properties in Catalog 1. The model that we cannot rule out corresponds to an FRB population hosted in spiral galaxies with a spatial distribution within the host resembling that of the short-GRB population. The model also includes scattering arising both in the local environment ($D_{\text{Local}} > 10$ pc cm$^{-3}$) and in intervening galaxies ($f_{\text{CGM}} = 0.6$). Additionally, the model assumes that the FRB population evolves with redshift in a manner consistent with the star formation rate.

For this model, the mean $p$-value is $10^{-4}$ for the KS test comparing the simulated scattering-time distribution with the catalog. While this value is lower than the threshold for $3\sigma$ confidence, we do not reject the model as we are performing multiple statistical tests using the same data. Testing multiple hypotheses increases the chances of observing a rare event, thereby requiring a lower $p$-value threshold to claim an inconsistency between the model and the data. The modified threshold is evaluated using the Bonferroni correction (Shaffer 1995), which involves dividing the threshold for $3\sigma$ confidence (0.0027) by the total number of tests performed (81; see Table 1). The mean $p$-value for the favored model is greater than the modified threshold ($10^{-5}$), implying that the model is marginally consistent with the observations. None of the other population models have mean $p$-values greater than this threshold. We investigate why other models were unable to reproduce our observations in Sections 6.2 and 6.5.

The simulated DM and scattering distributions for the model we cannot exclude along with the corresponding distributions for Catalog 1 are shown in Figures 6 and 7. The simulated distribution is found to be marginally consistent with Catalog 1 based on KS and AD tests. The CDF for the selection-corrected catalog is plotted in blue. Uncertainties on the catalog CDF are determined by generating 100 realizations of the probability density function shown in Figure 6. In each realization, the probability density for each scattering-time bin is sampled within its 68% confidence interval.

6.1. Varying Assumed Parameters

The results reported in Table 1 are derived from simulations of intrinsic and observed properties of FRBs, modeling of which requires many assumptions. We investigate the robustness of our results to some of these assumptions by repeating our analysis for different values of the assumed parameters.

The first set of assumptions is related to measured fluences in Catalog 1 being biased low as they are calculated assuming all bursts are detected at the most sensitive location along their transit. This systematic error propagates through to the assumed value of $E_{\text{max}}$ for the intrinsic energy distribution chosen based on the inferred energies of Catalog 1 events (as described in Section 3.2). Additionally, this one-sided systematic error also...
implies that the minimum detectable fluence assumed for the simulations (0.4 Jy ms; lowest-measured fluence in Catalog 1) could be an underestimate.

We rerun the simulations for all population models twice. In the first iteration, we set $E_{\text{max}}$ to $10^{46}$ erg compared to its previously assumed value of $10^{42}$ erg. While increasing $E_{\text{max}}$ allows more events to be detectable at higher redshifts and hence higher DMs, we find that it does not significantly alter the overall DM distribution and the power-law index of the energy distribution. In the second iteration, we increase the minimum detectable fluence to twice the previously assumed value, setting it to be 0.8 Jy ms. The results for both of these iterations confirm our initial conclusions. We find that a short-GRB-like population in spiral galaxies with scattering arising in the local environment ($\text{DM}_{\text{local}} > 10$ pc cm$^{-3}$) and CGM of intervening galaxies ($\text{DM}_{\text{CGM}} = 0.6$) remains the only model even marginally consistent with Catalog 1.

The other assumed parameter that we vary is the DM contribution of the halo of the Milky Way and the host galaxy. While we initially assumed $\text{DM}_{\text{Halo}} = 30$ pc cm$^{-3}$, we perform another iteration of the simulations by sampling halo DM uniformly in the range from 50 to 80 pc cm$^{-3}$ (Prochaska & Zheng 2019). We find the same model to be favored for this iteration as well.

For all population models, the simulated scattering times are compared to catalog measurements that are derived assuming a power-law index of $-4$ for the frequency dependence. This choice is motivated by the measured scattering indices for pulsars and FRBs. While the mean value measured for 98 Galactic pulsars is $-3.9 \pm 0.2$ (Bhat et al. 2004), the measured indices for FRBs$^{25}$ range from $-6$ to $-3.5$ (Petropff et al. 2016). All of these measurements are consistent with an index of $-4$ due to the large associated uncertainties. However, these measurements could also be consistent with an index of $-4.4$, which is the theoretical expectation for a Kolmogorov medium with a negligible inner scale.

While fitting the Catalog 1 bursts with a scattering timescale valid for a power-law index of $-4.4$ is outside the scope of this paper, we note that a difference of 0.4 in the index will modify the scattering time by a maximum of $(v_1/v_2)^{0.4} \sim 30\%$. Here $v_1$ and $v_2$ are the lowest and highest observing frequencies, respectively.
outskirts of their host galaxies showing significant scattering (Day et al. 2020).

We also test models in which FRBs inhabit dense local environments, the DMs and scattering times for which are simulated based on empirically derived values for the lines of sight of ∼100 Galactic pulsars. The additional scattering contributed by these environments reduces the discrepancy between the simulated and observed population, as indicated by higher p-values for the KS test (see columns for which $D_{\text{M_{Local}}} > 0.1$ pc cm$^{-3}$ in Table 1). We also allow for circumburst environments with more extreme properties by introducing a higher threshold for the local DM contribution, $D_{\text{M_{Local}}} > 10$ pc cm$^{-3}$. Although these models, on average, have higher scattering times and higher p-values for the KS test, they are still unable to explain the highly scattered bursts in the observed population, as shown in Figure 10.
While further increasing the local DM threshold increases the total scattering timescales, it causes the overall DM distribution to be inconsistent with the catalog, as shown in Figure 10 for a model in which $DM_{\text{local}} > 50 \, \text{pc cm}^{-3}$. Our results therefore suggest that the circumburst media must contribute more scattering per unit DM than typical Galactic plane environments such as H II regions or star formation complexes. This agrees with the results of a population study of scattering in Parkes FRBs, which concluded that FRBs must inhabit a denser and more turbulent environment than an SGR 1935+2154-like magnetar (Hackstein et al. 2020). One caveat, however, is that scattering could be contributed by sources other than the local environment and the ISM of the Milky Way and the host galaxy. We discuss the CGM of intervening galaxies as one such source in Section 6.3.

### 6.3. Intervening Galaxies

Introducing the CGM of intervening galaxies as an additional source of scattering reduces the discrepancy between the observed and simulated distributions. This is illustrated in Table 1, where population models with no scattering arising in intervening galaxies show higher deviation from the observed distribution as compared to models in which this source of scattering is included. Among the population models we test, the only one we cannot rule out has scattering originating both in the circumburst environment and in intervening galaxies. This model is statistically preferred over one with scattering originating only in the circumburst environment because of two reasons. First, the geometric weighting factor in Equation (9), \( s/{\sigma}^2 = (1 - s/{\sigma}), \) implies that material located midway between the source and the observer contributes most significantly to the observed scattering. Therefore, material of the same scattering strength would cause more intense scattering if it were located in an intervening galaxy instead of in the circumburst medium. Second, the subparsec-scale clumps in the CGM of intervening galaxies (Vedantham & Phinney 2019) have additional scattering strength, i.e., contribute more scattering per unit DM as compared to the simulated circumburst environments.

However, it could be that the CGM of intervening galaxies is not as turbulent as assumed in the model put forth by Vedantham & Phinney (2019). Ocker et al. (2021) place an upper limit on the fluctuation parameter, which is proportional to \((\sigma/{\sigma})^2\), for the CGM of the Milky Way using scattering measurements of two FRBs. The fluctuation parameter that they infer is orders of magnitude lower than that proposed for the CGM by Vedantham & Phinney (2019), suggesting that halos of other galaxies might not significantly contribute to FRB scattering. Recent observations of two FRBs whose sight lines intercept halos of other galaxies also support this claim (Cho et al. 2020; Simha et al. 2020). The aforementioned studies prompt us to reconsider the conclusions of Section 6.2. If the proposed model of CGM scattering is correct, then the halos of intervening galaxies along with typical galactic plane environments can explain the scattering properties of CHIME/FRB detected sources. However, if the CGM of intervening galaxies is not as turbulent as is suggested by Vedantham & Phinney (2019), then more extreme circumburst environments are required.

### 6.4. Host Galaxies

We initially tested population models in which all FRBs are located in host galaxies of the same type, in order to reduce the computational cost of the simulations. For this simplistic scenario, the only model that we cannot formally exclude given the data assumes that all FRBs are located in spiral galaxies. However, observed host galaxies for localized FRBs seem to be drawn from a more heterogeneous sample. While the first repeating FRB was localized to a dwarf galaxy (Tendulkar et al. 2017), since then several spiral and elliptical hosts have been identified with varying rates of star formation (Bhandari et al. 2020). More recently, Heintz et al. (2020) studied the properties of the localized FRB sample and rejected the hypothesis that the population originates exclusively in late-type galaxies with $>3\sigma$ confidence.

To test whether the observed scenario of a heterogeneous sample of host galaxies is consistent with the DM and scattering distributions in the catalog, we rerun our simulations for the model that initially reproduced our observations. However, for this iteration, we place half of the FRB population in spiral galaxies and half in elliptical galaxies. We keep all other parameters constant as we simulate a short-GRB-like population evolving with the star formation rate with scattering arising in the local environment and in intervening galaxies. We find that the population distributed like short GRBs with a mixed distribution of FRB host galaxies is also marginally consistent with the catalog, with the constraints on scattering being the same as those in Section 6.3. The mean $p$-value for the KS test comparing 100 realizations of the scattering-time distribution for this model with the catalog is $10^{-4}$, implying that the model is as likely as the one in which all FRBs have spiral hosts. As the scattering in both the models is mainly contributed by the circumburst environment and the CGM of intervening galaxies, the significance level does not change even after reducing the scattering contribution of the host ISM for half of the simulated FRBs.

Another property of FRB host galaxies that has been constrained by recent population studies is their DM contribution. The constraints range from 50 to 270 pc cm$^{-3}$ (see, e.g., Yang et al. 2017; Gardenier & van Leeuwen 2021) and include the contribution of the host galaxy and the circumburst environment. For simulated models consistent with Catalog 1, we find that the median rest-frame host DM ranges from 150 to 200 pc cm$^{-3}$. Our findings are consistent with a recent study by James et al. (2022) of a sample of FRBs detected with the Parkes (Murriyang) and ASKAP telescopes. The sample also includes seven FRBs with confirmed host galaxies, based on which they infer an average rest-frame host DM of $145_{-65}^{+60}$ pc cm$^{-3}$.

More recently, an angular cross-correlation analysis of CHIME/FRB sources with cosmological galaxy catalogs has provided evidence for a subpopulation of FRBs at $z \sim 0.4$ with host DMs of $\sim400 \, \text{pc cm}^{-3}$ (Rafiei-Ravandi et al. 2021). The aforementioned host DM is estimated in the observer’s frame and translates to a rest-frame DM of $\sim560 \, \text{pc cm}^{-3}$. However, Rafiei-Ravandi et al. (2021) clarify that their results do not suggest that majority of FRBs have host DMs greater than this value, implying that the median host DM for our simulations could be consistent with their findings.

Rafiei-Ravandi et al. (2021) suggest that the high host DMs for this subpopulation of FRBs could be explained if they are located near the centers of large ($10^{14} \, M_\odot$) halos. Although we
simulate the DM contribution of the host halo in our analysis, we assume it to be similar to the Milky Way (ranging from 30 to 80 pc cm$^{-3}$). We do not consider the scattering contribution of the host halo as it is expected to be $<1$ ms for a Milky Way–like galaxy (see Section 4.1). Scattering timescales could be larger for halos that are more massive than that of the Milky Way, which has a mass of $\sim 10^{12} M_\odot$ (Posti & Helmi 2019). We do not simulate a subpopulation of FRBs located near these large halos due to the uncertain scattering-time contribution but note that it could reduce the discrepancy between the simulated and observed scattering-time distributions.

6.5. Progenitor Models

Our simulations favor a population of FRBs offset from their galaxy centers, modeled based on the observed offsets for the short-GRB population. Other progenitor models with offsets similar to those observed for short GRBs could also be consistent with our observations. This result is consistent with observations of FRBs that have been localized with subarcsecond precision. Mannings et al. (2021) study the offset distribution for eight such FRBs and find that it is consistent both with a population of core-collapse supernovae and short GRBs (see Figure 4 of their paper).

If the circumburst environment and intervening galaxies contribute significantly to scattering, the simulated scattering times for all tested spatial distributions are consistent with the catalog, as shown in Figure 11. However, spatial distributions resembling those of the pulsar and magnetar populations in the Milky Way can be ruled out due to a lack of low-DM FRBs (see Figure 11). The simulated DMs for a population modeled based on pulsars or magnetars are consistent with the catalog only if the contributions of the host galaxy, the Milky Way, and the CGM are considered. The distributions become inconsistent if the DM contribution of dense circumburst environments is included, as shown in Figure 11. Because a population of FRBs offset from their galaxy centers has lower host DMs, on average, than a population distributed along the spiral arms, the simulated DM distribution for a short-GRB-like population is statistically consistent with the catalog even with the inclusion of dense circumburst environments.

It is important to note that we cannot rule out pulsars or magnetars as FRB progenitors if FRBs originate in environments with stronger scattering properties (such as a very young supernova remnant) than those simulated in our analysis. This is because higher scattering per unit DM in the local environment can potentially increase the number of low-DM FRBs with high scattering times and reduce the discrepancy between the simulated and observed distributions in Figure 11. Although we test different spatial distributions in spiral galaxies, any spatial distribution of FRBs located in a mixed distribution of host galaxies could explain our observations, provided the FRBs inhabit circumburst environments with strong scattering properties. In this scenario, the elliptical and dwarf hosts might be able to explain the observed low DMs while the circumburst environments can reproduce the high scattering timescales.

7. Summary and Conclusions

We have performed a population synthesis study to interpret the joint distribution of DMs and scattering timescales for the first CHIME/FRB catalog. The study involved simulating FRB populations, specifically, their intrinsic properties and propagation effects arising in the Milky Way, the IGM, the CGM of intervening galaxies, the host galaxy, and the circumburst environment. The simulated FRB populations were based on different models varying in their redshift distribution, host-galaxy types, and spatial distribution within the host.

We compared the DM and scattering-time distributions for the simulated FRB populations with the corresponding selection-corrected distributions for the catalog using KS and AD tests. For all population models that we simulate, we find that we cannot reproduce the observed scattering times if FRBs have circumburst environments with properties similar to those inferred for the local environments of Galactic pulsars. Based on this result, we infer that the circumburst media of FRBs must have more extreme properties than those of typical Galactic plane environments, thereby improving on the
We also test the possibility that subparsec-scale cool ionized gas clumps in the circumgalactic medium of intervening galaxies could be contributing to FRB scattering (Vedantham & Pinney 2019). We find that we cannot rule out a model of FRBs for which scattering originates in both the local environment and in intervening galaxies. If the proposed models for CGM scattering are correct, then this additional source of scattering relaxes the requirement of local environments of FRBs having more extreme properties than the ensemble of Galactic plane environments that we model.

While we cannot as yet determine the dominant host-galaxy type using the observed DM and scattering distributions, we place some constraints on FRB progenitor models. Our simulations favor a population of FRBs offset from their galaxy centers—like the short-GRB population—over a population that is distributed along the spiral arms such as the magnetar and pulsar populations in the Milky Way. However, this result is dependent on the assumption that circumburst environments resemble those of Galactic pulsars.

Another major caveat is that we simulate FRBs in different host galaxies, the electron density distributions of which are poorly understood. The assumed electron density models might not be able to adequately characterize the dispersive and scattering properties of these galaxies. Population studies of this kind therefore need to be augmented by analysis of scattering budgets of localized FRBs (see, e.g., Simha et al. 2020; Ocker et al. 2021). We encourage more such studies as the scattering-time measurement for localized sources can be interpreted using additional information about the host galaxy, intervening galaxies, and the local environment available from multiwavelength follow-up observations. Such studies could then provide priors on the level of turbulence in other galaxies which in turn can enhance the robustness of population synthesis studies.

In addition to causing temporal broadening, multipath propagation can introduce other observable effects, namely, angular broadening and scintillation. Measurement of scintillation bandwidths and angular sizes of FRBs can be used to infer the location of the scattering material along the line of sight (Masui et al. 2015; Marcote et al. 2017) and verify the conclusions presented in this paper. While angular broadening is only observable using Very Long Baseline Interferometry, scintillation bandwidths have been measured for ∼10 bright FRBs detected with CHIME (Schoen et al. 2021). A population study of scintillation bandwidths for the CHIME/FRB sources is reserved for future work.

It is also important to note that the aforementioned conclusions are derived for the full FRB population as the selection-corrected distributions for the CHIME/FRB catalog include both repeating and so-far nonrepeating sources (CHIME/FRB Collaboration et al. 2021). The CHIME/FRB system is expected to detect more repeating FRB sources in the coming years, which can allow for the determination of the selection-corrected distributions exclusively for the repeating FRB population. Analyses similar to the one we report on here can then help discern whether repeating FRBs constitute a different population as compared to nonrepeating sources based on their observed scattering properties.
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