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Abstract—In this paper, we propose a novel beamforming design to enhance physical layer security of a non-orthogonal multiple access (NOMA) system with the aid of artificial noise (AN). The proposed design uses two factors to balance the useful signal strength and interference at the strong and weak users, which is a generalized version of the existing beamforming designs in the context of physical layer security for NOMA. We determine the optimal power allocation among useful signals and AN together with the two optimal factors in order to maximize the secrecy sum rate (SSR). Our asymptotic analysis in the high signal-to-noise ratio regime provides an efficient and near-optimal solution to optimize the beamforming scalars and power allocation coefficients. Our analysis indicates that it is not optimal to form a beam toward either the strong user or the weak user in NOMA systems for security enhancement. In addition, the asymptotically optimal power allocation informs that, as the transmit power increases, more power should be allocated to the weak user or AN signals, while the power allocated to the strong user keeps constant. Our examination shows that the proposed novel beamforming design can significantly outperform two benchmark schemes.

Index Terms—Non-orthogonal multiple access, physical layer security, artificial noise, optimal power allocation.

I. INTRODUCTION

NON-ORTHO GONAL multiple access (NOMA), as a potentially promising technique to significantly boost the system spectral efficiency in the fifth-generation (5G) and beyond wireless networks, has attracted an increasing amount of research effort [1]–[7]. Different from the conventional orthogonal multiple access (OMA) techniques, such as frequency division multiple access, time division orthogonal multiple access, and code division multiple access, NOMA can exploit the power domain to serve multiple users simultaneously in the same resource block (i.e., time/frequency/code). Motivated by the improved spectral efficiency provided by NOMA, different issues in NOMA systems have been addressed in the literature (e.g., [5], [8]–[13]). For example, [8] focused on a downlink NOMA system, where the authors considered user pairing and transmit power allocation to enhance the performance of NOMA. In [9], an optimal transmit power allocation scheme was proposed in multiple-input multiple-output (MIMO) NOMA systems in order to maximize the sum rate of two paired users subject to some specific constraints. In addition, the authors of [5] proposed a joint subcarrier and power allocation scheme to maximize the weighted sum rate of a NOMA system. Considering delay constraint, the authors of [10] tackled the maximization of the effective throughput in the context of NOMA for short-data communications, which shows that NOMA can aid to achieve low-latency communications. Furthermore, in [4], the authors have surveyed the recent literature of power-domain multiplexing-aided NOMA proposed for 5G systems and then provided an extensive work on NOMA. Particularly, interference management as an important technology has a vital impact on the performance of NOMA [4]. For example, successive interference cancellation (SIC) is a key enabler of the power-domain NOMA since it effectively suppresses the interference with low complexity [14]–[16]. The use of SIC has been extensively investigated in wireless networks to provide all the users with acceptable quality of services [4], [17].

Wireless communication security is another issue of growing importance in 5G and beyond wireless networks, since there is an increasing amount of confidential information
(e.g., credit card information) that is transferred over the air. Physical layer security, as a complementary and alternative cryptographic method to defend against eavesdroppers, exploits the inherent properties (e.g., randomness) of the wireless medium to achieve the ever-lasting and information-theoretic secrecy (e.g., [18]–[25]). In this context, MIMO architectures (e.g., [20], [21]) and artificial-noise (AN)-aided secure transmissions (e.g., [21]–[25]) have been widely adopted to enhance the secrecy performance of wireless communications. Against this background, physical layer security in NOMA systems has been partially addressed [26]–[35]. For example, in [28] the authors considered physical layer security in a single-input single-output (SISO) NOMA system and proposed an optimal power allocation policy for maximizing the secrecy sum rate (SSR) of all users subject to their predefined quality of service (QoS) requirements. In [29], the authors focused on the transmission power minimization in a multiple-input single-output (MISO) NOMA cognitive radio network in the presence of multiple single-antenna eavesdroppers. Considering a cell-edge user (i.e., the weak user) as a potential eavesdropper to an entrusted central user (i.e., the strong user), the maximization of the secrecy rate of the central user subject to a transmit power constraint and a transmission rate requirement at the cell-edge user is tackled in [30]. In [31], the authors focused on the SSR optimization problem for a downlink MIMO NOMA network subject to successful SIC and transmit power constraints, in which the nonconvex maximization of the SSR was transformed to a biconvex problem and solved by the alternating optimization method.

In the NOMA systems considered in [29]–[31], either the perfect knowledge on the eavesdropper’s instantaneous channel state information (CSI) or a bounded error model on the eavesdropper’s instantaneous CSI was considered. Such CSI information may not be achievable in some specific application scenarios of NOMA, in which the eavesdropper is not an internal user or an active receiver. As such, the assumption that only the statistical information on the eavesdropper’s CSI (e.g., a passive eavesdropping scenario) was widely used in the context of physical layer security for NOMA (e.g., [32]–[34]). Specifically, [32] proposed a NOMA scheme that maximizes the minimum confidential information rate under the secrecy outage probability (SOP) and transmit power constraints. Inspired by the enhanced secrecy performance achieved by AN-aided transmission strategies, [33] and [34] considered AN-aided secure beamforming (SBF) strategies to protect the confidential information of legitimate users for MISO NOMA systems. More specifically, the authors of [33] considered large-scale networks with randomly deployed legitimate users and eavesdroppers, where the exact and asymptotic expressions for the SOP were derived. The imperfect SIC was considered in [34], where the SOPs of the legitimate users were obtained in closed-form expressions.

As for the SBF design in NOMA systems, in [33] a maximum ratio transmission (MRT) strategy was adopted, i.e., the weak user (User 1) and the strong user (User 2) adopted two different beamforming vectors to transmit useful signals to the weak user and the strong user. In this MRT strategy, the signal strengths of $s_1$ and $s_2$ are maximized at the weak user and the strong user, respectively. As clarified in [34], this MRT strategy may not guarantee perfect SIC at User 2, since the interference caused by $s_2$ is also maximized when User 2 decodes $s_1$ to conduct SIC. Thus, in [34] the same SBF (i.e., the two beamforming vectors to transmit useful signals to the weak user and the strong user are the same) was designed such that the signal strengths of both $s_1$ and $s_2$ are maximized at User 2. In the SBF designs proposed by [33] and [34], we observe that the balance between the useful signal strength and interference was not struck, i.e., the useful signal strengths and interference are either minimized or maximized. We note that this balance can potentially enhance the achieved physical layer security in NOMA systems, since the useful signal $s_1$ should be decoded at both User 1 and User 2, while the useful signal $s_2$ causes interference at both User 1 and User 2 (but $s_2$ is only decoded at User 2). Thus, the motivation of this work is to design a new SBF scheme which achieves the balance between the useful signal strength and interference such that the secrecy performance of NOMA systems is improved.

- We propose a novel hybrid SBF scheme in a NOMA system to enhance physical layer security by balancing the useful signal strength and interference at both User 1 and User 2. Specifically, in our proposed scheme the beamforming vectors for the weak user and strong user are linear functions of the channel vector of the weak user, the channel vector of the strong user, and a random vector. In this scheme, AN is also used to further enhance the secrecy performance of NOMA systems. Thus, we refer to this scheme as the NOMA-HB-AN scheme. In this scheme, the beams used to transmit $s_1$ and $s_2$ can be in any direction (e.g., possibly towards neither User 1 nor User 2). We note that the proposed NOMA-HB-AN scheme is a generalized version of the SBF schemes proposed in [34], [35], [38], and [39].

- In order to maximize the benefits of the proposed NOMA-HB-AN scheme, we tackle the optimization of two governing parameters $\beta_1$ and $\beta_2$ (i.e., $\beta_1$ and $\beta_2$ are beamforming parameters to control the weak user’s and the strong user’s beamforming vectors, respectively) together with the optimal power allocation among $s_1$, $s_2$, and the AN signals, aiming to maximize the SSR subject to specific QoS constraints at the two legitimate users. Considering a larger number of transmit antennas, we first determine the optimal power allocation for given $\beta_1$ and $\beta_2$, in which the power allocation coefficients for $s_1$ and $s_2$ are analytically derived as functions of the power allocation coefficient for AN signals. This leads to the optimal power allocation can be achieved with the aid of a one-dimensional numerical search. Our results show that the proposed NOMA-HB-AN scheme can significantly outperform the SBF design with the same beamforming vector proposed in [34].

- To gain further insights into the proposed scheme, we consider the joint optimization of $\beta_1$ and $\beta_2$ together with power allocation in the high signal-to-noise (SNR) regime. Particularly, we derive the power allocation coeffi-
Fig. 1. Illustration of a downlink MISOME NOMA system, where the BS is equipped with $N$ antennas, each of User 1 and User 2 is equipped with a single antenna, and the eavesdropper is equipped with $K$ antennas.

coefficients for $s_1$, $s_2$, and the AN signals in closed-form expressions at high SNRs, based on which the optimization of $\beta_1$ and $\beta_2$ can be efficiently achieved by another one-dimensional numerical search. Our results show that the achieved optimal $\beta_1$, $\beta_2$, and power allocation in the high SNR regime can precisely approximate those achieved for arbitrary SNRs, in terms of achieving similar maximum SSRs. This indicates that our proposed NOMA-HB-AN scheme can be efficiently optimized and the incurred complexity increase is negligible. Our results also show that, when the eavesdropper’s channel quality is not high, the careful design of SBF is more important than simply using AN into the design, which is confirmed by our observation that the proposed NOMA-HB-AN scheme without AN can even outperform the SBF design with the same beamforming vector and AN [34].

The remainder of this paper is organized as follows. In Section II, the system model and the hybrid SBF are presented. The maximization of the SSR under the QoS constraints at the two legitimate users is formulated in Section III. The solution to the SSR maximization problem are provided in Section IV, where the scenarios with arbitrary and high SNRs are considered. Numerical results are provided in Section V to offer valuable insights on the secrecy performance of the proposed scheme compared with two benchmark schemes. Conclusions are drawn in Section VI.

Notation: Scalar variables are denoted by italic symbols; Vectors and matrices are denoted by lower-case and upper-case boldface symbols, respectively; $A^H$ denotes the Hermitian (conjugate) transpose of a matrix $A$; $I_K$ represents the $K \times K$ identity matrix; $E[x]$ denote the mean of the random variable $x$; $x \sim CN(\mu, \sigma^2)$ denotes a circularly symmetric complex Gaussian random variable $x$ with mean $\mu$ and covariance $\sigma^2$.

II. SYSTEM MODEL

As shown in Fig. 1, we consider the secure transmission using NOMA from a base station (BS) to two legitimate users in the presence of a multi-antenna eavesdropper (Eve). The BS is equipped with $N$ antennas, each of the legitimate users (i.e., User 1 and User 2) is equipped with a single antenna, and Eve is equipped with $K$ antennas. As such, we refer to the considered system as a MISOME NOMA system. We assume that $N$ is large, and in particular is much larger than $K$. The channel vector from the BS to the legitimate user $m \in \{1, 2\}$ is denoted by $h_m \in \mathbb{C}^{1 \times N}$, of which the entries are independent and identically distributed (i.i.d.) circularly-symmetric complex Gaussian random variables with zero-mean and variance $\sigma_m^2$. The channel matrix from the BS to Eve is denoted by $H_e \in \mathbb{C}^{K \times N}$, where $h_{e,k} \triangleq H_e(k,:)$ and $h_{e,k} \in \mathbb{C}^{1 \times N}$ is an $1 \times N$ channel vector from the BS to the $k$-th receive antenna at Eve and $e_k$ is a random vector following a complex circular Gaussian distribution with mean $0$ and covariance $\delta_e^2$.

In this work, we assume that the CSI of all the legitimate channels (i.e., $h_m$) is known at the BS, while only the statistical CSI of the Eve’s channel (i.e., the statistical information on $H_e$) is available. It is a very generic assumption that the statistical CSI of the Eve’s channel is known, which has been widely adopted in the literature of physical layer security [34], [39], [40]. Without loss of generality, we assume that the legitimate channel gains are sorted in ascending order [32], [35], i.e., $0 < \|h_1\|^2 \leq \|h_2\|^2$.

A. Secure Transmission With NOMA and Artificial Noise

We next detail the secure transmission using NOMA with AN in our considered system. Specifically, the BS transmits two information signals, $s_1$ and $s_2$, in conjunction with an $(N-2) \times 1$ AN vector $s_N$ to its corresponding receivers, where $s_m$ is the information signal dedicated for the $m$-th user. The variance of $s_m$ is denoted by $\chi_m$ and the total transmit power is denoted by $P$. We denote $\phi_m$ as the power allocation coefficient to $s_m$, where $0 < \phi_m \leq 1$, which determines the fraction of the total transmit power allocated to $s_m$ such that $\chi_m = \phi_m P$. Since the BS does not know $H_e$, it equally distributes the AN transmit power to each entry of $s_N$ and thus the variance of each entry of $s_N$ is the same, which is denoted by $\chi_N$. Then the BS transmits $s_N$ in the null space of the channel from the BS to the two users, $H \triangleq [h_1^H, h_2^H]$, such that $s_N$ leads to interference at Eve but not at the two legitimate users. As such, we know that all the remaining transmit power (excluding the power allocated to $s_1$ and $s_2$) should be used to transmit $s_N$, such that we have $\chi_N = \phi_e P/(N-2)$ with $\phi_e = 1 - \phi_1 - \phi_2$. To transmit $s_m$ and $s_N$, the BS has to design an $N \times N$ beamforming matrix $V$ given by

$$V = [v_1, v_2, V_N],$$

where we recall that $v_1$ and $v_2$ are the beamforming vectors used to transmit $s_1$ and $s_2$, respectively, and $V_N$ is the unitary beamforming matrix used to transmit $s_N$. In this work, we adopt specific structures for $v_1$ and $v_2$ given as

$$v_1 = \frac{\sqrt{\beta_1}h_1 + \sqrt{(1-\beta_1)}h_2}{\|\sqrt{\beta_1}h_1 + \sqrt{(1-\beta_1)}h_2\|},$$

$$v_2 = \frac{\sqrt{\beta_2}h_2 + \sqrt{(1-\beta_2)}e}{\|\sqrt{\beta_2}h_2 + \sqrt{(1-\beta_2)}e\|},$$

where $\beta_1$ and $\beta_2$ are design parameters to be determined later, $h_i = h_i^H/\|h_i\|$, $e = \mathcal{CN}(0, \delta_e^2)$, and $e \in \mathbb{C}^{1 \times N}$ is a random vector that does not align with $h_1$ or $h_2$. The design of $v_1$
originates from the fact that the information signal $s_1$ need to be decoded by both User 1 and User 2 (User 2 decodes $s_1$ by performing SIC) and the design of $v_2$ originates from that only User 2 decodes $s_2$ while $s_2$ causes interference at User 1 for decoding $s_1$. We note that the proposed $v_1$ and $v_2$ are generalizations of the beamforming vectors adopted in existing works (e.g., [33], [34]) and thus they are expected to achieve better system performance with optimized $\beta_1$ and $\beta_2$, which will be confirmed by our examination in this work.

Using $V$, the transmitted signal vector at the BS is given by

$$s = V \begin{bmatrix} s_1 \\ s_2 \end{bmatrix} = v_1 s_1 + v_2 s_2 + V_N s_N. \quad (4)$$

Therefore, the received signal at the $m$-th user is given by

$$y_m = h_m s + n_m = h_m \sum_{i=1}^{2} v_i s_i + h_m V_N s_N + n_m = h_m \sum_{i=1}^{2} v_i s_i + n_m, \quad (5)$$

where $n_m$ satisfying $E[n_m n_m^H] = \sigma_n^2 I_m$ is the additive white Gaussian noise (AWGN) at the $m$-th user and $h_m V_N = 0$ is applied, since $s_N$ is transmitted in the null space of $H$. Likewise, the received signal vector at Eve is given by

$$y_e = H_e s + n_e = H_e \sum_{i=1}^{2} v_i s_i + H_e V_N s_N + n_e, \quad (6)$$

where $n_e$ satisfying $E[n_e n_e^H] = \sigma_e^2 I_K$ is the AWGN vector at Eve.

B. Performance Metric for NOMA With AN

According to the principle of NOMA, the user with the better channel condition (i.e., User 2) first decodes the signal of the other user (i.e., User 1) and then successively subtracts the interference caused by this signal from its received signal before decoding its own information. The weak user, User 1 directly decodes its own information by treating User 2’s signal as interference [41]. As such, the maximum achievable rate of $s_1$ is given by [34] and [36]

$$R_{u1} = \log_2 (1 + \gamma_{u1}), \quad (7)$$

where $\gamma_{u1}$ denotes the achievable SINR of $s_1$ with

$$\gamma_{u1} = \min \left( \frac{\phi_1 P |h_1 v_1|^2}{\phi_2 P |h_2 v_1|^2 + \sigma_1^2}, \frac{\phi_1 P |h_2 v_2|^2}{\phi_2 P |h_2 v_2|^2 + \sigma_2^2} \right), \quad (8)$$

while the first and second terms on the right-hand side of (8) denote the received SINR for decoding User 1’s signal $s_1$ at User 1 and User 2, respectively. We note that the “min” function used in (8) comes from the assumption that perfect SIC is guaranteed at User 2, which is assumed in this work. With SIC, User 2 decodes its information signal without interference and thus, the maximum achievable rate of $s_2$ is given by

$$R_{u2} = \log_2 (1 + \gamma_{u2}), \quad (9)$$

where $\gamma_{u2} = \phi_2 P |h_2 v_2|^2 / \sigma_2^2$ denotes the SNR for decoding User 2’s signal at User 2.

In this work, we consider the worst-case scenario, where Eve has already decoded the information signal for User 1 in order to conduct SIC before it attempts to decode the information for User 2, which is exactly the same as the decoding procedure at User 2 (i.e., the strong user). The worst-case assumption has been widely adopted in designing and analyzing the NOMA transmission schemes with physical layer security (e.g., [28], [32]). As such, the maximum achievable rate of $s_1$ at Eve is given by [42], [43]

$$R_{e1} = \log_2 \det \left( \sigma_e^2 I_K \right) + \frac{\phi_1 P H_e v_1 (H_e v_1)^H}{\phi_2 P H_e v_2 (H_e v_2)^H + \frac{\sigma_e^2}{\sigma_n^2} H_e V_N (H_e V_N)^H + \sigma_e^2 I_K} \right). \quad (10)$$

Likewise, the maximum achievable rate of $s_2$ at Eve is given by [42], [43]

$$R_{e2} = \log_2 \det \left( \sigma_e^2 I_K + \frac{\phi_2 P H_e v_2 (H_e v_2)^H}{\frac{\sigma_e^2}{\sigma_n^2} H_e V_N (H_e V_N)^H + \sigma_e^2 I_K} \right). \quad (11)$$

We denote the achievable secrecy rate of $s_m$ and the SSR as $R_{sm}$ and $R_s$, respectively. Therefore, we have

$$R_s = \sum_{m=1}^{2} R_{sm} = \sum_{m=1}^{2} \left[ R_{um} - R_{em} \right]^+, \quad (12)$$

where $[x]^+ = \max(0, x)$. We note that our initial motivation for considering a sufficiently large number of transmit antennas in this work is to achieve tractable analysis in order to provide guidelines on the development of secrecy beamforming strategy in the context of NOMA. Specifically, as the number of transmit antennas becomes sufficiently large, the eavesdropper’s channel converges to its mean value and thus the secrecy outage occurs with a negligible probability, which allows us to adopt the SSR as a performance metric in the considered NOMA system and offers some tractable analysis [44], [45].

Although the authors of [33], [34], [37], [38] analyzed the secrecy performance of the NOMA system with multiple users and eavesdroppers, they considered simple maximum ratio transmission (MRT) beamforming (i.e., $v_i = h_i / |h_i|$ in [37], [38], and [33] and $v_i = h_2 / |h_2|$ in [34]). This consideration leads to the loss of the freedom to vary the tradeoff between the useful signal strength and interference strength, i.e., the useful signal strength and interference are either minimized or maximized. In addition, only fixed power allocation was considered in [38] and no artificial noise-aided scheme was employed in [33]. This also limits the possibility of improving the secrecy performance of the considered NOMA system. In order to achieve the freedom to balance the useful signal strength and interference strength, we develop a new
AN-aided SBF (secrecy beamforming) scheme and optimize its associated controlling parameters to further improve the secrecy performance of the NOMA systems.

We note that the two-user NOMA system is the most typical NOMA scenario in the literature (e.g., [9], [26], [33], [34], [36], [46]–[49]), which is motivated by some practical applications such as multi-user superposition transmission (MUST) in the third-generation partnership project long-term evolution (3GPP-LTE) [34]. We note that the developed beamforming strategy in this work can be extended into a scenario with more than two users, where user pairing can be applied to construct a hybrid NOMA system (e.g., [34], [46], [50]). Specifically, a group of users can be divided into multiple subgroups of users according to some certain criteria, e.g., based on the channel conditions, the spatial correlation of channels, or the power differences between users. This allows us to apply the developed beamforming strategy to suppress or minimize the interference between subgroups in order to achieve the benefits of NOMA within each subgroup of users. This issue will be studied as a research topic in our future works.

III. OPTIMIZATION FRAMEWORK WITH A SUFFICIENT LARGE NUMBER OF TRANSMIT ANTENNAS

In this section, we first present the adopted optimization framework. By considering a sufficiently large number of transmit antennas, we conduct new analysis to simplify the objective function and the corresponding constraints.

A. Optimization Framework

In this work, following [28], [35] we aim to maximize the SSR (i.e., $R_s$) subject to some constraints on the maximum achievable rates of $s_1$ and $s_2$ (i.e., $R_{u1}$ and $R_{u2}$). Specifically, the focused optimization problem can be written as

$$\textbf{P1} : \max_{\phi_1, \phi_2, \phi_e, \beta_1, \beta_2} R_s$$

s.t. $R_{um} \geq Q_m, ~ m \in \{1, 2\}$, 

$$\phi_1 + \phi_2 + \phi_e = 1,$$

$$0 \leq \beta_m \leq 1, ~ m \in \{1, 2\},$$

where $Q_m$ denotes the minimum codeword rate required by the $m$-th legitimate user. We note that the constraint given in (14) can be justified by the fact that secure transmission is only considered when the QoS without security at the $m$-th user is above a specific threshold [28], [35], [51]. We also note that in the optimization problem given in (13) we have $0 < \phi_m < 1$ and $0 \leq \phi_e < 1$.

Due to the constraint given in (14), there exists a minimum transmit power, denoted by $P_{\min}$, that guarantees the feasibility of the optimization problem $\textbf{P1}$. In other words, the optimization problem $\textbf{P1}$ is feasible only when $P \geq P_{\min}$. The value of $P_{\min}$ can be determined following the method given in [28] and thus in this work we assume that this feasible condition is always guaranteed.

B. SINR of $s_1$ and Constraint $R_{um} \geq Q_m$

In this subsection, we present the determined expression (without “min”) for the SINR of $s_1$ in the following lemma to facilitate solving the optimization problem $\textbf{P1}$, based on which we also transfer the constraint $R_{um} \geq Q_m$ into a specific constraint on $\phi_m$.

Lemma 1: In the solution to the optimization problem $\textbf{P1}$, the achieved SINR for $s_1$ is given by

$$\gamma_{u1} = \frac{\phi_1 P|h_1 v_1|^2}{\phi_2 P|h_1 v_2|^2 + \sigma_1^2} = \frac{\phi_1 P|h_2 v_1|^2}{\phi_2 P|h_2 v_2|^2 + \sigma_2^2}. \quad (17)$$

Proof: Following (8), in order to prove this lemma we only have to prove that

$$\frac{\phi_1 P|h_1 v_1|^2}{\phi_2 P|h_1 v_2|^2 + \sigma_1^2} = \frac{\phi_1 P|h_2 v_1|^2}{\phi_2 P|h_2 v_2|^2 + \sigma_2^2} \quad (18)$$

is always guaranteed in the solution to the optimization problem $\textbf{P1}$. In what follows, we prove (18) by contradiction. We first assume that

$$\frac{\phi_1 P|h_1 v_1|^2}{\phi_2 P|h_1 v_2|^2 + \sigma_1^2} > \frac{\phi_1 P|h_2 v_1|^2}{\phi_2 P|h_2 v_2|^2 + \sigma_2^2}. \quad (19)$$

holds in the solution to the optimization problem $\textbf{P1}$. As per (8), following (19) we have

$$\gamma_{u1} = \frac{\phi_1 P|h_2 v_1|^2}{\phi_2 P|h_2 v_2|^2 + \sigma_2^2}. \quad (20)$$

Based on (2), in this case we can decrease $\beta_1$ in order to increase $\gamma_{u1}$ by slightly increasing the right-hand-side of (19) while decreasing its left-hand-side. This leads to the increase in the SSR (i.e., $R_s$), which is given in (12), which is contradict to the assumption that (19) is guaranteed in the solution to the optimization problem $\textbf{P1}$. We have a similar argument for the assumption of

$$\frac{\phi_1 P|h_1 v_1|^2}{\phi_2 P|h_1 v_2|^2 + \sigma_1^2} < \frac{\phi_1 P|h_2 v_1|^2}{\phi_2 P|h_2 v_2|^2 + \sigma_2^2}, \quad (21)$$

where we can increase the SSR $R_s$ by increasing $\beta_1$. As such, we complete the proof of Lemma 1.

Following Lemma 1, for clarity in this work we write the SINR of $s_1$ as

$$\gamma_{u1} = \frac{\phi_1 P|h_1 v_1|^2}{\phi_2 P|h_1 v_2|^2 + \sigma_1^2}. \quad (22)$$

Following (7), (9), and Lemma 1, for given $\beta_1$ and $\beta_2$, the constraint $R_{um} \geq Q_m$ given in (14) can be rewritten as

$$\phi_1 \geq \frac{2^{Q_1} - 1}{P|h_1 v_1|^2} \left(\phi_2 P|h_1 v_2|^2 + \sigma_1^2\right), \quad (23)$$

and

$$\phi_2 \geq \frac{2^{Q_2} - 1}{P|h_2 v_2|^2} \sigma_2^2, \quad (24)$$

respectively.
C. Secrecy Sum Rate With Sufficiently Large $N$

Considering $N \to \infty$, we present an approximated but closed-form expression for the SSR (i.e., the objective function in the optimization problem $P_1$) in the following theorem.

**Proposition 1:** As $N \to \infty$ with $N \gg K$, the SSR given in (12) can be approximated as

$$
\tilde{R}_s = \log_2 \left( 1 + \frac{(N-1)\beta_1 + 1 + \phi_1 \rho_{u_1}}{\phi_2 \rho_{u_1} + 1} \right) \\
\times \left( 1 + ((N-1)\beta_2 + 1 + \phi_2 \rho_{u_2}) \right) + \log_2 \left( 1 + (1 - \phi_1 - \phi_2) \rho_e \right)^K - K \log_2(1 + \rho_e)
$$

where $\rho_{u_1} = P \delta_1^2 / \sigma_1^2$, $\rho_{u_2} = P \delta_2^2 / \sigma_2^2$, and $\rho_e = P \delta_e^2 / \sigma_e^2$ are the average SNRs of the BS-User 1, BS-User 2, and BS-Eve links, respectively.

**Proof:** The proof is presented in Appendix A.

In the remaining of this work, we use the approximated SSR (i.e., $\tilde{R}_s$) instead of $R_s$ as our objective function, since we focus on the scenario with a sufficiently large number of transmit antennas.

**Lemma 2:** As $N \to \infty$, the constraints in (23) and (24) can be rewritten as

$$
\phi_1 \geq \frac{2^{Q_1} - 1}{((N-1)\beta_1 + 1) \rho_{u_1}} (1 + \phi_2 \rho_{u_1}),
$$

and

$$
\phi_2 \geq \frac{2^{Q_2} - 1}{((N-1)\beta_2 + 1) \rho_{u_2}},
$$

respectively.

**Proof:** The proof of Lemma 2 follows similar arguments as that of Proposition 1 and thus is omitted here.

Based on Proposition 1 and Lemma 2, we focus on the optimization problem $P_2$, instead of $P_1$, in the remaining of this work. Specifically, $P_2$ is expressed as

$$
P_2: \max_{\phi_1, \phi_2, \phi_e, \beta_1, \beta_2} \tilde{R}_s
$$

s.t.

$$
\phi_1 \geq \frac{(2^{Q_1} - 1)(1 + \phi_2 \rho_{u_1})}{((N-1)\beta_1 + 1) \rho_{u_1}},
$$

$$
\phi_2 \geq \frac{2^{Q_2} - 1}{((N-1)\beta_2 + 1) \rho_{u_2}},
$$

$$
\phi_1 + \phi_2 + \phi_e = 1,
$$

$$
0 \leq \beta_m \leq 1, \quad m \in \{1, 2\}.
$$

We will tackle the optimization problem $P_2$ in the following section.

IV. POWER ALLOCATION AND BEAMFORMING DESIGN IN MISOME NOMA SYSTEMS

In this section, we first solve $P_2$ for given values of $\beta_1$ and $\beta_2$, where we recast the SSR maximization as a two-level optimization framework that involves a one-dimensional numerical search. Then, we analytically determine the optimal power allocation in the high SNR regime for fixed $\beta_1$ and $\beta_2$. Finally, we provide the method for obtaining the optimal $\beta_1$ and $\beta_2$.

A. Optimal Power Allocation for Given $\beta_1$ and $\beta_2$

For given $\beta_1$ and $\beta_2$, the optimization problem $P_2$ can be rewritten as

$$
P_3 : \max_{\phi_1, \phi_2, \phi_e} \tilde{R}_s(\beta_1, \beta_2) = \max_{\phi_e} \left\{ \log_2 (1 + \phi_e \rho_{e})^K \right\}
$$

$$
+ \max_{\phi_1, \phi_2, \phi_e} \log_2 \left[ \left( 1 + \frac{\phi_1 \rho_{u_1}}{1 + \phi_2 \rho_{u_1}} \right) \left( 1 + \phi_2 \rho_{u_2} \right) \right] - K \log_2(1 + \rho_e),
$$

s.t.

$$
\phi_1 = 1 - \phi_1 - \phi_e,
$$

$$
\phi_1 \geq \frac{1}{c_1} (2^{Q_1} - 1)(1 + \phi_2 \rho_{u_1}),
$$

$$
\phi_2 \geq \frac{1}{c_2} (2^{Q_2} - 1),
$$

where $\tilde{R}_s(\beta_1, \beta_2)$ denotes $\tilde{R}_s$ given in (28) for given $\beta_1$ and $\beta_2$, $c_1 = 1 + (N-1)\beta_1 \rho_{u_1}$, and $c_2 = 1 + (N-1)\beta_2 \rho_{u_2}$.

Due to the high complexity of the objective function in the optimization problem $P_3$, we solve it in the following two steps. In the first step, for a given power allocation coefficient $\phi_e$, we obtain closed-form expressions for the optimal values of the power allocation coefficients $\phi_1$ and $\phi_2$, which are functions of $\phi_e$. In the second step, we adopt a one-dimensional numerical search to determine the optimal value of $\phi_e$, which leads to the optimal power allocation for given $\beta_1$ and $\beta_2$.

In the first step of solving the optimization problem $P_3$, we tackle the optimization problem for a given $\phi_e$, which is

$$
P_4 : \max_{\phi_1, \phi_2} F(\phi_1, \phi_2)
$$

s.t.

$$
\phi_1 + \phi_2 = 1 - \phi_e,
$$

$$
\phi_1 \geq \frac{1}{c_1} (2^{Q_1} - 1)(1 + \phi_2 \rho_{u_1}),
$$

$$
\phi_2 \geq \frac{1}{c_2} (2^{Q_2} - 1),
$$

where

$$
F(\phi_1, \phi_2) = \log_2 \left[ \left( 1 + \frac{\phi_1 \rho_{u_1}}{1 + \phi_2 \rho_{u_1}} \right) \left( 1 + \phi_2 \rho_{u_2} \right) \right].
$$

We note that the feasible range of $\phi_e$ is $0 \leq \phi_e \leq P_{\text{min}}$, where we recall that $P_{\text{min}}$ is the minimum transmit power that guarantees the QoS constraints at the two legitimate users. We also note that due to the constraint given in (38) the only parameter to optimize in $P_4$ is $\phi_1$ or $\phi_2$. Here, we take $\phi_2$ as the parameter to optimize. Then, we have the following lemma to facilitate solving the optimization problem $P_4$.

**Lemma 3:** For $\phi_1 + \phi_2 = 1 - \phi_e$, the objective function in $P_4$, i.e., $F(\phi_1, \phi_2)$ given in (41), is a concave function of $\phi_2$.

**Proof:** The proof is presented in Appendix B.

Following Lemma 3, the solution to the optimization problem $P_4$ is given in the following theorem.

**Theorem 1:** For a given feasible $\phi_e$, the optimal values of $\phi_1$ and $\phi_2$ for the optimization problem $P_4$ are derived as
functions of $\phi_e$, given by

$$\phi_2^+(\phi_e) = \begin{cases} 
\mu_0, & \text{when } \mu_1 \leq \mu_0 \leq \mu_2, \\
\mu_1, & \text{when } \mu_0 < \mu_1, \\
\mu_2, & \text{when } \mu_0 > \mu_2,
\end{cases} \quad (42)$$

$$\phi_2^-(\phi_e) = 1 - \phi_e - \phi_2^+(\phi_e), \quad (43)$$

where

$$\mu_0 = \frac{\sqrt{c_2^2 c_3^2 - c_2 c_3 p_u c_4 - c_2 c_3}}{c_2 c_3 p_u}, \quad (44)$$

$$\mu_1 = \frac{1}{c_2} (2^{Q_2} - 1), \quad (45)$$

$$\mu_2 = \frac{1 - \phi_e - \frac{1}{c_1} (2^{Q_1} - 1)}{1 + \frac{(2^{Q_1} - 1)}{(N-1)\beta_1 + 1}}. \quad (46)$$

**Proof:** Based on Lemma 3, the optimal value of $\phi_2$ that maximizes the objective function in $P4$ without considering the constraints given in (39) and (40) is the one that guarantees $\frac{\partial F(\phi_1, \phi_2)}{\partial \phi_2} = 0$ (i.e., $G(\phi_2) = 0$ in (75) of Appendix B), which is given by (following Lemma 3 again)

$$\mu_0 = \frac{\sqrt{c_2^2 c_3^2 - c_2 c_3 p_u c_4 - c_2 c_3}}{c_2 c_3 p_u}. \quad (47)$$

Substituting (38) into (39), the constraints given in (39) and (40) can be rewritten as the constraints on $\phi_2$, given by

$$\mu_1 \leq \phi_2 \leq \mu_2. \quad (48)$$

If $\mu_0$ satisfies the constraints given in (48), we can directly conclude $\phi_2^+(\phi_e) = \mu_0$. Otherwise, we have the following two cases. For $\mu_0 < \mu_1$, we have $\phi_2^+(\phi_e) = \mu_1$. This is due to the fact that, as we proved in Lemma 3, the objective function $F(\phi_1, \phi_2)$ is a concave function of $\phi_2$ and $\mu_0$ is the value of $\phi_2$ that maximizes $F(\phi_1, \phi_2)$, which leads to the fact that when $\mu_0 < \mu_1$ the objective function $F(\phi_1, \phi_2)$ monotonically decreases with $\phi_2$ for $\mu_1 \leq \phi_2 \leq \mu_2$. Following a similar argument, we have $\phi_2^-(\phi_e) = \mu_2$ when $\mu_0 > \mu_2$. This completes the proof of Theorem 1.

Following Theorem 1, in the second step of solving the optimization problem $P3$, we have to solve a univariate optimization problem with respect to $\phi_e$, which is given by

$$P5 : \max_{0 \leq \phi_e \leq \frac{P - P_{min}}{P}} \left[ \log_2 (1 + \phi_e \rho_e)^K + F(\phi_e^*(\phi_e), \phi_e^*(\phi_e)) \right] - K \log_2 (1 + \rho_e). \quad (49)$$

We note that the optimization problem $P5$ is identical to $P3$. For the optimization problem $P5$, we can perform a one-dimensional numerical search over $0 \leq \phi_e \leq \frac{P - P_{min}}{P}$ to determine the optimal value of $\phi_e$, i.e., $\phi_e^*$. Then, substituting $\phi_e^*$ into Theorem 1 we can obtain the optimal values of $\phi_1$ and $\phi_2$, which are denoted by $\phi_1^*$ and $\phi_2^*$, respectively. So far, we have solved the optimization problem $P3$ with the aid of a one-dimensional numerical search, which determines the optimal power allocation strategy for given $\beta_1$ and $\beta_2$. In order to reduce the complexity of determining the optimal power allocation and provide some insights based on analysis, in the following subsection we focus on analytically determining the optimal power allocation in the high SNR regime.

### B. Optimal Power Allocation in High SNR Regime

In the high SNR regime, i.e., as $\rho_u \to \infty$ and $\rho_v \to \infty$, following (70), $R_{u1} + R_{u2}$ can be further approximated as

$$R_{u1} + R_{u2} = \log_2 \left( 1 + \phi_2 N \beta_2 \rho_u + \phi_2 (1 - \beta_2) \rho_v \right) + \log_2 \left( 1 + \frac{\phi_1 \rho_u + \phi_1 (N - 1) \beta_1 \rho_u}{\phi_2 \rho_u + 1} \right)$$

$$= \log_2 (c_2 \phi_2) + \log_2 \left( \frac{\phi_1 ((N - 1) \beta_1 + 1) \rho_u}{\phi_2 \rho_u + 1} \right)$$

$$= \log_2 (((N - 1) \beta_1 + 1) c_2 \phi_1). \quad (50)$$

Noting $\phi_1 + \phi_2 + \phi_e = 1$ and following (50), for given $\beta_1$ and $\beta_2$ the optimization problem $P2$ can be rewritten as

$\textbf{P6 :}$

$$\max_{\phi_1, \phi_2} \bar{R}_s(\beta_1, \beta_2) = \max_{\phi_1, \phi_2} \left[ \log_2 \left( \phi_1 (1 + (1 - \phi_1 - \phi_2) \rho_e)^K \right) + \log_2 \left( \frac{\phi_1 (N - 1) \beta_1 + 1) \rho_u}{\phi_2 \rho_u + 1} \right) \right] \quad (51)$$

$$\text{s.t. } \phi_1 \geq \frac{1}{c_1} (2^{Q_1} - 1)(1 + \phi_2 \rho_u), \quad (52)$$

$$\phi_2 \geq \frac{1}{c_2} (2^{Q_2} - 1). \quad (53)$$

The solution to the optimization problem $P6$ is presented in the following theorem.

**Theorem 2:** In the high SNR regime, i.e., as $\rho_u \to \infty$ and $\rho_v \to \infty$, the optimal power allocation coefficients, which are solutions to the optimization problem $P6$, are derived as

$$\phi_1^* = \begin{cases} 
1 + \rho_e - \gamma_1 \rho_e \leq 1 - \gamma_1, \\
1 - \gamma_1, \quad \text{when } \gamma_1 \leq 1 + \rho_e \gamma_1 \rho_e \leq 1 - \gamma_1, \\
\gamma_0, \quad \text{when } \gamma_0 > 1 - \gamma_1, \quad (54)
\end{cases}$$

$$\phi_2^* = \gamma_1, \quad (55)$$

$$\phi_e^* = 1 - \phi_1^* - \phi_2^*, \quad (56)$$

where $\gamma_0 = \frac{1}{c_1} (2^{Q_1} - 1)(1 + \gamma_1 \rho_u)$ and $\gamma_1 = \mu_1$.

**Proof:** As per (51), the objective function in $P6$, i.e., the SSR $\bar{R}_s(\beta_1, \beta_2)$, monotonically decreases with $\phi_2$. Noting the constraints given in (52) and (53), we conclude that the optimal value of $\phi_2$ is the one that guarantees the equality in (53), since decreasing $\phi_2$ makes the constraint given in (52) be guaranteed more easily. After obtaining the optimal value of $\phi_2$ (i.e., $\phi_2^* = \gamma_1$), the optimization problem $P6$ can be rewritten as

$$P7 : \max_{\phi_1} \bar{R}_s(\beta_1, \beta_2) = \max_{\phi_1} \left[ \log_2 \left( \phi_1 (1 + (1 - \phi_1 - \gamma_1) \rho_e)^K \right) + \log_2 \left( ((N - 1) \beta_1 + 1) c_2 \right) - K \log_2 (1 + \rho_e) \right] \quad (57)$$

$$\text{s.t. } \gamma_0 \leq \phi_1 \leq 1 - \gamma_1. \quad (58)$$
where the constraint given in (58) comes from (52), (53), and the consideration of \( \phi_1 + \phi_2 + \phi_c = 1 \) and \( 0 \leq \phi_c \).

In the following, we first maximize the objective function in \( P7 \) given in (57) without considering the constraint of (58), which is presented in the following lemma.

**Lemma 4:** The term of \( \phi_1 (1 + (1 - \phi_1 - \gamma_1)\rho_c)K \) in the objective function of \( P7 \) (i.e., the first term given in (57)) is maximized over \( \phi_1 \) when \( \phi_1 = \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} \).

**Proof:** The proof is presented in Appendix C. \( \square \)

Based on (57), we find that the second and third terms in the objective function of \( P7 \) are not functions of \( \phi_1 \). Since \( \log x \) is an increasing function of \( x \), the value of \( \log x \) is maximized when \( x \) is maximized. As such, in order to maximize the objective function in \( P7 \) (i.e., (57)) without considering the constraint of (58), following Lemma 4, we have \( \phi_1 = \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} \).

Now, we consider the constraint of (58) in \( P7 \). Specifically, if \( \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} \) satisfies the constraints given in (58), we can directly conclude \( \phi_1^* = \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} \). Otherwise, we have the following two cases, which directly follow from the proof of Lemma 4. Specifically, if \( \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} > 1 - \gamma_1 \), we have \( \phi_1^* = 1 - \gamma_1 \). Otherwise, we have \( \phi_1^* = \gamma_0 \). Finally, we can obtain the optimal power allocation coefficient for AN as \( \phi_c^* = 1 - \phi_1^* - \phi_2^* \). This completes the proof of Theorem 2.

Following Theorem 2, we note that \( \phi_2^* P \) is a fixed value regardless of the total transmit power \( P \) in the high-SNR regime, which is given by

\[
\phi_2^* P = \frac{\sigma_2^2}{(1 + (N-1)\beta_2)\sigma_2^2}(2\rho_2 - 1).
\]

This indicates that for a downlink MISO-M NOMA system, the optimal power allocation policy for maximizing the SSR is to use a fixed transmit power to User 2 in order to guarantee the equality in its QoS constraint and then allocate the remaining transmit power \( (P - P_{\text{min}}) \) to User 1 or transmitting AN signals. This is different from the conclusion drawn in [28], which is that the extra transmit power is still allocated to User 2. As per (59), we also note that the transmit power allocated to User 2 (i.e., \( \phi_2^* P \)) decreases with \( N \), which is not a function of \( K \).

Following Theorem 2, for \( \gamma_0 \leq \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} \leq 1 - \gamma_1 \), \( \phi_c^* \) increases with \( K \) or \( \rho_c \), while \( \phi_1^* \) decreases with \( K \) or \( \rho_c \). This indicates that for a fixed total transmit power, we need to allocate more transmit power to AN when Eve’s channel quality becomes higher.

For \( \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} > 1 - \gamma_1 \), we have \( \phi_c^* = 0 \) as per Theorem 2, which indicates that under some specific conditions it is not necessary to transmit AN. We note that the value of \( \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} \) increases when \( K \) or \( \rho_c \) decreases. This indicates that as Eve’s channel quality becomes lower, the probability of the BS having to transmit AN decreases.

Following Theorem 2, for \( \gamma_0 > \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} \) in the optimal power allocation we find that the transmit power allocated to User 1 and User 2 only guarantees the equality in their QoS constraints and then all the remaining transmit power is allocated to AN. The probability of this case increases with \( K \) and \( \rho_c \), for which Eve is a very strong eavesdropper.

### C. Optimization of Beamforming Parameters \( \beta_1 \) and \( \beta_2 \)

So far, we have presented the optimization of the power allocation coefficients for given beamforming parameters \( \beta_1 \) and \( \beta_2 \). In this subsection, we discuss the optimization framework of \( \beta_1 \) and \( \beta_2 \).

We note that Lemma 1 determines a one-to-one relationship between \( \beta_1 \) and \( \beta_2 \). Specifically, following (8) and considering \( N \to \infty \), we have

\[
\gamma_1^{\text{opt}}(\beta_1, \beta_2) = \frac{\phi_1 (1 + \beta_1)\rho_c - \phi_1\beta_1\rho_c}{\phi_2\rho_2 + 1}.
\]

Following Theorem 2, we note that \( \phi_2^* P \) is a fixed value regardless of the total transmit power \( P \) in the high-SNR regime, which is given by

\[
\phi_2^* P = \frac{\sigma_2^2}{(1 + (N-1)\beta_2)\sigma_2^2}(2\rho_2 - 1).
\]

This indicates that for a downlink MISO-M NOMA system, the optimal power allocation policy for maximizing the SSR is to use a fixed transmit power to User 2 in order to guarantee the equality in its QoS constraint and then allocate the remaining transmit power \( (P - P_{\text{min}}) \) to User 1 or transmitting AN signals. This is different from the conclusion drawn in [28], which is that the extra transmit power is still allocated to User 2. As per (59), we also note that the transmit power allocated to User 2 (i.e., \( \phi_2^* P \)) decreases with \( N \), which is not a function of \( K \).

Following Theorem 2, for \( \gamma_0 \leq \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} \leq 1 - \gamma_1 \), \( \phi_c^* \) increases with \( K \) or \( \rho_c \), while \( \phi_1^* \) decreases with \( K \) or \( \rho_c \). This indicates that for a fixed total transmit power, we need to allocate more transmit power to AN when Eve’s channel quality becomes higher.

For \( \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} > 1 - \gamma_1 \), we have \( \phi_c^* = 0 \) as per Theorem 2, which indicates that under some specific conditions it is not necessary to transmit AN. We note that the value of \( \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} \) increases when \( K \) or \( \rho_c \) decreases. This indicates that as Eve’s channel quality becomes lower, the probability of the BS having to transmit AN decreases.

Following Theorem 2, for \( \gamma_0 > \frac{1 + \rho_c - \gamma_1}{(K+1)\rho_c} \) in the optimal power allocation we find that the transmit power allocated to User 1 and User 2 only guarantees the equality in their QoS constraints and then all the remaining transmit power is allocated to AN. The probability of this case increases with \( K \) and \( \rho_c \), for which Eve is a very strong eavesdropper.
Then, the optimization problem \( \text{P8} \) can be rewritten as

\[
\begin{align*}
\text{P9} : \quad & \max_{\beta_1, \beta_2} \hat{R}_s(\beta_1, \beta_2) \\
\text{s.t.} \quad & \beta_2 = \frac{1}{1 + N\beta_1} (1 - \beta_1), \quad (67) \\
& 0 \leq \beta_m \leq 1, \quad m \in \{1, 2\}, \quad (68)
\end{align*}
\]

which is identical to the optimization problem of \( \text{P2} \) in the high SNR regime. We note that the optimization problem \( \text{P9} \) can be efficiently solved by a one-dimensional numerical search method, since as detailed in Theorem 2 the optimal power allocation can be determined in closed form in the high SNR regime, in which the one-to-one relationship given in (67) is also independent of the power allocation coefficients. As confirmed in our following numerical results, the achieved solution to \( \text{P9} \) is very close to the solution to \( \text{P8} \) and their resultant maximum SSRs are very similar to each other. This indicates that our proposed beamforming design can be optimized efficiently by a one-dimensional numerical search.

**Remark 1:** Based on the analysis in Section IV-A, IV-B, and IV-C, we note that the proposed NOMA-HB-AN scheme requires a three-dimensional numerical search in the arbitrary SNR regime to obtain the optimal power allocation coefficients (i.e., \( \phi_1, \phi_2, \) and \( \phi_3 \)) and beamforming parameters (i.e., \( \beta_1 \) and \( \beta_2 \)), while requires a one-dimensional numerical search in high SNR regime to obtain the beamforming parameters but determines the optimal power allocation in closed form. As such, the proposed NOMA-HB-AN scheme in the high SNR regime has a much lower complexity relative to that in the arbitrary SNR regime. Furthermore, the examination results in Section V indicate that the asymptotic solution to the optimization of power allocation coefficients and governing parameters in the high SNR regime can achieve the similar secrecy performance as the exact solution in the general SNR regime. As such, the asymptotic solution in the high SNR regime can be viewed as a generic and near-optimal strategy.

## V. Numerical Results

In this section, we provide numerical results to examine the secrecy performances of the proposed NOMA-HB-AN scheme relative to two benchmark schemes. The first benchmark scheme is named as the NOMA-HB scheme, in which the beamforming design is the same as the proposed NOMA-HB-AN scheme, but no AN is transmitted by the BS. The second benchmark scheme is named as the NOMA-h2-AN scheme, which was proposed in [34]. In the NOMA-h2-AN scheme, the beamforming vectors are set as \( \mathbf{v}_1 = \mathbf{v}_2 = \mathbf{h}_2/\|\mathbf{h}_2\| \) and the AN signals are transmitted by the BS simultaneously. In this section, we set \( \rho_{su} = 1.2\rho_{su} \).

In Fig. 2, we plot the effective SSRs achieved by the NOMA-HB-AN, NOMA-HB, and NOMA-h2-AN schemes with the optimal power allocation versus the number of antennas at base station (i.e., \( N \)). We note that the effective SSRs is the sum of the effective secrecy rates at the users, where the effective secrecy rate at each user is the production of the corresponding transmission rate and the secrecy probability (which is one minus the secrecy outage probability). In this figure, we adopted reasonable transmission rates (may not be the optimal ones) at the two users and applied the developed NOMA-HB-AN scheme achieved under the assumption of a sufficiently large number of transmit antennas at the BS. In this figure, the effective SSRs are obtained by performing Monte Carlo simulations over \( 10^5 \) different channel realizations. Furthermore, from this figure we observe that the effective SSRs increase as the number of antennas at the BS increases. This is due to the fact that the extra DOF offered by additional antennas provides a more precise information beamforming that leads to a higher SINR/SNR at User 1 and User 2, while limiting the achievable data rate at the eavesdropper. In this figure, we also observe that the proposed NOMA-HB-AN scheme outperforms the NOMA-h2-AN scheme. This demonstrates the effectiveness of the proposed beamforming design, which can balance the useful signal strength and the interference strength in order to improve the secrecy performance of the considered NOMA system. We note that in this figure we set \( \beta_1 = 0.05 \) and \( \beta_2 = 0.9 \), which means that the performance gain of the proposed scheme over the NOMA-h2-AN scheme can be further improved by jointly optimizing \( \beta_1 \) and \( \beta_2 \). Finally, we observe that the proposed NOMA-HB-AN scheme outperforms the NOMA-HB scheme in terms of achieving a significantly higher effective SSR, which shows the benefits of using AN-aided transmission schemes in enhancing physical layer security of NOMA systems.
In Fig. 3, we plot the maximum SSRs of the NOMA-HB-AN, NOMA-HB, and NOMA-h_2-AN schemes versus the number of antennas at Eve (i.e., \(K\)). In this figure, the power allocation coefficients together with the values of \(\beta_1\) and \(\beta_2\) in the NOMA-HB-AN and NOMA-HB schemes have been optimized based on our conducted analysis in Section III and Section IV (e.g., Proposition 1, Theorem 1). The power allocation coefficients in the NOMA-h_2-AN scheme have been optimized based on the analysis presented in [34]. We first observe that the analytical curve of the NOMA-HB-AN scheme accurately match the simulated one for different values of \(N\), which confirms the high accuracy of the approximation adopted in our Proposition 1. Again, in this figure, we first observe that the proposed NOMA-HB-AN scheme significantly outperforms the two benchmark schemes, which demonstrates the superiority of jointly using the proposed beamforming design and AN-aided transmission strategy. As expected, we observe that the achieved maximum SSRs decrease with the number of antennas at the eavesdropper (i.e., \(K\)). This is due to the fact that the downlink NOMA transmission becomes more vulnerable to eavesdropping attack when the eavesdropper has more receiving antennas in the considered system. Therefore, more DOF (e.g., more transmit antennas at the BS) should be utilized to achieve the same level of secrecy as \(K\) increases. We further observe that the performance gain of the proposed scheme over the NOMA-h_2-AN scheme increases with \(K\). This indicates that the advantage of the proposed scheme relative to the NOMA-h_2-AN scheme becomes more dominant as \(K\) increases, which shows the effectiveness of the proposed beamforming design increases with \(K\), while the NOMA-h_2-AN scheme employ the fixed beamforming (i.e., \(v_1 = v_2 = \hat{h}_2/\|\hat{h}_2\|\)) causes severe information leakage to Eve and severe interference to User 1 with \(K\).

We further examine the impact of the proposed NOMA-HB-AN scheme on the secrecy outage probability when the number of antennas at the BS is finite. In Fig. 4, we plot the secrecy outage probabilities achieved by the NOMA-HB-AN, NOMA-HB, and NOMA-h_2-AN schemes with the optimal power allocation versus the number of antennas at BS (i.e., \(N\)). In this figure, we set the secrecy transmission rates to \(2648\) BPCU and \(5.5\) BPCU. In this figure, the secrecy outage probabilities are obtained by performing Monte Carlo simulations over \(10^6\) different channel realizations. From this figure we observe that the secrecy outage probability decreases as when \(N\) increases. This is due to the fact that the extra DOF offered by additional antennas provides a more precise information beamforming that leads to a higher SNR or SNR at User 1 and User 2, while limiting the achievable data rate at the eavesdropper. In this figure, we also observe that the secrecy outage probability advantage of the NOMA-HB-AN scheme over the NOMA-h_2-AN scheme becomes more prominent when \(N\) increases. This again demonstrates the effectiveness of the proposed beamforming design and these observations are in accordance with the observations made from the analytical results. Furthermore, we observe that the proposed NOMA-HB-AN scheme outperforms the NOMA-HB scheme in terms of achieving a significantly lower secrecy outage probability, illustrating the security benefits.
For the term \( R_{e1} + R_{e2} \) in (13), which can be further expressed as (71), shown at the top of this page, where \( \pi_e = \frac{P}{\sigma_n^2} \). In order to simplify (69), we present the following lemma (i.e., Lemma 5) to facilitate our proof.

**Lemma 5:** As \( N \to \infty \) with \( N \gg K \), we have

\[
\det \left( I_K + \phi_1 \pi_c H_e v_1 (H_e v_1)^H + \phi_2 \pi_e H_e v_2 (H_e v_2)^H + \phi_e \pi_e H_e V_N (H_e V_N)^H \right)
\]
\[
\leq \prod_{k=1}^{K} \left( 1 + \phi_1 \pi_c [H_e v_1 (H_e v_1)^H]_{kk} + \phi_2 \pi_e [H_e v_2 (H_e v_2)^H]_{kk} + \frac{(1 - \phi_1 - \phi_2 \pi_e)}{N-2} [H_e V_N (H_e V_N)^H]_{kk} \right)
\]
\[
\approx (1 + \phi_1 \rho_e + \phi_2 \rho_e + (1 - \phi_1 - \phi_2 \rho_e)^K
\]
\[
= (1 + \rho_e)^K,
\]
and

\[
\det \left( I_K + \phi_1 \pi_c H_e V_N (H_e V_N)^H \right)
\]
\[
\approx \prod_{k=1}^{K} \left( 1 + \frac{\phi_1 \pi_c}{N-2} [H_e V_N (H_e V_N)^H]_{kk} \right)
\]
\[
= (1 + \rho_e)^K.
\] (73)

The proof of [44, Lemma 5] and thus it is omitted here. Based on (70), (71), and Lemma 5, we can obtain (25), which completes the proof of Proposition 1.

**APPENDIX B**

**PROOF OF LEMMA 3**

Substituting (39) into (37), we have

\[
F(\phi_1, \phi_2) = \log_2 \left( 1 + \frac{c_1 (1 - \phi_2 - \phi_e)}{1 + \phi_2 \rho_{u1}} \right) (1 + c_2 \phi_2)
\]
\[
= G(\phi_2).
\] (74)

From (74), we can easily obtain the first derivative of \( G(\phi_2) \) with respect to \( \phi_2 \) as \( G(\phi_2)' \), which is given by

\[
G(\phi_2)' = \frac{\partial G(\phi_2)}{\partial \phi_2} = \frac{1}{\ln(2)} \left( c_2 \rho_{u1} \phi_2^2 + 2 c_2 \phi_2 + c_4 \right),
\] (75)

where

\[
c_3 = \rho_{u1} - 1,
\]
\[
c_4 = (1 + (1 - \phi_2)) (c_2 - \rho_{u1}) + \rho_{u1} - 1.
\] (76)

Furthermore, we can obtain the second derivative of \( G(\phi_2) \) with respect to \( \phi_2 \) as \( G(\phi_2)'' \), which is given by

\[
G(\phi_2)'' = \frac{\partial G(\phi_2)'}{\partial \phi_2} = \frac{1}{\ln(2)} \left( c_1 (2 - \phi_2) ((N-1) \beta_2 \rho_{u2} + \rho_{u2} - \rho_{u1}) \right) < 0,
\] (78)

due to the facts \( \phi_e < 1 \) and \( \rho_{u1} \leq \rho_{u2} \). Following (78), we find that \( G(\phi_2) \) is a concave function of \( \phi_2 \), which completes the proof of Lemma 3.

**APPENDIX C**

**PROOF OF LEMMA 4**

Following (57), we derive the first derivative of \( \phi_1 (1 + (1 - \phi_1 - \gamma_1) \rho_e)^K \) with respect to \( \phi_1 \) as

\[
Q(\phi_1)' \triangleq \frac{\partial Q(\phi_1)}{\partial \phi_1} = ((1 + (1 - \phi_1 - \gamma_1) \rho_e)^{-K-1} \times ((1 + (1 - \phi_1 - \gamma_1) \rho_e) - K \phi_1 \rho_e). \] (79)

Following (79) and noting \( 1 - \phi_1 - \gamma_1 \geq 0 \), we have

\[
\phi_1 = \phi_1^+ \triangleq 1 + \rho_e - \gamma_1 \rho_e
\]
\[
(K + 1) \rho_e,
\] (80)

in order to guarantee \( Q(\phi_1)' = 0 \). As per (79), we can find that \( Q(\phi_1)' > 0 \) for \( \phi_1 < \phi_1^+ \), which indicates that...
the function of $Q(\phi_1)$ is a monotonically increasing function of $\phi_1$ when $\phi_1 > \phi_1'$. We also find that $Q(\phi_1') < 0$ for $\phi_1 > \phi_1'$, which shows that the function of $Q(\phi_1)$ is a monotonically decreasing function of $\phi_1$ when $\phi_1 > \phi_1'$. As such, we can conclude that $Q(\phi_1')$ is maximized when $Q(\phi_1') = 0$, i.e., when (80) is guaranteed. This completes the proof of Lemma 4.
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