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Abstract

The aim of the paper is to discuss the relation subgroups of the Grothendieck groups of extriangulated categories and certain other subgroups. It is shown that a locally finite extriangulated category $\mathcal{C}$ has Auslander-Reiten $\mathbb{E}$--triangles and the relations of the Grothendieck group $K_0(\mathcal{C})$ are generated by the Auslander-Reiten $\mathbb{E}$--triangles. A partial converse result is given when restricting to the triangulated categories with a cluster tilting subcategory: in the triangulated category $\mathcal{C}$ with a cluster tilting subcategory, the relations of the Grothendieck group $K_0(\mathcal{C})$ are generated by Auslander-Reiten triangles if and only if the triangulated category $\mathcal{C}$ is locally finite. It is also shown that there is a one-to-one correspondence between subgroups of $K_0(\mathcal{C})$ containing the image of $\mathcal{G}$ and dense $\mathcal{G}$--(co)resolving subcategories of $\mathcal{C}$ where $\mathcal{G}$ is a generator of $\mathcal{C}$, which generalizes results about classifying subcategories of a triangulated $\mathbb{T}$ or an exact category $\mathcal{E}$ $\mathbb{M}$ by subgroups of $K_0(\mathcal{E})$.

Key words: Extriangulated category; Auslander-Reiten $\mathbb{E}$--triangle; Relations of the Grothendieck group; Locally finite extriangulated category; Dense resolving subcategory.

2010 Mathematics Subject Classification: 18E30; 18E10; 16G70.

1 Introduction

Auslander-Reiten sequences were introduced by Auslander and Reiten in [AR1] as a useful tool to study the local structure of the module category of an artin algebra. Since then, it has been generalized to the situation of exact categories [ASm, K], triangulated categories [H] and its subcategories [ASm, J] and some additive categories [Liu, Sh, I] by many authors. Recently, extriangulated categories were introduced by Nakaoka and Palu [NP] to give a simultaneous generalization of exact categories and triangulated categories. As in the situation of exact categories or triangulated categories, there is also a notion of Auslander-Reiten $\mathbb{E}$--triangles in extriangulated categories, which was first introduced in [ZZ], and then was fully developed in [INP]. For an extriangulated category $\mathcal{C}$, one can define its Grothendieck group $K_0(\mathcal{C})$ similarly as the case of exact categories or triangulated categories: for an object $X$ in $\mathcal{C}$, we use $[X]$ to denote the isoclass of $X$, and $F$ to denote the free group generated by the isoclasses $[X]$ of objects $X$ in $\mathcal{C}$, then the Grothendieck group $K_0(\mathcal{C})$ of $\mathcal{C}$ is defined as the quotient of $F$ by the subgroup generated by $[\delta] = [A] + [C] - [B]$ for all $\mathbb{E}$--triangles $A \longrightarrow B \longrightarrow C \longrightarrow \delta$ in $\mathcal{C}$, (For more detail, see Section 4, or Part II in [PPPP]. All such $[\delta]$, or the subgroup generated by them are called the relations or the relation group of $K_0(\mathcal{C})$ respectively. If $\mathcal{C}$ is the module category $\text{mod} \Lambda$ of an artin algebra $\Lambda$, there is a well-known result [B, A] saying that the relations of $K_0(\mathcal{C})$ are generated by Auslander-Reiten sequences if and only if $\Lambda$ is of finite representation type. Similarly, when $\mathcal{C}$ is a locally finite triangulated category, Xiao and Zhu [XZ, Theorem 2.1] showed that the Auslander-Reiten triangles generate the relations for the Grothendieck group. Beligiannis [Be, Theorem 12.1] proved the converse of this result holds when $\mathcal{C}$ is a compactly generated triangulated category. Recently, Haugland [Hal, Theorem 2.3] and [PPPP, Theorem 3.8, Theorem 4.13] showed
the converse of the result in some special cases. In this paper, we show that locally finite extriangulated categories have Auslander-Reiten $E$–triangles and that for a locally finite extriangulated category, the relations of the Grothendieck group are generated by Auslander-Reiten $E$–triangles. The later result is a generalization of results in module categories [A, AR2, B] and triangulated categories [XZ].

We give a partial converse result when restricting to the triangulated category with a cluster tilting subcategory. We show that in these triangulated categories, the relations of the Grothendieck group are generated by Auslander-Reiten triangles if and only if these triangulated categories are locally finite. At the end of the paper, we consider the relations between subgroups of the Grothendieck group $K_0(C)$ and subcategories of the extriangulated category $C$. We show that for an extriangulated category with a generator $G$, there is a one-to-one correspondence between subgroups of $K_0(C)$ containing the image of $G$ and dense $G$–(co)resolving subcategories of $C$. This can be seen as a generalization of the results in triangulated categories [T] and exact categories [M]. Independently of our work, J. Haugland has recently generalized the above result to the situation of $n$–exangulated categories in [Ha2].

The paper is organized as follows. In Section 2, we recall the definition of an extriangulated category and outline some basic properties that will be used later. In Section 3 we recall the definition of Auslander-Reiten $E$–triangles in an extriangulated category [NP] and show that every locally finite extriangulated category has Auslander-Reiten $E$–triangles. In Section 4 we show that for a locally finite extriangulated category, the relations of the Grothendieck group are all generated by Auslander-Reiten $E$–triangles and we give a partial converse result for the triangulated categories with a cluster tilting subcategory. In section 5 we show that for an extriangulated category $C$ with a generator $G$, there is a one-to-one correspondence between subgroups of $K_0(C)$ containing the image of $G$ and dense $G$–(co)resolving subcategories of $C$.

2 Preliminaries

Throughout this article, $C$ denotes a $K$-linear Krull-Schmidt category with $K$ is a field, and all subcategories are full additive subcategories closed under isomorphisms. We denote by $C(A, B)$ or Hom$_C(A, B)$ the set of morphisms from $A$ to $B$ in the category $C$.

Recall the definition of functorially finite subcategories in $C$. Let $\mathcal{X}$ be a subcategory of $C$, and $B \in C$. A morphism $f_B: X_B \to B$ of $C$ with $X_B$ an object in $\mathcal{X}$ ($g_B: B \to Y_B$ of $C$ with $Y_B$ an object in $\mathcal{X}$, resp.) is said to be a right $\mathcal{X}$-approximation (left $\mathcal{X}$-approximation, resp.) of $B$, if the morphisms $\mathcal{X}(X, f_B): \mathcal{X}(X, X_B) \to \mathcal{X}(X, B)$ ($\mathcal{X}(g_B, X): \mathcal{X}(B, X) \to \mathcal{X}(Y_B, X)$, resp.) are surjectives for all objects $X$ in $\mathcal{X}$. Moreover, one says that $\mathcal{X}$ is contravariantly finite (covariantly finite, resp.) in $C$ if every object in $\mathcal{X}$ has a right (left, resp.) $\mathcal{X}$-approximation. $\mathcal{X}$ is functorially finite if it is both contravariantly finite and covariantly finite in $C$.

Now we outline definitions and some basic properties of extriangulated categories from [NP].

Let $C$ be an additive category. Suppose that $C$ is equipped with a biadditive functor $E: C^{op} \times C \to Ab$. For any pair of objects $A, C \in C$, an element $\delta \in E(C, A)$ is called an $E$-extension. Thus formally, an $E$-extension is a triplet $(A, \delta, C)$. Let $(A, \delta, C)$ be an $E$-extension. Since $E$ is a bifunctor, for any
\( a \in \mathcal{E}(A, A') \) and \( c \in \mathcal{E}(C', C) \), we have \( \mathbb{E} \)-extensions

\[
\mathbb{E}(C, a)(\delta) \in \mathbb{E}(C, A') \quad \text{and} \quad \mathbb{E}(c, A)(\delta) \in \mathbb{E}(C', A).
\]

We abbreviate denote them by \( a_* \delta \) and \( c_* \delta \) respectively. For any \( A, C \in \mathcal{E} \), the zero element \( 0 \in \mathbb{E}(C, A) \) is called the split \( \mathbb{E} \)-extension.

**Definition 2.1.** [\[NP\], Definition 2.3] Let \( (A, \delta, C) \), \( (A', \delta', C') \) be any pair of \( \mathbb{E} \)-extensions. A morphism

\[
(a, c): (A, \delta, C) \rightarrow (A', \delta', C')
\]

of \( \mathbb{E} \)-extensions is a pair of morphisms \( a \in \mathcal{E}(A, A') \) and \( c \in \mathcal{E}(C, C') \) in \( \mathcal{E} \), satisfying the equality

\[
a_* \delta = c_* \delta'.
\]

Simply we denote it as \( (a, c): \delta \rightarrow \delta' \).

Let \( A, C \in \mathcal{E} \) be any pair of objects. Sequences of morphisms in \( \mathcal{E} \)

\[
A \xrightarrow{x} B \xrightarrow{y} C \quad \text{and} \quad A' \xrightarrow{x'} B' \xrightarrow{y'} C
\]

are said to be equivalent if there exists an isomorphism \( b \in \mathcal{E}(B, B') \) which makes the following diagram commutative.

\[
\begin{array}{ccc}
A & \xrightarrow{x} & B & \xrightarrow{y} & C \\
\downarrow & & \downarrow b & & \downarrow \\
A & \xrightarrow{x'} & B' & \xrightarrow{y'} & C
\end{array}
\]

We denote the equivalence class of \( A \xrightarrow{x} B \xrightarrow{y} C \) by \( [A \xrightarrow{(a, b, c)} A \oplus C \xrightarrow{(0, 1)} C] \). For any \( A, C \in \mathcal{E} \), we denote as \( 0 = [A \xrightarrow{(1, 0)} A \oplus C \xrightarrow{(0, 1)} C] \).

**Definition 2.2.** [\[NP\], Definition 2.9] For any \( \mathbb{E} \)-extension \( \delta \in \mathbb{E}(C, A) \), one can associate an equivalence class \( s(\delta) = [A \xrightarrow{a} B \xrightarrow{y} C] \). This \( s \) is called a realization of \( \mathbb{E} \), if it satisfies the following condition:

- Let \( \delta \in \mathbb{E}(C, A) \) and \( \delta' \in \mathbb{E}(C', A') \) be any pair of \( \mathbb{E} \)-extensions, with

\[
s(\delta) = [A \xrightarrow{a} B \xrightarrow{y} C], \quad s(\delta') = [A' \xrightarrow{x'} B' \xrightarrow{y'} C'].
\]

Then, for any morphism \( (a, c): \delta \rightarrow \delta' \), there exists \( b \in \mathcal{E}(B, B') \) which makes the following diagram commutative.

\[
\begin{array}{ccc}
A & \xrightarrow{x} & B & \xrightarrow{y} & C \\
\downarrow a & & \downarrow b & & \downarrow c \\
A' & \xrightarrow{x'} & B' & \xrightarrow{y'} & C'
\end{array}
\]

In this case, we say that sequence \( A \xrightarrow{x} B \xrightarrow{y} C \) realizes \( \delta \), whenever it satisfies \( s(\delta) = [A \xrightarrow{a} B \xrightarrow{y} C] \).

Remark that this condition does not depend on the choices of the representatives of the equivalence classes. In the above situation, we say that \( (2.1) \) (or the triplet \( (a, b, c) \)) realizes \( (a, c) \).
Definition 2.3. [NP, Definition 2.10] Let \( \mathcal{C}, \mathcal{E} \) be as above. A realization \( \mathfrak{s} \) of \( \mathcal{E} \) is said to be additive if the following conditions are satisfied:

(i) For any \( A, C \in \mathcal{C} \), the split \( \mathcal{E} \)-extension \( 0 \in \mathcal{E}(C, A) \) satisfies \( \mathfrak{s}(0) = 0 \).

(ii) For any pair of \( \mathcal{E} \)-extensions \( \delta = (A, \delta, C) \) and \( \delta' = (A', \delta', C') \),

\[
\mathfrak{s}(\delta \oplus \delta') = \mathfrak{s}(\delta) \oplus \mathfrak{s}(\delta')
\]

holds.

Definition 2.4. [NP, Definition 2.12] We call the pair \( (\mathcal{E}, \mathfrak{s}) \) an external triangulation of \( \mathcal{C} \) if the following conditions are satisfied:

(ET1) \( \mathcal{E}: \mathcal{C}^{\text{op}} \times \mathcal{C} \to \text{Ab} \) is a biadditive functor.

(ET2) \( \mathfrak{s} \) is an additive realization of \( \mathcal{E} \).

(ET3) Let \( \delta \in \mathcal{E}(C, A) \) and \( \delta' \in \mathcal{E}(C', A') \) be any pair of \( \mathcal{E} \)-extensions, realized as

\[
\mathfrak{s}(\delta) = [ A \xrightarrow{x} B \xrightarrow{y} C ], \quad \mathfrak{s}(\delta') = [ A' \xrightarrow{x'} B' \xrightarrow{y'} C' ].
\]

For any commutative square

\[
\begin{array}{ccc}
A & \xrightarrow{x} & B \\
\uparrow{a} & & \uparrow{b} \\
A' & \xrightarrow{x'} & B'
\end{array}
\] \quad \begin{array}{ccc}
\downarrow{c} & & \downarrow{d} \\
C & \xrightarrow{e} & C'
\end{array}
\]

in \( \mathcal{C} \), there exists a morphism \( (a, c): \delta \to \delta' \) which is realized by \( (a, b, c) \).

(ET3)\text{op} Let \( \delta \in \mathcal{E}(C, A) \) and \( \delta' \in \mathcal{E}(C', A') \) be any pair of \( \mathcal{E} \)-extensions, realized by

\[
A \xrightarrow{x} B \xrightarrow{y} C \quad \text{and} \quad A' \xrightarrow{x'} B' \xrightarrow{y'} C'
\]

respectively. For any commutative square

\[
\begin{array}{ccc}
A & \xrightarrow{x} & B \\
\downarrow{a} & & \downarrow{b} \\
A' & \xrightarrow{x'} & B'
\end{array}
\] \quad \begin{array}{ccc}
& & \\
& & \downarrow{c} \\
& C & \xrightarrow{e} C'
\end{array}
\]

in \( \mathcal{C} \), there exists a morphism \( (a, c): \delta \to \delta' \) which is realized by \( (a, b, c) \).

(ET4) Let \( (A, \delta, D) \) and \( (B, \delta', F) \) be \( \mathcal{E} \)-extensions realized by

\[
A \xrightarrow{f} B \xrightarrow{f'} D \quad \text{and} \quad B \xrightarrow{g} C \xrightarrow{g'} F
\]
respectively. Then there exist an object $E \in \mathcal{C}$, a commutative diagram

$$
\begin{array}{ccc}
A & \xrightarrow{f} & B & \xrightarrow{f'} & D \\
\downarrow{h} & & \downarrow{g} & & \downarrow{d} \\
C & \xrightarrow{h'} & E & \xrightarrow{e} & F \\
\end{array}
$$

in $\mathcal{C}$, and an $E$-extension $\delta'' \in \mathcal{E}(E,A)$ realized by $A \xrightarrow{h} C \xrightarrow{h'} E$, which satisfy the following compatibilities.

(i) $D \xrightarrow{d} E \xrightarrow{e} F$ realizes $f'_* \delta'$,

(ii) $d^* \delta'' = \delta$,

(iii) $f_* \delta'' = e^* \delta'$.

(ET4)$^\text{op}$ Let $(D, \delta, B)$ and $(F, \delta', C)$ be $E$-extensions realized by

$$
\begin{array}{ccc}
D & \xrightarrow{f'} & A & \xrightarrow{f} & B \\
\downarrow{h'} & & \downarrow{h} & & \downarrow{g} \\
C & \xrightarrow{g'} & E & \xrightarrow{g} & C \\
\end{array}
$$

respectively. Then there exist an object $E \in \mathcal{C}$, a commutative diagram

$$
\begin{array}{ccc}
D & \xrightarrow{d} & E & \xrightarrow{e} & F \\
\downarrow{f'} & & \downarrow{h} & & \downarrow{g'} \\
A & \xrightarrow{f} & B & \xrightarrow{g} & C \\
\end{array}
$$

in $\mathcal{C}$, and an $E$-extension $\delta'' \in \mathcal{E}(C,E)$ realized by $E \xrightarrow{h'} A \xrightarrow{h} C$, which satisfy the following compatibilities.

(i) $D \xrightarrow{d} E \xrightarrow{e} F$ realizes $g'^* \delta$,

(ii) $\delta' = e_* \delta''$,

(iii) $d_* \delta = g^* \delta''$.

In this case, we call $\delta$ an $E$-triangulation of $\mathcal{C}$, and call the triplet $(\mathcal{C},E,\delta)$ an externally triangulated category, or for short, extriangulated category.

For an extriangulated category $\mathcal{C}$, we use the following notation:

- A sequence $A \xrightarrow{\delta} B \xrightarrow{\delta'} C$ is called a conflation if it realizes some $E$-extension $\delta \in \mathcal{E}(C,A)$.
- A morphism $f \in \mathcal{C}(A,B)$ is called an inflation if it admits some conflation $A \xrightarrow{f} B \xrightarrow{\delta} C$.
- A morphism $f \in \mathcal{C}(A,B)$ is called a deflation if it admits some conflation $K \xrightarrow{f} A \xrightarrow{\delta} B$. 
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• If a conflation \( \begin{array}{ccc}
A & \xrightarrow{x} & B \\
\downarrow & & \downarrow \\
C & \xrightarrow{y} & D 
\end{array} \)
realizes \( \delta \in \mathbb{E}(C,A) \), we call the pair \( (A \xrightarrow{x} B \xrightarrow{y} C, \delta) \) an \( \mathbb{E} \)-triangle, and write it in the following way.
\[
A \xrightarrow{x} B \xrightarrow{y} C - \delta \rightarrow
\]

• Given an \( \mathbb{E} \)-triangle \( \begin{array}{ccc}
A & \xrightarrow{x} & B \\
\downarrow & & \downarrow \\
C & \xrightarrow{y} & D 
\end{array} \), we call \( A \) the CoCone of \( y: B \to C \), and denote it by CoCone\((B \to C)\), also denote by CoCone\((y)\); we call \( C \) the Cone of \( x: A \to B \), and denote it by Cone\((A \to B)\), also denote by Cone\((x)\).

• Let \( \begin{array}{ccc}
A & \xrightarrow{x} & B \\
\downarrow & & \downarrow \\
C & \xrightarrow{y} & D 
\end{array} \) be any pair of \( \mathbb{E} \)-triangles. If a triplet \( (a,b,c) \) realizes \( (a,c): \delta \to \delta' \) as in (2.1), then we write it as
\[
\begin{array}{ccc}
A & \xrightarrow{x} & B \\
\downarrow & & \downarrow \\
C & \xrightarrow{y} & D 
\end{array} - \delta \rightarrow
\begin{array}{ccc}
A' & \xrightarrow{x'} & B' \\
\downarrow & & \downarrow \\
C' & \xrightarrow{y'} & D' 
\end{array} - \delta' \rightarrow
\]
and call \( (a,b,c) \) a morphism of \( \mathbb{E} \)-triangles.

• A subcategory \( \mathcal{T} \) of \( \mathcal{C} \) is called extension-closed if \( \mathcal{T} \) is closed under extensions, i.e. for any \( \mathbb{E} \)-triangle \( \begin{array}{ccc}
A & \xrightarrow{x} & B \\
\downarrow & & \downarrow \\
C & \xrightarrow{y} & D 
\end{array} \) with \( A,C \in \mathcal{T} \), we have \( B \in \mathcal{T} \).

**Remark 2.5.** For any pair of objects \( A,B \in \mathcal{C} \), we have \( \mathbb{E} \)-triangles in \( \mathcal{C} \):
\[
\begin{array}{ccc}
A & \xrightarrow{(0,1)} & A \oplus B \\
\downarrow & & \Downarrow \\
B & \xrightarrow{0} & B 
\end{array} \quad \text{and} \quad
\begin{array}{ccc}
A & \xrightarrow{1} & B \oplus A \\
\downarrow & & \Downarrow \\
B & \xrightarrow{0} & B 
\end{array}
\]

**Example 2.6.** (1) Exact categories and extension-closed subcategories of triangulated categories are extriangulated categories. The extension-closed subcategories of an extriangulated category are extriangulated categories, see [NP] for more detail.

(2) Let \( \mathcal{C} \) be an extriangulated category, and \( \mathcal{J} \) be a subcategory of \( \mathcal{C} \). If \( \mathcal{J} \subset \mathcal{P} \cap \mathcal{I} \), where \( \mathcal{P} \) is the subcategory of projective objects in \( \mathcal{C} \) and \( \mathcal{I} \) is the subcategory of injective objects in \( \mathcal{C} \) (see Definition 2.10), then \( \mathcal{C}/\mathcal{J} \) is an extriangulated category. This construction gives extriangulated categories which are neither exact nor triangulated in general. For more details, see [NP, Proposition 3.30]. There are also other such examples in [ZZ].

There are some basic results on extriangulated categories which are needed later on.

**Lemma 2.7.** [NP, Corollary 3.15] Let \( (\mathcal{C}, \mathbb{E}, \delta) \) be an extriangulated category. Then the following results hold.

(1) Let \( C \) be any object in \( \mathcal{C} \), and let
\[
\begin{array}{ccc}
A_1 & \xrightarrow{x_1} & B_1 \\
\downarrow & & \downarrow \\
\delta_1 & & C 
\end{array} \quad \text{and} \quad
\begin{array}{ccc}
A_2 & \xrightarrow{x_2} & B_2 \\
\downarrow & & \downarrow \\
\delta_2 & & C 
\end{array}
\]


be any pair of $E$–triangles. Then there is a commutative diagram in $\mathcal{C}$
\[
\begin{array}{ccc}
A_2 & \rightarrow & A_2 \\
\downarrow & & \downarrow \\
M & \rightarrow & B_2 \\
\downarrow & & \downarrow \\
A_1 & \rightarrow & B_1 \\
& & \downarrow \\
& & C
\end{array}
\]

which satisfies
\[
\begin{aligned}
g(y_2^*\delta_1) &= [ A_1 \overset{m_1}{\rightarrow} M \overset{\epsilon_1}{\rightarrow} B_2 ], \\
g(y_1^*\delta_2) &= [ A_2 \overset{m_2}{\rightarrow} M \overset{\epsilon_2}{\rightarrow} B_1 ], \\
m_1^*\delta_1 + m_2^*\delta_2 &= 0.
\end{aligned}
\]

(2) Dual of (1).

The following lemma was proved in [LN, Proposition 1.20] (see [NP, Corollary 3.16]).

**Lemma 2.8.** Let $A \overset{x}{\rightarrow} B \overset{y}{\rightarrow} C \overset{\delta}{\rightarrow} \mathcal{E}$ be an $E$-triangle, let $f : A \rightarrow D$ be any morphism, and let $D \overset{d}{\rightarrow} E \overset{e}{\rightarrow} C \overset{f_1\delta}{\rightarrow} \mathcal{E}$ be any $E$-triangle realizing $f_1\delta$. Then there is a morphism $g$ which gives a morphism of $E$-triangles
\[
\begin{array}{ccc}
A & \rightarrow & B \\
\downarrow & & \downarrow \\
D & \rightarrow & E \\
\downarrow & & \downarrow \\
C & \rightarrow & \mathcal{E}
\end{array}
\]

and moreover, $A \overset{(-)^f}{\rightarrow} D \oplus B \overset{(d, g)}{\rightarrow} E \overset{e^*\delta}{\rightarrow} \mathcal{E}$ becomes an $E$-triangle.

**Definition 2.9.** [NP, Definition 3.23] Let $\mathcal{C}, \mathcal{E}$ be as above. An object $P \in \mathcal{C}$ is called projective if it satisfies the following condition.

- For any $E$–triangle $A \overset{x}{\rightarrow} B \overset{y}{\rightarrow} C \overset{\delta}{\rightarrow} \mathcal{E}$ and any morphism $c \in \mathcal{C}(P, C)$, there exists $b \in \mathcal{C}(P, B)$ satisfying $y \circ b = c$.

Injective objects are defined dually.

We denote the subcategory consisting of projective objects in $\mathcal{C}$ by $\text{Proj}(\mathcal{C})$. Dually, the subcategory of injective objects in $\mathcal{C}$ is denoted by $\text{Inj}(\mathcal{C})$.

**Lemma 2.10.** [NP, Proposition 3.24] An object $P \in \mathcal{C}$ is projective if and only if it satisfies $E(P, A) = 0$ for any $A \in \mathcal{C}$. The dual property also holds for injective objects.

### 3 Auslander-Reiten $E$–triangles in extriangulated categories

In this section we firstly recall the definition of a locally finite extriangulated category, which is an analogue of locally finite triangulated categories in [XZ]; then we will show that locally finite extriangulated...
categories have Auslander-Reiten $E$–triangles. All extriangulated categories in this and the next section of the paper are assumed to be Krull-Schmit, $K$-linear ($K$ is a field), and $\dim_K \Hom_C(X, Y) < \infty$, $\dim_K E(X, Y) < \infty$ for any $X, Y \in \mathcal{C}$.

Let $\text{Ind}(\mathcal{C})$ denote the set of isomorphism classes of indecomposable objects in $\mathcal{C}$. For any object $A \in \mathcal{C}$, denote by $\text{SuppHom}_{\mathcal{C}}(A, -)$ the subset of objects $B \in \mathcal{C}$ such that $\Hom_{\mathcal{C}}(A, B) \neq 0$. Similarly, one can define $\text{SuppHom}_{\mathcal{C}}(-, A)$. If $\text{SuppHom}_{\mathcal{C}}(A, -)$ (resp. $\text{SuppHom}_{\mathcal{C}}(-, A)$) contains only finitely many objects in $\text{Ind}(\mathcal{C})$, we say that $|\text{SuppHom}_{\mathcal{C}}(A, -)| < \infty$ (resp. $|\text{SuppHom}_{\mathcal{C}}(-, A)| < \infty$).

**Definition 3.1.** An extriangulated category $\mathcal{C}$ is called locally finite if for any $A \in \text{Ind}(\mathcal{C})$, one has $|\text{SuppHom}_{\mathcal{C}}(A, -)| < \infty$ and $|\text{SuppHom}_{\mathcal{C}}(-, A)| < \infty$. An extriangulated category $\mathcal{C}$ is called finite if $|\text{Ind}(\mathcal{C})| < \infty$.

Note that for an artin algebra $\Lambda$, if $\mod \Lambda$ is locally finite, then $|\text{SuppHom}_{\mathcal{C}}(A, -)| < \infty$, hence $\Lambda$ is of finite representation type.

The notion of Auslander-Reiten $E$–triangles in an extriangulated category was first introduced in [ZZ], and then was fully developed in [INP]. Now we recall the definition of Auslander-Reiten $E$–triangles in an extriangulated category.

**Definition 3.2.** [INP, Definition 2.1] A non-split $E$–extension $\delta \in E(C, A)$ is said to be almost split if it satisfies the following conditions:

- (AS1) $a_* \delta = 0$ for any non-section $a \in \mathcal{C}(A, A')$.
- (AS2) $c^* \delta = 0$ for any non-retraction $c \in \mathcal{C}(C', C)$.

Note that if $a_* \delta = 0$ and $c^* \delta = 0$ for a section $a \in \mathcal{C}(A, A')$ (retraction $c \in \mathcal{C}(C', C)$), then $\delta = 0$. The realization of an almost split extension is called an Auslander-Reiten $E$–triangle.

**Lemma 3.3.** [INP, Proposition 2.5] For any non-split $E$–extension $\delta \in E(C, A)$, the following results hold.

- (1) If $\delta$ satisfies (AS1), then $A$ is indecomposable.
- (2) If $\delta$ satisfies (AS2), then $C$ is indecomposable.

**Definition 3.4.** [INP, Definition 2.6] We say that $\mathcal{C}$ has Auslander-Reiten $E$–triangles if for any indecomposable non-projective object $A \in \mathcal{C}$, there exists an Auslander-Reiten $E$–triangle $\delta \in E(A, B)$ for some $B \in \mathcal{C}$ and for any indecomposable non-injective object $B \in \mathcal{C}$, there exists an Auslander-Reiten $E$–triangle $\delta \in E(A, B)$ for some $A \in \mathcal{C}$.

Note that the Auslander-Reiten sequences defined in module categories of artin algebras [ARS] and the Auslander-Reiten triangles defined in triangulated categories [H] are all special cases of Auslander-Reiten $E$–triangles.

The following lemma is useful later on, which states that if we want to show a non-split $E$–triangle is an Auslander-Reiten $E$–triangle, we just need to show (AS1) or (AS2).

**Lemma 3.5.** [INP, Proposition 2.15] Let $\delta \in E(A, B)$ be a non-zero element such that $A$ and $B$ are indecomposable. Then the following conditions are equivalent:

---
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• (1) $\delta$ is an Auslander-Reiten $\mathbb{E}$-triangle;
• (2) (AS1) holds;
• (3) (AS2) holds.

If every $\mathbb{E}$-triangle in $\mathcal{C}$ splits, then every object is projective and injective, hence the set of Auslander-Reiten $\mathbb{E}$-triangles is empty. Therefore we assume that not all objects in $\mathcal{C}$ are projective and injective from now on.

**Definition 3.6.** Let $\mathcal{C}$ be an extriangulated category and $X \in \text{Ind}(\mathcal{C})$. We define a set of $\mathbb{E}$-triangles $S(X)$ as follows:

$$S(X) = \{ s : A_s \xrightarrow{f_s} B_s \xrightarrow{g_s} X \xrightarrow{\delta_s} | s \text{ is a non-split } \mathbb{E} \text{-triangle with } A_s \in \text{Ind}(\mathcal{C}) \}. $$

Dually, we can define a set of $\mathbb{E}$-triangles $S'(X)$ as follows:

$$S'(X) = \{ s : X \xrightarrow{f_s} B_s \xrightarrow{g_s} A_s \xrightarrow{\delta_s} | s \text{ is a non-split } \mathbb{E} \text{-triangle with } A_s \in \text{Ind}(\mathcal{C}) \}. $$

**Lemma 3.7.** If $X \in \text{Ind}(\mathcal{C})$ is a non-projective object, then $S(X)$ is nonempty. Dually, if $X \in \text{Ind}(\mathcal{C})$ is a non-injective object, then $S'(X)$ is nonempty.

**Proof.** Since $X \in \text{Ind}(\mathcal{C})$ is a non-projective object, there is a non-split $\mathbb{E}$-triangle $A \xrightarrow{f} B \xrightarrow{g} X \xrightarrow{\delta} \mathcal{C}$ which ends at $X$. Decompose $A$ into a direct sum of indecomposable objects as $A = \bigoplus_{i=1}^n A_i$. For simplicity, we can assume that $A = A_1 \oplus A_2$. Then we have the following commutative diagrams:

$$
\begin{array}{cccc}
A_1 & \rightarrow & A_1 \oplus A_2 & \rightarrow & A_j \\
\downarrow & & \downarrow & & \downarrow \alpha_j \\
A_i & \rightarrow & B & \rightarrow & B_j \\
\downarrow & & \downarrow & & \downarrow \beta_j \\
X & \rightarrow & X & \rightarrow & X \\
\end{array}
$$

with $\{i,j\} = \{1,2\}$ and $h_1f_1 = a_1, h_2f_2 = a_2, h_1f_2 = h_2f_1 = 0$. We state that at least one of the $\mathbb{E}$-triangles $A_j \xrightarrow{a_j} B_j \xrightarrow{b_j} X \xrightarrow{\delta_j} \mathcal{C}$ is non-split. If not, using (ET3) we have the following commutative diagram:

$$
\begin{array}{ccc}
A_1 \oplus A_2 & \xrightarrow{(f_1 f_2)=f} & B \\
\downarrow \left( \begin{array}{cc} a_1 & 0 \\ 0 & a_2 \end{array} \right) & & \downarrow \left( \begin{array}{cc} \gamma_1 \\ \gamma_2 \end{array} \right) \\
A_1 \oplus A_2 & \rightarrow & B_1 \oplus B_2 \rightarrow X \oplus X \\
\end{array}
$$

(3.2)

which shows that $\alpha^*0 = \delta$, contradicting to the assumption that $\delta$ is nonzero. Therefore $S(X)$ is nonempty.

Similarly, one can show that if $X \in \text{Ind}(\mathcal{C})$ is a non-injective object, then $S'(X)$ is nonempty.

**Definition 3.8.** Let $s, t \in S(X)$. We say that $s > t$ if there is an $f \in \mathcal{C}(A_s, A_t)$ such that $f_s s = t$, i.e.
we have the following commutative diagram:

\[
\begin{array}{ccc}
A_s & \longrightarrow & B_s \\
\downarrow^f & & \downarrow \\
A_t & \longrightarrow & B_t \\
\end{array}
\Rightarrow
\begin{array}{ccc}
X & \longrightarrow & X \\
\end{array}
\]  

(3.3)

We say that \( s \sim t \) if \( f \) is an isomorphism.

Dually, let \( s,t \in S'(X) \). We say that \( s > t \) if there is an \( f \in \mathcal{C}(A_t,A_s) \) such that \( f^*s = t \), i.e. we have the following commutative diagram:

\[
\begin{array}{ccc}
X & \longrightarrow & B_t \\
\downarrow & & \downarrow \\
A_t & \longrightarrow & A_s \\
\end{array}
\]  

\[
\begin{array}{ccc}
\end{array}
\]  

(3.4)

We say that \( s \sim t \) if \( f \) is an isomorphism.

**Lemma 3.9.** \( S(X) \) is a direct ordered set with the relation defined above. \( S'(X) \) is a direct ordered set with the relation defined above.

**Proof.** Firstly, we show that if \( s > t \) and \( t > s \), then \( s \sim t \).

By the definition above, we have \( f \in \mathcal{C}(A_s,A_t) \), \( g \in \mathcal{C}(A_t,A_s) \) such that \( f_s = t \) and \( g_t = s \). Let \( h = gf \), then we have \( h_s = s \). Since \( A_s \) and \( A_t \) are indecomposable, \( h \) must be an isomorphism. If not, \( h \in \text{rad}(\text{End}_\mathcal{C}(A_s)) \) (the radical of \( \text{End}_\mathcal{C}(A_s) \)) and \( (h^n)_s = s \), \( \forall n \geq 1 \). Then \( s = 0 \) since \( \text{End}_\mathcal{C}(A_s) \) is a finite dimensional local algebra, which contradicts to the fact that \( s \in S(X) \).

It is easy to see that if \( s > t, t > u \), we have \( s > u \).

Secondly, we show that for any \( s,t \in S(X) \), there is an \( u \in S(X) \) such that \( s > u, t > u \).

Using Lemma 2.7 we have the following commutative diagram:

\[
\begin{array}{ccc}
A_t & \longrightarrow & A_t \\
\downarrow^f & & \downarrow \\
A_s & \longrightarrow & M \\
\downarrow & & \downarrow \\
B_s & \longrightarrow & B_s \\
\end{array}
\]  

Then by [LN, Proposition 1.20] we have an \( \mathcal{E} \)-triangle \( \xymatrix{ M \ar[r] & B_t \oplus B_s \ar[r]^{(g_t,g_s)} & X \ar[l]_{\delta} } \) in \( \mathcal{C} \). It is easy to see that \( (g_t,g_s) \) is not a splitting epimorphism. If not, there is a map \( a = (a_t) : X \to B_t \oplus B_s \) such that \( (g_t,g_s) \cdot (a_t) = g_t a_t + g_s a_s = 1_X \). Since \( \text{End}_\mathcal{C}(X) \) is local, We have that \( g_t a_t \) or \( g_s a_s \) is an automorphism on \( X \), which is a contradiction.

Decomposing \( M \) into a direct sum of indecomposable objects as \( M = \bigoplus_{i=1}^n M_i \), we have the following
commutative diagrams:

\[
\begin{array}{c}
\bigoplus_{j \neq i} M_j \rightarrow \bigoplus_{i=1}^n M_i \rightarrow M_i \\
\bigoplus_{j \neq i} M_j \rightarrow B_t \oplus B_s \rightarrow B_i \\
M_1 \rightarrow B_1 \rightarrow X \\
X \rightarrow X \\
\end{array}
\]

Using the same argument as in Lemma 3.7, there are \( \mathbb{E} \)–triangles \( M_i \rightarrow B_i \rightarrow X - \delta_i \rightarrow \), \( i = 1, \cdots, n \) in \( \mathcal{C} \), and at least one of these \( \mathbb{E} \)–triangles is non-split. We assume that \( M_1 \rightarrow B_1 \rightarrow X - \delta_1 \rightarrow \) is non-split. Then we have the following commutative diagram:

\[
\begin{array}{c}
A_k \rightarrow B_k \rightarrow X \\
\exists \alpha \\
\bigoplus_{i=1}^n M_i \rightarrow B_t \oplus B_s \rightarrow X \\
M_1 \rightarrow B_1 \rightarrow X \\
\end{array}
\]

with \( k \in \{ s, t \} \). Let \( u = M_1 \rightarrow B_1 \rightarrow X - \delta_1 \rightarrow \), it is easy to see that \( u \) is the desired \( \mathbb{E} \)–triangle such that \( s > u, t > u \). Hence \( S(X) \) is a direct ordered set with the relation defined above.

Similarly, we can see that \( S'(X) \) is a direct ordered set with the relation defined above. \( \square \)

Note that for any \( X \in \text{Ind}(\mathcal{C}) \), if the minimal element exists in \( S(X) \) or \( S'(X) \), it is unique up to isomorphism.

**Lemma 3.10.** Let \( \mathcal{C} \) be a locally finite extriangulated category. If \( X \in \text{Ind}(\mathcal{C}) \) is a non-projective object, then \( S(X) \) has a minimal element. Dually, if \( X \in \text{Ind}(\mathcal{C}) \) is a non-injective object, then \( S'(X) \) has a minimal element.

**Proof.** Let \( X \in \text{Ind}(\mathcal{C}) \) be a non-projective object. Using Lemma 3.7, there is a non-split \( \mathbb{E} \)–triangle

\[
A \rightarrow \bigoplus_{i=1}^n \bigoplus_{j=1}^d B_i^{g_j} \rightarrow X - \delta \rightarrow
\]

in \( \mathcal{C} \) with \( g_i \in \text{rad}(B_i, X) \).

Since \( \mathcal{C} \) is locally finite, there are only finite many objects \( X_i \in \text{Ind}(\mathcal{C}), i = 1, \cdots, m \) such that \( \mathcal{C}(X_i, X) \neq 0 \). Let \( f_{ij}, 1 \leq j \leq d_i \) form a basis of the \( K \)–vector space \( \text{rad}(X_i, X) \). We set \( E = (\bigoplus_{i=1}^n B_i) \oplus (\bigoplus_{i=1}^m (X_i)^{\oplus d_i}) \) for simplicity. Then using [ [LN], Proposition, 1.20], we have an \( \mathbb{E} \)–triangle

\[
M \rightarrow E \xrightarrow{\alpha} X - \delta
\]

where \( \alpha = (g_1, \cdots, g_n, f_{i1}, \cdots, f_{ij}, \cdots, f_{md_m}) \in \text{rad}(E, X) \). Hence \( \delta \) is a non-split \( \mathbb{E} \)–triangle.

Decomposing \( M \) into a direct sum of indecomposable objects \( M = \bigoplus_{i=1}^n M_i \) and using the same
argument in Lemma 3.9, we have a non-split $E$–triangle $s = M_1 \to E_1 \to X \to \delta'' \in S(X)$ such that the following diagram commutates:

\[
\begin{array}{c}
\bigoplus_{i=1}^n M_i \\ \downarrow \eta \\
M_1 \end{array} \quad \begin{array}{c}
E \\ \downarrow \theta \\
E_1 \end{array} \quad \begin{array}{c}
X \\ \downarrow \\
X \delta' \end{array}
\]

Now to show that for any non-split $E$–triangle $L \to \bigoplus_{i=1}^m N_i \to h \to X \to \theta \in \mathcal{C}$ with $h = (h_1, \ldots, h_m)$, there is a morphism $\beta: \bigoplus_{i=1}^m N_i \to E$ such that $h = \alpha \beta$. It is easy to see that $h \in \text{rad}(\bigoplus_{i=1}^m N_i, X)$ since $\theta$ is non-split. Then from the definition of $f_{ij}$ and $\alpha$, one has that such $\beta$ must exits. Therefore, using (ET3)\textsuperscript{op} we have the following commutative diagram:

\[
\begin{array}{c}
L \\ \downarrow \exists \gamma \\
M \end{array} \quad \begin{array}{c}
\bigoplus_{i=1}^m N_i \\ \downarrow \beta \\
E \end{array} \quad \begin{array}{c}
X \\ \downarrow \alpha \\
X \theta \end{array}
\]

In particular, if $t = L \to \bigoplus_{i=1}^m N_i \to h \to X \to \theta \in S(X)$, i.e. $t$ is a non-split $E$–triangle with $L \in \text{Ind}(\mathcal{C})$, we have the following commutative diagram:

\[
\begin{array}{c}
L \\ \downarrow \eta \gamma \\
M_1 \end{array} \quad \begin{array}{c}
\bigoplus_{i=1}^m N_i \\ \downarrow \beta \\
E_1 \end{array} \quad \begin{array}{c}
X \\ \downarrow \alpha \\
X \theta \end{array}
\]

Which shows that $s = M_1 \to E_1 \to X \to \delta'' \to \in S(X)$.

Similarly, one can see that the dual result also holds for $S'(X)$.

**Theorem 3.11.** Let $\mathcal{C}$ be a locally finite extriangulated category. If $X \in \text{Ind}(\mathcal{C})$ is a non-projective object, there is an Auslander-Reiten $E$–triangle ending at $X$. Dually, if $X \in \text{Ind}(\mathcal{C})$ is a non-injective object, there is an Auslander-Reiten $E$–triangle starting at $X$. Hence $\mathcal{C}$ has Auslander-Reiten $E$–triangles.

**Proof.** Since $X \in \mathcal{C}$ is a non-projective object, $S(X)$ is non-empty by Lemma 3.7. Using Lemma 3.10 there is an $E$–triangle $s = A_s \to B_s \to X \to \delta_s \to \in S(X)$ which is a minimal element in $S(X)$. We will show $s$ is a Auslander-Reiten $E$–triangle ending at $X$.

Now to show that (AR2) holds for $s$. Suppose $f: N \to X$ is not a retraction. Using Lemma 2.8 we have an $E$–triangle $M \to B_s \oplus N(g_s, f) \to X \to \theta \to$, which is non-split since $g_s, f$ are not retractions and $X$ is indecomposable. Decomposing $M$ into a direct sum of indecomposable objects $M = \bigoplus_{i=1}^n M_i$ and using the same argument as in Lemma 3.9 we have a non-split $E$–triangle in $\mathcal{C}$, and we denote it...
by \( u = M_1 \to B_1 \to X \to [\delta_X] \in S(X) \). Then we have the following commutative diagram:

\[
\begin{array}{ccc}
A_s & \to & B_s \\
\downarrow & & \downarrow \\
\bigoplus_{i=1}^n M_i & \to & B_s \oplus N \\
\downarrow & & \downarrow \\
M_1 & \to & B_1
\end{array}
\]

One can see \( s > u \), hence \( s \sim u \) because \( s \in S(X) \) is the minimal element in \( S(X) \). In particular, we have the following commutative diagram:

\[
\begin{array}{ccc}
A_s & \to & B_s \\
\downarrow & & \downarrow \\
\bigoplus_{i=1}^n M_i & \to & B_s \oplus N \quad \xrightarrow{(g_s, f)} X \\
\downarrow & & \downarrow \\
A_s & \xrightarrow{f_s} & B_s \quad \xrightarrow{g_s} X
\end{array}
\]

Therefore \( f = g_s b_2 \), and (AR2) holds for \( s \). Since \( A_s \in \text{Ind}(\mathcal{C}) \), using Lemma 3.3 we have that \( s \) is an Auslander-Reiten \( \mathcal{E} \)-triangle in \( \mathcal{C} \).

Similarly, one can see that if \( X \in \mathcal{C} \) is a non-injective object, there is an Auslander-Reiten \( \mathcal{E} \)-triangle starting at \( X \).

Hence \( \mathcal{C} \) has Auslander-Reiten \( \mathcal{E} \)-triangles.

**Remark 3.12.** If \( \mathcal{C} \) is a locally finite triangulated category, using Theorem 3.11, one can see that \( \mathcal{C} \) has Auslander-Reiten triangles (see [XZ], Proposition 1.3).

## 4 Relations for Grothendieck groups

Given an extriangulated category \( \mathcal{C} \) which is assumed to be Krull-Schmit, K-linear (\( K \) is a field), and satisfy that \( \dim_K \text{Hom}_\mathcal{C}(X,Y) < \infty \), \( \dim_K \mathcal{E}(X,Y) < \infty \) for any \( X,Y \in \mathcal{C} \). Let \( F \) be the free abelian group with a basis the set of isomorphism classes of objects in \( \mathcal{C} \) and \( K_0(\mathcal{C},0) \) the quotient group of \( F \) by the subgroup \( R \), which is generated by elements of the form \([A] + [B] - [A \oplus B] \). It is easy to see that \( K_0(\mathcal{C},0) \) is the free abelian group generated by the isoclasses of indecomposable objects of \( \mathcal{C} \). The Grothendieck group \( K_0(\mathcal{C}) \) of \( \mathcal{C} \) is the factor group of \( K_0(\mathcal{C},0) \) modulo the subgroup generated by elements of the form \([\delta] = [A] + [C] - [B] \) whenever there is an \( \mathcal{E} \)-triangle \( A \to B \to C \to [\delta] \) in \( \mathcal{C} \). Therefore, we have a canonical epimorphism \( \psi : K_0(\mathcal{C},0) \to K_0(\mathcal{C}) \).

**Lemma 4.1.** Let \( \mathcal{C} \) be a locally finite extriangulated category. Then for any object \( A \in \mathcal{C} \), there is a positive integer \( n \) (or, \( m \)) such that \( \text{rad}(-,A) = 0 \) (or, \( \text{rad}^n(A,-) = 0 \)), where \( \text{rad}(\cdot,\cdot) \) is the radical of \( \mathcal{C} \).

**Proof.** The proof is the same as that in [XZ], Lemma 1.2.

The following lemma is important for our investigation, which is an extriangulated category version of the result in [XZ], Lemma 2.3.
Lemma 4.2. Let \( A \xrightarrow{f} B \xrightarrow{g_1 (g_2)} C_1 \oplus C_2 \xrightarrow{\delta} \) be an \( E \)-triangle in \( \mathcal{C} \). If \( g_1 \) is a retraction, then \( \delta \) is isomorphic to the following \( E \)-triangle:

\[
A \xrightarrow{(g_2)} C_1 \oplus B_2 \xrightarrow{0 \ g_2} C_1 \oplus C_2 \xrightarrow{\delta'} \damo
\]

Moreover, the \( E \)-triangle (*) is the direct sum of \( E \)-triangles

\[
A \xrightarrow{f_2} B_2 \xrightarrow{g_{22}} C_2 \xrightarrow{\delta_1} \text{ and } 0 \xrightarrow{} C_1 \xrightarrow{0} \damo
\]

Proof. Using (ET4)\( ^{op} \), we have the following commutative diagram:

\[
\begin{array}{cccccc}
A & \xrightarrow{f} & B_2 & \xrightarrow{h_1} & C_2 \\
\downarrow & & \downarrow & & \downarrow \\
A & \xrightarrow{f} & B & \xrightarrow{g_1 (g_2)} & C_1 \oplus C_2 \\
\downarrow & & \downarrow & & \downarrow \\
C_1 & \xrightarrow{1 0} & C_1
\end{array}
\]

Since \( g_1 \) is a retraction, the \( E \)-triangle \( B_2 \xrightarrow{h_1} B \xrightarrow{g_1} C_1 \xrightarrow{\delta'} \) splits. Without losing generality, one can set \( B = C_1 \oplus B_2 \) and \( g_1 = (1 0) \). Therefore the \( E \)-triangle (*) is isomorphic to the following \( E \)-triangle:

\[
A \xrightarrow{(g_2)} C_1 \oplus B_2 \xrightarrow{0 \ g_{22}} C_1 \oplus C_2 \xrightarrow{\delta''} \damo
\]

It is easy to see that (***) is isomorphic to (***).

Using (ET4)\( ^{op} \), we have the following commutative diagram:

\[
\begin{array}{cccccc}
A & \xrightarrow{a} & B_2 & \xrightarrow{b} & C_2 \\
\downarrow & & \downarrow & & \downarrow \\
A & \xrightarrow{(g_2)} & C_1 \oplus B_2 & \xrightarrow{g_{22}} & C_1 \oplus C_2 \\
\downarrow & & \downarrow & & \downarrow \\
C_1 & \xrightarrow{1 0} & C_1
\end{array}
\]

Without losing generality, we can assume that \( \alpha = (1 0) \), \( a = f_2 \), \( b = g_{22} \). Therefore,

\[
A \xrightarrow{f_2} B_2 \xrightarrow{g_{22}} C_2 \xrightarrow{\delta_1} \text{ and } 0 \xrightarrow{} C_1 \xrightarrow{0} \damo
\]

are \( E \)-triangles and the last assertion holds.

\[\square\]

Remark 4.3. Assume that \( C \in \text{Ind}(\mathcal{C}) \) in Lemma 4.2 then one can see that any non-split \( E \)-triangle ending at \( C \) is of the form \( A \rightarrow \bigoplus_{i=1}^n B_i \xrightarrow{(g_1, \ldots, g_n)} C \xrightarrow{\delta'} \) with \( g_i \in \text{rad}(B_i, C) \).

Theorem 4.4. Let \( \mathcal{C} \) be a locally finite extriangulated category. Then \( \text{Ker}(\psi) \) is generated by elements \([\delta]\) in \( K_0(\mathcal{C}, 0) \), where \( A \xrightarrow{f} B \xrightarrow{g} C \xrightarrow{\delta} \) runs through all Auslander-Reiten \( E \)-triangles in \( \mathcal{C} \).
Proof. It is obvious that \([A] + [C] - [B] \in \text{Ker}(\psi)\) if \(A \xrightarrow{f} B \xrightarrow{g} C \xrightarrow{\delta} \) is an Auslander-Reiten \(\mathbb{E}\)-triangle in \(\mathcal{C}\).

Conversely, let \(A \xrightarrow{f} B \xrightarrow{g} C \xrightarrow{\delta} \) be an arbitrary non-split \(\mathbb{E}\)-triangle in \(\mathcal{C}\). It suffices to prove that \([\delta] \in K_0(\mathcal{C}, 0)\) can be written as a sum of \([\delta_i], i = 1, \cdots, n\), where each \([\delta_i]\) corresponds to an Auslander-Reiten \(\mathbb{E}\)-triangle. We can assume that \(C \in \text{Ind}(\mathcal{C})\). If not, without loss of generality, we assume that \(C = C_1 \oplus C_2\) with \(C_1, C_2 \in \text{Ind}(\mathcal{C})\). Then using \((\text{ET}4)^{op}\) we have the following commutative diagram:

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow & & \downarrow \\
A & \xrightarrow{B} & C_1 \oplus C_2 \\
\end{array}
\]

\[
\begin{array}{ccc}
\downarrow & & \downarrow \\
C_1 & \xrightarrow{g} & C_1 \\
\end{array}
\]

Hence \([\delta] = [\delta_1] + [\delta_2]\), where \([\delta_1]\) and \([\delta_2]\) are given by the \(\mathbb{E}\)-triangles \(B_2 \xrightarrow{B} C_1 \xrightarrow{\delta_1} \) and \(A \xrightarrow{A} B_2 \xrightarrow{B} C_2 \xrightarrow{\delta_2} \) with \(C_1, C_2 \in \text{Ind}(\mathcal{C})\).

Since \(\delta\) does not split, \(C \in \text{Ind}(\mathcal{C})\) is not a projective object. Using Theorem 3.11 there is an Auslander-Reiten \(\mathbb{E}\)-triangle \(A_1 \xrightarrow{\alpha} M \xrightarrow{y_1} C \xrightarrow{\beta} \) ending at \(C\). Since \(\delta_1\) is an Auslander-Reiten \(\mathbb{E}\)-triangle, \(y_1 \in \text{rad}(M, C)\) and we have the following commutative diagram:

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow^{\alpha} & & \downarrow^{\beta} \\
A_1 & \xrightarrow{x_1} & M \\
\downarrow^{y_1} & & \downarrow \\
& C \\
\end{array}
\]

By Lemma 2.8, one can see that \(A \xrightarrow{(-f)^{\alpha}_\top} B \oplus M \xrightarrow{\beta \cdot x_1} M \xrightarrow{\theta = y_1^* \delta} \) is an \(\mathbb{E}\)-triangle and \([\delta] = [\delta_1] + [\theta]\) in \(K_0(\mathcal{C}, 0)\). Without loss of generality, we can assume that \(M = M_1 \oplus M_2\) with \(M_1, M_2 \in \text{Ind}(\mathcal{C})\). Assume that \(B_1 = B \oplus M\). Then \(\theta\) can be written as:

\[
A \xrightarrow{\psi} B_1 \xrightarrow{\theta} M_1 \oplus M_2 \xrightarrow{\delta} \]

with \((\theta_1)_{g_1} = (\beta \cdot x_1)\) and \(\psi = (-f)^{\alpha}_\top\). If \(g_1\) is a retraction, using Lemma 4.2 one can decompose \(\theta\) into a direct sum of \(\mathbb{E}\)-triangles:

\[
A \xrightarrow{\psi_1} B_2 \xrightarrow{g_2} M_2 \xrightarrow{\delta'} \quad \text{and} \quad 0 \xrightarrow{0} M_1 \xrightarrow{0} \]

and it is easy to see that \([\theta] = [\delta']\).

If in addition, \(g_2\) is a retraction, one can see \([\delta'] = 0\) and \([\theta] = [\delta'] = 0\), hence \([\delta] = [\delta_1]\). We have proved the assertion.

If \(g_2\) is not a retraction, then \(g_2 \in \text{rad}(B_2, M_2)\) and we have the following commutative diagram:

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B_2 \\
\downarrow & & \downarrow^{(\top)} \\
A & \xrightarrow{g_1} & M_1 \oplus M_2 \\
\end{array}
\]
Let $\tilde{y}_1 = y_1(\binom{0}{1})$, one can see $\tilde{y}_1 \in \text{rad}(M_2, C)$ and $[\theta] = [\delta']$. Then we can consider $\delta'$ instead of $\theta$ to continue the above process.

Now assume that $g_1, g_2$ are not retractions, hence $\binom{g_1}{g_2}$ is not a retraction. Using Theorem 3.11 one has Auslander-Reiten $\mathbb{E}$–triangles ending at $M_1, M_2$ respectively:

$$M'_i \xrightarrow{a_i} X_i \xrightarrow{b_i} M_i \xrightarrow{\theta_i} \cdots, i = 1, 2.$$  

Then we have the following commutative diagram:

$$
\begin{array}{ccc}
A & \xrightarrow{\psi} & B_1 \\
\downarrow & & \downarrow \\
M'_1 \oplus M'_2 & \xrightarrow{(a_1 \ 0 \ 0 \ a_2)} & X_1 \oplus X_2 \xrightarrow{(b_1 \ 0 \ 0 \ b_2)} M_1 \oplus M_2
\end{array}
$$

Let

$$a = \begin{pmatrix} a_1 & 0 \\ 0 & a_2 \end{pmatrix},$$

and

$$b = \begin{pmatrix} b_1 & 0 \\ 0 & b_2 \end{pmatrix}.$$  

Since $\delta_i$ are Auslander-Reiten $\mathbb{E}$–triangles, $b \in \text{rad}(X_1 \oplus X_2, M)$. Using Lemma 2.8 we have an $\mathbb{E}$–triangle

$$A \xrightarrow{} B_1 \oplus M_1 \oplus M_2 \xrightarrow{} X_1 \oplus X_2 \xrightarrow{\theta'} \cdots$$

with $\theta' = b^\ast \theta = (y_1 b)^\ast \delta$, $y_1 b \in \text{rad}^2(X_1 \oplus X_2, C)$ and $[\theta'] = [\theta'] + [\theta_1] + [\theta_2]$. One can continue the same process for $\theta'$ as we have done for $\theta$. Using Lemma 4.1 we have $\text{rad}^n(-, C) = 0$ for some $n$, hence the process must stop at finite steps. Therefore there are finitely many Auslander-Reiten $\mathbb{E}$–triangles $\delta_i, i = 1, \cdots, n$, such that $[\delta] = [\delta_1] + \cdots + [\delta_n]$. This completes the proof. \(\square\)

**Example 4.5.**  
(1) Let $\Lambda$ be an artin algebra of finite representation type and $\text{mod}\Lambda$ be the category of finitely generated left $\Lambda$–modules. Then $\text{mod}\Lambda$ is a finite extriangulated category. Using Theorem 3.1 and Theorem 4.4 one can see the Theorem in [B] holds.

(2) If $\mathcal{E}$ be a locally finite triangulated category, hence $\mathcal{E}$ is a locally finite extriangulated category. Using Theorem 4.4 one can see that Theorem 2.1 in [XZ] holds.

(3) Let $\Lambda$ be a hereditary algebra and $\mathcal{P}_0$ be the subcategory defined by the preprojective component of the AR quiver of $\Lambda$. It is easy to see that $\mathcal{P}_0$ is a locally finite exact category since $\Lambda$ is a hereditary algebra. Using Theorem 4.4 we have that the relations of $K_0(\mathcal{P}_0)$ are all generated by Auslander-Reiten sequences, see also [MMP]. If $\Lambda$ is of infinite representation type, then the number of indecomposable objects in $\mathcal{P}_0$ is also infinite. In this case $\mathcal{P}_0$ is a locally finite category which is not finite. Note that in [MMP] this example was given to show that in an exact category, the relations of the Grothendieck group are generated by Auslander-Reiten sequences doesn’t imply that the exact category is finite.

(4) Let $\Lambda$ be a hereditary algebra and $\mathcal{P}_0$ and $\mathcal{I}_0$ be the subcategories defined by the preprojective and preinjective component of the AR quiver of $\Lambda$, let $D^b(\Lambda)$ be the (bounded) derived category of $\Lambda$.  
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Then \( \mathcal{C} = \mathcal{L}_0[1] * \mathcal{P}_0 \) is an extension closed subcategory in \( D^b(A) \), where \( \mathcal{C} = \mathcal{L}_0[1] * \mathcal{P}_0 = \{ X \in D^b(A) \mid \exists \text{ a triangle } Y \xrightarrow{f} X \xrightarrow{g} Z \xrightarrow{} Y[1] \} \) in \( D^b(A) \) such that \( Y \in \mathcal{L}_0[1] \) and \( Z \in \mathcal{P}_0 \). Therefore, \( \mathcal{C} \) is a contravariantly full, triangulated, and \( \mathcal{L}_0 \)-finite subcategory of \( \mathcal{C} \). It is easy to see that \( \mathcal{C} \) is locally finite since \( \Lambda \) is a hereditary algebra. Therefore the relations of \( K_0(\mathcal{C}) \) are all generated by Auslander-Reiten \( \mathcal{E}-\)triangles in \( \mathcal{C} \). Note that if \( \Lambda \) is of infinite representation type, then the number of indecomposable objects in \( \mathcal{C} \) is infinite.

**Remark 4.6.** In general, we don’t know whether the converse of Theorem 4.4 is true.

In the rest of this subsection, we will firstly show that when restricting to triangulated categories admitting a cluster tilting subcategory \( \mathcal{T} \), the converse of Theorem 4.4 is true; then we consider the relative converse of Theorem 4.4 in the sense of [PPPP] and generalize the Theorem 3.8 in [PPPP] to the case where \( \mathcal{C} \) is a triangulated category with a cluster tilting subcategory \( \mathcal{T} \). We recall the definition of cluster tilting subcategories (see also [BMRRT, LY, KR, KZ]).

**Definition 4.7.** A subcategory \( \mathcal{T} \subset \mathcal{C} \) which is closed under taking (finite) direct sums and direct summands is called a cluster tilting subcategory if

1. \( \mathcal{T} \) is functorially finite in \( \mathcal{C} \);
2. \( \mathcal{T} = \{ X \in \mathcal{C} | \text{Hom}_\mathcal{C}(\mathcal{T}, X[1]) = 0 \} = \{ X \in \mathcal{C} | \text{Hom}_\mathcal{C}(X, \mathcal{T}[1]) = 0 \} \).

An object \( T \in \mathcal{C} \) is called a cluster tilting object if add(\( T \)) is a cluster tilting subcategory.

For any \( X, Y \in \mathcal{C} \), one can define \( [X, Y] = \text{dim}_K \text{Hom}_\mathcal{C}(X, Y) \). Then we have the following Lemma.

**Lemma 4.8.** ([Ha1], Proposition 2.1) Let \( X \xrightarrow{f} Y \xrightarrow{g} Z \xrightarrow{} X[1] \) be an Auslander-Reiten triangle in \( \mathcal{C} \). For \( A \in \text{Ind}(\mathcal{C}) \), we have that \( [A, X] + [A, Z] - [A, Y] \neq 0 \) iff \( A \cong Z \) or \( A \cong Z[-1] \).

**Theorem 4.9.** Let \( \mathcal{T} \) be a cluster tilting subcategory in \( \mathcal{C} \). Suppose Ker(\( \psi \)) is generated by elements \( [\delta] \) in \( K_0(\mathcal{C}, 0) \), where

\[
\delta = X \xrightarrow{f} Y \xrightarrow{g} Z \xrightarrow{} X[1]
\]

runs through all Auslander-Reiten triangles in \( \mathcal{C} \). Then \( \mathcal{C} \) is locally finite. In particular, if \( \mathcal{T} = \text{add} \mathcal{T} \), for a cluster tilting object \( T \in \mathcal{C} \), then \|Ind(\mathcal{C})\| < \infty.

**Proof.** Since \( \mathcal{T} \) is a cluster tilting subcategory in \( \mathcal{C} \), for any nonzero indecomposable object \( A \in \mathcal{C} \), there is an triangle

\[
T_1 \xrightarrow{f} A \xrightarrow{g} T_2[1] \xrightarrow{} T_1[1] (*)
\]

with \( T_1, T_2 \in \mathcal{T} \). Now let \( T' = T_1 \oplus T_2 \). For any nonzero indecomposable object \( X \in \mathcal{C} \) with \( \text{Hom}_\mathcal{C}(X, A) \neq 0 \), one can see that \( [X, T'] + [X, T'[1]] \neq 0 \). To be precise, if \( [X, T'] + [X, T'[1]] = 0 \), we have \( \text{Hom}_\mathcal{C}(X, T') = \text{Hom}_\mathcal{C}(X, T'[1]) = 0 \). Applying \( \text{Hom}_\mathcal{C}(X, -) \) to (*), one can see \( \text{Hom}_\mathcal{C}(X, A) = 0 \), contradicting to the assumption.

Considering the triangle \( \theta = T' \xrightarrow{} 0 \xrightarrow{} T'[1] \xrightarrow{} T'[1] \), we have \( [\theta] \in \text{Ker}(\psi) \). Hence \( [\theta] = \sum_{i=1}^n a_i [\theta_i] \) with \( \theta_i \) the AR-triangles in \( \mathcal{C} \) such that \( [X, \theta] = \sum_{i=1}^n [X, \theta_i] \neq 0 \). Using Lemma 4.8 one can see that for any nonzero indecomposable object \( A \in \mathcal{C} \), \( |\text{Supp}(\text{Hom}(\cdot, A))| < \infty \). Therefore, \( \mathcal{C} \) is a locally finite triangulated category by the dual of Proposition 1.1 in [XZ].
Now suppose that $T$ is a cluster tilting object in $\mathcal{C}$. Consider the triangle

$$\theta = \begin{array}{ccc} & & 0 & & T[1] & & T[1] \\
& \downarrow & & \downarrow & & \downarrow & & \downarrow \\
& & T & & T[1] & & T[1] \\
\end{array},$$

we have $[\theta] \in \text{Ker}(\psi)$. Hence $[\theta] = \sum_{i=1}^{n} a_i[\theta_i]$ with $\theta_i$ the Auslander-Reiten triangles in $\mathcal{C}$. Since $T$ is a cluster tilting object in $\mathcal{C}$, we have $\sum_{i=1}^{n}[A, [\theta_i]] = [A, [\theta]] = [A, T] + [A, T[1]] \neq 0$ for any $A \in \text{Ind}(\mathcal{C})$. Then using Lemma 4.8, one can see that $|\text{Ind}(\mathcal{C})| < \infty$. \hfill $\square$

**Example 4.10.** Let $Q$ be a Dynkin quiver and $\text{mod}(KQ)$ the category of finite dimensional left $KQ$–modules. If $T \in \text{mod}(KQ)$ is a tilting object, then $\mathcal{T} = \{F^k T | k \in \mathbb{Z}\} \subset D^b(KQ)$ is a cluster tilting subcategory in $D^b(KQ)[\mathbb{Z}]$, where $F = \tau^{-1}[1]$ with $\tau$ the Auslander-Reiten translation. Then $D^b(KQ)$ is a locally finite triangulated category with a cluster tilting subcategory such that the relations of $K_0(D^b(KQ))$ are generated by Auslander-Reiten triangles in $D^b(KQ)$.

In [PPPPP], the authors considered the relative Grothendieck group of a 2-CY triangulated category $\mathcal{C}$ admitting a cluster tilting object $T$. They showed that the relations of the relative Grothendieck group are generated by some special Auslander-Reiten triangles iff $|\text{Ind}(\mathcal{C})| < \infty$. We will generalise this result to the situation where $\mathcal{C}$ is a triangulated category with a cluster tilting subcategory and show that the relations of the relative Grothendieck group are generated by some special Auslander-Reiten triangles iff $\mathcal{C}$ is locally finite.

**Definition 4.11.** Let $\mathcal{T} \in \mathcal{C}$ be a cluster tilting subcategory. We define $K_0(\mathcal{C}, \mathcal{T})$ to be the quotient of $K_0(\mathcal{C}, 0)$ by the relations $[X] + [Z] - [Y]$ for all triangles

$$X \longrightarrow Y \longrightarrow Z \longrightarrow hX[1]$$

with $h$ factors through an object in $\mathcal{T}[1]$. $K_0(\mathcal{C}, \mathcal{T})$ is called the relative Grothendieck group of $\mathcal{C}$ with respect to $\mathcal{T}$. We denote $g : K_0(\mathcal{C}, 0) \rightarrow K_0(\mathcal{C}, \mathcal{T})$ the canonical projection.

**Notation 4.12.** Let $X \in \mathcal{C}$ be an indecomposable object and let

$$\begin{array}{ccc}
X & \longrightarrow & Y \\
\alpha & \longrightarrow & \tau^{-1}X \\
\tau^{-1}X & \longrightarrow & X[1]
\end{array}$$

be an Auslander-Reiten triangle. We define

$$[lx] := [X] + [\tau^{-1}X] - [Y] \in K_0(\mathcal{C}, 0).$$

**Lemma 4.13.** Let

$$\begin{array}{ccc}
X & \longrightarrow & Y \\
\alpha & \longrightarrow & \tau^{-1}X \\
\tau^{-1}X & \longrightarrow & X[1]
\end{array}$$

be an Auslander-Reiten triangle. Then $X \notin \mathcal{T}[1]$ if and only if $h$ factors through an object of $\mathcal{T}[1]$.

**Proof.** It is easy to see that $\mathcal{T}[1] = \tau(\mathcal{T})$. Suppose that $X \in \mathcal{T}[1] = \tau(\mathcal{T})$, then $\tau^{-1}X \notin \mathcal{T}$. If in addition $h$ factors through an object of $\mathcal{T}[1]$, we have $h=0$, a contradiction.

Now assume that $X \notin \mathcal{T}[1] = \tau(\mathcal{T})$, then $\tau^{-1}X \notin \mathcal{T}$. Since $\mathcal{T}$ is a cluster tilting subcategory, we have a triangle

$$\begin{array}{ccc}
T_1 & \longrightarrow & T_0 \\
\alpha & \longrightarrow & \tau^{-1}X \\
\tau^{-1}X & \longrightarrow & T_1[1]
\end{array}$$
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with \( T_0, T_1 \in \mathcal{T} \). As \( \tau^{-1} X \notin \mathcal{T} \) is indecomposable, there is a \( f \in \text{Hom}_E(T_0, Y) \) such that \( \alpha = gf \). Hence we have \( h\alpha = hgf = 0 \), and then there is a \( p \in \text{Hom}_E(T_1[1], X[1]) \), such that \( h = p\beta \). Therefore \( h \) factors through an object of \( \mathcal{T}[1] \).

Now we have the following result.

**Theorem 4.14.** Let \( \mathcal{C} \) be a triangulated category which has Auslander-Reiten triangles and a cluster tilting subcategory \( \mathcal{T} \). Then \( \text{Ker}(g) \) is generated by \( \{ [l_X]|X \in \text{Ind}(\mathcal{C})\setminus \mathcal{T}[1] \} \) if and only if \( \mathcal{C} \) is locally finite.

**Proof.** Suppose that \( \text{Ker}(g) \) is generated by \( \{ [l_X]|X \in \text{Ind}(\mathcal{C})\setminus \mathcal{T}[1] \} \). For any nonzero indecomposable object \( A \in \mathcal{C} \), there is an triangle

\[
T_1 \xrightarrow{f} A \xrightarrow{g} T_2[1] \xrightarrow{h} T_1[1]
\]

with \( T_1, T_2 \in \mathcal{T} \). Now let \( T' = T_1 \oplus T_2 \), then we have the following triangle:

\[
\theta = T' \longrightarrow 0 \longrightarrow T'[1] \xrightarrow{h} T'[1].
\]

It is obvious that \( h \) factors through an object of \( \mathcal{T}[1] \), we have \( [\theta] \in \text{Ker}(g) \). Hence \( [\theta] = \sum_{i=1}^n a_i[l_X] \) with \( X \in \text{Ind}(\mathcal{C})\setminus \mathcal{T}[1] \). Using the same method in the proof of Theorem 4.10 we have that \( |\text{supp}\text{Hom}_E(-, X)| < \infty \). Therefore, \( \mathcal{C} \) is locally finite.

Conversely, suppose that \( \mathcal{C} \) is locally finite. Define a subfunctor \( E_\mathcal{T} \) of \( \text{Hom}_E(-, [-1]) \) by

\[
E_\mathcal{T}(X, Y) = \{ h \in \text{Hom}_E(X, Y[1])|h \text{ factors through an object of } \mathcal{T}[1] \}.
\]

Using Proposition 3.17 in [HLN], \( (\mathcal{C}, E_\mathcal{T}) \) is an extriangulated category with all \( E \)–triangles are triangles

\[
Y \longrightarrow Z \longrightarrow X \xrightarrow{h} X[1]
\]

in \( \mathcal{C} \) such that \( h \) factors through an object of \( \mathcal{T}[1] \). Using Proposition 5.10 in [INP] and Lemma 4.13 one can see that \( (\mathcal{C}, E_\mathcal{T}) \) is an extriangulated category having Auslander-Reiten \( E \)–triangles since \( \mathcal{C} \) has Auslander-Reiten triangles, and all Auslander-Reiten \( E \)–triangles in \( (\mathcal{C}, E_\mathcal{T}) \) are Auslander-Reiten triangles

\[
X \longrightarrow Y \longrightarrow \tau^{-1}X \xrightarrow{h} X[1]
\]

in \( \mathcal{C} \) such that \( h \) factors through an object of \( \mathcal{T}[1] \), i.e. \( X \notin \mathcal{T}[1] \). Since \( \mathcal{C} \) is locally finite, so does \( (\mathcal{C}, E_\mathcal{T}) \). Using Theorem 4.3 \( \text{Ker}(g) \) is generated by \( \{ [l_X]|X \in \text{Ind}(\mathcal{C})\setminus \mathcal{T}[1] \} \).

**Corollary 4.15.** [PPPP, Theorem 3.8] Let \( \mathcal{C} \) be a 2-CY triangulated category with a cluster tilting object \( T \in \mathcal{C} \). Then \( \text{Ker}(g) \) is generated by \( \{ [l_X]|X \in \text{Ind}(\mathcal{C})\setminus \text{add}(\mathcal{T}[1]) \} \) if and only if \( |\text{Ind}(\mathcal{C})| < \infty \).

Now we have the following result.

**Corollary 4.16.** Let \( \mathcal{C} \) be a triangulated category which has Auslander-Reiten triangles and a cluster tilting subcategory \( \mathcal{T} \). Then the following statements are equivalent:

1. \( \text{Ker}(g) \) is generated by \( \{ [l_X]|X \in \text{Ind}(\mathcal{C})\setminus \mathcal{T}[1] \} \);
2. \( \text{Ker}(\psi) \) is generated by \( \{ [l_X]|X \in \text{Ind}(\mathcal{C}) \} \);
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5 Classifying dense (co)resolving subcategories via Grothendieck groups

In [M], the author used Grothendieck groups to classify dense (co)resolving subcategories in exact categories. In this section we will show that the same results also holds for extriangulated categories, hence unifying many previous works about classifying subcategories using Grothendieck groups. We note that independently of our work, J. Haugland has recently generalized the result to the situation of \( n \)-exangulated categories in [Ha2]. Recall that a subcategory \( \mathcal{X} \subset \mathcal{C} \) is called dense if \( \text{add}(\mathcal{X}) = \mathcal{C} \).

In this section, all category are assumed to be essentially small.

Now we recall the definition of a (co)generator in an extriangulated category.

**Definition 5.1.** Let \( G \) be a set of objects in \( \mathcal{C} \). \( G \) is called a generator (cogenerator, resp.) of \( \mathcal{C} \) if for any \( A \in \mathcal{C} \), there is an \( E \)-triangle

\[
\begin{array}{c}
A_1 \to G \to A - \delta - \\
\end{array}
\]

with \( G \in G \).

**Example 5.2.**

1. Let \( \Lambda \) be an artin algebra and \( \text{mod}\Lambda \) the category of finitely generated left \( \Lambda \)-modules. Then \( \Lambda \) is a generator of \( \text{mod}\Lambda \).
2. If \( \mathcal{C} \) is a triangulated category, then 0 is a (co)generator of \( \mathcal{C} \).
3. If \( \mathcal{E} \) is a Frobenius category, then the subcategory \( \mathcal{P} \) consisting of projective objects in \( \mathcal{E} \) is a (co)generator of \( \mathcal{E} \).

The notation of resolving subcategories were introduced by Auslander-Bridger [AB], we give the definition of \( G \)-(co)resolving subcategories of \( \mathcal{C} \) in the setting of extriangulated categories.

**Definition 5.3.** Let \( G \) be a set of objects and \( \mathcal{X} \) be a subcategory in \( \mathcal{C} \). We say that \( \mathcal{X} \) is a \( G \)-resolving subcategory of \( \mathcal{C} \) if the following conditions are satisfied:

1. \( \mathcal{X} \) is closed under extensions, i.e. for any \( E \)-triangle

\[
\begin{array}{c}
A \to B \to C - \delta - \\
\end{array}
\]

with \( A, C \in \mathcal{X} \), we have \( B \in \mathcal{X} \);
2. \( \mathcal{X} \) is closed under CoCone of deflations;
3. \( G \subset \mathcal{X} \).

Dually, one can define \( G \)-coresolving subcategories of \( \mathcal{C} \).

**Definition 5.4.** Let \( G \) be a set of objects and \( \mathcal{X} \) be a subcategory in \( \mathcal{C} \). We say that \( \mathcal{X} \) is a \( G \)-coresolving subcategory of \( \mathcal{C} \) if the following conditions are satisfied:

1. \( \mathcal{X} \) is closed under extensions, i.e. for any \( E \)-triangle

\[
\begin{array}{c}
A \to B \to C - \delta - \\
\end{array}
\]

with \( A, C \in \mathcal{X} \), we have \( B \in \mathcal{X} \);
2. \( \mathcal{X} \) is closed under CoCone of deflations;
3. \( G \subset \mathcal{X} \).
(ii) $\mathcal{X}$ is closed under Cone of inflations;

(iii) $\mathcal{G} \subset \mathcal{X}$.

The following two Lemmas are extriangulated category version of Lemma 2.5 and Lemma 2.9 in [M].

**Lemma 5.5.** Let $\mathcal{X}$ be a dense subcategory of $\mathcal{C}$. Then $\mathcal{X}$ is closed under Cone of inflations iff it is closed under CoCone of deflations.

*Proof.* The proof of the lemma is the same as that of [M, Lemma 2.5].

**Lemma 5.6.** Let $\mathcal{G}$ be a generator of $\mathcal{C}$ and $\mathcal{X}$ be a dense $\mathcal{G}$–resolving subcategory of $\mathcal{C}$. Then for any $A \in \mathcal{C}$, we have $A \in \mathcal{X}$ iff $[A] \in \langle[X]|X \in \mathcal{X}\rangle$, where $\langle[X]|X \in \mathcal{X}\rangle$ is the subgroup of $K_0(\mathcal{C})$ generated by elements $[X]$ with $X \in \mathcal{X}$.

*Proof.* It is easy to see that if $A \in \mathcal{X}$, $[A] \in \langle[X]|X \in \mathcal{X}\rangle$.

Now to show the converse. One can define an equivalence relation $\sim$ on $\mathcal{C}$ as follows: $C_1 \sim C_2$ if there are $X_1, X_2 \in \mathcal{X}$ such that $C_1 \oplus X_1 \cong C_2 \oplus X_2$. Let $\langle C \rangle_\mathcal{X} := \mathcal{C}/\sim$ and denote by $\langle C \rangle$ the class of $C$. Then it is easy to see that $\langle C \rangle_\mathcal{X}$ is an abelian group with $\langle A \rangle + \langle B \rangle = \langle A \oplus B \rangle$. Let $A \rightarrow B \rightarrow C \xrightarrow{\delta} 0$ be an $E$–triangle. Then there exist $A_1, C_1 \in \mathcal{C}$ such that $A \oplus A_1, C \oplus C_1 \in \mathcal{X}$ since $\mathcal{X}$ is a dense subcategory in $\mathcal{C}$. Hence we have the following $E$–triangle:

$$A \oplus A_1 \rightarrow B \oplus A_1 \oplus C_1 \rightarrow C \oplus C_1 \xrightarrow{\delta} 0.$$

One can see that $B \oplus A_1 \oplus C_1 \in \mathcal{X}$ since $\mathcal{X}$ is closed under extensions. Then we have $\langle B \rangle - \langle A \rangle - \langle C \rangle = \langle B \oplus A_1 \oplus C_1 \rangle - \langle A \oplus A_1 \rangle - \langle C \oplus C_1 \rangle = \{0\}$. Hence we have the following group homomorphism

$$\psi : K_0(\mathcal{C}) \rightarrow \langle C \rangle_\mathcal{X}, [A] \mapsto \langle A \rangle.$$

Note that $\langle[X]|X \in \mathcal{X}\rangle \subset \text{Ker}(\psi)$. Any element in $K_0(\mathcal{C})$ can be written as $[A] - [B]$ with $A, B \in \mathcal{C}$.

Since $\mathcal{G}$ is a generator of $\mathcal{C}$, then for $B$ we have the following $E$–triangle $B_1 \rightarrow G \rightarrow B \xrightarrow{\delta} 0$ with $G \in \mathcal{G}$. Hence $\langle B \rangle = \langle G \rangle - \langle B_1 \rangle$ in $K_0(\mathcal{C})$, and $\langle A \rangle - \langle B \rangle = [A \oplus B_1] - [G]$, i.e. every element in $K_0(\mathcal{C})$ can be written as $[A] - [G]$ with $A \in \mathcal{C}$ and $G \in \mathcal{G}$.

Now suppose that $[A] \in \langle[X]|X \in \mathcal{X}\rangle$. Then $[A] = [A_1] - [G] \in \langle[X]|X \in \mathcal{X}\rangle \subset \text{Ker}(\psi)$ with $G \in \mathcal{G}$. Since $\mathcal{G} \subset \mathcal{X}$, we have $[A_1] \in \text{Ker}(\psi)$, i.e. $\langle A_1 \rangle = \{0\}$. Hence there are $X_1, X_2 \in \mathcal{X}$ such that $A_1 \oplus X_1 = X_2$. Consider the following split $E$–triangle $A_1 \rightarrow A_1 \oplus X_1 \rightarrow X_2 \xrightarrow{\phi} 0$, we have $A_1 \in \mathcal{X}$ since $\mathcal{X}$ is a $\mathcal{G}$–resolving subcategory. Then we have $[A] = [A_1] - [G]$ with $A_1, G \in \mathcal{X}$, i.e. $[A \oplus G] = [A_1]$ with $A_1 \in \mathcal{X}$. Therefore, $\langle A \rangle = \{0\}$. Using the same method as above, one can see that $A \in \mathcal{X}$. □

**Theorem 5.7.** Let $\mathcal{C}$ be an essentially small extriangulated category with a (co)generator $\mathcal{G}$. Then we have a one-to-one correspondence between the following sets:

1. dense $\mathcal{G}$–resolving subcategories of $\mathcal{C}$;
2. dense $\mathcal{G}$–coresolving subcategories of $\mathcal{C}$;
3. subgroups of $K_0(\mathcal{C})$ containing the image of $\mathcal{G}$. 21
Proof. Using Lemma 5.5, one can see that there is a one-to-one correspondence between (1) and (2).

Now to show that there is a one-to-one correspondence between (1) and (3).

For a dense \( G^{-\text{resolving}} \) subcategory \( \mathcal{X} \), define

\[
f(\mathcal{X}) := \{ [X] | X \in \mathcal{X} \}
\]

For a subgroup \( H \) of \( K_0(\mathcal{C}) \) containing the image \( \mathcal{G} \), define

\[
g(H) := \{ A \in \mathcal{C} | [A] \in H \}
\]

Now to show that \( f \) and \( g \) give mutually inverse between (1) and (3).

It is obvious that \( f(\mathcal{X}) \) is a subgroup of \( K_0(\mathcal{C}) \) containing the image of \( \mathcal{G} \).

For any subgroup \( H \) of \( K_0(\mathcal{C}) \) containing the image of \( \mathcal{G} \), define \( \mathcal{X} \) to show that \( g(\mathcal{X}) \) is a dense \( G^{-\text{resolving}} \) subcategory of \( \mathcal{C} \).

For any \( A \in \mathcal{C} \), we have an \( E^{-\text{triangle}} \) \( A \rightarrow B \rightarrow C \rightarrow \Delta \rightarrow \) in \( \mathcal{C} \), since \( [A] + [C] - [B] = [0] \), we have \( A \in g(H) \) if \( B, C \in g(H) \). Then one can see \( g(H) \) is a dense \( G^{-\text{resolving}} \) subcategory in \( \mathcal{C} \).

Corollary 5.8. (1) [77], Theorem 2.1 Let \( \mathcal{C} \) be an essentially small triangulated category. Then there is a one-to-one correspondence between the dense triangulated subcategories of \( \mathcal{C} \) and the subgroups \( H \) of \( K_0(\mathcal{C}) \).

(2) [31], Theorem 2.7] If \( \mathcal{C} \) be an essentially small exact category with either a generator or a cogenerator \( \mathcal{G} \). Then there is a one-to-one correspondence between dense \( G^{-\text{(co)resolving}} \) subcategories of \( \mathcal{C} \) and the subgroups \( H \) of \( K_0(\mathcal{C}) \) containing the image of \( \mathcal{G} \).
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