We study divergence and thickness for general Coxeter groups $W$. We first characterise linear divergence, and show that if $W$ has superlinear divergence then its divergence is at least quadratic. We then formulate a computable combinatorial invariant, hypergraph index, for arbitrary Coxeter systems $(W, S)$. This generalises Levcovitz’s definition for the right-angled case. We prove that if $(W, S)$ has finite hypergraph index $h$, then $W$ is (strongly algebraically) thick of order at most $h$, hence has divergence bounded above by a polynomial of degree $h + 1$. We conjecture that these upper bounds on the order of thickness and divergence are in fact equalities, and we prove our conjecture for certain families of Coxeter groups. These families are obtained by a new construction which, given any right-angled Coxeter group, produces infinitely many examples of non-right-angled Coxeter systems with the same hypergraph index. Finally, we give an upper bound on the hypergraph index of any Coxeter system $(W, S)$, and hence on the divergence of $W$, in terms of, unexpectedly, the topology of its associated Dynkin diagram.

1. Introduction

We study the quasi-isometry invariants divergence and thickness for general Coxeter groups. We define a combinatorial invariant of any Coxeter system $(W, S)$, its hypergraph index $h(W, S) \in \{0, 1, 2, \ldots \} \cup \{\infty\}$, which is computed from its Coxeter presentation $W = \langle S \mid (st)^{m_{st}} \rangle$, and which conjecturally determines both the divergence and the order of thickness of $W$. This generalises the hypergraph index introduced by Levcovitz in the right-angled case [Lev19].

Roughly speaking, the divergence of a pair of geodesic rays with common basepoint measures, as a function of $r$, the length of a shortest path connecting their time-$r$ points which stays at least distance $r$ from the basepoint. Gersten [Ger94b] used this idea to define a quasi-isometry invariant, also called divergence. The divergence of a finitely generated group is then the divergence of one of its Cayley graphs.

In symmetric spaces of noncompact type, divergence is either linear or exponential, and Gromov suggested in [Gro93, 6.B2(h), p. 133] that the same dichotomy should hold for more general non-positively curved spaces. However for many important families, it is now known that divergence can be linear, quadratic or exponential; these families include 3-manifold groups [Ger94a], mapping class groups and Teichmüller space [Beh06, DR09], and right-angled Artin groups [ABD+13, BC12]. The first constructions of families of CAT(0) groups with divergence polynomial of any integer degree are due to Macura [Mac13] and independently Behrstock–Druţu [BD14]. Finitely generated groups with divergence neither a polynomial of integer degree nor an exponential are constructed in [OOS09, GS18]. Recently, Brady and Tran [BT21, BT22] constructed finitely presented groups (including subgroups of CAT(0) groups) with divergence $r^\alpha$ for $\alpha$ running through an irrational dense subset of $[2, \infty)$, and with divergence $r^n \log(r)$ for all integers $n \geq 2$.

The quasi-isometry invariant thickness was introduced by Behrstock, Druţu and Mosher [BDM09] as a means to understand the geometry of non-relatively hyperbolic groups. A metric space $X$ is (strongly) thick of order 0 if none of its asymptotic cones has a cut-point, and for integers $n \geq 1$, the
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space $X$ is (strongly) thick of order $n$ if, roughly speaking, any two points in $X$ can be connected by a chain of subsets, each of which is thick of order $n - 1$. Behrstock and Drutu proved in [BD14, Corollary 4.17] that a group which is strongly thick of order at most $n$ has divergence at most $r^{n+1}$.

In the setting of right-angled Coxeter groups, the study of divergence was begun by Dani and Thomas [DT15], and continued by Behrstock, Falgas-Ravry, Hagen and Susse [BFRHS16], Behrstock, Hagen and Sisto [BHS17], and Levcovitz [Lev18, Lev19, Lev22]; Lev covitz [Lev18] also considered divergence for certain non-right-angled Coxeter groups. We recall many results from these works later in this introduction. For arbitrary Coxeter systems $(W,S)$, Caprace [Cap09, Cap15] characterised the collections of special subgroups of $W$ such that $W$ is hyperbolic relative to such a collection, while Behrstock, Hagen, Sisto and Caprace proved in the Appendix to [BHS17] that $W$ admits a canonical minimal relatively hyperbolic structure, whose peripheral subgroups are in fact special subgroups. In the same Appendix, these four authors also proved that any Coxeter group is either strongly algebraically thick, or is relatively hyperbolic, and provided an inductive construction of all Coxeter systems $(W,S)$ such that $W$ is strongly algebraically thick.

We are now ready to describe our contributions. Throughout, we assume $(W,S)$ is a Coxeter system with $S$ finite. We recall that right-angled Coxeter groups are rigid, meaning that up to isomorphism they have unique defining graphs [Rad03], but in general Coxeter groups are not rigid (see, for instance, [BMMN02]). Thus we often refer to Coxeter systems rather than Coxeter groups. In all our results on divergence, we assume 1-endedness, to ensure the equivalence of Gersten’s definition of divergence and others in the literature (see the discussion in [DMS10, Section 3]). Given a Coxeter system $(W,S)$, there is a concrete condition for determining whether $W$ is 1-ended [Dav08, Theorem 8.7.2], and we provide a corresponding function to check 1-endedness in our accompanying code [Sor22] written for the computer algebra system GAP [GAP21]. We refer to Section 2.3 for additional background on Coxeter groups.

Our first results for general Coxeter groups concern linear and quadratic divergence. We prove:

**Theorem 1.1.** Let $(W,S)$ be a Coxeter system such that $W$ is 1-ended and $(W,S)$ is irreducible and nonaffine. Then the divergence of $W$ is at least quadratic.

The proof of Theorem 1.1 is brief and combines results from the literature. We observe that $W$ has a rank one element, by work of Caprace and Fujiwara [CF10], and then apply a general result of Kapovich and Leeb [KL98] to conclude that the divergence of $W$ is at least $r^2$. A similar strategy is used in, for instance, the proofs of [Hag13, Theorem 6.10] and [BHS17, Theorem 3.3].

We next characterise linear divergence for arbitrary Coxeter groups.

**Corollary 1.2.** Let $(W,S)$ be a Coxeter system such that $W$ is 1-ended. Then $W$ has linear divergence if and only if $(W,S) = (W_1,S_1) \times (W_2,S_2)$ where either:

1. both $W_1$ and $W_2$ are infinite; or
2. $W_1$ is finite (possibly trivial) and $(W_2,S_2)$ is irreducible affine of rank $\geq 3$.

This generalises the characterisation of linear divergence for right-angled Coxeter groups (see [DT15, Theorem 4.1] and [BHS17, Proposition 2.11]). Note that possibility (2) does not occur in the right-angled case. We prove Corollary 1.2 using Theorem 1.1 and standard facts about Coxeter systems, together with an argument from [ABD+13].

The following statement is an immediate consequence of Theorem 1.1 and Corollary 1.2.

**Corollary 1.3.** If a 1-ended Coxeter group has superlinear divergence, then its divergence is at least quadratic.

In the right-angled case this result seems to have been known to the authors of [BHS17], as indicated by the proof of [BHS17, Theorem 3.3], but it is not stated explicitly there.
The main theoretical contribution of this paper is the definition of hypergraph index for general Coxeter systems \((W, S)\), which generalises the definition introduced by Levcovitz in the right-angled setting \([Lev19]\). Given any \((W, S)\), we construct a sequence \(\Lambda_0, \Lambda_1, \Lambda_2 \ldots\) of sets of subsets of \(S\), where \(\Lambda_0\) contains all \(T \subset S\) such that the corresponding special subgroup \(W_T\) is (strongly) thick of order 0, and each \(\Lambda_i\) is the union of certain elements of \(\Lambda_{i-1}\). By definition, the hypergraph index \(h(W, S)\) is then the smallest \(h\) for which \(S \in \Lambda_h\) (if it exists), and \(\infty\) otherwise. It is evident from the definition that \(h(W, S)\) is either a non-negative integer or equals \(\infty\). We provide detailed motivation for our formulation of hypergraph index in Section 4.1.

A key feature of the construction is that \(h(W, S)\) can be explicitly computed from the Coxeter presentation \(W = \langle S \mid (st)^m \rangle\). In fact, in our general setting we show that for finite \(m \geq 7\), replacing all relations \((st)^m\) by \((st)^7\) does not change the hypergraph index (see Proposition 4.20). Thus the determination of possible hypergraph indexes for Coxeter systems with any fixed number of generators is a finite computational problem.

Our results relating hypergraph index, thickness and divergence are as follows.

**Theorem 1.4.** Let \((W, S)\) be a Coxeter system such that \(W\) is 1-ended. Let \(h = h(W, S)\). Then:

1. \(h = 0\) if and only if \(W\) has linear divergence.
2. If \(h = 1\), then \(W\) has quadratic divergence.
3. If \(h\) is finite, then \(W\) is strongly thick of order at most \(h\), hence the divergence of \(W\) is bounded above by a polynomial of degree \(h + 1\).
4. \(h = \infty\) if and only if \(W\) is relatively hyperbolic.

Parts (1)–(4) of Theorem 1.4 generalise the following results of \([Lev19]\), respectively: the equivalence of (4) and (5) in Theorem 6.1; the implication (5) \(\Rightarrow\) (4) in Theorem 6.2; Theorem 6.3 and Corollary 6.4; Remark 3.10. Our proof of the first claim in (3) is considerably shorter and more direct than that of \([Lev19]\) Theorem 6.3, and makes natural use of strong algebraic thickness.

We expect that the converse to Theorem 1.4(2) holds. (For right-angled Coxeter groups, this converse is the implication (4) \(\Rightarrow\) (5) of \([Lev19]\) Theorem 6.2, and relies upon the characterisation of quadratic divergence for right-angled Coxeter groups from \([DT15, Lev18]\).) More generally, we make the following conjecture.

**Conjecture 1.5.** Let \((W, S)\) be a Coxeter system such that \(W\) is 1-ended. Let \(h = h(W, S)\). Then the following are equivalent:

1. \((W, S)\) has finite hypergraph index \(h\);
2. \(W\) is strongly thick of order \(h\); and
3. the divergence of \(W\) is polynomial of degree \(h + 1\).

In the right-angled case, this is Conjecture 1.1 of \([Lev19]\). Levcovitz recently proved this conjecture as Theorem A of \([Lev22]\), by showing that if \(h\) is finite, the Cayley graph of \(W\) contains a periodic geodesic with divergence polynomial of degree \(h + 1\). If Conjecture 1.5 holds, there are many interesting corollaries, as in \([Lev22]\). For instance, obtaining exact bounds on divergence and thickness is notoriously hard, but the equivalences in Conjecture 1.5 provide an algorithmic way to compute these. Furthermore, it follows that the convergence of any 1-ended Coxeter group is either polynomial of integer degree or exponential. In addition, Conjecture 1.5 implies that hypergraph index is a (computable) quasi-isometry invariant of 1-ended Coxeter groups, which is not obvious from the definition.

As evidence for Conjecture 1.5 we prove that for all finite \(h\), there are “many” examples of non-right-angled Coxeter systems for which this conjecture holds. For this, we introduce a procedure, called the *duplex construction*, which takes as input a right-angled Coxeter system \((W, S)\), and produces a Coxeter system on twice as many generators whose defining graph has edge labels 2,
\( \{2, 3, \ldots \} \) and \( \{5, 6, \ldots \} \cup \{\infty\} \), and which has the same hypergraph index as \((W, S)\). Then by applying the duplex construction to a family of examples from \([DT15]\), we obtain the following statement.

**Corollary 1.6.** For every integer \( h \geq 0 \), there are infinitely many pairwise nonisomorphic, non-right-angled Coxeter groups, obtained via the duplex construction, whose associated Coxeter systems have hypergraph index \( h \). Moreover, if \( m \) is even and \( n = \infty \) in the duplex construction, these Coxeter groups are strongly thick of order \( h \) and have divergence polynomial of degree \( h + 1 \).

In particular, Corollary 1.6 implies that there are families of non-right-angled Coxeter groups with divergence polynomial of any integer degree. An explicit construction of such groups is given in Proposition 5.21.

The divergence statement in Corollary 1.6 is obtained by combining the upper bound provided by Theorem 1.4(3) with a lower bound which we establish for these specific examples. Our proof of the lower bound is similar in outline to that of the analogous result in \([DT15]\), but the details are considerably more technical. We restrict to \( m \) even to ensure that each wall in the associated Davis complex has a well-defined type in \( S \); the types of walls were used extensively in \([DT15, Lev18, Lev19, Lev22]\). In the right-angled case, two walls of the same type never intersect, but if \( m \geq 4 \) is even then distinct walls of the same type can intersect, which introduces greater complexity to the arguments. We note that Levcovitz in \([Lev18]\) obtained lower bounds on divergence for not necessarily right-angled Coxeter groups such that, among other conditions, some vertex in the defining graph has a triangle-free neighbourhood. However in the defining graphs of duplex groups, every vertex is contained in a triangle, so the lower bounds from \([Lev18]\) cannot be applied.

We conclude by establishing a surprising upper bound on hypergraph index and hence divergence. Recall that if a (topological) graph \( \Delta \) has \( v \) vertices, \( e \) edges and \( k \) components, then its first Betti number is given by \( b_1(\Delta) = e - v + k \), and this number equals the rank of its first homology group.

**Theorem 1.7.** Let \((W, S)\) be a Coxeter system with Dynkin diagram \( \Delta = \Delta(W, S) \) and hypergraph index \( h = h(W, S) \). If \( h \) is finite then \( h \leq b_1(\Delta) + 1 \).

Combining this with Theorem 1.4(3) and (4), we obtain:

**Corollary 1.8.** Let \((W, S)\) be a Coxeter system with Dynkin diagram \( \Delta \). If \( W \) is not relatively hyperbolic, then the divergence of \( W \) is bounded above by a polynomial of degree \( b_1(\Delta) + 2 \).

We do not know of any previous connection between large-scale geometry and the topology of Dynkin diagrams. It follows from Corollary 1.8 that for all integers \( n \geq 2 \), if \( G \) is any non-relatively hyperbolic group with divergence strictly greater than \( r^n \), then \( G \) is not quasi-isometric to any Coxeter group whose Dynkin diagram satisfies \( b_1(\Delta) \leq n - 2 \).

We prove Theorem 1.7 by induction on \( b_1(\Delta) \), and en route obtain the following nesting result:

**Corollary 1.9.** Suppose \((W, S)\) has finite hypergraph index \( h \geq 1 \). Then there exist subsets \( S \supset T_1 \supset T_2 \supset \cdots \supset T_h \) such that the subsystem \((W_{T_i}, T_i)\) has hypergraph index \( h - i \). \( \square \)

If Conjecture 1.5 holds, this implies that any Coxeter group \( W \) with divergence polynomial of integer degree \( n \geq 2 \) has nested special subgroups with divergence \( r^k \), for all integers \( 1 \leq k \leq n \).

We do not know whether the upper bound on hypergraph index provided by Theorem 1.4(4) is sharp, although we provide examples with \( b_1(\Delta) = 0, 1, 2, 3, 4, 5 \) and hypergraph index equal to \( b_1(\Delta) + 1 \) (see Figure 11). We found our examples for \( b_1(\Delta) = 2, 3, 4, 5 \) using our GAP code to compute hypergraph index \([Sor22]\). For \( \Delta \) a tree (respectively, a cycle) we also give examples which realise all hypergraph indexes in the spectrum \( \{0, 1, \infty\} \) (respectively, \( \{0, 1, 2, \infty\} \)). Hence we obtain the interesting fact that Coxeter systems whose Dynkin diagram is a tree form a family
whose divergence takes on the same limited values as in the families of groups for which divergence was first studied:

**Corollary 1.10.** If the Dynkin diagram of \((W, S)\) is a tree and \(W\) is 1-ended, then \(W\) has divergence linear, quadratic or exponential only. Moreover, each of these possibilities is realised.

**Organisation of the paper.** We give background on divergence, thickness and Coxeter systems in Section 2. In Section 3 we prove Theorem 1.1 and Corollaries 1.2 and 1.3, which concern linear and quadratic divergence. Section 4 gives our definition of hypergraph index and establishes Theorem 1.4. We introduce the duplex construction and prove Corollary 1.6 in Section 5. Finally, we prove Theorem 1.7 along with Corollaries 1.9 and 1.10 in Section 6.
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2. Background

This section gives brief background. We discuss divergence in Section 2.1, then in Section 2.2 recall relevant material concerning thickness and divergence from [BD14]. Section 2.3 gives some background on Coxeter groups, and Section 2.4 recalls characterisations of (relative) hyperbolicity and thickness for Coxeter groups.

2.1. Divergence. We now recall Gersten’s definition of divergence from [Ger94b].

Let \((X, d)\) be a 1-ended geodesic metric space. For \(p \in X\), write \(S(p, r)\) and \(B(p, r)\) for the sphere and open ball of radius \(r\) about \(p\), respectively. A path in \(X\) is \((p, r)\)-avoidant if it lies in \(X \setminus B(p, r)\). Given \(x, y \in X \setminus B(p, r)\), the \((p, r)\)-avoidant distance \(d_{p, r}^{av}(x, y)\) between them is the infimum of the lengths of all \((p, r)\)-avoidant paths from \(x\) to \(y\).

Now fix a basepoint \(e \in X\). For each \(0 < \rho \leq 1\), let

\[
\delta_{\rho}(r) = \sup_{x, y \in S(e, \rho r)} d_{e, \rho r}^{av}(x, y).
\]

Then the *divergence* of \(X\) is defined to be the resulting collection of functions

\[
\text{div}_X = \{\delta_{\rho} \mid 0 < \rho \leq 1\}.
\]

Let \((W, S)\) be a Coxeter system (with \(S\) finite) such that \(W\) is 1-ended. Then the Cayley graph of \(W\) with respect to \(S\), denoted \(C(W, S)\), has the geodesic extension property, meaning that any finite geodesic segment can be extended to an infinite geodesic ray (see, for example, Lemmas 4.7.2 and 4.7.3 of [Dav08]). It is not hard to show that if the metric space \(X\) has the geodesic extension property, then \(\delta_{\rho} \simeq \delta_{1}\) for all \(0 < \rho \leq 1\), where \(\simeq\) is the equivalence relation on functions which is defined as follows. For arbitrary functions \(f, g: [0, \infty) \to \mathbb{R}\) we have \(f \simeq g\) if and only if \(f \preceq g\) and \(g \preceq f\), where the relation \(\preceq\) is defined as:

\[
f \preceq g \iff \exists A, B > 0, C, D, E \geq 0 \text{ such that } f(r) \leq Ag(Br + C) + Dr + E \text{ for all } r \geq 0.
\]

Thus we will think of \(\text{div}_X\) as a function of \(r\), defining it to be equal to \(\delta_{1}(r)\). Up to the equivalence relation \(\simeq\), the divergence \(\text{div}_X\) is a quasi-isometry invariant of the space \(X\), which is independent of the chosen basepoint (see [Ger94b] Prop. 2.1). Thus for a Coxeter system \((W, S)\) as above, we define the divergence of the group \(W\) to be the divergence of the Cayley graph \(C(W, S)\).
We will also need the notion of the divergence of a geodesic. Let \( \gamma: \mathbb{R} \to X \) be a complete geodesic in a 1-ended geodesic metric space \( X \). We define \( \text{div}_X(r) \) to be the distance between points \( \gamma(r) \) and \( \gamma(-r) \) in \( X \setminus B(\gamma(0), r) \) with respect to the path metric, and we will say that a path between \( \gamma(r) \) and \( \gamma(-r) \) is \( r \)-avoidant if it lies in \( X \setminus B(\gamma(0), r) \). The \( \simeq \) equivalence class of \( \text{div}_X(r) \) is called the divergence of the geodesic \( \gamma \), and it serves as a lower bound for the divergence \( \text{div}_X(r) \) of the space \( X \).

We will say that the divergence \( \text{div}_X(r) \) or \( \gamma(r) \) is linear if it is \( \simeq \) equivalent to \( r \), quadratic if it is \( \simeq \) equivalent to \( r^2 \), and so on. We will also say that the divergence is superlinear if it is \( \succeq r \) and \( \neq r \), and that it is subquadratic if it is \( \preceq r^2 \) and \( \neq r^2 \). Finally, we say that the divergence is exponential if it is \( \simeq \) equivalent to \( e^r \).

### 2.2. Tight networks, thickness and divergence.

In our proofs we will make careful use of several definitions and results from the work of Behrstock and Drutu [BD14]. We recall these ingredients below. Note that, unlike [Lev19] [Lev22], we have chosen to retain the adjective “strong” when referring to (algebraic) thickness.

We first recall some definitions related to networks of subspaces and of subgroups. Given \( C, D \geq 0 \) and a subset \( L \) of a metric space \( X \), write \( \mathcal{N}_C(L) \) for the open \( C \)-neighbourhood of \( L \). We say \( L \) is \( C \)-path connected if any two points in \( L \) can be connected by a path in \( \mathcal{N}_C(L) \), and \((C,D)\)-quasiconvex if any two points in \( L \) can be connected in \( \mathcal{N}_C(L) \) by a \((D,D)\)-quasigeodesic; if \( C = D \) then \( L \) is \( C \)-quasiconvex.

**Definition 2.1** (tight network of subspaces, Definition 4.1 of [BD14]). Let \( X \) be a metric space, \( C, D \geq 0 \), and \( \mathcal{L} \) a collection of subsets of \( X \). We say that \( X \) is a \((C,D)\)-tight network with respect to \( \mathcal{L} \) if every \( L \in \mathcal{L} \), with the induced metric, is \((C,D)\)-quasiconvex, \( X = \cup_{L \in \mathcal{L}} \mathcal{N}_C(L) \), and for any two \( L, L' \in \mathcal{L} \) and any \( x \in X \) such that \( B(x, 3C) \) intersects both \( L \) and \( L' \), there is a finite sequence \( L = L_1, L_2, \ldots, L_{n-1}, L_n = L' \) of elements of \( \mathcal{L} \) such that \( n \leq D \) and for all \( 1 \leq i < n \), the intersection \( \mathcal{N}_C(L_i) \cap \mathcal{N}_C(L_{i+1}) \) has infinite diameter, is \( D \)-path connected, and intersects \( B(x, D) \). We say that \( X \) is a tight network with respect to \( \mathcal{L} \) if it is a \((C,D)\)-tight network with respect to \( \mathcal{L} \) for some \( C, D \geq 0 \).

**Definition 2.2** (tight algebraic network of subgroups, Definition 4.2 of [BD14]). Let \( G \) be a finitely generated group, \( M \geq 0 \) and \( \mathcal{H} \) a collection of subgroups of \( G \). We say that \( G \) is an \( M \)-tight algebraic network with respect to \( \mathcal{H} \) if the elements of \( \mathcal{H} \) are \( M \)-quasiconvex subgroups whose union generates a finite-index subgroup of \( G \), and for any two \( H, H' \in \mathcal{H} \) there exists a finite sequence \( H = H_1, \ldots, H_n = H' \) of subgroups in \( \mathcal{H} \) such that for all \( 1 \leq i < n \), the intersection \( H_i \cap H_{i+1} \) is infinite and \( M \)-path connected. We say that \( G \) is a tight algebraic network with respect to \( \mathcal{H} \) if it is an \( M \)-tight algebraic network with respect to \( \mathcal{H} \) for some \( M \geq 0 \).

The following result connects the two previous definitions.

**Proposition 2.3** (Proposition 4.3 of [BD14]). Let \( G \) be a finitely generated group with \( \mathcal{H} \) a collection of subgroups forming a tight algebraic network inside \( G \), and \( G_1 \) the finite index subgroup of \( G \) generated by the elements of \( \mathcal{H} \). Then \( G \) is a tight network with respect to the collection of left cosets

\[
\mathcal{L} = \{ gH \mid g \in G_1, H \in \mathcal{H} \}.
\]

We now recall some definitions and results from [BD14] relating to thickness. A metric space \( X \) is said to be wide if none of its asymptotic cones has a cut-point.

**Definition 2.4** (strong thickness, Definition 4.13 of [BD14]). Let \( X \) be a metric space. We say \( X \) is strongly thick of order \( 0 \) if it is wide. Given \( C, D \geq 0 \) and \( n \in \mathbb{N} \) we say \( X \) is \((C,D)\)-strongly...
thick of order at most \( n \) if \( X \) is a \((C,D)\)-tight network with respect to a collection of subsets \( \mathcal{L} \), and the subsets in \( \mathcal{L} \), with the induced metric, are \((C,D)\)-strongly thick of order at most \( n - 1 \). We say \( X \) is \((C,D)\)-strongly thick of order \( n \) if it is strongly thick of order at most \( n \), and is not strongly thick of order \( n - 1 \). We say \( X \) is strongly thick of order \( n \) if it is \((C,D)\)-strongly thick of order \( n \) for some \( C, D \geq 0 \).

**Definition 2.5** (strong algebraic thickness, Definition 4.14 of [BD14]). Let \( G \) be a finitely generated group. We say \( G \) is strongly algebraically thick of order 0 if it is wide, and strongly algebraically thick of order at most \( n \) if \( G \) is a tight algebraic network with respect to a finite collection of subgroups \( \mathcal{H} \) such that all subgroups in \( \mathcal{H} \) are strongly algebraically thick of order at most \( n - 1 \). We say \( G \) is strongly algebraically thick of order \( n \) if it is strongly algebraically thick of order at most \( n \), and is not strongly algebraically thick of order \( n - 1 \).

The implications we will use between these notions of thickness and divergence are given by the next two results.

**Proposition 2.6.** Let \( G \) be a finitely generated group. The following are equivalent:

1. \( G \) is wide.
2. \( G \) has linear divergence.
3. \( G \) is strongly algebraically thick of order 0.
4. \( G \) is strongly thick of order 0.

*Proof.* The equivalence of (1), (3) and (4) is by definition. That (2) is equivalent to (1) is proven in [DMS10, Lemma 3.17]. \( \square \)

**Theorem 2.7** (Corollary 4.17 of [BD14]). If a finitely generated group \( G \) is strongly thick of order at most \( n \), then the divergence of \( G \) is bounded above by a polynomial of degree \( n + 1 \). \( \square \)

### 2.3. Coxeter groups and the Davis complex.

We now give some background on Coxeter groups, as well as recalling the construction of the Davis complex. We mostly follow [Dav08].

Recall that a **Coxeter group** is a group \( W \) with presentation of the form

\[
W = \langle S \mid (st)^{m_{st}} = 1 \text{ for all } s, t \in S \rangle
\]

where \( m_{ss} = 1 \) for all \( s \in S \), and \( m_{st} = m_{ts} \in \{2, 3, 4, \ldots \} \cup \{\infty\} \) for all distinct \( s, t \in S \). Here \( m_{st} = \infty \) means that the element \( st \) has infinite order. We write \( C_2 \) for the cyclic group of order 2, so that \( (s) \cong C_2 \) for every \( s \in S \), and \( D_\infty \) for the infinite dihedral group, so that if \( m_{st} = \infty \) then \( (s, t) \cong D_\infty \). If \( |S| = n \), we will sometimes let \( S = \{s_1, \ldots, s_n\} \) and write \( m_{ij} \) for \( m_{s_is_j} \).

For \( W \) and \( S \) as in the previous paragraph, the pair \((W,S)\) is called a **Coxeter system**, and the cardinality of the generating set \( S \) is its **rank**. A Coxeter system is **right-angled** if \( m_{st} \in \{2, \infty\} \) for all distinct \( s, t \in S \). Since right-angled Coxeter groups are rigid (as discussed in the introduction), we may then define a Coxeter group \( W \) to be **right-angled** if some (hence any) Coxeter system \((W,S)\) is right-angled.

A Coxeter system \((W,S)\) can be encoded by two different edge-labelled simplicial graphs, the **defining graph** \( \Gamma = \Gamma(W,S) \), typically used in right-angled cases, and the **Dynkin diagram** \( \Delta = \Delta(W,S) \). Both of these have vertex set \( S \), and an edge between any \( s, t \in S \) such that \( 3 \leq m_{st} < \infty \) labelled by the integer \( m_{st} \). The defining graph (respectively, Dynkin diagram) additionally has an edge labelled 2 (respectively, \( \infty \)) between any \( s, t \in S \) such that \( m_{st} = 2 \) (respectively, \( m_{st} = \infty \)). We will follow the convention that in a Dynkin diagram, edge labels 3 are omitted. We will also omit the edge label 2 from the defining graph of a right-angled Coxeter system.

A Coxeter system \((W,S)\) is **irreducible** if there is no nontrivial partition of \( S \) into two disjoint commuting subsets, **spherical** if \( W \) is finite, and **affine** if \( S \) is the set of reflections in the faces
of a compact polytope in Euclidean space. The classifications of irreducible spherical and affine Coxeter systems are classical. For the reader’s convenience, we reproduce the Dynkin diagrams for the irreducible spherical and affine Coxeter systems in Figures 1 and 2, respectively.

Given $T \subseteq S$, we denote by $W_T$ the subgroup of $W$ generated by $T$, and call $W_T$ a special subgroup. The pair $(W_T, T)$ is a Coxeter system. We say $T$ is spherical if $W_T$ is finite. We will sometimes abuse terminology by saying that a subset $T \subseteq S$ is irreducible if $(W_T, T)$ is irreducible, and affine if $(W_T, T)$ is affine. For $A, B \subseteq S$, we denote by $A \times B$ the set $A \cup B$ where $A$ and $B$ are disjoint commuting subsets of $S$. Given $T \subseteq S$ we write $T^\perp$ for the set of elements of $S \setminus T$ which commute with all elements of $T$. To simplify notation, if $s \in S$ we write $s^\perp$ instead of $\{s\}^\perp$.

A subset $A \subseteq S$ is minimal nonspherical if $A$ is nonspherical but every proper subset of $A$ is spherical. Notice that if $A \subseteq S$ is minimal nonspherical then any subset $B \subseteq S$ commuting with $A$ is disjoint from $A$. (Indeed, if the decomposition $A = (A \setminus B) \sqcup (A \cap B)$ is nontrivial, then due to minimality of $A$, both subsets $A \setminus B$ and $A \cap B$ are spherical and commuting, and hence their union $A$ must be spherical, which yields a contradiction.)

Remark 2.8. In a right-angled system the minimal nonspherical subsets are exactly the pairs of nonadjacent vertices in the defining graph, and a nonempty subset is spherical exactly when it is the vertex set of a clique in the defining graph.

Remark 2.9. For general $(W, S)$, if $A \subseteq S$ is minimal nonspherical then $W_A$ is an (infinite) simplicial Coxeter group in the sense discussed in [Dav08, Section 6.9 and Example 14.2.3], meaning that $W_A$ is generated by the set $A$ of reflections in the faces of a compact simplex in either Euclidean or hyperbolic space. Hence $(W_A, A)$ is either irreducible affine (see Figure 2) or irreducible hyperbolic as classified by Lannér (see [Dav08, Table 6.2], which we reproduce here in Figure 3). We also note that all these Coxeter systems are 1-ended, except that of type $\tilde{A}_1$, which is virtually $\mathbb{Z}$ and hence is 2-ended.

Any Coxeter system $(W, S)$ has an associated Davis complex $\Sigma = \Sigma(W, S)$. The 1-skeleton of $\Sigma$ is the Cayley graph $C = C(W, S)$ of $W$ with respect to the generating set $S$, with a single unoriented edge connecting vertices $w$ and $ws$ for each $w \in W$ and $s \in S$. The cells of $\Sigma$ then have vertex sets $wW_T$ where $w \in W$ and $W_T$ is a spherical special subgroup of $W$. We now metrise $\Sigma$ so that each edge has length 1, and each cell of $\Sigma$ is a compact Euclidean polytope (with all edges

![Figure 1. Dynkin diagrams for the irreducible spherical Coxeter systems.](image)
A reflection in $W$ is a conjugate of an element of $S$, and a wall in $\Sigma$ is the fixed set of a reflection. We say that an edge in $C$ is dual to a wall $H$ if its midpoint is contained in $H$, and that a wall in $\Sigma$ is dual to an edge $e$ if it contains the midpoint of $e$. We then say that a path in $C$ crosses $H$ if it contains at least one edge which is dual to $H$. Each wall $H$ separates $\Sigma$ into exactly two components, and the two half-spaces defined by $H$ are the closures of the components of $\Sigma \setminus H$ (see Section 3.2 of [Dav08]). For any two subsets $A, B \subset \Sigma$, we say that a wall $H$ separates $A$ from $B$ if $A$ and $B$ lie in different components of $\Sigma \setminus H$.

2.4. Hyperbolicity and thickness for Coxeter groups. We now recall the characterisations of hyperbolicity, relative hyperbolicity and strong algebraic thickness for Coxeter groups.

For hyperbolicity we have the following theorem of Moussong.

**Theorem 2.10** (Moussong, see Corollary 12.6.3 of [Dav08]). Let $(W, S)$ be a Coxeter system. Then $W$ is hyperbolic if and only if there is no subset $T \subseteq S$ satisfying either of the following two conditions:

1. $(W_T, T)$ is an irreducible affine Coxeter system of rank $\geq 3$.
Figure 3. Dynkin diagrams of Lannér hyperbolic Coxeter systems. Together with the irreducible affine Coxeter systems (Figure 2), they form the class of minimal nonspherical systems; see Remark 2.9.

(2) \((W_T, T) = (W_{T_1}, T_1) \times (W_{T_2}, T_2)\) where both \(W_{T_1}\) and \(W_{T_2}\) are infinite.

Behrstock, Hagen, Sisto and Caprace prove in the Appendix to [BHS17] that every Coxeter group admits a canonical minimal relatively hyperbolic structure, whose peripheral subgroups are special subgroups. Moreover, the families of special subgroups which can serve as peripheral subgroups for a relatively hyperbolic structure are characterised by Caprace in [Cap09, Cap15] as follows.

Theorem 2.11 (Theorem A' of [Cap15]). Let \((W, S)\) be a Coxeter system and \(\mathcal{T}\) be a collection of proper subsets of \(S\). Then \(W\) is hyperbolic relative to \(\{W_T \mid T \in \mathcal{T}\}\) if and only if the following conditions hold:

(RH1) For each subset \(T \subseteq S\) such that \(T\) is irreducible affine of cardinality \(\geq 3\), there exists \(T' \in \mathcal{T}\) such that \(T \subseteq T'\). Given any pair of irreducible nonspherical subsets \(T_1, T_2 \subseteq S\) with \([T_1, T_2] = 1\), there exists \(T \in \mathcal{T}\) such that \(T_1 \cup T_2 \subseteq T\).

(RH2) For all \(T_1, T_2 \in \mathcal{T}\) with \(T_1 \neq T_2\), the intersection \(T_1 \cap T_2\) is spherical.

(RH3) For each \(T \in \mathcal{T}\) and each irreducible nonspherical \(U \subseteq T\), we have \(U^\perp \subseteq T\). □

We will also need the classes \(\mathbb{T}_0\) and \(\mathbb{T}\) of Coxeter systems defined by Behrstock, Hagen, Sisto and Caprace in the Appendix to [BHS17].

Definition 2.12 (Section A.1 of [BHS17]). Define \(\mathbb{T}_0\) to be the class of all Coxeter systems \((W, S)\) such that either:

(a) \((W, S)\) is irreducible affine of rank \(\geq 3\); or
(b) \((W, S) = (W_{S_1}, S_1) \times (W_{S_2}, S_2)\) with \((W_{S_i}, S_i)\) irreducible and nonspherical for \(i = 1, 2\).
The class $\mathcal{T}$ of Coxeter systems $(W, S)$ is then defined inductively as follows.

1. $\mathcal{T}$ contains $T_0$.
2. If $S = S_0 \sqcup \{s\}$ such that $(W_{S_0}, S_0) \in \mathcal{T}$ and $s^\perp \subset S$ is nonspherical, then $(W_S, S) \in \mathcal{T}$.
3. If $S = S_1 \cup S_2$ such that $(W_{S_i}, S_i) \in \mathcal{T}$ for $i = 1, 2$ and $S_1 \cap S_2$ is nonspherical, then $(W_S, S) \in \mathcal{T}$.

Both strong algebraic thickness and not being relatively hyperbolic can then be characterised via the class $\mathcal{T}$:

**Theorem 2.13** (See Corollary A.10 of [BHS17]). Let $(W, S)$ be a Coxeter system. The following are equivalent:

1. $(W, S)$ is in $\mathcal{T}$;
2. $W$ is strongly algebraically thick;
3. $W$ is not relatively hyperbolic with respect to any family of proper subgroups.

3. **Linear and quadratic divergence**

In this short section we prove Theorem 1.1 of the introduction, which provides a quadratic lower bound on divergence for irreducible nonaffine Coxeter groups. We also prove Corollary 1.2 of the introduction, which characterises linear divergence for Coxeter groups.

Let $(W, S)$ be a Coxeter system. Recall that a rank one geodesic in a CAT(0) space is a geodesic line which does not bound a flat half-plane. An element of $W$ is then said to be rank one if it is hyperbolic in its action on the Davis complex $\Sigma = \Sigma(W, S)$ and some (hence any) of its axes in $\Sigma$ are rank one geodesics. We emphasise that we are considering geodesic lines in $\Sigma$ in this definition, not combinatorial geodesics in the Cayley graph $C = C(W, S)$ (since these are not in general geodesic in the CAT(0) metric on $\Sigma$). Recall also that a Coxeter element of $W$ is a product of the elements of $S$, in any order. A parabolic subgroup of $W$ is a conjugate of a special subgroup, and the parabolic closure of an element $w \in W$ is the smallest parabolic subgroup of $W$ which contains $w$. The next result follows from work of Caprace–Fujiwara [CF10].

**Proposition 3.1.** If $(W, S)$ is irreducible, nonspherical and nonaffine, then any Coxeter element of $W$ is a rank one element.

**Proof.** By, for example, Corollary 4.3 of [CF10], the parabolic closure of a Coxeter element of $W$ is equal to $W$. Now by Proposition 4.5 of [CF10], for general Coxeter groups $W$, an element $w \in W$ is not of rank one if and only if $w \in P$, where $P$ is parabolic with either (i) $P$ finite, or (ii) $P = P_1 \times P_2$ with $P_i$ both infinite parabolic, or (iii) $P = K \times P_{aff}$ where $K$ is a finite parabolic (possibly trivial) and $P_{aff}$ is affine parabolic of rank at least 3. So if we take $w$ to be a Coxeter element of $W$ with $(W, S)$ infinite, irreducible and nonaffine, then $w$ is a rank one element.

We now use the following general result due to Kapovich and Leeb [KL98] (see also [KKL98]). We note that since $W$ is finitely generated, the Davis complex $\Sigma$ is locally compact.

**Proposition 3.2** (Proposition 3.3 of [KL98] or Proposition 4.5 of [KKL98]). Let $X$ be a locally compact CAT(0) space and let $\gamma$ be a complete geodesic which is invariant under a cyclic group of hyperbolic isometries. If $\gamma$ has subquadratic divergence (in the sense of Remark 3.3), then it bounds a flat half-plane and hence has linear divergence.

**Remark 3.3.** The authors of [KL98] use a slightly different notion of the subquadratic divergence of a geodesic than we do. Namely, they say that a geodesic $\gamma$ has subquadratic divergence if $\lim_{r \to \infty} \alpha(r)/r^2 = 0$, where $\alpha(r)$ is the infimum of lengths of $r$-avoidant paths connecting $\gamma(r)$ and $\gamma(-r)$. However, a careful analysis of the proofs of Proposition 3.3 of [KL98] and Proposition 4.5...
that the divergence of $W$ or nonaffine. If $W$ prove Theorem 1.4. Throughout this section, we will understand the term ‘subquadratic divergence’ in the above italicised sense. In Section 4.2 we define hypergraph index for general Coxeter systems and prove some easy properties. Our main results for hypergraph index are contained in Section 4.3, where we prove Theorem 1.4. Throughout this section, $(W,S)$ is a Coxeter system with $S$ finite.

Now we can prove Theorem 1.1.

Proof of Theorem 1.1. Suppose the Coxeter system $(W,S)$ is irreducible and nonaffine and the group $W$ is 1-ended. Choose a Coxeter element $w \in W$ and let $\gamma$ be an axis for $w$ (recall that by Proposition 3.1 $w$ is a rank one element). Then $\gamma$ is invariant under the infinite cyclic group $\langle w \rangle$ of hyperbolic isometries. If the geodesic $\gamma$ has subquadratic divergence, then by Proposition 3.2 $\gamma$ bounds a flat half-plane, which contradicts $w$ being rank one. Hence $\gamma$ does not have subquadratic divergence, and by Remark 3.3 we conclude that $\text{div}_\gamma(r) \geq r^2$. This proves that the divergence of the Davis complex $\Sigma$ is at least quadratic as well. Since $W$ is quasi-isometric to $\Sigma$ (see [Kra09, Proposition B.5.2]), and since the divergence function is invariant under quasi-isometries [Ger94b, Proposition 2.1], we conclude that $W$ also has at least quadratic divergence, as required. 

The following result establishes Corollary 1.2 of the introduction.

**Corollary 3.4.** Let $(W,S)$ be a Coxeter system such that $W$ is 1-ended. Then $W$ has linear divergence if and only if $(W,S) = (W_1,S_1) \times (W_2,S_2)$ where either:

1. both $W_1$ and $W_2$ are infinite; or
2. $W_1$ is finite (possibly trivial) and $(W_2,S_2)$ is irreducible affine of rank $\geq 3$.

**Proof.** We first note that $W$ itself must be infinite since finite groups are 0-ended. Since the divergence of $W$ is invariant under passing to a subgroup of finite index, for any decomposition $W = W_1 \times W_2$ with $W_1$ finite, the divergence of $W$ and of $W_2$ will be the same. Thus without loss of generality we may assume that either:

1. $(W,S) = (W_1,S_1) \times (W_2,S_2)$ with both $W_1$ and $W_2$ infinite; or
2. $W$ is irreducible.

In the first case, write $\ell_i$ for the word length on $W_i$ with respect to $S_i$, for $i = 1, 2$. Then since $W_i$ is infinite, for all $w_i \in W_i$ there is at least one $s \in S_i$ such that $\ell_i(w_is) > \ell_i(w_i)$ (this follows from Lemmas 4.7.2 and 4.7.3 of [Dav08]). Hence any $w_i \in W_i$ lies on an infinite geodesic ray based at the identity vertex in the Cayley graph of $W_i$ with respect to $S_i$. We can then apply the proof of Lemma 7.2 of [ABD+13] to conclude that $W = W_1 \times W_2$ has linear divergence.

In the second case, i.e. if $W$ is irreducible, $W$ may be either affine of type $A_1$, or affine of rank $\geq 3$, or nonaffine. If $W$ is of type $A_1$ then $W$ is 2-ended and must be discarded. If $W$ is affine of rank $n + 1 \geq 3$ then $W$ is virtually $\mathbb{Z}^n$ with $n \geq 2$, and hence $W$ has linear divergence.

In the remaining case when $W$ is irreducible, nonspherical and nonaffine, Theorem 1.1 implies that the divergence of $W$ is at least quadratic. 

**4. Hypergraph index**

In Section 4.1, we provide motivation and an outline of our construction with a few technicalities omitted. In Section 4.2 we define hypergraph index for general Coxeter systems and prove some easy properties. Our main results for hypergraph index are contained in Section 4.3, where we prove Theorem 1.4.
4.1. Motivation and an outline of the construction. To motivate our definition of hypergraph index, we first recall that, as was proven in [BHS17, Appendix], every Coxeter group is either hyperbolic relative to a system of proper special peripheral subgroups (and hence has exponential divergence), or it is thick (and hence has divergence bounded above by a polynomial of integer degree). Moreover, the inductive procedure of Definition 2.12 allows one to either build a minimal system of such peripheral subgroups, or to establish that the entire Coxeter group is thick. An upper bound on the order of thickness (respectively, degree of divergence) can then be calculated, using results of [BDM09], as the total number of operations (2) and (3) from Definition 2.12 which have been applied (respectively, this number plus one).

However not all operations (2) and (3) actually increase the order of thickness (respectively, degree of divergence), and it is desirable to group several of them together to achieve a better upper bound. In Section 4.2 we describe a procedure which does exactly that: compacts multiple applications of operations (2) and (3) into fewer steps if they do not increase the order of thickness (respectively, degree of divergence). The total number of steps until stabilisation is our invariant, the hypergraph index, which we show is a nonnegative integer if the Coxeter group is thick, and equals infinity if the Coxeter group is relatively hyperbolic. The construction was inspired by the work of Levcovitz [Lev19] who introduced it for the case of right-angled Coxeter groups.

In more detail, the motivation for hypergraph index (as well as for the rules (RH1)–(RH3) of Caprace’s Theorem 2.11 and the operations (1)–(3) of Definition 2.12) comes from the following facts about relatively hyperbolic groups:

(i) If a relatively hyperbolic group has a subgroup isomorphic to \(\mathbb{Z} \times \mathbb{Z}\), then it should be contained in a peripheral subgroup (otherwise, the coned-off Cayley graph will not be fine, in the terminology of [GM08, Definition 2.43]).

(ii) In a relatively hyperbolic group, the intersection of any two peripheral subgroups or their conjugates should be finite (see e.g. [DS08, Lemma 4.20]).

The goal is, for any Coxeter system \((W,S)\), to build a minimal system of peripheral special subgroups of \(W\) which satisfies conditions (i) and (ii) above. We start with the smallest collection of subsets of \(S\) such that the corresponding special subgroups contain \(\mathbb{Z} \times \mathbb{Z}\) in an obvious way. These are the maximal subsets of the form \(A \times B \subseteq S\) with \(A\) and \(B\) both nonspherical (which makes \(W_A\) and \(W_B\) both infinite), or \(A\) irreducible affine of cardinality \(\geq 3\) and \(B\) spherical. We denote this family \(\Omega(S)\) and call it the family of wide subsets.

These considerations allow us to keep track of a prospective family of peripheral special subgroups, as follows. We start with \(\Lambda_0 = \Omega(S) \cup \Psi(S)\) and construct a sequence \(\Lambda_0, \Lambda_1, \Lambda_2, \ldots\) of sets of subsets of \(S\), where each \(\Lambda_i\) consists of unions of those members of \(\Lambda_{i-1}\) which are forced to
be united due to violation of condition (ii), as described above. We achieve this by introducing an equivalence relation on each of the $\Lambda_i$ generated by the condition that two subsets have nonspherical intersection.

If, for the resulting sequence of subsets $\Lambda_i$, there is an index $h$ such that $\Lambda_h$ contains $S$, then the Coxeter system $(W, S)$ is thick and the minimal such number $h$ is the hypergraph index. We prove in Theorem 1.4 that $h$ is an upper bound on the order of (strong) thickness, and hence obtain an upper bound on the degree of divergence. However, if the sets $\Lambda_i$ stabilise without reaching $S$, then it follows from Caprace’s Theorem 2.11 that the non-slab elements of $\Lambda_i$ form a family of minimal peripheral special subgroups for a relatively hyperbolic structure on $(W, S)$, and $W$ then has exponential divergence.

We remark that each set $\Lambda_i$ in the construction can be thought of as a hypergraph with vertex set $S$ and hyperedges corresponding to the subsets in $\Lambda_i$, although we do not use this terminology. This motivates the name hypergraph index, which was introduced by Levcovitz [Lev19].

4.2. Definitions and first properties. In this section we recall Levcovitz’s definition of hypergraph index for right-angled Coxeter groups [Lev19, Section 3], in parallel with formulating our generalisation of hypergraph index to arbitrary Coxeter systems (see Definition 4.10). We also establish some basic properties of hypergraph index.

First, we define a set of building blocks, called wide subsystems and slab subsystems, out of which all thick subsystems of $(W, S)$ will be constructed. These will respectively generalise the following notions, which were introduced in the right-angled case by Levcovitz [Lev19, Definition 3.1]. Let $\Gamma$ be the defining graph of a right-angled Coxeter group. The wide subgraphs $\Omega = \Omega(\Gamma)$ are the maximal induced subgraphs of $\Gamma$ such that every element of $\Omega$ is the join of two induced subgraphs, each of which contains a pair of nonadjacent vertices (equivalently, the vertex sets of these two subgraphs commute and are both nonspherical). The strip subgraphs $\Psi = \Psi(\Gamma)$ are the maximal induced subgraphs of $\Gamma$ such that every element of $\Psi$ is the join of a pair of nonadjacent vertices with a nonempty clique (equivalently, the vertex sets of strip subgraphs generate 2-ended special subgroups of the form $W_A \times C_{2}^{K}$, where $W_A \cong D_\infty$ and $K$ is the vertex set of a maximal nonempty clique).

We frame our generalisation of these notions in terms of subsets of $S$ rather than induced subgraphs of the defining graph $\Gamma$. Let $P(S)$ be the power set of $S$.

**Definition 4.1.** Consider the collection of subsets of $S$ of the form $A \times B$ such that either:

1. $A$ and $B$ are both nonspherical; or
2. $A$ is irreducible affine of cardinality $\geq 3$ and $B$ is spherical (possibly empty).

The _wide subsets_ $\Omega(S) \subseteq P(S)$ are the maximal elements of this collection, with respect to the partial order induced by inclusion. A _wide subsystem_ is a pair $(W_T, T)$ where $T \in \Omega(S)$.

**Remark 4.2.** Since there are no right-angled irreducible affine Coxeter systems of rank $\geq 3$, when $(W, S)$ is right-angled the elements of $\Omega(S)$ from Definition 4.1 are exactly the vertex sets of the wide subgraphs from [Lev19, Definition 3.1].

The following observation is immediate from Theorem 2.10.

**Lemma 4.3.** Let $(W, S)$ be a Coxeter system. Then $W$ is hyperbolic if and only if $\Omega(S) = \varnothing$.

Part (1) of the next result generalises [Lev19, Remark 3.2], and justifies the use of the term “wide”. We note that if $T \in \Omega(S)$ then $W_T$ is 1-ended.

**Lemma 4.4.** Let $(W, S)$ be a Coxeter system.
(1) The elements $T \in \Omega(S)$ correspond bijectively to the maximal special subgroups of $W$ which are wide.

(2) The group $W$ has linear divergence if and only if $\Omega(S) = \{S\}$.

Proof. This follows from Proposition 2.6, Corollary 1.2 and the maximality of elements of $\Omega(S)$. □

In our generalisation of the set $\Psi$ from [Lev19, Definition 3.1], we replace the term “strip” by “slab”, since for us the special subgroups generated by elements of $\Psi(S)$ will not always be \(2\)-ended.

**Definition 4.5.** Consider the collection of subsets of $S$ of the form $A \times K$ such that all of the following hold:

1. $A$ is minimal nonspherical;
2. $K$ is a nonempty spherical subset commuting with $A$; and
3. there does not exist $T \in \Omega(S)$ such that $A \times K \subseteq T$.

The slab subsets $\Psi(S) \subseteq \mathcal{P}(S)$ are the maximal elements of this collection, with respect to the partial order induced by inclusion. A slab subsystem is a pair $(W_T, T)$ where $T \in \Psi(S)$.

**Remark 4.6.** It follows from Remark 2.8 that Definition 4.5 also specialises to Levcovitz’s in the right-angled case.

**Remark 4.7.** By Remark 2.9 and the definition of wide subsets, if $A \times K$ is slab, then $(W_A, A)$ is either irreducible affine of type $A_1$, or is irreducible hyperbolic as classified by Lannér (and depicted in Figure 3).

**Remark 4.8.** If $(W, S)$ is irreducible affine or a Lannér hyperbolic system, then $\Psi(S) = \emptyset$, since $S$ cannot have disjoint commuting subsets $A$ and $K$ with $A$ nonspherical and $K \neq \emptyset$.

Next, we generalise the Lambda hypergraphs introduced by Levcovitz in the right-angled case [Lev19, Definition 3.5]. The result will be a sequence of subsets $\Lambda_i(S)$ of $\mathcal{P}(S)$ defined inductively as follows.

**Definition 4.9.** Define $\Lambda_{-1}(S) := \emptyset$ and $\Lambda_0(S) := \Omega(S) \cup \Psi(S)$. For $i \geq 0$, if $T, T' \in \Lambda_i(S)$, define $T \equiv_i T'$ if there are subsets

$$T = T_0, T_1, \ldots, T_n = T' \in \Lambda_i(S),$$

such that $T_j \cap T_{j+1}$ is nonspherical for each $0 \leq j < n$. Then $\Lambda_{i+1}(S)$ is defined as the set of all unions of elements of the $\equiv_i$-equivalence classes. That is, if $C_i$ denotes the set of all $\equiv_i$-equivalence classes in $\Lambda_i(S)$, then $\Lambda_{i+1}(S) := \{\bigcup_{T \in C} T \mid C \in C_i\} \subseteq \mathcal{P}(S)$.

We will sometimes simplify notation by writing $\Lambda_i$ rather than $\Lambda_i(S)$, when the set $S$ is clear.

We now define hypergraph index for general Coxeter systems. This generalises [Lev19, Definition 3.9].

**Definition 4.10.** A Coxeter system $(W, S)$ has hypergraph index $h = h(W, S) \in \mathbb{N} \cup \{0\}$ if $S \in \Lambda_h(S) \setminus \Lambda_{h-1}(S)$ and $\Omega(S) \neq \emptyset$. If such an $h$ does not exist, or if $\Omega(S) = \emptyset$, then $(W, S)$ is said to have infinite hypergraph index ($h = h(W, S) = \infty$).

**Remark 4.11.** If $(W, S)$ is irreducible affine of rank $\geq 3$, then $\Omega(S) = \{S\}$ (and $\Psi(S) = \emptyset$), so $\Lambda_i(S) = \{S\}$ for all $i \geq 0$, hence $h(W, S) = 0$. However if $(W, S)$ is of type $A_1$ or is a Lannér hyperbolic system, then $h(W, S) = \infty$, since $\Omega(S) = \emptyset$ in these cases.
Lemma 4.13. A slab subset cannot contain a wide subset.

**Proof.** Let \( A \times K \in \Psi(S) \), where \( A \) is minimal nonspherical and \( K \) is spherical and nonempty. Note that \( A \times K \) is not itself a wide subset, and so in particular \((W_A,A)\) is not irreducible affine of rank \( \geq 3 \). Now suppose \( B \times C \subseteq A \times K \) for some \( B \times C \in \Omega(S) \), where (without loss of generality) \( B \) is nonspherical. Since \( A \) is minimal nonspherical, \( A \cap B \) is either spherical or equal to \( A \). If \( A \cap B \) is spherical then, since \( K \cap B \) is spherical, we have that \( B = (A \cap B) \cup (K \cap B) \) is spherical, a contradiction. So \( A \cap B = A \), that is, \( A \subseteq B \). If \((W_B,B)\) is irreducible affine of rank \( \geq 3 \), then \( B \) is minimal nonspherical, so \( A = B \), which contradicts \((W_A,A)\) being not irreducible affine of
rank ≥ 3. Thus $B$ and $C$ are both nonspherical, and since $A \subseteq B$, it follows that $C \subseteq K$, which contradicts $K$ being spherical.

The following lemma restricts the form of the sequences $T_0, T_1, \ldots, T_n$ which can appear in Definition 4.9 and is related to [Lev19] Remark 3.4.

**Lemma 4.14.** Let $(W,S)$ be a Coxeter system. Let $T$ and $T'$ be elements of the form $T = A \times K$ and $T' = A' \times K'$, where $A$ and $A'$ are minimal nonspherical (possibly irreducible affine of rank ≥ 3, as in Definition 4.4), and $K$ and $K'$ are spherical. If $T \cap T'$ is nonspherical then $T = T'$.

**Proof.** Since $T = A \uplus K$ and $T' = A' \uplus K'$, we have

$$T \cap T' = (A \cap A') \cup (A \cap K') \cup (K \cap A') \cup (K \cap K').$$

Now $K$ and $K'$ are spherical, so if $T \cap T'$ is nonspherical then $A \cap A'$ must be nonspherical. But since $A$ and $A'$ are both minimal nonspherical, this implies $A \cap A' = A'$. Now $A = A'$ commutes with $K \cup K'$. If $K \cup K'$ is nonspherical, then $A \times K \subseteq A \times (K \cup K') \subseteq T$ for some $T \in \Omega(S)$. This violates the maximality in Definition 4.1 if $A \times K$ is wide, and violates condition (3) in Definition 4.5 if it is slab. Thus $K \cup K'$ is spherical, and $A \times (K \cup K')$ satisfies conditions (1)–(3) in Definition 4.5 (since $A \times K$ does). By maximality of $A \times K$, we have $A \times K = A \times (K \cup K')$, hence $K' \subseteq K$. Similarly, $K \subseteq K'$. It follows that $K = K'$ and $T = T'$ as required.

We will need the following corollary in Section 5.1.

**Corollary 4.15.** Assume that $\Omega(S) \neq \emptyset$. For all $i \geq 0$, let $X \in \Lambda_{i+1}(S)$ and let $C$ be an $\equiv_i$-equivalence class whose union is $X$. Then $X \in \Lambda_i(S) \setminus \Psi(S)$ if and only if $C$ contains an element of $\Lambda_i(S) \setminus \Psi(S)$.

**Proof.** We first prove that for each $i \geq 0$, if $X \in \Lambda_{i+1}(S) \setminus \Psi(S)$, then $C$ contains an element of $\Lambda_i(S) \setminus \Psi(S)$. If not, then $C$ consists only of elements from $\Psi(S)$. Now Lemma 4.14 implies that $C$ has a unique element, which is then necessarily $X$. Thus $X \in \Psi(S)$, a contradiction.

To establish the other direction, we first observe that an easy inductive proof using the statement proved in the previous paragraph and the fact that $\Omega(S)$ is nonempty shows that for all $j \geq 0$, every element of $\Lambda_j(S) \setminus \Psi(S)$ contains a wide subset. Thus if $C$ contains an element $T$ of $\Lambda_i(S) \setminus \Psi(S)$, then $X$ contains a wide subset (since $T$ does) and therefore cannot be in $\Psi(S)$ by Lemma 4.13.

It will be sometimes be convenient to think of the elements of $\cup_i \Lambda_i(T)$, where $T \subseteq S$, as the vertices of a directed forest, as follows. For $i \geq 0$, there is a directed edge from $A \in \Lambda_i(T)$ to $B \in \Lambda_{i+1}(T)$ if $A$ is one of the elements in an $\equiv_i$-equivalence class whose union is $B$. Then for $i < j$ we say that $A \in \Lambda_i(T)$ feeds into $B \in \Lambda_j(T)$ if there is a directed path (i.e., a path in which the edges are coherently oriented) from $A$ to $B$. We caution that even though $A \subseteq B$ may hold set-theoretically for some $A \in \Lambda_i(T)$ and $B \in \Lambda_j(T)$, it may not be true that $A$ feeds into $B$ (see for example [Lev19, Remark 3.3.1]).

We now record for later use some monotonicity results.

**Lemma 4.16.** Let $(W,S)$ be a Coxeter system and let $T \subseteq T'$ be subsets of $S$. Let $i \in \mathbb{N}$.

1. If $T \in \Lambda_i(S)$ then $T$ feeds into some element of $\Lambda_{i+1}(S)$.
2. Given $Y \in \Lambda_i(T)$, there exists an element $Y' \in \Lambda_i(T')$ such that the following conditions hold:
   (a) $Y'$ contains $Y$; and
   (b) given $X \in \Lambda_j(T)$, with $j < i$, such that $X$ feeds into $Y$, every $X' \in \Lambda_j(T')$ containing $X$ feeds into $Y'$.
Proof. The proof of (1) follows from the definition of the sets \( \Lambda_i(S) \).

For (2), the proof is by induction on \( i \). In the base case \( i = 0 \), (a) follows easily from the definition of \( \Lambda_0 \), and (b) is vacuously true. Assume the conclusion is true for \( i - 1 \) and let \( Y \in \Lambda_i(T) \). Let \( Y_1, \ldots, Y_n \) be the elements of an \( \equiv_{i-1} \)-equivalence class in \( \Lambda_{i-1}(T) \) whose union is \( Y \) (so in particular, each \( Y_j \) feeds into \( Y \)). Consider the set \( \mathcal{Y} \subseteq \Lambda_{i-1}(T') \) defined by

\[
\mathcal{Y} = \{ Z \mid Z \in \Lambda_{i-1}(T'), \ Y_j \subseteq Z \text{ for some } 1 \leq j \leq n \}.
\]

Note that \( \mathcal{Y} \) is nonempty by the induction hypothesis.

We claim that the elements of \( \mathcal{Y} \) are pairwise equivalent in \( \Lambda_{i-1}(T') \). To see this, let \( Z_1, Z_2 \in \mathcal{Y} \), and suppose \( Z_j \subseteq Z_1 \) and \( Z_k \subseteq Z_2 \). If \( j = k \), then since \( Z_j \) is nonspherical, \( Z_1 \) and \( Z_2 \) are equivalent. Otherwise, since \( Z_j \) and \( Z_k \) are equivalent in \( \Lambda_{i-1}(T) \), there is a sequence \( Z_j = X_1, \ldots, X_l = Z_k \) in \( \Lambda_{i-1}(T) \) such that \( \{X_1, \ldots, X_l\} \subseteq \{Y_1, \ldots, Y_n\} \) and \( X_s \cap X_{s+1} \) is nonspherical for \( 1 \leq s < l \). By the induction hypothesis, there is a sequence \( X'_1, \ldots, X'_{l'} \) in \( \Lambda_{i-1}(T') \) such that \( X_s \subseteq X'_s \) for \( 1 \leq s \leq l \). Now for \( 1 \leq s < l \), the intersection \( X'_s \cap X'_{s+1} \) contains \( X_s \cap X_{s+1} \), and so \( X'_s \) is equivalent to \( X'_{s+1} \) in \( \Lambda_{i-1}(T') \). Furthermore, \( Z_1 \) is equivalent to \( X'_1 \) and \( Z_2 \) is equivalent to \( X'_{l'} \). Thus \( Z_1 \) and \( Z_2 \) are equivalent in \( \Lambda_{i-1}(T') \).

We have shown that \( \mathcal{Y} \) is a subset of an equivalence class of \( \Lambda_{i-1}(T') \). We now define \( Y' \) to be the union of all the sets in this equivalence class. Then \( Y' \in \Lambda_i(T') \) and \( Y \subseteq Y' \) by construction, i.e. (a) holds. To prove (b), let \( X \in \Lambda_j(T) \), with \( j < i \), be an element which feeds into \( Y' \), and let \( X' \) be any element of \( \Lambda_j(T') \) containing \( X \). If \( j = i - 1 \), the claim is true by construction. If \( j < i - 1 \), then \( X \) feeds into \( Y_k \) for some \( 1 \leq k \leq n \). By the induction hypothesis, \( X' \) feeds into an element \( Y_{k} \) containing \( Y_k \), and by construction, \( Y_{k} \) feeds into \( Y' \). Thus \( X' \) feeds into \( Y' \).

Next, we make some first observations relating to hypergraph index itself (Definition 4.10). The following two results will allow us to focus on infinite irreducible Coxeter systems when considering hypergraph index below.

**Lemma 4.17.** Let \((W, S)\) be a Coxeter system. If \( W \) is finite then \( h(W, S) = \infty \).

**Proof.** In this case \( \Omega(S) = \emptyset \) and so \( h(W, S) = \infty \). □

**Lemma 4.18.** Let \((W, S)\) be a Coxeter system.

1. If \((W, S) = (W_1, S_1) \times (W_2, S_2)\) with \( W_1 \) and \( W_2 \) both infinite, then \( h(W, S) = 0 \).
2. If \((W, S) = (W_1, S_1) \times (W_2, S_2)\) with \((W_1, S_1)\) irreducible and infinite and \( W_2 \) finite, then \( h(W, S) = h(W, S_1) \).

**Remark 4.19.** The proof of Lemma 4.18(2) is more technical than might be expected because, although every element \( A \times K \) of \( \Psi(S_1) \) yields an element \( A \times (K \cup S_2) \) of \( \Psi(S) \), we do not see how to rule out \( \Psi(S) \) also containing elements which are not of this form. However if Conjecture 1.3 of the introduction holds, then hypergraph index is a quasi-isometry invariant, and (2) is immediate.

**Proof.** For (1), the set \( S = S_1 \times S_2 \) is in \( \Omega(S) \), so \( h(W, S) = 0 \).

We now prove (2). Consider the function \( \theta : \mathcal{P}(S_1) \rightarrow \mathcal{P}(S) \) defined by \( \theta(Y) = Y \cup S_2 \). Since images and preimages of nonspherical sets under \( \theta \) are nonspherical, it is easy to see from the definitions that \( \theta \) induces a map \( \Lambda_0(S_1) \rightarrow \Lambda_0(S) \) which takes \( \Omega(S_1) \) bijectively to \( \Omega(S) \) and takes \( \Psi(S_1) \) into \( \Psi(S) \). Let \( \Sigma \) denote the (possibly empty) set of elements of \( \Psi(S) \) which are not in the image of \( \theta \). Then every element of \( \Sigma \) is of the form \( A \times S_2 \) where \( A \) is minimal nonspherical in \( S_1 \).

The previous paragraph serves as the base step for an inductive proof for the following claim: for all \( i \geq 0 \), the map \( \theta \) induces a map \( \Lambda_i(S_1) \rightarrow \Lambda_i(S) \) whose image contains \( \Lambda_i(S) \setminus \Sigma \). For the inductive step, assume the statement holds for \( k \), and let \( X \in \Lambda_{k+1}(S_1) \). We wish to show that \( \theta(X) = X \cup S_2 \) is an element of \( \Lambda_{k+1}(S) \).
Let $T \in \Lambda_k(S_1)$ be an element feeding into $X$, then, by the induction hypothesis, $\theta(T)$ belongs to $\Lambda_k(S) \setminus \Sigma$. Let $C_1$ and $C$ be the $\equiv$-equivalence classes containing $T$ and $\theta(T)$ in $\Lambda_k(S_1)$ and $\Lambda_k(S)$, respectively, and let $\theta(C_1) = \{\theta(Y) \mid Y \in C_1\}$.

Observe that for any $A, B \in \Lambda_k(S_1)$, we have that $A \cap B$ is nonspherical if and only if $\theta(A) \cap \theta(B)$ is. It easily follows that if $T_1 \in C_1$, then $\theta(T) \equiv_k \theta(T_1)$ in $\Lambda_k(S)$, and so $\theta(C_1) \subset C$. We are going to show that every element of $C$ is a subset of an element of $\theta(C_1)$.

Let $T'' \in C$. Then $\theta(T) \equiv_k T''$ in $\Lambda_k(S)$, and there is a sequence $\theta(T) = T'_1, T'_2, \ldots, T'_m = T''$ of sets in $\Lambda_k(S)$, with $T'_i \cap T'_{i+1}$ nonspherical for $1 \leq i < m$. Let $j$ be the smallest index (if any) such that $T'_j$ is not in the image of $\theta$, and note that $j > 1$. Then by the induction hypothesis, $T'_j \in \Sigma$ and so $T'_j = A \times S_2$ for some minimal nonspherical $A$. Now since $T'_{j-1} \cap (A \times S_2)$ is nonspherical, it follows that this intersection contains $A$, and since $T'_{j-1}$ is in the image of $\theta$, this intersection also contains $S_2$. Thus $T'_j$ is a subset of $T'_{j-1}$. Consequently, if $j < m$, then $T'_{j-1} \cap T'_{j+1}$ is nonspherical, and so $T'_j$ can be removed from the sequence. Thus we may assume that $T'_i$ is in the image of $\theta$ for all $i < m$.

Now if $T'' = T'_m$ is also in the image, i.e. $T'_m = \theta(T_m)$ for some $T_m \in \Lambda_k(S)$, then the preimage of the sequence $\theta(T) = T'_1, T'_2, \ldots, T'_m = T''$ establishes that $T \equiv_k T_m$, i.e. $T_m \in C_1$. On the other hand, if $T'' \in \Sigma$, we know (from the previous paragraph) that it is already contained in an element of $\theta(C_1)$, namely $T'_{m-1}$.

Thus, if $X' \in \Lambda_{k+1}(S)$ denotes the union of the sets in $C$, we have, as required:

$$ X' = \bigcup_{Y' \in C} Y' = \bigcup_{Y' \in \theta(C_1)} \bigcup_{Y \in C_1} \theta(Y) = \bigcup_{Y \in C_1} \bigcup_{Y \in C} Y \cup S_2 = \theta(X). $$

Next we show that every $X' \in \Lambda_{k+1}(S) \setminus \Sigma$ is in the image of $\theta$. If $C$ denotes an equivalence class of sets in $\Lambda_k(S)$ feeding into $X'$, then $C$ contains an element $T'$ of $\Lambda_k(S) \setminus \Sigma$, for otherwise, Lemma 4.14 would imply that $C$ consists of a single element of $\Sigma$, forcing $X'$ to be in $\Sigma$. By the induction hypothesis, $T' = \theta(T)$ for some $T \in \Lambda_k(S_1)$, and if $T$ feeds into $X \in \Lambda_{k+1}(S)$, it follows from the above discussion that $\theta(X) = X'$. This completes the induction.

Note that $\Omega(S_1)$ is empty if and only if $\Omega(S)$ is empty, and in this case $h(W_1, S_1) = h(W, S) = \infty$. So we may assume $\Omega(S)$ is nonempty. Now if $S_1 \in \Lambda_i(S_1)$ for some $i$, then $S = \theta(S_1) \in \Lambda_i(S)$ by the claim we proved by induction above. On the other hand, if $S \in \Lambda_i(S)$, then since $\Omega(S)$ is nonempty, Lemma 4.13 implies that $S$ is not in $\Psi(S)$, and so not in $\Sigma$. Then $S$ is in the image of $\theta: \Lambda_i(S_1) \to \Lambda_i(S)$, and it follows that $\theta^{-1}(S) = S_1 \in \Lambda_i(S_1)$. From this we conclude that $h(W_1, S_1) = h(W, S)$. \hfill \Box

We next prove that for the computation of hypergraph index, finite edge labels in the set \{7,8,\ldots\} are indistinguishable.

**Proposition 4.20.** Let $I = \{1, \ldots, n\}$ and let $(W, S)$ and $(W', S')$ be Coxeter systems with $S = \{s_1, \ldots, s_n\}$ and $S' = \{s'_1, \ldots, s'_n\}$, so that

$$ W = \langle s_i \mid (s_is)_j^{m_{ij}} = 1 \rangle \quad \text{and} \quad W' = \langle s'_i \mid (s'_is'_{j})^{m'_{ij}} = 1 \rangle, \quad i, j \in I. $$

Suppose that the matrices $(m_{ij})$ and $(m'_{ij})$ differ only in one pair of positions corresponding to indices $(p, q)$ and $(q, p)$, with both $m_{pq}$ and $m'_{pq}$ finite numbers $\geq 7$. Let $\iota: S \to S'$, $s_i \mapsto s'_i$ be the natural bijection. Then $\iota$ induces bijections $\Omega(S) \to \Omega(S')$, $\Psi(S) \to \Psi(S')$, and $\Lambda_k(S) \to \Lambda_k(S')$ for all $k \geq 0$. In particular, the hypergraph indexes of $(W, S)$ and $(W', S')$ are equal.

**Proof.** We notice that in the construction of the sets $\Omega(S)$, $\Psi(S)$ and $\Lambda_k(S)$ from Definitions 4.1, 4.5 and 4.9 respectively, we consider subsystems of the following classes:

(1) spherical;
(2) nonspherical;
(3) irreducible affine of rank $\geq 3$;
(4) minimal nonspherical:
   (a) irreducible affine of rank $\geq 2$; and
   (b) Lannér hyperbolic (see Figure 3).

By analysing the Dynkin diagrams for irreducible affine systems and for Lannér hyperbolic ones, we observe that none of them has finite edge labels $\geq 7$. Also, among Dynkin diagrams for spherical Coxeter systems, finite edge labels $\geq 7$ appear only in the rank 2 systems corresponding to finite dihedral groups. It follows that for an arbitrary subset $T \subseteq S$, $T$ is of any type listed in (1)–(4) above if and only if $\iota(T)$ is of that same type. Thus $\iota$ induces a bijection between the sets $\Omega(S)$ and $\Omega(S')$ and also between the sets $\Psi(S)$ and $\Psi(S')$.

Now observe that, by similar arguments, the sets $T_j$ appearing in Definition 4.9 have the property:

$T_j \cap T_{j+1}$ is nonspherical if and only if $\iota(T_j) \cap \iota(T_{j+1})$ is nonspherical. Hence by induction, $\iota$ induces a bijection between $\Lambda_k(S)$ and $\Lambda_k(S')$ for all $k \geq 0$. □

**Remark 4.21.** Proposition 4.20 tells us that for all purposes related to hypergraph index, we can work with a set of just seven edge labels, namely $m_{ij} \in \{2, 3, 4, 5, 6, 7, \infty\}$. This makes the problem of exploration of possible hypergraph indexes (and possible configurations of the sets $\Lambda_i(S)$) on a fixed generating set $S$ a finite computational problem.

We conclude this section by considering the relationship with tight (algebraic) networks (see Definitions 2.1 and 2.2). The next two results do not directly generalise any results from [Lev19], although they follow easily from the definitions.

**Lemma 4.22.** Let $(W, S)$ be a Coxeter system. For $i \geq 0$, let $U$ be an element of $\Lambda_{i+1}(S)$, with $U$ the union of the elements $T \in C_U$ for $C_U$ an $\equiv_i$-equivalence class in $\Lambda_i(S)$. Then $W_U$ is a tight algebraic network with respect to the collection of special subgroups $H_U = \{W_T \mid T \in C_U\}$.

**Proof.** Special subgroups of Coxeter groups are convex, so as each $T \in C_U$ is a subset of $U$, each $W_T \in H_U$ is convex in $W_U$. As $U$ is the union of the elements $T \in C_U$, the union of the subgroups in $H_U$ generates $W_U$ itself. If $T, T' \in C_U$ then by definition of $\equiv_i$-equivalence, there are subsets $T = T_0, T_1, \ldots, T_n = T'$ in $C_U$ such that $W_{T_j} \cap W_{T_{j+1}} = W_{T_j \cap T_{j+1}}$ is infinite for $0 \leq j < n$. Since each $W_{T_j \cap T_{j+1}}$ is convex in $W_U$, it is path-connected. □

**Corollary 4.23.** With all notation as in the statement of Lemma 4.22, $W_U$ is a tight network with respect to the collection of left cosets $L_U = \{wW_T \mid w \in W_U, T \in C_U\}$.

**Proof.** This is immediate from Lemma 4.22 and Proposition 2.3. □

### 4.3. Hypergraph index, thickness and divergence

In this section we establish our main results relating hypergraph index to thickness and divergence, which are stated as Theorem 1.4 of the introduction.

As mentioned in the introduction, we will use strong algebraic thickness (see Definition 2.5). We will need the following result.

**Proposition 4.24.** Let $(W, S)$ be a Coxeter system. If $W$ is strongly algebraically thick then $(W, S)$ has finite hypergraph index.

**Proof.** By Theorem 2.13 we have $(W, S) \in T$. Thus by the inductive definition of $T$ (see Definition 2.12) it suffices to prove the following three claims:
(1) If $T \subseteq S$ and $(W_T, T) \in T_0$ then $(W_T, T)$ has finite hypergraph index.
(2) If $S_0 \subseteq S$ and $s \in S \setminus S_0$ are such that $(W_{S_0}, S_0) \in T$, $s^+ \cap S_0$ is nonspherical and $(W_{S_0}, S_0)$ has finite hypergraph index $h$, then $(W_{S_0 \cup \{s\}}, S_0 \cup \{s\})$ has finite hypergraph index.
(3) If $S_1, S_2 \subseteq S$ are such that $(W_{S_i}, S_i) \in T$ for $i = 1, 2$ and $S_1 \cap S_2$ is nonspherical, and $(W_{S_i}, S_i)$ has finite hypergraph index $h_i$ for $i = 1, 2$, then $(W_{S_1 \cup S_2}, S_1 \cup S_2)$ has finite hypergraph index.

For (1), by the definitions we have $T \in \Omega(T)$, and so $T \in \Lambda_0(T) = \Lambda_0(T) \setminus \Lambda_{-1}(T)$, and $(W_T, T)$ has hypergraph index 0.

For (2), observe first that $\Omega(S_0) \neq \emptyset$ by the definition of finite hypergraph index, hence $\Omega(S_0 \cup \{s\}) \neq \emptyset$. Furthermore, $S_0 \in \Lambda_h(S_0)$, so by Lemma 4.16(2a), there exists $T \in \Lambda_h(S_0 \cup \{s\})$ such that $S_0 \subseteq T$. Let $A$ be a minimal nonspherical subset of $s^+ \cap S_0$. Then $A \times \{s\}$ is contained in some wide or slab subset of $S_0 \cup \{s\}$, which feeds into some set $T' \in \Lambda_h(S_0 \cup \{s\})$, by Lemma 4.16(1).

Now $T \cap T'$ contains $A$, so is nonspherical. Thus $T \cup T'$ is a subset of an element of $\Lambda_{h+1}(S_0 \cup \{s\})$. Since $S_0 \cup \{s\} \subseteq T \cup T'$, we conclude that $S_0 \cup \{s\}$ has hypergraph index $\leq h + 1$.

For (3), we have that $\Omega(S_i) \neq \emptyset$ for $i = 1, 2$, hence $\Omega(S_1 \cup S_2) \neq \emptyset$. Now let $h = \max\{h_1, h_2\}$. Then since by assumption $S_i \in \Lambda_{h_i}(S_i)$, by Lemma 4.16(2a) $S_i$ is contained in an element of $\Lambda_{h+1}(S_1 \cup S_2)$, say $T_i$. Now $T_1 \cap T_2$ is nonspherical, since it contains $S_1 \cap S_2$. So $T_1 \cup T_2$ is a subset of an element of $\Lambda_{h+1}(S_1 \cup S_2)$. Then since $(S_1 \cup S_2) \subseteq (T_1 \cup T_2)$, we get $S_1 \cup S_2 \in \Lambda_{h+1}(S_1 \cup S_2)$. This completes the proof.

We can now prove one implication of Theorem 1.4(4), without requiring $W$ to be 1-ended (since we have not yet invoked the divergence of $W$).

**Corollary 4.25.** Let $(W, S)$ be a Coxeter system. If $(W, S)$ has infinite hypergraph index, then $W$ is relatively hyperbolic.

**Proof.** This is immediate from the contrapositive to Proposition 4.24 together with Theorem 2.13.

We next show that hypergraph index 0 characterises linear divergence, proving Theorem 1.4(1).

**Theorem 4.26.** Let $(W, S)$ be a Coxeter system such that $W$ is 1-ended. Then $(W, S)$ has hypergraph index 0 if and only if $W$ has linear divergence.

**Proof.** Suppose first that $W$ has linear divergence. Then by Lemma 4.4(2), $\Omega(S) = \{S\}$, hence $S \in \Lambda_0 = \Lambda_0 \setminus \Lambda_{-1}$. Thus $(W, S)$ has hypergraph index 0.

Now suppose that $(W, S)$ has hypergraph index 0. Then $S$ contains a wide subset, since $\Omega(S) \neq \emptyset$, and $S \in \Lambda_0 = \Omega(S) \cup \Psi(S)$. Lemma 4.13 implies that $S \notin \Psi(S)$, and so we have $S \in \Omega(S)$. Hence $\Omega(S) = \{S\}$, and so by Lemma 4.4(2) again, $W$ has linear divergence.

The next two results prove Theorem 1.4(3).

**Theorem 4.27.** Let $(W, S)$ be a Coxeter system such that $W$ is 1-ended. Suppose $(W, S)$ has finite hypergraph index $h$. Then $W$ is strongly thick of order at most $h$.

**Proof.** The proof is by induction on $h$. If $h = 0$ then by Theorem 4.26, $W$ has linear divergence. Thus $W$ is strongly thick of order 0, by Proposition 2.6.

For the inductive step, since $S \in \Lambda_h$, by definition there is an $\equiv_{h-1}$-equivalence class $C_S$ in $\Lambda_{h-1}$ such that $S$ is the union of the elements $T$ of $C_S$. Hence by Corollary 4.23, $W = W_S$ is a tight network with respect to the collection of left cosets $\mathcal{L}_S = \{wW_T \mid w \in W, T \in C_S\}$. Now for each $T \in \Lambda_{h-1}$, the Coxeter system $(W_T, T)$ has hypergraph index at most $h - 1$. Hence by inductive assumption, for each $T \in \Lambda_{h-1}$, the group $W_T$ is strongly thick of order at most $h - 1$. It follows
that each coset $uW_T \in \mathcal{L}_S$ is strongly thick of order at most $h - 1$. Therefore $W$ is strongly thick of order at most $h$, as required.

**Corollary 4.28.** Let $(W, S)$ be a Coxeter system such that $W$ is 1-ended. If $(W, S)$ has finite hypergraph index $h$, then the divergence of $W$ is bounded above by a polynomial of degree $h + 1$.

*Proof.* This follows from Theorem 2.7 and Theorem 4.27.

We now prove the other direction of Theorem 1.4(4).

**Corollary 4.29.** Let $(W, S)$ be a Coxeter system such that $W$ is 1-ended. If $W$ is relatively hyperbolic, then $(W, S)$ has infinite hypergraph index.

*Proof.* Suppose $(W, S)$ has finite hypergraph index $h$. Then by Corollary 4.28, the divergence of $W$ is bounded above by a polynomial of degree at most $h + 1$. However, this is a contradiction, as finitely presented relatively hyperbolic groups have exponential divergence [Sis12, Theorem 1.3]. So $(W, S)$ has infinite hypergraph index.

Finally, we prove Theorem 1.4(2).

**Corollary 4.30.** Let $(W, S)$ be a Coxeter system such that $W$ is 1-ended. Suppose $(W, S)$ has hypergraph index $h = 1$. Then $W$ has quadratic divergence.

*Proof.* By Theorem 4.26, $W$ does not have linear divergence. Hence if $(W, S)$ is reducible, by Corollary 1.2 $(W, S)$ is the direct product of an irreducible nonspherical nonaffine Coxeter system with some finite (possibly reducible) Coxeter system. As divergence is a quasi-isometry invariant, we may thus assume without loss of generality that $(W, S)$ is irreducible and nonaffine. Now by Theorem 1.1 the divergence of $W$ is at least quadratic, while by Corollary 4.28 the divergence of $W$ is at most quadratic. Thus $W$ has quadratic divergence as required.

**Remark 4.31.** In the right-angled case, by [Lev19, Theorem 6.2] the Coxeter system $(W, S)$ having hypergraph index $h = 1$ is equivalent to $W$ being strongly algebraically thick of order 1; the proof relies on the characterisation of quadratic divergence for right-angled Coxeter groups. Using this equivalence as the base case of an induction, Theorem 6.5 of [Lev19] then shows that in right-angled systems, $(W, S)$ having finite hypergraph index $h > 0$ implies that $W$ is strongly algebraically thick of order at most $2h - 1$. The inductive step in the proof of [Lev19, Theorem 6.5] goes through in the general setting (using Lemma 4.14), but we do not know if in general $(W, S)$ having hypergraph index 1 implies that $W$ is strongly algebraically thick of order 1.

5. The duplex construction

We now introduce the procedure we call the *duplex construction* which, given any right-angled Coxeter system, produces infinitely many non-right-angled Coxeter systems of the same hypergraph index. In Section 5.1 we define the duplex construction and prove that it preserves hypergraph index. We briefly discuss the relationships between the original right-angled Coxeter group and its various duplexes in Section 5.2. Then in Section 5.3, we apply the duplex construction to a family of examples from [DT15] to obtain, for every integer $d \geq 1$, infinitely many pairwise nonisomorphic Coxeter groups of hypergraph index $d - 1$. In Section 5.4, we show that certain duplexes with hypergraph index $d - 1$ have divergence $\simeq r^d$ and are strongly thick of order $d - 1$; thus Conjecture 1.5 holds for these examples. Since we are working with right-angled Coxeter systems, we will mostly use defining graphs rather than Dynkin diagrams in this section.
5.1. **Construction of the duplex.** The duplex construction is the construction given by Definition 5.1 below, and the main result of this section is stated as Theorem 5.2 immediately afterwards.

**Definition 5.1.** Let \((W, S)\) be a right-angled Coxeter system. Let \(m\) be an integer \(\geq 2\) and let \(n\) be either an integer \(\geq 5\) or equal to \(\infty\). The \((m, n)\)-**duplex of** \((W, S)\), denoted \((W_2(m, n), S_2)\), is the Coxeter system constructed as follows. The generating set \(S_2\) is the disjoint union of two copies of \(S\), with each \(u \in S\) giving rise to the two elements \(u', u'' \in S_2\). The edges of the defining graph of \((W_2(m, n), S_2)\) are then labelled as follows:

1. for all \(u \in S\), the label on the edge \([u', u'']\) is \(m\);
2. if \(m_{uv} = 2\) in \((W, S)\), then the four edges \([u', v'], [u', v''], [u'', v']\) and \([u'', v'']\) all have label 2; and
3. if \(m_{uv} = \infty\) in \((W, S)\), then the four edges \([u', v'], [u', v''], [u''', v']\) and \([u''', v'']\) all have label \(n\).

**Theorem 5.2.** Let \((W, S)\) be a right-angled Coxeter system. For all \(m \geq 2\) and \(n \geq 5\) (including \(n = \infty\)), the hypergraph index of \((W_2(m, n), S_2)\) is the same as the hypergraph index of \((W, S)\).

Theorem 5.2 will be proved in the end of this subsection.

**Remark 5.3.** The intuition for Definition 5.1 and the proof of Theorem 5.2 is as follows. The requirement \(m < \infty\) is necessary so that \([u', u'']\) is a spherical subset (since it corresponds to a single generator of a right-angled Coxeter group). The requirement \(n \geq 5\) is necessary so that no nonspherical subsystem of rank 3 in \(S_2\) is affine (see Lemma 5.5). We also note that it is possible to generalise the construction of a duplex by allowing edge labels (in case \(m_{uv} = \infty\)) be varying labels \(\geq 5\) (or \(\infty\)) instead of all the same label \(n \geq 5\).

The next example will be followed throughout this section.

**Example 5.4.** Figure 5 illustrates the construction of a duplex. On the left is the defining graph \(\Gamma_3\) from [DT15, Section 5]. In this graph, all edges are labelled with 2 and all “missing” edges are labelled with \(\infty\). To keep notation simple, let \(S\) be the vertex set of \(\Gamma_3\) and let \(W = W_{\Gamma_3}\) be the associated right-angled Coxeter group. On the right we give a schematic for the defining graph, denoted \((\Gamma_3)_2\), of the duplex \((W_2(m, n), S_2)\) of \((W, S)\). Each vertex here represents two generators \(u', u'' \in S_2\) such that \(m_{u', u''} = m\), each thick black edge represents four edges all labelled by 2 and each thick grey edge represents four edges all labelled by \(n\). The Coxeter systems \((W, S)\) and \((W_2(m, n), S_2)\) both have hypergraph index 2, as we will prove.

**Figure 5.** The duplex construction. In the picture on the right every bold vertex corresponds to a pair of vertices of \((\Gamma_3)_2\) connected by an edge labelled \(m\), every thick black edge corresponds to four edges of \((\Gamma_3)_2\) labelled 2, and every thick grey edge corresponds to four edges of \((\Gamma_3)_2\) labelled \(n\).
Given a defining graph $\Gamma$ for a right-angled Coxeter system $(W, S)$, we write $\Gamma_2 = \Gamma_2(m, n)$ for the defining graph of the duplex $(W_2(m, n), S_2)$. Given $T \subseteq S$, we refer to the set $\bar{T} := \{u', u'' | u \in T\} \subseteq S_2$ as the lift of $T$. Given $T \subseteq S_2$, we refer to the set $T_0 := \{u \in S | \{u', u''\} \cap T \neq \emptyset\} \subseteq S$ as the projection of $T$. In order to prove Theorem 5.2, we first characterise the minimal nonspherical subsets of $S_2$.

**Lemma 5.5.** Let $A$ be a minimal nonspherical subset of $S_2$. Then either:

1. $|A| = 2$ and the subgraph of $\Gamma_2$ induced by $A$ is an edge labelled by $n = \infty$; or
2. $|A| = 3$ and the subgraph of $\Gamma_2$ induced by $A$ is a triangle with edge labels $(p, n, n)$, where $p \in \{2, m, n\}$ and $n$ is finite.

In particular, $A$ is not irreducible affine of cardinality $\geq 3$.

**Proof.** By Remark 2.9, $(W_A, A)$ is either irreducible affine, or has Dynkin diagram appearing in Figure 2. Then we note that in the defining graph $\Gamma_2$ of $(W_2(m, n), S_2)$, the edges labelled by $m$ are just those which connect lifts of single vertices. Therefore if two adjacent edges of $\Gamma_2$ both have labels greater than 2, then they must have labels $m \geq 3$ and $n$, or they are both labelled by $n$. Since $m$ is finite and $n \geq 5$, it follows from the classification of irreducible affine Coxeter systems and Figure 3 respectively, that the only possibilities for $A$ are as in the statement. The last sentence follows easily from the description of $A$. □

**Example 5.6.** Consider the duplex system in Example 5.4 (see also Figure 3), and assume $n$ is finite. In this case, minimal nonspherical sets in $S_2$ include $\{a_1', b_3', b_3''\}$, $\{a_1', a_3', b_3''\}$ and $\{a_1', a_3', b_3''\}$. The subgraphs of $(\Gamma_3)_2$ induced by these sets are all triangles, with labels $(m, n, n)$, $(n, n, n)$ and $(2, n, n)$, respectively.

We now consider the relationships between lifts and projections of various subsets of $S$ and of $S_2$.

**Lemma 5.7.** Lifts and projections of commuting subsets also commute.

**Proof.** If $m_{uv} = 2$ for $u, v \in S$, then by construction the lifts of $\{u\}$ and $\{v\}$ also commute. Conversely, if $m_{st} = 2$ for $s, t \in S_2$, then the projection of $\{s, t\}$ can only be either two distinct vertices in $\Gamma$ connected by an edge, or (in the case that $m = 2$) a single vertex. □

**Lemma 5.8.** Lifts and projections of nonspherical subsets are also nonspherical.

**Proof.** Given a nonspherical subset $A$ of $S$, the subgraph of $\Gamma$ induced by $A$ contains a pair of nonadjacent vertices. By Conditions (1) and (3) of Definition 5.1 this means that the defining graph of $(W_A, A)$ contains a triangle with edge labels $(m, n, n)$. Thus as $n \geq 5$, the set $A$ is also nonspherical. Now if $T \subseteq S_2$ is nonspherical, it contains a minimal nonspherical subset. Then by Lemma 5.5 the subgraph of $\Gamma_2$ induced by $T$ contains an edge labelled $n$ that corresponds to a pair of disconnected vertices in the subgraph of $\Gamma$ induced by $T_0$, so $T_0$ is also nonspherical. □

The next result says that lifts and projections of wide subsets are wide (see Definition 4.1).

**Lemma 5.9.** Let $(W, S)$ be a right-angled Coxeter system with duplex $(W_2(m, n), S_2)$.

1. Every set in $\Omega(S_2)$ is the lift of a set in $\Omega(S)$.
2. Every set in $\Omega(S)$ lifts to a set in $\Omega(S_2)$.

**Proof.** For (1), suppose $T \in \Omega(S_2)$. Then $T = A \times B$ for some $A, B \subseteq S_2$. We may assume without loss of generality that $A$ is nonspherical. Let $A'$ be a minimal nonspherical subset of $A$. Then $A'$, and therefore $A$, cannot be irreducible affine of cardinality $\geq 3$, by Lemma 5.5. From the definition of wide subsets, we conclude that $B$ is also nonspherical.
Thus by Lemma \ref{lemma:5.8}, the projections $A_0$ and $B_0$ are also nonspherical, and by Lemma \ref{lemma:5.7}, they must also commute. If $m \geq 3$, we also know that $A_0$ and $B_0$ are disjoint, since $A$ and $B$ are disjoint, and $m_{uv} = 2$ for all $u \in A$ and $v \in B$. If $m = 2$, it is possible for $A_0 \cap B_0 \neq \emptyset$, but we observe that if $u \in A_0 \cap B_0$, then $m_{uv} = 2$ for all $v \in B_0$. Thus, $A_0 \cap B_0$ is spherical and the relative complement $C := B_0 \setminus A_0$ is nonspherical. Therefore for any finite $m \geq 2$, we have that $A_0$ and $C$ are disjoint nonspherical commuting sets.

This implies that there exists a wide subset $A' \times B'$ of $S$ that contains $A_0 \times C$, where $A'$ and $B'$ are disjoint nonspherical commuting sets. Furthermore, their lifts $(\tilde{A}')$ and $(\tilde{B}')$ are also disjoint nonspherical commuting sets (by construction, Lemma \ref{lemma:5.8} and Lemma \ref{lemma:5.7}). Since $(\tilde{A}') \times (\tilde{B}')$ contains $A \times B = T$, by the maximality of $T$, we must have $T = (\tilde{A}') \times (\tilde{B}') = \tilde{A'} \times B'$. Thus $T$ is the lift of a wide subset of $S$.

For (2), suppose $T \in \Omega(S)$. Then $T = A \times B$ for some $A, B \subseteq S$. Therefore $\tilde{T} = \tilde{A} \times \tilde{B}$, by Condition (2) of Definition \ref{definition:5.1}. Further, since $(W, S)$ is a right-angled system, the sets $A$ and $B$ are both nonspherical (since there are no right-angled irreducible affine systems of rank $\geq 3$). Thus $\tilde{A}$ and $\tilde{B}$ are also nonspherical by Lemma \ref{lemma:5.8}.

To show maximality of $\tilde{T}$, suppose that $T$ is contained in a wide subset $T' \in \Omega(S_2)$. By part (1), we know that $T'$ must be the lift of a wide subset $U \in \Omega(S)$, that is, $T' = U$. Since $T \subseteq T'$, we have $T \subseteq U \subseteq \Omega(S)$. By the maximality of $T$, this means $T = U$, so $\tilde{T} = T'$. Thus $\tilde{T}$ is a wide subset of $S_2$.

\begin{corollary}
Let $(W, S)$ be a right-angled Coxeter system with duplex $(W_2(m, n), S_2)$. Then $\Omega(S) \neq \emptyset$ if and only if $\Omega(S_2) \neq \emptyset$.
\end{corollary}

\begin{example}
It is not difficult to verify that the wide subsets of $S$ from Example \ref{example:5.4} are the sets $\{a_0, b_0\} \times \{b_1, a_1, a_2, a_3\}$ and $\{a_1, b_1\} \times \{a_0, b_0, b_2\}$. By Lemma \ref{lemma:5.9} the wide subsets of $S_2$ are exactly the lifts of these sets.
\end{example}

We now consider the slab subsets of $S$ and of $S_2$ (see Definition \ref{definition:4.5}). Here, the situation is more subtle. Observe that the lift of an element of $\Psi(S)$ is not an element of $\Psi(S_2)$, since a minimal nonspherical set $A \subseteq S$ is a pair of disconnected vertices, but by Lemma \ref{lemma:5.5}, its lift $\tilde{A} \subseteq S_2$ (which has four elements) is not minimal nonspherical. The next lemma gives us a partial remedy.

\begin{lemma}
Let $T = A \times K \in \Psi(S)$, where $A$ is minimal nonspherical and $K$ is a maximal nonempty spherical subset commuting with $A$. Then there exists a set $T = \tilde{A} \times \tilde{K} \in \Psi(S_2)$ such that the projection of $T$ is $T$, $\tilde{A}$ is a minimal nonspherical subset of $\tilde{A}$ and $\tilde{K} = \tilde{K}$.
\end{lemma}

\begin{proof}
Since $S$ is right-angled, the set $A$ consists of a pair of disconnected vertices. If $n = \infty$, choose $\tilde{A}$ to be a pair of vertices in $\tilde{A}$ that are connected in $\Gamma_2$ by an edge labelled $\infty$. If $n$ is finite, choose $\tilde{A}$ to be any three vertices in $\tilde{A}$, so that the subgraph induced by $\tilde{A}$ is a triangle with finite edge labels $(m, n, n)$. We observe that $\tilde{A} \subseteq \tilde{A}$ is minimal nonspherical, and that the projection of $\tilde{A}$ is $A$.

We know that the lift $\tilde{K}$ is spherical, or else its projection $K$ would not be spherical by Lemma \ref{lemma:5.8}. Furthermore, $\tilde{K}$ must be a maximal spherical subset of $S_2$ commuting with $\tilde{A}$, because any larger spherical set $L \supseteq \tilde{K}$ which commutes with $\tilde{A}$ would have spherical projection $L_0 \supseteq K$ that commutes with $A$ (by Lemmas \ref{lemma:5.7} and \ref{lemma:5.8}), contradicting the maximality of $K$.

Now let $\tilde{T} = \tilde{A} \times \tilde{K}$. Then the projection of $\tilde{T}$ is $T$. The set $\tilde{T}$ is not wide, as $\tilde{A}$ is not irreducible affine of rank $\geq 3$ (see Remark \ref{remark:5.3}). Also, $\tilde{T}$ cannot be properly contained in a wide subset of $S_2$, since by Lemma \ref{lemma:5.9}, its projection $T = A \times K$ would then also be contained in a wide subset of $S$, contradicting the hypothesis that $T$ belongs to $\Psi(S)$. Therefore $\tilde{T}$ is in $\Psi(S_2)$. Put $\tilde{K} = \tilde{K}$ and we are done.
\end{proof}
Definition 5.13. Let \( T \in \Psi(S) \). Then if \( T \in \Psi(S_2) \) is as in the statement of Lemma 5.12 we call \( T \) a covering slab of \( T \).

From the proof of Lemma 5.12 we obtain a complete description of possible components \( \mathcal{A} \) for a covering slab \( T \): if \( n = \infty \), then \( \mathcal{A} \) is a rank 2 subsystem with the edge label \( n = \infty \), and if \( n \) is finite, then \( \mathcal{A} \) is a rank 3 subsystem with finite edge labels \((m,n,n)\). Clearly, covering slabs are not unique.

Example 5.14. Continuing Example 5.4, consider \( A = \{a_1, b_3\} \) and \( K = \{b_2\} \). Then \( A \) is minimal nonspherical, \( K \) is the maximal spherical subset commuting with \( A \), and \( T = A \times K \) is not contained in any wide subset (see Example 5.11). So \( T \) is a covering slab of \( S \).

Now assume that \( n \neq \infty \) and let \( \mathcal{A} = \{a_1', b_3', b_3''\} \subseteq S_2 \). Then \( \mathcal{A} \) is a minimal nonspherical subset of \( S_2 \), and the maximal spherical subset \( \mathcal{K} = \{b_2', b_2''\} \). From Example 5.11 we can see that the set \( T = \mathcal{A} \times \mathcal{K} = \{a_1', b_3', b_3'', b_2', b_2''\} \) is not contained in any wide subset, and hence is a covering slab of \( T \). Other covering slabs of \( T \) are \( \{a_1', b_3', b_3''\} \times \{b_2, b_2''\}, \{a_1', a_1'', b_3'\} \times \{b_2, b_2''\} \) and \( \{a_1', a_1'', b_3''\} \times \{b_2', b_2''\} \).

For convenience we will call the elements of \( \Lambda_i(S) \setminus \Psi(S) \) the non-slab elements of \( \Lambda_i(S) \). The last result we will need before proving Theorem 5.2 extends the lifting property of wide subsets to all non-slab elements of \( \Lambda_i(S) \).

Proposition 5.15. Assume that \( \Omega(S) \neq \emptyset \), equivalently by Corollary 5.10 that \( \Omega(S_2) \neq \emptyset \). Then for \( i \geq 0 \), every non-slab element of \( \Lambda_i(S) \) lifts to a non-slab element of \( \Lambda_i(S_2) \), and every non-slab element of \( \Lambda_i(S_2) \) is the lift of a non-slab element of \( \Lambda_i(S) \).

Proof. We proceed by induction on \( i \). As the wide subsets of \( S_2 \) are exactly the lifts of the wide subsets of \( S \), by Lemma 5.9 the result holds for \( i = 0 \).

Now assume the result holds for some fixed \( i \). If \( X \in \Lambda_{i+1}(S) \setminus \Psi(S) \), then Corollary 4.15 implies that any \( \equiv_i \)-equivalence class whose union is \( X \) has at least one non-slab element, say \( T \). Then, by assumption, \( \widehat{T} \) is a non-slab element of \( \Lambda_i(S_2) \). Let \( Y \) be the union of the elements of the \( \equiv_i \)-equivalence class of \( T \). Then \( Y \in \Lambda_{i+1}(S) \setminus \Psi(S) \) by Corollary 4.15. Moreover, Corollary 4.15 and the induction hypothesis imply that every non-slab element of \( \Lambda_{i+1}(S_2) \) has this form, i.e. the union of the elements of the \( \equiv_i \)-equivalence class of a non-slab element which is the lift of a non-slab element of \( \Lambda_i(S) \). Thus, both statements of the proposition will be proved if we show that \( \widehat{X} = Y \). We achieve this by first showing that \( \widehat{X} \subseteq Y \) and \( Y_0 \subseteq X \). This will complete the proof, since the latter statement implies that \( Y \subseteq Y_0 \subseteq \widehat{X} \).

To prove that \( \widehat{X} \subseteq Y \), fix \( x \in X \). We need to show that the lift \( \{x', x''\} \) is contained in \( Y \). Let \( U \in \Lambda_i(S) \) be a subset of \( S \) such that \( x \in U \) and \( T \equiv_i U \). Thus there exists a sequence \( T = T_0, T_1, \ldots, T_\ell = U \) of distinct sets in \( \Lambda_i(S) \) such that \( T_j \cap T_{j+1} \) is nonspherical for \( 0 \leq j < \ell \). We now construct a sequence of sets \( \widehat{T_j} \in \Lambda_i(S_2) \) with similar properties.

For \( 0 \leq j \leq \ell \), if \( T_j \) is a non-slab element, then take \( \widehat{T_j} = \widehat{T_j} \), and note that \( \widehat{T_j} \in \Lambda_i(S_2) \) by the inductive hypothesis. Otherwise, let \( T_j \) any covering slab of \( T_j \), and let \( \widehat{T_j} \) be the element of \( \Lambda_i(S_2) \) such that \( \widehat{T_j} \) feeds into \( \widehat{T_j} \), which exists by Lemma 4.16(1).

We claim that \( \widehat{T_j} \cap \widehat{T_{j+1}} \) is nonspherical for each \( j \). This is obvious for non-slab \( T_j \) and \( T_{j+1} \), since then \( \widehat{T_j} \cap \widehat{T_{j+1}} = \widehat{T_j} \cap \widehat{T_{j+1}} = \widehat{T_j} \cap \widehat{T_{j+1}} = \text{non-spherical} \) by Lemma 5.8. If, say, \( T_j \) is slab and \( T_{j+1} \) is non-slab, then their intersection contains a pair of vertices connected by an edge with label infinity. From the construction of \( T_j \), we see that \( \widehat{T_j} \cap \widehat{T_{j+1}} \) is nonspherical. Thus \( \widehat{T_j} \cap \widehat{T_{j+1}} \) is nonspherical, as it contains \( \widehat{T_j} \cap \widehat{T_{j+1}} \). Finally, Lemma 4.14 implies that \( T_j \) and \( T_{j+1} \) cannot both be slab. This proves the claim. It follows that \( \widehat{T} \equiv_i \widehat{T} \).
If $U$ is non-slab then $\tilde{T}_t = \tilde{U}$ contains the lift $\{x', x''\}$ of $\{x\}$. If $U$ is slab, then there exist covering slabs $U'$ and $U''$ that contain $x'$ and $x''$ and feed into $\tilde{T}_t'$ and $\tilde{T}_t''$ respectively. Then from the previous paragraph we know that $T \equiv_i \tilde{T}_t'$ and $T \equiv_i \tilde{T}_t''$. It follows that both $x'$ and $x''$ belong to $Y$ and hence $\tilde{X} \subseteq Y$.

It remains to show that $Y_0 \subseteq X$. Let $y \in Y$. Then there is a $U \in \Lambda_i(S_2)$ such that $y \in U$ and $\tilde{T} \equiv_i U$. So there exists a sequence $T = U_1, U_2, \ldots, U_\ell = U$ of distinct sets in $\Lambda_i(S_2)$ such that $U_j \cap U_{j+1}$ is nonspherical for $1 \leq j < \ell$. We will construct a sequence of subsets $V_1, \ldots, V_\ell$ in $\Lambda_i(S)$ such that $V_1 = T$, the set $V_\ell$ contains the projection of $y$, and $V_j \cap V_{j+1}$ is nonspherical for all $0 \leq j < \ell$.

If $U_j$ is non-slab, let $V_j = (U_j)_0$, and note that $V_j \in \Lambda_i(S)$ by the inductive hypothesis. If $U_j$ is slab, then $U_j = A \times K$ where $A$ is a minimal nonspherical subset of $S_2$ and $K$ is a maximal nonempty spherical subset of $S_2$ commuting with $A$. For $j < \ell$, let $A'$ be any minimal nonspherical subset of the projection $A_0$ (which is nonspherical by Lemma 5.8), and for $j = \ell$ we additionally require that $A'$ contains the projection $\{y\}_0$ of $y$, if $y \in A$ (we appeal here to Lemma 5.5). Note that $K_0$ commutes with $A'$ by Lemma 5.7. Then we know from Definitions 4.1 and 4.5 that $A \times K_0$ is contained in either a wide or slab subset in $\Lambda_0(S)$, and thus feeds into some element of $\Lambda_i(S)$ by Lemma 4.16(1). Denote this subset $V_j$.

Note that by Lemma 5.8, each projection $(U_j \cap U_{j+1})_0$ is nonspherical. If $U_j$ and $U_{j+1}$ are both non-slab, then $V_j$ and $V_{j+1}$ are non-slab as well by the inductive hypothesis, and $V_j \cap V_{j+1} = (U_j)_0 \cap (U_{j+1})_0$ is nonspherical, since this intersection contains $(U_j \cap U_{j+1})_0$. If, say, $U_j$ is non-slab but $U_{j+1}$ is slab, then $V_j \cap V_{j+1} = A \times K$ as described above, and we observe that since $A$ is minimal nonspherical, it is contained in the nonspherical intersection $U_j \cap U_{j+1}$. In particular, we see that $A' \subseteq (U_j)_0 \cap V_{j+1}$, so $V_j \cap V_{j+1}$ is nonspherical in this case as well. Finally, Lemma 4.14 implies that no two consecutive elements of the sequence $U_1, \ldots, U_\ell$ are slab. We have shown that every pair of consecutive elements of the sequence $T = V_1, V_2, \ldots, V_\ell$ has nonspherical intersection. Therefore $T \equiv_i V_t$, and by construction, the projection $\{y\}_0$ is contained in $V_t$. Thus $\{y\}_0 \subseteq X$ and we conclude that $Y_0 \subseteq X$. 

We can now prove Theorem 5.2.

Proof of Theorem 5.2. By Corollary 5.10 we know that $\Omega(S) \neq \emptyset$ if and only if $\Omega(S_2) \neq \emptyset$. If $\Omega(S)$ and $\Omega(S_2)$ are both empty then $(W, S)$ and its duplex have infinite hypergraph index and we are done. So we suppose that $\Omega(S) \neq \emptyset$ and $\Omega(S_2) \neq \emptyset$. Then $S$ contains a wide subset, and so by Lemma 4.13, $S \notin \Psi(S)$. Similarly, $S_2 \notin \Psi(S_2)$.

Assume that $S_2$ is a set in $\Lambda_i(S_2)$ for some $i \geq 0$. Then it is a non-slab subset, that is, $S_2 \in \Lambda_i(S_2) \setminus \Psi(S_2)$. By Proposition 5.15, $S_2 \in \Lambda_i(S_2) \setminus \Psi(S_2)$ if and only if $S \in \Lambda_i(S) \setminus \Psi(S)$, since $S_2$ is the lift of $S$. Therefore, $S_2$ is in $\Lambda_i(S_2) \setminus \Lambda_i(S_2)$ if and only if $S$ is in $\Lambda_i(S) \setminus \Lambda_i(S)$, and so the two Coxeter systems must have the same hypergraph index. 

5.2. Relationships between duplexes. In Proposition 5.16 we show that as we vary the parameters $m$ and $n$ in the duplex construction, we obtain infinitely many pairwise nonisomorphic Coxeter groups. We then state some open questions concerning the commensurability and quasi-isometry classification of duplex groups.

Proposition 5.16. Let $(W, S)$ be a nonspherical right-angled Coxeter system. Let $m$ and $m'$ be integers $\geq 2$ and let $n$ and $n'$ be either integers $\geq 5$ or equal to $\infty$. Then the Coxeter groups $W_2(m, n)$ and $W_2(m', n')$ are abstractly isomorphic if and only if $(m, n) = (m', n')$.

Proof. Assume $W_2(m, n)$ and $W_2(m', n')$ are isomorphic. We wish to show that $(m, n) = (m', n')$. Since $(W, S)$ is nonspherical, $(W_2(m, n), S_2)$ is nonspherical for all $m$ and $n$ by Lemma 5.8. In
particular, there exist edges labelled $n$ in the Dynkin diagram of $(W_2(m, n), S_2)$ (and similarly for $n'$ and $W_2(m', n')$). Up to symmetry, there are three cases possible:

1. both $n$ and $n'$ are $\infty$;
2. $n$ is finite, but $n'$ is $\infty$;
3. both $n$ and $n'$ are finite.

We will make use of the following facts:

(i) every finite subgroup of a Coxeter group is conjugate into a finite special subgroup (see e.g. [BH93 Proposition 1.3] or [BB05 Theorem 4.5.3]); and, moreover,

(ii) the conjugacy classes of the maximal finite subgroups of a Coxeter group are in one-to-one correspondence with the maximal spherical subsets of its Coxeter generating set (see [BMM02 Theorem 1.9]).

In case (1) the finite subgroups of maximal order in $W_2(m, \infty)$ are all isomorphic to the direct product of all dihedral groups of order $2m$, where $N$ is the maximum number of vertices in a clique in the defining graph of $(W, S)$. These dihedral groups of $W_2(m, \infty)$ are generated by $\cup_{j=1}^{2N} \{u_i, u''_i \}$, where $\{u_1\ldots, u_N\} \subseteq S$ is the vertex set of a maximal clique in the defining graph for $(W, S)$. Thus, the maximum order of a finite subgroup of $W_2(m, \infty)$ is $(2m)^N = 2^N m^N$, and this maximum is achieved. Similarly, the maximum order of a finite subgroup of $W_2(m', \infty)$ is $2^N (m')^N$, and this maximum is achieved as well. It follows that $m = m'$.

In case (2) we observe that, as in case (1) above, the maximal spherical subsets of $(W_2(m', \infty), S_2)$ bijectively correspond to cliques in the defining graph of $(W, S)$. We notice that such clique gives rise to a maximal spherical subset in the system $(W_2(m, n), S_2)$ as well. However, in the system $(W_2(m, n), S_2)$ there are also 2-element spherical subsets consisting of edges labelled $n$ and they are not contained in any of the maximal spherical subsets coming from cliques. By (ii) above, we conclude that $W_2(m, n)$ contains more conjugacy classes of maximal finite subgroups than $W_2(m', \infty)$, and therefore these Coxeter groups cannot be isomorphic. (Notice that our reasoning allows the situation when $n = m$.)

In case (3) we appeal to Theorem 1(b) of [FH90], which says that a nonspherical Coxeter system with all edge labels finite is rigid, meaning that the corresponding Dynkin diagram is unique up to the isomorphism of edge-labelled graphs. In our setting, this means there is a label preserving graph isomorphism $f: \Delta \to \Delta'$, where $\Delta$ and $\Delta'$ are the Dynkin diagrams corresponding to $(W_2(m, n), S_2)$ and $(W_2(m', n'), S_2)$, respectively. Note that each vertex of $\Delta$ has at most one incident edge with label $m$ (one if $m \neq 2$ and none if $m = 2$), and an even number of incident edges with label $n$. In particular, every vertex has even valence if and only if $m = 2$. The analogous statements hold for $\Delta'$. It follows that $m = 2$ if and only if $m' = 2$. Now if $m = m' = 2$, then $n = n'$, as $n$ and $n'$ are the only labels. Otherwise, if $m, m' \neq 2$, the equality of edge labels of $\Delta$ and $\Delta'$ gives $\{m, n\} = \{m', n'\}$. Note that since $(W, S)$ is nonspherical, its Dynkin diagram has at least one edge with label $\infty$, and it follows that there is a vertex $v$ in $\Delta$ with at least two incident edges labelled $n$. Since $f(v)$ is incident to just one edge labelled $m'$, at least one of these $n$-labelled edges is mapped to an edge incident to $f(v)$ labelled $n'$. Thus $n = n'$, and so $m = m'$.

The following open questions concern the coarse geometric relationships between duplexes. We say that two groups $G$ and $H$ are commensurable if they have isomorphic finite index subgroups.

**Questions 5.17.** Let $W$ be a nonspherical right-angled Coxeter group, let $m$ and $m'$ be integers $\geq 2$ and let $n$ and $n'$ be either integers $\geq 5$ or equal to $\infty$.

1. (a) Is $W$ commensurable to the duplex $W_2(m, n)$?
   (b) If $(m, n) \neq (m', n')$, are $W_2(m, n)$ and $W_2(m', n')$ commensurable?
2. (a) Is $W$ quasi-isometric to the duplex $W_2(m, n)$?
(b) If \((m, n) \neq (m', n')\), are \(W_2(m, n)\) and \(W_2(m', n')\) quasi-isometric?

We have included 1(a) and 2(a) here since a positive answer to these questions immediately implies a positive answer to 1(b) and 2(b), respectively. Note also that positive answers to 1(a) and 1(b) imply positive answers to 2(a) and 2(b), respectively. Concerning 2(a), we note that the “obvious” map from \(W_2(m, n)\) back to \(W\), taking \(u', v' \in S_2\) to \(u \in S\), is not a quasi-isometry. For example, if \(m_{uv} = \infty\) then \(\langle u', v', v'', u'' \rangle\) is a convex subgroup of \(W_2(m, n)\), and is not 2-ended, but its image under this map is the convex subgroup \(\langle u, v \rangle \cong D_\infty\) of \(W\), which is 2-ended. Similar reasoning shows that a map from \(W\) to \(W_2(m, n)\) induced by sending each \(u \in S\) to some element of the finite dihedral group \(\langle u', v' \rangle\) is not a quasi-isometry.

5.3. Examples with arbitrary hypergraph index. We now show how to obtain examples with hypergraph index any non-negative integer, and thus prove part of Corollary 1.6.

For \(d \geq 1\), let \(\Gamma_d\) be the defining graph from Figure 6; these examples first appeared in [DT15, Section 5]. While it is possible to show directly that the associated right-angled Coxeter system has hypergraph index \(d - 1\), we use the following two results instead.

**Proposition 5.18** (Propositions 5.1 and 5.3 of [DT15]). For \(d \geq 1\), the right-angled Coxeter group defined by \(\Gamma_d\) has divergence polynomial of degree \(d\).

**Theorem 5.19** (Theorem A of [Lev22]). For \(d \geq 1\), a right-angled Coxeter group has divergence polynomial of degree \(d\) if and only if its defining graph has hypergraph index \(d - 1\).

By combining these results with Theorem 5.2, we obtain:

**Corollary 5.20.** Let \(\Gamma_d\) be the \(d\)-th graph in the sequence shown in Figure 6, with associated right-angled Coxeter group \(W_{\Gamma_d}\). For all \(m \geq 2\) and \(n \geq 5\) (including \(n = \infty\)), the duplex group \((W_{\Gamma_d})_2(m, n)\) has hypergraph index \(d - 1\).

Now Corollary 5.20 and Proposition 5.16 together establish the existence of infinitely many pairwise nonisomorphic examples of non-right-angled Coxeter groups with hypergraph index \(d - 1\). Thus the first sentence in Corollary 1.6 of the introduction holds.

5.4. Examples with arbitrary divergence. We now prove that for all positive integers \(d\), certain of the duplex groups from Section 5.3 have divergence polynomial of degree \(d\) and are strongly thick of order \(d - 1\). This completes the proof of Corollary 1.6 of the introduction. Specifically, we prove:

**Proposition 5.21.** Let \(\Gamma_d\) be the \(d\)-th graph in the sequence shown in Figure 6, with associated right-angled Coxeter group \(W_{\Gamma_d}\). Let \(m \geq 2\) be an even number. Then the duplex group \((W_{\Gamma_d})_2(m, \infty)\) has divergence \(\approx r^d\).
Corollary 5.22. For \( m \geq 2 \) even, \((W_{\Gamma_d})_2(m, \infty)\) is strongly thick of order \( d - 1 \).

Proof of Corollary 5.22. By Corollary 5.20, the group \((W_{\Gamma_d})_2(m, \infty)\) has hypergraph index \( d - 1 \). Hence by Theorem 4.27, \((W_{\Gamma_d})_2(m, \infty)\) is strongly thick of order at most \( d - 1 \). If it is strongly thick of order \( n < d - 1 \), then by Theorem 2.7 its divergence is bounded above by \( r^{n+1} \) with \( n + 1 < d \). This contradicts Proposition 5.21. \( \square \)

We note that the duplex Coxeter groups in Proposition 5.21 are right-angled only when \( m = 2 \). Thus by Proposition 5.16 and Corollary 5.22, for every \( d \geq 1 \), as \( m \) varies we obtain infinitely many non-right-angled Coxeter groups which have degree \( d \) polynomial divergence, and for which Conjecture 1.5 holds. As discussed in Section 5.2, we do not know whether these duplex groups are quasi-isometric to the right-angled Coxeter group defined by \( \Gamma_d \).

In order to prove Proposition 5.21, we first introduce some background, fix some notation, and state a technical lemma (Lemma 5.24 below). We then give a short proof of Proposition 5.21; the upper bound in the proposition is obtained from the hypergraph index, and the lower bound follows easily from Lemma 5.24. We defer the proof of Lemma 5.24 till the end of the section. Its proof follows the same general outline as the analogous result in the right-angled case [DT15, Proposition 5.3], but the details are considerably more involved.

For the remainder of this section, we fix an even integer \( m \geq 2 \) and denote the duplex Coxeter group \((W_{\Gamma_d})_2(m, \infty)\) simply by \( W_d \). We denote the defining graph \( (\Gamma_d)_2 \) of \( W_d \) by \( \Phi_d \) and its Cayley graph by \( C_d \). We write \( \Sigma_d \) for the Davis complex of \( W_d \) (with its duplex generating set), and recall that \( \Sigma_d \) has 1-skeleton \( C_d \). (See the end of Section 2.3 for background on the structure of the Davis complex.)

Since \( m \) is even, every \( m_{st} \) in the presentation of \( W_d \) is either even or infinity. It follows that given any wall \( H \) of \( \Sigma_d \), each edge of \( C_d \) dual to \( H \) is labelled by the same generator; this generator is called the type of \( H \). Note that unlike in the right-angled case, walls of the same type can intersect each other. If two walls intersect, then either they have the same type, or there is an edge between their types in \( \Phi_d \) (which means that the corresponding label \( m_{st} \) is not \( \infty \)).

Given a wall \( H \) of \( \Sigma_d \), we define \( N_H \) to be the intersection of all (closed) half-spaces of \( \Sigma_d \) which contain \( H \) in their interior; if there are no such half-spaces (equivalently, if every wall of \( \Sigma_d \) intersects \( H \)), we define \( N_H = \Sigma_d \). Let \( N_H^1 \) denote the subgraph of \( C_d \) induced by the vertices of \( C_d \) which lie in \( N_H \). We say that a path \( \gamma \) in \( C_d \) travels along \( H \) if \( \gamma \) lies in \( N_H^1 \) but does not cross \( H \). Observe that these definitions make sense for arbitrary Coxeter systems, not just the duplex \( W_d \).

Lemma 5.23. Let \( H \) be a wall of \( \Sigma_d \) and let \( N_H^1 \) be as defined above. Then:

1. If \( v \) is a vertex of \( C_d \) which is the endpoint of an edge dual to \( H \), then \( v \in N_H^1 \). In particular, \( N_H^1 \) is nonempty.
2. Let \( v \) and \( w \) be any two vertices of \( N_H^1 \), and let \( \gamma \) be any geodesic in \( C_d \) from \( v \) to \( w \). Then \( \gamma \) is contained in \( N_H^1 \), and if in addition \( v \) and \( w \) are in the same component of the complement of \( H \), then \( \gamma \) travels along \( H \).
3. If a path \( \gamma \) in \( C_d \) travels along \( H \), then the label of any of its edges lies in the star of the type of \( H \) in \( \Phi_d \).

Proof. If \( N_H = \Sigma_d \) then \( N_H^1 = C_d \) and (1) is obvious. Otherwise, let \( H' \) be any wall of \( \Sigma_d \) which is disjoint from \( H \). Write \( H'_v \) for the half-space of \( \Sigma_d \) which is bounded by \( H' \) and contains \( v \). Then since no wall separates \( v \) from \( H \), and \( H \) and \( H' \) are disjoint, the wall \( H \) is contained in the interior of \( H'_v \). That is, for every wall \( H' \) which is disjoint from \( H \), the half-space bounded by \( H' \) which contains \( v \) equals the half-space bounded by \( H' \) which contains \( H \) in its interior. Hence \( v \in N_H \), and so \( v \in N_H^1 \).
Now by [Dav08, Lemma 4.5.7], the subgraph $N^1_H$ of $\mathcal{C}_d$ is convex in the word metric, so the first claim in (2) holds. If $v$ and $w$ are in the same component of the complement of $H$, the path $\gamma$ contains $2k$ edges which are dual to $H$, for some integer $k \geq 0$. But since $\gamma$ is a geodesic, it crosses each wall at most once, so $k = 0$. Therefore $\gamma$ travels along $H$, as required.

For (3), as $\gamma$ travels along $H$, each of its edges is in $N^1_H$. By the definition of $N^1_H$, any wall $K$ dual to such an edge necessarily intersects $H$. Then, as noted above, the types of $K$ and $H$ are either equal or adjacent in $\Phi_d$. \hfill $\Box$

We note that the proofs of (1) and (2) in Lemma 5.23 are valid for all Coxeter systems, while (3) holds whenever all finite $m_{st}$ in the presentation are even, so that walls have well-defined types.

Returning to our setting of duplex groups, the following lemma gives a lower bound on the divergence of pairs of geodesics that travel along certain types of walls in $\Sigma_d$. Recall that $W_{\Gamma_d}$ is generated by the elements $a_i, b_i$ for $i = 0, \ldots, d$ and its duplex $W_d$ has corresponding generators $a'_i, a''_i, b'_i, b''_i$.

**Lemma 5.24.** For each $1 \leq k \leq d$, there exists a constant $C_k$ with the following property: Given any $n$ with $k \leq n \leq d$, and any geodesic rays $\alpha$ and $\beta$ in $\mathcal{C}_{d+3}$ satisfying (1)-(3) below:

1. $\alpha$ and $\beta$ have the same initial vertex, say $p$;
2. $\alpha$ travels along a wall of type $b'_n$ or $b''_n$; and
3. $\beta$ travels along a wall of type $b'_{n+1}$ or $b''_{n+1}$;

the following inequality holds for all $r \geq 3^{k+1}M$ (where $M = 4m + 1$), and for all $r_1, r_2 \geq r$:

$$d^\text{av}_{p,r}(\alpha(r_1), \beta(r_2)) \geq C_k r^k.$$

In practice, for a fixed $n$, we will use the best lower bound provided by this lemma, which occurs when $k = n$. However, the above formulation is needed for a proof by induction (on $k$). As will be evident from the proof strategy, it is not easy to induct on $n$ directly; this has to do with the fact that walls of type $b'_n$ or $b''_n$ can cross walls of type $b'_{n+1}$ or $b''_{n+1}$.

Before proving Lemma 5.24, we explain how this immediately gives Proposition 5.21.

**Proof of Proposition 5.21.** By Proposition 5.18, Theorem 5.19 and Theorem 5.2, the hypergraph index of $W_d$ is $d - 1$. Then it follows from Corollary 4.28 that the divergence of $W_d$ is $\leq r^{d-1}$. To obtain the lower bound on divergence, we define $\alpha$ (respectively, $\beta$) to be the geodesic ray based at $c$ with label $b'_{d-1}a'_{d-1}b'_{d-1}a'_{d-1} \ldots$ (respectively, $b''_d a'_d b''_d \ldots$), which travels along a wall of type $b'_d$ (respectively, $b''_{d+1}$) in $\mathcal{C}_{d+3}$. Thus, we can apply Lemma 5.24 with $k = n = d$ to conclude that $d^\text{av}_{c,r}(\alpha(r), \beta(r)) \geq C_d r^d$, for all $r > 3^{d+1}(4m + 1)$, where the avoidant distance is being computed in $\mathcal{C}_{d+3}$. Any avoidant path between $\alpha(r)$ and $\beta(r)$ in $\mathcal{C}_d$ remains avoidant under the isometric inclusion $\mathcal{C}_d \ni \mathcal{C}_{d+3}$, and therefore also has length bounded below by $C_d r^d$. This proves the desired lower bound on the divergence of $W_d$. \hfill $\Box$

We now introduce some terminology and a lemma to be used in the proof of Lemma 5.24. For any vertex $x$ of $\Gamma_d$, we use $x^*$ to denote one or both of the lifts of $x$, i.e., $x'$ and/or $x''$ (depending on the context). We sometimes refer to $i$ as the *subscript* of $b_i^*$. The *support of a word* is the set of letters that appear in it. We define the *support of a path* (finite or infinite) in $\mathcal{C}_d$ to be the support of its label. Recall that the label of any subsegment of a geodesic is a reduced word. The following lemma will be applied to labels of geodesic segments a number of times in the proof of Lemma 5.24.

**Lemma 5.25.** Let $w$ be a reduced word in $W_k$, with $k$ arbitrary.
(1) **If the support of** \( w \) **is contained in the star of a vertex** \( x' \) **(or** \( x'' \) **) in** \( \Phi_k \), **then** \( w \) **contains at most** \( m \) **instances of** \( x^* \).

(2) **If the support of** \( w \) **is contained in the lift of an adjacent pair of vertices** \( \{x, y\} \) **of** \( \Gamma_k \), **then** \( |w| \leq 2m \).

**Proof.** For (1), note that the stars of \( x' \) and \( x'' \) in \( \Phi_k \) are equal, and all edges in this star, except possibly the edge between \( x' \) and \( x'' \) (which is labelled \( m \)), are labelled 2. Thus, \( x^* \) commutes with every letter of \( w \) that is not in \( \{x', x''\} \), and so \( w \) can be rearranged, by commuting letters, to a word of the same length which has the form \( w_x w' \), where \( w_x \) has support contained in \( \{x', x''\} \), and the support of \( w' \) does not contain \( x^* \). Since \( w \) is reduced, so is \( w_x \). Now since \( (x' x'')^m = 1 \), a word of length greater than \( m \) in these letters is not reduced. Thus, \( |w_x| \leq m \), and (1) follows.

For (2), we note that the lift of \( \{x, y\} \) is contained in the star of \( x^* \) as well as the star of \( y^* \) in \( \Phi_k \), and we apply (1) to both \( x^* \) and \( y^* \). \( \square \)

We are now ready to prove Lemma 5.24. In the proof below, given a geodesic \( \gamma \), we use the notation \( \gamma_{[s,t]} \) to denote the segment of \( \gamma \) between \( \gamma(s) \) and \( \gamma(t) \).

**Proof of Lemma 5.24.** We begin with some preliminaries. By the symmetry of \( \Phi_{d+3} \) interchanging \( b'_n \) with \( b''_n \) and \( b'_{n+1} \) with \( b''_{n+1} \), respectively, we may assume, without loss of generality, that \( \alpha \) travels along a wall of type \( b'_n \) and \( \beta \) travels along a wall of type \( b'_{n+1} \). By Lemma 5.23(3), the support of \( \alpha \) is contained in the star of \( b'_n \) in \( \Phi_{d+3} \), which is equal to \( \{a^*_{n-1}, b''_{n-1}, b''_{n}, b'_{n+1}\} \); see Figure 7. Similarly, the support of \( \beta \) is contained in \( \{a''_n, b''_{n}, b'_{n+1}, b''_{n+2}\} \), which is the star of \( b'_{n+1} \).

Next, we establish some restrictions on the number and types of walls crossed by both \( \alpha \) and \( \beta \):

**Claim 1.** Let \( K = K_1, K_2, \ldots \) denote the sequence of walls crossed by \( \beta_{[0,\infty)} \), where \( K_i \) is dual to the edge between \( \beta(i-1) \) and \( \beta(i) \). Then:

(i) There are at most \( m \) walls in \( K \) of type \( b''_{n+1} \).

(ii) If \( \alpha \) crosses some \( K_j \in K \) with \( j > 2m \), then \( K_j \) has type \( b''_{n+1} \).

**Proof of Claim 1.** The set of types of walls in \( K \) is the support of \( \beta \), which is contained in the star of \( b'_{n+1} \). Thus, Lemma 5.25(1) implies that the label of \( \beta \) contains at most \( m \) instances of \( b''_{n+1} \), proving (i).

Comparing the supports of \( \alpha \) and \( \beta \), we see that any wall crossed by both \( \alpha \) and \( \beta \) must be of type \( b''_n \) or \( b''_{n+1} \). We will now show that if \( K_j \in K \) is a wall of type \( b''_n \) crossed by \( \alpha \), then \( j \leq 2m \). Let \( K_i \) be any wall in \( K \) with \( i < j \). Then \( K_i \) intersects either \( K_j \) or \( \alpha \) (for if it doesn’t intersect \( K_j \), then it separates \( \alpha(0) = \beta(0) \) from \( K_j \), and therefore from some vertex \( \alpha(k) \) in \( N_{K_i}^{b_n} \), forcing \( \alpha \) to cross it). If \( K_i \) intersects \( K_j \), which is a wall of type \( b''_n \), then \( K_i \) has type either \( b''_n \) or \( b''_{n+1} \) since walls of type \( a''_n \) and \( b''_{n+2} \) can’t intersect a wall of type \( b''_n \). If \( \alpha \) crosses \( K_i \), then both \( \alpha \) and \( \beta \) cross \( K_i \) and hence \( K_i \) has type \( b''_n \) or \( b''_{n+1} \) again. It follows that the label of \( \beta_{[0,j]} \) is a reduced word with support in \( \{b''_n, b''_{n+1}\} \). So, by Lemma 5.25(2) it has length at most \( 2m \). In particular, we have that \( j \leq 2m \), proving (ii). This proves Claim 1.
We now prove Lemma 5.24 by induction on \( k \). For the base step, let \( k = 1 \). Fix \( r \geq 3^2 M > 9m \) and \( r_1, r_2 \geq r \). Fix \( n \) satisfying \( 1 \leq n \leq d \) and let \( \alpha, \beta \) and \( K \) be as above. Claim 1 readily implies that at least \( r - 3m > r - r/3 = 2r/3 \) of the walls crossed by \( \beta_{[0,r]} \) do not intersect \( \alpha \). Any path from \( \alpha(r_1) \) to \( \beta(r_2) \) must necessarily cross all of these walls, as each of them separates \( \alpha(r_1) \) and \( \beta(r_2) \). In particular, any \( r \)-avoidant path from \( \alpha(r_1) \) to \( \beta(r_2) \) has length at least \( 2r/3 \). This proves the base step, with \( C_1 = 2/3 \).

Now assume the statement is true for \( k - 1 \). Fix \( r \geq 3^{k+1} M \) and \( n \) satisfying \( k \leq n \leq d \). Let \( \alpha, \beta \) and \( K \) be as above. Let \( \eta \) be an arbitrary \( r \)-avoidant path from \( \alpha(r_1) \) to \( \beta(r_2) \), where \( r_1, r_2 \geq r \). To obtain a lower bound on the length of \( \eta \), we first pass to a subsequence \( \mathcal{H} \) of \( K \) given by the following claim:

**Claim 2.** There exists a sequence of walls \( \mathcal{H} = H_0, \ldots, H_t \) with the following properties:

1. \( \mathcal{H} \) is a subsequence of \( K_{2m+1}, K_{2m+2}, \ldots, K_{r/2} \);
2. For all \( i \), the type of \( H_i \) is \( b_n^* \) or \( b_{n+2}^* \);
3. For all \( i \geq 1 \), either the types of \( H_{i-1} \) and \( H_i \) have different subscripts or there exists \( K \in \mathcal{K} \) of type \( a_n^* \) which separates \( H_{i-1} \) and \( H_i \);
4. \( \alpha \) does not cross \( H_i \) for any \( i \); and
5. \( l \geq r/(4M) \).

**Proof of Claim 2.** We first observe that any subsegment of \( \beta \) of length \( 2m + 1 \) has at least one instance of \( b_n^* \) or \( b_{n+2}^* \) (for if not, then its label would be a reduced word of length \( 2m + 1 \) with support in \( \{a_n^*, b_{n+1}^* \} \), violating Lemma 5.25(2)). By similarly applying Lemma 5.25(2) to the pairs \( \{b_n^*, b_{n+1}^* \} \) and \( \{b_{n+1}^*, b_{n+2}^* \} \), respectively, we conclude that any subsegment of \( \beta \) of length \( 2m + 1 \) contains at least one instance of \( a_n^* \) or \( b_{n+2}^* \), and at least one instance of \( a_n^* \) or \( b_{n+2}^* \).

The sequence \( \mathcal{H} \) is chosen as follows. From the previous paragraph, we know that \( \beta_{[2m,4m+1]} \) is dual to some \( K \in \mathcal{K} \) of type \( b_n^* \) or \( b_{n+2}^* \), and we set \( H_0 = K \). Now for \( j > 1 \), suppose \( H_{j-1} \) has been chosen to be some \( K_i \in \mathcal{K} \), say of type \( b_n^* \). (The \( b_{n+2}^* \) case is analogous.) Then \( \beta_{[i-1,i+2m]} \) crosses some \( K_{i'} \in \mathcal{K} \) of type \( b_{n+2}^* \) or \( a_n^* \) (from the previous paragraph). In the former case, we set \( H_j = K_{i'} \) and note that the types of \( H_{j-1} \) and \( H_j \) have different subscripts. Otherwise, if \( K_{i'} \) has type \( a_n^* \), we know that \( \beta_{[i'-1,i'+2m]} \) crosses some \( K_{i''} \) of type \( b_n^* \) or \( b_{n+2}^* \), and we set \( H_j = K_{i''} \).

In this case \( K_{i''} \) separates \( H_{j-1} \) and \( H_j \), since walls of type \( a_n^* \) cannot intersect walls of type \( b_n^* \) or \( b_{n+2}^* \). We continue until we have exhausted all the walls in \( \mathcal{K} \) up until \( K_{r/2} \).

Note that properties (i)–(iii) are obvious from this selection process, and (iv) follows easily from (i), (ii) and Claim 1(ii). Moreover, the selection process guarantees that every subsegment of \( \beta_{[0,r/2]} \) of length \( M = 4m + 1 \) crosses at least one wall in \( \mathcal{H} \). Thus \( |\mathcal{H}| \geq \lceil \frac{r}{2} \rceil / M \), and since \( r \geq 3^{k+1} M \geq 4M \),

\[
l = |\mathcal{H}| - 1 \geq \frac{r/2}{M} - 1 \geq \frac{r/2}{M} - 1 = \frac{r - 2M}{2M} \geq \frac{r}{4M}.
\]

This proves (v) and completes the proof of Claim 2.

As in the base step, Claim 2(iv) implies that \( \eta \) crosses each wall in \( \mathcal{H} \). Our next goal is to obtain a lower bound on the length of the part of \( \eta \) between \( H_{i-1} \) and \( H_i \), for each \( i \); see Figure 8. We do this by applying the inductive hypothesis to a pair of geodesics \( \mu_i' \) and \( \nu_i \), which we now define.

For \( 0 \leq i \leq l \), let \( g_i \) be the first vertex of \( \beta \) which is in \( N_{H_i}^1 \). In particular, \( g_i \) is in the same component of the complement of \( H_i \) as \( p = \beta(0) \). Let \( h_i \) be the first vertex of \( \eta \) which is in \( N_{H_i}^1 \). In particular, \( h_i \) is in the same component of the complement of \( H_i \) as \( g_i \). Then by Lemma 5.23(2) there is a geodesic \( \mu_i \) which travels along \( H_i \) and connects \( g_i \) to \( h_i \), with \( \mu_i(0) = g_i \).

**Claim 3.** For each \( i \geq 1 \), there is a wall \( L_i \) such that the following hold. See Figure 8

(i) \( L_i \) is dual to some edge in \( \mu_i \).

(ii) \( L_i \) is of type \( b^*_x \), with \( x = (\text{the subscript of the type of } H_i) \pm 1 \).

(iii) \( L_i \) separates \( h_i \) and \( h_{i-1} \).

**Proof of Claim 3:** Let \( i \geq 1 \). Suppose \( H_i \) has type \( b^*_n \). (By Claim 2(ii), the only other possibility is \( b^*_{n+2} \), and the proof of that case is analogous.) The possible types of walls which intersect \( H_i \) are \( b^*_{n-1}, b^*_n, b^*_{n+1} \) and \( a^*_{n-1} \). Applying Lemma 5.25(2) as in the proof of Claim 2, we know that \( \mu_i[0,2m+1] \) crosses a wall \( L \) of type \( b^*_{n-1} \) or \( a^*_{n-1} \). In the former case, we set \( L_i = L \). Otherwise, if \( L \) is of type \( a^*_{n-1} \), we know that the segment of \( \mu_i \) of length \( 2m + 1 \) starting at and including its edge dual to \( L \) crosses a wall \( L' \) of type \( b^*_{n+1} \) or \( b^*_{n-1} \) (using Lemma 5.25(2) again), and we set \( L_i = L' \).

Now (i) and (ii) are clear from the construction, as \( M = 4m + 1 \).

To prove (iii), we start by showing that \( \mu_{i-1} \) and \( \beta \) do not cross \( L \), regardless of whether \( L \) is of type \( b^*_{n-1} \) or \( a^*_{n-1} \). Firstly, \( \beta \) cannot cross \( L \), since \( b^*_{n-1} \) and \( a^*_{n-1} \) are not in its support.

To show that \( \mu_{i-1} \) does not cross \( L \) we consider two cases, depending on whether \( H_{i-1} \) has type \( b^*_{n+2} \) or \( b^*_n \). In the former case, we see by comparing types that \( H_{i-1} \) and \( H_i \) do not intersect, and that \( H_{i-1} \) and \( L \) do not intersect either. By Lemma 5.23(1), the point \( g_{i-1} \) precedes (along the geodesic \( \beta \)) the point of intersection of \( \beta \) with the wall \( H_{i-1} \), and hence \( H_{i-1} \) separates \( g_{i-1} \) from \( H_i \). Since \( H_i \) and \( L \) intersect, we conclude that \( H_{i-1} \) separates \( g_{i-1} \) from \( L \), and hence, since \( \mu_{i-1} \) does not cross \( H_{i-1} \) by definition, \( H_{i-1} \) separates \( \mu_{i-1} \) from \( L \).

Now we consider the case when both \( H_{i-1} \) and \( H_i \) are of type \( b^*_n \). Then by Claim 2(iii) there exists a wall \( K \in \mathcal{K} \) of type \( a^*_n \) which separates \( H_{i-1} \) and \( H_i \). Let \( \Sigma_d \setminus K = A \cup B \) be the disjoint union of open half-spaces such that \( H_{i-1} \subset A, H_i \subset B \). Since \( H_{i-1} \) and \( K \) do not intersect (having nonadjacent types in \( \Phi_{d+3} \)), \( H_{i-1} \) cuts \( A \) into a disjoint union of two subsets \( C \) and \( D \) so that \( \Sigma_d \setminus (H_{i-1} \cup K) = C \cup D \cup B \). If \( C \) is the component which contains \( p = \beta(0) \), then we claim that \( \mu_{i-1} \) lies entirely in \( C \) whereas \( L \) lies entirely in \( B \). Indeed, let \( t_{g_{i-1}}, t_{H_{i-1}}, t_H \) and \( t_{H_i} \) be the unique real numbers such that \( \beta(t_o) = \beta \cap \phi \), for \( \phi \) one of \( g_{i-1}, H_{i-1}, K, H_i \). (These numbers are unique since a geodesic can cross a wall no more than once.) By the construction of the \( H_i \)'s, we have \( t_{H_{i-1}} < t_H < t_{H_i} \), and we have \( t_{g_{i-1}} < t_{H_{i-1}} \) by Lemma 5.23(1). Hence \( C \) is the component which contains \( \beta(0,t_{H_{i-1}}) \), and \( B \) is the component that contains \( \beta(t_H,\infty) \). Since \( g_{i-1} \in \beta(0,t_{H_{i-1}}) \) and \( \mu_{i-1} \) does not cross \( H_{i-1} \) (as it travels along \( H_{i-1} \)), we see that \( \mu_{i-1} \) lies entirely in \( C \). On the
other hand, $H_1$ and $L$ do intersect, whereas $K$ and $L$ do not (again by comparing types). Hence $L$ lies in the component which contains $\beta(t_{H_1})$, i.e. in $B$. Since $C$ and $B$ are disjoint, we conclude that $\mu_{i-1}$ does not cross $L$.

Now observe that $L$ separates $h_i$ and $g_i$, since the geodesic $\mu_i$ between $h_i$ and $g_i$ crosses $L$ exactly once. Let $\xi$ be the path from $h_{i-1}$ to $g_i$ consisting of $\mu_{i-1}$ and the segment of $\beta$ from $g_{i-1}$ to $g_i$. Since $\mu_{i-1}$ and $\beta$ don’t cross $L$, neither does $\xi$. Thus $L$ separates $h_i$ from $\xi$, and therefore from $h_{i-1}$. This proves (iii) in the case that $L = L_i$.

Otherwise $L$ is of type $a^*_{n-1}$ and $L_i$ is of type $b^*_{n+1}$ or $b^*_{n-1}$. By comparing types we observe that $L$ and $L_i$ cannot intersect. By construction, $L_i$ is in the same component of the complement of $L$ as $h_i$, while, as shown in the previous paragraph, $\xi$ is in the other component. It follows that $\xi$ cannot cross $L_i$, so its endpoints $h_{i-1}$ and $g_i$ are in a single component of the complement of $L_i$. On the other hand, since $\mu_i$ crosses $L_i$ exactly once, $L_i$ separates $h_i$ and $g_i$. Consequently $L_i$ separates $h_i$ and $h_{i-1}$. This completes the proof of Claim 3.

By Claim (3)(iii), $L_i$ separates the points $h_i$ and $h_{i-1}$ on $\eta$, so $\eta$ must cross $L_i$ for all $i \geq 1$. Let $p_i$ be the first vertex of $\mu_i$ in $N^1_{L_i}$ and let $q_i$ be the first vertex of $\eta$ which is in $N^1_{L_i}$. Then $p_i$ and $q_i$ are in the same component of the complement of $L_i$. By Lemma [5.23](2), there is a geodesic $\eta_i$ which travels along $L_i$ from $p_i$ to $q_i$. Let $\mu'_i$ denote the geodesic ray $\mu_i$ reparametrised so that $\mu'_i(0) = p_i$ (see Figure 3).

We now show that the inductive hypothesis can be applied to the pair $\mu'_i, \eta_i$. By construction, $\mu'_i(0) = \eta_i(0)$, and $\mu'_i$ (respectively, $\eta_i$) travels along $H_i$ (respectively, $L_i$). Combining Claim 2(ii) and Claim 3(iii), we conclude that either $H_i$ has type $b^*_{n_1}$ and $L_i$ has type $b^*_{n_{i+1}}$, or $H_i$ has type $b^*_{n_{i+2}}$ and $L_i$ has type $b^*_{n_{i+1}}$ or $b^*_{n_{i+3}}$. Thus, conditions (1)–(3) in the statement of Lemma 5.24 are satisfied, with the role of $\alpha$ being played by whichever of $\mu'_i$ and $\eta_i$ travels along the wall whose type has a lower subscript. Since the lowest of these subscripts is $n-1$, and since we had chosen $n \geq k$, we know that the subscripts of the types of $\mu'_i$ and $\eta_i$ are both $\geq k-1$, and so the inductive hypothesis can be applied to $\mu'_i$ and $\eta_i$.

Finally, we must verify that $\mu'_i$ and $\eta_i$ are long enough (specifically, of length at least $3^{k+1}M$) for the conclusion of the inductive hypothesis to hold. The length of $\mu'_i$ is $d(p_i, h_i)$. Recall that $h_i$ is a point outside the ball of radius $r$ centred at $\beta(0)$. By Claim 2(i) and the fact that $g_i$ is on the same side of $H_i$ as $\beta(0)$ for each $i$, we have $d(\beta(0), g_i) \leq \lceil r/2 \rceil - 1 < r/2$, and by Claim 3(i) we have $d(g_i, p_i) \leq M$. Combining these facts, we get:

\[
d \leq d(\beta(0), h_i) = d(\beta(0), g_i) + d(g_i, p_i) + d(p_i, h_i) \leq r/2 + M + d(p_i, h_i).
\]

Furthermore, since $r \geq 3^{k+1}M$, it is certainly true that $M < r/6$. From this, we get, $d(p_i, h_i) \geq r - r/2 - M \geq r/2 - r/6 > r/3$. Similarly, $d(p_i, q_i) > r/3$. Thus, $\mu'_i$ and $\eta_i$ both have length at least $r/3 \geq 3^{k}M$ as needed, so the conclusion of the inductive hypothesis holds. Specifically, we get, for all $1 \leq i \leq l$:

\[
d_{p_i}^{\eta}(q_i, h_i) \geq C_{k-1} \left(\frac{r}{3}\right)^{k-1}.
\]

Finally, since $l \geq r/(4M)$ by Claim 2(v), we have that the length of $\eta$ is at least

\[
\sum_{i=1}^{l} d_{p_i}^{\eta}(q_i, h_i) \geq \frac{r}{4M}C_{k-1} \left(\frac{r}{3}\right)^{k-1} = \frac{C_{k-1}}{4 \cdot 3^{k-1}M} r^k.
\]

This proves the inductive step, with $C_k = C_{k-1}/(4 \cdot 3^{k-1}M)$. \[\square\]
6. Hypergraph index and the first Betti number

We prove Theorem 1.7 and Corollary 1.9 in Section 6.1. Theorem 1.7 provides an upper bound on hypergraph index in terms of the first Betti number of the Dynkin diagram. We then discuss some examples and prove Corollary 1.10 in Section 6.2 and state some related open questions in Section 6.3.

6.1. Proof of Theorem 1.7. Let \((W, S)\) be a Coxeter system with Dynkin diagram \(\Delta = \Delta(W, S)\) and finite hypergraph index \(h = h(W, S)\). Our goal is to show that \(h \leq b_1(\Delta) + 1\). We first introduce some terminology and prove a few lemmas; Corollary 1.9 will be a consequence of one of these results. We then consider the case where \(\Delta\) is a tree in Proposition 6.3 and finally prove Theorem 1.7 by induction.

In what follows, we write \(\Lambda_i = \Lambda_i(S)\), and say that \(T \subseteq S\) is at level \(i\) if \(T \in \Lambda_i\). Note that \(T \subseteq S\) may be at more than one level. Now recall the directed forest with vertex set \(W \cup S\) of Theorem 1.7 by induction. Let \(\mathcal{C}\) denote an equivalence class in \(\Lambda_{h-1}\) such that \(S = \cup_{T \in \mathcal{C}} T\). Then given \(T \in \Lambda_i\), with \(i < h\), it is not necessarily true that \(T\) equals or feeds into an element of \(\mathcal{C}\), even though \(T \subseteq S\). On the other hand, there is a unique element of \(\Lambda_{h+1}\), namely \(S\), and every subset of \(S\) at level less than \(h+1\) feeds into it. Thus when \(h\) is finite, this directed forest is actually a tree.

Next, consider the set

\[
\{S\} \cup \mathcal{C} \cup \{T \mid T \text{ feeds into an element of } \mathcal{C}\}.
\]

We call the subtree induced by this set of vertices the principal subtree for \(S\) associated to \(\mathcal{C}\). Note that \(\mathcal{C}\), and hence principal subtrees, need not be unique. We will often fix a principal subtree, and denote its set of level \(i\) vertices by \(\Lambda_i(S)\). Note that \(T \in \Lambda_i(S)\) can be thought of as a vertex of this tree or a subset of \(S\) and, by a slight abuse of notation, we will go back and forth between these interpretations without comment.

In order to use an inductive argument to prove Theorem 1.7 we will need to find a subsystem of \((W, S)\) with hypergraph index exactly \(h-1\). This is provided by the following lemma.

Lemma 6.1. Let \((W, S)\) be a Coxeter system with finite hypergraph index \(h \geq 1\). Then there exists \(T \subset S\) such that \(h(W_T, T) = h - 1\).

Proof. Fix a principal subtree for \(S\), associated to an equivalence class \(\mathcal{C}\), and denote its level \(i\) vertices by \(\Lambda_i(S)\). Let \(T_1, \ldots, T_k \subset S\) be the elements of \(\Lambda_{h-1}(S)\); these are precisely the elements of the equivalence class \(\mathcal{C}\) of \(\Lambda_{h-1}(S)\), and these all feed into the unique element \(S\) of \(\Lambda_h(S)\).

We first show that at least one of \(T_1, \ldots, T_k\) is not contained in any set at a level lower than \(h-1\). More precisely, we claim that there exists \(j\) such that if \(T_j \subseteq U \in \Lambda_i\) for some \(i\), then \(i \geq h - 1\). (Observe that in this statement, \(U\) need not be in our fixed principal subtree.) To prove the claim, suppose instead that this fails for each of \(T_1, \ldots, T_k\). It follows that there is an index \(l < h - 1\), and (not necessarily distinct) elements \(U_1, \ldots, U_k \in \Lambda_l(S)\) such that \(T_i \subseteq U_i\). Since \(T_1, \ldots, T_k\) form a complete \(\equiv_{h-1}\)-equivalence class in \(\Lambda_{h-1}\), it follows that \(U_1, \ldots, U_k\) are all \(\equiv_l\)-equivalent. Hence there is an element of \(\Lambda_{l+1}(S)\) that contains \(\cup U_j\), which, by construction, is all of \(S\). Since \(l+1 < h\), this contradicts the fact that the hypergraph index of \((W, S)\) is \(h\). This proves the claim.

Now fix \(T = T_j\) which satisfies the claim. We wish to show that \(h(W_T, T) \leq h - 1\). It is immediate from Definitions 4.1 and 4.5 that any element of \(\Lambda_0(S)\) which feeds into \(T \in \Lambda_{h-1}(S)\) is contained in an element of \(\Lambda_0(T)\). For \(0 < i \leq h - 1\), each element \(U \in \Lambda_i(S)\) which feeds into \(T\) is a union of elements of some equivalence class in \(\Lambda_i(S)\), consisting of elements which also feed into
Lemma 6.2. Let $\Lambda_0(T)$ denote the set of level $i$ vertices of this subtree. Now if every element of $\Lambda_0(T)$ is of the form $A \times K$, where $A$ is minimal nonspherical and $K$ is spherical, then Lemma 4.14 implies that $\Lambda_0(T) = \Lambda_1(T) = \cdots = \Lambda_{h_T}(T)$. This means that $\Lambda_0(T)$ contains $T$, hence $h_T = 0$, which contradicts the hypothesis of the lemma. Thus $\Lambda_0(T)$ has at least one set of the form $A \times B$, where $A$ and $B$ are both nonspherical.

Now consider $T_j$, for any $1 \leq j \leq k$. By hypothesis, $v_j$ is the only vertex in $\Delta$ which is adjacent to $\Delta_{T_j}$. At least one of the nonspherical sets $A$ and $B$ from the previous paragraph, say $A$, does not contain $v_j$. Thus there is a set $A \times (B \cup T_j) \subseteq S$, with both factors nonspherical. So there exists $U_j \in \Lambda_0(S)$ with $A \times B \subseteq A \times (B \cup T_j) \subseteq U_j$.

Recall that there is a unique element in $\Lambda_{h_T}(T)$, namely $T$. Let $T' \in \Lambda_{h_T}(S)$ denote a corresponding element provided by Lemma 4.16(2). Thus $T \subseteq T'$ and given any element $X \in \Lambda_1(T)$, and any $X' \in \Lambda_1(S)$ containing $X$, it follows that $X'$ feeds into $T'$. In particular, $U_j$ feeds into $T'$ for each $j$, since $U_j$ is an element of $\Lambda_0(T)$ containing $A \times B \subseteq U_j$. Consequently $T'$ contains $T \cup (\bigcup_{1 \leq j \leq k} U_j) = S$. It follows that $h(W, S) \leq h_T$. □

We now consider the situation where $\Delta$ is a tree. The next result will be used to establish the base case in our inductive proof of Theorem 1.7 below.

Proposition 6.3. Suppose the Dynkin diagram $\Delta$ of $(W, S)$ is a tree. Then $(W, S)$ has hypergraph index 0, 1 or $\infty$ only.

Proof. Let $h$ denote the hypergraph index of $(W, S)$. We may assume $\Lambda_0$ is nonempty and does not contain $S$, for otherwise $h = \infty$ or $h = 0$ by Definition 4.10. Recall that every element of $\Lambda_0$ is of one of the following types:

(1) $A \times B \in \Omega(S)$, where $A$ and $B$ are both nonspherical.
(2) $A \times K \in \Omega(S) \cup \Psi(S)$, with $A$ minimal nonspherical and $K$ spherical.

If every element of $\Lambda_0$ is of type (2), then Lemma 4.14 implies that each $\equiv_0$-equivalence class contains a single element. Hence by induction $\Lambda_h = \Lambda_0$ for all $h \geq 0$, and $h = \infty$, since $S \notin \Lambda_0$ by
assumption. Thus we may assume that there is at least one element in \( \Omega(S) \) of type (1). We now describe the sets of this type.

Given \( s \in S \), define \( T_s = S \setminus \{s\} \) and let \( \Delta_s \) be the subgraph of \( \Delta \) induced by \( T_s \). Note that the special subgroups generated by the vertex sets of the components of \( \Delta_s \) pairwise commute. Thus if \( \Delta_s \) has at least two nonspherical components, then \( T_s \) is a set of type (1), as the maximality condition in the definition of \( \Omega(S) \) is clearly satisfied. Conversely, if \( A \times B \in \Omega(S) \) is a set of type (1), then there exists \( s \in S \setminus A \times B \) (as \( S \notin \Lambda_0 \)). Then by maximality of elements of \( \Omega(S) \), we have \( A \times B = T_s \) and it follows that \( \Delta_s \) has at least two nonspherical components.

Suppose there are at least two sets of type (1) in \( \Lambda_0 \). Then there are distinct \( s, t \in S \) such that both \( \Delta_s \) and \( \Delta_t \) have at least two nonspherical components. Write \( \Delta_s(t) \) for the component of \( \Delta_s \) which contains \( t \). Then as \( \Delta \) is a tree, all components but one of \( \Delta_t \) are contained in \( \Delta_s(t) \), hence \( T_s \cap T_t \) is nonspherical. Since \( T_s \cup T_t = S \), it follows that \( h = 1 \).

Finally, assume that there is a unique set \( T_s \) of type (1) in \( \Lambda_0 \). Then every \( T \neq T_s \) in \( \Lambda_0 \) is of type (2), and contains \( s \) (for otherwise \( T \subset T_s \), contradicting either maximality in Definition 4.1 or condition (3) in Definition 4.5). If there exists such a \( T \) with \( T \cap T_s \) nonspherical, then \( S = T \cup T_s \), and so \( h = 1 \). Otherwise, if \( T \cap T_s \) is spherical for every \( T \neq T_s \), then \( T_s \) is the unique element of its \( \equiv_s \)-equivalence class, as is each \( T \neq T_s \), by Lemma 4.14. Hence by induction \( \Lambda_h = \Lambda_0 \) for all \( h \geq 0 \), and \( h = \infty \) in this last case. \( \square \)

We are now ready to prove Theorem 1.7.

**Proof of Theorem 1.7** The proof is by induction on the first Betti number. The base case, where \( \beta_1(\Delta) = 0 \) and so \( \Delta \) is a forest, follows easily by Proposition 6.3 and Lemma 4.18. For the inductive step, assume the statement is true for all Dynkin diagrams with first Betti number less than \( b \).

By Lemma 6.1, there exists a set \( T_s \) such that \( h(W_s, T) = h - 1 \). \( \Delta_T \subset \Delta \) is the Dynkin diagram of \( (W_s, T) \). If \( b_1(\Delta_T) < b_1(\Delta) \), then we can apply the inductive hypothesis to conclude that \( h - 1 = h(W_s, T) \leq b_1(\Delta_T) + 1 \leq b_1(\Delta) \), so that \( h \leq b + 1 \) as required. Thus we may assume that \( b_1(\Delta_T) = b_1(\Delta) = b \).

First suppose \( \Delta_T \) is not connected, so that \( (W_s, T) \) is reducible. Since we are assuming \( h > 2 \), we can write \( (W_s, T) = (W_{T_1}, T_1) \times (W_{T_2}, T_2) \), where \( (W_{T_1}, T_1) \) is nonspherical and irreducible, and \( (W_{T_2}, T_2) \) is spherical. Moreover, \( h(W_s, T) = h(W_s, T_1) = h(W_{T_1}, T_1) = h - 1 \). Let \( \Delta_{T_1} \) be the subdiagram of \( \Delta \) induced by \( T_1 \). If \( b_1(\Delta_{T_1}) < b \), then we may apply the induction hypothesis to conclude that \( h(W_{T_1}, T_1) \leq b_1(\Delta_{T_1}) + 1 \), which implies \( h \leq b + 1 \). Thus we may assume that \( b_1(\Delta_{T_1}) = b \).

Now define \( U \subset S \) as follows. Put \( U = T \) if \( \Delta_T \) is connected, and put \( U = T_1 \) (from the previous paragraph) if \( \Delta_T \) is not connected. Let \( \Delta_U \) be the diagram induced by \( U \). Then by our assumptions, \( b_1(\Delta_U) = b_1(\Delta) \), \( h(W_U, U) = h - 1 \) and \( \Delta_U \) is connected. Consider the graph obtained from \( \Delta \) by deleting the interiors of all edges of \( \Delta \) which have exactly one vertex in \( \Delta_U \), and let \( \Delta_U, \Delta_1, \Delta_2, \ldots, \Delta_k \) be its components. Now \( b_1(\Delta_U) + \sum b_1(\Delta_i) \leq b_1(\Delta) \), since we have deleted edges. Since \( b_1(\Delta_U) = b_1(\Delta) \), it follows that \( b_1(\Delta_j) = 0 \) for all \( 1 \leq j \leq k \), and therefore, \( \Delta_j \) is a tree. Furthermore, there is exactly one edge in \( \Delta \) which is incident to both \( \Delta_U \) and \( \Delta_j \). If there were two such edges, then there would be a cycle in \( \Delta \) which is not entirely contained in \( \Delta_U \). It follows easily from the definition of the first Betti number that in this case \( b_1(\Delta_U) < b_1(\Delta) \), which contradicts our assumption. We have established that \( \Delta \) has the structure described in the statement of Lemma 6.2, given by \( \Delta_U, \Delta_1, \Delta_2, \ldots, \Delta_k \). By the conclusion of that lemma, \( h = h(W, S) \leq h(W_U, U) = h - 1 \), a contradiction.
Thus $\Delta$ has at least one nonspherical factor. As we have assumed $\Delta$ has hypergraph index $h$, it has at least one nonspherical factor. As we have assumed $h > 2$, Lemma 4.18 implies that $(W, S) = (W_1, S_1) \times (W_2, S_2)$, with the first factor nonspherical and irreducible and the second factor spherical, and furthermore, $h = h(W_1, S_1)$. Now the Dynkin diagram $\Delta_1$ of $(W_1, S_1)$ is connected, and $b_1(\Delta_1) \leq b_1(\Delta) = b$. Since we have already established the conclusion of the lemma for connected Dynkin diagrams with first Betti number at most $b$, we conclude that $h(W_1, S_1) \leq b_1(\Delta_1) + 1$. Hence $h \leq b + 1$ as required.

This completes the proof of the inductive step. 

6.2. Examples. Let $(W, S)$ be a Coxeter system with Dynkin diagram $\Delta$ and hypergraph index $h$. In this section we consider some examples where $\Delta$ has small first Betti number, with a view to determining which values of $h$ are actually realised. We also prove Corollary 1.10.

6.2.1. Dynkin diagram a tree. In this case, $b_1(\Delta) = 0$, and by Proposition 6.3 we have $h \in \{0, 1, \infty\}$. We provide examples to show that these values of $h$ are all realised, and hence prove Corollary 1.10.

We recall an infinite family of examples from the introduction to [Cap09]. Let $\Delta_n$ be the labelled graph with vertex set $S_n = \{s_1, \ldots, s_n\}$ such that $m_{ij} = 4$ if $|i - j| = 1$ and $m_{ij} = 2$ if $|i - j| \geq 2$. Thus $\Delta_n$ is the path on $n$ vertices (hence a tree), with all edge labels 4. See Figure 9 for the case $n = 8$.

![Figure 9. Dynkin diagram $\Delta_8$.](image)

Write $W_n$ for the Coxeter group with Dynkin diagram $\Delta_n$. The first observe that the Coxeter system $(W_3, S_3)$ is irreducible affine of type $\tilde{C}_2$, so $(W_3, S_3)$ has hypergraph index 0. Then, as noticed in [Cap09], by Theorem A of [Cap09] (corrected to Theorem $A'$ of [Cap15]), for $4 \leq n \leq 7$ the group $W_n$ is relatively hyperbolic, but for $n \geq 8$ the group $W_n$ is not relatively hyperbolic with respect to any family of special subgroups. Thus for $4 \leq n \leq 7$ the Coxeter system $(W_n, S_n)$ has hypergraph index $\infty$, by Theorem 1.4 (or by direct computation). Finally, for $n \geq 8$, it is not difficult to check that $(W_n, S_n)$ has hypergraph index 1. Thus this family of examples exhibits hypergraph indexes $0, 1$ and $\infty$. We note that by Theorem 8.7.2 of [Dav08], each of the groups $W_n$ is 1-ended.

Corollary 1.10 of the introduction can now be obtained by combining Proposition 6.3 with the above family of examples and Parts (1), (2) and (4) of Theorem 1.4 for hypergraph indexes 0, 1 and $\infty$ respectively.

6.2.2. Dynkin diagram a cycle. In this case, $b_1(\Delta) = 1$, and so by Theorem 1.7 we have $h \in \{0, 1, 2, \infty\}$. We now show that each of these possibilities is realised.

Consider the Dynkin diagrams depicted in Figure 10. Here, subsets forming elements of $\Lambda_0$ are represented by dashed red lines, with such a line between vertices $s_i$ and $s_j$ encoding the subset $T_{i,j} := S \setminus \{s_i, s_j\}$.

The system in (a) is the irreducible affine system of type $\tilde{A}_8$, so it has hypergraph index 0.

In (b), subsets $T_{3,7}$ and $T_{4,8}$ are both of the form $A \times B$ for nonspherical $A$ and $B$, and $T_{3,7} \cap T_{4,8}$ is nonspherical of the form $A' \times K$, with $A' = \{s_2, s_1, s_9\}$ generating an affine system of type $\tilde{C}_2$. 
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and $K = \{s_5, s_6\}$ a finite one of type $B_2$. Since $T_{3,7} \cup T_{4,8} = S$, the hypergraph index in this case is 1.

In (c), $\Lambda_0$ consists of the four subsets $T_{1,5}$, $T_{1,6}$, $T_{2,9}$ and $T_{4,7}$, but only two of them have a nonspherical intersection, with $T_{1,5} \cap T_{1,6}$ of type $\tilde{C}_2 \times \tilde{C}_2$, and $T_{1,5} \cup T_{1,6} = T_1 := S \setminus \{s_1\} \in \Lambda_1$. Then $T_1 \cap T_{2,9}$ is nonspherical (irreducible affine of type $\tilde{C}_5$), and hence $S = T_1 \cup T_{2,9}$ belongs to $\Lambda_2$, so that the hypergraph index equals 2 here.

In (d), $\Lambda_0$ consists of three subsets, $T_{2,6}$, $T_{3,8}$ and $T_{5,9}$, all generating systems of type $\tilde{C}_3 \times \tilde{C}_2$, but all their pairwise intersections are spherical (of type $B_2 \times B_2 \times A_1$), hence $\Lambda_h = \Lambda_0 \not\ni S$, for all $h$. Thus the hypergraph index is infinite in (d).

6.2.3. Further examples with hypergraph index $b_1(\Delta) + 1$. Aided by computer, we have also found examples of Dynkin diagrams with no edge labels $\infty$ and first Betti number $i$ such that the corresponding Coxeter system has hypergraph index $i + 1$, for $i = 2, 3, 4, 5$. The Dynkin diagram in Figure 11 is such an example for $i = 5$, and has the additional property that its subdiagram induced by the vertices $\{s_1, s_2, \ldots, s_8, s_i\}$ has first Betti number $i$ and hypergraph index $i + 1$ for all $i = 1, \ldots, 5$. It is not easy to verify the hypergraph index in this example by hand, so the interested reader may check this using our GAP code [Sor22], which also provides the Coxeter matrices for the key examples of this paper.

6.3. Questions. The following open questions are suggested by Theorem 1.7 and the examples in Section 6.2.

Questions 6.4. Let $\Delta$ be a connected Dynkin diagram.
Figure 11. A Dynkin diagram with first Betti number 5 whose associated Coxeter system has hypergraph index 6. To ease notation, edge labels 4 are represented as thick edges (whereas thin edges represent edge labels 3, as usual). For each $i = 1, \ldots, 5$, a subdiagram on the subset of vertices $\{s_1, \ldots, s_{8+i}\}$ has first Betti number $i$ and hypergraph index $i + 1$.

1. Which hypergraph indexes are realised as we vary over all connected Dynkin diagrams having the same first Betti number as $\Delta$? In particular, is hypergraph index $b_1(\Delta) + 1$ realised?

2. Which hypergraph indexes are realised as we vary over all connected Dynkin diagrams having the same underlying unlabelled graph as $\Delta$? In particular, is hypergraph index $b_1(\Delta) + 1$ realised?

We restrict to connected Dynkin diagrams here because, by Lemma 4.18, the main interest for hypergraph index is in irreducible Coxeter systems. We also observe that by Proposition 4.20, once the underlying graph of $\Delta$ is fixed, we only need to consider edge labels in the finite set $\{2, 3, 4, 5, 6, 7, \infty\}$ for (2). Note as well that by Theorem 1.4(1) and Corollary 1.2, a Coxeter system which is irreducible and has hypergraph index 0 must be irreducible affine, and hence its Dynkin diagram is restricted to being a tree or a cycle.
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