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ABSTRACT— The fraud detection in payment is a classification problem that aims to identify fraudulent transactions based individually on the information it contains and on the basis that a fraudster's behaviour patterns differ significantly from that of the actual customer. In this context, the authors propose to implement machine learning classifiers (Naïve Bayes, C4.5 decision trees, and Bagging Ensemble Learner) to predict the outcome of regular transactions and fraudulent transactions. The performance of these classifiers is judged by the following ways: precision, recall rate, and precision-recall curve (PRC) area rate. The dataset includes more than 297K transactions via credit cards in September 2013 and November 2017 that have been collected from Kaggle platform, of which 3293 are frauds. The performance PRC ratio of machine learning classifiers is between 99.9% and 100%, which confirms that these classifiers are very good at identifying binary classes 0 in the dataset. The results of the tests have proved that the best classifier is C4.5 decision trees. This classifier has the best accuracy of 94.12% in prediction of fraudulent transactions.
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1. INTRODUCTION

Card operations are carried out with credit or debit cards, which are used to buy goods and services, both in physical establishments and on the Internet [1]. Fraud in this type of operation occurs generally when the cards are copied since, in the event of theft, the customer usually notices the loss before the fraudster can act [2]. The most common way to clone cards is to install devices in-store terminals or ATMs, which save the information of the magnetic strip when performing a regular operation. In the case of Internet purchases, fraud is even easier since knowing the card details is enough without the need for it to be present [3]. Figure 1 shows some of the cartoon images of credit card information theft (download from Google).

At the present time, payment cards are one of the most popular and widely used methods by many citizens around the world. This is why so many frauds occur, and it is one of the most common problems faced by banks and payment service providers (PSP) [4]. Fraud occurs when it is not the legitimate customer who performs the operation but a third party who has managed to operate as if it were the real customer, having already saved all the bank's security mechanisms. By presenting the credit card or by announcing the credit card details (ID card, expiration date and security code) on the Internet, it is easy to perform card payments on the merchant side. The result of the low level of security card payment is the effect of fraudulent abuse. In addition, another major reason is the increase in the use of mobile devices for payment initialization. In 2015, universal payment cards lost $21.84 billion due to fraudulent transactions [6].

Figure 1: Cartoon images of credit card information theft.
For clarity, the principal contribution of our research is the application of three machine learning classifiers: (Naïve Bayes, C4.5 decision tree, and Bagging Ensemble Learner) to detect fraud operations on 28 credit cards. Our dataset includes 297,467 transactions in September 2013 and November 2017 that have been collected from the Kaggle platform, of which 3293 are frauds. This study assists in finding the best classifier out of the three classifiers used by evaluating their performance based on precision, recall rate, and precision-recall curve (PRC) area rate.

The rest of the paper is constructed as follows. Section 2, reviews some prior arts between 2017-2020. In Section 3, introduces the machine learning classifiers that will be applied in this study. In contrast, section 4 demonstrates the results obtained from these three classifiers and compares them with the results of one of the previous studies. Finally, conclusions are extracted in Section 5.

2. LITERATURE SURVEY

Many authors use machine learning classifiers to deal with the problem of card payment fraud detection. Actually, there are admittedly a large number of published papers, but in this section, we only elected six studies because they are very close to our current research. We start by Awoyemi et. al [7]. This study applies three classifiers; (Logistic Regression, K-Nearest Neighbor, and Naïve bayes) for the dataset of credit card transactions from European cardholders, containing more than 284K transactions. The results of this study show the highest accuracy according to Naïve Bayes of over 97%. Yee et al. [8], discusses the application of machine learning classifiers (Naïve Bayes, Bayesian network classifiers, Tree Augmented Naïve Bayes, logistics and J48 classifiers). The results of this study achieve an accuracy of 100.0% through the J48 classifier and logistics. In the literature by Safa and Ganga [9], classifiers are implemented: Naïve Bayes, K-nearest neighbour, and Logistic Regression. The research results show that the highest accuracy rate is obtained by using Logistic regression classifier, which is 97.69%. In another study, Trivedi et al. [10] point out that seven machine learning classifiers are applied, such as Decision Tree, Random Forest, Naïve Bayes, Gradient Boosting, Super Vector Machine, k-Nearest Neighbour and Logistic Regression. The dataset for this study comprises more than 284K transactions. In this study, the best accuracy is obtained by the random forest classifier exceeded 95%. The study by Husejinović from BiH [11], suggests three machine learning classifiers (Naïve Bayes, C4.5 decision tree and Bagging Ensemble) for dataset contains more than 284K transaction where 492 are fraud. The results of this study achieve more than 92% by C4.5 decision tree. This study is the closest to our current study, as its results will be compared with ours. In a study conducted by Najadat et. al from Jordan [12], they discuss the application of six machine learning classifiers: Voting, Ada boosting, Random Forest, Decision Tree, Logistic Regression and Naïve Base. The results of this study show that the classifier with the best accuracy is the Naïve Bayes, which has scored over 91%.

3. THE Classifiers

In this paper, we examine the performance of Naïve Bayes, C4.5 decision tree, and Bagging ensemble method to pass the precision, recall rate, and PRC area rate test performance. Figure 2 illustrates the mechanism of this paper. The mechanism consists of three parts. The left side is the dataset, the middle is the applied classifiers, and the last position on the right is the outputs of these classifiers. In this section, we will briefly review each of the classifiers applied in this study. We expect it is valuable to readers.

Figure 2: The mechanism of this paper [Designed by Authors].

3.1 The first classifier is Naïve Bayes

Naïve Bayes [13][14] is a probabilistic machine learning algorithm that can be applied to a variety of classification tasks. This classifier is created by English mathematician Thomas Bayes. Figure 3 shows the main equation for the Naïve Bayes classifier with an explanation of each variable.

In addition, this classifier is based on Baye’s theorem and it is an idle learning model. It can also handle unstable dataset. This classifier works mathematically, that is, calculating the probabilities of all variables and classifying them according to the variable with the highest probability value. On the other hand, even with little training data, the classifier can be very successful. Its advantage is that it gives a value of zero as the probability value in case the test data has a value that is not observed in the training data, because the result cannot be predicted. These conditions are commonly referred to as zero frequency. Therefore, the correction method can be used to solve such problems, such as the application of Laplace estimation.
3.2 The second classifier is C4.5 Decision Tree

The C4.5 Decision Tree [16][17] is one of the most popular machine learning classifiers in data classification. It creates a tree structure model consisting of decision nodes and terminal nodes. No matter how big the decision is, this classifier can predict the correct decision well. It is updated by dividing the data set into small parts, making it easier to use. The important note in this classifier is that a decision node can contain one or more branches (see Figure 4). The first node in any diagram is called a root node. Data in the decision tree can consist of different sections, such as categorical and numerical data. This classifier is developed in the early 1980s by the American computer scientist J. Ross Quinlan.

![Figure 4: Example of C4.5 Decision Tree [from Google]](image)

The dataset applied in the classification problem using the decision tree algorithm should be divided into two main parts (training data and testing data). The algorithm uses training data to build a model. The success of the model in problem-solving is calculated by applying the model to test data.

3.3 The third classifier is Bagging Ensemble Learning

The Bagging Ensemble [18][19] is developed by Breiman in 1996. A collection is created by applying estimators to boot samples obtained from the original dataset. The bootloader is used here to generate refundable random selections and sub-samples. The sub-samples will be the same as the number in the original dataset. Therefore, some observations are not included in the samples created as a result of the boot, while some may be seen two or more times.

![Figure 5: An example of Bagging Ensemble [20]](image)
In the consolidation of estimates stage, the averages are taken for the regression trees, while the results are determined by voting in the classification trees. Bagging can also improve the predictive effectiveness of inconsistent predictors. They can be made more convenient by using variables with small deviations but large variances. Figure 5 shows an example of Bagging Ensemble.

4. EXPERIMENTS

In order to verify the success of the proposed classification models, several experiments are conducted on the dataset to select the best classifier. To determine the performance of the classifiers, we rely on only three outputs: Precision, Recall, and PRC Area. Where the higher the accuracy results, then this classifier is the best among these experiments. In addition, the confusion matrix provides a complete description of the performance of the classifier. Through this matrix, we can distinguish the correct classifier implementation from the wrong classifier implementation. Confusion Matrix consists of two classes which are actual class and predicted class, as presented in Table 1.

| Actual Class | Predicted class |
|--------------|-----------------|
| 0            | 0               | True positive (TP) | False negative (FN) |
| 1            | 1               | False positive (FP) | True negative (TN) |

Now, we calculate the Precision and Recall by formula (1) and (2), respectively:
Precision is a ratio of true positives (TP) and actual positives (TP+FP), by formula (1)

\[
\text{Precision} = \frac{TP}{TP+FP} \quad (1)
\]

Recall is a ratio of true positives (TP) and actual positives (TP+FN). Measures the fraction of actual positives that are correctly recognized so, by formula (2)

\[
\text{Recall} = \frac{TP}{TP+FN} \quad (2)
\]

The area under the PR curve is applied to measure the overall ability of the test to identify binary classes. It is a basic tool for judging models of unbalanced datasets with binary classes. The graphical visualization of the PRC is described by the recall rate on the X-axis and the precision on the Y-axis. The higher the number, the better the performance of the classifier. The original dataset is unbalanced because only 0.19% of the data is classified as fraud. If we predict that all data inputs will be classified as class 1, then we will gain 99.81% accuracy. This work is performed using Weka software v3.6 with the latest update in October 2020 with a computer: CPU: Intel® 4 Cores-2.40GHz-Core i5-9300H, Graphics Cards: AMD Radeon XR, RAM: 8GB, and running on Ubuntu 18.04.4 LTS 64-bit. Table 2 presents the performance results of all applied classifiers. These results are applied to get precision, recall and PRC rates.

| Classifiers | Precision | Recall | PRC Area |
|-------------|-----------|--------|----------|
|             | Class 0   | Class 1| Class 0  | Class 1 |
| Naïve Bayes | 99.9%     | 65.6%  | 96.5%   | 81.2%   | 100% | 81.0% |
| C4.5        | 100%      | 94.1%  | 100%    | 78.9%   | 99.9%| 75.6% |
| Bagging     | 100%      | 91.6%  | 99.9%   | 80.7%   | 100%| 83.8% |

Table 1: Confusion Matrix

Table 2: Performance Rates
From the table above, we note the following: The PRC area in class 0 is between 99.9% and 100%, this means that these classifiers are very well at distinguishing binary classes 0 in our dataset. While the PRC area in class 1, we found that the results in this column are different. The Naïve Bayes classifier is 81%, the C4.5 classifier is 75.6%, and the Bagging Ensemble classifier is 83.8%. This experiment proves that the performance of the C4.5 Decision Tree classifier is good, while the Bagging classifier is perfect, and the Naïve Bayes classifier is acceptable. This column is a key indicator because it tells us the prediction results of the classifiers, whether it is a regular or a fraudulent transaction. The precision of class 1, in this column, means the precision of the predicted value of the negative value of class 1. For all predicted fraudulent transactions, 94.12% will be perfectly predicted with the best achievement of the C4.5 Decision Tree classifier.

A comparison of the current work is made with previous work conducted by Husejinovic [11]. Table 3 illustrates the comparison between these two studies. Through this table, we notice the success of the current work on the previous research in the accuracy of predicting fraudulent transactions. Also, the dataset employed in our work is more than the previous study.

Table 3: Comparison between current study and previous study

| Studies                  | Dataset  | Fraud transactions | History                   | Precision |
|--------------------------|----------|-------------------|----------------------------|-----------|
| Husejinovic [11]         | 284.807  | 492               | Sep. 2013                  | 92.74%    |
| Our Work                 | 297.467  | 3293              | Sep. 2013 & Nov. 2017      | 94.12%    |

5. CONCLUSIONS

In recent years, fraud transactions have become widespread and have become one of the most critical problems facing banks all over the world. In this paper, three classifiers of machine learning are applied to predict regular or fraudulent transactions. The best performance is C4.5 Decision Tree with 94.1% precision and 78.9% recall. The acceptable performance is Bagging Ensemble with 91.6% precision and 80.7% recall. As for the worst performance, it is the Naïve Bayes classifier. The results through this classifier are not convincing, as it gives a precision of 65.6% and a recall of 81%. In the future, other classifiers will be used and applied to a set of local data that will be collected from banks in Iraq.
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