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Abstract

The discrete-time Distributed Bayesian Filtering (DBF) algorithm is presented for the problem of tracking a target dynamic model using a time-varying network of heterogeneous sensing agents. In the DBF algorithm, the sensing agents combine their normalized likelihood functions in a distributed manner using the logarithmic opinion pool and the dynamic average consensus algorithm. We show that each agent’s estimated likelihood function globally exponentially converges to an error ball centered on the joint likelihood function of the centralized multi-sensor Bayesian filtering algorithm. We rigorously characterize the convergence, stability, and robustness properties of the DBF algorithm. Moreover, we provide an explicit bound on the time step size of the DBF algorithm that depends on the time-scale of the target dynamics, the desired convergence error bound, and the modeling and communication error bounds. Furthermore, the DBF algorithm for linear-Gaussian models is cast into a modified form of the Kalman information filter. The performance and robust properties of the DBF algorithm are validated using numerical simulations.
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1 Introduction

A network of time-varying, heterogeneous sensing agents could use a distributed estimation algorithm to estimate the states of the target dynamics in a distributed manner. Potential applications include environment and pollution monitoring, analyzing communication and social networks, and tracking mobile targets in air, land, water, and space. In this paper, we present a new, discrete-time distributed estimation algorithm based on the logarithmic opinion pool that guarantees bounded convergence to the Bayesian-optimal probability distribution of the states of the target dynamics.

Discrete-time distributed estimation algorithms can be broadly classified into three categories based on their representation of the states of the target dynamics. Algorithms in the first category only estimate the mean and the covariance matrix of the target’s states \cite{1,2,3,4,5,6,7}. These algorithms usually deal with linearized target dynamics and measurement models, and also neglect information captured by the higher-order moments of the estimated probability distribution of the target’s states. The second category aims to reach an agreement across the sensor network over a discrete set of hypotheses about the states of the target \cite{8,9,10}. Although these algorithms use the entire information in the estimated probability distribution of the target’s states, they are only applicable in cases where the target’s states can be represented by a discrete (finite) set of hypotheses. Therefore, these algorithms are not suitable for estimation over continuous domains.

The third category of algorithms estimates the posterior probability distribution of the states of the target \cite{11,12,13,14,15,16,17,18}. This category forms the most general class of distributed estimation algorithms because these algorithms can be used for estimation over continuous domains, and can incorporate nonlinear target dynamics, heterogeneous nonlinear measure-
ment models, and non-Gaussian uncertainties. These algorithms also use the entire information (i.e., not just the mean and the covariance matrix) in the estimated probability distribution of the target’s states. In light of these advantages, this paper focuses on the development of a distributed estimation algorithm that belongs to this third category.

In third-category algorithms, the agents exchange their local probability distributions with their neighboring agents and combine them using fusion or diffusive coupling rules to estimate the aggregate probability distribution. Schemes for combining probability distributions in a distributed manner, like the Linear Opinion Pool (LinOP) and the Logarithmic Opinion Pool (LogOP), were first studied in the statistics literature [19,20,21,22,23]. The LogOP scheme is deemed ideal for this purpose because of its favorable properties (e.g., externally Bayesian) [22].

We now focus on distributed estimation algorithms that use the LogOP scheme. The first such algorithm is proposed in [11]. In particular, [12] generates information-theoretically-optimal weights for the LogOP scheme. Combining probability distributions within the exponential family (i.e., probability distributions that can be expressed as exponential functions) is discussed in [13,14]. In the distributed estimation algorithm presented in [16] as well as in our prior work [17,18], the agents combine their local posterior probability distributions using the consensus algorithm, where the multiple consensus loops within each time step are executed much faster than the original time steps of the Bayesian filter. Moreover, [16,17,18] show that each agent’s estimated probability distribution of the target’s states converges around the pdf that minimizes the sum of Kullback–Leibler (KL) divergences from all the posterior probability distributions of the target’s states. Similar algorithms for combining local likelihood functions using the consensus algorithm are proposed in [14,15]. But the number of consensus loops within each estimator time step grows very fast with the number of agents due to the convergence properties of the consensus algorithm [24,25,26]. Hence, such algorithms are not feasible if the time-scale of the target dynamics is comparatively fast. This connection between the time-scale of the target dynamics and the time step size of the distributed estimation algorithm has not been explored in the literature.

If all the agents are perfectly connected by a complete communication graph (i.e., each agent could communicate instantaneously with every other agent without any loss of information in the communication links), then the agents can exchange their local likelihood functions and use the centralized multi-sensor Bayesian filtering algorithm to estimate the Bayesian-optimal posterior probability distribution of the target’s states. An open question is how to design a distributed estimation algorithm for a time-varying, heterogeneous sensor network on a communication graph that is much sparser than a complete graph so that each agent’s estimate converges to this Bayesian-optimal posterior probability distribution of the target’s states. Furthermore, we assume that the time-varying communication network topology is periodically strongly connected and each agent can only communicate once with its neighboring agents during each time instant.

In this paper, we present the Distributed Bayesian Filtering (DBF) algorithm to address this open question. During each time instant, the agents exchange their normalized likelihood functions with their neighboring agents only once and then combine them using our fusion rule. Our fusion rule for combining arbitrary probability distributions relies on the LogOP scheme and the dynamic average consensus algorithm [24,25,26,27]. We show that after finite time instants, the estimated likelihood function of each agent converges to an error ball centered on the joint likelihood function of the centralized multi-sensor Bayesian filtering algorithm. We also provide an explicit upper bound on the time step size of the DBF algorithm that depends on the time-scale of the target dynamics and the convergence error bound. Moreover, we analyze the effect of communication and modeling errors on the DBF algorithm. If the target dynamics are linear-Gaussian models, we show that the DBF algorithm can be simplified to the modified (Kalman) information filter. Finally, we show that the distributed estimation algorithms in [14,15] are special cases of the DBF algorithm.

Furthermore, [16] analyzed their algorithm using linear-Gaussian models while [13] focused on probability distributions within the exponential family. In contrast, we present a rigorous proof technique, which was first introduced in our prior work [17,18], for the LogOP scheme that is applicable for general probability distributions.

This paper is organized as follows. Section 2 presents some preliminaries and the problem statement. The LogOP scheme and some general convergence results are presented in Section 3. The DBF algorithm and its special cases are presented in Section 4. Results of numerical simulations are presented in Section 5 and the paper is concluded in Section 6.

2 Preliminaries and Problem Statement

Let \( \mathbb{N} \) and \( \mathbb{R} \) represent the sets of natural numbers (positive integers) and real numbers respectively. The state space of the target’s states \( \mathcal{X} \) is a closed set in \( \mathbb{R}^{n_x} \), where \( n_x \) is the dimension of the states of the target. Let \( \mathcal{B} \) be the Borel \( \sigma \)-algebra for \( \mathcal{X} \). A probability space is defined by the three-tuple \( (\mathcal{X}, \mathcal{B}, \mathbb{P}) \), where \( \mathbb{P} \) is a complete, \( \sigma \)-additive probability measure on all \( \mathcal{B} \). Let \( p(x) = \frac{d\mathbb{P}(x)}{d\mathbb{P}} \) denote the Radon–Nikodým density.
of the probability distribution $\mathbb{P}(x)$ with respect to a measure $\mu(x)$. If $x \in \mathcal{X}$ is continuous and $\mu(x)$ is a Lebesgue measure, $p(x)$ is the probability density function (pdf) [28]. Therefore, the probability of an event $\mathcal{A} \in \mathcal{X}$ can be written as the Lebesgue–Stieltjes integral $\mathbb{P}(\mathcal{A}) = \int_{\mathcal{A}} p(x) \, d\mu(x)$. In this paper, we only deal with the continuous case where the function $p(\cdot)$ represents the pdf and $\mu(\cdot)$ is the Lebesgue measure. Let $\Phi(\mathcal{X})$ represent the set of all pdfs over the state space $\mathcal{X}$. The $L_1$ distance and the KL divergence between the pdfs $\mathcal{P}, \mathcal{Q} \in \Phi(\mathcal{X})$ are denoted by:

$$D_{L_1}(\mathcal{P}, \mathcal{Q}) = \int_{\mathcal{X}} |\mathcal{P}(x) - \mathcal{Q}(x)| \, d\mu(x),$$

$$D_{KL}(\mathcal{P}||\mathcal{Q}) = \int_{\mathcal{X}} \mathcal{P}(x) \log \left( \frac{\mathcal{P}(x)}{\mathcal{Q}(x)} \right) \, d\mu(x).$$

In this paper, all the algorithms are presented in discrete time. Let $\Delta$ be the time step size between any two consecutive time instants. The time index is denoted by a right subscript. The agent index is denoted by a lowercase right superscript. Frequently used symbols are listed in the following table.

| Symbol | Definition |
|--------|------------|
| $A_k$  | Adjacency matrix |
| $\mathfrak{b}$ | Periodicity of the communication network |
| $\mathcal{S}_k^i$ | Inclusive neighbors of the $i^{th}$ agent |
| $\mathcal{L}_k^i$ | Normalized likelihood function |
| $\mathcal{L}_k^C$ | Normalized joint likelihood function |
| $N$ | Number of agents in the network |
| $S_k^i$ | Prior pdf |
| $T_k^i$ | Estimated likelihood function |
| $U_k^i$ | Estimated KL-divergence-minimizing pdf |
| $W_k^i$ | Posterior pdf |
| $W_k^{C,i}$ | Centralized posterior pdf |
| $\mathcal{X}$ | State space |
| $x_k$ | True states of the target |
| $x_{k|k-1}$ | Predicted states of the target |
| $x_{k|k}$ | Updated states of the target |
| $y_k^i$ | Measurement taken by the $i^{th}$ agent |
| $\Delta$ | Time step size |

### 2.1 Target Dynamics and Measurement Models

Let $x_k$ represent the true states of the target at the $k^{th}$ time instant, where $x_k \in \mathcal{X}$ for all $k \in \mathbb{N}$. The dynamics of the target in discrete time is given by:

$$x_{k+1} = f_k(x_k, w_k, \Delta), \forall k \in \mathbb{N}, \tag{1}$$

where $f_k : \mathbb{R}^{n_x} \times \mathbb{R}^{n_w} \to \mathbb{R}^{n_x}$ is a possibly nonlinear time-varying function of the state $x_k$, the discretization time step size $\Delta$, and an independent and identically distributed (i.i.d.) process noise $w_k$, where $n_x$ is the dimension of the process noise vector.

Consider a network of $N$ heterogeneous sensing agents simultaneously tracking this target. Let $y_k^i$ represent the measurement taken by the $i^{th}$ agent at the $k^{th}$ time instant. The measurement model of the agents is given by:

$$y_k^i = h_k^i(x_k, v_k^i), \forall i \in \mathcal{V} = \{1, \ldots, N\}, \forall k \in \mathbb{N}, \tag{2}$$

where $h_k^i : \mathbb{R}^{n_x} \times \mathbb{R}^{n_{vi}} \to \mathbb{R}^{n_{yi}}$ is a possibly nonlinear time-varying function of the state $x_k$ and an i.i.d. measurement noise $v_k^i$, where $n_{yi}$ and $n_{vi}$ are dimensions of the measurement and measurement noise vectors respectively. Note that the measurements are conditionally independent given the target’s states. We assume that the target dynamics (1) and measurement models (2) are known.

#### 2.2 Bayesian Filtering Algorithm

Each agent uses the Bayesian filtering algorithm to estimate the pdf of the states of the target [29,28]. Let $x_{k|k-1}$ and $x_{k|k}$ represent the predicted and updated states of the target at the $k^{th}$ time instant. Let the pdfs $S_k^i = p(x_{k|k-1}) \in \Phi(\mathcal{X})$ and $W_k^i = p(x_{k|k}) = p(x_{k|k-1}|y_k^i) \in \Phi(\mathcal{X})$ denote the $i^{th}$ agent’s prior and posterior pdfs of the target’s states at the $k^{th}$ time instant.

During the prediction step, the prior pdf $S_k^i = p(x_{k|k-1})$ is obtained from the previous posterior pdf $W_k^{i-1} = p(x_{k-1|k-1})$ using the Chapman–Kolmogorov equation [28]:

$$S_k^i = \int_{\mathcal{X}} p(x_{k|k-1}|x_{k-1|k-1}) W_{k-1}^i \, d\mu(x_{k-1|k-1}). \tag{3}$$

where the probabilistic model of the state evolution $p(x_{k|k-1}|x_{k-1|k-1})$ is obtained from the known target dynamics model (1). We assume that the prior pdf is available at the start of the estimation process.

The new measurement $y_k^i$ is used to compute the posterior pdf $W_k^i = p(x_{k|k}) = p(x_{k|k-1}|y_k^i)$ during the update step using the Bayes’ rule [28]:

$$W_k^i = \frac{p(y_k^i|x_{k|k-1}) S_k^i}{\int_{\mathcal{X}} p(y_k^i|x_{k|k-1}) S_k^i \, d\mu(x_{k|k-1})}. \tag{4}$$

The likelihood function $p(y_k^i|x_{k|k-1})$ is obtained from the $i^{th}$ agent’s known measurement model (2). Let the
pdf $L_k^i \in \Phi(\mathcal{X})$ represent the normalized likelihood function, i.e.,
\[
L_k^i = \frac{p(y_k^i|x_k|k-1)}{\int_{\mathcal{X}} p(y_k^i|x_k|k-1) \, d\mu(x_k|k-1)}.
\]
(5)

Therefore, (4) is equivalent to $W_k^i = \frac{L_k^i S_k^i}{\int_{\mathcal{X}} L_k^i S_k^i \, d\mu(x_k|k-1)}$.

If all the sensing agents are hypothetically connected by a complete graph, then the agents can exchange their likelihood functions. Each agent can use the centralized multi-sensor Bayesian filtering algorithm to compute the centralized posterior pdf of the target’s states $W_{k-1}^{C,i} = p(x_k|k) = p(x_k|k-1, y_1^i, \ldots, y_N^i) \in \Phi(\mathcal{X})$ using the Bayes’ rule [30]:
\[
W_{k-1}^{C,i} = \frac{L_{k-1}^i S_{k-1}^i}{\int_{\mathcal{X}} L_{k-1}^i S_{k-1}^i \, d\mu(x_k|k-1)}.
\]
(6)

where $L_{k-1}^i = \frac{\Pi_{j=1}^N L_{k-1}^j}{\int_{\mathcal{X}} \Pi_{j=1}^N L_{k-1}^j \, d\mu(x_k|k-1)}$.
(7)

Here, $L_{k-1}^i$ (7) is the normalized joint likelihood function.

Bayesian filtering is optimal because this posterior pdf $W_{k-1}^{C,i}$ integrates and uses all the available information expressed by probabilities [28]. Moreover, an optimal state estimate with respect to any criterion can be computed from this posterior pdf $W_{k-1}^{C,i}$. The minimum mean-square error (MMSE) estimate and the maximum a posteriori (MAP) estimate are given by [31]:
\[
\hat{x}_{k|k}^{MMSE} = \int_{\mathcal{X}} x \, W_{k|k}^{C,i} \, d\mu(x), \quad \hat{x}_{k|k}^{MAP} = \arg\max_{x \in \mathcal{X}} W_{k|k}^{C,i}.
\]

Other potential criteria for optimality, such as maximum likelihood, minimum conditional KL divergence, and minimum free energy, are discussed in [28,31]. The main advantage of the original Bayesian filtering formulation is that no approximation is needed during the filtering process; i.e., the complete information about the dynamics and uncertainties of the model can be incorporated in the filtering algorithm. However, direct implementation of Bayesian filtering (3)–(4) is computationally expensive. Practical implementation of these algorithms, in their most general form, is achieved using particle filtering [29,32] and Bayesian programming [33,34].

2.3 Problem Statement

Let the pdf $T_k^i \in \Phi(\mathcal{X})$ denote the estimated joint likelihood function of the $i^{th}$ agent at the $k^{th}$ time instant. Let $\eta \in (0, 1)$ and $\delta \in (0, \frac{2}{\eta^2})$ be positive constants. Our aim is to design a discrete-time distributed estimation algorithm, over the communication network topology described in Section 2.4, so that each agent’s $T_k^i$ converges to the normalized joint likelihood function $L_k^i$ (7), where the convergence error is given by
\[
D_{L_k^i}(T_k^i, L_k^i) \leq (1 + \eta)\delta, \quad \forall k \geq \kappa, \forall i \in \mathcal{V}, \quad (8)
\]
\[
\lim_{k \to \infty} D_{L_k^i}(T_k^i, L_k^i) \leq \delta, \quad \forall i \in \mathcal{V}. \quad (9)
\]

The DBF algorithm, shown in Fig. 1 and Algorithm 1, achieves this objective. Note that the agents exchange their estimated pdfs with their neighboring agents only once during each time instant before the fusion step.
Therefore, the digraph $\mathcal{G}_k$ is periodically strongly connected and the matrix $A_k$ is non-degenerate and balanced.

Note that if $b = 1$, then the digraph $\mathcal{G}_k$ is strongly connected at all time instants $k \in \mathbb{N}$.

### 3 Logarithmic Opinion Pool and Convergence Results

Let the pdf $P^i_k \in \Phi(\mathcal{X})$ denote the $i$th agent’s pdf at the $k$th time instant. The LinOP and LogOP schemes for combining the pdfs $P^i_k$ are given by [20]:

$$
\mathcal{P}\text{LinOP}(x) = \sum_{i=1}^{N} \alpha^i_k P^i_k(x),
$$

$$
\mathcal{P}\text{LogOP}(x) = \frac{\prod_{i=1}^{N} (P^i_k(x))^{\alpha^i_k}}{\int_{\mathcal{X}} \prod_{i=1}^{N} (P^i_k(x))^{\alpha^i_k} \, d\mu(x)},
$$

where the weights $\alpha^i_k$ are such that $\sum_{i=1}^{N} \alpha^i_k = 1$ and the integral in the denominator of (12) is finite. Thus, the combined pdf obtained using LinOP and LogOP gives the weighted algebraic and geometric averages of the individual pdfs respectively. As shown in Fig. 2, the combined pdf obtained using LogOP typically preserves the multimodal or unimodal nature of the original individual pdfs [22]. The most compelling reason for using the LogOP scheme is that it is externally Bayesian; i.e., the LogOP combination step commutes with the process of updating the pdfs by multiplying with a commonly agreed likelihood pdf $L_k \in \Phi(\mathcal{X})$:

$$
\frac{L_k P_k \mathcal{P}\text{LogOP}}{\int_{\mathcal{X}} L_k P_k \mathcal{P}\text{LogOP} \, d\mu(x)} = \frac{\prod_{i=1}^{N} \left( \frac{L_k P^i_k}{\int_{\mathcal{X}} L_k P^i_k \, d\mu(x)} \right)^{\alpha^i_k}}{\int_{\mathcal{X}} \prod_{i=1}^{N} \left( \frac{L_k P^i_k}{\int_{\mathcal{X}} L_k P^i_k \, d\mu(x)} \right)^{\alpha^i_k} \, d\mu(x)}.
$$

Therefore, the LogOP scheme is ideal for combining pdfs in distributed estimation algorithms.

Due to the multiplicative nature of the LogOP scheme, each agent has veto power [22]. That is, if $P^i_k(x) = 0$ for some $x \in \mathcal{X}$ and some agent $i \in \mathcal{V}$ with $\alpha^i_k > 0$, then $P_k \mathcal{P}\text{LogOP}(x) = 0$ in the combined pdf irrespective of the pdfs of the other agents. In order to avoid this veto condition, we enforce the following assumption which has been used in the literature.

**Assumption 2** [10,22] (Nonzero Probability Property)

*In this paper, all pdfs are strictly positive everywhere in the closed set $\mathcal{X}$.***

In order to analyze the LogOP scheme with general probability distributions that satisfy Assumption 2, we use the following functions.

![Fig. 2. The pdfs in (a) and (c) are combined using LinOP and LogOP in (b) and (d). Note that the LogOP solution preserves the modal nature of the original pdfs.](image)

**Definition 1** Under Assumption 2, for any constant $\psi \in \mathcal{X}$, we have $P^i_k(\psi) > 0$, $\forall i \in \mathcal{V}$ and $P_k \mathcal{P}\text{LogOP}(\psi) > 0$.

Using simple algebraic manipulation of (12), we get [23]:

$$
\mathcal{P}_k \mathcal{P}\text{LogOP}(x) := \ln \left[ \frac{P_k \mathcal{P}\text{LogOP}(x)}{P_k \mathcal{P}\text{LogOP}(\psi)} \right] = \sum_{i=1}^{N} \alpha^i_k \mathcal{P}_i(x),
$$

where $\mathcal{P}_i(x) := \ln \left[ \frac{P_i(x)}{P_i(\psi)} \right]$, $\forall i \in \mathcal{V}$.

Thus, we have represented the LogOP scheme (12) as a linear equation using these functions $\mathcal{P}_i(x)$ and $\mathcal{P}_k \mathcal{P}\text{LogOP}(x)$, and removed the effect of the normalizing constants.

We now state some useful convergence results using the functions in Definition 1. The proofs are given in Appendix.

**Definition 2** (Pointwise Convergence) The pdf $P^i_k$ converges pointwise to the pdf $P^i \in \Phi(\mathcal{X})$, if and only if $\lim_{k \to \infty} P^i_k(x) = P^i(x)$ for all $x \in \mathcal{X}$.

**Lemma 1** If the pdfs $P$, $Q$ satisfy Assumption 2, then there exists $\psi \in \mathcal{X}$ such that $P(\psi) = Q(\psi)$.

**Lemma 2** If the function $\mathcal{P}_i$ (14) converges pointwise to the function $\mathcal{P}^* := \ln \left[ \frac{P^*}{P^{i \psi}} \right]$, then the corresponding pdf $P^i_k$ also converges pointwise to the pdf $P^*$.

**Definition 3** (Convergence in TV) The measure $\mu_{P^i_k}$ is defined as the measure induced by the pdf $P^i_k$ on $\mathcal{X}$, where $\mu_{P^i_k}(\mathcal{A}) = \int_{\mathcal{A}} P^i_k \, d\mu(x)$ for any event $\mathcal{A}$ in $\mathcal{X}$. Similarly, let $\mu_{P^*}$ denote the measure induced by the pdf $P^*$ on $\mathcal{X}$. 
The TV distance is defined as \( \|\mu_{P_i^k} - \mu_P\|_{TV} := \sup_{\alpha \in \mathcal{X}} |\mu_{P_i^k}(\alpha) - \mu_P(\alpha)| \). The measure \( \mu_{P_i^k} \) converges to the measure \( \mu_P \) in TV, if and only if \( \lim_{k \to \infty} \|\mu_{P_i^k} - \mu_P\|_{TV} = 0 \).

**Lemma 3** If the pdf \( P_i^k \) converges pointwise to the pdf \( P^* \), then the measure \( \mu_{P_i^k} \) converges in TV to the measure \( \mu_P^* \). Moreover, \( \|\mu_{P_i^k} - \mu_P^*\|_{TV} = \frac{1}{2} D_{L_i}(P_i^k, P^*) \).

Another reason for using the LogOP scheme is that it minimizes the information lost during the combination process, where the information loss is measured using the KL divergence.

**Lemma 4** [16,17] The pdf \( P_k^{KL} \in \Phi(\mathcal{X}) \) that globally minimizes the sum of KL divergences with the pdfs \( P_i^k \) for all agents is given by:

\[
P_k^{KL} = \arg \min_{\rho \in \Phi(\mathcal{X})} \sum_{i=1}^{N} D_{KL}(\rho||P_i^k) = \frac{\prod_{i=1}^{N} (P_i^k)^{\frac{1}{N}}}{\int_{\mathcal{X}} \prod_{i=1}^{N} (P_i^k)^{\frac{1}{N}} d\mu(\mathcal{X})}.
\]

Note that the pdf \( P_k^{KL} \) is equivalent to the pdf \( P_k^{LogOP} \) obtained using the LogOP scheme with weights \( \alpha_k^i = \frac{1}{N} \) for all agents.

The proof of Lemma 4 is given in our prior work [17]. Note that the normalized joint likelihood function \( L_k^C \) (7) is also given by:

\[
L_k^C = \frac{\prod_{i=1}^{N} L_i^j}{\int_{\mathcal{X}} \prod_{i=1}^{N} L_i^j d\mu(\mathcal{X})} = \frac{(L_k^{KL})^N}{\int_{\mathcal{X}} (L_k^{KL})^N d\mu(\mathcal{X})},
\]

where \( L_k^{KL} = \frac{\prod_{i=1}^{N} (L_i^j)^{\frac{1}{N}}}{\int_{\mathcal{X}} \prod_{i=1}^{N} (L_i^j)^{\frac{1}{N}} d\mu(\mathcal{X})} \). (16)

We show that the DBF algorithm also estimates the pdf \( L_k^{KL} \) (16) in a distributed manner.

### 4 Distributed Bayesian Filtering Algorithm

In this section, we present the main DBF algorithm, its convergence and robustness properties, and its application to special cases. We first state an assumption on the time-varying nature of the pdfs \( L_k^i \) (5) for all agents that directly link the target dynamics and measurement models with the time step size of the distributed estimation algorithm.

**Assumption 3** For any time step size \( \Delta > 0 \), there exists a time-invariant constant \( \theta_L > 0 \) such that for all agents \( i \in V = \{1, \ldots, N\} \):

\[
e^{-\Delta \theta_L} \leq \frac{L_k^i(\mathcal{X})}{L_{k-1}^i(\mathcal{X})} \leq e^{\Delta \theta_L}, \quad \forall i \in \mathcal{X}, \forall k \in \mathbb{N}.
\]

The necessary conditions for satisfying (17) are given by:

\[
D_{KL}(L_k^i||L_{k-1}^i) \leq \Delta \theta_L \text{ and } D_{KL}(L_{k-1}^i||L_k^i) \leq \Delta \theta_L.
\]

We now state the DBF algorithm, whose steps are shown in Fig. 1. Let the pdf \( U_k^i \in \Phi(\mathcal{X}) \) denote the estimated KL-divergence-minimizing pdf of the \( i \)th agent at the \( k \)th time instant. The pdf \( T_k^i \) is defined in Section 2.3. Under Assumptions 1–3, the pseudo-code of the DBF algorithm is given in Algorithm 1.

**Algorithm 1.** Distributed Bayesian Filtering Algorithm

1. \((i^{th} \text{ agent’s steps at } k^{th} \text{ time instant})\)
2. Compute prior pdf \( S_k^i = p(x_{k|k-1}) \) using (3)
3. Obtain local measurement \( y_k^i \)
4. Compute normalized likelihood function \( L_k^i \) using (5)
5. Receive pdfs \( U_{k-1}^j \) from agents \( j \in J_k^i \)
6. Compute pdfs \( U_k^i \) and \( T_k^i \) as follows:

\[
U_k^i = \begin{cases} 
\frac{L_k^i}{\int \frac{\Lambda^i \Delta^i}{\int \Lambda^i \Delta^i \left( L_{k-1}^{i-1} \right)^{-1} d\mu(\mathcal{X})} \left( U_{k-1}^i \right)^N d\mu(\mathcal{X})} & \text{if } k = 1 \\
\frac{\int \Lambda^i \Delta^i \left( L_{k-1}^{i-1} \right)^{-1} d\mu(\mathcal{X})}{\int \left( U_{k-1}^i \right)^N d\mu(\mathcal{X})} & \text{if } k \geq 2 \end{cases}, 
\]

where \( \Lambda^i = \prod_{j \in J_k^i} \left( U_{k-1}^j \right)^{\Delta_k[i,j]} \),

\[
T_k^i = \frac{\int (U_k^i)^N d\mu(\mathcal{X})}{\int (U_{k-1}^i)^N d\mu(\mathcal{X})}.
\]

7. Compute posterior pdf \( W_k^i = p(x_{k|k}) \) as follows

\[
W_k^i = \frac{\int \frac{S_k^i}{T_k^i} \frac{U_k^i}{S_k^i} d\mu(\mathcal{X})}{\int \frac{S_k^i}{T_k^i} \frac{U_k^i}{S_k^i} d\mu(\mathcal{X})}.
\]

The following theorem shows that the DBF algorithm satisfies the problem statement (8)–(9) in Section 2.3.

**Theorem 5** Under Assumptions 1–3, if all the agents execute the DBF algorithm (Algorithm 1) and the time step size \( \Delta \) for (17) for Algorithm 1 is defined as

\[
\Delta = \frac{\left(1 - \sigma_m\right) \log (\delta + 1)}{2bN(N-1) \sqrt{N} \theta_L},
\]

then the steady-state convergence error between the pdf \( T_k^i \) (19) and the pdf \( L_k^i \) (7) is bounded by \( \delta \):

\[
\lim_{k \to \infty} \max_{i \in V \{1, \ldots, N\}} D_{L_i}(T_k^i, L_k^i) \leq \delta.
\]

Furthermore, the convergence error between the pdfs \( T_k^i \) (19) and \( L_k^i \) (7) after \( k \) time instants is bounded by \((1 + \eta)\delta\):

\[
\max_{i \in V \{1, \ldots, N\}} D_{L_i}(T_k^i, L_k^i) \leq (1 + \eta)\delta, \forall k \geq \kappa,
\]

where, \( \kappa = 1 \) if \( \Theta_1 \leq \frac{\log(\delta+1)}{N^\frac{1}{2}} \), otherwise:
\[
\kappa = \left\lfloor \frac{b(N-1)}{\log \sigma_m} \log \left( \frac{\log \left( \frac{(1+\eta)\delta + 1}{\sigma + 1} \right)}{\log \left( \frac{N^2 \pi \delta + 1}{\sigma + 1} \right)} \right) \right\rfloor + 1, \tag{24}
\]

\[
D_1 = 2 \ln \left( \max_{i,j \in V, x \in X} \frac{L_i^1(x)}{L_j^1(x)} \right). \tag{25}
\]

Here, \( \eta \in (0,1) \) and \( \delta \in (0, \frac{2}{1+\eta}) \) are positive constants, and \( \sigma_m = \max_{k \in \mathbb{N}} \sigma_{N-1}(A_{k,k+b(N-1)-1}) \), where \( \sigma_{N-1} \) denotes the second largest singular value of the matrix, and \( \sigma_m \) is upper bounded by:

\[
\sigma_m \leq \left( 1 - \frac{4(\gamma - \gamma^N)}{(1 - \gamma) \sin^2 \frac{\pi}{2N}} \right)^{\frac{1}{2}} < 1. \tag{26}
\]

Moreover, \( b \) is the periodicity of the communication network topology, \( \gamma \in (0, \frac{1}{2}) \) is the smallest positive element in \( A_{k,k+b-1} \) defined in Assumption 1, and \( \theta_L \) is defined in Assumption 3.

The TV error between the measures induced by the pdfs \( T_k^i \) and \( L_k^i \) is bounded by:

\[
\max_{i \in V} \| \mu_{T_k} - \mu_{L_k} \|_{TV} \leq \frac{(1 + \eta)\delta}{2}, \quad \forall k \geq \kappa, \tag{27}
\]

\[
\lim_{k \to \infty} \max_{i \in V} \| \mu_{T_k} - \mu_{L_k} \|_{TV} \leq \frac{\delta}{2}. \tag{28}
\]

**Proof:** Using Definition 1, we define the functions \( \mathcal{L}_k^{KL}(x) = \ln \left( \frac{L_k^i(x)}{\mu_{T_k}} \right) \), \( \mathcal{L}_k^C(x) = \ln \left( \frac{L_k^i(x)}{\mu_{L_k}} \right) \), \( \mathcal{L}_k^q(x) = \ln \left( \frac{L_k^i(x)}{L_k^q(x)} \right) \), \( \mathcal{T}_k^i(x) = \ln \left( \frac{L_k^i(x)}{T_k^i(x)} \right) \), and \( \mathcal{T}_k^c(x) = \ln \left( \frac{L_k^c(x)}{T_k^c(x)} \right) \) for all \( i \in V \). Since these functions are defined for all \( x \in X \), we henceforth drop the term \( (x) \) for brevity.

**Step 1.** We first show that the pdf \( U_k^i \) (18) converges to the pdf \( L_k^{KL} \) (16). Equation (18) can be re-written using these functions as:

\[
U_k^i = \left\{ \begin{array}{ll}
\mathcal{L}_k^i & \text{if } k = 1 \\
\sum_{j=1}^{N} A_k[i,j] U_{k-1}^j + \mathcal{L}_k^q - \mathcal{L}_k^c & \text{if } k \geq 2,
\end{array} \right. \tag{29}
\]

because \( A_k[i,j] = 0 \) if \( j \not\in \mathcal{T}_k^i \), as defined in Section 2.4. Since \( A_k \) is doubly stochastic, (29) satisfies the conservation property:

\[
\sum_{i=1}^{N} U_k^i = \sum_{i=1}^{N} \sum_{j=1}^{N} A_k[i,j] U_{k-1}^j + N(\mathcal{L}_k^i - \mathcal{L}_k^{KL}) = \sum_{i=1}^{N} \sum_{j=1}^{N} A_k[i,j] U_{k-1}^j + N(\mathcal{L}_k^i - \mathcal{L}_k^{KL}) = \sum_{i=1}^{N} (\mathcal{L}_k^i - \mathcal{L}_k^{KL}) + \sum_{i=1}^{N} \mathcal{L}_k^i = N\mathcal{L}_k^{KL}. \tag{30}
\]

Note that \( \mathcal{L}_k^{KL} = \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}_k^i \) follows from (16). This shows that if the functions \( U_k^i \) converge towards each other, then they will converge to the function \( \mathcal{L}_k^{KL} \). Let us define the error vector \( e_k \) as:

\[
e_k = \left[ \mathcal{L}_k^q - \mathcal{L}_k^{KL}, \ldots, \mathcal{L}_k^q - \mathcal{L}_k^{KL}, \ldots, \mathcal{L}_k^q - \mathcal{L}_k^{KL} \right]^T.
\]

The evolution of the error vector \( e_k \) is given by:

\[
e_k = A_k e_{k-1} + \Omega_{k,k}, \quad \forall k \geq 2, \tag{31}
\]

where \( \Omega_{k,k} = \left( I - \frac{11^T}{N} \right) \left[ \frac{\mathcal{L}_k^{KL} - \mathcal{L}_{k-1}^{KL}}{N} \right]. \]

The overall evolution of the error vector \( e_k \) after \( b \in \mathbb{N} \) time instants is given by:

\[
e_{k+b-1} = A_{k+b-1} e_{k-1} + \Omega_{k+b-1,k+b-1}, \tag{32}
\]

where \( A_{k+b-1} \) is defined in (10) and for \( b \geq 2 \):

\[
\Omega_{k+b-1,k+b-1} = \sum_{\tau=k}^{k+b-2} (A_{\tau+k,b-1-\Omega_{\tau+b-1,\tau}} + \Omega_{k+b-1,k+b-1}) .
\]

Note that \( 1^T e_k = 0 \) because of (30) and \( 1^T \Omega_{k+b-1,k+b-1} = 0 \) because \( 1^T \left( I - \frac{11^T}{N} \right) = 0 \). Therefore, we investigate the convergence of \( e_k \) along all directions that are orthogonal to \( 1^T \). It follows from Assumption 1 that the matrix \( A_{k+b-1} \) is irreducible. Therefore, the matrix \( A_{k+b-1} \) is primitive [35, Lemma 8.5.4, pp. 516] and \( \lambda_{N-1}(A_{k+b-1}) < 1 \), where \( \lambda_{N-1} \) denotes the second largest eigenvalue of the matrix. Let \( V_{1r} = \left[ \frac{1}{\sqrt{N}}, V_r \right] \) be the orthonormal matrix of eigenvectors of the symmetric primitive matrix \( A_{1b}^T A_{1b} \). By spectral decomposition [36], we get:

\[
V_{1r}^T A_{1b}^T A_{1b} V_{1r} = \left[ \begin{array}{c}
0^{(N-1) \times 1} V_{1r}^T A_{1b} V_{1r} \end{array} \right],
\]

where \( \frac{1}{N} V_{1r}^T A_{1b} V_{1r} = 1, \frac{1}{\sqrt{N}} V_{1r}^T A_{1b} V_{1r} = 0^{(N-1) \times 1}, \) and \( V_{1r}^T A_{1b} V_{1r} = \frac{1}{N} V_{1r}^T \) are used. Since the eigenvectors are orthonormal, we have \( V_{1r}^T V_{1r} = 1 \). Left-multiplying (32) with \( V_{1r} \) gives:
where $V_s^T e_{k+b-1} = V_s^T \Omega_{k,b-1} + V_s^T A_{k,b-1} (V_s V_s^T + \frac{1}{N} I)^{1/2} e_{k-1}$, which is also orthogonal to $V_s$. Hence, in the presence of the disturbance term, we get:

$$
\| V_s^T e_{k+b-1} \|_2 = \| V_s^T A_{k,b-1} V_s^T e_{k-1} \|_2 \\
\leq \sigma_{\text{max}}(A_{k,b-1}) \| V_s^T e_{k-1} \|_2.
$$

where $\sigma_{\text{max}}$ denotes the largest singular value of the matrix. Since $V_s^T$ is orthonormal (i.e., $V_s^T V_s = I$) and also orthogonal to $1^T$ (i.e., $V_s^T 1 = 0$) and the matrix $A_{k,b-1}$ is primitive, we have

$$
\sigma_{\text{max}}(A_{k,b-1}) = \sigma_{\text{max}}(A_{k,b-1}) < 1,
$$

where $\sigma_{\text{max}}$ denotes the second largest singular value of the matrix. Therefore, the error vector $V_s^T e_k$ is globally exponentially stable in absence of the disturbance term.

Since the matrix $A_{k,b-1}$ is irreducible, the matrix $A_{k,b-1} = \sigma_{\text{max}}(A_{k,b-1})$ is a positive matrix because the maximum path length between any two agents is less than or equal to $b(N-1)$ [37]. Hence, the matrix $A_{k,b-1}$ is irreducible, the matrix $A_{k,b-1}$ is lower bounded by $b(N-1)$, and we have $\sigma_{\text{max}}(A_{k,b-1}) < 1$ [38]. Therefore, $\sigma_m$ and $\sigma_{\text{max}}$ satisfy the Assumption 3 that

$$
\| \left( \| A_{k,b-1} \| \right) \| \leq 2 \sqrt{N} \Delta \theta_L.
$$

Hence, we have:

$$
\| V_s^T \Omega_{k,b-1} \|_2 \leq 2b(N-1) \sqrt{N} \Delta \theta_L.
$$

Using the discrete Gronwall lemma [39, pp. 9] we obtain:

$$
\| V_s^T e_k \|_2 \leq \frac{2b(N-1)}{1-\delta} \left( \frac{2N \Delta \theta_L}{1-\delta} \right) + \frac{1}{1-\delta} 2b(N-1) \sqrt{N} \Delta \theta_L.
$$

Moreover, $\| V_s^T e_k \|_2 \leq \sqrt{N} \mathbb{D}_1$, where $\mathbb{D}_1$ is defined in (25). Therefore, it follows that for all $x \in \mathcal{X}$:

$$
\max_{i \in \mathcal{V}} | \mathcal{U}_i(x) - \mathcal{L}_k(x) | \leq \Xi_k, \quad \forall k \in \mathbb{N},
$$

where $\Xi_k = \left( \sqrt{N} \mathbb{D}_1 - \frac{2b(N-1) \sqrt{N} \Delta \theta_L}{1-\sigma_m} \right) \left( \frac{2N \Delta \theta_L}{1-\sigma_m} \right) + \frac{2b(N-1) \sqrt{N} \Delta \theta_L}{1-\sigma_m}.$ (37)

Thus, the error between the function $\mathcal{U}_i$ and the function $\mathcal{L}_k$ is bounded by $\Xi_k$, which depends on time instant $k$.

**Step 2.** We now show that the pdf $T_k$ (19) converges to the pdf $L_k^C$ (15). For all $x \in \mathcal{X}$, equations (15) and (19) can be re-written as:

$$
\mathcal{L}_k^C(x) = N \mathcal{L}_k^K(x), \quad \mathcal{U}_i(x) = N \mathcal{U}_i(x), \quad \forall i \in \mathcal{V}.
$$

Therefore, it follows from (36) that:

$$
\max_{i \in \mathcal{V}} \left| \mathcal{U}_i(x) - \mathcal{L}_k^C(x) \right| \leq N \Xi_k, \quad \forall k \in \mathbb{N}.
$$

Thus, the error between the function $\mathcal{U}_i$ and the function $\mathcal{L}_k^C$ is bounded by $N \Xi_k$. We have:

$$
\max_{i \in \mathcal{V}} \left| \ln \left( \frac{T_k(x)}{L_k^C(x)} \right) - \ln \left( \frac{\mathcal{L}_k^C(x)}{L_k^C(x)} \right) \right| \leq N \Xi_k, \quad \forall k \in \mathbb{N}.
$$

Using Lemma 1, we select $\psi \in \mathcal{X}$ such that $T_k(\psi) = L_k^C(\psi)$. Therefore,

$$
\max_{i \in \mathcal{V}} \left| \ln \left( \frac{T_k(x)}{L_k^C(x)} \right) \right| \leq N \Xi_k, \quad \forall k \in \mathbb{N}.
$$

Using (26), it follows from Assumption 3 that

$$
\left| \left| \begin{array}{cccc}
\mathcal{L}_k^C(x) - \mathcal{L}_k^C(\psi) \\
\mathcal{L}_k^C(x) - \mathcal{L}_k^C(\psi) \\
\mathcal{L}_k^C(x) - \mathcal{L}_k^C(\psi) \\
\mathcal{L}_k^C(x) - \mathcal{L}_k^C(\psi)
\end{array} \right| \right|_2 \leq 2 \sqrt{N} \Delta \theta_L.
$$

Hence, the convergence error between the pdfs is bounded by

$$
\max_{i \in \mathcal{V}} \left| \ln \left( \frac{T_k(x)}{L_k^C(x)} \right) \right| \leq \Xi_k, \quad \forall k \in \mathbb{N}.
$$

Hence the convergence error between the pdfs is bounded by

$$
\max_{i \in \mathcal{V}} \left| \ln \left( \frac{T_k(x)}{L_k^C(x)} \right) \right| \leq \Xi_k, \quad \forall k \in \mathbb{N}.
$$

Since $x \in \mathcal{X}$ can be any point, therefore:

$$
\max_{i \in \mathcal{V}} D_{L_1} (T_k, L_k^C) = \max_{i \in \mathcal{V}} \int_{\mathcal{X}} \left| T_k - L_k^C \right| d\mu(x) \leq (e^{N \Xi_k} - 1) \int_{\mathcal{X}} L_k^C d\mu(x) = (e^{N \Xi_k} - 1), \quad \forall k \in \mathbb{N}.
$$

Hence the convergence error between the pdfs is bounded by

$$
\max_{i \in \mathcal{V}} \left| \ln \left( \frac{T_k(x)}{L_k^C(x)} \right) \right| \leq (e^{N \Xi_k} - 1), \quad \forall k \in \mathbb{N}.
$$

It follows from (23)–(22) that $(e^{N \Xi_k} - 1) \leq (1 + \eta) \delta$ for all $k \geq \kappa$ and $\lim_{k \to \infty} (e^{N \Xi_k} - 1) \leq \delta$. The time step size $\Delta$ (21) is found using the steady-state error term:

$$
e \frac{2b(N-1) \sqrt{N} \Delta \theta_L}{1-\sigma_m} = 1 = \delta.
$$

If $\sqrt{N} \Delta_1 \leq \frac{2b(N-1) \sqrt{N} \Delta \theta_L}{1-\sigma_m}$, then $(e^{N \Xi_k} - 1) \leq (1 + \eta) \delta$ for all $k \in \mathbb{N}$. Therefore, if $\Delta_1 \leq \frac{\log(\delta+1)}{N^2}$, then $\kappa = 1$. 


Otherwise, for $\mathcal{D}_1 > \frac{\log(4+1)}{N^2}$, $\kappa$ (24) is computed using $\left( e^{N \Xi_k} - 1 \right) \leq (1 + \eta)\delta$. The constraint on TV error follows from Lemma 3. Note that our exponential-convergence proof is substantially different from the asymptotic-convergence proof in [27]. ■

Remark 1 A key advantage of the DBF algorithm is that it does not require all the sensors to observe the target. If an agent does not observe the target, then it sets its normalized likelihood function as the uniform distribution, i.e., $C_k(x) = 1$. Then this agent’s likelihood function does not influence the joint likelihood function and the estimated pdfs because of the geometric nature of the fusion rule.

Moreover, the DBF algorithm avoids double counting because the summation of weights from all paths is a constant due to the weights in the adjacency matrix $A_k$.

Theorem 5 explicitly bounds the time step size $\Delta$ of the distributed estimation algorithm with the time-scale of the target dynamics. But the effectiveness of the DBF algorithm is predicated on Assumption 3. Moreover, the upper bound on the time step size $\Delta_{\text{max}}$ (21) decreases with increasing number of agents $N$.

The following corollary provides sharper bounds for the special case of a static, strongly-connected communication network topology.

Corollary 6 If the communication network topology is time-invariant and strongly-connected, then the time step size $\Delta$ (21) and $\kappa$ (24) in Theorem 5 are given by:

$$\Delta = \frac{(1 - \sigma_{N-1}(A)) \log (\delta + 1)}{2N \sqrt{N} \theta_L},$$ (40)

$$\kappa = \frac{1}{\log \sigma_{N-1}(A)} \frac{\left( \log \left( \frac{1+(\eta \delta + 1)}{3+1} \right) \right)}{\left( \log \left( \frac{e^{\frac{1}{\delta+1}}}{3+1} \right) \right)}$$ + 1, (41)

where $A$ is the time-invariant adjacency matrix.

Proof: In this case, (34) is written as:

$$\|V_s^T e_k\|_2 \leq \sigma_{N-1}(A) \|V_s^T e_{k-1}\|_2 + 2 \sqrt{N} \Delta \theta_L.$$

Using the discrete Gronwall lemma [39, pp. 9] we obtain:

$$\|V_s^T e_k\|_2 \leq \frac{(1 - \sigma_{N-1}(A))^{k-1}}{(1 - \sigma_{N-1}(A))} \|V_s^T e_1\|_2$$

$$+ \frac{1 - (\sigma_{N-1}(A))^{k-1}}{1 - \sigma_{N-1}(A)} 2 \sqrt{N} \Delta \theta_L.$$ (42)

Hence, we get $\max_{i \in V} |\Psi_k^i (x) - L_k^i (x)| \leq \Xi_k$ for all $k \in \mathbb{N}$, where

$$\Xi_k = \left( (\sigma_{N-1}(A))^{k-1} \sqrt{N} \mathcal{D}_1 + \frac{1 - (\sigma_{N-1}(A))^{k-1}}{1 - \sigma_{N-1}(A)} 2 \sqrt{N} \Delta \theta_L \right).$$

We get $\Delta$ (40) and $\kappa$ (41) from time-{$\infty$} $(e^{N \Xi_k} - 1) \leq \delta$ and $(e^{N \Xi_k} - 1) \leq (1 + \eta)\delta$ for all $k \geq \kappa$ respectively. ■

4.1 Robustness Analysis

In this section, we study the robustness of the DBF algorithm in the presence of communication and modeling errors. In order to implement the DBF algorithm, the agents need to communicate their estimated pdfs $U^i_k$ with their neighboring agents (see line 5 in Algorithm 1).

Remark 2 (Communication of pdfs) The information theoretic approach for communicating pdfs is studied in [40]. If particle filters are used to implement the Bayesian filter and combine the pdfs [32,41], then the resampled particles represent the agent’s estimated pdf. Hence communicating pdfs is equivalent to transmitting these resampled particles. Another approach involves approximating the pdf by a weighted sum of Gaussian pdfs [42, pp. 213] and then transmitting this approximate distribution. Several techniques for estimating the Gaussian parameters are discussed in the Gaussian mixture model literature [41,43,44].

Let the pdf $U^i_k \in \Phi(\mathcal{X})$ denote the pdf $U^i_k$ that is corrupted with communication errors. Similarly, let the pdf $L_k^i \in \Phi(\mathcal{X})$ represent the normalized likelihood function $C_k^i$ that is corrupted with modeling errors. We first state the assumptions on these errors and then state the main result of this section.

Assumption 4 There exists time-invariant constants $\varepsilon_U \geq 0$ and $\varepsilon_L \geq 0$ such that for all agents $i \in V$:

$$e^{-\varepsilon_U} \leq \frac{U_k^i(x)}{U_k^i(x)} \leq e^{\varepsilon_U}, \quad \forall x \in \mathcal{X}, \forall k \in \mathbb{N},$$

$$e^{-\varepsilon_L} \leq \frac{L_k^i(x)}{L_k^i(x)} \leq e^{\varepsilon_L}, \quad \forall x \in \mathcal{X}, \forall k \in \mathbb{N}.$$ (44)

Therefore, $|\Psi_k^i (x) - \hat{\Psi}_k^i (x)| \leq 2\varepsilon_U$ and $|L_k^i - \hat{L}_k^i| \leq 2\varepsilon_L$, where

$$\Psi_k^i (x) = \ln \left[ \frac{U_k^i(x)}{U_k^i(\psi)} \right] \text{ and } \hat{\Psi}_k^i (x) = \ln \left[ \frac{\hat{U}_k^i(x)}{\hat{U}_k^i(\psi)} \right].$$

Corollary 7 Under Assumptions 1–4, the time step size $\Delta$ (21) in Theorem 5 is given by:

$$\Delta = \frac{(1 - \sigma_m) \log (\delta + 1)}{2b + (N - 1) \sqrt{N} \theta_L} = \frac{2\varepsilon_L + \varepsilon_U}{\theta_L},$$ (45)

where $\varepsilon_U$ and $\varepsilon_L$ are defined in Assumption 4.

Proof: Equation (18) can be written as:

$$\Psi_k^i = \begin{cases} \sum_{j=1}^{N} A_k[i,j] \Psi_k^{j-1} - A_k[i,i] \Psi_k^{i-1}, & \text{if } k = 1 \\ \Psi_k^{i-1} + A_k[i,i] \Psi_k^{i-1} + L_k^i - \hat{L}_k^i, & \text{if } k \geq 2 \end{cases}.$$ (46)

Substituting the bounds from Assumption 4 gives:
The evolution of the error vector $e_k$ is now given by:

$$ e_k = A_k e_{k-1} + \Omega_{k,k}, \quad \forall k \geq 2, $$

where $\|\Omega_{k,k}\| \leq \|\Omega_{k,k}\|_2 + 2\sqrt{N}(\varepsilon_U + 2\varepsilon_L)$. 

Similar to the proof of Theorem 5, we get:

$$ \|V_k e_k\|_2 \leq \left[\sigma_m \left(\frac{k-1}{N-1}\right)^{\frac{1}{2}}\right] \|V_k e_1\|_2 + \frac{1 - \sigma_m}{1 - \sigma_m} 2b(N - 1) \sqrt{N(\Delta^2 + 2\varepsilon_L + \varepsilon_U)}. $$

Hence, we get $\max_{i \in \mathcal{V}} |\mathcal{L}_k^i(x) - \mathcal{L}_k^k(x)| \leq \Xi_k$ for all $k \in \mathbb{N}$, where

$$ \Xi_k = \left[\sigma_m \left(\frac{k-1}{N-1}\right)^{\frac{1}{2}}\right] \sqrt{N} \mathcal{D}_1 + \frac{1 - \sigma_m}{1 - \sigma_m} 2b(N - 1) \sqrt{N(\Delta^2 + 2\varepsilon_L + \varepsilon_U)}. $$

We get $\Delta$ (45) and $\kappa$ (24) from $\lim_{k \to \infty} (e^{N\Xi_k} - 1) \leq \delta$ and $(e^{N\Xi_k} - 1) \leq (1 + \eta)\delta$ for all $k \geq \kappa$ respectively. 

It follows from Corollary 7 that in order to generate satisfactory estimates using the DBF algorithm, the bounds $\varepsilon_U, \varepsilon_L$ should be substantially smaller than $\delta$.

### 4.2 Special Case: DBF-Kalman Information Filter

In this section, we apply the DBF algorithm to the special case where the target dynamics and measurement models are given by linear systems with additive Gaussian noise:

$$ x_{k+1} = F_k x_k + w_k, \quad \forall k \in \mathbb{N}, $$

$$ y_i^k = H_i^k x_k + v_i^k, \quad \forall k \in \mathbb{N}, \forall i \in \mathcal{V}, $$

where the process noise $w_k \sim \mathcal{N}(0, Q_k)$ and the measurement noise $v_i^k \sim \mathcal{N}(0, R_i^k)$ are zero mean multivariate normal distributions.

Therefore, we adopt the information filter-based representation [45,46]. The pseudo-code of the DBF-Kalman information filtering algorithm for linear-Gaussian models is given in Algorithm 2. The prior pdf $S^i_k = \mathcal{N}(\hat{x}_{i,k}^k, P^i_{k|k-1})$, the posterior pdf $W^i_k = \mathcal{N}(\hat{x}_{i,k}^k, K_{i,k}^k)$, and the estimated pdfs $U^i_k = \mathcal{N}(\hat{u}^i_k, (U^i_k)^{-1})$, $\hat{z}^i_k = \mathcal{N}((T^i_k)^{-1}u^i_k, (T^i_k)^{-1})$ are also multivariate normal distributions.

### Algorithm 2. DBF-Kalman Information Filtering Algorithm

1. ($i$th agent’s steps at $k$th time instant)

2. Compute the prior pdf $S^i_k = \mathcal{N}(\hat{x}_{i,k}^k, P^i_{k|k-1})$

3. Obtain local measurement $y_i^k$

4. Receive pdfs $U^j_{k-1}$ from agents $j \in \mathcal{J}_k$

5. Compute the pdfs $U^i_k$ and $T^i_k$ as follows:

6. Compute the posterior pdf $W^i_k = \mathcal{N}(\hat{x}_{i,k}^k, P^i_{k|k})$

### 4.3 Special Case: Multiple Consensus Loops within Each Time Instant

In this section, we show that the proposed DBF algorithm can be easily extended to recursively combine local likelihood functions using multiple consensus loops within each time instant so that each agent’s estimated likelihood function converges to the joint likelihood function $L^C_k$ (15). Then, the resultant DBF algorithm is equivalent to the Bayesian consensus algorithms in [14,15]. Note that multiple consensus loops within each time step significantly reduces the practicality of such algorithms. Let the pdfs $U^i_{k|\nu} \in \mathcal{P}(\mathcal{X})$ and $T^i_{k|\nu} \in \mathcal{P}(\mathcal{X})$ denote to the local pdfs of the $i$th agent during the $\nu$th consensus loop at the $k$th time instant. Since the pdf $L^C_k$ is not updated during the $k$th time instant, we define the pdfs $L^C_{k|\nu} = L^C_k$ for all $\nu \in \mathbb{N}$. During the $\nu$th consensus loop, each agent updates its local pdfs $U^i_{k|\nu}$ and $T^i_{k|\nu}$ using the following fusion rule:

$$ U^i_{k|\nu} = \left\{ \begin{array}{ll} \mathcal{L}^i_{k|\nu-1} \prod_{j \in \mathcal{J}^i_{k|\nu-1}} \mathcal{N}(\hat{x}_{j,k}^k, P^j_{k|k-1}) & \text{if } \nu = 1 \\ \int_{\mathcal{X}} \prod_{j \in \mathcal{J}^i_{k|\nu-1}} \mathcal{N}(\hat{x}_{j,k}^k, P^j_{k|k-1}) d\mu(x) & \text{if } \nu \geq 2 \end{array} \right., $$

$$ T^i_k = \frac{\langle U^i_{k|\nu} \rangle^N}{\int_{\mathcal{X}} \langle U^i_{k|\nu} \rangle^N d\mu(x)}.$$
Theorem 8 [17,18] Assuming $G_k$ is strongly connected, each agent's pdf $T_{k,v}$ globally exponentially converges pointwise to $L_N^C$ (15). After $n_{loop}$ consensus loops, the $\ell_2$ norm of the error vector $e_{k,v} := \begin{bmatrix} D_{L_1}(T_{k,v}, L_{k}^N) \\ \cdots \\ D_{L_1}(T_{k,v}^{n_{loop}}, L_{k}^N) \end{bmatrix}^T$ is bounded by $\|e_{k,n_{loop}}\|_2 \leq (\sigma_{N-1}(A_k)^{(n_{loop}-1)})2\sqrt{N}$.

The proof follows from Theorem 2 and 4 in [17]. Thus, the distributed estimation algorithm in [14,15] is a special case of our DBF algorithm.

5 Numerical Simulations

In this section, we demonstrate the properties of the DBF algorithm using a benchmark example in Section 5.1 and a complex multi-agent estimation and control task in Section 5.2.

5.1 Benchmark Example

In this subsection, we compare the performance of the DBF algorithms with the centralized multi-sensor Bayesian filtering algorithms using the benchmark example studied in [6,16,47]. The target dynamics is modeled by a linear (nearly constant velocity) model:

$$x_{k+1} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} x_k + w_k,$$

where $w_k$ is the covariance matrix of the process noise $\begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \Delta \\ 0 & 0 & \Delta & 0 \\ \Delta & 0 & 0 & 0 \end{bmatrix}$ is the time step size, and the state vector $x_k$ denotes the position and velocity components along the coordinate axes, i.e., $x_k = [x_k, \dot{x}_k, y_k, \dot{y}_k]^T$. As shown in Fig. 3, 50 sensing agents are distributed over the given region and are able to communicate with their neighboring agents. The undirected communication network topology is assumed to be time-invariant. Local-degree weights are used to compute the doubly stochastic adjacency matrix $A_k$ as:

$$A_k[i,j] = \frac{1}{\max(d_i, d_j)}, \quad \forall j \in J_k^i \text{ and } i \neq j,$$

$$A_k[i,i] = 1 - \sum_{j \in V \setminus \{i\}} A_k[i,j],$$

where $d_i$ denotes the degree of the $i$th agent.

In Scenario 1, five of these agents are equipped with nonlinear position sensors that can measure their distance to the target using Time of Arrival (TOA) sensors. Another five agents are equipped with Direction of Arrival (DOA) sensors that can measure the bearing angle between the target and themselves. The remaining agents do not have any sensors. The measurement models for these sensors are given by:

$$h_k^i(x_k, v^i_k) = \begin{cases} \text{atan2}(x_k - x^i, y_k - y^i) + v^i_{k,DOA} & \text{for DOA sensor} \\ \sqrt{(x_k - x^i)^2 + (y_k - y^i)^2} + v^i_{k,TOA} & \text{for TOA sensor} \end{cases},$$

where $(x^i, y^i)$ denotes the position of the $i$th agent and \text{atan2} is the 4-quadrant inverse tangent function. The DOA sensor’s measurement noise $v^i_{k,DOA} = \mathcal{N}(0, \sigma^2)$ has variance $\sigma^2 = 2^2$ and the TOA sensor’s measurement noise $v^i_{k,TOA} = \mathcal{N}(0, \sigma^2)$ has variance $\sigma^2 = 10$ m.

In Scenario 1, each agent executes the DBF algorithm in Algorithm 1 using particle filters [48] with $10^4$ particles. The comparison between the DBF algorithm and the centralized Bayesian filtering algorithm for varying time step sizes ($\Delta$) is shown in Fig. 4(a). The same target motion, shown in Fig. 3, is used for all simulations. We see that the DBF algorithm’s steady-state mean-square-error (MSE) in position converges to that of the centralized algorithm as the time step size $\Delta$ decreases (i.e., the steady-state MSE is smaller than 5 m if the time step size $\Delta \leq 0.05$ sec). Note that the MSE of the
centralized algorithm does not change much with time step size because it is constrained by the measurement noise intensities. This shows that the performance of the DBF algorithm approaches the performance of the centralized Bayesian filter as the time step size is reduced. Moreover, Fig. 5 shows that the $L_1$ distances between the estimated likelihood functions and the joint likelihood function are bounded by $\delta$.

In Scenario 2, the same ten agents (having DOA or TOA sensors) have linear position sensors $h_i^k(x_k, v_k^i) = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} x_k + v_{k, \text{lin}}^i$, with measurement noise $v_{k, \text{lin}}^i \sim N(0, R_k^i)$ and covariance matrix $R_k^i = 15I$. Here, each agent executes the DBF-Kalman information filtering algorithm from Algorithm 2. Fig. 4(b) shows that the performance of the DBF-Kalman information filtering algorithm approaches the performance of the centralized Kalman filtering algorithm as the time step size is reduced.

5.2 Multi-agent Relative Position Estimation for Formation Control

In this subsection, $N$ agents estimate their relative positions using only range measurements, and then reconfigure to a $N$-sided regular polygon. Specifically, each agent can only measure the distance to its nearest two neighbors using a TOA sensor, whose measurement model is described in (55). Each agent simultaneously executes $N$ DBF algorithms to estimate the relative positions of all the agents. The $i$th agent’s dynamics and control inputs are given by:

$$x_{k+1}^i = x_k^i + \Delta u_k^i,$$

$$u_k^i = \sum_{j \in N_k^i} APF(x_k^{i,j}, \hat{x}_k^{i,j}, d) + APF(x_k^{i,CM}, \hat{x}_k^{i,j}, d_{CM}).$$

where $N_k^i$ denotes the two nearest neighbors of the $i$th agent and $\hat{x}_k^{i,j}$ is the $i$th agent’s estimate of the $j$th agent’s position, which is obtained using the DBF algorithms. The agents use the artificial potential field (APF) based approach to maintain a distance $d$ from their nearest neighbors, i.e.:

$$APF(x_k^{i,j}, \hat{x}_k^{i,j}, d) = \frac{(\hat{x}_k^{i,j} - \hat{x}_k^{i,j})}{r_{k,j}^{i,j} \frac{a r_{k,j}^{i,j}}{r_{k,j}^{i,j}}},$$

where $r_{k,j}^{i,j} = \|\hat{x}_k^{i,j} - \hat{x}_k^{i,j}\|_2$, and maintain a distance $d_{CM} = \frac{d}{2 \cos(\frac{\pi}{N})}$ from the estimated center of mass $\hat{x}_k^{i,CM} = \frac{1}{N} \sum_{j=1}^{N} \hat{x}_k^{i,j}$. In the propagation step of the DBF algorithm, the agents use their estimated positions to estimate the control input applied by other agents. Therefore, the estimation errors contribute to the process noise in the propagation step. During the fusion step at $k$th time instant, the $i$th agent communicates with the $j$th agent if either $j \in N_k^i$ or $i \in N_k^j$.

In these simulations, we use $a = 0.1$, $d = 1$ m, $\Delta = 0.1$ sec, and 10$^3$ particles to execute each DBF algorithm. At the start of the estimation process, the particles are selected from a uniform distribution over the state space $X = [-N, N] \times [-N, N]$. The simulation results for multiple values of $N$ are shown in Fig. 6. Since the agents only use relative measurements, the orientation of the final $N$-sided regular polygon in the global frame is not fixed. Therefore, we conclude that the $N$ agents successfully estimate their relative positions using the DBF algorithms and achieve the complex desired formations.

![Diagram](image-url)
6 Conclusions

In this paper, we presented a novel, discrete-time distributed estimation algorithm, namely the DBF algorithm, that ensures that each agent’s estimated likelihood function converges to an error ball around the joint likelihood function of the centralized multi-sensor Bayesian filtering algorithm. We have rigorously proven the convergence properties of this algorithm. We have shown an explicit connection between the time step size of the distributed estimation algorithm and the timescale of the target dynamics. We also presented the DBF-Kalman information filtering algorithm for the special case of linear-Gaussian models. The properties of these algorithms are illustrated using complex numerical examples. We envisage that the novel proof techniques presented in this paper can also be used in other distributed estimation algorithms which rely on the LogOP scheme.
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If this claim is untrue, then either $0 < P(x) < Q(x)$ or $0 < Q(x) < P(x)$ for all $x \in X$. Hence either $\int_X P(x) d\mu(x) = 1 < \int_X Q(x) d\mu(x)$ or $\int_X Q(x) d\mu(x) < \int_X P(x) d\mu(x) = 1$, which results in contradiction since $\int_X Q(x) d\mu(x) = 1$. Hence, such a $\psi \in X$ must exist.

## B Proof of Lemma 2

Since $\lim_{k \to \infty} P^1_k(x) = P^*(x)$, we have $\lim_{k \to \infty} (\ln P^1_k(x) - \ln P^I_k(\psi)) = \ln P^*(x) - \ln P^*(\psi)$. From Lemma 1, substituting $\lim_{k \to \infty} P^I_k(\psi) = P^*(\psi)$ gives $\lim_{k \to \infty} P^I_k(x) = P^*(x)$ since logarithm is a monotonic function.

## C Proof of Lemma 3

It follows from Scheffé’s theorem [49, pp. 84] that if the pdfs converge pointwise, then their induced measures converge in TV. The relationship between TV error and $L_1$ distance follows from [50, pp. 48].