Towards Robustness to Label Noise in Text Classification via Noise Modeling
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ABSTRACT

Large datasets in NLP tend to suffer from noisy labels due to erroneous automatic and human annotation procedures. We study the problem of text classification with label noise, and aim to capture this noise through an auxiliary noise model over the classifier. We first assign a probability score to each training sample of having a clean or noisy label, using a two-component beta mixture model fitted on the training losses at an early epoch. Using this, we jointly train the classifier and the noise model through a novel de-noising loss having two components: (i) cross-entropy of the noise model prediction with the input label, and (ii) cross-entropy of the classifier prediction with the input label, weighted by the probability of the sample having a clean label. Our empirical evaluation on two text classification tasks and two types of label noise: random and input-conditional, shows that our approach can improve classification accuracy, and prevent over-fitting to the noise.
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1 INTRODUCTION

Training modern ML models requires access to large accurately labeled datasets, which are difficult to obtain due to errors in automatic or human annotation techniques [20, 24]. Recent studies [22] have shown that neural models can over-fit on noisy labels and thereby not generalize well. Human annotations for language tasks have been popularly obtained from platforms like Amazon Mechanical Turk [8], resulting in noisy labels due to ambiguity of the correct label [21], annotation speed, human error, inexperience of annotator, etc. While learning with noisy labels has been extensively studied in computer vision [18, 19, 23], the corresponding progress in NLP has been limited. With the increasing size of NLP datasets, noisy labels are likely to affect several practical applications [1].

In this paper, we consider the problem of text classification, and capture the label noise through an auxiliary noise model (See Fig. 1). We leverage the finding of learning on clean labels being easier than on noisy labels [2], and first fit a two-component beta-mixture model (BMM) on the training losses from the classifier at an early epoch. Using this, we assign a probability score to every training sample of having a clean or noisy label. We then jointly train the classifier and the noise model by selectively guiding the former’s prediction for samples with high probability scores of having clean labels. More specifically, we propose a novel de-noising loss having two components: (i) cross-entropy of the noise model prediction with the input label and (ii) cross-entropy of the classifier prediction with the input label, weighted by the probability of the sample having a clean label. Our formulation constrains the noise model to learn the label noise, and the classifier to learn a good representation for the prediction task from the clean samples. At inference time, we remove the noise model and use the predictions from the classifier.

Most existing works on learning with noisy labels assume that the label noise is independent of the input and only conditional on the true label. Text annotation complexity has been shown to depend on the lexical, syntactic and semantic input features [12] and not solely on the true label. The noise model in our formulation can capture an arbitrary noise function, which may depend on both the input and the original label, taking as input a contextualized input representation from the classifier. While de-noising the classifier for sophisticated noise functions is a challenging problem, we take the first step towards capturing a real world setting.

We evaluate our approach on two popular datasets, for two different types of label noise: random and input-conditional; at different...
noise levels. Across two model architectures, our approach results in improved model accuracies over the baseline, while preventing over-fitting to the label noise.

2 RELATED WORK

There have been several research works that have studied the problem of combating label noise in computer vision [4, 9, 10] through techniques like bootstrapping [18], mixup [23], etc. Applying techniques like mixup (convex combinations of pairs of samples) for textual inputs is challenging due to the discrete nature of the input space and retaining overall semantics. In natural language processing, Agarwal et al. [1] study the effect of different kinds of noise on text classification, Ardehaly and Culotta [3] study social media text classification using label proportion (LLP) models, and Malik and Bhardwaj [16] automatically validate noisy labels using high-quality class labels. Jindal et al. [11] capture random label noise via a \(\ell_2\)-regularized matrix learned on the classifier logits. Our work differs from this as we i) use a neural network noise model over contextualized embeddings from the classifier, with ii) a new denoising loss to explicitly guide learning. It is difficult to draw a distinction between noisy labels, and outliers which are hard to learn from. While several works perform outlier detection [5, 14] to discard these samples while learning the classifier, we utilise the noisy data in addition to the clean data for improving performance.

3 METHODOLOGY

Problem Setting Let \((X, Y^{(c)}:\{(x_1, y_1^{(c)}), \ldots, (x_N, y_N^{(c)})\}\) denote clean training samples from a distribution \(D=X\times Y\). We assume a function \(F:X\times Y \rightarrow Y\) that introduces noise in labels \(Y^{(c)}\). We apply \(F\) on \((X, Y^{(c)})\) to obtain the noisy training data \((X, Y^{(n)}) = \{(x_1, y_1^{(n)})\}, \ldots, (x_N, y_N^{(n)})\}\). \((X, Y^{(n)})\) contains a combination of clean samples (whose original label is retained \(y_1^{(n)}=y_1^{(c)}\)) and noisy samples (whose original label is corrupted \(y_1^{(n)} \neq y_1^{(c)}\)). Let \((X_T, Y_T)\) be a test set sampled from the clean distribution \(D\). Our goal is to learn a classifier model \(M: X \rightarrow Y\) trained on the noisy data \((X, Y^{(n)})\), which generalizes well on \((X_T, Y_T)\). Note that we do not have access to the clean labels \(Y^{(c)}\) at any point during training.

Modeling Noise Function \(F\) We propose to capture \(F\) using an auxiliary noise model \(N_M\) on top of the classifier model \(M\), as shown in Fig. 1. For an input \(x\), a representation \(R_M(x)\), derived from \(M\), is fed to \(N_M\). \(R_M(x)\) can typically be the contextualized input embedding from the penultimate layer of \(M\). We denote the predictions from \(M\) and \(N_M\) to be \(\hat{y}^{(c)}\) (clean prediction) and \(\hat{y}^{(n)}\) (noisy prediction) respectively. The clean prediction \(\hat{y}^{(c)}\) is used for inference.

3.1 Estimating clean/noisy label using BMM

It has been empirically observed that classifiers that capture input semantics do not fit the noise before significantly learning from the clean samples [2]. For a classifier trained using a cross entropy loss \(L_{\text{CE}}\) on the noisy dataset, this can be exploited to cluster the input samples as being clean/noisy in an unsupervised manner. Initially the training loss on both clean and noisy samples is large, and after a few training epochs, the loss of majority of the clean samples reduces. Since the loss of the noisy samples is still large, this segregates the samples into two clusters with different loss values. On further training, the model over-fits on the noisy samples and the training loss on both samples reduces. We illustrate this in Fig. 2(a)–(c). We fit a 2-component Beta mixture model (BMM) over the normalized training losses \(L_{\text{CE}}(\hat{y}^{(c)}, y) \in [0, 1]\) obtained after training the model for some warmup epochs \(T\). Using a Beta mixture model works better than using a Gaussian mixture model as it allows for asymmetric distributions and can capture the short tails of the clean sample losses. For a sample \((x, y)\) with normalized loss \(L_{\text{CE}}(\hat{y}^{(c)}, y) = \ell\), the BMM is given by:

\[
p(\ell) = \lambda_c \cdot p(\ell|\text{clean}) + \lambda_n \cdot p(\ell|\text{noisy})
\]

where \(\Gamma\) denotes the gamma distribution and \(\alpha_{c/n}, \beta_{c/n}\) are the parameters corresponding to the individual clean/noisy Beta distributions. The mixture coefficients \(\lambda_c\) and \(\lambda_n\), and parameters \((\alpha_{c/n}, \beta_{c/n})\) are learnt using the EM algorithm. On fitting the BMM \(B\), for a given input \(x\) with a normalized loss \(L_{\text{CE}}(\hat{y}^{(c)}, y) = \ell\), we denote the posterior probability of \(x\) having a clean label by:

\[
B(x) = \frac{\lambda_c \cdot p(\ell|\text{clean})}{\lambda_c \cdot p(\ell|\text{clean}) + \lambda_n \cdot p(\ell|\text{noisy})}
\]
We aim to train an algorithm for training using best Table 1: Results from experiments using random noise. Here for A(B): A refers to the Best model accuracy while B refers to (Last-Best) accuracy. The models with highest Best accuracies are in bold. For each noise %, the least and most reductions in Last accuracy are highlighted in green and red. Baseline (0% noise) reported beside dataset.

**Table 1:** Results from experiments using random noise. Here for A(B): A refers to the Best model accuracy while B refers to (Last-Best) accuracy. The models with highest Best accuracies are in bold. For each noise %, the least and most reductions in Last accuracy are highlighted in green and red. Baseline (0% noise) reported beside dataset.

| Model       | TREC (word-LSTM: 93.8, word-CNN: 92.6) | AG-News (word-LSTM: 92.5, word-CNN: 91.5) |
|-------------|-------------------------------------|----------------------------------------|
| Noise %     | 10 20 30 40 50 | 10 20 30 40 50 |
| word LSTM   | 88.0 (0.0) 89.4 (0.0) 83.4 (0.0) 79.6 (24.8) 77.6 (27.2) | 91.9 (1.7) 91.3 (1.5) 90.5 (2.5) 89.0 (2.5) 87.6 (10.5) |
| LSTM        | 92.2 (0.0) 90.2 (0.2) 88.8 (0.0) 83.5 (3.6) 82.4 (0.0) | 91.5 (0.1) 90.6 (0.1) 90.8 (0.1) 90.3 (0.0) 89.0 (0.1) |
| word CNN    | 88.8 (1.4) 89.2 (1.8) 84.8 (0.0) 82.2 (15.0) 77.6 (16.0) | 90.9 (2.7) 90.6 (4.2) 89.3 (10.2) 92.9 (17.9) 87.4 (25.2) |
| LSTM        | 91.0 (2.3) 90.8 (2.2) 89.4 (1.0) 81.4 (0.0) 81.4 (4.8) | 91.3 (2.2) 91.0 (4.0) 90.3 (0.2) 88.3 (3.2) 86.6 (3.2) |
| LSTM        | 92.2 (1.4) 91.8 (2.0) 88.8 (2.8) 77.0 (2.4) 77.2 (7.9) | 90.9 (0.0) 90.4 (0.1) 88.7 (1.1) 86.6 (3.5) 84.5 (10.2) |

**Algorithm 1** Training using $L_{DN-H}$

**Input:** Train data $(x_i, y_i^{(n)})$ N, warmup epochs $T_0$, total epochs $T$, parameter $\beta$, classifier $M$, noise model $N_M$

**for** epoch in $1, \ldots, T_0$

$\hat{y}_i^{(c)} \leftarrow M(x_i) \forall i \in [N]$

Train M with $\sum_i L_{CE}(\hat{y}_i^{(c)}, y_i^{(n)})$

**end for**

**for** epoch in $T_0 + 1, \ldots, T$

$\hat{y}_i^{(c)} \leftarrow M(x_i)$, $\hat{y}_i^{(n)} \leftarrow N_M(x_i)$ \forall i \in [N]

Train M, $N_M$ with $L_{DN-H} = \sum (L_{CE}(\hat{y}_i^{(n)}, y_i^{(n)}) + \beta \cdot [-1 \cdot B(x) > 0.5] \cdot L_{CE}(\hat{y}_i^{(c)}, y_i^{(n)})$

**end for**

Return: Trained classifier model $M$

---

### 4 EVALUATION

**Datasets**

We experiment with two popular text classification datasets: (i) TREC question-type dataset [15], and (ii) AG-News dataset [6] (Table 2). We inject noise in the training and validation sets, while retaining the original clean test set for evaluation. Note that collecting real datasets with known patterns of label noise is a challenging task, and out of the scope of this work. We artificially inject noise in clean datasets, which enables easy and extensive experimentation.

**Models**

We conduct experiments on two popular model architectures: word-LSTM [7] and word-CNN [13]. For word-LSTM, we use a 2-layer BiLSTM with hidden dimension of 150. For word-CNN, we use 300 kernel filters each of size 3, 4 and 5. We use the pre-trained GloVe embeddings [17] for initializing the word embeddings for both models. We train models on TREC and AG-News for 100 and 30 epochs respectively. We use an Adam optimizer with a learning rate of $10^{-3}$ and a dropout of 0.3 during training. For the noise model $N_\lambda$, we use a simple 2-layer feedforward neural network, with the number of hidden units $n_{hidden} = 4 \cdot n_{input}$. We choose the inputs to the noise model $R_M(x)$ as per the class of label noise, which we describe in Section 4.1 and 4.2. We conduct hyper-parameter tuning for the number of warmup epochs $T_0$ and $\beta$ using grid search over the ranges of $[6, 10, 20]$ and $[2, 4, 6, 8, 10]$ respectively.

**Metrics and Baseline**

We evaluate the robustness of the model to label noise on two fronts: (i) how well it performs on clean data, and (ii) how much it over-fits the noisy data. For the former, we report the test set accuracy (denoted by Best) corresponding to the model with best validation accuracy. For the latter, we examine the gap in test accuracies between the Best, and the Last model (after last training epoch). We evaluate our approach against only training $M$ (as the baseline), for two types of noise: random and input-conditional, at different noise levels.

**4.1 Results: Random Noise**

For a specific Noise %, we randomly change the original labels of this percentage of samples. Since the noise function is independent of the input, we use logits from $M$ as the input $R(x)$ to $N_M$. We report the Best and (Last - Best) test accuracies in Table 1. From the experiments, we observe that:
We heuristically condition the noise function $F$ on lexical and syntactic input features. We are the first to study such label noise for text inputs, to our knowledge. For both the TREC and AG-News, we condition $F$ on syntactic features of the input: (i) The TREC dataset contains different types of questions. We selectively corrupt the labels of inputs that contain the question words ‘How’ or ‘What’ (chosen based on occurrence frequency). For texts starting with ‘How’ or ‘What’, we inject random label noise (at different levels). (ii) The AG-News dataset contains news articles from different news agency sources. We inject random label noise for inputs containing the token ‘AP’, ‘Reuters’ or either one of them. We concatenate the contextualised input embedding from the penultimate layer of $M$ and the logits corresponding to $g_i(x)$ as the input $R_M(x)$ to $N_M$. We present the results in Tables 3 and 4.

On TREC, our method outperforms the baseline for both the noise patterns we consider. For the question-length based noise, we observe the same trend of $\mathcal{L}_{DN-S}$ outperforming $\mathcal{L}_{DN-H}$ at high noise levels, and vice-versa. On AG-News, the noise % for inputs having the specific tokens ‘AP’ and ‘Reuters’ are relatively low, and our method performs at par or marginally improves over the baseline performance. Interestingly, the input–conditional noise we consider $F$ on the text length (a lexical feature). More specifically, we inject random label noise for the longest $x$% inputs in the dataset. (ii) The AG-News dataset contains news articles from different news agency sources. We inject random label noise for inputs containing the token ‘AP’, ‘Reuters’ or either one of them. We concatenate the contextualised input embedding from the penultimate layer of $M$ and the logits corresponding to $g_i(x)$ as the input $R_M(x)$ to $N_M$. We present the results in Tables 3 and 4.

4.2 Results: Input-Conditional Noise

We heuristically condition the noise function $F$ on lexical and syntactic input features. We are the first to study such label noise for text inputs, to our knowledge. For both the TREC and AG-News, we condition $F$ on syntactic features of the input: (i) The TREC dataset contains different types of questions. We selectively corrupt the labels of inputs that contain the question words ‘How’ or ‘What’ (chosen based on occurrence frequency). For texts starting with ‘How’ or ‘What’, we inject random label noise (at different levels). We also consider $F$ conditional on the text length (a lexical feature). More specifically, we inject random label noise for the longest $x$% inputs in the dataset. (ii) The AG-News dataset contains news articles from different news agency sources. We inject random label noise for inputs containing the token ‘AP’, ‘Reuters’ or either one of them. We concatenate the contextualised input embedding from the penultimate layer of $M$ and the logits corresponding to $g_i(x)$ as the input $R_M(x)$ to $N_M$. We present the results in Tables 3 and 4.

On TREC, our method outperforms the baseline for both the noise patterns we consider. For the question-length based noise, we observe the same trend of $\mathcal{L}_{DN-S}$ outperforming $\mathcal{L}_{DN-H}$ at high noise levels, and vice-versa. On AG-News, the noise % for inputs having the specific tokens ‘AP’ and ‘Reuters’ are relatively low, and our method performs at par or marginally improves over the baseline performance. Interestingly, the input–conditional noise we consider $F$ on the text length (a lexical feature). More specifically, we inject random label noise for the longest $x$% inputs in the dataset. (ii) The AG-News dataset contains news articles from different news agency sources. We inject random label noise for inputs containing the token ‘AP’, ‘Reuters’ or either one of them. We concatenate the contextualised input embedding from the penultimate layer of $M$ and the logits corresponding to $g_i(x)$ as the input $R_M(x)$ to $N_M$. We present the results in Tables 3 and 4.

5 CONCLUSION

We have presented an approach to improve text classification when learning from noisy labels by jointly training a classifier and a noise model using a de-noising loss. We have evaluated our approach on two text classification tasks. demonstrate its effectiveness through an extensive evaluation. Future work includes studying more complex $F$ for other NLP tasks like language inference and QA.
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