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A central feature of quantum mechanics is the non-commutativity of operators used to describe physical observables. In this article, we present a critical analysis on the role of non-commutativity in quantum theory, focusing on its consequences in the probabilistic description. Typically, a random phenomenon is described using the measure-theoretic formulation of probability theory. Such a description can also be done using algebraic methods, which are capable to deal with non-commutative random variables (like in quantum mechanics). Here we propose a method to construct a non-commutative probability theory starting from an ordinary measure-theoretic description of probability. This will be done using the entropic uncertainty relations between random variables, in order to evaluate the presence of non-commutativity in their algebraic description.
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I. INTRODUCTION

Measure-theoretic and algebraic probability theory naively correspond to classical and quantum probability, respectively. They were born almost in the same years, the first from the pioneering works of A. Kolmogorov, while the second with the works of J. von Neumann. Nevertheless, they remained separated for many years. The measure-theoretic approach seems to be applicable to any “ordinary/everyday random phenomena”, while the algebraic approach was originally motivated to describe “quantum random phenomena”: two aspects of randomness which are considered deeply different.

The measure-theoretic approach to probability seems to privilege the probability while the algebraic approach is more about random variables (i.e. the mathematical representation of features of a random phenomenon). Despite they appear as two completely different approaches, they are intimately related. Typically people consider the first as a special case of the second, but this point of view could be too simple. The recent interest in quantum information arises questions about the meaning of the quantization procedure, which may be seen as a change in the probabilistic description of natural random phenomena. Nevertheless, this change in the description of random phenomena is suggested also in other fields which are not really related to the quantum world, like for example finance[1–3], social science (for a very interesting experiment, see Ch.6 in [4]), or cognitive science [4, 5].

The purpose of this article is to present a method which allows to evaluate the presence of non-commutativity in the probabilistic description of a given random phenomena. Such method will be used in [6] and [7] to
explicitly construct models which reproduce the non-commutativity between position and velocity of a particle, as in non-relativistic quantum mechanics. In section II, the ordinary measure-theoretic approach to probability will be reconsidered in an Hilbert-space setting. A review of the basic facts about algebraic (in general non-commutative) probability spaces will be done in section III, which allows us to present the so called entropic uncertainty relations under a different light in section IV. Finally, a method for the construction of a non-commutative probability space starting from a collection of ordinary probability spaces using entropic uncertainty relations will be presented in section V.

II. CLASSICAL PROBABILITY IN HILBERT SPACE LANGUAGE

In this section, we collect a series of results about measure-theoretic probability theory and its algebraic formulation \([\mathcal{M}]\). We will start reviewing the standard measure-theoretic probability, pointing out the algebraic structures which are already present in the ordinary formulation. After the introduction of the necessary mathematical tools \([9]\), we will show how standard measure-theoretic probability look like in Hilbert spaces.

A. Measure-theoretic probability, i.e. classical probability

With the term classical probability we will refer to Kolmogorov’s formulation of probability theory based on measure space. According to this framework, the description of a random phenomenon is made by using the triple \((\Omega, \mathcal{E}, P)\), called probability space, where

i) \(\Omega\) is the sample space, and it represents the set of all possible elementary outcomes of a random experiment;

ii) \(\mathcal{E}\) is a \(\sigma\)-algebra on \(\Omega\), namely a collection of subsets of \(\Omega\) which is closed under complement and countable union. It can be understood as the set of all propositions (also called events) about the random phenomenon whose truth value can be tested with an experiment;

iii) \(P\) is a probability measure, namely a map \(P : \mathcal{E} \rightarrow [0, 1]\), which is normalised \((P(\Omega) = 1)\) and \(\sigma\)-additive. If \(A \in \mathcal{E}\) is an event, then we will interpret \(P(A)\) as the degree of belief that the event \(A\) really happens.

Note that in Kolmogorov’s formulation, a probability space is nothing but a measure space where the measure is normalised. A random variable \(X\) in this context, i.e. a feature of a random phenomenon, is simply any \(P\)-measurable map from the probability space to another measurable space* \((M, \mathcal{M})\), hence \(X : (\Omega, \mathcal{E}, P) \rightarrow (M, \mathcal{M})\). The image of the probability measure \(P\), under the map \(X\), induces a (probability) measure on \((M, \mathcal{M})\), \(\mu_X := P \circ X^{-1}\), which is called probability distribution of the random variable \(X\). Statistical information about a random variable \(X\) can be obtained from the expectation value, defined as

\[
E[X] := \int_{\Omega} X(\omega) P(d\omega)
\]

Sometimes, to emphasise the probability measure which we are using to compute the expectation we write \(E_P\).

The definition given for \(P\) is rather obscure since we should explain the meaning of “degree of belief”. This is a signature of the fact that the notion of probability is a primitive concept in the measure-theoretic formulation. A method we can use to measure \(P\) is explained in the (weak) law of large numbers.

**Theorem 1.** Let \(\{A_i\}_{i \in \mathbb{N}}\) be a collection of independent events, namely \(P(\cap_i A_i) = \Pi_i P(A_i)\). If \(P(A_i) = p\) for all \(i\), namely they have all the same probability, for any \(\epsilon > 0\), we have

\[
\lim_{n \to \infty} P\left(\left\{\omega \in \Omega \left| \frac{K_n(\omega)}{n} - p < \epsilon\right\}\right\} = 1
\]

where \(K_n(\omega) = \sum_{j=1}^{n} \chi_{A_j}(\omega)\) where \(\chi_{A_j}(\omega)\) is the indicator function for the set \(A_j\).

Let us explain the meaning of this theorem, and what it tells us about the measurement of probability. First of all, we should accept that \(P(A) = 1\) means to be sure that the event \(A\) is true. Assumed this, the meaning of this theorem is hidden in the function \(K_n(\omega)\). Consider the following collection of events

\[
A_j := \{\text{in the trial } j \text{ we found } \omega \in A\} \quad \forall j \in \mathbb{N}.
\]

For this collection of events, the function \(K_n(\omega)\) is just the number of times we observe \(\omega \in A\) by repeating the observation \(n\) times. In addition the independence hypothesis in the theorem ensures that the observation in the \(i\)-th trial does not influence the \(j\)-th trial. Finally the requirement \(P(A_i) = p\), \(\forall i \in \mathbb{N}\), is a quite natural requirement: the probability that \(\omega \in A\) is the same independently on the trial. At this point the meaning of the theorem is clear: for sufficiently many trials, the number of times we find \(\omega \in A\) normalised to the total number of trials, tend to be the number \(p\) with probability 1. Notice that, despite this theorem tells us how to measure \(P\) (via frequencies), we cannot use it to define the meaning of \(P\): it would be a recursive definition. For this reason, probability in the measure-theoretic framework is a primitive notion.

* A measurable space is the couple \((M, \mathcal{M})\) where \(M\) is a set and \(\mathcal{M}\) is a \(\sigma\)-algebra on this set. When equipped with a measure it becomes a measure space.
a. Example: The die  From the mathematical point of view, a die can be described using the probability space \((\Omega, \mathcal{E}, P)\). For example let us set

i) \(\Omega := \{1,2,3,4,5,6\}\);

ii) \(\mathcal{E}\) is the power set of \(\Omega\);

iii) \(P(\omega) = \sum_{i=1}^{6} p_i \delta_{i,\omega}\) with \(p_i \in [0,1]\) for all \(i\) and \(\sum_{i=1}^{6} p_i = 1\).

The die in this case is represented by a random variable \(D: \Omega \to \mathbb{N}\), which is just the identity function, \(D(\omega) := \omega\) and the distribution of the random variable is given by the probability measure directly. Another possibility can be the following

i) \(\Omega := \{1,2,3,4,5,6,7,8\}\);

ii) \(\mathcal{E}\) is the power set of \(\Omega\);

iii) \(P(\omega) = \sum_{i=1}^{8} q_i \delta_{i,\omega}\) with \(q_i \in [0,1]\) for all \(i\) and \(\sum_{i=1}^{8} q_i = 1\).

On this probability space the die can be described using the random variable

\[
D(\omega) := \begin{cases} 
\omega & \text{if } \omega \in \{1,3,4,6\} \\
2 & \text{if } \omega \in \{5,8\} \\
5 & \text{if } \omega \in \{2,7\} 
\end{cases}
\]

Again \(D(\Omega) = \{1,2,3,4,5,6\}\), but this time the probability distribution of \(D\) does not coincide with the probability measure, in particular we have that \(\mu_D = \{q_1, q_5 + q_8, q_3, q_4, q_2 + q_7, q_6\}\).

B. The algebra of functions \(L_\infty(\Omega, \mathcal{E}, P)\)

Let \((\Omega, \mathcal{E}, P)\) be a probability space and consider the functions \(f: \Omega \to \mathbb{C}\) which are measurable with respect to the \(\sigma\)-algebra \(\mathcal{E}\). We also require \(f\) to be bounded, namely \(\|f\| := \sup_{\omega \in \Omega} |f(\omega)| < \infty\). Then we can define the following class of functions

\[
L_\infty(\Omega, \mathcal{E}, P) := \{f: \Omega \to \mathbb{C} | f \text{ is } \mathcal{E}\text{-measurable}, \|f\| < \infty\}
\]

With the equivalence relation \(f \sim g\) whenever \(P(\{\omega \in \Omega | f(\omega) = g(\omega)\}) = 1\), we can define the following object \(L_\infty(\Omega, \mathcal{E}, P) = \mathcal{L}_\infty(\Omega, \mathcal{E}, P)/\sim\). Defining the operation of sum, multiplication by a scalar and multiplication between functions in the usual way, \(L_\infty(\Omega, \mathcal{E}, P)\) becomes an algebra of functions. Finally, using the essential supremum norm \(\|f\|_\infty := \text{ess sup} f = \inf_{\alpha \in \mathbb{R}} \sup P(\{\omega \in \Omega | |f(\omega)| < \alpha\})\), \(L_\infty(\Omega, \mathcal{E}, P)\) is an abelian \(C^*\)-algebra of functions \((C^*\) means that \(\|f^* f\|_\infty = \|f\|_\infty^2\) which is true for the complex conjugation \(*\) and the essential supremum norm \(\|\cdot\|_\infty\), see section II C for more details). Note that \(\text{ess sup } f \leq \sup f\).

This object encodes, in an algebraic way, all the information encoded in the underlying probability space.

Clearly \((\Omega, \mathcal{E}, P)\) determines uniquely \(L_\infty(\Omega, \mathcal{E}, P)\), but the opposite is not exactly true. Indeed, given \(L_\infty(\Omega, \mathcal{E}, P)\) we may construct a \(\sigma\)-algebra by setting

\[
\mathcal{E} := \{p \in L_\infty(\Omega, \mathcal{E}, P) | p = p^* = p^2\}
\]

but this is not isomorphic to the original \(\mathcal{E}\), since we identified everywhere \(P\)-equal functions in the construction of \(L_\infty(\Omega, \mathcal{E}, P)\). \(\mathcal{E}\) is a measure algebra. Nevertheless this is an advantage instead of a limitation. Indeed, measure algebra is a coherent way to exclude set of zero measure from the probability space describing the random phenomenon (see Sec. 1.7 in [10]). Over this \(\sigma\)-algebra, we can define a probability measure \(\tilde{P} : \mathcal{E} \to [0,1]\) as \(\tilde{P}(f) := \phi(f)\) for any \(f\) which is \(\tilde{E}\)-measurable, \(\phi\) is a positive normalised linear functional defined to be \(\phi(f) = \int_{\Omega} f(\omega) \tilde{P}(d\omega)\). Summarising, starting from the algebra \(L_\infty(\Omega, \mathcal{E}, P)\) we can construct a probability space \((\Omega, \tilde{E}, \tilde{P})\) which is equivalent, up to zero measure set, to the probability space \((\Omega, \mathcal{E}, P)\).

Consider an ordinary random variable \(X: (\Omega, \mathcal{E}, P) \to (M,M)\). Since \((M,M,\mu_X)\) is a probability space as well, we can associate to it an abelian \(C^*\)-algebra of functions. In this picture, \(X\) can be seen as a linear map between algebras which respects the multiplication, namely a \(C^*\)-algebra homomorphism. Thus we can say that the algebraic analogous of the random variable \(X\) is the \(C^*\)-algebra homomorphism \(\tilde{x}_X : L_\infty(\Omega, \mathcal{E}, P) \to L_\infty(M,M,\mu_X)\). We can see that a random phenomenon described in measure theoretic language, can be equivalently described using (abelian) algebras: this is part of the algebraic approach to probability theory. We conclude this section by observing that, in the algebraic approach, the role of the random variables is central: the elements of \(L_\infty(\Omega, \mathcal{E}, P)\) are functions on \((\Omega, \mathcal{E}, P)\), i.e random variables.

C. From probability spaces to abelian von Neumann algebras

We have seen that the information encoded in \((\Omega, \mathcal{E}, P)\), can be encoded in an equivalent manner in the algebra \(L_\infty(\Omega, \mathcal{E}, P)\). Now, we will establish a link between the algebra \(L_\infty\) and a suitable von Neumann algebra of operators over some Hilbert space.

In general, an algebra \(\mathcal{A}\) is a vector space equipped with a product operation. Typically such product is assumed to be associative and in some case, it can be commutative. An algebra can have or not have the unit element with respect to this multiplication but in what follows we will always consider algebras with unit. We will always consider algebras having a norm defined on it, labeled by \(\|\cdot\|\). It is also useful to consider algebras equipped with an additional map \(*: \mathcal{A} \to \mathcal{A}\) such that \((a^*)^* = a\), which is called involution (examples of involutions are the complex conjugation for functions or the adjoint operation for operators). At this point, we may define what is a \(C^*\)-algebra.
Definition 1. Let $A$ be an algebra with a norm $\| \cdot \|$ and an involution $^\ast$. If $A$ is complete with respect to the norm $\| \cdot \|$ we call this algebra $^\ast$-algebra. If in addition,

$$\|a^\ast a\| = \|a\|^2$$

we say that $A$ is a $C^\ast$-algebra.

Completeness of $A$ is understood in the usual way: all the convergent sequences in $A$ with respect to a given norm are also Cauchy sequences. Given a $^\ast$-algebra $A$, a generic element $a \in A$ is said to be self-adjoint if $a = a^\ast$, while it is said to be positive (and we will write $a \geq 0$) if we can write $a = b^\ast b$ for some $b \in A$.

Definition 2. Let $A$ be a $^\ast$-algebra, a state over $A$ is a linear functional $\phi : A \to \mathbb{C}$ which is positive ($\phi(aa^\ast) \geq 0$ for any $a \in A$) and normalised ($\phi(1) = 1$, where 1 is the unit of $A$).

Note that the definitions above are very abstract in the sense that we do not need to define explicitly the sum, the product, the norm, or the involution. For this reason $A$ is called abstract algebra if such information are not declared. When all the features of the algebra are explicit, we speak of concrete algebra. Let us restrict our attention to the case of algebras of operators in some Hilbert space $\mathcal{H}$, and in particular to $A = \mathcal{B}(\mathcal{H})$ (the bounded operators over an Hilbert space $\mathcal{H}$) which is a concrete algebra. Thanks to the notion of positivity, we have a natural ordering operation $\geq$ between the elements of the algebra, i.e. given two operators $A_1$ and $A_2$, the writing $A_1 \geq A_2$ means $A_1 - A_2 \geq 0$.

Definition 3. Let $A$ be an operator algebra and $\{A_i\}_{i=1,2,...}$ be an increasing sequence of operators in $A$ with strong limit $\lim_{n \to \infty} A_n = \hat{A}$, namely $A_1 \leq A_2 \leq \cdots$ and $\lim_{n \to \infty} \|A_n - \hat{A}\| = 0$ for some $\hat{A} \in A$. A state $\phi$ is said to be normal if $\lim_{n \to \infty} \phi(A_n) = \phi(\hat{A})$.

A normal state $\phi$ on $\mathcal{B}(\mathcal{H})$ can be written as $\phi(\cdot) = \text{Tr}[\hat{\rho}\cdot]$ for some $\hat{\rho} \in \mathcal{B}_1(\mathcal{H})$, where $\mathcal{B}_1(\mathcal{H})$ labels the set of trace-class operators over $\mathcal{H}$ (see Th. 7.1.12 in [11]).

Definition 4. Let $A$ be an algebra of operators and $\phi : A \to \mathbb{C}$ a state on it. Take some $\hat{A} \in A$, if $\phi(\hat{A}^\ast A) = 0$ implies $\hat{A} = 0$, then $\phi$ is said faithful.

Among algebras of operators a very important class is the one of von Neumann algebras.

Definition 5. Let $\mathcal{H}$ be an Hilbert space, a von Neumann algebra $\mathcal{V}(\mathcal{H})$ is a $^\ast$-sub-algebra of $\mathcal{B}(\mathcal{H})$ which is strongly closed (i.e. the strong limit of any sequence of operators in $\mathcal{V}(\mathcal{H})$ converge to some operator which is still in $\mathcal{V}(\mathcal{H})$).

In general, any von Neumann algebra is a $C^\ast$-algebra, but the opposite is not true. Von Neumann algebras are concrete algebras, however in general one should consider more abstract algebras, not necessarily composed of operators, hence it is useful to introduce also the notion of representation.

Definition 6. Let $A$ be an algebra with involution and $\mathcal{H}$ an Hilbert space. An homomorphism $\pi : A \to \mathcal{B}(\mathcal{H})$ preserving the involution is called representation of $A$ on $\mathcal{H}$. A representation is said faithful if it is one-to-one.

We now have all the notions needed to state the main theorem of this section. Consider the algebra $L_\infty(\Omega,\mathcal{E},P)$ and for any $f \in L_\infty(\Omega,\mathcal{E},P)$ define the operator $\hat{M}_f$ on the Hilbert space $L_2(\Omega,\mathcal{E},P)$ as

$$\hat{M}_f \psi(\omega) = f(\omega)\psi(\omega) \quad \psi(\omega) \in L_2(\Omega,\mathcal{E},P)$$

Clearly, such a representation is faithful and represents $L_\infty(\Omega,\mathcal{E},P)$ as multiplicative operators on $L_2(\Omega,\mathcal{E},P)$. This is the link mentioned in the beginning. More formally we have the following theorem.

Theorem 2. Let $(\Omega,\mathcal{E},P)$ be a probability space. Then the algebra $\mathcal{V}_c(L_2(\Omega,\mathcal{E},P)) := \{\hat{M}_f | f \in L_\infty(\Omega,\mathcal{E},P)\}$ is an abelian von Neumann algebra on the Hilbert space $L_2(\Omega,\mathcal{E},P)$ and

$$\phi_P : \hat{M}_f \mapsto \int_\Omega f(\omega)P(d\omega)$$

is a faithful normal state on $\mathcal{V}_c(L_2(\Omega,\mathcal{E},P))$.

Proof. See Appendix A.

More generally, the results obtained till now can be reversed: starting from a generic abelian von Neumann algebra we may construct a probability space [8].

Theorem 3. Let $A$ be an abelian von Neumann algebra of operators and $\phi$ a faithful normal state on it. Then there exist a probability space $(\Omega,\mathcal{E},P)$ and a linear correspondence between $A$ and $L_\infty(\Omega,\mathcal{E},P)$, $\hat{A} \mapsto f_\hat{A}$, such that

$$f_{\hat{A}\hat{B}} = f_\hat{A} f_\hat{B} \quad f_{\hat{A}}^\ast = (f_\hat{A})^\ast$$

$$\|f_\hat{A}\|_\infty = \|\hat{A}\| \quad \mathbb{E}[f_{\hat{A}}] = \phi(\hat{A})$$

Summarising, the theorem above tells that any abelian $C^\ast$-algebra of functions, which is constructed from a probability space, can be described in an equivalent way by using multiplicative operators over a suitable Hilbert space that one can construct from the probability space itself. It is important to observe that the state $\phi_P$ is not constructed from the vectors of $L_2(\Omega,\mathcal{E},P)$. Finally, despite we are describing a classical probability space using an Hilbert space, this Hilbert space changes when we change the probability measure $P$.

D. Essentials of spectral theory for bounded operators

Here we introduce the basic notions and theorems about the spectral theory of bounded operators which will be used later [9]. The central object of the spectral
theory is the notion of PVM. In order to define them in the whole generality, we recall that a second-countable topological space \((X, \mathcal{T})\) is a set \(X\) with a topology \(\mathcal{T}\) (collection of open sets) whose elements can be seen as the countable union of basis sets (i.e. elements of \(\mathcal{T}\) which cannot be seen as unions of other sets).

**Definition 7.** Let \(\mathcal{H}\) be an Hilbert space, \((X, \mathcal{T})\) a second-countable topological space and \(\mathcal{B}(X)\) the borel \(\sigma\)-algebra on \(X\). The map \(\hat{P} : \mathcal{B}(X) \to \mathcal{B}(\mathcal{H})\) is called projector-valued measure (PVM) on \(X\), if the following conditions holds

i) \(\hat{P}(B) \geq 0\) for any \(B \in \mathcal{B}(X)\);

ii) \(\hat{P}(B)\hat{P}(B') = \hat{P}(B \cap B')\) for any \(B, B' \in \mathcal{B}(X)\);

iii) \(\hat{P}(X) = \hat{1}\);

iv) if \(\{B_n\}_{n \in \mathbb{N}} \subset \mathcal{B}(X)\) with \(B_n \cap B_m = \emptyset\) for \(n \neq m\), then

\[
\sum_{n=0}^{\infty} \hat{P}(B_n) = \hat{P} \left( \bigcup_{n=0}^{\infty} B_n \right)
\]

The support of the PVM is the closed set defined as \(\text{supp}(\hat{P}) := X/\{\bigcup A | A \in \mathcal{T}, \hat{P}(A) = \hat{0}\}\). When \(X = \mathbb{R}^n\), \(\hat{P}\) is said bounded if \(\text{supp}(\hat{P})\) is a bounded set.

In the above definition \(\hat{0}\) is simply the null operator. Because a \((\mathbb{Z}, \mathcal{P}(\mathbb{Z}))\), where \(\mathcal{P}(A)\) means the power set of \(A\), and \((\mathbb{R}^n, \mathcal{T}_a)\), where \(\mathcal{T}_a\) is the ordinary euclidean topology, are second-countable topological spaces, with the above definition we may treat at the same time the continuous and discrete cases. PVMs are useful because they allow to define operator-valued integrals with respect to them. In fact, if we consider a bounded function \(g : X \to \mathbb{C}\) which is measurable, we can define

\[
\hat{F}(g) := \int_X g(x)\hat{P}(dx)
\]

which is called integral operator in \(\hat{P}\) and it is a (bounded) operator on \(\mathcal{H}\). We observe that

\[
\int_X g(x)\hat{P}(dx) = \int_{\text{supp}(\hat{P})} g(x)\hat{P}(dx)
\]

for any measurable bounded function \(g\), because the PVM vanishes for all \(A \notin \text{supp}(\hat{P})\). One can prove that, if \(g\) is measurable and bounded, then \(\|\int_X g(x)\hat{P}(dx)\| \leq \|g\|\text{supp}(\hat{P})\|\infty\) and also that the integral operator is positive for \(g\) positive. Related to PVM, another important quantity is the spectral measure.

**Definition 8.** Let \(\psi \in \mathcal{H}\), the map \(\mu_\psi : \mathcal{B}(X) \to \mathbb{R}\) defined as

\[
\mu_\psi(E) := \langle \psi | \int_X \chi_E(x)\hat{P}(dx)\psi \rangle \quad E \in \mathcal{B}(X),
\]

where \(\langle | \rangle\) is the scalar product of \(\mathcal{H}\), is a real and positive measure on \(\mathbb{R}\) called spectral measure associated to \(\psi\).

Note that if \(\psi \in \mathcal{H}\) is normalised, then also \(\mu_\psi\) is. An important property for any bounded and measurable function \(g\) on \(X\) is the following:

\[
\langle \psi | \int_X g(x)\hat{P}(dx)\psi \rangle = \int_X g(x)\mu_\psi(dx)
\]

which is simply a consequence of the fact that we may always write \(g(x)\) as limit of a sum of indicator functions. This last equality is very important in quantum physics. Since \(\int_X f(x)\hat{P}(dx)\) is an operator on \(\mathcal{H}\), i.e. \(\hat{F}(g)\), the above equality tells that the quantum mechanical expectation \(\langle \psi | \hat{F}(g)\psi \rangle\) coincides with the ordinary expectation value \(E[g]\) when it is computed with the spectral measure. As we will see, this is a very general feature of self-adjoint operators.

At this point we can state (without proof) the two central theorems of the spectral theory for bounded operators. The first important theorem is the spectral decomposition theorem for self-adjoint operators in \(\mathcal{B}(\mathcal{H})\) which tells that every self-adjoint operator in \(\mathcal{B}(\mathcal{H})\) can be constructed integrating some function with respect to a specific PVM, and it is completely determined by it.

**Theorem 4 (Th. 8.54 in [9]).** Let \(\mathcal{H}\) be an Hilbert space and \(\hat{A} \in \mathcal{B}(\mathcal{H})\) a self-adjoint operator.

1. There exists a unique and bounded PVM \(\hat{P}(\hat{A})\) on \(\mathbb{R}\) such that
   \[
   \hat{A} = \int_{\text{supp}(\hat{P}(\hat{A}))} x\hat{P}(\hat{A})(dx);
   \]
2. \(\sigma(\hat{A}) = \text{supp}(\hat{P}(\hat{A}))\), where \(\sigma(\hat{A})\) is the spectrum of the operator \(\hat{A}\);
3. If \(f\) is a bounded measurable function on \(\sigma(\hat{A})\), the operator \(f(\hat{A}) := \int_{\sigma(\hat{A})} f(x)\hat{P}(\hat{A})(dx)\) commutes with every operator in \(\mathcal{B}(\mathcal{H})\) which commutes with \(\hat{A}\).

The second important theorem is the so called spectral representation theorem of self-adjoint operators in \(\mathcal{B}(\mathcal{H})\). This theorem tells that every bounded self-adjoint operator on \(\mathcal{H}\) can be represented as a multiplicative operator on some \(L_2\) Hilbert space, which is basically constructed from its spectrum.

**Theorem 5 (Th. 8.56 in [9]).** Let \(\mathcal{H}\) be an Hilbert space, \(\hat{A} \in \mathcal{B}(\mathcal{H})\) a self-adjoint operator and \(\hat{P}(\hat{A})\) the associated PVM. Then

1. \(\mathcal{H}\) splits as Hilbert sum \(\mathcal{H} = \oplus_{i \in I} \mathcal{H}_i\) (with \(I\) at most countable if \(\mathcal{H}\) is separable), where \(\mathcal{H}_i\) are closed and mutually orthogonal subspaces such that
   i) \(\forall i \in I\), then \(\hat{A}\mathcal{H}_i \subset \mathcal{H}_i\);
   ii) \(\forall i \in I\) there exist a positive finite borel measure \(\mu_i\) on the Borel sets of \(\sigma(\hat{A}) \subset \mathbb{R}\), and
a surjective isometry \( \hat{U}_i : \mathcal{H}_i \to L_2(\sigma(\hat{T}), \mu_i) \) such that

\[
\hat{U}_i \left( \int_{\sigma(\hat{A})} f(x) \hat{P}(\hat{A}) \, dx \right) |_{\mathcal{H}_i} = f.
\]

for any bounded measurable \( f \), where \( f \cdot \) means multiplication by \( f \) in \( L_2(\sigma(\hat{A}), \mu_i) \).

b) \( \sigma(\hat{A}) = \text{supp}(\{ \mu_i \}_{i \in I}) \) where \( \text{supp}(\{ \mu_i \}_{i \in I}) \) is the complement to the set of \( \lambda \in \mathbb{R} \) for which there is an open set \( B_\lambda \subset \mathbb{R} \) such that \( \lambda \in B_\lambda \) and \( \mu_i(\lambda_i) = 0 \) for all \( i \in I \).

c) If \( \mathcal{H} \) is separable there exist a measure space \((M_A, \Sigma_A, \mu_A)\) with \( \mu_A(M_A) = +\infty \), a bounded map \( F_A : M_A \to \mathbb{R} \) and a unitary operator \( \hat{U}_A : \mathcal{H} \to L_2(M_A, \mu_A) \) satisfying

\[
\left( \hat{U}_A \hat{\sigma} \hat{U}_A^{-1} g \right)(x) = F_A(x)g(x)
\]

for any \( g \in \mathcal{H} \).

Note that in c) the measure is not uniquely determined by \( A \). This theorem is a more general version of the well-known result about the splitting of an Hilbert space as direct sum of eigenspaces associated to a self-adjoint operator.

Let us conclude this section observing that the spectral decomposition theorem tells that any self-adjoint operator (i.e. a possible quantum observable) can always be seen as an integral operator and that this decomposition is unique. The spectral measure allows to compute the quantum expectation as an ordinary expectation and, finally, the spectral representation theorem tells that the whole algebraic structure described in section II C is present. This means that the complete probabilistic description of a single quantum observable is possible by using measure-theoretic probability.

E. Ordinary probability in Hilbert spaces

We concluded the previous section observing that for a single quantum observable we can use measure-theoretic probability without problems. In this section we want to see how we can do the opposite: describe a measure-theoretic random variable with operators over an Hilbert space. In section II B we have seen that to any measure-theoretic probability space, \((\Omega, \mathcal{E}, P)\), we may associate an abelian \( C^* \)-algebra of functions, \( L_\infty(\Omega, \mathcal{E}, P) \), which can always be represented by using multiplicative operators over the Hilbert space \( L_2(\Omega, \mathcal{E}, P) \), i.e. the commutative von Neumann algebra \( \mathcal{N}_c(L_2(\Omega, \mathcal{E}, P)) \), as shown in theorem 2. Such a theorem also tells that expectations with respect to a probability measure are nothing but states over \( \mathcal{N}_c(L_2(\Omega, \mathcal{E}, P)) \). We also observed that the Hilbert space \( L_2(\Omega, \mathcal{E}, P) \) strongly depends on the probability measure of the underlying probability space, and so a change of the probability measure would change the Hilbert space. However, the spectral representation theorem suggests that we may find a “bigger Hilbert space” (namely \( \mathcal{H} = \bigoplus \mathcal{H}_i \), as defined in the theorem) where this dependence on the probability measure seems to disappear. Finally, the spectral measure, introduced in section II D, seems to allow us to move the probabilistic content from the original probability measure to (functional of) function of this “bigger Hilbert space”. In this section we want to study better this mechanism. More precisely, we want to discuss the following problem: how it is possible to construct explicitly an Hilbert space (independent on the probability measure), an operator and a state (defined as in definition 2) on a suitable algebra of operators on \( \mathcal{H} \), which are capable to give the same statistical prediction about a random variable described in ordinary measure-theoretic setting.

Consider a probability space \((\Omega, \mathcal{E}, P)\), a measurable space \((M, \mathcal{M})\) and a random variable \( X : \Omega \to M \) on it. As usual \( X \) induces a distribution \( \nu_X \) such that \((M, \mathcal{M}, \nu_X)\) is a probability space. Algebraically, the random variable \( X \) can be seen as the map \( x : L_\infty(\Omega, \mathcal{E}, P) \to L_\infty(M, \mathcal{M}, \nu_X) \). Clearly the random variable \( X \) can be seen also as the identity map on \( L_\infty(M, \mathcal{M}, \nu_X) \), and any expectation \( \mathbb{E}_P \) can be computed using a suitable state \( \phi_{\nu_X} \) over this algebra, i.e. \( \mathbb{E}_P[f(X)] = \phi_{\nu_X}(f(X)) \). This fact does not change if we represent the element \( x \in L_\infty(M, \mathcal{M}, \nu_X) \), corresponding to the original random variable \( X \), as a multiplicative operator \( M_x \) acting on \( L_2(M, \mathcal{M}, \nu_X) \), i.e. if we consider the abelian von Neumann algebra of operators \( \mathcal{A} := \{ M_f \mid f \in L_2(M, \mathcal{M}, \nu_X) \} \) on this Hilbert space. Clearly \( L_2(M, \mathcal{M}, \nu_X) \) changes as we change the initial probability measure \( P \). Consider now the Hilbert space \( \mathcal{H} = \bigoplus \mathcal{H}_i \) of the spectral representation theorem and a bounded operator \( \hat{T} \in \mathcal{B}(\mathcal{H}) \) on it with spectrum \( \sigma(\hat{T}) \). Then take the surjective isometry of the theorem, i.e. \( \hat{U}_i : \mathcal{H}_i \to L_2(\sigma(\hat{T}), \mu_i) \). The idea is to use \( \hat{U}_i \) to map \( L_2(M, \mathcal{M}, \nu_X) \) in some \( \mathcal{H}_i \) and to construct \( \mathcal{H} \) from it. If we want to do that we can set:

a) \( \sigma(\hat{T}) = M \),

b) \( \mu_i = \nu_X \).

This allows to write that \( \hat{U}_i : \mathcal{H}_i \to L_2(M, \nu_X) \) (we omit the \( \sigma \)-algebra \( M \) for simplicity). These requirements can be explained as follows. Since we want to represent with \( \hat{T} \) the random variable \( X \) (note that \( \hat{T} \) is not the operator \( M_x \) seen before) and encode the probabilistic content of \((M, \mathcal{M}, \nu_X)\) (and so of \((\Omega, \mathcal{E}, P)\)) in some suitable object defined on \( \mathcal{H} \), the requirement a) simply means that the set of eigenvalues of the operator coincides with the set of outcomes of the random variable. This tells us how to construct the operator \( \hat{T} \) since the spectrum uniquely identifies the operator. The requirement b) is needed in order to encode the statistical information in functionals of elements of \( \mathcal{H} \), allowing the Hilbert space, on which \( \hat{T} \) is defined, to be capable to contain information about \( P \).
Note that at this level it is not clear what the meaning of the index $i$ is (which is important for the construction of $\mathcal{H} = \bigoplus_i \mathcal{H}_i$) in the original probability space. Observing that this index determines the dimension and separability property of the Hilbert space, let us try to attach it to some feature of the random variable we want to represent. In particular, we assume that $i$ labels the outcome of $X$, i.e. $i = x \in M$. This immediately implies that

$$\mathcal{H} = \bigoplus_{x \in M} \mathcal{H}_x$$

where $\oplus$ means direct sum or direct integral according to the cardinality of $M$, while the operator representing $X$ is simply

$$\hat{T} := \int_M x \hat{P}^T(dx)$$

where $\hat{P}^T(dx)$ is the PVM having $M$ as support. Note that in this way $\hat{T}\mathcal{H}_x \subset \mathcal{H}_x$, i.e. $\hat{P}^T(dx)|x⟩ = |x⟩$ for any $|x⟩ \in \mathcal{H}_x$, as required by the spectral decomposition theorem. By construction the operator $\hat{T}$ has a non-degenerate spectrum and if $M$ is a bounded subset of $\mathbb{R}$, the spectrum of $\hat{T}$ is bounded, implying that $\hat{T}$ is a bounded operator. Let us assume this for the rest of this section. The only thing that we miss is how to represent the probability distribution $\nu_X$. At this point, we assume that the random variable $X$ is discrete hence $\nu(x)$ can be interpreted as the probability to have $X = x$. In general on $(M, \mathcal{M}, \nu_X)$ we can describe, together with $X$, all random variables $f(X)$, where $f : M \to M$ are measurable and bounded functions, and they correspond to the operators $f(\hat{T})$. Hence, since $\nu(x)$ is a bounded and measurable function, it can be represented as

$$\hat{\rho}_\nu := \nu(\hat{T}) = \int_M \nu(x) \hat{P}^T(dx).$$

Note that $\hat{\rho} \in \mathcal{B}_1(\mathcal{H})$, because $\nu(x)$ is a probability. In section II C we have seen that a normal state $φ(·)$ on $\mathcal{B}(\mathcal{H})$ can be always written as $\text{Tr} [\hat{ρ} \cdot ]$ for some trace class operator $\hat{ρ}$. The set of all the operators $f(\hat{T})$, equipped with the operation of sum and product of operators, forms a sub-algebra of $\mathcal{B}(\mathcal{H})$ which is in one-to-one correspondence (via the surjective isometry $U_x$) with an abelian von Neumann algebra. Thus this set of operators form an abelian von Neumann algebra, which we label by $\mathcal{V}_T$. Then if we impose that states on $\mathcal{V}_T$ coincide with states of $L_\infty(M, \mathcal{M}, \nu_X)$ (inheriting all their properties), we must have

$$\mathbb{E}_{\nu_X}[f(X)] = \text{Tr} \left[ \hat{ρ} f(\hat{T}) \right] \quad (1)$$

for any $f$ measurable and bounded function on $M$. This implies that $\hat{ρ} = \hat{ρ}_\nu$. Note that, this time given $\nu_X$ (i.e. $P$) we can determine a unique object which encodes all the probabilistic information of the random phenomenon under study.

Heuristically, it seems that we can write the following formal “correspondence”

$$P(d\omega) \leftrightarrow \hat{ρ}_P \int \cdots \leftrightarrow \text{Tr} [\cdots]$$

which anyhow should be taken with care. First, additional difficulties are added if one drops the assumption that $M$ is a bounded subset of $\mathbb{R}$. Another difficulty arises if we want to describe continuous random variable taking value on $\mathbb{R}$. These difficulties may be overcome, from a practical point of view, by seeing continuous unbounded operators as the limit of bounded operators with discrete spectrum: this is the solution that we will adopt in [6] and [7] to deal with continuous unbounded random variables. Rigorous approaches to treat algebraically unbounded operators are available [11] while the notion of (generalized) eigenvalues for continuous unbounded operators can be formalized, from the mathematical point of view, using the Gel’fand triples [12]. Despite seems to be an overcomplication, this change of language for the description of a random phenomenon gives rise to new possibilities, as it will be explained in the next sections.

a. Example: The die Let us continue the previous example of the classical die. Consider the first description we gave in the previous example, i.e. we used the probability space $(\Omega, \mathcal{E}, P)$ with $\Omega = \{1, \cdots , 6\}$. If $\hat{D}$ is the operator associated to the random variable $D : \Omega \to \mathbb{N}$, we know that

$$\sigma(\hat{D}) = \Omega = \{1, 2, 3, 4, 5, 6\}.$$  

The Hilbert space on which this operator act is $\mathcal{H} = \bigoplus_{i \in \Omega} \mathcal{H}_i$. It has dimension 6 and in general it can be seen as a subspace of $\mathbb{C}^6$. A generic random variable $X(\omega) = f(\omega)$ over $(\Omega, \mathcal{E}, P)$ corresponds to the operator

$$f(\hat{D}) = \sum_{i=1}^{6} f(i) |i⟩⟨i|.$$  

The probability measure, can be represented as

$$\hat{ρ}_P = \sum_{i=1}^{6} p_i |i⟩⟨i|,$$  

where $|i⟩⟨i|$ is the projector on $\mathcal{H}_i$. Thus, any expectation value can be computed as

$$\mathbb{E}_P[X] = \text{Tr} \left[ f(\hat{D}) \hat{ρ}_P \right].$$

We again stress that we are using just one basis of $\mathbb{C}^6$, so operators written in different basis do not correspond to any random variable which can be defined on the original probability space and for this reason they must be excluded (they do not belong to the same abelian algebra of $\hat{D}$).
III. ALGEBRAIC PROBABILITY SPACES

In part II, we have seen that the usual measure-theoretic formulation of probability theory can be encoded in a satisfactory way in an abelian von Neumann algebra of functions. This suggests that a more general formulation of probability theory is possible in an algebraic context, allowing to obtain a non-commutative probability theory. Here we will present the basic facts about algebraic probability theory, emphasizing the role of commutativity and its influence on the possible concrete representations of such algebraic spaces. Additional references for that section are [13–15].

A. Basic definitions

Some of the basic definitions we need in order to describe the algebraic approach to probability have been already introduced in section II C. For notions like algebra, involution, state (and its classification) and representation, we will refer to this section.

Definition 9. The pair \((A, \omega)\) where \(A\) is a *-algebra with unit, and \(\omega : A \to \mathbb{C}\) a state on it, is called algebraic probability space.

We will restrict our attention to the case where \(A\) is also \(C^*\) quickly. Note that the commutativity of \(A\) is not required in the definition; in section II C we saw that in the abelian case, if \(a \in A\), \(\omega(a) \in \mathbb{C}\) is its expectation value. If \(a = a^*\) (i.e. \(a\) is self-adjoint), then one can prove that \(\omega(a) \in \mathbb{R}\), thus self-adjoint elements of the algebra correspond to real-valued random variables. More generally, the elements of a generic algebra can be interpreted as random variable, as the following definition suggests.

Definition 10. Given an algebraic probability space \((A, \omega)\) and another *-algebra with unit \(B\), then a homomorphism \(j : B \to A\) preserving the unit and the involution, is called an algebraic random variable.

This definition is just an extension of the notion of random variable, used in the abelian case, to general algebras. As in ordinary probability theory, the algebraic random variable \(j\), induces a state, \(\omega_j = \omega \circ j\) called distribution, such that \((B, \omega_j)\) is another algebraic probability space.

B. Representations of an algebra

Algebras are very abstract objects. For this reason, the notion of representation is very important. Here we will review the two basic representation theorems that we have at disposal, in order to pass from an abstract algebra to some concrete algebra.

A general result which allows to represent a generic abstract \(C^*\)-algebra with a concrete \(C^*\)-algebra of operators is the celebrated GNS theorem. First we need to introduce some terminology: a representation is called a *-representation if it preserves the involution, while a vector \(\psi \in \mathcal{H}\) is said to be cyclic for a representation \(\pi\), if span\{\(\pi(a)\psi|a \in A\}\} is a dense subspace of \(\mathcal{H}\).

Theorem 6. Let \(A\) be a \(C^*\)-algebra with unit and \(\omega : A \to \mathbb{C}\) a state. Then:

i) there exists a triple \((\mathcal{H}_\omega, \pi_\omega, \Psi_\omega)\) where \(\mathcal{H}_\omega\) is an Hilbert space, \(\pi_\omega : A \to \mathcal{B}(\mathcal{H}_\omega)\) is a *-representation of \(A\) on the \(C^*\)-algebra of bounded operators on \(\mathcal{H}_\omega\), and \(\Psi_\omega \in \mathcal{H}_\omega\) is a vector, such that:

a) \(\Psi_\omega\) is a unit vector, cyclic for \(\pi_\omega\);
b) \(\langle \Psi_\omega | \pi_\omega(a)\Psi_\omega \rangle = \omega(a)\) for any \(a \in A\).

ii) If \((\mathcal{H}, \pi, \Psi)\) is a triple such that:

a) \(\mathcal{H}\) is an Hilbert space, \(\pi : A \to \mathcal{B}(\mathcal{H})\) is a *-representation and \(\Psi \in \mathcal{H}\) is a unit vector cyclic for \(\pi\);
b) \(\omega(a) = \langle \Psi | \pi(a)\Psi \rangle\);

then there exits a unitary operator \(\hat{U} : \mathcal{H} \to \mathcal{H}_\omega\) such that \(\Psi = \hat{U}\Psi_\omega\) and \(\pi_\omega(a) = \hat{U}\pi(a)\hat{U}^{-1}\) for any \(a \in A\).

Note that in general, \(\mathcal{H}_\omega \neq \mathcal{H}_\omega'\) for \(\omega \neq \omega'\). If \(\mathcal{H}_\omega\) is finite dimensional, then \(A\) is also a von Neumann algebra; in the infinite dimensional case, this is not true anymore. Because of this theorem, we will always use algebras of operators over some Hilbert space instead of abstract objects. For completeness, we mention that a GNS theorem for *-algebras with unit is also available (see Th. 14.20 in [9]). The contents of such a theorem are more or less the same of the GNS theorem presented here. However, it allows to represent elements of a *-algebra with unbounded operators which are closable over a state dependent domain \(\mathcal{D}_\omega\). This version of the GNS theorem allows to threat in a more rigorous way unbounded random variables using unbounded operators over some Hilbert space, as mentioned at the end of section II E. If \(A\) is commutative, we have another result which allows to represent abstract \(C^*\)-algebras with continuous functions over some space: the commutative Gel’fand-Naimark theorem.

Theorem 7. Any commutative \(C^*\)-algebra with unit \(A\) is *-isomorphic (i.e. the involution is preserved under the isomorphism) to the commutative \(C^*\)-algebra with unit of continuous functions on \(\Delta(A)\), \(C(\Delta(A))\) (which is \(C^*\) with respect to the norm \(\|\cdot\|_\infty\)), where

\[
\Delta(A) := \{ \phi : A \to \mathbb{C} \mid \phi(ab) = \phi(a)\phi(b) \forall a, b \in A, \\
\phi \text{ non trivial}\}.
\]

Such *-isomorphism (called Gelfand’s transform) is isometric.
When \( \mathcal{A} \) is an abelian von Neumann algebra (hence also \( C^* \)), a similar result holds by using an algebra of measurable functions over some space (this is exactly the content of theorem 3). Note that the GNS theorem holds also for the commutative case but only in the abelian case, we can construct the measure-theoretic probability space. This fact has important consequences on the concrete interpretation of algebraic probability spaces.

C. Some effect of non-commutativity

Let us discuss some differences between the commutative and the non-commutative case, which are relevant for quantum theory, but the list of differences does not end here.

i) The lattice of projectors. Given a \( * \)-algebra \( \mathcal{A} \), we call \( p \in \mathcal{A} \) orthogonal projector if \( p = p^* = p^2 \) and the set of projectors on \( \mathcal{A} \) will be labeled by \( \mathcal{P}(\mathcal{A}) \). From the abelian case, we have seen that the \( \sigma \)-algebra of the associated probability space can be constructed from this structure (\( \mathcal{P}(\mathcal{A}) = \mathcal{E} \), in section II.B). From the mathematical logic point of view, this means that in the abelian case \( \mathcal{P}(\mathcal{A}) \) has the structure of a distributive lattice (i.e. a Boolean lattice which is always isomorphic to a Boolean \( \sigma \)-algebra). In the non-commutative case, this structure changes: \( \mathcal{P}(\mathcal{A}) \) has, in general, the structure of an orthomodular lattice (modularity depends on the type of factor of \( \mathcal{A} \)). The practical consequence is that we cannot interpret the propositions about “non-commutative random phenomena” using ordinary propositional calculus (the logical connectivities AND and OR are problematic) which is exactly what happens in quantum logic.

ii) The CHSH inequality. Consider two von Neumann algebras \( \mathcal{A} \) and \( \mathcal{B} \) (which are automatically \( C^* \)) that are mutually commuting and \( \mathcal{A}, \mathcal{B} \subset \mathcal{B}(\mathcal{H}) \). Let \( \omega \) be a normal state for both algebras (hence a positive normalized linear functional from \( \mathcal{B}(\mathcal{H}) \) to \( \mathbb{C} \)) and define

\[
\beta(\omega, \mathcal{A}, \mathcal{B}) := \sup \omega(a_1 [b_1 + b_2] + a_2 [b_1 - b_2])
\]

where the sup is taken over all \( a_1, a_2 \in \mathcal{A} \) and \( b_1, b_2 \in \mathcal{B} \) having norm less than 1. Then if at least one of these two algebras is abelian one can prove that \( \beta(\omega, \mathcal{A}, \mathcal{B}) \leq 2 \) for all states \( \omega \). When both \( \mathcal{A} \) and \( \mathcal{B} \) are non-abelian, then this bound can be violated: it is known that the maximal violation is \( \beta(\omega, \mathcal{A}, \mathcal{B}) = 2\sqrt{2} \) [16]. The degree of violation depends on the type of algebra: for two mutually commuting, non-abelian von Neumann algebra, if the Schlieder property holds [13] (i.e. \( ab = 0 \) for \( a \in \mathcal{A} \) and \( b \in \mathcal{B} \) implies either \( a = 0 \) or \( b = 0 \)) then there exists a normal state which maximally violate the inequality. This is nothing but the well known CHSH inequality of quantum mechanics [17].

iii) Dispersion free state. Let \( \mathcal{A} \) be a von Neumann algebra, we say that a state \( \omega \) is dispersion-free if \( \omega((a - \omega(a))^2) = 0 \) for all \( a \in \mathcal{A} \). In the abelian case, a pure state can be characterised as the states for which \( \omega(ab) = \omega(a)\omega(b) \) holds for any \( a, b \in \mathcal{A} \). Clearly, the pure states in abelian case are dispersion-free. In the non-abelian case dispersion-free states do not exist. In quantum mechanics this is a well known fact, and it is called Heisenberg uncertainty principle. We will use this fact in the next section to study a possible characterisation of non-commutativity.

Other differences which are relevant from the physical point of view, between commutative and non-commutative case are, for example, the way one composes two algebras, or the algebraic generalisation of the notions of independence and conditional expectation (see [13] and references therein for a detailed discussion).

IV. ENTROPIC UNCERTAINTY RELATIONS

The non-existence of dispersion-free states in a non-commutative probability space suggests that we cannot have delta-like marginals (of some joint probability distribution) for all the random variables of our algebra. Following this intuitive idea, we introduce a natural measure of the “spread” of a given probability distribution and then we discuss how this measure behaves in presence of non-commuting random variables.

A. Entropy in information theory

A natural measure we can use to quantify the spread of a given probability distribution is the Shannon entropy. Such entropy is the basic notion of classical information theory and for this reason it is sometimes claimed (especially in quantum physics [18]) that it cannot be used for non-commutative probability spaces. From the mathematical point of view, this claim is not true, simply because any non-commutative algebra always admits a commutative sub-algebra where classical information theory can be applied. In addition, the Shannon entropy is not sensitive to the origin of probability [19]: it is associated to a single random variable.

We will introduce the Shannon entropy as done in [20], which is different to Shannon’s original approach. Naively speaking, information quantifies a number of things we do not know about a given random phenomenon. In other words, information quantifies the unexpectedness of an event \( E \) relative to a random variable \( X \). Let \( I_X(E) \) be a measure of this unexpectedness; it is reasonable to require that

i) \( I_X(E) \) is a function of the probability of \( E \) to occur, and not directly a function of the event \( E \);
ii) If $E$ and $F$ are two disjoint events (hence independent), then $I_X(E, F) = I_X(E) + I_X(F)$.

It is not difficult to see that $I_X(E) = k \log_2(P(E))$ fulfills the three requirements. Typically $k = -1$ and $b = e$ are chosen, and this function is called information content of the event $E$. The Shannon entropy can be thought as the expectation value of the information content of the elementary events $(E = \{\omega\})$, i.e. $H(X) := E[I_X]$. Consider a discrete random variable taking values over a discrete set $\{x_1, \cdots, x_N\}$, then $H(X)$ is just

$$H(X) = -\sum_{i=1}^{N} p_i \log p_i$$

where $p_i := P[X = x_i]$ where $x_i$ is one of the possible outcomes of the random variable $X$. Note that $H(X)$ remains well defined even for $N = \infty$, as one can prove by induction. To better understand how $H(X)$ quantifies the spread of a distribution, let us consider the case of a certain event (determinism). Suppose we know that the event $E := \{X = k\}$ is always true. Then clearly $p_k = \delta_{k,k}$, which gives $H(X) = 0$: the event is certain so our unexpectedness is zero (note we assumed $0 \log 0 = 0$, as typically done in information theory). Since $-x \log x$ is always positive for $x \in [0, 1]$ it is not difficult to understand that $H(X) = 0$ only for delta-like distributions.

In addition ii) suggests that the more elementary events contribute to $H(X)$, namely the more elementary events have non zero probability, the larger its value will be. In this sense we can use $H(X)$ to quantify the spread of a probability distribution.

As already observed at the beginning of this section, the only requirement needed on $\{p_i\}$ in order to define $H(X)$ is that they come from a $\sigma$-additive, normalised measure, which happens in any algebraic probability space ($\sigma$-additive means that the measure remains finite even for countable unions of events). In the non-commutative case some usual properties of $H$ do not hold: as a rule of thumb, all properties which depend on vectors of random variables (like $(X,Y)$) should be checked with care.

### Definition 11
Consider a Hilbert space $\mathcal{H}$ and two self-adjoint operators on it, $A$ and $B$. Then if

$$H_\rho(\hat{A}) + H_\rho(\hat{B}) \geq C \quad \forall \rho \in B_1(\mathcal{H}),$$

where $C$ is a fixed positive number independent on $\rho$, we say that $\hat{A}$ and $\hat{B}$ fulfill an entropic uncertainty relation.

In the definition above, $H_\rho(\hat{A})$ is the Shannon entropy computed with the probability distribution $\mu_\rho(\cdot) := \text{Tr}[\rho \hat{P}(\cdot)]$, where $\hat{P}(\cdot)$ is the PVM associated to $\hat{A}$. The same holds for $\hat{B}$. We can clearly see why this definition should be taken with care: according to definition 2, what is the Shannon entropy if the spectrum of the operator is continuous? We will provide a more rigorous definition in the next section, for the moment we just observe that if the Hilbert space is finite dimensional this definition works (because all operators are compact).

Typically, in quantum information, one is interested in finding the bound $C$ (i.e. in the minimisation problem $\min_{\rho \in B_1(\mathcal{H})}[H_\rho(\hat{A}) + H_\rho(\hat{B})]$).

As a first example of the aforementioned bound (i.e. of entropic uncertainty relation), let us consider the following theorem [25].

### Theorem 8
Let $H_\rho(\hat{A})$ and $H_\rho(\hat{B})$ be the Shannon entropies associated to two non-degenerate self-adjoint operators $\hat{A}$ and $\hat{B}$ over a finite dimensional Hilbert space $\mathcal{H}$. Assume that $\{\{|\phi_a\rangle\}_{a \in \sigma(\hat{A})}$ and $\{\{|\psi_b\rangle\}_{b \in \sigma(\hat{B})}$ are basis of eigenvectors of $\hat{A}$ and $\hat{B}$ respectively. Then \forall \rho \in B_1(\mathcal{H})

$$H_\rho(\hat{A}) + H_\rho(\hat{B}) \geq -2 \log(\max_{a,b} \langle \phi_a | \psi_b \rangle).$$

We can see that, if the scalar product between eigenvectors is less than 1 (i.e. $\hat{A}$ and $\hat{B}$ cannot be diagonalised at the same time, $[\hat{A}, \hat{B}] \neq 0$) the bound is non-zero. This result can be generalized to the case of POVMs (which are defined as PVMs except that ii) in definition 7 is not required to hold), which encodes, as special case, that of degenerate operators [26]. Because we do not need all this generality, we consider the PVM case only, which can be obtained from theorem 8 by replacing the argument of the logarithm with $\max_{a,b} \langle \phi_a | \hat{P}^A_a \hat{P}^B_b \rangle$ (here $\hat{P}^A_a$ is the projector on the eigenspace associate to $a \in \sigma(\hat{A})$; same for $\hat{P}^B_b$). It is worth to say that theorem 8, and its generalisations, is a consequence of the Riesz-Thorin interpolation theorem [27] for $L_p$-spaces. From the physical point of view this means that no physical assumption is needed to derive this theorem: in this sense it does not depend on the physical interpretation of the mathematical objects. Also in infinite dimensional Hilbert spaces we have a similar theorem. Nevertheless this time we need to face the problem that operators do not admit in general only a point spectrum. To include also the continuous-spectrum case, avoiding to introduce the “continuous version” of the Shannon entropy (i.e. the differential entropy [28], which is not properly a generalisation) the idea is simply to partition the spectrum. Given
a generic operator $\hat{A}$ on an infinite dimensional Hilbert space $\mathcal{H}$, a partition of the spectrum is a collection of set $\{E_i\}_{i \in I}$ such that $\sigma(\hat{A}) = \bigcup_{i \in I} E_i$. Given this partition of the spectrum and $\hat{\rho} \in \mathcal{B}_1(\mathcal{H})$, we can associate to it a set of probabilities $\{p_i^{(\hat{\rho})}\}_{i \in I}$ computed via the formula $p_i^{(\hat{\rho})} = \text{Tr} \left[ \hat{\rho} \hat{P}(\hat{A})(E_i) \right]$. Using this distribution we can compute $H_{\hat{\rho}}(\hat{A})$. Then we have the following theorem.

Theorem 9. Let $H_{\hat{\rho}}(\hat{A})$ and $H_{\hat{\rho}}(\hat{B})$ be the Shannon entropies associated to self-adjoint operators $\hat{A}$ and $\hat{B}$ over (possibly infinite dimensional) Hilbert space $\mathcal{H}$. Assume that $\{E_i\}_{i \in I}$ and $\{F_j\}_{j \in J}$ are two different partitions of the spectrum of $\hat{A}$ and $\hat{B}$, respectively. Then $\forall \hat{\rho} \in \mathcal{B}_1(\mathcal{H})$

$$H_{\hat{\rho}}(\hat{A}) + H_{\hat{\rho}}(\hat{B}) \geq 2 \log \left( \sup_{i,j} \frac{2}{\| \hat{P}(\hat{A})(E_i) + \hat{P}(\hat{B})(F_j) \|} \right).$$

Again, we can see that if $\hat{A}$ and $\hat{B}$ commute, the RHS vanishes (since $1 \leq \sup_{i,j} \| \hat{P}(\hat{A})(E_i) + \hat{P}(\hat{B})(F_j) \| \leq 2$ and the upper bound is reached if and only if $\hat{P}(\hat{A})(\cdot)$ and $\hat{P}(\hat{B})(\cdot)$ have common eigenvectors).

Using the two theorems presented above, we are able to relate non-commutativity between operators and the probability measures associated with them (i.e. the spectral measure) using entropic uncertainty relations. In the next section, we will formalize these facts in a $C^*$-algebra, proving that there is a link between the non-commutativity of the algebra and the properties of the probability measures associated with states on it which can be characterized using entropic uncertainty relations.

C. Algebraic generalisation

In this section we will extend the definition of the Shannon entropy to a generic $C^*$-algebra. Consider a $C^*$-probability space $(\mathcal{A}, \omega)$. Using the GNS theorem we may equivalently consider the triple $(\mathcal{H}_\omega, \pi_\omega, \Psi_\omega)$. For any self-adjoint element $a \in \mathcal{A}$, we may consider the bounded operator $\hat{A}_\omega := \pi_\omega(a)$ acting on $\mathcal{B}(\mathcal{H}_\omega)$. The spectral theorem ensures that there exist a PVM $\{\hat{P}(\hat{A}_\omega)(E)\}_{E \in \sigma(\hat{A}_\omega)}$ associated to $\hat{A}_\omega$, thus the probability that $a$ takes value in $E$ is $\langle \Psi_\omega | \hat{P}(\hat{A}_\omega)(E) \Psi_\omega \rangle$. Nevertheless we cannot use this probability directly in the definition of the Shannon entropy because in general the spectrum may have a continuous part. It is a known fact that if $\hat{A}$ is a bounded self-adjoint operator its spectrum can be split as $\sigma(\hat{A}) = \sigma_p(\hat{A}) \cup \sigma_c(\hat{A})$, where $\sigma_p(\hat{A})$ and $\sigma_c(\hat{A})$ are respectively the point and the continuous part of the spectrum. Note that at the algebraic level the classification of the spectrum may depend on the state $\omega$. To introduce a well defined notion of entropy at the algebraic level, we have to find a way to deal with the continuous part of the spectrum. Mimicking what we did in section IV.B, we introduce a partition of the continuous part of the spectrum $\{E_i\}_{i \in I}$ (we always assume $I_\omega$ at most countable). Let us label with $\varepsilon$ a generic partition, then given $\varepsilon$ we can always construct a probability distribution $\{p_i^{(\varepsilon)}\}_{i \in \sigma(\hat{A}_\omega) \cup I_\omega}$ for $a \in \mathcal{A}$ as

$$p_i^{(\varepsilon)} := \begin{cases} \langle \Psi_\omega | \hat{P}(\hat{A}_\omega)(\{i\}) \Psi_\omega \rangle & \text{if } i \in \sigma(\hat{A}_\omega) \\ \langle \Psi_\omega | \hat{P}(\hat{A}_\omega)(E_i) \Psi_\omega \rangle & \text{if } i \in I_\omega. \end{cases}$$

Note that these probabilities clearly depend on the partition chosen, as well as on the state. Using the probability distribution constructed in this way, we can apply without problems the definition of the Shannon entropy to any self-adjoint element of $\mathcal{A}$.

Definition 12. Let $(\mathcal{A}, \omega)$ be a $C^*$-probability space. Fix a partition $\varepsilon$ and constructs for some self-adjoint $a \in \mathcal{A}$ the probability distribution $\{p_i^{(\varepsilon)}\}_{i \in \sigma(\hat{A}_\omega) \cup I_\omega}$, where $\hat{A}_\omega = \pi_\omega(a)$. Then the $\varepsilon$-Shannon entropy of $a \in \mathcal{A}$ is given by

$$H_\omega(a; \varepsilon) := - \sum_{i \in \sigma(\hat{A}_\omega) \cup I_\omega} p_i^{(\varepsilon)} \log p_i^{(\varepsilon)}.$$

Since the probabilities depend on the partition, the entropy depends also on the partition of the spectrum as well. Thanks to this definition we can define in a proper manner an entropic uncertainty relation in an algebraic contest.

Definition 13. Let $\mathcal{A}$ be a $C^*$-algebra and consider two random variables $a, b \in \mathcal{A}$ on it. Choose two partitions (different in general) $\varepsilon$ and $\delta$ for $a$ and $b$, respectively. If for any $\omega$,

$$H_\omega(a; \varepsilon) + H_\omega(b; \delta) \geq C(\varepsilon, \delta),$$

where $C(\varepsilon, \delta) \in \mathbb{R}^+/\{0\}$ is a constant which may depend on the partitions but not on the state, we say that $a$ and $b$ fulfil an $(\varepsilon, \delta)$-entropic uncertainty relation.

Note that the important part of this definition is the independence on the state of the constant $C(\varepsilon, \delta)$: the LHS is bigger than this constant for any possible state. We need to introduce an ordering relation between partitions of the spectrum, which is nothing but the notion of “finer partition”.

Definition 14. Let $\varepsilon = \{E_i\}_{i \in I}$ and $\varepsilon' = \{E'_j\}_{j \in J}$ be two partitions. We say that $\varepsilon$ is finer than $\varepsilon'$, written $\varepsilon \subset \varepsilon'$, if

i) $E'_j = \bigcup_{i \in I} E_i$ for some $I_j \subset I$;

ii) $I = \bigcup_{j \in J} I_j$.

Intuitively, a partition $\varepsilon$ is finer than a partition $\varepsilon'$, if combining in a suitable way the sets of $\varepsilon$, we can construct all the sets of $\varepsilon'$. The requirements i) and ii) are
simply the conditions under which this combination is possible. In what follows, if we need to talk repeatedly of two partitions, say $\varepsilon$ and $\delta$, we will use the symbol $(\varepsilon, \delta)$. The writing $(\varepsilon, \delta) \subset (\varepsilon', \delta')$ means $\varepsilon \subset \varepsilon'$ and $\delta \subset \delta'$.

At this point we may state the following theorem, which relates the non-commutativity of the $C^*$-algebra and the presence of entropic uncertainty relations.

**Theorem 10.** Let $\mathcal{A}$ be a $C^*$-algebra and take two self-adjoint elements $a, b \in \mathcal{A}$. If for two partitions $(\varepsilon, \delta)$ an entropic uncertainty relation holds, namely

$$H_\omega(a; \varepsilon) + H_\omega(b; \delta) \geq C(\varepsilon, \delta),$$

with $C(\varepsilon, \delta) > 0$, and this happens for any possible state $\omega$ over $\mathcal{A}$, then $\{a, b\} = 0$.

**Idea of Proof.** We explain the idea of the proof, whose mathematical details can be found in Appendix B.

We have already seen that dispersion-free states do not exist in a non-commutative probability space. Consider a non-abelian $C^*$-algebra $\mathcal{A}$, and $a, b \in \mathcal{A}$, such that $\{a, b\} \neq 0$. Given a state $\omega$, let $\hat{A}_\omega = \hat{\pi}_\omega(a)$ and $\hat{B}_\omega = \hat{\pi}_\omega(b)$ be the two associated GNS representations acting on $\mathcal{H}_\omega$. Assume that the spectrum is purely continuous for such representations, the discrete case can be thought as a sub-case of this. Since $\{a, b\} \neq 0$, we cannot find a state $\omega$, which has a delta-like probability distributions (i.e. spectral measures) for both $\hat{A}_\omega$ and $\hat{B}_\omega$, for any possible partitions of the two spectra we can consider. The best we can do, is to choose $\omega$ which has a delta-like probability distribution for only one of the two random variables: hence, we are in the situation of Figure 1. Now, take $(\varepsilon, \delta)$ and $(\varepsilon', \delta')$ such that $(\varepsilon', \delta') \subset (\varepsilon, \delta)$. If $\omega$ induces the two probability distributions in the picture, we can see that:

i) There are partitions where the two probability distributions $\{p_{\varepsilon, \delta}(\lambda\omega; a)\}_{\lambda \in I}$ and $\{p_{\varepsilon', \delta'}(\lambda\omega; b)\}_{\lambda \in I}$, have a delta-like shape (i.e. all the probabilities are 0 except for one set of the partition). This is the case of the partitions $(\varepsilon, \delta)$ in the Figure 1. For these partitions, we have no entropic uncertainty relations.

ii) There are partitions where only one of the two probability distributions still have a delta-like shape. This is the case of the partitions $(\varepsilon', \delta')$ in the Figure 1. In this case, we have an entropic uncertainty relation.

Hence, if dispersion-free states do not exist (i.e. the algebra is non-commutative) we can find a partition for which an entropic uncertainty relation holds. It is not difficult to understand that if an entropic uncertainty relation holds for a couple of partitions, it also holds for any finer couple of partitions. On the other hand, it is not difficult to see that if an entropic uncertainty relation is found for a partition $(\varepsilon, \delta)$, automatically it holds for all the finer partitions $(\varepsilon', \delta') \subset (\varepsilon, \delta)$. Thus there are no dispersion-free states on the algebra, which means it is not abelian.

Note that this theorem gives a way to test if two algebraic random variables commute or not, using purely probabilistic concepts. This result generalizes in the algebraic contest the content of the theorems 8 and 9 seen in the previous section. Note that the constant $C(\varepsilon, \delta)$ may depend on the partition, while, in the theorems 8 and 9, this dependence is absent. This fact is suggesting that the dependence on the partition is more an artifact due to the definition we gave for $\varepsilon$-Shannon entropy in a $C^*$-algebraic contest, instead of something deeper. Hence such dependence could be eliminated, but we were not able to do so. Finally note that this theorem does not say anything about the bound (contrary to theorems 8 and 9), but it asserts only that if it exists for all states then the algebra is non-commutative.

The main difficulty in the use of this test for non-commutativity, is that the LHS of the inequality must be varied over all the possible states. Fortunately, a further simplification can be done. Consider a state $\omega : \mathcal{A} \to \mathbb{C}$ and let $S(\mathcal{A})$ be the set of all states on $\mathcal{A}$. Then we say that the state is pure if it cannot be written as convex combination of other states (i.e. $\sum \omega_1, \omega_2$ such that $\omega(\cdot) = \lambda \omega_1(\cdot) + (1 - \lambda) \omega_2(\cdot)$ for some $\lambda \in [0, 1]$), otherwise it is said to be mixed. Let $S_p(\mathcal{A})$ denote the set of all the
pure states on $\mathcal{A}$.

**Corollary 1.** Consider a $C^*$-algebra $\mathcal{A}$ and take two self-adjoint elements $a, b \in \mathcal{A}$. If an entropic uncertainty relation between $a$ and $b$ holds for all $\omega \in S_\rho(\mathcal{A})$, then it also holds for any state in $S(\mathcal{A})$.

**Proof.** See appendix C.

Hence it is sufficient to check this relation by varying $\omega$ on the pure states only.

### V. NON-COMMUTATIVITY FROM ORDINARY MEASURE-THEORETIC PROBABILITY

We have seen that if we want to model random phenomena, we can use two (apparently) different mathematical structures: a measure space, $(\Omega, \mathcal{E}, P)$, or an algebra with a state $(\mathcal{A}, \omega)$. On the other hand, random phenomena in the subatomic world can only be described using algebraic probability, since the non-commutative behavior seems to play a fundamental role. Here we want to discuss a possible method to obtain a non-commutative behavior of the probability starting from a collection of probability spaces.

#### A. The general method in the algebraic setting

Before we explain the method in the Hilbert space setting, let us discuss the idea from the algebraic point of view. Suppose we have two real random variables $a$ and $b$. Instead of describing them in the measure-theoretic language, we wish to describe them using the abelian algebras that they generate, say $\mathcal{A}_a$ and $\mathcal{A}_b$ respectively. This means that the algebra $\mathcal{A}_a$ is the abelian algebra generated by the identity, $a$ and all its polynomial $p(a)$. The same for $\mathcal{A}_b$. On these two algebras, we can define states: we label by $\omega_a$ states on $\mathcal{A}_a$ and by $\omega_b$ states on $\mathcal{A}_b$. Now we assume the following: there exist a 1-1 map between states on $\mathcal{A}_a$ and states on $\mathcal{A}_b$. This means that to a given state $\omega_a$ on $\mathcal{A}_a$, we can associate in a unique way a state $\omega_b$ on $\mathcal{A}_b$. This map allows neglecting the labels $a$ and $b$ in the symbol of the state $\omega$. Let us now set $\mathcal{A}$ as the smallest $C^*$-algebra containing both $\mathcal{A}_a$ and $\mathcal{A}_b$ as subalgebras (i.e. the algebra generated by the identity, $a$, $b$ and polynomials $p(a, b)$). By theorem 10, if we can prove that $H_\omega(a) + H_\omega(b) \geq D$ for all $\omega$ (the dependence on the partitions is omitted for simplicity), we know that $\mathcal{A}$ is a non-abelian algebra. Since $\mathcal{A}$ is non-abelian, the GNS theorem allows to represent it as an algebra of bounded operators on a suitable Hilbert space. We cannot represent $\mathcal{A}$ as an algebra of functions. Thus, starting from two ordinary random variables defined in two different probability spaces, we end up with an Hilbert space description where both random variables are present as operators, but they do not commute.

#### B. The Hilbert space structure from the entropic uncertainty relation

Previously we presented in algebraic setting a method to obtain a non-commutative probability space starting from two ordinary measure-theoretic probability spaces. In this section we will explain how to construct a concrete algebraic probability space (i.e. already represented on an Hilbert space) starting from the probability spaces of two random variables, assuming that they fulfill an entropic uncertainty relation. To keep the discussion simple, we restrict ourself to finite discrete random variables. Let $X : (\Omega, \mathcal{E}, P) \to (M, \mathcal{M})$ and $Y : (\Omega', \mathcal{E}', P') \to (N, \mathcal{N})$ be two discrete random variables and as usual $\mu_X := P \circ X^{-1}$ and $\nu_Y := P' \circ Y^{-1}$ label their probability distributions. We assume the following conditions:

i) we have a 1-1 map between $P$ and $P'$, i.e. to each probability distribution $\mu_X$ for $X$ we can associate a corresponding probability distribution $\nu_Y$ for $Y$ and viceversa;

ii) $M$ and $N$ have the same cardinality, i.e. $X$ and $Y$ have the same number of possible distinct outcomes;

iii) $X$ and $Y$ fulfil an entropic uncertainty relation, namely for any $\mu_X$ and $\nu_Y$

$$H(X) + H(Y) \geq D$$

with $D > 0$.

In section II, we have seen that a consistent way to represent a random variable on an Hilbert space is obtained by using the spectral representation theorem and the spectral decomposition theorem. Thus, given the random variable $X$, we can construct the operator

$$\hat{T}_X := \sum_{x \in M} x|x\rangle\langle x|$$

defined on the Hilbert space

$$\mathcal{H}_X := \bigoplus_{x \in M} \mathcal{H}_x.$$  

By construction $\sigma(\mathcal{H}_X) = M$ and $\{|x\rangle\}_{x \in M}$ is a basis of $\mathcal{H}_X$. The assumption i) ensures that, in general, the operator representing the random variable $X$ cannot be used to describe also the random variable $Y$. More precisely, as we have seen in section II, if $\{|x\rangle\}_{x \in M}$ is the basis on which $X$ is diagonal, we can represent over this basis all the random variables that are functions of $X$. Hence, thanks to the assumption i), we can go beyond the simple case of $X = f(Y)$ (or $Y = g(X)$), where the map between $P$ and $P'$ is given by a simple change of variables. The random variable $Y$, being defined on a different probability space, cannot be seen in general as a function of $X$. Repeating the whole construction for
the random variable $Y$, also in this case we can define an operator
\[
\hat{S}_Y = \sum_{y \in N} y|y\rangle\langle y|
\]
on the Hilbert space
\[
\mathcal{H}_Y := \bigoplus_{y \in N} \mathcal{H}_y.
\]
Note that this Hilbert space is not in general $\mathcal{H}_X$. Again $\sigma(\hat{S}_Y) = N$ and $\{|y\rangle\}_{y \in N}$ is a basis of $\mathcal{H}_Y$ by construction. The assumption $ii)$ ensures that the two Hilbert spaces have equal dimension, and so there exists a unitary map $U : \mathcal{H}_X \to \mathcal{H}_Y$. This means that we can map the operator $\hat{S}_Y$ on $\mathcal{H}_X$ and $\hat{T}_Y$ on $\mathcal{H}_Y$. Let us consider the first case, since the second is equivalent. The operator representing $Y$ on $\mathcal{H}_X$ is
\[
\hat{T}_Y := \hat{U}\hat{S}_Y\hat{U}^* = \hat{U}\sum_{y \in N} y|y\rangle\langle y|\hat{U}^* = \sum_{y \in N} y\hat{U}|y\rangle\langle y|\hat{U}^*.
\]
Let us set $|Uy\rangle := \hat{U}|y\rangle$ and note that the operator $\hat{T}_Y$ is diagonal in this basis. Since unitary transformation maps a basis into a basis, also $\{|Uy\rangle\}_{y \in N}$ is a basis and in particular it is the image under $\hat{U}$ of the basis in which $\hat{S}_Y$ is diagonal. At this point, the key observation is that if the assumption $iii)$ is true, then the basis $\{|x\rangle\}_{x \in M}$ and the basis $\{|Uy\rangle\}_{y \in N}$ do not coincide. Indeed, the entropic uncertainty relation assumed, together the theorem 8, allows us to write that
\[
-2\log(\max_{x,y} |\langle x|Uy\rangle|) \geq D
\]
(with the equality only if one can prove that the bound is optimal) so $\max_{x,y} |\langle x|Uy\rangle| \leq e^{-D/2} < 1$, since $D$ is never zero. Another way to say this is that $\hat{U}$ is not the identity transformation. Note that we can reach this conclusion only because we assumed the existence of an entropic uncertainty relation: if $D = 0$, then we cannot exclude that $|\langle x|Uy\rangle| = 1$ for some $x,y$ (i.e. they are the same basis).

The conclusion is that, given the entropic uncertainty relations, the two operators $\hat{T}_X$ and $\hat{T}_Y$ do not commute, thus we can describe both random variables only on a common non-commutative algebraic probability space (i.e. with operators on an Hilbert space). How on this structure is represented the map between $P$ and $P'$, i.e. the state, will be discussed in the next section.

C. Conditional probabilities and representation of states

In the previous section, we have seen that starting from two random variables defined on two different probability spaces, if an entropic uncertainty relation holds, we can construct a non-commutative algebraic probability space where both the random variables are represented by non-commuting operators. Essential for this construction is the presence of two distinct probability space, one for each random variable. Here we want to discuss how this condition can be met in a rather simple way and the consequences of this on the map between $P$ and $P'$.

Given a probability space $(\Omega, \mathcal{E}, P)$ and a collection of events, conditioning with respect to each of these events, generates a collection of probability spaces. More precisely, conditional probability in measure-theoretic setting is defined via the Bayes formula
\[
P_C(A) := P(A|C) = \frac{P(A \cap C)}{P(C)} \quad A, C \in \mathcal{E}
\]
$P_C$ is again a probability measure on $\Omega$, but this time it depends on the event $C$ also. Given a family of events $C := \{C_i\}_{i \in I}$, then by conditioning we obtain the collection of probability spaces $(\Omega, \mathcal{E}(\Omega)_{C_i}, P_{C_i})_{C_i \in \mathcal{E}}$. The trivial case $C = \{C\}$ coincides with the usual measure-theoretic description, however in the more general case, this construction is called contextual probability space [4] [29] [30] while the $C_i$s are called context. In the general contextual probability theory, not all the context are elements of a $\sigma$-algebra (i.e. events, as in this case). This means that it is not assumed that all the contextual probability spaces are generated by conditioning. Similar notions were introduced also in [31], where very general results are presented, and in [22].

Consider now two random variables $X$ and $Y$ on $(\Omega, \mathcal{E}, P)$ with distributions $\nu_X = P \circ X^{-1}$ and $\nu_Y = P \circ Y^{-1}$. Assume for simplicity that they are discrete. Conditioning alone is not sufficient to ensure that they are described in two different probability spaces. Indeed, since they are functions on the same probability space, after conditioning they can always be described on a probability space $(\Omega, \mathcal{E}(\Omega)_{C_i}, P_{C_i})$ where, from a (conditional) joint probability distribution, $\eta_{X,Y|C_i} = P_{C_i} \circ (X^{-1}, Y^{-1})$, we can derive the two marginals $\mu_{X|C_i}$ and $\nu_{Y|C_i}$ describing $X$ and $Y$ (after conditioning). However, we may proceed in a different manner. Suppose that $X$ and $Y$ are two random variables on $(\Omega, \mathcal{E}, P)$ with fixed transition probabilities $\alpha(x,y) := P[X = x|Y = y]$ and $\tilde{\alpha}(y,x) := P[Y = y|X = x]$. The random variables $X$ and $Y$ after conditioning are described by the conditional probability distributions $\mu_{X|C_i}$ and $\nu_{Y|C_i}$. It is not difficult to see that, if we use these fixed transition probabilities, in general
\[
\alpha(x,y)\nu_{Y|C_i}(y) \neq \tilde{\alpha}(y,x)\mu_{X|C_i}(x).
\]
In an ordinary measure-theoretic model of probability the product of the transition probability, times the marginal gives the joint probability distribution, which is symmetric under the exchange of its arguments (it is a consequence of the fact that events are subsets of the same sample space). In our case fixing the transition probabilities and using the conditional probabilities for the
two random variables, makes impossible to define a joint probability distribution. More precisely, it does not exist a joint probability distribution which has \( \mu_{X|C} \) and \( \nu_{Y|C} \) as marginals, and such that \( \alpha(y,x) \) and \( \tilde{\alpha}(y,x) \) are the two transition probabilities which can be derived from it. Hence if we fix the transition probabilities in advance, the random variables \( X \) and \( Y \) after conditioning must be considered to be defined on two different probability spaces in general. Another way to see this is via Bayes theorem. From (3), one can conclude that

\[
\delta(x|Y;C_i) = \mu_{X|C_i}(x) - \sum_y \alpha(x,y)\mu_{Y|C_i}(y) \neq 0
\]

which means that the Bayes theorem does not hold. This has big consequences on the representation with a single mathematical object of the two probability distributions \( \mu_{X|C} \) and \( \nu_{Y|C} \). Since we are not working on a single probability space, the procedure explained in section \( \text{II} \text{E} \) no longer work. In fact, if we follow this procedure we can associate to \( \mu_{Y|C_i}(y) \) the trace class operator \( \hat{\rho}_Y = \sum_y \mu_{Y|C_i}(y)|y\rangle\langle y| \), from which we have to conclude that

\[
\mu_{X|C_i}(x) = \text{Tr}[\hat{\rho}_Y|x\rangle\langle x|] = \sum_y |\langle x|y\rangle|^2 \mu_{Y|C_i}(y).
\]

Interpreting \( \alpha(x,y) = |\langle x|y\rangle|^2 \), we can see that only if \( \delta(x|Y;C_i) = 0 \) the map between \( \mu_{X|C} \) and \( \nu_{Y|C_i} \) can be described in this way. When \( \delta(x|Y;C_i) \neq 0 \) we have to proceed in a different way. As explained in [29], the term \( \delta(x|Y;C_i) \) play the role of the interference. In ordinary quantum theory, the interference is a consequence of the presence of a non-trivial phase factor when we project a vector on a different basis. Under suitable conditions on the probability distributions (among with \( \alpha(x,y) = \tilde{\alpha}(y,x) \)) an algorithm, for the construction of the vector \( |\psi\rangle \in \mathcal{H} \) and the representation of the two random variables by means of operators on \( \mathcal{H} \), is available [4][29][30]. It is called \textit{Quantum-Like Representation Algorithm} (or QLRA for short). However, this algorithm has some limitations. In particular, it is fully developed only for the case of random variables having two or three possible outcomes [33]; only in this case, the algorithm is capable to give us a non-commutative probability space. The general case it is not fully developed, despite the difficulties seems to be more in computational side rather than mathematical one. On the other hand, the method proposed here, based on entropic uncertainty relations does not have limitations regarding the kind of random variables used. It does not tell us how to find \( |\psi\rangle \) explicitly but, once that conditions \( i \) – \( iii \) of section \( \text{V} \text{B} \) are fulfilled, we know that the random phenomena must be described using a non-commutative probability space. Although this is not a tremendous improvement with respect to QRLA, this method allows to study interesting situations, as we will do in [6] and [7].

Before to conclude this section, we want to observe the following fact. Given \((\Omega,\mathcal{E}(\Omega),\mu,C_i)_{C_i \in \mathcal{C}}\), we cannot reconstruct the original probability space \((\Omega,\mathcal{E},\mu)\). Additional information is required: we need \( P(C_i) \). In this sense, if \( \mathcal{C} \) is the set of all elementary events for a random variable \( Z \), i.e. all events like \( C_i := \{ Z = z_i \} \), such random variable \( Z \) cannot be described with the contextual probability space obtained after conditioning. In this sense, \( Z \) is no longer present in the (probabilistic) model. Because of this fact, we will also say that the random variable \( Z \) was removed from the model. Such collection of probability spaces thus represents a tool to describe a random phenomenon, after a random variable (representing some feature of such a phenomenon) is eliminated from the description. Such an elimination procedure may not always give rise to a non-commutative representation of the probability theory describing a given phenomenon. Indeed, it is not clear if such elimination procedure implies always an entropic uncertainty relation.

\[\text{VI. CONCLUSION}\]

In this article, we analyzed two possible ways to mathematically describe random phenomena. The analysis suggests that one should consider the measure-theoretic formulation and algebraic formulation of probability theory as two representations of the theory of probability: the choice of one representation over the other depends on the limitations we may have on the description of the phenomenon. This is very interesting if we apply this idea to quantum theory. There are many attempts to derive quantum theory from an underlying description in which the interpretation is well defined: they go under the name of hidden variable theories. Typically in these theories, the attempt to re-obtain the statistical prediction of quantum mechanics is done by averaging over the random variables representing hidden quantities which are not under experimental control. Quantum mechanics and its mathematical formalism are seen as a “thermodynamical limit” of the underlying model. Plenty of no-go theorems were found and they make rather difficult to derive some physically plausible underlying theory in this way. Here a different strategy is proposed, which however does not allow to identify a unique “underlying” model for quantum theory. Note however that the term “underlying” is, in some sense, misleading in this case: quantum theory does not arise as a thermodynamic-like theory of some deeper reality but is considered as the theory of probability of reality. The method proposed here tells us, given a model of reality, how to test if quantum mechanics is the theory of probability of the model. This is what is done in [6] and [7] with the goal to re-obtain non-relativistic quantum mechanics. Maybe, this change of point of view can shed some light on the basic question “Why do we have to use quantum mechanics to describe microscopic phenomena?”.
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VIII. APPENDIX

A - Proof of the theorem 2

Proof. (see [8]) We can easily see that \( A = \{ \hat{M}_f | f \in L_\infty(\Omega, \mathcal{E}, P) \} \) is an algebra of operators (with involution). The state \( \phi \) is clearly faithful, hence what we need to prove is that \( A \) is strongly closed. Then if this is true, by the von Neumann’s double commutant theorem [9], \( \phi \) is always a normal state. In order to prove the strong closure, let us consider a sequence of functions \( \{ f_n \}_{n \in \mathbb{N}} \subset L_\infty(\Omega, \mathcal{E}, P) \) such that

\[
\lim_{n \to \infty} \hat{M}_{f_n} = \hat{X}
\]

where \( \hat{X} \) is some operator. The above expression is equivalent to

\[
L_2 - \lim_{n \to \infty} \hat{M}_f \psi = \hat{X} \psi \quad \forall \psi \in L_2(\Omega, \mathcal{E}, P)
\]

We may always assume, without loss of generality that \( \| \hat{X} \| = 1 \). Now, we need to prove that \( \hat{X} = \hat{M}_f \). Let us set \( f(\omega) := \hat{X}(\omega) \), since the identity function \( 1(\omega) \in L_2(\Omega, \mathcal{E}, P) \). Now, consider the set

\[
E_\epsilon := \{ \omega \in \Omega | \| f(\omega) \|^2 \geq 1 + \epsilon \}
\]

for any \( \epsilon > 0 \). Clearly, \( E_\epsilon \in \mathcal{E} \) and so, using the Cauchy Schwarz inequality and recalling that \( \| \hat{X} \| = 1 \), we can write

\[
P(E_\epsilon) = \int_{\Omega} \chi_{E_\epsilon}(\omega) P(d\omega) = \| \chi_{E_\epsilon}(\omega) \|^2_{L_2}
\]

\[
\geq \| \hat{X} \chi_{E_\epsilon}(\omega) \|^2_{L_2} = \| \hat{f} \chi_{E_\epsilon}(\omega) \|^2_{L_2}
\]

\[
= \int_{E_\epsilon} \| f(\omega) \|^2 P(d\omega) \geq (1 + \epsilon) P(E_\epsilon)
\]

which implies that \( P(E_\epsilon) = 0 \). Since this holds for any \( \epsilon > 0 \), then \( |f| \leq 1 \) almost everywhere with respect to \( P \), from which we conclude that \( f \in L_\infty(\Omega, \mathcal{E}, P) \). For \( g \in L_\infty(\Omega, \mathcal{E}, P) \), since \( L_\infty(\Omega, \mathcal{E}, P) \subset L_2(\Omega, \mathcal{E}, P) \), we can write that:

\[
\hat{X}g = L_2 - \lim_{n \to \infty} f_n g
\]

\[
= \hat{M}_f L_2 - \lim_{n \to \infty} f_n
\]

\[
= \hat{M}_f = gf.
\]

Since \( L_\infty(\Omega, \mathcal{E}, P) \) is dense in \( L_2(\Omega, \mathcal{E}, P) \) we can conclude that \( \hat{X} = \hat{M}_f \).

B - Proof of the theorem 10

Before starting the proof, let us first explain its structure and some technical facts. The proof can be divided in two parts. In the first part (Step 1 - Step 3) is just a proof that dispersion free states do not exist in a non abelian algebra. Clearly it is not the first time that this fact is proved, however here we prove this fact in a probabilistic manner: we construct explicitly the random variables and the joint probability spaces. Only in the last part (Step 4), the entropic uncertainty relations come into play. To explicitly construct the joint probability space and the random variables, a technical point is needed.

Theorem 11 (Th. 9.15 [9]; Cp. IV, Th. 2.3 [34]). Let \( \mathcal{H} \) be a separable Hilbert space and let \( A_1, \cdots, A_n \) be a set of self-adjoint mutually commuting bounded operators. Let \( \tilde{P}(A_1), \cdots, \tilde{P}(A_n) \) be the associated PVMs, then there exists a unique PVM \( \tilde{P}(\mathbf{A}) \) such that

\[
\tilde{P}(\mathbf{A})(B_1 \times \cdots \times B_n) := \tilde{P}(A_1)(B_1) \cdots \tilde{P}(A_n)(B_n)
\]

where \( B_i \in \mathcal{B}(\mathbb{R}) \) for any \( i \). \( \tilde{P}(\mathbf{A}) : \mathcal{B}(\mathbb{R}^n) \to \mathcal{B}(\mathcal{H}) \) is called joint PVM of \( A_1, \cdots, A_n \). If \( F : \mathbb{R} \to \mathbb{C} \) is bounded measurable function, then

\[
\int_{\mathbb{R}^n} F(x_k(\mathbf{x})) \tilde{P}(\mathbf{A})(d\mathbf{x}) = \int_{\mathbb{R}} F(x_k(\mathbf{x})) \tilde{P}(A_k)(d x_k) = F(\hat{A}_k)
\]

where \( \mathbf{x} = (x_1, \cdots, x_n) \in \mathbb{R}^n \) and \( x_k(\mathbf{x}) \) is the \( k \)-th component of \( \mathbf{x} \).

We can say that our proof is a corollary of this theorem. In particular we are interested in the consequences of it on the spectral measure. First we recall that, as a consequence of the spectral decomposition theorem, given a bounded self-adjoint operator \( T \) then its spectrum is the support of the associated PVM, i.e. \( \sigma(T) = \text{supp}(\tilde{P}(T)) \). Now, the above theorem ensures that \( \sigma(\mathbf{A}) = \sigma(A_1) \times \cdots \times \sigma(A_n) \). Using the joint PVM and given a normalised \( \psi \in \mathcal{H} \), we can define the joint spectral measure simply as:

\[
\mu_{\psi}(\mathbf{A})(d\mathbf{x}) = \langle \psi | \tilde{P}(A_1)(dx_1) \cdots \tilde{P}(A_n)(dx_n) | \psi \rangle
\]
which is a probability measure on the probability space $(\sigma(\hat{A}_1) \times \ldots \times \sigma(\hat{A}_n), \mathcal{E}, \mu_\omega^{(A)})$, where $\mathcal{E}$ is a borel $\sigma$-algebra. This is the tensor product of the probability spaces associated to the spectral measures one can construct from the single PVMs, i.e. $(\sigma(\hat{A}_i), \mathcal{B}(\sigma(\hat{A}_i)), \mu_\omega^{(A_i)}(dx))$. The independence properties of the probability measure $\mu_\omega^{(A)}$ depend on $\omega$.

Hence the existence of a joint PVM of the multiplicative form as described in the theorem, ensures the existence of a common probability space for all commuting operators when thought as random variables. If the operators $\hat{A}_1, \ldots, \hat{A}_n$ do not commute this is not anymore possible: we can always multiply them obtaining again a self-adjoint operator, the spectral theorem ensures the existence of a PVM for such product and so a probability space (i.e. a spectral measure) can be defined, but this probability space cannot be related (at least in a trivial manner, i.e. the one seen above) to the probability spaces associated to each operator.

The second technical fact is the following. In general, not all the GNS representations of a $C^*$-algebra $\mathcal{A}$ are faithful. Faithfulness is an important property because it allows to think the whole algebra as operators over the same Hilbert space. Luckily, there exists the (general) Gel’fand-Naimark theorem which tells us how to construct a representation which is always faithful (the so called universal representation).

**Theorem 12 (Th. 14.23 [9].)** For any $C^*$-algebra with unit $\mathcal{A}$ there exists a Hilbert space $\mathcal{H}$ and an isometric *-isomorphism $\Pi : \mathcal{A} \to B(\mathcal{H})$, where $B(\mathcal{H}) \subseteq B(H)$ is a $C^*$-sub-algebra of $B(H)$.

More precisely, the universal representation of $\mathcal{A}$ on $\mathcal{H}$ is defined as the direct sum of all the representations with respect to $\omega$, i.e. $\Pi := \oplus_\omega \pi_\omega$. The Hilbert space is defined in a similar way, i.e. $\mathcal{H} := \oplus_\omega \mathcal{H}_\omega$. This allows to always think about $\mathcal{A}$ as a $C^*$-sub-algebra if $B(\mathcal{H})$, but for technical reasons, we will need to consider the von Neumann algebra that we can construct on $\mathcal{H}$ closing $B(GN)$. This forces us to the following definition.

**Definition 15.** Given a $C^*$-algebra with unit $\mathcal{A}$, then $\mathcal{A}^{vn} := \Pi(\mathcal{A})^*$ is the closure in the strong topology of $\mathcal{A}$ when it is though as an algebra of bounded operators on $\mathcal{H}$, the Hilbert space of the universal representation. $\mathcal{A}^{vn}$ will be called strong closure of $\mathcal{A}$.

Now we can start with the proof of the theorem 10.

**Proof.** Step 1: $[a, b] = 0 \Rightarrow a = f_1(c), b = f_2(c)$ for $c \in \mathcal{A}^{vn}$.

We will prove that given $a, b \in \mathcal{A}$, if $[a, b] = 0$ then we can always find two maps $f_1$ and $f_2$ and an element of the strong closure of the algebra $c \in \mathcal{A}^{vn}$ such that $a = f_1(c)$ and $b = f_2(c)$. Let $\mathcal{A}_c[a, b]$ be the commutative sub-algebra of $\mathcal{A}$ generated by $a$ and $b$.

Consider a state $\omega : \mathcal{A} \to \mathbb{C}$, then by the GNS theorem we may represent $\mathcal{A}$ using bounded operators over $\mathcal{H}_\omega$.

Assume that $\hat{\pi}_\omega$ is faithful (i.e. one-to-one, we will deal with the general case at the end) and let $\hat{A}_a = \hat{\pi}_\omega(a)$ and $\hat{B}_b = \hat{\pi}_\omega(b)$ be the representation of $a$ and $b$ on it. Since $[\hat{A}_a, \hat{B}_b] = 0$ then theorem 11 ensures that there exists a joint spectral measure, say $\mathcal{P}(C)$, which is associated to some self-adjoint bounded operator $C$ whose existence is guaranteed by the spectral decomposition theorem. Now, take $F : \mathbb{R} \to \mathbb{C}$ as the identity function, then theorem 11 allows us to write

$$
\int_{\sigma(\hat{A}_a) \times \sigma(\hat{B}_b)} x_1(\alpha, \beta) \delta(C)(d\alpha d\beta) =
\int_{\sigma(\hat{A}_a)} \alpha \delta(C)(d\alpha) = \hat{A}_a
$$

where $x_1$ is the projector on the 1-th component of the vector $(\alpha, \beta)$. Thus we can see that, setting $f_1(\cdot) = x_1(\cdot)$, we have $\hat{A}_a = f_1(C)$. Clearly the same holds for $\hat{B}_b$. Because by construction $\hat{C}$ commutes with either $\hat{A}_a$ and $\hat{B}_b$, then $\hat{C} \in \mathcal{A}[\hat{A}_a, \hat{B}_b]$. The chosen representation $\hat{\pi}_\omega : \mathcal{A} \to B(\mathcal{H}_\omega)$ is faithful, hence we can conclude that $c \in \mathcal{A}_c[a, b] \subset \mathcal{A} \subset \mathcal{A}^{vn}, a = f_1(c)$ and $b = f_2(c)$. Assume now that the representation is not faithful. In this case we may invoke the Gel’fand-Naimark theorem and then the same arguments apply. This time $c$ may not belong to the original algebra $\mathcal{A}$ (it belongs to the strong closure of $\mathcal{A}$, $c \in \mathcal{A}_c[\hat{A}_a, \hat{B}_b] \subset \mathcal{A}^{vn}$ in general) because this time this is a generic element of $B(\mathcal{H})$, not of $B(GN)$.

**Step 2: Given $\Pi : \mathcal{A} \to \mathcal{A}^{vn}$ then $\sigma_{\mathcal{A}^{vn}}(\Pi(a)) \subset \sigma_{\mathcal{A}}(a)$**.

This is a technical step. We recall that given $a \in \mathcal{A}$, $C^*$-algebra with unit $\Pi$, the spectrum of a (in $\mathcal{A}$) from the algebraic point of view is the set $\sigma_{\mathcal{A}}(a) := \{ \lambda \in \mathbb{C} | \hat{a} - \lambda \in \mathcal{A} \}$.

Let $\tau : \mathcal{A} \to \mathcal{A}^{vn}$ be a unit-preserving *-homomorphism between $\mathcal{A}$ and its strong closure (it cannot be an isomorphism). An example is $\tau(\cdot) = \Pi(\cdot)$, i.e. the universal representation itself. Let $I$ and $I_{vn}$ be the identities of $\mathcal{A}$ and $\mathcal{A}^{vn}$, respectively. Then by definition of $\tau$, $I_{vn} = \tau(I)$ and so given $\lambda \in \mathbb{C}$ we have

$$
I_{vn} = \tau((a - \lambda)^{-1})(a - \lambda^{-1}) = \tau((a - \lambda^{-1})(a - \lambda)^{-1})
$$

and so we have that $(\tau(a) - \lambda I_{vn})^{-1} = \tau((a - \lambda)^{-1})$. Now, if $\lambda \in \sigma_{\mathcal{A}^{vn}}(a)$, then $\hat{\pi}(\tau(a) - \lambda I_{vn})^{-1} \in \mathcal{A}^{vn}$, which is possible if and only if $\hat{\pi}(a - \lambda^{-1}) \in \mathcal{A}$ which means that $\lambda \in \sigma_{\mathcal{A}}(a)$. The converse is not true in general. Thus $\sigma_{\mathcal{A}^{vn}}(\tau(a)) \subset \sigma_{\mathcal{A}}(a)$.

**Step 3:** $[a, b] = 0 \Rightarrow \exists \omega$ such that $\mu_\omega^{(a)}(\cdot) = \delta_\alpha(\cdot)$ and $\mu_\omega^{(b)}(\cdot) \neq \delta_\beta(\cdot)$.

Because $[a, b] = 0$, we know that there exists a probability space where $a$ and $b$ are ordinary random variable. Let $\mu_\omega^{(a)}(dx)$ and $\mu_\omega^{(b)}(dx)$ be the spectral measure of $a$ and $b$ for a given state $\omega$ on $\mathcal{A}$. We want to prove that there exists a state $\omega$ such that $\mu_\omega^{(a)}(dx) = \delta_\alpha(dx)$ and $\mu_\omega^{(b)}(dx) = \delta_\beta(dx)$ for some suitable $\alpha \in \sigma_{\mathcal{A}}(a)$ and $\beta \in \sigma_{\mathcal{A}}(b)$. For any state $\omega^{vn} : \mathcal{A}^{vn} \to \mathbb{C}$, the universal
representation $\Pi : \mathcal{A} \to \mathcal{A}^{\text{vn}}$ allows us to define the corresponding state $\omega$ on $\mathcal{A}$, setting $\omega := \omega^{\text{vn}} \circ \Pi$. Then if $\hat{C} \in \mathcal{A}^{\text{vn}}$ and $f : \mathcal{A}^{\text{vn}} \to \mathcal{A}$ is a function we can write that:

$$\omega(f(\hat{C})) = \omega^{\text{vn}}(\Pi(f(\hat{C}))) = \int_{\sigma_{\mathcal{A}^{\text{vn}}}(\hat{C})} \Pi \circ f(x) \mu_{\omega^{\text{vn}}}(dx).$$

Suppose that $\hat{C}$ is the operator of STEP 1. By theorem 11 we can also write that:

$$\omega(f(\hat{C})) = \int_{\sigma_{\mathcal{A}^{\text{vn}}}(\hat{C})} \Pi \circ f(x) \mu_{\omega^{\text{vn}}}(dx)$$

Form what we found in STEP 2, we know that $\sigma_{\mathcal{A}^{\text{vn}}}(\hat{A}_a) \times \sigma_{\mathcal{A}^{\text{vn}}}(\hat{B}_b) \subset \sigma_{\mathcal{A}}(a) \times \sigma_{\mathcal{A}}(b)$. Let us now choose the state $\omega^{\text{vn}}$ such that $\mu_{\omega^{\text{vn}}}(dx) = \delta_\gamma(dx)$ for some $\gamma = (\alpha_1, \beta_1)$, which is always possible for a single random variable. Now if we set $f = f_1$ as in STEP 1, we can write that:

$$\omega'(a) = \int_{\sigma_{\mathcal{A}^{\text{vn}}}(\hat{A}_a) \times \sigma_{\mathcal{A}^{\text{vn}}}(\hat{B}_b)} \Pi(f_1(x)) \mu_{\omega^{\text{vn}}}(dx)$$

$$= \int_{\sigma_{\mathcal{A}^{\text{vn}}}(\hat{A}_a) \times \sigma_{\mathcal{A}^{\text{vn}}}(\hat{B}_b)} \Pi(f_1(x)) \delta_\gamma(dx)$$

$$= \int_{\sigma_{\mathcal{A}^{\text{vn}}}(\hat{A}_a)} \Pi(x) \delta_\alpha_1(dx)$$

$$= \int_{\sigma_{\mathcal{A}}(a)} \alpha_1 \mu_{\omega'}(dx)$$

and so $\mu_{\omega'}(dx) = \delta_\alpha_1(dx)$ with $\alpha_1 = f_1(\gamma) \in \sigma_{\mathcal{A}^{\text{vn}}}(\hat{A}_a) \subset \sigma_{\mathcal{A}}(a)$. The same holds for $b$ setting $f = f_2$. Thus for the same state, we have two delta-like probability measures for commuting observables: this is simply a proof of the existence of dispersion free states for abelian $C^*$-algebra.

**STEP 4:** \(\inf_{\omega} [H_\omega(a; \varepsilon) + H_\omega(b; \delta)] = 0 \iff [a, b] = 0\).

Let $\omega'$ be the state found in STEP 3 and $\varepsilon = \{E_i\}_{i \in I}$, $\delta = \{F_j\}_{j \in J}$ two partitions. Using $\omega'$, clearly $C(\varepsilon, \delta) := \inf_{\omega} [H_\omega(a; \varepsilon) + H_\omega(b; \delta)] = 0$ for any $\varepsilon, \delta$-partition. Suppose that $C(\varepsilon, \delta) = 0$ even if $[a, b] \neq 0$ for any $\varepsilon, \delta$-partition. If this is possible, since the Shannon entropy is always non-negative, the only possibility to have $C(\varepsilon, \delta) = 0$ is to have a delta-like spectral measure for both $a$ and $b$. In the state where this happens we have a common probability space for $a$ and $b$ (i.e. there exists a joint PVM). But this contradicts theorem 11. Note that we have no contradiction, if $C(\varepsilon, \delta) = 0$ just for some $(\varepsilon, \delta)$-partition. Indeed, we can always have $C(\varepsilon, \delta) = 0$ for any partition where the supports of the induced probability measures is completely contained in exactly one set of the partition, if this happens for both $a$ and $b$, namely, if suppy$^{(a)} \subset E_i \in \varepsilon$ and suppy$^{(b)} \subset F_j \in \delta$, then $C(\varepsilon, \delta) = 0$. Thus we can say that if for some partition $(\varepsilon, \delta)$

$$H_\omega(a; \varepsilon) + H_\omega(b; \delta) \geq C(\varepsilon, \delta) > 0$$

then $[a, b] \neq 0$, and this concludes the proof. \(\square\)

**C - Proof of the corollary 1**

**Proof.** Let $\omega$ be a mixed state, hence it can be written as $\lambda \omega_1 + (1 - \lambda) \omega_2$, for $\lambda \in (0, 1)$. If $a \in \mathcal{A}$ is a self-adjoint element of the algebra and $\varepsilon$ is a given partition, from the definition of $p^{\omega, \varepsilon}$, we can see that:

$$p^{\omega, \varepsilon}_i = \lambda p^{\omega_1, \varepsilon}_i + (1 - \lambda) p^{\omega_2, \varepsilon}_i.$$

Because the entropy is a concave function, we can write that $H_\omega(a; \varepsilon) \geq \lambda H_{\omega_1}(a; \varepsilon) + (1 - \lambda) H_{\omega_2}(a; \varepsilon)$. Hence if $a$ and $b$ fulfill an entropic uncertainty relation for pure states, then it holds also for mixed states, with the same constant $C(\varepsilon, \delta)$. Indeed:

$$H_\omega(a; \varepsilon) + H_\omega(b; \delta) \geq \lambda [H_{\omega_1}(a; \varepsilon) + H_{\omega_1}(b; \delta)]$$

$$+ (1 - \lambda) [H_{\omega_2}(a; \varepsilon) + H_{\omega_2}(b; \delta)]$$

$$\geq \lambda C(\varepsilon, \delta) + (1 - \lambda) C(\varepsilon, \delta) = C(\varepsilon, \delta)$$

which concludes the proof. \(\square\)
notes). Available at http://www.math.ru.nl/~maassen/lectures/qp.pdf (20/04/2017), 1998.

[9] Valter Moretti. Spectral theory and quantum mechanics: with an introduction to the algebraic formulation. Springer Science & Business Media, 2013.

[10] Karl E Petersen. Ergodic theory, volume 2. Cambridge University Press, 1989.

[11] Richard V Kadison and John R Ringrose. Fundamentals of the Theory of Operator Algebras. American Mathematical Soc., 2015.

[12] Arno Bohm and Manuel Gadella. Dirac kets, gamow vectors and gelf’and triplets. 1989.

[13] Miklós Rédei and Stephen Jeffrey Summers. Quantum probability theory. Studies in History and Philosophy of Science Part B: Studies in History and Philosophy of Modern Physics, 38(2):390–417, 2007.

[14] Luigi Accardi. Quantum probability. Available in italian at https://art.torvergata.it/retrieve/handle/2108/42206/74620/Einaudi_Prob_quant%20100503.pdf (20/04/2017), 2010.

[15] Dan V Voiculescu, Ken J Dykema, and Alexandru Nica. Free random variables. Number 1. American Mathematical Soc., 1992.

[16] Boris S Cirel’son. Quantum generalizations of bell’s inequality. Letters in Mathematical Physics, 4(2):93–100, 1980.

[17] John F Clauser, Michael A Horne, Abner Shimony, and Richard A Holt. Proposed experiment to test local hidden-variable theories. Physical review letters, 23(15):880, 1969.

[18] Časlav Brukner and Anton Zeilinger. Conceptual inadequacy of the shannon information in quantum measurements. Physical Review A, 63(2):022113, 2001.

[19] Christopher G Timpson. On a supposed conceptual inadequacy of the shannon information in quantum mechanics. Studies in History and Philosophy of Science Part B: Studies in History and Philosophy of Modern Physics, 34(3):441–468, 2003.

[20] Michael A Nielsen and Isaac L Chuang. Quantum computation and Quantum information. Cambridge University Press India, 2000.

[21] Iwo Białynicki-Birula and Jerzy Mycielski. Uncertainty relations for information entropy in wave mechanics. Communications in Mathematical Physics, 44(2):129–132, 1975.

[22] Iwo Białynicki-Birula. Formulation of the uncertainty relations in terms of the rényi entropies. Physical Review A, 74(5):052101, 2006.

[23] David Deutsch. Uncertainty in quantum measurements. Physical Review Letters, 50(9):631, 1983.

[24] M Hossein Partovi. Entropic formulation of uncertainty for quantum measurements. Physical Review Letters, 50(24):1883, 1983.

[25] Hans Maassen and Jos BM Uffink. Generalized entropic uncertainty relations. Physical Review Letters, 60(12):1103, 1988.

[26] M Krishna and KR Parthasarathy. An entropic uncertainty principle for quantum measurements. Sankhyā: The Indian Journal of Statistics, Series A, pages 842–851, 2002.

[27] Gerald B Folland. Real analysis: modern techniques and their applications. John Wiley & Sons, 2013.

[28] Shunsuke Ihara. Information theory for continuous systems, volume 2. World Scientific, 1993.

[29] Andrei Y Khrennikov. Contextual approach to quantum formalism, volume 160. Springer Science & Business Media, 2009.

[30] Andrei Y Khrennikov. Probability and randomness: Quantum versus classical. World Scientific Publishing Company, 2016.

[31] Alexander S Holevo. Probabilistic and statistical aspects of quantum theory, volume 1. Springer Science & Business Media, 2011.

[32] Diederik Aerts. Quantum structures: An attempt to explain the origin of their appearance in nature. International Journal of Theoretical Physics, 34(8):1165–1186, 1995.

[33] Peter Nyman and Irina Basieva. Quantum-like representation algorithm for trichotomous observables. International journal of theoretical physics, 50(12):3864–3881, 2011.

[34] Eduard Prugovecki. Quantum mechanics in Hilbert space, volume 92. Academic Press, 1982.