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Abstract
Multi-group agnostic learning is a formal learning criterion that is concerned with the conditional risks of predictors within subgroups of a population. The criterion addresses recent practical concerns such as subgroup fairness and hidden stratification. This paper studies the structure of solutions to the multi-group learning problem, and provides simple and near-optimal algorithms for the learning problem.

1. Introduction
Despite its status as the de facto selection criterion for machine learning models, accuracy is an aggregate statistic that often obscures the underlying structure of mistaken predictions. Oakden-Rayner et al. (2020) recently raised this concern in the context of medical image analysis. Consider the problem of diagnosing an image as cancerous or not. Certain types of aggressive cancers may be less common than some non-aggressive types. Thus, classifiers that concentrate their errors on images of these rarer and more aggressive cancers can achieve higher overall accuracy than classifiers that spread their errors more evenly over all types of cancer. However, choosing classifiers that concentrate their errors on these rarer cancers is clearly not ideal, as it could lead to harmful misdiagnoses for those who need treatment the most. Oakden-Rayner et al. refer to this general phenomenon as the hidden stratification problem, where there is some latent grouping of the data domain and performance on these latent groups is just as important as performance on the entire domain.

Similar scenarios arise in areas where fairness is a concern (see, e.g., Hardt et al., 2016). Here, the concern is that for applications such as credit recommendation or loan approval the errors of models may be concentrated on certain demographic groups and potentially exacerbate pre-existing social disadvantages. This issue can persist even when protected class information such as race or age is not explicitly included in the model, as other features often serve as good proxies for protected class information.

The multi-group (agnostic) learning setting, formalized by Rothblum & Yona (2021a), is a learning-theoretic model for addressing these scenarios. This setting is specified by a collection of groups $G$, where each group $g \in G$ is a subset of the input space, and a set of reference predictors $\mathcal{H}$. Here, the groups in $G$ can overlap in arbitrary ways, and $|G|$ need not be finite. The multi-group learning objective is to find a predictor $f$ such that, for all groups $g \in G$ simultaneously, the average loss of $f$ among examples in $g$ is comparable with that of the best predictor $h_g \in \mathcal{H}$ specific to $g$. This learning objective thus pays attention to the group that is worst off with respect to $\mathcal{H}$. Note that because a good reference predictor $h_g$ for one group $g$ may be very poor for another group $g'$, a successful multi-group learner may need to choose its predictor $f$ from outside of $\mathcal{H}$.

Rothblum & Yona (2021a) obtained initial results for multi-group learning (and, in fact, study a broader class of objectives compared to what we consider here), but they leave open several theoretical questions that we address in this paper. First, while it is known that uniform convergence of empirical risks with respect to $\mathcal{H}$ is necessary and sufficient for the standard agnostic learning model, it is not clear whether the same holds for multi-group learning, let alone whether the sample complexities are equivalent. Second, Rothblum & Yona focus on finite $G$, but the motivation from hidden stratification may require the use of rich and infinite families of groups in order to well-approximate the potentially unknown strata of importance. Finally, Rothblum & Yona obtained their algorithm via a blackbox reduction to a more general problem, leaving open the possibility of simpler algorithms and prediction rules with multi-group learning guarantees.

1.1. Summary of results
We introduce some notation in order to state our results. Given $n$ i.i.d. training examples drawn from a distribution
\[ D \text{ over } \mathcal{X} \times \mathcal{Y}, \text{ let } \#_n(g) \text{ for a group } g \subseteq \mathcal{X} \text{ denote the number of training examples } (x, y) \text{ with } x \in g. \text{ For a predictor } f : \mathcal{X} \to \mathcal{Z} \text{ and a group } g \subseteq \mathcal{X}, \text{ let} \]
\[
L(f \mid g) = \mathbb{E}_{(x, y) \sim D}[\ell(f(x), y) \mid x \in g]
\]
denote the conditional risk of \( f \) on \( g \), and \( \ell : \mathcal{Z} \times \mathcal{Y} \to [0, 1] \) is a bounded loss function.

Our first multi-group learning result is an algorithm to learn simple predictors with per-group conditional risk guarantees. Here, the class of ‘simple predictors’ we consider is the collection of decision lists in which internal (decision) nodes are associated with membership tests for groups from \( \mathcal{G} \), and leaf (prediction) nodes are associated with reference predictors from \( \mathcal{H} \).

**Theorem 4** (Informal). There is an algorithm \( A \) such that the following holds for any hypothesis set \( \mathcal{H} \) and set of groups \( \mathcal{G} \). Given \( n \) i.i.d. training examples from \( D \), \( A \) produces a decision list \( f \) such that, with high probability,
\[
L(f \mid g) \leq \inf_{h \in \mathcal{H}} L(h \mid g) + O \left( \left( \frac{\log |\mathcal{H}| |\mathcal{G}|}{\gamma_n \cdot \#_n(g)} \right)^{1/3} \right)
\]
for all \( g \in \mathcal{G} \), where \( \gamma_n := \min_{g \in \mathcal{G}} \#_n(g)/n \) is the minimum empirical probability mass among groups in \( \mathcal{G} \).

When \( \mathcal{H} \) and \( \mathcal{G} \) are infinite, a version of Theorem 4 also holds when the complexities of \( \mathcal{H} \) and \( \mathcal{G} \) are appropriately bounded; see Theorem 6 for a formal statement.

Though the algorithm and resulting predictors of Theorem 4 and Theorem 6 are quite simple, the per-group excess error rates are suboptimal. Statistical learning theory suggests that if we knew a priori which group \( g \) we would be tested on, empirical risk minimization (ERM) on the i.i.d. training examples restricted to \( g \) would lead to an excess risk of \( O(\sqrt{\log(|\mathcal{H}|)/\#_n(g)}) \) in the finite setting (Shalev-Shwartz & Ben-David, 2014). The rates in Theorem 4 have two undesirable properties when compared to this theoretical rate: they have a worse exponent, and they depend on the minimum probability mass among all the groups.

Our next result shows that the theoretical rate suggested by per-group ERM can be achieved in the multi-group learning setting, modulo a logarithmic factor in \( |\mathcal{G}| \).

**Theorem 8** (Informal). There is an algorithm \( A \) such that the following holds for any finite hypothesis set \( \mathcal{H} \) and finite set of groups \( \mathcal{G} \). Given \( n \) i.i.d. training examples from \( D \), \( A \) produces a randomized predictor \( f \) such that, with high probability,
\[
L(f \mid g) \leq \inf_{h \in \mathcal{H}} L(h \mid g) + O \left( \left( \frac{\log(|\mathcal{H}| |\mathcal{G}|)}{\#_n(g)} \right)^{1/2} \right)
\]
for all \( g \in \mathcal{G} \).

The improved rates of Theorem 8 come at the expense of increased complexity in both learning procedure and prediction algorithm.

Finally, we note that in the group-realizable setting, where each group has a corresponding perfect predictor, the rates can be further improved (specifically, the square-root in Theorem 8 can be removed).

### 1.2. Related work

There are a number of areas of active research that intersect with the present paper.

**Distributionally robust optimization.** The field of distributionally robust optimization, or DRO, focuses on the problem of optimizing some cost function such that the cost of the solution is robust to perturbations in the problem instance (Ben-Tal et al., 2009). In the context of machine learning and statistics, the idea is to use data from some training distribution to learn a predictor that will perform well when used on a worst-case choice of test distribution from some known class. In this field, the class of test distributions is typically a small perturbation of the training distribution (Bertsimas et al., 2018; Duchi et al., 2021; 2020).

A special case of DRO of particular relevance to the current work is group-wise DRO. Here, the class of test distributions is fixed to be a finite set of distributions, and the goal is to find a predictor whose worst-case conditional risk over any of these test distributions is minimized. Several solutions for this problem have been proposed, including mirror descent (Mohri et al., 2019), group-wise regularization (Sagawa et al., 2020a), group-wise sample reweighting (Sagawa et al., 2020b), and two-stage training procedures (Liu et al., 2021).

**Group and individual fairness.** As discussed above, prediction mistakes committed by machine-learned models can lead to widespread social harms, particularly if they are concentrated on disadvantaged social groups. To address this, a recent, but large, body of work has emerged to define fairness criteria of predictors and develop machine learning methods that meet these criteria. While many criteria for fair predictors abound, they can typically be broken into two categories. The first of these is group-wise fairness (Hardt et al., 2016; Agarwal et al., 2018; Donini et al., 2018) in which a classifier is trained to equalize some notion of harm, such as false-negative predictions, or ben-
efit, such as true-positive predictions, across predefined groups. The second category of fairness notion is individual fairness (Dwork et al., 2012; Dwork & Ilvento, 2018), in which there is a distance function or notion of similarity among points, and the objective is to give similar predictions for similar points.

Of particular relevance to the present paper is the work of Kearns et al. (2018), which studied group fairness for a large (potentially infinite) number of (potentially overlapping) groups. The authors assumed boundedness of the VC-dimensions for both the hypothesis class and the class of groups, as well as access to an oracle for solving certain cost-sensitive classification problems. Under these assumptions, they provided an algorithm that solves for a convex combination of hypotheses from the hypothesis class that respects certain notions of fairness for all groups and is competitive with the best such fair convex combination.

**Online fairness.** There is a growing body of work at the intersection of online learning and fairness (Gillen et al., 2018; Noarov et al., 2021; Gupta et al., 2021). The most relevant to the present paper is the work of Blum & Lykouris (2020), which studies an online version of multi-group learning where the goal is to achieve low regret on each of the groups simultaneously. That work gives a reduction to sleeping experts, showing that for a particular choice of experts, the regret guarantees of the sleeping experts algorithm directly translates to a per-group regret guarantee. Inspired by this observation, in Section 4 we show that the offline multi-group learning problem can also be reduced to the sleeping experts problem. The onlineto-batch conversion argument we use requires some care, however, since there are multiple objectives (one for each group) that need to be satisfied, in contrast to standard online-to-batch settings where only a single objective needs to be met.

**Multicalibration, multiaccuracy, and outcome distinguishability.** Also motivated by fairness considerations, a recent line of work is centered on calibrating predictions to be unbiased on a collection of groups or subpopulations. Given a class of groups $\mathcal{G}$, multiaccuracy requires that the expectation of a predictor is close to expectation of the outcome $y$ when conditioned on any $g \in \mathcal{G}$ (Hébert-Johnson et al., 2018; Diana et al., 2021). Kim et al. (2019) showed that for an appropriate choice of groups, multiaccuracy implies a type of multi-group learnability result. Unfortunately, the upper bound they show for the per-group error rate is only non-trivial when the best rate achievable at that group is small. In Appendix D, we show that this looseness is inherent to this type of multiaccuracy reduction.

Multicalibration is a more stringent notion than multiaccuracy that requires these expectations to be close when conditioned both on the group and the value of the prediction. Even more stringent is outcome indistinguishability, a family of criteria that requires the predictions of a function $f : \mathcal{X} \to [0, 1]$ to be indistinguishable against the true probabilities of positive versus negative outcomes with respect to classes of distinguishing algorithms with varying levels of access to the underlying distribution (Dwork et al., 2021).

Using a reduction to the outcome indistinguishability framework, Rothblum & Yona (2021a) provided an algorithm with a multi-group learning guarantee (under a certain “multi-PAC compatibility” assumption). Specifically, they showed that for a given finite hypothesis class $\mathcal{H}$ and finite set of groups $\mathcal{G}$, one can produce a predictor $f : \mathcal{X} \to \mathbb{R}$ such that $L(f \mid g) \leq \min_{h \in \mathcal{H}} L(h \mid g) + \epsilon$ for all $g \in \mathcal{G}$ with probability $1 - \delta$. The sample complexity of their approach is $O\left(\frac{m_0(\epsilon, \delta)}{\epsilon^2} \log \frac{2|\mathcal{H}| |\mathcal{G}|}{\delta}\right)$, where $m_0(\epsilon, \delta)$ is the sample complexity of agnostically learning a classifier $h \in \mathcal{H}$ with excess error $\epsilon$ and failure probability $\delta$ (Rothblum & Yona, 2021b).

Standard ERM arguments give us $m_0(\epsilon, \delta) = O\left(\frac{1}{\epsilon^2} \log \frac{2|\mathcal{H}|}{\delta}\right)$, leading to an overall sample complexity of $O\left(\frac{1}{\epsilon^2} \frac{\log |\mathcal{H}| |\mathcal{G}|}{\delta}\right)$.

In independent and concurrent work, Globus-Harris et al. (2022) also considered a multi-group learning setup under the framework of ‘bias bug bounties.’ In this setting, there is some deployed model and outsiders are incentivized to find groups on which the model does worse than Bayes optimal. If such a group is found, one can submit the group as well as a certificate of suboptimality to receive a bounty, and the model will be updated to improve performance on the affected group. Interestingly, the algorithm developed by Globus-Harris et al. to update their model (which they call LISTUPDATE) is equivalent to one of the algorithms presented in the present paper (PREPEND). Beyond the development of the concept of bias bug bounties, Globus-Harris et al. are primarily concerned with the computational complexity of finding such bounties, whereas the present work is focused on the statistical sample complexity of multi-group learning.

**Hidden stratification.** The hidden stratification problem refers to settings where there are meaningful subgroups or divisions of the data space, but they are unknown ahead of time. The fear, as illustrated by Oakden-Rayner et al. (2020), is that prediction errors can be concentrated on

---

In fact, their results apply to more general types of objectives that need not be decomposable; see (Rothblum & Yona, 2021a, Section 2) for details. In this paper, we focus only on objectives of the form $L(f \mid g)$, which are decomposable in their sense.
some important subgroup and lead to real-world harms. Sohoni et al. (2020) proposed addressing this problem by clustering a dataset and solving a DRO problem as if the resulting clusters were the true known subgroups.

**Transfer learning and covariate shift.** Broadly speaking, *transfer learning* studies the problem of learning a predictor given many samples from a source distribution $P$ and relatively few (or perhaps no) samples from a target distribution $Q$, where the predictor will ultimately be evaluated on $Q$. The results in this area depend on what is allowed to change between $P$ and $Q$. Some works study the setting of *covariate shift*, where only the covariate distribution is allowed to change (Shimodaira, 2000; Zadrozny, 2004; Cortes et al., 2010; Kpotufe & Martinet, 2018; Hopkins et al., 2021). Others focus on *label shift*, where only the marginal label distribution changes, leaving the class conditional distributions unchanged (Azizzadenesheli et al., 2018). Finally, in the most general setting, $P$ and $Q$ may differ in both covariates and labels (Ben-David et al., 2010).

Of these transfer learning settings, the covariate shift framework most closely resembles the multi-group learning setting. However, the two key differences are that (1) the transfer learning setting is typically concerned with performance on a single target distribution and (2) the target distributions that arise in multi-group learning are restricted to conditional distributions of the source distribution. Importantly, in the multi-group learning setup, the target distributions never have support that is outside of the source distribution. Because of this restriction, we can achieve a much stronger performance guarantee compared to what is possible in the setting of general covariate shift.

One work that deviates from the single-target distribution framework is that of Hopkins et al. (2021), whose notion of covariate shift error is the maximum error over a set of target distributions, similar to the multi-group learning setup. However, in the covariate shift setting of Hopkins et al. (2021), there is only a single such benchmark hypothesis for all possible shifts, whereas in our multi-group setting, the benchmark hypothesis is allowed to depend on the group. Thus the guarantees in the setting of Hopkins et al. (2021) are not comparable to those in our setting.

**Boosting.** *Boosting* is a classical machine learning technique for converting weak learners, i.e., learners that output predictors that are only marginally more accurate than random guessing, into strong learners, i.e., learners that output predictors with very high accuracy (Schapire, 1990; Freund, 1995). Many of the algorithms for achieving multiaccuracy, multicalibration, and outcome indistinguishability can be viewed as boosting algorithms (Hébert-Johnson et al., 2018; Kim et al., 2019; Dwork et al., 2021). For instance, the algorithm of Kim et al. (2019) is based on the boosting algorithm of Trevisan et al. (2009). One of the algorithms proposed in this paper, PREPEN, is no exception here and may also be viewed as a boosting algorithm.

### 1.3. Paper outline

The remainder of the paper is organized as follows. In Section 2, we formalize the multi-group learning setting. In Section 3 we present a simple algorithm for the multi-group learning problem that achieves a suboptimal generalization bound. In Section 4, we give a reduction to the online sleeping experts problem. The resulting algorithm achieves the correct generalization rate, though this comes at the expense of a significantly more complicated learning algorithm. Finally, in Section 5, we consider a setting in which each group has a corresponding perfect classifier.

All proofs are presented in the appendix.

### 2. Setting and notation

Let $\mathcal{X}$ denote an input space, $\mathcal{Y}$ denote a label space, and $\mathcal{Z}$ denote a prediction space. Let $\mathcal{D}$ denote a distribution over $\mathcal{X} \times \mathcal{Y}$. Throughout, $\mathcal{H} \subseteq \{h : \mathcal{X} \rightarrow \mathcal{Z}\}$ denotes a (benchmark) hypothesis class. A group $g$ is a subset of the space $\mathcal{X}$. We overload notation by identifying a group $g \subseteq \mathcal{X}$ with the binary function $g: \mathcal{X} \rightarrow \{0, 1\}$ that indicates membership in $g$. We denote the set of groups of interest by $\mathcal{G}$, and let $P(g) := \mathbb{E}_{(x,y) \sim \mathcal{D}}[g(x)]$ for any group $g$. Let $\ell: \mathcal{Z} \times \mathcal{Y} \rightarrow [0, 1]$ be a bounded loss function, and for a predictor $f: \mathcal{X} \rightarrow \mathcal{Z}$, the conditional risk of $f$ given $g$ is

$$L(f \mid g) := \mathbb{E}_{(x,y) \sim \mathcal{D}}[\ell(f(x), y) \mid x \in g].$$

For an i.i.d. sample $(x_1, y_1), \ldots, (x_n, y_n) \sim \mathcal{D}$, we define the following empirical quantities: let $\#_n(g) := \sum_{i=1}^n g(x_i)$, $P_n(g) := \#_n(g) / n$, and

$$L_n(f \mid g) := \frac{1}{\#_n(g)} \sum_{i=1}^n \ell(f(x_i), y_i).$$

The (unconditional) risk and empirical risk of $f$ are

$$L(f) := \mathbb{E}_{(x,y) \sim \mathcal{D}}[\ell(f(x), y)] \quad \text{and} \quad L_n(f) := \frac{1}{n} \sum_{i=1}^n \ell(f(x_i), y_i).$$

### 2.1. Multi-group agnostic learning

At a high level, the objective in the multi-group (agnostic) learning setting is to find a predictor $f$ such that the conditional risk is not much larger than $\inf_{h \in \mathcal{H}} L(h \mid g)$ for all $g \in \mathcal{G}$. This setting was formalized by Rothblum & Yona (2021a); they require, for a given $\epsilon > 0$, that the excess conditional risks be uniformly small over all groups $g \in \mathcal{G}$:

$$L(f \mid g) \leq \inf_{h \in \mathcal{H}} L(h \mid g) + \epsilon \quad \text{for all } g \in \mathcal{G}. \quad (1)$$
Note that the best hypothesis in the benchmark class \( h_g \in \mathcal{H} \) for a particular group \( g \) may not be the same as that for a different group \( g' \). Indeed, there may be no single \( h \in \mathcal{H} \) that has low conditional risk for all groups in \( G \) simultaneously. Hence, a learner may typically need to choose a predictor \( f \) from outside of \( \mathcal{H} \).

We will give non-uniform bounds on the excess conditional risks (discussed below), where \( \epsilon \) is replaced by a quantity \( \epsilon_n(g) \) depending on both the size \( n \) training set and the specific group \( g \in G \) in question:

\[
L(f \mid g) \leq \inf_{h \in \mathcal{H}} L(h \mid g) + \epsilon_n(g) \quad \text{for all } g \in G. \tag{2}
\]

The quantity \( \epsilon_n(g) \) will be a decreasing function of \( \#_n(g) \), and it will be straightforward to determine a minimum sample size \( n \) (in terms of a prescribed \( \epsilon > 0 \)) such that Eq. (2) implies Eq. (1).

### 2.2. Convergence of conditional risks

For a class of \( \{0, 1\} \)-valued functions \( \mathcal{F} \) defined over a domain \( \mathcal{X} \), the \( k \)-th shattering coefficient, is given by

\[
\Pi_k(\mathcal{F}) := \max_{x_1, \ldots, x_k \in \mathcal{X}} |\{(f(x_1), \ldots, f(x_k)) : f \in \mathcal{F}\}|.
\]

For a class of real-valued functions \( \mathcal{F} \) defined over a domain \( \mathcal{X} \), the thresholded class is given by

\[
\mathcal{F}_{\text{thresh}} := \{x \mapsto \mathbb{1}[f(x) > \tau] : f \in \mathcal{F}, \tau \in \mathbb{R}\}.
\]

Finally, for a hypothesis class \( \mathcal{H} \) and a loss function \( \ell : \mathcal{Z} \times \mathcal{Y} \to [0, 1] \), the loss-composed class is

\[
\ell \circ \mathcal{H} := \{(x, y) \mapsto \ell(h(x), y) : h \in \mathcal{H}\}.
\]

The following theorem shows that the empirical conditional risks converge uniformly to their population counterparts. This can be seen as a generalization of a result by Balsubramani et al. (2019), which demonstrated universal convergence of empirical conditional probabilities.

**Theorem 1.** Let \( \mathcal{H} \) be a hypothesis class, let \( G \) be a set of groups, and let \( \ell : \mathcal{Z} \times \mathcal{Y} \to [0, 1] \) be a loss function. With probability at least \( 1 - \delta \),

\[
|L(h \mid g) - L_n(h \mid g)| \leq 9 \sqrt{\frac{D}{\#_n(g)}} \quad \forall (h, g) \in \mathcal{H} \times G,
\]

where \( D = 2 \log (\Pi_{2n}(\ell \circ \mathcal{H}_{\text{thresh}})\Pi_{2n}(G)) + \log(8/\delta) \).

In the standard agnostic binary classification setting, it is known that, in general, the best achievable error rate of a learning algorithm is on the order of the uniform convergence rate of the empirical risks of the entire hypothesis class (Shalev-Shwartz & Ben-David, 2014, Chapter 6). This can be seen as a statistical equivalence between learning and estimation. **Theorem 1** raises the question of whether such an equivalence can also be established in the multi-group learning setting. In this work, we make partial progress towards establishing such an equivalence, providing a learning algorithm whose per-group error rate enjoys the same upper bound as the convergence rates in **Theorem 1**.

### 3. A simple multi-group learning algorithm

In this section we will show that there is a particularly simple class of predictors for solving the multi-group learning problem: decision lists in which internal (decision) nodes are associated with functions from \( G \), and leaf (prediction) nodes are associated with functions from \( \mathcal{H} \). We denote the set of such decision lists of length \( t \) by \( DL_t[G; \mathcal{H}] \). The function computed by \( f_t = [g_t, h_t, g_{t-1}, h_{t-1}, \ldots, g_1, h_1, h_0] \in DL_t[G; \mathcal{H}] \) as follows: upon input \( x \in \mathcal{X} \),

\[
\text{if } g_t(x) = 1 \text{ then return } h_t(x) \text{ else if } g_{t-1}(x) = 1 \text{ then return } h_{t-1}(x) \text{ else if } \cdots \text{ else return } h_0(x).
\]

This computation can be recursively specified as

\[
f_t(x) = \begin{cases} 
  h_t(x) & \text{if } g_t(x) = 1 \\
  f_{t-1}(x) & \text{if } g_t(x) = 0
\end{cases}
\]

where \( f_{t-1} = [g_{t-1}, h_{t-1}, \ldots, g_1, h_1, h_0] \in DL_{t-1}[G; \mathcal{H}] \). (We identify \( DL_0[G; \mathcal{H}] \) with \( \mathcal{H} \).)
We propose a simple algorithm, called **PREPEND** (Algorithm 1), for learning these decision lists. **PREPEND** proceeds in rounds, maintaining a current decision list \( f_t \in \mathbb{D}_T[G; \mathcal{H}] \). At each round, it searches for a group \( g_{t+1} \in G \) and a hypothesis \( h_{t+1} \in \mathcal{H} \) that satisfies an empirical violation of Eq. (2). If such a violation is found, \( f_t \) is updated to \( f_{t+1} \) by prepending the pair \((h_{t+1}, g_{t+1})\) to the front of \( f_t \). If no violation is found, then we claim that \( f_t \) is good enough, and terminate.

We first bound the number of iterations executed by Algorithm 1 before it terminates.

**Lemma 2.** Suppose that every \( g \in G \) satisfies \( P_n(g) \cdot \epsilon_n(g) \geq \epsilon_o \) and say that \( \min_{h \in H} L_n(h) \leq \alpha \). Then Algorithm 1 terminates after at most \( t \leq \alpha/\epsilon_o \) rounds and outputs a predictor \( f_t \in \mathbb{D}_T[G; \mathcal{H}] \) such that

\[
L_n(f_t \mid g) \leq \inf_{h \in H} L_n(h \mid g) + \epsilon_n(g) \quad \text{for all } g \in G.
\]

### 3.1. Sample complexity

The key step in bounding the sample complexity of Algorithm 1 is in controlling the complexity of \( \mathbb{D}_T[G; \mathcal{H}] \), whereupon Theorem 1 can be applied. To see how this is done, consider the case where \( |G| \) and \( |\mathcal{H}| \) are finite. In this setting, there are \( T \) decision nodes, each of which can be chosen from \( G \), and there are \( T+1 \) prediction nodes chosen from \( H \). Thus, \( |\mathbb{D}_T[G; \mathcal{H}]| \leq |G|^T |\mathcal{H}|^{T+1} \).

To apply this observation, we first note that for any \( f = [g_T, h_T, \ldots, g_1, h_1, h_0] \in \mathbb{D}_T[G; \mathcal{H}] \), if there are rounds \( t < t' \) such that \( g_t = g_{t'} \), then \( f \) is functionally equivalent to \( f' \in \mathbb{D}_{T-1}[G; \mathcal{H}] \) where \( f' \) simply removes the occurrence of \( h_t, g_t \) in \( f \). Thus, when the number of groups is finite, we can always pretend as if \( \mathbb{D}_T[G; \mathcal{H}] \) is the set of decision lists of length exactly \( |G| \). The next result follows immediately.

**Proposition 3.** Suppose \( |G| \) and \( |\mathcal{H}| \) are finite. The following holds with probability at least \( 1 - \delta \). If Algorithm 1 is run until convergence, it will terminate with a predictor \( f \) that satisfies

\[
L(f \mid g) \leq \min_{h \in H} L(h \mid g) + \epsilon_n(g) + O \left( \sqrt{\frac{|G| \log(|\mathcal{H}| |G|) + \log(1/\delta)}{n}} \right)
\]

for all \( g \in G \).

Proposition 3 suggests that when \( |G| \) is small, a reasonable approach is to take

\[
\epsilon_n(g) = O \left( \sqrt{\frac{|G| \log(|\mathcal{H}| |G|) + \log(1/\delta)}{n}} \right),
\]

in which case we will terminate with a predictor whose excess conditional error on any group \( g \) is \( O(\epsilon_n(g)) \). Thus, when the number of groups is small, estimation error and learning error are within a factor of \( \sqrt{|G|} \).

If the number of groups is very large, or infinite, Proposition 3 may be vacuous. However, if we have a lower bound on the empirical mass of any group (or perhaps restrict ourselves to such groups), then we can give a result that remains useful. To do so, we introduce the notation

\[
G_{n, \gamma} = \{ g \in G : \#_n(g) \geq \gamma n \}.
\]

Given this notation, we have the following result.

**Theorem 4.** Suppose that \( \mathcal{H} \) and \( G \) are finite, and \( \gamma > 0 \) is given. There is a setting of \( \epsilon_n(\cdot) \) such that the following holds. If Algorithm 1 is run with groups \( G_{n, \gamma} \), then with probability \( 1 - \delta \), it terminates with a predictor \( f \) satisfying

\[
L(f \mid g) \leq \min_{h \in H} L(h \mid g) + O \left( \sqrt{\frac{K/\gamma}{n}} + \sqrt{\frac{\log(1/\delta)}{n}} \right)
\]

for all \( g \in G_{n, \gamma} \), where \( K := \log(|G| |\mathcal{H}|) \). In addition, with probability \( 1 - \delta \), all \( g \in G \) satisfying \( P(g) \geq \gamma + \sqrt{\frac{\log(|G| / \delta)}{n}} \) will lie in \( G_{n, \gamma} \).

Theorem 4 implies the following sample complexity to achieve the error bound of the type in Eq. (1).

**Corollary 5.** There is an absolute constant \( c > 0 \) such that the following holds. Suppose that \( \mathcal{H} \) and \( G \) are finite, and \( \gamma := \min_{g \in G} P(g) \). There is a setting of \( \epsilon_n(\cdot) \) such that the following holds. If

\[
n \geq \frac{c}{\epsilon_o^2} \log \left( \frac{|G| |\mathcal{H}|}{\delta} \right)
\]

then with probability \( 1 - \delta \), Algorithm 1 terminates with a predictor \( f \) satisfying

\[
L(f \mid g) \leq \min_{h \in H} L(h \mid g) + \epsilon_n(g) \quad \text{for all } g \in G.
\]

**PREPEND** can also handle the setting where both the number of groups and the number of hypotheses are infinite, so long as the pseudo-dimension of \( \ell \circ \mathcal{H} \) and the VC-dimension of \( G \) are bounded.

**Theorem 6.** Suppose that both the pseudo-dimension of \( \ell \circ \mathcal{H} \) and the VC-dimension of \( G \) are bounded above by \( d \), and \( \gamma > 0 \) is given. There is a setting of \( \epsilon_n(\cdot) \) such that the following holds. If Algorithm 1 is run with groups \( G_{n, \gamma} \), then with probability \( 1 - \delta \), it returns a predictor \( f \) satisfying

\[
L(f \mid g) \leq \min_{h \in H} L(h \mid g) + O \left( \sqrt{\frac{d \log n}{\gamma \#_n(g)}} + \sqrt{\frac{\log(1/\delta)}{\#_n(g)}} \right)
\]

for all \( g \in G_{n, \gamma} \). Moreover, with probability \( 1 - \delta \), all \( g \in G \) satisfying \( P(g) \geq \gamma + \sqrt{\frac{d \log(2n) + \log(4/\delta)}{n}} \) lie in \( G_{n, \gamma} \).
3.2. Inadmissibility of evaluation functions

One interpretation of decision lists in the class $\mathcal{DL}_t[\mathcal{G}; \mathcal{H}]$ is that they correspond to orderings of the set $\mathcal{G} \times \mathcal{H}$. That is, for any $f \in \mathcal{DL}_t[\mathcal{G}; \mathcal{H}]$ there is a corresponding ordering $(g_1, h_1), (g_2, h_2), \ldots$ where for a given $x \in \mathcal{X}$, we first find

$$i(x) = \min \{i : g_i(x) = 1\}$$

and classify according to $h_i(x)(x)$. Given this alternate perspective, one can ask whether it is possible to calculate such orderings directly. We will show a negative result here for the approach of evaluation functions.

An evaluation function $s : \mathcal{H} \times \mathcal{G} \times (X \times \mathcal{Y})^* \rightarrow \mathbb{R}$ takes as input $h \in \mathcal{H}, g \in \mathcal{G}$ and a sample $(x_1, y_1), \ldots, (x_n, y_n)$ and outputs a real number as a score. The ordering induced by an evaluation function is then simply the ordering of the corresponding scores, with ties being broken by some (possibly randomized) rule. We say that $s$ is an order-1 evaluation function if $s(h, g, (x_1, y_1), \ldots, (x_n, y_n))$ is only a function of $n, P_n(g)$ and $L_n(h \mid g)$.

By Theorem 1, $P_n(g)$ and $L_n(h \mid g)$ converge to their expectations as $n$ grows to infinity. Thus, in the limit, an order-1 evaluation function is a function of $P(g)$ and $L(h \mid g)$. Unfortunately, there exist two scenarios where these statistics are identical but no decision list solves the multi-group learning problem for both scenarios simultaneously.

**Proposition 7.** There exist $\mathcal{H} = \{h_1, h_2\}, \mathcal{G} = \{g_1, g_2\}$, and distributions $\mathcal{D}_1$ and $\mathcal{D}_2$ such that the following holds:

- $P_{\mathcal{D}_1}(g) = P_{\mathcal{D}_2}(g)$ and $L_{\mathcal{D}_1}(h \mid g) = L_{\mathcal{D}_2}(h \mid g)$ for all $h \in \mathcal{H}, g \in \mathcal{G}$.

- For any decision list $f \in \mathcal{DL}_t[\mathcal{G}; \mathcal{H}]$, there exists an $i \in \{1, 2\}$ and $g \in \mathcal{G}$ such that

$$L_{\mathcal{D}_i}(f \mid g) \geq \min_{h \in \mathcal{H}} L_{\mathcal{D}_i}(h \mid g) + \frac{1}{8}.$$

Here, the subscript $\mathcal{D}_i$ denotes taking probabilities with respect to $\mathcal{D}_i$.

4. A reduction to sleeping experts

In this section, we will show that the rate suggested by Theorem 1 is achievable via a reduction to the sleeping experts problem, similar to the result of Helmbold & Warmuth (2020). The sleeping experts problem is an online expert aggregation problem such that during every round, some experts are ‘awake’ and some are ‘asleep’ (Blum, 1997; Freund et al., 1997). The goal for a learner in this setting is to achieve low regret against every expert on those rounds in which it was awake.

### Algorithm 2 Reduction to sleeping experts

**input** Groups $\mathcal{G}$, hypothesis class $\mathcal{H}$, $2n$ i.i.d. examples $(x_1, y_1), \ldots, (x_n, y_n), (x'_1, y'_1), \ldots, (x'_n, y'_n)$ from $D$.

**output** Randomized predictor $Q$.

Run MLC-HEDGE on $(x_1, y_1), \ldots, (x_n, y_n)$ using experts $\mathcal{H} \times \mathcal{G}$ with uniform initial probabilities, and per-expert learning rates $\rho_{h,g} = \min\{\sqrt{\frac{\log |\mathcal{H}| |\mathcal{G}|}{2n}}, 1\}$. Let $p_1, \ldots, p_n$ be the internal hypotheses of MLC-HEDGE.

**output** $Q = \text{uniform distribution over } p_1, \ldots, p_n$.

To reduce the multi-group learning problem to a sleeping experts problem, we create an expert for every pair $(h, g) \in \mathcal{H} \times \mathcal{G}$. In each round $t$, we feed an example $x_t$ and say that expert $(h, g)$ is awake if and only if $g(x_t) = 1$, in which case the expert prediction is $h(x_t)$ and the revealed loss is $f(h(x_t), y_t)$. Formally, the reduction looks as follows:

For $t = 1, 2, \ldots, n$:

- Input $x_t$ is revealed.
- If $g(x_t) = 1$, then expert $(h, g)$ is awake and predicts $h(x_t)$. Otherwise, $(h, g)$ is asleep.
- The learner produces a distribution $p_t$ over the experts such that $\sum_{h,g} p_t(h,g)g(x_t)p_t(h,g) = 1$.
- Label $y_t$ is revealed, and the learner suffers loss $\tilde{L}_t = \sum_{h,g} p_t(h,g)g(x_t)f(h(x_t), y_t)$.

There are several suitable algorithms in the literature for the sleeping experts problem. Most convenient for our purposes is MLC-HEDGE, originally proposed by Blum & Mansour (2007) and further analyzed by Gaillard et al. (2014). In Appendix C, we present MLC-HEDGE and state the learning guarantees proven by Gaillard et al. (2014).

To convert this online learner into a batch learning algorithm, we follow the strategy of Helmbold & Warmuth (1995). We do this by keeping track of the internal hypotheses of the online learner. That is, let $p_t(\cdot; x)$ be the distribution that the learner at time $t$ would produce if fed the example $x$. Given these internal hypotheses, the final predictor is as follows: on input $x$, draw $t$ uniformly at random from $\{1, \ldots, n\}$, draw $(h, g)$ from $p_t(\cdot; x)$, and predict $h(x)$.

For a collection of internal hypotheses $p_1, \ldots, p_n$ and a distribution $Q$ over such hypotheses, we use the notation

$$L(p_t \mid g) := \mathbb{E}_{(x,y)} \left[ \mathbb{E}_{(h,g) \sim p_t(\cdot; x)} \left[ f(h(x), y) \right] \mid g \right]$$

$$L(Q \mid g) := \mathbb{E}_{p_t \sim Q} \left[ L(p_t \mid g) \right].$$
To run MLC-HEDGE, we need to specify an initial probability distribution over the experts and a set of expert-specific learning rates. Our initial distribution is uniform distribution over the experts. For the learning rates, we use half the sample to estimate the empirical probability masses of each group and set the learning rates to optimize an upper bound on the per-expert regret (Gaillard et al., 2014, Theorem 16). Algorithm 2 presents the full method.

**Theorem 8.** Let $Q$ be the randomized predictor returned by Algorithm 2. Then

$$L(Q \mid g) \leq \min_{h \in \mathcal{H}} L(h \mid g) + O \left( \log(|\mathcal{G}|/\delta) \right)$$

for all $g \in \mathcal{G}$ with probability at least $1 - \delta$.

Theorem 8 implies the following corollary.

**Corollary 9.** There is an absolute constant $c > 0$ such that the following holds. Suppose $P(g) \geq \gamma > 0$ for all $g \in \mathcal{G}$. Let $Q$ be the randomized predictor returned by Algorithm 2. If

$$n \geq \frac{c}{\epsilon^2 \gamma} \log \frac{|\mathcal{G}|/|\mathcal{H}|}{\delta},$$

then with probability at least $1 - \delta$,

$$L(Q \mid g) \leq \min_{h \in \mathcal{H}} L(h \mid g) + \epsilon \quad \text{for all } g \in \mathcal{G}.$$

The dependence on $\log |\mathcal{H}|$ in Theorem 8 and Corollary 9 can be replaced by the pseudo-dimension of $\ell \circ \mathcal{H}$ (up to a log $n$ factor) using a slight modification to Algorithm 2. Simply use half of the training data to find, for each $g \in \mathcal{G}$, a hypothesis $\hat{h}_g \in \mathcal{H}$ satisfying

$$L(\hat{h}_g \mid g) \leq \inf_{h \in \mathcal{H}} L(h \mid g) + O \left( \sqrt{d \log n + \log(|\mathcal{G}|/\delta)} / \#_n(g) \right)$$

(say, using ERM); and then execute Algorithm 2 using $\{\hat{h}_g : g \in \mathcal{G}\}$ instead of $\mathcal{H}$, along with the other half of the training data. Removing the dependence on $\log |\mathcal{G}|$ is algorithmically less straightforward.

**5. The group-realizable setting**

We restrict our attention now to the case where $\mathcal{Y} = \mathcal{Z} = \{-1, +1\}$ and $\ell(z, y) = 1[z \neq y]$ is the binary zero-one loss. In the group-realizable setting, each group has an associated perfect classifier:

$$\min_{h \in \mathcal{H}} L(h \mid g) = 0 \quad \text{for all } g \in \mathcal{G}.$$  

Note that realizability is the stronger assumption $\min_{h \in \mathcal{H}} L(h) = 0$. Realizability implies group-realizability, but not vice versa. In this setting, the arguments from Section 4 can be adapted to show that the randomized predictor produced by Algorithm 2 achieves error

$$L(Q \mid g) \leq O \left( \frac{\log(|\mathcal{G}|/|\mathcal{H}|)}{\#_n(g)} \right)$$

with high probability for all $g \in \mathcal{G}$. One simply uses $\eta_{h, g} = 1/2$ for all $h \in \mathcal{H}$ and $g \in \mathcal{G}$.

(In an earlier version of the paper, we claimed that a simple majority-based algorithm, using hypotheses of the form $x \mapsto \text{sign} \left( \sum_{g \in \mathcal{G}} g(x) \hat{h}_g(x) \right)$, achieves the same guarantee as Algorithm 2, but the analysis was incorrect.)

**6. Discussion and open problems**

In this work, we presented simple and near-optimal algorithms for multi-group learning. Here we point to some interesting directions for future work.

**Computation.** It is not clear if any of the algorithms considered in this work can be made efficient, as they seem to rely either on enumeration or on complicated optimization subroutines. Thus, it is an interesting open problem to devise multi-group learning algorithms that are efficient for some specific choices of $\mathcal{H}$ and $\mathcal{G}$ and some restrictions on the marginal distribution over $\mathcal{X}$.

**Representation.** Through Algorithm 1, we have addressed the question of representational complexity for multi-group learning: we showed that decision lists of the form in $\text{DL}_T[\mathcal{G}; \mathcal{H}]$ are sufficient. But in some cases the length of the decision list can be much smaller than $|\mathcal{G}|$. An expanded investigation of these representational issues may give a sharper quantitative bound. For example, what is needed in the group-realizable setting?

**Simplicity and optimality.** Finally, it remains an interesting open problem to design an algorithm that is simple like Algorithm 1 but that also enjoys the performance guarantees of Algorithm 2.
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A. Missing proofs from Section 2

A.1. Proof of Theorem 1

To simplify the proof, we will use the following notation. Let \( P \) be a probability distribution over \( \mathcal{X} \), let \( \mathcal{H} \) be a family of \([0, 1] \)-valued functions over \( \mathcal{X} \), and let \( \mathcal{G} \) be a family of \([0, 1] \)-valued functions over \( \mathcal{X} \). Given a sample \( x_1, \ldots, x_n \) drawn from \( P \), we make the following definitions:

\[
P(h \mid g) := \frac{P(hg)}{P(g)} := \frac{\mathbb{E}[h(x)g(x)]}{\mathbb{E}[g(x)]}
\]

\[
P_n(h \mid g) := \frac{P_n(hg)}{P_n(g)} := \frac{\sum_{i=1}^{n} h(x_i)g(x_i)}{\#_n(g)}.
\]

Given this notation, we will prove the following theorem, which directly implies Theorem 1.

**Theorem 10.** Let \( P \) be a probability distribution over \( \mathcal{X} \), let \( \mathcal{H} \) be a family of \([0, 1] \)-valued functions over \( \mathcal{X} \), and let \( \mathcal{G} \) be a family of \([0, 1] \)-valued functions over \( \mathcal{X} \). Then with probability at least \( 1 - \delta \),

\[
|P(h \mid g) - P_n(h \mid g)| \leq \min \left\{ 9 \sqrt{\frac{D}{\#_n(g)}}, 7 \sqrt{\frac{DP_n(h \mid g)}{\#_n(g)}} + 16D \right\}
\]

for all \( h \in \mathcal{H}, g \in \mathcal{G} \), where \( D = 2 \log \Pi_{2n}(\mathcal{H}_{\text{thresh}}) + 2 \log \Pi_{2n}(\mathcal{G}) + \log(8/\delta) \).

To prove Theorem 10, we will provide relative deviation bounds on \([0, 1] \)-valued functions of the following form: with probability \( 1 - \delta \),

\[
|P(h) - P_n(h)| \leq \sqrt{\frac{P_n(h)\text{comp}(\mathcal{H}) \log(1/\delta)}{n}} + \frac{\text{comp}(\mathcal{H}) \log(1/\delta)}{n}
\]

for all \( h \in \mathcal{H} \), where \( \text{comp}(\mathcal{H}) \) is some complexity measure of \( \mathcal{H} \).

To establish this relative deviation bound, we first reduce the problem from \([0, 1] \)-valued functions to \([0, 1] \)-valued functions.

**Lemma 11.** If \( \mathcal{H} \) is a class of \([0, 1] \)-valued functions, then

\[
\Pr \left( \sup_{h \in \mathcal{H}} \frac{P(h) - P_n(h)}{\sqrt{P(h)}} > \epsilon \right) \leq \Pr \left( \sup_{h' \in \mathcal{H}_{\text{thresh}}} \frac{P(h') - P_n(h')}{\sqrt{P(h')}} > \epsilon \right)
\]

\[
\Pr \left( \sup_{h \in \mathcal{H}} \frac{P_n(h) - P(h)}{\sqrt{P_n(h)}} > \epsilon \right) \leq \Pr \left( \sup_{h' \in \mathcal{H}_{\text{thresh}}} \frac{P_n(h') - P(h')}{\sqrt{P_n(h')}} > \epsilon \right).
\]

**Proof.** The proof is inspired by the proof of Theorem 3 of Cortes et al. (2019). For \( h \in \mathcal{H}, t \in [0, 1] \), we use the notation

\[
P(h > t) = \mathbb{E}[\mathbb{I}[h(x) > t]]
\]

\[
P_n(h > t) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}[h(x_i) > t].
\]

To prove the lemma, it will suffice to prove the following two implications

\[
\forall h \in \mathcal{H}, t \in [0, 1], \ P(h > t) - P_n(h > t) \leq \epsilon \sqrt{P(h > t)} \quad \Rightarrow \quad \forall h \in \mathcal{H}, \ P(h) - P_n(h) \leq \epsilon \sqrt{P(h)}
\]

\[
\forall h \in \mathcal{H}, t \in [0, 1], \ P_n(h > t) - P(h > t) \leq \epsilon \sqrt{P_n(h > t)} \quad \Rightarrow \quad \forall h \in \mathcal{H}, \ P_n(h) - P(h) \leq \epsilon \sqrt{P_n(h)}.
\]

We will prove the first statement, as the second can be proven symmetrically. Assume that

\[
P(h > t) - P_n(h > t) \leq \epsilon \sqrt{P(h > t)}
\]
for all \( h \in \mathcal{H} \) and \( t \in [0, 1] \). Since \( h \) is \([0, 1]\)-valued, we can write

\[
P(h) = \int_0^1 P(h > t) \, dt
\]

\[
P_n(h) = \int_0^1 P_n(h > t) \, dt.
\]

Thus,

\[
P(h) - P_n(h) = \int_0^1 P(h > t) - P_n(h > t) \, dt
\]

\[
\leq \int_0^1 \epsilon \sqrt{P(h > t)} \, dt
\]

\[
\leq \epsilon \int_0^1 P(h > t) \, dt
\]

\[
= \epsilon \sqrt{P(h)}
\]

where the first inequality is by assumption and the second is by Jensen’s inequality.

The following result, found for example in Boucheron et al. (2005), provides uniform convergence bounds on the relative deviations of \{0, 1\}-valued functions.

**Lemma 12.** If \( \mathcal{F} \) is a class of \{0, 1\}-valued function, then

\[
\Pr \left( \sup_{f \in \mathcal{F}} \frac{P_n(f) - P(f)}{\sqrt{P_n(f)}} > \epsilon \right) \leq 4 \Pi_{2n}(\mathcal{F}) \exp \left( -\frac{\epsilon^2 n}{4} \right)
\]

\[
\Pr \left( \sup_{f \in \mathcal{F}} \frac{P(f) - P_n(f)}{\sqrt{P(f)}} > \epsilon \right) \leq 4 \Pi_{2n}(\mathcal{F}) \exp \left( -\frac{\epsilon^2 n}{4} \right)
\]

where \( \Pi_k(\mathcal{F}) \) is the \( k \)-th shattering coefficient of \( \mathcal{F} \).

Combining these two results, we have the following.

**Lemma 13.** If \( \mathcal{H} \) is a class of \([0, 1]\)-valued function, then with probability \( 1 - \delta \),

\[
P(h) - P_n(h) \leq 2 \sqrt{P_n(h) \frac{\log \Pi_{2n}(\mathcal{H}_{\text{thresh}}) + \log(8/\delta)}{n}} + 4 \frac{\log \Pi_{2n}(\mathcal{H}_{\text{thresh}}) + \log(8/\delta)}{n}
\]

\[
P(h) - P_n(h) \geq -2 \sqrt{P_n(h) \frac{\log \Pi_{2n}(\mathcal{H}_{\text{thresh}}) + \log(8/\delta)}{n}}
\]

for all \( h \in \mathcal{H} \).

**Proof.** Combining Lemmas 11 and 12, we immediately have that with probability \( 1 - \delta \)

\[
\frac{P_n(h) - P(h)}{\sqrt{P_n(h)}} \leq 2 \sqrt{\frac{\log \Pi_{2n}(\mathcal{H}_{\text{thresh}}) + \log(8/\delta)}{n}}
\]

\[
\frac{P(h) - P_n(h)}{\sqrt{P(h)}} \leq 2 \sqrt{\frac{\log \Pi_{2n}(\mathcal{H}_{\text{thresh}}) + \log(8/\delta)}{n}}
\]

for all \( h \in \mathcal{H} \). Let us condition on this occurring.

Using the standard trick that for \( A, B, C \geq 0 \), the inequality \( A \leq B\sqrt{A} + C \) entails the inequality \( A \leq B^2 + B\sqrt{C} + C \), we can observe from the second inequality above that

\[
P(h) \leq P_n(h) + 2 \sqrt{P_n(h) \frac{\log \Pi_{2n}(\mathcal{H}_{\text{thresh}}) + \log(8/\delta)}{n}} + 4 \frac{\log \Pi_{2n}(\mathcal{H}_{\text{thresh}}) + \log(8/\delta)}{n}
\]

Combined with the first inequality, we have the lemma statement.
Now we turn to the proof of Theorem 10.

**Proof of Theorem 10.** The proof is similar to the proof of Theorem 5 of Balsubramani et al. (2019). Let \( F = \mathcal{G} \cup \{hg : h \in \mathcal{H}, g \in \mathcal{G}\} \). Note that for \( g \in \mathcal{G}, h \in \mathcal{H} \) and \( t \in \mathbb{R} \), we have

\[
P_n(hg) = g(x) \mathbb{I}[h(x) > t] = g(x) \mathbb{I}[h > t].
\]

Thus, if we let \( C = \{hg : h \in \mathcal{H}, g \in \mathcal{G}\} \), we observe that

\[
\log \Pi_n(F_{\text{thresh}}) \leq \log \Pi_n(\mathcal{G}) + \log \Pi_n(C_{\text{thresh}}) \leq \log \Pi_n(\mathcal{G}) + \log \Pi_n(\mathcal{H}_{\text{thresh}}) \Pi_n(\mathcal{G}) \leq 2 \log \Pi_n(\mathcal{H}_{\text{thresh}}) \Pi_n(\mathcal{G}).
\]

Combining this with Lemma 13, we have with probability \( 1 - \delta \)

\[
P_n(f) - 2 \sqrt{\frac{P_n(f)}{n} D_n} \leq P(f) \leq P_n(f) + 2 \sqrt{\frac{P_n(f)}{n} D_n} + \frac{D}{n}
\]

for all \( f \in F \), where we used the definition \( D = 2 \log (\Pi_{2n}(\mathcal{H}_{\text{thresh}})) + 2 \log (\Pi_{2n}(\mathcal{G})) + \log(8/\delta) \). Let us condition on this event holding.

Now fix some \( h \in \mathcal{H} \) and \( g \in \mathcal{G} \). We can work out

\[
P(h | g) = \frac{P(hg)}{P(g)} \leq \frac{P_n(hg) + 2 \sqrt{P_n(hg) D_n / n} + 4 D / n}{P_n(g) - 2 \sqrt{P_n(g) D_n / n}} = \frac{\#_n(hg)}{\#_n(g)} \cdot \frac{1 + 2 \sqrt{D / \#_n(hg)} + 4 D / \#_n(hg)}{1 - 2 \sqrt{D / \#_n(g)}}.
\]

Here, we have used the notation \( \#_n(f) = nP_n(f) \). Observe that if \( \#_n(g) \leq 16D \), the theorem statement is trivial. Thus, we may assume that \( \#_n(g) > 16D \), whereupon the inequality \( \frac{1}{1 - x} \leq 1 + 2x \) for all \( x < 1/2 \) implies

\[
\frac{1}{1 - 2 \sqrt{D / \#_n(g)}} \leq 1 + 4 \sqrt{D / \#_n(g)}.
\]

Thus, we have

\[
P(h | g) \leq \frac{\#_n(hg)}{\#_n(g)} \cdot \left(1 + 2 \sqrt{\frac{D}{\#_n(hg)} + 4 \frac{D}{\#_n(hg)}}\right) \left(1 + 4 \sqrt{\frac{D}{\#_n(g)}}\right) = \frac{\#_n(hg)}{\#_n(g)} \cdot \left(1 + 2 \sqrt{\frac{D}{\#_n(hg)} + 4 \frac{D}{\#_n(hg)}} + 4 \sqrt{\frac{D}{\#_n(g)}} + 4 \frac{D}{\#_n(g)} + 16 \frac{D^{3/2}}{\#_n(hg) \sqrt{\#_n(g)}} + 16 \frac{D^{3/2}}{\#_n(g)^{3/2}}\right) \\
\leq P_n(h | g) + \min \left\{ 9 \sqrt{\frac{D}{\#_n(g)}} + 7 \sqrt{\frac{DP_n(h | g)}{\#_n(g)}} + 8D / \#_n(g) \right\}
\]
where we have made use of the inequalities $\#_n(hg) \leq \#_n(g)$ and $\#_n(g) > 16D$.

In the other direction, we have two cases: $\#_n(hg) < 4D$ and $\#_n(hg) \geq 4D$. Let us assume first that $\#_n(hg) < 4D$. Then observe that

$$P_n(h \mid g) - 9 \sqrt{\frac{D}{\#_n(g)}} = \frac{\#_n(hg)}{\#_n(g)} - 9 \sqrt{\frac{D}{\#_n(g)}} < \frac{4D}{\#_n(g)} - 9 \sqrt{\frac{D}{\#_n(g)}} = \sqrt{\frac{D}{\#_n(g)}} \left( 4 \sqrt{\frac{D}{\#_n(g)}} - 9 \right) \leq 0 \leq P(h \mid g)$$

where we have used the fact that $\#_n(g) > 16D$. Similarly, we also have

$$P_n(h \mid g) - 7 \frac{DP_n(h \mid g)}{\#_n(g)} - 8D = \frac{\#_n(hg)}{\#_n(g)} - 7 \frac{D \#_n(hg)}{\#_n(g)^2} - 8D \leq 0 \leq P(h \mid g)$$

Thus, we may assume that $\#_n(hg) \geq 4D$, so that we have

$$P(h \mid g) = \frac{P(hg)}{P(g)} \geq \frac{P_n(hg) - 2 \sqrt{P_n(hg) \frac{D}{n}}}{P_n(g) + 2 \sqrt{P_n(g) \frac{D}{n}} + 4 \frac{D}{n}} = \frac{\#_n(hg)}{\#_n(g)} \cdot \frac{1 - 2 \sqrt{\frac{D}{\#_n(hg)}}}{1 + 2 \sqrt{\frac{D}{\#_n(g)}} + 4 \frac{D}{\#_n(g)}}$$

Using the inequality $\frac{1}{1+x} \geq 1 - x$ for all $x \geq 0$, we have

$$P(h \mid g) \geq \frac{\#_n(hg)}{\#_n(g)} \left( 1 - 2 \sqrt{\frac{D}{\#_n(hg)}} \right) \left( 1 - 2 \sqrt{\frac{D}{\#_n(g)} - 4 \frac{D}{\#_n(g)}} \right)$$

$$\geq \frac{\#_n(hg)}{\#_n(g)} \left( 1 - 2 \sqrt{\frac{D}{\#_n(hg)}} - 2 \sqrt{\frac{D}{\#_n(g)} - 4 \frac{D}{\#_n(g)}} \right)$$

$$= \frac{\#_n(hg)}{\#_n(g)} - 2 \sqrt{\frac{D \#_n(hg)}{\#_n(g)}} - 2 \frac{\#_n(hg) \sqrt{D}}{\#_n(g)^{3/2}} - 4 \frac{D \#_n(hg)}{\#_n(g)^2}$$

$$\geq P_n(h \mid g) - \min \left\{ 5 \sqrt{\frac{D}{\#_n(g)}}, 4 \sqrt{\frac{DP_n(h \mid g)}{\#_n(g)}} + 4D \right\}$$

where we again made use of the inequalities $\#_n(hg) \leq \#_n(g)$ and $\#_n(g) > 16D$.

B. Missing proofs from Section 3

B.1. Proof of Lemma 2

We first note that if the algorithm terminates at round $t$, then we trivially must have

$$L_n(f_t \mid g) \leq \inf_{h \in \mathcal{H}} L_n(h \mid g) + \epsilon_n(g) \quad \text{for all } g \in \mathcal{G}.$$
If the algorithm does not terminate at round $t$, then we must have found a pair $h_{t+1}, g_{t+1}$ such that

$$L(f_t | g_{t+1}) - L(h_{t+1} | g_{t+1}) \geq \epsilon_n(g_{t+1}),$$

and we must have prepended the pair $(h_{t+1}, g_{t+1})$ onto $f_t$ to create $f_{t+1}$. Observe that this prepending action implies that $f_{t+1}$ will agree with $h_{t+1}$ on $g_{t+1}$ and agree with $f_t$ everywhere else. Thus, we have

$$L_n(f_t) - L_n(f_{t+1}) = \mathbb{E} [\ell(f_t(x), y) - \ell(f_{t+1}(x), y)]
= P_n(g_{t+1}) \mathbb{E} [\ell(f_t(x), y) - \ell(h_{t+1}(x), y) \mid g_{t+1}(x) = 1]
\geq P_n(g_{t+1}) \epsilon_n(g_{t+1}) \geq \epsilon_\alpha.$$

Thus, $L_n(f_t)$ decreases by $\epsilon_\alpha$ at every update, and we have $L_n(f_0) \leq \alpha$. The theorem follows by combining these two observations.

### B.2. Proof of Proposition 3

The discussion before the statement of Proposition 3 implies that $|\mathcal{DL}_T[\mathcal{G}; \mathcal{H}]| \leq |\mathcal{H}|^{\mathcal{G}+1}|\mathcal{G}|$. Applying Theorem 1, and utilizing the fact that for any finite class $\mathcal{H}$, we have $\Pi_n(\mathcal{H}) \leq |\mathcal{H}|$, we have with probability at least $1 - \delta$

$$|L(f \mid g) - L_n(f \mid g)| \leq 9 \sqrt{\frac{2 \log |\mathcal{DL}_T[\mathcal{G}; \mathcal{H}]| + 2 \log |\mathcal{G}| + \log(8/\delta)}{\#_n(g)}}
\leq 9 \sqrt{\frac{2(|\mathcal{G}|+1) \log(|\mathcal{H}||\mathcal{G}|) + \log(8/\delta)}{\#_n(g)}}$$

for all $f \in \mathcal{DL}_T[\mathcal{G}; \mathcal{H}]$ and $g \in \mathcal{G}$. Combined with Lemma 2, we have the proposition statement.

### B.3. Proof of Theorem 4

We will actually show the slightly stronger bound of

$$L(f \mid g) \leq \min_{h \in \mathcal{H}} L(h \mid g) + 22 \left(\frac{\alpha \log(|\mathcal{G}||\mathcal{H}|)}{\gamma \#_n(g)}\right)^{1/3} + 18 \sqrt{\frac{\log(8/\delta)}{\#_n(g)}}$$

where $\alpha = \min_{h \in \mathcal{H}} L_n(h)$. The theorem follows from the fact that $\alpha \leq 1$.

We will take $\epsilon_n(g)$ to be the function

$$\epsilon_n(g) = 36^{2/3} \left(\alpha \log(|\mathcal{G}||\mathcal{H}|)\right)^{1/3} \left(\frac{n}{\gamma}\right)^{1/6} \left(\frac{1}{\#_n(g)}\right)^{1/2}.$$  

Then the number of rounds PREPEND takes is bounded as

$$T \leq \frac{\alpha}{\min_{g \in \mathcal{G} \cap \gamma} P_n(g) \epsilon_n(g)}
= \frac{\alpha}{36^{2/3} \left(\alpha \log(|\mathcal{G}||\mathcal{H}|)\right)^{1/3} \left(\frac{n}{\gamma}\right)^{1/6} \min_{g \in \mathcal{G} \cap \gamma} P_n(g) (\#_n(g))^{-1/2}}
= \alpha^{2/3} 36^{-2/3} \left(\log(|\mathcal{G}||\mathcal{H}|)\right)^{-1/3} \left(\frac{n}{\gamma}\right)^{-1/6} \left(\frac{n}{\gamma}\right)^{1/2}
= \alpha^{2/3} 36^{-2/3} \left(\log(|\mathcal{G}||\mathcal{H}|)\right)^{-1/3} \left(\frac{n}{\gamma}\right)^{1/3}.$$  

Observe that since $|\mathcal{G}|$ and $|\mathcal{H}|$ are finite, we have $|\mathcal{DL}_T[\mathcal{G}; \mathcal{H}]| \leq |\mathcal{H}|^{T+1} |\mathcal{G}|^T$. Combining Theorem 1 and Lemma 2, we
have with probability $1 - \delta$

$$L(f \mid g) \leq L_n(f \mid g) + 9\sqrt{2(T + 1) \log(|\mathcal{H}| |\mathcal{G}|) + \log(8/\delta) \over \#(g)}$$

$$\leq \min_{h \in \mathcal{H}} L_n(h \mid g) + \epsilon_n(g) + 9\sqrt{2(T + 1) \log(|\mathcal{H}| |\mathcal{G}|) + \log(8/\delta) \over \#(g)}$$

$$\leq \min_{h \in \mathcal{H}} L(h \mid g) + \epsilon_n(g) + 18\sqrt{2(T + 1) \log(|\mathcal{H}| |\mathcal{G}|) + \log(8/\delta) \over \#(g)}.$$

Now by our bound on $T$, we have

$$36\sqrt{T \log(|\mathcal{H}| |\mathcal{G}|) \over \#(g)} \leq 36 \left( \frac{c \log(|\mathcal{H}| |\mathcal{G}|)}{\#(g)} \cdot \alpha^{2/3} 36^{-2/3} (\log(|\mathcal{G}| |\mathcal{H}|))^{-1/3} \left( \frac{n}{\gamma} \right)^{1/3} \right)^{1/2}$$

$$= 36^{2/3} (\alpha \log(|\mathcal{G}| |\mathcal{H}|))^{1/3} \left( \frac{n}{\gamma} \right)^{1/6} \left( \frac{1}{\#(g)} \right)^{1/2} = \epsilon_n(g).$$

Thus, we have

$$L(f \mid g) \leq \min_{h \in \mathcal{H}} L_n(h \mid g) + 2\epsilon_n(g) + 18\sqrt{\log(8/\delta) \over \#(g)}.$$ 

Finally, observe that $n/\gamma \leq \#(g)/\gamma^2$ for all $g \in \mathcal{G}_{n, \gamma}$. Thus, we have

$$\epsilon_n(g) = 36^{2/3} (\alpha \log(|\mathcal{G}| |\mathcal{H}|))^{1/3} \left( \frac{n}{\gamma} \right)^{1/6} \left( \frac{1}{\#(g)} \right)^{1/2}$$

$$\leq 36^{2/3} (\alpha \log(|\mathcal{G}| |\mathcal{H}|))^{1/3} \left( \frac{\#(g)}{\gamma^2} \right)^{1/6} \left( \frac{1}{\#(g)} \right)^{1/2}$$

$$\leq 36^{2/3} (\alpha \log(|\mathcal{G}| |\mathcal{H}|))^{1/3} \left( \frac{1}{\gamma \#(g)} \right)^{1/3}. \quad \square$$

**B.4. Proof of Corollary 5**

By Lemma 12, we have with probability $1 - \delta/2$ that

$$P_n(g) \geq P(g) - 2\sqrt{P(g) \log (16 |\mathcal{G}| / \delta) \over n}$$

for all $g \in \mathcal{G}$. For the choice of $n$ in the statement, this implies $P_n(g) \geq \gamma/2$. By Theorem 4, we have with probability $1 - \delta/2$,

$$L(f \mid g) \leq \min_{h \in \mathcal{H}} L(h \mid g) + 22 \left( \frac{2 \log(16 |\mathcal{G}| |\mathcal{H}| / \delta)}{\gamma \#(g)} \right)^{1/3}$$

for all $g \in \mathcal{G}_{n, \gamma/2}$. By a union bound, both of these hold with probability at least $1 - \delta$, in which case we have $\mathcal{G}_{n, \gamma/2} = \mathcal{G}$. Plugging in our bound on $\#(g) = n P_n(g)$, we have

$$L(f \mid g) \leq \min_{h \in \mathcal{H}} L(h \mid g) + 22 \left( \frac{2 \log(16 |\mathcal{G}| |\mathcal{H}| / \delta)}{\gamma n} \right)^{1/3}$$

$$\leq \min_{h \in \mathcal{H}} L(h \mid g) + 22 \left( \frac{4 \log(16 |\mathcal{G}| |\mathcal{H}| / \delta)}{\gamma^2 n} \right)^{1/3}$$

$$\leq \min_{h \in \mathcal{H}} L(h \mid g) + \epsilon$$

where the last line follows from the choice of $n$ in the corollary statement. \quad \square
B.5. Proof of Theorem 6

Observe first that every prediction by $f \in DL_T[G; H]$ is actually done by some $h \in H$. Thus,

$$\Pi_n((\ell \circ DL_T[G; H])_{\text{thresh}}) \leq \Pi_n((\ell \circ H)_{\text{thresh}})^{T+1} \Pi_n(G)^T$$

$$\leq \left( \frac{n}{d} \right)^{T+1} \left( \frac{n}{d} \right)^T$$

$$\leq (2n)^{d(T+1)}$$

where the second line follows from the definition of pseudo-dimension and the Sauer-Shelah-Perles Lemma, and third line follows from the inequality $\left( \frac{n}{d} \right) \leq (2n)^d$. Thus, with probability $1 - \delta$ we have

$$|L(f | g) - L_n(f | g)| \leq 18 \sqrt{\frac{d(T+1) \log(2n) + \log(8/\delta)}{\#_n(g)}}$$

for all $f \in DL_T[G; H]$ and $g \in G$. Let us condition on this occurring.

We will take $\epsilon_n(g)$ to be the function

$$\epsilon_n(g) = \left( 2 \cdot 36^2 d \log(2n) \right)^{1/3} \left( \frac{n}{\gamma} \right)^{1/6} \left( \frac{1}{\#_n(g)} \right)^{1/2}. $$

Then the number of rounds the rewrite algorithm takes is bounded as

$$T \leq \frac{L_0}{\min_{g \in G_{n, \gamma}} P_n(g) \epsilon_n(g)}$$

$$= \left( 2 \cdot 36^2 d \log(2n) \right)^{1/3} (n/\gamma)^{1/6} \min_{g \in G_{n, \gamma}} P_n(g) (\#_n(g))^{-1/2}$$

$$\leq \left( 2 \cdot 36^2 d \log(2n) \right)^{-1/3} \left( \frac{n}{\gamma} \right)^{-1/6} \left( \frac{n}{\gamma} \right)^{1/2}$$

$$= \left( 2 \cdot 36^2 d \log(2n) \right)^{-1/3} \left( \frac{n}{\gamma} \right)^{1/3}. $$

Here, we have used the fact that the loss is bounded above by 1. Eq. (3) implies that, for the function $f$ returned by Algorithm 1, we have for all $g \in G_{n, \gamma}$,

$$L(f | g) \leq L_n(f | g) + 18 \sqrt{\frac{d(T+1) \log(2n) + \log(8/\delta)}{\#_n(g)}}$$

$$\leq \min_{h \in H} L_n(h | g) + \epsilon_n(g) + 18 \sqrt{\frac{d(T+1) \log(2n) + \log(8/\delta)}{\#_n(g)}}$$

$$\leq \min_{h \in H} L(h | g) + \epsilon_n(g) + 36 \sqrt{\frac{2T d \log(2n) + \log(8/\delta)}{\#_n(g)}} + 36 \sqrt{\frac{\log(8/\delta)}{\#_n(g)}}.$$
Thus, we have

\[ L(f \mid g) \leq \min_{h \in \mathcal{H}} L_n(h \mid g) + 2\epsilon_n(g) + 36\sqrt{\log(8/\delta) / \#n(g)}. \]

Finally, observe that \( n/\gamma \leq \#n(g)/\gamma^2 \) for all \( g \in \mathcal{G}_{n,\gamma} \). Thus, we have

\[
\epsilon_n(g) = \left(2 \cdot 36^2 d \log(2n) \right)^{1/3} \left(\frac{n}{\gamma} \right)^{1/6} \left(\frac{1}{\#n(g)} \right)^{1/2} \\
\leq \left(2 \cdot 36^2 d \log(2n) \right)^{1/3} \left(\frac{\#n(g)}{\gamma^2} \right)^{1/6} \left(\frac{1}{\#n(g)} \right)^{1/2} \\
\leq 14 \left(\frac{d \log(2n)}{\gamma \#n(g)} \right)^{1/3}.
\]

\[ \square \]

**B.6. Proof of Proposition 7**

Let \( \mathcal{X} = \{x_0, x_1, x_2\} \) and \( g_i = \{x_0, x_i\} \) for \( x_i = 1, 2 \). Let the marginal distribution over \( \mathcal{X} \) be uniform. We will consider the 3 class classification setting, where \( h_1(x) = 1 \) and \( h_2(x) = 2 \) for all \( x \in \mathcal{X} \). We will consider two scenarios for the conditional distribution of \( y \) given \( x \).

In scenario 1, we have

\[
P(y \mid x_0) = \begin{cases} 
1/4 & \text{if } y = 1, \\
0 & \text{if } y = 2, \\
3/4 & \text{if } y = 3,
\end{cases}
\]

\[
P(y \mid x_1) = \begin{cases} 
3/4 & \text{if } y = 1, \\
1/4 & \text{if } y = 2, \\
0 & \text{if } y = 3,
\end{cases}
\]

\[
P(y \mid x_2) = \begin{cases} 
1 & \text{if } y = 2, \\
0 & \text{if } y \in \{1, 3\}.
\end{cases}
\]

Abusing notation, we have under scenario 1:

\[
L(h_1 \mid x_0) = 3/4 \\
L(h_2 \mid x_0) = 1 \\
L(h_1 \mid g_1) = 1/2 \\
L(h_2 \mid g_1) = 7/8
\]

\[
L(h_1 \mid x_1) = 1/4 \\
L(h_2 \mid x_1) = 3/4 \\
L(h_1 \mid g_2) = 7/8 \\
L(h_2 \mid g_2) = 1/2.
\]

Observe that under scenario 1, for any decision list \( f \in \mathcal{DL}[\mathcal{G}; \mathcal{H}] \) that does not order \((h_1, g_1)\) at the beginning there exists \( g \in \mathcal{G} \) such that

\[
L(f \mid g) \geq \min_{h \in \mathcal{H}} L(h \mid g) + 1/8.
\]
Algorithm 3 MLC-HEDGE in the multi-group setting

**input** Groups $G$, hypothesis class $H$, learning rates $\eta_{h,g} \in [0, 1]$.

**output** Internal hypotheses $p_1(\cdot, \cdot), \ldots, p_n(\cdot, \cdot)$.

1. Initialize weights $w_{h,g}^{(0)} = \frac{1}{|H| |G|}$.
2. for $t = 1, 2, \ldots, n$ do
   1. Define $p_t((h, g); x) := \frac{g(x)(1 - e^{-\eta_{h,g}})w_{h,g}^{(t-1)}}{\sum_{h',g'} g'(x)(1 - e^{-\eta_{h',g'}})w_{h',g'}^{(t-1)}}$.
   2. Receive point $(x_t, y_t)$ and incur loss $\hat{\ell}_t = \sum_{h,g} g(x_t)\ell(h(x_t), y_t)p_t((h, g); x_t)$.
   3. Update weight vectors $w_{h,g}^{(t)} = w_{h,g}^{(t-1)}\exp\left(\eta_{h,g}g(x_t)\left(\hat{\ell}_t e^{-\eta_{h,g}} - \ell(h(x_t), y_t)\right)\right)$.
3. end for

**output** $p_1, \ldots, p_n$.

In scenario 2, we have

$$P(y \mid x_0) = \begin{cases} 0 & \text{if } y = 1, \\ 1/4 & \text{if } y = 2, \\ 3/4 & \text{if } y = 3, \end{cases}$$

$$P(y \mid x_1) = \begin{cases} 1 & \text{if } y = 1, \\ 0 & \text{if } y \in \{2, 3\}, \end{cases}$$

$$P(y \mid x_2) = \begin{cases} 1/4 & \text{if } y = 1, \\ 3/4 & \text{if } y = 2, \\ 0 & \text{if } y = 3. \end{cases}$$

Under scenario 2:

- $L(h_1 \mid x_0) = 1$
- $L(h_1 \mid x_1) = 0$
- $L(h_1 \mid x_2) = 3/4$
- $L(h_2 \mid x_0) = 3/4$
- $L(h_2 \mid x_1) = 1$
- $L(h_2 \mid x_2) = 1/4$
- $L(h_1 \mid g_1) = 1/2$
- $L(h_1 \mid g_2) = 7/8$
- $L(h_2 \mid g_1) = 7/8$
- $L(h_2 \mid g_2) = 1/2.$

Conversely, we have that under scenario 2, for any decision list $f \in \mathcal{D}[G; H]$ that does not order $(h_2, g_2)$ at the beginning there exists $g \in G$ such that

$$L(f \mid g) \geq \min_{h \in H} L(h \mid g) + 1/8.$$

C. Missing proofs from Section 4

C.1. MLC-HEDGE algorithm and guarantees

Algorithm 3 displays MLC-HEDGE, as presented by Gaillard et al. (2014), in the multi-group learning setting. Theorem 16 of Gaillard et al. (2014) translates as follows.
Theorem 14. Let \( \eta_{h,g} \in [0,1] \) be the learning rate assigned to expert \((h,g)\), and suppose that the initial probabilities are uniform over the experts. For each expert \((h,g)\), the cumulative loss of MLC-Hedge satisfies

\[
\sum_{t=1}^{n} g(x_t) (\hat{\ell}_t - \ell(h(x_t), y_t)) \leq \left( e - 1 + \frac{1}{\eta_{h,g}} \right) \log(|\mathcal{H}| |\mathcal{G}|) + (e - 1) \eta_{h,g} \sum_{t=1}^{n} g(x_t) \ell(h(x_t), y_t).
\]

C.2. An online-to-batch guarantee

For a collection of internal hypotheses \( p_1, \ldots, p_n \) and a distribution \( Q \) over such hypotheses, we use the notational conventions

\[
L(p_t \mid g) := \mathbb{E}_{(x,y)} \left[ \mathbb{E}_{(h,g) \sim p_t(\cdot \mid x)} [\ell(h(x), y)] \mid g \right],
\]

\[
L(Q \mid g) := \mathbb{E}_{p_t \sim Q} [L(p_t \mid g)].
\]

The following lemma shows that the average population losses of these internal hypotheses can be bounded in terms of their average empirical performance.

Lemma 15. Suppose the loss function is bounded in the range \([0,1]\). Let \( p_1, \ldots, p_n \) be a sequence of hypotheses produced by an online learning algorithm on an i.i.d. sequence \((x_1, y_1), \ldots, (x_n, y_n)\) with associated losses \( \ell_1, \ldots, \ell_n \). Then with probability at least \( 1 - \delta \), we have for all \( g \in \mathcal{G} \) simultaneously

\[
\frac{1}{n} \sum_{t=1}^{n} L(p_t \mid g) \leq \frac{1}{n} \sum_{t=1}^{n} \frac{g(x_t)}{P(g)} \ell_t + \sqrt{\frac{1}{nP(g)} \log \frac{|\mathcal{G}|}{\delta}} + \frac{2}{3nP(g)} \log \frac{|\mathcal{G}|}{\delta}.
\]

A key ingredient in the proof of Lemma 15 is Freedman’s inequality (Freedman, 1975).

Theorem 16 (Freedman’s inequality). Let \( V_1, \ldots, V_T \) be a martingale difference sequence with respect to filtration \( \mathcal{F}_t \) such that there exist constants \( a, b \geq 0 \) satisfying

- \(|V_t| \leq a \) for all \( t = 1, \ldots, T \) with probability 1 and
- \( \sum_{t=1}^{T} \mathbb{E}[V_t^2 \mid \mathcal{F}_{t-1}] \leq b^2 \).

Then with probability at least \( 1 - \delta \), we have

\[
\sum_{t=1}^{T} V_t \leq \frac{2}{3} a \log \frac{1}{\delta} + b \sqrt{2 \ln \frac{1}{\delta}}.
\]

Our proof of Lemma 15 is similar to the online-to-batch reduction of Cesa-Bianchi et al. (2004). Namely, fix \( g \in \mathcal{G} \) and define the random variable

\[
V_t = \frac{1}{n} L(p_t \mid g) - \frac{1}{nP(g)} g(x_t) \ell_t = \frac{1}{n} L(p_t \mid g) - \frac{1}{nP(g)} g(x_t) \sum_{h,g'} g'(x_t) p_t(h,g';x_t) \ell(h(x_t), y_t).
\]

Notice that \( V_1, \ldots, V_n \) form a martingale difference sequence. Moreover, \( V_t \in \left[ -\frac{1}{nP(g)}, \frac{1}{nP(g)} \right] \). Letting \( \mathcal{F}_t \) denote the
sigma-field of all outcomes up to time \( t \), we can calculate

\[
\mathbb{E} \left[ \left( \sum_{h,g} g'(x_t)p_t(h,g';x_t)\ell(h(x_t),y_t) \right)^2 \bigg| \mathcal{F}_{t-1} \right]
\]

\[
= P(g)\mathbb{E} \left[ \left( \sum_{h,g} g'(x_t)p_t(h,g';x_t)\ell(h(x_t),y_t) \right)^2 \bigg| g \right] \bigg| \mathcal{F}_{t-1} \right]
\]

\[
\leq P(g)\mathbb{E} \left[ \sum_{h,g} g'(x_t)p_t(h,g';x_t)\ell(h(x_t),y_t)^2 \bigg| g \right] \bigg| \mathcal{F}_{t-1} \right]
\]

\[
\leq P(g)\mathbb{E} \left[ L(p_t \mid g) \bigg| \mathcal{F}_{t-1} \right] = P(g)L(p_t \mid g)
\]

where the first inequality is Jensen's inequality and the second follows from the fact that the losses lie in \([0, 1]\). Thus,

\[
\mathbb{E}[V_t^2 \mid \mathcal{F}_{t-1}] \leq \frac{1}{n^2P(g)}L(p_t \mid g) - \frac{1}{n^2}L(p_t \mid g)^2 \leq \frac{1}{n^2P(g)}L(p_t \mid g).
\]

Freedman's inequality then implies that with probability at least \( 1 - \delta/|\mathcal{G}| \),

\[
\frac{1}{n} \sum_{i=1}^{n} L(p_t \mid g) \leq \frac{1}{nP(g)} \sum_{i=1}^{T} g(x_i)\hat{\ell}_t + \frac{1}{n} \sqrt{\frac{1}{P(g)} \sum_{i=1}^{n} L(p_t \mid g) \log \frac{|\mathcal{G}|}{\delta} + \frac{2}{3nP(g)} \log \frac{|\mathcal{G}|}{\delta}}
\]

\[
\leq \frac{1}{nP(g)} \sum_{i=1}^{T} g(x_i) + \sqrt{\frac{1}{nP(g)} \log \frac{|\mathcal{G}|}{\delta} + \frac{2}{3nP(g)} \log \frac{|\mathcal{G}|}{\delta}},
\]

where we have again used the fact that the losses lie in \([0, 1]\). Taking a union bound over \( \mathcal{G} \) finishes the proof. \( \square \)

### C.3. Proof of Theorem 8

We will show that with probability at least \( 1 - \delta \), the predictor \( Q \) returned by Algorithm 2 satisfies

\[
L(Q \mid g) \leq \min_{h \in \mathcal{H}} L(h \mid g) + 60 \sqrt{\frac{D}{\#_n(g)}} + \frac{16D}{\#_n(g)} \quad \forall g \in \mathcal{G},
\]

where \( D = 2\log(|\mathcal{H}||\mathcal{G}|) + \log \frac{64}{\delta} \).

Let \( m = \lceil n/2 \rceil \), and let \((x_1, y_1), \ldots, (x_m, y_m), (x'_1, y'_1), \ldots, (x'_m, y'_m)\) be the data split utilized by Algorithm 2. For these two splits of our data, we will use the notation

\[
S_m(g) = \sum_{i=1}^{m} g(x_i)
\]

\[
S'_m(g) = \sum_{i=1}^{m} g(x'_i)
\]

\[
L_m(h \mid g) = \frac{1}{S_m(g)} \sum_{i=1}^{m} g(x_i)\ell(h(x_i), y_i).
\]
From Theorem 1 and Lemma 13, we have that with probability at least $1 - \delta/2$,

$$L_m(h \mid g) \leq L(h \mid g) + 9 \sqrt{\frac{D}{S_m(g)}}$$

$$-2 \sqrt{S_m(g)D} \leq mP(g) - S_m(g) \leq 2 \sqrt{S_m(g)D} + 4D$$

$$\frac{1}{mP(g)} \sum_{t=1}^{m} g(x_t) \ell(h_g(x_t), y_t) + \left( e - 1 + \frac{1}{\eta_{h_g,g}} \right) \log(|H||G|) + (e - 1)\eta_{h_g,g} \sum_{t=1}^{m} g(x_t) \ell(h(x_t), y_t) \right]$$

$$\leq 1 \frac{m}{mP(g)} \left[ \sum_{t=1}^{m} g(x_t) \ell(h(x_t), y_t) + \left( e - 1 + \frac{1}{\eta_{h_g,g}} \right) \log(|H||G|) + 2\eta_{h_g,g}S_m(g) \right]$$

$$\leq \frac{1}{mP(g)} \sum_{t=1}^{m} g(x_t) \ell(h(x_t), y_t) + \left( e - 1 + \frac{1}{\eta_{h_g,g}} \right) \log(|H||G|) + 2\eta_{h_g,g}S_m(g)$$

for all $h \in \mathcal{H}$ and $g \in \mathcal{G}$. Moreover, combining Theorem 14 and Lemma 15, we have that with probability at least $1 - \delta/2$,

$$L(Q \mid g) = \frac{1}{m} \sum_{t=1}^{m} L(p_t \mid g)$$

$$\leq \frac{1}{m} \sum_{t=1}^{m} g(x_t) \ell(h(x_t), y_t) + \left( e - 1 + \frac{1}{\eta_{h_g,g}} \right) \log(|H||G|) + 2\eta_{h_g,g}S_m(g)$$

for all $g \in \mathcal{G}$, where $h_g := \arg\min_{h \in \mathcal{H}} L(h \mid g)$ and the last line has used the fact that the losses are restricted to $[0, 1]$. By a union bound, with probability at least $1 - \delta$ all of the above occurs. Let us condition on this happening.

Pick some $g \in \mathcal{G}$. Observe that the theorem trivially holds if $\#_n(g) < 352D + 4$. Thus, we may assume $\#_n(g) \geq 352D + 4$. In this setting, we can then see that

$$S_m(g) \geq mP(g) - 2 \sqrt{S_m(g)D} + 4D$$

$$\geq \left( \frac{n}{2} - 1 \right) P(g) - 2 \sqrt{S_m(g)D} - 4D$$

$$\geq \left( \frac{1}{2} \right) \left( \#_n(g) - 2 \sqrt{\#_n(g)D} \right) - 2 \sqrt{S_m(g)D} - 4D - 1$$

$$\geq \left( \frac{1}{2} \right) \#_n(g) - 3 \sqrt{\#_n(g)D} - 4D - 1$$

$$\geq \frac{1}{4} \#_n(g).$$

Here the second-to-last line follows from the fact that $S_m(g) \leq \#_n(g)$ and the last line follows from our lower bound on $\#_n(g)$. By a similar chain of reasoning, we also have $S'_m(g) \geq \frac{1}{4} \#_n(g)$. Given this, we can bound

$$\frac{1}{mP(g)} \sum_{t=1}^{m} g(x_t) \ell(h(x_t), y_t) \leq \frac{S_m(g)}{mP(g)} \left( L(h \mid g) + 9 \sqrt{\frac{D}{S_m(g)}} \right)$$

$$\leq \frac{mP(g) + 2 \sqrt{S_m(g)D}}{mP(g)} L(h \mid g) + 9 \sqrt{\frac{DS_m(g)}{mP(g)}}$$

$$\leq L(h \mid g) + \frac{11 \sqrt{DS_m(g)}}{S_m(g) - 2 \sqrt{DS_m(g)}} \leq L(h \mid g) + 22 \sqrt{\frac{D}{S_m(g)}}$$
where the last inequality follows from the fact that $S_m(g) \geq \frac{1}{4} \#_n(g) > 16D$. Similarly, we also have

$$\frac{\sqrt{S_m(g)}}{mP(g)} \leq 2 \sqrt{\frac{1}{S'_m(g)}}$$

and

$$\frac{S_m(g)}{mP(g)} \leq 2.$$

Putting it all together, we have

$$L(Q \ | \ g) \leq L(h \ | \ g) + 22 \sqrt{\frac{D}{S_m(g)}} + \frac{2}{mP(g)} \left( \log(|\mathcal{G}|) + \frac{1}{3} \log \frac{2|\mathcal{G}|}{\delta} \right)$$

$$+ \frac{\sqrt{S_m(g)} \log(|\mathcal{G}|)}{mP(g)} + \frac{2S_m(g)}{mP(g)} \sqrt{\frac{\log(|\mathcal{G}|)}{S'_m(g)}} + \sqrt{\frac{1}{mP(g)} \log \frac{2|\mathcal{G}|}{\delta}}$$

$$\leq L(h \ | \ g) + 22 \sqrt{\frac{D}{S_m(g)}} + \frac{4D}{S_m(g)} + 2 \sqrt{\frac{D}{S'_m(g)}} + 4 \sqrt{\frac{D}{S'_m(g)}} + 2 \sqrt{\frac{D}{S_m(g)}}$$

$$\leq L(h \ | \ g) + 60 \sqrt{\frac{D}{\#_n(g)}} + \frac{16D}{\#_n(g)}.$$  \hfill \Box

**D. Insufficiency of multiaccuracy**

In the binary prediction setting where $\mathcal{Y} = \{0, 1\}$, Kim et al. (2019) use the definition that a function $f : \mathcal{X} \to [0, 1]$ is $\alpha$-multiaccurate with respect to $C \subset [-1, +1]^X$ if

$$\mathbb{E}_{x,y}[c(x)(f(x) - y)] \leq \alpha$$

for all $c \in C$. To simplify the discussion, let us assume that the label $y$ is a deterministic function of the corresponding $x$, i.e. there exists $\eta \in \{0, 1\}^X$ such that $\mathbb{E}[y \ | \ x] = \eta(x)$. In this setting, Kim et al. showed that multiaccuracy can be translated into a notion of multi-group learning as follows.

**Proposition 17** (Proposition 1 from Kim et al. (2019)). Let $C$ and $S \subset \mathcal{X}$ be given, and suppose that $f : \mathcal{X} \to [0, 1]$ is $\alpha$-multiaccurate with respect to $C$. Further define $\hat{\eta}(x) = 1 - 2\eta(x)$. If there exists an $c \in C$ such that

$$\mathbb{E}_{x,y}[c(x) - \hat{\eta}(x) \mathbb{I}[x \in S]] \leq \tau,$$

then

$$\Pr_{x,y} (\text{sign}(f(x) - 1/2) \neq \text{sign}(y - 1/2) \ | \ x \in S) \leq \frac{2}{P(S)} (\alpha + \tau).$$

In the multi-group learning setup where $\mathcal{H} \subset [-1, +1]^X$ and $\mathcal{G} \subset \{0, 1\}^X$, we can take $C = \{x \mapsto h(x)g(x) \ | \ h \in \mathcal{H}, g \in \mathcal{G}\}$. Proposition 17 tells us that $\alpha$-multiaccuracy with respect to $C$ implies

$$\Pr_{x,y} (\text{sign}(f(x) - 1/2) \neq \text{sign}(y - 1/2) \ | \ x \in g) \leq 4 \inf_{h \in \mathcal{H}} L(h \ | \ g) + \frac{2\alpha}{P(g)} \text{ for all } g \in \mathcal{G},$$

where the loss in $L(\cdot \ | \ \cdot)$ is zero-one loss.

When each group has a corresponding low error classifier in $\mathcal{H}$, Eq. (4) tells us that multiaccuracy leads to reasonably good predictions across all groups. However, the bound in Eq. (4) devolves to no better than random guessing whenever $\inf_{h \in \mathcal{H}} L(h \ | \ g) \geq 1/8$. One may ask if this is due to some slack in the proof of Proposition 17 or if it is some intrinsic looseness associated with multiaccuracy. The following result shows that multiaccuracy reduction must result in at least some constant in front of $\inf_{h \in \mathcal{H}} L(h \ | \ g)$.
Proposition 18. Suppose $|\mathcal{X}| \geq 3$ and let $\epsilon > 0$. There exist $\eta, f, g \in \{0,1\}^{\mathcal{X}}$, $h \in \{-1,+1\}^{\mathcal{X}}$, and a marginal distribution over $\mathcal{X}$ such that

- $f$ is 0-multiaccurate with respect to $C = \{h \cdot g\}$,
- $\Pr_{\mathcal{X}}(h(x) \neq \eta(x) \mid x \in g) = \epsilon$, but
- $\Pr_{\mathcal{X}}(f(x) \neq \eta(x) \mid x \in g) = 2\epsilon$.

Proof. Suppose $\mathcal{X} = \{x_0, x_1, x_2\}$ with $P(x_0) = 1 - 2\epsilon$ and $P(x_1) = P(x_2) = \epsilon$. Let $\eta(x) = g(x) = 1$ for all $x \in \mathcal{X}$ and define

$$f(x) = \begin{cases} 0 & \text{if } x \in \{x_1, x_2\} \\ 1 & \text{if } x = x_0 \end{cases} \quad \text{and} \quad h(x) = \begin{cases} 1 & \text{if } x \in \{x_0, x_1\} \\ -1 & \text{if } x = x_2 \end{cases}.$$ 

Then we can establish the following facts.

1. $\Pr_{\mathcal{X}}(h(x) \neq \eta(x) \mid x \in g) = P(x_2) = \epsilon$.
2. $\Pr_{\mathcal{X}}(f(x) \neq \eta(x) \mid x \in g) = 1 - P(x_0) = 2\epsilon$.
3. For $c = h \cdot g$, we have

$$\mathbb{E}[c(x)(f(x) - \eta(x))] = \mathbb{E}[h(x)f(x)] - \mathbb{E}[h(x)] = 1 - 2\epsilon - (1 - 2\epsilon) = 0.$$ 

Thus, $f$ is 0-multiaccurate with respect to $C = \{c\}$.

Combining all of the above gives the proposition. 

Thus, to get multi-group learning bounds of the form in Eq. (1) or Eq. (2), we must go beyond this type of simple application of multiaccuracy.