Oscillations and stability of polytropic filaments
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ABSTRACT

We study the oscillations and stability of self-gravitating cylindrically symmetric fluid systems and collisionless systems. This is done by studying small perturbations to the equilibrium system and finding the normal modes, using methods similar to those used in astroseismology. We find that there is a single sequence of purely radial modes that become unstable if the adiabatic exponent is less than 1. Non-radial modes can be divided into p modes, which are stable and pressure driven, and g modes, which are gravity driven. The g modes become unstable if the adiabatic exponent is greater than the polytrope index. These modes are analogous to the modes of a spherical star, but their behaviour is somewhat different because a cylindrical geometry has less symmetry than a spherical geometry. This implies that perturbations are classified by a radial quantum number, an azimuthal quantum number and wavelength in the z direction, which can become arbitrarily large. We find that decreasing this wavelength increases the frequency of stable modes and increases the growth rate of unstable modes. We use variational arguments to demonstrate that filaments of collisionless matter with ergodic distribution functions are stable to purely radial perturbations, and that filaments with ergodic power-law distribution functions are stable to all perturbations.
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1 INTRODUCTION

N-body simulations of the formation of large-scale structure reveal a rich web of filaments and voids, with clusters of galaxies forming at the intersections of filaments (Jenkins et al. 1998; Wambsganss, Bode & Ostriker 2004; Colberg, Krughoff & Connolly 2005). Most of these simulations take into account only dark matter when carrying out their calculations, assuming that the baryonic matter will follow the perturbations to the dark matter. However, simulations that include the separate evolution of baryons and dark matter find that the dynamics of the baryons have non-negligible impacts on the predicted structure (Harford & Hamilton 2011; De, Dent & Krauss 2013). A large fraction of the baryonic content of the Universe likely resides in this intergalactic medium (Cen & Ostriker 1999). Observations of the Universe on the largest scales are now finding the filaments associated with this cosmic web (Turnshek et al. 2004; Planck Collaboration 2013; Bovy et al. 2013).

The behaviour of these filamentary structures has important implications for the formation of structure in the Universe. In the prevailing cold-dark-matter paradigm, structure is formed in a bottom-up manner, while simulations of large-scale structure in warm-dark-matter models suggest that small-scale structure can arise from fragmentation of filaments in the cosmic web (Bode et al. 2001). However, N-body simulations of filamentary structures often suffer from numerical artefacts introduced due to finite resolution (Wang & White 2007; Hahn, Abel & Kaehler 2012). Such simulations cannot model nearly the number of microscopic particles which would be present in an actual dark-matter distribution, and are restricted to a far smaller number of test particles. This leads to two-body interactions between test particles that would not be present in a truly realistic scenario. The result of these interactions tends to be an unphysical fragmentation of a filament along its axis of symmetry, which can create a larger amount of small-scale power than would otherwise be present (Wang & White 2007).

We seek here to better understand the fragmentation of filamentary structures with an analytical study of the stability of self-gravitating fluid and collisionless systems. We will start with an equilibrium model originally described by Ostriker (1964a) of a cylindrically symmetric filament with a polytropic equation of state. We then introduce linear-order perturbations to determine the normal modes of the filament, and classify these modes as stable or unstable. This type of analysis is not feasible for filaments of collisionless material such as dark matter, but we still find that there are some general facts that can be determined about the stability of such systems. Our results may not model fully the behaviour of cosmic filaments, as our model is much simpler than real filaments produced by warm- or cold-dark-matter models, but they provide a first step towards understanding this important problem analytically.
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The relevance of this work is not limited to large-scale-structure formation. Filamentary structures are common in the interstellar medium, and instabilities within these filaments likely create the dense cores in which stars form (Myers 2013). Tidal tails thrown off by merging galaxies can be modelled similarly (Quillen & Comparetta 2010; Comparetta & Quillen 2011; Schneider & Moore 2011). These tidal structures display clumping behaviour which could be due to instabilities along their axes of symmetry.

The dynamics of cylindrically symmetric systems have seen some past study. The polytropic-equilibrium model used here was first derived by Ostriker (1964a). Stodłkiewicz (1963) derived the magnetohydrodynamical equilibrium of an isothermal filament, and Eisenstein, Loeb & Turner (1997) showed that the same density profile was applied to collisionless systems. Milgrom (1997) showed that the work of Eisenstein et al. (1997) was valid in more general cases of systems which were neither isothermal nor axisymmetric, and generalized to theories of modified Newtonian dynamics. Filaments consisting of both dark matter and baryonic matter were studied numerically by Gao & Theuns (2007), who found that the density of the baryonic fluid was well approximated by a power law with slope $-2$ in the central regions and $-2.8$ in the outer regions.

Chandrasekhar & Fermi (1953) studied the dynamics of a self-gravitating incompressible cylinder of uniform density and Ostriker (1964b) generalized their work to a uniform-density compressible cylinder. However, the stability of a fluid with realistically varying densities does not appear to have been studied. Fridman & Poliachenko (1984) describe in detail the behaviours of some types of cylindrical systems, but they are primarily interested in collisionless systems, and the distribution functions they consider appear to be fairly unusual. Quillen & Comparetta (2010) carried out a mostly analytic calculation of the dynamics of a tidal-tail structure based on some of the models of Fridman & Poliachenko (1984). Bessho & Tsuribe (2012) analysed the behaviour of a filament exposed to external radiation, and found that the radiation had a significant effect on the behaviour of low-density filaments. Numerical simulations by Knebe et al. (2003) found that warm-dark-matter filaments tend to fragment into haloes on the scale of the Jeans mass.

In this paper, we will start from an equilibrium model of a polytropic filament described in Section 2. In Section 3, we will examine the simplest normal modes of the system where all of the oscillation occurs in the radial direction, and Section 4 will generalize this calculation to modes which oscillate in any direction. Section 5 contains a discussion of the stability of collisionless filaments and conclusions are made in Section 6.

## 2 EQUILIBRIUM CONFIGURATION

Following Ostriker (1964a), we define our equilibrium configuration by assuming the standard polytropic relation,

$$P = K \rho^\gamma, \quad (2.1)$$

between pressure $P$ and density $\rho$ for some constants $K$ and $\gamma$ (see, for example, Kippenhahn & Weigert 1990, section 19). Equilibrium quantities are assumed to depend only on the distance from the centre of the cylinder. The equilibrium pressure, density and potential $\Phi$ can be determined from the equation of hydrostatic equilibrium and Poisson’s equation, which in cylindrical coordinates $(r, \phi, z)$ can be written as

$$\frac{dP}{dr} = -\rho \frac{d\Phi}{dr}, \quad (2.2)$$

and

$$\frac{1}{r} \frac{d}{dr} \left( r \frac{d\Phi}{dr} \right) = 4\pi G \rho. \quad (2.3)$$

Inserting equation (2.1) into equation (2.2) yields

$$\frac{d\Phi}{dr} = -\gamma K \rho^{\gamma-2} \frac{d\rho}{dr}. \quad (2.4)$$

A relation between $\rho$ and $\Phi$ can be found by integrating equation (2.4). The integration constant is chosen so that the potential is equal to 0 at the surface where $\rho = 0$. The resulting relation is

$$\rho = C_n (-\Phi)^n, \quad (2.5)$$

where we have defined the quantities $n \equiv (\gamma - 1)^{-1}$ and $C_n \equiv [K(n + 1)]^{-\gamma}$.

Substituting equation (2.5) into equation (2.3) gives a second-order differential equation

$$\frac{1}{r} \frac{d}{dr} \left( r \frac{d\Phi}{dr} \right) = 4\pi G C_n (-\Phi)^n \quad (2.6)$$

for $\Phi$. This can be written more simply by defining the dimensionless variables,

$$\psi \equiv \frac{\Phi}{\Phi_s}, \quad s \equiv \frac{r}{b}, \quad (2.7)$$

where $\Phi_s$ is the potential at $r = 0$, and

$$b \equiv \left[ 4\pi G C_n (-\Phi_s)^{\gamma-1} \right]^{-1/2}. \quad (2.8)$$

With these definitions, equation (2.6) becomes

$$\frac{1}{s} \frac{d}{ds} \left( s \frac{d\psi}{ds} \right) = -\psi^n. \quad (2.9)$$

This is a modified form of the well-known Lane–Emden equation found for the potential profile of a spherical polytrope. Since $\psi = \Phi/\Phi_s$, $\psi(s = 0)$ must be equal to 1. A second boundary condition can be chosen by requiring that the derivative of the potential be finite at the origin, which leads to the condition $d\psi/ds = 0$ at the centre of the cylinder.

We now have a second-order equation and two boundary conditions which we can solve to get the potential profile. Equation (2.9) has exact solutions when $n = 0$, where $\psi(s) = 1 - s^2/4$ and $n = 1$, where $\psi(s) = J_0(s)$. A third solution analogous to the $n = 5$ solution of the spherical Lane–Emden equation may exist, but we have been unable to find it. However, it is relatively easy to solve equation (2.9) numerically. Fig. 1 shows numerical solutions to equation (2.9) for $n = 0$, 1, 3 and 5. We assume that the total radius $R$ of the cylinder is known a priori. The maximum value of $s$ is the radius where $\psi = 0$ so the value of $b$ can be found by taking the ratio of $R$ to this maximum $s$. The value of $\Phi_s$ can then be found from equation (2.8), and density and pressure profiles can be found using equations (2.5) and (2.1).

## 3 RADIAL OSCILLATIONS

We now seek to study the behaviour of the system when it is perturbed away from equilibrium. In this section, we will consider purely radial perturbations, so the system retains its cylindrical symmetry. We use a method similar to the one used in section 38 of Kippenhahn & Weigert (1990) adapted for a cylindrically symmetric system. More details can be found in chapter 8 of Cox (1980). In Section 3.1, we will determine the conditions under which we expect the system to be unstable, and in Section 3.2, we will find the normal modes of the system and study their behaviour.
3.1 Stability analysis

When studying stellar oscillations, it is common to use the mass enclosed within a given radius as the independent variable. We adopt a similar convention here, but for cylinders we use the mass per unit length \( \mu \). Derivatives with respect to radius and \( \mu \) are related by

\[
\frac{d}{d\mu} = \frac{1}{2\pi r_0 \rho_0} \frac{d}{dr},
\]

where a subscript 0 denotes an equilibrium quantity. We introduce a small perturbation with time dependence \( e^{i\omega t} \) such that the pressure, radius and density become

\[
P(\mu, t) = P_0(\mu)(1 + p(\mu)e^{i\omega t}),
\]

\[
r(\mu, t) = r_0(\mu)(1 + x(\mu)e^{i\omega t}),
\]

\[
\rho(\mu, t) = \rho_0(\mu)(1 + d(\mu)e^{i\omega t}).
\]

The perturbations are assumed to be small, i.e. \( p/P_0, x/r_0 \) and \( d/\rho_0 \) are all much less than 1. Perturbations with real values of \( \omega \) are stable and oscillate around the equilibrium state; perturbations with imaginary values of \( \omega \) are unstable and grow exponentially.

To find the values of \( d, x \) and \( p \), we need three independent equations. We start by considering a thin shell of mass \( d\mu \) per unit length \( \mu \). Using the mass derivative to a radial derivative using

\[
\frac{d}{dt} = \frac{1}{2\pi r_0 \rho_0} \frac{d}{dr}.
\]

we neglect any term which is of second order or higher in the quantities \( d, x \) or \( p \). This yields

\[
\frac{d}{dt} \left( P_0 p \right) = \left( 2g_0 + r_0 \rho_0 \right) \frac{x}{2\pi r_0},
\]

where \( g_0 = 2G\mu/r_0 \), and we have cancelled the common factors of \( e^{i\omega t} \). Next, we convert the mass derivative to a radial derivative using equation (3.1) to get

\[
\frac{P_0}{\rho_0} \frac{dp}{dr_0} = \omega^2 r_0 x + g_0(p + 2x).
\]

Now consider the derivative of radius

\[
\frac{dr}{d\mu} = \frac{1}{2\pi \rho}
\]

with respect to \( \mu \). Substituting in the perturbations, linearizing and replacing mass derivatives with radial derivatives as before yields

\[
r_0 \frac{dx}{dr_0} = -2x - d.
\]

In order to get a third independent equation, we make the additional simplifying assumption that the perturbations occur adiabatically. The adiabatic approximation yields a relation,

\[
p = g_\text{ad} d,
\]

between the pressure and density perturbations, where the constant \( g_\text{ad} \) is the adiabatic exponent. Note that \( g_\text{ad} \) is not necessarily the same as the equilibrium \( \gamma \) found in equation (2.1). Using equations (3.9) and (3.10) to remove the dependence on \( p \) and \( d \), equation (3.7) yields a single second-order equation,

\[
x'' + \left( \frac{3}{r_0 - \rho_0 g_0 P_0} \right) x' + \frac{\rho_0}{g_\text{ad} P_0} \left( \omega^2 + (2 - 2g_\text{ad}) \frac{g_0}{r_0} \right) x = 0,
\]

for \( x \), where primes indicate differentiation with respect to \( r_0 \).

Multiplying equation (3.11) by \( r_0^3 P_0 x \) allows it to be written in the form of a standard Sturm–Liouville equation,

\[
(r_0^3 P_0 x')' + \frac{r_0^3 \rho_0}{g_\text{ad}} \left( \omega^2 + (2 - 2g_\text{ad}) \frac{g_0}{r_0} \right) x = 0,
\]

with eigenvalue \( \omega^2 \). Solutions to equations of this form have several well-known properties. There are an infinite number of eigenvalues \( \omega_n \) with the property \( \omega_n^2 > \omega^2 \). Each eigenvalue \( \omega_n^2 \) has a corresponding eigenfunction \( x_n \) with \( n \) nodes in the interval \( 0 < r_n < R_0 \). The lowest order mode \( x_0 \) has no nodes and is called the fundamental.

These properties of the solutions to equation (3.12) allow us to determine the criteria for the stability of the system to radial perturbations. We insert the fundamental eigenfunction \( x_0 \) into equation (3.12) and integrate from the centre to the boundary. The first term vanishes since \( x' \) is required to be finite everywhere and \( P_0(R_0) = 0 \), leaving

\[
\frac{\omega_n^2}{g_\text{ad}} \int_0^{r_0} \frac{r_0^3 \rho_0 x_0 dr_0}{g_0} + \frac{2 - 2g_\text{ad}}{g_\text{ad}} \int_0^{r_0} \frac{r_0^2 \rho_0 x_0 dr_0}{g_0} = 0.
\]

We can then solve this equation for the fundamental frequency,

\[
\omega_n^2 = (2g_\text{ad} - 2) \int_0^{r_0} \frac{r_0^3 \rho_0 x_0 dr_0}{g_0} - \int_0^{r_0} \frac{r_0^2 \rho_0 x_0 dr_0}{g_0}.
\]

The fundamental is stable if \( \omega_0^2 \) is positive and unstable if it is negative. Since \( x_0 \) has no nodes, it has the same sign everywhere in the cylinder and both of the integrals in equation (3.14) have
same sign. It is clear then that the fundamental is stable if $\gamma_{ad} > 1$. Since the fundamental has the lowest frequency, the system is stable to radial perturbations if $\gamma_{ad} > 1$ and has at least one unstable mode if $\gamma_{ad} < 1$. This is similar to the criterion for radial perturbations of a spherical system, which are always stable if $\gamma_{ad} > 4/3$ and unstable if $\gamma_{ad} < 4/3$. This result matches the one found in section II of Chandrasekhar & Fermi (1953).

3.2 Normal modes

Now, we seek to solve equation (3.12) and determine the behaviour of the normal modes of the system. To do this, we replace the coefficients in equation (3.12) with functions of the polytrope quantities from Section 2. Using equations (2.1), (2.5), (2.7) and (2.8), we can rewrite equation (3.12) as

$$\frac{d^2x}{dx^2} + \left( \frac{3}{s} + \frac{n + 1}{\gamma_{ad}} \frac{d\psi}{\psi} \right) \frac{dx}{ds} - \left( \frac{b^2(n + 1)}{\gamma_{ad} \Phi} \omega^2(2 - 2\gamma_{ad}) \frac{n + 1}{\gamma_{ad}} \frac{d\psi}{\psi} \right) x = 0. \quad (3.15)$$

To solve this equation for $x$, we need boundary conditions. The condition in the centre is easy to see. In order for $x$ to remain finite at $s = 0$, we must have

$$\frac{dx}{ds} \bigg|_{s=0} = 0. \quad (3.16)$$

The boundary condition at the edge can be found by examining equation (3.7). At the boundary of a polytrope, $P_0/\rho_0$ goes to 0, so the left-hand side of equation (3.7) vanishes. Thus, after replacing $p$ with $x$ and $dx/ds$, we have the condition

$$(\omega^2 S + g_0(2 - 2\gamma_{ad})) x(S) - \gamma_{ad} y_{ad} \left( \frac{dx}{ds} \right)_{s=S} = 0. \quad (3.17)$$

Finally, since equation (3.15) is linear and homogeneous, we need a normalization condition. This choice is entirely arbitrary, so we simply choose to set $x(R_0) = 1$. Some solutions to equation (3.15) for a system with $n = 3$ and $\gamma_{ad} = 4/3$ with these boundary conditions are shown in Fig. 2.

4 NON-RADIAL OSCILLATIONS

Now, we move on to the more complicated case of non-radial perturbations, where material is free to move in any direction. The calculations in this section use a similar method to the one Hansen, Kawaler & Trimble (2004) use to analyse adiabatic perturbations to spherical systems. Additional information about spherical oscillations can be found in Cox (1980) and Kippenhahn & Weigert (1990). We will follow the same path we did in Section 3: first determining the criteria for instability then studying the normal modes of the system.

4.1 Stability analysis

In the above case of radial perturbations, we displaced a given shell of mass a small distance inwards or outwards from its initial position $r_0$. Here, we generalize this method, perturbing the system by moving every mass element a distance $\xi(r, t)$ from its initial position. Consider here a single infinitesimal fluid element which has been moved to a new location without mixing with its surroundings. If the perturbation is stable, this element will experience a force back towards its initial position, while if the perturbation is unstable, the element will feel a force directed away from where it came from.

There is a well-known quantity,

$$A \equiv \frac{1}{\rho_0} \nabla \rho_0 - \frac{1}{\gamma_{ad} \rho_0} \nabla P_0, \quad (4.1)$$

from stellar-pulsation theory which determines whether or not this type of perturbation is stable (Cox 1980). Since the equilibrium quantities in our model depend only on $r$, this simplifies to

$$A = \frac{1}{\rho_0} \frac{d\rho_0}{dr} - \frac{1}{\gamma_{ad} \rho_0} \frac{dP_0}{dr}. \quad (4.2)$$

If $A < 0$, the element feels a force away from its starting point and the system is convectively unstable (for a discussion of why, see section 17.2 of Cox 1980). Thus, we should expect to see unstable modes for any perturbation with $A > 0$. We can express this criterion as a condition on $\gamma_{ad}$ using the relation between $P_0$ and $\rho_0$ from equation (2.1). Replacing $P_0$ in equation (4.2) yields

$$A = \frac{1}{\rho_0} \frac{d\rho_0}{dr} - \frac{1}{\gamma_{ad} \rho_0} \frac{dP_0}{dr} \left( K \rho_0^\gamma \right) \quad (4.3)$$

which simplifies to

$$A = \frac{1}{\rho_0} \frac{d\rho_0}{dr} \left( 1 - \frac{\gamma}{\gamma_{ad}} \right). \quad (4.4)$$

Thus, we expect unstable non-radial modes to exist when $\gamma_{ad} < \gamma$.

4.2 Normal modes

We replace the equilibrium pressure, density and potential with the respective perturbed quantities as in equations (3.2). However, we must be a little more careful about how we define our perturbation. A given perturbation can be described in two ways. The Lagrangian description gives the perturbation to the mass element which was initially at position $r$ and the Eulerian description gives the perturbation to the fluid at position $r$. For any quantity $q$, we will denote Lagrangian perturbations by

$$q = q_0 + \delta q$$

and Eulerian perturbations by

$$q = q_0 + q_1. \quad (4.6)$$
The two types of perturbations are related by
\[ \delta q = q_1 + \xi \cdot \nabla q_0 = q_1 + \xi \frac{d q_0}{d r}, \] (4.7)

where \( \xi \) is the radial component of the vector displacement \( \xi \) (Kippenhahn & Weigert 1990). The perturbed pressure, density and potential are related by three equations: the Newtonian equation of motion,
\[ \frac{\partial \mathbf{v}}{\partial t} = -\nabla P - \rho \nabla \Phi, \] (4.8)
the mass continuity equation,
\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0, \] (4.9)
and Poisson’s equation,
\[ \nabla^2 \Phi = 4\pi G \rho, \] (4.10)
where \( \mathbf{v} \) in all of these equations is the fluid velocity. The initial system is assumed to be stationary \( (v_\theta = 0) \), so \( \mathbf{v} \) is just \( \delta \xi / \partial t \). Inserting the Eulerian perturbations of \( \rho, P \) and \( \Phi \) into equations (4.8), (4.9) and (4.10) yields
\[ \rho \frac{\partial^2 \hat{\xi}}{\partial t^2} = -\rho_0 \nabla \Phi_1 - \rho_1 \nabla \Phi_0 - \nabla P_1, \] (4.11)
\[ \rho_1 \frac{\partial \mathbf{v}}{\partial t} = -\nabla \cdot \mathbf{v} - \frac{1}{\rho_0} \frac{\partial \rho}{\partial t}, \] (4.12)
\[ \nabla^2 \Phi_1 = 4\pi G \rho_1. \] (4.13)
As before, we can relate perturbations of density and pressure by assuming that the perturbations are adiabatic. The Lagrangian density and pressure perturbations are thus related by
\[ \frac{\delta P}{P_0} = \gamma_{ad} \frac{\delta \rho}{\rho_0}. \] (4.14)

As before, we assume that the time dependence of the perturbation is \( e^{i \omega t} \). With this time dependence, equation (4.11) becomes
\[ \omega^2 \hat{\xi}_r = -\frac{\rho_1}{\rho_0} \frac{d P_0}{d r} \hat{r} + \nabla \Phi_1 + \frac{1}{\rho_0} \nabla P_1, \] (4.15)
where \( \hat{r} \) is the unit vector in the radial direction, and we have used equation (2.2) to replace the derivative of \( \Phi_0 \) with the derivative of \( P_0 \).

To simplify the next few steps of the calculation, we rearrange the derivatives in equation (4.16) so that the radial derivative acting on \( P_1 \) acts on \( P_1 / \rho_0 \) instead:
\[ \omega^2 \hat{\xi}_r = \frac{P_1}{\rho_0} \frac{d \rho_0}{d r} + \frac{\partial \Phi_1}{\partial r} + \frac{1}{\rho_0} \frac{\partial P_1}{\partial r} \] (4.16)

To simplify the next few steps of the calculation, we rearrange the derivatives in equation (4.16) so that the radial derivative acting on \( P_1 \) acts on \( P_1 / \rho_0 \) instead:
\[ \omega^2 \hat{\xi}_r = \frac{P_1}{\rho_0} \frac{d \rho_0}{d r} + \frac{\partial \Phi_1}{\partial r} + \frac{1}{\rho_0} \frac{\partial P_1}{\partial r}. \] (4.17)

Next, we use equation (4.7) to express the mass continuity equation (4.12) in terms of \( \delta \rho / \rho_0 \):
\[ \frac{\delta \rho}{\rho_0} = -\nabla \cdot \xi. \] (4.18)

Now, we replace \( P_1 \) in the first term and \( \rho_1 \) in the second term by \( \delta P \) and \( \delta \rho \) and use equations (4.14) and (4.18) to replace these Lagrangian perturbations with \( \nabla \cdot \xi \), which results in
\[ \omega^2 \hat{\xi}_r = \frac{\partial}{\partial r} \left( \frac{P_1}{\rho_0} \right) - A \nabla \cdot \xi + \frac{\partial \Phi_1}{\partial r}, \] (4.19)
where
\[ v_\theta^2 = \frac{\gamma_{ad} P_0}{\rho_0}. \] (4.20)
is the sound speed and \( A \) is from equation (4.2).

The angular and longitudinal parts of equation (4.15) can be written as
\[ \omega^2 \hat{\xi}_\theta = \frac{1}{r \rho_0} \frac{\partial P_1}{\partial \phi} + \frac{1}{r} \frac{\partial \Phi_1}{\partial \phi}, \] (4.21)
and
\[ \omega^2 \hat{\xi}_z = \frac{1}{r \rho_0} \frac{\partial P_1}{\partial z} + \frac{\partial \Phi_1}{\partial z}. \] (4.22)
With these, we can now write the non-radial components of \( \xi \) in terms of \( P_1 \):
\[ \xi(r) = \xi_r \hat{r} + \frac{\partial}{\partial \phi} \left( \frac{P_1}{r \omega^2 \rho_0} + \frac{\Phi_1}{r \omega^2} \right) \hat{\phi} + \frac{\partial}{\partial z} \left( \frac{P_1}{\omega^2 \rho_0} + \frac{\Phi_1}{\omega^2} \right) \hat{z}. \] (4.23)
To proceed, we need to carry out a separation of variables on the three components of \( \xi \) and on \( P_1 \) and \( \Phi_1 \). For spherical stars, the angular dependence of these quantities is usually expanded in spherical harmonics \( Y_{lm}(\theta, \phi) \). For our cylindrical system, we express the non-radial dependence with the function \( \cos(m \phi) \cos(kz) \) where \( m \) is a dimensionless integer and \( k \) is the wavenumber of the perturbation along the \( z \)-axis. With this separation, \( P_1 \) and \( \Phi_1 \) become
\[ P_1(r) = P_a(r) \cos(m \phi) \cos(kz) \] (4.24)
and
\[ \Phi_1(r) = \Phi_a(r) \cos(m \phi) \cos(kz), \] (4.25)
where the radial dependences are in the unknown functions \( P_a(r) \) and \( \Phi_a(r) \). The displacement \( \xi \) becomes
\[ \xi(r) = \left[ \xi_r \hat{r} + \frac{P_a(r)}{r \omega^2 \rho_0} + \frac{\Phi_a(r)}{r \omega^2} \right] \frac{\partial}{\partial \phi} + \left[ \frac{P_a(r)}{r \omega^2 \rho_0} + \frac{\Phi_a(r)}{r \omega^2} \right] \xi \frac{\partial}{\partial z} \cos(m \phi) \cos(kz). \] (4.26)
We can simplify this further by defining the quantity,
\[ \xi_i = \frac{P_a}{r \omega^2 \rho_0} + \frac{\Phi_a}{r \omega^2}, \] (4.27)
which when substituted into equation (4.26) yields
\[ \xi(r) = \left[ \xi_r \hat{r} + \frac{\partial}{\partial \phi} \frac{\partial}{\partial \phi} + r \xi_z \frac{\partial}{\partial z} \right] \cos(m \phi) \cos(kz). \] (4.28)

Now, we have to express equations (4.18) and (4.19) in terms of our unknowns \( \xi_a \) and \( \xi_t \). To do this, we first need to calculate the divergence of \( \xi \), which in cylindrical coordinates is
\[ \nabla \cdot \xi = \left[ \frac{1}{r} \frac{d}{dr} (r \xi_a) - \left( \frac{m^2}{r} + k^2 \right) \xi_t \right] \cos(m \phi) \cos(kz). \] (4.29)
The right-hand side of equation (4.18) is thus known, and we can rewrite the left-hand side using hydrostatic equilibrium as well as equations (4.7) and (4.14):

\[
\frac{\delta P}{\rho_0} = \frac{1}{v_t^2} (\omega^2 r \xi_a - \Phi_a - g_0 \xi_a),
\]

where \(g_0 = \nabla \Phi_0\) is the equilibrium gravitational field. The mass continuity equation therefore yields

\[
\frac{d \xi_a}{dr} = \left( \frac{g_0 r}{v_t^2} - 1 \right) \xi_a + \left( m^2 + r^2 k^2 - \frac{\omega^2 r^2}{v_s^2} \right) \xi_s + \frac{r}{v_t^2} \Phi_a.
\]

(4.30)

In equation (4.19), the divergence of \(\xi\) can be replaced by equation (4.29) and the \(P_1\) term can be replaced with equation (4.27), leaving

\[
\frac{d \xi_s}{dr} = \left( \frac{A g_0}{\omega^2} + 1 \right) \xi_a - \left( 1 + Ar \right) \xi_t + \frac{A}{\omega^2} \Phi_a.
\]

(4.31)

We now have three unknowns \((\xi_t, \xi_s,\) and \(\Phi_a)\) and two equations. We require one more, which we can get from equation (4.10). We can replace the density perturbation with a pressure perturbation using equations (4.7) and (4.14):

\[
\rho_1 = \frac{1}{v_t^2} \left( P_1 + \xi_t \frac{d P_0}{dr} \right) - \xi_a \frac{d \rho_0}{dr}.
\]

(4.32)

Next, we separate out the non-radial dependence as before and use equation (4.27) to express the density perturbation in terms of our unknowns,

\[
\rho_s = -A \rho_0 \xi_a + \frac{r \omega^2 \rho_0}{v_t^2} \xi_t - \frac{\rho_0}{v_t^2} \Phi_a,
\]

(4.33)

where as with the other quantities we have defined \(\rho_1 = \rho_s(r)\cos(m \phi) \cos(\ell z)\). Expanding the Lagrangian on the left-hand side of equation (4.10) then yields

\[
\frac{d^2 \Phi_a}{dr^2} + \frac{1}{r} \frac{d \Phi_a}{dr} - \left( \frac{m^2}{r^2} + k^2 \right) \Phi_a = \frac{4\pi G}{\rho_0} \left( -A \rho_0 \xi_a + \frac{r \omega^2 \rho_0}{v_t^2} \xi_t - \frac{\rho_0}{v_t^2} \Phi_a \right).
\]

(4.34)

Equations (4.31), (4.32) and (4.35) can be further simplified by introducing the Brunt–Väisälä frequency,

\[
N^2 = -\frac{A g_0}{\rho_0} = \frac{1}{\rho_0} \left( \frac{d \rho_0}{dr} - \frac{1}{\gamma_0} \frac{d P_0}{dr} \right),
\]

(4.35)

the Lamb frequency,

\[
S^2 \equiv \frac{m^2}{r^2} + k^2
\]

(4.36)

and the transverse wavenumber

\[
k_t^2 = \frac{m^2}{r^2} + k^2 = \frac{S^2 v_t^2}{v_s^2}.
\]

(4.37)

We also introduce the perturbation

\[
g_a = d\Phi_a/dr
\]

(4.38)

to the gravitational field. With these quantities, we obtain

\[
\frac{d \xi_a}{dr} = \left( \frac{k^2 g_0 r}{S^2} - 1 \right) \xi_a + r^2 k^2 \left( 1 - \frac{\omega^2}{S^2} \right) \xi_t + \frac{r k^2}{S^2} \Phi_a.
\]

(4.39)

\[
\frac{d \xi_s}{dr} = \left( 1 - \frac{N^2}{\omega^2} \right) \xi_a + \frac{r N^2}{g_0} - 1 \right) \xi_t - \frac{N^2}{g_0} \xi_a.
\]

(4.40)

We now have in equations (4.39)–(42) a system of equations with eigenfunctions \(\xi_a, \xi_t, \Phi_a\) and \(g_a\) and eigenvalue \(\omega^2\).

\[
\frac{d \xi_s}{dr} = \left( 1 - \frac{N^2}{\omega^2} \right) \xi_a + \frac{r N^2}{g_0} - 1 \right) \xi_t - \frac{N^2}{g_0} \xi_a.
\]

(4.41)

In order to solve this system, we need to set appropriate boundary conditions. First, examine the ratio \(\delta P/P_0\) at the surface of the system, which is related to our unknowns by

\[
\frac{\delta P}{P_0} = \frac{\rho_0}{P_0} \left( \omega^2 r \xi_a - \Phi_a - g_0 \xi_a \right).
\]

(4.42)

The ratio on the left-hand side should remain finite just below the surface, but the ratio \(\rho_0/P_0\) diverges at the surface. In order for the right-hand side to remain finite, we must set the quantity in parenthesis equal to zero. This means that at the maximum radius \(R, \xi_a\) and \(g_a\) are related by

\[
\omega^2 R \xi_a(R) - \Phi_a(R) - g_0(R) \xi_a(R) = 0.
\]

(4.43)

A second boundary condition can be found from the fact that the potential must match up with a solution of Laplace’s equation at \(r = R\). For \(r \geq R\), we choose the solution

\[
\Phi_a(r \geq R) = CJ_m(kR),
\]

(4.44)

where \(C\) is a normalization constant and \(J_m\) is a Bessel function of the first kind. Taking the derivative of equation (4.45) and using the Bessel function derivative identity yields the condition

\[
g_a(R) - \frac{kJ_m(R)}{J_m(kR)} (J_{m-1}(kR) - J_{m+1}(kR)) = 0.
\]

(4.45)

This condition is valid in all but two cases. The derivative of the \(m = 0\) Bessel function is \(-J_1(kr)\), so the boundary condition for \(m = 0\) modes is

\[
g_a(R) + \frac{kJ_m(R)J_1(kR)}{J_0(kR)} = 0.
\]

(4.46)

When \(k = 0\), the second term of equation (4.46) diverges. However, when \(k = 0\), we can choose the form,

\[
\Phi_a(r \geq R) = Cr^m,
\]

(4.47)

for the potential, yielding the condition

\[
g_a(R) - \frac{m}{R} \Phi_a(R) = 0.
\]

(4.48)

One central boundary condition arises from the requirement that the derivative of the potential be finite everywhere, which forces

\[
g_a(0) = 0.
\]

(4.49)

The other central boundary condition can be found by making the approximation that close to the centre,

\[
\xi_a = r^m \sum_v X_v r^v,
\]

(4.50)

and

\[
\xi_t = r^m \sum_v Y_v r^v.
\]

(4.51)

Near the centre, the equilibrium quantities \(A\) and \(g_0\) approach 0, so equations (4.40) and (4.41) become approximately

\[
\frac{d \xi_a}{dr} \approx -\xi_a + m^2 \xi_t.
\]

(4.52)
with a frequency between that of the $g_1$ and $p_1$ modes. The $p$ mode is primarily pressure, and the restoring force for $g$ modes is primarily gravity.

Each mode is given a number which for most modes corresponds to the number of nodes in $\xi_a$. The exception is the $g_1$ mode, which often has no nodes. For a given $m$ and $k$, the $g_1$ mode is the highest frequency $g$ mode, and the $p$ mode is the lowest frequency $p$ mode. There is also a single mode known as the $f$ mode with no nodes in $\xi_a$ with a frequency between that of the $g_1$ and $p_1$ modes. The $p$ modes are always stable, but the stability of the $g$ modes depends on the value of $\gamma_{ad}$. As predicted by the stability criterion from Section 3.2, the $g$ modes are stable if $\gamma_{ad} > \gamma$ and unstable if $\gamma_{ad} < \gamma$. If $\gamma_{ad} = \gamma$, $N^2 = 0$ and the $1/\omega^2$ term vanishes from equation (4.41). The system thus reduces to an ordinary Sturm–Liouville problem and the $p$ modes are the only modes present.

Figs 3 and 4 show the eigenfunctions for the first three $p$ modes and $g$ modes of a system with $n = 3$ and $\gamma_{ad} = 1.6$, and Fig. 5 shows $\xi_a$ and $\xi_t$ for the $f$ mode of the same system. All modes in Figs 3–5 are calculated for $m = 1$ and $k = 0$. Note that $p$ modes tend to act more in the outer regions of the cylinder, while $g$ modes tend to act closer to the centre. Also, in $g$ modes, the first node of $\xi_t$ occurs before the first node of $\xi_a$, while the reverse is true for $p$ modes.

Fig. 6 shows the eigenvalues $\omega^2$ for different $m$'s. The marked points are the eigenvalues. Since $m$ has to be an integer, the lines between the points have no physical meaning and only serve to connect frequencies of the same mode. Figs 7 and 8 explore the behaviour of $p$ and $g$ modes for different values of $k$. Fig. 9 does the same for the unstable $g$ modes of a system with $\gamma_{ad} < \gamma$. From Figs 6–9 it is clear that allowing the fluid to move tangentially makes stable modes more stable and unstable modes more unstable. This is similar to the result Ostriker (1964b) obtained for a homogeneous cylinder.

Finally, as with the radial case, we have a linear, homogeneous system, so we need a normalization condition. We choose for simplicity to set $\xi_a(R) = 1$.

We can now solve equations (4.39)–(42) numerically with boundary conditions (4.38) and (4.48). Since the eigenvalue $\omega^2$ appears non-linearly in these equations, the normal mode spectrum is not the simple Sturm–Liouville case of the radial modes. Non-radial modes can be divided into two types, called $p$ modes and $g$ modes by analogy to similar modes of spherical stars. The restoring force for $p$ modes is primarily pressure, and the restoring force for $g$ modes is primarily gravity.

Each mode is given a number which for most modes corresponds to the number of nodes in $\xi_a$. The exception is the $g_1$ mode, which often has no nodes. For a given $m$ and $k$, the $g_1$ mode is the highest frequency $g$ mode, and the $p$ mode is the lowest frequency $p$ mode. There is also a single mode known as the $f$ mode with no nodes in $\xi_a$ with a frequency between that of the $g_1$ and $p_1$ modes. The $p$ modes are always stable, but the stability of the $g$ modes depends on the value of $\gamma_{ad}$. As predicted by the stability criterion from Section 3.2, the $g$ modes are stable if $\gamma_{ad} > \gamma$ and unstable if $\gamma_{ad} < \gamma$. If $\gamma_{ad} = \gamma$, $N^2 = 0$ and the $1/\omega^2$ term vanishes from equation (4.41). The system thus reduces to an ordinary Sturm–Liouville problem and the $p$ modes are the only modes present.

Figs 3 and 4 show the eigenfunctions for the first three $p$ modes and $g$ modes of a system with $n = 3$ and $\gamma_{ad} = 1.6$, and Fig. 5 shows $\xi_a$ and $\xi_t$ for the $f$ mode of the same system. All modes in Figs 3–5 are calculated for $m = 1$ and $k = 0$. Note that $p$ modes tend to act more in the outer regions of the cylinder, while $g$ modes tend to act closer to the centre. Also, in $g$ modes, the first node of $\xi_t$ occurs before the first node of $\xi_a$, while the reverse is true for $p$ modes.

Fig. 6 shows the eigenvalues $\omega^2$ for different $m$'s. The marked points are the eigenvalues. Since $m$ has to be an integer, the lines between the points have no physical meaning and only serve to connect frequencies of the same mode. Figs 7 and 8 explore the behaviour of $p$ and $g$ modes for different values of $k$. Fig. 9 does the same for the unstable $g$ modes of a system with $\gamma_{ad} < \gamma$. From Figs 6–9 it is clear that allowing the fluid to move tangentially makes stable modes more stable and unstable modes more unstable. This is similar to the result Ostriker (1964b) obtained for a homogeneous cylinder.

5 STABILITY OF COLLISIONLESS FILAMENTS

The collisionless nature of dark-matter filaments makes the kind of approach carried out in Sections 3 and 4 prohibitively difficult. Such calculations are not pressure supported, so all of the calculations would need to be done in six-dimensional phase space rather than the three-dimensional space required by the fluid filaments. We
will therefore not attempt to calculate the normal modes of a collisionless filament in this paper. However, it is still possible to draw conclusions about the stability of dark-matter filaments even if the details of their oscillations are not known. Most of the calculations in this section are based on the energy principle from section 5.4 of Binney & Tremaine (2008), which essentially states that any perturbation which increases the total energy of a system is stable and any which decreases the total energy is unstable.

5.1 Radial stability

The Doremus–Feix–Baumann theorem states that a spherically symmetric collisionless system with an ergodic distribution function \( f(x, v) = f(E) \) is stable to radial perturbations (Binney & Tremaine 2008). We can prove that the same holds true for cylindrically symmetric systems. This proof is based on the variational principle for collisionless systems presented in Binney and Tremaine, chapter 5, which in two dimensions states that a collisionless system with equilibrium distribution function \( f_0(x, v) \) is stable to a perturbation \( f(x, v) = f_0(x, v) + f_1(x, v) \) if the quantity

\[
W(f_1) = \int f_1^2(x, v) \frac{d^3x d^3v}{[f_0(E)]^2} - G \int \frac{f_1(x, v) f_1(x', v')}{|x - x'|} d^3x d^3v d^3x' d^3v' \geq 0, \tag{5.1}
\]

Figure 5. Eigenfunctions of the f mode of the system from Fig. 3.

Figure 6. Eigenvalues for p, g and f modes at different values of \( m \) for the system in Fig. 3 with \( k = 0 \). Circles are frequencies of p modes, squares are frequencies of g modes and diamonds are frequencies of the f mode. The lines have no physical meaning; they only serve to connect frequencies of the same mode.

Figure 7. Behavior of p modes with increasing \( k \) for the system from Fig. 3. Modes are calculated for \( m = 1 \). The top panel shows how the \( \xi_a \) eigenfunction changes with \( k \) and the bottom panel shows how \( \omega^2 \) changes with \( k \).

Figure 8. Behavior of g modes with increasing \( k \) for the system from Fig. 3. Modes are calculated for \( m = 1 \). The top panel shows how the \( \xi_a \) eigenfunction changes with \( k \) and the bottom panel shows how \( \omega^2 \) changes with \( k \).
with respect to \( \frac{d}{dr} \) is the derivative of \( E_d \) \( (5.14) \)

\[
d f_k \frac{d}{dL} \quad (5.17)
\]

\[
V^2 \Phi = \frac{d^2 \Phi}{dr^2} + \frac{1}{r} \frac{d \Phi}{dr} = 4\pi G \rho_0.
\]

Using the definition of \( y \), we can write

\[
\frac{1}{r} \frac{d}{dr} \left( \frac{d^2 y}{dr^2} \right) = -2 \frac{d \Phi_0}{dr^2} - 6 \frac{d \Phi_0}{r}.
\]
Combining equations (31) and (32) gives
\[
\frac{d^2y}{dr^2} + \frac{d}{dr} \left( \frac{df}{dr} \right)^2 - \frac{y}{r} \frac{df}{dr} + 4\pi G \rho r^2 = -2r \frac{\delta f_0}{r}.
\] (5.20)

With this, equation (30) simplifies to
\[
W(f_i) \geq -2\pi \int \frac{f_i y}{r} \left( \frac{df}{dr} \right)^2 + 2r \frac{y}{r} \frac{\delta f_0}{dr} \right) dE dL dr. \tag{5.21}
\]

Since \( f_0(E) \) is always negative and \( \delta f_0/dr \) is always positive in a realistic system, the quantity on the right-hand side is always positive and so is \( W(f_i) \). Thus, the system is stable to purely radial perturbations.

The basic physical mechanism behind this stability has to do with the behaviour of the constituent particles of the system when it is either compressed or expanded (Binney & Tremaine 1987). Compressing the filament radially releases gravitational potential energy, which is transferred into the translational motion of the particles in the system. This increased velocity resists the compression and pushes the system back towards equilibrium. The opposite happens if the filament is expanded. What happens to the perturbed filament depends on the relative size of the change in gravitational potential energy compared to the change in kinetic energy. The above proof demonstrates that the equilibrium configuration is a minimum energy state, so the change in kinetic energy is always greater and radial displacements evolve back towards equilibrium.

5.2 Non-radial stability

We have no easy way to determine the stability of a filament with arbitrary distribution function. However, using Antonov’s first law (Binney & Tremaine 2008), we can draw conclusions about filaments with a specific class of distribution functions. Antonov’s first law states that a collisionless system with an ergodic distribution function and \( f_0(E) \) is stable if a fluid system with the same density distribution and with \( \gamma = \gamma_{ad} \) is stable. This theorem can be fairly easily proven using equation (5.1) and Chandrasekhar’s variational principle, which states that a fluid system is stable to density perturbation \( \rho_1 \) if
\[
W_f(\rho_1) = \int \left| \frac{\delta f}{\delta \rho_0} \right| \rho_0^2 x^3 d^3x - G \int \frac{\rho_1(x)\rho_0(x')}{|x-x'|} d^3x d^3x' \tag{5.22}
\]

is greater than or equal to 0. This is a necessary and sufficient condition for stability, so we can also state that if a fluid system is stable, then \( W_f \geq 0 \).

Consider an equilibrium fluid system with density \( \rho_0 \) and a collisionless system with distribution function \( f_0 \) such that \( \rho_0 = \int f_0 d^3x d^3v \). Now, introduce a perturbation \( \rho_1 = \int f_1 d^3x d^3v \) to both systems. Using equation (5.11) with \( A = |f_0(E)| \) and \( B = f_1/|f_0(E)| \) gives
\[
\int \frac{f_1^2}{f_0(E)} d^3v \geq \left( \frac{\int f_1^2 d^3v}{\int f_0(E) d^3v} \right)^{1/2} \tag{5.23}
\]

We then integrate both sides with respect to \( x \) and add the second term of equation (5.1) to both sides. The result simplifies to
\[
W(f_i) \geq W_f(\rho_1), \tag{5.24}
\]

where \( W(f_i) \) comes from equation (5.1) and \( W_f(\rho_1) \) comes from equation (5.22). Thus, since a stable fluid system with \( \gamma = \gamma_{ad} \) will have \( W_f \geq 0 \), we must also have \( W \geq 0 \) and the collisionless system is stable.

From Section 4, we know that a polytropic fluid filament with \( \gamma = \gamma_{ad} \) is stable, so we can apply Antonov’s first law if we can find a distribution function that yields the same density distribution. Consider an ergodic power-law distribution function of the form,
\[
f(E) = F(E)^{\gamma-1} \tag{5.25}
\]

where \( F \) is an arbitrary constant and \( E \equiv -E = -v^2/2 - \Phi \). The density profile of this filament can be related to the potential \( \Psi \equiv -\Phi \) by integrating this distribution function over velocity,
\[
\rho(r) = 2\pi \int f(E) dv = 2\pi F \int_0^\Psi \mathcal{E}^{n-1} d\mathcal{E} \tag{5.26}
\]

\[
\rho(r) = \frac{2\pi F}{n} \Psi^n (r) = c_n (-\Phi)^n. \tag{5.27}
\]

This relation is the same as the one obtained for the polytropic fluid in equation (2.5). The potential can then be obtained from Poisson’s equation, which turns out exactly as it does for the fluid in equation (2.9). Thus, dark-matter filaments with distribution functions given by equation (5.25) have the same density profiles as fluid filaments with polytrope index \( n \), and by Antonov’s first law, such filaments are stable.

It is important to note that Antonov’s first law is only a sufficient condition for stability and not a necessary one. If a fluid system is unstable and \( W_f \) in equation (5.24) is negative it does not require the corresponding collisionless system to be unstable.

6 CONCLUSIONS

Structures with cylindrical symmetry arise throughout astrophysics, from star-forming regions, to tidal tails, to the cosmic web, and instabilities in these structures may have implications for star and galaxy formation. We have undertaken here an analytic study of the stability of models of polytropic fluid filaments. We find that instabilities in fluid filaments are convective in nature, and are enhanced by tangential fluid motion. We also find that, despite the qualitative differences between spherical and cylindrical geometry, the basic characteristics of the normal modes of a cylinder are fairly similar to those of a sphere. Both geometries have a single series of radial modes which are all stable if \( \gamma_{ad} \) is greater than some critical value. This critical value is \( 4/3 \) for a sphere, and we confirm the result of Chandrasekhar & Fermi (1953) that the critical value is 1 for a cylinder.

Non-radial modes for both geometries can be divided into pressure-driven \( \rho \) modes and gravity-driven \( g \) modes with a single \( \nu \) mode in between. For both systems, the \( \rho \) modes are always stable, and the \( g \) modes can be either stable or unstable depending on the value of \( \gamma_{ad} \). The criterion for instability for these modes is the Schwarzschild criterion for convective instability. The modes of a cylindrical system also have dependence on the wavenumber \( k \) due to the fact that the cylindrical geometry is less symmetric than the spherical geometry. We find that increasing \( k \) increases the oscillation frequency of stable modes and increases the growth rate of unstable modes. This is in agreement with the results of Ostriker (1964b), who found that the instabilities in a homogenous filament are convective in nature and are enhanced by non-radial oscillations.

Though the above detailed mode analysis could not be applied to collisionless filaments, the results for fluid filaments made it possible to draw some conclusions about the stability of certain types of collisionless cylinders using variational arguments. We showed that filaments with ergodic distribution functions are stable to purely...
radial perturbations. Also, because they have the same density profile as polytropic fluid filaments, we were able to demonstrate that collisionless filaments with ergodic power-law distribution functions are stable to all perturbations. This is in contrast to the fragmentation seen in simulations performed by Knebe et al. (2003). However, the filaments seen to fragment in these simulations were found in a larger N-body simulation, and may not satisfy the conditions necessary for our analysis to apply, i.e. that the filament be well approximated by an infinitely long, self-gravitating, cylindrically symmetric collisionless cylinder with a specific form of distribution function. Thus, we do not necessarily expect the results of Knebe et al. (2003) to exactly match ours.

To reconcile our analytic results with those of numerical simulations, it would therefore be useful to directly measure the distribution function of filaments in simulations of both cold and warm dark matter. If those distribution functions can be characterized by simple, analytic forms, the methodology applied in this work could be used to address the stability of these cosmological filaments. This would then provide guidance as to whether physical fragmentation is ever to be expected, or if the fragmentation seen will always be due to numerical artefacts, no matter how much the resolution of simulations is increased.

The models studied here for both fluid and collisionless systems are fairly simple. Realistic fluid systems would have additional complications such as turbulence and magnetic fields, and collisionless systems can easily have far more complicated distribution functions. Other work on similar systems shows how different models can give significantly different results. For example, Quillen & Comparetta (2010) find that a homogeneous collisionless filament develops instabilities at critical wavelengths similar to the Jeans instability, and Chandrasekhar & Fermi (1953) find that a magnetic field can eliminate instabilities in an incompressible filament. The methods used here could fairly easily be adapted to less simplified situations. For example, Antonov’s first law could be used to double check that instabilities found in dark-matter simulations are real and not artefacts by examining a fluid model with the same density profile.
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