The concept of frequent itemset mining for text
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Abstract. Frequent itemset mining is one of popular data mining technique with frequent pattern or itemset as representation of data. However, most of frequent itemset mining research was conducted for structured data. In this paper, we did literature review of the frequent itemset mining algorithm that suitable for unstructured data such as text data. We reviewed several frequent itemset mining algorithm that had already used in text mining research, among others Apriori algorithm; Pattern-growth algorithm; and various algorithm for itemset mining problem such as based on representation, database changes, and richer database type. The result showed that from year to year research on text data using frequent itemset mining had increased, including the development of frequent itemset mining algorithms. Although, still rarely new algorithms were implemented in text data

1. Introduction
Text are one of the unstructured data which need special treatment prior to further processes [1], [2] such as text mining, information retrieval, and natural language processing. In the digital and social media era, text running everyday can be utilized for important information or even knowledge. To find important aspects or unknown information automatically, text mining is the right technique since it extracts data to finally acquire knowledge [3]–[5]. Text mining, or sometimes known as text data mining, is a part of data mining [6], [7]. The difference between both is that in data mining, the data are structured while in text mining, the data analyzed are text which are unstructured or semi-structured [2], [8], [9]. Therefore, the text need to be represented in structured data to enable data mining process.

Structured representation of a text is generally divided into two types: single word (bag of words) and multiple words. Bag of words is a structured representation form which collect all the words in the document without seeing the relationships among the words [10]–[12], while multiple word representation collects words in the text document by selecting the relationships among the words so that the semantic meaning of the text is maintained [13]. Frequent pattern is a form of multiple word representation so that the structured representation of the text keep the meanings of the text [14]–[17]. Frequent pattern mining or frequent itemset mining (FIM) is one of the data mining techniques resulting in a pattern of frequent itemset [2], [17]–[19]. Since early 1993 to 2018, there have been at least 57 FIM algorithms [20]. Basically all the FIM algorithms implement mining towards structured data. However, it is possible to implement the algorithms in the unstructured data like text. In this study, we investigate literature on FIM algorithm and survey the trends of their use in text.
2. **Frequent itemset mining**

Data mining is a technique to find knowledge from data history which aims to predict the future. FIM, which was previously known as large itemset mining [18], [21], works to find frequent itemset from the database transaction [20], [22], [23]. Items which are frequent are those meeting the threshold value or minimum support. Minimum support indicates the number of itemset to meet from the whole transaction of the database. Different from sequential pattern mining, FIM creates patterns with items emerging simultaneously without paying attention to the order.

| Table 1. The example of transaction database. |
|-----------------|-----------------|
| **Id** | **Transaction** |
| 1   | milk, diapers, tissue |
| 2   | soap, diapers, snack, coffee |
| 3   | tissue, milk, coffee |
| 4   | diapers, milk, soap |

Table 1 is an example of database transaction of frequent itemset with minimum support of 50%. Each item arises at least two times, they are \{(milk)\}; \{(diapers)\}; \{(tissue)\}; \{(soap)\}; \{(coffee)\}; \{(milk, diapers)\}; \{(milk, tissue)\}; and \{(soap, diapers)\}. The frequent itemset of \{(milk, diapers)\} is considered equal with that of \{(diapers, milk)\}, while “snack” does not belong to frequent itemset since it does not meet the value of minimum support.

2.1. **Apriori algorithm and its variants**

Apriori algorithm is a basic as well as first algorithm for FIM. The algorithm takes transactions in the database which fulfill the minimum support or the threshold value using breadth-first search to search all the frequent itemset [18], [20]. Since the algorithm raises up the feature candidates prior to finding the frequent itemset, it usually scans repeatedly. To cope with it (and with big data), AprioriTID and AprioriHybrid algorithms, which are a combination of Apriori and AprioriTID, are developed [21]. Following that, there are several newer algorithms, one of which is Eclat algorithm which develops the transaction searching on database promoting depth-first search [24]. Eclat is further developed into dEclat which results in more efficient frequent itemset [25]. There is also SS-FIM algorithm, a development of Apriori, which only scans the database once.

2.2. **Pattern-growth algorithm and its variants**

Pattern-growth algorithm is designed to cope with the limitations of Apriori and Eclat algorithms that tend to scan database. Algorithms belonging to pattern-growth are FP-Growth [26], [27], H-Mine [28], and LCM [29]. Those three algorithms are FIM algorithms that do not raise up the feature candidates. There is also PrePost algorithm, an algorithm adopting FP-Growth, which has different structure [30]. It is later developed into FIN algorithm [31], and Pre-Post+ algorithm [32]. The other algorithm of FIM is Relim which eliminates the recursive. The algorithm has simpler structure inspired by FP-Growth yet similar to H-Mine [33].

2.3. **Frequent itemset mining algorithm based on representation problem**

There are three approaches for frequent itemset representation by selecting the features so that the frequent itemset is more efficient. The approaches are maximal itemset, close itemset, and generator itemset (key itemset). And i itemset is called maximum if there is no longer i itemset which is a sub-itemset of the itemset [14], [15], [18], [21]. For instance, an i itemset has several items (a, b, c, d, e) and and i’ itemset has (b, d, e), and both are in a collection of documents. Thus, itemset i’ is a sub-itemset of itemset i; meaning that itemset i is maximum and itemset i’ will be removed. Close approach, in the meantime, selects features to be more efficient. An i itemset is considered close if there is no more itemset i’ which is the sub-itemset of itemset i, where itemset i and i’ have the same frequency [29], [34]. For example, itemset i has (a, b, c, d, e) and the frequency is 3, while itemset i’ has (b, d, e) and the frequency is also 3. Therefore, itemset i is considered close and itemset i’ will be removed. However, if
itemset i’ different frequency and itemset i is the super itemset, so itemset i’ will not be removed since it is a close itemset. The last itemset, generator itemset, is the opposite of close itemset. Thus, if there is no more itemset i which is the super itemset of the sub itemset i’, where itemset i and itemset i’ have the same frequency.

dEclat algorithm is actually one of the algorithm using maximal approach. Other maximal approach frequent algorithms are FPMax [35], Charm-MFI [36], Mafia [37], and GenMax [38]. LCM algorithm is an algorithm using close itemset approach and later developed into LCM ver 2 [39] and LCM ver 3 [40]. Other FIM algorithms using close itemset approach are FPClose [41], Charm [42], dCharm [43], Closet [44], Closet+ [34], DCI_Close [45][46], and AprioriClose [45]. Algorithms using generator itemset approach are PASCAL [47], DefMe [48], ZART [49], and VGEN [50].

2.4. Frequency itemset mining algorithm based on database changes and richer database type
FIM algorithm is also developing since problems arise in database; one of which is the huge size of the database, the changing database, the uncertain database, and the streaming database. Based on those problems, new FIM algorithms emerge. CP-Tree (Compact Pattern Tree) algorithm, which is a development of FP-Growth algorithm, is designed for changing database due to additional transaction [51], [52], MEIT [53]. There is also U-Apriori algorithm [54], a FIM algorithm for uncertain data. For streaming database, there are CPS-Tree [55], estDec [56], estDec+ [57], CloStream [58], and CFI-Stream [59] algorithms. Algorithms categorized into new ones for quantitative transaction database using fuzzy frequent itemset approach are FFI-Miner [60] and MFFI-Miner [61]. Sometimes there are inefficient itemsets due to irrelevant data. Thus, VME [62] and MEI [63] FIM algorithms are present to remove itemsets from the irrelevant data.

3. Frequent itemset mining for text
FIM on a text is also known as frequent word itemset (FWI) [2], [17], as one of the structured text representations. FWI perceives documents or a series of text as an itemset pattern. The FWI structure is illustrated with {\(w_1, w_2\), \(w_3, w_4\), \(\ldots\)} where \(w_1, w_2\) is FWI\(_0\), \(w_3, w_4\) and FWI\(_1\), etc. The order of FWI is according to the order of the data in the document or the text, yet elements in the FWI do not have to follow the order. This means that in the collection of FWI, it is usually followed by FWI\(_1\) and so on. Elements or items in FWI, \(w_1\) usually emerge with \(w_2\) and do not have to be in order with \(w_1\) followed by \(w_2\); however, if \(w_2\) comes earlier, then \(w_1\) will be categorized as the same FWI, so as the emergence of FWI\(_1\) and so on.

| No. | Content of document |
|-----|---------------------|
| 1   | Gue kalo nonton drama korea tuh berasa ngehipnotis gue. Secara ceritanya seru, episodenya dikit ga sampe ratusan episode. Udah gitu pemainnya enak diliat, hehe. |
| 2   | Gue lagi terhipnotis sama yang namanya drama korea. Ga bisa berhenti nonton sampe abis episodenya. Secara cuma dikit gitu loh episodenya, paling 2-3 hari kelar nontonya. |
| 3   | Temen gue bilang sekali nonton drama korea bakal ngehipnotis pengen nonton terus. Terus gue coba, eeh ternyata seru juga ceritanya, episodenya cuma dikit paling banyak 20-an, jadi ga lebay en ngebosenin. |
From the document collection in table 2, FWI representation with minimum support 50%, such as \((\text{gue, nonton})\) as FWI\(_1\) in documents 1 and 3; \((\text{gue, nonton, drama, korea})\) as FWI\(_2\) in documents 1 and 3; \((\text{gue, drama, korea, hipnotis})\) as FWI\(_3\) in documents 1, 2, and 3 is equal to \((\text{drama, korea, hipnotis, gue})\) in document 1; \((\text{drama, korea, hipnotis})\) as FWI\(_4\) in documents 1, 2, and 3; \((\text{seru, cerita})\) as FWI\(_5\) in document 1 is equal to \((\text{cerita, seru})\) in documents 1 and 2; \((\text{secara, episode, dikit})\) as FWI\(_6\) in document 1 is equal to \((\text{episode, dikit, episode})\) in documents 1 and 2; and \((\text{episode, dikit})\) as FWI\(_7\) in documents 1 and 3 is equal to \((\text{dikit, episode})\) in documents 1 and 2. Of seven FWI shaped from the example text in the table 2, the set of FWI are \{\((\text{gue, nonton})\)\} as set of FWI\(_1\); \{\((\text{gue, nonton}), (\text{drama, korea, hipnotis}), (\text{episode, dikit})\)\} as set of FWI\(_2\); \{\((\text{drama, korea, hipnotis}), (\text{cerita, seru}), (\text{episode, dikit})\)\} as set of FWI\(_3\); \{\((\text{gue, drama, korea, hipnotis}), (\text{cerita, seru})\)\} as set of FWI\(_4\); and \{\((\text{gue,drama,korea,hipnotis}), (\text{secara,episode, dikit})\)\} as set of FWI\(_5\).

4. Results and discussion

From all the FIM algorithms that keep developing, we do a survey on each algorithm to see the trends of the FIM algorithms for text data. We collected the data from Mendeley and Google Scholar since the indexing of both is complete and quite representative for publications of several resources. Table 3 shows that from 38 FIM algorithms, more than five research studies with text data use Apriori and FP-Growth algorithms, and seven FIM algorithms implemented in the research studies with text data such as AprioriTID, LCMFreq, LCM, AprioriClose, AprioriTID Close, U-Apriori, and CP-Tree. Whereas, 29 other FIM algorithms have not been found in research studies using text data. This indicates that FIM algorithms have been used to search frequent itemset from unstructured data such as texts, either in text mining, information retrieval, and natural language processing data mining. FIM basic algorithms like Apriori and FP-Growth are the most used ones. However, there are several FIM algorithms which have not been implemented in studies with text data.

| Algorithm         | How many used for research with text data |
|-------------------|------------------------------------------|
|                   | 0 | > 0 & < 5 | ≥ 5 |
| Apriori           |   |     | √   |
| AprioriTID        |   |     | √   |
| FP-Growth         |   |     | √   |
| Eclat             |   |     | √   |
| dEclat            |   |     | √   |
| Relim             |   |     | √   |
| H-Mine            |   |     | √   |
| LCMFreq           |   |     | √   |
| PrePost           |   |     | √   |
| PrePost+          |   |     | √   |
| FIN               |   |     | √   |
| SSFIM             |   |     | √   |
| FPClose           |   |     | √   |
| Charm             |   |     | √   |
| DCL_Closed        |   |     | √   |
| LCM               |   |     | √   |
| AprioriClose      |   |     | √   |
| AprioriTID Close  |   |     | √   |
| FPMax             |   |     | √   |
| Charm-MFI         |   |     | √   |
Table 3. Cont.

| Algorithm      | √ |
|----------------|---|
| DefMe          |   |
| PASCAL         | √ |
| ZART           | √ |
| Itemset-Tree   | √ |
| MEIT           | √ |
| estDec         | √ |
| estDec+        | √ |
| CloStream      | √ |
| U-Apriori      |   |
| VME            | √ |
| FFI-Miner      | √ |
| MFFI-Miner     | √ |
| CP-Tree        | √ |
| VGEN           |   |
| GenMax         |   |
| Mafia          |   |
| CPS-Tree       |   |
| MEI            |   |

5. Conclusion

FIM is a data mining technique which searches frequent itemset from transaction database. Basically FIM is used to do mining for structured data. However, FIM can also be used for unstructured data such as text which create FWI as structured representation from text. From several FIM algorithms which keep developing, only 2 out of 28 (5.26%) which are used in research studies with text data and 7 out of 38 (18.42%) which are used in research studies with text data. Whereas, 29 out of 38 (76.32%) have not been implemented in text. This becomes a possibility for future studies to implement and research FIM algorithms for text, either in text mining, information retrieval, or natural language processing.
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