Pattern Formation, Social Forces, and Diffusion Instability in Games with Success-Driven Motion
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Abstract. It is shown that success-driven motion can support the survival or spreading of cooperation through pattern formation, even where cooperation is predicted to die out according to the replicator equation, which is often used in evolutionary game theory to study the spreading and disappearance of strategies. Success-driven motion is formulated here as a function of the game-theoretical payoffs. It can change the outcome and dynamics of spatial games dramatically, in particular as it causes attractive or repulsive interaction forces. These forces act when the spatial distributions of strategies are inhomogeneous. However, even when starting with homogeneous initial conditions, small perturbations can trigger large inhomogeneities by a pattern-formation instability, when certain conditions are fulfilled. Here, these instability conditions are studied for the prisoner’s dilemma and the snowdrift game. A positive side effect of the pattern formation instability is that it can support the formation of clusters and, thereby, significantly enhance the level of cooperation in the prisoner’s dilemma and other games. Therefore, success-driven motion may be used to supplement other mechanisms supporting cooperation, like reputation or punishment. Furthermore, diffusion can sometimes trigger pattern-formation in social, economic, and biological systems, by driving the system into the unstable regime.

PACS. 02.50.Le Decision theory and game theory – 87.23.Ge Dynamics of social systems 82.40.CkPattern formation in reactions with diffusion, flow and heat transfer – 87.23.Cc Population dynamics and ecological pattern formation

1 Introduction

Game theory is a well-established theory of individual strategic interactions with applications in sociology, economics, and biology [1–9], and with many publications even in physics (see Ref. [10] for an overview). It distinguishes different behaviors, so-called strategies $i$, and expresses the interactions of individuals in terms of payoffs $P_{ij}$. The value $P_{ij}$ quantifies the result of an interaction between strategies $i$ and $j$ for the individual pursuing strategy $i$. The more favorable the outcome of the interaction is, the higher the payoff $P_{ij}$.

There are many different games, depending on the structure of the payoffs, the social interaction network, the number of interaction partners, the frequency of interaction, and so on [4,6]. Theoretical predictions for the selection of strategies mostly assume a rational choice approach, i.e. a payoff maximization by the individuals, although experimental studies [11–13] support conditional cooperativity [14] and show that moral sentiments [15] can support cooperation. Some models also take into account learning (see, e.g. [16] and references therein), where it is common to assume that more successful behaviors are imitated (copied). Based on a suitable specification of the imitation rules, it can be shown [17–19] that the resulting dynamics can be described by game-dynamical equations [20–23], which agree with replicator equations for the fitness-dependent reproduction of individuals in biology [24–26].

Another field where the quantification of human behavior in terms of mathematical models has been extremely successful concerns the dynamics of pedestrians [27], crowds [28], and traffic [29]. The related studies have led to fundamental insights into observed self-organization phenomena such as stop-and-go waves [29] or lanes of uniform walking direction [27]. In the meantime, there are many empirical [30] and experimental results [31], which made it possible to come up with well calibrated models of human motion [33,34].

Therefore, it would be interesting to know what happens if game theoretical models are combined with models of driven motion. Would we also observe self-organization phenomena in space and time? This is the main question addressed in this paper, which is structured as follows: Section 2 introduces the game-dynamical equations without spatial interactions and specifies the payoffs and model parameters for the prisoner’s dilemma and the snowdrift game. While this section serves the illustration of the problem of emergent cooperation along the lines previously studied in the literature, we will extend the model...
in Sec. 3 in order to take spatial interactions into account. In particular, we will introduce success-driven motion and diffusion. The analysis of the model in Sec. 3.1 reveals that the dynamics in games with success-driven motion can be described by (social) interaction forces. Afterwards, in Sec. 3.2, we will perform a linear stability analysis and show that games with success-driven motion tend to be unstable and to produce emergent patterns, such as clusters.

Under keywords such as “assortment” and “network reciprocity”, it has been discussed that the clustering of cooperators can amplify cooperation, in particular in the prisoner’s dilemma [35–38]. Therefore, the pattern formation instability is of prime importance to understand the emergence of cooperation between individuals. In Sec. 4, we will study the instability conditions for the prisoner’s dilemma and the snowdrift game. Moreover, we will see that games with success-driven motion and diffusion are expected to show pattern formation, where a homogeneous distribution of strategies would be stable without the presence of diffusion. It is quite surprising that sources of noise like diffusion can support the self-organization in systems, which can be described by game-dynamical equations with success-driven motion. This includes social, economic, and biological systems.

2 The Prisoner’s Dilemma without Spatial Interactions

In order to grasp the major impact of success-driven motion on the dynamics of spatial games (see Sec. 3), it is useful to investigate first the game-dynamical equations without spatial interactions. For this, we represent the proportion of individuals using a strategy \( i \) at time \( t \) by \( p(i, t) \). While the discussion can be extended to any number of strategies, we will focus on the case of two strategies only for the sake of analytical tractability. Here, \( i = 1 \) shall correspond to the cooperative strategy, \( i = 2 \) to defection. According to the definition of probabilities, we have \( 0 \leq p(i, t) \leq 1 \) for \( i \in \{1, 2\} \) and the normalization condition

\[
p(1, t) + p(2, t) = 1 .
\]

(1)

Let \( P_{ij} \) be the payoff, if strategy \( i \) meets strategy \( j \). Then, the expected payoff for someone applying strategy \( i \) is

\[
E(i, t) = \sum_{j=1}^{2} P_{ij} p(j, t) ,
\]

(2)

as \( p(j, t) \) represents the proportion of strategy \( j \), with which the payoffs \( P_{ij} \) must be weighted. The average payoff in the population of individuals is

\[
\bar{E}(t) = \sum_{l=1}^{2} E(l, t)p(l, t) = \sum_{l=1}^{2} \sum_{j=1}^{2} p(l, t)P_{lj} p(j, t) .
\]

(3)

In the game-dynamical equations, the temporal increase \( dp(i, t)/dt \) of the proportion of individuals using strategy \( i \) is proportional to the number of individuals pursuing strategy \( i \) who may imitate, i.e. basically to \( p(i, t) \). The proportionality factor, the growth rate \( \lambda(i, t) \), is given by the difference between the expected payoff \( E(i, t) \) and the average payoff \( \bar{E}(t) \):

\[
\frac{dp(i, t)}{dt} = \lambda(i, t)p(i, t) = [E(i, t) - \bar{E}(t)]p(i, t)
\]

\[
= \left( \sum_{j=1}^{2} P_{ij}p(j, t) - \sum_{l=1}^{2} \sum_{j=1}^{2} p(l, t)P_{lj} p(j, t) \right) p(i, t) .
\]

(4)

The equations (4) are known as replicator equations. They were developed in evolutionary biology to describe the spreading of “fitter” individuals through their higher reproduction success [24–26]. However, the replicator equations were also used in game theory, where they are called “game-dynamical equations” [20,21]. For a long time, it was not clear whether or why the application of these equations to the frequency \( p(i, t) \) of behavioral strategies was justified, but it has been shown that the equations can be derived from Boltzmann-like equations for imitative pair interactions of individuals, if “proportional imitation” or similar imitation rules are assumed [17–19].

It can be shown that

\[
\sum_{i=1}^{2} \frac{dp(i, t)}{dt} = 0 ,
\]

(5)

so that the normalization condition (1) is fulfilled at all times \( t \), if it is fulfilled at \( t = 0 \). Moreover, the equation \( dp(i, t)/dt = \lambda p(i, t) \) implies \( p(i, t) \geq 0 \) at all times \( t \), if \( p(i, 0) \geq 0 \) for all strategies \( i \).

We may now insert the payoffs of the prisoner’s dilemma, i.e. \( P_{11} = R, P_{12} = S, P_{21} = T, \) and \( P_{22} = P \) with

\[
T > R > P > S .
\]

(6)

Additionally, one often requires \( 2R > S+T \). The “reward” \( R \) is the payoff for mutual cooperation and the “punishment” \( P \) the payoff for mutual defection, while \( T \) is the “temptation” of unilateral defection, and a cheated cooperator receives the sucker’s payoff \( S \). While we have \( P > S \) in the prisoner’s dilemma, the snowdrift game (also known as chicken or hawk-dove game) is characterized by \( S > P \), i.e. it is defined by

\[
T > R > S > P .
\]

(7)

Inserting this into Eq. (4), we get

\[
\frac{dp(1, t)}{dt} = \left\{ Rp(1, t) + Sp(2, t) - R[p(1, t)]^2 \right. \\
- (S + T)p(1, t)p(2, t) - P[p(2, t)]^2 \right\} p(1, t) .
\]

(8)

and considering Eq. (1), i.e. \( p(2, t) = 1 - p(1, t) \), we find

\[
\frac{dp(1, t)}{dt} = \left\{ Rp(1, t) + S[1 - p(1, t)] - R[p(1, t)]^2 \right. \\
- (S + T)p(1, t)(1 - p(1, t)) - P[p(2, t)]^2 \right\} p(1, t) .
\]
\[ - (S + T)p(1,t)[1 - p(1,t)] \\
\frac{dp(1,t)}{dt} = [1 - p(1,t)] [ - A + Bp(1,t)] p(1,t) \\
+ (P + R - S - T)p(1,t) p(1,t). \quad (9) \]

This game-dynamical equation is a mean-value equation, which assumes a factorization of joint probabilities, i.e. it neglects correlations [19]. Nevertheless, the following analysis is suited to provide insights into the dynamics of the prisoner’s dilemma. Introducing the abbreviations

\[ A = P - S \quad \text{and} \quad B = P + R - S - T, \quad (10) \]

Eq. (9) can be further simplified, and we get

\[ \frac{dp(1,t)}{dt} = [1 - p(1,t)] [ - A + Bp(1,t)] p(1,t). \quad (11) \]

Obviously, shifting all payoffs \( P_{ij} \) by a constant value \( c \) does not change Eq. (11), in contrast to the case involving spatial interactions discussed later.

The stationary solutions of Equation (11) can be determined by setting \( \frac{dp(i,t)}{dt} = 0 \). We find three stationary solutions \( p(1,t) = p_k(1) \), namely

\[ p_1(1) = 0, \quad p_2(1) = 1 \quad \text{and} \quad p_3(1) = \frac{A}{B}. \quad (12) \]

Note that \( A - B = T - R > 0 \) and \( A > 0 \) in the prisoner’s dilemma, while \( A < 0 \) in the snowdrift game. Hence, in the prisoner’s dilemma we have \( p_3(1) = A/B > 1 \) (if \( B > 0 \)) or \( p_3(1) = A/B < 0 \) (if \( B < 0 \)), so that \( p_3(k) \) does not fall into the required range between 0 and 1. Therefore, \( p_3(1) \) cannot be a stationary solution of the prisoner’s dilemma. The situation is different for the snowdrift game, where \( p_3(1) = A/B < 1 \) due to \( B < A \). Note that one may add a mutation term such as

\[ Wp(2,t) - Wp(1,t) = W[1 - p(1,t)] - Wp(1,t) = 2W \left( \frac{1}{2} - p(1,t) \right) \quad (13) \]

to the right-hand side of the game-dynamical equations (11), where \( W \) denotes the mutation rate [19]. This implementation reflects spontaneous strategy mutations and modifies the stationary solutions. Specifically, \( p_1(1) \) will assume a finite value, which is close to zero for small values of \( W \) and converges to 1/2 in the limit \( W \to \infty \). Therefore, mutations increase the level \( p_1(1) = 0 \) of cooperation from zero to a finite value.

It will now be important to find out into which of these stationary solutions the system will evolve, i.e. which one is stable. For this, one typically performs a linear stability analysis as follows: First, we define deviations \( \delta p(1,t) = p(1,t) - p_k(1) \) from the stationary state \( p_k(1) \). This may be inserted into Eq. (11) to give

\[ \frac{d\delta p(1,t)}{dt} = [1 - p_k(1) - \delta p(1,t)] \]
\[ \times [-A + Bp_k(1) + B \delta p(1,t)] \]
\[ \times [p_k(1) + \delta p(1,t)] \]
\[ = \left\{ [1 - p_k(1)]p_k(1) + [1 - 2p_k(1)] \delta p(1,t) - [\delta p(1,t)]^2 \right\} \]
\[ \times [-A + Bp_k(1) + B \delta p(1,t)]. \quad (14) \]

If we concentrate on sufficiently small deviations \( \delta p(1,t) \), terms containing factors \( [\delta p(1,t)]^m \) with an integer exponent \( m > 1 \) can be considered much smaller than terms containing a factor \( \delta p(1,t) \). Therefore, we may linearize the above equations by dropping higher-order terms proportional to \( [\delta p(1,t)]^m \) with \( m > 1 \). This gives

\[ \frac{d\delta p(1,t)}{dt} = \left\{ [1 - p_k(1)]p_k(1) + [1 - 2p_k(1)] \delta p(1,t) \right\} \]
\[ \times [-A + Bp_k(1) + B \delta p(1,t)] \]
\[ = [1 - 2p_k(1)] \delta p(1,t)[-A + Bp_k(1)] \]
\[ + [1 - p_k(1)]p_k(1)B \delta p(1,t), \quad (15) \]

as \( [1 - p_k(1)]p_k(1)[-A + Bp_k(1)] = 0 \) for all stationary solutions \( p_k(1) \). With the abbreviation

\[ \lambda_k = [1 - 2p_k(1)][-A + Bp_k(1)] + [1 - p_k(1)]p_k(1)B, \quad (16) \]

we can write

\[ \frac{d\delta p(1,t)}{dt} = \lambda_k \delta p(1,t). \quad (17) \]

If \( \lambda_k < 0 \), the deviation \( \delta p(1,t) \) will exponentially decay with time, i.e. the solution will converge to the stationary solution \( p_k(1) \), which implies its stability. If \( \lambda_k > 0 \), however, the deviation will grow in time, and the stationary solution \( p_k(1) \) is unstable. For \( p_1(1) = 0 \), \( p_2(1) = 1 \), and \( p_3(1) = A/B \), we can easily find

\[ \lambda_1 = -A, \quad \lambda_2 = A - B, \quad \text{and} \quad \lambda_3 = A \left( 1 - \frac{A}{B} \right), \quad (18) \]

respectively. Due to \( A - B = T - R > 0 \), the solution \( p_2(1) = 1 \) corresponding to 100% cooperators is unstable with respect to perturbations, i.e. it will not persist. Moreover, the solution \( p_1(1) = 0 \) will be stable in the prisoner’s dilemma because of \( A = P - S > 0 \). In case of no mutation \( (W = 0) \), this corresponds to 0% cooperators and 100% defectors, which agrees with the expected result for the one-shot prisoner’s dilemma (if individuals decide according to rational choice theory). In the snowdrift game, however, the stationary solution \( p_1(1) = 0 \) is unstable due to \( A = P - S < 0 \), while the additional stationary solution \( p_3(1) = A/B < 1 \) is stable. Hence, in the snowdrift game we expect the establishment of a fraction \( A/B \) of cooperators.

In summary, for the prisoner’s dilemma, there is no evolutionarily stable solution with a finite percentage of cooperators, if we do not consider spontaneous strategy mutations (and neglect the effect of spatial correlations through the applied factorization assumption). According
to the above, cooperation in the PD is essentially expected to disappear. In the following, we will show that this conclusion does not hold for populations where cooperators and defectors are allowed to form patterns in space, which corresponds to an inhomogeneous distribution of cooperators and defectors. Moreover, we will demonstrate that random motion (“diffusion” in space) stabilizes the stationary solution \( p_1(1) \) with 0% cooperators (or a small percentage of cooperators in the presence of spontaneous strategy mutations), while success-driven motion can destabilize this solution, which gives rise to spatial pattern formation in the population. Together with the well-known fact that a clustering of cooperators can promote cooperation [36–38,35], pattern formation can amplify the level of cooperation, as was shown in Ref. [39].

### 3 Taking into Account Success-Driven Motion and Diffusion in Space

We now assume that individuals are distributed over different locations \( x \in [0, L] \) of a one-dimensional space. A generalization to multi-dimensional spaces is easily possible. Without loss of generality, we assume \( L = 1 \) (which can always be reached by a scaling of \( x \) by \( L \)). In the following, the proportion of individuals using strategy \( i \) at time \( t \) and at a location between \( x \) and \( x + dx \) is represented by \( p(i,x,t)dx \) with \( p(i,x,t) \geq 0 \). Due to the spatial degrees of freedom, the proportion of defectors is not immediately given by the the proportion of cooperators anymore, and the normalization condition (1) is replaced by the less restrictive equation

\[
\sum_{i=1}^{2} \int_{0}^{L} dx p(i,x,t) = 1. \tag{19}
\]

If \( \rho(i,x,t) = p(i,x,t)N/L \) represents the density of individuals pursuing strategy \( i \) at location \( x \) and time \( t \), we can also transfer this into the form

\[
\sum_{i=1}^{2} \int_{0}^{L} dx \rho(i,x,t) = \frac{N}{L} = \rho, \tag{20}
\]

where \( N \) is the total number of individuals in the system and \( \rho \) their average density.

Note that one may also consider to treat unoccupied space formally like a third strategy \( i = 0 \). In this case, however, the probabilities \( p(i,x,t) \) add up to one in all locations, which means

\[
p(0,x,t) = 1 - p(1,x,t) - p(2,x,t) \tag{21}
\]

and

\[
\frac{\partial p(0,x,t)}{\partial t} = \frac{-\partial p(1,x,t)}{\partial t} - \frac{\partial p(2,x,t)}{\partial t}. \tag{22}
\]

Therefore, \( p(0,x,t) \) can be eliminated from the system of equations, because unoccupied space does not interact with strategies 1 and 2. As a consequence, the dynamics in spatial games with success-driven motion is different from spatial games considering volunteering [40].

Let us now extend the game-dynamical equations according to

\[
\frac{\partial p(i,x,t)}{\partial t} = \left[ \sum_{j=1}^{2} \frac{p_{ij}p(j,x,t)}{p(i,x,t)} - \sum_{j=1}^{2} \int_{0}^{L} p(j,x,t)p(i,j,x,t) \right] \rho(i,x,t) - \rho \frac{\partial E(i,x,t)}{\partial x} + D \rho \frac{\partial^2 p(i,x,t)}{\partial x^2} \tag{23}
\]

with the local expected success

\[
E(i,x,t) = \sum_{j=1}^{2} P_{ij}p(j,x,t), \tag{24}
\]

compare Eq. (2). \( \partial p(i,x,t)/\partial t \) represents the (partial) time derivative, while \( D \) are diffusion constants. Assuming an additional smoothing term \( D \rho \frac{\partial^2 p(i,x,t)}{\partial x^2} \) with a small constant \( D > 0 \) on the right-hand side of Eq. (23) makes the numerical solution of this model well-behaved. In order to take into account capacity constraints (saturation effects), one could introduce a prefactor

\[
C(x,t) = 1 - \sum_{i=1}^{2} \frac{p(i,x,t)N}{\rho_{\max}L} \geq 0, \tag{25}
\]

where \( \rho_{\max} \geq N/L > 0 \) represents the maximum density of individuals. In the following, however, we will focus on the case \( C = 1 \), which allows a local accumulation of individuals.

Equation (23) can be generalized to multi-dimensional spaces by replacing the spatial derivative by the divergence operator. However, our main results can already be demonstrated for the simpler, one-dimensional case discussed here. The first term in square brackets on the right-hand side of Eq. (23) assumes that locally, an imitation of more successful strategies occurs. The second term models success-driven motion [41,42], and the last term represents diffusion. Note that, for simplicity, the specifications of imitation and success-driven motion are based on local interactions, while the formalism can be extended to interactions with neighboring locations as well.

The notion of success-driven motion is justified for the following reason: Comparing the term describing success-driven motion with a Fokker-Planck equation [43], one can conclude that it corresponds to a systematic drift with speed

\[
V(i,x,t) = \frac{\partial E(i,x,t)}{\partial x} \tag{26}
\]

i.e. individuals move into the direction of the gradient of the expected payoff, i.e. the direction of the (greatest)
increase of $E(i,x,t)$. The last term in Eq. (23) is a diffusion term which reflects effects of random motion in space [43]. It can be easily seen that, for $D_i > 0$, the diffusion term has a smoothing effect: It eventually reduces the proportion $p(i,x,t)$ in places $x$ where the second spatial derivative $\partial^2 p/\partial x^2$ is negative, in particular in places $x$ where the distribution $p(i,x,t)$ has maxima in space. In contrast, the proportion $p(i,x,t)$ increases in time, where $\partial^2 p/\partial x^2 > 0$, e.g. where the distribution has its minima.

### 3.1 Definition of Social Forces for Migration Games

When writing Eq. (26) explicitly, it becomes

$$V(i,x,t) = \sum_{j=1}^2 P_{ij} \frac{\partial p(j,x,t)}{\partial x} = \sum_{j=1}^2 f_{ij}(x,t).$$

(27)

Here, the expression

$$f_{ij}(x,t) = P_{ij} \frac{\partial p(j,x,t)}{\partial x}$$

(28)

(which can be extended by a saturation effects), may be interpreted as interaction force (“social force”) exerted by individuals using strategy $j$ on an individual using strategy $i$. It is visible that the sign of $P_{ij}$ determines the character of the force. The force is attractive for positive payoffs $P_{ij} > 0$ and repulsive for negative payoffs $P_{ij} < 0$. The direction of the force, however, is determined by spatial changes $\partial p(j,x,t)/\partial x$ in the strategy distribution $p(j,x,t)$ (i.e. not by the strategy distribution itself).

It is not the size of the payoffs $P_{ij}$ which determines the strength of the interaction force, but the payoff times the gradient of the distribution of the strategy $j$ one interacts with (and the availability and reachability of more favorable neighboring locations, if the saturation prefactor $C$ is taken into account). Due to the dependence on the gradient $\partial p(j,x,t)/\partial x$, the impact of a dispersed strategy $j$ on individuals using strategy $i$ is negligible. This particularly applies to scenarios with negative self-interactions ($P_{ij} < 0$).

Note that success-driven motion may be caused by repulsion away from the current location or by attraction towards more favorable neighborhoods. An interesting case is the game with the payoffs $P_{11} = P_{22} = -P$ and $P_{12} = P_{21} = Q > P$, where we have negative self-interactions among identical strategies and positive interactions between different strategies. Simulations for the no-imitation case show that, despite of the dispersive tendency of each strategy, strategies tend to agglomerate in certain locations thanks to the stronger attractive interactions between different strategies (see Fig. 3 in Ref. [42]).

The idea of social forces is long-standing. Montroll used the term to explain logistic growth laws [44], and Lewin introduced the concept of social fields to the social sciences in analogy to electrical fields in physics [45]. However, a formalization of a widely applicable social force concept was missing for a long time. In the meantime, social forces were successfully used to describe the dynamics of interacting vehicles [29] or pedestrians [27], but here the attractive or repulsive nature was just assumed. Attempts to systematically derive social forces from an underlying decision mechanism were based on direct pair interactions in behavioral spaces (e.g. opinion spaces), with the observation that imitative interactions or the readiness for compromises had attractive effects [19,46]. Here, for the first time, we present a formulation of social forces in game-theoretical terms. Considering the great variety of different games, depending on the respective specification of the payoffs $P_{ij}$, this is expected to find a wide range of applications, in particular as success-driven motion has been found to produce interesting and relevant pattern formation phenomena [42,39].

### 3.2 Linear Stability Analysis

In order to understand spatio-temporal pattern formation, it is not enough to formulate the (social) interaction forces determining the motion of individuals. We also need to grasp, why spatial patterns can emerge from small perturbations, even if the initial distribution of strategies is uniform (homogeneous) in space.

Assuming periodic boundary conditions (i.e. a circular space), we have $p(i,L,t) = p(i,0,t)$ and $\partial^2 p(i,L,t)/\partial x^2 = \partial^2 p(i,0,t)/\partial x^2$. By means of partial integration, one can prove that

$$\frac{\partial}{\partial t} \int_0^L dx \, p(i,x,t) = 0,$$

(29)

so that the normalization condition (19) is fulfilled. Furthermore, it can be shown that $p(i,x,t) \geq 0$ for all times $t$, if this is true for $t = 0$ for all strategies $i$ and locations $x$.

If Eq. (23) is written explicitly for $i = 1$, we get

$$\frac{\partial p(1,x,t)}{\partial t} = \left\{ P_{11} p(1,x,t) + P_{12} p(2,x,t) - P_{11} [p(1,x,t)]^2 - (P_{12} + P_{21}) p(1,x,t) p(2,x,t) - P_{22} [p(2,x,t)]^2 \right\} F_{12}(x,t) - \frac{\partial}{\partial x} \left\{ \left[ P_{11} \partial p(1,x,t)/\partial x \right. \right.$$

$$\left. + P_{12} \partial p(2,x,t)/\partial x \right\} F_{12}(x,t) + D_i \frac{\partial^2 p(1,x,t)}{\partial x^2},$$

(30)
and the equation for $i = 2$ looks identical, if only $p(1, x, t)$ and $p(2, x, t)$ are exchanged in all places, and the same is done with the indices 1 and 2. We will now assume a homogeneous initial condition $p(i, x, 0) = p(i, 0)$ (i.e. a uniform distribution of strategies $i$ in space) and study the spatio-temporal evolution of the deviations $\delta p(i, x, t) = p(i, x, t) - p(i, 0)$. Let us insert for $p(1, 0)$ one of the values $p_k(1)$, which are stationary solutions of the partial differential equation (23) due to $p(0, x, 0) = [1 - p(1, 0)]$ for $L = 1$. Assuming small deviations $\delta p(i, x, t)$ and linearizing Eq. (30) by neglecting non-linear terms, we obtain

$$\frac{\partial \delta p(1, x, t)}{\partial t} = \left\{ P_{11}p(1, 0) + P_{12}p(2, 0) - P_{11}[p(1, 0)]^2 \right\}$$

$$- (P_{12} + P_{21})p(1, 0)p(2, 0)$$

$$- 2P_{12}p(0, 0)\delta p(1, x, t) - 2P_{21}p(0, 0)\delta p(2, x, t)$$

$$- 2P_{12}p(2, 0)\delta p(1, x, t) + 2P_{21}p(2, 0)\delta p(2, x, t)$$

$$- p(1, 0)\left( P_{11} \frac{\partial^2 \delta p(1, x, t)}{\partial x^2} \right)$$

$$+ P_{12} \frac{\partial^2 \delta p(2, x, t)}{\partial x^2}$$

$$+ D_1 \frac{\partial^2 \delta p(1, x, t)}{\partial x^2}.$$  (31)

Again, a mutation term $W[\delta p(2, x, t) - \delta p(1, x, t)]$ reflecting spontaneous strategy changes may be added, see Eq. (13). The analogous equation for $\delta p(2, x, t)$ is obtained by exchanging strategies 1 and 2.

In Eq. (31), it can be easily seen that success-driven motion with $P_{ij} > 0$ has a similar functional form, but the opposite sign as the diffusion term. While the latter causes a homogenization in space, success-driven motion can cause local agglomeration [42], first of all for $P_{ij} > 0$.

It is known that linear partial differential equations like Eq. (31) are solved by (a superposition of) functions of the kind

$$\delta p(i, x, t) = e^{\lambda t} \left[ a_i \cos(kx) + b_i \sin(kx) \right],$$  (32)

where $a_i$ and $b_i$ are initial amplitudes, $\lambda = \lambda(k)$ is their growth rate (if positive, or a decay rate, if negative), and $k = k_n = 2\pi n/L$ with $n \in \{1, 2, \ldots\}$ are possible “wave numbers”. The “wave length” $2\pi/k = L/n$ may be imagined as the extension of a cluster of strategy $i$ in space. Obviously, possible wave lengths in case of a circular space of diameter $L$ are fractions $L/n$. The general solution of Eq. (31) is

$$\delta p(i, x, t) = \sum_{n=1}^{\infty} e^{\lambda(k_n)t} \left[ a_{i,n} \cos(k_n x) + b_{i,n} \sin(k_n x) \right],$$  (33)

i.e. a linear superposition of solutions of the form (32) with all possible wave numbers $k_n$. For $t = 0$, the exponential prefactor $e^{\lambda(k_n)t}$ becomes 1, and Eq. (33) may then be viewed as the Fourier series of the spatial dependence of the initial condition $\delta p(i, x, 0)$. Hence, the amplitudes $a_{i,n}$ and $b_{i,n}$ correspond to the Euler-Fourier coefficients [47].

Let us now determine the possible eigenvalues $\lambda(k)$. For the ansatz (32), we have $\partial \delta p(i, x, t)/\partial t = \lambda \delta p(i, x, t)$ and $\partial^2 \delta p(i, x, t)/\partial x^2 = -\kappa^2 \delta p(i, x, t)$. Therefore, the linearized equations can be cast into the following form of an eigenvalue problem with eigenvalues $\lambda$:

$$\begin{pmatrix} \delta p(1, x, t) \\ \delta p(2, x, t) \end{pmatrix} = \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{pmatrix} \begin{pmatrix} \delta p(1, x, t) \\ \delta p(2, x, t) \end{pmatrix}.$$  (34)

Here, we have introduced the abbreviations

$$M_{11} = A_{11} + [p(1, 0)P_{11} - D_1]\kappa^2,$$

$$M_{12} = A_{12} + p(1, 0)P_{12}\kappa,$$

$$M_{21} = A_{21} + p(2, 0)P_{21}\kappa,$$

$$M_{22} = A_{22} + [p(2, 0)P_{22} - D_2]\kappa^2$$

with

$$A_{11} = P_{11}p(1, 0) + P_{12}p(2, 0) - P_{11}[p(1, 0)]^2$$

$$- (P_{12} + P_{21})p(1, 0)p(2, 0)$$

$$- 2P_{12}p(0, 0)\delta p(1, x, t) - 2P_{21}p(0, 0)\delta p(2, x, t)$$

$$- 2P_{12}p(2, 0)\delta p(1, x, t) + 2P_{21}p(2, 0)\delta p(2, x, t)$$

$$- p(1, 0)\left( P_{11} \frac{\partial^2 \delta p(1, x, t)}{\partial x^2} \right)$$

$$+ P_{12} \frac{\partial^2 \delta p(2, x, t)}{\partial x^2}$$

$$+ D_1 \frac{\partial^2 \delta p(1, x, t)}{\partial x^2}.$$  (31)

The eigenvalue problem (34) can only be solved, if the determinant of the matrix $(M - \lambda I)$ vanishes, where $I$ denotes the unit matrix [47]. In other words, $\lambda$ are solutions of the so-called “characteristic polynomial”

$$\left( M_{11} - \lambda \right)\left( M_{22} - \lambda \right) - M_{12}M_{21} = 0.$$  (40)

This polynomial is of degree 2 in $\lambda$ and has the following two solutions:

$$\lambda = \frac{M_{11} + M_{22}}{2} \pm \frac{1}{2} \sqrt{(M_{11} + M_{22})^2 - 4(M_{11}M_{22} - M_{12}M_{21})}.$$  (41)

Now, we will focus on the particularly interesting case, where the mathematical expression under the root is nonnegative (but the case of a negative value if $4M_{12}M_{21} <$
\[-(M_{11} - M_{22})^2\] could be treated as well). It can be shown that \(\lambda\) becomes positive, if one of the following instability conditions is fulfilled:

\[
M_{11} + M_{22} > 0 \tag{42}
\]
or

\[
M_{11}M_{22} < M_{12}M_{21} \tag{43}
\]

In this case, we expect the amplitudes of the small deviations \(\delta p(i, x, t)\) to grow over time, which gives rise to spatial pattern formation (such as segregation). Inserting the abbreviations (35) to (38), the instability conditions become

\[
\left\{ A_{11} + [p(1,0)P_{11} - D_1]\kappa^2 \right\} \\
+ \left\{ A_{22} + [p(2,0)P_{22} - D_2]\kappa^2 \right\} > 0 \tag{44}
\]

and

\[
\left\{ A_{11} + [p(1,0)P_{11} - D_1]\kappa^2 \right\} \\
\times \left\{ A_{22} + [p(2,0)P_{22} - D_2]\kappa^2 \right\} \\
< \left[ A_{12} + p(1,0)P_{12}\kappa^2 \right] \left[ A_{21} + p(2,0)P_{21}\kappa^2 \right]. \tag{45}
\]

If \(\kappa\) is large enough (i.e. if the related cluster size is sufficiently small), the terms resulting from the right-hand side of the replicator equation (4) become negligible, and the inequalities (45), (44) simplify to

\[
p(1,0)P_{11} + p(2,0)P_{22} > D_1 + D_2 \tag{46}
\]

and

\[
[p(1,0)P_{11} - D_1][p(2,0)P_{22} - D_2] < p(1,0)P_{12}p(2,0)P_{21}. \tag{47}
\]

Roughly speaking (neglecting diffusion effects), Eq. (47) says that the interactions between different strategies (measured by the product of the related payoffs \(P_{ij}\) and \(P_{jk}\)) must be stronger than the interactions among identical strategies (measured by the product of the related payoffs \(P_{ij}\) and \(P_{ki}\)). Before, this instability condition has been studied in the context of success-driven motion without imitation and for games with symmetrical payoff matrices (i.e. \(P_{ij} = P_{ji}\)), which show a particular behavior [48]. Over here, in contrast, we investigate continuous spatial games involving imitation (selection of more successful strategies), and focus on asymmetrical games such as the prisoner’s dilemma and the snowdrift game (see Sec. 4), which behave very differently.

Generally speaking, if condition (47) is fulfilled, we expect emergent spatio-temporal pattern formation, specifically the self-organization of cooperative clusters, and a related increase in the level of cooperation. When spatial interactions are neglected, we stay with Eq. (11) and cannot find this favorable pattern-formation effect.

### 4 Results for the Prisoner’s Dilemma and the Snowdrift Game

Let us now discuss a variety of different cases:

1. In case of diffusive motion only (i.e. no success-driven motion), Eq. (46) must be replaced by

\[
0 > D_1 + D_2 \tag{48}
\]

and (47) by

\[
D_1D_2 < 0, \tag{49}
\]

which cannot be fulfilled. Therefore, diffusion without success-driven motion cannot support cooperation.

2. In the case of success-driven motion with \(P_{11} = R\), \(P_{12} = S\), \(P_{21} = T\), and \(P_{22} = P\), Eq. (47) becomes

\[
[p(1,0)R - D_1][p(2,0)P - D_2] < p(1,0)p(2,0)ST, \tag{50}
\]

while Eq. (46) implies

\[
p(1,0)R + p(2,0)P > D_1 + D_2. \tag{51}
\]

Considering \(p(2,0) = 1 - p(1,0)\), this gives

\[
[p(1,0)R - D_1][\{1 - p(1,0)\}P - D_2] < p(1,0)[1 - p(1,0)]ST, \tag{52}
\]

and

\[
p(1,0)R + [1 - p(1,0)]P > D_1 + D_2. \tag{53}
\]

These instability conditions hold for both, the prisoner’s dilemma and the snowdrift game. Note, however, that condition (52) is not invariant with respect to shifts of all payoffs \(P_{ij}\) by a constant value \(c\), in contrast to the replicator equations (9).

3. In case of the prisoner’s dilemma, the stable stationary solution for the case without spontaneous strategy changes is \(p(1,0) = p_1(1) = 0\), which simplifies the instability conditions further, yielding

\[
-D_1(P - D_2) < 0, \tag{54}
\]

and

\[
P > D_1 + D_2. \tag{55}
\]

In order to fulfill one of these conditions, the punishment \(P\) must be large enough to support pattern formation. Specifically, we require \(P > D_2 \geq 0\).

4. In the special case \(P = S = 0\) discussed in Ref. [39], a finite value of \(p(1,0)\) is needed (which can be easily reached by spontaneous strategy changes): One can show that Eqs. (52) and (53) become

\[
-|p(1,0)R - D_1|D_2 < 0 \tag{56}
\]

and

\[
p(1,0)R > D_1 + D_2, \tag{57}
\]

which requires \(p(1,0)R > D_1\).
5. Neglecting diffusion for a moment (i.e. setting $D_1 = D_2 = 0$), no pattern formation should occur, if the condition

$$RP > ST$$

(58)

and, at the same time,

$$p(1,0)R + [1 - p(1,0)]P < 0$$

(59)

is fulfilled. Equation (58) implies the stability condition

$$S < \frac{RP}{T}.$$ 

(60)

Besides $T > R$, we have to consider here that $S < P$ in the prisoner’s dilemma and $S > P$ in the snowdrift game (see Fig. 1). Of course, we also need to take into account Eq. (59), which implies $P < 0$ for the stationary solution $p(1,0) = p_1(1) = 0$ of the prisoner’s dilemma and generally

$$P < -\frac{p(1,0)R}{1 - p(1,0)}.$$ 

(61)

In case of the snowdrift game [49], it is adequate to insert the stationary solution $p(1,0) = p_3(1) = A/B$, which is stable in case of no spatial interactions. This leads to the condition

$$P < -\frac{p_3(1)R}{1 - p_3(1)} = \frac{AR}{A - B} = \frac{(P - S)R}{T - R},$$

(62)

that is

$$SR < (2R - T)P.$$ 

(63)

The question is, whether this condition will reduce the previously determined area of stability given by $S < RP/T$ with $P < 0$, see Eq. (60) and Fig. 1. This would be the case, if $(2 - T/R)P > RP/T$, which by multiplication with $RT/P$ becomes $(2RT - T^2) > R^2$ or $(T - R)^2 < 0$. Since this condition cannot be fulfilled, it does not impose any further restrictions on the stability area in the snowdrift game.

6. Finally, let us assume that the stability conditions $ST - RP < 0$ and $p(1,0)R + [1 - p(1,0)]P < 0$ for the case without diffusion ($D_1 = D_2 = 0$) are fulfilled, so that no patterns will emerge. Then, depending on the parameter values, the instability condition following from Eq. (52),

$$-(D_1 - D_2)\frac{[1 - p(1,0)]}{0} P$$

$$< D_2 \frac{[p(1,0)R + [1 - p(1,0)]P]}{0 < 0}$$

$$-D_1\frac{D_2 + p(1,0)[1 - p(1,0)]}{\geq 0} (ST - RP),$$

(64)

may still be matched, if $(D_1 - D_2)$ is sufficiently large. Therefore, asymmetrical diffusion $(D_1 \neq D_2)$ can trigger a pattern formation instability, where the spatio-temporal strategy distribution without diffusion would be stable. The situation is clearly different for symmetrical diffusion with $D_1 = D_2$, which cannot support pattern formation.

![Fig. 1. Payoff-dependence of pattern-formation in the prisoner’s dilemma with $S < P$ and the snowdrift game with $S > P$ according to a linear stability analysis for spatial games with success-driven motion and no diffusion. One can clearly see that pattern-formation prevails (green area), and that there is only a small area for $P < 0$ (marked red), where a homogeneous initial condition is stable with respect to perturbations or fluctuations.](image)

5 Summary and Outlook

In this paper, we have started from the game-dynamical equations (replicator equation), which can be derived from imitative pair interactions between individuals [17,18]. It has been shown that zero cooperation is expected in the prisoner’s dilemma, if no spontaneous strategy mutations are taken into account, otherwise there will be a finite, but usually low level of cooperation. In the snowdrift game, in contrast, the stationary solution corresponding to no cooperation is unstable, and there is a stable solution with a finite level of cooperation.

These introductory considerations have been primarily performed to illustrate the major differences caused by the introduction of spatial interactions based on success-driven motion and diffusion. While diffusion itself tends to support homogeneous strategy distributions rather than pattern formation, success-driven motion implies an unstable spatio-temporal dynamics under a wide range of conditions. As a consequence, small fluctuations can destabilize a homogeneous distribution of strategies. Under such conditions, the formation of emergent patterns is expected. The resulting dynamics may be understood in terms of social forces, which have been formulated here in game-theoretical terms.

For the case without imitation of superior strategies and symmetrical payoffs ($P_{ij} = P_{ji}$), it has been shown [48] that the instability conditions predict the results of
agent-based simulations with a discretized version of the above proposed model surprisingly well. This is also expected to be true for the non-symmetrical games studied here, in particular as we found that the influence of imitation on the instability condition is negligible, if the wave number \( k \) characterizing inhomogeneities in the initial distribution is large. This simplified the stability analysis a lot. Moreover, it was shown that asymmetrical diffusion can drive our game-theoretical model with success-driven motion from the stable regime into the unstable regime, which reminds of the Turing instability [50–52] and noise-induced transitions [53]. However, the underlying equations are very different, as is elaborated in Ref. [48].

Finally, note that migration may be considered as one realization of success-driven motion. Before, the statistics of migration behavior was modeled by the gravity law [54,55] or entropy approaches [56,57], while the dynamics was described by partial differential equations [58,59] and models from statistical physics [60]. The particular potential of the approach proposed in this paper lies in the integration of migration into a game-theoretical framework, as we formalize success-driven motion in terms of payoffs and strategy distributions in space and time. Such integrated approaches are needed in the social sciences to allow for consistent interpretations of empirical findings within a consistent framework.
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