Straightening skewed markets with an index tracking optimizationless portfolio

Daniele Bufalo¹, Michele Bufalo², Francesco Cesarone³*, Giuseppe Orlando⁴

¹ University of Bari - Department of Computer Science
daniele.bufalo@uniba.it

² Sapienza University of Rome - Department of Methods and Models for Economics, Territory and Finance
michele.bufalo@uniroma1.it

³ Roma Tre University - Department of Business Studies
francesco.cesarone@uniroma3.it

⁴ University of Bari - Department of Finance and Economics
giuseppe.orlando@uniba.it

* Corresponding author

March 28, 2022

Abstract
Among professionals and academics alike, it is well known that active portfolio management is unable to provide additional risk-adjusted returns relative to their benchmarks. For this reason, passive wealth management has emerged in recent decades to offer returns close to benchmarks at a lower cost. In this article, we first refine the existing results on the theoretical properties of oblique Brownian motion. Then, assuming that the returns follow skew geometric Brownian motions and that they are correlated, we describe some statistical properties for the ex-post, the ex-ante tracking errors, and the forecasted tracking portfolio. To this end, we develop an innovative statistical methodology, based on a benchmark-asset principal component factorization, to determine a tracking portfolio that replicates the performance of a benchmark by investing in a subset of the investable universe. This strategy, named hybrid
Principal Component Analysis (hPCA), is applied both on normal and skew distributions. In the case of skew-normal returns, we propose a framework for calibrating the model parameters, based on the maximum likelihood estimation method. For testing and validation, we compare four alternative models for index tracking. The first two are based on the hPCA when returns are assumed to be normal or skew-normal. The third model adopts a standard optimization-based approach and the last one is used in the financial sector by some practitioners. For validation and testing, we present a thorough comparison of these strategies on real-world data, both in terms of performance and computational efficiency. A noticeable result is that, not only, the suggested lean PCA-based portfolio selection approach compares well versus cumbersome algorithms for optimization-based portfolios, but, also, it could provide a better service to the asset management industry.
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1 Introduction

Passive asset management has gained momentum in the last decade shifting the focus from fund picking and management selection to asset allocation. This is because of clear evidence that actively managed funds consistently underperform their benchmarks. This has been reported by popular publications such as the so-called S&P Indices Versus Active (SPIVA) scorecard (S&P Dow Jones Indices, 2021) and the literature. For example, Crane and Crotty (2018) argue “stochastic dominance tests suggest no risk-averse investor should choose a random active fund over a random index fund”.

To confirm that, Table 1 reports that the percentage of USA equity funds outperformed by the S&P500 index over 15 years of data varies from 63% in the short term to 87% in the long term (similar results are available for fixed income funds).

|            | 1-YEAR (%) | 3-YEAR (%) | 5-YEAR (%) | 10-YEAR (%) | 15-YEAR (%) |
|------------|------------|------------|------------|-------------|-------------|
| S&P500     | 63.17      | 71.24      | 77.97      | 82.06       | 86.92       |

Table 1: Percentage of USA equity funds outperformed by the S&P500 index (S&P Dow Jones Indices, 2020b).
A consequence of that is the growing importance of alternative investments, the offer of absolute return funds, and a massive boost to passive management so that, a company like Black Rock, with almost USD 9 trillion of assets under management (Black Rock SEC report, 2021), has become the biggest company in the wealth management industry.

Passive management managed funds could track their benchmark either by holding all the stocks or by investing in futures. The first approach is problematic in the sense that it may involve a large number of transactions, the second exposes the investor to the rollover and risk of derivative markets (mostly OTC) and related liquidity, credit and counterparty risk.

Index tracking (IT) is a popular problem for tackling passive management portfolio constructions and it has received large attention in the literature. Comprehensive surveys are contained in Beasley et al (2003) and Canakgoz and Beasley (2009). Over the past decade, the inclusion of constraints, that better adapt the IT models to real-world applications, has led to an increase in the complexity of models. Index tracking, basically, consists of a constrained optimization problem, where the distance between a given benchmark and the tracking portfolio is minimized by using a predefined number of assets less than those available in the investment universe. This cardinality constrained minimization with a quadratic tracking error measure has been proven to be NP-Hard by Ruiz-Torrubiano and Suárez (2009). Consequently, solving IT problems poses serious challenges in terms of the computational burden, especially for large-size problems.

The main aim of this paper is to develop a new statistical method based on an improved Principal Component Analysis (PCA), by which we provide an optimizationless strategy for building a tracking (small) portfolio that replicates a benchmark. More precisely, assuming that assets’ returns may be skew-normal, we present a procedure based on the similarities between the eigenvalues determined by a PCA on each benchmark-asset pair, for the selection of assets to be included in the tracking portfolio. Such a portfolio, as we shall see, exhibits promising index tracking capabilities. Apart from the dramatic gain in computation speed, the advantage is to provide a viable solution to the asset management industry in terms of both reliability of tracking error expectations and reductions of losses in turbulent markets. To achieve this, our contributions are manifold.

First of all, a) we refine existing results on the theoretical properties of the skew Brownian motion. Then, b) assuming that the returns follow skew geometric Brownian motions and that they are correlated, we describe some statistical properties for the \textit{ex-post} tracking error, the \textit{ex-ante} tracking error, and the forecasted tracking portfolio. To this end, c) we develop an innovative sta-
tistical methodology, based on a benchmark-asset principal component factorization, to determine a tracking portfolio that replicates the performance of a benchmark by investing in a subset of the investable universe. This strategy, named hybrid PCA (hPCA), is applied both on normal and skew distributions. In the case of skew-normal returns, d) we propose a procedure for calibrating the model parameters, based on the maximum likelihood estimation method. For testing, e) we compare four alternative models for index tracking. The first two are based on the hPCA when returns are assumed to be normal or skew-normal. The third model adopts a well-known approach from the literature (see, e.g., Scozzari et al, 2013) and the last one is used in the financial sector by some practitioners. For validation and testing, we present a thorough comparison of these strategies on real-world data, both in terms of performance and computational efficiency.

The rest of this article is organized as follow. Section 1.1 provides a brief account of the literature. In Section 2, we discuss several properties of the skew-normal random variables, and of the skew arithmetic and geometric Brownian motions, which are relevant to our framework. The portfolio selection models for index tracking are presented in Section 3. More precisely, in Section 3.1 we introduce the hPCA approach for normal and skew-normal returns, while in Section 3.2 we describe two portfolio optimization models for index tracking used in the literature and the financial industry. In Section 4, all these IT strategies are tested on real-world data and compared both in terms of performance and computational efficiency. Section 5 concludes.

1.1 Literature review

In this section, we provide a brief review that seeks to cover all the mathematical and statistical literature involved in the present research. Clearly, the following account is not intended to be exhaustive of the literature, but only highlights the different theoretical and practical aspects we have focused on.

As mentioned in the introduction, in this article we illustrate an index tracking (IT) strategy that minimizes the tracking error between a tracking portfolio and its benchmark by selecting a small number of constituents without resorting to any optimization method.

On index tracking portfolios

Index tracking portfolios have been studied in the literature since the 1990’s (Roll, 1992; Rudolf et al, 1999). Among the former, Frino and Gallagher (2002) reported that actively managed equity funds
in Australia were affected by a significant tracking error. To reduce that, Focardi and Fabozzi (2004) suggested clustering the portfolio in a way to discover the correlation and cointegration structure of the benchmark to avoid the burden of forecasting and optimization.

Early index tracking overviews and related approaches can be found in Beasley et al (2003); Canakgoz and Beasley (2009); Guastaroba and Speranza (2012); Wang et al (2012); Edirisinghe (2013); Scozzari et al (2013). One can mention Beasley et al (2003); Guastaroba and Speranza (2012) on heuristic approaches to the IT portfolio optimization and Canakgoz and Beasley (2009) on mixed-integer programming. Differential Evolution and Combinatorial Search for Index Tracking (DECSI) by Krink et al (2009) proved to be an efficient and accurate heuristic approach for large problems. In case of small- and medium-sized problems, one can opt for the Mixed Integer Quadratic Programming (MIQP) approach provided by Scozzari et al (2013). Chen and Kwon (2012) proposed a binary algorithm to seek the maximization of the similarity between portfolio and reference index. Brunì et al (2015) presented an indexing method to provide an excess return compared to the considered benchmark with the idea to maximize the average excess return and minimize underperformance. The advantage of this approach is that the replicating portfolio can be optimized using standard linear programming techniques (see also Brunì et al, 2012, 2017).

**On the tracking error for portfolio optimization**

Asset managers often use tracking error (TE) as a measure of the risk of deviating from the benchmark, i.e., the TE risk. Indeed, alternative approaches in portfolio optimization are those with TE constraints. A common approach to TE-based portfolio optimization is to place some restrictions on it and to minimize or maximize other objectives. Jorion (2003) was one of the first to suggest a risk/reward optimization based on a targeted TE. More recently, Maxwell et al (2018) has suggested an optimization model based on maximizing the Sharpe ratio on the constant TE frontier in the absolute risk/return space. In any case, the problem with TE-bound portfolios is that they are “bounded by an elliptical boundary in the mean/variance space and may not be efficient” (Maxwell and van Vuuren, 2019).

The rationale behind our index tracking approach is to some extent to reduce the dimensionality of the investable universe into a small set of assets that better match the performance of the benchmark.
On PCA applied to portfolio management

Principal component analysis (PCA) is a technique that extracts some information from multivariate random variables data and transforms it into a new set of orthogonal variables, which are called principal components (see, e.g., Abdi and Williams, 2010). When sorting the principal components from largest to smallest, the former retains most of the variability present in the original data. The purpose of PCA is to reduce the dimensionality of a dataset, allowing to represent as much as possible the original variability of a multivariate random variable (see, e.g., Jolliffe, 2003).

The quality of the PCA method can be evaluated using cross-validation techniques, such as the bootstrap and the jackknife (see, e.g., Choi and Yang, 2021). Furthermore, PCA can be generalized both as correspondence analysis to handle qualitative variables and as multifactorial analysis (see, e.g., Kreinin et al, 1998; Murakami, 2020) to examine heterogeneous sets of variables. Mathematically, PCA consists of the eigendecomposition of positive semi-definite matrices and the singular value decomposition (SVD) of rectangular matrices. PCA has been applied to several problems in finance concerning risk decomposition (Pasini, 2017), portfolio optimization (Zorićić et al, 2020), and stock trading (Guo, 2020). Martellini et al (2004), through PCA, tried to reconcile investability with the representativeness in the hedge fund space. Similarly, Nadkarni and Neves (2018) used PCA and NeuroEvolution of Augmenting Topologies to derive a trading signal “capable of high returns and daily profits with low associated risk”. Antoniou et al (2016) found an application of PCA to investor sentiment, beta and the cost of equity. Ouyang et al (2019) suggests a deep autoencoder (i.e., a non-linear generalization of PCA) to track index performance and perform a dynamic weight calculation method. Cao and Wang (2020) built a PCA-based stock price prediction model in conjunction with a three backpropagation neural network to devise an investment stock selection strategy.

On skewed distributions of returns

As mentioned, we suggest a new statistical method based on an improved PCA, whereby we provide an optimizationless strategy for determining a tracking portfolio that replicates the benchmark by investing in a possibly small number of assets. This is considering both normal and skew distributed returns. Indeed, some scholars claim that standardized daily returns “are approximately unconditionally normally distributed” (Andersen et al, 2001) or that “they are IID Gaussian, with variance equal to 1” (Rogers, 2018). In real life, instead, returns, either standardized or not, do
not conform to those hypotheses (see, e.g., Cont, 2001; Orlando and Bufalo, 2021). To account for skewness and extra-kurtosis, one may consider skew-normal distributions as first introduced by Azzalini (1985) and Henze (1986). Kim (2001) was among those who exploited their properties, and who further improved the framework by introducing the t-skew distribution as scale mixtures of skew-normal distributions. Azzalini and Capitanio (2003) followed by providing a general account of the t-skew class of densities by stressing their ability to fit heavy-tailed and skewed data. In particular, the inclusion of the normal law and the shape parameter regulating the skewness, allows for a continuous variation from normality to non-normality (see Azzalini, 2021). Recently, Bufalo et al (2022) described an application to forecasting portfolio returns with skew-geometric Brownian motions in presence of cross dependency between assets.

Index tracking within the context of skewed distributions is the topic that we will introduce and discuss in the next section.

2 Theoretical framework

2.1 Preliminary concepts

For completeness and readability, below we report some notions on skewed random variables (Section 2.1.1) and skewed stochastic processes (Section 2.1.2). Throughout the paper, we consider a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0})$, where all random variables and stochastic processes are defined.

2.1.1 Skew-normal density

We recall here some well-known notions about skew-normal random variables (see, e.g., Azzalini, 2013).

**Definition 2.1** (Skew-normal random variable). A random variable $X$ is said to be a standard skew-normal if its probability density function (pdf) is as follows

$$f_X(x) = 2\phi(x)\Phi(\beta x) \quad \text{with} \quad x \in \mathbb{R},$$

where $\phi$ is the standard normal pdf, $\Phi$ is the standard normal cumulative distribution function (cdf), and $\beta \in \mathbb{R}$ is the shape parameter. If $\beta = 0$, then we have a normal distribution, while if
the absolute value of $\beta$ increases, then the absolute value of the skewness increases. More precisely, for $\beta > 0$ ($\beta < 0$) pdf is right (left) skewed.

The standard skew-normal random variable can be generalized using the following affine transformation $Y = \xi + \omega X$, where $\xi \in \mathbb{R}$ is the location parameter and $\omega \in R_+$ is the scale parameter. The pdf of a generalized skew-normal r.v. $Y \sim SN(\xi, \omega^2, \beta)$ is

$$f_Y(y) = \frac{2}{\omega} \phi \left( \frac{y - \xi}{\omega} \right) \Phi \left( \beta \frac{y - \xi}{\omega} \right) \quad \text{with} \quad y \in \mathbb{R}.$$ 

In the following proposition we report the expressions for the moment-generating function, the expected value, and the variance of a skew-normal r.v..

**Lemma 2.2** *(Azzalini (2013), Lemma 2.2)*. If $Y \sim SN(\xi, \omega^2, \beta)$ is a skew-normal random variable, its moment-generating function is given by

$$E[e^{kY}] = 2e^{k\xi + k^2\omega^2/2} \Phi(k\delta\omega),$$

where

$$\delta = \frac{\beta}{\sqrt{1 + \beta^2}}. \quad (1)$$

Therefore, we have

$$E[Y] = \xi + \omega\delta \sqrt{\frac{2}{\pi}},$$

and

$$\text{Var}[Y] = \left(1 - \frac{2\delta^2}{\pi}\right)\omega^2.$$ 

From Lemma 2.2, it can be proved an interesting property that will be helpful in the following.

**Proposition 2.3** *(Azzalini (2013), Proposition 2.3)*. If $Y_1 \sim SN(\xi, \omega^2, \beta)$ and $Y_2 \sim N(\mu, \sigma^2)$ are two independent random variables, then

$$Y_1 + Y_2 \sim SN(\xi + \mu, \omega^2 + \sigma^2, \tilde{\beta}),$$

where

$$\tilde{\beta} = \frac{\beta}{\sqrt{1 + (1 + \beta^2)\frac{\sigma^2}{\omega^2}}}.$$ 

In the following proposition we report the expressions for the moment-generating function, the expected value, and the variance of a skew-normal r.v..
In the next section, we provide some concepts about the skew arithmetic and geometric Brownian motions by which asset returns and prices are modeled, respectively, in our approach to IT.

### 2.1.2 Skew arithmetic and geometric Brownian motion

The Skew Arithmetic Brownian Motion (SABM) was firstly proposed by Itô and McKean (1965) as a generalization of the classical (Arithmetic) Brownian motion.

In the following, we recall a standard definition of SABM process (see Atar and Budhiraja, 2015; Azzalini, 2021; Itô and Henry Jr, 1974).

**Definition 2.4** (Skew Arithmetic Brownian Motion). The SABM $Y(t)$ with $t \in [0, T]$ is a continuous-time stochastic process characterized by the following properties:

i) $Y(0) = 0$;

ii) for any $t \in [0, T]$ has continuous sample paths;

iii) for any $t_1, t_2 \in [0, T]$, with $t_1 < t_2$, the increments $Y(t_2) - Y(t_1)$ are independent and skew-normally distributed, i.e., $Y(t_2) - Y(t_1) \sim SN(0, t_2 - t_1, \beta)$.

As shown by Corns and Satchell (2007) (see Proposition 2.1), a SABM $Y(t)$ can be constructed by the sum of a Brownian motion and a reflected Brownian motion, namely

$$Y(t) = \sqrt{1 - \delta^2} W_1(t) + \delta |W_2(t)|,$$

where $\delta$ is as in (1), and $W_1(t)$ and $W_2(t)$ are independent Brownian motions. Hereafter, we represent a SABM $Y(t)$ by Eq. (2), which complies with Definition 2.4.

**Remark 2.5.** As described by Zhu and He (2018), the reflected Brownian motion does not have stationary increments, and the same occurs for SABM. Then, for any $0 \leq s < t$, $Y(t)$ has the following conditioning pdf

$$f_{Y(t)|Y(s)} = f_{\sqrt{1 - \delta^2} W_1(t)|\sqrt{1 - \delta^2} W_1(s)} * f_{|\delta W_2(t)||\delta W_2(s)}$$

where $*$ denotes the convolution product,

$$f_{\sqrt{1 - \delta^2} \cdot W_1(t)|\sqrt{1 - \delta^2} \cdot W_1(s)}(x_1 | u_1(s)) = \frac{1}{\sqrt{2\pi(1 - \delta^2)(t - s)}} e^{\frac{(x_1 - u_1(s))^2}{2(1 - \delta^2)(t - s)}} (x_1 \in \mathbb{R}),$$

(3)
and
\[ f_{\delta|W_2(t)||\delta|W_2(t)|}(x_2 \mid u_2(s)) = \frac{1}{\delta \sqrt{2\pi(t-s)}} \left( e^{-\frac{(x_2-u_2(s))^2}{2\delta^2(t-s)}} + e^{-\frac{(x_2+u_2(s))^2}{2\delta^2(t-s)}} \right) \] \quad (x_2 \in \mathbb{R}_+). \tag{4}

In Expressions (3) and (4), \( u_1(s) \) and \( u_2(s) \) represent realizations of \( \sqrt{1-\delta^2}W_1(s) \) and \( \delta \cdot |W_2(s)| \), respectively.

Using the results presented in Remark 2.5, in the following proposition we show how to compute the conditional expectation and variance of a SABM.

**Theorem 2.6** (Conditional expectation and variance of a SABM). *Given a SABM \( Y(t) \), defined as in Eq. (2), for any \( 0 \leq s < t \), we have that*

\[ \mathbb{E}[Y(t) \mid \mathcal{F}_s] = u_1(s) - u_2(s) + 2u_2(s)\Phi\left(\frac{u_2(s)}{\delta \sqrt{t-s}}\right) + \delta \sqrt{\frac{2(t-s)}{\pi}} \cdot \phi\left(\frac{u_2(s)}{\delta \sqrt{t-s}}\right), \tag{5} \]

*and*

\[ \text{Var}[Y(t) \mid \mathcal{F}_s] = (t-s) + u_2^2(s) - \left(u_2(s)\left(2\Phi\left(\frac{u_2(s)}{\delta \sqrt{t-s}}\right) - 1\right) + \delta \sqrt{\frac{2(t-s)}{\pi}} \cdot \phi\left(\frac{u_2(s)}{\delta \sqrt{t-s}}\right)\right)^2, \tag{6} \]

*where \( u_1(s) \) and \( u_2(s) \) are realizations of \( \sqrt{1-\delta^2}W_1(s) \) and \( \delta \cdot |W_2(s)| \), respectively.*

**Proof.** Due to the independence of \( W_1(t) \) and \( W_2(t) \), we have

\[ \mathbb{E}[Y(t) \mid \mathcal{F}_s] = u_1(s) + \mathbb{E}[\delta \mid W_2(t) \mid \mathcal{F}_s], \]

with

\[ \mathbb{E}[\delta \mid W_2(t) \mid \mathcal{F}_s] = \int_0^{+\infty} x_2 f_{\delta|W_2(t)||\delta|W_2(t)|}(x_2 \mid u_2(s)) \, dx_2, \tag{7} \]

where the conditional pdf \( f_{\delta|W_2(t)||\delta|W_2(t)|} \) is defined as in Eq. (4), and \( u_1(s) \) and \( u_2(s) \) represent realizations of \( \sqrt{1-\delta^2}W_1(s) \) and \( \delta \cdot |W_2(s)| \), respectively. Solving the integral of Expression (7), we have

\[ \left[ 2\sqrt{\frac{2\pi}{2\pi}} u_2(s) \left( \Phi\left(\frac{x_2-u_2(s)}{\delta \sqrt{t-s}}\right) - \Phi\left(\frac{x_2+u_2(s)}{\delta \sqrt{t-s}}\right) \right) - \delta \sqrt{t-s} \cdot \left( \phi\left(\frac{x_2-u_2(s)}{\delta \sqrt{t-s}}\right) + \phi\left(\frac{x_2+u_2(s)}{\delta \sqrt{t-s}}\right) \right) \right]_0^{+\infty}, \]
namely

\[ E[\delta W_2(t) \mid \mathcal{F}_s] = \bar{u}_2(s) \left( \frac{u_2(s)}{\delta \sqrt{t-s}} - 1 \right) + \delta \sqrt{\frac{2(t-s)}{\pi}} \cdot \phi \left( \frac{u_2(s)}{\delta \sqrt{t-s}} \right), \]  

(8)

which leads to Eq. (5). Expression (6) can be obtained knowing that

\[ \text{Var}[\delta W_2(t) \mid \mathcal{F}_s] = E[\delta^2 W_2^2(t) \mid \mathcal{F}_s] - (E[\delta \mid W_2(t) \mid \mathcal{F}_s])^2, \]

where \( E[\delta^2 W_2^2(t) \mid \mathcal{F}_s] = \delta^2 (W_2(s) + (t-s)) \) and \( (E[\delta W_2(t) \mid \mathcal{F}_s])^2 \) is given by the square of Eq. (8).

Now, we introduce the so-called Skew Geometric Brownian Motion (SGBM) that can be seen as a generalization of the classical Geometric Brownian motion. The SGBM will be used to model the benchmark and the asset prices of the investment universe considered.

**Definition 2.7** (Skew Geometric Brownian Motion). A stochastic process \( S(t) \) is said to be a Skew Arithmetic Brownian Motion (SGBM) if for any \( 0 \leq s < t \) it has the following representation

\[ S(t) = S(s) \exp \left( \mu(t-s) + \sigma(Y(t) - Y(s)) \right) \quad S(s) > 0, \]

where \( Y(\cdot) \) is a Skew Arithmetic Brownian Motion, \( \mu \in \mathbb{R} \) and \( \sigma \in \mathbb{R}_+ \).

In the next section, exploiting the concepts described above, we will define the tracking portfolio and then the tracking error measure between this portfolio and the benchmark on a skew distributed market.

### 2.2 Tracking portfolio

We assume that the benchmark price \( S_B \) and the asset prices \( S_i \), with \( i \in N = \{1, \ldots, n\} \), of an investment universe follow SGBMs. Therefore, from Definition 2.7, for any \( t > 0 \), \( S_B \) and \( S_i \) are defined by the following dynamics

\[
\begin{align*}
S_B(t) &= S_B(0) \exp(\mu_B t + \sigma_B Y_B(t)) \\
S_i(t) &= S_i(0) \exp(\mu_i t + \sigma_i Y_i(t)),
\end{align*}
\]

(9)
where \( Y_B(t) \) is a Skew (Arithmetic) Brownian Motion with shape parameter \( \beta_B \), which is defined as in Eq. (2)

\[ Y_B(t) = \sqrt{1 - \delta_B^2} W_1^B(t) + \delta_B |W_2^B(t)|, \]

where \( \delta_B = \frac{\beta_B}{\sqrt{1 + \beta_B^2}} \) as in (1), and \( W_1^B(t) \) and \( W_2^B(t) \) are independent Brownian motions. Furthermore, we assume that

\[ Y_i(t) = \rho_i Y_B(t) + \sqrt{\left(1 - \frac{2\delta_B^2}{\pi}\right)(1 - \rho_i^2)} W_i(t), \]

where \( W_i(t) \) is a Brownian motion that is statistically independent from \( Y_B(t) \), and \( \rho_i \in (-1, 1) \).

The stochastic processes \( Y_i \) are still SGBMs, i.e., they verify the properties of Definition 2.4, as shown by the following proposition.

**Proposition 2.8.** For any \( i \in N \) and \( t > 0 \), the stochastic processes \( Y_i \) defined in Eq. (10) are Skew Arithmetic Brownian Motions with shape parameter

\[ \beta_i = \frac{\beta_B}{\sqrt{1 + \beta_B^2}(1 - \frac{2\delta_B^2}{\pi})(1 - \rho_i^2)} \]

where \( \rho_i = \text{Corr}(Y_B, Y_i) \) represents the (linear) correlation between \( Y_B \) and \( Y_i \).

**Proof.** Using Proposition 2.3, it is straightforward to see that the process \( Y_i \) is still a Skew Arithmetic Brownian Motion with variance

\[ \text{Var} [Y_i(t)] = \rho_i^2 \text{Var} [Y_B(t)] + \left(1 - \frac{2\delta_B^2}{\pi}\right)(1 - \rho_i^2) \text{Var} [W_i(t)] = \left(1 - \frac{2\delta_B^2}{\pi}\right) t, \]

and shape parameter \( \beta_i \) as in Eq. (11).

Furthermore, due to the independence between \( Y_B(t) \) and \( W_i(t) \), we have

\[ \text{Cov}(Y_B(t), Y_i(t)) = \mathbb{E}[Y_B(t)Y_i(t)] - \mathbb{E}[Y_B(t)]\mathbb{E}[Y_i(t)] \]
\[ = \rho_i \mathbb{E}[Y_B^2(t)] + \sqrt{\left(1 - \frac{2\delta_B^2}{\pi}\right)(1 - \rho_i^2)\mathbb{E}[Y_B(t)]}\mathbb{E}[W_i(t)] - \rho_i (\mathbb{E}[Y_B(t)])^2 \]
\[ = \rho_i \text{Var} [Y_B(t)] = \rho_i \left(1 - \frac{2\delta_B^2}{\pi}\right) t. \]
Hence, this implies that
\[ \text{Corr}(Y_B, Y_i) = \frac{\text{Cov}(Y_B, Y_i)}{\sqrt{\text{Var}(Y_B) \cdot \text{Var}(Y_i)}} = \rho_i. \]

Using Expressions (9) for the benchmark price \( S_B \) and the asset prices \( S_i \) with \( i \in N \), we can define their log-returns from time \( s \) to \( t \) (\( s \to t \)) as follows
\[
R_{s \to t}^B = \ln \left( \frac{S_B(t)}{S_B(s)} \right) = \mu_B(t-s) + \sigma_B(Y_B(t) - Y_B(s)),
\]
\[
R_{s \to t}^i = \ln \left( \frac{S_i(t)}{S_i(s)} \right) = \mu_i(t-s) + \sigma_i(Y_i(t) - Y_i(s)),
\]
respectively. Furthermore, denoting by \( \Delta Y_i \) and \( \Delta Y_B \) the increments \( Y_i(t) - Y_i(s) \) \( \forall i \in N \) and \( Y_B(t) - Y_B(s) \), respectively, where \( \Delta Y_i \sim SN(0, t-s, \beta_i) \), \( \Delta Y_B \sim SN(0, t-s, \beta_B) \), we can write
\[
R_B = \mu_B(t-s) + \sigma_B \Delta Y_B \sim SN(\mu_B(t-s), \sigma_B^2(t-s), \beta_B)
\]
\[
R_i = \mu_i(t-s) + \sigma_i \Delta Y_i \sim SN(\mu_i(t-s), \sigma_i^2(t-s), \beta_i)
\]
where \( \beta_i \) is as in (11).

We now indicate by \( w = (w_1, \ldots, w_n) \) the vector of portfolio weights, that are the decision variables of the problems addressed in this paper, for which the full investment and no shortselling constraints hold (\( \sum_{i=1}^n w_i = 1 \) and \( w_i \geq 0 \), respectively). Furthermore, denoting by \( R_P(w) \) the random portfolio return and considering a common assumption in finance that the portfolio return can be expressed as a linear weighted sum of individual stock returns (see, e.g., Canakgoz and Beasley, 2009), we have
\[
R_P(w) = \sum_{i=1}^n w_i R_i.
\]
Since we are interested in examining the difference between the portfolio return and the benchmark return, we can write
\[
R_B - R_P(w) = m(w)(t-s) + \Delta Y(w),
\]
where
\[
m(w) = \mu_B - \sum_{i=1}^n w_i \mu_i
\]
and
\[
\Delta Y(w) = \sigma_B \Delta Y_B - \sum_{i=1}^{n} w_i \sigma_i \Delta Y_i \\
= (\sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i) \Delta Y_B - \sum_{i=1}^{n} w_i \sigma_i \sqrt{\left(1 - \frac{2\delta_B^2}{\pi}\right) \left(1 - \rho_i^2\right)} \Delta W_i
\] (13)

Then, for any \(0 \leq s < t\) we define the \textit{ex-post} tracking error as
\[
TE_{s}^{(post)}(R_{B}^{s \rightarrow t} - R_{P}^{s \rightarrow t}(w)) = \sqrt{\mathbb{E}[\left(R_{B}^{s \rightarrow t} - R_{P}^{s \rightarrow t}(w)\right)^2]},
\] (14)

while, for an out-of-sample analysis, we introduce the \textit{ex-ante} tracking error computed in a future time \(t > s\) as
\[
TE_{s}^{(ante)}(R_{B}^{s \rightarrow t} - R_{P}^{s \rightarrow t}(w)) = \sqrt{\mathbb{E}[\left(R_{B}^{s \rightarrow t} - R_{P}^{s \rightarrow t}(w)\right)^2 \mid \mathcal{F}_s]},
\] (15)

where \(\mathcal{F}_s\) is the filtration at a fixed time \(s\).

As shown in the following, we will select the tracking portfolio focusing on the \textit{ex-post} tracking error as in (14), and we will evaluate its out-of-sample performance by means of the \textit{ex-ante} tracking error as in (15).

### 2.2.1 Features of the tracking portfolio

Assuming that the benchmark price \(S_B\) and the asset prices \(S_i\), with \(i \in N = \{1, \ldots, n\}\), are described by Eq. (9), in the following theorem we give explicit expressions for the \textit{ex-post} tracking error (14), for the \textit{ex-ante} tracking error (15), and for the forecasted tracking portfolio defined as \(R_{F}^{s}(w) = \mathbb{E}[R_P(w, t) \mid \mathcal{F}_s]\), where \(0 \leq s < t\). Furthermore, since in Section 4 we will provide empirical analysis on a real-world weekly data, and we will compute one week ahead \textit{ex-ante} tracking error and \textit{ex-ante} replicating portfolio returns. Thus, we set \(s = t - 1\).

**Theorem 2.9.** Consider \(0 \leq t - 1 < t\) and the difference between the benchmark index and the portfolio returns as in (12). Then, the following results hold.
i) The ex-post tracking error \((14)\) is given by

\[
TE_{t-1}^{(post)}(w) = \left( m^2(w) + 2m(w) \left( \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right) \delta_B \sqrt{\frac{2}{\pi}} \right.
+ \left. \left( \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right)^2 + \sum_{i=1}^{n} w_i^2 \sigma_i^2 \left( 1 - \frac{2\delta_B^2}{\pi} \right) \right)^{\frac{1}{2}}
\]  

(16)

ii) The ex-ante tracking error \((15)\) reads

\[
TE_{t-1}^{(ante)}(w) = \left( m^2(w) + 2m(w) \left( \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right) \right)
+ \left. \delta_B \sqrt{\frac{2}{\pi}} \phi \left( \frac{u_B^2(t-1)}{\delta_B} \right) \left( \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right)^2 \cdot \left( 1 + u_B^2(t-1) - \left( u_B^2(t-1) \left( 2 \Phi \left( \frac{u_B^2(t-1)}{\delta_B} \right) - 1 \right) + \delta_B \sqrt{\frac{2}{\pi}} \cdot \phi \left( \frac{u_B^2(t-1)}{\delta_B} \right) \right)^2 \right) \right) + \sum_{i=1}^{n} w_i^2 \sigma_i^2 \left( 1 - \frac{2\delta_B^2}{\pi} \right) \left( 1 - \rho_i^2 \right) + \left\{ \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right\} \cdot \left[ 2u_B^2(t-1) \Phi \left( \frac{u_B^2(t-1)}{\delta_B} \right) - 1 \right] + \delta_B \sqrt{\frac{2}{\pi}} \cdot \phi \left( \frac{u_B^2(t-1)}{\delta_B} \right) \right) \right] \right) \right)^{\frac{1}{2}}
\]

(17)

where \(u_B^2(t-1)\) is a realization of \(\delta_B | W_B^2(t-1)|\).

iii) The forecasted tracking portfolio return \(R^F(w)\) is given by

\[
R^F(w) = \mathbb{E}[R_P(w) | F_{t-1}]
= \sum_{i=1}^{n} w_i \mu_i + \left( \sum_{i=1}^{n} w_i \sigma_i \rho_i \right) \left[ 2u_B^2(t-1) \Phi \left( \frac{u_B^2(t-1)}{\delta_B} \right) - 1 \right] + \delta_B \sqrt{\frac{2}{\pi}} \cdot \phi \left( \frac{u_B^2(t-1)}{\delta_B} \right)
\]

(18)

where \(u_B^2(t-1)\) is a realization of \(\delta_B | W_B^2(t-1)|\).

Proof.
\[ \mathbb{E}[(R_{B}^{t-1-t} - R_{P}^{t-1-t}(w))^2] = \mathbb{E}[(m(w) + \Delta Y(w))^2] = m^2(w) + 2m(w)\mathbb{E}[\Delta Y(w)] + \mathbb{V}ar[\Delta Y(w)] + (\mathbb{E}[\Delta Y(w)])^2 \] 

where \( \Delta Y(w) \) is as in (13).

Since \( \Delta Y_B \) and \( \Delta W_i \) are independent random variables, we have

\[ \mathbb{V}ar[\Delta Y(w)] = \left( \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right)^2 \mathbb{V}ar[\Delta Y_B] + \sum_{i=1}^{n} w_i^2 \sigma_i^2 \left( 1 - \frac{2\delta_B^2}{\pi} \right) (1 - \rho_i^2) \mathbb{V}ar[\Delta W_i] \]
\[ = \left( \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right)^2 \left( 1 - \frac{2\delta_B^2}{\pi} \right) + \sum_{i=1}^{n} w_i^2 \sigma_i^2 \left( 1 - \frac{2\delta_B^2}{\pi} \right) (1 - \rho_i^2), \] (20)

where from Definition 2.4 and Lemma 2.2 we know that \( \mathbb{V}ar[\Delta Y_B] = \left( 1 - \frac{2\delta_B^2}{\pi} \right) \). Furthermore,

\[ \mathbb{E}[\Delta Y(w)] = \left( \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right) \delta_B \sqrt{\frac{2}{\pi}}. \] (21)

Therefore, substituting (20) and (21) in (19), we obtain Expression (16).

ii) Using Eq. (12), we can write

\[ \mathbb{E}\left[(R_{B}^{t-1-t} - R_{P}^{t-1-t}(w))^2 \mid \mathcal{F}_{t-1}\right] = m^2(w) + 2m(w)\mathbb{E}[\Delta Y(w) \mid \mathcal{F}_{t-1}] + \mathbb{E}[\Delta Y^2(w) \mid \mathcal{F}_{t-1}]. \] (22)

Furthermore, from (13) we have

\[ \mathbb{E}[\Delta Y(w) \mid \mathcal{F}_{t-1}] = \left( \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right) \mathbb{E}[\Delta Y_B \mid \mathcal{F}_{t-1}] \]
\[ - \sum_{i=1}^{n} w_i \sigma_i \sqrt{\left( 1 - \frac{2\delta_B^2}{\pi} \right) (1 - \rho_i^2)} \mathbb{E}[\Delta W_i \mid \mathcal{F}_{t-1}], \]

and

\[ \mathbb{E}[\Delta Y^2(w) \mid \mathcal{F}_{t-1}] = \mathbb{V}ar[\Delta Y(w) \mid \mathcal{F}_{t-1}] + (\mathbb{E}[\Delta Y(w) \mid \mathcal{F}_{t-1}])^2, \]
with
\[
\var[\Delta Y(w) \mid \mathcal{F}_{t-1}] = \left( \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right)^2 \var[\Delta Y_B \mid \mathcal{F}_{t-1}] \\
+ \sum_{i=1}^{n} w_i^2 \sigma_i^2 \left( 1 - \frac{2 \delta_B^2}{\pi} \right) (1 - \rho_i^2) \var[\Delta W_i \mid \mathcal{F}_{t-1}].
\]

From the properties of the Brownian motion, it is clear that
\[
\mathbb{E}[\Delta W_i \mid \mathcal{F}_{t-1}] = \mathbb{E}[\Delta W_i] = 0, \quad \var[\Delta W_i \mid \mathcal{F}_{t-1}] = \var[\Delta W_i] = 1.
\]

Exploiting Theorem 2.6, we can evaluate \( \mathbb{E}[\Delta Y_B \mid \mathcal{F}_{t-1}] \) and \( \var[\Delta Y_B \mid \mathcal{F}_{t-1}] \) as follows

\[
\mathbb{E}[\Delta Y_B \mid \mathcal{F}_{t-1}] = \mathbb{E}[Y_B(t) \mid \mathcal{F}_{t-1}] - (u_1^B(t-1) + u_2^B(t-1)) \\
= u_1^B(t-1) - u_2^B(t-1) + 2u_2^B(t-1) \Phi \left( \frac{u_2^B(t-1)}{\delta_B} \right) \\
+ \delta_B \sqrt{\frac{2}{\pi}} \cdot \phi \left( \frac{u_2^B(t-1)}{\delta_B} \right) (u_1^B(t-1) + u_2^B(t-1)) \\
= 2u_2^B(t-1) \left( \Phi \left( \frac{u_2^B(t-1)}{\delta_B} \right) - 1 \right) + \delta_B \sqrt{\frac{2}{\pi}} \cdot \phi \left( \frac{u_2^B(t-1)}{\delta_B} \right);
\]

(23)

\[
\var[\Delta Y_B \mid \mathcal{F}_{t-1}] = \var[Y_B(t) \mid \mathcal{F}_{t-1}] + \var[Y_B(t-1) \mid \mathcal{F}_{t-1}] \\
= \var[Y_B(t) \mid \mathcal{F}_{t-1}] \\
= 1 + u_2^2(t-1) - \left( u_2(t-1) \left( 2 \Phi \left( \frac{u_2(t-1)}{\delta_B} \right) - 1 \right) \right) \\
+ \delta_B \sqrt{\frac{2}{\pi}} \phi \left( \frac{u_2(t-1)}{\delta_B} \right))^2,
\]

(24)

where \( u_1^B(t-1) \) and \( u_2^B(t-1) \) are realizations of \( \sqrt{1 - \delta_B^2} W_1^B(t-1) \) and \( \delta_B W_2^B(t-1) \), respectively. Therefore, substituting (23) and (24) in (22), we obtain Expression (17).
iii) The forecasted tracking portfolio return \( R^F(w) \) can be obtained as follows

\[
R^F(w) = \mathbb{E}[R_p^{t-1:t}(w) | \mathcal{F}_{t-1}] = \sum_{i=1}^{n} w_i \mu_i + \left( \sum_{i=1}^{n} w_i \sigma_i \rho_i \right) \mathbb{E}[\Delta Y_B | \mathcal{F}_{t-1}] + \sum_{i=1}^{n} w_i \sigma_i \sqrt{\left( 1 - \frac{2 \beta_B^2}{\pi} \right) (1 - \rho_i) \mathbb{E}[\Delta W_i | \mathcal{F}_{t-1}]},
\]

where \( \mathbb{E}[\Delta W_i | \mathcal{F}_{t-1}] = 0 \) and \( \mathbb{E}[\Delta Y_B | \mathcal{F}_{t-1}] \) is as in (23).

\[ \blacksquare \]

**Corollary 2.10.** If \( \beta_B \) is equal to zero, our framework reduces to the particular case of normal distributions. Indeed, from (1) one has \( \delta_B = 0 \), and consequently,

\[
Y_B = W_B^1, \quad Y_i = \rho_i Y_B + \sqrt{(1 - \rho_i^2)} W_i \quad \forall i \in \{1, ..., n\}.
\]

Observe that, in this case, \( Y_B \) and \( Y_i \) are Brownian motions with correlation \( \text{Corr}(Y_B, Y_i) = \rho_i \).

Then, for any \( 0 \leq t - 1 < t \), the ex-post tracking error, the ex-ante tracking error, and the forecasted index returns (provided by Theorem 2.9) reduce to

\[
TE_{t-1}^{(post)}(w) = \left( m^2(w) + \left( \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right)^2 + \sum_{i=1}^{n} w_i^2 \sigma_i^2 (1 - \rho_i^2) \right)^{\frac{1}{2}} \tag{25}
\]

\[
TE_{t-1}^{(ante)} = \left( m^2(w) + \left( \sigma_B - \sum_{i=1}^{n} w_i \sigma_i \rho_i \right)^2 + \sum_{i=1}^{n} w_i^2 \sigma_i^2 (1 - \rho_i^2) \right)^{\frac{1}{2}} \tag{26}
\]

and

\[
R^F(w) = \sum_{i=1}^{n} w_i \mu_i \tag{27}
\]

respectively.

In the next section, we propose the hybrid PCA strategy, where we consider both the cases of normal and skew distributions.
3 Portfolio selection models for index tracking

In this section, we describe two approaches to portfolio selection aimed at replicating a given benchmark: the hybrid PCA strategy, where we consider both normal and skew distributed markets (see Section 3.1), and the basic index tracking strategy, where we consider two variants, a standard one typically used in the literature (see, e.g., Scozzari et al, 2013), and one used by some practitioners (see Section 3.2).

3.1 Hybrid PCA strategy

As mentioned in the introduction, the Index Tracking (IT) strategy consists of selecting a small number of assets that replicate a certain benchmark as closely as possible. To this end, we propose here a novel procedure to tackle the IT problem, called hybrid Principal Component Analysis (hPCA) that we apply both to normal and skew distributions.

More precisely, we perform a PCA for each pair of random variables $R_B$ and $R_i$ with $i = 1, \ldots n$, thus obtaining the following decomposition

\begin{align}
R_B &= \alpha_B + \gamma_{11}^i Z_1^i + \gamma_{12}^i Z_2^i \quad (28) \\
R_i &= \alpha_i + \gamma_{21}^i Z_1^i + \gamma_{22}^i Z_2^i. \quad (29)
\end{align}

In the case of normal markets, we have

\begin{align}
\alpha_B &= \mathbb{E}[R_B] \\
\alpha_i &= \mathbb{E}[R_i] \\
\gamma_{11}^i &= e_{11}^i \sqrt{\lambda_1^i} \\
\gamma_{12}^i &= e_{12}^i \sqrt{\lambda_2^i} \\
\gamma_{21}^i &= e_{21}^i \sqrt{\lambda_1^i} \\
\gamma_{22}^i &= e_{22}^i \sqrt{\lambda_2^i} \quad (30)
\end{align}

where $Z_1^i$ and $Z_2^i$ are independent and identically distributed (i.i.d.) standard normal random variables; the vectors $e_1^i = (e_{11}^i, e_{21}^i)^T$ and $e_2^i = (e_{12}^i, e_{22}^i)^T$ are the eigenvectors of the covariance matrix $\Sigma_i$ (as in (40)) obtained by $R_B$ and $R_i$ that identify the directions of the 1st and the 2nd principal components; $\lambda_1^i$ and $\lambda_2^i$ (see (41) and (42), respectively) are the eigenvalues of $\Sigma_i$.

In the case of skewed markets, for the benchmark-asset principal component factorization (28)-(29)
we have

\[
\begin{align*}
\alpha_B &= \mathbb{E}[R_B] - \sqrt{\frac{2}{\pi}}(\gamma_{11}\delta_1 + \gamma_{12}\delta_2) \\
\alpha_i &= \mathbb{E}[R_i] - \sqrt{\frac{2}{\pi}}(\gamma_{21}\delta_1 + \gamma_{22}\delta_2) \\
Z_1^i &\sim SN(0, 1, \beta_1^i) \\
Z_2^i &\sim SN(0, 1, \beta_2^i)
\end{align*}
\]  

(31)

where \( Z_1^i \) and \( Z_2^i \) are i.i.d. standard skew-normal random variables; \( \delta_1^i = \frac{\beta_1^i}{\sqrt{1 + (\beta_1^i)^2}} \) and \( \delta_2^i = \frac{\beta_2^i}{\sqrt{1 + (\beta_2^i)^2}} \); the vectors \( e_1^i = (e_{11}^i, e_{21}^i)^T \) and \( e_2^i = (e_{12}^i, e_{22}^i)^T \) are the eigenvectors of the covariance matrix \( \tilde{\Sigma}_i \) (as in (47)), that identify the directions of the 1st and the 2nd principal components and are the same of the normal case; \( \tilde{\lambda}_1^i \) and \( \tilde{\lambda}_2^i \) (see (48)) are the eigenvalues of \( \tilde{\Sigma}_i \).

For completeness, in Appendix A, we report the algebraic calculations to obtain the principal component factorization (28) and (29).

### 3.1.1 Tracking error through benchmark-asset principal component factorization

In this section we provide the expression of the tracking error obtained by the principal component factorization introduced above. From (14), we have \( TE^{(post)}(R_B - R_P(w)) = \sqrt{\mathbb{E}[(R_B - R_P(w))^2]} \).

Now, we can write

\[
\mathbb{E}[(R_B - R_P(w))^2] = \mathbb{E}[R_B^2] + \mathbb{E}[R_P(w)^2] - 2\mathbb{E}[R_B R_P(w)]
\]

\[
= \tilde{\sigma}_B^2 + \tilde{\mu}_P^2 + \tilde{\sigma}_P^2(w) + \tilde{\mu}_P(w) - 2\text{Cov}(R_B, R_P(w)) - 2\tilde{\mu}_B\tilde{\mu}_P(w)
\]

\[
= \tilde{\sigma}_B^2 + \tilde{\sigma}_P^2(w) + (\tilde{\mu}_B - \tilde{\mu}_P(w))^2 - 2\text{Cov}(R_B, R_P(w))
\]

where \( \tilde{\mu}_B = \mathbb{E}[R_B] \), \( \tilde{\sigma}_B^2 = \text{Var} [R_B] \), \( \tilde{\mu}_P(w) = \mathbb{E}[R_P(w)] \), \( \tilde{\sigma}_P^2(w) = \text{Var} [R_P(w)] \), and

\[
\text{Cov}(R_B, R_P(w)) = \text{Cov}(R_B, \sum_{i=1}^n R_i w_i) = \sum_{i=1}^n w_i \text{Cov}(R_B, R_i).
\]

### Gaussian distributions

Using the principal component factorization (28)-(29) with (30) we have

\[
\text{Cov}(R_B, R_i) = \text{Cov}(\alpha_B + e_{11}^i \sqrt{\lambda_1^i} Z_1^i + e_{12}^i \sqrt{\lambda_2^i} Z_2^i, \alpha_i + e_{21}^i \sqrt{\lambda_1^i} Z_1^i + e_{22}^i \sqrt{\lambda_2^i} Z_2^i)
\]

\[
= e_{11}^i e_{21}^i \lambda_1^i + e_{12}^i e_{22}^i \lambda_2^i.
\]
Therefore,

$$\text{Cov}(R_B, R_P(w)) = \sum_{i=1}^{n} w_i e_{i1} e_{i1}^T + \sum_{i=1}^{n} w_i e_{i2} e_{i2}^T$$

$$= \sum_{i=1}^{n} w_i C_i^1 + \sum_{i=1}^{n} w_i C_i^2. \quad (32)$$

where, as shown in Appendix A.1,

$$C_i^1 = e_{i1} e_{i1}^T = \frac{\rho_i \sigma_B \sigma_i (\lambda_i^1 - \sigma_B^2) \lambda_i^1}{\rho_i^2 \sigma_B^2 \sigma_i^2 + (\lambda_i^1 - \sigma_B^2)^2}$$

$$C_i^2 = e_{i2} e_{i2}^T = \frac{\rho_i \sigma_B \sigma_i (\lambda_i^2 - \sigma_B^2) \lambda_i^2}{\rho_i^2 \sigma_B^2 \sigma_i^2 + (\lambda_i^2 - \sigma_B^2)^2}.$$ 

Hence, using (32), we can write

$$TE^{(post)}(R_B - R_P(w)) = \left( \tilde{\sigma}_B^2 + \tilde{\sigma}_P^2(w) + (\tilde{\mu}_B - \tilde{\mu}_P(w))^2 \right)^{\frac{1}{2}} - 2 \left( \sum_{i=1}^{n} w_i C_i^1 + \sum_{i=1}^{n} w_i C_i^2 \right) \left( \sum_{i=1}^{n} w_i C_i^1 + \sum_{i=1}^{n} w_i C_i^2 \right)^{\frac{1}{2}}. \quad (33)$$

We first notice that assuming $\rho_i > 0$ (as typically happens in practice, see, e.g., Martens and Poon, 2001; Zhang et al, 2020), since $\lambda_i^1 \geq \lambda_i^2 \geq 0$, $\lambda_i^1 \geq \sigma_i^2$, and $\lambda_i^2 \leq \sigma_i^2$, as shown in Appendix A.1, $C_i^1 \geq 0$ and $C_i^2 \leq 0$. So, according to Expression (33) to decrease TE, the idea is to select the assets that maximize $C_i^1$ and minimize $C_i^2$. Second, we observe that if we consider a portfolio consisting of a single asset with $\rho_i = 1$ and $\sigma_i^2 = \sigma_B^2$, the tracking error would be equal to 0. In terms of benchmark-asset principal component factorization, this means that $\lambda_i^1 = 2\sigma_B^2$ and $\lambda_i^2 = 0$, namely $C_i^1 = \sigma_B^2$ and $C_i^2 = 0$. Therefore, we propose an index tracking strategy without any optimization algorithm where we select $K < n$ assets for which their values of $\lambda_i^1$ and $\lambda_i^2$ are closer to the "optimal" values $2\sigma_B^2$ and 0. A possible way to do this is to select the assets that have the lowest Euclidean distance

$$d_i = ||\lambda^i - \lambda^0||$$

where $\lambda^i = (\lambda_i^1, \lambda_i^2)$ and $\lambda^0 = (2\sigma_B^2, 0)$.

The financial intuition is to select the factor loadings that best match the index with the selected assets. Furthermore, since PCA is a dimension reduction technique, the first eigenvalues may capture technical indicators such as directionality and market momentum. Recent examples in the literature can be found in Liang et al (2020) extracting common factors in commodity futures.
and Zheng and He (2021) for dimension reduction and forecasting.

**Skew-normal distributions**

In the case of a skew-normal returns, with analogous arguments, using the principal component factorization (28)-(29) with (31), we find that

\[
\text{Cov}(R_B, R_i) = \text{Cov}(\alpha_B + e^i \sqrt{\lambda_1^i} Z_1^i + e^i \sqrt{\lambda_2^i} Z_2^i, \alpha_i + e^i \sqrt{\lambda_1^i} Z_1^i + e^i \sqrt{\lambda_2^i} Z_2^i) = e^i e^i C_1^i + e^i e^i C_2^i,
\]

Furthermore, we have that

\[
\xi_1 = \text{Var}[Z_1^i] = \left(1 - \frac{2(\delta_1^i)^2}{\pi}\right)
\]
\[
\xi_2 = \text{Var}[Z_2^i] = \left(1 - \frac{2(\delta_2^i)^2}{\pi}\right)
\]

where \(\delta_q^i = \frac{\beta_q^i}{\sqrt{1+(\beta_q)^2}}\) with \(q = 1, 2\). Hence,

\[
\text{Cov}(R_B, R_P(w)) = \sum_{i=1}^{N} w_i e^i e^i C_1^i + \sum_{i=1}^{N} w_i e^i e^i C_2^i
\]

where

\[
C_1^i = e^i e^i C_1^i = \frac{\rho_i \sigma_B \sigma_i (\lambda_1^i - \sigma_B^2) \xi_1^i \tilde{\lambda}_1^i}{\rho_i^2 \sigma_B^2 \sigma_i^2 + (\lambda_1^i - \sigma_B^2)^2}
\]
\[
C_2^i = e^i e^i C_2^i = \frac{\rho_i \sigma_B \sigma_i (\lambda_2^i - \sigma_B^2) \xi_2^i \tilde{\lambda}_2^i}{\rho_i^2 \sigma_B^2 \sigma_i^2 + (\lambda_2^i - \sigma_B^2)^2}
\]

and \(\lambda_1^i\) and \(\lambda_2^i\) are as in (41) and (42), respectively. Hence, the \textit{ex-post} tracking error can be expressed as follows

\[
TE^{\text{(post)}}(R_B - R_P(w)) = \left(\sigma_B^2 + \sigma_P^2(w) + (\bar{\mu}_B - \bar{\mu}_P(w))^2 - 2 \left(\sum_{i=1}^{N} w_i C_1^i + \sum_{i=1}^{N} w_i C_2^i\right)\right)^{1/2},
\]

22
where, again, \( \mu_B = \mathbb{E}[R_B] \), \( \sigma_B^2 = \mathbb{V}[R_B] \), \( \mu_P(w) = \mathbb{E}[R_P(w)] \), and \( \sigma_P^2(w) = \mathbb{V}[R_P(w)] \). Also in this case assuming \( \rho_i > 0 \), since \( \tilde{\lambda}_1^i \geq \tilde{\lambda}_2^i \geq 0 \), \( \lambda_1^i \geq \sigma_2^2 \), and \( \lambda_2^i \leq \sigma_2^2 \), \( \tilde{C}_1^i \geq 0 \) and \( \tilde{C}_2^i \leq 0 \). Thus, following the same rationale illustrated for the normal case, we select \( K < n \) assets such that their values of \( \tilde{\lambda}_1^i \) and \( \tilde{\lambda}_2^i \) are closer to the "optimal" values \( \tilde{\lambda}_1^0 = 2\sigma_B^2 \left( 1 - \frac{2\rho}{\pi} \right) \) and \( \tilde{\lambda}_2^0 = 0 \).

Namely, we select the assets with the lowest Euclidean distance

\[
\tilde{d}_i = \| \tilde{\lambda}^i - \tilde{\lambda}^0 \| \tag{34}
\]

where \( \tilde{\lambda}^i = (\tilde{\lambda}_1^i, \tilde{\lambda}_2^i) \) and \( \tilde{\lambda}^0 = (2\sigma_B^2 \left( 1 - \frac{2\rho}{\pi} \right), 0) \) (see Appendix A.2).

### 3.1.2 Description of the hybrid PCA procedure for IT

Below we present a brief description of the hybrid PCA procedure for Index Tracking (IT) purpose, where we identify the \( K \) assets with the lowest values \( \tilde{d}_i \). We define a portfolio where the weights are decreasing for increasing values of \( \tilde{d}_i \). Then, we compute the \textit{ex-post} and \textit{ex-ante} tracking errors for such a portfolio, and the future index tracking portfolio returns by Eq. (18). More precisely, in the case of skew-normal distributed returns, the hPCA procedure consists of the following steps.

1. Let \( T \) denote the length of the time series analyzed and let \( L \) be the length of the in-sample window. Set \( \tau \in [1, T - L + 1] \), consider a fixed size rolling window \( \mathcal{I} = \{ \tau, \tau + 1, \ldots, \tau + L - 1 \} \), and denote by \( r_i(j) \) (with \( i \in \{1, \ldots, n\} \)) and by \( r_B(j) \) the historical scenarios at time \( j \in \mathcal{I} \) of the returns of the asset \( i \) and the benchmark, respectively.

2. At time \( s = t - 1 = \tau + L - 1 \), calibrate on the time-window \( \mathcal{I} \) the parameters \( \mu_B, \sigma_B, \beta_B \) of \( R_B \), \( \mu_i, \sigma_i, \beta_i \) of \( R_i \), and the parameter \( \rho_i \) that measures the dependence between \( R_B \) and \( R_i \) with \( i \in N \). For this purpose, we use the Maximum Likelihood Estimation (MLE) method, described in Section 3.1.3, thus obtaining the calibrated parameters \( (\hat{\mu}_B, \hat{\sigma}_B, \hat{\beta}_B) \) and \( (\hat{\mu}_i, \hat{\sigma}_i, \hat{\beta}_i) \) (with \( i = 1, \ldots, n \)) for the benchmark and for the assets, respectively.

3. Fix \( K \ll n \), the number of assets in the tracking portfolio (e.g., 10 out of 500 assets available in the investment universe). As described in Section 3.1.1, we choose the \( K \) assets for which their eigenvalues, obtained from the benchmark-asset principal component factorization, namely \( \tilde{\lambda}_1^i \) and \( \tilde{\lambda}_2^i \), are closest to the ideal values \( 2\sigma_B^2 \left( 1 - \frac{2\rho}{\pi} \right) \) and 0. More precisely, we select the \( K \) assets \( \{i_1, i_2, \ldots, i_K\} \subset N \) for which \( \tilde{d}_{i_1} \leq \tilde{d}_{i_2} \leq \ldots \leq \tilde{d}_{i_K} \).
4. Compute the weights $\hat{w}$ of the tracking portfolio giving decreasing importance to the selected assets for increasing values of $\tilde{d}_i$. In this experiment we consider

$$\hat{w}_i = \begin{cases} 
\frac{K - h + 1}{\sum_{h=1}^{K} h} = \frac{2(K - h + 1)}{K(K + 1)} & \text{if } i \in \{i_h\}_{h=1}^{K} \\
0 & \text{if } i \notin \{i_h\}_{h=1}^{K}
\end{cases}$$

(35)

5. Finally, by means of the tracking portfolio $\hat{w}$, compute the ex-post tracking error (16), the ex-ante tracking error (17), and the forecasted tracking portfolio return (18) provided in Theorem 2.9.

In Table 2 we summarize the hybrid PCA procedure (pseudocode) for Index Tracking.

1. Fix $T$, $L$ and set $\tau = 1$;
2. while $\tau < T - L + 1$
3. take the observations $r_B(j)$ and $r_i(j)$ (with $i \in N$) for all $j \in \mathcal{I} = \{\tau, \tau + 1, \ldots, \tau + L - 1\}$;
4. calibrate the parameters $(\hat{\mu}_B, \hat{\sigma}_B, \hat{\beta}_B)$ by solving Problem (36);
5. compute $\hat{\rho}_i$ (the Spearman correlation between $r_B$ and $r_i$) and $\hat{\beta}_i$ by Eq. (37);
6. calibrate $(\hat{\mu}_i, \hat{\sigma}_i)$ by solving Problem (38) for all $i \in N$;
7. find the $K$ assets with the lowest $\tilde{d}_i$ as in (34);
8. compute the weights $\hat{w}$ of the tracking portfolio by (35);
9. compute the ex-post and ex-ante tracking error by (16) and (17), respectively, and compute the forecasted tracking portfolio return (18);
10. update $t = t + 1$;
11. end

**Table 2:** Pseudocode of the hybrid PCA procedure

In the case of normally distributed markets, we follow a procedure similar to that described in Table 2. More precisely, we estimate the parameters $(\hat{\mu}_B, \hat{\sigma}_B, \hat{\beta}_B)$ and $(\hat{\mu}_i, \hat{\sigma}_i)$ ($i \in N$) through the sample mean and the sample standard deviation of $r_B(j)$ and $r_i(j)$, respectively, for any $j \in \mathcal{I}$. Moreover, the ex-post tracking error, the ex-ante tracking error and the forecasted tracking portfolio returns are given by (25), (26) and (27), respectively, in Corollary 2.10.

3.1.3 Calibration of the parameters through MLE

In this section we show, under the assumption of skew-normal distributions of returns, how to calibrate the model’s parameters $(\mu_B, \sigma_B, \beta_B)$ and $(\mu_i, \sigma_i, \beta_i)$ for all $i \in N$ using the Maximum Likelihood Estimation (MLE) method.
Let $r_B(j)$ denote the observations of the benchmark index return $R_B \sim SN(\mu_B, \sigma_B^2, \beta_B)$, for any $j \in I = \{\tau, \tau + 1, \ldots, \tau + L - 1\}$. Following the results provided by Azzalini in R-project (2021), we can write the likelihood function of $R_B$ as

$$L_B(\mu_B, \sigma_B, \beta_B) = \frac{2^L}{\sigma_B^L} \prod_{j=\tau}^{\tau+L-1} \phi \left( \frac{r_B(j) - \mu_B}{\sigma_B} \right) \phi \left( \beta_B \frac{r_B(j) - \mu_B}{\sigma_B} \right),$$

and, therefore the estimated parameters $(\hat{\mu}_B, \hat{\sigma}_B, \hat{\beta}_B)$ can be found by solving the following optimization problem

$$(\hat{\mu}_B, \hat{\sigma}_B, \hat{\beta}_B) = \arg \max_{\mu_B, \sigma_B, \beta_B} \ln L_B(\mu_B, \sigma_B, \beta_B). \quad (36)$$

Then, once estimated $\hat{\beta}_B$, we can compute $\hat{\beta}_i$ from Eq. (11), namely

$$\hat{\beta}_i = \frac{\hat{\beta}_B}{\sqrt{1 + (1 + \beta_B^2) \left(1 - \frac{2\hat{\delta}_B^2}{\pi} \right) \left(\frac{1}{\hat{\rho}_i^2} - 1\right)}}, \quad (37)$$

where $\hat{\delta}_B = \frac{\hat{\beta}_B}{\sqrt{1 + \beta_B^2}}$, and $\hat{\rho}_i$ is the Spearman correlation between $R_B$ and $R_i$.

From Proposition 2.3, we can obtain the likelihood function of $R_i$ conditioned to $\hat{\beta}_i$

$$L_i(\mu_i, \sigma_i) = \frac{2^L}{\sigma_i \sqrt{\hat{\rho}_i^2 + (1 - \frac{2\hat{\delta}_B^2}{\pi}) (1 - \hat{\rho}_i^2)}} \prod_{j=\tau}^{\tau+L-1} \phi \left( \frac{r_i(j) - \mu_i}{\sigma_i \sqrt{\hat{\rho}_i^2 + (1 - \frac{2\hat{\delta}_B^2}{\pi}) (1 - \hat{\rho}_i^2)}} \right) \Phi \left( \frac{\hat{\beta}_i}{\sigma_i \sqrt{\hat{\rho}_i^2 + (1 - \frac{2\hat{\delta}_B^2}{\pi}) (1 - \hat{\rho}_i^2)}} \frac{r_i(j) - \mu_i}{\sigma_i \sqrt{\hat{\rho}_i^2 + (1 - \frac{2\hat{\delta}_B^2}{\pi}) (1 - \hat{\rho}_i^2)}} \right),$$

by which we can find $\hat{\mu}_i$ and $\hat{\sigma}_i$ as follows

$$(\hat{\mu}_i, \hat{\sigma}_i) = \arg \max_{\mu_i, \sigma_i} \ln L_i(\mu_i, \sigma_i). \quad (38)$$

### 3.2 The portfolio optimization models for index tracking

In this section, we provide the mathematical formulation of the standard Index Tracking (IT) optimization problem based on the minimization of the tracking error in terms of objective function (Section 3.2.1) that we call baseline index tracking approach and we compare it with our approach.
Furthermore, we also present the IT strategy used in the financial industry that we call *practitioner* index tracking approach (Section 3.2.2).

### 3.2.1 The baseline index tracking approach

For each rolling time-window $I = \{\tau, \tau + 1, \ldots, \tau + L - 1\}$ with $\tau \in [1, T - L + 1]$, we select the optimal tracking portfolio obtained by solving the following Mixed Integer Quadratic Programming problem

$$
\begin{aligned}
\min_w & \quad TE^{(post)}(w) = \sqrt{\frac{1}{L} \sum_{j \in I} (r_j^B - r_j^P(w))^2} \\
\text{s.t.} & \quad \sum_{i=1}^n w_i = 1 \\
& \quad \sum_{i=1}^N y_i = K \\
& \quad 0 \leq w_i \leq y_i \\
& \quad y_i \in \{0, 1\}
\end{aligned}
$$

(39)

where

- $r_j^B$ represents the historical scenario of the benchmark index return at time $j \in I$;
- $r_{i,j}$ is the historical return of asset $i$ at time $j$;
- $w$ is the vector of the portfolio weights whose elements $w_i$ are the fractions of a given capital invested in asset $i$;
- $r_j^P(w) = \sum_{i=1}^n w_i r_{i,j}$ represents the historical scenario of the portfolio return at time $j \in I$;
- $n$ is the number of assets available in the investment universe;
- $K$ is the fixed number of assets selected in the tracking portfolio (in our empirical analysis $K = 10$).

### 3.2.2 A practitioner approach to index tracking

Here we briefly describe a common index tracking optimization model adopted in the financial industry that we call *practitioner* IT approach and use it as a second baseline model for comparison purposes.

As mentioned above, for building a passive portfolio, such as an indexed one, an asset manager seeks to manage his exposure to the benchmark by selecting the least number of securities. So, first, the benchmark is decomposed into sectors and, once the weight of each sector is known, the trader chooses the stocks that he believes will perform best in each sector. The first step is called
asset allocation, the second is called stock picking. Here we focus on asset allocation, that is, on determining the weights of the sectors.

The above practitioner index tracking approach consists in considering as constituents the sub-indices (sectors) of the benchmark. Typically, the number of constituents of this new investment universe is chosen exactly equal to \( K \).

Then, for the practitioner index tracking approach we compute the optimal weights of the portfolio replicating the benchmark by solving the following convex quadratic programming problem

\[
\begin{aligned}
\min_w & \quad T E^{\text{post}}(w) = \sqrt{\frac{1}{L} \sum_{j \in I} \left( r_{Bj} - \tilde{r}_j^P(w) \right)^2 } \\
\text{s.t.} & \quad \sum_{i=1}^K w_i = 1 \\
& \quad w_i \geq 0 \quad i = 1, \ldots, K
\end{aligned}
\]

where for a specific \( \tau \in [1, T - L + 1] \), \( I = \{ \tau, \tau + 1, \ldots, \tau + L - 1 \} \) represents the rolling time window; \( r_{Bj} \) represents the historical scenario of the benchmark index return at time \( j \in I \); \( \tilde{r}_{i,j} \) is the historical return of sector \( i \) at time \( j \); \( w \) is the vector of the portfolio weights whose elements \( w_i \) are the fractions of a given capital invested in sector \( i \); \( \tilde{r}_j^P(w) = \sum_{i=1}^n w_i \tilde{r}_{i,j} \) represents the historical scenario of the portfolio return of sub-indices at time \( j \in I \); \( K \) is the number of sub-indices available in the market.

4 Empirical analysis

Here we provide an empirical analysis that compares the IT approaches described in Section 3, both in terms of computational efficiency and performance. The experiments have been conducted on the S&P 500 dataset, which consists of weekly prices retrieved from 7 January 2005 to 29 May 2020, for a total of \( T = 804 \) observations. For the sake of space and readability, details about the analyzed dataset are available in Appendix B where we report the list of the S&P 500 constituents as well as the \( K = 10 \) sectors (sub-indices).
For the out-of-sample performance analysis, we adopt a rolling time-window, and we allow for the possibility of rebalancing the portfolio composition during the holding period at fixed intervals. In this study, we set 1 year ($L = 52$) for the in-sample window and 1 week both for the rebalancing interval and the holding period. On these portfolios we compute the \textit{ex-post} tracking error (16), the \textit{ex-ante} tracking error (17), and the forecasted tracking portfolio returns (18). The cardinality $K$ of the analyzed tracking portfolios is set equal to 10.

All the procedures have been implemented in PYTHON 3.10 and have been executed on a laptop with an Intel(R) Core(TM) i7-4800HQ CPU @ 2.6 GHz processor and 16,00 GB of RAM. Furthermore, the Mixed Integer Quadratic Programming problem (39) is solved by using GUROBI 9.5 called from PYTHON (Gurobi Optimization, LLC, 2022).

### 4.1 Computational results

In this section, we report and compare the performance analysis obtained by the hybrid PCA (hPCA) strategies (with normal and skew-normal assumptions, see Section 3.1) and by the Index Tracking approaches (described in Section 3.2). Figure 1 depicts the \textit{ex-post} tracking error computed by the normal and skew-normal hPCA strategies, and by the baseline and practitioners’ IT approaches (see Sections 3.2.1 ad 3.2.2, respectively). From that comparison the \textit{ex-post} tracking error of the hPCA, under the assumption of skew-normal returns, is globally lower than those of the competitor models.

Similarly, Figure 2 shows the \textit{ex-ante} tracking error for all considered models. In addition, to reveal further information on the performance of the different approaches, the \textit{ex-ante} tracking error provides an insight into portfolio construction and risk budgeting. This is because asset managers use tracking error as a measure of the risk of deviating from the benchmark. Since an index tracking portfolio is assigned a risk/reward target, a sudden change in tracking error requires a swiftly rebalance of the constituents. From this point of view, the frenzy changes of the baseline model (39) causes disruptions in portfolio management that are not evident in the classical analysis of turnover often used in the literature.

Globally, comparing both \textit{ex-post} and \textit{ex-ante} tracking error between models, Table 3 reports the number of times (in percentage) that the tracking error of the portfolio constructed with the skew-normal hPCA strategy is lower than that obtained from the other models. We observe that the skew-normal hPCA strategy always shows values greater than 90% thus confirming the validity of
Figure 1: *Ex-post* Tracking Error (TE) for the skew-normal hPCA (blue), the normal hPCA (red), the baseline (green), the practitioner (yellow) strategies.

Figure 2: *Ex-ante* Tracking Error (TE) for the skew-normal hPCA (blue), the normal hPCA (red), the baseline (green), the practitioner (yellow) strategies.
the suggested approach.

| TE | skew-normal hPCA vs. normal hPCA | skew-normal hPCA vs. Practitioner | skew-normal hPCA vs. Baseline |
|----|----------------------------------|----------------------------------|-------------------------------|
| $TE^{(post)}$ | 94.01% | 93.13% | 90.51% |
| $TE^{(ante)}$ | 96.91% | 92.26% | 89.51% |

**Table 3:** Number of times (in percentage) that the tracking error of the skew-normal hPCA portfolio is lower than that obtained from the other strategies.

So far we discussed the tracking error, which, as mentioned in Section 1.1, may be seen as the risk of not investing in the benchmark. The other side of the coin is the reward. Figure 3 displays the differences between the returns of the benchmark and the returns of the replicating portfolios. Observe that while Figure 1 displays lower *ex-post* tracking error during turbulent periods (e.g., financial crises of 2007-9) for the baseline model, actually, Figure 3 shows that the baseline model is performing worse than the skew-normal hPCA model. Still, by looking at the said figure, similar behaviors can be observed in other turbulent occasions. A detailed account is available in Table 4, where, for each non-overlapping subperiods, we report the average annualized excess return of a portfolio w.r.t. the benchmark. We can observe that the hPCA approach generally shows better performance.

![Figure 3: Difference between the benchmark returns and the returns of the tracking portfolios obtained by the skew-normal hPCA (blue), the normal hPCA (red), the baseline (green), the practitioner (yellow) strategies.](image-url)
### Table 4: Over-performance across models and intervals.

| Interval | skew-normal hPCA | normal hPCA | Practitioner | Baseline |
|----------|------------------|-------------|--------------|----------|
| [1, 100] | 0.0880           | 0.0769      | 0.0196       | -0.0624  |
| [101, 200]| -0.2236          | -0.1354     | -0.4500      | -0.3913  |
| [201, 300]| 0.2214           | 0.0864      | 0.0148       | -0.0655  |
| [301, 400]| 0.0533           | 0.0725      | 0.0624       | -0.0350  |
| [401, 500]| 0.1125           | 0.1143      | 0.2973       | 0.1102   |
| [501, 600]| 0.0231           | 0.0210      | -0.1067      | -0.1454  |
| [601, 700]| 0.0678           | 0.0755      | 0.1920       | 0.0461   |
| [701, 779]| 0.0210           | 0.0264      | -0.0411      | -0.1019  |

Concerning the forecast accuracy, the Mean Absolute Percentage Error (MAPE) provides a measure of goodness of fit between the forecasted tracking portfolio returns and those of the benchmark. It is defined as

\[
MAPE = \frac{1}{T-L} \sum_{j=L+1}^{T} \left| \frac{r_j^B - r_j^F(w)}{r_j^B} \right|.
\]

According to Table 5, we conclude that the skew-normal hPCA strategy provides better predictions; indeed the MAPE for the hPCA (under skew-normal distribution) is 1.23% against 1.62% of the hPCA (under normal distribution). This is in agreement with the previous analysis on the tracking error in Table 3, where the skew-normal hPCA was shown to provide smaller tracking error. In other terms, one may expect that a lower MAPE can be expected to go hand in hand with a lower tracking error.

| skew-normal hPCA | normal hPCA | Practitioner | Baseline |
|------------------|-------------|--------------|----------|
| 1.23%            | 1.62%       | 4.28%        | 2.99%    |

Table 5: MAPE for the considered models

#### 4.1.1 Computational efficiency

In the previous sections, we have examined the performance of all the approaches both in terms of risk and reward. We also explained the need for a solution that does not require a continual overhaul of the indexed portfolio due to exceeding a certain risk/return target as set by the investor.

In this section, we compare the computational efficiency of all the analyzed Index Tracking
strategies. Table 6 provides the time (in seconds) required for computing the weights of the tracking portfolios, and our hybrid PCA strategy shows the best results. We point out that the noticeable computational efficiency is somewhat expected because, by construction, the hPCA strategy is optimizationless.

| skew-normal hPCA | normal hPCA | Practitioner | Baseline |
|-------------------|-------------|--------------|----------|
| 0.4736            | 0.2355      | 122.75       | 2457.23  |

Table 6: Average running times (in seconds) for each iteration.

5 Conclusions

Active portfolio managers are not able to beat their benchmark, and those that do, cannot replicate their performances in the following years. According to S&P Dow Jones Indices (2021), in the USA, out of 703 best-performing active managers only 146 stay in the top quartile after a year, 42 after two years, 13 after three years and 2 after four years. Furthermore, “while the turmoil and disruption caused by the pandemic should have offered numerous opportunities for outperformance (by active managers), 57% of domestic equity funds lagged the S&P Composite 1500 index during the one-year period ended Dec. 31, 2020” (see S&P Dow Jones Indices, 2020a). This failure on the part of active managers has sparked much interest in index-tracking passive management.

In this paper, we have proposed an innovative statistical methodology, based on a benchmark-asset principal component factorization, for determining a tracking portfolio that replicates the performance of a benchmark by investing in a smaller number of assets. For passive managers who need to minimize the cost of monitoring and transactions, a limited number of constituents is critical.

We have tested and validated on real-world data the hPCA approach for normal and skew-normal returns, compared with two index tracking portfolio optimization models used in the literature and the financial industry. From this comparison, we have observed that the ex-post and ex-ante tracking errors of the hPCA skew-normal portfolios are overall lower than those of competing models, and that the hPCA skew-normal strategy also offers the best predictions. Furthermore, the standard optimization-based model, from a practical point of view, provides frenzy tracking error expectations making it difficult to adopt by the investment management industry. This is
a critical factor because, for portfolio managers who base the risk budget on the *ex-ante* tracking error, a so erratic and misleading value may seriously disrupt the portfolio’s construction. On the other hand, the suggested skew-normal hybrid PCA is more suitable because it provides smoother changes in tracking error expectations (thus reducing the disruption in operations) and, in terms of profitability, performs better than the other strategies in turbulent markets. Last but not least, the hPCA strategy shows remarkable computational efficiency, since such a strategy, by construction, is optimizationless.

Future research developments might be directed to investigate the impact on the risk/reward profile by changing the number of assets in a passive portfolio.
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Appendix A: Benchmark-asset principal component factorization

A.1 Normal case

Let $\Sigma_i$ denote, for all $i \in N$, the covariance matrix of the benchmark $B$ and the asset $i$ returns, that, in a normally distributed market, is

$$
\Sigma_i = \begin{pmatrix}
\sigma_B^2 & \rho_i \sigma_B \sigma_i \\
\rho_i \sigma_B \sigma_i & \sigma_i^2
\end{pmatrix}
$$

(40)

Using the spectral theorem (see, e.g., Meucci, 2005), we can write

$$
\Sigma_i = E^i \Lambda^i (E^i)^T = \begin{pmatrix} e_{i1}^i & e_{i2}^i \end{pmatrix} \begin{pmatrix} \lambda_1^i & 0 \\
0 & \lambda_2^i \end{pmatrix} \begin{pmatrix} e_{i1}^i & e_{i2}^i \end{pmatrix}
$$

where $E^i$ is the matrix of the eigenvectors and $\Lambda^i$ that of the eigenvalues. The eigenvalues can be easily obtained by imposing that $\det (\Sigma_i - \lambda^i I) = 0$, namely we have $(\lambda^i)^2 - \text{tr} (\Sigma_i) \lambda^i + \det (\Sigma_i) = 0$. Thus,

$$
\lambda_1^i = \frac{1}{2} \left[ \sigma_B^2 + \sigma_i^2 + \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4 \rho_i^2 \sigma_B^2 \sigma_i^2} \right]
$$

(41)

$$
\lambda_2^i = \frac{1}{2} \left[ \sigma_B^2 + \sigma_i^2 - \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4 \rho_i^2 \sigma_B^2 \sigma_i^2} \right]
$$

(42)
To obtain the explicit expressions of the eigenvectors \( e^i_1 = \begin{pmatrix} e_{11}^i \\ e_{21}^i \end{pmatrix} \) and \( e^i_2 = \begin{pmatrix} e_{12}^i \\ e_{22}^i \end{pmatrix} \), we can solve the following equations

\[
(\Sigma_i - \lambda_k^i I) e_q^i = 0 \quad \text{with} \quad q = 1, 2.
\]

For \( q = 1 \), the reduced row echelon form of the matrix \((\Sigma_i - \lambda_k^1 I)\) is

\[
\begin{pmatrix}
1 & \frac{2\rho_i \sigma_B \sigma_i}{\sigma_B^2 - \sigma_i^2 - \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4\rho_i^2 \sigma_B^2 \sigma_i^2}} \\
0 & 1
\end{pmatrix}
\]

Therefore, we have to solve

\[
\begin{pmatrix}
1 & \frac{2\rho_i \sigma_B \sigma_i}{\sigma_B^2 - \sigma_i^2 - \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4\rho_i^2 \sigma_B^2 \sigma_i^2}} \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
e_{11}^i \\
e_{21}^i
\end{pmatrix}
= \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]

If we take \( e_{21}^i = k \), then

\[
e_{11}^i = \frac{2\rho_i \sigma_B \sigma_i k}{-\sigma_B^2 + \sigma_i^2 + \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4\rho_i^2 \sigma_B^2 \sigma_i^2}}
\]

Thus,

\[
\begin{pmatrix}
e_{11}^i \\
e_{21}^i
\end{pmatrix}
= \begin{pmatrix}
\frac{2\rho_i \sigma_B \sigma_i}{-\sigma_B^2 + \sigma_i^2 + \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4\rho_i^2 \sigma_B^2 \sigma_i^2}} \\
1
\end{pmatrix} k
\]

where

\[
k^2 = \frac{(-\sigma_B^2 + \sigma_i^2) + \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4\rho_i^2 \sigma_B^2 \sigma_i^2}}{4\rho_i^2 \sigma_B^2 \sigma_i^2 + (-\sigma_B^2 + \sigma_i^2) + \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4\rho_i^2 \sigma_B^2 \sigma_i^2}};
\]

since \( e_{11}^2 + e_{21}^2 = 1 \). Analogously, the eigenvector \( e^i_2 \) is given by

\[
\begin{pmatrix}
e_{12}^i \\
e_{22}^i
\end{pmatrix}
= \begin{pmatrix}
\frac{2\rho_i \sigma_B \sigma_i}{-\sigma_B^2 + \sigma_i^2 - \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4\rho_i^2 \sigma_B^2 \sigma_i^2}} \\
1
\end{pmatrix} h,
\]

where

\[
h^2 = \frac{(-\sigma_B^2 + \sigma_i^2) - \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4\rho_i^2 \sigma_B^2 \sigma_i^2}}{4\rho_i^2 \sigma_B^2 \sigma_i^2 + (-\sigma_B^2 + \sigma_i^2) - \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4\rho_i^2 \sigma_B^2 \sigma_i^2}}.
\]
Having said that, we can obtain the following principal component factorization

\[
\begin{pmatrix}
R_B - \mu_B \\
R_i - \mu_i
\end{pmatrix} = \begin{pmatrix}
e_{i1}^i & e_{i2}^i \\
e_{i1}^i & e_{i2}^i
\end{pmatrix} \begin{pmatrix}
\lambda_1^i & 0 \\
0 & \lambda_2^i
\end{pmatrix}^{\frac{1}{2}} \begin{pmatrix}
Z_1^i \\
Z_2^i
\end{pmatrix}
\]

where \(Z_1^i\) and \(Z_2^i\) are i.i.d. standard normal random variables. Hence, we have

\[
R_B = \mu_B + e_{i1}^i \sqrt{\lambda_1^i} Z_1^i + e_{i2}^i \sqrt{\lambda_2^i} Z_2^i
\]

\[
R_i = \mu_i + e_{i1}^i \sqrt{\lambda_1^i} Z_1^i + e_{i2}^i \sqrt{\lambda_2^i} Z_2^i
\]

**Remark A.1.** Let \(e_1^i\) and \(e_2^i\) be the eigenvectors of \(\Sigma_i\) as in (43) and (44), respectively. Then,

\[
e_{i1}^i e_{i2} = \frac{2 \rho_i \sigma_B \sigma_i}{-\sigma_B^2 + \sigma_i^2 + \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4 \rho_i^2 \sigma_B^2 \sigma_i^2}} \lambda_1^i - \frac{\rho_i \sigma_B \sigma_i (\lambda_1^i - \sigma_B^2)}{\rho_i^2 \sigma_B^2 \sigma_i^2 + (\lambda_1^i - \sigma_B^2)^2}
\]

and

\[
e_{i2}^i e_{i2}^i = \frac{2 \rho_i \sigma_B \sigma_i}{-\sigma_B^2 + \sigma_i^2 + \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4 \rho_i^2 \sigma_B^2 \sigma_i^2}} \lambda_2^i - \frac{\rho_i \sigma_B \sigma_i (\lambda_2^i - \sigma_B^2)}{\rho_i^2 \sigma_B^2 \sigma_i^2 + (\lambda_2^i - \sigma_B^2)^2}
\]

Furthermore, we note that in (45),

\[
\lambda_1^i - \sigma_B^2 = -\frac{1}{2} (\sigma_B^2 - \sigma_i^2) + \frac{1}{2} \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4 \rho_i^2 \sigma_B^2 \sigma_i^2} \geq 0 \quad \forall \rho_i \in [-1, 1],
\]

since \(\sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4 \rho_i^2 \sigma_B^2 \sigma_i^2} \geq (\sigma_B^2 - \sigma_i^2)\); whereas, in (46)

\[
\lambda_2^i - \sigma_B^2 = -\frac{1}{2} (\sigma_B^2 - \sigma_i^2) - \frac{1}{2} \sqrt{(\sigma_B^2 - \sigma_i^2)^2 + 4 \rho_i^2 \sigma_B^2 \sigma_i^2} \leq 0 \quad \forall \rho_i \in [-1, 1].
\]

**A.2 Skew case**

In case of skew-normal distributed markets, following similar arguments used in the proof of Proposition 2.8, we have that the covariance matrix \(\widetilde{\Sigma}_i\) of the benchmark \(B\) and the asset \(i\) returns
is

\[ \tilde{\Sigma}_i = \left( 1 - \frac{2\delta_B^2}{\pi} \right) \Sigma_i, \]  

(47)

where \( \Sigma_i \) is as in (40). Therefore, the eigenvalues of \( \tilde{\Sigma}_i \) are proportional to those of \( \Sigma_i \), namely

\[ \tilde{\lambda}_1^i = \left( 1 - \frac{2\delta_B^2}{\pi} \right) \lambda_1^i, \quad \tilde{\lambda}_2^i = \left( 1 - \frac{2\delta_B^2}{\pi} \right) \lambda_2^i, \]  

(48)

where \( \lambda_1^i \) and \( \lambda_2^i \) are given by (41), (42), respectively. For what concerns the eigenvectors, they are the same of the normal case.

**Appendix B: Additional data information**

The dataset is composed of the individual constituents belonging to the S&P 500 (as retrieved from Yahoo Finance) and the main index alongside its industry sectors (sub-indices) taken from Bloomberg.

Figure 4 shows the prices and log-returns of the S&P 500 index. The said index includes the common stocks issued by 500 large-cap companies traded on USA stock exchanges which cover around 80% of the equity market by capitalization. As the index is weighted by free-float market capitalization, larger companies account more and constituents may change over time. Indeed, between 7.01.2005 and 29.05.2020, we ended up considering 741 common stocks (see Table 8). Furthermore, with reference the sub-indices mentioned in Section 3.2.2, Table 7 reports the \( K = 10 \) sectors that make up the S&P 500 index.

Table 8 reports the "signature" of the \( i \)-th asset for any \( i \).
Figure 4: Weekly prices (top) and log-returns (bottom) of the S&P 500 from 07 January 2005 to 29 May 2020. $T = 804$ weekly observations. Source Bloomberg
Table 7: S&P 500 and list of the sectors (sub-indices) in which the index is composed. Data from 01 January 2005 to 29 May 2020. Source: Bloomberg.

| Type | Bloomberg Ticker | S&P 500 INDEX |
|------|------------------|----------------|
| Index | SPX Index | S&P 500 INDEX |
| Sub-Index | S5ENRS Index | S&P 500 ENERGY INDEX |
| Sub-Index | S5FINL Index | S&P 500 FINANCIALS INDEX |
| Sub-Index | S5INDU Index | S&P 500 INDUSTRIALS IDX |
| Sub-Index | S5MATR Index | S&P 500 MATERIALS INDEX |
| Sub-Index | S5UTIL Index | S&P 500 UTILITIES INDEX |
| Sub-Index | S5CONS Index | S&P 500 CONS STAPLES IDX |
| Sub-Index | S5TELS Index | S&P 500 COMM SVC |
| Sub-Index | S5COND Index | S&P 500 CONS DISCRET INDEX |
| Sub-Index | S5HLTH Index | S&P 500 HEALTH CARE IDX |
| Sub-Index | S5TECH Index | S&P 500 TECH & EQP IX |

Table 8: List of securities by code

| ID and numbering of S&P500 constituents |
|---------------------------------------|
| Bloomberg Ticker | Bloomberg Name |

| List of securities by code |
|---------------------------|
| Bloomberg Ticker | Bloomberg Name |
|---------------------|----------------|

42