On the physical origins of the negative index of refraction
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Abstract. The physical origins of negative refractive index are derived from a dilute microscopic model, producing a result that is generalized to the dense condensed phase limit. In particular, scattering from a thin sheet of electric and magnetic dipoles driven above resonance is used to form a fundamental description for negative refraction. Of practical significance, loss and dispersion are implicit in the microscopic model. While naturally occurring negative index materials are unavailable, ferromagnetic and ferroelectric materials provide device design opportunities.

In 1968, Veselago [1] suggested that a material with a negative index of refraction would enjoy certain peculiar properties. Foremost among these was negative refraction, where a ray incident on the interface of such a material would refract on the same side of the normal rather than away from it (see figure 1). The subject lay dormant until 1999, when Pendry proposed designs for magnetic metamaterials [2] that were subsequently implemented by Shelby et al [3], along with a dispersed electric metamaterial, to demonstrate negative refraction in 2001. Despite the fact that no naturally occurring negative index material is available, there has been a surge in interest, particularly with regard to the prospect of creating lenses with imaging resolutions below that of the traditional diffraction limit [4]–[8].

In this paper, we explore the physical origins of the negative index of refraction. The formalism developed here differs from previous macroscopic descriptions of negative refraction in that it is developed from a microscopic model consisting of an array of electric dipoles and
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magnetic dipoles undergoing precession due to an external static magnetic field. By considering the extension of the microscopic model to a macroscopic electromagnetic description, a physical basis for why the propagation phase velocity of light, $v_p$, should appear negative when the permittivity and permeability are simultaneously negative is established. This extends the macroscopic arguments originally formulated by Veselago [1], and, for example, applied under the context of a Drude model [9], to include a physical, microscopic basis. The view provides a basis for composite material properties or those perhaps available through multiferroic materials [10]. Finally, we use the microscopic model to suggest some possibilities for the use of ferromagnetic and ferroelectric materials to enhance the capabilities of negative index metamaterials.

To illustrate how negative refraction might arise, consider Fermat’s principle of least time [11] for the case of negative refractive index materials. Application of Fermat’s principle involves taking the first derivative of the travel time through the arbitrary paths illustrated in figure 1 to arrive at the path of least time. This is well established for the case of positive refraction and has recently been established for negative refraction as well [12], where it was found that the least-time treatment required that the light velocity be negative. Further, it was found that the solution did not actually correspond to the least time, but rather an extremum in time. In terms of least time, negative velocity is not meaningful. However, the principle of least action, based on Feynman’s path integral approach to quantum mechanics, supplanted the principle of least time [13]. The mechanics of the two theories are similar, so we need to interpret only the least-time results in terms of the least-action formalism.

In the least-action approach the most probable path is determined by the path of stationary phase, which corresponds to an extremum in the spatial derivative of the total travel time, using distance and phase velocity, through all possible paths. The negative curvature corresponding to the extremum from the least-time approach is then properly interpreted as the path of stationary phase, which in the framework of the least-action principle determines the most probable path for refraction. That the velocity is negative, however, is conceptually not resolved by this treatment. Refraction in positive and negative index materials is contrasted in figures 1(a) and (b) respectively.

The disparity between the frequency-dependent phase velocity of light in a material and the constant velocity of photons in a vacuum is resolved by recognizing that photons impinging on
a medium can drive resonances in that medium, which may radiate and contribute to the total scattered field. When there is a difference in phase between the source and radiated field, the wavefronts at the detector will appear to be advanced or retarded with respect to the source, and it is on this basis that the concept of negative velocity is explained.

To relate our microscopic model to the index of refraction, which is a macroscopic phenomenon, we employ an approach developed by Feynman, thereby extending the physical origins of the index of refraction to include negative index materials [13]. Our system consists of a monochromatic plane wave source of radial frequency $\omega$ travelling at the speed of light in vacuum, $c_0$, in the $\hat{x}$-direction, incident on a slab of material of thickness $d$, and a detector on the other side of the slab, sufficiently far away. If the slab were removed, then the observed travel time to the detector, a distance $x$ from the source, would be commensurate with the speed of light in vacuum. When the material is present and an observed delay or advance in arrival time is assumed, such that the observed phase velocity is $c_0/n$, consider that the electric field at the detector is

$$E^d = E_0 e^{-i \omega c_0 d (n-1) - i \omega (t - x/c_0)}$$  \hspace{1cm} (1)

which is the source field of initial strength $E_0$ (neglecting amplitude scatter in the dilute limit) multiplied by a phase term. Feynman showed that for dilute media in which the phase term is small, (1) can be written in a more suggestive manner as [13]

$$E^d \simeq E_0 e^{i \omega (t - x/c_0)} - i \frac{\omega}{c_0} E_0 d (n-1) e^{i \omega (t - x/c_0)}.$$  \hspace{1cm} (2)

Written this way, it is clear in (2) that the plane wave at the detector is the sum of the source term (the incident field without the material) and a material response term (the scattered field). This representation is thus consistent with the Born approximation for scattered photons.

To provide a mechanism for the apparent augmentation of the arrival time of the photons, we employ a microscopic model that replaces the slab with a thin sheet of electric and magnetic dipoles, find the fields due to each source, and then apply superposition. We assume a Lorentz electric-dipole resonance and a Bloch magnetic resonance.

The field radiated in the $x$-direction by a thin sheet of microscopic electric dipoles is

$$E^e_x = -\frac{d}{2c_0} [i \omega \chi_e E_0 e^{i \omega (t - \frac{x}{c_0})}]$$  \hspace{1cm} (3)

with the relative electric susceptibility given by [14]

$$\chi_e = \frac{\chi_{ee0} \omega_0^2}{(\omega_0^2 - \omega^2)^2 + \Gamma^2 \omega^2} \left[ (\omega_0^2 - \omega^2) + i \Gamma \omega \right],$$  \hspace{1cm} (4)

where $\chi_{ee0} = N q^2 / m \epsilon_0 \omega_0^2$ is the static susceptibility, $N$ is the oscillator density, $q$ the dipole charge, $\epsilon_0$ the permittivity of free space, $m$ the reduced mass of the charges in the normal mode that results in radiation, $\omega_0$ the electric resonance frequency, and $\Gamma$ is a phenomenological damping constant.

Also within our slab is a sheet of magnetic dipoles with a static external field $H_0$ applied in the $\hat{x}$-direction. Equivalently, we could assume a slab of ordered spins, where the static magnetic field is provided by dipolar coupling, as in the case of a ferromagnetic material. The equation for
the field radiated by a magnetic-dipole sheet, $E_r^{(m)}$, can be shown to be of the same form as (3) with the replacement of $\chi_\varepsilon$ with $\chi_\mu$, the relative magnetic susceptibility for a Bloch resonance, which is given by [15]

$$
\chi_\mu = \frac{\chi_{\mu 0}}{2} \frac{\Omega_0 T_2}{1 + (\omega - \Omega_0)^2 T_2^2} [(\Omega_0 - \omega) T_2 + i],
$$

(5)

where $\chi_{\mu 0}$ is the ratio of the magnetization and the static magnetic field $H_0$ that induced it, $\Omega_0$ is the magnetic resonance frequency, and $T_2$ is the spin-dephasing time.

The field due to both the radiating electric and magnetic dipoles, using (3) and its magnetic analogue, is then

$$
E_z^e = -\frac{i \omega d}{2 c_0} (\chi_\varepsilon + \chi_\mu) E_0 e^{i \omega(t - \frac{x}{c_0})}.
$$

(6)

Comparing the microscopic equation of (6) with our previous macroscopic expression in (2), the index of refraction can be expressed in terms of the microscopic susceptibilities as

$$
n = 1 + \frac{1}{2} (\chi_\varepsilon + \chi_\mu).
$$

(7)

We will employ some foresight and recognize that (7) is the same as the index of refraction derived from the macroscopic Maxwell’s equations for dense media of arbitrary thickness in the limit of small susceptibilities. Accordingly, we assume the usual form for the index of refraction, $n = \sqrt{\varepsilon_r \mu_r}$, where the relative permittivity is $\varepsilon_r = 1 + \chi_\varepsilon$ and the relative permeability is $\mu_r = 1 + \chi_\mu$, so as to not limit our discussion to dilute materials with weak susceptibilities. What we gain by doing so is that a layer of dipoles can augment the source field for subsequent layers of dipoles.

To describe the effect of the microscopic susceptibility on wave propagation, we introduce the permittivity, $\varepsilon_r = |\varepsilon_r| \exp(i \phi_\varepsilon)$, and permeability, $\mu_r = |\mu_r| \exp(i \phi_\mu)$, in polar form into the index of refraction ($n = n(\varepsilon_r, \mu_r)$) and wave admittance ($Y = Y(\varepsilon_r, \mu_r)$), in the limit of small susceptibilities. Therefore, the domain for the index of refraction and the wave impedance come from the range of the permittivity and the permeability. Accordingly, with the loss implied by the damping in (4) and (5), the permittivity and permeability are restricted to the upper-half of the complex plane, in order for a propagating wave to lose energy (under the assumed $e^{i \omega t}$ convention). Thus, $\phi_{\varepsilon, \mu}$ is in the interval $[0, \pi]$, and the index of refraction shares the same interval, since $0 \leq (\phi_\varepsilon + \phi_\mu)/2 \leq \pi$. However, the domain of the wave-impedance phase is $[-\pi/2, \pi/2]$, since $-\pi/2 \leq (\phi_\mu - \phi_\varepsilon)/2 \leq \pi/2$. Note that loss becomes more significant in the neighbourhood of the resonances. However, even perturbational loss poses limitations on the potential amplification of evanescent fields in a negative index slab [5].

The effect of the index of refraction on the source field as it propagates through the slab is seen by introducing the polar form of the index of refraction into (1). From (1), ignoring the time dependence, and assuming $d = x$, we get $E_z^e(x) = E_0 e^{i \omega x / c_0} \sin \phi_\varepsilon e^{i (\omega \mu c_0 / \omega)} \cos \phi_\varepsilon$. By use of either the right-hand rule or Faraday’s law, we find that the magnetic field associated with propagation in the $x$-direction is $H_z^m(x) = -|Y| e^{i \phi_Y} E_z^e(x)$. Thus, the wave admittance introduces a relative phase shift in the electric and magnetic field, which has consequences on power flow.

In the case of a material with only electric-dipole coupling, the value of $\phi_\varepsilon$ is restricted to the interval $[0, \pi]$ and $\phi_\mu = 0$. This limits the range of $\phi_n$ and $\phi_Y$ to the interval $[0, \pi/2]$. 
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However, if we allow for the simultaneous existence of magnetic- and electric-dipole coupling, we find that the interval for the phase of the index of refraction becomes $[0, \pi]$ and the interval for the wave admittance becomes $[-\pi/2, \pi/2]$. The most interesting result of this additional phase contribution comes from consideration of a material that without the magnetic-dipole resonance would exhibit a bandgap for the frequency under consideration, assuming negligible loss, resulting in an evanescent wave. The bandgap occurs because without a magnetic resonance, $\pi/2 \leq \phi_\varepsilon \leq \pi$ and $0 \leq \phi_\mu \leq \pi/2$, and the wave does not propagate. If we introduce a small magnetic-phase contribution, then we find a return to a propagating wave solution. In the lossless electric dipole only case, the field does not propagate and does not carry real power because the electric and magnetic fields are $\pi/2$ radians out of phase. However, when both electric and magnetic-dipole coupling is present, the phase contribution from the magnetic dipole can ‘undo’ the deleterious effects of the electric dipole by partially restoring the relative phase of the electric and magnetic fields such that power can flow. In the remarkable case that $\phi_\varepsilon$ and $\phi_\mu$ are both equal to $\pi$ (or 0), it follows that $\phi_\varepsilon = \pi$ (or 0) and $\phi_\mu = 0$, and we find that propagation results with no attenuation, giving a time-average Poynting vector $S = \hat{\mathbf{x}}(\pi/2)|E_0|^2\sqrt{|\varepsilon_r|/|\mu_r|}$. If the magnitudes of the relative permittivity and permeability are chosen to be identical, then unimpeded propagation takes place, i.e., there is no back-scattered wave.

The negative refractive index range, $\phi_\varepsilon$ in $[\pi/2, \pi]$, corresponds to the frequency range where $(\chi_\varepsilon + \chi_\mu)/2 < -1$ with $\chi_\varepsilon = \chi_\varepsilon' + i\chi_\varepsilon''$. These overlapping frequency bands for the resonances in (4) and (5) define the frequencies, where propagation can occur. Within this band, a negative phase velocity occurs, i.e., $v_p = c_0/n' < 0$, where $n = n' + i n''$. This means that with advancing time, the wave crests move in the $-x$-direction. However, in this same frequency range, the group velocity ($v_g$), which describes the power flow of a wave packet, is positive. This can be established from $v_g = c/(n' + \omega n''/\omega)$ with use of (7), (4) and (5), with the assumption that $n'(\omega)$ is sufficiently smooth for meaningful group velocity. As a consequence, $(\omega/2)(d\chi_\varepsilon'/d\omega + d\chi_\mu'/d\omega) > |1 + (\chi_\varepsilon' + \chi_\mu')/2|$ in the frequency range of negative refractive index. Therefore, conservation of power holds, i.e., with incident power in the $x$-direction, there is power flow in the $x$-direction in the negative refractive index medium.

The formalism developed here has direct application to ferroelectric and ferromagnetic resonances as either the electric-dipole or the magnetic-dipole source in a negative index material. A good metric for the resonance frequency of ferromagnetics is the Bohr magneton divided by Planck’s constant, which can conveniently be written as $\approx 14$ GHz tesla$^{-1}$ [15]. This places the possible range of resonance frequencies somewhere between 1 and 100 GHz. Ferroelectrics do not have such a convenient metric, but the resonant frequencies tend to be in the range of tens of THz [14]. Antiferromagnets can sometimes have resonance frequencies near a THz, but they have relative susceptibilities similar to paramagnetic materials, which are only slightly greater than unity. It may, however, still be possible to observe a negative index with an antiferromagnetic–ferroelectric composite. Within their respective frequency range, ferroelectrics and ferromagnets offer very strong resonances, with susceptibilities approaching up to 10,000 in both. The frequency range over which the material may have a negative index is given by the extent of the bandgap in the limiting material, i.e., the one with the smallest bandgap, where the bandgap is the region between the resonance frequency ($\omega_0$) and its conjugate frequency ($\omega'$). In ferroelectrics, the latter is given by the Lyddane–Sachs–Teller relation, $\omega'^2/\omega_0^2 = \varepsilon_0/\varepsilon_\infty$, where $\omega_0$ is the resonance frequency usually associated with a transverse optical phonon in a ferroelectric crystal, $\varepsilon_0$ is the static dielectric constant and $\varepsilon_\infty$ is the high-frequency permittivity usually associated with electronic resonances [14]. In ferromagnetics,
the bandgap is equal to $\Omega_0(\mu_\infty - 1)$, where $\mu_\infty$ is the relative permeability above resonance [16]. These materials offer an alternative to providing both electric and magnetic resonances with a metamaterial. Furthermore, ferromagnetic materials can be employed now with existing metamaterials that operate normally around 10 GHz. One advantage in doing so is to exploit the modest tunability of the ferromagnetic resonance and the associated bandgap to provide a tunable negative index that could possibly be used in a device, e.g., a switch that refracts an electromagnetic wave one way or the other, based on the static magnetic field applied. Ferroelectrics also offer benefits for application to existing THz frequency split-ring resonators [17], in that the electric field of an electromagnetic wave can be imaged directly as it propagates through the ferroelectric material [18].

To summarize, by determining the path of stationary phase for a stream of photons incident on an arbitrary dispersive medium, it has been shown that negative refraction occurs when the index of refraction is negative, indicating that the photons traverse this path with what seems to be a negative phase velocity. While Fermat’s least-time principle correctly predicts Snell’s law for refraction at an interface with a negative refractive index material, it does not produce a least-time solution, a consequence of the negative phase velocity. The microscopic model we have used for electric- and magnetic-dipole interactions provides a basis for the collective oscillator phase shift that results in negative phase velocity in the case of negative refractive index. We found that when the electric and magnetic dipoles in this model have nearly the same resonant frequency, the augmentation of the electric component by the Lorentz dipoles is partially compensated for by the Bloch dipoles acting on the magnetic component, where the phase shifts in the electric and magnetic components of the field are directly related to the phase of the microscopic electric and magnetic dipoles. While any simultaneous resonance in the electric and magnetic constitutive parameters can provide a model for negative refraction, the dilute microscopic interaction model presented, and its generalization to the dense limit, provide a foundation for macroscopic interpretations. As a consequence, it is clear that dispersion and loss cannot be circumvented. Also, the dipole-resonance models presented have a finite bandgap that is representative of physical systems such as ferroelectrics which can, with a concomitant magnetic resonance bandgap, provide negative refractive index over a finite frequency range. While there are ferroelectric and ferromagnetic materials that may be candidates for negative refractive index applications, achieving simultaneous bandgaps in an appropriate frequency range and having other satisfactory properties, such as low loss in the composite system, appears challenging. On the other hand, use of one or the other physical resonance, i.e., ferroelectric or ferromagnetic materials, in combination with a metamaterial implementation for the other resonance, is tractable and may yield practical functionalities.

Finally, a limitation in the present work is that it is restricted to plane wave solutions. Of more practical utility are wave packets, which are linear superpositions of two or more plane wave solutions. In this case, the phase velocity is no longer the only velocity, rather the group and energy velocities dictate the behaviour of the wave packet [19]. The work presented here offers no insight into the behaviour of wave packets, but there is suitable discussion on this topic elsewhere [20, 21].
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