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Abstract

Sentence matching is a fundamental task of natural language processing with various applications. Most recent approaches adopt attention-based neural models to build word- or phrase-level alignment between two sentences. However, these models usually ignore the inherent structure within the sentences and fail to consider various dependency relationships among text units. To address these issues, this paper proposes a graph-based approach for sentence matching. First, we represent a sentence pair as a graph with several carefully designed strategies. We then employ a novel gated graph attention network to encode the constructed graph for sentence matching. Experimental results demonstrate that our method substantially achieves state-of-the-art performance on two datasets across tasks of natural language and paraphrase identification. Further discussions show that our model can learn meaningful graph structure, indicating its superiority on improved interpretability.

1 Introduction

Sentence matching, which aims to predict the semantic relationship between two sentences, is a fundamental technology for various tasks of natural language processing, such as natural language inference and paraphrase identification. In recent years, deep neural networks have become the dominant method for sentence matching. Existing deep sentence matching approaches can be roughly classified into two categories, which are representation-based and interaction-based. Representation-based models (Hu et al., 2014; Qiu and Huang 2015; Bowman et al., 2015) focus on sentence-level representation learning. These approaches first encode two sentences into fixed-sized vectors separately, and then compute the matching result on the basis of the two representations. This straightforward paradigm usually has better efficiency because of their sharing encoder parameters and parallel computing. However, the interaction among lower level units of two sentences is ignored (Liu et al., 2019). By contrast, interaction-based approaches adopt matching-aggregation framework (Wang et al., 2017; Chen et al., 2017; Gong et al., 2018; Tay et al., 2018a), which first build the interaction of two sentences at small units (such as words or phrases) and then aggregate these interactive features to predict the final relationship. This framework obtains a remarkable performance gain because it can capture alignment features between two sentences with better granularity (Wang et al., 2017).

Despite the success of recent interaction-based approaches, they still have some limitations. First, most existing works (Chen et al., 2017; Wang et al., 2017; Liu et al., 2019) adopt attention mechanism (Bahdanau et al., 2015) to perform word-by-word comparison between two sentences, which ignores the effect of intra-sentence structure (Liu et al., 2018). Second, some of these approaches suffer from poor interpretability because of the over sophisticated networks or interactive mechanism. Language is inherently structured (Liu et al., 2018). An intuitive way is to learn the relationship of two sentences with a graph which has a more complex structure for capturing cross-sentence interactions. However, it is a challenging task to find an effective way to construct and learn the graph for sentence matching task. Efforts have been exerted in various ways. Some studies (Tai et al., 2015; Bowman et al., 2016; Chen et al., 2017) incorporated tree structure into encoding process to learn improved sentence representations. Some other studies (Zhao et al., 2016; Liu et al., 2018) enrich interaction features between two sentences by comparing their subtree structures. However,
these approaches solely explore the sentence structure independently and fail to take different edge information (i.e., dependency relations) into consideration. Therefore, how to make the most of graph structure for sentence matching task remains an open question.

To address these issues, this paper proposes a novel graph-based sentence matching approach. Firstly, we explore several carefully designed strategies from different perspectives to model a sentence pair as a semantic graph. Compared with other studies that learn sentence tree or graph structure independently, our model works in a more effective way by putting two sentences into one unified graph, where it can simultaneously learn the intra-sentence structure and cross-sentence interaction. Then, we propose a gated graph attention network (G-GAT), which extends vanilla graph attention network (GAT; Veličković et al., 2017) by parameterizing labeled edges as gating vectors to encode dependency relations. We conduct extensive experiments on two datasets across the tasks of natural language inference and paraphrase identification. Experimental results demonstrate the effectiveness and superiority of the proposed approach.

To summarize, our effort provides the following three contributions:

• We propose three carefully designed strategies to model a sentence pair as a semantic graph from different perspectives and conduct systematic exploration on the effects of leveraging graph structure for sentence matching task.

• We propose a modified GAT model that incorporates gating mechanism to encode various dependency relations, thereby endowing it with better generalization to complex graph with various types of connections.

• The experimental results demonstrate that our approach substantially achieves the state-of-the-art results on two standard datasets. Moreover, analysis of learned graph shows our model induces meaningful alignment structure, indicating its superiority on improved interpretability.

2 Related Work

Neural Sentence Matching Models Recently, deep neural networks have achieved remarkable results in sentence matching. Early works encoded each sentence separately into a fixed-sized vector and then built a neural classifier upon the two vectors. Recurrent neural networks (Bowman et al., 2015) or convolutional neural networks (Yu et al., 2014; Tan et al., 2016) are widely used as the sentence encoder in this paradigm.

However, these models fail to learn fine-grained interaction features and can hardly model complex relations. Later works, therefore, have adopted matching-aggregation framework that first match sentences at lower level and then aggregates interactive features into final result. Wang et al. (2017) defined several matching strategies to compute alignment from multi-perspectives. Tan et al. (2018) designed multiple attention functions to compare word vectors of two sentences. Gong et al. (2018) used convolutional networks to extract hierarchical information from interaction features. Despite their success, these approaches usually ignore the inherent structure of sentences, which has been proved to play an important role in learning sentence semantic representation (Tay et al., 2015).

Graph Structure for Sentence Matching Due to the complexity of language, some studies focus on leveraging sentence structure to improve the performance of sentence matching. Tay et al. (2015) proposed tree-structured LSTM (Hochreiter and Schmidhuber, 1997) with two variants to encode different parsing trees. Bowman et al. (2016) proposed a modified version with high efficiency for sentence understanding. Chen et al (2017) explored the effects of syntactic information on enriching sentence representation and improving matching performance. These models aimed to encode the intra-sentence structure for learning improved sentence representations. Some other studies learn the relationship of two sentences by comparing their substructures. Among them, Zhao et al. (2016) proposed a subtree-level attention to learn textual entailment. Liu et al., (2018) used a structured attention framework to perform span-level alignment.

Compared to the ways that recent approaches employed to incorporate structure information for sentence matching, we put two sentences into one unified graph. Also, our model takes advantage of the recent advance of graph neural networks (GNNs) and propose a modified GAT which is able to explicitly calculate dependency relations with gating mechanism.
3 Methodology

3.1 Overview

This section describes our method, namely, graph attention networks for sentence matching (MatchGraph), of which Figure 1 provides an illustration. Let \( P = \{p_1, p_2, ..., p_M\}, Q = \{q_1, q_2, ..., q_N\} \) be an arbitrary sentence pair, where \( p_i \) and \( q_j \) represent the \( i \)-th word in \( P \) and the \( j \)-th word in \( Q \), respectively. The goal of our model is to predict a label \( y \in Y \) representing the relationship between two sentences, where \( Y \) is the predefined relationship set.

Our model consists of three modules playing complementing roles, which are: 1) contextual encoder, which uses a stacked recurrent neural network to generate contextual hidden states for each word of two sentences. 2) graph encoder, which uses a modified GAT that incorporates gating mechanism to build interaction between textual units of two sentences. 3) fusion layer, which aggregates each of the node representation to predict the final relationship. We first describe several strategies for constructing sentence pair graph, then we explain each part of the model.

3.2 Sentence Pair as a Semantic Graph

We start with modeling a sentence pair as a semantic graph. Given a sentence pair \( \langle P, Q \rangle \), we use words as graph nodes and create two edge types: 1) local edges, which connect nodes within the same sentence, representing the intra-sentence dependency, and 2) interactive edges, which connect nodes of different sentences, representing the cross-sentence interaction. By introducing these two edge types, the constructed graph can simultaneously capture inherent structure of both sentences and the interaction features between them. The left side of Figure 1 gives an example of our constructed graph.

Our graph construction can be regarded as a two-steps process. First, we create local edges for two sentences. In particular, we individually perform dependency parsing on the two sentences. Following previous studies (Peng et al., 2017; Quirk and Poon, 2017), we create sequential edges between adjacent words to explicitly infuse the linear dependency. Second, we create interactive edges to merge two sentence graph into one. Let \( f_i(p_i, q_j) \rightarrow \{0, 1\} \) represent whether the edge between words \( p_i \) and \( q_j \) should be created. We explore three strategies to define construction function \( f_i \) from different perspectives. Figure 2 provides an illustration of each strategy.

**Root-based Interaction** The first strategy to create interactive edges is to simply connect the dependency root of two sentences, which regards each sentence participate as a node in sentence matching. Therefore, this strategy can be consider.
as a sentence-level interaction. One potential problem of this intuitive method is that the interaction of other nodes (words) apart from roots may be largely lost because no direct connections exist between them.

\[
  f_i(p_i, q_j) = \begin{cases} 
  1, & p_i, q_j = \text{root} \\
  0, & \text{otherwise}.
\end{cases}
\]  

(1)

Co-occurrence-based Interaction To gather fine-grained interaction information, we consider an alternative strategy, that is, connecting co-occurrence tokens other than stop words of two sentences. The motivation of this method is that co-occurrence words may serve as strong clues in determining the relationship between two sentences. However, this strategy may struggle with data sparsity because some sentence pairs may have insufficient co-occurrence words.

\[
  f_i(p_i, q_j) = \begin{cases} 
  1, & p_i = q_j \\
  0, & \text{otherwise}.
\end{cases}
\]  

(2)

Denoising Interaction The abovementioned proposed methods may experience a common issue where interactive edges are insufficiently constructed. To address this shortcoming, we consider a strategy that can provide maximum interactions, that is, connecting any word of one sentence and any word of the other sentence. However, such fully interaction of two sentences may introduce much noise and slow computational speed because of the large number of redundant interactive edges. Inspired by Vincent et al. (2008), we apply an effective denoising method to randomly remove a proportion of interactive edges.

\[
  f_i(p_i, q_j) = \begin{cases} 
  1, & \varepsilon \leq \alpha, \varepsilon \sim U(0, 1) \\
  0, & \text{otherwise},
\end{cases}
\]  

(3)

Where \(\alpha\) is a hyperparameter indicating the keep probability of interactive edges. A larger \(\alpha\) represents more interactive edges. In the experiments, we explore a fully-interaction strategy (i.e., \(\alpha=1\)) to verify the effects of the proposed denoising strategy.

3.3 Stacked Contextual Encoder

We have constructed the semantic graph of a given sentence pair \(\langle P, Q \rangle\). We then initialize the node representations with a stacked contextual encoder. Specifically, we individually encode two sentences with a Bi-LSTM layer, which has been proven effective for sentence matching (Wang et al., 2017; Duan et al., 2018; Liu et al., 2019), to generate contextual representations of each word.

\[
  h_{p_i} = \text{Bi-LSTM}(h_{p_{i-1}}),
\]  

(4)

\[
  h_{q_j} = \text{Bi-LSTM}(h_{q_{j-1}}),
\]  

(5)

where \(h_s \in \mathbb{R}^{d_n}\) represents the hidden state of corresponding word and \(d_n\) is the predefined hidden size of Bi-LSTM layer. Note that the encoder parameters are shared for the two sentences.

In the experiments, we stack multiple Bi-LSTM layers. The hidden states of last layer \(H^P \in \mathbb{R}^{M \times d_n}\), and \(H^Q \in \mathbb{R}^{N \times d_n}\) are then used to initialized the node representations in the graph encoder, allowing the utilization of contextual information.

3.4 Graph Encoder with Relational Gates

Given the constructed graph \(G = (V, E)\), where nodes set \(V\) correspond to the words, and edges set \(E\) correspond to the local and interactive edges, we employ GAT as the basis of our graph encoder to update node representations.

Let \(H^k = \{h^k_1, h^k_2, \ldots, h^k_M, h^k_{M+N}\}\) be the hidden states of input nodes in \(k\)-th layer, and \(H^0 = H^P \cup H^Q\) are the outputs from the contextual encoder. The \(k\)-th GAT layer is designed as:

\[
  z_{i,j} = \text{LeakyReLU}(W_a[Q_j h^k_i; W_e h^k_j]),
\]  

(5)
\[
a_{i,j} = \frac{\exp(z_{i,j})}{\sum_{l} \exp(z_{i,l})},
\]
(6)

\[
h_i^{k+1} = \sum_{j \in N_i} \tanh(a_{i,j} W_e h_j^k),
\]
(7)

where \( N_i \) stands for neighborhood of the \( i \)-th node. \( a_{i,j} \) stands for the attention weight from node \( i \) to \( j \). \( W_a, W_e, \) and \( W_c \) are model trainable parameters. We use multi-head attention to stabilize the learning process, which can be denoted as

\[
h_i^{k+1} = \sum_{m=1}^{M} \sum_{j \in N_i} \tanh(a_{i,j}^m W_c^m h_j^k),
\]
(8)

The vanilla GAT updates the node representations by aggregating its neighbor nodes. However, this process fails to consider edge information (i.e. different dependency relations). Intuitively, neighbor nodes with different relations should have different influences. To address this issue, we propose a gated graph attention network (G-GAT) to encode various relations. Specifically, we first map each relationship to a low-dimensional representation and compute the relational gating vector.

\[
g_{ij} = ReLU\left(W_g[h_i; h_j; e_{r(i,j)}]\right),
\]
(9)

where \( e_{r(i,j)} \in \mathbb{R}^{d_r} \) is the vector of relationship between node \( i \) and node \( j \) with predefined size \( d_r \). \( W_g \) is trainable parameters. \( g_{ij} \in \mathbb{R}^{d_r} \) is the gating vector, which are then used to control the information flow from nodes \( i \) to \( j \). Thus, Eq. 7 is modified as follows:

\[
h_i^{k+1} = \sum_{j \in N_i} g_{i,j} \circ \tanh(a_{i,j} W_e h_j).
\]
(10)

By introducing such relational gates, various relationships are parameterized and participate in the graph propagation process. Compared with attention calculation that exerts an alignment score to all the dimension of node vectors, gating mechanism works at better granularity through element-wise operation. Moreover, we choose ReLU activated gates (Xue and Li., 2018) to flexibly control the information flow because it does not have upper bound on important alignment features but strictly declines to zero on noisy information, allowing our model to adaptively learn the complex graph with various relations.

### 3.5 Fusion Layer

We refer to \( \mathbf{U}_P \in \mathbb{R}^{M \times d_n} \) and \( \mathbf{U}_Q \in \mathbb{R}^{N \times d_n} \) as the node representations of sentences \( P \) and \( Q \) after graph encoding, respectively. Intuitively, different nodes contribute unequally for predicting the relationship. Therefore, instead of using direct average summation, we aggregate these vectors with self-attention mechanism following Lin et al. (2017):

\[
S_P = \sum_{i=1}^{M} a^P_i \mathbf{U}_P(i),
\]
(11)

\[
\alpha^P = \text{softmax}(W_1 \tanh(\mathbf{U}_P \mathbf{W}_P)),
\]
(12)

\[
S_Q = \sum_{j=1}^{N} a^Q_j \mathbf{U}_Q(j),
\]
(13)

\[
\alpha^Q = \text{softmax}(W_2 \tanh(\mathbf{U}_Q \mathbf{W}_Q)),
\]
(14)

where \( S_P, S_Q \in \mathbb{R}^{d_n} \) represent the aggregation results of sentence \( P \) and sentence \( Q \), respectively. \( \alpha^P \in \mathbb{R}^M \) and \( \alpha^Q \in \mathbb{R}^N \) are the attention weights. \( \mathbf{W}_P, \mathbf{W}_Q, \mathbf{W}_1, \mathbf{W}_2 \) are trainable parameters.

Finally, we combine \( S_P \) and \( S_Q \) following Mou et al. (2016) and predict the result with two-layer feed-forward network \( f_R \).

\[
\hat{y} = f_R(\{||SP;S_Q;SP − S_Q;SP \circ S_Q\}).
\]
(15)

In symmetric tasks such as paraphrase identification, we apply a symmetric version of Eq. 12 for better adaptability, i.e., \( \hat{y} = f_R(\{||SP;S_Q;|SP − S_Q;|SP \circ S_Q\}) \).

### 4 Experimental Setup

#### 4.1 Datasets

The We evaluated our method on two standard benchmark datasets across two tasks: 1) natural language inference and 2) paraphrase identification. The statistics of two datasets are summarized in Table 1. We briefly introduce the two datasets and their corresponding tasks.

| Dataset | #pairs | #pairs | #pairs | #pairs |
|---------|--------|--------|--------|--------|
| Train   |        |        |        |        |
| Val     |        |        |        |        |
| Test    |        |        |        |        |
| SNLI    | 550k   | 10k    | 10k    | 3      |
| Quora   | 380k   | 10k    | 10k    | 2      |

Table 1. Statistics of two datasets, where \(|R|\) denotes the number of classes.
\[ \text{Table 2. Results on SNLI dataset.} \]

| Model                  | Acc. (%) | Model                  | Acc. (%) |
|------------------------|----------|------------------------|----------|
| BiMPM (Wang et al., 2017) | 86.9    | L D C (Wang et al., 2016) | 85.55    |
| ESIM (Chen et al., 2017)    | 88.0    | BiMPM (Wang et al., 2017) | 88.17    |
| DIIN (Gong et al., 2018)     | 88.0    | DeAttWord (Tomar et al., 2017) | 87.54    |
| MwAN (Tan et al., 2018)     | 88.3    | DeAttChar (Tomar et al., 2017) | 88.40    |
| CAFÉ (Tay et al., 2018a)    | 88.5    | DIIN (Gong et al., 2018) | 89.06    |
| HIM (Chen et al., 2017)     | 88.6    | MwAN (Tan et al., 2018) | 89.12    |
| SAN (Liu et al., 2018)      | 88.6    | CSRAN (Tay et al., 2018a) | 89.2     |
| CSRAN (Tay et al., 2018b)   | 88.7    | RE2 (Yang et al., 2019) | 89.2     |
| DRCN (Kim et al., 2018)     | 88.9    | SAN (Liu et al., 2018) | 89.4     |
| Match-Graph (root)          | 87.3±0.10 | Match-Graph (root) | 87.10±0.14 |
| Match-Graph (co-occurrence) | 88.6±0.21 | Match-Graph (co-occurrence) | 89.13±0.26 |
| Match-Graph (fully-interaction) | 88.7±0.13 | Match-Graph (fully-interaction) | 89.17±0.16 |
| Match-Graph (denoising,α=0.9) | 88.9±0.05 | Match-Graph (denoising,α=0.7) | 89.35±0.08 |

**SNLI** (Bowman et al., 2015) is the most widely used benchmark dataset for natural language inference. In natural language inference, the first sentence is called the “premise” and the second is called the “hypothesis”. The three predefined labels are “entailment,” “neutral,” and “contradiction,” representing the semantic relations of two sentences. SNLI contains 570k sentence pairs written by humans on the basis of image captioning. We use the standard splits following (Bowman et al., 2015) and use accuracy as the evaluation metric for this dataset.

**Quora Question Pair** is a standard dataset for paraphrase identification, which takes two sentence as input and aims to predict whether one sentence is the paraphrase of the other. Thus, this task can be formulated as a binary classification problem. The Quora dataset contains more than 400k sentence pairs collected from Quora.com. We split the dataset in accordance with previous works (Wang et al., 2017; Yang et al., 2019) and use accuracy as the evaluation metric for this dataset.

### 4.2 Implementation Details

We use AllenNLP (Gardner et al., 2018) as our code framework and implement GNNs with DGL (Wang et al., 2019). The sentences of two datasets are preprocessed by removing punctuation symbols and words appearing less than 10 times. For the graph construction, we use StanfordcoreNLP as dependency parser. The keep probability of interactive edges \( \alpha \) is set to 0.9 for the SNLI dataset and 0.7 for Quora Question Pair dataset. For the contextual encoder, we use a 3-layer Bi-LSTM with the same hidden size of 256. For the graph encoder, we set the number of layers to 2 and the number of attention heads to 4 with the hidden size of 64. The size of relation vector is set to 128. Word embeddings are initialized with word2vec (Mikov et al., 2013) of 300D and fine-tuned in training process. All other parameters are randomly initialized. During the training, we use Adam optimizer (Kingma and Ba, 2014) with learning rate set to \( 5e^{-4} \). We train our model for 300 epochs with batch size of 64. All hyperparameters are selected through grid search on the validation set with accuracy as the metric. We report the average accuracy and the standard deviation over 10 runs.

### 5 Results and Analysis

#### 5.1 Main Results

We compare our approach with state-of-the-art models on two datasets. For the sake of fairness, we do not compare it with models equipped with pre-trained language models. Considering our approach is orthogonal to pre-trained encoder, we believe it can be further boosted by integrating them, which we reserve for future work.

Tables 2 presents the accuracy results on SNLI and Quora datasets, respectively. The first sections report the state-of-the-art public approaches, and the second sections report the results of our model with different graph construction strategies. Results that are not significantly distinguished from the best approaches are marked in bold. From the results, we can make the following conclusions.
1) Denoising strategy outperforms the fully-interaction strategy and achieves the best results among four versions of our method, demonstrating its effectiveness. 2) Root-based interaction strategy performs worst, proving the necessity of fine-grained interactions. 3) The best version of our model, that is, denoising strategy, obtains results on par with the state-of-the-art models (DRCN on SNLI and SAN on Quora) and outperforms other strong baselines on both datasets. Besides, our model works in a more interpretable way by inducing meaningful graph structure, which will be further discussed in Section 5.5.

5.2 Ablation Study

To analyze the relative contributions of different modules on matching sentences, we compare our full model with three ablated variants: 1) w/o contextual encoder, which removes stacked Bi-LSTM layer and initialize the node vectors with corresponding word embedding. 2) w/o relational gates, which removes gating mechanism of graph encoder. In this variant, the graph encoder degenerates to the vanilla GATs. 3) w/o fusion layer, which aggregates node representations with average pooling instead of self-attention mechanism.

Figure 3 presents the results of different variants on both datasets, from which we can make the following observations. 1) Our full model outperforms all variants on both datasets, which proves that the three modules play complementing roles in the sentence matching process, and combining them can help our model achieve the best performance. 2) When removing contextual encoder, i.e. the stacked Bi-LSTM layer, the performance of each strategy declines dramatically, indicating that contextual information is particular important for sentence matching. This observation suggests that integrating pre-trained contextual encoder into our model may provide our approach additional performance gain. 3) Relational gates substantially boost the performance, particularly for fully-interaction strategy, indicating they can improve the generalization capacity of our model for complex graph structure, which is consistent with the aforementioned analysis.

5.3 Effects of Denoising Strategy

As discussed in Section 3.1, hyperparameter $\alpha$ plays a key role in denoising strategy by determining the keep number of interactive edges. Therefore, we conduct experiments to quantitatively explore the influence of $\alpha$. Figure 3 presents the accuracy under different $\alpha$ on the two datasets.

We can see from figure 4 that two subgraphs show a similar trend. Specifically, the accuracy intensively increases when $\alpha$ is tuned from 0.1 to 0.6, indicating that some amount of interactive edges are necessary for learning the relation of two
Sentences. However, the accuracy experiences fluctuation when $\alpha > 0.6$, and the fully-interaction (i.e. $\alpha = 1$) does not make the model achieve the highest accuracy on either dataset, which demonstrates that excessive edges may introduce noisy information and make the model tend to overfit. This result reflects the influence of the number of interactive edges on the performance to some extent, which provides an instruction for the design of graph construction strategy.

### 5.4 Analysis of Learned Graph Structure

In this subsection, we give a qualitative analysis of the learned semantic structure to briefly understand how our model work. Recall that in fusion layer, we compute the final result with vectors $S_p$ and $S_q$ (Eq. 10), which are aggregated with the node attentions $\alpha^p$ and $\alpha^q$ (Eq. 11). Therefore, $\alpha^p$ and $\alpha^q$ can be considered as the contribution of each node to the result, and the importance of edges can be defined as the weight sum of its head node and tail node.

In Figure 5, we visualize the semantic graph attention distribution of a real data, where the premise sentence is “Male in a blue jacket decides to lay in the grass” and the hypothesis sentence is “The guy in yellow is rolling on the grass”. We can see that the important nodes (colored darker) and edges (solid and bold) form a meaningful subgraph, which indeed presents the alignment structure of two sentences and the inferencing chain of their semantic relationship. For example, the words “Male” and “grass” have weak alignment with words “guy” and “grass”, respectively, because of their semantic association. However, the words “blue jacket” and “lay” have strong alignment with words “yellow” and “rolling”, respectively, showing that the model pays more attention on the differences of the two sentences. Consequently, our model correctly predicts the relationship is “contradiction.” It is worth noting that long-range important nodes are effectively bridged by syntactic dependency apart from interactive edges, indicating that intra-sentence structure also plays a key role in sentence matching. Moreover, the learned graph can in turn gives an inspiration to the graph construction.

### 6 Conclusion and Future Work

This paper proposes a graph-based sentence matching approach. Firstly, we explore several effective strategies to construct semantic graph for a sentence pair. Then we propose a novel gated graph attention network (G-GAT), which employs gating mechanism to capture various relationships among textual units. Experimental results on two well-studied datasets across tasks of natural language inference and paraphrase recognition demonstrate that the proposed method not only substantially achieves state-of-the-art performance but also can induce interpretable graph structure for sentence matching. In the future, we will explore graph construction strategies by integrating more technologies (e.g., semantic role labeling and constituent parsing) to further enhance the performance.
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