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Abstract We construct an explicit quantum coding scheme which achieves a communication rate not less than the coherent information when used to transmit quantum information over a noisy quantum channel. For Pauli and erasure channels we also present efficient encoding and decoding algorithms for this communication scheme based on polar codes (essentially linear in the blocklength), but which do not require the sender and receiver to share any entanglement before the protocol begins. Due to the existence of degeneracies in the involved error-correcting codes it is indeed possible that the rate of the scheme exceeds the coherent information. We provide a simple criterion which indicates such performance. Finally we discuss how the scheme can be used for secret key distillation as well as private channel coding.

Popular Summary Most quantum information processing tasks encounter the problem that data has to be protected against noise. Fortunately, this can be achieved by employing an error-correcting code. As an example, to send quantum information over a noisy quantum channel one first encodes the message before sending it through the channel. At the channel output a decoder tries to reconstruct the message that was sent. The encoding and decoding operations that define an error-correcting code should fulfill certain properties: they should be reliable, meaning that the output from the decoder essentially coincides with the message to be sent; they should achieve a high rate, i.e. it is desirable to send as much information as possible; and the encoding and decoding operations should be efficiently implementable in terms of a small number of basic operations.

Recently, a new code called quantum polar code has been introduced that combines all the desirable properties mentioned above for certain quantum channels. This is the first example of a quantum code that achieves high rates with computationally efficient encoding and decoding operations. However, a disadvantage of the scheme is that one has to assume that the sender and receiver share a small amount of entanglement in order for the encoding and decoding procedure to work. But entanglement is essentially the very resource the sender and receiver hope to create by using the quantum channel in the first place. In this work, we introduce a refined quantum polar coding scheme that does not need any entanglement assistance, not even a small amount, and nevertheless maintains the high rate and efficient encoding and decoding algorithms from the original scheme.

Shannon’s channel coding theorem determines the capacity of a classical discrete memoryless channel \( W \) by random coding arguments and finds that it is given by

\[
C(W) = \max_{P_X} I(X:W(X)),
\]

where the random variable \( X \) describes the input to the channel, and \( P_X \) is its probability distribution. Analogous random coding arguments for the problem of transmitting quantum information over a memoryless quantum channel \( N^{A'} \rightarrow B \) lead to a communication rate given by

\[
Q_1(N) := \max_{\phi^{AA'}} I(A|B)_{N^{A'} \rightarrow B(\phi^{AA'})},
\]

where \( I(A|B)_{\rho} := H(B|\rho) - H(AB|\rho) \) is the coherent information and \( H \) the von Neumann entropy. It has been shown that \( Q_1(N) \) is not generally optimal [8] and that the quantum
capacity is given by its regularization

\[ Q(N) = \lim_{k \to \infty} \frac{1}{k} Q_1(N \otimes k). \quad (3) \]

Notwithstanding the complications surrounding the regularized expression, it is already difficult to construct explicit coding schemes that achieve the coherent information of an arbitrary quantum channel, and the task becomes that much harder if we also ask for efficient encoding and decoding. Here, a task is termed efficient if it can be completed in a number of steps scaling essentially linearly in the input size, not just polynomially as in the complexity-theoretic setting. Until very recently, almost nothing was known about explicit, efficient, provably capacity-achieving classical error-correcting codes, to say nothing of the quantum case.

Polar codes, introduced in 2008 by Arıkan [9], are the first family of classical error-correcting codes which both provably achieve the symmetric \((X \sim \text{uniform in } (1))\) classical capacity for any discrete memoryless channel and have an essentially linear encoding and decoding complexity. These codes have been generalized to the quantum setup. Wilde and Guha adapted polar codes to transmit classical information over quantum channels [10] and gave a scheme for transmitting quantum information over degradable quantum channels [11], at the cost of an unknown decoding efficiency. Three of us showed in [12] how to achieve the symmetric coherent information \((\phi^{AA'} \text{ a Bell state in } (2))\) of any Pauli or erasure channel with efficient encoding and decoding operations. In [13], Wilde and Renes extended this method to arbitrary quantum channels, but without providing an efficient decoder.

However, all of these quantum channel coding schemes suffer from two important drawbacks. First is the need for noiseless entanglement to be shared by the sender and receiver prior to the start of the protocol. Second, the aforementioned protocols only achieve rates given by the symmetric coherent information. More details about entanglement-assisted quantum coding can be found in [14]; a precursor in the field of quantum key distribution is [15]. In this contribution we present an explicit coding scheme that provably achieves the (true) coherent information for an arbitrary quantum channel without using any entanglement assistance. Our protocol is a concatenated two level scheme in which the method of polar coding is employed separately at each level. For Pauli or erasure channels we show how to perform efficient encoding and decoding.

The paper is structured as follows. Section I A introduces basic notation and definitions. As our protocol is based on the use of information reconciliation (IR) and stabilizer-based quantum error-correcting codes, Section I B provides background on these topics. Section II then describes a protocol for the problem of entanglement distillation. It is well-known that an entanglement distillation scheme can be turned into a channel coding scheme [16], and Section III explains the channel coding view of the scheme in detail. We prove that the communication rate of the channel coding scheme is at least as great as \(Q_1(N)\), as defined in (2), and present an efficient encoder and decoder based on polar codes for Pauli and erasure channels. It is possible, but still unproven, that the scheme can achieve rates beyond the coherent information. Section IV shows, however, that the rate expression reduces to the coherent information when the channel is degradable. Sections IV and V state two different open problems addressing the question of whether our scheme can achieve rates beyond the coherent information or even achieve the quantum capacity for channels where the coherent information is not optimal. In Section VI it is discussed how the scheme can be used for secret key distillation. Appendix A recalls two general uncertainty relations needed to establish the rate of the coding scheme. Appendix B introduces the classical polarization phenomenon and Appendix C proves that the polarization phenomenon also holds for general classical-quantum (cq) states.\(^1\) Appendices D and F introduce classical concatenated coding schemes that can be

\(^1\) Since, to the best of our knowledge, the polarization phenomenon has thus far only been generalized to symmetric cq-states [10].
used for source and channel coding and which serve as building blocks to prove efficiency and reliability of the entanglement distillation scheme; Appendix E presents a variation of the decoder in Appendix D needed for the efficient decoding process explained in Section II.

I. BACKGROUND

A. Notation and Definitions

Let \( \mathcal{N} : \mathcal{T}(\mathcal{H}_A) \to \mathcal{T}(\mathcal{H}_B) \) be a quantum channel, where \( \mathcal{T}(\mathcal{H}) \) denotes the space of all operators in some Hilbert space \( \mathcal{H} \) that are equipped with the trace norm. We assume that the underlying state space \( \mathcal{H}_A \) and \( \mathcal{H}_B \) for systems \( A \) and \( B \) are finite dimensional. Using the Stinespring dilation there exists an “environment” system \( \mathcal{H}_E \) and a partial isometry \( U_{BE} : \mathcal{H}_A \to \mathcal{H}_B \otimes \mathcal{H}_E \), such that

\[
\mathcal{N}(\rho) = \text{Tr}_E \left( U_{BE} \rho U_{BE}^\dagger \right) \tag{4}
\]

for every \( \rho \in \mathcal{D}(\mathcal{H}_A) \), where \( \mathcal{D}(\mathcal{H}_A) \) denotes the space of all density operators on \( \mathcal{H}_A \). Then we may define the complementary channel to \( \mathcal{N} \) as

\[
\mathcal{N}_c(\rho) = \text{Tr}_B \left( U_{BE} \rho U_{BE}^\dagger \right) \tag{5}
\]

A quantum channel \( \mathcal{N} \) is more capable if the quantum capacity of its complementary channel is zero, i.e., \( Q(\mathcal{N}_c) = 0 \). Equivalently, the notion of more capable may be formulated as follows. For all states \( \rho^{AN} \) on \( \mathcal{D}(\mathcal{H}_A^{\otimes N}) \) let the classical random variable \( X^N \) denote its eigenvalues and \( B^N \) and \( E^N \) the quantum outputs under the action of \( \mathcal{N}^{\otimes N} \). Then \( \mathcal{N} \) is more capable when

\[
I(T^N : B^N) \geq I(T^N : E^N) \text{ for all } N \geq 1.
\]

If the private capacity of the complementary channel is zero, \( C_p(\mathcal{N}_c) = 0 \), then \( \mathcal{N} \) is said to be less noisy.\(^2\) Equivalently, \( \mathcal{N} \) is less noisy if \( I(T : B^N) \geq I(T : E^N) \), for every \( N \geq 1 \) and for all distributions on \((T, X^N)\), where \( T \) has finite support and \( T \circ X^N \circ (B^N, E^N) \) form a Markov chain.

Finally, a quantum channel \( \mathcal{N} \) is called degraded if there exists a TPCP map \( \mathcal{T} \) such that \( \mathcal{T} \circ \mathcal{N} = \mathcal{N}_c \). The concepts of a channel being more capable, less noisy, or degradable were introduced in a classical framework in [18] and have recently been generalized to the quantum mechanical setup in [19]. It has been shown that being more capable is a strictly weaker condition than being less noisy, which is again a strictly weaker condition than being degraded [18, 19]. Hence, a degradable channel \( \mathcal{N} \) is less noisy and \textit{a fortiori} more capable. In [19] it is shown that both the private and quantum capacities of a less noisy channel \( \mathcal{N} \) are equal to the coherent information:

\[
C_p(\mathcal{N}) = Q(\mathcal{N}) = Q_1(\mathcal{N}). \tag{7}
\]

Note that this directly implies the previously known result that the coherent information is optimal for degradable channels [20].

---

\( ^2\) Recall that according to [3, 17] the private capacity of a quantum channel \( \mathcal{N} \) is given by

\[
C_p(\mathcal{N}) = \lim_{k \to \infty} \frac{1}{k} \max_{T, X^k} I(T : B^k) - I(T : E^k), \tag{6}
\]

where \( T \circ X^k \circ (B^k, E^k) \) form a Markov chain.
B. Information Reconciliation & Stabilizer Codes

In this subsection we recall some details about the information reconciliation protocols which form the basis of our coding schemes. The form of information reconciliation needed here is an instance of data compression in which the decoder has access to quantum side information. Consider a classical-quantum state of a random variable $Z$ and a quantum system $B$, which may be written $\psi^{ZB} = \sum_z p_z |z\rangle^Z \otimes \varphi_z^B$, where $p_z$ is the probability distribution of $Z$ and $\varphi_z$ are arbitrary states. The goal of information reconciliation is to compress $Z$, i.e. apply some function to $Z$, so that $Z$ itself can be reconstructed (with high probability) by a decoder with access to $B$ and the compressed output.

In quantum language, the decoding step may be regarded as a measurement of the systems available to the decoder. The probability of error in determining the value of a random variable $Z$ given measurement of some quantum system $B$ can be expressed as

$$p_{\text{err}}(Z^A|B)_\psi := 1 - \max_{M_Z} \sum_z p_z \text{Tr} [A_z^B \varphi_z^B],$$

where the maximum is taken over all measurements $M_Z$ with elements $A_z^B$.

Devetak and Winter showed that in the case of $N \to \infty$ copies of $\psi^{ZB}$, there exist compression functions outputting roughly $NH(Z|B)_\psi$ bits which suffice to reliably determine $Z^N$ [21]. Specifically, calling $B_C$ the compressor output, they constructed a sequence of measurements such that $p_{\text{err}}(Z^N|B^N_B C)_{\psi \otimes N} \to 0$ as $N \to \infty$. Moreover, this compression rate was shown to be optimal.

We shall be interested in information reconciliation of classical information that represents the outcomes of measurements on a quantum system in one of two complementary bases, the “amplitude” basis and the “phase” basis. Any basis $\{ |z\rangle \}_{z=0}^{d-1}$ of a $d$-dimensional quantum system may be chosen to be the amplitude basis, and for concreteness we then take the phase basis to be comprised of elements $|\tilde{z}\rangle = \frac{1}{\sqrt{d}} \sum_{z=0}^{d-1} \omega^{xz} |z\rangle$, where $\omega = e^{2\pi i/d}$. Although the coding scheme we describe below can be made to work for any finite $d$, there is no real loss of generality in setting $d = 2$, which we do henceforth.

For the purposes of information reconciliation in this context, it is convenient that the random coding argument can be specialized to random linear functions (as, for instance, in [22]). Then, since the compressed output is a linear function of the input, we may regard it as resulting from the measurement of a corresponding set of stabilizer observables. Here we recall the basic facts of the stabilizer formalism; for more details see [23]. For instance, the result of computing the parity of the outcome of measuring 3 qubit systems in the amplitude basis can just as well be thought of as the result of measuring the observable $Z \otimes Z \otimes Z$, where $Z = \text{diag}(1, -1)$. In general, any function of the form $f(z^N) = v^{N \cdot z^N}$ corresponds to the stabilizer operator $Z^{v_1} \otimes Z^{v_2} \otimes \cdots \otimes Z^{v_N}$. An arbitrary linear function is just a sequence of functions of the form just considered, and therefore any linear function corresponds to a sequence of stabilizer operators.

Linear functions of phase basis measurements can be similarly regarded as measurements of stabilizer operators using the operator $X = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right)$. Since the operators $X$ and $Z$ anticommute, stabilizers corresponding to vectors $u^N$ and $v^N$ commute when $u^N \cdot v^N = 0$. Thus, it is possible to consider simultaneously measuring a compressed output for both the amplitude and phase bases. Such a set of commuting stabilizer operators constitutes a CSS code.

The measurement of any set of stabilizer operators can be accomplished by applying a unitary transformation and then performing appropriate measurements on individual qubits. Each stabilizer measurement necessitates the measurement of one qubit, so that not every qubit is necessarily measured after the transformation. Due to the linear structure of stabilizer observables, this unitary transformation is simultaneously a mapping of amplitude basis states to themselves, as well as a mapping of phase basis states to themselves.
FIG. 1. The entanglement distillation scheme for $L = 4$, $M = 2$ and $K = 2$. A source (middle) produces states $|\Psi\rangle$ and distributes the $A$ subsystems to Alice (left), the $B$ subsystems to Bob (right), and retains the $E$ subsystems. Alice performs the amplitude information reconciliation (IR) transformation $M$ times, measures part of the output with respect to the amplitude basis and sends the outcomes to Bob over a classical channel. The non-measured qubits are fed to an IR operation in the complementary phase basis and part of the outcome is again measured and sent to Bob. Using Alice’s classical information, Bob runs a decoder such that his and Alice’s outcome—described by the systems $\hat{A}$ and $\hat{B}$—are a good approximation to maximally entangled qubits.

Note that, although we will consider using CSS codes for information reconciliation in the following sections, the code structure is only used by the encoder. Stabilizer measurements for recovery operations are not generally used by the decoder. Instead, the coding techniques for information reconciliation make use of more general measurements, such as the pretty-good measurement.

II. ENTANGLEMENT DISTILLATION

A. Protocol

Inspired by previous work in a purely classical scenario [24], we consider a concatenated entanglement distillation scheme based on CSS codes. The scheme consists of an inner layer which performs information reconciliation (IR) in the amplitude, or $Z$-basis and an outer layer which performs information reconciliation in the phase, or $X$-basis. Each layer utilizes a quantum stabilizer code, and together the amplitude and phase codes form a CSS quantum error-correcting code. Information reconciliation at the inner layer is performed on $M$ independent blocks, each consisting of $L$ input systems. Due to this two-level structure the scheme has a blocklength $N = LM$. Letting $K$ denote the number of unmeasured outputs per amplitude block, Figure 1 depicts the case $L = 4$, $M = 2$, and $K = 2$. The unmeasured qubits after the amplitude information reconciliation are forwarded to the phase information reconciliation block.

To explain the scheme in more detail, we start with a single bipartite system $\psi^{AB}$ shared by Alice and Bob, with $A$ a qubit. Purifying $\psi^{AB}$ and expressing $A$ in the amplitude basis gives

$$|\psi\rangle^{ABE} = \sum_{z \in \{0,1\}} \sqrt{p_z} |z\rangle^A |\varphi_z\rangle^{BE},$$

(9)
where $p_z$ is some probability distribution and $\{|\varphi_z\rangle^{BE}\}$ some set of normalized states, not necessarily orthogonal. The input to each block of the first layer will be the state

$$|\Psi\rangle^{A^L B^L E^L} = \left( |\psi\rangle^{ABE} \right)^{\otimes L}. \tag{10}$$

The amplitude stabilizer code is chosen so that Bob can determine $z^L$, with probability exceeding $1 - \epsilon_1$ using his systems $B^L$ if he is also supplied with the syndromes of the code. These are determined by Alice and transmitted to him over a public classical channel. Given a particular $z^L$, denote by $z^c$ the syndrome and $\tilde{z}$ the encoded information. Since stabilizer codes are linear codes, $z^L$ determines $(\tilde{z}, z^c)$ and vice versa. Moreover, for every stabilizer code on $L$ systems there exists a unitary operation which maps the stabilizer and encoded operators to physical qubits. Call this unitary $V^{AL}$; after applying it, Alice need only measure certain subsystems to generate the syndrome. Let $\tilde{A}$ be the systems which are then measured to yield the syndromes and $A$ the remaining systems (corresponding to encoded qubits). After applying the unitary, the joint state becomes

$$|\Psi_1\rangle^{A^L B^L E^L} = V^{AL} |\Psi\rangle^{A^L B^L E^L} = \sum_{(\tilde{z}, z^c) \in \{0,1\}^L} \sqrt{p_{\tilde{z}z^c}} \left| \tilde{z}^c \right\rangle \left| z^c \right\rangle^{\tilde{A}} \left| z^c \right\rangle^{A^c} |\varphi_{z^L (\tilde{z}, z^c)}\rangle^{B^L E^L}. \tag{11}$$

Sending $z^c$ to Bob can be modeled as copying $z^c$ to a register $B_C$ he controls, plus another one for the environment, $E_C$ (for notational simplicity, we suppress the dependence of $z^L$ on $(\tilde{z}, z^c)$):

$$|\Psi_2\rangle^{A^L B^L B_C E^L E_C} = \sum_{(\tilde{z}, z^c) \in \{0,1\}^L} \sqrt{p_{\tilde{z}z^c}} \left| \tilde{z}^c \right\rangle \left| z^c \right\rangle^{\tilde{A}} \left| z^c \right\rangle^{B_C^L} \left| z^c \right\rangle^{E_C^L} |\varphi_{z^L (\tilde{z}, z^c)}\rangle^{B^L E^L}. \tag{12}$$

Bob’s decoding operation attempts to determine $\tilde{z}$ using the information contained in systems $B^L$ and $B_C$. It can be thought of as a measurement on $B^L$ conditioned on the value in the register $B_C$; call its elements $\Lambda_{\tilde{z}z^c}^{B_L}$. Performed coherently, it stores the result $z^L$ in an extra ancillary system, say $B'_C$. The post-measurement state is then

$$|\Psi_3\rangle^{A^L B^L B_C B'_C E^L E_C} = \sum_{(\tilde{z}, z^c) \in \{0,1\}^L} \sum_{\tilde{z}'} \sqrt{p_{\tilde{z}z^c}} \left| \tilde{z}^c \right\rangle \left| z^c \right\rangle^{\tilde{A}} \left| z^c \right\rangle^{B_C^L} \left| z^c \right\rangle^{B'_C} \sqrt{\Lambda_{\tilde{z}z^c}^{B_L} |\varphi_{z^L (\tilde{z}, z^c)}\rangle^{B^L E^L} |\varphi_{\tilde{z}z^c}\rangle^{B'_C E^L}}. \tag{13}$$

Regarding the pair $(B_C B'_C)$ as the system $C^L$, a simple fidelity calculation shows that $\langle \Psi_3 | \tilde{\Psi}_3 \rangle \geq 1 - \epsilon_1$, where

$$|\tilde{\Psi}_3\rangle^{A^L B^L C^L E^L E_C} = \sum_{(\tilde{z}, z^c) \in \{0,1\}^L} \sqrt{p_{\tilde{z}z^c}} \left| \tilde{z}, z^c \right\rangle^{A^L} \left| \varphi_{z^L (\tilde{z}, z^c)}\rangle^{B^L E^L} \left| \varphi_{\tilde{z}z^c}\rangle^{C^L} \right| z^c \right\rangle^{E_C}. \tag{14}$$

The outer layer performs phase information reconciliation on $M$ instances of the $\tilde{A}$ systems of the state $|\Psi_3\rangle$, where Bob’s side information is given by $B^L C^L$ in each instance. In contrast to the inner layer, here the information to be reconciled is not a bit, but a sequence of bits. Therefore, to use the formalism of stabilizer codes, we either need to consider codes over larger dimension or multilevel coding schemes. Either would work for our purposes, but for concreteness let us opt for the latter. Here, Alice and Bob assemble a block of $M$ systems $\tilde{A}$ and sequentially run blocksize-$M$ phase IR protocols on the first qubits in each of the $\tilde{A}$, then the second, and so forth. At each step they treat already reconciled systems as side information for the current step.
Ultimately the effect of this procedure can be regarded, as at the inner layer, as applying a unitary \( V^\tilde{A}^M \) and measuring a subset of the output qubits to obtain the syndromes. These measurement results are sent to Bob, which is modeled as copying them to a register \( B_D \) he controls, plus another one for the environment \( E_D \). Remaining at the end of this process are a set of unmeasured qubits, the encoded qubits \( \hat{A} \) of the error-correcting code used in phase information reconciliation.

### B. Reliability & Rate

Now let us examine the scheme more quantitatively. Associated with any set of qubits are a set of \( X \) and \( Z \) operators acting on these qubits; abusing notation, let us refer to the entire collection of these by, for instance, \( X^\tilde{A} \) and \( Z^\tilde{A} \) for the set \( \tilde{A} \). The amplitude IR protocol is chosen to be \( \epsilon_1 \)-good, i.e., \( p_{\text{err}}(Z^\tilde{A}^M|B^L B^M_C) \psi_2 \leq \epsilon_1 \). Since the scheme uses \( M \) independent amplitude information reconciliation blocks, we can use the union bound to write

\[
p_{\text{err}} \left( Z^A N | B^N B^M_C \right) \psi_2^M \leq M \epsilon_1. \tag{16}
\]

Sidestepping the details of the multilevel coding for the moment, the phase IR protocol is chosen to have

\[
p_{\text{err}} \left( X^\tilde{A} | B^N C^N B_D \right) \leq \epsilon_2. \tag{17}
\]

Clearly \( X^\tilde{A} \) (cf. Figure 1) is a deterministic function of \( X^\tilde{A}^M \) due to the action of \( V^\tilde{A}^M \). However, since this unitary implements a linear function in the basis conjugate to the amplitude observable \( Z^\tilde{A}^M \), it also implements a linear function in the amplitude basis itself. (This fact was used to show that Arıkan’s polar encoding circuit is directly useful in the quantum setting in [12,]). Therefore, \( Z^\tilde{A} \) is a deterministic function of \( Z^\tilde{A}^M \) and hence also of \( Z^A \).

\[
p_{\text{err}} \left( X^\tilde{A} | B^N C^N B_D \right) \leq \epsilon_2 \quad \text{and} \quad p_{\text{err}} \left( Z^\tilde{A} | B^N B^M_C \right) \leq M \epsilon_1. \tag{18, 19}
\]

These conditions ensure that Alice and Bob share a good approximation to \( |\tilde{A}| \) maximally entangled qubit pairs. Alice’s part of the distillation process (summarized in the left hand side of Figure 1) can be described by a unitary \( U_A^{AN \rightarrow \hat{A} B^M_C B_D E_D^E} \). Bob’s part is to decode the state \( |\Psi\rangle^{A N B^N E_N} \) using \( B^N \) and the side information \( B^M_C B_D \) he receives from Alice. Inequalities (18) and (19) together with [25, Theorem 1] ensure that there exists a decoding unitary \( U_B^{B^N B^M_C B_D \rightarrow \hat{B}} \). It is constructed directly from the two IR decoders.

To make the reliability statement precise, define \( V_A := U_A^{AN \rightarrow \hat{A} B^M_C B_D E_D^E} \), \( V_B := U_B^{B^N B^M_C B_D \rightarrow \hat{B}} \), introduce

\[
\mathcal{E}(\cdot) := \text{Tr}_{E_D^E} [V_B (V_A(\cdot)V_A^+) V_B^+] . \tag{20}
\]

and define \( \delta(\psi, \phi) = \frac{1}{2} \| \psi - \phi \|_1 \).

**Proposition 1.** Let \( |\phi\rangle_d^{\hat{A} \hat{B}} \) be a maximally entangled state of dimension \( d \), where \( d = \dim \hat{A} \). Then

\[
\delta \left( \phi_d^{\hat{A} \hat{B}}, \mathcal{E} \left( \Psi^{A N B^N E_N} \right) \right) \leq \sqrt{2 \epsilon_2} + \sqrt{2 M \epsilon_1} . \tag{21}
\]
Proof. This proposition follows immediately from (18), (19) and [25, Theorem 1].

The rate of the scheme is defined as the number of output qubits divided by the number of input qubits (cf. Equation (24)).

**Theorem 2.** The rate of the scheme is

\[ R = \frac{1}{L} I(A|B^L C^L) \psi_3 + \frac{o(L)}{L}, \]  

where

\[ |\psi_3\rangle = \sum_{(\bar{z}, \bar{z}^c) \in \{0,1\}^L} \sqrt{p_{\bar{z}^c}(\bar{z}, \bar{z}^c)} |\bar{z}\rangle^A |\bar{z}^c\rangle^C |\varphi_{\bar{z}^c(\bar{z}, \bar{z}^c)}\rangle^{B^L E^L} |\bar{z}^L(\bar{z}, \bar{z}^c)\rangle^{C^L}. \]  

Proof. The rate of the scheme is

\[ R := \frac{|A|}{N} \]  

\[ = \frac{N - M|\bar{A}^c| - |\bar{A}|}{N} \]  

\[ = \frac{N - MLH(Z^A|B)_\psi - MH(X^{\bar{A}^c}|B^L C^L) \psi_3}{N}. \]  

Since we only care about the $\bar{A}$ register, the copy of $\bar{z}^c$ in $E_C$ does not matter to the entropy in the final term. Thus,

\[ H\left(X^{\bar{A}^c}|B^L C^L\right) \psi_3 = H\left(X^{\bar{A}^c}|B^L C^L\right) \psi_3', \]  

where $|\psi_3\rangle$ is as defined in (23). Using Lemma 13 we obtain

\[ H\left(X^{\bar{A}^c}|B^L C^L\right) \psi_3 = \log |\bar{A}| + H(A|B^L C^L) \psi_3 \]  

\[ = L \left(1 - H(Z^A|B)_\psi\right) + H(A|B^L C^L) \psi_3' + o(L), \]  

where the final step is ensured by the fact that the code is capacity-achieving. We thus can write (26) as

\[ R = - \frac{H(A|B^L C^L) \psi_3}{L} + \frac{o(L)}{L} \]  

\[ = \frac{I(A|B^L C^L) \psi_3}{L} + \frac{o(L)}{L}, \]  

which proves the assertion.

**Corollary 3.** For $\psi$ as given in (9), the rate is larger or equal than the coherent information, i.e.,

\[ R \geq \max \left\{ 0, I(A|B)_{\psi} \right\}. \]
Proof. Recall that the states $|\psi\rangle$ and $|\Psi_3\rangle$ are defined in (9) and (23). Let
\[
|\psi\rangle^{ABCE} = \sum_{z \in \{0,1\}} \sqrt{p_z} |z\rangle^A |z\rangle^C |\varphi_z\rangle^{BE}.
\] (33)
By definition (cf. (24)) the rate is non-negative. As explained in the proof of Theorem 2 we can write
\[
R = \frac{N - MLH(Z^A|B)_\psi - MH(X^A|B^LC^L)_{\Psi_3'}}{N}. \tag{34}
\]
Using the chain rule we obtain
\[
H(X^A|B^LC^L)_{\Psi_3'} = H(X^{A_L}|B^LC^L)_{\Psi_3'} - H(X^{A_C}|B^LC^L X^A)_{\Psi_3'} \tag{35}
\]
\[
= LH(X^A|BC)_{\psi'} - H(X^{A_L}|B^LC^L X^A)_{\Psi_3'}. \tag{36}
\]
We thus have
\[
R = 1 - H(Z^A|B)_\psi - H(X^A|BC)_{\psi'} + \frac{H(X^{A_C}|B^LC^L X^A)_{\Psi_3'}}{L} \tag{37}
\]
\[
\geq \max \left\{ 0, 1 - H(Z^A|B)_\psi - H(X^A|BC)_{\psi'} \right\} \tag{38}
\]
\[
= \max \left\{ 0, -H(A|B)_\psi \right\} \tag{39}
\]
\[
= \max \left\{ 0, I(A|B)_\psi \right\}. \tag{40}
\]
Equality (39) holds since
\[
1 - H(Z^A|B)_\psi - H(X^A|BC)_{\psi'} = 1 - H(A|B)_{\psi'} - H(X^A|BC)_{\psi'} \tag{41}
\]
\[
= -H(A|B)_{\psi'} - H(A|BC)_{\psi'} \tag{42}
\]
\[
= -H(A|B)_{\psi'} - H(C|AB)_{\psi'} \tag{43}
\]
\[
= -H(AC|B)_{\psi'} \tag{44}
\]
\[
= -H(A|B)_{\psi}, \tag{45}
\]
where (42) uses Lemma 13 and that $H(Z^A|BC)_{\psi'} = 0$. \hfill \Box

Note that the scheme presented above works for any CSS code meeting the two reliability conditions (18) and (19). A particularly favorable family of codes are the quantum polar codes. Using these codes for Pauli or erasure channels, we know how to build an efficient encoder and decoder having essentially linear complexity and being reliable for large enough blocklength. This will be explained next.

C. Using Quantum Polar Codes for Pauli or Erasure Channels

By using polar codes, Alice and Bob can perform the above operations in a computationally efficient manner for states $|\psi\rangle^{ABE}$ that arise from sending half of an entangled pair through a Pauli or erasure channel.
Code Construction.— Before the protocol starts one must construct the code, i.e., determine the qubits comprising the systems $\bar{A}^c$ at the inner layer and $\tilde{A}^c$ at the outer layer. (Recall that these are the qubits that are measured by Alice and whose measurement outcomes are sent to Bob.) Constructing the system $\tilde{A}^c$ can be approximately done in linear time using Tal and Vardy’s algorithm [26] and its adaptation to an asymmetric setup as explained in [27], or alternatively using the more recent algorithm by Tal et al. [28].

To determine the system $\tilde{A}^c$ requires more effort. Applying the above algorithm for a “super-source” seen by the outer layer will not be efficient in the overall blocklength $N$ since its alphabet size is exponential in $L$. Nonetheless, due to the structure of the inner layer, it is perhaps possible that the method of approximation by limiting the alphabet size [26, 28] can be extended to this case.

Encoding.—As described in Section II A and Figure 1, starting with a state $|\Psi\rangle^{A^N B^N E^N}$, Alice first applies $M$ times a unitary $V^{AL}$ to perform amplitude information reconciliation, which is in the specific case of using quantum polar codes $V^{AL} = \sum_{z^L \in \{0,1\}^L} |G_L z^L\rangle \langle z^L|$, where $G_L = G^{\otimes \log L}$ with $G = (\frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}})$ denotes the Arikan polar transform [9]. Alice measures the frozen qubits with respect to the amplitude basis and sends the outcome to Bob.

Alice next applies another polar transform $V^{AM}$—this time with respect to the phase basis—to the $M$ systems $\bar{A}$. Here we use a multilevel coding scheme, as mentioned above and described in more detail in Appendix B. The unitary $V^{AM}$ applied to elements in the phase basis acts as $(\tilde{G}^K_M)^T$, i.e.,

$$V^{AM} = \frac{1}{2^{KM}} \sum_{x,x',z} (-1)^{x'} \tilde{G}^{K_M}_{x+x',z} |x'\rangle \langle x|$$

where we have used $(\tilde{G}^K_M)^{-1} = \tilde{G}^{K_M}_M$. The frozen qubits are measured with respect to the phase basis and its outcomes are sent again to Bob. The remaining qubits form the system $\bar{A}$.

**Proposition 4.** The encoding of the distillation scheme can be done with $O(N \log N)$ steps.

Proof. The $M$ polar transformations with respect to the amplitude basis can be performed in $O(ML \log L)$ complexity. The second polar transform, this time with respect to the phase basis, has $O(MK \log(MK))$ complexity, where $K = |\bar{A}|$. Hence it follows that all the amplitude measurements require $O(M(L-K))$ operations and all phase measurements can be done with $O(MK)$ complexity. From the polarization phenomenon (cf. Theorem 15) we obtain that $K = O(L)$ which proves the assertion. ☐

Decoding.—Decoding of the $B^N$ system, with the additional information stored in the $B^M_C B^D$ registers, can be done by combining ideas from [25] and [12]. As shown schematically in Figure 2, Bob’s operation is constructed by using the classical polar decoders for amplitude and phase IR in sequence. Note however that these two decoding tasks are not independent as this would neglect possible correlations between amplitude and phase.

In the first step Bob performs the amplitude IR decoding operation $D_A$ ($M$ times), which corresponds to the standard classical polar decoder as introduced in [9], and stores the result in an auxiliary system $F_i$, $i \in \{1, \ldots, M\}$. Each instance of $D_A$ requires the corresponding frozen information, the values $z^i$, which is provided in $B^M_C$.

Bob next performs the phase IR decoding operation $D_P$, using the information gained from decoding the first layer. Following [24], Appendix D details how the standard polar decoding
procedure can be adapted for the outer layer of a two-stage polar scheme. However, for the phase reconciliation task we cannot directly use that decoder since we have measured some qubits at the inner layer with respect to the amplitude basis (the qubits belonging to the system $\bar{A}$), which implies that we do not have knowledge about the phase-basis-measurements of these qubits. In Appendix E we present two different approaches to resolve this problem. We first show that the phase-basis measurements we do not know can be chosen at random without affecting the decoder’s reliability (cf. Appendix E1). Alternatively, we show how to adapt the classical decoding algorithm introduced in [24] such that it does not require the above mentioned phase-basis measurements and still remains computationally efficient (cf. Appendix E2).

![Diagram](image)

**FIG. 2.** Bob’s task in the entanglement distillation process for $M = 2$. With the help of the ancilla systems $F_1$ and $F_2$, the classical decoders $D_A$ and $D_P$ are utilized to distill entanglement.

**Proposition 5.** The decoding of the distillation scheme can be done with $O(N \log N)$ steps.

**Proof.** According to [9], the $M$ amplitude recovery blocks together have a complexity of $O(ML \log L)$. Using Proposition 21 it follows that the phase correction can be done in $O(N \log N)$. Since $N = ML$, this proves the assertion.

When using quantum polar codes for Pauli or erasure channels we can derive explicit expressions for $\epsilon_1$ and $\epsilon_2$ and hence make a precise statement about the reliability of the distillation scheme.

**Corollary 6.** The reliability of the scheme introduced above for Pauli and erasure channels and the use of quantum polar codes is as given in Proposition 1 with $\epsilon_1 = O(2^{-L\beta})$ and $\epsilon_2 = O(L2^{-M\beta'})$ for any $\beta, \beta' < \frac{1}{2}$.

**Proof.** Let $p_{\text{err}}(D_A)$ denote the error probability of the decoding operation $D_A$ and $p_{\text{err}}(D_P)$ the error probability of the decoding process $D_P$. The error probability for all decoding operations with respect to the amplitude basis is denoted by $p_{\text{err}}(D_{AM})$. According to Proposition 1, the trace distance between the scheme’s output and a maximally entangled state of appropriate dimension is less than $\sqrt{2p_{\text{err}}(D_{AM})} + \sqrt{2p_{\text{err}}(D_P)}$. Using the union bound we obtain $p_{\text{err}}(D_{AM}) \leq Mp_{\text{err}}(D_A)$. Since we use the standard polar decoder [9] for the amplitude error-correction, we have

$$p_{\text{err}}(D_A) = O\left(2^{-L\beta}\right) \quad \text{for} \quad \beta < \frac{1}{2}. \quad (48)$$

Furthermore, according to Theorem 23,

$$p_{\text{err}}(D_P) = O\left(L2^{-M\beta'}\right) \quad \text{for} \quad \beta' < \frac{1}{2}, \quad (49)$$

which proves the assertion.
III. CHANNEL CODING

Bennett et al. [16] showed that any entanglement distillation scheme can be turned into a channel coding scheme, which however is not known to be computationally efficient—even if the entanglement distillation protocol we started with is efficient. In this section, we show how to modify the entanglement distillation scheme introduced in Section II such that it can be used for efficient channel coding. The resulting coding scheme is depicted schematically in Figure 3. Before applying the actual encoding transformation, the outer encoder adds redundancy in form of random qubits which are sent to the decoder. As explained in the entanglement distillation scheme in the previous section, we know that after the inner layer the state is perfectly known with respect to the amplitude basis. Therefore, we can choose the additional qubits at random in the complementary phase basis.

The inner encoder also adds redundancy. The additional qubits are generated as explained in [24, Section II] and sent to the decoder, before applying the actual encoding transform. The encoded data is then transmitted over $N$ identical channels $\mathcal{N}$. The decoding is identical to Bob’s task in the entanglement distillation scenario, explained in Section II.

For the code construction, the set of frozen qubits (the indices sets which determine at which position the redundant qubits are added) at the outer and inner layer have to be determined. This can be done efficiently for the inner layer as explained in Section II C. The existence of an efficient algorithm for the outer layer remains an open question.

![FIG. 3. The channel coding view of the scheme for $L = 4$ and $M = 2$. The outer encoder adds randomly generated qubits in the phase basis, the identities of which are forwarded to the decoder (over a classical channel), before applying the actual encoding transform. At the inner layer the encoder mimics the extra amplitude basis qubits as explained in Appendix F (see also [24, Section II]) and sends them to the decoder as well. Decoding is the same as for the entanglement distillation setup explained in Section II.](image)

We show that for Pauli and erasure channels together with the use of quantum polar codes an efficient encoder and decoder can be obtained.

**Corollary 7.** For Pauli channels and the use of polar codes, there exists an encoder for the scheme described above that has $O(N \log N)$ complexity.

**Proof.** The encoder is equivalent to the one introduced in Appendix D. Note that at the outer encoder the frozen qubits are chosen at random as justified above. The inner encoder choses its frozen qubits as explained in [24, Section II].
The decoding is equivalent to Bob’s task in the entanglement distillation scheme. Note however that it has a slightly worse reliability since the coding scheme approximates the entanglement distillation setup by generating the frozen qubits at the inner and outer layer as explained above. Recall that the inner and outer encoder forward the values of the frozen qubits to the decoder which is necessary to decode reliably and efficiently. An immediate corollary out of Proposition 5 states that

**Corollary 8.** For Pauli channels and the use of polar codes, the scheme introduced above has a \( O(N\log N) \) complexity decoder.

It remains to be shown that the efficient encoding and decoding introduced above is reliable.

**Corollary 9.** The trace distance between the state produced by the decoder and the ideal, maximally entangled state is less than \( \sqrt{2\epsilon_2 + 2M\epsilon_1} \) where \( \epsilon_1 = O(2^{-L\beta}) \), \( \epsilon_2 = O(L2^{-M\beta'} + L2^{-2L\beta''}) \) for \( \beta, \beta', \beta'' < \frac{1}{2} \).

**Proof.** Similar as in the proof of Corollary 6 let \( p_{\text{err}}(D_A) \) denote the error probability of the amplitude-decoding operation \( D_A \) and \( p_{\text{err}}(D_P) \) the error probability of the phase-decoding process \( D_P \). The error probability for all decoding operations with respect to the amplitude basis is denoted by \( p_{\text{err}}(D_{AM}) \). According to Proposition 1, the trace distance between the scheme’s output and a maximally entangled state of appropriate dimension is less than \( \sqrt{2p_{\text{err}}(D_{AM})} + \sqrt{2p_{\text{err}}(D_P)} \). Using the union bound we obtain

\[
p_{\text{err}}(D_{AM}) \leq Mp_{\text{err}}(D_A).
\]

Since we use the standard polar decoder [9] for the amplitude error-correction, we have

\[
p_{\text{err}}(D_A) = O\left(2^{-L\beta}\right) \quad \text{for} \quad \beta < \frac{1}{2}, \quad (50)
\]

Furthermore, according to Theorem 28,

\[
p_{\text{err}}(D_P) = O(L2^{-M\beta'} + L2^{-2L\beta''}) \quad \text{for any} \quad \beta', \beta'' < \frac{1}{2}, \quad (51)
\]

which proves the assertion. \( \square \)

**IV. ACHIEVING RATES BEYOND THE COHERENT INFORMATION?**

In Corollary 3 it is shown that the scheme achieves the coherent information. However if (38) were not tight the scheme could achieve a higher rate. We formulate a series of related open questions addressing this point and provide possible approaches to answer them.

**Open Question 1.** Is it possible that \( R > I(A|B)_{\psi} \) for \( R > 0 \)?

There are several ways to phrase the question above differently. Using (37), an equivalent formulation of Open Question 1 is the following:

**Open Question 1’.** Is it possible that \( \lim_{L\to\infty} \frac{1}{L}H\left(X^A\left|B^L \right.X^A\right)_{\psi_3} > 0 \) for \( R > 0 \)?

The following Proposition leads to a different, particularly clean reformulation of Open Questions 1 and 1’.

**Proposition 10.** The rate of the scheme introduced above can be written as

\[
R = -H(A|B)_{\psi} + H(Z^A|B)_{\psi} - \frac{1}{L}H\left(Z^A\left|E^L\right.\right)_{\psi_3}. \quad (52)
\]
Proof. Recall that a possible rate expression is given in Theorem 2. Using the chain rule we can write

\[-H(\bar{A}|B^L C^L)_{\psi_3} = -H(A^L|B^L C^L)_{\psi_3} + H(\bar{A}|B^L C^L A)_{\psi_3} \]
\[= -LH(A|BC)_{\psi} + H(X^{A^L}|B^L C^L \bar{A})_{\psi_3} - |\bar{A}| \]  
\[= -LH(A|BC)_{\psi} - H(Z^{\bar{A}}|E^L)_{\psi_3} \]  
\[= -LH(ABC)_{\psi} - LH(BC)_{\psi} - H(Z^{\bar{A}}|E^L)_{\psi_3} \]  
\[= -LH(AC|B)_{\psi} + LH(Z^A|B)_{\psi} - H(Z^{\bar{A}}|E^L)_{\psi_3} \]  
\[= -LH(A|B)_{\psi} + LH(Z^A|B)_{\psi} - H(Z^{\bar{A}}|E^L)_{\psi_3}. \]

Equality (54) uses Lemma 13 and that \(H(Z^{\bar{A}}|B^L C^L \bar{A}) = 0\). Equation (55) uses Lemma 14. The remaining steps using the chain rule and the form of \(|\psi\rangle\) and \(|\psi'\rangle\).

Note that from the polarization phenomenon (cf. Theorem 15) we know that \(|\bar{A}| = LH(Z^A|B)_{\psi} - o(L)\) and hence we immediately see that we can bound the rate term as \(R \geq I(A|B)_{\psi}\). Proposition 10 implies that we have an equivalent formulation of Open Question 1, which might be easier to answer as it is a purely classical problem.3

**Open Question 1″.** Is it possible that \(\lim_{L \to \infty} \frac{1}{L} H(Z^{\bar{A}}|E^L)_{\psi_3} < \lim_{L \to \infty} \frac{1}{L} |\bar{A}|\) for \(R > 0\)?

Equation (7) states that for less noisy channels the coherent information is optimal. Therefore we must be able to show that \(R = I(A|B)_{\psi}\). Using the less noisy characterization (cf. Section I A), we can write \(H(Z^{\bar{A}}|E^L)_{\psi_3} \geq H(Z^{\bar{A}}|B^L)_{\psi_3} = LH(Z^A|B)_{\psi} + o(L)\), where the last step follows from the polarization phenomenon as stated in Theorem 15. Using (55), we obtain for sufficiently large \(L\), that \(R \leq I(A|B)_{\psi}\) which together with Corollary 3 proves that for less noisy channels the rate of our scheme is equal to the coherent information.

A possible indication why our scheme could indeed achieve rates beyond the coherent information is the observation that the outer layer can introduce degeneracies for the code at the inner layer. In addition, the states at the inner layer are not product states, which would rule out to have a rate beyond the coherent information.4

**V. ACHIEVING THE QUANTUM CAPACITY?**

In this section we state a second open problem which addresses the question of whether it is possible that our scheme achieves the quantum capacity for channels where the coherent information is not optimal. This question is related to the one introduced in Section IV before. Whereas Open Questions 1, 1′ and 1″ ask if it is possible to achieve a rate beyond the coherent information for certain quantum channels, Open Question 2 in this section raises the more specific question if for certain quantum channels our scheme achieves the quantum capacity.5 As depicted in Figure 3, we can define a super-channel \(N' : \mathcal{H}_A \to \mathcal{H}(\mathcal{H}_{BC} \otimes \mathcal{H}_{BC})\) which consists of an inner encoding block and \(L\) basic channels \(\mathcal{N}\). Then we have

---

3 Note that Open Question 1″ is formulated in a purely classical framework in [29, Section V.A].

4 Note that for product states the von Neumann entropy is additive.

5 The existence of a channel fulfilling the condition in Question 2 which is not less noisy would imply a positive answer to Questions 1, 1′ and 1″.
Proposition 11. For sufficiently large $L$, the channel $N'$ is approximately less noisy, irrespective of $N$.

Proof. Recall that as explained in Section II A, we have $p_{\text{err}}\left(\left.Z^\hat{A}\right|B^LBC\right)_{\Psi_2} \leq \epsilon_1$. Using Fano's inequality we obtain

$$H\left(\left.Z^\hat{A}\right|B^LBC\right)_{\Psi_2} \leq H_b(\epsilon_1) + \epsilon_1 \log \dim \tilde{A} =: \xi.$$  \hspace{1cm} (59)

Recall that we choose the CSS code used in our scheme such that $\xi \to 0$ for $L \to \infty$. For example using quantum polar codes, we have $\epsilon_1 = O\left(2^{-L^\beta}\right)$ for $\beta < \frac{1}{2}$ and $\log \dim \tilde{A} = O(L)$. The assertion then follows from \cite[Lemma 12]{29}.

Proposition 11 and (7) imply that

$$\lim_{L \to \infty} \frac{1}{L} Q(N') = \lim_{L \to \infty} \frac{1}{L} Q(N) = \frac{1}{L} \max_{\phi\hat{A}\hat{A}'} I\left(\hat{A}\right|B^LCL)_{\Psi_3, \hat{N}', \hat{A}' \to B^LCL(\phi\hat{A}'), \hat{N}} \rightarrow B^LCL(\phi\hat{A}').$$  \hspace{1cm} (61)

where the last step follows from Theorem 2. Our scheme hence achieves the capacity of the super-channel. This raises the question of when the super-channel $N'$ has the same capacity than the original channel $N$, i.e., how much is lost in the first layer of our scheme.

Open Question 2. Under which conditions does $\frac{1}{L} Q(N') = Q(N)$ hold?

Equation 7 and Theorem 2 imply that $\frac{1}{L} Q(N') = Q(N)$ holds if $N$ is less noisy. However, it is not yet known if this is necessary for the condition to hold.

VI. SECRET KEY DISTILLATION & PRIVATE CHANNEL CODING

A. Scheme, Reliability, Secrecy and Rate

With minor changes, the above entanglement distillation scheme also works for secret key distillation in a setup where we have two quantum parties Alice and Bob as well as a quantum adversary Eve. Consider the scenario in which Alice and Bob share an additional “shield” system $S$ \cite{22, 30}. A shield is any system not held by the eavesdropper Eve but nevertheless cannot be used for amplitude IR by Alice and Bob, where the amplitude information is used to create the secret key. One can show that

$$p_{\text{err}}\left(\left.X^\hat{A}\right|B^N C^N B_D S\right) \leq \epsilon_2 \quad \text{and} \quad p_{\text{err}}\left(\left.Z^\hat{A}\right|B^N C^M\right) \leq M \epsilon_1,$$  \hspace{1cm} (63) \hspace{1cm} (64)

characterizes a state where $Z^\hat{A}$ can be used as a secret key.

Due to the uncertainty principle, the secrecy of the amplitude information from Eve is ensured if Alice and Bob could implement phase IR. Moreover, it is only necessary that phase IR could be performed; it is not necessary to actually do it, and thus $S$ may be used as side information in the procedure, no matter who holds which parts of $S$ \cite{31}. 

An observable $Z^A$ is approximately secure if the trace distance to the ideal case is small. Therefore we introduce for $\psi^S = \text{Tr}_A[\psi^{AS}]$,

$$p_{\text{secure}}(Z^A|S) := \frac{1}{2} \| \psi^{AS} - \frac{1}{d} \mathbb{1} \otimes \psi^S \|_1,$$

where $\|M\|_1 := \text{Tr}[\sqrt{M^\dagger M}]$. Note that $p_{\text{secure}}(Z^A|S)\psi \leq \epsilon$ means that the actual $\epsilon$-secure $Z^A$ can only be distinguished from the ideal, a perfect key, with probability at most $\epsilon$.

**Corollary 12.** For the scheme explained above we have

$$p_{\text{secure}}(X^A|E^N E^M_B S) \leq \sqrt{2\epsilon_2} \quad \text{and}$$

$$p_{\text{secure}}(Z^A|E^N E^M_B E_D) \leq \sqrt{2M\epsilon_1}.$$

**Proof.** We show that (63) and (64) are satisfied. The assertion then immediately follows from [31, 32, Theorem 4.1]. Due to the i.i.d. structure of the scheme and the union bound, it is sufficient to show that $p_{\text{err}}(Z^A|B^L B_C) \leq \epsilon_1$ in order to prove (64). This however is a direct consequence of Bob’s decoding task for the entanglement distillation setup, as introduced in Section II A.

Inequality (63) is equivalent to the error probability for the phase decoding Bob performs (as explained in Section II A) with the difference that there is extra side information $S$ in this case. Fortunately it is straightforward to modify the decoder to the setup with extra side information [33].

The rate for this scenario can be computed analogously as in Section II A, which leads to

$$R \geq 1 - H(Z^A|B)_\psi - H(X^A|BCS)_\psi$$

$$= H(Z^A|E)_\psi - H(Z^A|B)_\psi. \quad \text{(69)}$$

The final equality uses the exact-uncertainty relation introduced in [34], which ensures that $H(Z^A|E)_\psi + H(X^A|BCS)_\psi = 1$. Note that we no longer obtain the coherent information $-H(A|B)_\psi$, since $E$ no longer purifies $AB$. The reliability of the secret key distillation scheme is analogous to that of the entanglement distillation scheme (cf. Proposition 1).

**B. Using Quantum Polar Codes for Pauli or Erasure Channels**

As mentioned above the secret key distillation scheme is very similar to the entanglement distillation scheme introduced in Section II. More precisely, Alice’s first task, i.e., the $M$ amplitude information reconciliation blocks are identical as in the entanglement distillation. The phase IR step is slightly different as one has to consider side information $S$, which leads to a different set of frozen qubits. Furthermore, Alice does not send the outcomes from measuring $A^c$ to Bob, but simply keeps them secret from Eve. Alice’s task thus can be done with $O(N \log N)$ complexity as proven in Propositions 4 and 5.

Bob’s task is also similar to the decoding he performs in the entanglement distillation setup. He first decodes the amplitude $Z^A_N$, which can be done with a standard classical polar decoder. He next computes the value of $Z^A$ using the details of the phase IR code. Hence Bob’s decoding operation has $O(N \log N)$ complexity.

The reliability and secrecy are as given in Proposition 1 and Corollary 12 with $\epsilon_1 = O(2^{-L\beta})$ and $\epsilon_2 = O(L2^{-M\beta})$ for any $\beta, \beta' < \frac{1}{2}$.

The secret key distillation scheme described above also works in a purely classical setup, since the phase IR protocol can be turned into a privacy amplification protocol needing only classical
operations as shown in [29]. Our scheme for classical one-way secret key agreement improves practically efficient protocols where the eavesdropper has no prior knowledge [35] or/and degradability assumptions are required [36].

C. Private Communication

The quantum coding scheme can be used for efficient private channel coding at a high rate (as given in (68) and (69)). As in Section III, the idea is to run key distillation in reverse, simulating the measurement outputs with appropriately-chosen random inputs. These are then the frozen bits. The frozen bits of the inner and outer encoder can be sent over an insecure channel to Bob, since privacy is ensured by the outer layer whose frozen bits are uncorrelated to the message bits since the corresponding protocol produces entanglement.

In [29], it is shown how to use a similar scheme in a purely classical scenario for private channel coding at the secrecy capacity such that there exists an encoding and decoding operation that have an essentially linear complexity. Our scheme improves previous work on efficient wiretap coding, where either only weak secrecy could be proven [37] or/and degradability assumptions are required [38].

VII. CONCLUSION

We have constructed a protocol that can be used to perform reliable entanglement distillation or quantum communication at a rate equal to (or possibly larger than) the coherent information. Compared to previous work in this area, our scheme does not require any preshared entanglement and achieves the coherent information also for asymmetric channels (where \( \phi^{AA'} \) in (2) is not necessarily a Bell state). When communicating over a Pauli or erasure channel using polar codes, encoding and decoding can be performed with a number of operations essentially linear in the blocklength. We have also shown how the protocol can be modified for efficient, high-rate secret key distillation and private channel coding.
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Appendix A: Generalized Uncertainty Relations

The scheme introduced in this paper consists of two layers, both performing an information reconciliation operation in complementary bases.\(^6\) In the derivation of the exact rate expression (cf. Theorem 2) as well as in the formulation of the two open problems (cf. Sections IV and V) we used entropic uncertainty relations that arise when measuring a system in complementary bases. This section gives an overview about the uncertainty relations we need to prove several properties of the scheme.

**Lemma 13** (Renes & Boileau [34]). Suppose \(\psi^{AB}\) is a bipartite state for which \(H(Z^A|B)_\psi = 0\). Then

\[
H(X^A|B)_\psi = \log \dim(A) + H(A|B)_\psi.
\]

Proof. Let \(R\) be a purification of \(\psi^{AB}\); expressing the \(A\) system in the amplitude basis, we may write

\[
|\psi\rangle^{ABR} = \sum_z \sqrt{p_z} |z\rangle^A |\varphi_z\rangle^{BR}
\]

for some probability distribution \(p_z\) and normalized states \(|\varphi_z\rangle^{BR}\). Since \(H(Z^A|B) = 0\), the states \(\varphi_z^B\) are completely distinguishable. Thus, there exists a measurement which precisely determines the value of \(z\) given \(B\). Let \(U^{B\rightarrow BC}\) be a coherent implementation (Stinespring dilation) of this measurement, in which the measurement result is stored in system \(C\). Then define

\[
|\psi'\rangle^{ABCR} := U^{B\rightarrow BC} |\psi\rangle^{ABR}
\]

\[
= \sum_z \sqrt{p_z} |z\rangle^A |z\rangle^C |\varphi_z\rangle^{BR}.
\]

As \(U\) is a partial isometry, \(H(X^A|B)_\psi = H(X^A|BC)_{\psi'}\) and \(H(A|B)_\psi = H(A|BC)_{\psi'}\). Expressing \(A\) in \(|\psi\rangle\) in the phase basis, we have

\[
|\psi'\rangle^{ABCR} = \frac{1}{\sqrt{d}} \sum_{x,z} \sqrt{p_z} \omega^{-xz} |\tilde{x}\rangle^A |z\rangle^C |\varphi_z\rangle^{BR}
\]

\[
= \frac{1}{\sqrt{d}} \sum_{x,z} |\tilde{x}\rangle^A (Z^{-x})^C |\psi\rangle^{CBR},
\]

where \(d = \dim(A)\). Using the chain rule we can write

\[
H(X^A|BC)_{\psi'} = H(X^A|BC)_{\psi'} - H(C)_{\psi'}
\]

\[
= H(B|X^A)_{\psi'} + H(X^A)_{\psi'} - H(B)_{\psi'}.
\]

Clearly \(H(X^A)_{\psi'} = \log \dim(A)\), while \(H(B|X^A)_{\psi'} = H(AB)_{\psi}\), since all the \(BC\) marginals conditioned on \(X^A\) are related by the unitary \(Z^{-x}\) and the \(BC\) marginal for \(X^A = 0\) is \(|\psi\rangle^{CBR} \simeq |\psi\rangle^{ABR}\). Finally, \(H(B)_{\psi'} = H(B)_{\psi}\) again by the isometry property of \(U\). Therefore,

\[
H(X^A|BC)_{\psi'} = H(B)_{\psi} + \log \dim(A) - H(B)_{\psi},
\]

which by the chain rule is the expression we set out to prove.

\(^6\) Recall that we denote by \(X^A\) and \(Z^A\) an operator \(X\) and \(Z\) acting on a system \(A\).
Lemma 14 (Renes & Boileau [34]). Suppose $\psi^{ABR}$ is a pure state for which $H(Z^A|B)_\psi = 0$. Then
\begin{equation}
H(Z^A|R)_\psi + H(X^A|B)_\psi = \log \dim A.
\end{equation}

Proof. The statement follows from Lemma 13 and the fact that $H(A|B)_\psi = H(Z^A|B)_\psi - H(Z^A|R)_\psi$ for any state $\psi$. To see the latter expression, use the chain rule to find
\begin{align}
H(Z^A|B)_\psi - H(Z^A|R)_\psi &= H(Z^A|B)_\psi - H(B)_\psi + H(R)_\psi \\
&= H(B|Z^A)_\psi - H(R|Z^A)_\psi + H(A|B)_\psi.
\end{align}

Since $ABR$ is pure, the $BR$ marginals conditioned on a projective measurement of $A$ are, too, and therefore $H(B|Z^A)_\psi = H(R|Z^A)_\psi$. \hfill \Box

Appendix B: Classical Polarization Phenomenon

In this section, we introduce the polarization phenomenon discovered by Arıkan, which has been used to construct codes (called polar codes) that can be used for channel [9] as well as for source coding [33]. Polar codes have several desirable attributes: they achieve the capacity when used for transmitting information over a discrete memoryless channel (DMC); they can be encoded and decoded efficiently (with a complexity that is essentially linear in the blocklength); the error probability of the efficient decoder decays exponentially in the square root of the blocklength.

Let $X^N$ be a vector whose entries are i.i.d. Bernoulli($p$) distributed for some $p \in [0,1]$ and $N = 2^n$ for $n \in \mathbb{Z}^+$. Furthermore, let $U^N = G_NX^N$, where $G_N = \left(\frac{1}{2}\right)^{\otimes \log N}$ denotes the polarization transform and $W : \mathcal{X} \rightarrow \mathcal{Y}$ be a DMC with a binary input alphabet $\mathcal{X} = \{0,1\}$, an arbitrary output alphabet $\mathcal{Y}$ and transition probabilities $W(y|x)$ for $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. $W^N$ denotes the channel corresponding to $N$ uses of $W$. For $Y^N = W^N X^N$ and $\epsilon \in (0,1)$, we define the two sets
\begin{align}
\mathcal{R}_\epsilon^N(X|Y) &:= \{i \in [N] : H(U_i|U^{i-1}Y^N) \geq 1 - \epsilon\} \quad \text{and} \\
\mathcal{D}_\epsilon^N(X|Y) &:= \{i \in [N] : H(U_i|U^{i-1}Y^N) \leq \epsilon\}.
\end{align}

The former consists of outputs $U_j$ which are essentially uniformly random, even given all previous outputs $U^{j-1}$ as well as $Y^N$, while the latter set consists of the essentially deterministic outputs. The polarization phenomenon is that essentially all outputs are in one of these two subsets, and their sizes are given by the conditional entropy of the input $X$ given $Y$.

Theorem 15 (Arıkan [9, 33]). For any $\epsilon \in (0,1)$
\begin{equation}
|\mathcal{R}_\epsilon^N(X|Y)| = NH(X|Y) - o(N) \quad \text{and} \quad |\mathcal{D}_\epsilon^N(X|Y)| = N(1 - H(X|Y)) - o(N).
\end{equation}

Based on this result, Arıkan showed in [9] how to construct polar codes having the desirable properties mentioned above.

Non-binary random variables can be represented by a sequence of correlated binary random variables, which are then encoded separately. Correlated sequences of binary random variables may be polarized using a multilevel construction, as shown in [39]. Given $M$ i.i.d. instances of a sequence $X = (X_{(1)},X_{(2)},\ldots,X_{(K)})$ and possibly a correlated random variable $Y$, the basic idea is to first polarize $X_{(1)}^M$ relative to $Y^M$, then treat $X_{(1)}^M Y^M$ as side information in polarizing $X_{(2)}^M$, ...
and so on. More precisely, defining $U^M_{(j)} = G_M X^M_{(j)}$ for $j = 1, \ldots, K$, we may define the random and deterministic sets for each $j$ as

$$
\mathcal{R}^M_{\epsilon,(j)} (X_{(j)}, \cdots, X_{(1)}, Y) = \left\{ i \in [M] : H(U_{(j),i} | U^M_{(j)}, \cdots, X_{(1)}, Y) \geq 1 - \epsilon \right\}, \quad (B4)
$$

$$
\mathcal{D}^M_{\epsilon,(j)} (X_{(j)}, \cdots, X_{(1)}, Y) = \left\{ i \in [M] : H(U_{(j),i} | U^M_{(j)}, \cdots, X_{(1)}, Y) \leq \epsilon \right\}. \quad (B5)
$$

In principle we could choose different $\epsilon$ parameters for each $j$, but this will not be necessary here. Now, Theorem 15 applies to the random and deterministic sets for every $j$. The sets $\mathcal{R}^M_{\epsilon}(X|Y) = \{\mathcal{R}^M_{\epsilon,(j)} (X_{(j)}, \cdots, X_{(1)}) | \epsilon \}_{j=1}^K$ and $\mathcal{D}^M_{\epsilon}(X|Y) = \{\mathcal{D}^M_{\epsilon,(j)} (X_{(j)}, \cdots, X_{(1)}) | \epsilon \}_{j=1}^K$ have sizes given by

$$
|\mathcal{R}^M_{\epsilon}(X|Y)| = \sum_{j=1}^K \left| \mathcal{R}^M_{\epsilon,(j)} (X_{(j)}, \cdots, X_{(1)}) \right| = \sum_{j=1}^K M H(X_{(j)} | X_{(1)}, \cdots, X_{(j-1)}, Y) - o(M), \quad (B6)
$$

$$
|\mathcal{D}^M_{\epsilon}(X|Y)| = \sum_{j=1}^K \left| \mathcal{D}^M_{\epsilon,(j)} (X_{(j)}, \cdots, X_{(1)}) \right| = M (1 - H(X_{(j)} | X_{(1)}, \cdots, X_{(j-1)}, Y)) - o(M), \quad (B7)
$$

and

$$
|\mathcal{D}^M_{\epsilon}(X|Y)| = \sum_{j=1}^K \left| \mathcal{D}^M_{\epsilon,(j)} (X_{(j)}, \cdots, X_{(1)}) \right| = M (K - H(X|Y)) - o(KM). \quad (B8)
$$

In the following we will make use of both the polarization phenomenon in its original form, Theorem 15, and the multilevel extension. To simplify the presentation, we denote by $\overline{G}_M^K$ the $K$ parallel applications of $G_M$ to the $K$ random variables $X^M_{(j)}$.

**Appendix C: Polarization Phenomenon for General cq-States**

In this section, we generalize the polarization phenomenon to the setup of classical-quantum (cq) states. Therefore, we consider

$$
\rho^{XB} = \sum_{x \in \{0,1\}} p_x \left| x \right\rangle \left\langle x \right| \otimes \rho^B_x, \quad (C1)
$$

where $p_0, p_1 \geq 0$ such that $p_0 + p_1 = 1$. We denote the fidelity between the states $\rho_0$ and $\rho_1$ by $[43, 44]$

$$
F(\rho_0, \rho_1) := \| \sqrt{\rho_0} \sqrt{\rho_1} \|_1, \quad (C2)
$$

where $\| A \|_1$ denotes the *trace norm* of the operator $A$, defined as $\| A \|_1 := \text{Tr} \left| \sqrt{A^\dagger A} \right|$. Furthermore, for a cq state $\rho^{XB}$ as in (C1), we define the quantity

$$
Z(X|B)_{\rho} := 2 \sqrt{p_0 p_1} F(\rho_0, \rho_1) = 2 \sqrt{p_0 p_1} \| \sqrt{\rho_0} \sqrt{\rho_1} \|_1. \quad (C3)
$$
1. Fidelity Polarization

Applying Arıkan’s transformation [9, Section I.B] to the X systems of two independent cq-states $\rho^X \otimes B$ as defined in (C1) gives

$$\tilde{\rho} = \sum_{u_1 u_2} p_{u_1 \oplus u_2} p_{u_2} |u_1\rangle \langle u_1|^X \otimes |u_2\rangle \langle u_2|^B \rho_{u_1 \oplus u_2} \rho_{u_2}$$  \hspace{1cm} (C4)
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FIG. 4. Notation used to derived the fidelity polarization phenomenon (cf. Proposition 16), including the classical-quantum channel $W : x \rightarrow \rho_x$.

**Proposition 16.**

$$Z(U_2|U_1B_1B_2)_{\tilde{\rho}} = Z(X|B)^2_{\rho}$$ \hspace{1cm} (C5)

$$Z(U_1|B_1B_2)_{\tilde{\rho}} \leq 2Z(X|B)_{\rho} - Z(X|B)^2_{\rho}.$$  \hspace{1cm} (C6)

**Proof.** Note that this proof is a generalization of the proof for the symmetric case (i.e., $p_0 = p_1 = \frac{1}{2}$) given by Wilde and Guha [10, Proof of Proposition 9]. We first prove (C5).

$$Z(U_2|U_1B_1B_2)_{\tilde{\rho}}$$

$$= 2\sqrt{p_0 p_1} F\left(\sum_{u_1} p_{u_1} |u_1\rangle \langle u_1|^X \otimes \rho_{u_1} \otimes \rho_0, \sum_{u_1} p_{u_1 \oplus 1} |u_1\rangle \langle u_1|^X \otimes \rho_{u_1 \oplus 1} \otimes \rho_1\right)$$  \hspace{1cm} (C7)

$$= 2\sqrt{p_0 p_1} F\left(\sum_{u_1} p_{u_1} |u_1\rangle \langle u_1|^X \otimes \rho_{u_1}, \sum_{u_1} p_{u_1 \oplus 1} |u_1\rangle \langle u_1|^X \otimes \rho_{u_1 \oplus 1}\right) F(\rho_0, \rho_1)$$  \hspace{1cm} (C8)

$$= 4\sqrt{p_0 p_1} F(p_0 \rho_0, p_1 \rho_1) F(\rho_0, \rho_1)$$  \hspace{1cm} (C9)

$$= 4p_0 p_1 F(\rho_0, \rho_1)^2$$  \hspace{1cm} (C10)

$$= Z(X|B)^2_{\rho},$$  \hspace{1cm} (C11)

where (C8) uses the multipativity of the fidelity under tensor product states (i.e., $F(\rho \otimes \sigma, \tau \otimes \nu) = F(\rho, \tau)F(\sigma, \nu)$) and (C9) uses the following relation for cq-states

$$F\left(\sum_x p(x) |x\rangle \langle x| \otimes \rho_x, \sum_x p(x) |x\rangle \langle x| \otimes \sigma_x\right) = \sum_x p(x) F(\rho_x, \sigma_x).$$ \hspace{1cm} (C12)

We next prove (C6). Note that the fidelity can be expressed as the minimum Bhattacharyya overlap between distributions induced by a POVM on the states [45]

$$F(\rho_0, \rho_1) = \min_{\{\Lambda_m\}} \sum_m \sqrt{\text{Tr}[\Lambda_m \rho_0] \text{Tr}[\Lambda_m \rho_1]}.$$  \hspace{1cm} (C13)

Let $\Lambda_m$ denote a POVM that achieves the minimum for $Z(X|B)_{\rho}$, we obtain

$$Z(X|B)_{\rho} = 2\sqrt{p_0 p_1} F(\rho_0, \rho_1)$$  \hspace{1cm} (C14)

$$= 2\sqrt{p_0 p_1} \sum_m \sqrt{\text{Tr}[\Lambda_m \rho_0] \text{Tr}[\Lambda_m \rho_1]}.$$  \hspace{1cm} (C15)
We can use the POVM \( \{A_l \otimes A_m\} \) to bound \( Z(U_1|B_1B_2)_{\tilde{\rho}} \):

\[
Z(U_1|B_1B_2)_{\tilde{\rho}} = 2F \left( \sum_{u_2} p_{u_2}^2 \rho_{u_2} \otimes \rho_{u_2}, \sum_{u_2} p_{u_2} \rho_{u_2} \otimes \rho_{u_2} \right)
\]

\[
\leq 2 \sum_{l,m} \sqrt{\sum_u p_u^2 \text{Tr}[A_l \otimes A_m] \rho_u \otimes \rho_u} \sum_u p_u \rho_u \rho_u \otimes \rho_u \text{Tr}[A_l \otimes A_m] \rho_u \otimes \rho_u]
\]

\[
= 2 \sum_{l,m} \sqrt{\sum_u p_u \text{Tr}[A_l \rho_u] p_u \text{Tr}[A_m \rho_u]} \sum_{u'} \rho_{u'} \text{Tr}[A_l \rho_{u'}] p_{u'} \text{Tr}[A_m \rho_{u'}].
\]

Now introduce the notation \( \alpha_m := p_0 \text{Tr}[A_m \rho_0] \), \( \beta_l := p_0 \text{Tr}[A_l \rho_0] \), \( \gamma_l := p_1 \text{Tr}[A_l \rho_1] \), and \( \delta_m := p_1 \text{Tr}[A_m \rho_1] \) and notice that \( Z(X|B)_{\rho} = 2 \sum_l \sqrt{\beta_l \gamma_l} = 2 \sum_m \sqrt{\alpha_m \delta_m} \). Then we can write (C18) as

\[
Z(U_1|B_1B_2)_{\tilde{\rho}} \leq 2 \sum_{l,m} \sqrt{\alpha_m \beta_l + \gamma_l \delta_m} \sqrt{\alpha_m \gamma_l + \beta_l \delta_m}
\]

\[
\leq 2 \left( \sum_{l,m} \left( \sqrt{\alpha_m \beta_l} + \sqrt{\gamma_l \delta_m} \right) \left( \sqrt{\alpha_m \gamma_l} + \sqrt{\beta_l \delta_m} \right) - 2 \sum_{l,m} \sqrt{\alpha_m \beta_l \gamma_l \delta_m} \right)
\]

\[
= 2 \left( \sum_{l,m} \left( \alpha_m + \delta_m \right) \sqrt{\beta_l \gamma_l} + \left( \beta_l + \gamma_l \right) \sqrt{\alpha_m \delta_m} - 2 \sum_l \sqrt{\beta_l \gamma_l} \sum_m \sqrt{\alpha_m \delta_m} \right)
\]

\[
= 2 \left( \sum_l \sqrt{\beta_l \gamma_l} + \sum_m \sqrt{\alpha_m \delta_m} - 2 \sum_l \sqrt{\beta_l \gamma_l} \sum_m \sqrt{\alpha_m \delta_m} \right)
\]

\[
= 2Z(X|B)_{\rho} - Z(X|B)_{\rho}^2,
\]

where inequality (C20) is due to Arıkan [9, Appendix D]. \( \square \)

2. **Entropy Polarization**

We begin by bounding the entropy \( H(X|B)_{\rho} \) in terms of the probability of error \( P_e(X|B)_{\rho} \) when using \( B \) to determine \( X \). This is formally defined by

\[
P_e(X|B)_{\rho} := \min_{0 \leq \Lambda \leq 1} p_0 \text{Tr}[\Lambda \rho_0] + p_1 \text{Tr}[\Lambda \rho_1].
\]

The error probability can be expressed in terms of a trace distance, as follows. From the definition it follows immediately that

\[
P_e(X|B)_{\rho} = \min_{0 \leq \Lambda \leq 1} p_1 + \text{Tr}[\Lambda(p_0 \rho_0 - p_1 \rho_1)]
\]

\[
= \min_{0 \leq \Lambda \leq 1} p_0 - \text{Tr}[\Lambda(p_0 \rho_0 - p_1 \rho_1)].
\]

Letting \( \Gamma := p_0 \rho_0 - p_1 \rho_1 \), the minimum of (C25) is achieved for \( \Lambda = [\Gamma]_- \), the projector onto the negative part of \( \Gamma \). We thus have \( P_e(X|B)_{\rho} = p_1 + \text{Tr}[\{\Gamma\}_-\Gamma] = p_0 - \text{Tr}[\{\Gamma\}_+\Gamma] \). Averaging the
two different expressions leads to

\[
P_e = \frac{1}{2} \left( p_1 + \text{Tr} \{ [\Gamma] - \Gamma \} + p_0 - \text{Tr} \{ [\Gamma] + \Gamma \} \right) \quad (C27)
\]

\[
= \frac{1}{2} - \frac{1}{2} \| [\Gamma] \|_1 \\
= \frac{1}{2} - \frac{1}{2} \| p_0 \rho_0 - p_1 \rho_1 \|_1. \\
\]

(C28)

(C29)

Now we have

**Lemma 17.** \(- \log (1 - P_e(X|B)_\rho) \leq H(X|B)_\rho \leq H_b(P_e(X|B)_\rho)\).

**Proof.** Let \(\tilde{X}\) denote a guess of \(X\) generated by an optimal measurement, the data processing inequality ensures that \(H(X|B)_\rho \leq H(X|\tilde{X})_\rho\). Using Fano’s inequality, i.e., \(H(X|\tilde{X})_\rho \leq H_b(P_e) + P_e \log (|\mathcal{X}| - 1) = H_b(P_e)\) proves the upper bound. To prove the lower bound we use \(H_{\text{min}}(X|B)_\rho = - \log (1 - P_e)\) [46, Section IC]. According to [47, Proposition 4.3], \(H(X|B)_\rho \geq H_{\text{min}}(X|B)_\rho\) which proves the assertion. \(\square\)

We next bound \(Z(X|B)_\rho\) in terms of \(P_e\).

**Lemma 18.** Let \(\rho_0\) and \(\rho_1\) be two arbitrary density operators and \(p_0, p_1 \geq 0\) such that \(p_0 + p_1 = 1\). The parameter \(Z(X|B)_\rho := 2 \sqrt{p_0 p_1} \| \sqrt{p_0} \sqrt{p_1} \|_1\) can be bounded in terms of error probability \(P_e := \frac{1}{2} - \frac{1}{2} \| p_0 \rho_0 + p_1 \rho_1 \|_1\) as

\[2P_e \leq Z(X|B)_\rho \leq \sqrt{1 - (1 - 2P_e)^2}.\]  

(C30)

**Proof.** According to [48, Lemma A.2.4] we have \(\| p_0 \rho_0 - p_1 \rho_1 \|_1^2 \leq 1 - Z(X|B)_\rho^2\). Lemma A.2.6 of [48] ensures that \(1 - Z(X|B)_\rho \leq \| p_0 \rho_0 - p_1 \rho_1 \|_1\). By definition of \(P_e\) we have \(\| p_0 \rho_0 - p_1 \rho_1 \|_1 = 1 - 2P_e\) which completes the proof. \(\square\)

Using Lemma 17 and 18 we can bound \(H(X|B)_\rho\) in terms of \(Z(X|B)_\rho\).

**Proposition 19.** For \(\rho^{XB} = \sum_{x \in \{0, 1\}} p_x |x\rangle \langle x| \otimes \rho_x^B\) and \(Z(X|B)_\rho := 2 \sqrt{p_0 p_1} \| \sqrt{p_0} \sqrt{p_1} \|_1\), we have

\[1 - \log \left( 1 + \sqrt{1 - Z(X|B)_\rho^2} \right) \leq H(X|B)_\rho \leq H_b \left( \frac{1}{2} Z(X|B)_\rho \right).\]  

(C31)

**Proof.** Follows immediately from Lemma 17 and 18. \(\square\)

Proposition 19 serves the purpose of showing that \(H(X|B)_\rho\) is near 0 or 1 if and only if \(Z(X|B)_\rho\) is near 0 or 1, respectively, i.e., \(H(X|B)_\rho\) and \(Z(X|B)_\rho\) polarize simultaneously. This is visualized in Figure 5.

**Appendix D: Efficient Concatenated Classical Source Coding**

In this section we present a concatenated classical coding scheme based on polar codes that can be used for efficient source coding. The scheme has been introduced in [24] for efficient channel coding at the optimal rate. It will serve as a building block to prove the reliability and efficiency of the entanglement distillation protocol introduced in Section II using quantum polar codes. Let \(\mathcal{I} \subseteq [L]\) denote the indices of the frozen bits at the inner layer and let \(K = L - |\mathcal{I}|\). The set
FIG. 5. The lower and upper bound for $H(X|B)_ρ$ given in (C31). It shows that $H(X|B)_ρ$ and $Z(X|B)_ρ$ polarize simultaneously.

$O \subseteq [KM]$ denotes the indices of the frozen bits at the outer layer. Figure 6, depicts the scheme schematically for the setup of $L = 4$, $M = 2$, $I = \{2,3\}$, $K = 2$ and $O = \{2\}$. In the following we prove that there exists an encoder and decoder that require $O(N \log N)$ steps having an error probability not greater than $O(L2^{-M\beta})$ for any $\beta < \frac{1}{2}$.

FIG. 6. The source coding scheme for $L = 4$, $M = 2$, $I = \{2,3\}$, $K = 2$ and $O = \{2\}$. A source produces $N$ i.i.d. copies of correlated random variables $(X,Y)^N$. The encoder first applies $M$ polarization transforms $G_L$ to $X^L$, obtaining a vector $V^N$. The frozen bits that are determined by $I$ and denoted by $S^{(M)}_{L-K}$ are sent to the decoder whereas the remaining bits are encoded by another polarization transform—performed in a multilevel construction as explained in Appendix B—resulting in a vector $T^{(K)}_M$. The frozen bits of $T^{(K)}_M$ (determined by $O$) are sent to the decoder again. Using the bits received from the encoder the decoder outputs $\hat{T}^{(K)}_M$, a guess for $T^{(K)}_M$.

---

The bits at the outer layer are numbered with respect to the multilevel structure, i.e., each binary decompressor is numbered sequentially.
1. Efficient Encoding and Decoding

As depicted in Figure 6 the encoder consists of two parts. It first applies $M$ identical inner encoding transforms—it performs $M$ times the polar transform $G_L$. The outcome $V^N$ can be classified into two systems determined by the code construction. The frozen bits, denoted by $S_{L-K}^{(M)}$, are sent to the decoder whereas the others are encoded a second time by the outer encoder. The outer encoder applies another polarization transform in the multilevel technique explained in Appendix B which outputs $T_M^{(K)}$. The frozen bits of $T_M^{(K)}$, determined by the code construction, are sent to the decoder again.

![Encoding Circuit](image)

**FIG. 7.** Encoding circuit for the setup $L = 4$, $M = 2$, $I = \{2, 3\}$, $K = 2$ and $O = \{2\}$. Here $s_j^{(i)}$ denote the frozen bits that are sent to the decoder at the inner layer. We have a single frozen bit at the outer layer, $t_2^{(1)}$, that is sent to the decoder as well. The small gray dots represent variables in the network and correspond to nodes in Fig. 8.

**Proposition 20.** The encoder explained above has complexity $O(N \log N)$.

**Proof.** The inner encoder performs $M$ times a standard polar transform $G_L$ which has been shown to require at most $O(L \log L)$ steps each [9]. The outer encoder consists of $K$ multiplications with the matrix $G_M$, each requiring $O(M \log M)$ operations [9]. As justified in Section II C and ensured by the polarization phenomenon (cf. Theorem 15), $K = O(L)$. We thus conclude that the total encoding requires $O(ML \log L) + O(LM \log M) = O(N \log N)$ steps.

The decoding is more challenging. An important feature of the decoder is that the inner layer decompressors must be interleaved with the outer layer decompressors in order to ensure that all required variables are known at the appropriate steps. To illustrate, we explain in detail how the decoding is done for the setup $L = 4$, $M = 2$, $I = \{2, 3\}$, $K = 2$ and $O = \{2\}$. The logical structure of the successive cancellation decoder is shown in Figure 8. Figure 10 of [9] depicts a similar representation of the original successive cancellation decoder. To see the close affinity between the encoding and decoding process, Figure 7 visualizes the encoder for the setup defined above.

---

9 $T_j^{(i)}$ denotes the $j$th output of the $i$th binary outer encoder in the sequential multilevel structure.
Each node in Figure 8 is responsible for computing a likelihood ratio (LR) arising during the algorithm; the parameters below each node represent the variables involved in the associated LR computation. Starting from the left we traverse the diagram to the right at whose border we can compute the LRs. Then we transmit the results back to the left. Here \( \hat{t}_j^{(i)} \) denotes the \( j \)th output of the \( i \)th decompressor at the outer layer and \( s_j^{(i)} \) denotes the \( j \)th frozen input for the \( i \)th inner encoding block which has been sent to the decoder as explained above.

The decoding begins by activating node 1, which would like to compute the LR for \( T_1^{(1)} \) given \( Y_1 \). For this it needs the LRs for the first inputs to the two super-channels, and so node 1 activates node 2, which is responsible for computing the LR for the first input to the first super-channel. This computation proceeds exactly as the usual successive cancellation decoder, recursively combining the LRs of the physical channels by calling node 3 and then 6. Assembling their results, node 2 can compute its LR and transmit the result to nodes 1 and 16. Meanwhile, node 1 has also requested the LR of node 9, which performs the same calculation as node 2 for the second super-channel, again forwards the result to nodes 1 and 16. Now node 1 is able compute the final desired LR and can therefore guess \( \hat{t}_1^{(1)} \). Node 16 next guesses \( \hat{t}_2^{(1)} \), which is easy since this is a frozen bit and therefore available at the decoder (i.e., the decoder sets \( \hat{t}_2^{(1)} = t_2^{(1)} \)), completing first decompressor of the outer layer.

Node 16 passes control to node 17 in order to compute the LR for \( T_1^{(2)} \). This requires the LR for second inputs to the two super-channels, so nodes 18 (and later 21) are called. Node 18 finishes the decompression of the first super-channel in the usual way, while node 21 completes the decompression of the second super-channel. \textit{Neither of these can occur until the first outer layer decompressor is finished}. After the inner layer decompression is complete, node 17 can guess \( \hat{t}_1^{(2)} \) and node 24 can finally guess \( \hat{t}_2^{(2)} \), completing the second decompressor of the outer layer. In general, decompression of the \( M \) different \( k \)th inputs at the inner layer has to wait for the \((k-1)\)th decompressor to finish at the outer layer.

**Proposition 21.** The decoder explained above has complexity \( O(N \log N) \).

**Proof.** Let \( V_i \) denote the \( i \)th non-frozen output of an inner encoding block. The decoder proceeds by employing, in sequence, the \( K \) decompressors for blocklength-\( M \) compression of \( V_i \) given \( Y^L V^{i-1} \). This ensures that at all times the decoder has all the required previous inputs \( V^{i-1} \). Each decompressor can be executed using \( O(M \log M) \) operations, given the corresponding likelihood ratio of \( V_i | Y^L V^{i-1} \). All such likelihoods can be computed in \( O(L \log L) \) steps, and each of the \( M \) inner encoding blocks requires its own likelihood calculation, as the values taken by \( V^{i-1} \) can differ in each case. Using \( K = O(L) \) which follows from the polarization phenomenon (cf. Theorem 15), we find that the decoder has complexity \( O(N \log N) \).

2. **Reliability**

We next analyze the reliability of the multilevel encoder and decoder explained above. Suppose we would like to compress (\( L \) instances of) \((V_1, \ldots, V_n)\) relative to side information \( Y \), by sequentially compressing \( V_i \) relative to \( V^{i-1} Y \). Define \( \hat{V}_i \) to be the output of the decompressor, let \( A_i \) be the event that \( \hat{V}_i \neq V_i \) (i.e., that the decompressor makes a mistake at position \( i \)), and let \( B_i := \bigcup_{k=1}^{i} A_k \). Note that \( \Pr[B_n] \) is the probability of incorrectly decoding at least one \( V_i \) for \( i \in [n] \). Let \( r \) be a bound on the probability of that we decode incorrectly at any step and that the previous steps are all correct: \( \Pr[A_j \cap B_{j-1}^c] \leq r \) for all \( j \in [n] \). Then
FIG. 8. Logical structure of the successive cancellation decoder for the setup \( L = 4, M = 2, \mathcal{I} = \{2, 3\}, K = 2 \) and \( \mathcal{O} = \{2\} \) (compare with [9, Fig. 10]). Note that \( \hat{t}_j^{(i)} \) denotes the \( j \)th output of the \( i \)th decompressor at the outer layer and \( s_j^{(i)} \) denotes the \( j \)th frozen bit at the \( i \)th inner encoding block. The numbering of the nodes represents the order in which they get activated in the decoding process.

**Lemma 22.** For \( n \in \mathbb{Z}_+ \) and \( r \) as defined above, we have

\[
\Pr[\mathcal{B}_n] \leq nr
\]  

(D1)

**Proof.** The proof proceeds by induction over \( n \); the case \( n = 1 \) holds by assumption. The induction step is as follows:

\[
\Pr[\mathcal{B}_{n+1}] = \Pr[\mathcal{B}_n \cup \mathcal{A}_{n+1}]
\]

(D2)

\[
= \Pr[\mathcal{B}_n] + \Pr[\mathcal{A}_{n+1} \cap \mathcal{B}_n^c]
\]

(D3)

\[
\leq \Pr[\mathcal{B}_n] + r
\]

(D4)

\[
\leq (n + 1)r.
\]

(D5)

where (D4) follows by assumption and (D5) uses the induction hypothesis. \( \square \)

Now the reliability statement follows easily.

**Theorem 23.** The error probability of the encoder and decoder introduced above satisfies \( P_{\text{err}} = O(L2^{-M^3}) \) for any \( \beta < \frac{1}{2} \).

**Proof.** For the polar source coding scheme, note that \( \Pr[\mathcal{A}_i \cap \mathcal{B}_{i-1}^c] + x \in O(2^{-M^3}) \), where \( x \) is the probability that \( \hat{V}_i \neq V_i \) given that a mistake previously occurred, but where we still give the correct \( V_{i-1} \) to the decompressor. We can therefore upper bound \( r \) in Lemma 22 by \( O(2^{-M^3}) \) [33]. Thus, the probability of incorrectly decoding any of the \( K V_i \) is \( O(L2^{-M^3}) \). \( \square \)
Appendix E: Efficient Phase Information Reconciliation Decoding at the Outer Layer

As explained in Section II.C, for the phase IR decoding at the outer layer we cannot directly use the classical decoder explained in Appendix D, since we have measured some qubits at the inner layer with respect to the amplitude basis (the qubits belonging to the system $\bar{A}^C$) which implies that we do not have knowledge about the phase-basis-measurements of these qubits. In the following we present two solutions to resolve this problem. We prove that the decoder can choose these unknown bits at random without affecting reliability for the specific states encountered in the distillation protocol. Alternatively, for the more general setting we show how to adapt the decoder such that it remains efficient and reliable by sampling from the distribution of the unknown bits. Note again that the second approach is more general in the sense that it works for arbitrary sources whereas the first approach requires a symmetric source.

1. Choosing Measured Qubits at Inner Layer at Random

We show that randomly choosing the qubits that have been measured with respect to the amplitude basis at the inner layer does not affect the reliability of the outer IR decoder for symmetric sources. This implies that the computationally efficient decoder introduced in [24] and explained in Appendix D can be used to reliably decode the phase IR.

Recall that the state

$$|\psi\rangle^{ABCR} = \sum_z \sqrt{p_z} |z\rangle^A |z\rangle^C |\varphi_z\rangle^{BR}$$  \hspace{1cm} (E1)$$

produced by the source is relevant for the phase IR task. Taking $L$ copies and applying the polarization transform $G_L$ to $A^L$ and $C^L$ gives

$$|\psi\rangle^{A^LB^LC^LR^L} = \sum_{z^L \in \{0,1\}^L} \sqrt{p_{z^L}} |G_{L,z^L}^L\rangle^A |G_{L,z^L}^L\rangle^C |\varphi_{z^L}\rangle^{B^LR^L}. \hspace{1cm} (E2)$$

Expressing $A^L$ in the conjugate phase basis gives

$$|\psi\rangle^{A^LB^LC^LR^L} = \frac{1}{\sqrt{2^L}} \sum_{x^L,z^L \in \{0,1\}^L} \sqrt{p_{z^L}} (-1)^{x^L \cdot G_{L,z^L}^L} |\tilde{x}^L\rangle^A |G_{L,z^L}^L\rangle^C |\varphi_{z^L}\rangle^{B^LR^L} \hspace{1cm} (E3)$$

$$= \frac{1}{\sqrt{2^L}} \sum_{x^L \in \{0,1\}^L} |\tilde{x}^L\rangle^A (Z^{x^L})^C \xi^C |\xi\rangle^{B^LR^L}, \hspace{1cm} (E4)$$

where

$$|\xi\rangle^{C^LB^LR^L} = \sum_{z^L \in \{0,1\}^L} \sqrt{p_{z^L}} |G_{L,z^L}^L\rangle^C |\varphi_{z^L}\rangle^{B^LR^L}. \hspace{1cm} (E5)$$

The state of $B^LC^L$ conditioned on the value $x^L$ on $A^L$ is just $(Z^{x^L})^C \xi^C B^L (Z^{x^L})^C$. The source is symmetric because the conditional states are all related by unitary action, here on the $C^L$ systems.

Dividing $A^L$ and $C^L$ into two systems $\bar{A}$ and $\bar{A}^C$ respectively $\bar{C}$ and $\bar{C}^C$ enables us to write the marginal state of $B^LC^L$ conditioned on only $\tilde{x}$ as

$$\Theta_{\tilde{x}}^{B^LC^L} = \frac{1}{2^{|\bar{A}^C|}} \sum_{\tilde{x} \in \{0,1\}^{|\bar{A}^C|}} (Z^{\tilde{x}})^{\bar{C}} (Z^{\tilde{x}})^{\bar{C}^C} \xi^C (Z^{\tilde{x}})^{\bar{C}} (Z^{\tilde{x}})^{\bar{C}^C}. \hspace{1cm} (E6)$$
Recall that we would like to use the recursive likelihood formulas in the successive cancellation decoder to determine the likelihoods of \( \hat{x}_i \) given \( \tilde{x}_i^{-1}B^L C^L \). Note that for this likelihoods only the state \( |\Psi\rangle_{A^L B^L C^L} \) is relevant—\( A^c \) has been discarded.

We can mimic this having this state in the standard polar coding setup as follows. Given \( |\Psi\rangle_{A^L B^L C^L} \), applying a CPTP map to \( C^L \) that randomly performs a \( Z \) operation on each of the qubits in \( A^c \) yields a state whose \( B^L C^L \) marginal given \( X^A \) is the same as \( \Theta_{\tilde{x}} B^L C^L \). Moreover, the bits \( \tilde{x}^c \) are now uncorrelated with \( B^L C^L \) and \( \tilde{x} \), which can be seen from direct calculation: \( Z^{\tilde{x}^c} \) acting on \( C^c \) goes to \( Z^{u+\tilde{x}^c} \) for a random \( u \), so the \( \tilde{x}^c \) dependence is eliminated.

Now proceed with the usual recursive likelihood calculation. Nominally, these likelihood (ratios) are functions of the bits \( \tilde{x}^c \). However, since these are independent of everything else, the ratios computed by the recursion formulas using \( \tilde{x}^c \) have the same values as the ratios we are looking for. The dependence on on \( \tilde{x}^c \) is irrelevant. Moreover, the decoder may as well choose \( \tilde{x}^c \) himself.

2. Neglecting Measured Qubits at Inner Layer

We show how to efficiently compute the likelihood ratios at the outer layer without using the qubits measured with respect to the amplitude basis at the inner layer. Let \( F \subseteq [N] \) denote the indices of the qubits measured at the inner layer, i.e., the qubits belonging to the \( M \) systems \( A^c \) and let \( F^c := [N] \setminus F \). For each \( i \subseteq [N] \) we define \( F(i) := [i] \cap F \) and \( F^c(i) := [i] \cap F^c \).

In order to execute Arıkan’s classical SC-decoder at the outer layer, we need to compute for each \( i \in [N] \) such that \( X^A_i \in F^c \) the following likelihood ratio

\[
L^{(i)}(b^N, \tilde{x}^{[F^c(i)]}) := \frac{\Pr \left[ X^A_i = 0 \mid B^N = b^N, \bigcap_{j \in F(i)} \left\{ X^A_j = \hat{x}_j \right\} \right]}{\Pr \left[ X^A_i = 1 \mid B^N = b^N, \bigcap_{j \in F^c(i)} \left\{ X^A_j = \tilde{x}_j \right\} \right].} \tag{E7}
\]

However, since in (E7) the qubits measured with respect to the amplitude basis at the inner layer are missing in the conditioning, it is not straightforward how to compute this likelihood ratio efficiently.\(^{10}\) Using Bayes’ theorem we can write

\[
\Pr \left[ X^A_i = 0 \mid B^N = b^N, \bigcap_{j \in F(i)} \left\{ X^A_j = \hat{x}_j \right\} \right] = \sum_{\tilde{x}_k \in \{0,1\} \forall k \in F(i)} \Pr \left[ X^A_i = 0, \bigcap_{k \in F(i)} \left\{ X^A_k = \hat{x}_k \right\} \mid B^N = b^N, \bigcap_{j \in F(i)} \left\{ X^A_j = \hat{x}_j \right\} \right] \tag{E8}
\]

\[
= \frac{1}{2} \left| F(i) \right| \sum_{\tilde{x}_k \in \{0,1\} \forall k \in F(i)} \Pr \left[ \bigcap_{k \in F(i)} \left\{ X^A_k = \hat{x}_k \right\} \right] \tag{E9}
\]

\[
= \frac{1}{2} \left| F(i) \right| \sum_{\tilde{x}_k \in \{0,1\} \forall k \in F(i)} \Pr \left[ X^A_i = 0 \bigcap_{j=1}^{i-1} \left\{ X^A_j = \tilde{x}_j \right\} \right], \tag{E10}
\]

\(^{10}\) Arıkan’s recursive formula cannot be applied directly.
where (E9) uses that the random variables $X^A_N$ for $j \in \mathcal{F}_j$ are independent uniformly distributed, since they have been measured in the complementary amplitude basis. The elements of the final sum (E10) can be computed efficiently using Arikan’s recursive formula [9]. Since the elements of the sum in (E10) are bounded, we can sample the sum obtaining a (reasonably) good approximation of the true value which can be done efficiently.

Appendix F: Efficient Concatenated Classical Channel Coding

In this section, we present an efficient concatenated classical channel coding scheme based on polar codes. The scheme achieves the capacity and has been introduced in [24]. It will serve as a building block to prove the reliability and efficiency of the quantum channel coding scheme introduced in Section III when using quantum polar codes for Pauli and erasure channels.

We consider a discrete memoryless channel $W : \mathcal{X} \rightarrow \mathcal{Y}$ with a binary input alphabet $\mathcal{X} = \{0, 1\}$ and an arbitrary output alphabet $\mathcal{Y}$. The idea for the efficient classical channel coding scheme is to run the encoder of the source coding scheme—introduced in Appendix D—in reverse and to use the same decoder. One main difficulty that occurs is that we need to simulate the frozen bits at the inner and outer layer. As we show next, by cleverly choosing the frozen bits at the inner layer (we call this in the following shaping), we can approximate the source coding case, i.e., the sequence of $N$ i.i.d. correlated random variables $(X, Y)^N$ arbitrarily well for large $N$ (cf. Lemma 25). This enables us to prove that the efficient decoder introduced in Appendix D for source coding, can also be used for reliable channel coding. More details about this approach can be found in [24].

1. Shaping

The idea of how to approximate $(X, Y)^N$ and hence how to choose the frozen bits at the inner encoding block is to run an extractor for the distribution $(X, Y)^N$ we want to approximate in reverse.\footnote{We only need to show how to approximate $(X, Y)^L$ since taking $M$ identical blocks then leads to an approximation of $(X, Y)^N$.} A priori it is not clear this process can be done efficiently, however luckily we show that this is the case for extractors based on the source polarization phenomenon.

A $K$-bit polarization extractor $E_{L,K}$ for $X^L$ simply outputs the $K$ bits of $U^L = X^L G_L$ for which $H(U_i|U^{i-1})$ are greatest. We denote this (ordered) set of indices by $\mathcal{E}_K$ and the output of the extractor by $U^L[\mathcal{E}_K]$.

\[
\begin{array}{c}
X^L \\
\hline
G_L \\
U^L \\
\hline
F_{L,K} \\
U^L[\mathcal{E}_K] \\
\hline
E_{L,K}
\end{array}
\]

FIG. 9. Polarization-based randomness extractor $E_{L,K}$. The input $X^L$ is first transformed to $U^L$ via the polarization transformation $G_L$, and subsequently $F_{L,K}$ filters out the $K$ bits of $U^L$ for which $H(U_i|U^{i-1})$ are greatest.

The aim of randomness extraction is to output $K$ approximately uniform bits, where the approximation is quantified using the variational distance. Recall that for distributions $P$ and $Q$ over the same alphabet $\mathcal{X}$, the variational distance is defined by

\[
\delta(P, Q) := \frac{1}{2} \sum_{x \in \mathcal{X}} |P(x) - Q(x)|.
\]

We will often abuse notation slightly and write a random variable instead of its distribution in $\delta$.

Using $\mathcal{E}_K$ we define the shaper for $X^L$ as follows
Definition 1. For $\mathcal{U} = \{0, 1\}$, the shaper $S_{K,L}$ for $X^L$ is the map $S_{K,L} : \mathcal{U}^K \rightarrow \mathcal{X}^L$ taking input $U^K$ to $\hat{X}^L = \hat{U}^L G_L$, with

$$\hat{U}_i = \begin{cases} U_{pos_{\mathcal{E}_K}(i)} & i \in \mathcal{E}_K \\ Z_i & \text{else} \end{cases},$$

where $pos_{\mathcal{A}}(a)$ denotes the position of the entry $a$ in $\mathcal{A}$. Here $Z_i$ is a random variable generated from the distribution of $U_i^L|U^{i-1}$, using $U^L = X^L G_L$.

Using the shaper with uniform input $\hat{U}^K$ (a $K$-bit vector whose entries are i.i.d. Bernoulli $\left(\frac{1}{2}\right)$) generates an approximation $\hat{X}^L := S_{K,L}(\hat{U}^K)$ to $X^L$ (see also [49, Lemma 11]).

Lemma 24. For $\epsilon \geq 0$ and $K$ such that $H(U_i|U^{i-1}) \geq 1 - \epsilon$ for all $i \in \mathcal{E}_K$,

$$\delta\left(\hat{X}^L, X^L\right) \leq K \sqrt{\frac{\ln 2 \epsilon}{2\epsilon}}. \tag{F2}$$

Proof. Let $\hat{U}^L$ be the $L$-bit string obtained when using the shaper with uniform input $\hat{U}^K$ (cf. Equation F1). We have $X^L = U^L G_L$ and $\hat{X}^L = \hat{U}^L G_L$ and, hence,

$$\delta\left(\hat{X}^L, X^L\right) = \delta\left(\hat{U}^L, U^L\right). \tag{F3}$$

We will bound the distance on the right hand side. For this, we introduce a family of intermediate distributions $P^{(i)}_{U_1\ldots U_i\hat{U}_{i+1}\ldots\hat{U}_L}$ for $i = 0, \ldots, L$, defined by

$$P^{(i)}_{U_1\ldots U_i\hat{U}_{i+1}\ldots\hat{U}_L} := P_{U_1\ldots U_i} P_{U_{i+1}\ldots U_L|\hat{U}_i\ldots\hat{U}_L}, \tag{F4}$$

so that $P^{(0)}_{\hat{U}_1\ldots\hat{U}_L} = P_{\hat{U}_1\ldots\hat{U}_L}$ and $P^{(L)}_{U_1\ldots U_L} = P_{U_1\ldots U_L}$. By the triangle inequality,

$$\delta\left(\hat{U}^L, U^L\right) \leq \sum_{i=1}^L \delta\left(P^{(i-1)}_{U_1\ldots U_{i-1}\hat{U}_i\ldots\hat{U}_L|\hat{U}_1\ldots\hat{U}_{i-1}}, P^{(i)}_{U_1\ldots U_i\hat{U}_{i+1}\ldots\hat{U}_L} \right) \tag{F5}$$

$$\leq \sum_{i=1}^L \delta\left(P^{(i-1)}_{U_1\ldots U_{i-1}\hat{U}_i}, P^{(i)}_{U_1\ldots U_{i-1} U_i} \right), \tag{F6}$$

where the last line follows from the fact that the variational distance is non-increasing under stochastic maps [50] (we apply this to the map that generates $\hat{U}_{i+1} \ldots \hat{U}_L$ according to the distribution $P_{\hat{U}_{i+1}\ldots\hat{U}_L|\hat{U}_1\ldots\hat{U}_i}$). Each term of the sum can be written as $\delta(P_{U_{i-1}|U_{i-1}} P_{U_{i}|U_{i-1}}, P_{U_{i-1}|U_{i-1}} P_{U_{i}|U_{i-1}})$.
or, equivalently, $\mathbb{E}_{\tilde{U}^{i-1}} \left[ \delta(P_{\tilde{U}^{i-1}}, P_{\hat{U}^{i-1}}) \right]$. To bound this, we use Pinsker’s inequality [51, p.58] as well as the concavity of the square root,

$$
\mathbb{E}_{\tilde{U}^{i-1}} \left[ \delta(P_{\tilde{U}^{i-1}}, P_{\hat{U}^{i-1}}) \right] \leq \mathbb{E}_{\tilde{U}^{i-1}} \left[ \frac{\ln 2}{2} D(P_{\tilde{U}^{i-1}} \| P_{\tilde{U}^{i-1}}) \right] \quad (F7)
$$

By construction, the conditional distribution of $\hat{U}_i$ for all $i \in \mathcal{E}_K$ is the uniform distribution, so that

$$
\mathbb{E}_{\tilde{U}^{i-1}} \left[ D(P_{\tilde{U}^{i-1}} \| P_{\hat{U}^{i-1}}) \right] = 1 - H(U_i | U^{i-1}) \quad (F9)
$$

Furthermore, for all $i \notin \mathcal{E}_K$, the conditional distribution of $\hat{U}_i$ equals $P_{\tilde{U}^{i-1}}$, so that the corresponding term in the sum (F6) vanishes. The sum can thus be rewritten as

$$
\delta(\hat{U}^L, U^L) \leq \sum_{i \in \mathcal{E}_K} \sqrt{\frac{\ln 2}{2} \epsilon} , \quad (F11)
$$

from which the assertion follows.

 Concatenating the shaper with the channel gives the super-channel $\mathcal{W}'_{K,L} := \mathcal{W}^L \circ \mathcal{S}_{K,L}$. Monotonicity of the variational distance gives the following lemma, which is the basis of our coding scheme. Letting $\hat{Y}^L := \mathcal{W}^L(\hat{X}^L)$ and $Y^L = \mathcal{W}^L(X^L)$, we have

**Lemma 25.** For $\epsilon \geq 0$ and $K$ such that $H(U_i | U^{i-1}) \geq 1 - \epsilon$ for all $i \in \mathcal{E}_K$,

$$
\delta((\hat{U}^K, \hat{Y}^L), (U^L[\mathcal{E}_K], Y^L)) \leq K \sqrt{\frac{\ln 2}{2} \epsilon} . \quad (F12)
$$

**Proof.** Let $\epsilon' = K \sqrt{\frac{\ln 2}{2} \epsilon}$, then Lemma 24 implies $\delta((\hat{X}^L, \hat{Y}^L), (X^L, Y^L)) \leq \epsilon'$ by the monotonicity of the variational distance under stochastic maps. Applying $G_L$ to $X^L$ or $\hat{X}^L$ and marginalizing over the elements not in $\mathcal{E}_K$ is also a stochastic map, so $\delta((\hat{U}^L[\mathcal{E}_K], \hat{Y}^L), (U^L[\mathcal{E}_K], Y^L)) \leq \epsilon'$. Observing that $\hat{U}^L[\mathcal{E}_K] = \hat{U}^K$ completes the proof.

2. Efficient Encoding and Decoding

The encoding for channel coding is the reverse operation of the encoding in the source polarization setup explained in Appendix D and Figure 7. The frozen bits which are sent to the decoder in the source polarization scenario are simulated by the encoder in this setup. The frozen bits at the outer layer are generated as explained in [27, Section IV]. The frozen bits at the inner layer are chosen according to our shaper construction explained in Appendix F1. Note that the frozen bits at the inner and outer layer are forwarded to the decoder.

For the decoding we use the source coding decoder introduced in Appendix D. It is therefore clear that it is efficient, however it remains to be shown that it is reliable for channel coding which is done next.

**Corollary 26.** The encoder and decoder explained above have $O(N \log N)$ complexity.

**Proof.** This corollary is an immediate consequence of Propositions 20 and 21.
3. Reliability

To analyze the reliability of the decoder introduced above we start with a general lemma on the reliability of using the “wrong” compressor / decompressor pair in the problem of source coding.\footnote{Recall that we are using the decoder built for source coding, i.e., for pairs of random variables $(X,Y)^N$, but we actually have only a (good) approximation of those.}

**Lemma 27.** Let $X$ and $X'$ be arbitrary random variables such that $\delta(X', X) \leq \eta$ and let $W$ denote an arbitrary stochastic map. If $C$ and $D$ are a compressor / decompressor pair for $(X, W(X))$, such that $\Pr[X \neq X'] \leq \eta'$ where $X = D(W(X), C(X))$, then, for $X' = D(W(X'), C(X'))$,

$$\Pr[X' \neq X'] \leq \eta + \eta'.$$

**Proof.** Note that the pairs $(X, \hat{X})$ and $(X', \hat{X}')$ are obtained from $X$ and $X'$ by applying the stochastic map that takes $x$ to $(x, D(W(x), C(x)))$. Because the variational distance is non-increasing under such maps, we have

$$\delta\left(\left(\left(\left(X, \hat{X}\right), \left(X', \hat{X}'\right)\right)\right)\right) \leq \delta(X, X') \leq \eta.$$

Furthermore, defining $(X, X)$ to be the random variable $(X, \hat{X})$ with distribution $P_{X \hat{X}} = P_X \delta_{X \hat{X}}$, we have

$$\delta\left(\left(\left(X, X\right), \left(X', \hat{X}'\right)\right)\right) = \Pr[X \neq X] \leq \eta'.$$

Hence, applying the triangle inequality, we obtain

$$\delta\left(\left(X, X\right), \left(X', \hat{X}'\right)\right) \leq \eta + \eta'.$$

Now note that the variational distance can also be written as

$$\delta(A, A') = \sum_{a: P_A(a) \leq P_{A'}(a)} P_{A'}(a) - P_A(a).$$

Applied to $A = (X, X)$ and $A' = (X', \hat{X}')$, and using that $P_{X \hat{X}}(x, \hat{x}) = 0$ for $x \neq \hat{x}$, we immediately obtain

$$\delta\left(\left(X, X\right), \left(X', \hat{X}'\right)\right) \geq \sum_{x \neq \hat{x}} P_{X \hat{X}}(x, \hat{x}),$$

which implies that $\Pr[X' \neq X'] \leq \eta + \eta'$.

Using Lemmas 22 and 27 the statement of reliability follows easily.

**Theorem 28.** The error probability using the source coding decoder in the setup of channel coding as explained above is $P_{err} = O(L 2^{-\beta^L} + L 2^{-\beta'^L})$ for any $\beta, \beta' < \frac{1}{2}$.

**Proof.** For the polar source coding scheme, note that $\Pr[A_i \cap B_{i-1}^c] + x \in O(2^{-\beta^L})$, where $x$ is the probability that $\hat{V}_i \neq V_i$ given that a mistake previously occurred, but where we still give the correct $V^{i-1}$ to the decompressor. We can therefore upper bound $r$ in Lemma 22 by $O(2^{-\beta^L})$ \footnote{This is due to the fact that the error probability is bounded by the probability that at least one component of the vector $V$ is incorrect.}. Thus, the probability of incorrectly decoding any of the $K$ $V_i$ is $O(L 2^{-\beta^L})$; this is $\eta'$ in Lemma 27. Lemma 25 and the properties of $K$ give $\eta = O(L 2^{-\beta^L})$ for $\beta' < \frac{1}{2}$, establishing the theorem.