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Abstract—We present a method to find an optimal policy with respect to a reward function for a discounted Markov Decision Process under general linear temporal logic (LTL) specifications. Previous work has either focused on maximizing a cumulative reward objective under finite-duration tasks, specified by syntactically co-safe LTL, or maximizing an average reward for persistent (e.g., surveillance) tasks. This paper extends and generalizes these results by introducing a pair of occupancy measures to express the LTL satisfaction objective and the expected discounted reward objective, respectively. These occupancy measures are then connected to a single policy via a novel reduction resulting in a mixed integer linear program whose solution provides an optimal policy. Our formulation can also be extended to include additional constraints with respect to secondary reward functions. We illustrate the effectiveness of our approach in the context of robotic motion planning for complex missions under uncertainty and performance objectives.

I. INTRODUCTION

The deployment of autonomous systems in safety critical applications, such as transportation [1], robotics [2], and advanced manufacturing, has been rapidly increasing over the past few years, calling for high-assurance design methods that can provide strong guarantees of system correctness, safety, and performance.

Markov Decision Processes [3] offer a natural framework to capture sequential decision making problems and reason about autonomous system behaviors in many applications where the system dynamics are not deterministic but rather affected by uncertainty. In classical MDP planning, rewards are assigned to pairs of states and actions in the MDP. An expected (total, discounted, or averaged) reward is then maximized to find an optimal policy, which ensures that a design objective is achieved [4]–[6]. A critical step in this process is the formulation of the reward structure, since an incorrect definition may lead to unforeseen behaviors that can be unsafe or even fail to meet the requirements. To alleviate this difficulty, an increasing interest has been directed over the past decade toward tools from formal methods and temporal logics [7] as a way to unambiguously capture complex design objectives and rigorously validate critical requirements like safety, task scheduling, and motion planning in the context of discrete transition systems [8]–[10], hybrid systems [11]–[13], and MDP planning [14]–[16].

Logically-driven planning for MDPs can be formulated as the problem of finding a policy that maximizes the probability of satisfying a given temporal logic formula [17]–[20]. For example, linear temporal logic (LTL) is expressive enough to formally capture, among others, safety, progress, surveillance, and monitoring tasks, such as “avoid region A” (safety), “eventually reach A and remain there forever” (reachability), and “infinitely often visit A” (surveillance). However, while certain design constraints, e.g., related to system performance, smoothness of motion, or fuel consumption rates, are deemed as “soft” in many applications, and can be naturally expressed in terms of expected reward or probability maximization, certain “hard” system constraints, such as safety and mission critical requirements, call for stronger guarantees, possibly involving almost sure satisfaction of temporal logic objectives. The focus of this paper is on these composite tasks where a reward objective (characterizing a “soft” objective and user defined) on an MDP is maximized while attempting to guarantee satisfaction of a temporal logic formula (characterizing a “hard” objective) with probability one.

MDP planning under LTL constraints and reward optimality requirements has attracted significant attention in the recent literature. Some efforts [21]–[23] aim to optimize a total expected reward under the constraint that a co-safe LTL formula is satisfied with high probability. Co-safe LTL is a fragment of LTL capable of expressing properties that can be satisfied over a finite time horizon. It is, however, less effective for the specification of persistent tasks such as surveillance or monitoring. The satisfaction of optimality criteria for persistent tasks has been the focus of other formulations [15], [24], where the objective is formalized as the expected average reward over trajectories satisfying an LTL formula. However, expected average rewards tend to emphasize optimality in the steady state and can possibly neglect important behaviors during the transient phase of a mission. A recent result aims to combine these approaches via a customized, user-defined reward objective, defined as the weighted sum of an expected total reward associated with the trajectory prefix and an expected average reward for the trajectory suffix [25]. A unifying framework for total (discounted) reward optimality that extends to both trajectory prefixes (transient behaviors) and suffixes (steady-state behaviors) and can support unbounded-horizon tasks specified by general LTL has been missing.

This paper bridges this gap by proposing a new method that leverages the notion of occupancy measures [26] to generate a policy which maximizes the expected discounted reward for a given MDP under the constraint that an LTL specification is satisfied almost surely. By optimizing an expected discounted reward, we can adequately account for important transient behaviors as well as long-term optimality in a single objective. In our framework, discounted reward optimality and LTL
satisfiability are both translated into linear constraints on a pair of occupancy measures, which are then connected to a single policy via additional Boolean variables. The formulation can also be extended to include additional constraints expressed in terms of minimum expected discounted return with respect to secondary reward functions. We illustrate the applicability of the resulting mixed integer linear programming formulation on case studies in the context of robotic motion planning, showing that it can effectively discriminate optimal policies according to different expected discounted rewards among the ones that almost surely satisfy an LTL specification.

The rest of the paper is organized as follows. After an overview of the related work in Section II, Section III describes the preliminaries and Section IV introduces the problem formalization and elaborates on the solution approach. Finally, Section V discusses the application of the framework on two case studies in the context of motion planning.

II. RELATED WORK

By building on results from model checking [1], the synthesis of MDP policies that maximize the probability of satisfaction of an LTL formula relying on maximizing the probability of reaching the maximal accepting end components of the product automaton between the original MDP and a (Rabin or Büchi) automaton representing the LTL formula has been studied in the context of known transition probabilities [17], [27] and unknown transition probabilities [18]–[20], [28]. The synthesis of a policy whose probability of satisfying multiple LTL specifications is above certain thresholds has also been considered in the literature [29], albeit without additional quantitative reward objectives.

A method to synthesize a policy which maximizes the probability of satisfaction of an LTL formula via reward shaping has been proposed based on a Rabin acceptance condition [30], [31]. However, finding a policy that almost surely satisfies the LTL formula is not guaranteed, even if such a policy exists, when multiple Rabin pairs or rejecting end components are present [18].

Representing the LTL formula via a Limit Deterministic Büchi Automaton (LDBA) has been recently proposed as an effective alternative [18]–[20], [27]. LDBAs are as expressive as DRAs, while offering simpler Büchi acceptance conditions (requiring visiting a set of states infinitely often) rather than Rabin conditions (requiring visiting a set of states infinitely often and another set of states finitely often). This paper builds on the latter approach and further extends it to synthesize optimal policies that maximize an additional reward function while satisfying an LTL formula almost surely.

Existing approaches to synthesizing reward-optimal policies under LTL specifications have focused on long-term average cost on states which must be visited infinitely often [15], [32], motivated by surveillance tasks, or total cost under co-safe (bounded-time horizon) LTL specifications [21]–[23]. The former approach relies on extending the average-cost-per-stage problem [33] and utilizing the DRA acceptance condition to formulate a dynamic programming problem. The latter efforts use a single occupancy measure to capture the cost and the probability of satisfying the co-safe LTL formula. Optimizing a total cost under general LTL specifications has also been considered under additional restrictions which ensure that the total cost is finite [24]. More recently, Guo et al. [25] propose to optimize a customized, user-defined cost expressed as a weighted sum of a prefix-related total cost and a suffix-related average cost. To do so, two occupancy measures are introduced for the trajectory prefix (to account for the probability of reaching the accepting end components and the associated total cost) and its suffix (to account for the average cost within the end components), respectively.

Differently from these efforts, our approach deals with a single total (discounted) reward (without assumptions on the reward function) and generic LTL specifications. By focusing on the case of a total discounted reward, our approach does not require the additional restriction that the total cost be finite. To enable these extensions under a unified reward structure, our framework must also rely on the consistency between two occupation measures. However, our measures are used to account for the total discounted reward and the generic LTL satisfiability objectives, respectively, and they are defined over the entire trajectory.

Finally, by targeting almost sure satisfaction of generic LTL formulae via a single mixed integer program, our approach differs from previous efforts that leverage parity games [35] to achieve ε-optimal policies for discounted rewards and a subclass of LTL formulae, or provide Pareto efficient policies with respect to both a discounted reward and the discounted probability of satisfying an LTL specification [36].

III. PRELIMINARIES

We denote the sets of real and natural numbers by ℜ and ℑ, respectively. ℜ≥0 is the set of non-negative reals. For a given finite set $S$, $S^\omega$ ($S^+$) denotes the set of all infinite (finite) sequences taken from $S$. The indicator function $1_{s_0}(s)$ is 1 when $s = s_0$ and 0 otherwise.

A. Markov Decision Process

A (labeled) Markov Decision Process (MDP) is defined as a tuple $\mathcal{M} = (S, A, P, s_0, \gamma, AP, L, r)$, where $S$ is a finite state space, $A$ is a finite action space, $P : S \times A \times S \rightarrow [0, 1]$ is the partial transition probability function, such that $P(s, a, s')$ is the probability to transition from state $s$ to state $s'$ on taking action $a$, $s_0 \in S$ is the initial state, $\gamma \in (0, 1)$ is the discount factor, $AP$ is a set of atomic propositions, $L : S \rightarrow 2^{AP}$ is a labeling function which indicates the set of atomic propositions which are true in each state, and $r : S \times A \rightarrow \mathbb{R}$ is a reward function, such that $r(s, a)$ is the reward obtained on taking action $a \in A$ in state $s \in S$. With some abuse of notation, we let $A(s)$ denote the set of actions allowed in state $s \in S$.

The MDP evolves starting from the initial state $s_0$ by taking action $a \in A(s)$ for every current state $s$. A finite run $\xi_t$ of the MDP at time $t \in \mathbb{N}$ is a sequence of past states and actions
An infinite run $\xi$ is obtained by letting $t$ tend to infinity.

A policy $\pi$ is a sequence of decision functions $\pi_0 \pi_1 \ldots$ such that $\pi_t$ maps $\xi_t$ to the set of actions $A(s_t)$ available to the state at time $t$. If $\pi_t = \pi$ for all $t$, then the policy $\pi$ is said to be stationary. A stationary policy $\pi$ is randomized when it is a probability distribution over the available actions, i.e., $\pi : S \times A \rightarrow [0, 1]$. It is, instead, deterministic when it provides a unique action for each state, i.e., $\pi : S \rightarrow A$. On the other hand, a policy is said to be finite memory if it also depends on the history of $\xi_t$ in addition to the current state.

Given the total discounted reward associated with a run $\xi$ of $M$, defined as $G_M(\xi) = \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t)$, we define the expected discounted reward as follows.

**Definition 1 (Expected Discounted Reward).** The expected discounted reward $R_M(\pi)$ of policy $\pi$ for MDP $M$ is the expectation of the total discounted reward obtained by following policy $\pi$ on $M$, i.e., $R_M(\pi) = E_{\pi} [G_M(\xi)]$, where the expectation is taken over the probability measure induced by policy $\pi$ on $M$.

**B. Linear Temporal Logic**

We use linear temporal logic (LTL) [7], a temporal extension of propositional logic, to express complex task specifications.

**Syntax.** Given a set $AP$ of atomic propositions, i.e., Boolean variables that have a unique truth value (true or false) for a given system state, LTL formulae are constructed inductively as follows:

$$\varphi ::= \text{true} | a | \neg \varphi | \varphi_1 \land \varphi_2 | X \varphi | \varphi_1 U \varphi_2,$$

where $a \in AP$, $\varphi_1$, and $\varphi_2$ are LTL formulae, $\land$ and $\neg$ are the logic conjunction and negation, and $U$ and $X$ are the until and next temporal operators. Additional temporal operators such as always (G) and eventually (F) are defined as $F \varphi ::= \neg X \neg \varphi$ and $G \varphi ::= F \neg \varphi$.

**Semantics.** LTL formulae are interpreted over infinite-length words $w = w_0w_1 \ldots \in (2^{AP})^\omega$, where each letter $w_i$ is a set of atomic propositions. $w[j \ldots] = w_jw_{j+1} \ldots$ is the suffix of $w$ starting from letter $w_j$. Informally, a word $w$ satisfies $a$ if $a \in w_0$ holds; it satisfies $X \varphi$ if $w[1 \ldots]$ satisfies $\varphi$; it satisfies $\varphi_1 U \varphi_2$ if there exists $k \geq 0$ such that $w[k \ldots]$ satisfies $\varphi_2$ and for all $j \in \{0, \ldots, k-1\}$, $w[j \ldots]$ satisfy $\varphi_1$. The word $w$ satisfies $F \varphi$ if there exists $j \geq 0$ such that $w[j \ldots]$ satisfies $\varphi$. Finally, $w$ satisfies $G \varphi$ if $w[j \ldots]$ satisfies $\varphi$ for all $j \geq 0$.

These semantics are formally defined as follows, where $\models$ denotes satisfaction:

$$w \models \text{true}$$
$$w \models a \text{ if and only if } a \in w_0$$
$$w \models \varphi_1 \land \varphi_2 \text{ if and only if } w \models \varphi_1 \text{ and } w \models \varphi_2$$
$$w \models \neg \varphi \text{ if and only if } w \not\models \varphi$$
$$w \models X \varphi \text{ if and only if } w[1 \ldots] = w_1w_2 \ldots \models \varphi$$
$$w \models \varphi_1 U \varphi_2 \text{ if and only if } \exists k \geq 0 \text{ s.t. } w[k \ldots] \models \varphi_2$$
$$\text{and } \forall j < k, w[j \ldots] \models \varphi_1$$
$$w \models G \varphi \text{ if and only if } \forall i \geq 0, w[i \ldots] \models \varphi$$
$$w \models F \varphi \text{ if and only if } \exists \exists i \geq 0, w[i \ldots] \models \varphi$$

**C. Limit Deterministic Büchi Automata**

The language defined by an LTL formula, i.e., the set of words satisfying the formula, can be captured by a Limit Deterministic Büchi Automaton (LDBA) [18, 37].

We consider an LDBA $A$ denoted by a tuple $(Q, \Sigma, q_0, \delta, F)$, where $Q$ is a finite set of states, $\Sigma$ is a finite alphabet, $q_0 \in Q$ is an initial state, $\delta : Q \times (\Sigma \cup \{\epsilon\}) \rightarrow 2^Q$ is a partial transition function, and $F \subseteq Q \times Q$. A state sequence $Q_z$ is said to satisfy an LTL formula $\varphi$ if the word $w = L(q_0)L(q_1) \ldots \in (2^{AP})^\omega$ generated by the run satisfies $\varphi$. The probability that a run of $M$ satisfies $\varphi$ under policy $\pi$ is denoted by $Pr_\pi^M(\varphi)$.

A run $\xi$ of an LDBA $A$ on word $w \in \Sigma^\omega$ is an infinite sequence of transitions, $\xi_0\xi_1 \ldots = (q_0, w_0, q_1)(q_1, w_1, q_2) \ldots$, such that $\xi_i \in \delta, \forall i \geq 0$. The set of transitions that occur infinitely often in $\xi$ are denoted by $\inf(\xi)$. A run $\xi$ is accepting if $\inf(\xi) \cap F \neq \emptyset$, i.e., the Büchi acceptance condition holds. In this case, we also use the formula $\varphi_\pi$ to express the acceptance condition and say that $\xi \models \varphi_\pi$. A word $w \in \Sigma^\omega$ is accepted by $A$ if and only if there exists an accepting run $\xi$ of $A$ on $w$.

Finally, we say that an LTL formula is equivalent to an LDBA $A$ if and only if the language defined by the formula is the language accepted by $A$. 
In this paper, we will refer to this kind of LDBA representation, which can be obtained, for example, by first constructing a Limit Deterministic Generalized Büchi Automaton (LDGBA) [27], characterized by multiple acceptance sets $F_i$, $i = 1, \ldots, n$, each of which must be visited infinitely often for a run to be accepted. The LDGBA can then be reduced to an equivalent LDBA as defined above, by leveraging the procedure outlined below, similar to the one used to reduce a Generalized Büchi Automaton (GBA) to an equivalent Non-deterministic Büchi Automaton (NBA) [7].

Given an LDBA with $n > 1$, all belonging to $Q_f$ by construction [27], we can replicate the set of states $Q_f$ and the transitions among them $n-1$ times to obtain $Q_{f1}, \ldots, Q_{fn}$. We can then modify the accepting transitions $F_1, \ldots, F_n$ in $Q_{f1}, \ldots, Q_{fn}$, respectively, such that, for $i = 1, \ldots, n-1$, each accepting transition $(q, e, q')$ of $F_i$ in $Q_{fi}$ is replaced by a new transition that starts in $Q_{fi}$ and ends in the state that corresponds to $q'$ in $Q_{f(i+1)}$. Similarly, the accepting transitions $F_n$ of $Q_{fn}$ can be modified to end in $Q_{f1}$. The newly defined transitions corresponding to $F_1$ of $Q_{f1}$, which we denote by $F'$, form the single acceptance set of the resulting LDGBA. This construction ensures that $F'$ is visited infinitely often if and only if $F_1, \ldots, F_n$ are met infinitely often. Further, the resulting LDGBA conforms to our definition. We use the tool Rabinizer 4 [37] which provide an equivalent LDBA for a given LTL formula.

For example, the LDGBA in Fig. 1 with two acceptance sets $F_1 = \{(s, e, s'), (t, f, t')\}$ and $F_2 = \{(u, g, u')\}$, can be reduced to an equivalent LDBA, as shown in Fig. 2, with acceptance set $F' = \{(s_1, e, s_2'), (t_1, f, t_2')\}$, by the method described above. On taking an accepting transition from $F'$ (corresponding to $F_1$ in the original LDGBA) starting from $Q_{f1}$, we end up in $Q_{f2}$ and need to make the transition $(u_2, g, u_1')$ (corresponding to $F_2$ in the original LDGBA) to revert to $Q_{f1}$ and be able to take an accepting transition from $F'$ again. Thus, $F'$ is visited infinitely often if and only if $F_1$ and $F_2$ are met infinitely often in the given LDGBA.

### D. Occupancy Measures

Occupancy measures [26] allow formulating the problem of finding an optimal MDP policy as a linear program (LP),

**Discounted-Reward MDP.** For a discounted MDP $\mathcal{M} = (S, A, P, S_0, \gamma, r)$, the occupancy measure $y^\pi : \mathbb{R}^{|S| \times |A|} \rightarrow \mathbb{R}_{\geq 0}$ of a stationary policy $\pi$ is defined as $y^\pi_{sa} = \sum_{t=0}^{\infty} \gamma^t P^\pi_t(S_t = s, A_t = a)$, where $P^\pi_t(S_t = s, A_t = a)$ denotes the probability of being in state $s$ and taking action $a$ at time $t$ under policy $\pi$. In words, $y^\pi_{sa}$ is the (discounted) expected number of visits to state-action pair $(s, a)$ under policy $\pi$. The following linear inequalities,

$$\begin{align*}
y_{sa} \geq 0 & \quad \forall s \in S \forall a \in A(s), \\
out(s) - in(s) & = 1_{s_0}(s) \quad \forall s \in S, \\
out(s) & = \sum_{a \in A(s)} y_{sa} \quad \forall s \in S, \\
in(s) & = \gamma \sum_{j \in S, a \in A(j)} y_{ja} P(j, a, s) \quad \forall s \in S,
\end{align*}$$

specify necessary and sufficient conditions for $y$ to be an occupancy measure for a discounted MDP $\mathcal{M}$ [26], where $out(s)$ and $in(s)$ denote the total outflow from, and inflow into, state $s$, respectively. The above inequalities can be interpreted as establishing the conservation of flow through each state. Moreover, the expected discounted reward under a stationary policy with occupancy measure $y$ can be expressed as $\sum_{s \in S} \sum_{a \in A(s)} r(s, a)y_{sa}$.

A corresponding stationary policy can be derived from an occupancy measure $y$ by setting $\pi(s, a)$ to be equal to $y_{sa}/\sum_{a \in A(s)} y_{sa}$ if $\sum_{a \in A(s)} y_{sa} > 0$, or arbitrary otherwise. Therefore, inequalities [1] characterize the set of all stationary policies for $\mathcal{M}$.

**Absorbing MDP.** An occupancy measure can also be defined for an absorbing MDP $\mathcal{M}_g = (S, A, P, S_0)$, that is, an MDP for which there exist a policy and a goal (absorbing) state $s_g \in S$ such that $s_g$ is reached almost surely. For an absorbing MDP $\mathcal{M}_g$ and policy $\pi$, an occupancy measure $x^\pi : \mathbb{R}^{(|S|-1) \times |A|} \rightarrow \mathbb{R}_{\geq 0}$ can be defined [26] as $x^\pi_{sa} = \sum_{t=0}^{\infty} P^\pi_t(S_t = s, A_t = a)$, $\forall s \in S \setminus \{s_g\}$, interpreted as the expected number of visits to the state-action pair $(s, a)$ under policy $\pi$ before reaching the goal state. The measure is finite, as the goal state $s_g$ is reached almost surely.

Similarly to the case of discounted MDPs, the following set of linear inequalities

$$\begin{align*}
x_{sa} \geq 0 & \quad \forall s \in S \setminus \{s_g\} \forall a \in A(s), \\
out(s) - in(s) & = 1_{s_0}(s) \quad \forall s \in S \setminus \{s_g\}, \\
in(s_g) & = 1, \\
out(s) & = \sum_{a \in A(s)} x_{sa} \quad \forall s \in S \setminus \{s_g\}, \\
in(s) & = \sum_{j \in S, a \in A(j)} x_{ja} P(j, a, s) \quad \forall s \in S,
\end{align*}$$

characterize the set of all stationary policies for $\mathcal{M}_g$.\[\square\]
specify necessary and sufficient conditions for $x$ to be an occupancy measure, where $out(s)$ and $in(s)$ are interpreted as in (1) and $in(s)$ = 1 ensures the almost sure reachability of the goal state. It is also possible to derive a corresponding stationary policy from an occupancy measure as described above. Therefore, the linear inequalities (2) characterize the set of all stationary policies for $M_g$ under which the goal state is reached almost surely.

**IV. PROBLEM FORMULATION AND SOLUTION STRATEGY**

We aim to synthesize a policy $\pi$ for an MDP $M$ that is optimal with respect to an expected discounted reward under the constraint that an LTL formula $\varphi$ is satisfied with probability 1. We make the following assumption which can be easily verified by using standard techniques from probabilistic model checking [27].

**Assumption 1.** For the given MDP $M$ and LTL formula $\varphi$, there exists a policy such that the formula is satisfied with probability 1.

We now introduce the methodology used to solve the above objective. By representing the satisfaction of $\varphi$ with an LDBA $A$ and leveraging a standard construction from LTL model checking of MDPs [27], we generate a product MDP $M \times A$ as the composition of $M$ and $A$, such that almost sure satisfaction of a Büchi acceptance condition on the product MDP, shown to be possible by Assumption 1, implies the almost sure satisfaction of $\varphi$ on the original MDP. As further discussed in Section IV-A, it is sufficient to consider the set of stationary deterministic policies $\Pi_d^M$ of the product MDP to find a policy satisfying the Büchi acceptance condition almost surely. Let $\Pi_d$ be the projection of $\Pi_d^M$ onto the policy space of the original MDP $M$. Assumption 1 guarantees that a feasible policy exists in $\Pi_d$. We are then interested in the following problem:

$$\max_{\pi \in \Pi_d} R_M(\pi) \quad s.t. \quad P_{M}^{\Pi_d}(\varphi) = 1 \quad (3)$$

By building on a result from Hahn et al. [18], we reduce the almost sure satisfaction of a Büchi acceptance condition on the product MDP to an almost sure reachability problem. We then introduce two occupancy measures to express both the reachability constraint and the discounted reward, and formulate a set of mixed integer linear constraints to guarantee that the occupancy measures are well defined and are both associated with the same deterministic policy. The solution of the resulting mixed integer linear program (MILP) provides the desired policy. In the following, we detail the above steps.

**A. Construction of the Product MDP**

Given an MDP $M = (S, A, P, s_0, \gamma, AP, L, r)$ and an LDBA $A = (Q, \Sigma, q_0, \delta, F)$ capturing the LTL formula $\varphi$, where $Q = Q_i \cup Q_f$, we follow the construction in [27] to define a product MDP $(M \times A)$ $M^x = (S^x, A^x, P^x, s_0^x, \gamma, r^x, F^x)$ which incorporates the transitions of $M$ and $A$, the reward function of $M$ and the acceptance set of $A$. The following running example illustrates the construction involved in our algorithm.

**Example IV.1.** Consider the four state grid world MDP in Fig. 3. Each state associated with a location of the grid is labelled with the set of atomic propositions included in $\{l_0, l_1, m\}$, which are true in it. The transition diagram of the MDP is shown in Fig. 4. The initial state is III. The actions rest (denoted by red transition arrows) and go (denoted by green transition arrows) are available in each state. Action rest does not change the state of the MDP. With action go, the agent moves horizontally, in the same row, with probability $p$, or vertically, in the same column, with probability $1 - p$.

![Fig. 3: Grid world example.](image1)

![Fig. 4: MDP transition diagram.](image2)

We wish to satisfy $\varphi := (FG\ell_0 \lor FG\ell_1) \land G \neg m$, requiring to reach one of the safe cells (where $l_0$ or $l_1$ is true) and stay there forever, while avoiding the unsafe cell, where $m$ holds. An equivalent LDBA for the LTL formula is shown in Fig. 5. The transitions are labelled by propositional formulae which are equivalent to the Boolean assignments of the atomic propositions $\{l_0, l_1, m\}$ which satisfy the propositional formulae. The initial state is 0 and the accepting transitions are marked in bold. The only non-deterministic transitions are the $\epsilon$ transitions from $Q_i = \{0\}$ to $Q_f = \{1, 2\}$, where $Q_i \cap Q_f = \emptyset$ and $Q_i \cup Q_f = Q = \{0, 1, 2\}$. Further, $F \subseteq Q_f \times \Sigma \times Q_f$ holds, and there are no transitions from $Q_f$ to $Q_i$. As denoted by the dotted line, the states can be partitioned into $Q_i$ and $Q_f$.

In the product MDP $M^x$, $S^x = S \times Q$ is the set of states, $A^x = A \cup E$ is the action set, where $E = \{\epsilon_q | q \in Q_f\}$ is the set of actions which simulate $\epsilon$-transitions to states in $Q_f$, and $s_0^x = (s_0, q_0)$ is the initial state. We then define the transition function $P^x((s, q), a, (s', q'))$ as follows

$$P(s, a, s'), \quad \text{if } q' = \delta(q, L(s)) \text{ and } a \notin E$$

$$1, \quad \text{if } s = s', \quad a = \epsilon_q', \quad q' \in \delta(q, \epsilon)$$

$$0, \quad \text{otherwise} \quad (4)$$

![Fig. 5: LDBA for $\varphi := (FG\ell_0 \lor FG\ell_1) \land G \neg m$](image3)
and the reward function as

\[ r^\infty((s, q), a) = \begin{cases} r(s, a) & \text{if } a \notin E, q \in Q_i \\ r(s, a)/\gamma & \text{if } a \notin E, q \in Q_f \\ 0 & \text{otherwise} \end{cases} \]

Finally, the set of accepting transition of \( M^\infty \) includes the non-zero probability transitions of \( M^\infty \) capturing the accepting transitions of \( A \), i.e.,

\[ F^\infty = \{(s_i, q_i), a, (s_j, q_j)\} \mid (q_i, L(s_i), q_j) \in F, P(s_i, a, s_j) > 0 \}. \]

**Example IV.2.** Fig. 6 shows the product MDP \( M^\infty \) between \( M \) and \( A \) in Example [IV.1]

\[ \text{Fig. 6: Product MDP } M^\infty. \]

The rest, go, and \( \epsilon \) actions are denoted by red, green, and black arrows, respectively. The accepting transitions \( F^\infty \) are in bold. The rewards associated with the discounted reward objective are obtained as follows. Epsilon actions \( \epsilon_1 \) and \( \epsilon_2 \) are associated with 0 reward (in brackets). The rewards associated with transitions from states \((s, q)\), \( q \in Q_f \), are multiplied by \( 1/\gamma \) to compensate for the artificial increase in time step and additional discounting due to the \( \epsilon \)-transition, as further detailed below. We observe that, differently than previous work [18–20], the expected discounted reward in our setting is associated with a user-defined objective function and is unrelated to the LTL reachability objective.

A run \( \xi^\infty \) of \( M^\infty \) is said to satisfy the Büchi acceptance condition \( \varphi_{F^\infty} \) if \( \inf(\xi^\infty) \cap F^\infty \neq \emptyset \), i.e., there exists a transition belonging to \( F^\infty \) that occurs infinitely often in \( \xi^\infty \). The probability that a run of \( M^\infty \) starting from the initial state \( s_0^\infty \) under policy \( \pi^\infty \) satisfies the Büchi acceptance condition \( \varphi_{F^\infty} \) is denoted by \( Pr_{\pi^\infty}^{M^\infty}(\varphi_{F^\infty}) \).

The transition function in (4) represents the effect of \( \epsilon \)-transitions in \( A \), which are the only non-deterministic transitions, in terms of actions \( \epsilon_q \) that cause the current state \((s, q)\) to transition to a state \((s', q')\), where \( q' \) is the destination of the corresponding \( \epsilon \)-transition in \( A \), while \( s' = s \), meaning that no change in the corresponding state of \( M \) takes place. Only when an action \( a \notin E \) is taken, the corresponding state \( s \) of \( M \) is updated based on the transition probability \( P(s, a, s') \), while \( q \) is updated as determined by the corresponding transition function \( \delta \) of \( A \) and the label \( L(s) \) associated with \( s \).

We observe that a run \( \xi^\infty \) of \( M^\infty \) can contain at most one \( \epsilon \)-transition, corresponding to a jump from \( Q_i \) to \( Q_f \) in \( A \).

A run \((s_0, q_0)a_0(s_1, q_1)a_1 \ldots (s_l, q_l)\) for \( l \in \mathbb{N} \), corresponds to the run \((s_0, a_0, s_1, q_1)\ldots (s_l, a_l, s_{l+1})\) of \( M \), where we observe that an \( \epsilon \)-action in \( M^\infty \) does not reflect into a change of state for \( M \). The additional division by \( \gamma \) introduced in (5) compensates for the discounting caused by the \( \epsilon \)-transition in \( M^\infty \) and the resulting additional time-step, as stated by the lemma below.

**Lemma 1.** Given an MDP \( M = (S, A, P, s_0, \gamma, AP, L, r) \), an LTL formula \( \varphi \), and an LDBA \( A = (Q, \Sigma, q_0, \delta, F) \) equivalent to \( \varphi \), let \( M^\infty = M \times A \). The total discounted reward of a run \( \xi^\infty \) of \( M^\infty \) is equal to the total discounted reward of \( \xi \), obtained by projecting \( \xi^\infty \) to the state and action spaces of \( M \).

**Proof.** We consider two cases, based on whether \( \xi^\infty \) contains an \( \epsilon \)-transition or not. Let us first assume that \( \xi^\infty \) does not contain \( \epsilon \)-transitions. Then, by (5) and the fact that \( q_n \in Q_i \) for all \( n \geq 0 \), we obtain

\[ \sum_{n=0}^{\infty} \gamma^n r^\infty((s_n, q_n), a_n) = \sum_{n=0}^{\infty} \gamma^n r(s_n, a_n). \]

This implies that \( G_{M^\infty}(\xi^\infty) = G_M(\xi) \), i.e., the total discounted reward of \( \xi^\infty \) is equal to that of its projection \( \xi^\infty \) to the state and action spaces of \( M \).

Assume now that \( \xi^\infty \) contains an \( \epsilon \)-transition, that is, given \( \xi^\infty = (s_0, q_0)a_0 \ldots (s_l, q_l)a_l(s_{l+1}, q_{l+1}) \ldots \), we have \( a_i = \epsilon_{q_{i+1}} \) and \( s_{l+1} = s_l \). Then, by (5), we obtain

\[ \sum_{n=0}^{\infty} \gamma^n r^\infty((s_n, q_n), a_n) = \sum_{n=0}^{l-1} \gamma^n r^\infty((s_n, q_n), a_n) + \gamma^l r^\infty((s_l, q_l), \epsilon_{q_{l+1}}) + \sum_{n=l+1}^{\infty} \gamma^n r^\infty((s_n, q_n), a_n), \]

where \( q_n \in Q_i \) for \( n \leq l \) and \( q_n \in Q_f \) for \( n > l \). Further, by observing that \( s_{l+1} = s_l \), and \( r^\infty((s_l, q_l), \epsilon_{q_{l+1}}) = 0 \), we obtain

\[ \sum_{n=0}^{\infty} \gamma^n r^\infty((s_n, q_n), a_n) = \sum_{n=0}^{l-1} \gamma^n r(s_n, a_n) + \gamma^l r(s_l, a_{l+1}) + \sum_{n=l+1}^{\infty} \gamma^n r(s_n, a_n), \]

which is the total discounted reward associated with the run \( \xi : (s_0, q_0) \ldots (s_{l-1}, a_{l-1}, s_l, a_{l+1}, s_{l+2}, a_{l+2}, \ldots) \). Again, we conclude \( G_{M^\infty}(\xi^\infty) = G_M(\xi) \), which is what we wanted to prove. \( \square \)

By Theorem 3 in [27], it is sufficient to focus on stationary policies of \( M^\infty \) to maximize the probability of satisfaction of the LTL formula \( \varphi \). We restate this result in Lemma 2 below.

**Lemma 2.** For \( M \) and \( M^\infty \) as defined in Lemma 1, any stationary policy \( \pi^{\infty}_M \) of \( M^\infty \) which maximizes the probability of satisfying the Büchi acceptance condition \( Pr_{\pi^\infty}^{M^\infty}(\varphi_{F^\infty}) \) in
\(\mathcal{M}^\times\) induces a finite memory policy \(\pi_\star\) on \(\mathcal{M}\) such that \(\pi_\star\) maximizes the probability of LTL satisfaction \(\Pr_{\pi_\star,\pi}^\mathcal{M}(\phi)\) and \(\Pr_{\pi_\star,\pi}^\mathcal{M}(\phi_{F^\times}) = \Pr_{\pi_\star}(\phi)\) holds.

A stationary policy \(\pi^\times\) for \(\mathcal{M}^\times\) can be mapped to \(\pi\) for \(\mathcal{M}\) as follows. \(\mathcal{M}\) and \(\mathcal{A}\) start from states \(s_0\) and \(q_0\), respectively. Whenever \(\mathcal{M}\) transitions from \(s\) to \(s'\) on action \(a \in A(s)\), \(\mathcal{A}\) updates its state to \(\delta(q, L(s))\). For states \(s\) of \(\mathcal{M}\) and \(q\) of \(\mathcal{A}\), action \(a \in A^\times\) is selected with probability \(\pi^\times((s, q), a)\). If the selected action is an \(\epsilon\)-action \(\epsilon_q\), then the state of \(\mathcal{A}\) is updated to \(q'\) while \(\mathcal{M}\) will keep the same state and select the next action \(a \in A\) with probability \(\pi^\times((s, q'), a)\). Else, both \(\mathcal{M}\) and \(\mathcal{A}\) progress based on their transition function. Therefore, \(\pi\) prescribes an action given the current state of \(\mathcal{M}\) and \(\mathcal{A}\) based on \(\pi^\times\).

By Lemma 2 and Assumption 4 there exist stationary policies for \(\mathcal{M}^\times\) such that \(\Pr_{\pi_\star}^\mathcal{M}(\phi_{F^\times}) = \Pr_{\pi_\star}(\phi)\). Moreover, in Section IV-B \(\Pr_{\pi_\star}^\mathcal{M}(\phi_{F^\times}) = 1\) is shown to be equivalent to an almost sure reachability, for which optimal deterministic stationary policies are guaranteed to exist [3]. We can then look for a deterministic stationary policy \(\pi^\times\) such that \(\Pr_{\pi_\star}^\mathcal{M}(\phi_{F^\times}) = 1\) and \(\mathcal{R}_{\pi_\star}(\pi^\times)\) is maximized. Finally, by Lemma 1 and the construction of the product MDP, we have that \(\mathcal{R}_{\pi}(\pi^\times) = \mathcal{R}_{\pi_\star}(\pi^\times)\) holds, and Problem (3) reduces to the following problem:

\[
\max_{\pi^\times \in \Pi^\times_{\mathcal{M}}} \mathcal{R}_{\pi_\star}(\pi^\times) \\
\text{s.t.} \quad \Pr_{\pi_\star}(\phi_{F^\times}) = 1,
\]

(6)

B. Reachability Reduction of Büchi Acceptance

Recent work [18] has shown that a modified product MDP \(\mathcal{M}^\times\) can be generated from \(\mathcal{M}^\times\) such that almost sure satisfaction of the Büchi acceptance condition is equivalent to almost sure reachability of a new absorbing state in \(\mathcal{M}^\times\).

The modified product MDP \(\mathcal{M}^\times\) is defined as \((S^\times, A^\times, P^\times, s_0^\times)\), where \(S^\times = S^\times \cup \{g\}\), \(A^\times = A^\times\) and \(s_0^\times = s_0^\times\). \(\mathcal{M}^\times\) is constructed from \(\mathcal{M}^\times\) by adding a new absorbing state \(g\) to \(S^\times\). Given \(\zeta \in (0, 1)\), \(P^\times\) is obtained from \(P^\times\) as follows. For each accepting transition \((\{s, q\}, a, (s, q_j)) \in F^\times, g\) becomes the destination of the transition with probability \(1 - \zeta\), while the probabilities of reaching all the other possible destinations on taking action \(a\) in \((s, q)\) are multiplied by \(\zeta\).

Example IV.3. Fig. 7 shows the MDP \(\mathcal{M}^\times\) obtained by modifying the product MDP \(\mathcal{M}^\times\) in Fig. 6 to add a new absorbing state \(g\) and modified accepting transitions as described above. The new transitions in \(\mathcal{M}^\times\) are marked by dot-dash lines. \(\mathcal{M}^\times\) does not have an associated reward function and is only used to express the almost satisfaction of the given LTL formula. On the other hand, \(\mathcal{M}^\times\) in Fig. 6 is used to express the discounted-reward objective.

We observe that \(\mathcal{M}^\times\) and \(\mathcal{M}^\times\) have a common set of states \(S^\times\) except for the absorbing state \(g\) in \(S^\times\). Therefore, a single stationary policy can be defined for both \(\mathcal{M}^\times\) and \(\mathcal{M}^\times\) over \(S^\times\). Let \(\rho_{\pi_\star}^\mathcal{M}(t)\) denote the probability of reaching \(g\) in \(\mathcal{M}^\times\) by following policy \(\pi^\times\). The following lemmas relate the probability of reaching \(g\) in \(\mathcal{M}^\times\) with the probability of satisfying the LTL formula \(\phi\), i.e., of satisfying the associated Büchi acceptance condition in \(\mathcal{M}^\times\). Lemma 3 below follows from Lemma 1 in [18].

Lemma 3. For \(\mathcal{M}\) and \(\mathcal{M}^\times\) as defined in Lemma 1 let \(\mathcal{M}^\times = (S^\times, A^\times, P^\times, s_0^\times)\) be the modified absorbing product MDP. For \(\zeta \in (0, 1)\) and a stationary policy \(\pi^\times\) in \(\mathcal{M}^\times\), we obtain \(\rho_{\pi_\star}^\mathcal{M}(t) \geq \Pr_{\pi_\star}^\mathcal{M}(\phi_{F^\times})\). Moreover, \(\rho_{\pi_\star}^\mathcal{M}(t) = 1\) implies \(\Pr_{\pi_\star}^\mathcal{M}(\phi_{F^\times}) = 1\).

In the case of almost sure satisfaction Lemma 3 reduces to the following result:

Lemma 4. For \(\mathcal{M}\) and \(\mathcal{M}^\times\) as defined in Lemma 1 let \(\mathcal{M}^\times = (S^\times, A^\times, P^\times, s_0^\times)\) be the modified absorbing product MDP. For \(\zeta \in (0, 1)\) and a stationary policy \(\pi^\times\) in \(\mathcal{M}^\times\), \(\rho_{\pi_\star}^\mathcal{M}(t) = 1\) if and only if \(\Pr_{\pi_\star}^\mathcal{M}(\phi_{F^\times}) = 1\).

Proof. If \(\pi^\times\) is such that \(\rho_{\pi_\star}^\mathcal{M}(t) = 1\), then \(\Pr_{\pi_\star}^\mathcal{M}(\phi_{F^\times}) = 1\) by Lemma 3. Also, it is obvious from Lemma 3 that \(\rho_{\pi_\star}^\mathcal{M}(t) = 1\). □

C. Occupancy Measures

From Lemmas 2 and 4 almost sure satisfaction of an LTL constraint on \(\mathcal{M}\) can be expressed as an almost sure reachability constraint on \(\mathcal{M}^\times\). However, this reachability constraint can also be expressed in terms of the occupancy measure \(x_{sa}\) defined on the absorbing MDP \(\mathcal{M}^\times\) as discussed in Section III-D.

\[
x_{sa} \geq 0 \quad \forall s \in S^\times \forall a \in A^\times(s), \\
out^f(s) - in^f(s) = 1_{\pi_\star}(s) \quad \forall s \in S^\times, \\
in^f(g) = 1 \quad g \in S^\times, \\
out^f(s) = \sum_{a \in A^\times(s)} x_{sa} \quad \forall s \in S^\times, \\
in^f(s) = \sum_{j \in S^\times, a \in A^\times(j)} x_{ja} P^\times(j, a, s) \quad \forall s \in S^\times,
\]

(7)
Similarly, the discounted reward optimization problem on $\mathcal{M}^x$ can be expressed in terms of an occupancy measure $y_{sa}$ $\mathcal{M}^x$ as follows:

\[
y_{sa} \geq 0 \quad \forall s \in S^x \quad \forall a \in A^x(s),
\]
\[
out^y(s) - in^y(s) = 1_{a_0}(s) \quad \forall s \in S^x,
\]
\[
out^y(s) = \sum_{a \in A^x(s)} y_{sa}, \quad \forall s \in S^x,
\]
\[
in^y(s) = \gamma \sum_{j \in S^x, a \in A^x(j)} y_{ja} P^x(j, a, s) \quad \forall s \in S^x,
\]

while the expected discounted reward under policy $\pi^x$ with occupancy measure $y_{sa}$ is $R_{\mathcal{M}^x}(\pi^x) = \sum_{s \in S^x, a \in A^x(s)} r^x(s, a) y_{sa}$.

Finally, we need to ensure that both occupancy measures originate from the same underlying policy $\pi^x$, which maximizes the reward and satisfies the LTL specification. We then require that $x_{sa} / \sum_{a' \in A^x(s)} x_{a'a} = y_{sa} / \sum_{a' \in A^x(s)} y_{sa'}$ for all $a \in A^x(s)$ and $s \in S^x$. We achieve this equality by introducing a set of binary variables and constraints to restrict the search to the space of deterministic policies as detailed in the next section.

### D. Mixed Integer Linear Program Formulation

For all the states shared by $\mathcal{M}^x$ and $\mathcal{M}^c$ and the associated actions, i.e., for all $s \in S^x$ and $a \in A^x(s)$, we introduce binary variables $\Delta_{sa} \in \{0, 1\}$ that evaluate to 1 if and only if action $a$ is selected in visited state $s$. By using these binary variables, we can require that a policy is deterministic via the following constraint:

\[
\sum_a \Delta_{sa} \leq 1 \quad \forall s \in S^x,
\]

meaning that at most one action $a$ can be selected in state $s$. We can then require the equivalence between the occupancy measures defined in Section IV-C using the following logical constraints:

\[
(\Delta_{sa} = 0) \rightarrow (x_{sa} = 0) \quad \forall s \in S^x, \forall a \in A^x,
\]
\[
(\Delta_{sa} = 0) \rightarrow (y_{sa} = 0) \quad \forall s \in S^x, \forall a \in A^x,
\]

where $\rightarrow$ denotes the logical implication. These constraints can be converted into mixed integer linear constraints using standard techniques. A similar idea was used in to generate deterministic policies for constrained MDPs.

The policies generated by the occupancy measures are deterministic under constraints (9)–(10) as stated by the following lemmas.

**Lemma 5.** Given a discounted MDP $\mathcal{M}^x$, a stationary policy $\pi^x$, the associated occupancy measure $y_{sa}$, binary variables $\Delta_{sa} \in S^x, \forall a \in A^x$, if $y$ and $\Delta$ satisfy equations (9)–(10), then for all states $s \in S^x$ visited with non-zero probability, policy $\pi^x$ is deterministic and, further, $y_{sa} > 0$ if and only if $\Delta_{sa} = 1$.

**Proof.** Consider a state $s^* \in S^x$ which is visited with non-zero probability under policy $\pi^x$. We obtain the following chain of implications:

\[
\sum_{a \in A^x(s^*)} y_{sa} > 0 \implies \exists a^* \in A^x(s^*) \text{ s.t. } y_{sa^*} > 0 \implies \Delta_{sa^*} = 1 \text{ by (10b)} \implies \Delta_{sa^*} = 0 \quad \forall a \neq a^* \text{ by (9)} \implies y_{sa} = 0 \quad \forall a \neq a^* \text{ by (10b)} \implies \pi^x(s^*, a^*) = 1 \text{ and } \pi^x(s^*, a) = 0 \quad \forall a \neq a^* \implies \pi^x \text{ is deterministic.}
\]

Therefore, if $s$ is visited with non-zero probability, $y_{sa} > 0$ if and only if $\Delta_{sa} = 1$.

Similarly, the following lemma can be stated for the absorbing MDP $\mathcal{M}^c$.

**Lemma 6.** Given an absorbing MDP $\mathcal{M}^c$, a stationary policy $\pi^c$, the associated occupancy measure $y_{sa}$, binary variables $\Delta_{sa} \in S^c, \forall a \in A^c$, if $x$ and $\Delta$ satisfy equations (9)–(10), then for all states $s \in S^c \setminus \{g\}$ visited with non-zero probability, policy $\pi^c$ is deterministic and, further, $x_{sa} > 0$ if and only if $\Delta_{sa} = 1$.

The following lemma shows that under constraints (9)–(10), the set of reachable states in $S^x$ under policies given by $x$ and $y$ are the same and have the same deterministic action choices on those states.

**Lemma 7.** Given an MDP $\mathcal{M}^x$, a stationary policy $\pi^x$, the associated occupancy measure $y_{sa}$, the absorbing MDP $\mathcal{M}^c$ generated from $\mathcal{M}^x$, a stationary policy $\pi^c$, the associated occupancy measure $x_{sa}$, binary variables $\Delta_{sa} \in S^x, \forall a \in A^c$, if $x$, $y$ and $\Delta$ satisfy equations (9)–(10), then the set of reachable states in $S^x$ under $\pi_x$ and $\pi_y$ and the deterministic action choices on those states are the same.

**Proof.** $\mathcal{M}^x$ and $\mathcal{M}^c$ have the same initial state $(s_0, q_0)$, which is clearly visited for both the MDPs. Therefore, from the proof of Lemma 5, there exists such that $\Delta_{(s_0, q_0), a^*} = 1$ and $\Delta_{(s_0, q_0), a} = 0 \forall a \neq a^*$. From Lemma 5 and Lemma 6, we also have $x_{(s_0, q_0), a^*} > 0, y_{(s_0, q_0), a^*} > 0$ as well as $\Delta_{(s_0, q_0), a} = 0, \Delta_{(s_0, q_0), a} = 0, \forall a \neq a^*$. Therefore, both the occupancy measures provide the same action $a^*$ in the initial state.

The set of states reachable in $S^x$ after one step, that is, after selecting $a^*$ in the initial state, is the same for both $\mathcal{M}^x$ and $\mathcal{M}^c$ by the construction of the transition probabilities $P^c$ from $P^x$. In fact, the transition probabilities between states of $S^x$ are scaled by non-zero constants, which does not change their reachability. Similarly to the argument above, both occupancy measures propose the same actions in all the states reachable in $S^x$ after one step. We can then proceed by induction to conclude that the set of reachable states in $S^x$ for $\mathcal{M}^x$ and $\mathcal{M}^c$ are the same for $n$ steps, $n \geq 0$, and both the occupancy measures determine the same actions in all the reachable states in $S^x$. 

\[
\text{\ } \]
By putting together constraints \(7\)-\(10\) in terms of the binary variables, occupancy measures, and the expected discounted reward objective, we obtain the following MILP problem whose solution provides the desired policy:

\[
\max_{x,y,\Delta \in \{0,1\}} \sum_{s \in S^x, a \in A^x(s)} r^x(s, a)y_{sa},
\]

\(11\)

s.t. \(x_{sa} \geq 0, \quad y_{sa} \geq 0 \quad \forall s \in S^x \quad \forall a \in A^x(s),\)

\(\text{out}^y(s) - \text{in}^y(s) = 1 \quad \forall s \in S^x,\)

\(\text{out}^x(s) - \text{in}^x(s) = 1 \quad \forall s \in S^x;\)

\(\sum_{a \in A^x(s)} \Delta_{sa} \leq 1 \quad \forall s \in S^x,\)

\((\Delta_{sa} = 0) \rightarrow (x_{sa} = 0) \quad \forall s \in S^x \quad \forall a \in A^x(s),\)

\((\Delta_{sa} = 0) \rightarrow (y_{sa} = 0) \quad \forall s \in S^x \quad \forall a \in A^x(s),\)

\(\text{out}^y(s) = \sum_{a \in A^x(s)} y_{sa}, \quad \forall s \in S^x,\)

\(\text{in}^y(s) = \gamma \sum_{j \in S^x, a \in A^x(j)} y_{ja}P^x(j, a, s) \quad \forall s \in S^x,\)

\(\text{out}^x(s) = \sum_{a \in A^x(s)} x_{sa} \quad \forall s \in S^x,\)

\(\text{in}^x(s) = \sum_{j \in S^x, a \in A^x(j)} x_{ja}P^x(j, a, s) \quad \forall s \in S^x,\)

The main result of this section can then be summarized by the following theorem.

**Theorem 1.** Under Assumption 7 Problem 11 is feasible and provides an optimal deterministic policy for the formulated Problem 4. Specifically, if \(\Delta_{sa} = 1\), then the optimal deterministic policy requires to select action \(a\) on visiting state \(s\).

Problem 11 is feasible since a deterministic policy which reaches the absorbing state \(g\) with probability 1 exists due to Assumption 1 and Lemmas 2 and 4. This deterministic policy on \(M^x\) translates into a finite-memory policy on \(M\) as discussed in Section IV.D.

### E. Incorporating Additional Expected Discounted-Reward Constraints

In certain applications, it may be necessary to express additional constraints that can be captured in terms of lower bounds to expected total discounted returns \(d_i, i = 1, \ldots, n\), with respect to reward functions \(r_i\) and discount factors \(\gamma_i\) which are different from the primary function \(r\) and discount factor \(\gamma\), respectively. These constraints of the form

\[E_x \left[ \sum_{t=0}^{\infty} \gamma_i r_i(s_t, a_t) \right] > d_i, \quad i = 1, \ldots, n\]

can be seamlessly incorporated within our formulation, by defining additional occupancy measures \(y^i\), associated with \(r_i, \gamma_i, i = 1, \ldots, n\), as

\[\sum_{s \in S^x, a \in A^x(s)} r^x(s, a)y_{sa}^i > d_i \quad i = 1, \ldots, n\]

along with the necessary and sufficient conditions for \(y^i\) to be an occupancy measure as in (8). Finally, we ensure that the occupancy measures originate from the same underlying policy by the following additional constraints, similar to the ones in Section IV.D

\[(\Delta_{sa} = 0) \rightarrow (y_{sa}^i = 0) \quad \forall s \in S^x \quad \forall a \in A^x(s).\]

### V. Experimental Results

We implemented the MILP-based framework in PYTHON, using RABINIZER 4 [37] to generate an equivalent LDBA from an LTL formula and GUROBI for solving the MILP problems. We evaluate the framework on two case studies involving motion planning of a mobile robot. The experiments are run on a 1.4-GHz Core i5 processor with 16-GB memory.

#### A. Safe Motion Planning

We first consider a simple grid-world MDP that extends the MDP in Example 1 as shown in Fig. 8. Starting from initial state 0, the robot tries to reach and remain in one of the safe cells (labeled with \(l_0\) and \(l_1\)) while avoiding the unsafe cells (labeled with \(m\)). This task is formally specified by the LTL formula

\[(FGl_0 \lor FGl_1) \land \neg Gm.\]

The action rest which does not change the MDP state is available to the robot in every location. Further, in the initial state 0, the robot has three more actions available, namely, \(ur\) (upper right), \(ul\) (upper left), and \(ll\) (lower left) such that for \(p > 0\),

\[P(0, ur, 1) = p, \quad P(0, ur, 2) = 1 - p,\]

\[P(0, ul, 4) = p, \quad P(0, ul, 5) = 1 - p,\]

\[P(0, ll, 7) = p, \quad P(0, ll, 9) = 1 - p.\]

In the rest of the cells, the robot can also take action move, by which the robot moves to the vertically adjoining cell with probability \(p\) and to the horizontally adjoining cell with probability \(1 - p\).

Clearly, the deterministic policies which satisfy the LTL formula are of the following form: take an action \(a \in \{ur, ul, ll\}\) when in state 0, and action rest in the other visited states.
reward function $r(s, a)$ gives rise to the expected discounted reward creating an ordering between the above described policies.

The LDBA generated from the LTL formula and the product MDP included 3 states and 30 states, respectively. The resulting MILP, including 173 continuous and 86 binary variables required less than 100-ms runtime for various values of the parameter $p$, discount factor $\gamma$, and reward function $r(s, a)$. For all choices of the parameters, the generated MILP gives a policy of the form described above, which chooses to move to the quadrant offering maximum discounted reward.

B. Nursery Scenario

In this grid-world example, the robot can take actions in the set \{up, down, left, right\} at each cell of a grid, as shown in Figure 9 and Figure 10. On taking each action, the robot moves in the intended direction with probability 0.8 and sideways with total probability 0.2, equally divided between the two directions (i.e., a probability of 0.1 is allocated for moving in each side direction). If the robot is unable to move in a direction due to the presence of a wall, it remains in the same cell.

An adult, a baby, a charger, and a danger zone are present in four distinct cells of the grid, whose locations are indicated by the truth values of the atomic propositions $a$, $b$, $c$ and $d$ respectively associated with each cell of the grid. For example, atomic proposition $a$ is true in cell $(x, y)$ if and only the adult is in cell $(x, y)$.

Fig. 9: Nursery with equal rewards for all actions (A). Fig. 10: Nursery with lower reward for action up (B).

The robot is initially at the charger. Its objective is to check on the baby repeatedly and get back to the charger after doing so, while always avoiding the danger zone. Due to the dynamics of the robot, in some cases, after checking on the baby, the robot remains in the same cell for more than one time step (represented by $b \land Xb$ in LTL). This behavior disturbs the baby and requires the robot to notify (visit) the adult. This objective can be formally expressed in LTL as follows:

$$
\varphi := G(\neg d) \land (c \rightarrow (\neg a Ub)) \land (a \rightarrow X(\neg a Ub)) \land (b \land Xb \land \neg XXb) \rightarrow (\neg a U c) \land (b \land Xb) \rightarrow Fa) \land ((b \land \neg Xb) \rightarrow X(\neg b U (a \lor c)))
$$

Sub-formulae (i)-(vi) capture the following specifications which must always be true: (i) avoid the region which is a danger zone; (ii) if charged, visit the baby and do not visit the adult until then; (iii) if the adult has been notified, visit the baby and do not visit the adult again until then; (iv) if the baby has been checked on and left undisturbed, get charged and do not notify the adult until then; (v) if the baby has been disturbed, eventually notify the adult; and (vi) on leaving the baby, either notify the adult or charge and do not visit the baby again until then.

Optimal policies were synthesized by solving Problem (11) and simulated for a grid of size $5 \times 4$ and discount factor 0.9 in two scenarios marked with A and B, respectively. In both scenarios, in the location of the baby, all actions were assigned a reward of 10. In scenario A, all actions are allocated the same reward of 2 in the rest of the cells. In scenario B, all actions are allocated the same reward (2) except for action up which gains a reward of 1.

The LDBA generated from the LTL formula and the product MDP included 57 states and 1140 states, respectively. The resulting MILP, including 9, 121 continuous and 4, 560 binary variables required less than 10-min runtime. In both cases, the optimal policy was simulated for 300 time steps. Videos recording the robot trajectories are available online [41].

Figure 9 and 10 pictorially illustrate the optimal policies for both scenarios in a common state, when the robot moves from the charger toward the baby. The arrow directions indicate the optimal action choice. Due to the lower reward for the up action, the optimal policy in Figure 10 exhibits a lower preference for the up action as compared to the policy in Figure 9 where all actions have equal rewards. Overall, the proposed formulation can effectively discriminate among multiple feasible policies able to almost surely satisfy the LTL formula, and can leverage the total discounted reward to suggest a different course of action in each scenario.

To analyze the scalability of the proposed formulation, we synthesized control policies for nursery scenarios with different grid sizes and reward functions. As reported in Table I, even large grid spaces including 100 states led to problems that could be solved in less than 90 minutes. As evident from the last two columns of Table I, the selection of the reward function may also affect the runtime, with all other parameters left unchanged.

VI. CONCLUSIONS

We designed and validated a framework to synthesize discounted-reward optimal MDP policies under the constraint that an LTL specification is satisfied almost surely. Future plans include the extension of the framework to the setting
of unknown MDP transitions and maximum LTL satisfaction probabilities that can be less than one.
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