Abstract
We present an historical overview about the connections between the analysis of risk and the control of autonomous systems. We offer two main contributions. Our first contribution is to propose three overlapping paradigms to classify the vast body of literature: the worst-case, risk-neutral, and risk-averse paradigms. We consider an appropriate assessment for the risk of an autonomous system to depend on the application at hand. In contrast, it is typical to assess risk using an expectation, variance, or probability alone. Our second contribution is to unify the concepts of risk and autonomous systems. We achieve this by connecting approaches for quantifying and optimizing the risk that arises from a system's behaviour across academic fields. The survey is highly multidisciplinary. We include research from the communities of reinforcement learning, stochastic and robust control theory, operations research, and formal verification. We describe both model-based and model-free methods, with emphasis on the former. Lastly, we highlight fruitful areas for further research. A key direction is to blend risk-averse model-based and model-free methods to enhance the real-time adaptive capabilities of systems to improve human and environmental welfare.
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1. Introduction
In the English language, the notion of risk has different definitions, which include the “possibility of loss or injury” and an entity that “creates or suggests a hazard” [1]. The International Organization for Standardization (ISO), a global federation of national standards bodies, defines risk as the “effect of uncertainty on objectives,” which may be interpreted qualitatively or quantitatively based on the application at hand [2]. In this survey, we study the connections between risk and control of autonomous systems. We adopt the ISO definition for risk and emphasize a quantitative viewpoint, in which performance criteria for a system of interest have been specified.

Historically, two main paradigms have been developed for quantifying and managing the consequences that may arise from a system’s behaviour: the risk-neutral paradigm and the worst-case (i.e., robust) paradigm. The terms risk-neutral and worst-case describe different ways in which uncertain outcomes can be summarized. An uncertain outcome is a cost that may arise due to a system’s behaviour. A cost can be a stochastic quantity, such as a random variable, or a nonstochastic quantity, such as a real number. A
cost distribution is a probability distribution of a cost. If the cost is nonstochastic, then its distribution is a point mass; that is, a single value occurs with certainty. The risk-neutral paradigm summarizes uncertain outcomes in terms of an average outcome, which is defined using an expectation. In contrast, the worst-case paradigm summarizes uncertain outcomes in terms of the most harmful outcome. The meaning of “most harmful” depends on prespecified constraints on the values of uncertain uncontrollable inputs, which are called disturbances.

A typical optimal control problem in these paradigms takes the following form:

\[
\minimize_{\pi \in \Pi} \quad J^x_\pi(Z) \\
\text{subject to} \quad \psi^x_{\pi,i}(Z_i) \in b_i, \quad i \in I, \\
\text{system dynamics under } \pi,
\]

where \(x\) is an initial state, \(\pi\) is a control policy, \(\Pi\) is a class of control policies, \(b_i\) is an interval, \(Z\) and \(Z_i\) are costs, and \(I\) is a collection of indices. \(J^x_\pi\) and \(\psi^x_{\pi,i}\) are maps from a space of costs to the extended real line, which quantify an objective criterion and a constraint, respectively. For example, \(\psi^x_{\pi,i}(Z_i)\) may represent the maximum water level of a reservoir at time \(i\), which should remain within a given interval \(b_i = [0, h]\) to avoid an overflow.\(^2\) The (system) dynamics are equations that describe the behaviour of a system over time. These equations can be known, unknown, or partially known. The dynamics of a stochastic system involve random processes (e.g., sequences of random variables). In contrast, the dynamics of a nonstochastic system only involve the evolution of deterministic quantities (e.g., vectors in Euclidean spaces). The time horizon can be discrete, continuous, or a combination. We reserve a formal description of a discrete-time stochastic system for Section 2. The term policy is short-hand for the term control policy. An optimal policy is a policy that minimizes the value of the objective while satisfying all constraints; such a policy need not exist. The meaning of the term optimal depends on the problem at hand, and we will see that there are many ways to define this term.

A standard problem in the risk-neutral paradigm is to find a policy that minimizes an expected cumulative cost. In this problem, \(J^x_\pi\) is an expectation, \(Z\) is a sum of random variables, and \(I\) is empty:

\[
\minimize_{\pi \in \Pi} \quad E^x_\pi(Z) \\
\text{subject to} \quad \text{system dynamics under } \pi,
\]

where the distribution of \(Z\) depends on an initial state \(x\), a policy \(\pi\), and the system dynamics. Comprehensive presentations of this problem from the reinforcement learning and stochastic control communities are provided by [3] and [4], respectively.

A key limitation of the risk-neutral paradigm is its ignorance of the characteristics of a cost distribution other than the mean. For example, we may prefer cost distributions with smaller variance, smaller mean in the upper tail, or smaller upper-semideviation \(E(\max\{Z - E(Z), 0\})\). Such preferences may be important for systems with safety concerns. While the meaning of safety is application-dependent, a common safety specification for an autonomous system is to avoid operating in a particular region. Moreover, a system may be required to operate in a manner that alleviates harmful consequences, even in rare situations that are difficult to predict. Systems with safety concerns are ubiquitous. Stormwater infrastructure must minimize overflows while meeting other goals, such as storing potential energy for future electricity needs; networks of human-driven and autonomous vehicles must avoid collisions; and cancer treatments must manage the growth of cancer while minimizing adverse side effects (Figure 1).

Traditionally, one computes policies for autonomous systems with safety concerns by formulating a problem in the worst-case paradigm. A standard problem in this paradigm is to find a policy that minimizes a maximum cost \([5, 6, 7, 8, 9, 10]\). The maximum cost can quantify how bounded adversarial disturbances can inhibit the satisfactory operation of a system. When \(Z\) is nonstochastic, a common form of the objective

---

\(^2\)The water level of a reservoir depends on disturbances, such as wind or precipitation.
Figure 1: Examples of systems from different disciplines with safety concerns. a) Stormwater systems are required to minimize overflows while meeting other goals, such as storing potential energy for future electricity generation, providing sufficient irrigation to vegetation in urban areas, or retaining water long enough to improve its quality. b) Networks of autonomous and human-driven vehicles must avoid collisions, but if collisions are unavoidable, then accelerations that humans experience should be minimized to reduce the severity of injuries. c) Cancer treatments must manage the growth of cancer cells without posing too much harm to healthy cells. d) Agriculture systems must generate sufficient crop yields while conserving water and energy. For instance, energy may be required to pump water from reservoirs.

criterion $J_{x_0}(Z)$ is

$$J_{x_0}(Z) = \sup_{w_0 \in F_0, \ldots, w_{N-1} \in F_{N-1}} \left( c_N(x_N) + \sum_{t=0}^{N-1} c_t(x_t, \pi_t(x_t), w_t) \right),$$

(3)

where $F_t$ is a bounded subset of $\mathbb{R}^d$ for every $t$, representing the set of possible disturbances at time $t$. Here, a disturbance $w_t$ is viewed as an adversary because its value is chosen to maximize the cost on the right side of (3). Let us further describe the notation in (3): $x_t$ is a state; $\pi_t(x_t)$ is an action; $\pi_t$ is a map from states to actions, which may be time-dependent; $\pi = (\pi_0, \pi_1, \ldots, \pi_{N-1})$ is called a policy; $c_t$ is a stage or terminal cost function; and $N$ is a natural number that specifies the length of a finite discrete-time horizon. The worst-case paradigm is suitable when 1) it is possible to characterize the bounds of disturbances with a sufficient degree of certainty, 2) such bounds do not change in unanticipated ways over time, and 3) a policy can be computed that is not too cautious to apply in practice. In particular, this paradigm has been applied to the aerospace domain with tremendous success. However, a fundamental issue with the worst-case paradigm is the typical assumption of bounded adversarial disturbances, which may not be suitable for every application.

The risk-neutral and worst-case paradigms represent two distinct perspectives regarding the future, that is, a future of averages and a future of misfortune, respectively. An intermediary paradigm, called the risk-averse paradigm, forms a bridge between the risk-neutral and worst-case paradigms. Colloquially, the term risk-averse describes people or algorithms that prefer outcomes with reduced uncertainty. Here, we propose a definition that emphasizes autonomous systems and their cost distributions. A cost distribution of an autonomous system describes the potential consequences that may arise from the system’s behaviour. The consequences are defined based on the meaning of satisfactory operation, which is application-specific. In this survey, the term risk-averse describes people or algorithms that prefer cost distributions with particular characteristics, where the characteristics reflect a desire to reduce harm. To quantify risk means to summarize numerically the consequences that may arise from a system’s behaviour.

The notions of risk, autonomous systems, and control are connected through the formulation of a risk-averse optimal control problem. Such a problem is designed to produce a cost distribution for an autonomous
system with specific desirable attributes. For example, a problem may encode a preference for cost distributions with a reduced

1. linear combination of mean and variance,
2. average cost subject to a probabilistic constraint,
3. expected utility, where the utility function reflects personal subjective preferences,
4. quantile, or
5. average cost above a quantile.

A risk-averse optimal control problem takes the form of (1), where the maps \( J_\pi \) and \( \psi_{\pi,i} \) encode preferences for cost distributions with particular characteristics. For instance, these maps may be defined in terms of the items 1–5 above, an expected cost, or a maximum cost. We use the term risk-averse approach (or risk-averse method) to describe an algorithm that solves a risk-averse optimal control problem. To solve means to return the minimum value of the objective \( J_\pi(Z) \) exactly or approximately and may include returning an optimal policy under appropriate conditions.

In this survey, we provide an historical overview of research in the intersection of risk analysis and autonomous systems. This research area is important and timely. Pressing challenges related to human and environmental health are characterized by systems that evolve in uncertain ways (e.g., a patient, a disease infecting a population, an electrical grid with renewable energy sources, a supply chain for a computer, an urban water network, and a population’s production of waste). Advancing both theoretical and applied research about risk analysis and autonomous systems may lead to improved solution pathways for critical modern challenges. Moreover, a vast body of literature in this intersection has emerged over the past fifty years from various disciplines. We provide a multidisciplinary overview to guide and inspire future studies.

First, we propose three paradigms to classify the literature: the worst-case, risk-neutral, and risk-averse paradigms. While it is standard to assess risk using an expectation, variance, or probability, we view an appropriate assessment to depend on the application of interest. Second, we formalize the connection between risk and autonomous systems through risk-averse optimal control problems. We describe different ways to quantify risk using mathematical tools called risk functionals, and we present both model-based and model-free algorithms, with emphasis on the former. Third, we discuss future research directions about expanding real-time adaptive capabilities and application areas.

We wish to bring the reader’s attention to related topics that we do not emphasize, as existing reviews are available. In 2014, Pecka and Svoboda [11] summarized safe exploration approaches in reinforcement learning (RL) using the classification from [12], which includes learning from demonstrations [13]. In 2015, García and Fernández surveyed RL algorithms that consider safety in policy synthesis, with emphasis on model-free methods [14, Table 2]. In 2020, Hewing et al. reviewed approaches that combine learning with model predictive control and highlighted safety issues [15]. A survey from 2022 describes safe learning approaches for control, with focus on robotics applications [16]. Recent surveys on inverse reinforcement learning are provided by [17, 18].

In contrast, our survey presents approaches for quantifying risk (Section 3) and solving risk-averse optimal control problems, with emphasis on risk functionals and a model-based viewpoint (Section 4). As well as contributions from the RL community, we present related contributions from the stochastic control, operations research, and formal verification communities. We overview risk-averse model-free methods in Section 5 and we discuss future directions towards enhancing the real-time adaptive capabilities of risk-averse autonomous systems in Section 6.

**Relevance to artificial intelligence.** The broad problem of how to analyze and optimize the behaviour of an autonomous system is highly relevant to the field of artificial intelligence. For example, designing algorithms to ensure that robots can safely and efficiently traverse uneven terrain is an instance of this problem. Adapting treatment protocols to a particular cancer patient based on their oncologist’s expertise, data from their prior treatment cycles, and biochemical chemotherapy models is another instance of this problem. Our survey offers an historical and modern presentation of research in the intersection of risk analysis and autonomous systems. This intersection is quite multifaceted and incorporates ideas from several domains, including reinforcement learning, decision and control theory, and operations research. We are hopeful that this survey about risk-averse autonomous systems will inspire future theoretical and applied research that will enhance the operation of systems in practice and therefore the quality of life.
**Organization.** Section 2 presents a Markov decision process model that we use throughout the survey. Section 3 presents approaches for quantifying risk using maps on spaces of random variables (such maps are called risk functionals). Section 4 describes methods for risk-averse optimal control, with emphasis on model-based methods. Section 5 presents model-free methods for risk-averse optimal control. Section 6 provides concluding remarks and future directions.

**Notation and terminology.** Throughout the survey, we provide mathematical details in footnotes for the interested reader, which can be skipped. \( \mathbb{R} \) is the real line. \( \mathbb{R}_+ := \{ y \in \mathbb{R} : y \geq 0 \} \) is the nonnegative orthant of \( \mathbb{R} \). \( \mathbb{N} := \{ 1, 2, 3, \ldots \} \) is the set of natural numbers. Given \( N \in \mathbb{N} \), we define \( T := \{ 0, 1, \ldots, N - 1 \} \). A probability space is a tuple \((\Omega, \mathcal{F}, \mu)\), where \( \Omega \) is a nonempty set, \( \mathcal{F} \) is a sigma algebra on \( \Omega \), and \( \mu \) is a probability measure on \( \mathcal{F} \). \( \mathcal{F} \) is a nonempty collection of subsets of \( \Omega \) that is closed under countable unions and complements. A member of \( \mathcal{F} \) is called an event; a synonym is a measurable subset of \( \Omega \). If \( \mathcal{M} \) is a metric space, then \( \mathcal{B}_\mathcal{M} \) denotes the Borel sigma algebra on \( \mathcal{M} \). \( \mathcal{B}_\mathcal{M} \) is the smallest sigma algebra on \( \mathcal{M} \) that contains all open subsets of \( \mathcal{M} \). The notation \( B \in \mathcal{B}_\mathcal{M} \) means that \( B \) is a member of \( \mathcal{B}_\mathcal{M} \); \( B \) is called a Borel-measurable subset of \( \mathcal{M} \). A random cost is a random variable for which smaller realizations are preferred. The notation \( Z \in L^p(\Omega, \mathcal{F}, \mu) \) with \( p \in [1, +\infty) \) means that \( Z : \Omega \to \mathbb{R} \) is a random variable whose \( p \)-th moment with respect to the probability measure \( \mu \) is finite, i.e.,

\[
\| Z \|_p := \left( \mathbb{E}[|Z|^p] \right)^{1/p} := \left( \int_{\Omega} |Z|^p \, d\mu \right)^{1/p} < +\infty.
\]

The symbol \( \| \cdot \|_p \) denotes the \( L^p \)-norm, and the symbol \( \mathbb{E}(\cdot) \) denotes expectation (i.e., integration with respect to \( \mu \)). It is common to abbreviate \( L^p(\Omega, \mathcal{F}, \mu) \) by \( L^p \) when the definition of the underlying probability space is not important. Let \( Z : \Omega \to \mathbb{R} \) be a random variable. For every \( \omega \in \Omega \), the number \( Z(\omega) \in \mathbb{R} \) is called a realization of \( Z \). The symbol \( \sigma_Z^2 \) denotes the variance of \( Z \), and \( \sigma_Z \) denotes the standard deviation of \( Z \). The symbol \( \inf \) means infimum, which is the technical term for the smallest value. The symbol \( \sup \) means supremum, which is the technical term for the largest value. We write \( \inf \) instead of \( \min \) because the minimum may not exist; for example, the minimum of the set \( \{ \frac{1}{n} : n \in \mathbb{N} \} \) does not exist, but its infimum exists and is zero. Analogously, we write \( \sup \) instead of \( \max \). We assume that all functions are Borel-measurable. The terms theoretical guarantee and in principle describe a mathematical statement or property that holds under specific assumptions.

**2. System model**

While an appropriate model is application-dependent, we consider a discrete-time stochastic system to elucidate the differences between methods. The model takes the form

\[
x_{t+1} = f_t(x_t, u_t, w_t), \quad t = 0, 1, 2, \ldots,
\]

---

3 A random variable is a type of measurable function. Informally, a measurable function is a function that is "regular enough" to be integrated. The concepts of measurable spaces and Borel sigma algebras characterize random variables. In this footnote, we outline these concepts. We restrict our attention to Borel sigma algebras on metric spaces rather than topological spaces for simplicity. A measurable space \((\Omega, \mathcal{F})\) is a pair that consists of a nonempty set \( \Omega \) and a sigma algebra \( \mathcal{F} \) of subsets of \( \Omega \). Let \((\Omega, \mathcal{F})\) and \((\Omega', \mathcal{F}')\) be measurable spaces, and let \( f : \Omega \to \Omega' \) be a function. \( f \) is \((\mathcal{F}, \mathcal{F}')\)-measurable if and only if for every \( B \in \mathcal{F}' \), the set \( \{ \omega \in \Omega : f(\omega) \in B \} \) is a member of \( \mathcal{F} \). There are different ways to describe a measurable function \( f \), and we present two examples below.

- If \((\Omega', \mathcal{F}') = (\mathbb{R}, \mathcal{B}_\mathbb{R})\), then \( f \) is called a random variable.
- If \( \Omega \) and \( \Omega' \) are metric spaces, \( \mathcal{F} = \mathcal{B}_\Omega \), and \( \mathcal{F}' = \mathcal{B}_{\Omega'} \), then \( f \) is called a Borel-measurable function (or is described as being Borel-measurable).

More details can be found in classical texts, such as [1] [19] [20].

4 Here, we explain why Borel-measurable functions are important (see Footnote 3 for the definition). An autonomous system need not have finitely many states and actions. An algorithm for such a system requires functions to be Borel-measurable so that integrals, such as expectations, of these functions can be defined. While continuous functions on metric spaces are Borel-measurable [19 Cor. 2.2], it is not always appropriate to assume continuous functions. For instance, bang-bang controllers are not continuous.
where \( x_t \in S \) is a state, \( u_t \in C \) is an action, and \( w_t \in D \) is a disturbance. The state space \( S \in \mathcal{B}_{\mathbb{R}^n} \), action space \( C \in \mathcal{B}_{\mathbb{R}^m} \), and disturbance space \( D \in \mathcal{B}_{\mathbb{R}^r} \) are Borel-measurable subsets of Euclidean spaces. Typically, an initial state is given. \( f_t \) is a function that describes how a current state \( x_t \), action \( u_t \), and disturbance \( w_t \) lead to a future state \( x_{t+1} \). The sequence \((w_0, w_1, w_2, \ldots) \subseteq D\) is a realization of a random process \((W_0, W_1, W_2, \ldots)\), where \( W_t \) is independent of \( W_\tau \) for every \( \tau \neq t \). The distribution of \( W_t \) is \( p_t \), which is a probability measure on \( \mathcal{B}_D \) and may not be known. \( X_t : \Omega \rightarrow S \) and \( U_t : \Omega \rightarrow C \) are functions, where \( \Omega \) is a space that contains all possible trajectories. For every trajectory \( \omega \in \Omega \), one defines \( X_t(\omega) := x_t \) and \( U_t(\omega) := u_t \), where \( x_t \in S \) and \( u_t \in C \) are the state and action at time \( t \) in the trajectory \( \omega \), respectively. Hence, we call \( X_t \) the random state at time \( t \), and we call \( U_t \) the random action at time \( t \). The quantity \( q_t(S|x, u) \) is the probability that \( X_{t+1} \) is realized in \( S \in \mathcal{B}_S \), provided that the realization of \((X_t, U_t)\) is \((x, u) \in S \times C\). This conditional probability is defined in terms of \( p_t \) and \( f_t \) as follows:

\[
q_t(S|x, u) := p_t\{w \in D : f_t(x, u, w) \in S\}.
\]

\( q_t \) may be fully known, partially known, or unknown. In some settings, \( q_t \) is only available indirectly by sampling from a simulator.

There is a class \( \Pi \) of history-dependent policies that is associated with the system. \footnote{For convenience, define \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). The \( D \)-valued process \((W_0, W_1, \ldots)\) is defined on an arbitrary probability space \((\Omega, \mathcal{F}, \mu)\), and for every \( t \in \mathbb{N}_0 \), the distribution of \( W_t \) is \( p_t \). These statements mean the following: for every \( t \in \mathbb{N}_0 \), the function \( W_t : \Omega \rightarrow D \) is \((\mathcal{F}, \mathcal{B}_D)\)-measurable and \( p_t(B) = \mu(\{\omega \in \Omega : W_t(\omega) \in B\}) \) for every \( B \in \mathcal{B}_D \) \cite[p. 226]{20}. The process \((W_0, W_1, \ldots)\) being independent means that for every finite set \( \{i_1, \ldots, i_M\} \) of distinct indices in \( \mathbb{N}_0 \), it holds that \( \mu(\{\omega \in \Omega : W_{i_1}(\omega) \in B_1, \ldots, W_{i_M}(\omega) \in B_M\}) = \mu(\{\omega \in \Omega : W_{i_1}(\omega) \in B_1\}) \cdots \mu(\{\omega \in \Omega : W_{i_M}(\omega) \in B_M\}) \) for every \( B_1 \in \mathcal{B}_D, \ldots, B_M \in \mathcal{B}_D \) \cite[pp. 213–214]{20}.} The precise definition of \( \Pi \) is problem-specific. Section \footnote{\( \Omega \) is an example of a sample space. The definition of \( \Omega \) depends on the definition of a trajectory, which is problem-specific. If the problem is to minimize an expected cumulative cost on an infinite discrete-time horizon, then it is typical to define \( \Omega \) by \( \Omega := (S \times C)^\infty \). In this case, a trajectory \( \omega \in \Omega \) takes the form \( \omega = (x_0, u_0, x_1, u_1, \ldots) \), where \( x_t \in S \) and \( u_t \in C \) are the state and action at time \( t \) in the trajectory \( \omega \), respectively. For other problems, it may be useful to define a random additional state \( Y_t \), whose realizations are in a space \( \mathcal{Y} \) (see Section \footnote{An example of \( \mathcal{Y} \) is the normal distribution \( \mathcal{N}(0, 1) \). An example of \( \mu \) is the Lebesgue measure on \( \mathbb{R}^d \).} \footnote{\( \mu \) is a probability measure on \( \mathcal{B}_{\mathbb{R}^d} \). \( \mathcal{B}_{\mathbb{R}^d} \) is the Borel sigma-algebra on \( \mathbb{R}^d \).} 4.2.4 for an example). In this latter case, one may define \( \Omega \) by \( \Omega := (S \times Y \times C)^\infty \). Here, a trajectory \( \omega \in \Omega \) takes the form \( \omega = (x_0, y_0, u_0, x_1, y_1, u_1, \ldots) \), where \( (x_t, y_t) \in S \times \mathcal{Y} \) and \( u_t \in C \) are the augmented state and action at time \( t \) in the trajectory \( \omega \), respectively. In any case, the coordinates of every \( \omega \in \Omega \) are related casu­ally through equations such as \footnote{\footnote{\footnote{\footnote{}}}} and the chosen policy class.} 4.2.4 for an example). The process \((W_0, W_1, \ldots)\) being independent means that for every finite set \( \{i_1, \ldots, i_M\} \) of distinct indices in \( \mathbb{N}_0 \), it holds that \( \mu(\{\omega \in \Omega : W_{i_1}(\omega) \in B_1, \ldots, W_{i_M}(\omega) \in B_M\}) = \mu(\{\omega \in \Omega : W_{i_1}(\omega) \in B_1\}) \cdots \mu(\{\omega \in \Omega : W_{i_M}(\omega) \in B_M\}) \) for every \( B_1 \in \mathcal{B}_D, \ldots, B_M \in \mathcal{B}_D \) \cite[pp. 213–214]{20}.} The process \((W_0, W_1, \ldots)\) being independent means that for every finite set \( \{i_1, \ldots, i_M\} \) of distinct indices in \( \mathbb{N}_0 \), it holds that \( \mu(\{\omega \in \Omega : W_{i_1}(\omega) \in B_1, \ldots, W_{i_M}(\omega) \in B_M\}) = \mu(\{\omega \in \Omega : W_{i_1}(\omega) \in B_1\}) \cdots \mu(\{\omega \in \Omega : W_{i_M}(\omega) \in B_M\}) \) for every \( B_1 \in \mathcal{B}_D, \ldots, B_M \in \mathcal{B}_D \) \cite[pp. 213–214]{20}.} The process \((W_0, W_1, \ldots)\) being independent means that for every finite set \( \{i_1, \ldots, i_M\} \) of distinct indices in \( \mathbb{N}_0 \), it holds that \( \mu(\{\omega \in \Omega : W_{i_1}(\omega) \in B_1, \ldots, W_{i_M}(\omega) \in B_M\}) = \mu(\{\omega \in \Omega : W_{i_1}(\omega) \in B_1\}) \cdots \mu(\{\omega \in \Omega : W_{i_M}(\omega) \in B_M\}) \) for every \( B_1 \in \mathcal{B}_D, \ldots, B_M \in \mathcal{B}_D \) \cite[pp. 213–214]{20}.}
the behaviour of the system \( S_f \) when the initial state is \( x \) and the system uses the policy \( \pi \). The form of \( E^n(Z) \) depends on several items, including \( x, \pi, q_t \), \( Z \), and the definition of the system’s trajectory.\(^7\)

While different constructions are possible, the previous paragraphs describe some key building blocks that are useful for constructing a Markov decision process (MDP) model.\(^7\) An MDP is a standard model in reinforcement learning, stochastic control, and operations research. The model can represent a variety of real systems and often leads to algorithms that can be implemented in a computer.

The term regularity conditions refers to theoretical conditions that ensure that integrals, e.g., expectations, are well-defined and optimal policies exist. While regularity conditions vary according to the problem at hand, overall these conditions facilitate the analysis of fairly general systems (e.g., systems with uncountable state, action, and disturbance spaces, non-Gaussian disturbance distributions \( p_t \), nonlinear dynamics functions \( f_t \), and nonquadratic stage and terminal cost functions \( c_t \)). Examples of regularity conditions include the action space \( C \) is compact, each \( c_t \) is bounded below and continuous, and each \( f_t \) is continuous.

In Section\(^5\) which focuses on risk-averse model-free methods, we consider an MDP with finitely many states and actions. Let us describe this model in more detail here. The disturbance distributions \( p = p_t \), dynamics functions \( f = f_t \), and stage cost functions \( c = c_t \) do not vary with time \( t \). It is convenient to enumerate the states as follows: \( S = \{1, 2, \ldots, \ell\} \), where \( \ell \in \mathbb{N} \) is given. We denote a state by \( i \) or by \( j \) to emphasize the countable nature of \( S \). The quantity \( q(\{j\}|i, u) \) is the probability that the realization of \( X_{t+1} \) is \( j \in S \), given that the realization of \( (X_t, U_t) \) is \((i, u) \in S \times C \), i.e.,

\[
q(\{j\}|i, u) = p(\{w \in D: f(i, u, w) \in \{j\}\}). \tag{8a}
\]

The following notation is standard:

\[
P_{ij}(u) := \mathbb{P}(X_{t+1} = j|X_t = i, U_t = u) := q(\{j\}|i, u). \tag{8b}
\]

Given a function \( \pi : S \to C \), the sequence \((\pi, \pi, \ldots)\) is a deterministic Markov policy. The notation \( P^\pi \in \mathbb{R}^{\ell \times \ell} \) denotes the matrix of conditional probabilities under the policy \((\pi, \pi, \ldots)\). The \( i \)th row of \( P^\pi \) is given by

\[
P^\pi_i = \begin{bmatrix} P_{i1}(\pi(i)) & P_{i2}(\pi(i)) & \cdots & P_{i\ell}(\pi(i)) \end{bmatrix}, \quad i \in S. \tag{8c}
\]

It is common to use \( P^\pi \) without defining \( q \) \(^8\). However, defining \( q \) clarifies the relationship between \( P^\pi \) and the model \((5)\). Next, we will introduce different ways to summarize numerically the consequences that may occur due to a system’s behaviour.

### 3. Methods for quantifying risk

Three concepts that are helpful for quantifying the risk of an autonomous system include

1. probabilities of harmful events,
2. temporal logic specifications, which can be deterministic or probabilistic, and
3. risk functionals of random costs.

First, we will introduce these concepts using an example. Then, in the rest of the section, we will emphasize the third concept. Suppose that \( Z \) is a random cost that arises from the behaviour of an autonomous system. For example, consider an urban stormwater system, which is a network of artificial and natural infrastructure (e.g., pipes, tanks, ponds, and streams) near a city that collects, distributes, or treats stormwater. Suppose that automated valves are located throughout the network to manage the flow of water, and the network can release excess flows into a combined sewer.\(^9\) An example of \( Z \) is the random total volume of water to be discharged into the combined sewer next month. We prefer smaller realizations of \( Z \) because a combined sewer can discharge a mixture of stormwater and untreated wastewater into the environment. For this

\(^{7}\)For details, we refer the interested reader to, for example, [4] Prop. 7.28 and [21] Remark C.11.

\(^{8}\)We refer the reader to [21] Sec. 2.2, [4] Def. 8.1, and [3] Def. 9.1 for more technical presentations about the foundations of MDPs.

\(^{9}\)Combined sewers can be found in older cities, including San Francisco and Toronto. In prior work, we developed a risk-averse safety analysis method, which we applied to the problem of quantifying the risk of combined sewer overflows. [22, 23]
example, we illustrate the concepts of a harmful event, a temporal logic specification, and a risk functional of $Z$ in Table 1.

| Concept             | Example of the concept                                                                 | Example problem of interest using the concept                                                                 |
|---------------------|----------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------------|
| Harmful event       | The event that the random water volume $Z$ exceeds a given threshold $z > 0$ is denoted by $\{Z \geq z\}$. | Develop an algorithm to operate the automated valves in a manner that minimizes the probability of $\{Z \geq z\}$. |
| Temporal logic      | Until the second storm of the month, the probability that the combined sewer discharges more than $z$ m$^3$ of water is less than 0.05. | Find a policy for the automated valves that minimizes their total power consumption subject to the specification. |
| Risk functional $\rho$ | Let $\rho(Z)$ be the average value of $Z$ in the 1% of the worst cases based on estimates from historical precipitation data. | Design a policy for the valves that minimizes $\rho(Z)$. Determine the minimum capacity of the system so that $\rho(Z) \leq z$ holds when the valves are open, where $z$ is a given threshold. |

Table 1: In the context of an urban water system with automated valves, we illustrate the concepts of a harmful event, a temporal logic specification, and a risk functional of a random cost $Z$. Here, $Z$ is the random total volume of water to be released by the system into a combined sewer next month. We prefer smaller realizations of $Z$ because such realizations correspond to smaller volumes of untreated wastewater that could pollute the environment.

Temporal logic is a mathematical language for describing relationships between different events in time and was originally proposed for verifying computer programs in the 1970s [24]. The modern literature on temporal logic and its application to verifying the behaviour of an autonomous system is extensive, deserving a full survey of its own. While a detailed discussion is out of scope, we illustrate temporal logic specifications in Table 2 and we refer the reader to the works, e.g., [25, 26, 27], for comprehensive presentations.

| Examples of deterministic temporal logic specifications: |
|--------------------------------------------------------|
| • The system remains in a region $K$ always and reaches a target $T \subseteq K$ eventually. |
| • The system visits a given region of the state space infinitely often and remains in a region $K$ until a specific event occurs. |
| • The system visits a region $K_1$ after visiting another region $K_2$ always. |

| Examples of probabilistic temporal logic specifications: |
|--------------------------------------------------------|
| • The system remains in a region $K$ with probability at least 0.9 and reaches a target $T \subseteq K$ eventually with probability at least 0.8. |
| • The probability that the system causes a particular event to occur within the next hour is less than 0.01. |
| • If the system visits a region $K_1$, then it enters another region $K_2$ in the next minute with probability at least 0.95. |

Table 2: Examples of deterministic and probabilistic temporal logic specifications for autonomous systems.

The rest of this section is about the theory of risk functionals. A risk functional is a map $\rho$ from a space of random variables to $\mathbb{R} \cup \{+\infty\}$ that is, the domain of $\rho$ is a space of random variables, and the codomain of $\rho$ is $\mathbb{R} \cup \{+\infty\}$. More specifically, the domain is the space of random variables with finite $p^{th}$ moment for a fixed $p \in [1, +\infty)$, and we assume that there is a random variable $Z \in L^p$ so that $\rho(Z)$ is finite, following convention [28]. We prefer smaller realizations of a random variable, meaning that the realizations represent costs. The term risk measure is a synonym for risk functional. We have already seen some examples of risk functionals, including the mean, a sum of the mean and variance, an expected

---

10 It is convenient to not permit risk functionals to return $-\infty$ so that a sum of risk functionals is well-defined.

11 The term risk functional emphasizes that the domain of $\rho$ is a space of functions. The term risk measure emphasizes that the purpose of $\rho$ is to assess risk. The latter term should not be confused with a probability measure, whose domain is a sigma algebra.
utility, a quantile, and an average cost above a quantile. The terms “quantile” and “average cost above a quantile” are somewhat informal. We will present these terms more formally by defining the value-at-risk (VaR) and the conditional value-at-risk (CVaR), respectively. Figure 2 illustrates VaR, CVaR, and some other risk functionals for a random variable that has a density.

![Figure 2: A probability density of a random cost Z](image)

The modern axiomatic theory of risk functionals has been developed by the operations research and financial engineering communities. While the theory has been motivated by the challenge of managing financial portfolios, it applies to autonomous systems operating under uncertainty more generally. In Section 3.1 and Section 3.2, we will present examples of risk functionals. Then, in Section 3.3, we will discuss their advantages and disadvantages.

3.1. Examples of risk functionals

In 1994, Heger introduced several risk functionals to the machine learning community, including expected utility, mean-variance, and a functional that resembles value-at-risk [6]. These functionals are popular today as well. More broadly, common classes of risk functionals include utility-based functionals, functionals that quantify deviations from the mean, quantile-based functionals, and nested risk functionals. Most of the risk functionals that we present in Section 3.1 are also presented by [28, Sec. 6.3.2], from which we take inspiration. However, our presentation is less technical and provides connections to the autonomous systems literature. Throughout the section, we work with an arbitrary probability space \((\Omega, F, \mu)\) and a random variable \(Z : \Omega \to \mathbb{R}\). Expectation \(E(\cdot)\) is defined with respect to the probability measure \(\mu\). The cumulative distribution function (CDF) of \(Z\) is defined by \(F_Z(z) := \mu(\{Z \leq z\})\) for every \(z \in \mathbb{R}\).

3.1.1. Expected utility

The notion of a utility function is based on the idea that two people can view the same outcome, event, or reward differently [29 Ch. 1]. This notion was first studied in the literature by D. Bernoulli in 1738, whose paper was translated from Latin to English in 1954 [29]. von Neumann and Morgenstern analyzed the use of expected utility functionals to model subjective preferences from a decision-theoretic perspective in 1944 [31].

The expected utility of a nonnegative random cost \(Z\) takes the form \(E(\phi(Z))\), where \(\phi : \mathbb{R}_+ \to \mathbb{R}\) is a nondecreasing continuous function. \(\phi\) is called a utility function and is chosen to represent a decision-maker’s subjective preferences. If \(\phi\) is (strictly) convex, then \(\phi(z)\) represents how a risk-averse decision-maker perceives a realization \(z \in \mathbb{R}_+\) of the random cost \(Z\) [29, 32]. Convexity is associated with risk aversion because if \(\phi\) is convex, then \(\phi(E(Z)) \leq E(\phi(Z))\) by Jensen’s Inequality, and the nonrandom outcome \(\phi(E(Z))\) is preferred to the random outcome in expectation \(E(\phi(Z))\) [29 p. 7] [12]. It is common to assess a related

\[12\text{Suppose that a random cost } \tilde{Z} \text{ equals } E(Z) \text{ with probability one. Then, the expected utility of } \tilde{Z} \text{ is given by } E(\phi(\tilde{Z})) = \]
quantity

\[ \rho_\phi(Z) := \phi^{-1}(E(\phi(Z))) \]

provided that \( \phi \) is strictly increasing and continuous and its inverse \( \phi^{-1} \) exists [32, p. 107]. The inverse operation ensures that the units of \( \rho_\phi(Z) \) are equivalent to the units of the realizations of \( Z \). This may help interpret \( \rho_\phi(Z) \). For simplicity, we call \( \rho_\phi \) an expected utility functional as well.

3.1.2. Exponential utility

The exponential utility functional of a nonnegative random cost \( Z \) at level \( \theta \in \mathbb{R} \) with \( \theta \neq 0 \),

\[ \rho_{\text{e, } \theta}(Z) := -\frac{2}{\theta} \log E(\exp(-\frac{\theta}{2}Z)) \]

is a special case of \( \rho_\phi(Z) \) [\( \varnothing \)] with \( \phi(z) = \exp\left(-\frac{\theta}{2}z\right) \). A synonym for exponential utility is the entropic risk functional. Typically, \( \rho_{\text{e, } \theta}(Z) \) is interpreted as an approximation for a linear combination of the mean \( E(Z) \) and variance \( \sigma_Z^2 \) of \( Z \). Under appropriate conditions, it can be shown that

\[ \lim_{\theta \to 0^+} \rho_{\text{e, } \theta}(Z) = \lim_{\theta \to 0^-} \rho_{\text{e, } \theta}(Z) = E(Z), \]

and following [33, p. 765], if the magnitude of \( \theta \cdot \sigma_Z^2 \) is small enough, then

\[ \rho_{\text{e, } \theta}(Z) \approx E(Z) - \frac{\theta}{4} \cdot \sigma_Z^2. \]

We provide sufficient conditions to derive \( \text{(11)} \) in a footnote. In the case of \( \theta < 0 \), the variance is added to the mean in the approximation \( \text{(12)} \), representing a preference for small variance; this is an example of a risk-averse perspective. However, in the case of \( \theta > 0 \), the variance is subtracted from the mean in the approximation \( \text{(12)} \), representing a preference for large variance. We will discuss the optimization of exponential utility performance criteria for MDPs in Section 4.2.1.

3.1.3. Mean-variance, mean-deviation, and mean-upper-semideviation

Here, we describe different ways to quantify the spread of a distribution relative to the mean. Let \( p \in [1, +\infty) \), \( Z \in L^p \), and \( \lambda \geq 0 \) be given. The mean-variance of \( Z \in L^2 \) is a linear combination of the mean and variance of \( Z \), i.e.,

\[ \rho_{\text{MV, } \lambda}(Z) := E(Z) + \lambda \cdot \sigma_Z^2. \]

It is typical to choose \( Z \in L^2 \) so that the variance is finite. Assessing mean-variance trade-offs has an extensive history in the financial literature. The famous works by H. Markowitz from the 1950s focus on portfolio selection under competing mean-variance objectives and justify using variance as a measurement for financial risk [34, 35]. More recently, this foundation has motivated the development of methods for autonomous systems that are designed to

1. minimize the variance such that the mean must equal a particular number, which is an inexpensive computation if the system has linear dynamics and quadratic costs [36], and
2. minimize a linear combination of the mean and variance, which is typically an expensive optimization problem [37, Ex. 1].

The mean-deviation of \( Z \) is a linear combination of the mean of \( Z \) and the \( L^p \)-norm of \( Z - E(Z) \), i.e.,

\[ \rho_{\text{MD, } \lambda}(Z) := E(Z) + \lambda \| Z - E(Z) \|_p. \]

1. Suppose that \( Z \in L^2 \), \( Z \) is nonnegative, and there exist \( a \in \mathbb{R} \) and \( b \in \mathbb{R} \) such that \( a < 0 < b \) and \( \exp\left(\frac{a}{2}Z\right) \in L^2 \) for every \( \theta \in [a, b] \). One can use [38, Th. 2.27, p. 56] and Hölder’s Inequality to show that \( \frac{\partial}{\partial \theta} E(\exp(\frac{\theta}{2}Z)) = -\frac{1}{2} E(Z \exp(\frac{\theta}{2}Z)) \), \( \lim_{\theta \to 0^+} E(Z \exp(\frac{\theta}{2}Z)) = E(Z) \), and \( \lim_{\theta \to 0^-} E(\exp(\frac{\theta}{2}Z)) = 1 \). Then, one completes the proof of \( \text{(11)} \) using L’Hôpital’s Rule.
For example, if \( p = 2 \), then \( \rho_{\text{MD}, \lambda}(Z) \) is a linear combination of the mean and standard deviation of \( Z \):

\[
\rho_{\text{MD}, \lambda}(Z) = E(Z) + \lambda \|Z - E(Z)\|_2 = E(Z) + \lambda \cdot \sigma_Z.
\]

The mean-upper-semideviation of \( Z \) is a weighted sum of \( E(Z) \) and the \( L^p \)-norm of \( \max\{Z - E(Z), 0\} \), i.e.,

\[
\rho_{\text{MU}, \lambda}(Z) := E(Z) + \lambda \max\{Z - E(Z), 0\}\|_p.
\]

The mean-upper-semideviation of \( Z \) \(^{16}\) assesses positive deviations of \( Z \) relative to \( E(Z) \). In contrast, the mean-variance \(^{13}\) and mean-deviation \(^{14}\) do not differentiate between positive and negative deviations of \( Z \) relative to \( E(Z) \).

### 3.1.4. Value-at-risk

We use the notation \( \text{VaR}_\alpha(Z) \) to denote the value-at-risk of a random variable \( Z \) at level \( \alpha \in (0, 1) \); \( F_Z \) denotes the cumulative distribution function of \( Z \). \( \text{VaR}_\alpha(Z) \) is the left-side \((1-\alpha)\)-quantile of the distribution of \( Z \). Equivalently, \( \text{VaR}_\alpha(Z) \) is the generalized inverse of \( F_Z \) at level \( 1 - \alpha \), which we depict in Figure \( 3 \).

![Figure 3: An illustration of the value-at-risk (VaR) of a random variable ](image)

Now that we have illustrated the VaR, we are ready to present its mathematical definition. The value-at-risk of a random variable \( Z \) at level \( \alpha \) is defined by

\[
\text{VaR}_\alpha(Z) := \inf\{z \in \mathbb{R} : F_Z(z) \geq 1 - \alpha\}, \quad \alpha \in (0, 1).
\]

Recall that \( F_Z \) is right-continuous and nondecreasing \(^{20}\) p. 209. For a given \( \alpha \in (0, 1) \), there may be different points \( z \neq z' \) such that \( F_Z(z) = F_Z(z') = 1 - \alpha \), or there may be no such point (Figure \( 3 \)). \( \text{VaR}_\alpha(Z) \) \(^{17}\) represents the smallest value of the set \( \{z \in \mathbb{R} : F_Z(z) \geq 1 - \alpha\} \).

### 3.1.5. Conditional value-at-risk

The conditional value-at-risk of \( Z \) represents the expectation of \( Z \) in a given fraction of the worst cases (Figure \( 2 \)). CVaR was developed in its modern form in the early 2000s, and the key works underlying this development include \(^{38}\) \(^{39}\) \(^{40} \). Synonyms for CVaR are average value-at-risk, expected shortfall, and expected tail loss \(^{11} \). CVaR has various representations, and these representations offer different insights about how this functional characterizes a distribution.
First, we will introduce the representation that explains the name conditional value-at-risk. Suppose that \( Z \in L^1 \), \( \alpha \in (0, 1) \), and \( F_Z \) is continuous at the point \( z = \text{VaR}_\alpha(Z) \). Under these conditions, \( \text{CVaR}_\alpha(Z) \) is equivalent to the expectation of \( Z \) conditioned on the event that \( Z \) exceeds \( \text{VaR}_\alpha(Z) \) [28 Th. 6.2]. This representation is depicted in Figure 2 in the special case when \( Z \) has a density.

The next representation to be described explains the name average value-at-risk. Suppose that \( Z \) is a random cost corresponding to time \( j \in \{0, 1, 2\} \), and consider the random cumulative cost \( Z = Z_0 + Z_1 + Z_2 \). A nested risk functional \( \rho \) of \( Z \) takes the form

\[
\rho(Z) = \nu_0(Z_0) + \nu_1(Z_1) + \nu_2(Z_2) \tag{21}
\]

where each \( \nu_t : \mathbb{Z}_{t+1} \rightarrow \mathbb{Z}_t \) is a map between spaces of random variables. The random variables in \( \mathbb{Z}_t \) are permitted to depend on a process (e.g., a system’s random state trajectory) from time 0 to time \( j \). In this formulation, \( \nu_t \) is called a one-step conditional risk functional [12, 43]. Another formulation is to define each \( \nu_t \) to be a risk functional, i.e., a map from a space of random variables to \( \mathbb{R} \cup \{+\infty\} \) [44].

In (21), the time horizon has length \( N = 2 \). More generally, we may consider a time horizon of length \( N \in \mathbb{N} \). In this case, a nested risk functional \( \rho \) of a random cost \( Z = Z_0 + Z_1 + \cdots + Z_N \) takes the form

\[
\rho(Z) = \nu_0(Z_0) + \nu_1(Z_1) + \cdots + \nu_{N-1}(Z_{N-1}) + \nu_N(Z_N) \tag{22}
\]

The problem of minimizing a random cost that is assessed using a nested risk functional for an autonomous system has been studied by several authors over the past decade. Example works between 2010 and 2022 include [12, 13, 44, 45, 46, 47]. We will present a model-based method from [44] in Section 4.2.2 and a model-free method from [47] in Section 5.

3.2. Extremal risk functionals

Some risk functionals from the previous sections can be classified as extremal risk functionals [37]. A risk functional in this class takes the form

\[
\rho_m(Z) = \inf_{s \in \mathbb{R}^n} E\left(g(Z, s)\right), \tag{23}
\]

\[\text{For instance, see [28 p. 258] or [41 p. 721].}\]
where $g : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}$ is a convex function and $q \in \mathbb{N}$. Let us discuss two examples from [37]. CVaR (19) is an extremal risk functional with
\[ g(z, s) = s + \frac{1}{\alpha} \max\{z - s, 0\}, \]
$Z \in L^1$, and $\alpha \in (0, 1]$ because
\[ \text{CVaR}_\alpha(Z) = \inf_{s \in \mathbb{R}} E\left(s + \frac{1}{\alpha} \max\{Z - s, 0\}\right). \] (25)
A second example is the mean-variance functional (13) with
\[ g(z, s) = z + \lambda(z - s)^2, \] (26)
$Z \in L^2$, and $\lambda \geq 0$ because
\[ E(Z) + \lambda \cdot \sigma_Z^2 = E(Z) + \lambda \cdot \inf_{s \in \mathbb{R}} E((Z - s)^2) = \inf_{s \in \mathbb{R}} E(Z + \lambda(Z - s)^2). \] (27)
The first equality holds because
\[ \inf_{s \in \mathbb{R}} E((Z - s)^2) = \inf_{s \in \mathbb{R}} \left( E(Z^2) - 2s \cdot E(Z) + s^2 \right), \] (28)
and therefore, the objective is a convex quadratic function of $s$ and has a unique minimizer $s^* = E(Z)$. Other examples of extremal risk functionals include a linear combination of the mean and CVaR and a linear combination of the variance and CVaR [37].

### 3.3. Advantages and disadvantages

Having presented different risk functionals, next we will discuss their respective advantages and disadvantages in terms of decision-theoretic axioms, computational tractability, and explainability.

#### 3.3.1. Axiomatic considerations

Some risk functionals enjoy a strong axiomatic foundation, including
- mean-upper-semideviation $\rho_{MU,\lambda}$ [16] on the domain $L^p$ with $p \in [1, +\infty)$ and $\lambda \in [0, 1]$ [28, Ex. 6.20] and
- CVaR$_\alpha$ [19] on the domain $L^1$ with $\alpha \in (0, 1]$.

Specifically, these two functionals satisfy four properties that define the class of coherent risk functionals: monotonicity, subadditivity, translation equivariance, and positive homogeneity [19]. The class of coherent risk functionals was originally proposed by Artzner et al. [15], which justified the importance of the four properties in financial applications. Also, these properties can be justified more broadly. Monotonicity means that a random cost that is larger than another almost everywhere incurs a larger risk. This is a logical property because larger costs indicate more harm. Subadditivity $\rho(Z_1 + Z_2) \leq \rho(Z_1) + \rho(Z_2)$ means that “a merger does not create extra risk” in financial engineering [48]. More generally, a “merger” can be viewed as a system, network, or sequential process of nonadversarial interacting components, suggesting applications in robotics [49], healthcare, renewable energy, and natural resources management. The last two properties

---

15 The term computational tractability refers to the amount of resources (e.g., time, energy, and memory) that is required to implement an algorithm in a computer. In this survey, we typically discuss this notion in a qualitative sense. For example, suppose that at time $t \in \mathbb{N}$, Algorithm $b$ requires knowledge of the system’s trajectory from time zero to time $t$. In contrast, Algorithm $a$ requires knowledge of the system’s state at time $t$, but it does not need a record of the trajectory prior to time $t$. Then, Algorithm $b$ is more tractable than Algorithm $a$.

16 Here, we present these properties formally. Let $Z_t \in L^p(\Omega, \mathcal{F}, \mu)$, $p \in [1, +\infty)$, $a \in \mathbb{R}$, $\beta \in \mathbb{R}_+$, and $\rho : L^p \to \mathbb{R} \cup \{+\infty\}$ be given. The abbreviation $\mu$-a.e. specifies a property that holds almost everywhere with respect to $\mu$. The risk functional $\rho$ having the domain $L^p$ means that $\rho$ evaluates random variables whose $p^{th}$ moments are finite and if $Z_1$ equals $Z_2$ $\mu$-a.e., then $\rho(Z_1) = \rho(Z_2)$. $\rho$ is monotonic if and only if $Z_1 \leq Z_2$ $\mu$-a.e. implies that $\rho(Z_1) \leq \rho(Z_2)$. $\rho$ is subadditive if and only if $\rho(Z_1 + Z_2) \leq \rho(Z_1) + \rho(Z_2)$. $\rho$ is translation-equivariant if and only if $\rho(Z_1 + a) = \rho(Z_1) + a$. $\rho$ is positively homogeneous if and only if $\rho(\beta Z_1) = \beta \rho(Z_1)$. 

---
ensure that the risk of a translated or scaled random cost is related to the risk of the untransformed random cost in a natural way (based on the specific translation or scaling). Unfortunately, value-at-risk, exponential utility, and mean-variance are not coherent. Value-at-risk is not subadditive. Exponential utility is not positively homogeneous. Mean-variance with \( \lambda > 0 \) is not positively homogeneous and not monotonic.\(^{17}\)

### 3.3.2. Computational tractability

If \( Z \) is a random cumulative cost incurred by an MDP, then the expectation of \( Z \) and exponential utility of \( Z \) can be optimized by formulating dynamic programs on the state space \( S \) (to be described in Section 4.2.1). A nested risk functional of \( Z \) can be optimized using a dynamic program on \( S \) as well (to be presented in Section 4.2.2). However, optimizing performance criteria defined by other risk functionals, including CVaR, mean-variance, mean-CVaR, and expected (nonexponential) utility, require more expensive computations in general.\(^{18}\) One may need to solve a series of subproblems, where each subproblem depends on the history of the MDP from time zero. Hence, great computational resources may be required, e.g., a long runtime, large energy and memory requirements, and many cores. In contrast, each subproblem corresponding to the optimization of the expectation or exponential utility of \( Z \) depends on the history only through the current state, which is more tractable.

In prior empirical work, we investigated the two problems of optimizing the exponential utility of \( Z \) and the CVaR of \( Z \) for two systems in simulation. We considered the following systems:

1. a thermostatic regulator with \( S \subset \mathbb{R} \) and a time horizon of length \( N = 12 \) and two systems in simulation. We considered the following systems:
2. a stormwater system with \( S \subset \mathbb{R}^2 \) and a time horizon of length \( N = 48 \).

While our code was not designed specifically for efficiency, a qualitative comparison of resources highlights the (unsurprising) disadvantage of MDP problems that require history-dependent algorithms. The computations for the thermostatic regulator \( S \subset \mathbb{R} \) required 2 minutes for exponential utility and 25 minutes for CVaR on 4 cores.\(^{55}\) The computations for the stormwater system \( S \subset \mathbb{R}^2 \) required 10 minutes for exponential utility and 136 hours for CVaR on 30 cores.\(^{55}\)

### 3.3.3. Explainability

The conditional value-at-risk, value-at-risk, and mean-variance functionals enjoy intuitive interpretations, whereas the interpretations of other risk functionals may be less straightforward. In particular, if \( Z \) is a random variable with finite first moment and its cumulative distribution function is continuous, then the CVaR of \( Z \) at level \( \alpha \in (0,1) \) is the expectation of \( Z \) in the \( \alpha \cdot 100\% \) worst cases. The parameter \( \alpha \) in the definition of CVaR admits a density in Figure 2. In contrast, the parameter \( \theta \) in the definition of exponential utility has a qualitative interpretation as a weight on the variance, provided that the mean-variance approximation is valid. More generally, the class of expected utility functionals has a qualitative interpretation of representing the subjective preferences of decision-makers (Section 3.1.1). A real-valued coherent risk functional is a distributionally robust expectation for a particular family of distributions.\(^{28}\) In addition, there are connections between nested risk functionals and distributional robustness, e.g., distributionally robust performance criteria and robustness to value function approximation errors suggested by experiments.\(^{17}\)

VaR and CVaR quantify risk in terms of the quantiles of a distribution, whereas mean-deviation, mean-upper-semideviation, and mean-variance quantify risk in terms of deviations from the expectation.

An appropriate approach for quantifying risk is application-dependent. For example, during a typical drive of an autonomous vehicle, penalizing the variance of the distance between a desired path and the estimated path may be appropriate, but penalizing the maximum acceleration experienced by humans during a collision (or a near-collision) may be critical to alleviate the severity of injuries. For another example,\(^{17}\) consider \( \rho_{\lambda, \theta}(Z) = 10 \) with \( \theta = -2 \), where \( Z \) equals 1 with probability 0.2 and \( Z \) equals 2 with probability 0.8. If \( \beta = 2 \), then \( \rho_{\lambda, \theta}(\beta Z) = 3.81 \) but \( \beta \rho_{\lambda, \theta}(Z) = 3.73 \).

\(^{18}\)Consider \( \rho_{MV, \lambda}(Z_1) \) and \( \rho_{MV, \lambda}(Z_2) \) with \( \lambda = 4 \), where \( Z_1 \) is uniformly distributed on \((-1, 1)\) and \( Z_2 \) equals 1.2 with probability 1. If \( \beta = 2 \), then \( \rho_{MV, \lambda}(\beta Z_1) = 16 \frac{\beta}{\lambda} \) but \( \beta \rho_{MV, \lambda}(Z_1) = 4 \frac{\beta}{\lambda} \). While \( Z_1 \leq Z_2 \) everywhere, it holds that \( \rho_{MV, \lambda}(Z_1) = \frac{1}{2} > \rho_{MV, \lambda}(Z_2) = 1.2 \).
minimizing the CVaR of the maximum flood level may be useful for designing stormwater infrastructure. Minimizing the mean-variance of the flood level is not appropriate because the variance does not differentiate between deviations above and below the mean. (For flood management, deviations above the mean are more harmful, whereas deviations below the mean are less harmful.) The intuitive interpretation of CVaR and its strong axiomatic justification have contributed to its growing popularity for risk-averse autonomous systems in recent years. In contrast, prior to the early 2000s, exponential utility tended to be the risk functional of choice and is still popular.

Table 3 summarizes Section 3.3. Subsequently, we will overview numerical methods for optimizing risk-averse autonomous systems and include historical and recent developments, with emphasis on model-based approaches.

| Risk functional | Axiomatic aspects | DP on $S$ | Explainability |
|-----------------|-------------------|-----------|----------------|
| Expected utility $\phi(z) \neq z$ and $\phi$ is not exponential | Satisfaction of axioms depends on the utility function | No | $\phi$ is chosen to represent a decision-maker’s subjective preferences. |
| Exponential utility | Not positively homogeneous | Yes | The parameter $\theta < 0$ represents an aversion to large variance if the approximation (12) is valid. |
| Mean-variance | Not positively homogeneous and not monotonic if $\lambda > 0$ | No | Risk is assessed in terms of a deviation with respect to $E(Z)$. |
| Mean-deviation | Coherent on the domain $L^1$ if $\lambda \in [0, \frac{1}{2}]$ | No | Same as above |
| Mean-upper-semideviation | Coherent on the domain $L^p$ for $p \in [1, +\infty)$ if $\lambda \in [0, 1]$ | No | Same as above |
| Value-at-risk | Not subadditive | No | VaR$_\alpha(Z)$ is the left-side $(1 - \alpha)$-quantile of the distribution of $Z$ for $\alpha \in (0, 1)$. |
| Conditional value-at-risk | Coherent on the domain $L^1$ for $\alpha \in (0, 1]$ | No | CVaR$_\alpha(Z)$ represents the expectation of $Z$ in the $\alpha$-fraction of the worst cases for $\alpha \in (0, 1)$; CVaR$_1(Z) = E(Z)$. |
| Nested risk functional | $\nu_i$ can be chosen to be coherent. | Yes | Difficult to describe intuitively in general; there are connections to distributionally robust criteria when every $\nu_i$ is coherent. |

Table 3: This table summarizes considerations related to axioms, computation, and explainability for common risk functionals. We write “Yes” in the “DP on $S$” column if, for a given MDP, a dynamic program on the state space $S$ can be formulated to optimize the risk functional of a random cumulative cost $Z$ under regularity conditions. Such risk functionals have computational advantages. We will present examples of dynamic programs in Section 4. Proofs of the coherence of mean-deviation, mean-upper-semideviation, and conditional value-at-risk under appropriate conditions can be found in [23, Sec. 6.3.2].

4. Optimizing the behaviour of an autonomous system with respect to risk-averse criteria

The problem of optimizing the behaviour of an autonomous system with safety considerations has received much research attention at least over the past fifty years. As we have introduced, two main paradigms have emerged from this research activity, the worst-case and risk-neutral paradigms. The somewhat secondary, but rapidly expanding, risk-averse paradigm forms a bridge between the two mainstream paradigms. For example, the problem of minimizing the expectation of $Z \in L^1$ is equivalent to minimizing the conditional value-at-risk of $Z$ at level $\alpha = 1$. Moreover, connections between the exponential utility functional and worst-case performance criteria for autonomous systems have been known at least for the past two to three decades [7, 56, 57, p. 99]. The literature on the worst-case paradigm is vast. While a comprehensive
presentation of this paradigm is out of scope, we summarize approaches for quantifying and optimizing risk in the worst-case paradigm in Table 4. In what follows, we will present methods for evaluating and optimizing system behaviour with respect to probabilistic criteria (Section 4.1) and risk functionals (Section 4.2).

| Worst-case approaches for quantifying and optimizing the risk of an autonomous system | Example papers |
|-----------------------------------------------------------------------------------|----------------|
| Risk is characterized using robust or deterministic reachable or invariant sets (tubes are also included): |                |
| • Survey from 1999; covers both discrete- and continuous-time models; | [68]           |
| • Discrete-time models: | [5, 59, 60]    |
| – Polyhedrons, ellipsoids, and linear matrix inequalities; | [24]           |
| – Mixed monotone systems with deterministic temporal logic specifications; |                |
| • Continuous-time and hybrid models: |                |
| – Sum-of-squares programming for systems with polynomial dynamics; | [61, 62]       |
| – Hamilton-Jacobi partial differential equations; | [9, 10, 63, 64]|
| – Taylor expansions to approximate nonlinear dynamics (e.g., Flow*); | [65, 66, 67]   |
| – Boolean combinations of nonlinear constraints (e.g., dReal, dReach); | [68, 69, 70]   |
| – Verifying neural network controllers (e.g., Verisig, ReachNN). | [66, 67, 71, 72]|
| Risk is quantified using the optimal value of a robust or deterministic optimal control problem: |                |
| • Optimizing or bounding the $H_\infty$-norm of a closed-loop transfer function; | [8, 56, 73]    |
| • Optimizing discrete-time MDPs with respect to a maximum cost; | [6, 7]         |
| • Optimizing a policy subject to temporal logic constraints in a discrete-time setting. | [74]           |

Table 4: This table summarizes approaches for quantifying and optimizing risk in the worst-case paradigm with example contributions from the communities of robust control, reinforcement learning, and formal verification.

4.1. Using the probability of a harmful event to quantify the risk of an autonomous system

It is common to quantify the risk of a stochastic system in terms of the probability of a harmful event, as this reflects the colloquial definition for risk as the “possibility of loss or injury” [1]. Methods that quantify risk in this manner belong to the risk-neutral paradigm because a probability is equivalent to the expectation of an indicator function. We summarize risk-neutral methods for quantifying the risk of an autonomous system in Table 5. The methods involve different types of algorithms, such as Q-learning, learning from demonstrations, constraint reasoning, mathematical programming (e.g., second-order cone programming), and dynamic programming (e.g., value iteration).

Methods have been developed to answer questions about probabilistic properties of systems with theoretical guarantees, including:

1. What are the initial states from which the random state trajectory stays within a desired operating region with a sufficiently large probability? [77, 78, 79]
2. What are the initial states from which the random state trajectory reaches a target set while remaining inside a desired operating region with a sufficiently large probability? [78, 80]

An approach to answer the above questions is to develop a dynamic programming algorithm using indicator functions to optimize a probability of satisfactory operation. Next, we will describe the core machinery from [77, 79] using the model [5], and we note that the machinery from [78, 80] is closely related. Let $K \in \mathcal{B}_S$ be a desired operating region, where we would like the random state trajectory $(X_0, X_1, \ldots, X_N)$ to remain, and define the indicator function $I_K : S \rightarrow \{0, 1\}$ by

$$I_K(x) := \begin{cases} 1, & \text{if } x \in K, \\ 0, & \text{otherwise.} \end{cases}$$

(29)
### Risk-neutral approaches for quantifying and optimizing the risk of an autonomous system

| Risk is the probability of a system entering an unexplored region, entering a dangerous region, or not reaching a target: | Example papers |
|-----------------------------------------------|----------------|
| • Approximation of optimal policies for constrained MDPs using Q-learning; | [75, 76] |
| • Exploration by perturbing an expert’s demonstrations with noise; | [12] |
| • Dynamic programming with theoretical guarantees for hybrid systems or MDPs. | [77, 78, 79, 80] |

| Risk is the minimum expectation of a (typically) cumulative cost, where an expected-value or probabilistic constraint may be included in the problem statement: | |
|-----------------------------------------------|----------------|
| • Classical approaches for minimizing the expectation of a random cumulative cost; | [3, 4, 21] |
| • An expected-value constraint ensures that any state can be visited from any other state; | [81] |
| • Model predictive control and MDPs subject to chance constraints (a chance constraint ensures that a particular probability is within a particular interval); | [53, 82] |
| • Autonomous systems with probabilistic temporal logic (PTL) specifications: | [20, 27] |
| – Tutorials from 2007 and 2011 that describe how to assess whether or not MDPs satisfy PTL specifications; | [26, 27] |
| – Optimal control of hybrid systems or MDPs with PTL constraints. | [83, 84, 85] |
| • The expectation is maximized over a particular set of distributions, which may be estimated from data samples. | [86, 87, 88] |

Table 5: This table summarizes approaches for quantifying the risk of an autonomous system in the risk-neutral paradigm. A common theme is the analysis and optimization of probabilities of harmful events that may arise from a system’s behaviour. We include works from the communities of reinforcement learning, formal verification, and stochastic control.

Using the indicator function $I_K$, we define a random variable $Y$ to indicate whether or not the random state trajectory remains inside $K$:

$$ Y := \prod_{t=0}^{N} I_K(X_t). \quad (30) $$

Note that $Y$ returns either one or zero, and we prefer the larger realization because we would like the random state trajectory to stay inside $K$. Hence, an optimal control problem of interest is to maximize the expectation of $Y$:

$$ V^*(x) := \sup_{\pi \in \Pi} E^\pi_x(Y), \quad x \in S, \quad (31) $$

subject to the model [3], where $\Pi$ is the class of Markov policies. The expectation $E^\pi_x(Y)$ is the probability that the random state trajectory stays inside $K$ when the policy is $\pi \in \Pi$ and the initial state is $x \in S$. The notation $E^\pi_x(Y)$ symbolizes that the distribution of $Y$ depends on $\pi$ and $x$. A dynamic program provides the optimal value function $V^*$ (31) in principle [77]. The first step is to define $J_N := I_K$. Then, define the functions $J_t : S \to [0,1]$ for $t = N-1, \ldots, 1,0$ recursively backwards in time as follows:

$$ J_t(x) := \sup_{u \in C} I_K(x) \int_D J_{t+1}(f_t(x,u,w)) p_t(dw), \quad x \in S. \quad (32) $$

It can be shown that $J_0$ and $V^*$ are equal under regularity conditions [77].

The above method has been extended to a distributionally robust setting, where the disturbance distribution $p_t$ need not be known but is assumed to belong to a known class of distributions $D_t$ [79]. Here, an optimal control problem of interest is to maximize a distributionally robust expectation of $Y$ [30]:

$$ \bar{V}^*(x) := \sup_{\pi \in \Pi} \inf_{\gamma \in \Gamma} E^{\pi,\gamma}_x(Y), \quad x \in S, \quad (33) $$

subject to the model [3], where $\Gamma$ is the class of strategies of an adversary. The adversary aims to choose
a disturbance distribution \( p_t \in \mathcal{D}_t \) at each time \( t \) to reduce the probability of satisfactory operation. In contrast, the controller aims to provide an action \( u_t \in \mathcal{C} \) at each time \( t \) to increase the probability of satisfactory operation. These competing aims are formalized by defining the optimal probability \( \bar{V}^*(x) \) \(^{33}\) for a given initial state \( x \) in terms of a supremum over \( \Pi \) and an infimum over \( \Gamma \). The latter optimization is not present in the definition of \( V^*(x) \) \(^{31}\) because there is no adversary. Returning to the distributionally robust setting \(^{33}\), the distribution of \( Y \) depends on an adversary’s strategy \( \gamma \), a policy \( \pi \), and an initial state \( x \). The notation \( E_{\pi,\gamma}(Y) \) for the expectation of \( Y \) in \(^{33}\) symbolizes these dependencies. \( \bar{V}^* \) \(^{33}\) can be computed from a dynamic program as follows. Define the function \( J_t \) by

\[
J_t(x) := \sup_{u \in \mathcal{C}} \inf_{p_t \in \mathcal{D}_t} I_K(x) \int_D J_{t+1}(f_t(x,u,w)) p_t(dw), \quad x \in \bar{S}.
\]

(34)

Then, \( \bar{V}^* \) is equivalent to \( J_0 \) under regularity conditions \(^{79}\). The difference between \(^{32}\) and \(^{34}\) is the optimization over disturbance distributions \( p_t \in \mathcal{D}_t \) in \(^{34}\). In contrast, the disturbance distribution \( p_t \) is assumed to be known exactly in \(^{32}\).

The level sets of \( V^* \) \(^{31}\) and \( \bar{V}^* \) \(^{33}\) define probabilistic safe sets as follows:

\[
\mathcal{S}_\eta := \{ x \in \bar{S} : V^*(x) \geq \eta \}, \quad \mathcal{S}_\eta := \{ x \in \bar{S} : V^*(x) \geq \eta \},
\]

(35)

(36)

where \( \eta \in [0,1] \) is a minimum probability threshold. \( \mathcal{S}_\eta \) and \( \bar{S}_\eta \) are sets of initial states from which a sufficient probability of satisfactory operation is guaranteed in principle (under different assumptions about the disturbance distributions).

The above methods are grounded in formal proofs, which hold for fairly general stochastic systems in principle. Moreover, a user can specify a risk-aversion parameter \( \eta \) that represents a minimum probability threshold and characterize the state space \( \bar{S} \) in terms of different probabilistic safety regions \(^{35}\)–\(^{36}\). However, in practice, there is difficulty applying the dynamic programs \(^{32}\) and \(^{34}\) to systems with large state spaces or long time horizons due to memory, time, and energy requirements. In practice, the methods do not apply readily to systems that lack low-dimensional models (at least without further research).

4.2. Using a risk functional to quantify the risk of an autonomous system

The approaches of Section 4.1 and Table \( \mathcal{S}_\eta \) are designed to quantify probabilities or expected costs. However, their ability to evaluate the magnitudes of harmful outcomes is limited. Regardless of the precise meaning of safe operation, it is typically unsatisfactory for a system to operate safely on average, especially if the system interacts with humans. Instead, we usually require a system to operate safely despite rare circumstances that could disturb the system’s intended behaviour. An expectation is not designed to quantify rare harmful outcomes, e.g., rare large realizations of a random cost \( Z \) \(^{7}\). Moreover, quantifying the probabilities of harmful events is not sufficient when the events are inevitable and their severity should be reduced as much as possible. Example application domains include renewable energy \(^{82}\), water resources \(^{90\, 91}\), and biology \(^{92\, 93}\). In these domains, noise is ubiquitous, as suggested by the above references, and reducing the magnitudes of harmful outcomes is critical. For example, it is important to reduce the difference between energy generation and consumption, limit the volume of a stormwater overflow, and minimize the severity of an adverse medicinal side effect. The importance of evaluating and minimizing the magnitudes of rare harmful outcomes that concern autonomous systems motivates our study of methods that assess random costs using risk functionals.

The analysis and optimization of random costs incurred by autonomous systems using risk functionals have been investigated since the 1970s. We outline different approaches in Table \( \mathcal{S}_\eta \). The type of risk functional that is chosen and whether it defines an objective criterion or a constraint depend on the desired characteristics of a cost distribution and considerations of theoretical and computational complexity and explainability. We organize our presentation of the literature according to methodology. First, we will describe methods that are based on the exponential utility functional, which has a rich history. Then, we will present additional approaches, which include methods based on nested risk functionals, reductions to risk-neutral problems, and state space augmentation.
Risk-averse approaches for quantifying and optimizing the risk of an autonomous system

| Risk is the smallest value of a risk functional of a random cost: |
|---------------------------------------------------------------|
| • Expected utilities (e.g., exponential utility);             |
| • Quantile-based risk functionals (e.g., CVaR);              |
| • Nested risk functionals.                                   |

Example papers

| 7, 32, 33, 53, 56, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 112, 113, 114 |
| 22, 23, 37, 52, 53, 54, 107, 108, 109, 110, 115, 116, 117, 118 |

Risk is the smallest value of an expected random cost subject to a constraint on a risk functional of a random cost; CVaR constraints are most common.

Risk is expressed in terms of temporal logic specifications that are defined using risk functionals.

| 115, 116, 117, 118 |

Table 6: This table summarizes approaches for quantifying the risk of an autonomous system in the risk-averse paradigm. These approaches use risk functionals to analyze or optimize random costs that arise from a system’s behaviour. Risk functionals can be used to define objective criteria or constraints. The most common risk functional in autonomous systems research is exponential utility. Conditional value-at-risk is the second most common risk functional, and nested risk functionals are growing in popularity.

4.2.1. Risk-averse approaches based on exponential utility

To date, the most common risk functional in the autonomous systems literature is exponential utility, which originates from classical decision theory [119]. We summarize methods that use exponential utility in Table 7. Initial research efforts, starting in the early 1970s, focused on linear systems with quadratic costs and Gaussian noise or MDPs with finitely many states. Subsequent work in the late 1990s to present-day includes MDPs with nonfinite state spaces, learning algorithms, and mean-field games.

| Problem description pertaining to exponential utility | Example papers |
|------------------------------------------------------|----------------|
| Minimizing exponential utility cost functionals for autonomous systems: |
| • Linear systems with quadratic costs and Gaussian noise (1973–2003): |
| — Initial solutions from the early 1970s; |
| — Solutions for partially observable systems; |
| — Connections to \(H_\infty\)-control and minimax model predictive control; |
| • MDPs with finitely many states (1972–2020): |
| — First documented solution in English in 1972; |
| — Connections to worst-case performance criteria in 1999; |
| — Development and analysis of a Q-learning algorithm in 2002; |
| • MDPs that are permitted to have uncountably many states (1999–2021). |
| Analysis of mean-field games, where the players’ risk-awareness is modelled using exponential utility functionals (1999–2020). |

| 95, 120, 121, 122, 123, 124 |
| 33, 96, 97, 102, 103, 104, 105 |
| 99, 100, 101, 121, 122, 123, 124 |

Table 7: This table summarizes approaches that use exponential utility to quantify the risk of an autonomous system. The dates provide the time frames of the selected papers.

Next, we will present an exponential utility optimal control problem and an associated dynamic programming recursion. Variations of the algorithm that follows can be found in several papers, including [32, Cor. 1], [97, Eq. 2.3], [111, Eq. 1.1], and our previous work [105, Eq. 7]. Suppose that the stage and terminal cost functions \(c_0, c_1, \ldots, c_N\) in the definition of \(Z(7)\) are nonnegative. Consider the problem of minimizing the exponential utility of \(Z(7)\) at level \(\theta<0\), i.e.,

\[
V^\theta_\pi(x) := \inf_{\pi \in \Pi} \frac{-\theta}{2} \log \mathbb{E}_\pi \left[ \exp \left( \frac{-\theta}{2} Z \right) \right], \quad x \in S, \tag{37}
\]

subject to the model \(\pi\), where \(\Pi\) is the class of deterministic Markov policies. Now, define the function \(J^\theta_N := c_N\) to be the terminal cost function, and for \(t = N – 1, \ldots, 1, 0\), define the function \(J^\theta_t\) in terms of
One can prove that \( J_0^\theta \) and \( V_0^\pi \) are equivalent, and there exists a policy that is optimal for \( V_0^\pi \), provided that regularity conditions hold \cite{32,105}. The definition \eqref{38} has structural similarities to a dynamic programming recursion for the risk-neutral problem of minimizing \( E_x^\pi(Z) \) over \( \Pi \) \cite{2}. To see this, define \( \hat{J}_N := c_N \), and then define the functions \( \hat{J}_{N-1}, \ldots, \hat{J}_1, \hat{J}_0 \) backwards in time by

\[
\hat{J}_t(x) := \inf_{u \in \mathcal{C}} \left( c_t(x, u) + \int_D \hat{J}_{t+1}(f_t(x, u, w)) p_t(dw) \right), \quad x \in S. \tag{39}
\]

It is known that \( \hat{J}_0(x) = \inf_{\pi \in \Pi} E_x^\pi(Z) \) for every \( x \in S \) under regularity conditions, e.g., see \cite[Ch. 8]{4} and \cite[Ch. 3]{21}. While the expressions for \( J_t^\theta \) \eqref{38} and \( \hat{J}_t \) \eqref{39} are similar in appearance, they are distinct. Integrals and logarithms cannot be exchanged in general.

There has been much research about the application of the exponential utility functional to autonomous systems. Table 7 provides example papers, and more references can be found in \cite{32,105}. However, this functional has disadvantages that deserve some attention. It is a special case of an expected utility functional, which should reflect a user’s subjective preferences. An exponential utility may not appropriately reflect the preferences of a given user. As we have discussed in Section 3.3, the exponential utility functional lacks coherence and need not approximate a weighted sum of the mean and variance sufficiently well. We have not seen papers that quantify the error in the approximation \eqref{12} formally for an autonomous system. In prior work, we have demonstrated empirically that choosing a more negative value for the parameter \( \theta \) does not guarantee a reduced variance \cite{55}.

Therefore, naturally, different approaches for optimizing the behaviour of an autonomous system with respect to risk-averse criteria have been studied. Such approaches tend to be more involved in theory or computation compared to approaches that are based on exponential utility. Subsequently, we will present an approach based on nested risk functionals, which have gained popularity in recent years.

**4.2.2. Risk-averse optimal control using nested risk functionals**

Several approaches for optimizing nested risk functionals have been developed over the past decade, which we summarize in Table 6. This subsection outlines an approach from 2022 \cite{44} in the context of the model \cite{5}, a finite time horizon of length \( N \in \mathbb{N} \), the class of deterministic Markov policies (which we denote by \( \Pi \)), and the cost functions \( c_0, c_1, \ldots, c_N \). First, let us present some preliminaries to permit the optimal value functions of interest to be defined. Let a probability space \((\Omega, \mathcal{F}, \mu)\) be given, and denote \( \mathcal{Z} := L^1(\Omega, \mathcal{F}, \mu) \) for brevity. For every \( t \in \mathbb{T} \), let \( \nu_t : \mathcal{Z} \rightarrow \mathbb{R} \cup \{+\infty\} \) be a risk functional that is translation-equivariant. In other words, for every \( a \in \mathbb{R} \) and \( Z \in \mathcal{Z} \), it holds that

\[
\nu_t(a + Z) = a + \nu_t(Z). \tag{40}
\]

We will use the risk functionals \( \nu_0, \nu_1, \ldots, \nu_{N-1} \) to define value functions recursively. For every \( \pi \in \Pi \), define the function \( J_N^\pi := c_N \) to be the terminal cost function, and for \( t = N-1, \ldots, 1, 0 \), define the function \( J_t^\pi \) in terms of \( J_{t+1}^\pi \) by

\[
J_t^\pi(x) := c_t(x, \pi_t(x)) + \nu_t(J_{t+1}^\pi(f_t(x, \pi_t(x), W_t))), \quad x \in S. \tag{41}
\]

The quantity \( J_t^\pi(x) \) represents the “risk-to-go” at time \( t \) when the state at time \( t \) is \( x \) and the system operates under the policy \( \pi \). In the special case when \( \nu_t \) provides the expectation with respect to the distribution \( p_t \) of \( W_t \), i.e., when the following equality holds,

\[
\nu_t(J_{t+1}^\pi(f_t(x, \pi_t(x), W_t)))) = \int_D J_{t+1}^\pi(f_t(x, \pi_t(x), w)) p_t(dw), \tag{42}
\]

hence

\[
J_{t-1}^\pi(x) := c_{t-1}(x, u_{t-1}(x)) + \nu(t-1, J_t^\pi(f_{t-1}^\pi(x, u_{t-1}(x), W_{t-1}))), \quad x \in S. \tag{43}
\]

This recursion can be further simplified by defining

\[
\nu_t^\pi := \nu_t(J_{t+1}^\pi), \quad \forall t = 0, 1, \ldots, N-1 \tag{44}
\]
then \( J^*_T(x) \) \[19\] is called the cost-to-go \[19\]. The recursion \[11\] is well-defined under regularity conditions and specific choices for \( \nu_t \), including VaR, CVaR, and risk-averse exponential utility \[44\]. In particular, one must ensure that the random variable \( J^*_{t+1}(f_t(x, \pi_t(x), W_t)) \) is in the domain of \( \nu_t \) for every \( x \in S, \pi \in \Pi \), and \( t \in \mathbb{T} \). An optimal value function \( J^*_T \) represents an optimal risk-to-go and is defined using \( J^*_t \) \[11\] as follows. For every \( t \in \mathbb{T} \), define \( J^*_t \) by

\[
J^*_t(x) := \inf_{\pi \in \Pi} J^*_t(x), \quad x \in S, \tag{43}
\]

subject to the model \[5\], and define \( J^*_N := c_N \). Under regularity conditions, for \( t = N-1, \ldots, 1, 0 \), \( J^*_t \) satisfies the following recursion:

\[
J^*_t(x) = \inf_{u \in C} \left( c_t(x, u) + \nu_t \left( J^*_{t+1}(f_t(x, u, W_t)) \right) \right), \quad x \in S, \tag{44}
\]

and there exists a policy that is optimal for \( J^*_0 \) \[44\] Th. 4.8]. Moreover, observe the similarities between the risk-neutral recursion \[39\] and the recursion \[44\] when \( \nu_t \) is the expectation with respect to \( \mu \) (Footnote \[19\]).

A nested risk functional admits a dynamic program, whose iterates are defined on the state space \( S \) \[44\]. This offers a computational advantage compared to approaches that we will discuss in the next two subsections (Section 4.2.3 Section 4.2.4). However, a nested risk functional need not admit an intuitive interpretation. The quantity \( J^*_0(x) \) \[43\] is the optimal value of a composition of risk functionals, but this concept is challenging to relate to systems with specific safety requirements or performance goals. This issue may limit the application of nested risk functionals to the verification of autonomous system behaviour.

In subsequent sections, we will introduce approaches for risk-averse optimal control that involve additional types of risk functionals.

### 4.2.3. Reducing a risk-averse problem to a family of risk-neutral problems

A tactic to solve a risk-averse optimal control problem, where the risk functional is not a nested one or exponential utility, is to reduce the problem to a family of risk-neutral problems. We will illustrate this approach using the class of extremal risk functionals. Recall from Section 3.2 that an extremal risk functional \( \rho_m \) of a random cost \( Z \) takes the form

\[
\rho_m(Z) = \inf_{s \in \mathbb{R}^q} E(g(Z, s)), \tag{45}
\]

where \( g : \mathbb{R} \times \mathbb{R}^q \to \mathbb{R} \) is a convex function and \( q \in \mathbb{N} \). Now, consider an optimal value function

\[
V^*_m(x) := \inf_{\pi \in \Pi} \inf_{s \in \mathbb{R}^q} E_x^\pi(g(Z, s)), \quad x \in S, \tag{46}
\]

subject to a stochastic system, e.g., \[5\], where \( \Pi \) is a class of history-dependent policies and \( g \) is bounded below. Since we are permitted to exchange the order of infima, we can express \( V^*_m \) as a family of risk-neutral optimal control problems as follows:

\[
V^*_m(x) = \inf_{s \in \mathbb{R}^q} J^*_m(x, s), \quad x \in S, \tag{47}
\]

where the function \( J^*_m \) is defined by

\[
J^*_m(x, s) := \inf_{\pi \in \Pi} E_x^\pi(g(Z, s)), \quad (x, s) \in S \times \mathbb{R}^q. \tag{48}
\]

---

\[19\] Here, we explain the meaning of the statement “\( \nu_t \) provides the expectation with respect to the distribution \( p_t \) of \( W_t \)” more formally. \( (\Omega, \mathcal{F}, \mu) \) is a generic probability space, and \( W_t : \Omega \to D \) is \( (\mathcal{F}, \mathcal{B}_D) \)-measurable (recall Footnote \[3\]). \( p_t \) is the distribution of \( W_t \), which means that \( p_t(D) = \mu(\omega : W_t(\omega) \in D) \) for every \( D \in \mathcal{B}_D \) \[20\] p. 220. A special choice for \( \nu_t \) is the expectation with respect to \( \mu \), that is, \( \nu_t(Z) := \int_{\Omega} Z(\omega) \mu(d\omega) \) for every \( Z \in \mathcal{Z} = L^1(\Omega, \mathcal{F}, \mu) \). Suppose that \( \nu_t \) is the expectation with respect to \( \mu \), let \( g : D \to \mathbb{R} \cup \{+\infty, -\infty\} \) be \( \mathcal{B}_D \)-measurable, and assume that \( g(W_t) \in \mathcal{Z} \). Then, \( \nu_t(g(W_t)) := \int_{\Omega} g(W_t(\omega)) \mu(d\omega) = \int_{D} g(w) p_t(dw) \) by application of \[20\] Th. 1.6.12, p. 56]. Equation \( \text{42} \) applies this change-of-measure result and assumes that \( J^*_{t+1}(f_t(x, \pi_t(x), W_t)) \in \mathcal{Z} \) for every \( x \in S, \pi \in \Pi \), and \( t \in \mathbb{T} \).
The equations (47)–(48) provide an exact characterization of the risk-averse optimal control problem (46) in terms of a family of (nonstandard) risk-neutral optimal control problems. There are different algorithms to solve the standard risk-neutral problem (2). For instance, algorithms based on dynamic programming, Q-learning, and linear programming are well-established [3, 4, 21]. While these algorithms are useful, they cannot apply directly to solve (48). Additional techniques are required. In the next section, we will illustrate a common technique called state space augmentation.

4.2.4. Risk-averse optimal control using state space augmentation

We begin our discussion by first recalling the classical risk-neutral problem (2). The problem of minimizing the expected cumulative cost \( E^\pi x(Z) \) subject to the model (5) can be solved by formulating a dynamic program on the state space \( S \) (39). A key reason is that for any Markov policy, the conditional expectation of the random variable

\[
Z_t := c_N(X_N) + \sum_{i=t}^{N-1} c_i(X_i, U_i), \quad t \in \mathbb{T},
\]

(49)
given a current state \( x_t \in S \), depends on \( x_t \) but does not depend on the states or actions before time \( t \). That is, a current state \( x_t \) can provide sufficient information about the past to choose an action for time \( t \). We have seen that the problems of optimizing the exponential utility of \( Z \) (7) and a nested risk functional of \( Z \) can also admit dynamic programs on \( S \); recall (38) and (44), respectively. However, problems with objectives that are defined using other risk functionals, such as CVaR, mean-variance, and expected (nonexponential) utility, do not admit dynamic programs on \( S \) in general.

A technique that may be useful for circumventing this issue is state space augmentation. The key idea is to define the dynamics of an additional state to summarize enough information about the past. Then, the condensed information (rather than a complete record of the past) informs decisions for the present. The concept dates back at least to a paper from 1977, in which a "summary space" was proposed to study expected utility optimal control problems [106]. Researchers have continued to apply the technique of state space augmentation to solve risk-averse optimal control problems up to present-day (Table 8). The technique involves three main steps:

1. define a random additional state \( Y_t \), whose realizations are in a space \( \mathcal{Y} \),
2. define an augmented state space \( S \times \mathcal{Y} \), which is the Cartesian product of the original state space \( S \) and the space \( \mathcal{Y} \) from the previous step, and
3. define an algorithm that uses the random augmented state \((X_t, Y_t)\), and show that the algorithm solves the risk-averse problem of interest under regularity conditions.

Algorithms based on dynamic programming, Q-learning, and linear programming that use augmented state spaces have been developed to solve different risk-averse optimal control problems (Table 8). An algorithm involving an augmented state space \( S \times \mathcal{Y} \) typically requires more computational resources compared to an algorithm involving \( S \) alone. However, the added computational effort may be worthwhile for systems with safety or performance criteria that operate under uncertainty, which has motivated a growing body of research.

In the rest of this subsection, we will illustrate how state space augmentation applies to risk-averse autonomous systems by providing an example. We consider the problem of minimizing the CVaR of a random maximum cost subject to the model (5) from our prior work [23]. A random maximum cost is relevant for assessing the maximum distance between a stochastic system’s trajectory and a desired operating region. Our method takes inspiration from Hamilton-Jacobi reachability analysis (see example references in Table 4) and an approach for minimizing the CVaR of a random cumulative cost for an MDP [52].

---

20 State space augmentation is also helpful for studying systems with partially observable states [4, Ch. 10]. We focus on systems with fully observable states in this survey.

21 In 2021, Bäuerle and Glauener generalized the approach from [22] to the class of spectral risk functionals [54]. A spectral risk functional can be expressed as an integral over CVaR, with respect to \( \alpha \) [54, Prop. 2.5].
The problem of interest is to minimize the CVaR of a random maximum cost $\bar{Z}$:

$$V_\alpha^*(x) := \inf_{\pi \in \Pi} \text{CVaR}_{\alpha,x}^\pi(\bar{Z}), \quad \alpha \in (0, 1], \quad x \in S,$$

subject to the model \[23\], where $x$ is an initial state, $\alpha$ is a risk-aversion level, and $\Pi$ is a class of history-dependent policies. We use the notation CVaR\(_{\alpha,x}^\pi\) instead of CVaR\(_\alpha\) in \[50\] to emphasize that the distribution of $\bar{Z}$ \[51\] depends on $x$ and $\pi$. The stage and terminal cost functions $c_0, c_1, \ldots, c_N$ are bounded below by $a \in \mathbb{R}$ and above by $b \in \mathbb{R}$ with $a \leq b$; this will allow us to specify a random additional state $Y_t$, whose realizations are in a compact interval $\mathcal{Y}$. Using the definition of CVaR \[19\], we express the optimal value $V_\alpha^*(x)$ \[50\] in terms of a family of risk-neutral problems as follows:

$$V_\alpha^*(x) = \inf_{s \in \mathbb{R}} \left( s + \frac{1}{\alpha} V^*(s) \right),$$

$$V^*(x) := \inf_{\pi \in \Pi} E_x^\pi(\max\{\bar{Z} - s, 0\}), \quad s \in \mathbb{R},$$

for every $\alpha \in (0, 1]$ and $x \in S$. To derive a dynamic program to compute $V^*$, we specify $Y_1, Y_2, \ldots, Y_N$ recursively by

$$Y_{t+1} = \max\{c_t(X_t, U_t), Y_t\}, \quad t \in T,$$

where the realizations of $Y_0$ are concentrated at $a$. $Y_{t+1}$ summarizes the random maximum cost up to time $t$ because we have

$$Y_{t+1} = \max\{Y_0, c_0(X_0, U_0), \ldots, c_t(X_t, U_t)\}$$

by \[54\] and the realizations of $Y_0$ are concentrated at a lower bound for the functions $c_0, c_1, \ldots, c_N$. The realizations of $Y_t$ are in $\mathcal{Y} = [a, b]$. The random augmented state is $(X_t, Y_t)$, and the realizations of $(X_0, Y_0)$ are concentrated at $(x, a)$, where $x \in S$ is arbitrary.

To compute $V^*$, we consider a dynamic program on $S \times \mathcal{Y}$, whose iterates are parametrized by $s \in \mathbb{R}$. Let $s \in \mathbb{R}$ be given, and define the functions $J_N^s, \ldots, J_1^s, J_0^s$ recursively backwards in time as follows. Define the function $J_N^s$ by $J_N^s(x, y) := \max\{\max\{c_N(x, y) - s, 0\}\}$ for every $(x, y) \in S \times \mathcal{Y}$, and for $t = N - 1, \ldots, 1, 0$, define the function $J_t^s$ by

$$J_t^s(x, y) := \inf_{u \in C} \int_D J_{t+1}^s(f_t(x, u, w), \max\{c_t(x, u, y)\}) p_t(dw), \quad (x, y) \in S \times \mathcal{Y}.$$

Under regularity conditions, one can show that $J_0^s(x, a) = V^*(x)$ for every $x \in S$, and there exists a deterministic history-dependent policy that is optimal for $V^*$ \[23\]. Such a policy is parametrized by $s$ and takes the form $\pi^*_s = (\pi_0^*, \pi_1^*, \ldots, \pi_{N-1}^*)$, where each $\pi_t^*$ is a function from $S \times \mathcal{Y}$ to $C$ \[23\].

Limitations of this type of policy deserve some discussion. Each $\pi_t^*$ is a function on the augmented state space $S \times \mathcal{Y}$ rather than just the original state space $S$, which adds computational burden. In addition, an optimal $s$ depends on a fixed initial state $x$ and risk-aversion level $\alpha$ based on \[52\], implying that an optimal

| Type of algorithm with state space augmentation | Quantile-based risk functionals (e.g., CVaR) | Expected (nonexponential) utility risk functionals |
|-----------------------------------------------|-----------------------------------------------|--------------------------------------------------|
| Dynamic programming or Q-learning             | 23, 52, 54, 107, 108, 109, 113                | 32                                               |
| Linear programming                            | 53                                             | 53                                               |
policy also depends on $x$ and $\alpha$.\footnote{A policy that depends on a fixed initial time and state is called a \textit{precommitment} policy, e.g., see \cite[p. 549]{125}.} Despite these issues, policies on augmented state spaces are of theoretical interest and have been studied in numerous risk-averse contexts \cite{32, 52, 53, 54, 109}.

4.3. \textbf{Scalability and adaptability challenges of risk-averse model-based approaches}

Thus far, we have focused on presenting model-based approaches, which assume knowledge of the dynamics equations $f_t$ and disturbance distributions $p_t$ in particular. Many systems of interest operate according to well-established physical or chemical laws in practice. Thus, assuming that the dynamics equations are known need not be limiting. However, systems can involve many interacting components, e.g., robots with many joints, city-wide water networks, and several cancer drugs applied in combination, leading to high-dimensional models that are challenging to analyze and expensive to optimize. Moreover, even when a system can be well-represented by a low-dimensional model, its intended behaviour can be affected by disturbances that are difficult to anticipate. While one can conduct experiments to estimate a family of plausible distributions for disturbances, the family can change in unexpected ways during the system’s operation. In particular, assuming exact knowledge of a disturbance distribution may lead to a harmful outcome in practice, if the distribution at runtime differs significantly from the one that is assumed during planning. These issues are well-known in the autonomous systems community.

In the rest of the survey, we will discuss recent work and future directions that have the potential to alleviate these issues for risk-averse autonomous systems. In Section 6 we will present model-free methods for risk-averse optimal control. Then, in Section 7, we will present future directions, which include ideas about real-time adaptation and combined model-free and model-based methods.

5. \textbf{Model-free methods for risk-averse optimal control}

Algorithms that rely on simulators have the benefit of not requiring explicit mathematical models. Q-learning and temporal difference learning are classical examples of model-free algorithms.\footnote{We use the term model-free to describe methods that rely on simulation. An early exploration of (non-risk-aware) temporal difference learning was conducted by Witten in 1977 in an adaptive control setting \cite{126}. The classical form of Q-learning is attributed to Watkins’ research from 1989 and 1992 \cite{127, 128}. Additional history is provided by Sutton and Barto \cite{3}.} Model-free algorithms require experimental platforms (in hardware or software) that can generate sufficiently many representative samples and mathematical assumptions about the exploration process. For example, to guarantee that a Q-learning algorithm converges, all state-action pairs must be simulated infinitely often. While these requirements are suitable only for some applications, model-free risk-averse methods have been growing in popularity since the 1990s. Table 9 provides example papers. In the rest of the section, we will discuss a recent work from 2021 \cite{47}, which develops a scalable risk-averse temporal difference learning algorithm and its theoretical foundations.

| Risk-averse Q-learning or temporal difference (TD) learning (1994–2021) | Example papers |
|---|---|
| • Q-learning with a maximum cost criterion; one of the first papers to introduce risk functionals to the machine learning community (1994); | 6 |
| • Q- and TD-learning algorithms that highlight unfavorable state transitions using a scalar weighting (2002); | 129 |
| • Q-learning with the exponential utility functional (2002); | 98 |
| • Q-learning to optimize approximately an MDP subject to a chance constraint (2001, 2005); | 75, 76 |
| • Q-learning with a utility-based risk functional; the work studies connections between the algorithm and human behaviour (2014); | 130 |
| • Q-learning with a nested risk functional (2017, 2021); | 131, 132 |
| • Temporal difference learning with a nested risk functional (2021). | 47 |

Table 9: This table summarizes risk-averse model-free approaches for autonomous systems. Most papers concern finite-state finite-action Markov decision processes. The dates provide the time frames of the selected papers.
First, we will introduce the problem setting of [17], and then, we will present the value function of interest. The system is a finite-state finite-action MDP that operates on an infinite time horizon using a deterministic Markov policy \((\pi, \pi, \ldots)\), where \(\pi : S \to C\) is given. We can simulate transitions between states, but we do not know the matrix of conditional probabilities explicitly. For convenience, we recall some notation from Section 2. The state space is \(S = \{1, 2, \ldots, \ell\}\), where \(\ell \in \mathbb{N}\) is given. The scalar \(p_{ij}(\pi(i))\) is the probability that the realization of \(X_{t+1}\) is \(j\), provided that the realization of \((X_t, U_t)\) is \((i, \pi(i))\). The vector \(P^\pi_t \in \mathbb{R}^{1 \times \ell}\) is row \(i\) of the matrix of conditional probabilities \(P^\pi \in \mathbb{R}^{\ell \times \ell}\). The goal is to estimate the long-term risk of the system under the policy \((\pi, \pi, \ldots)\), which is quantified using the following value function:

\[
v^\pi(i) := \lim_{N \to \infty} \rho_{0,N}^\pi(i), \quad i \in S.
\]  

(57)

The scalar \(\rho_{0,N}^\pi(i) \in \mathbb{R}\) is the value of a nested risk functional to be described. For every \(t \in \mathbb{T} \cup \{N\}\), the scalar \(\rho_{t,N}^\pi(i)\) is viewed as the risk of the system that is incurred from time \(t\) to time \(N\), provided that the realization of \(X_t\) is \(i\) and the system uses the policy \((\pi, \pi, \ldots)\). This quantity is defined recursively in terms of a stage cost function \(c : S \times C \to \mathbb{R}\) as follows. Define \(\rho_{t,N}^\pi(i) := c(i, \pi(i))\) for every \(i \in S\), and then define \(\rho_{t,N}^\pi\) for \(t = N - 1, \ldots, 0\) using a backwards recursion:

\[
\rho_{N,N}^\pi(i) := c(i, \pi(i)) + \beta \cdot \zeta_i(P^\pi_N, \rho_{N+1,N}^\pi), \quad i \in S,
\]  

(58)

where \(\beta \in (0, 1)\) is a discount factor and \(\zeta_i(P^\pi_N, \rho_{N+1,N}^\pi) \in \mathbb{R}\) is the value of a risk functional. The paper [17] provides a numerical example using the mean-upper-semideviation on \(L^1\) [16]. In the risk-neutral setting, one would choose \(\zeta_i(P^\pi_N, \rho_{N+1,N}^\pi)\) to be a conditional expectation of \(\rho_{t+1,N}^\pi\), i.e.,

\[
\zeta_i(P^\pi_t, \rho_{t+1,N}^\pi) = \sum_{j \in S} \rho_{t+1,N}^\pi(j) \ p_{ij}(\pi(i)).
\]  

(59)

We will summarize the steps for estimating \(v^\pi\) from [17], and then, we will discuss advantages and disadvantages of the proposed approach. There are three main steps to estimate \(v^\pi\):

1. Under regularity conditions, argue that \(v^\pi\) exists and satisfies the fixed point equation:

\[
v^\pi(i) = c(i, \pi(i)) + \beta \cdot \zeta_i(P^\pi_t, v^\pi), \quad i \in S.
\]  

(60)

2. Assume that \(v^\pi\) is well-approximated by a linear combination of functions \(\varphi_j : S \to \mathbb{R}\) with \(j \in \{1, 2, \ldots, M\}\) and \(M \in \mathbb{N}\):

\[
v^\pi(i) \approx [\varphi_1(i) \quad \varphi_2(i) \quad \cdots \quad \varphi_M(i)] \ r^\pi = \varphi(i)^\top r^\pi, \quad i \in S,
\]  

(61)

for some vector \(r^\pi \in \mathbb{R}^M\), where the symbol \(\top\) denotes transpose. For convenience, define the matrix \(\Phi \in \mathbb{R}^{\ell \times M}\) of features by

\[
\Phi := [\varphi(1) \quad \varphi(2) \quad \cdots \quad \varphi(\ell)]^\top.
\]  

(62)

3. Consider a realization \((i^*_0, i^*_1, \ldots) \subset S\) of the system’s trajectory under the policy \((\pi, \pi, \ldots)\). As the system evolves, one applies a temporal difference algorithm to obtain a sequence \((r^*_0, r^*_1, \ldots) \subset \mathbb{R}^M\). The vector \(r^*_t\) for a sufficiently large \(t \in \mathbb{N}\) provides an estimate for \(r^\pi\). A basic version of the algorithm, which resembles gradient descent, is given by

\[
r^*_t = r^*_{t+1} - \gamma t \cdot g^\pi_t(i^*_t, r^*_t), \quad t = 0, 1, 2, \ldots,
\]  

(63a)

where \(\gamma_t > 0\) is a step size, and the function \(g^\pi : S \times \mathbb{R}^M \to \mathbb{R}^M\) takes the form

\[
g^\pi(i, r) = \varphi(i) \left(\varphi(i)^\top r - c(i, \pi(i)) - \beta \cdot \zeta_i(P^\pi_t, \Phi r)\right), \quad (i, r) \in S \times \mathbb{R}^M.
\]  

(63b)

The scalar \(\zeta_i(P^\pi_t, \Phi r)\) is an estimate for \(\zeta_i(P^\pi_t, \Phi r)\), which is obtained by sampling transitions from state \(i\). An estimate for \(\zeta_i(P^\pi_t, \Phi r)\) is needed because the vector of conditional probabilities \(P^\pi_t\) is not
known. $g^\pi(i, r)$ (63b) approximates the gradient of a mean-squared error with respect to $r$. The sequence $(r_0^\pi, r_1^\pi, \ldots)$ is studied formally in (17) under appropriate conditions.

The above method does not require all state-action pairs to be visited infinitely often; in contrast, Q-learning algorithms have this exploration requirement. Moreover, the method scales to large finite state spaces due to the assumed linear approximation for $v^\pi$ (61). A linear system example with $\ell$ on the order of $10^{127}$ states has been implemented on a four-core computer (17). We are not aware of another risk-averse method that scales so well, and it is likely that other researchers will develop related frameworks to gain the scalability benefit. However, the assumption that $v^\pi$ is well-approximated by a linear combination of features (61) lacks theoretical justification. It is not known how to select the features a priori to guarantee a sufficient degree of accuracy. Quantifying the errors induced by the feature approximation, i.e., $v^\pi(i) - \phi(i)^T r^\pi$ for some $t \in \mathbb{N}$ and $i \in S$, is an open question. An assessment of these errors is valuable for any system and is especially important for systems with safety concerns.

6. Conclusions and future directions

Model-free and model-based approaches have advantages and disadvantages, which have particular relevance for risk-averse autonomous systems. Of course, simulations in software and experiments in hardware have limited ability to represent the nuances of the real world. Using simulations or experiments to anticipate and circumvent rare harmful outcomes, which concern risk-averse systems, is difficult. This task may require the selective generation of samples, e.g., importance sampling (133). Otherwise, the task may require large numbers of samples, which is not feasible for every application. For example, if the task is to design a treatment strategy for a leukemia patient, collecting many identically distributed blood samples is not practical due to inconvenience, discomfort, and financial limitations. While model-based approaches often enjoy desirable theoretical properties in principle, their practical use requires sufficiently representative disturbance distributions and low-dimensional dynamics equations, which may not be available.

Safe learning is a growing research area that builds on ideas from adaptive control theory (134) and reinforcement learning to develop combined model-free and model-based methods for autonomous systems. Let us briefly mention two early works in safe RL. In 1996, Schneider examined an application of dynamic programming in which the assumed model is reidentified continually using up-to-date observations to promote safer operation (135). Six years later, Perkins and Barto applied Lyapunov stability theory to design policies with safety and performance guarantees (136). In recent years, safe learning has focused on improving the estimates of models and reachable (or invariant) sets using data samples and Gaussian processes. Surveys from 2020 and 2022 are provided by (15) and (16), respectively. Future work that merges machinery from safe learning and risk-averse optimal control is needed to permit real-time adaptation of risk-averse autonomous systems to changing environments. We are not aware of any research that uses risk functionals and data samples to improve the estimates of models or reachable sets in real time. However, this research direction is likely to be fruitful, given experimental evidence that some risk functionals can offer protection against modelling errors (17).

Typically, a risk functional and a risk-aversion parameter are fixed a priori, and then, an algorithm is designed to optimize a random cost that is evaluated according to these choices. It would be worthwhile to update the value of the risk-aversion parameter iteratively, as new data is acquired in real time. That is, concepts from adaptive control and safe learning could be applied to learn the risk-aversion parameter’s value and an action for time $t$ based on the current estimate of the model’s accuracy.

Below, we outline additional areas for future research:

- The field requires more knowledge about how to design experiments so that the experiments provide data samples with desired statistical properties at runtime.

---

24 The error is the difference between a linear approximation for $v^\pi$ (61) and an estimate for the right side of the fixed point equation (60):

$$\text{error}^\pi(r) = \phi(i)^T r - c(i, \pi(i)) - \beta \cdot \hat{\zeta}(P^\pi, \Phi r),$$

(64)

$g^\pi(i, r)$ (63b) equals the gradient of $\frac{1}{2}(\text{error}^\pi(r))^2$ with respect to $r$, provided that the term $\hat{\zeta}(P^\pi, \Phi r)$ in (64) is treated as being constant in $r$. 

---

26
Studies about risk-averse model-free methods from a nonasymptotic viewpoint are needed. This is because finite time horizons and finitely many samples are used in practice. It is notable that a paper from 2021 [132] offers a nonasymptotic analysis of a risk-averse Q-learning algorithm.

There is limited understanding about which risk functional may be more useful for a given application. To improve this understanding, the field requires additional empirical studies that compare the performance of different systems, where performance is quantified using different risk functionals. For instance, in previous experimental work, we discovered that choosing a more negative value for $\theta$ when optimizing exponential utility (37) can increase both the mean and variance, suggesting caution when using exponential utility for optimal control in practice [55].

New theoretical risk-averse optimal control methods that include both model-free and model-based aspects will likely yield positive impact.

Naturally, an appropriate blend of model-free and model-based approaches is application-specific. For example, in online shopping or ride-sharing, data is plentiful and is likely suitable for predicting consumer behaviour. However, in medical or environmental applications that involve rare high-consequence situations, simulators or representative data sets may not be available. In this case, using simulations or data to drive decision-making would not be suitable. Instead, it would be suitable to use a mixture of tools and knowledge. For instance, to help improve cancer outcomes, work with oncologists and use patient data as well as biological and chemical models. To support urban water environmental health, work with water specialists and city planners and use precipitation data, weather forecasts, and hydrologic models.

Risk-averse autonomous systems research currently emphasizes applications related to finance, robots, and vehicles (ground or aerial). While these applications are important, diversity of applications is also important. Domains that deserve further emphasis in risk-averse systems research include renewable energy [89], water resources [90, 91], and biology [92, 93]. These domains require systems to operate effectively despite uncertainties, and the mitigation of harmful consequences in these domains is paramount. We are hopeful that the technology of risk-averse autonomous systems will be developed and applied broadly to enhance human and environmental welfare.
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