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ABSTRACT. We study the following problem and its applications: given a homogeneous degree-$d$ polynomial $g$ as an arithmetic circuit, and a $d \times d$ matrix $X$ whose entries are homogeneous linear polynomials, compute $g(\partial/\partial x_1, \ldots, \partial/\partial x_n) \det X$. By considering special cases of this problem we obtain faster parameterized algorithms for several problems, including the matroid $k$-parity and $k$-matroid intersection problems, faster deterministic algorithms for testing if a linear space of matrices contains an invertible matrix (Edmonds’s problem) and detecting $k$-internal outbranchings, and more. We also match the runtime of the fastest known deterministic algorithm for detecting subgraphs of bounded pathwidth, while using a new approach.

Our approach raises questions in algebraic complexity related to Waring rank and the exponent of matrix multiplication $\omega$. In particular, we study a new complexity measure on the space of homogeneous polynomials, namely the bilinear complexity of a polynomial’s apolar algebra. Our algorithmic improvements are reflective of the fact that for the degree-$n$ determinant polynomial this quantity is at most $O(n^{2^{\omega n}})$, whereas all known upper bounds on the Waring rank of this polynomial exceed $n!$. 
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1. Introduction

Let $S_d^n := \mathbb{R}[x_1, \ldots, x_n]_d$ denote the vector space of homogeneous polynomials of degree $d$ in $n$ variables with real coefficients. We define the *apolar inner product* $\langle \cdot, \cdot \rangle : S_d^n \times S_d^n \to \mathbb{R}$ via

$$\langle f, g \rangle := f(\frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n})g.$$  

This inner product (alternatively known as the Sylvester product, the Bombieri inner product, or the Fischer-Fock inner product) originated in 19th century invariant theory [Syl52] and has become a source of interest in computer science due to algorithmic applications. In a typical application, one first identifies some easy-to-evaluate generating polynomial $g$ whose coefficients encode solutions to a combinatorial problem. This information can then be recovered by computing $\langle f, g \rangle$ for a suitable choice of $f$. While this quantity is often $\#P$ hard to compute exactly (this follows from the coming example), in special cases it can be efficiently approximated. This approach has led to new algorithms for problems as disparate as approximating permanents and mixed discriminants [Gur05], sampling from determinantal point processes [AGR16], Nash social welfare maximization [AOGSS17], and approximately counting subgraphs of bounded treewidth [Pra19].

For example, given a matrix $A \in \mathbb{R}^{n \times n}$, define $P_A := \prod_{i=1}^{n} \sum_{j=1}^{n} A_{i,j} x_j$. Then

$$\langle x_1 x_2 \cdots x_n, P_A \rangle = \sum_{\sigma \in S_n} \prod_{i=1}^{n} A_{i,\sigma(i)}$$

is the permanent of $A$.

As a second example, given a directed graph $G$ with $n$ vertices, let $A_G$ be the matrix with entry $(i, j)$ equal to the variable $x_i$ if there is an edge from vertex $v_i$ to vertex $v_j$, and zero otherwise. By the trace method,

$$\text{tr}(A_G^d) = \sum_{(v_{i_1}, v_{i_2}, \ldots, v_{i_d}) \in G, \ v_{i_1} = v_{i_d}} x_{i_1} \cdots x_{i_d} \in S_d^n.$$ 

Now let $A \in \mathbb{R}^{d \times n}$ be a matrix any $d$ columns of which are linearly independent. Let $X = A \cdot \text{diag}(x_1, \ldots, x_n) \cdot A^T$. By the Cauchy-Binet Theorem,

$$\det X = \sum_{S \in \binom{[n]}{d}} \det(A_S)^2 \prod_{i \in S} x_i.$$ 

(Here $A_S$ refers to the $d \times d$ submatrix of $A$ with columns indexed by the set $S$.) Since any $d$ columns in $A$ are linearly independent, $\det(A_S)^2 > 0$ for all $S \in \binom{[n]}{d}$. Then note that the result of differentiating $\text{tr}(A_G^d)$ by $\det(A_S)^2 \prod_{i \in S} x_i$ is positive if there is a simple cycle on the vertices $\{v_i : i \in S\}$, and zero otherwise. It follows that $\langle \det X, \text{tr}(A_G^d) \rangle > 0$ if and only if $G$ contains a simple cycle of length $d$.

Motivated by such examples, we consider the algorithmic task of computing (1) when $f$ is the determinant of a symbolic matrix (a matrix whose entries are homogeneous linear polynomials) and $g$ is given as an arithmetic circuit. This has applications to parameterized algorithms, yielding faster algorithms for the matroid $k$-packing and $k$-parity problems, the first deterministic $\text{poly}(n)$-time algorithm for testing if a subspace of matrices of dimension $O(\log n)$ contains an invertible matrix, faster deterministic algorithms for detecting $k$-internal outbranchings, among others. Starting from the observation of the above example, we also give a deterministic $\varphi^{2d} \text{poly}(n) < 2.69^d \text{poly}(n)$-time algorithm for detecting simple cycles of length $d$ in an $n$-vertex graph. Here $\varphi := \frac{1 + \sqrt{5}}{2}$ is the golden ratio. This brushes up against the fastest known algorithm for this problem which has runtime $2.55^d \text{poly}(n)$ [Tsu19]. Our algorithm also generalizes to detecting subgraphs of bounded pathwidth, unexpectedly matching the runtime of the fastest known algorithm for this problem [FLPS16], while using a new, very mechanical, approach.
Our algorithms for computing special cases of (1) turn out to be equivalent to algorithms for performing arithmetic in a certain algebra $A_f$ associated to $f$, namely the apolar algebra of $f$. Apolar algebras (also known as Artinian Gorenstein algebras) have been studied extensively since the work of F.S. Macaulay in 1916 [Mac94] and are ubiquitous in algebraic combinatorics; see e.g. [AHK18]. As a first step towards extending our approach, we then study $R(A_f)$, the bilinear complexity of the apolar algebra of a polynomial $f$. This gives upper bounds on the number of non-scalar multiplications needed to compute (1) in the white-box setting (Proposition 5). We will show in Example 3 that in fact previous methods in exact algorithms (specifically, those for subset convolution) necessarily made use of upper bounds on this quantity.

To obtain further algorithmic improvements, we pose the following algebraic question:

**Question 1.** Let $T_{d,n}$ be the set of all $f \in S^n_d$ such that $f = \sum_{S \subseteq \{a\}} c_S \prod_{i \in S} x_i$, where $c_S > 0$ for all $S$. What is $B(d, n) := \min(\dim \text{Diff}(f) : f \in T_{d,n})$? Here $\text{Diff}(f)$ denotes the vector space spanned by the partial derivatives of all orders of $f$.

This question was asked in [Pra19, Question 73], but it was not known that an answer would have algorithmic implications. Our algorithms make use of the upper bound $B(d, n) < \varphi^{2d}$, obtained by taking $f$ to be the determinant of a symbolic Hankel matrix. We remark that it is not hard to show that $B(d, n) \geq 2^d$. A proof of this fact is sketched as follows: first, observe that $\dim \text{Diff}(f)$ does not increase under zeroing out variables. Hence for any $f \in T_{d,n}$, $\dim \text{Diff}(f) \geq \dim \text{Diff}(c \cdot x_1x_2 \cdots x_d)$ for some nonzero constant $c$. As $\text{Diff}(c \cdot x_1x_2 \cdots x_d)$ is spanned by the collection of products of subsets of the variables $x_1, \ldots, x_d$, the claim follows.

### 1.1. Previous approaches to computing the inner product (1).

One special case of (1) that has been the source of several recent breakthroughs is when $f$ and $g$ are real stable polynomials with nonnegative coefficients; see e.g. [Gur08] AGV18. In this case $\langle f, g \rangle$ can be approximated (up to a factor of $\epsilon^d + \epsilon$) in polynomial time by a reformulation as a convex program [AG17 Theorem 1.2]. For the cases we consider, however, $f$ and $g$ will not be real stable.

Another approach is based on Waring rank upper bounds [Bar96, Gur06, Gly13, Pra19]. The Waring rank of $f \in S^n_d$, denoted $R_S(f)$, is defined as the minimum $r$ such that $f = \sum_{i=1}^{r} c_i \ell_i^d$ for linear forms $\ell_1, \ldots, \ell_r \in S^n_1$ and scalars $c_1, \ldots, c_r$. For example, the identity

$$x_1x_2x_3 = \frac{1}{24} \left[ (x_1 + x_2 + x_3)^3 - (x_1 + x_2 - x_3)^3 - (x_1 - x_2 + x_3)^3 - (-x_1 + x_2 + x_3)^3 \right]$$

shows that $R_S(x_1x_2x_3) \leq 4$. Waring rank has been studied in invariant theory and algebraic geometry since the 1850’s [IK99 Introduction] and has gained recent attention for its applications to algebraic complexity [BIP19, CHI18]. Its relevance to (1) is due to the following fact, which can be verified by a direct calculation: if $f = \sum_{i=1}^{r} c_i (a_{i,1}x_1 + \cdots + a_{i,n}x_i)^d$, then for all $g \in S^n_d$,

$$\langle f, g \rangle = dt \sum_{i=1}^{r} c_i g(a_{i,1}, \ldots, a_{i,n}).$$

Hence upper bounds on $R_S(f)$ yield algorithms for computing $\langle f, g \rangle$. Furthermore, it was shown in [Pra19 Theorem 6] that with only evaluation access to $g$, $R_S(f)$ queries are required to compute this inner product. Unfortunately, $R_S(f)$ is usually prohibitively large; for instance, the Waring rank of almost all $f \in S^n_d$ is at least $\lceil \frac{n + d - 1}{d} / n \rceil$ [Lan12 Section 3.2].

In [Pra19] this difficulty was overcome by studying relaxations of Waring rank. For instance, while the elementary symmetric polynomial $e_{n,d}$ is known to have Waring rank roughly $n^{d/2}$ [Lee16], for all $\varepsilon > 0$ there exists a polynomial $f_\varepsilon \in S^n_d$ with Waring rank only $O(\frac{4.075^d \log n}{\varepsilon^2})$ that $\varepsilon$-approximates $e_{n,d}$, in the sense that for all $g \in S^n_d$,

$$(1 - \varepsilon)\langle e_{n,d}, g \rangle \leq \langle f_\varepsilon, g \rangle \leq (1 + \varepsilon)\langle e_{n,d}, g \rangle.$$
This fact lends itself to parameterized algorithms for problems such as approximately counting simple cycles. We remark that this discrepancy between $R_S(e_{n,d})$ and the Waring rank of polynomials "close" to $e_{n,d}$ can be understood from a parameterized algorithms perspective as reflecting the fact that exactly counting cycles of a given length is $\#W[1]$ hard [FG04], whereas the problem of approximately counting cycles has been known to admit parameterized algorithms since [AR02].

1.2. **Our approach.** In contrast to previous approaches, we consider the white-box setting where $g$ is given as an arithmetic circuit $C$. For us, $f$ will always be the determinant of a symbolic matrix $X$ that is given as input. Our algorithms work by inductively evaluating $C$, computing at each gate the result of differentiating $\det X$ by the polynomial computed by $C$ at that gate. At the end of the algorithm, the output gate of $C$ will therefore contain $\langle g, f \rangle = \langle f, g \rangle$. Here we make use of the fact that $\langle \cdot, \cdot \rangle$ is symmetric, so one can either think about differentiating $f$ by $g$ or vice versa.

The key to our approach is that for a symbolic $d \times d$ matrix $X$, the vector space of partial derivatives of $\det X$ has dimension at most $4^d$, and in some important cases this bound can be improved to $\phi^{2d}$. So while one might naively represent an element in this space as a linear combination of $\binom{n+d}{d}$ monomials, doing so generally includes a significant amount of unnecessary information. Instead, we represent elements in this space as linear combinations of minors (determinants of submatrices) of $X$, which are specified by pairs of increasing sequences.

We will start by giving in our Theorem 1 an algorithm for the special but important case when $g$ is computed by a **skew** circuit, meaning one of the two operands to each multiplication gate is a variable or a scalar:

**Theorem 1.** Let $C$ be a skew arithmetic circuit computing $g \in S_d^n$, and let $X = (\ell_{i,j})_{i,j \in [d]}$ be a symbolic matrix with entries in $S_d^n$. Then we can compute $\langle \det X, g \rangle$ with $4^d |C| \text{poly}(d)$ arithmetic operations.

Our algorithm for Theorem 1 only uses linear algebra and basic properties of differentials.

Of particular interest will be the case of Theorem 1 when $X$ is a Hankel matrix, meaning that $X_{i,j} = X_{i+k, j-k}$ for all $k = 0, \ldots, j - i$. For example, the generic $3 \times 3$ Hankel matrix is

$$
\begin{bmatrix}
x_1 & x_2 & x_3 \\
x_2 & x_3 & x_4 \\
x_3 & x_4 & x_5 \\
\end{bmatrix}
$$

We show the following improvement in this special case:

**Theorem 2.** Let $C$ be a skew arithmetic circuit computing $g \in S_d^n$, and let $X = (\ell_{i,j})_{i,j \in [d]}$ be a symbolic Hankel matrix with entries in $S_d^n$. Then we can compute $\langle \det X, g \rangle$ with $\phi^{2d} \text{poly}(d)|C|$ arithmetic operations. Here $\phi \coloneqq \frac{1+\sqrt{5}}{2}$ is the golden ratio.

The improvement in Theorem 2 over Theorem 1 is facilitated by the fact that the space of partial derivatives of the determinant has dimension about $4^d$, whereas the space of partial derivatives of the determinant of a Hankel matrix has dimension less than $\phi^{2d}$. We also make use of linear relations in the space of minors of a Hankel matrix originally studied in commutative algebra [Con98].

1.3. **Applications to parameterized algorithms.** Theorem 1 yields faster algorithms for the $k$-matroid intersection and matroid $k$-parity problems. These are the following problems:

**Problem 1** (Matroid $k$-Parity). Suppose we are given a matrix $B \in \mathbb{Q}^{km \times kn}$ representing a matroid $M$ with groundset $[kn]$, and a partition $\pi$ of $[kn]$ into parts of size $k$. Decide if the union of any $m$ parts in $\pi$ are independent in $M$.

**Problem 2** ($k$-Matroid Intersection). Suppose we are given matrices $B_1, \ldots, B_k \in \mathbb{Q}^{m \times n}$ representing matroids $M_1, \ldots, M_k$ with the common groundset $[n]$. Decide if $M_1, \ldots, M_k$ share a common base.

---

1By “differentiating $f$ by $g$” we mean applying the differential operator $g(\partial/\partial x_1, \ldots, \partial/\partial x_n)$ to $f$. 

---
We show in Theorems 3 and 4 that these can be solved in time \(4^{kn} \text{poly}(N)\), where \(N\) denotes the size of the input. When \(k = 2\) these are the classic matroid parity and intersection problems and can be solved in polynomial time, but for \(k > 2\) they are NP-hard. The first algorithms for general \(k\) faster than naïve enumeration were given by Barvinok in [Bar95], and had runtimes \((km)^{2k+1}4^{km} \text{poly}(N)\) and \((km)^{2k}4^{km} \text{poly}(N)\), respectively. A parameterized algorithm for Problem 1 was also given by Marx in [Mar09] where it was used to give fixed-parameter tractable algorithms for several other problems, including Problem 2. The fastest algorithms prior to our work were due to Fomin et al. [FLPS16] and had runtime \(2^{kn\omega} \text{poly}(N)\), where \(\omega < 2.373\) is the exponent of matrix multiplication [LG14].

By combining Theorem 1 with a known construction of the determinant as a skew circuit [MV97], we obtain a faster deterministic algorithm for the following problem:

**Problem 3 (SING).** Given matrices \(A_1, \ldots, A_n \in \mathbb{Q}^{d \times d}\), decide if their span contains an invertible matrix. Equivalently, decide if \(\det \sum_{i=1}^n x_i A_i \neq 0\).

We show that SING can be solved in \(4^d \text{poly}(N)\) time in our Corollary 2. In particular, this establishes that SING \(\in \mathcal{P}\) for subspaces of matrices of logarithmic dimension. The fastest previous algorithm, given by Gurvits in [Gur03], had runtime \(2^d d^\omega \text{poly}(N)\) and made use of an upper bound of \(2^d d!\) on \(\text{det}_d\). This problem was originally studied by Edmonds for its application to matching problems [Edm67]. While it is known to admit a simple randomized polynomial time algorithm as was first observed by Lovász [Lov79], a deterministic polynomial time algorithm would imply circuit lower bounds that seem far beyond current reach [Kip14]. As a result, variants of SING have attracted attention, leading to a recent breakthrough in the non-commutative setting [GGOW19].

Theorem 2 yields the following applications:

**Corollary 6.** The following problems admit deterministic algorithms running in time \(\varphi^{2d} \text{poly}(n)\):

1. Deciding whether a given directed \(n\)-vertex graph has a directed spanning tree with at least \(d\) non-leaf vertices,
2. Deciding whether a given edge-colored, directed \(n\)-vertex graph has a directed spanning tree containing at least \(d\) colors,
3. Deciding whether a given planar, edge-colored, directed \(n\)-vertex graph has a perfect matching containing at least \(d\) colors.

The previous fastest algorithms for these problems had runtimes \(3.19^d \text{poly}(n)\), \(4^d \text{poly}(n)\), and \(4^d \text{poly}(n)\), respectively [Bro19]. This built upon work of Gutin et al. [GRWZ18] Problem (1) is the best studied among these, with [GRWZ18] Table 1 listing eleven articles on this problem in the last fourteen years. It is noteworthy that our improvements do not rely on any problem-specific adaptations.

Theorem 2 also yields a \(\varphi^{2d} \text{poly}(n)\)-time deterministic algorithm for detecting simple cycles of length \(d\) in an \(n\) vertex directed graph (and paths, and more generally subgraphs of bounded treewidth). While it is known that simple cycles of length \(d\) can be detected in randomized time \(2^d \text{poly}(n)\) [Wil99] \((1.66^d \text{poly}(n)\) for undirected graphs [Boi10], it is a major open problem to achieve the same runtime deterministically. Our algorithm brushes up against the fastest known deterministic algorithm for this problem which has runtime \(2.55^d \text{poly}(n)\) [Tsu19], and unexpectedly matches the runtime of a previous algorithm [FLPS16] while using a different (shorter) approach. Our algorithm differs from those of previous algorithms which have been based on paradigms such as color coding, divide and color, and representative families [CFK+15 Chapter 5]. Whereas these methods make use of explicit constructions of pseudorandom objects such as perfect hash families, universal sets, and representative sets, our algorithm makes use of algebraic-combinatorial identities. This approach was foreshadowed in [BDH18] Theorem 2. It is important to note that our algorithm only works for unweighted graphs (or weighted graphs with integer weights bounded by \(\text{poly}(n)\)), while several previous algorithms work for weighted graphs. The algorithm of [FLPS16] also extends more generally to detect subgraphs of bounded treewidth.

### 1.4. Algebraic considerations

As we note in Remark 2 our Theorems 1 and 2 can be viewed as algorithms for multiplication by degree-1 elements in the apolar algebras of the determinant and the generic...
Hankel determinant, respectively. Algorithms for general multiplication in these algebras, however, would have applications to problems such as detecting subgraphs of bounded treewidth (rather than just path-width). As a first step towards this, we consider the quantity $R(A_f)$, the bilinear complexity of $A_f$. This is at most twice the number of non-scalar multiplications needed to multiply two elements in $A_f$, and we show in Proposition 5 how it bounds the number of multiplications that can be used to compute (1). We note in our Theorem 3 that $R(A_f)$ is, up to a linear factor, a lower bound on the Waring rank of $f$.

We show that for the degree-$n$ determinant polynomial $\det_n$, $R(\det_n) \leq O(n2^{\omega n})$ where $\omega < 2.373$ is the exponent of matrix multiplication [LG14]. Our upper bound on $R(\det_n)$ follows by realizing the apolar algebra of the determinant as a limit of a tensor product of Clifford algebras, which are classically known to be isomorphic to matrix algebras. We point out that if our upper bound on $R(\det_n)$ is optimal, by Theorem 3 we would have that $R_S(\det_n) \geq \Omega(2^{\omega n})$. For reference, the best known lower bounds on $R_S(\det_n)$ are roughly $4^n$. Therefore if known lower bounds on $R_S(\det_n)$ and our upper bound on $R(\det_n)$ are roughly optimal, then $\omega = 2$. The Waring rank of the determinant and $\omega$ have been studied primarily in different contexts (see [AR19, Sha15, BT20, DT15] for work on the former), and have only started to be related [CHI+18].

1.5. Paper outline. In the next section we prove Theorems 1 and 2. In Section 3 we give our applications. These follow quickly from Theorems 1 and 2 using little more than Cauchy-Binet. In Section 4 we then define the apolar algebra of a polynomial, and briefly discuss tensor rank and bilinear complexity. Using these we then define $R(A_f)$. We show in Example 3 how the fast subset convolution algorithm of [BHKK07] is equivalent to an algorithm for multiplication in $A_{x_1,x_2,\ldots,x_n}$, and how one can deduce from known tensor rank upper bounds improved upper bounds on the number of non-scalar multiplications needed to compute subset convolution. Finally we give our upper bound on $R(\det_n)$.

2. Computing the apolar inner product for skew circuits

We start by giving an algorithm for computing (1) in the case that $g$ is the determinant of a symbolic matrix and $f$ is computed by a skew arithmetic circuit $C$. This is a warmup for the special case when $g$ is the determinant of a symbolic Hankel matrix.

We fix the following notation for the rest of the paper. We denote by $|C|$ the total number of gates in the circuit $C$. Let $N_d^k$ be the set of $k$-tuples with elements in $[d]$, and let $I(d,k) \subseteq N_d^k$ be the set of strictly increasing sequences of length $k$ with elements in $[d]$; when $k = 0$ we include the empty sequence in this set. Given a $d \times d$ matrix $X$ and tuples $\alpha, \beta \in I(d,k)$, we denote by $X[\alpha \beta]$ the minor (determinant of a submatrix) of $X$ with rows indexed by $\alpha$ and columns indexed by $\beta$. We declare the “empty minor” $X[\cdot \cdot]$ to equal one. We use the convention of writing $\alpha_1, \ldots, \alpha_i, \ldots, \alpha_k$ to denote the sequence $\alpha_1, \ldots, \alpha_{i-1}, \alpha_{i+1}, \ldots, \alpha_k$ obtained from $\alpha$ by omitting $\alpha_i$. We call a monomial $x_1^{a_1} \cdots x_n^{a_n}$ square-free if $a_i \in \{0, 1\}$ for all $i$.

For $f \in S_d^n$, $\text{Diff}(f)$ denotes the vector space spanned by the partial derivatives of $f$ of all orders (this includes $f$ itself). For example, $\text{Diff}(x_1 x_2)$ is the vector space spanned by $x_1 x_2, x_1, x_2, 1$. The next observation is a simple bound on this quantity for determinants of symbolic matrices, and has been essentially observed several times previously (e.g. [Sha15 Lemma 1.3]).

**Proposition 1.** Let $X = (\ell_{i,j})_{i,j \in [d]}$ be a symbolic matrix with entries in $S^n_1$. Then $\text{Diff}(\det X)$ is contained in the space of minors of $X$. Hence

$$\dim \text{Diff}(\det X) \leq \sum_{i=0}^d \binom{d}{i}^2 \binom{2d}{d} < 4^d.$$
Proof. Let \( \mathfrak{S}_d \) denote the symmetric group on \( d \) elements. By the Leibniz formula for the determinant and the product rule, for any \( l \in [n] \),
\[
\frac{\partial \det X}{\partial x_l} = \sum_{\sigma \in \mathfrak{S}_d} \text{sgn}(\sigma) \sum_{i=1}^{d} \frac{\partial \ell_{i,\sigma(i)}}{\partial x_l} \prod_{j \neq i} \ell_{j,\sigma(j)} = \sum_{1 \leq i,j \leq d} \frac{\partial \ell_{i,j}}{\partial x_l} \sum_{\sigma \in \mathfrak{S}_d, \sigma(i) = j} \text{sgn}(\sigma) \prod_{m \neq i} \ell_{m,\sigma(m)}
\]
\[
= \sum_{1 \leq i,j \leq d} (-1)^{i+j} \frac{\partial \ell_{i,j}}{\partial x_l} X[1, \ldots, \widehat{i}, \ldots, d, 1, \ldots, \widehat{j}, \ldots, d].
\]

Note that \( \frac{\partial \ell_{i,j}}{\partial x_l} \) is just a scalar. To see the last equality, consider the matrix \( X^{(ij)} \) obtained by setting the \((i, j)\)th entry of \( X \) to 1, and all other entries in the \( i \)th row of \( X \) to 0. Then \( \det X^{(ij)} = \sum_{\sigma \in \mathfrak{S}_d, \sigma(i) = j} \text{sgn}(\sigma) \prod_{m \neq i} \ell_{m,\sigma(m)} \), but at the same time by Laplace expansion along the \( i \)th row of \( X^{(ij)} \), \( \det X^{(ij)} = (-1)^{i+j} X[1, \ldots, \widehat{i}, \ldots, d, 1, \ldots, \widehat{j}, \ldots, d] \).

This shows that the space of order-1 partial derivatives of \( \det X \) is contained in the span of the degree-\((d - 1)\) minors of \( X \). That \( \text{Diff}(\det X) \) is contained in the space of minors of \( X \) follows by repeated application of this fact. Furthermore, since square \( k \times k \) submatrices of \( X \) can be identified by pairs of elements in \( I(d, k) \) (their row and column indices), the vector space spanned by all minors of \( X \) has dimension at most \( \sum_{k=0}^{d} |I(d, k)|^2 = \sum_{k=0}^{d} \binom{d}{k}^2 = \binom{2d}{d} \). \( \square \)

Lemma 1. Given as input a symbolic matrix \( X = (\ell_{i,j})_{i,j \in [d]} \) with entries in \( \mathcal{S}_n^d \), a linear combination \( P \) of minors of \( X \), and \( l \in [n] \), we can compute a representation for \( \frac{\partial P}{\partial x_l} \) as a linear combination of minors of \( X \) with \( 4^d \text{poly}(d) \) arithmetic operations.

Proof. Let \( P = \sum_{k=0}^{d} \sum_{\alpha, \beta \in I(d, k)} c_{\alpha, \beta} X[\alpha|\beta] \) and let \( a_{i,j}^{(l)} \) be the coefficient of \( x_l \) in \( \ell_{i,j} \) (so the input consists of \( l \) and the vectors \( (c_{\alpha, \beta}) \in \mathbb{R}^{(d)_n} \), \( (a_{i,j}^{(l)}) \in \mathbb{R}^{d^2} \)). Then by the same considerations as in the proof of Proposition 1
\[
\frac{\partial P}{\partial x_l} = \sum_{k=1}^{d} \sum_{\alpha, \beta \in I(d, k)} \sum_{1 \leq i,j \leq k} c_{\alpha,\beta} (-1)^{i+j} a_{i,j}^{(l)} X[\alpha_1, \ldots, \widehat{\alpha}_i, \ldots, \alpha_k|\beta_1, \ldots, \widehat{\beta}_j, \ldots, \beta_k].
\]

Note that for \( \alpha, \beta \in I(d, k) \), the coefficient of \( X[\alpha|\beta] \) in the above equals
\[
\sum_{1 \leq i,j \leq k} \sum_{\alpha' \neq \alpha, \beta' \neq \beta, \alpha = \alpha'_1, \ldots, \alpha'_k+1, \beta = \beta'_1, \ldots, \beta'_k+1} (-1)^{i+j} a_{i,j}^{(l)} c_{\alpha',\beta'}.\]

The numbers of pairs of sequences \( \alpha', \beta' \) considered by the inner sum is na"ively bounded by \( d^4 \) (there are \( d \) positions in \( \alpha \) where we could try to insert a number in \([d]\) into to get an increasing sequence, and similarly for \( \beta \), and hence the coefficient of each minor can be computed with \( O(d^6) \) arithmetic operations. Since there are \( \binom{2d}{d} \) minors, all coefficients can be computed with the stated number of operations. \( \square \)

Theorem 1. Let \( C \) be a skew arithmetic circuit computing \( g \in \mathcal{S}_n^d \), and let \( X = (\ell_{i,j})_{i,j \in [d]} \) be a symbolic matrix with entries in \( \mathcal{S}_n^d \). Then we can compute \( \langle \det X, g \rangle \) with \( 4^d |C| \text{poly}(d) \) arithmetic operations.

Proof. Say that gate \( v \) in \( C \) computes the polynomial \( C_v \). We will compute the inner product \( \langle \Pi \rangle \) inductively: at gate \( v \) we will compute and store \( C_v^0 \), a representation for \( C_v(\frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n}) \det A \) as a linear combination of minors of \( X \). \( C_v^0 \) will be stored as a vector of length \( \binom{2d}{d} \) indexed by pairs of row and column sets. At the end of the algorithm we will have computed \( f(\frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n}) \det X = \langle f, \det X \rangle \) at the output gate.
We start by computing and storing \( \frac{\partial}{\partial x_i} \det X \) at input gate \( x_i \), which by Lemma 1 can be done in \( 4^d \poly(d) \) time. Now suppose that gate \( v \) takes input from gates \( v' \) and \( v'' \), and that we have already computed \( C_{v'}^0 \) and \( C_{v''}^0 \). To compute \( C_v^0 \), there are two cases to consider:

1. \( C_v = x_i \cdot C_{v'} \). Then \( C_v^0 = \frac{\partial}{\partial x_i} C_{v'}(\frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n}) \) \( \det A = \frac{\partial}{\partial x_i} C_{v'}^0 \). Using Lemma 1 this can be computed with \( 4^d \poly(d) \) operations.

2. \( C_v = C_{v'} + C_{v''} \). Since differentiation is linear, \( C_v^0 = C_{v'}^0 + C_{v''}^0 \). Since \( C_{v'}^0 \) and \( C_{v''}^0 \) are vectors of length \( \binom{2d}{d} \), it takes \( (2d)^d \) operations to add them.

Hence at each gate we use at most \( 4^d \poly(d) \) arithmetic operations, for a total of \( 4^d \poly(d)|C| \).

We now show how Theorem 1 can be applied to obtain a deterministic algorithm for detecting simple cycles in graphs. This is not competitive, but it motivates our following improvement.

**Proposition 2.** Let \( G \) be a graph on \( n \) vertices. We can decide in \( 4^d \poly(n) \) time if \( G \) contains a simple cycle of length \( d \).

**Proof.** Let \( V \in \mathbb{Q}^{d \times n} \) be the Vandermonde matrix with \( V_{i,j} = j^i \). Let \( X = V \cdot \text{diag}(x_1, \ldots, x_n) \cdot V^T \). By the Cauchy-Binet Theorem,

\[
\det X = \sum_{\alpha \in \mathbb{I}(n,d)} V[1, \ldots, d][\alpha]^2 \prod_{i \in S} x_i.
\]

Since any \( d \) columns in \( V \) are linearly independent, \( V[1, \ldots, d][\alpha]^2 > 0 \) for all \( \alpha \in \mathbb{I}(n,d) \). Furthermore, observe that \( \text{tr}(A_G^d) \) has nonnegative coefficients and contains a square-free monomial if and only if \( G \) contains a simple cycle of length \( d \). It follows that \( \langle \det A, \text{tr}(A_G^d) \rangle \neq 0 \) if and only if \( G \) contains such a cycle. In addition, \( \text{tr}(A_G^d) \) can be naively computed by a skew circuit of size \( O(dn^3) \). The theorem follows by applying Theorem 1 noting that we only perform arithmetic with \( \poly(n) \)-bit integers.

Note that the \((i, j)\)th entry in the matrix \( X \) in the proof of Proposition 2 equals \( \sum_{k=1}^n k^{i+j} x_k \), and therefore \( X \) is Hankel. We now show how this additional structure can be exploited.

Fix linear forms \( \ell_1, \ldots, \ell_{2d-1} \in \mathbb{S}^n_1 \), and let \( C_d \) be the symbolic matrix

\[
\begin{bmatrix}
\ell_1 & \ell_2 & \ell_3 & \cdots & \ell_{2d-2} & \ell_{2d-1} \\
\ell_2 & \ell_3 & \cdots & \cdots & 0 \\
\ell_3 & \cdots & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\ell_{2d-2} & \cdots & \cdots & \cdots & 0 \\
\ell_{2d-1} & 0 & 0 & \cdots & 0
\end{bmatrix}
\]

(2)

The minors of the form \( C_d[1, 2, \ldots, k|b_1, \ldots, b_k] \), where \( k \leq d \) and \( b_k \leq 2d - k \), are called **maximal**. For brevity we denote such a minor by \( C_d[b_1, \ldots, b_k] \). Let \( H_d \) be the submatrix of \( C_d \) with row and column subscripts \( 1, \ldots, d \). It is readily seen that \( H_d \) is a Hankel matrix.

**Proposition 3.** \( \text{Diff}(\det H_d) \) is contained in the space of maximal minors of \( C_d \). Furthermore, the number of maximal minors of \( C_d \) is at most \( \varphi^{2d} \).

**Proof.** The maximal minors of \( C_d \) span the space of minors of \( H_d \) by Corollary 2.2(c) of [1]. Hence by Proposition 1 they span the space of partial derivatives of \( \det H_d \). The second claim follows by noting that the number of maximal minors of degree \( k \) equals \( |I(2d - k, k)| = \binom{2d - k}{k} \). Hence the total number of maximal minors equals \( \sum_{k=0}^d \binom{2d-k}{k} \varphi^{2d-k} \). In the last step we used the facts that the \( d \)th Fibonacci number satisfies \( F_d = \sum_{k=0}^{d-1} \binom{2d-k}{k} \varphi^{k} \), and that \( F_d \leq \varphi^{d-1} \).
Lemma 2. Given as input a linear combination $P$ of maximal minors of $C_d$ and $l \in [n]$, we can compute a representation for $\frac{\partial P}{\partial x_l}$ as a linear combination of maximal minors of $C_d$ with $\varphi^{2d} \text{poly}(d)$ arithmetic operations.

Proof. For brevity we will write $[\alpha]$ for the minor $C_d[\alpha]$. Let $P = \sum_{\beta \in I(2d-k,k)} c_\beta [\beta]$, and say that the coefficient of $x_l$ in $(C_d)_{i,j}$ is $a_{i,j}^{(l)}$. As in Lemma 1

$$\frac{\partial P}{\partial x_l} = \sum_{k=1}^{d} \sum_{\beta \in I(2d-k,k)} c_\beta \sum_{1 \leq i,j \leq k} (-1)^{i+j} d_{i,j}^{(l)}[1,i,\ldots,k|\beta_1,\ldots,\beta_j,\ldots,\beta_k].$$

Note that the only minors with nonzero coefficient in this expression are of the form $[1,i,\ldots,k|\gamma]$ for $k \in [d], i \in [k]$ and $\gamma \in I(2d-k,k-1)$. Call the coefficient of this minor in the above $b(i,\gamma)$. Then

$$b(i,\gamma) = \sum_{1 \leq j \leq k} \sum_{\beta \in I(2d-k,k)} c_\beta (-1)^{i+j} d_{i,j}^{(l)}.$$ 

The number of sequences $\beta$ considered by the inner sum is at most $O(d^2)$, and hence $b(i,\gamma)$ can be computed with $O(d^3)$ additions and multiplications. We can thus compute

$$\frac{\partial P}{\partial x_l} = \sum_{k=1}^{d} \sum_{i=1}^{k} \sum_{\gamma \in I(2d-k,k-1)} b(i,\gamma)[1,i,\ldots,k|\gamma]$$

with $d^k \sum_{k=1}^{d} |I(2d-k,k-1)| \leq \varphi^{2d} \text{poly}(d)$ arithmetic operations. Note that this expresses $\frac{\partial P}{\partial x_l}$ as a linear combination of minors that are not necessarily maximal. We now fix this.

We first claim that for all $i \in [k]$ and $\beta \in I(2d-k,k-1)$,

$$[1,i,\ldots,k|\beta] = \sum_{J \subseteq [k-1],|J|=k-i} [e(J) + (1,\ldots,k-1)|\beta]$$

where $e(J)$ is the indicator vector of the set $J$. This holds since when $J = \{i,\ldots,k-1\}$, $e(J) + (1,\ldots,k-1) = (1,\ldots,\hat{i},\ldots,k)$, and for all other $J$, $e(J) + (1,\ldots,k-1)$ will have a repeated value and hence $[e(J) + (1,\ldots,k-1)|\beta] = 0$.

Given this claim, it follows from [Con98 Lemma 2.1(a)] that

$$[1,i,\ldots,k|\beta] = \sum_{J \subseteq [k-1],|J|=k-i} [\beta + e(J)],$$

and so letting $Q_k$ be the degree-$k$ part of Equation 3

$$Q_k = \sum_{i=1}^{k-1} \sum_{\beta \in I(2d-k-1,k)} b(i,\beta) \sum_{J \subseteq [k],|J|=k-1-i} [\beta + e(J)].$$

We now show how to efficiently compute the coefficients of the maximal minors in this expression from the already computed $b(i,\gamma)$’s.

Let $0 \leq k \leq d-1$ be fixed. For $\beta \in I(2d-k-1,k)$ and integers $i,j$ where $0 \leq i \leq j \leq k$, let $D(\beta,i,j,k) \subseteq \{0,1\}^k$ be the set of binary vectors of length $k$ containing exactly $i$ ones, whose last $k-j$ entries are zero, and whose summation with $\beta$ is strictly increasing everywhere except possibly at positions $j$ and $j+1$ (that is, we may have $w_j + \beta_j = w_{j+1} + \beta_{j+1}$). Define

$$A^k(i,j) := \sum_{\beta \in I(2d-k-1,k)} b(k+1-i,\beta) \sum_{w \in D(\beta,i,j,k)} [\beta + w].$$

Note that $\sum_{i=0}^k A^k(i,k) = Q_k$, so it suffices to show how to compute $A^k(i,j)$ for all $i,j$. We do this with a dynamic program. When we store $A^k(i,j)$ we will store all coefficients of maximal minors arising in the
above definition, even though such a minor might contain a repeated column and hence equal zero. The minors arising in this definition are specified by sequences of length \( k \) with maximum value \( 2d - k \) that are strictly increasing everywhere but possibly at one position. Hence the number of such sequences is at most \( k^{2d-k} \).

For the base cases, we have

\[
A^k(0, j) = \sum_{\beta \in I(2d-k-1,k)} b(k+1, \beta)[\beta],
\]

\[
A^k(i, i) = \sum_{\beta \in I(2d-k-1,k)} b(k+1-i, \beta)[\beta + e(\{1, \ldots, i\})].
\]

Now suppose we have computed \( A^k(i, j-1) \) and \( A^k(i-1, j-1) \). Then

\[
A^k(i, j) = \sum_{\beta \in I(2d-k-1,k)} b(k+1-i, \beta) \left( \sum_{w \in B(\beta, i, j, k), w_j = 0} [\beta + w] + \sum_{w \in D(\beta, i, j, k), w_j = 1} [\beta + w] \right)
\]

\[
= \sum_{\beta \in I(2d-k-1,k)} b(k+1-i, \beta) \sum_{w \in D(\beta, i-1, j-1, k), \beta + w \text{ is strictly increasing}} [\beta + w]
\]

\[
+ \sum_{\beta \in I(2d-k-1,k)} b(k+1-i, \beta) \sum_{w \in D(\beta, i, j-1-1, k)} [\beta + w + e(\{j\})].
\]

The first part of the sum can be computed from \( A^k(i, j-1) \) by setting the coefficient of any maximal minor with a repeated column equal zero, and the second sum can be computed from \( A^k(i-1, j-1) \) by setting the coefficient of \([\beta] \) to that of \([\beta - e(\{j\})] \). Hence \( A^k(i, j) \) can be computed with \( O(k^{2d-k}) \) arithmetic operations. It follows that we can represent \( \frac{\partial P}{\partial x_l} = \sum_{i=0}^{d-1} Q_i \) in the space of maximal minors using \( \varphi^{2d \poly(d)} \) arithmetic operations.

With this we have the following analog of Theorem 1. We omit the proof as it is almost exactly the same, we just work in the space of maximal minors rather than minors, using Lemma 2 to differentiate instead of Lemma 1.

**Theorem 2.** Let \( C \) be a skew arithmetic circuit computing \( g \in S^N_d \), and let \( X = (x_{i,j})_{i,j \in [d]} \) be a symbolic Hankel matrix with entries in \( S^N_d \). Then we can compute \( \langle \det X, g \rangle \) with \( \varphi^{2d \poly(d)} |C| \) arithmetic operations. Here \( \varphi := \frac{1 + \sqrt{5}}{2} \) is the golden ratio.

**Corollary 1.** Let \( G \) be a graph on \( n \) vertices. We can decide in \( \varphi^{2d \poly(n)} \) time if \( G \) contains a simple cycle of length \( d \).

**Proof.** Let \( V \in \mathbb{Q}^{d \times n} \) be the Vandermonde matrix with \( V_{i,j} = x^i \), and \( X = V \cdot \text{diag}(x_1, \ldots, x_n) \cdot V^T \). By the argument of Theorem 2 \( \langle \det X, \text{tr}(A_G)^d \rangle \neq 0 \) if and only if \( G \) contains a simple cycle of length \( d \). Note that the \( (i,j) \)th entry in \( X \) equals \( \sum_{k=1}^n x_k \), and therefore \( X \) is Hankel. We conclude by applying Theorem 2 to compute \( \langle \det X, \text{tr}(A_G)^d \rangle \), as \( \text{tr}(A_G^d) \) can be computed by a skew circuit of size \( \poly(n) \).

**Remark 1.** This algorithm extends to detecting subgraphs of bounded pathwidth on \( d \) vertices by using the construction of the subgraph generating polynomial given in [BDH18, Appendix B].

3. Applications

In this section we give our applications of Theorems 1 and 2.

**Corollary 2.** Given matrices \( A_1, \ldots, A_n \in \mathbb{Q}^{d \times d} \), we can decide if their span contains an invertible matrix in time \( 4^d \poly(N) \), where \( N \) denotes the size of the input.
Proof. Let $X = \sum_{i=1}^{n} x_i A_i$. First note that $\text{span}(A_1, \ldots, A_n)$ contains an invertible matrix if and only if $\det X \neq 0$. Writing $\det X = \sum_{\alpha \in \mathbb{N}_0^m} c_\alpha x^\alpha$ for some coefficients $c_\alpha$ (at least one of which will be nonzero if the answer is “yes”), observe that $\langle \det X, \det X \rangle = \sum_{\alpha} c_\alpha^2 \alpha!$. It follows that $\text{span}(A_1, \ldots, A_n)$ contains an invertible matrix if and only if this quantity is nonzero.

It is shown in [MV97] that $\det_d$ can be expressed as a skew circuit of size $O(d^4)$, and the construction of this circuit is linear in the output size. Hence we can construct a circuit for $\det X$ by replacing the input variable $x_{ij}$ in this circuit with the $(i, j)$th entry of $X$. The theorem follows by applying Theorem 1 to the matrix $X$ and this circuit, noting that all numbers have bit-length $\text{poly}(N)$ throughout the algorithm. \qed

Corollary 3. Suppose we are given a matrix $A \in \mathbb{Q}^{km \times kn}$, where $n \geq m$, representing a matroid $M$ with groundset $[kn]$, and a partition $\pi$ of $[kn]$ into parts of size $k$. Then we can decide if the union of any $m$ parts in $\pi$ are independent in $M$ in time $4^{km} \text{poly}(N)$, where $N$ is the size of the input.

Proof. Let $g := (\sum_{S \in \pi} \prod_{i \in S} x_i)^m$. It is easily seen that the square-free monomials appearing in $g$ correspond to unions of $m$ elements in $\pi$, and that $g$ can be computed by a skew circuit of size $\text{poly}(n)$. Next, let $X = A \cdot \text{diag}(x_1, \ldots, x_n) \cdot A^T$. By Cauchy-Binet,

$$\det X = \sum_{S \subseteq \text{Base}(M)} \det(B_S)^2 \prod_{i \in S} x_i,$$

Note that the same monomial appears in the expansion of $g$ and $\det X$ exactly when there is such an independent set in $M$, and then since $g$ and $\det X$ have non-negative coefficients, $\langle \det X, g \rangle \neq 0$ if and only if an independent set in $M$ is the union of $m$ blocks in $\pi$. We conclude by applying Theorem 1. \qed

Using the same trick as in [Mar09] we can use Corollary 3 to solve the $k$-matroid intersection problem.

Corollary 4 ($k$-Matroid Intersection). Suppose we are given matrices $B_1, \ldots, B_k \in \mathbb{Q}^{m \times n}$ representing matroids $M_1, \ldots, M_k$ with the common groundset $[n]$. We can decide if $M_1, \ldots, M_k$ share a common base in time $4^{km} \text{poly}(N)$, where $N$ is the size of the input.

Proof. Let $M = \bigoplus_{i=1}^{k} B_i$ be the direct sum of the input matrices. We first partition $[kn]$ into $n$ parts of size $k$ as follows: for $i \in [n]$, let $S_i := \{i, i+n, i+2n, \ldots, i+kn\}$. If a union of $m$ of the blocks $S_1, \ldots, S_n$ are independent in the matroid represented by $M$, then $M_1, \ldots, M_k$ share a common base. Conversely, if these matroids share a common base, some union of the $S_i$’s are independent in the matroid represented by $M$. We conclude by applying Corollary 3 to the matrix $M \in \mathbb{Q}^{km \times kn}$ and the partition $S_1, \ldots, S_n$. \qed

Finally, we have our applications of Theorem 2. These follow immediately by a reduction given in [Bra19] to the following “square-free monomial detection” algorithm.

Corollary 5. Let $g \in \mathbb{Q}[x_1, \ldots, x_n]_d$ be a homogeneous degree-$d$ polynomial with nonnegative coefficients, computed by a skew arithmetic circuit $C$. Given as input $C$, we can decide in deterministic $\varphi^{2d} |C| \text{poly}(n)$ time whether $g$ contains a degree-$d$ square-free monomial.

Proof. Let $V \in \mathbb{Q}^{d \times n}$ be the Vandermonde matrix with $V_{i,j} = j^i$, and $X = V \cdot \text{diag}(x_1, \ldots, x_n) \cdot V^T$. By Cauchy-Binet,

$$\det X = \sum_{S \subseteq \binom{[n]}{d}} \det(B_S)^2 \prod_{i \in S} x_i,$$

Since any $d$ columns in $B$ are linearly independent, $\det(B_S)^2 > 0$ for all $S$. It follows that since $g$ has nonnegative coefficients, $\langle \det X, g \rangle \neq 0$ if and only if $g$ contains a square-free monomial. Note that the $(i, j)$th entry in $X$ equals $\sum_{k=1}^{n} k^{i+j} x_k$, and therefore $X$ is Hankel. The theorem follows by invoking Theorem 2. \qed

Applying [Bra19] Theorem 1, we have:

Corollary 6. The following problems admit deterministic algorithms running in time $\varphi^{2d} \text{poly}(n)$:
(1) Deciding whether a given directed $n$-vertex graph has a directed spanning tree with at least $d$ non-leaf vertices,

(2) Deciding whether a given edge-colored, directed $n$-vertex graph has a directed spanning tree containing at least $d$ colors,

(3) Deciding whether a given planar, edge-colored, directed $n$-vertex graph has a perfect matching containing at least $d$ colors.

4. The Bilinear complexity of apolar algebras

In this section we study the complexity of multiplication in apolar algebras as a first step towards generalizing Theorems 1 and 2. We will work over $\mathbb{C}$ rather than $\mathbb{R}$ for convenience.

4.1. Algebraic preliminaries.

4.1.1. Apolarity. Let $\mathcal{R}^n := \mathbb{C}[\partial_1, \ldots, \partial_n]$ be the ring of partial differential operators. Elements of this ring are just multivariate polynomials in the variables $\partial_1, \ldots, \partial_n$. For an $n$-tuple $\alpha \in \mathbb{N}^n$, we let $\partial_i^{\alpha}$ be the monomial $\partial_1^{\alpha_1} \cdots \partial_n^{\alpha_n}$, and let $|\alpha| = \sum_{i=1}^n \alpha_i$. For $h \in \mathcal{R}$ and $f \in \mathcal{S}$, we denote by $h \circ f$ the result of applying the differential operator $h$ to $f$. For example,

$$(3 \cdot \partial_1 \partial_2 + \partial_1^2) \circ x_1^2 x_2 = 3 \cdot \partial_1 \partial_2 \circ x_1^2 x_2 + \partial_1^2 \circ x_1^2 x_2 = 6x_1 + 2x_2.$$ 

It is clear that when $h$ and $f$ are homogeneous of the same degree, $h \circ f$ is a scalar. In this case $f(\partial_1, \ldots, \partial_n) \circ g = (f, g)$, so computing $h \circ f$ is equivalent to computing the apolar inner product.

**Definition 1.** For $f \in \mathcal{S}^n$, we define $\text{Ann}(f)$ as the ideal of elements in $\mathcal{R}^n$ annihilating $f$ under differentiation. We define the *apolar algebra* $A_f$ as the quotient $\mathcal{R}^n / \text{Ann}(f)$.

In other words, $A_f$ is the ring of representatives of equivalence classes of differential operators subject to the equivalence relation $\sim$, where $h \sim h'$ if and only if $h \circ f = h' \circ f$. It follows that there is a vector space isomorphism $\mathcal{J}$ between $A_f$ and $\text{Diff}(f)$, sending $h \in A_f$ to $h \circ f$. In particular, $(A_f)_1 \cong \text{Diff}(f)_{d-1}$, where we denote by $(A_f)_1$ the vector space of degree 1 elements in $A_f$.

**Remark 2.** Multiplication in $A_f$ corresponds to differentiating by $f$: for $h_1, h_2 \in A_f$, $\mathcal{J}(h_1 \cdot h_2) = h_1 \circ (h_2 \circ f)$. It follows that Lemmas 1 and 2 are algorithms for multiplication by $\partial_i$ in $A_{\text{det} \cdot X}$, with respect to the spanning sets of $A_{\text{det} \cdot X}$ given by the inverse images of the minors (or maximal minors) of $X$.

**Example 1.** Let $f = x_1 x_2 \cdots x_n$. Note that for $1 \leq i \leq n$, $\partial_i^2 \circ f = 0$, and so $\partial_i^2 \in \text{Ann}(f)$. Moreover, it is not hard to see that $\partial_1^2, \ldots, \partial_n^2$ generate $\text{Ann}(f)$. So the apolar algebra of $f$ equals $A_f = \mathbb{C}[\partial_1, \ldots, \partial_n] / (\partial_1^2, \ldots, \partial_n^2)$. This ring has as a basis the set of square-free monomials $\{\prod_{i \in S} \partial_i \}_{S \subseteq [n]}$, and the product of two basis elements is given by the rule

$$\partial_S \cdot \partial_T = \begin{cases} \partial_{S \cup T} & \text{if } S \cap T = \emptyset, \\ 0 & \text{else.} \end{cases}$$

4.1.2. Bilinear complexity. We give a brief primer on bilinear complexity. We refer to Chapter 14 of [BCS13] for an in-depth treatment of this topic.

Let $U, V, W$ be finite dimensional complex vector spaces, and let $U \otimes V \otimes W$ be the vector space of three-tensors. An element of $U \otimes V \otimes W$ of the form $u \otimes v \otimes w$ is called simple. The rank of a tensor $T \in U \otimes V \otimes W$, denoted $\text{R}(T)$, is the smallest $r$ such that $T$ can be expressed as a sum of $r$ simple tensors.

A $\mathbb{C}$-algebra $A = (V, \phi)$ is a complex vector space $V$ with a multiplication operation defined by a bilinear map $\phi: V \times V \to V$. We say $A$ is associative if $\phi(v_1, \phi(v_2, v_3)) = \phi(\phi(v_1, v_2), v_3)$ for all $v_1, v_2, v_3 \in V$, and unital if there is an element $e \in V$ such that $\phi(e, v) = \phi(v, e) = v$ for all $v \in V$. We will only be interested in unital associative algebras.
Let \( \{e_1, \ldots, e_n\} \) be a basis for \( V \) and \( \{e^*_1, \ldots, e^*_n\} \) be its dual basis. We can naturally identify \( A \) with its structure tensor

\[
\sum_{i,j \in [n]} e_i \otimes e_j \otimes (e_i \cdot e_j) = \sum_{i,j,k \in [n]} e^*_k(\phi(e_i, e_j))e_i \otimes e_j \otimes e_k \in V \otimes V \otimes V.
\]

As an abuse of notation, we denote by \( R(A) \) the rank of the structure tensor of \( A \). The algorithmic importance of this quantity is that its at most twice the minimum number of non-scalar multiplications needed to compute the product of two elements in \( A \) \cite{BCS13} Equation 14.8. Ranks of algebras are a classic topic in algebraic complexity (see \cite{BCS13} Chapter 17), with the following being the most notorious example.

**Example 2.** Let \( M_n = (\mathbb{C}^{n \times n}, \phi) \) be the algebra of \( n \times n \) complex matrices, where \( \phi \) is given by matrix multiplication. The vector space \( \mathbb{C}^{n \times n} \) has as a basis the set of matrices \( \{e_{ij}\}_{i,j \in [n]} \), where \( e_{ij} \) is the matrix whose \((i,j)\)th entry equals one and all other entries equal zero. The multiplication of two basis elements is given by the rule \( e_{ij} \cdot e_{kl} = e_{il} \) if \( j = k \), and \( e_{ij} \cdot e_{kl} = 0 \) otherwise. Hence the structure tensor of \( A \) is \( \langle n, n, n \rangle := \sum_{i,j,k \in [n]} e_{ij} \otimes e_{jk} \otimes e_{ik} \), the matrix multiplication tensor. The exponent of matrix multiplication is defined as \( \omega := \inf \{ R(M_n) \leq O(n^e) \} \).

**Example 3** (Fast subset convolution). Let \( f = x_1 \cdots x_n \). We claim that the problem of multiplying elements in \( A_f \) is exactly that of computing the subset convolution. Here the subset convolutions is defined for functions \( \sigma, \tau : 2^{[n]} \rightarrow \mathbb{C} \) as the function \( \sigma \ast \tau : 2^{[n]} \rightarrow \mathbb{C} \) such that

\[
(\sigma \ast \tau)(S) = \sum_{U \subseteq S} \sigma(U)\tau(S - U).
\]

The problem of computing \( (\sigma \ast \tau)(S) \) for all \( S \), given as input the \( 2^n \) values of \( \tau \) and \( \sigma \), has a handful of applications in exact algorithms \cite{BHKK07,CFK15}. We now elaborate on the connection between subset convolution and \( A_f \).

Using the basis of square-free monomials as in Example 1, define the elements \( a = \sum_{S \subseteq [n]} \sigma(S)\partial_S \), \( b = \sum_{S \subseteq [n]} \tau(S)\partial_S \) of \( A_f \). Then by the equation for multiplication in \( A_f \) given in 1

\[
a \cdot b = \sum_{S \subseteq [n]} (\sigma \ast \tau)(S)\partial_S,
\]

so we can compute the subset convolution by computing \( a \cdot b \) and reading off the coefficients of the result. It follows that the minimum number of non-scalar multiplications necessary to compute the subset convolution is at most \( 2R(A_f) \) (recalling \cite{BCS13} Equation 14.8). The structure tensor of \( A_f \) is

\[
\sum_{S, T \subseteq [n]} \partial_S \otimes \partial_T \otimes (\partial_S \cdot \partial_T) = \sum_{S, T \subseteq [n], S \cap T = \emptyset} \partial_S \otimes \partial_T \otimes \partial_{S \cup T}.
\]

This expression shows that the rank of this tensor is at most the number of pairs of disjoint subsets of \([n]\), which equals \( 3^n \) (each element in \([n]\) can be assigned to one of two subsets, or to none). In \cite{BHKK07} an algorithm for computing subset convolution is given that uses just \( O(\binom{n+2}{2}2^n) \) multiplications, thus showing that \( R(A_f) \leq O(\binom{n+2}{2}2^n) \). In fact, one can say slightly more: the rank of this tensor has been studied in algebraic complexity, and it is known that \( 3 \cdot 2^n - o(2^n) \leq R(A_f) \leq (2n + 1)2^n \) \cite{Zui17} Proposition 7.9.

Our next Theorem relates \( R(A_f) \) to Waring rank.

**Theorem 3.** Let \( f \in S_d^n \) and let \( A_f \) be its apolar algebra. Then

\[
R(A_f) \leq (3d + 1)R_S(f).
\]
Proof. Suppose that \( f = \sum_{i=1}^{r} b_i \ell_i^d \), where \( \ell_i = (a_{i,1} x_1 + \cdots + a_{i,n} x_n) \). Let \( B \) be a monomial basis for \( \mathcal{A}_f \). Let

\[
T := \sum_{\partial^\alpha, \partial^\beta \in B} \partial^\alpha \otimes \partial^\beta \otimes (\partial^{\alpha + \beta} \circ f) \in \mathcal{A}_f \otimes \mathcal{A}_f \otimes \text{Diff}(f).
\]

First note that by the Apolarity lemma \([IK99, \text{Lemma 1.15}(i)]\),

\[
\partial^{\alpha + \beta} \circ f = \frac{d!}{(d - |\alpha| - |\beta|)!} \sum_{i=1}^{r} c_i a_{i,1}^{\alpha_1} \cdots a_{i,n}^{\alpha_n} \varepsilon_i^{\beta_1} \cdots \varepsilon_i^{\beta_n} \varepsilon_i^{d - |\alpha| - |\beta|}
\]

and hence for an indeterminate \( \varepsilon \),

\[
T \varepsilon^d + \sum_{0 \leq i \leq 3d, i \neq d} T_i \varepsilon^i = \sum_{i=1}^{r} \left( \sum_{\partial^\alpha \in B} \partial^\alpha a_{i,1}^{\alpha_1} \cdots a_{i,n}^{\alpha_n} \varepsilon_i^{\alpha} \right) \otimes \left( \sum_{\partial^\beta \in B} \partial^\beta a_{i,1}^{\beta_1} \cdots a_{i,n}^{\beta_n} \varepsilon_i^{\beta} \right) \otimes \left( \sum_{j=0}^{d} \frac{c_i d!}{(d - j)!} \varepsilon_i^{d-j} \varepsilon_i^{d-j} \right)
\]

since if \( |\alpha| + |\beta| + (d - j) = d \), then \( |\alpha| + |\beta| = j \). Here the \( T_i \)'s are “junk” tensors we’d like to get rid of. We do this with an interpolation trick. Let \( \{\varepsilon_i\}_{0 \leq i \leq 3d} \) be elements of \( \mathbb{C} \) that are distinct and nonzero, and let \( \{c_i\} \) be the solution to the Vandermonde system

\[
\sum_{i=0}^{3d} c_i \varepsilon_i^{3d} = \begin{cases} 1, & j = d, \\ 0, & j \in \{0, \ldots, d - 1, d + 1, \ldots, 3d\}. \end{cases}
\]

Then \( \sum_{i=0}^{3d} c_i(T \varepsilon_i^d + \sum_{j \neq d} T_j \varepsilon_j^i) = T \), and hence \( R(T) \leq (3d + 1) \# S(f) \).

Finally, we claim that \( T \) is isomorphic to the structure tensor of \( \mathcal{A}_f \). This follows by applying the vector space isomorphism between \( \text{Diff}(f) \) and \( \mathcal{A}_f \) sending \( h \circ f \) to \( h \), which sends \( \partial^{\alpha + \beta} \circ f \) to \( \partial^\alpha \partial^\beta \).

We also have the following simple lower bound:

**Proposition 4.** \( R(\mathcal{A}_f) \geq \dim \mathcal{A}_f - \dim \text{Diff}(f) \).

**Proof.** As \( \mathcal{A}_f \) is unital, the Proposition follows (see e.g. \([Zui17, \text{Section 2.1}]\)). \(\square\)

The algorithmic relevance of \( R(\mathcal{A}_f) \) to the computing apolar inner product is given explicitly by the following proposition.

**Proposition 5.** Fix \( f \in S_d^0 \), and let \( g \in S_d^0 \) be given as an arithmetic circuit \( C \). Then we can compute \( \langle f, g \rangle \) using \( O(R(\mathcal{A}_f)|C|) \) non-scalar multiplications.

**Proof.** Let \( (\mathcal{A}_f)_1 \) have the basis \( \partial_1, \ldots, \partial_k \) for some \( k \leq n \), and let \( (\mathcal{A}_f)_q \) have the basis \( q \). Let \( h = g(\partial_1, \ldots, \partial_n) \). Then the result of evaluating \( h \) over \( \mathcal{A}_f \) equals \( h \mod \text{Ann}(f) = \frac{\langle f, g \rangle}{\langle f, f \rangle} \). So, our algorithm will evaluate \( C \) over \( \mathcal{A}_f \), obtaining \( c \cdot q \) for some \( c \in \mathbb{C} \). We then return \( c \langle f, q \rangle \). Note that \( \langle f, q \rangle \) does not depend on the input \( q \).

To evaluate \( h \), we first replace the input gates \( x_i \) in \( C \) by zero if \( i > k \), and \( \partial_1 \) otherwise. We then evaluate \( C \) inductively over \( \mathcal{A}_f \). At each gate we store an element of \( \mathcal{A}_f \), which can be encoded by a vector of length \( \dim \mathcal{A}_f \). At addition gates we simply sum the two inputs, which is done with \( \dim \mathcal{A}_f \leq R(\mathcal{A}_f) \) additions, where the inequality follows by Proposition 5. Multiplication gates can be computed with at most \( 2R(\mathcal{A}_f) \) non-scalar operations by \([BCST13, \text{Equation 14.8}]\). \(\square\)

### 4.2. The bilinear complexity of \( \mathcal{A}_{\det_n} \)

**Theorem 4.** \( R(\mathcal{A}_{\det_n}) \leq O(n2^{2n}) \).

**Proof.** We first give a basis for \( \mathcal{A}_{\det_n} \) and describe how multiplication behaves with respect to this basis. This tells us what the structure tensor of the apolar algebra is. We then show how to obtain this tensor from \( 4n + 1 \) copies of \( \langle 2^n, 2^n, 2^n \rangle \). We do this somewhat indirectly, using the fact that complex Clifford algebras are isomorphic to matrix algebras \([Por81, \text{Chapter 13}]\). We assume that \( n \) is even for ease of exposition.
We claim that the set of monomials of the form \((I, J) := \partial t_{i_1} \cdots \partial t_{i_k} \cdot \partial t_{j_1} \cdots \partial t_{j_l}\), where \(I, J \in I(n, k)\) and \(0 \leq k \leq n\), are a basis for \(\mathcal{A}_{\partial t_n}\). This follows from the fact that there are \(\binom{2n}{n}\) such monomials, \(\dim \text{Diff}(\det_n) = \binom{2n}{n}\), and the polynomials of the form \((I, J) \circ \det_n\) are linearly independent. The latter claim can be seen by noting that if \((I, J) \neq (I', J')\), \((I, J) \circ \det_n\) and \((I', J') \circ \det_n\) have disjoint sets of monomials appearing in their expansion.

Next we claim that the product of two basis elements \((I, J)\) and \((I', J')\) is given by the rule
\[
(I, J) \cdot (I', J') = \begin{cases} 0 & \text{if } I \cap I' \neq \emptyset \text{ or } J \cap J' \neq \emptyset, \\ \text{sgn}(I, I') \text{sgn}(J', J')(I \cup I' \cup J \cup J') & \text{else} \end{cases}
\]

where \(\text{sgn}(I, I')\) denotes the sign of the permutation that brings the sequence \(I_1, \ldots, I_k, I'_1, \ldots, I'_{k'}\) into increasing order, and \(I \cup I'\) denotes the resulting sorted sequence. Indeed, if \(I \cap I' \neq \emptyset\), then \((I, J)(I', J')\) is divisible by the product of two variables that have the same first (row) index. But then \((I, J)(I', J') \circ \det_n = 0\), since all monomials in the determinant have different row indices. The second case follows from the fact that for \(I, J \in I(n, k)\) and \(\tau \in \mathfrak{S}_k\), \((I, J) \circ \det_n = \text{sgn}^{-1}(\tau)(I, J) \circ \det_n\), which follows from the Leibniz formula for the determinant. Therefore the structure tensor of \(\mathcal{A}_{\det_n}\) equals
\[
T = \sum_{I, J, I', J' \subseteq [n]} \text{sgn}(I, I') \text{sgn}(J, J')(I, J) \otimes (I', J') \otimes (I \cup I' \cup J \cup J').
\]

Let \(CL_n = (V_n, \cdot)\) be the Clifford algebra of a nondegenerate quadratic form on \(\mathbb{C}^n\) (see [Por81] Chapter 13) for background. Concretely, \(V_n\) has the basis \(X_U\) for \(U \subseteq [n]\), and the product of two basis elements is given by the rule
\[
X_U \cdot X_U' = \text{sgn}(U, U')X_U \Delta U'
\]

where \(\Delta\) denotes the symmetric difference of sets. Here \(\text{sgn}(U, U')\) is the sign of the permutation that brings \(U, U'\) into nondecreasing order, leaving the relative order of any repeated elements unchanged. So the structure tensor of \(CL_n\) is
\[
T_n := \sum_{U, U' \subseteq [n]} \text{sgn}(U, U')X_U \otimes X_{U'} \otimes X_{U \Delta U'}.
\]

Since \(CL_n\) is isomorphic to the algebra of \(2^{n/2} \times 2^{n/2}\) matrices [nLa20] Section 3], \(R(T_n) \leq O(2^{n/2})\). Thus by submultiplicativity of tensor rank under the tensor product,
\[
T_n \otimes T_n = \sum_{U, U', U', U'' \subseteq [n]} \text{sgn}(U, U') \text{sgn}(V, V')(X_U \otimes X_V)(X_{U'} \otimes X_{V'}) \otimes (X_{U \Delta U'} \otimes X_{V \Delta V'})
\]

has rank at most \(O(2^{n/2})\). Now define the linear transformations \(M, M' : V_n \otimes V_n \rightarrow \mathcal{A}_{\det_n}(\varepsilon)\) given by
\[
M(X_U \otimes X_V) = (U|V)\varepsilon^{|U|+|V|}, \quad \text{and} \quad M'(X_U \otimes X_V) = (U|V)\varepsilon^{-|U|+|V|}, \quad \text{where } \varepsilon \text{ is some indeterminate.}
\]

Applying \(M\) to the first two factors of the above tensor and \(M'\) to the third factor,
\[
(M, M', M') \cdot (T_n \otimes T_n) = T + \sum_{i=1}^{4n} \varepsilon^i H_i,
\]

for some “junk” tensors \(H_i\), since \(|U| + |U'| = |U \Delta U'|\) if and only if \(U\) and \(U'\) are disjoint. Applying the interpolation trick as in Theorem 3 it follows that \(R(\mathcal{A}_{\det_n}) \leq O((4n + 1)2^{n/2})\).  

\[\square\]

**Remark 3.** In fact, the above proof shows that the border rank of the structural tensor of \(\mathcal{A}_{\det_n}\) is at most \(O(2^{n/2})\).
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