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ABSTRACT The use of quadrotors is proliferating across many civil applications, including those in the areas of the Internet of Things (IoT) and communications. Attitude control plays an important role in these applications, and designing a quadrotor attitude controller is a challenging task. Recently, several design methods for the attitude controller were presented with an accurate model. However, during the flying state, the quadrotor may be affected by several factors that cause unpredictable disturbances to the model. As a result, an accurate model of disturbances is difficult to establish. To address this problem, in this paper, a novel linear feedforward all-coefficient adaptive control (FACAC) strategy based on characteristic modeling is proposed. The contributions of our work are as follows. First, a second-order characteristic model of the quadrotor attitude control is established based on the dynamic equations. Second, an all-coefficient adaptive control (ACAC) controller that consists of the golden-section adaptive control law, the logic integral, and logic differential control laws is designed. The feedforward maintaining and tracking control law is integrated into the ACAC controller to shorten the settling time. Finally, extensive simulation results demonstrate that the performance of the proposed FACAC controller outperforms the state-of-the-arts.

INDEX TERMS Attitude control, all-coefficient adaptive control, characteristic model, feedforward, quadrotor.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have attracted much attention from many scholars worldwide [1]. Due to their ubiquitous usability, UAVs will play an important role in the Internet of Things (IoT) and the communication field, and currently, realizing flexible coverage via 5th-generation (5G) mobile networks and millimeter wave networks has been a promising approach [2]–[4]. Among various UAVs, the quadrotor, consisting of four individual rotors in an “×” or a “+” arrangement, has been widely used in the IoT and communications due to its merits of small size, great mobility, and precise hovering in applications [5], such as data collection and transmission, crowd surveillance, and transmission line inspection [6]–[8]. Because communications and control are highly coupled in UAV systems and UAV attitude variation affects the beam direction of data communications, attitude control plays an important role in UAV communications [9]–[11], and a stable quadrotor attitude controller is the basis of these applications. A quadrotor is an underactuated, strongly coupled and nonlinear complex system [12], so there are many challenges in designing the attitude controller. Currently, the design of the attitude controller is an academic research focus [13].
In the last few years, various control methods have been proposed for attitude tracking control and stabilization of quadrotors. Some researchers linearize dynamic models of quadrotors and design proportional-integral-derivative (PID) controllers based on traditional linear control methods. In [14], the PID control method was applied to obtain quadrotor attitude stability. Sun et al. [15] proposed a linear quadratic regulator (LQR) controller to control the attitude of a quadrotor. To improve the robustness, Shulong et al. [16] proposed a combination of feedback linearization and an LQR control strategy to stabilize the attitude of quadrotors under disturbances. In addition, Wang et al. [17] proposed a robust H-infinity attitude tracking controller to track a desired attitude trajectory for quadrotor UAVs on SO(3) via variation-based linearization. This controller could satisfactorily complete the control tasks of large angle flip and complex attitude tracking of quadrotor UAVs and had a strong disturbance rejection ability and robust performance. Although the aforementioned linear control methods are widely used, the loss of dynamic performance with linear control methods cannot be ignored.

In recent years, several nonlinear control methods have garnered significant attention from both academia and industry. For instance, Garcia et al. [18] proposed an adaptive backstepping approach to control the attitude and translational displacement of quadrotors. However, adaptive backstepping control techniques cannot compensate for the influence of internal disturbance on the system well, and residual internal disturbance exits. For this problem, Liu et al. [19] proposed a nonlinear adaptive backstepping with an extended state observer (ESO) trajectory tracking controller for a quadrotor subject to multiple disturbances, including parametric uncertainties, actuator faults and external disturbances. Later, Fethalla et al. [20] proposed a novel robust backstepping-based approach combined with sliding mode control (SMC) for trajectory tracking of a quadrotor subject to external disturbances and parameter uncertainties associated with the presence of aerodynamic forces and possible wind forces. To enhance the robustness, the nonlinear disturbance observer (NDO) was employed alongside the controller. Shi et al. [21] proposed a generalized extend state observer (GESO) based disturbance and uncertainty estimation and attenuation control strategy to meet the requirement of high precision attitude control. And they believed that the 3rd order GESO was preferred considering the performance improvements and the computational complexity into account. For the problem of high-accuracy control for quadrotor unmanned aerial vehicles subject to external disturbance force and unknown disturbance torque, Xiao and Yin [22] proposed an observer-based full control scheme. Two observer-based estimators were designed to estimate external disturbance force and torque, respectively. Then a nonlinear tracking controller was designed with disturbance compensated. Labbadi and Cherkaoui [23] proposed a super-twisting PID sliding mode control (STPIDISMC) strategy for a disturbed quadrotor. To increase the robustness of the quadrotor system and to remove the chattering phenomenon in integral SMC (ISM C), the super twisting algorithm was combined with proportional integral derivative sliding mode control, and a new optimization was used to tune the proposed controller parameters. Labbadi and Cherkaoui [24] proposed robust adaptive nonsingular fast terminal sliding mode control (RANFTSMC) algorithms for orientation and translation tracking of an underactuated quadrotor under disturbances. The fast convergence of all the state variables was achieved, and the influence of the chattering effect in SMC was eliminated, while the online estimation of the parameters was presented, and the singularity problem of terminal SMC was avoided. Xu et al. [25] proposed an anti-Gaussian random disturbance control method for the path following of a quadrotor. To suppress the negative effects of Gaussian random disturbances and to simplify the design process of the linear-quadratic optimal output tracking control problem, a new information fusion estimation-based robust control named the Gaussian information fusion control (GIFC) scheme was proposed. The convergence of the output tracking errors of the GIFC control system was indicated via Lyapunov theory. Labbadi and Cherkaoui [26] proposed an adaptive backstepping fast terminal sliding mode control (ABFTSMC) method to control the attitude of uncertain quadrotors under external disturbances. To estimate the proposed controller parameters of the position and the upper bounds of the uncertainties and disturbances of the attitude, an online adaptation procedure for the controller parameters was presented. The proposed ABFTSMC had a strong robustness against time-varying uncertainties, nonlinearities and external disturbances and had characteristics such as simple design and continuous control signals. These nonlinear controllers achieve relatively more robust performance but entail a plant model and an accurate characterization of the uncertainties. However, in the flying state, the quadrotor may be affected by many factors causing unpredictable disturbances, such as motion coupling, inertial coupling, and aerodynamic coupling. Moreover, an accurate model of disturbances is difficult to establish. To address this problem, a series of control methods based on intelligent control theory, including model predictive control [27], adaptive control [28], neural network control [29] and others [30], have been investigated. Additionally, the theory of characteristic modeling, a data-based model-free approach for control system design proposed by Wu et al. [31], has been applied in several emerging fields.

Characteristic modeling is established by combining object dynamics and environmental features with the control performance requirements. One of the main differences from the traditional dynamic model is the consideration of the control performance requirements before building the characteristic model. Based on the characteristic modeling theory, the all-coefficient adaptive control (ACAC) theory was proposed in [32]. The ACAC theory is an adaptive control theory for a class of linearly constant (or slowly varying) objects with unknown parameters and partial nonlinear systems.
Its advancements and stability have been verified in rigorous mathematical proofs and various industrial fields [33]. Huang [34] proposed the characteristic model-based all-coefficient adaptive control method into the quadrotors attitude control, and the control performance was compared with the PID controller. Because the response time is long so that the performance is influenced for a quadrotor attitude system, in this paper, a feedforward all-coefficient adaptive control (FACAC) method is proposed via integrating the feedforward maintaining and tracking control law into the ACAC controller to shorten the settling time and to improve the response speed.

We apply the characteristic model to the attitude system of a quadrotor. Our objective is to achieve stable control of the quadrotor attitude in the presence of uncertain disturbances and to reduce the tracking error as much as possible. Simulation results verify the effectiveness of our control method regarding the attitude of the quadrotor. These results not only provide an avenue for controlling the attitude of the quadrotor but also help to further demonstrate the promise of the emerging characteristic model-based FACAC design method.

The main contributions of this paper are summarized as follows:

- Based on the second-order characteristic model of the quadrotor attitude system, the ACAC method is proposed to stabilize the attitude of the quadrotor in the presence of the external uncertain disturbance, which consists of the golden-section adaptive control law, the logic integral, and logic differential control laws.
- The response time is important for a quadrotor attitude system. Considering the problem of the response time of ACAC method, the FACAC method is proposed via integrating the feedforward maintaining and tracking control law into the ACAC controller to shorten the settling time and improve the response speed. The golden-section adaptive control law is utilized to ensure stability of the quadrotor attitude system when the system is in its transient process. Additionally, the process of the parameter tuning is not needed. The logic differential control law solves the problem that the control variable suddenly increases caused by the measurement noises differential of the inertial navigation system.

The remainder of this paper is organized as follows. In Section II, the theory of characteristic modeling is introduced. Section III discusses the dynamic and characteristic model of the quadrotor. The FACAC controller design is detailed in Section IV. The simulation results and analysis are discussed in Section V. Finally, the conclusion and discussion of future work are summarized in Section VI.

II. CHARACTERISTIC MODELING

In general, an accurate mathematical model is needed to describe the control plant and the environment of a system. However, as controlled objects grow increasingly complex, accurate dynamic modeling becomes very difficult to achieve. Even if a precise mathematical model can be established, the order of the model is extremely high, and the structure is very complicated. For the abovementioned reasons, the characteristic modeling theory was proposed by Wu et al. [31].

Basically, characteristic modeling is based on plant dynamic characteristics and control performance requirements rather than only relying on accurate plant dynamic analysis. It combines the dynamic characteristics, environmental characteristics and control performance requirements of the controlled object to overcome the shortcomings of traditional modeling. The main features [35] of characteristic modeling are as follows:

1) A plant characteristic model is equivalent to its actual plant in output for the same input, i.e., the output error can be maintained within a permitted range in a dynamic process, and their outputs are equal during a steady-state process.
2) The order and form of a characteristic model mainly depends on the control performance requirements in addition to the plant characteristics.
3) Compared with that of an original dynamic equation, the structure of a characteristic model should be simpler, easier, and more convenient to realize in engineering.
4) Unlike the reduced-order model of a high-order system, the characteristic model compresses all the information of the high-order system into several characteristic parameters; i.e., no information is lost. In general, a characteristic model is represented by a slowly time-varying difference equation.

For a multi-input multi-output affine nonlinear system, the dimensions of input and output are identical. \( x \in \mathbb{R}^n, u_i \in \mathbb{R}, \) and \( y_i \in \mathbb{R} \) denote the state, input, and output of the system, respectively. Then, we obtain the following:

\[
\begin{align*}
\dot{x} &= \varphi(x, \vartheta) + \sum_{i=1}^{m} g_i(x, \vartheta) u_i \\
y_i &= h_i(x) \quad i = 1, 2, \ldots, m,
\end{align*}
\]

(1)

where \( \vartheta \in \Gamma \subseteq \mathbb{R}^p \) is an unknown parameter related to time, state and system parameters belongs to compact subset \( \Gamma \). \( \varphi(x) \) and \( g_i(x) \) are n-dimensional smooth vectors, and \( h_i(x) \) is the smooth scalar function. In (1), \( \varphi(0, \vartheta) = 0, h_i(0) = 0 \) and \( g_i(0, \vartheta) \neq 0 \).

We assume that the properties of nonlinear system (1) are as follows:

**Assumption 1**: The system state is measurable in (1).
**Assumption 2**: Suppose that the relative degree of \( (\varphi, g_i, h_i) \) can be defined as \( \{r_1, \ldots, r_m\} \). For
where $\beta$ is a known nominal constant vector. From the above, we can easily derive that there exists an $\alpha(x,u)$ such that $\beta_i(x,\dot{\theta},u) \leq \alpha(x,u)$.

**Assumption 3:** Suppose that $\alpha(x,u)$ is bounded.

Based on the above assumptions, we obtain the following.

**Lemma 1:** When both tracking function $y_{ir}$ and its derivative are bounded, if the sampling period satisfies $\Delta t \ll \min \left\{ \frac{L_{\max}}{b_i}, \frac{L_{\max}}{M_i} \right\}$, the error characteristic model can be expressed by the following two-order time-varying difference equation:

$$e_i(k + 2) = f_{i1}(k + 1) e_i(k + 1) + f_{i2}(k) e_i(k) + f_{i3}(k + 1) u_i(k + 1) + f_{i4}(k) u_i(k),$$  \(i = 1, 2, \ldots, m, e_i = y_i - y_{ir}\) represents the system error and $u_i$ denotes the bounded sampling control.

### III. QUADROTOR ATTITUDE MODELING

In this section, the characteristic model of the quadrotor is established based on the dynamic equations of the quadrotor. First, the coordinate system is established, and the dynamic equations are given. Second, the characteristic model of the quadrotor is derived with the second-order time varying difference equation.

### A. DYNAMIC MODEL OF THE QUADROTOR

There are two reference frames applied to the quadrotor: body-fixed frame B ($o_0x_0y_0z_0$) and Earth-fixed inertial frame N ($o_nx_ny_nz_n$). The coordinate systems and free body diagram for the quadrotor are shown in Fig. 1. The quadrotor shape is chosen as the “+” shape in this paper. The body-fixed frame B is fixed with the quadrotor body, and the origin $o_0$ is at the center of mass of the quadrotor. The axis $x_0$ is parallel to the longitudinal axis of the body and is directed toward the front of the quadrotor. The axis $y_0$ is parallel to the transverse axis of the body and is directed toward the right of the quadrotor. The axis $z_0$ is perpendicular to the plane of the quadrotor and is directed downward from the quadrotor. The Earth-fixed inertial frame N is fixed with the ground, the quadrotor take-off point is located at the origin $o_n$, the axis $x_n$ points to geographical north, the axis $y_n$ points to geographical east, and the axes $z_n$ and $x_n$, $y_n$ constitute a right-hand coordinate frame.

The model developed in this paper assumes the following:

- The quadrotor body is a symmetrical rigid body. Elastic deformation does not occur during flight.

- The center of mass coincides exactly with the center of the body.

- Thrust is proportional to the square of the propeller’s speed.

Based on the above assumption, the attitude dynamics equation is built in body-fixed frame B as follows according to the Newton-Euler formalism:

$$J \cdot \ddot{b} \omega = -b \omega \times (J \cdot b \omega) + \tau + d$$

where $J = \text{diag} [J_x, J_y, J_z]$ denotes the moment of inertia matrix, $b \omega = [\omega_x, \omega_y, \omega_z]^\top$ is the body angular rate, and $\tau = [r_x, r_y, r_z]^\top$ is the control torque vector. $d = [d_1, d_2, d_3]^\top$ is the uncertain disturbance. $\Theta = [\phi, \theta, \psi]^\top$ are the Euler angles expressed in inertial frame N, which are the roll angle $\phi$, pitch angle $\theta$, and yaw angle $\psi$, respectively.

Then, the matrix $W$ is expressed as

$$W \triangleq \begin{bmatrix} 1 & \tan \theta \sin \phi & \tan \theta \cos \phi \\ 0 & \cos \phi & -\sin \phi \\ 0 & \sin \phi \sec \theta & \cos \phi \sec \theta \end{bmatrix}.$$  \(5\)

When the quadrotor flies at small angles, considering (4) and (5), we obtain the following:

$$\begin{cases} \ddot{\phi} = \dot{\theta} \omega J_y - J_z + \frac{r_x}{J_x} + \frac{d_1}{J_x} \\ \ddot{\theta} = \dot{\phi} \omega J_z - J_x + \frac{r_y}{J_y} + \frac{d_2}{J_y} \\ \ddot{\psi} = \dot{\phi} \omega J_x - J_y + \frac{r_z}{J_z} + \frac{d_3}{J_z} \end{cases}$$

Afterward, the propellers’ speed inputs can be derived as

$$\begin{cases} r_x = b_l (\Omega_1^2 - \Omega_2^2) \\ r_y = b_l (\Omega_1^2 - \Omega_3^2) \\ r_z = d_l (\Omega_1^2 - \Omega_2^2 + \Omega_3^2 - \Omega_4^2) \end{cases}$$

where parameter $l$ is the distance between each propeller from the center of each propeller. $\Omega_1, \Omega_2, \Omega_3$ and $\Omega_4$ are the rotation speeds of the rotors. Parameter $b_l$ is the thrust factor, and $d_l$ is the drag factor.

### B. CHARACTERISTIC MODEL OF THE QUADROTOR

If the controlled object satisfies certain conditions, the characteristic model could be expressed as a second-order time-varying difference equation (see (3)) when the sampling
Afterward, the input vector is mapped by

\[ X = [\phi_e, \theta_e, \psi_e]^T. \]  

(8)

**Input vector:**

\[ U = [U_2\ U_3\ U_4]^T. \]  

(9)

Afterward, the input vector is mapped by

\[
\begin{bmatrix}
U_2 \\
U_3 \\
U_4 \\
\end{bmatrix} = 
\begin{bmatrix}
0 & -b & 0 & b \\
-\frac{1}{d} & 0 & -\frac{1}{d} & 0 \\
0 & -d & 0 & -d \\
\end{bmatrix} \begin{bmatrix}
\Omega_2^2 \\
\Omega_2^3 \\
\Omega_2^4 \\
\end{bmatrix}.
\]  

(10)

According to the above attitude dynamics of the quadrotor (see (4)–(10)), based on Lemma 1, the characteristic model of the quadrotor can be expressed as follows:

\[ X(k + 1) = \alpha_1(k)X(k) + \alpha_2(k)X(k - 1) + \beta_0(k)U(k), \]  

(11)

where

\[
\begin{align*}
\alpha_1(k) &= [A(k) + \Delta tB(k)]^{-1}[2A(k) + \Delta tB(k)] \\
\alpha_2(k) &= -[A(k) + \Delta tB(k)]^{-1}A(k) \\
\beta_0(k) &= -[A(k) + \Delta tB(k)]^{-1}C(k)\Delta t^2,
\end{align*}
\]  

(12)

and

\[
\begin{align*}
A &= \begin{bmatrix} I_{xx} & 0 & 0 \\
0 & I_{yy} & 0 \\
0 & 0 & I_{zz} \end{bmatrix} \\
B &= \begin{bmatrix} 0 & -\dot{\psi}(I_{yy} - I_{zz}) & 0 \\
\dot{\psi}(I_{zz} - I_{xx}) & 0 & 0 \\
0 & 0 & 0 \end{bmatrix} \\
C &= \begin{bmatrix} -I & 0 & 0 \\
0 & -I & 0 \\
0 & 0 & -1 \end{bmatrix}.
\end{align*}
\]  

(13)

**IV. DESIGN OF THE LINEAR FACAC CONTROLLER**

In this part, the novel linear FACAC controller is designed for the attitude control system of the quadrotor. The FACAC controller consists of feedforward maintaining and tracking control, i.e., \( u_0(k) \), linear golden section adaptive control, i.e., \( u_g(k) \), logic integral control, i.e., \( u_i(k) \), and logic differential control, i.e., \( u_d(k) \). The diagram of the proposed linear FACAC control architecture is shown in Fig. 2, where \( T_r(k) \) is the desired attitude angle and \( T(k) \) is the output attitude angle of the quadrotor. Finally, the total FACAC control variable \( u(k) \) is expressed as:

\[ u(k) = u_0(k) + u_g(k) + u_i(k) + u_d(k). \]  

(14)

In the FACAC controller, the feedforward maintaining and tracking control law, which is simple to design, is derived via the second-order characteristic model. The golden-section adaptive control law can ensure the stability of the closed-loop system when the system is in its transient process. It has strong robustness and adaptability, and the process of the parameter tuning is not needed. The logic integral control law can automatically adjust the magnitude of integral action with the change trend of the tracking errors. It solves the problem of the overshoot caused by integral saturation when the system in the adjustment process. The logic differential control law can dynamically change the differential action to improve the dynamic quality of the system. It is useful for the problem that the control variable suddenly increases caused by the measurement noises differential of the inertial navigation system.

**A. THE FEEDFORWARD MAINTAINING AND TRACKING CONTROL LAW**

The feedforward maintaining and tracking control variable \( u_0(k) \) is designed to track the desired attitudes. It is designed as follows:

\[ u_0(k) = \frac{1}{\beta_0(k) + \lambda} [T_r(k) - \alpha_1(k)T_r(k - 1) - \alpha_2(k)T_r(k - 2)]. \]  

(15)

where \( T_r(k) \) is the expected value and \( \lambda \) is a small normal number to avoid an infinite variable of control if \( \beta_0(k) = 0, \alpha_1(k), \alpha_2(k) \) and \( \beta_0(k) \) are calculated by (12).

To smooth the control variable \( u_0(k) \), the output filter is designed, and the following equation is obtained:

\[ u_0'(k) = fu_0(k) + (1 - f)u_0'(k - 1), \]  

(16)

where \( u_0(k) \) is the current calculated result, \( u_0'(k - 1) \) is the previous control variable and \( 0 < f < 1 \).

**B. THE LINEAR GOLDEN-SECTION ADAPTIVE CONTROL LAW**

When the parameters are not convergent or the system is in a transient process, the golden-section adaptive control law [33] can ensure stability of the closed-loop system for the unknown parameters and time-invariant systems. It is simple to design and has strong robustness and adaptability. This adaptive controller is designed as follows:

\[ u_g(k) = -\frac{1}{\beta_0(k) + \lambda} [l_1 \alpha_1(y)(k) + l_2 \alpha_2(y)(k - 1)]. \]  

(17)
where $l_1 = 0.382$ and $l_2 = 0.618$ are the coefficients of the golden-section adaptive control law [32] and $y(k) = T(k) - T_e(k)$ is the tracking error.

C. THE LOGIC INTEGRAL CONTROL LAW

Compared with the traditional integral control law, the logic integral control law [32] can automatically adjust the magnitude of integral action with the change in the tracking error. Obviously, this can accelerate the adjustment speed of the system. When the tracking error $y(k)$ is increasing and $y(k) > 0$, the integral coefficient should be adjusted to reduce the tracking error. When $y(k)$ is positive and starts to decrease, the integral coefficient should decrease. When $y(k)$ decreases and $y(k) < 0$, the integral coefficient should increase as well. The logic integral control law is designed as follows:

$$u_i(k) = u_i(k-1) + k_i y(k), \quad (18)$$

with

$$k_i = \begin{cases} k_1, & \text{when } y(k)[y(k) - y(k-1)] - \Delta \leq 0, \\ k_2, & \text{when } y(k)[y(k) - y(k-1)] - \Delta > 0, \end{cases} \quad (19)$$

where $k_2 > k_1 > 0$ and $\Delta$ is a small positive number.

D. THE LOGIC DIFFERENTIAL CONTROL LAW

Differential control can increase the damping of the system and change the system characteristics. In contrast, logic differential control can dynamically change the differential action to improve the dynamic quality of the system. In the attitude control system of the quadrotor, when the system output value is far away from the desired value, this parameter is expected to arrive at the desired value quickly, and the damping should be small. When the system is in a steady process, especially with slight oscillations, the damping should be increased to curb the oscillations. Consequently, the logic differential control law is designed as follows:

$$u_d(k) = k_d (y(k) - y(k-1))$$

$$k_d = d' \sqrt{\sum_{i=1}^{N} |y(k-N+i) - y(k-N+i-1)|}. \quad (20)$$

For the stability analysis, we consider the general form of the characteristic model as in (11):

$$y(k + 1) = a_1(k)y(k) + a_2(k)y(k - 1) + b_0(k)u(k). \quad (21)$$

According to [33], the coefficients in the characteristic model for an unstable plant satisfy the following conditions:

$$\begin{cases} a_1 \in [1.9844, 2.2663] \\ a_2 \in [-1.2840, -1] \\ a_1 + a_2 \in [0.9646, 1] \\ b_0 \in [0.003, 0.3]. \end{cases} \quad (22)$$

For the characteristic model of the quadrotor (10), when the Euler angles are limited to $\phi \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ rad, $\theta \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ rad and $\psi \in [-\pi, \pi]$ rad, and the angle velocity is limited to $[-2, 2]$ rad/s, then:

$$\begin{cases} \hat{a}_1 \in [1.9855, 2.0149] \\ \hat{a}_2 \in [-1.0149, -1] \\ \hat{a}_1 + \hat{a}_2 \in [0.98, 1] \\ \hat{b}_0 \in [0.003, 0.004], \end{cases} \quad (23)$$

where $\hat{a}_1$, $\hat{a}_2$ and $\hat{b}_0$ are the estimated values of the quadrotor.

It is clear that (23) satisfies the conditions of (22). Then, according to [36] and [37], the stability of the system can be indicated.

V. SIMULATION RESULTS

In this section, we present the simulation results to evaluate the performance of the proposed control method. To verify the control performance of FACAC, attitude settling simulations, Monte Carlo simulations, noise environment simulations, and external disturbance simulations are carried out. The simulations are performed in MATLAB/SIMULINK. The quadrotor model parameters and control parameters are summarized in Tables 1 and 2, respectively. In addition, the control effort cannot be infinite in the actual system, so the output values of the controller are limited in the simulations.

### TABLE 1. Quadrotor parameters in simulations.

| Parameter | Definition | Value |
|-----------|------------|-------|
| $I_x$ | Roll inertia | $7.5 \times 10^{-3}$ kg $\cdot$ m$^2$ |
| $I_y$ | Pitch inertia | $7.5 \times 10^{-3}$ kg $\cdot$ m$^2$ |
| $I_z$ | Yaw inertia | $1.3 \times 10^{-2}$ kg $\cdot$ m$^2$ |
| $l$ | Arm length | 0.23 m |
| $b$ | Thrust factor | $3.13 \times 10^{-5}$ N $\cdot$ s$^2$ |
| $d$ | Drag factor | $7.5 \times 10^{-7}$ Nm $\cdot$ s$^2$ |

### TABLE 2. Controller parameters in simulations.

| Parameter | Definition | Value |
|-----------|------------|-------|
| $\Delta t$ | fixed-sampling time | 0.01 s |
| $\lambda$ | small normal number | 0.00001 |
| $f$ | filter coefficient | 0.618 |
| $k_1$ | integral coefficients (Roll, Pitch, Yaw) | (1.1, 0.7, 0.4) |
| $k_2$ | integral coefficients (Roll, Pitch, Yaw) | (2.3, 1.1, 0.4) |
| $\Delta$ | small positive number in integral control | 0.00002 |
| $d'$ | differential coefficients (Roll, Pitch, Yaw) | (200, 200, 80) |
1) CASE 1: COMPARISON BETWEEN FACAC AND ACAC
To verify the effectiveness of the feedforward maintaining and tracking control law, the attitude settling performances of the FACAC controller and the ACAC controller are compared. The desired reference commands are selected by \( \Theta_d = [0.3 \ 0.3 \ 0.3]^\top \) rad. Furthermore, the initial conditions of the attitude angles and angular velocities are set as \( \Theta_i = [0 \ 0 \ 0]^\top \) rad and \( \Omega = [0 \ 0 \ 0]^\top \) rad/s, respectively.

Fig. 3 shows that the two controllers can both achieve a stable state for the attitude angle. However, for the FACAC controller, the system response speed is effectively faster and the settling time is shorter than those of the ACAC controller. The effectiveness of the feedforward maintaining and tracking control law integrated into ACAC is verified. The main performance parameters when the prescribed error band is defined as \( \pm 2\% \) of the final value are listed in Table 3.

Compared with the ACAC controller, the rise time and settling time are both reduced due to the addition of the feedforward maintaining and tracking control law when using the FACAC controller. However, the overshoot is increased slightly. The effect of the feedforward control law is found to be weak because the tracking signal is a constant signal.

2) CASE 2: COMPARISON BETWEEN FACAC AND PID
We further apply the FACAC controller in the attitude control system and compare its performance with that of the traditional PID controller. The desired reference commands are selected by \( \Theta_d = [0.3 \ 0.3 \ 0.3]^\top \) rad. The initial values of the attitude angles and angular velocity are set to \( \Theta_i = [0 \ 0 \ 0]^\top \) rad and \( \Omega = [0 \ 0 \ 0]^\top \) rad/s, respectively.

Fig. 4 shows that the traditional PID controller has poor control performance compared with that of the proposed FACAC controller. In particular, its overshoot is larger, and its convergence time is longer. The error in the attitude control can converge to the prescribed error band in the expected time when the FACAC controller is used. However, the tracking errors violate the prescribed error bounds and good performance cannot be achieved within the expected time when the PID controller is used. Table 4 summarizes the main performance parameters. From the table, we observe that the rise time, settling time, and overshoot with the FACAC controller are significantly lower than those with the PID controller.
3) CASE 3: COMPARISON BETWEEN FACAC AND MSTW

The MSTW is proposed to solve the problem of attitude tracking of quadrotor subject to disturbances and uncertainties. It is designed by extending the super twisting control algorithm (STW) and the theory of finite-time-convergence. Compared with the STW, the MSTW utilizes the continuous control function to replace the discontinuous function to generate a continuous control signal, eliminate chattering effect, perform accurate tracking and achieve the robustness. To verify the superiority of the proposed method, the simulation results, which are compared with those of the MSTW method, are indicated in Fig. 5. The desired reference commands are selected by $\mathbf{2} \mathbf{d} = [0 \ 0.3 \ 0.3 \ 0.3]^{\top}$ rad. Furthermore, the initial conditions of the attitude angles and angular velocities are set as $\Theta_0 = [0 \ 0 \ 0]^{\top}$ rad and $\mathbf{\Omega}_0 = [0 \ 0 \ 0]^{\top}$ rad/s, respectively. The main performance parameters are listed in Table 5.

From Fig. 5 and Table 5, it is clear that the MSTW method tracks the desired attitude more slowly than those of the FACAC method. The rise time and settling time are both reduced significantly when using the FACAC method. But at the same time, it can also be observed that the overshoot of the FACAC is larger than that of the MSTW method.

B. MONTE CARLO SIMULATIONS

To verify the stability of the proposed method, Monte Carlo simulations with 500 runs are carried out for the following two cases. In the Monte Carlo simulations, the system tracks the step signal and sinusoidal signal, respectively, and the attitude is randomly initialized in the specified range.

1) CASE 1: TRACKING THE STEP SIGNAL

The desired reference commands are selected by $\mathbf{2} \mathbf{d} = [0.3 \ 0.3 \ 0.3]^{\top}$ rad. The initial values of the attitude angles...
and angular velocity are set to $\Theta_i = \begin{bmatrix} \phi(0) \\ \theta(0) \\ \psi(0) \end{bmatrix}^{T}$ rad and $\Omega = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}^{T}$ rad/s, where $\phi(0)$, $\theta(0)$ and $\psi(0)$ are randomly selected in the interval $[-\frac{\pi}{4}, \frac{\pi}{4}]$. The attitude tracking, including the roll angle, pitch angle, and yaw angle, is plotted in Fig. 6. From Fig. 6, we can see that the desired attitude commands can be tracked effectively by the proposed control scheme. Furthermore, the tracking errors are provided in Fig. 7.

From Fig. 6 and Fig. 7, it can be observed that the tracking errors in the attitude control converge to the prescribed error bound in a limited time and approach zero when the system is in a steady state.

2) CASE 2: TRACKING THE SINUSOIDAL SIGNAL
The desired reference commands are selected by $\Theta_d = \begin{bmatrix} 0.3\sin(t) \\ 0.3\sin(t) \\ 0.3\sin(t) \end{bmatrix}^{T}$ rad. The initial values of the attitude angles and angular velocity are set to $\Theta_i = \begin{bmatrix} \phi(0) \\ \theta(0) \\ \psi(0) \end{bmatrix}^{T}$ rad and $\Omega = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}^{T}$ rad/s, where $\phi(0)$, $\theta(0)$ and $\psi(0)$ are randomly selected in the interval $[-\frac{\pi}{4}, \frac{\pi}{4}]$. The attitude tracking, including the roll angle, pitch angle,

FIGURE 7. Tracking errors for the step signal in the Monte Carlo simulations. (a) Roll angle. (b) pitch angle. (c) yaw angle.

FIGURE 8. Tracking the sinusoidal signal in the Monte Carlo simulations. (a) Roll angle, (b) pitch angle, and (c) yaw angle.

FIGURE 9. Tracking errors for the sinusoidal signal in Monte Carlo simulation. (a) Roll angle, (b) Pitch angle, and (c) Yaw angle.
and yaw angle, is plotted in Fig. 8. We know that the desired attitude commands can be tracked effectively by the proposed control scheme from Fig. 8. Furthermore, the tracking errors are provided in Fig. 9.

From Fig. 8 and Fig. 9, we observe that the FACAC controller can accurately track the variable signal. It is interesting to note that when tracking the sinusoidal signal, the tracking errors can converge to the prescribed error bound even in the presence of the random diversification of the initial attitude values. Additionally, Fig. 8 illustrates that the tracking accuracy of roll, pitch, and yaw angles is within $\pm 2 \times 10^{-3}$ rad when the system is in a steady state.

C. SIMULATIONS IN NOISE ENVIRONMENTS

Considering the noise that affects actual sensors, we design the noise simulations with different noise densities to verify the stability of the FACAC controller. Table 6 shows the rate noise spectral densities of some common gyroscope sensors for quadrotors.

From Table 6, it is observed that the rate noise spectral densities of these common gyroscope sensors are between $0.00007$ rad $\frac{1}{s \sqrt{Hz}}$ (ICM20602) and $0.00017$ rad $\frac{1}{s \sqrt{Hz}}$ (MPU9250). The values of MPU9250 and ICM20602 in Table 6 are selected as the variances of the noise, $0.00017$ and $0.00007$, respectively, and the mean of the noise is 0 for both sensors. The desired reference commands are selected by $\Theta_d = [0.3 0.3 0.3]^T$ rad. The initial values of the attitude angles and angular velocity are set to $\Theta_i = [0 0 0]^T$ rad and $\Omega = [0 0 0]^T$ rad/s, respectively.

As illustrated in Fig. 10, the attitude tracking errors can converge to small regions around zero even in the presence of noise and attitude tracking errors. Moreover, the attitude tracking errors decrease sharply when the noise density decreases. This validates the practicability of the proposed FACAC controller. A comparison of the main performance parameters from when the system is in a steady state with different noise environments is listed in Table 7. Note that the main performance parameters include the minimum and maximum tracking error and the root mean square (RMS) of the response curve. From Table 7, we can see that the attitude tracking performance is better and more stable when the noise density is 0.00007. Obviously, we can obtain a more satisfactory control performance based on the selection of a suitable sensor.

D. SIMULATIONS WITH EXTERNAL DISTURBANCES

To verify the performance of the proposed method with respect to uncertain external disturbances, constant disturbances and time-varying disturbances are added to the system. Additionally, the disturbance rejection performance of FACAC is compared with that of the MSTW when external disturbances are present.

1) CASE 1: CONSTANT DISTURBANCE

In this case, we verify whether the FACAC strategy performance is stable even in the presence of constant external disturbance. The desired reference commands are selected by $\Theta_d = [0.4 0.4 0.4]^T$ rad. The expressions of the disturbances are given as follows: $d_1 = 1$ Nm at $t = 0.4$ s, $d_2 = 1$ Nm at $t = 0.6$ s, and $d_3 = 1$ Nm at $t = 0.8$ s. Furthermore, the initial conditions of the attitude angles and angular velocities are set as $\Theta_i = [0 0 0]^T$ rad and $\Omega = [0 0 0]^T$ rad/s, respectively. The simulation results are shown in Fig. 11.

From Fig. 11, it is clear that the attitudes of the quadrotor remain in the desired states despite the constant disturbance. Table 8 shows the maximum errors of FACAC and MSTW when the constant external disturbance is present.

From Table 8, the maximum errors of FACAC are smaller than those of MSTW. The antidisturbance per-
TABLE 7. Performance analysis with different noise environments.

| Sensor type | Noise density (rad/s $\sqrt{\text{Hz}}$) | Euler angle | Minimum tracking error | Maximum tracking error | RMS     |
|-------------|--------------------------------------|-------------|------------------------|------------------------|---------|
| ICM20602    | 0.00007                              | $\phi$      | -0.00083               | 0.00691                | 0.00061 |
|             |                                      | $\theta$    | -0.00130               | 0.00110                | 0.00075 |
|             |                                      | $\psi$      | -0.00160               | 0.00649                | 0.00042 |
| MPU9250     | 0.00017                              | $\phi$      | -0.00086               | 0.00140                | 0.00080 |
|             |                                      | $\theta$    | -0.00140               | 0.00130                | 0.00096 |
|             |                                      | $\psi$      | -0.00180               | 0.00073                | 0.00051 |

FIGURE 11. Response curves of the antidisturbance experiment when the constant disturbance is present. (a) Roll angle, (b) pitch angle, and (c) yaw angle.

FIGURE 12. Disturbance torque caused by a wind field.

TABLE 8. Tracking errors of the FACAC and MSTW controllers with the constant disturbance.

| Controller | Euler angle | Maximum error (rad) |
|------------|-------------|---------------------|
| FACAC      | $\phi$      | 0.0166              |
|            | $\theta$    | 0.0163              |
|            | $\psi$      | 0.0412              |
| MSTW       | $\phi$      | 0.0185              |
|            | $\theta$    | 0.0198              |
|            | $\psi$      | 0.0724              |

formance of FACAC is significantly better than that of MSTW. FACAC has less fluctuations and better inhibitory effects when the system is subject to a constant disturbance.

2) CASE 2: TIME-VARYING DISTURBANCE

In case 1, the external disturbance is considered constant. To further verify the antidisturbance performance of FACAC, in this part, the external disturbances are time-varying disturbances caused by a wind field. The Dryden wind gust model is introduced in the attitude system [39]. According to [21], the expressions of these disturbances are given as follows: $d_1 = d_2 = d_3 = d_w$, and $d_w$ is defined in (24). The time-varying disturbances caused by a wind field are visualized in Fig. 12.

$$d_w = \sin(2.5\pi t - 3) + 1.5\sin(2\pi t + 7) + 2\sin(0.4\pi t - 9.5) + \sin(0.2\pi t) + 0.5\sin(0.08\pi t + 1) + \sin(0.07\pi t + 1.5) + 0.5\sin(0.05\pi t + 2)$$  (24)

The desired reference commands are selected by $\Theta_d = [0 \ 0 \ 0]^T \text{ rad}$. The initial conditions of the attitude angles and angular velocities are set as $\Theta_I = [0 \ 0 \ 0]^T \text{ rad}$ and $\Omega = [0 \ 0 \ 0]^T \text{ rad/s}$, respectively. The simulation results are shown in Fig. 13. Table 9 shows the control performances.
of the FACAC and the MSTW when external time-varying disturbances are present. From Fig. 13 and Table 9, it can be observed that FACAC and MSTW are able to ensure the stabilization of the attitude angles under the influence of time-varying disturbances. Additionally, it is clear that the control accuracy and the control stability of FACAC are better than those of MSTW.

VI. CONCLUSION

In this paper, a novel attitude controller for a quadrotor based on the FACAC strategy is proposed. Characteristic modeling theory is utilized to establish the second-order characteristic model, and the feedforward maintaining and tracking control law is integrated into the ACAC controller. Compared with that of the ACAC controller, the traditional PID controller and the MSTW controller, the control performance of FACAC is better. The response time of FACAC is faster, and the overshoot is smaller. Moreover, the Monte Carlo numerical simulations and the simulations in different noise environments are carried out to verify the stability of FACAC. The performance of FACAC with respect to uncertain external disturbances is verified by adding constant and time-varying disturbances. In conclusion, the FACAC controller has the advantages of superior response speed, small overshoot and strong robustness. In the future, we will integrate the FACAC controller into an actual quadrotor to test the performance of the controller.
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