Robust inference with order constraint in microarray study
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Abstract

Gene classification can involve complex order-restricted inference. Examining gene expression pattern across groups with order-restriction makes standard statistical inference ineffective and thus, requires different methods. For this problem, Roy’s union-intersection principle has some merit. The M-estimator adjusting for outlier arrays in a microarray study produces a robust test statistic with distribution-insensitive clustering of genes. The M-estimator in conjunction with a union-intersection principle provides a nonstandard robust procedure. By exact permutation distribution theory, a conditionally distribution-free test based on the proposed test statistic generates corresponding p-values in a small sample size setup. We apply a false discovery rate (FDR) as a multiple testing procedure to p-values in simulated data and real microarray data. FDR procedure for proposed test statistics controls the FDR at all levels of α and π₀ (the proportion of true null); however, the FDR procedure for test statistics based upon normal theory (ANOVA) fails to control FDR.
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1. Introduction

Classification in a genome-wide study separates subjects into similar groups so that subjects in the same group are more similar to each other subjects in different groups (Kim and Park, 2015; Choi et al., 2016). Gene expression data often has many outliers and is apt to be noisy. The small sample size in a microarray experiment makes the estimation of variance untrustworthy. A large number of genes and few number of arrays as well as a high signal-noise ratio in the microarray data make classical statistical approaches worthless. Robust statistical methods (Huber, 1981) offer a solution for the problem, especially when an underlying distribution is unknown. A robust statistical procedure should not be affected by departures from underlying assumptions caused by outliers (Jang et al., 2018). That is, it performs well under underlying assumptions whereas its performance deteriorates as the situation gets different from the assumptions (Son and Kim, 2017). Particularly, among robust estimators, M-estimator performs well even when we have a small sample size (Lim, 2018).

Order-restricted inference has been an issue that has been investigated for the last sixty years (Robertson et al., 1988). In a huge number of correlated heterogeneous genes with a small sample such as microarray data, order-restricted inference issues are often present in complicated ways. As for gene expression levels, the inference involves the mean expression over time or dose by inequalities of order-restriction (Peddada et al., 2003). For example, as for kth gene in the G groups, we can formulate hypotheses $H_{0k}$ vs $H_{1k}$ as below.

$H_{0k} : \mu_{1k} = \mu_{2k} = \cdots = \mu_{Gk}$ vs $H_{1k} : \mu_{1k} \leq \mu_{2k} \leq \cdots \leq \mu_{Gk}$.
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where $\mu_{jk}$ means the average gene expression level in the $k^{th}$ gene in the $j^{th}$ group, where $j = 1, \ldots, G$.

Now we define union-intersection principle (Roy, 1953) to involve order-restricted inference. We have a null hypothesis $H_0 : \theta \in \Theta_0$ and rejection region $C$. A set of null hypotheses $\{H_l : \theta \in \Theta_l\}$ and resulting set of tests with rejection regions $\{C_l\}$, where $l$ belongs to $\mathcal{L}$, follows the union-intersection principle (UIP) if $\Theta_0 = \bigcap_{l \in \mathcal{L}} \Theta_l$ and $C = \bigcup_{l \in \mathcal{L}} C_l$ for each $l \in \mathcal{L}$. Examining the gene expression pattern across different treatment groups requires different methods because the order limit makes standard statistical inference useless.

For this reason, nonstandard robust methods need to be addressed in order to classify genes taking order-restricted inference into account without assumptions. We propose an $M$-estimator based on a union-intersection principle for the distribution-insensitive classification of genes. An exact permutation enables a conditionally distribution-free test to compute $p$-values that are amenable in a small sample size, computationally tractable, and statistically robust.

Based on $p$-values, we need to test which genes has monotone increasing or decreasing pattern across the groups. Classical method in multiplicity controls the family-wise error rate (FWER), the probability of committing a type I error rate among all hypotheses at a preassigned level $\alpha$. However, it is in general worthless to utilize it with a huge number of correlated gene due to losing truly differentially expressed genes or others. Benjamini and Hochberg (1995) proposed the false discovery rate (FDR) as an alternative of an the expected proportion of Type I error among the rejected hypotheses (genes). FDR procedures tend to produce less stringent Type I error compared to FWER controlling procedures (for example, the Bonferroni correction). Therefore, FDR procedures have greater power for the sake of increased numbers in Type I errors.

The paper is organized as follows. In Section 2, a general framework of robust inference is addressed. We discuss how to estimate $M_n$ which is an $M$-estimator for a parameter of interest in each $k^{th}$ gene. In Section 3, a union-intersection principle is used to construct the test statistics based upon $M_n$ in Section 2. Then, we use the test statistics to compute $p$-values in conditionally distribution-free tests with a small sample size setup. In Section 4, simulated data and real microarray data are assessed by applying a multiple testing procedure (FDR). Section 5 provides the concluding remarks.

2. Robust inference

2.1. Data structure

There are $n$ subjects across $G$ groups in the $K$ genes (positions). Each subject has a gene expression level. We take the linear model $\mathbf{Y}_k = \mathbf{X}\beta_k + \mathbf{E}_k$ in the $k^{th}$ gene into account where $\mathbf{Y}_k = (Y_{1k}, \ldots, Y_{nk})^T$ is the vector of gene expression levels collected from $n$ individuals across $G$ groups in the $k^{th}$ gene and $A'$ denotes the transpose of a matrix $A$. The design matrix of the $n \times G$ matrix is

$$
\mathbf{X} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
1 & 0 & 0 & 0 & 0 & \cdots \\
1 & 1 & \cdots & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
1 & 1 & \cdots & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
1 & 0 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
1 & 0 & 0 & \cdots & 1
\end{pmatrix}.
$$
The regression parameter of the $G \times 1$ matrix is $\beta_k = (\mu_{1k}, \delta_{2k}, \delta_{3k}, \ldots, \delta_{Gk})'$ where $\mu_{1k}$ denotes the average gene expression level in the $k^{th}$ gene in the first group and $\delta_{jk}$ denotes the difference between $\mu_{1k}$ and the average expression level in the $k^{th}$ gene in the $j^{th}$ group, $j = 1, 2, \ldots, G$. The vector of error of the $n \times 1$ matrix denotes $E_k = (\epsilon_{1k}, \epsilon_{2k}, \ldots, \epsilon_{nk})'$. We estimate a parameter of interest $\beta_k$ for each $k = 1, \ldots, K$ with the following $M$-estimator.

### 2.2. $M$-estimator

Let $\rho : \mathbb{R}_G \times X \rightarrow \mathbb{R}$ be a measurable function. We define an $M$-estimator $M_n$ as a solution by minimizing with respect to $t \in \mathbb{R}_G$.

$$
\sum_{i=1}^{n} \rho \left( Y_i - x_i' t \right),
$$

where $Y_i$ is the $i^{th}$ observation of $Y_k$ and $x_i = (x_{i1}, \ldots, x_{ig})'$, $i = 1, \ldots, n$ denotes the $i^{th}$ row of $X$. $M_n$ is defined to be regression equivalent if $M_n(Y + Xb) = M_n(Y) + b$ for $b$ in $\mathbb{R}_G$. We define $M_n$ to be scale equivalent if $M_n(cY) = cM_n(Y)$ for $c > 0$. Generally, the second condition is not satisfied. Fortunately, studentization makes $M_n$ regression and scale equivalent. We consider a studentized $M$-estimator $\tilde{M}_n$ of $\beta_k$ as a solution for minimization

$$
\sum_{i=1}^{n} \rho \left( \frac{Y_i - x_i' t}{S_n} \right)
$$

with respect to $t$ ($G \times 1$ matrix) and $S_n = S_n(Y)$ is a scale statistic. The above linear model refers to the classical ANOVA model. But the distribution $Y_{1k}, \ldots, Y_{nk}$ may not be Gaussian. Researchers may be interested in $G$ groups that may be stochastically ordered. For example, it is applicable to dose-response gene expression microarray data, introduced by Peddada et al. (2003) in cases when gene expression is stochastically increasing over time or dose. We define the null hypothesis $H_{0k}$ as the fact that the $G$ groups in the $k^{th}$ gene are statistically homogeneous. The alternative hypothesis $H_{1k}$ is because $G$ groups in the $k^{th}$ gene are ordered in an increasing level of dominance. $H_{0k}$ and $H_{1k}$ is constructed as below.

$$
H_{0k} : \delta_{2k} = \delta_{3k} = \cdots = \delta_{Gk} = 0 \quad \text{vs} \quad H_{1k} : 0 \leq \delta_{2k} \leq \delta_{3k} \leq \cdots \leq \delta_{Gk}.
$$

These can be restated as the following hypotheses.

$$
H_{0k} : \theta_k = A\beta_k = 0 \quad H_{1k} : \theta_k = A\beta_k \geq 0,
$$

where the $(G - 1) \times G$ matrix

$$
A = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 1 & 0 & 0 & 0 & \cdots \\
0 & -1 & 1 & 0 & 0 & \cdots \\
0 & 0 & -1 & 1 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
0 & 0 & 0 & \cdots & -1 & 1
\end{pmatrix}
$$

So as to test the null hypothesis, we tend to take alternatives that the vector $\theta_k$ belongs to the positive orthant space $\mathbb{R}^{(G-1)}$ into account. As for the univariate case, we have an optimal UMP test.
However, we do not have an optimal UMP test in a multivariate case. For instance, the Hotelling $T^2$ creates a huge set of confidence intervals and involves loss of efficiency. It is therefore interesting to consider statistical inference under restricted setup. We can utilize UIP (Roy, 1953) for such a statistical inference under the positive orthant multivariate alternative hypothesis. We take the first derivative of $\rho$ function as $\psi$.

\[ M_n = \text{median-unbiased estimator of } k. \]

Symmetry of $F$ and skew symmetry of $\psi$, which is defined to be the symmetry of top left with bottom right and top right with bottom left, are necessary conditions for the median-unbiasedness of $M_n$. We select Huber loss function as a good candidate for $\psi$ function. Therefore, minimization makes the estimator regression and scale equivalent. We define the Huber function as follows.

\[
\rho(t) = \begin{cases} 
  c|t| - \frac{1}{2} \times c^2, & \text{if } |t| > c, \\
  \frac{1}{2} \times t^2, & \text{if } |t| \leq c.
\end{cases}
\]

The derivative of the Huber function $\psi$ is defined as follows.

\[
\psi(t) = \begin{cases} 
  c \times \text{sign}(t), & \text{if } |t| > c, \\
  t, & \text{if } |t| \leq c.
\end{cases}
\]

$\psi$ function is decomposed into the sum

\[ \psi = \psi_a + \psi_b + \psi_c. \]

$\psi_a$ is absolutely continuous function with absolutely continuous derivative. $\psi_c$ should be a continuous and piecewise linear function. $\psi_b$ is an increasing step function. We have $\psi_a = \psi_b$ for the case of Huber loss function. This function satisfies the following conditions (Jurečková and Sen, 1996).

- **M1:** $S_n$ should be both regression invariant and scale invariant, $S_n > 0$ a.s. and $n^{1/2}(S_n - S) = O_p(1)$.
- **M2:** $H(t) = \int \rho((z - t)/S) dF(z)$ has the singular minimum at $t = 0$.
- **M3:** For some $\delta > 0$ and $\eta > 1$,

\[
\int_{-\infty}^{\infty} \left[ |z| \sup_{|u| \leq \delta} \left| \psi''_a \left( \frac{e^{-\gamma(z + u)}}{S} \right) \right| \right]^\eta dF(z) < \infty
\]

and

\[
\int_{-\infty}^{\infty} \left[ |z|^2 \sup_{|u| \leq \delta} \left| \psi''_a \left( \frac{e^{-\gamma(z + u)}}{S} \right) \right| \right]^\eta dF(z) < \infty,
\]

where $\psi''_a(z) = (d^2/dz^2)\psi_a(z)$ and $\psi''_a(z) = (d^2/dz^2)\psi_a(z)$.

- **M4:** $\psi(z)$ should be a continuous and piecewise linear function with knots at $\mu_1, \ldots, \mu_r$. Henceforth the derivative $\psi'(z)$ is a step function

\[ \psi'(z) = \alpha_v, \quad \mu_v < z < \mu_{v+1}, \quad v = 0, 1, \ldots, r. \]
where $\alpha_0, \alpha_1, \ldots, \alpha_r \in \mathbb{R}$, $\alpha_0 = \alpha_r = 0$, and $-\infty = \mu_0 < \mu_1 < \cdots < \mu_{r+1} < \infty$. $f(z)$ is assumed to be bounded in a neighborhood of $S_{\mu_1}, \ldots, S_{\mu_r}$.

- **M5**: $\psi_b(z) = \lambda_v$ for $q_v < z \leq q_{v+1}, v = 1, \ldots, m$ where $-\infty = q_0 < q_1 < \cdots < q_{m+1} = \infty$, $-\infty < \lambda_0 < \lambda_1 < \cdots < \lambda_m < \infty$. $f(z)$ and $f'(z)$ are assumed to be bounded in $S_{q_1}, \ldots, S_{q_m}$. We represent $\mathbf{M}_n$ asymptotically in the following functionals

\[
\gamma_1 = S^{-1} \int_{-\infty}^{\infty} \left( \psi_\prime \left( \frac{z}{S} \right) + \psi_\prime \left( \frac{z}{S} \right) \right) dF(z),
\]

\[
\gamma_2 = S^{-1} \int_{-\infty}^{\infty} z \left( \psi_\prime \left( \frac{z}{S} \right) + \psi_\prime \left( \frac{z}{S} \right) \right) dF(z).
\]

Moreover, the following conditions are satisfied.

1. $x_{i1} = 1, \quad i = 1, \ldots, n,$
2. $n^{-1} \sum_{i=1}^{n} \|x_i\|^4 = O_p(1),$
3. $\lim_{n \to \infty} Q_n = Q,$

where $Q_n = n^{-1} \mathbf{X}' \mathbf{X}$ and $Q$ is a positive definite $p \times p$ matrix.

Under these conditions, $\mathbf{M}_n$ is a solution of the equation

\[
\sum_{i=1}^{n} x_i \psi \left( \frac{Y_i - x_i \mathbf{1}}{S_n} \right) = 0.
\]

We calculate $S_n$ follows in order to make $S_n$ scale and regression invariant. Regression scores as defined below are used.

For $\alpha \in (0, 1)$, $\hat{a}_n(\alpha) = (\hat{a}_{n1}(\alpha), \ldots, \hat{a}_{nn}(\alpha))'$ should be the unique solution to maximize

\[
\sum_{i=1}^{n} Y_i \hat{a}_{ni}(\alpha)
\]

with the constraint

\[
\sum_{i=1}^{n} x_{ij} \hat{a}_{nj}(\alpha) = (1 - \alpha) \sum_{i=1}^{n} x_{ij}, \quad j = 1, \ldots, G.
\]

Hajek (1965) proposed scores

\[
a_\alpha^*(R_i, \alpha) = \begin{cases} 
0, & \text{if } \frac{R_i}{n} < \alpha, \\
\frac{R_i - 1}{n}, & \text{if } \frac{\alpha}{n} < \frac{R_i - 1}{n}, \\
1, & \text{if } \alpha < \frac{R_i - 1}{n}.
\end{cases}
\]
An increasing and square integrable function $\phi : (0, 1) \to \mathbb{R}$, $\phi(\alpha) = -\phi(1-\alpha)$, $0 < \alpha < 1$ is chosen. For a number $\alpha_0(0 < \alpha_0 < 12)$, $\phi$ is assumed to be standardized

$$\int_{\alpha_0}^{1-\alpha_0} \phi(\alpha) \, d\alpha = 1.$$ 

We define regression scores by $\phi$ as

$$\hat{b}_{ni} = -\int_{\alpha_0}^{1-\alpha_0} \phi(\alpha) \, d\hat{a}_m(\alpha), \quad i = 1, \ldots, n.$$ 

That is,

$$\hat{b}_{ni} = \begin{cases} 
\int_{\alpha_0}^{\frac{R_i - 1}{n}} \phi(\alpha) \alpha_n^\prime(\alpha) \, d\alpha, & \text{if } \alpha \leq \frac{R_i - 1}{n} \leq 1 - \alpha, \quad R_i \leq 1 - \alpha, \\
\int_{\alpha_0}^{1-\alpha_0} \phi(\alpha) \alpha_n^\prime(\alpha) \, d\alpha, & \text{if } \alpha \leq \frac{R_i - 1}{n} \leq 1 - \alpha, \quad R_i > 1 - \alpha, \\
\int_{\alpha_0}^{\frac{R_i - 1}{n}} \phi(\alpha) \alpha_n^\prime(\alpha) \, d\alpha, & \text{if } \alpha > \frac{R_i - 1}{n}, \quad R_i \leq 1 - \alpha, \\
0, & \text{if } 1 - \alpha < \frac{R_i - 1}{n}, \\
\int_{\alpha_0}^{1-\alpha_0} \phi(\alpha) \alpha_n^\prime(\alpha) \, d\alpha, & \text{else}.
\end{cases}$$

We define $S_n$ as

$$n^{-1} \sum_{i=1}^{n} Y_i \hat{b}_{ni} = n^{-1} X^\prime \hat{b}_n.$$

### 3. Union-intersection principle and multiple testing

#### 3.1. Construction of test statistics for each $k$ gene

Suppose that $\gamma_1$ is not equal to zero. For each $k$ gene, the asymptotic distribution of $M_n$ is as follows.

**Theorem 1.** The sequence

$$n^2 \hat{\gamma}_1 (M_n - \beta_k) + \hat{\gamma}_2 \left( \frac{S_n}{S} - 1 \right) e_1$$

follows the $G$-dimensional Gaussian distribution $N_G(0, \sigma^2 Q^{-1})$ asymptotically, where $\sigma^2 = \int_{-\infty}^{\infty} \psi^2 \, dF(z)$ (Jurečková and Sen, 1996).

The asymptotic variance of $n^{1/2} \hat{\gamma}_1 (M_n - \beta_k) + \hat{\gamma}_2 (S_n/S - 1) e_1$ is $k_3 (= (\hat{\gamma}_1)^2 \sigma^2 Q^{-1})$. The same factor $(\hat{\gamma}_1)^{-2} \sigma^2$ does not affect the parts of the following $Z_k$ and $V_k$. The last term $\hat{\gamma}_2 (S_n/S - 1) e_1$ is ignored while deriving a test statistic. Based upon the $M$-estimator $M_n$ with theorem 1, we now tend to utilize the UIP in order to formulate a robust $M$-test as follows.

$$H_{0k} : \theta_k = A \beta_k = 0 \quad H_{1k} : \theta_k = A \beta_k \geq 0,$$
where the $(G - 1) \times G$ matrix

\[
A = \begin{pmatrix}
0 & 0 & 0 & 0 & \cdots \\
0 & 1 & 0 & 0 & \cdots \\
0 & -1 & 1 & 0 & \cdots \\
0 & 0 & -1 & 1 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
0 & 0 & 0 & \cdots & -1 & 1
\end{pmatrix}
\]

\(Z_k = AM_n\) and \(V_k = AQ^{-1}A'\), where \(M_n\) is an estimator of \(\beta_k\). For \(\varsigma = \{1, \ldots, G - 1\}\) and every \(a : a \in \varsigma\), we set \(a'\) its complement and \(|a|\) its cardinality. For each \(a : a \in \varsigma\), we partition \(Z_k\) and \(V_k\) as follows.

\[
Z_k = \begin{pmatrix}
Z_{ka} \\
Z_{ka'}
\end{pmatrix},
\]

\[
V_k = \begin{pmatrix}
V_{kaa} & V_{kaa'} \\
V_{ka'a} & V_{ka'a'}
\end{pmatrix}.
\]

Write

\[
Z_{ka'} = Z_{ka} - V^{-1}_{kaa}V_{ka'a}Z_{ka'},
\]

\[
V_{ka'} = V_{ka} - V_{kaa}V^{-1}_{ka'a}V_{ka'a}.
\]

By virtue of weak convergence of \(n^{1/2}(M_n - \beta_k)\) to a G-variable Gaussian law, for \(n\) very large, we derive

\[
\left(nV^{-1}_k\right)^{1/2}(Z_k - \theta_k) \xrightarrow{D} \mathcal{N}_{G-1}(0, I).
\]

Then, we construct the proposed test statistic

\[
L_k = \sum_{a \in \varsigma} I(Z_{ka'} > 0, V^{-1}_{ka'a}Z_{ka'} \leq 0)\left(nZ_{ka'}^{-1}V_{ka'a}^{-1}Z_{ka'a}\right).
\]

3.2. \(p\)-value computation

We deal with high dimension low sample size data. \(n\) is small and we do not have asymptotic normality. The permutation distribution theory is still effective for such a setup. Under the null hypothesis of homogeneity, the joint distribution of \(n\) observations should be invariant under any permutation. We take all possible \(n!/(n_1!n_2!\cdots n_G!}\) as equally likely permutations. Henceforth, we construct conditionally distribution-free tests by utilizing the permutation. We calculate \(p\)-value for each \(k\) gene as below.

\[
P_k = \Pr(L_k \geq l_k), \quad k = 1, \ldots, K,
\]

where \(L_k\) is a test statistic and \(l_k\) is an observed test statistic.
Table 1: Multiple hypothesis testing

|               | Not rejected | Rejected | Total |
|---------------|--------------|----------|-------|
| True null     | U            | V        | m₀    |
| Non-true null | T            | S        | m - m₀|

3.3. False discovery rate

We apply a proper multiple testing procedure (FDR) to $K$ $p$-values to select which genes have monotone increasing or decreasing patterns.

FDR is defined as $E(V/R|R > 0) \cdot P(R > 0)$ in Table 1. $V$ denotes the number of genes declared as differentially expressed among truly non-differentially expressed genes whereas $S$ indicates the number of genes declared to be differentially expressed among truly differentially expressed genes. FDR has been in particular effective as the first alternative to the FWER to have broad acceptance in many scientific areas such as the life sciences, biology, chemistry, and medicine. For more details about the FDR, please see Dudoit et al. (2003), Storey (2002), and Sarkar (2006). For simulation study and real data analysis in next section, we select Benjamini and Hochberg’s FDR procedure (Benjamini and Hochberg, 1995) and Storey’s FDR procedure (Storey, 2002) among various FDR controlling procedures.

4. Numerical study

4.1. Simulation study

Simulation studies are conducted to show the performance of the proposed method and compare with the common procedure: ANOVA. We generate 100 random positions. Each position constitutes 5 groups with 30 observations. Each group contains 6 Gaussian variables with different means from others. Mean is assigned to each group in increasing order. The difference in the means between two adjunct groups increases by 1. We compute $M_k$ based on those gene expression levels and corresponding $L_k$ for each random position $k = 1, \ldots, 100$ by using a union-intersection principle in Section 3 that also enable computing the proposed test statistics. We then calculate 100 $p$-values via the proposed method by permuting the distribution of test statistics with about $30!/6!)^5$ iterations. For comparison, we also compute 100 $p$-values via test statistics using ANOVA. We now determine which positions have monotone increasing patterns across the groups.

FDR is a method to compute the rate of type I errors in multiple testing. FDR-controlling procedure is used to control the expected proportion of discoveries (rejected hypotheses) that are false. As a multiple testing procedure, we apply Storey’s FDR procedure and Benjamini and Hochberg’s FDR procedure to a set of $p$-values. Storey denotes Storey’s FDR procedure and BH denotes Benjamini and Hochberg’s FDR procedure. Table 2 shows that for each $\alpha$ (significance level), Storey (proposed) and BH (proposed) are less than $\alpha$ for all $\pi_0$ (the proportion of true null hypotheses), which means they control the FDR at all levels of $\alpha$ and $\pi_0$. Storey (normal); in addition, BH (normal) using the existing test statistics (ANOVA) fail to control the FDR since they are more than $\alpha$ for some $\alpha$ and $\pi_0$ (Table 2). We infer that the proposed test statistics are optimistic for controlled FDR procedures and adequately reflect a monotone increasing or decreasing pattern of the response variable; however, existing test statistics fail to include a monotone increasing or decreasing trend of the response variable (failing to reflect genuine feature of the response variable).
Table 2: False discovery rate (1)

| α    | π₀     | Storey (proposed) | BH (proposed) | Storey (normal) | BH (normal) |
|------|--------|-------------------|---------------|-----------------|-------------|
| 0.10 | 0.20   | 0.050             | 0.057         | 0.074           | 0.069       |
|      | 0.40   | 0.063             | 0.077         | 0.089           | 0.098       |
|      | 0.60   | 0.087             | 0.085         | 0.105           | 0.102       |
| 0.05 | 0.20   | 0.024             | 0.035         | 0.035           | 0.041       |
|      | 0.40   | 0.036             | 0.049         | 0.051           | 0.052       |
|      | 0.60   | 0.044             | 0.039         | 0.055           | 0.054       |
| 0.01 | 0.20   | 0.007             | 0.009         | 0.009           | 0.008       |
|      | 0.40   | 0.008             | 0.008         | 0.010           | 0.011       |
|      | 0.60   | 0.009             | 0.009         | 0.011           | 0.012       |

Storey = Storey’s FDR procedure; BH = Benjamini and Hochberg’s FDR procedure; FDR = false discovery rate.

Table 3: False discovery rate (2)

| α    | Storey (proposed) | BH (proposed) | Storey (normal) | BH (normal) |
|------|-------------------|---------------|-----------------|-------------|
| 0.10 | 0.089             | 0.077         | 0.110           | 0.099       |
| 0.05 | 0.039             | 0.047         | 0.049           | 0.053       |
| 0.01 | 0.009             | 0.007         | 0.013           | 0.015       |

Storey = Storey’s FDR procedure; BH = Benjamini and Hochberg’s FDR procedure; FDR = false discovery rate.

4.2. Real data analysis

Application to the response of human fibroblasts to serum data set (Iyer et al., 1999) introduced the chronological program at 12 time points of gene expression levels throughout the physiological response of fibroblasts to serum using cDNA microarrays that included 8,613 genes over 24 hours. They had 517 genes whose expression levels differed concerning the stimulation of serum. They measured gene expression levels at 0, 0.25, 0.15, 1, 2, 4, 6, 8, 12, 16, 20, 24 hours after the stimulation of serum. Our data constitute 1000 genes measured at 6 time points 1, 2, 4, 6, and 8. One gene has 6 groups with 6 observations per group. We take log-transformation of gene expression levels. In order to compute the proposed test statistics in Section 3, we calculate \( M_n \) based on these gene expression levels and the resulting \( L_k \) for each gene \( k = 1, \ldots, 1000 \) using a union-intersection principle in Section 3. We then compute 1000 \( p \)-values via the proposed method by permuting about \( 36!/6! \)^6 iterations. We also calculate 1000 \( p \)-values using test statistics by ANOVA. We then apply FDR procedures to the \( p \)-values. Estimated \( \hat{\pi}_0 \) is 0.34 due to Storey’s FDR, which means that the proportion of no differentially expressed genes is 0.34 among all genes. Storey’s FDR procedure and Benjamini and Hochberg’s FDR procedure are then applied to them. Table 3 shows that for each \( \alpha \) (significance level), values of Storey (proposed) and BH (proposed) are less than \( \alpha \), which means that they control FDR at all levels of \( \alpha \). Storey (normal) is more than \( \alpha \) for some \( \alpha \) \((\approx 0.1, 0.01)\) (Table 3). BH (normal) is more than \( \alpha \) for some \( \alpha \) \((\approx 0.05, 0.01)\) (Table 3). Storey (normal) and BH (normal) using the existing test statistics (ANOVA) do not control the FDR. To be more specific, we conclude that the proposed test statistics are well designed (optimal) to control FDR procedures and adequately follow a monotone increasing or decreasing pattern of the response variable. However, ANOVA test statistics do not account for the monotone increasing or decreasing trend of the response variable.

5. Concluding remarks

Classification of genes in a microarray data is often involved in and order-restricted constraint. Outlier arrays often make standard statistical inference useless. For this reason, we propose an \( M \)-estimator using a union-intersection principle to test which gene has a monotone increasing or decreasing pattern
across the groups. FDR procedures based upon proposed test statistics control the FDR at all levels of \( \alpha \) and \( \pi_0 \), but FDR procedures for the test statistics from normal theory do not control the FDR at all levels of \( \alpha \) and \( \pi_0 \). Future research can be designed to develop test statistics based on a pure small sample theory. We extended the large sample theory results of \( M_n \) to small sample case. Microarray studies include many high dimension low sample size cases; therefore, we need to thoroughly explore test statistics with a small sample theory. In addition, we specifically designed a union-intersection principle for a monotone increasing or decreasing pattern of gene expression levels (the response variable) and an inequality-oriented inference. It is therefore worth developing union-intersection principle for a general case of constrained inference such as a shape constraint. In addition, more robust statistical methods can be developed for other measures such as L-statistics and a minimum distance method after examining the influence function for each measure.
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