ABSTRACT

We present MarbleNet, an end-to-end neural network for Voice Activity Detection (VAD). MarbleNet is a deep residual network composed from blocks of 1D time-channel separable convolution, batch-normalization, ReLU and dropout layers. When compared to a state-of-the-art VAD model, MarbleNet is able to achieve similar performance with roughly 1/10-th the parameter cost. We further conduct extensive ablation studies on different training methods and choices of parameters in order to study the robustness of MarbleNet in real-world VAD tasks.

Index Terms— voice activity detection, automatic speech recognition, neural networks, depth-wise separable convolution

1. INTRODUCTION

Voice Activity Detection (VAD), also known as speech activity detection or speech detection, is a binary classification task of inferring which segments of input audio contain speech versus which segments are background noise. It is an essential first step for a variety of downstream speech-based applications such as automatic speech recognition and speaker diarization. A typical VAD system is a frame-level classifier using acoustic features to determine whether the frame (usually an audio segment of 10ms duration) belongs to a speech or non-speech class.

Apart from statistical modeling approaches [21, 23], recent research effort has been devoted to finding efficient deep-learning-based VAD model architectures. Notable examples include Recurrent Neural Networks (RNN) [8, 9, 16], Convolutional Neural Networks (CNN) [2, 1, 11, 25], and Convolutional Long Short-Term Memory (LSTM) [27], which conduct frequency modeling with CNN and temporal modeling with LSTM. LSTM is a popular choice for sequential modeling of VAD tasks [28, 3]. It has been observed that LSTMs suffer from state saturation problems when the utterance is long. To address this issue, Chang et al. [1] proposed a stateless dilated CNN (with 400K parameters) for temporal modeling. Thomas et al. [25] found severe performance degradation when the VAD models were evaluated on unseen audio recorded from radio channels. They also demonstrated that CNNs were useful acoustic models in novel channel scenarios and able to adapt well with limited amounts of data. Hebbart et al. [11] compared different LSTM and CNN models with more challenging movie data which contained post-production stage and atypical speech such as electronically modified speech samples. They proposed a Convolutional Neural Network-Time Distributed (CNN-TD) model (with 740K parameters) that outperformed existing models including Bi-LSTM (with 300K parameters) and CLDNN (with 1M parameters) on the benchmark evaluation dataset AVA-speech. Furthermore, acoustic models using temporal CNNs have shown great potential in automatic speech recognition [14, 17, 18] and speech command detection [19] tasks.

Built on top of previous successful applications of temporal CNNs to speech processing tasks, we introduce MarbleNet, a compact end-to-end neural network for VAD inspired by the QuartzNet architecture [14] and the MatchboxNet model [19]. MarbleNet is constructed with a stack of blocks with residual connections [2]. Each block is composed from 1D time-channel separable convolutions, batch normalization, ReLU, and dropout layers. Those 1D time-channel separable convolutions are similar to 2D depth-wise separable convolutions [3, 12]. The usage of 1D time-channel separable convolutions significantly reduces the number of parameters in the model. MarbleNet has a parameter count roughly 1/10-th that of regular 1D convolutional models [14], enabling more efficient model inference and storage. With increasingly widespread usage of speech-based applications across mobile and wearable devices (e.g., virtual assistant), building lightweight VAD models carries important implications for real-world applications in memory and compute constrained deployment scenarios.

Specifically, this paper makes the following contributions:

1. We propose MarbleNet: a novel end-to-end neural model for VAD based on 1D time-channel separable convolutions.
2. MarbleNet achieves state-of-the-art performance on the AVA speech dataset [2], and it has 10x fewer parameters compared to the CNN-TD model [11].
3. We perform ablation studies for model and training parameters including input features, noise augmentation, and overlapped predictions.
4. We open source the model, training and inference pipelines together with pre-trained checkpoints for easy reproduction of presented results.

2. MODEL ARCHITECTURE

MarbleNet-BxRxC is based on the QuartzNet architecture. It includes B residual blocks each with R sub-blocks. All sub-blocks within each block have the same C output channels (see Fig. 1). A basic sub-block consists of a 1D-time-channel separable convolution, 1x1 pointwise convolutions, batch norm, ReLU, and dropout. The 1D time-channel separable convolution has C filters with a kernel of the size K. All models have four additional sub-blocks: one prologue layer – ‘Conv1’ before the first block, and three epilogue sub-blocks (‘Conv2’, ‘Conv3’, and ‘Conv4’) before the final softmax layer. For example, the complete architecture for MarbleNet-3x2x64 (B=3 blocks, R=2 sub-blocks per block, C=64 channels) is shown in the Table [1].
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3. EXPERIMENTS

3.1. Training Data

Generally, noise-robust VAD systems are developed using audio from clean speech datasets augmented with different types of noise \cite{5,11,16}. Hebbar et al. \cite{11} compiled the Subtitle-Aligned Movie (SAM) corpus, a dataset based on 117 hours of movie audio. However, the SAM dataset is constructed from movies, some of which are restricted from commercial usage. Therefore, we use Google Speech Commands Dataset V2 \cite{26} as speech data. This dataset contains 105,000 utterances, each approximately 1s long, belonging to one of 35 classes of common words like “Yes” and “Go”.

The speech commands dataset and Freesound dataset are referred to as the SCF dataset hereafter. We split SCF into train, validation and test sets using an 8:1:1 ratio.

Following Hebbar et al. \cite{11}, the samples were converted to segments of length 0.63s, so that the input 64 dimensional mel-filterbank features calculated from 25ms windows with a 10ms overlap would be of shape 6x464 when provided to CNN models, for fair comparison with Hebbar et al. \cite{11}. For speech samples in the train and validation sets, we used the central segment (0.2s-0.83s) of each sample. Speech segments in the test set and non-speech segments were generated with stride length 0.15s. We re-balanced SCF speech and non-speech classes to have the same number of segments in each of the classes. In total, 160,994, 20,018 and 60,906 segments were used for training, validation and testing respectively.

![Fig. 1. MarbleNet BxRxC model: B - number of blocks, R - number of sub-blocks, C - the number of channels.](https://github.com/NVIDIA/NeMo)

Table 1. MarbleNet-3x2x64 model has B=3 blocks, each block has R=2 time-channel separable convolutional sub-blocks with C=64 channels, plus 4 additional sub-blocks: prologue - Conv1, and epilogue - Conv2, Conv3, Conv4).

| Block | # Blocks | # Sub Blocks | # Output Channels | Kernel |
|-------|----------|--------------|-------------------|-------|
| Conv1 | 1        | 1            | 128               | 11    |
| B1    | 1        | 2            | 64                | 13    |
| B2    | 1        | 2            | 64                | 15    |
| B3    | 1        | 2            | 64                | 17    |
| Conv2 | 1        | 1            | 128               | 29, dilation=2 |
| Conv3 | 1        | 1            | 128               |       |
| Conv4 | 1        | 1            | # classes         |       |
| Soft-max |       |              |                   |       |

Cross-entropy

3.2. Training Methodology

We pre-processed the audio segments with 64 MFCC features for training MarbleNet. Then, with a probability of 80%, the input was augmented with time shift perturbations in the range of $T = [-5, 5]$ ms and white noise of magnitude $[-90, -46]$ dB. Additionally, we applied SpecAugment \cite{20} with 2 continuous time masks of size $[0, 25]$ time steps, and 2 continuous frequency masks of size $[0, 15]$ frequency bands. We also used SpecCutout \cite{21} with 5 rectangular masks in the time and frequency dimensions.

All models were trained with the SGD optimizer with momentum \cite{24}, using momentum = 0.9 and weight decay = 0.001. We utilized the Warmup-Hold-Decay learning rate schedule \cite{10} with a warm-up ratio of 5%, a hold ratio of 45%, and a polynomial (2nd order) decay for the remaining 50% of the schedule. A maximum learning rate of 0.01 and a minimum learning rate of 0.001 were used. We trained all models for 150 epochs on 2 V100 GPUs with a batch size of 128 per GPU. The model was implemented and trained with NeMo, an open-source toolkit for Conversational AI \cite{15}.

3.3. Evaluation Method

We use the CNN-TD model proposed by Hebbar et al. \cite{11} as our baseline. In order to compare our model with CNN-TD and examine the ability of the model to generalize to samples outside of the training domain, we evaluate our models on the AVA-speech dataset \cite{2}. AVA-speech is a public, multi-language, densely labelled dataset of YouTube videos with one non-speech class and three speech conditions: clean speech (“clean”), speech with noise (“+noise”), and speech with music (“+music”). Each instance in the AVA-speech dataset is a 15-minute movie clip. It has a natural mix of background noise conditions, as opposed to synthetic (white/pink) noise.

The dataset only contains labels for video segments, and in order to evaluate models, we still need to access the corresponding videos on YouTube. We use 122 out of 160 labelled movies that are still publicly available on YouTube at the time of the experiment as our AVA-speech evaluation dataset, totaling 30 hours of playback time. For each speech condition, we calculate the true positive rate (TPR) at the frame level contrasted with non-speech as the negative class. Moreover, we combine all the frames for the 3 speech conditions into a single positive class (“All”).

We follow Hebbar et al. \cite{11} and report the true positive rate (TPR) when the false positive rate (FPR) equals 0.315. Since the TPR for FPR=0.315 is only a single point on the receiver operat-
Table 2. Model performance on the AVA-speech dataset [2]. We report the true positive rate (TPR) when the false positive rate (FPR) equals 0.315 to compare results with Hebbar et al. [11], and report AUROC for the “All” category in AVA-speech to demonstrate the overall TPR-FPR trade-off. CNN-TD follows the reported methodology in Hebbar et al. [11] and is obtained after a hyperparameter search using the SCF validation set. We generate predictions by overlapping input segments with 87.5% overlap and adopting a median smoothing filter. Each result is averaged over 5 trials (95% Confidence Interval). Since we observed a large variance in the scores for the CNN-TD model, we report the results averaged over 10 trials.

| Model                     | Parameters (K) | TPR for FPR = 0.315 (±) | AUROC (±) |
|---------------------------|----------------|-------------------------|-----------|
| Clean                     | 738            | 0.911±0.063             | 0.821±0.055 |
| +Noise                    | 738            | 0.935±0.057             | 0.824±0.051 |
| +Music                    | 738            | 0.979±0.048             | 0.827±0.055 |
| +All                      | 738            | 0.979±0.048             | 0.827±0.055 |
| MarbleNet-3x2x64          | 88             | 0.924±0.005             | 0.815±0.014 |
| MarbleNet-3x2x64 + 87.5%  | 88             | 0.942±0.008             | 0.821±0.022 |

3.5. Ablation Study

We conducted a series of ablation studies to investigate the impact of input features, inference methods, and noise augmentation on model performance.

3.5.1. MFCC vs Mel spectrogram

We first compare the two choices of potential preprocessing and feature extraction methods for audio signals: Mel spectrogram and MFCC. They are examined with a MarbleNet-3x2x64 model. As shown in Table 3, MFCC outperforms Mel spectrogram on AVA-speech. When FPR equals 0.315, MFCC increases TPR by 0.030 on “clean” speech and has even greater improvements of 0.078 and 0.079 on two “noisy” speech classes respectively. These results align with the fact that the compressible lower-order cepstral coefficients of MFCC represent simple aspects of the spectral envelope. Coefficients in MFCC are less correlated and contain most of the information about the overall spectral shape. In contrast, higher-order coefficients in Mel spectrogram are closer to noise and of less importance. We show an example in Figure 2 and it is visually apparent that MFCC (top panel) produces better inference than Mel spectrogram (top panel).

| Feature              | Clean   | TPR for FPR=0.315 (±) | AUROC (±) |
|----------------------|---------|-----------------------|-----------|
| MFCC                 | 0.89±0.02 | 0.82±0.01             | 0.85±0.01 |
| Mel spectrogram      | 0.89±0.02 | 0.82±0.01             | 0.85±0.01 |

3.5.2. Segment length

People speak at different speeds and their pauses might be shorter than our segment length 0.63s. If we want to detect short pauses or a speaker change within a short time, a smaller segment length could help. Since our model is fully convolutional, instead of retraining on a smaller segment length, we can simply feed in smaller segments as input data for inference. Nevertheless, because AVA-speech’s ground truth labels do not account for very short pauses, using shorter input segments does not significantly affect the model’s performance.

Figure 3 shows such an example of varying input segment lengths. Shorter segment inputs indeed allow us to detect more short pauses (green lines), however the ground truth labels (red lines) mark the entire latter part of the example as “speech”.

3.5.3. Overlapping Predictions

Median and mean smoothing filters are generally used when generating frame level predictions [22, 16]. In Table 4, we show the results of these two filters using three different amounts of overlap: 12.5%, 50.0%, and 87.5%. We can see that model performance increases as the overlap increases. There is no significant difference between these two smoothing filters for the 87.5% overlap case.

Table 4. Model performance of MarbleNet-3x2x64 using mean and median filters with 12.5%, 50%, and 87.5% overlap during inference on AVA-speech.

| Smoothing filter | TPR for FPR=0.315 | AUROC |
|------------------|-------------------|-------|
|                  | Clean | +Noise | +Music | All | All |
| Median 0.125     | 0.915 | 0.822  | 0.831  | 0.850 | 0.851 |
| Median 0.500     | 0.933 | 0.829  | 0.837  | 0.860 | 0.861 |
| Median 0.875     | 0.943 | 0.852  | 0.857  | 0.879 | 0.876 |
| Mean 0.875       | 0.938 | 0.832  | 0.840  | 0.863 | 0.866 |

3.5.4. Noise Augmented Training

We compare MarbleNet-3x2x64 trained with the basic augmentation described in Section 3.2 and without augmentation. Table 5 indicates that synthetic noise augmentation is helpful to improve the performance.

Table 5. MarbleNet-3x2x64 trained with and without noise augmentation. Each result is averaged over 5 trials (95% Confidence Interval).

| Augmentation | Clean TPR for FPR=0.315 | AUROC |
|--------------|--------------------------|-------|
|              | +Noise | +Music | All | All |
| Basic        | 0.92±0.01 | 0.82±0.02 | 0.85±0.01 | 0.85±0.01 |
| None         | 0.90±0.01 | 0.76±0.01 | 0.80±0.01 | 0.83±0.00 |

4. CONCLUSIONS

In this paper, we present MarbleNet, a computationally efficient, state-of-the-art deep Voice Activity Detection model. We evaluate MarbleNet on a diverse, multi-language, natural-sounding AVA-speech movie dataset. We demonstrate that MarbleNet is able to achieve state-of-the-art performance with 1/10th the parameters compared to the baseline model, which can make VAD more accessible under computationally constrained environments such as mobile and wearable devices. We conduct an extensive series of ablation studies to inspect the model’s behavior and serve as a guideline for future researchers and practitioners. Finally, by building the efficient yet lightweight MarbleNet with the open-source NeMo framework, we hope our work can facilitate wider adaptation of modern VAD technologies and democratization of AI.
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