Experimental Study of Deep Neural Network Equalizers Performance in Optical Links
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Abstract: We propose a convolutional-recurrent channel equalizer and experimentally demonstrate 1dB Q-factor improvement both in single-channel and 96×WDM, DP-16QAM transmission over 450km of TWC fiber. The new equalizer outperforms previous NN-based approaches and a 3-steps-per-span DBP. © 2021 The Author(s)

1. Introduction

The application of machine learning (ML) and neural networks (NN) for signal’s distortion compensation in optical links has become a subject of intensive study, largely due to the NNs’ capability of reverting the nonlinear channel with high noise tolerance [1–4]. In particular, numerical modeling of a multi-layer perceptron (MLP) [3] in a long-haul scenario demonstrated a bit error rate (BER) improvement similar to the one rendered by digital back-propagation (DBP) with 2 steps-per-span (StPS) and 2 samples-per-symbol. More advanced NN architectures, such as bidirectional Long Short-Term Memory (biLSTM) NNs [4] were also simulated over metro and long-haul links demonstrating better performance than the one obtained by DBP with 6 StPS.

In this study, we examine the performance of the previously proposed NN equalizers, the MLP, and biLSTM, using experimental data. We introduce a novel scheme of the equalizer based on the convolutional-recurrent NN (CRNN) technique that combines the properties of convolutional and recurrent layers. The performance of the proposed equalizer is tested and compared to other NN architectures and DBP [6] in an experimental setup. We analyze the single-channel (SC) and wavelength-division multiplexing (WDM) transmission of a dual-polarization (DP) 16 QAM signal with 34.4 GBd rate along 9×50km TrueWave Classic (TWC) fiber spans. First, the CRNN is evaluated in an SC case providing about 1 dB improvement in Q-factor when compared to a traditional DSP [5]. Next, we investigate the performance of the new equalizer in the WDM scenario with 96 channels. In this experiment, we specifically aim to identify whether the biLSTM is capable to compensate for any of the cross-phase modulation (XPM) distortions, as it was observed numerically in [4]. Our results confirm that the NN equalizer architectures that involve a biLSTM layer are able to partially compensate for the XPM induced distortions. In the WDM case, the proposed CRNN equalizer increases the maximum Q-factor by up to 1.04 dB, with the optimal launch power increasing by 2 dB. In both scenarios, the CRNN equalizer outperforms the results delivered by the MLP and biLSTM, also showing better performance than the traditional DBP with 3 StPS.

2. Neural Network Equalizer Design

The combination of convolutional and recurrent NNs has proven to work efficiently for speech enhancement [7] and image classification [8]. In this paper, we analyze the functionality of this advanced NN combination for impairment mitigation in optical transmission systems.

First, we describe the input layer of our NN equalizers. For the CRNN and biLSTM equalizers, the input shape is a 3D tensor with dimensions $(B, M, 4)$, where $B$ is the mini-batch size, $M$ is the memory size defined as $M = 2N + 1$, $N$ being the number of neighboring (past and future) symbols used for the equalization; 4 is the number of features referring to the real and imaginary parts of two polarization components. For the MLP, the input layer must have a 2D tensor shape: $(B, 4M)$, but the input symbols are the same as for the CRNN and biLSTM.

Here we consider three NN topologies: i) two densely-connected layers (i.e., the MLP) equivalent to that used in [3]; ii) a single biLSTM layer as in [4]; and iii) the new CRNN equalizer, with a 1D convolutional layer (1D-Conv) defined by $X$ filters and kernel size $Z$, followed by a biLSTM layer defined by $Y$ hidden units (cells). In the case of CRNN and biLSTM, a flattening layer is used to reduce the output dimensionality. Finally, the output layer with two linear neurons is used in the NN’s output to represent the real and imaginary parts of the recovered symbol in one of the polarization. The proposed CRNN equalizer structure is illustrated in Fig. 1.
Unlike previous approaches, this work implemented a Bayesian optimizer (BO) step, following the procedure described in [9], to define the values of $N$, $X$, $Y$, $Z$, batch size, and the activation function type considered in our CRNN equalizer. Having carried out 20 BO cycles, we fix the set of hyper-parameters corresponding to the lowest BER reached. The hyper-parameters found by the BO were: $N = 20$ taps, $X = 244$ filters, the kernel size $Z = 3$, $Y = 226$ hidden units in the LSTM layer, and the mini-batch size $B = 4331$. The activation functions found by the BO for the 1D-Conv and LSTM cells were Leaky ReLU with $\alpha = 0.2$ and Tanh, respectively. The BO optimization was carried out using the data corresponding to the highest launch power available. For the fair comparison, we also used the same number of hidden units ($Y = 226$) found by the BO to the CRNN in the pure biLSTM equalizer and all equalizers used the same number $N$ of taps. For the MLP we set 192 neurons in the hidden layers since no improvement has been observed when increasing this number further. After having determined the optimal architecture, each NN equalizer was trained for each individual launch power using $2^{20}$ symbols over 200 epochs, employing the traditional MSE loss function and the Adam optimizer with the learning rate of 0.001. The validation set and evaluation of the resulting BER were carried out using $2^{17}$ independent symbols. Finally, we highlight that the NN training data were shuffled using numpy.random.shuffle function in Python before feeding it into the NN: such a shuffling eliminates any possible data periodicity. The independent datasets were created using a pseudo-random binary sequence (PRBS) of order 32 to avoid overestimation [10].

3. Results and Discussions

Fig. 2 shows the setup used in our experiment. At the transmitter, the DP-16QAM 34.4 GBd symbol sequence was mapped out of data bits generated by a $2^{32} - 1$ order PRBS. A digital RRC filter with roll-off 0.1 was applied to limit the channel bandwidth to 37.5 GHz. The filtered digital samples were uploaded to a digital-to-analog converter (DAC) operating at 88 Gsamples/s. The outputs of DAC were amplified by a four-channel electrical amplifier which drove a dual-polarization in-phase/quadrature Mach–Zehnder modulator, modulating the continuous waveform carrier produced by an external cavity laser at $\lambda = 1.55 \mu m$. The resulting optical signal was then transmitted along $9 \times 50$ km spans of TWC optical fiber with EDFA amplification only together with up to 95 neighboring channels (100G QPSK, 50 GHz ITU grid, for the WDM scenario). The parameters of the TWC fiber span at $\lambda = 1.55 \mu m$ are: attenuation coefficient $\alpha = 0.23$ dB/km, dispersion coefficient $D = 2.8$ ps/(nm·km), and effective nonlinear coefficient $\gamma = 2.5$ (W·km)$^{-1}$. At the RX side, the optical signal was converted into the electrical domain using an integrated coherent receiver. The resulting signal was sampled at 50 Gsamples/s by a digital sampling oscilloscope and processed by an offline DSP based on [5] which includes chromatic dispersion compensation, MIMO equalization, clock recovery and a pilot-aided carrier recovery. The system performance is evaluated in terms of the Q-factor:

$$Q = 20 \log_{10} \left[ \sqrt{2} \operatorname{erfc}^{-1}(2 \text{BER}) \right].$$

Fig. 3a and Fig. 3b display the results obtained by the proposed CRNN for the SC and WDM systems, respectively, and their comparison with the results for MLP and biLSTM equalizers. For the SC, the proposed CRNN improved the Q-factor by 1 dB when compared to using the linear DSP only, by 0.29 dB when compared with the biLSTM equalizer, by 0.63 dB when compared to the results of the MLP equalizer, and by 0.73 dB when compared to the DBP with 3 StPS. Additionally, for the CRNN, the optimum launch power improved from -3 dBm to 1 dBm, which highlights the new method’s potential to mitigate nonlinear effects. This result may be a consequence of using the convolutional layer before the recurrent layers. By doing so, we extract middle-level locally invariant
Fig. 3: Performance of the proposed CRNN, benchmarked against biLSTM equalizer [4], two layers MLP equalizer [3] and DBP 3 StPS [6] for two experimental fiber-optic scenarios.

features from the input series, thus creating a pre-enhancement step for the signal fed into the biLSTM layer. The parameters of the DBP were also optimized to produce the best BER. Importantly, we notice that the result in Fig. 3a agrees with the conclusions of previous simulations: the MLP performs slightly better than DBP [3], and the biLSTM Q-factor improvement is noticeably higher than the DBP one [4].

A 96 channel WDM system was also considered to evaluate the performance of the considered NN equalizers in presence of inter-channel crosstalk. In this case, the CRNN improved the Q-factor by 1 dB when compared to the regular DSP only, by 0.26 dB when compared to the biLSTM equalizer, by 0.78 dB when compared to the 3 StPS DBP. The optimum launch power also increased by 2 dB when using the proposed CRNN: from -4 dBm to -2 dBm. Moreover, as can be seen, the topologies that use the biLSTM layers were able to partially recover the XPM impact insofar as some higher gain was observed compared to the results of the SC scenario, Fig. 3a. As an example, using the CRNN equalizer at -2 dBm launch power, we observe a Q-factor improvement of 0.73 dB in the SC case and a 2.14 dB improvement in the WDM case when compared to the reference Q-factor level (Regular DSP). This effect was also reported by means of numerical simulations in [4], where it was stated that LSTM layers are able to “deterministically” track sufficiently slow XPM effects in scenarios where no information on neighbor channels is fed into the NN-based equalizer.

4. Conclusions

We proposed a new advanced composite CRNN equalizer to mitigate optical fiber transmission impairments, and compared its performance with several NN-based nonlinear equalizers using experimental data considering both single-channel and WDM systems. The new NN topology rendered a significant system performance improvement compared to the results produced by the previously proposed simpler NN architectures, thus demonstrating its potential to mitigate signal distortions arising both from SPM and XPM.
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