Mixing of quantum states under Markovian dissipation and coherent control
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Given any two quantum states ρ and σ in Hilbert spaces of equal dimension satisfying the majorization condition ρ ≻ σ, it is always possible to transform ρ ⇀ σ by a unital quantum map. In fact, any such transformation can be achieved just by means of noisy operations, i.e., by access to maximally mixed ancillary states and unitary transformations that act jointly in the system-ancilla space. Here, we investigate the possible transitions between states (i.e., the induced preorder of states) when one restricts the unitary control to the quantum system alone and replaces the maximally mixed ancillas with a Markovian master equation, represented by a unital Lindbladian. As a main result, we find necessary and sufficient conditions for the Lindbladian dissipation to have the same converting power as that of noisy operations, i.e., any transformation ρ ⇀ σ is possible if and only if ρ ≻ σ.

I. INTRODUCTION

With the advent of quantum technologies, the need to characterize the properties of quantum systems and learn how to control their dynamics becomes increasingly pressing. One of the natural frameworks within that general program is that of resource theories [1]. In it, one defines a certain restriction on a class of operations which, motivated by physical considerations, are deemed as “easy” or “free”. For instance, in entanglement theory [2], the operations are local quantum maps and classical communication (LOCC), which appear under the natural assumption that establishing quantum channels between distant parties poses a fundamental difficulty. Starting from there, one finds a way to systematically analyze which states are more entangled than others: if ρ can be transformed to σ with LOCC operations, it is reasonable to conclude that ρ is “more entangled” than σ. These relations between states (ρ ⇀ σ via “easy” operations) induce a particular preorder [3] in the space of quantum states.

The mixedness or uniformity of quantum states (that is, how far they are from being in a pure state, as opposed to a statistical ensemble) is another property that can be characterized in this way. In order to do that, the natural restrictions one imposes to the “easy” operations is that they shall include i) access to fully random quantum states or noise and ii) access to arbitrary reversible maps, i.e., unitaries. Neither of these should be able to decrease any reasonable notion of mixedness. The resource theory defined this way goes under the name of non-uniformity or Noisy Operations (NO) [4], and includes all maps of the form

\[ \rho \mapsto \text{Tr}_E \left[ U \left( \rho \otimes \frac{I_E}{d_E} \right) U^\dagger \right], \tag{1} \]

where \( U \) is any unitary and the environment is a maximally mixed state of any dimension \( d_E \). If there exists such a map with which the transition \( \rho \mapsto \sigma \) is possible, we are confident in stating that “σ is more mixed than ρ”. As an example, the state \( I_d/d \) is the only state that is left unchanged by this set of maps, which is consistent with it being the most mixed. The mathematical framework that characterizes the preorder induced by state transitions under NO is that of majorization of the probability distributions of the quantum state eigenvalues.

The theory of non-uniformity is part of the larger landscape of thermodynamic resource theories [6–8], which are used to formalize the out of equilibrium physics of small quantum systems from a quantum-informational perspective. The aim of this general framework is to understand the different roles that energy, coherence and purity play in statistical and thermodynamical phenomena. One of the potential limitations is that the set of “easy” or allowed operations may still be too large, as it may include a large number of processes that are still infeasible in practice, such as arbitrarily strong interactions with a very large environment.

Given that, it is not always clear how much physical content one should assign to the preorders of states. To address this limitation, one can ask the question: In which meaningful ways can we modify the set of operations without affecting the preorder generated by them? This has been addressed in various ways both in the context of the resource theory of NO, as well as thermal operations (TO). The restrictions include constraints on the size of the environment [9,11] or on the interactions allowed [12–14].

In this paper, we focus on a different physically-motivated modification of the set of “free” operations: we assume that the environment is a single Markovian source of noise for the system and that thus the system only undergoes combinations of coherent control and unital Markovian dissipation [15]. This choice is far from arbitrary: small systems are very often weakly coupled to a very large environment that is out of the reach for the
experimentalist. The information that is leaked to such environments tends to dissipate very fast, in which case the noise induced in the system is well approximated by a Markovian master equation.

As a main result, we characterize the set of Markovian master equations which allow for the preservation of the majorization preorder between states. That is, the individual master equations that, together with coherent control, allow for the same state transformations as the whole set of maps of the form \( \textbl{1} \). With this, we show that majorization captures the notion of mixedness for this class of open system dynamics. This result differs from what happens in the resource theory of TO, where restricting to Markovian semigroups already narrows quite heavily the set of state transitions allowed on a qubit \[14\]. We also briefly explore how other master equations affect the preorder, and speculate on the effect of different restrictions on the coherent control.

The paper is organized as follows. We begin in Section II with the relevant preliminary background. Then, in Section III we define the state convertibility producing two new components \( p \) and \( \sigma \). While everything that we report here is well captured by the theory of majorization. Let \( \rho = (p_1, \ldots, p_d) \) be a vector representing a discrete probability distribution of \( d \) possible outcomes. One can pick two components \( p_i \) and \( p_j \) of \( p \) and combine them, producing two new components \( p_i' \) and \( p_j' \), using the mixing rule

\[
\begin{pmatrix} p_i' \\ p_j' \end{pmatrix} = \begin{pmatrix} 1 - s & s \\ s & 1 - s \end{pmatrix} \begin{pmatrix} p_i \\ p_j \end{pmatrix}
\]

(2)

for some \( s \in [0,1] \). The resulting probability vector is \( p' = (p_1, p_2, \ldots, p_i', \ldots, p_j', \ldots, p_d) \). This mixing of two levels is known as T-transform. One can apply a sequence of transformations of the form \[2\], possibly between a different pairs of components each time. After each round, the probability distribution becomes increasingly mixed.

One can also think of more general \( d \times d \) stochastic matrices \( (M_{ij}) \) with non-negative entries such that \( \sum_j M_{ij} = 1 \) for all \( j \), i.e., matrices that map probability vectors to probability vectors. The relevant subset of stochastic matrices are called bistochastic (or doubly-stochastic), which are those whose matrix elements satisfy the additional condition \( \sum_j (M_{ij}) = 1 \) for all \( i \). This is equivalent to having the maximally mixed probability vector \( \frac{1}{d} (1,1,\ldots,1) \) as a fixed point. For \( d > 2 \), the set of sequences of T-transforms is a strict subset of bistochastic matrices, while for \( d = 2 \) is coincides with it.

Even though one is a subset of the other, the possible transitions between probability distributions that they allow for are, in fact, the same. This is summarized in the following theorem, central to the theory of majorization:

**Theorem.** Let \( p = (p_1, \ldots, p_d) \) and \( p' = (p_1', \ldots, p_d') \) be probability distributions. The following statements are equivalent

(i) Let \( (p_1', \ldots, p_d') \) be a permutation of \( p \) such that \( p_i' \geq p_{i+1}' \) and similarly for \( p' \). Then, for every \( k \in \{1, \ldots, d\} \),

\[
\sum_{i=1}^k p_i' \geq \sum_{i=1}^k p_i'.
\]

(3)

(ii) There exists a bistochastic matrix \( M \) such that \( p' = Mp \).

(iii) There exists a sequence of at most \( (d-1) \) T-transforms \( T_i \) such that \( p' = (\prod_i T_i) p \).

If \( p \) and \( p' \) are such that these conditions hold, we say that \( p \) majorizes \( p' \), which we denote by \( p \succeq p' \). It is reasonable to conclude that \( p \) being “more mixed” than \( p' \) is precisely captured by the statement “\( p \succeq p' \)”. For more details on the theory of majorization and for a proof of the theorem above, we refer the reader to \[26, 27\].

**II. PRELIMINARIES**

**A. The majorization preorder of probability distributions**

The notion of how mixed different distributions are is well captured by the theory of majorization. Let \( p = (p_1, p_2, \ldots, p_d) \) be a vector representing a discrete probability distribution of \( d \) possible outcomes. One can pick two components \( p_i \) and \( p_j \) of \( p \) and combine them, producing two new components \( p_i' \) and \( p_j' \), using the mixing rule

\[
\begin{pmatrix} p_i' \\ p_j' \end{pmatrix} = \begin{pmatrix} 1 - s & s \\ s & 1 - s \end{pmatrix} \begin{pmatrix} p_i \\ p_j \end{pmatrix}
\]

(2)

for some \( s \in [0,1] \). The resulting probability vector is \( p' = (p_1, p_2, \ldots, p_i', \ldots, p_j', \ldots, p_d) \). This mixing of two levels is known as T-transform. One can apply a sequence of transformations of the form \[2\], possibly between a different pairs of components each time. After each round, the probability distribution becomes increasingly mixed.

One can also think of more general \( d \times d \) stochastic matrices \( (M_{ij}) \) with non-negative entries such that \( \sum_j M_{ij} = 1 \) for all \( j \), i.e., matrices that map probability vectors to probability vectors. The relevant subset of stochastic matrices are called bistochastic (or doubly-stochastic), which are those whose matrix elements satisfy the additional condition \( \sum_j (M_{ij}) = 1 \) for all \( i \). This is equivalent to having the maximally mixed probability vector \( \frac{1}{d} (1,1,\ldots,1) \) as a fixed point. For \( d > 2 \), the set of sequences of T-transforms is a strict subset of bistochastic matrices, while for \( d = 2 \) is coincides with it.

Even though one is a subset of the other, the possible transitions between probability distributions that they allow for are, in fact, the same. This is summarized in the following theorem, central to the theory of majorization:

**Theorem.** Let \( p = (p_1, \ldots, p_d) \) and \( p' = (p_1', \ldots, p_d') \) be probability distributions. The following statements are equivalent

(i) Let \( (p_1', \ldots, p_d') \) be a permutation of \( p \) such that \( p_i' \geq p_{i+1}' \) and similarly for \( p' \). Then, for every \( k \in \{1, \ldots, d\} \),

\[
\sum_{i=1}^k p_i' \geq \sum_{i=1}^k p_i'.
\]

(3)

(ii) There exists a bistochastic matrix \( M \) such that \( p' = Mp \).

(iii) There exists a sequence of at most \( (d-1) \) T-transforms \( T_i \) such that \( p' = (\prod_i T_i) p \).

If \( p \) and \( p' \) are such that these conditions hold, we say that \( p \) majorizes \( p' \), which we denote by \( p \succeq p' \). It is reasonable to conclude that \( p \) being “more mixed” than \( p' \) is precisely captured by the statement “\( p \succeq p' \)”. For more details on the theory of majorization and for a proof of the theorem above, we refer the reader to \[26, 27\].

**B. Mixing of quantum states**

In the quantum formalism states are represented by density matrices, which are positive semidefinite matrices with unit trace, so their eigenvalues form a probability distribution. A quantum state is “more mixed” the more uniform the probability distribution of its eigenvalues is. We denote \( \rho \succ \sigma \) to indicate the majorization of the corresponding probability distributions of the spectra.

The meaning of “more mixed” is justified by thinking back at the definition of NO in Eq. (1). The central result of the theory is that there exists a NO taking \( \rho \nrightarrow NO \sigma \) if and only if the eigenvalues of \( \rho \) majorize the eigenvalues of \( \sigma \). In other words,

\[
\rho \nrightarrow NO \sigma \iff \rho \succeq \sigma.
\]

(4)

In fact, it can be shown that for any Completely Positive Trace Preserving (CPTP) map that has the maximally mixed state as a fixed point \( \mathcal{E}(I_d/d) = I_d/d \) (i.e.
unital maps), the following holds for all quantum states $\rho$:

$$\mathcal{E}(\rho) = \sigma \implies \rho \succ \sigma \ .$$

As NO are also unital maps, the converse also holds: two quantum states $\rho$ and $\sigma$ with $\sigma$ more mixed than $\rho$, are always connected with a unital quantum channel:

$$\rho \succ \sigma \implies \exists \mathcal{E} \text{ unital CPTP with } \mathcal{E} = \mathcal{E}(\rho) \ .$$

In fact, the two sets of maps coincide for Hilbert space dimensions $d = 2$ and $d = 3$. We refer the reader to [4] for a review of the framework of unital maps and NO.

C. Classical and Quantum Markovian mixing

Markovian processes continuous in time give rise to 1-parameter families of stochastic matrices that obey the semigroup property

$$M(t_1 + t_2) = M(t_1)M(t_2) \quad \text{for any } t_1, t_2 \geq 0 .$$

for $t_1, t_2 \geq 0$. Such families emerge as solutions to the equation $\frac{d}{dt}M(t) = QM(t)$ for some time-independent generating matrix $Q$. The solution $M(t) = \exp(tQ)$ is a 1-parameter family of stochastic matrices for all $t \geq 0$ if and only if the generator $Q$ satisfies the following two conditions:

$$\begin{align*}
(Q)_{ij} &\geq 0 \quad \text{for } i \neq j \quad (9a) \\
\sum_i (Q)_{ij} &\geq 0 \quad \text{for every } j \ .
\end{align*}$$

One can impose extra conditions on the generator $Q$ in order to guarantee that the family $M(t)$ is not just stochastic, but also bistochastic. This translates to the additional condition

$$\sum_j (Q)_{ij} = 0 \quad \text{for every } i \ .$$

As a result, if conditions (9) simultaneously hold for the generator $Q$ then the resulting semigroup $M(t)$ describes a mixing processes. For example, the matrix

$$Q = \begin{pmatrix} -\gamma & \gamma \\ \gamma & -\gamma \end{pmatrix}$$

for $\gamma > 0$ generates a family of T-transforms [see Eq. (2)] with parameter $s(t) = \frac{1}{2}(1 + e^{-\gamma t})$.

Here we consider quantum Markovian master equations, also called dynamical semigroups. These give rise to 1-parameter families of CPTP maps which again obey the semigroup property

$$\mathcal{E}(t_1 + t_2) = \mathcal{E}(t_1)\mathcal{E}(t_2) \quad \text{for } t_1, t_2 \geq 0 .$$

The corresponding differential equation is $\frac{d\mathcal{E}(t)}{dt} = \mathcal{L}\mathcal{E}(t)$ with solution $\mathcal{E}(t) = \exp(t\mathcal{L})$. The solution is a CPTP map for all $t \geq 0$ if and only if the generator $\mathcal{L}$ (referred to as Lindbladian) can be cast into the Lindblad diagonal form:

$$\mathcal{L}(X) = -i[H, X] + \sum_\alpha \left[ L_\alpha X L_\alpha^\dagger - \frac{1}{2} (L_\alpha^\dagger L_\alpha X + XL_\alpha L_\alpha^\dagger) \right] ,$$

for some hermitian operator $H$ (the effective Hamiltonian) and a family of operators $\{ L_\alpha \}$ (the Lindblad operators). Given a particular master equation and an initial state, the set of quantum states that can be reached are only those that belong to the trajectory $\mathcal{E}_s(\rho)$ which is spanned by a single parameter.

For our considerations, we impose that the dynamics is unital, i.e., $\mathcal{E}_s(I) = I$ for all $t \geq 0$ which is equivalent to $\mathcal{L}(I) = 0$ or

$$\sum_\alpha L_\alpha^\dagger L_\alpha = \sum_\alpha L_\alpha L_\alpha^\dagger .$$

This includes a large amount of dissipative processes found in nature, such as dephasing processes, or thermalizations with an environment in the high temperature limit.

D. Coherent control

In order to enlarge the set of states that can be reached under the present noise models, we also include in the set of operations an arbitrary amount of coherent control.

More specifically, we assume that the implementable Hamiltonians $H(t)$ span the $\mathfrak{su}(n)$ algebra. For our purposes, it will be sufficient to consider $H(t) = \sum_{i=1}^{d^2-1} c_i(t)H_i$ with continuous control functions $c_i(t)$ that are unbounded ($\{ H_i \}_{i}$ is a basis of the $\mathfrak{su}(n)$ algebra).

III. CONVERSION OF STATES UNDER MARKOVIAN DISSIPATION AND COHERENT CONTROL

A. Setting of the problem

We are now ready to define the state conversion problem. We say that the state $\rho$ can be converted to the target state $\sigma$ under unitary control and dissipation $\mathcal{L}_o$, if there exist a 1-parameter family of Hamiltonian operators $H(t)$ such that the time evolution of the state $\frac{d\rho}{dt} = -i[H(t), \rho] + \mathcal{L}_o(\rho)$ can approximate $\sigma$ arbitrarily well. We shall denote this as

$$\rho \xrightarrow{\mathcal{E}_{\text{CC}}} \sigma$$
Without loss of generality, $L_0$ above can be assumed to have a vanishing Hamiltonian part as far as state convertibility is concerned. Furthermore, notice that a state $\rho$ is considered convertible to $\sigma$ even if the conversion process requires infinite time or unbounded pulse strength. This limit, as we will argue now, drastically simplifies the analysis.

The strength of the external control fields $\|H(t)\|$ is unbounded and hence allows for ideal (Dirac delta) pulses to be arbitrarily well approximated. On the other hand, the strength of the dissipation is necessarily bounded, since we are considering time independent Lindbladians $L_0$ in finite dimensions. Physically, this means that the rate of noise (or the strength of the interaction with the environment) is much smaller than the speed of the coherent control. This separation of time scales simplifies the analysis.

This limit, as we will argue now, drastically simplifies the analysis. We now seek a differential equation that describes the time evolution of the spectrum of the initial and target states $\rho$ and $\sigma$, respectively.

The evolution equation for the spectrum $\lambda_i(\rho) := \langle i|\rho| i \rangle$ is

$$\dot{\lambda}_i = \sum_j [Q(t)]_{ij} \lambda_j ,$$

where

$$[Q(X)]_{ij} := X_{ij} - \delta_{ij} \sum_k X_{kj} ,$$

$$X_{ij} := \sum_\alpha X_{ij}^{(\alpha)} ,$$

$$X_{ij}^{(\alpha)} = |\langle i(t)|L^{(\alpha)}|j(t)\rangle|^2 .$$

This can be shown as follows. We have $\dot{\lambda}_i = \langle i|\dot{\rho}| i \rangle$ (since $\langle i i \rangle = 1$). By inserting the Lindblad form [Eq. (13)] for the dissipative part $L_0$ and using the spectral decomposition of $\rho$ we get, as desired,

$$\dot{\lambda}_i = \sum_\alpha \left( \sum_j X_{ij}^{(\alpha)} \lambda_j - \sum_k X_{ki}^{(\alpha)} \lambda_i \right)$$

$$= \sum_j \left( \sum_\alpha \left[ X_{ij}^{(\alpha)} - \sum_k X_{kj}^{(\alpha)} \delta_{ij} \right] \lambda_j \right)$$

$$= \sum_j Q_{ij} \lambda_j .$$

By construction, the matrix $Q$ is a generator of stochastic matrices, namely Equations (2a) and (9b) are satisfied for all $Q$ matrices arising as in equations (19), for any set of Lindblad operators. If $L_0$ is in addition unital, Equation (30) is also satisfied, as it can be easily checked directly invoking Eq. (13). Notice that $Q$ depends jointly on the dissipative and the Hamiltonian part of $L$. The dissipative part $L_0$ directly determines the $Q$ matrix through the set of operators $\{L^{(\alpha)}\}_\alpha$, while the Hamiltonian part influences the time evolution of the eigenbasis $\{|i(t)\rangle\}$.

Equation (18) describes the evolution of the eigenvalues of $\rho(t)$ under Lindblad evolution. Perfect coherent control of the quantum system allows steering the eigenbasis of $\rho(t)$ (arbitrarily close) to any desired instantaneous orthonormal eigenbasis. Hence, the eigenbasis can be regarded as the control parameter of the system, in which case Eq. (18) describes the corresponding evolution of the eigenvalues.

More specifically, for any choice of a piecewise differentiable orthonormal basis $B = \{|i(t)\rangle\}$ with a finite number of discontinuities, there exists a Hamiltonian protocol $H(t)$ such that the eigenbasis of $\rho(t)$, evolving under $L = K_{H(t)} + L_0$ (where $K_{H}(X) := -i[H,X]$), arbitrarily well approximate the prescribed basis $B$ [30]. This
fact was proven by Rooney et al. in Ref. [25], where an explicit expression for \( H(t) \) (as a function of \( B \) and \( \mathcal{L}_0 \)) was given. We will invoke this fact later on by specifying as input to specific evolutions the eigenbasis \( B \) instead of the Hamiltonian control protocol. Notice that for any such prescribed eigenbasis \( B \) the corresponding evolution equation of the eigenvalues of \( \rho(t) \) is given by Eq. (18), where the input regarding \( B \) is incorporated in Eq. (19c).

Before proceeding, we comment on a relevant technical point. The eigenbasis of a non-degenerate density operator is uniquely defined, but the same cannot be said when degeneracy is present. Differentiability of \( \rho(t) \) (automatically satisfied by Markovian evolutions) guarantees that its eigenbasis \( \{ |i(t)\} \) is differentiable at regions of non-degeneracy. However, differentiability of \( \rho(t) \) alone does not guarantee the existence of a differentiable eigenbasis at points (or regions) where degeneracy is present. Hence, one might worry that the evolution equation (18) might not apply directly in such cases. Furthermore, it is unclear what is the relevant eigenbasis for Eq. (19c).

Let us, nevertheless, note the following. (i) The eigenvalues of the density operator can always be chosen to be differentiable in any interval if \( \rho(t) \) is itself continuously differentiable [31], which is true in our case. Furthermore, (ii) the set of degenerate states is a zero-measure set in the state space. This implies that, given a degenerate state \( \rho \), one can always consider a non-degenerate counterpart \( \tilde{\rho} \) that is as close as desired to the original \( \rho \). Then, by continuity arguments, the evolutions of \( \rho \) and \( \tilde{\rho} \) under some common \( \mathcal{L}(t) \) are in practice indistinguishable. On more physical grounds, states in the lab are never exactly degenerate.

This suggests that nothing exceptional happens with the evolution of degenerate states, but the possible non-differentiability of the eigenvectors at crossing points is an artifact of our choice to work with 1-dimensional projectors, instead with the total projector in the degenerate subspace (which is differentiable).

This suggests that nothing exceptional happens with the evolution of degenerate states, but the possible nondifferentiability of the eigenvectors at crossing points is an artifact of our choice to work with 1-dimensional projectors, instead with the total projector in the degenerate subspace (which is differentiable).

C. A first example: Depolarizing noise

Let us show a simple example of a Master equation with which transitions are very limited. Consider the depolarizing Lindbladian in \( d \) dimensions

\[
\mathcal{L}_0(X) = \frac{I_d}{d} \text{Tr}(X) - X. \tag{20}
\]

\( \mathcal{L}_0 \) is unital and the corresponding Lindblad operators \( \{ L_0 \}_\alpha \) can all be chosen to be unitary [32]. In absence of any control fields, the time evolution due to the Lindbladian above has the simple form

\[
\rho(t) = e^{-t} \rho(0) + \left( 1 - e^{-t} \right) \frac{I}{d}. \tag{21}
\]

Thus the spectrum of the noised state is a mixing between the original probability distribution and the maximally mixed one, namely

\[
\lambda_i(t) = e^{-t} \lambda_i(0) + \left( 1 - e^{-t} \right) \frac{1}{d}. \tag{22}
\]

The highly symmetric form of the depolarizing Lindbladian has the additional property that the evolution of the eigenvalues is independent of any external coherent control. In other words, \( \rho \overset{\mathcal{L}_0 + CC}{\to} \sigma \) for depolarizing noise if and only if

\[
\lambda(\sigma) = s\lambda(\rho) + (1 - s)\lambda(I_d/d) \tag{23}
\]

for some \( s \in [0,1] \). This is because the depolarizing Lindbladian \( \mathcal{L}_0 \) commutes with any Hamiltonian part

\[
[\mathcal{L}_0, \mathcal{K}_H] = 0, \tag{24}
\]

which follows from \( \mathcal{L}_0 \mathcal{K}_H = -\mathcal{K}_H \mathcal{L}_0 = -\mathcal{K}_H \).

As a result, for any protocol \( H(t) \) \((t \in [0,T])\) the propagator can be split as

\[
\mathcal{T} \exp \left( \int_0^T dt \ [\mathcal{K}_H(t) + \mathcal{L}_0] \right) = \mathcal{U} \exp (T \mathcal{L}_0), \tag{25}
\]

with \( \mathcal{U} = \mathcal{T} \exp \left( \int_0^T dt \mathcal{K}_H(t) \right) \). However, the action of \( \mathcal{U} \) on the a state does not affect its eigenvalues, hence the eigenvalue evolution equation is identical to Eq. (22) as in the original system (with the absence of control).

The above demonstrates the limited value of depolarizing noise for mixing tasks in \( d > 2 \). For qubits, the preorder is specified by a single parameter, thus any mixing evolution of the eigenvalues is of the form [28], so in fact any kind of unital noise is sufficient for Eq. (41) to hold.

IV. LINDBLADIANS WITH OPTIMAL MIXING PROPERTIES

We now characterize the set of Markovian master equations that allow us to recover the majorization preorder. The relevant definition is:

A unital Lindbladian \( \mathcal{L}_0 \) is \textit{optimal} if and only if \( \rho \overset{\mathcal{L}_0 + CC}{\to} \sigma \) for any pair of states satisfying \( \rho \succ \sigma \).

First, we provide the general statement that characterizes the whole set of optimal Lindbladians. Then, we focus on a physically relevant subset of such operations, namely the class of dephasing maps. For the dephasing case we give an alternative construction that demonstrates their optimality, based on the Schur-Horn theorem [34].

A. Optimal Lindbladians can mix exactly two levels at a time

We now show that:
A unital Lindbladian $\mathcal{L}_0 \neq 0$ is optimal if and only if there exists an ordered orthonormal basis $B'$ in which all the corresponding Lindblad operators $\{L_\alpha\}_\alpha$ admit a matrix representation of the form

$$L_\alpha = M_\alpha \oplus D_\alpha \quad \forall \, \alpha ,$$

(26)

where each $M_\alpha \in M_2(\mathbb{C})$ is a $2 \times 2$ block and $D_\alpha \in M_{d-2}(\mathbb{C})$ is a diagonal matrix.

Let us consider a pair of states satisfying $\rho \succ \sigma$. By the majorization assumption, it follows that there exists a bistochastic matrix $B_{ij}$ and a series of $T$-transforms such that

$$\lambda_i(\sigma) = \sum_j B_{ij} \lambda_j(\rho)$$

(27)

$$B = T_{(i_kj_k)}(s_k) \cdot T_{(i_{k-1}j_{k-1})}(s_{k-1}) \cdot \cdots \cdot T_{(i_1j_1)}(s_1) ,$$

(28)

with $k \leq d - 1$. Each $T$-transform is of the form

$$T_{(ij)}(s) = (1 - s)I + sP_{(ij)} ,$$

(29)

where $P_{(ij)}$ is the transposition of the $(ij)$ levels and $s \in [0,1]$. For reasons that will become clear, we want to restrict $s \in [0,1/2]$, for which we utilize the relation

$$T_{(ij)}(1 - s) = P_{(ij)}T_{(ij)}(s)$$

(30)

and alter all $T$-transforms with $s > 1/2$, at the expense of inserting the required transposition matrices in the decomposition of $B$. The occurring permutation matrices can be brought to the rightmost of $B$ by using the relations

$$P_{(ij)}T_{(ik)} = T_{(jk)}P_{(ij)} , \quad i,j \neq k .$$

(31)

This results in a decomposition of $B$ similar to that of Eq. (28) but with $s_i \in [0,1/2]$ and possibly some permutation matrix on the rightmost side, which we will not write explicitly as it will turn out to be unimportant.

The next step is to break the conversion problem into $k$ pieces, each of them corresponding to one of the $T$-transforms in the decomposition of $B$. We have already argued that (i) the convertibility (or impossibility thereof) is a property of the eigenvalues of the initial and target states (since one can implement fast unitaries at the beginning and in the end), and that (ii) the state conversion is transitive, i.e., we can break the total conversion into intermediate steps (if each of them is possible then the total transformation is also possible). It hence follows that all conversions $\rho \xrightarrow{\mathcal{L}_0+CC} \sigma$ (with $\rho \succ \sigma$) are possible if the family of $T$-transforms $T_{(ij)}(s)$ with $s \in [0,1/2]$ for all pairs $(ij)$) are implementable.

Notice, however, that if a transformation $T_{(ij)}(s)$ is implementable then also any other $T_{(i'j')}(s)$ is, just by exchanging the populations $i \leftrightarrow i'$, $j \leftrightarrow j'$ (which is a unitary transformation), implementing $T_{(ij)}(s)$ and finally exchanging them back. In addition, the permutation matrix from the decomposition of $B$ mentioned earlier can be considered as part of an initial unitary that is potentially needed in the beginning of the protocol.

It remains to show that the transformations $T_{(ij)}(s)$ (for all $s \leq 1/2$ and for some pair of levels $(ij)$) are implementable. For that, we are going to invoke Eq. (19) together with the main assumption that the Lindblad operators can be cast into the form (20). We will treat the case $s = 1/2$ separately, so we assume $s < 1/2$ for now.

For convenience, and without loss of generality, we consider an initial state $\rho_1$ and an (intermediate) target state $\rho_2$, with $\lambda(\rho_2) = T_{(ij)}(s)\lambda(\rho_1)$, which are both diagonal in the $B'$ basis. Let us specify the eigenbasis $B$ in Eq. (19), which we will distinguish two different cases: (i) at least one $M_\alpha$ is non-diagonal in $B'$, (ii) all $M_\alpha$'s are diagonal in $B'$.

(i) We choose a basis $B$ coinciding with $B'$ such that the levels $(ij)$ correspond to the $2 \times 2$ blocks $M_\alpha$. Now we invoke equation (18) to read what will be the time evolution of the eigenvalues. The corresponding matrix $Q$ has the form

$$Q = Q_{(ij)} \oplus 0$$

(32)

where $Q_{(ij)}$ acts on the $(ij)$ levels. By the unitarity assumption of $\mathcal{L}_0$, the matrix $Q$ is a valid generator of bistochastic matrices, so it automatically satisfies all constraints given by Eqs. (9). Hence $Q_{(ij)}$ is necessarily of the form (10), i.e.,

$$Q_{(ij)} = \begin{pmatrix} -\gamma & \gamma \\ \gamma & -\gamma \end{pmatrix} .$$

In addition, at least one $M_\alpha$ is non-diagonal by assumption, so from Eqs. (19) we get $\gamma = \sum_\alpha |(M_\alpha)_{12}|^2 > 0$. By maintaining the prescribed $B$ constant in time, the $T$-transform is

$$\exp (Qt) = T_{(ij)}[s(t)]$$

(33a)

$$s(t) = \frac{1}{2} (1 - e^{-2\gamma t}) ,$$

(33b)

hence the desired family of $T$-transforms can be implemented.

(ii) First, notice that the previous choice of coinciding bases $B$ and $B'$ is not adequate to generate $T$-transforms, since now $\gamma = 0$. Nevertheless, a slightly different choice of the driving basis $B$ can fix this problem.

The assumption of non-vanishing dissipation $\mathcal{L}_0 \neq 0$ implies that there exist at least two diagonal elements $(ij)$ in the representation (26) such that $(L^{(\alpha)})_{ij} \neq (L^{(\alpha)})_{jj}$ for some $\alpha$. Indeed, $L_\alpha \propto I$ for all $\alpha$ implies $\mathcal{L}_0 = 0$, which is excluded. Therefore we consider $B$ that coincides with $B'$ except on the $(ij)$ levels that the two
bases are connected via a Hadamard unitary rotation, namely \( U = U_H \oplus I \), where
\[
U_H \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.
\] (34)

Proceeding like in the previous case, we can calculate the corresponding \( Q \) matrix. By use of Eqs. \( \text{(19)} \), we again get \( Q = Q_{(ij)} \oplus 0 \), where now \( \gamma = (1/4) \sum_{\alpha} \left| \left( L^{(\alpha)} \right)_{ij} - \left( L^{(\alpha)} \right)_{ij} \right|^2 \). The exponential of \( Q \) has again the desired form \( \text{(35)} \). As we argued, there always exist levels such that \( \gamma > 0 \). Hence, we again conclude T-transform for \( s \in [0,1/2) \) can be implemented.

It remains to comment on the \( s = 1/2 \) case. Although the above construction would require an infinite time to achieve \( s = 1/2 \), this poses no problem since by allowing larger and larger total time \( t \) for the protocol we can approximate the \( s = 1/2 \) T-transform arbitrarily well.

Now we proceed to show the necessity of the form \( \text{(26)} \). We consider a system with Hilbert space dimension \( d \geq 3 \), otherwise the aforementioned form is always attained. Let’s assume that the form \( \text{(26)} \) is not admissible (in any orthonormal basis). The non-existence of an orthonormal basis such that the Lindblad operators can be all brought to a form of Eq. \( \text{(26)} \) implies that the \( Q \) matrix (Eqs. \( \text{(19)} \)) is always mixing at least three levels at all times. If we consider an initial state \( \rho \) and a target state \( \sigma \), with \( \rho \succ \sigma \), such that the spectrum of \( \sigma \) differs solely by a 2-level mixing, it is clear that approximating \( \sigma \) arbitrarily well is impossible.

Notice that, although the driving basis \( B \) above was chosen (in both cases (i) and (ii)) to be time-independent during the implementation of a single T-transform, in general this does not imply that coherent manipulations are absent during that time interval. Dissipation alone can affect the eigenbasis of the evolving state and one should account for that accordingly via the Hamiltonian control in order to maintain a steady eigenbasis.

B. All Dephasing Lindbladians are optimal

We now focus on a particular physically relevant case of the above: dephasing master equations. We say that a time-independent Lindbladian \( \mathcal{L} \neq 0 \) dephases if
\[
\lim_{t \to \infty} \exp(\mathcal{L}t) = \sum_i \Pi_i (\cdot) \Pi_i,
\] (35)
for some complete family of orthogonal projectors \( \{ \Pi_i \} \) (not necessarily rank-1). Dephasing Lindbladians admit a representation in Lindblad operators such that all \( L^{(\alpha)} \) are simultaneously diagonalizable. As a result, \( M_\alpha \) in Eq. \( \text{(26)} \) are also diagonal for all \( \alpha \). Notice that dephasing Lindbladians are unital. Hence we have that:

\text{Any dephasing Lindbladian is optimal.}

This can also be shown by using the Schur-Horn theorem \( \text{(26)} \), which provides an alternative protocol for state conversion.

Assume \( \rho \succ \sigma \). Then, the Schur-Horn theorem guarantees the existence of a unitary transformation \( U \) such that \( \mathcal{L}(\sigma) = \mathcal{L}(D(\rho U^\dagger)) \), where \( D(X) := \sum_{i=1}^d P_i XP_i \) is any dephasing channel with \( P_i := |i\rangle \langle i| \), a complete family of rank-1 projectors. In the case that all \( \Pi_i \)'s from Eq. \( \text{(35)} \) are rank-1, it suffices to unitarily rotate the state \( \rho \) and then allow the Markovian dissipation to completely dephase the rotated state (without any additional coherent control). The resulting state is unitarily equivalent to \( \sigma \). Thus \( \rho \overset{\text{CC}+\text{CC}}{\longrightarrow} \sigma \) is achievable.

If any of the \( \Pi_i \)'s have rank greater than one, the resulting state is block-diagonal with respect to the \( \{ \Pi_i \}_i \) decomposition and is not unitarily equivalent to the state \( \sigma \). Nevertheless, by the Schur-Horn theorem, there exists a basis such that the eigenvalues of \( \sigma \) lie in the diagonal of the dephased state. The off-diagonal elements surviving after the initial dephasing process can be eliminated by exchanging the populations between different blocks and then dephasing again. By repeating this process one arrives to a diagonal state, unitarily equivalent to \( \sigma \). In equations, for any \( |k\rangle \langle l| \) \( (k \neq l) \) such that \( \Pi_i \langle k | \langle l| \Pi_i = |k\rangle \langle l| \) there exists a permutation \( \pi \in S_d \) such that \( \Pi_i \langle \pi(k) | \langle \pi(l)| \Pi_i = 0 \). Notice that the values of the diagonal elements remain unchanged during this process.

V. DISCUSSION AND OUTLOOK

We have characterized the set of Markovian master equations which are optimal for noisy state transformations: dephasing Lindbladians have optimal converting properties, but not all such optimal Lindbladians are dephasing. Together with unitary control of the system alone, they have a converting power which is equivalent to the one of Noisy Operations (NO).

Recently, P. Boes et al. in \( \text{(11)} \) have explored another physical restriction similar in spirit: they show that the smallest possible environment one can have in the resource theory of NO such that the majorization preorder is preserved is of dimension \( \lceil d^{1/2} \rceil \). That is, in the resource theory of NO one can interact with an arbitrarily large environment, but the state transitions allowed are the same when there is access to one with the aforementioned size.

The existence of individual master equations that allow for the full preorder of NO to be preserved is very much in contrast to what happens in thermal operations (TO). This set includes arbitrary energy-preserving interactions with a finite-temperature bath of any size and Hamiltonian. In that case, the relevant preorder is given by thermomajorization \( \text{(35)} \), which can be understood as a “finite temperature” equivalent of majorization in which the Gibbs distribution plays the role of the maximally mixed distribution. It can be shown \( \text{(14)} \) that in
that context, Markovian master equations with thermal states as steady states are far from enough to achieve the preorder of TO, already for single qubits. This is still the case when one allows for full unitary control, as can be seen in [36]. There, it is shown that non-Markovian interactions with the environment are necessary for certain TO that are optimal in the task of heat-bath algorithmic cooling of individual qubits.

When exploring the physical meaning of resource-theoretic constraints, a natural, complementary question arises: given a set of further physical restrictions on the operations, what is the preorder induced on the space of states? Previous work has studied this by placing restrictions on the size [10] or homogeneity [37] of the environment, or on the system-environment interactions allowed [13, 14]. While this has not been the focus of the present work we note that, for NO, limited coherent control may be another such relevant restriction.

Regarding that limitation, the discussion in Sec. IIIA above shows that, at the very least, there are some states in the orbit $\mathcal{U}(\rho)$ that are out of reach, so the majorization preorder breaks down and the eigenvalues of the state cease to give sufficient information. Thus, in general, the set of states that can be reached will depend non-trivially on the eigenbasis of the initial state, and on the particular relation between the noise model and the amount of control, as well as their relative strengths. We do not expect that there exists a simple answer to this general problem in quantum control theory (for particular settings see, for example, [38, 39]).

Understanding how different sets of maps act on quantum states is in itself a question of controllability of quantum systems, and can thus find a number of practical applications. For instance, dephasing noise has been found to enhance transport in disordered systems. In [40, 41] this fact is derived assuming that coherent control is limited to the free evolution of a disordered Hamiltonian, and in [42] a similar effect is found to occur when one allows for larger coherent control. On top of that, Markovian noise appears as a resource in certain models of computation/quantum simulation [43] and its control is the key ingredient of dissipative engineering [44–46]. These illustrate how in certain situations noise can indeed be seen as an aid rather than a drawback. We hope that the present work will contribute to the solution of the very practical problem of understanding how to utilize noise in quantum settings.
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