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Abstract

Stochastic gradient descent (SGD) and its variants are mainstream methods to train deep neural networks. Since neural networks are non-convex, more and more works study the dynamic behavior of SGD and the impact to its generalization, especially the escaping efficiency from local minima. However, these works take the over-simplified assumption that the covariance of the noise in SGD is (or can be upper bounded by) constant, although it is actually state-dependent. In this work, we conduct a formal study on the dynamic behavior of SGD with state-dependent noise. Specifically, we show that the covariance of the noise of SGD in the local region of the local minima is a quadratic function of the state. Thus, we propose a novel power-law dynamic with state-dependent diffusion to approximate the dynamic of SGD. We prove that, power-law dynamic can escape from sharp minima exponentially faster than flat minima, while the previous dynamics can only escape sharp minima polynomially faster than flat minima. Our experiments well verified our theoretical results. Inspired by our theory, we propose to add additional state-dependent noise into (large-batch) SGD to further improve its generalization ability. Experiments verify that our method is effective.

1 Introduction

Deep learning has achieved great success in various AI applications, such as computer vision, natural language processing, and speech recognition [11, 29, 7]. Stochastic gradient descent (SGD) and its variants are the mainstream methods to train deep neural networks, since they can deal with the computational bottleneck of the training over large-scale datasets [1].

Although SGD can converge to the minimum in convex optimization [21], neural networks are highly non-convex. On one hand, researchers are investigating the loss surface of the neural networks with variant architectures [3, 15, 9, 4]; on the other hand, it is empirically shown that, the noise in SGD serves as an implicit regularization and will make SGD stop at local minima with different generalization ability [13, 8, 38, 31, 6]. Moreover, the empirical results show that SGD with relatively larger noise (by decreasing batch size) will stop at flatter minima. Obviously, whether SGD can escape poor local minima and finally stop at the minimum with low loss and good generalization ability is crucial to its test performance. Thus, more and more works study dynamic behavior of SGD in non-convex optimization and its impact on generalization.

Most of these works consider SGD as the discretization of a continuous-time dynamic system and investigate its dynamic properties, especially the escaping efficiency from local minima. For example, [16, 36, 18, 2, 8, 38, 12, 54] approximate the dynamic of SGD by Langevin dynamic with constant
diffusion coefficient and proved its escaping efficiency from local minima.\footnote{It has been pointed out that the covariance of noise relates to Hessian at local minima in \cite{38,34}.} We assume the variance of stochastic gradient is infinite and use \(\alpha\)-stable process to approximate the dynamic of SGD. They proved a faster escaping efficiency in the sense that the escaping time from a basin is independent with the barrier height. However, these works take the over-simplified assumption that, the noise in SGD is independent with the state, i.e., the parameters of the model.

In this work, we conduct a formal study on the (state-dependent) noise structure of SGD and its dynamic behavior. First, we show that the covariance of the noise of SGD in the quadratic basin surrounding the local minima is a quadratic function of the state. Thus, we propose approximating the dynamic of SGD near the local minimum using a stochastic differential equation with diffusion whose covariance is a quadratic function of state. We call the new dynamic \emph{power-law dynamic}, since we prove that the distribution of the state is \emph{power-law distribution}.

Second, we analyze the dynamic properties of power-law dynamic, especially the escaping efficiency from local minima. By using the random perturbation theory for diffused dynamic systems, we analyze two kinds of escaping efficiency of the power-law dynamic: the \(\epsilon\)-escaping time of a dynamic to escape the \(\epsilon\)-wide region of a minimum; and the \(\Omega\)-escaping time to escape from one basin with surrounding surface \(\Omega\) to another. We prove that, both escaping times of power-law dynamic are exponentially decreasing as \(\kappa\) is increasing where \(\kappa\) denotes the noise-to-signal ratio of the second-order derivatives. As smaller noise-to-signal ratio of the derivatives leads to better generalization (e.g., \cite{17}), we can conclude that power-law dynamic can escape from worse-generalized minima exponentially faster than better-generalized minima. Moreover, the \(\Omega\)-escaping time for power-law dynamic is only in the polynomial order of the barrier height, much faster than the exponential order in previous work. Thus, our results indicate that the state-dependent noise helps SGD to implicitly learn well-generalized minima.

Finally, we corroborate our theory by experiments. We first calculate the covariance of noise in SGD on neural networks and compare the escaping efficiency of dynamics with constant diffusion coefficient or state-dependent diffusion coefficient to that of SGD. We observe that the covariance of noise in SGD can be well approximated by quadratic function of the parameters and the escaping behavior of power-law dynamic is more consistent with that of SGD. Inspired by our theory, we propose to add additional state-dependent noise into (large-batch) SGD to further improve its generalization ability. Experiments on image classification tasks verify that our method can achieve lower generalization error and higher test accuracy compared to SGD.

\section{Background}

We focus on the adoption of optimization algorithms to solve the following empirical risk minimization problem, whose objective is

\[ L(w) := \frac{1}{n} \sum_{m=1}^{n} \ell(x_m, w), \]

where \(\{x_m|m = 1, \cdots, n\}\) denotes the training dataset with \(n\) \textit{i.i.d.} training samples, \(w \in \mathbb{R}^d\) denotes the parameters of the model and \(\ell\) denotes the loss function.

A typical approach to minimize Eq.\eqref{eq:empirical_risk} is gradient descent (GD) whose update rule is \(w_{t+1} = w_t - \eta \nabla_w L(w_t)\), where \(\eta\) denotes the learning rate. In practice, a more useful kind of gradient based optimizers is stochastic gradient descent (SGD),

\[ w_{t+1} = w_t - \eta g(w_t), \]

where \(g(w_t) = \frac{1}{n} \sum_{x \in S_b} \nabla_w \ell(x, w_t)\) is an unbiased estimator of the full gradient \(\nabla_w L(w_t)\), with \(S_b\) being a randomly sampled minibatch of size \(b\). According to Central Limit Theorem, the stochastic gradient \(g(w_t)\) asymptotically follows Gaussian distribution \cite{16}, i.e., \(g(w_t) - \nabla L(w_t) \sim \mathcal{N}(0, \Sigma(w_t))\), \(\Sigma(w_t) = \frac{1}{b} \left( \frac{1}{n} \sum_{m=1}^{n} \nabla \ell(x_m, w_t) \nabla \ell(x_m, w_t)^T - \nabla L(w_t) \nabla L(w_t)^T \right)\) is the covariance matrix of the stochastic gradient \(g(w_t)\). For small enough constant learning rate \(\eta\), Eq.\eqref{eq:sgd} can be treated as the numerical discretization of the following stochastic differential equation (SDE) \cite{16},

\[ dw_t = -\nabla_w L(w_t) dt + \sqrt{\eta} \Sigma(w_t)^{1/2} dB_t, \]

\(\footnote{Although it has been pointed out that the covariance of noise relates to Hessian at local minima in \cite{38}\cite{34} which is non-constant globally, these works still assumes locally stable diffusion (i.e., constant diffusion) in the local region of a minimum.}\)
where \( B_t \) is a standard Brownian motion in \( \mathbb{R}^d \). As shown in Figure 1 in [44], the distribution of stochastic gradient in SGD can be well approximated by Gaussian. Under the assumption that \( \nabla_w L(w_t) \) and \( \Sigma(w_t)^{1/2} \) are Lipschitz continuous functions about the state \( w_t \), the SDE is a Itô drift-diffusion process. The vector \( \nabla_w L(w_t) \) is known as the drift coefficient of \( w \); the matrix \( \sqrt{\eta} \Sigma(w_t)^{1/2} \) is known as the diffusion coefficient of \( w \).

As stated in the introduction, the covariance \( \Sigma(w_t) \) is assumed to be constant or upper bounded by some constant (i.e., \( \Sigma(w_t) = \Sigma \) or \( \Sigma(w_t) \leq \Sigma \)) in many literatures. When \( \Sigma(w_t) \) is constant, the dynamic of Eq. (3) is known as the Langevin dynamic [22]. Different from previous works, we are the first to study the dynamic of SGD with state-dependent noise and its escaping efficiency.

Notations: \( \text{Cov}(\cdot, \cdot) \) and \( \text{Var}(\cdot) \) denotes the covariance of two random variables and the variance of a random variable respectively, and all the expectations are taken over the empirical distribution on training samples. We use \( \text{diag}(a_1, \ldots, a_d) \) to denote a diagonal matrix with diagonal elements \( a_1, \ldots, a_d \), and use the subscript \( i \) (or \( j \)) to denote the \( i \) (or \( j \))-th element of a vector or a diagonal matrix. Except for the stochastic gradient, the letter with upper wave line \( \tilde{\cdot} \) denotes the stochastic version of a function which is calculated by a mini-batch of data. \( B(a, b) \) and \( \Gamma(a) \) denotes the Beta function and Gamma function respectively, and they satisfy \( B(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)} \).

3 Approximating SGD by Power-law Dynamic

In this section, we study the (state-dependent) noise structure of SGD in the quadratic basin and propose power-law dynamic to approximate the dynamic of SGD.

3.1 Noise Structure of Stochastic Gradient Descent

We first describe the loss curvature of the quadratic basin we aim to study. We assume \( w^* \) is a local minimum of the loss function that satisfies the first-order stationary condition: \( \nabla_w L(w^*) = 0 \), and the loss function in the region \([w^* - \epsilon, w^* + \epsilon]\) with \( \epsilon > 0 \) can be approximated by second-order Taylor expansion as \( L(w) \approx L(w^*) + \frac{1}{2}(w - w^*)^T H(w - w^*) \). Here, \( H \) is the Hessian matrix of loss at \( w^* \). We call \( \epsilon \) as width of the basin and \( \max_{w \in [w^* - \epsilon, w^* + \epsilon]} L(w) - L(w^*) \) as height of the basin. Without loss of generality, we assume \( L(w^*) = 0 \) and \( H = \text{diag}(h_1, \ldots, h_d) \) in the following context. The diagonal Hessian assumption is widely adopted for theoretical analyses, e.g., in [23] [35] [32]. The gradient of \( L(w) \) is \( \nabla L(w) = H(w - w^*) \), and \( \nabla_j L(w) = h_j(w_j - w_j^*) \).

We use \( \bar{L}(w) \) to denote a stochastic version of \( L(w) \), i.e., the loss composed by a minibatch of data. The second-order Taylor expansion of \( \bar{L}(w) \) is

\[
\bar{L}(w) = g(w^*)(w - w^*) + \frac{1}{2}(w - w^*)^T \bar{H}(w - w^*), \tag{4}
\]

where \( g(w^*) \) and \( \bar{H} \) are unbiased estimator of \( \nabla L(w^*) \) and \( H \). The gradient of \( \bar{L}(w) \) is \( g(w) = g(w^*) + \bar{H}(w - w^*) \). The randomness of \( g(w) \) comes from two parts: \( g(w^*) \) and \( \bar{H} \), which corresponds to the fluctuation of the first-order and second-order derivative of the model at \( w^* \) on different training samples, respectively. So because of the term \( \bar{H}(w - w^*) \), the covariance matrix of \( g(w) \) is independent with \( w \) if and only if \( \bar{H} = H \). That means, the Hessian matrix at \( w^* \) for all training samples are equal, which is not true in general. Actually, every element in the covariance matrix is a quadratic function of \( w_1, \ldots, w_d \). For analytic tractability, we study a simplified version of state-dependent covariance matrix as shown in Proposition 1.

**Proposition 1** We use \( D(w) \) to denote the covariance matrix of stochastic gradient \( g(w) = g(w^*) + \bar{H}(w - w^*) \) and \( \bar{H} = \text{diag}(\bar{h}_1, \ldots, \bar{h}_d) \) is diagonal. If \( \text{Cov}(\bar{h}_i, \bar{h}_j) = 0 \) for \( i \neq j \), \( \text{Cov}(g_i(w^*), g_j(w^*)) = 0 \) for \( i \neq j \) and \( \text{Cov}(g_i(w^*), \bar{h}_j) = 0, \forall i, j \), we have \( D(w) = \text{diag}(D_1, \ldots, D_d) \) with

\[
D_j = \sigma_j + \rho_j(w_j - w_j^*)^2, \tag{5}
\]

where \( \sigma_j = \text{Var}(g_j(w^*)) \) and \( \rho_j = \text{Var}(\bar{h}_j) \).
We use linear regression to illustrate that when the conditions in Proposition 1 can be easily satisfied.

**Example:** Consider linear regression with loss function $L(w) = \frac{1}{2n} \sum_{m=1}^{n} (x_m w - y_m)^2 = \frac{1}{2n} \| X w - Y \|_2^2$. We suppose the output $y$ is generated as: $y = w^T x + \epsilon$ where $\epsilon$ is a standard Gaussian random variable, which is independent with the distribution of the input $x$. The stochastic gradient at the empirical minimizer $w^*$ is calculated as $g(w^*) = \frac{1}{n} \bar{H}(w^*-w') - \frac{1}{n} \bar{X}^T \epsilon$. We can prove that the conditions on $\text{Cov}(\hat{h}_i, \hat{h}_j), \text{Cov}(g_i(w^*), g_j(w^*))$ and $\text{Cov}(g_i(w^*), \hat{h}_j)$ in Proposition 1 can be satisfied if $\text{Cov}(X_i, X_j) = \frac{1}{n} \sum_{m=1}^{n} x_m i x_m j - (\frac{1}{n} \sum_{m=1}^{n} x_m i)(\frac{1}{n} \sum_{m=1}^{n} x_m j) = 0, i \neq j$ and the training data is sufficiently large such that $w^* - w' \approx 0$. We put the proof in the Appendix.

### 3.2 Power-Law Dynamic

In this section, we study the dynamic of SGD with covariance $D(w) = \text{diag}(D_1, \cdots, D_d)$ as described in Eq. (5). Under the condition that the Hessian is diagonal, the loss function around $w^*$ decomposes as a sum of scalar quadratic function for each coordinate: $L(w) \approx \frac{1}{2} \sum_{j=1}^{d} h_j(w_j - w_j^*)^2$. Then by using SGD, each dimension evolves independently as

$$w_{t+1,j} = w_{t,j} - (g_j(w^*) + \tilde{h}_j(w_{t,j} - w_j^*)).$$

We use two random variables $\xi_1, \xi_2$ to model the noisy term $\tilde{h}_j - h_j$ and $g_j(w^*)$. By central limit theorem, $\xi_1$ and $\xi_2$ are asymptotically distributed from Gaussian distribution $\xi_1 \sim \mathcal{N}(0, \rho_j)$ and $\xi_2 \sim \mathcal{N}(0, \sigma_j)$, if we assume that they have finite variance. The update rule of SGD in Eq. (6) can be regarded as discretization of the following continuous-time dynamic,

$$dw_t = -H(w_t - w^*) dt + \sqrt{\eta D(w_t)} dB_t \quad \text{(power-law dynamic)}$$

We name the dynamic described in Eq. (7) "power-law dynamic" because the distribution density of $w_t$ for solving Eq. (7) follows the power-law distribution as shown in the next proposition.

**Proposition 2** Suppose $w_t$ satisfies the power-law dynamic in Eq. (7), and the initial point is $w_0$. The distribution density of $w_t$ is $p(w, t) = \prod_{j=1}^{d} p(w_j, t)$, where

$$p(w_j, t) = Z_j(t)^{-1} \left[ 1 + \beta_j(t) \kappa_j (w_j - \bar{w}_j(t))^2 \right]^{-\frac{1}{\kappa_j}}$$

with $\kappa_j = \frac{\eta \rho_j}{\bar{h}_j}, \bar{w}_j(t) = w_j^* + (w_{0,j} - w_j^*) e^{-h_j t}, Z_j(t) = [ -\frac{1}{K_j} e^{-t/\kappa_j} + \frac{1}{K_j} \frac{1}{\kappa_j} ]^{-\frac{1}{\kappa_j}}, K_j = \frac{\bar{h}_j}{2 \eta \rho_j \sigma_j}, c_j = \frac{1}{\bar{h}_j(2 - \kappa_j)}, \beta_j(t) = \gamma_j \left( \frac{1}{Z_j(t)} \right)^2, \gamma_j = \frac{(B(\frac{1}{2}, \frac{1}{2}) - \frac{1}{2})^2}{\kappa_j}$.

We put the proof of Proposition 2 to the Appendix, which is based on the work [27]. The density function in Eq. (8) is called power-law $\kappa_j$-distribution [37] and $Z_j(t)$ is the normalizing term of the density. The stationary-state solution of Eq. (4) is $p(w_j) = Z_j^{-1}(1 + \beta_j \kappa_j (w_j - w_j^*)^2)^{-\frac{1}{\kappa_j}}$ with $\beta_j = \frac{h_j}{\eta \rho_j}$. As $\kappa_j \to 0$, the distribution density tends to be Gaussian, i.e., $p(w_j) \propto \exp(-\beta_j (w_j - w_j^*)^2)$. In statistical physics, if we regard $w_t$ as a particle in a thermal system follows Eq. (7), $\kappa_j$ measures the distance away from the thermal equilibrium [37]. In the approximation of dynamic of SGD, $\kappa_j$ equals to $\frac{h_j}{\eta \rho_j}$, which is the inverse of the signal-to-noise ratio (SNR) of the Hessian at $w^*$. Comparing to Gaussian distribution, the decay of the probability density as $w$ goes to infinity of power-law dynamic is slower. Thus power-law distribution produces higher probability to appear values far away from the center $w^*$ compared to Gaussian distribution. Next, we will analyze the escaping efficiency from local minima for power-law dynamic.

### 4 Escaping Efficiency of Power-Law Dynamic

In this section, we analyze the behavior of escaping from minima of power-law dynamic. Specifically, we analyze the $\epsilon$-escaping time and the $\Omega$-escaping time of power-law dynamic in Section 4.1 and Section 4.2 respectively.
We put the calculation of Eq.(9) to the Appendix. Based on Theorem 4, we compare the escaping efficiency according to the width of the local region, while they use height as shown in Figure.1, we suppose that there are two basins whose bottom are denoted as \( a \) and \( c \) respectively and \( b \) is the boundary between two basins. We denote \( \Omega \) to be the surface surrounding basin \( a \) and we call the mean escaping time as \( \Omega \)-escaping time for distinguishing from setting in previous section.

### 4.1 \( \epsilon \)-escaping time

First, we adopt the assumption describe in previous section that \( w^* \) is a local minimum of the loss function \( L(w) \) and \( L(w) \approx \frac{1}{2}(w - w^*)^TH(w - w^*) \). We introduce the definition of \( \epsilon \)-escaping time.

**Definition 3** Suppose we start a dynamic from the minimum \( w^* \). For a fixed positive constant \( \epsilon > 0 \), we call the time \( t \) to make \( \mathbb{E}_{w_t}[[|w_t - w^*|^2]] = \epsilon^2 \), the \( \epsilon \)-escaping time.

**Remark:** \( \epsilon \)-escaping time is an equivalent variation of escaping efficiency defined in the work [38]. We measure the escaping efficiency according to the width of the local region, while they use height of the local region in [38].

\( \epsilon \)-escaping time describes the time to escape a small region around \( w^* \) and there’s no further assumption on the loss curvature outside this small region, which is illustrated in the left figure in Figure.1. The next theorem gives the \( \epsilon \)-escaping time for power-law dynamic.

**Theorem 4** Suppose that \( w_t \) follows the power-law dynamic defined in Eq.(7). We have \( \mathbb{E}[(w_t - w^*)^2] = O(\sum_{j=1}^{d}(\eta \sigma_j t)^{2-\kappa_j}) \), where \( \kappa_j = \frac{\eta \sigma_j}{h_j} < \frac{2}{\beta} \). The upper bound for \( \epsilon \)-escaping time is \( O\left(\frac{e^{-\min_j \kappa_j}}{Tr(\Sigma)}\right) \), where \( \Sigma = \text{diag}(\eta \sigma_1, \ldots, \eta \sigma_d) \) and \( Tr(\cdot) \) denote the trace of the matrix.

The proof for Theorem 4 is based on the distribution of \( w_t \) described in Proposition 2. According to Proposition 2, we can obtain the second-order moment of \( w_t - w^*_j \), that is,

\[
\mathbb{E}[(w_t - w^*_j)^2] = \sum_{j=1}^{d} \int_{-\infty}^{\infty} (w_{t,j} - w^*_j)^2 \cdot Z_j(t)^{-1} \cdot [1 + \beta_j(t)\kappa_j(w_{t,j} - w^*_j)^2]^{-\frac{1}{\beta_j}} dw_{t,j}.
\]

We put the calculation of Eq.9 to the Appendix. Based on Theorem 4, we compare the \( \epsilon \)-escaping time for power-law dynamic and Langevin dynamic.

**Comparison with result for Langevin dynamic:** The \( \epsilon \)-escaping time for Langevin dynamic (i.e., the dynamic with constant coefficient \( \Sigma \) of the diffusion term) is \( O(\epsilon^2/Tr(\Sigma)) \) [38]. Compared to the result for Langevin dynamic, we have the following conclusions: (1) As \( \kappa_j \to 0 \) for all \( j \), the \( \epsilon \)-escaping time for power-law dynamic tends to that for Langevin dynamic. (2) The \( \epsilon \)-escaping time for power-law dynamic depends exponentially on \( \kappa_j \). Specifically, we consider the \( \epsilon \)-escaping time along one dimension, which is \( \frac{1}{\eta \sigma_j} \cdot e^{2-\kappa_j} \). Since \( \kappa_j = \frac{\eta \sigma_j}{h_j} \) and \( \kappa_j \) is the noise to signal ratio of the \( h_j \). As shown in [17], smaller \( \kappa_j \) leads to better generalization. We can conclude that power-law dynamic escapes worse-generalized minima exponentially faster than well-generalized minima, while Langevin dynamic can not reflect this. So power-law dynamic can better explain the regularization effect of SGD.

### 4.2 \( \Omega \)-Escaping Time

In this section, we analyze the mean escaping time for \( w_t \) to escape from a basin to its neighbor basin. As shown in Figure 1, we suppose that there are two basins whose bottom are denoted as \( a \) and \( c \) respectively and \( b \) is the boundary between two basins. We denote \( \Omega \) to be the surface surrounding basin \( a \) and we call the mean escaping time as \( \Omega \)-escaping time for distinguishing from setting in previous section.
The power-law dynamic in Eq. (7) only describes the dynamic in the region around $a$. For loss surface around the local minimum $a$, we suppose $\nabla L(b) = 0$ and there is only one negative eigenvalue for $H_b$, which is denoted as $h_b$. We use $\Delta L = \sum_{d} \Delta \ell_j = \sum_{d} \ell_{j}(b_{\ast}) - \ell(a_{\ast})$ to denote the barrier height, in which we also adopt the assumption that each coordinate evolves independently.

The power-law dynamic in Eq. (7) only describes the dynamic in region around $a$. To make it adapt to the whole escaping path, we reformulate the power-law dynamic as following:

$$dw_t = -\nabla L(w_t)dt + \sqrt{2\eta D(w_t)}dB_t,$$

where $D(w) = \text{diag}(D_1, \ldots, D_d)$, and $D_j = \mu_j \ell_j(w_{t,j}) + \sigma_j$. It is consistent with the power-law dynamic defined in Eq. (7) if $\mu_j = \frac{2\rho_j}{\pi a_{\ast,j}}$.

In order to analytically solve the $\Omega$-escaping time, we take the common low temperature assumption $[34, 37]$, i.e., $\eta \sigma_j \ll \Delta \ell_j$. The assumption can be satisfied when the learning rate is small. Under the low temperature assumption, we first give the $\Omega$-escaping time for 1-dimensional case in the following theorem and then extend it to high-dimensional case.

**Theorem 6** The $\Omega$-escaping time of the power-law dynamic in Eq. (10) is as below,

$$\tau = \frac{2\pi}{(1 - \frac{\mu}{\sigma})/|H_a|H_b|} \left(1 + \frac{\mu}{\sigma} \Delta L\right)^\frac{1}{m_{\ast} - \frac{3}{2}}. \tag{11}$$

Theorem 6 can be obtained by directly applying the results in [37]. We provide a full proof here to make it self-contained.

**Proof:** The probability density of Power-law dynamic satisfies the Smoluchowski equation as

$$\frac{\partial p(w, t)}{\partial t} = \frac{\partial}{\partial w} \left(\nabla L(w) \cdot p(w, t)\right) + \frac{\partial}{\partial w} \left(\phi(w) \frac{\partial p(w, t)}{\partial w}\right)
= \frac{\partial}{\partial w} \left(\phi(w) \cdot \left(1 + \frac{\mu}{\sigma} L(w)\right)^\frac{1}{2} \left(1 + \frac{\mu}{\sigma} L(w)\right)^{-\frac{1}{2}} \frac{\partial L(w)}{\partial w}\right),$$

where $\kappa = \frac{\mu}{\sigma}$ and $\phi(w) = \frac{\eta D(w)}{2}$. According to Eq. (12) in [37], the escaping time $\tau$ satisfies the following equation: $\left(1 + \frac{\mu}{\sigma} L(w)\right)^\frac{1}{2} \frac{\partial L(w)}{\partial w} = -1$. Thus we have

$$\tau = \int_w^b \phi(w')^{-1} \left(1 + \frac{\mu}{\sigma} L(w')\right)^\frac{1}{2} \left(\int_a^w \left(1 + \frac{\mu}{\sigma} L(w'')\right)^{-\frac{1}{2}} dw''\right) dw'$$

Assuming the loss at the basin has a minimum $L(a)$ and $L(w) \approx L(a) + \frac{1}{2} H_a(w - a)^2$, and the loss at the basin has a maximum $L(b)$ and it is written as $L(w) \approx L(b) - \frac{1}{2} |H_b| (w - b)^2$. Using this

| Type of Dynamics | $\epsilon$-escaping time | $\Omega$-escaping time (1-dim) |
|------------------|--------------------------|-------------------------------|
| Langevin dynamic$[38]$ | $O(\epsilon^\alpha T(\Sigma))$ | $O\left(\exp\left(\frac{\Delta L}{\alpha \cdot |b - a|^\alpha}\right)\right)$ |
| Langevin dynamic$[14]$ | $\times$ | $O\left(\frac{\eta \Sigma^{-1} + \Delta L}{|b - a|^{\alpha}}\right)$ |
| $\alpha$-stable process$[20]$ | $\times$ | $O\left(\frac{\eta \Sigma^{-1} + \Delta L}{|b - a|^{\alpha}}\right)$ |
| Power-law dynamic (ours) | $O\left(\frac{\nu_{\min} \sigma_j}{\tau w(\Sigma)}\right)$ | $O\left(1 + \left(\frac{\eta \Sigma^{-1} + \Delta L}{|b - a|^{\alpha}}\right)^\frac{1}{\nu_{\min} \sigma_j}\right)$ |

Table 1: Recent quantitative research on escaping time analysis of SGD. $\Sigma$ denotes the state-independent part in the covariance of stochastic gradient, $\alpha$ denotes the index in $\alpha$-stable process. As for $\kappa_j$ and $\mu$, readers can refer to Theorem 4 and Eq.(10). Here, we only show 1-dimensional result for $\Omega$-escaping time in the table for all the three dynamics for ease of the presentation.
approximation, we have

$$\int_{w}^{b} \phi(w')^{-1} \left(1 + \frac{\mu}{\sigma} L(w')\right)^{-\frac{1}{2}} dw' = \frac{2}{\eta \sigma} \int_{w}^{b} \left(1 + \frac{\mu}{\sigma} L(w')\right)^{-1 + \frac{1}{2}} dw'$$

$$= \frac{2}{\eta \sigma} \int_{-\infty}^{b} \left(1 + \frac{\mu}{\sigma} L(b) - \frac{1}{2} \frac{|H_{b}|}{2} (w' - b)^{2}\right)^{-1 + \frac{1}{2}} dw'$$

$$= \frac{2}{\eta \sigma} (1 + \frac{\mu}{\sigma} L(b))^{-1 + \frac{1}{2}} \int_{c}^{b} \left(1 - \frac{\mu}{\sigma} \frac{|H_{b}|}{2} (w' - b)^{2}\right)^{-1 + \frac{1}{2}} dw'$$

$$= \frac{4}{\eta \sigma} (1 + \frac{\mu}{\sigma} L(b))^{-1 + \frac{1}{2}} \left(\frac{\frac{\mu}{\sigma} |H_{b}|}{2 + L(b)}\right)^{-1/2} \int_{0}^{1} y^{-1/2} (1 - y)^{-1 + \frac{1}{2}} dy$$

$$= \frac{4}{\eta \sigma} (1 + \frac{\mu}{\sigma} L(b))^{-1 + \frac{1}{2}} \sqrt{\frac{2}{\mu \sigma |H_{b}|}} B\left(\frac{1}{2}, \frac{1}{\kappa}\right),$$

where $B(a, b) = \frac{\Gamma(a) \Gamma(b)}{\Gamma(a + b)}$ is the Beta function. For the term $\int_{a}^{w'} \left(1 + \frac{\mu}{\sigma} L(w'')\right)^{-\frac{1}{2}} dw''$, we have

$$\int_{a}^{w'} \left(1 + \frac{\mu}{\sigma} L(w'')\right)^{-\frac{1}{2}} dw'' = \left(1 + \frac{\mu}{\sigma} L(a)\right)^{-\frac{1}{2}} \sqrt{\frac{2 \sigma}{\mu H_{a}}} B\left(\frac{1}{2}, \frac{1}{\kappa} - \frac{1}{2}\right).$$

Combining the above equations, we can get the result in the theorem.

**Comparison with results for other dynamics:** The $\Omega$-escaping time for Langevin dynamic with constant diffusion coefficient is studied in [13], which is $\frac{2 \pi}{\sqrt{H_{a} |H_{b}|}} \exp\left(\frac{\Delta L}{\eta \sigma}\right)$. Compared to the Langevin dynamic, we have the following conclusions: (1) When $\mu \rightarrow 0$, the $\Omega$-escaping time for power-law dynamic tends to that for Langevin dynamic. (2) Compared to the result for Langevin dynamic, power-law dynamic improves the order of barrier height (i.e., $\Delta L$) in $\Omega$-escaping time from exponential to polynomial, which implies a faster escaping efficiency of SGD to escape deep basin. (3) Since $\mu$ is proportional to $\frac{\sigma}{H_{a}}$ (noise-to-signal ratio of $H_{a}$) and smaller noise-to-signal ratio leader to better generalization performance [17], the power-law dynamic can escape worse-generalization minima exponentially faster than better-generalized minima.

As shown in Table 1, the $\Omega$-escaping time for 1-dimensional $\alpha$-stable process is $\mathcal{O}(\alpha \cdot |b - a|^{\alpha})$, which is independent with the barrier height but in polynomial order of the width of the basin. However, using $\alpha$-stable process to approximate the dynamic of SGD is based on a strong assumption that the variance of stochastic gradient is infinite. Compared to $\alpha$-stable process, the result for power-law dynamic is superior in the sense that it is also in polynomial order of the width (if $\Delta L = (|b - a|^{c})$, $c > 0$) and power-law dynamic does not need the infinite variance assumption.

**Extension to high-dimensional case:** To extend the $\Omega$-escaping time to high-dimensional case, according to [28], $\Omega$-escaping time $\tau$ can be expressed as $\tau = \frac{P(w \in V_{a})}{\int_{\Omega} J d\Omega}$, where $V_{a}$ is the volume of basin $a$, $J$ is the probability current produced by $P(w \in V_{a})$ and $\int_{\Omega} J d\Omega$ is the probability flux (surface integrals of probability current). So we need to calculate $P(w \in V_{a})$ and $\int_{\Omega} J d\Omega$ respectively. Under the low temperature assumption, the probability current concentrates along the direction corresponding the negative eigenvalue of $H_{b}$ (i.e., $h_{w}$), which is the escaping direction, and the probability flux of other directions can be ignored. We put the result and detailed proof for high-dimensional case in Theorem 10 in Appendix.

### 5 Experiments

In this section, we conduct experiments to verify the theoretical results. First, we evaluate whether the quadratic approximation of the stochastic gradient is accurate on neural network models. Second, we count escaping frequency for dynamics with different diffusion terms and SGD. Besides, we propose to add additional state-dependent noise into (large-batch) SGD and conduct experiments to verify its effectiveness on image classification task.
5.1 Covariance of the Stochastic Gradient

In this section, we evaluate the quadratic approximation of covariance of the stochastic gradient on plain convolutional neural network (CNN) and ResNet. The structure for plain CNN model is $input \rightarrow Conv1 \rightarrow maxpool \rightarrow Conv2 \rightarrow maxpool \rightarrow fc1 \rightarrow Relu \rightarrow fc2 \rightarrow output$. We randomly sample 1000 images from FashionMNIST [33] dataset as training set. As for ResNet, we use the ResNet-18 model [11] and randomly sample 1000 images from Kaggle’s dogs-vs-cats dataset as training set. For each model, we use gradient descent with small constant learning rate to train the network till it converges. The converged point can be regarded as a local minimum, denoted as $w^*$. We put the detailed training strategies in Appendix.

We then calculate the covariance matrix of the stochastic gradient at some points belonging to the local region around $w^*$. The points are selected according to the formula: $w^*_{layerL} \pm (i \times Scale)$, where $w^*_{layerL}$ denotes the parameters at layer $L$, and $i \in [N]$ determines the distance away from $w^*_{layerL}$. When we select points according to this formula by changing the parameters at layer $L$, we fixed the parameters at other layers. For both CNN model and ResNet18 model, we select 20 points by setting $i = 1, \cdots, 10$. For example, for CNN model, we choose the 20 points by changing the parameters at the $Conv1$ layer with $Scale = 0.001$ and $Conv2$ layer with $Scale = 0.0001$, respectively. For ResNet18, we choose the 20 points by changing the parameters for a convolutional layer at the first residual block with $Scale = 0.0001$ and second residual block with $Scale = 0.0001$, respectively.

The results are shown in Figure 2. The x-axis denotes the distance of the point away from the local minimum and the y-axis shows the value of the trace of covariance matrix at each point. The results show that the covariance of noise in SGD is indeed not constant and it can be well approximated by quadratic function of state (the blue line in the figures), which is consistent with our theoretical results in Section 3.1.

5.2 Escaping efficiency on 2-D Model

In this section, we use a 2-dimensional (2-D) model to simulate the escaping efficiency from minima for power-law dynamic, Langevin dynamic and SGD. We design a non-convex function written as $\ell(w) = 15 \sum_{j=1}^{2} |w_j - 1|^{2.5} \cdot |w_j + 1|^5$. Our loss function is $L(w) = \frac{1}{n} \sum_{m=1}^{n} \ell(w - x_m)$, where training data $x_i \sim \mathcal{N}(0, 0.01I_2)$ and $n = 100$. There are 4 basins in the loss surface with corresponding local minimum (1, 1), (1, -1), (-1, 1) and (-1, -1), as shown in Figure 3(a). Here, we analyze the behaviors of escaping from the minimum $w^* = (1, 1)$. We also plot the trace of covariance matrix of stochastic gradient around $w^*$ in Figure 3(b) and it can be well approximated by a quadratic function.

We regard the following optimization iterates as the discretization of the power-law dynamic,

$$w_{t+1} = w_t - \eta \nabla L(w_t) + \eta \lambda_1 \|w_t - w^*\| \odot \xi_1 + \eta \lambda_2 \xi_2 \quad \text{(power-law)} \quad (12)$$

where $\xi_1, \xi_2 \sim \mathcal{N}(0, I)$, $\lambda_1$ are constant and $\odot$ stands for Hadamard product. Note that if we set $\lambda_1 = 0$ in Eq. (12), we have the algorithm, $w_{t+1} = w_t - \eta \nabla L(w_t) + \eta \lambda_2 \xi_2$, which can be regarded as discretization of Langevin dynamic. We set learning rate $\eta = 0.025$, and we take 500 iterations in each training. In order to match the trace of covariance matrix of stochastic gradient at minimum point $w^*$ with the methods above, $\lambda_2$ is chosen to satisfy $Tr(Cov(\lambda_2 \xi_2)) = Tr(Cov(g(w^*)))$.

We compare the success rate of escaping for power-law dynamic, Langevin dynamic and SGD by repeating the experiments 100 times. To analyze the noise term $\lambda_1$, we choose different $\lambda_1$ and evaluate corresponding success rate of escaping, as shown in Figure 3(c). The results show that there is a positive correlation between $\lambda_1$ and the success rate of escaping, and our proposed method work can better mimic the escaping efficiency of SGD than Langevin dynamic.

We then scale the loss function by 0.9 and the loss surface becomes flatter. We run all the algorithms under the same setting with the experiments on the un-scaled loss $L(w)$. The success rate of escaping is reported at Figure 3(d). We can observe that all dynamics escape sharp minima faster.

5.3 Image Classification on Cifar10

As shown in many literatures [13, 8], SGD with large batch generalizes worse. Motivated by our theoretical characterization on noise in SGD, we propose PL-SGD algorithm by adding both state-
dependent and state-independent noise in SGD (shown in Eq. (13)) to verify whether it can improve the test performance of SGD with large batch size.

\[ w_{t+1} = w_t - \eta g(w_t) + \eta |w_t| \odot \xi_1 + \eta \xi_2. \]  

(PL-SGD) \hspace{1cm} (13)

where \( \xi_1 \sim \mathcal{N}(0, \lambda_1 I_d) \) and \( \xi_2 \sim \mathcal{N}(0, \lambda_2 I_d) \) and \( \lambda_1, \lambda_2 \) are two hyper-parameters to tune. We compare PL-SGD to SGD and also compare it to SGLD [19] (as shown in Eq.) on CIFAR-10 with ResNet-18 model.

\[ w_{t+1} = w_t - \eta g(w_t) + \eta \xi_3. \]  

(SGLD) \hspace{1cm} (14)

where \( \xi_3 \sim \mathcal{N}(0, \lambda_3 I_d) \) and \( \lambda_3 \) is a hyper-parameter to tune. The batch size for the three algorithms are set to be 2048. We train the three algorithms for 90 epochs. The initial learning rate is set to be 0.1 and is annealed to be 0.01 after 45 epochs. For PL-SGD, we tune \( \lambda_1 \) and \( \lambda_2 \) using grid search and report the best result in terms of test accuracy, which is achieved at \( \lambda_1 = 0.02 \) and \( \lambda_2 = 1e^{-4} \). For SGLD, it achieves best test accuracy at \( \lambda_3 = 1e^{-3} \). We also report the results for SGLD with \( \lambda_3 = 5e^{-4} \) and \( \lambda_3 = 2e^{-3} \).

We report the experimental results in Figure 4. We have the following observations: (1) PL-SGD can achieve higher test accuracy and lower generalization error compared to SGD, which indicates the effectiveness of state-dependent noise. (2) Test accuracy for SGLD can only achieve comparable test accuracy with SGD. Although a larger \( \lambda_3 \) in SGLD leads to lower generalization error compared to SGD, SGLD can not converge to small training loss if \( \lambda_3 \) is large, e.g., \( \lambda_3 = 1e^{-3} \) and \( \lambda_3 = 2e^{-3} \). So the test accuracy is worse than SGD for \( \lambda_3 = 1e^{-3} \) or \( \lambda_3 = 2e^{-3} \). We can conclude that only injecting state-independent Gaussian noise can not improve the test accuracy of SGD with large batch size.

6 Conclusion

In the work [30][6], multiplicative noise of SGD has been studied and there’s no analysis on the escaping efficiency for it.

\(^3\)There’s no data augmentation or weight decay in all experiments.
In this work, we study the dynamics of SGD via investigating state-dependent covariance of the stochastic gradient. We propose power-law dynamic with state-dependent diffusion term to approximate the dynamic of SGD. Based on this characterization, we analyze the escaping efficiency from local minima of power-law dynamic. We prove that power-law dynamic can escape sharp minima exponentially faster than flat minima. We present direct empirical evidence supporting the proposed theoretical results. To the best of our knowledge, this paper is the first to study state-dependent gradient noise of SGD and we think this work can motivate many interesting research topics on this direction, for example, dynamics of SGD in basin with non-quadratic loss curvatures, non-Gaussian state-dependent noise and new types of state-dependent regularization tricks in deep learning.
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The Proof: We use Proposition 7.1 Proofs for Propositions in Section 3

Proposition 7 We use \( D(w) \) to denote the covariance matrix of stochastic gradient \( g(w) = g(w^*) + \tilde{H}(w - w^*) \) and \( \tilde{H} = \text{diag}(\tilde{h}_1, \ldots, \tilde{h}_d) \) is diagonal. If \( \text{Cov}(\tilde{h}_i, \tilde{h}_j) = 0 \) for \( i \neq j \), \( \text{Cov}(g_i(w^*), g_j(w^*)) = 0 \) for \( i \neq j \) and \( \text{Cov}(g_i(w^*), \tilde{h}_j) = 0, \forall i, j \), we have \( D(w) = \text{diag}(D_1, \ldots, D_d) \) with

\[
D_j = \sigma_j + \rho_j (w_j - w_j^*)^2,
\]

where \( \sigma_j = \text{Var}(g_j(w^*)) \) and \( \rho_j = \text{Var}(\tilde{h}_j) \).

Proof: We use \( D_{ij} \) to denote the element at \( i \)-th row and \( j \)-th column at matrix \( D(w) \), we have

\[
D_{ij} = \text{Cov}(g_i(w), g_j(w)) = \text{Cov}(g_i(w^*), g_j(w^*)) + \text{Cov}(\tilde{h}_i, \tilde{h}_j)(w_i - w_i^*)(w_j - w_j^*) + \text{Cov}(g_i(w^*), \tilde{h}_i)(w_i - w_i^*)(w_j - w_j^*) + \text{Cov}(g_i(w^*), \tilde{h}_j)(w_i - w_i^*)(w_j - w_j^*).
\]

If \( \text{Cov}(\tilde{h}_i, \tilde{h}_j) = 0 \) for \( i \neq j \), \( \text{Cov}(g_i(w^*), g_j(w^*)) = 0 \) for \( i \neq j \) and \( \text{Cov}(g_i(w^*), \tilde{h}_j) = 0, \forall i, j \), we have \( D_{ij} = 0, i \neq j \). The \( j \)-th diagonal element is \( D_j = \text{Var}(g_j(w^*)) + \text{Var}(\tilde{h}_j)(w_j - w_j^*)^2 \). \( \square \)

Example: Consider linear regression with loss function \( L(w) = \frac{1}{2n} \sum_{m=1}^{n} (x_m w - y_m)^2 = \frac{1}{2n} \|X w - Y\|_2^2 \). We suppose the output \( y \) is generated as: \( y = w^* x + \epsilon \) where \( \epsilon \) is a standard Gaussian random variable, which is independent with the distribution of the input \( x \). The stochastic gradient at the empirical minimizer \( w^* \) is calculated as \( g(w^*) = \frac{1}{n} \tilde{H}(w^* - w) - \frac{1}{n} \tilde{X}^T \epsilon \), where \( \tilde{H} = \frac{1}{n} \tilde{X}^T \tilde{X} = \text{diag}(\tilde{h}_1, \ldots, \tilde{h}_d) \text{ and } \tilde{X} \text{ is a } b \times d \text{ matrix composed by a minibatch of input. We claim that the conditions on } \text{Cov}(\tilde{h}_i, \tilde{h}_j), \text{Cov}(g_i(w^*), g_j(w^*)) \text{ and } \text{Cov}(g_i(w^*), \tilde{h}_j) \text{ in Proposition 7 can be satisfied if } \text{Cov}(X_i, X_j) = \frac{1}{n} \sum_{m=1}^{n} x_{m,i} x_{m,j} - (\frac{1}{n} \sum_{m=1}^{n} x_{m,i})(\frac{1}{n} \sum_{m=1}^{n} x_{m,j}) = 0, i \neq j \text{ and the training data is sufficiently large such that } w^* - w^* \approx 0. \)
Suppose that each input follows Gaussian distribution, and \( \text{Cov}(X_i, X_j) = 0 \) means \( X_i, X_j \) are independent with each other when \( i \neq j \). Then we have \( \text{Cov}(h_i, h_j) = \frac{1}{h} \cdot \text{Cov}(X_i^2, X_j^2) = 0 \) because the independence of \( X_i, X_j \).

As for \( \text{Cov}(g_i(w^*), g_j(w^*)) \), we have \( \text{Cov}(g_i(w^*), g_j(w^*)) = \text{Cov}(\tilde{h}_i, \tilde{h}_j)(w_i^* - w_j^*)(w_i^* - w_j^*) + \text{Cov}\left(\frac{1}{h} \tilde{X}_i \tilde{\epsilon}, \tilde{h}_j\right)(w_i^* - w_j^*) + \text{Cov}\left(\frac{1}{h} \tilde{X}_i \tilde{\epsilon}, \frac{1}{h} \tilde{X}_j \tilde{\epsilon}\right) \). Because the independence of \( X_i \) and \( X_j \), we have \( \text{Cov}(g_i(w^*), g_j(w^*)) = 0 \).

As for \( \text{Cov}(g_i(w^*), \tilde{h}_j) \), we have \( \text{Cov}(g_i(w^*), \tilde{h}_j) = \text{Cov}(\tilde{h}_i, \tilde{h}_j)(w_i^* - w_j^*) + \text{Cov}\left(\frac{1}{h} \tilde{X}_i \tilde{\epsilon}, \tilde{h}_j\right) \). Because we assume \( w_i^* - w_j^* \) approaches zero and \( \epsilon \) is independent with the input, we have \( \text{Cov}(g_i(w^*), \tilde{h}_j) \approx 0 \).

Next, we prove Proposition 2, which shows the distribution density of \( w_t \) that satisfied power-law dynamic. The power-law dynamic is defined as

\[
dw_t = -H(w_t - \nu^*)dt + \sqrt{\eta D(w_t)}dB_t, \tag{16}
\]

where \( H = \text{diag}(h_1, \ldots, h_d) \), \( D(w) = \text{diag}(D_1, \ldots, D_d) \) with \( D_j = \sigma_j + \rho_j(w_j - w_j^*) \).

**Proposition 8** Suppose \( w_t \) satisfies the power-law dynamic in Eq.\((16)\), and the initial point is \( w_0 \). The distribution density of \( w_t \) is \( p(w, t) = \prod_{j=1}^d p(w_j, t) \), where

\[
p(w_j, t) = Z_j(t)^{-1}\left[1 + \beta_j(t)\kappa_j(w_j - \hat{\nu}_j(t))^2\right]^{-\frac{1}{\nu_j}}, \tag{17}
\]

with \( \kappa_j = \frac{\eta \sigma_j}{h_j} \), \( \hat{\nu}_j(t) = w_j^* + (w_{0,j} - w_j^*)e^{-\hat{\beta}_j t} \), \( Z_j(t) = \left[-\frac{1}{K_j} e^{-\hat{\beta}_j t} + \frac{1}{K_j}\right]^{-\frac{1}{\nu_j}} \), \( K_j = \frac{h_j}{2\sigma_j \nu_j} \), \( c_j = \frac{1}{h_j(2-\nu_j)} \), \( \beta_j(t) = \gamma_j \left(\frac{1}{Z_j(t)}\right)^{2} \), \( \gamma_j = \left(\frac{B(\frac{1}{2}, \frac{1}{2} - \frac{1}{\nu_j})}{\kappa_j}\right)^{2} \).

**Proof:** We use \( \phi_j(w_j) = \frac{\eta D_j(w_j)}{2} \), the probability density \( p(w, t) \) satisfies the Smoluchowski equation:

\[
\frac{\partial p(w, t)}{\partial t} = \sum_{j=1}^{d} \frac{\partial}{\partial w_j} \left( h_j(w_j - \nu_j) \cdot p(w, t) \right) + \sum_{j=1}^{d} \frac{\partial}{\partial w_j} \left( \phi_j(w_j) \frac{\partial}{\partial w_j} \left( p(w, t) \right) \right) \tag{18}
\]

\[
= \sum_{j=1}^{d} \frac{\partial}{\partial w_j} \left( h_j(w_j - \nu_j) \cdot p(w, t) \right) + \frac{\eta \sigma_j}{2} \sum_{j=1}^{d} \frac{\partial}{\partial w_j} \left( \left(1 + \beta_j \kappa_j (w_j - \nu_j)^2\right) \cdot \frac{\partial}{\partial w_j} \left( p(w, t) \right) \right), \tag{19}
\]

where \( \kappa_j = \frac{\eta \sigma_j}{h_j} \), \( \beta_j = \frac{2}{\nu_j} \). According to the result for 1-dimensional case in \([37]\), we have

\[p(w_j, t) = Z_j(t)^{-1}(1 + \beta_j(t)\kappa_j(w_j - \hat{\nu}_j(t))^2)^{-\frac{1}{\nu_j}}.\]

For the expression of \( \hat{\nu}_j(t) \), it is obtained by solving the ODE \( dw_t = -H(w_t - \nu^*)dt \). So we have \( \hat{\nu}_j(t) = w_j^* + (w_{0,j} - w_j^*)e^{-\hat{\beta}_j t} \). For the expression of \( \beta_j(t) \) and \( Z_j(t) \), we introduce a result in \([36]\).

If the probability density \( p(w, t), w \in \mathbb{R} \) satisfies \( \frac{\partial}{\partial w} p(w, t) = \frac{\partial}{\partial w}(k_2 w - k_1)p(w, t) + C \frac{\partial^2}{\partial w^2}p(w, t)^\nu \), its solution will be \( p(w, t) = Z(t)^{(-1 - \beta(t)(1 - \nu)(w - w_M(t))^2 + \frac{1}{\nu_j})} \), where \( q = 2 - \nu \), \( Z(t) = Z(0)^{(1 - \frac{1}{K})e^{-t/c} + \frac{1}{K}} \), with \( K = \frac{k_2}{2k_2 \nu} \), \( \beta(t)Z(0)^{2}, \gamma(t)Z(0)^{2} \).

Applying the above result to 1-dimensional case for Eq.\((19)\) (i.e., \( d=1 \)), we have \( K_1, K_2 = h, q = \kappa + 1, \nu = 1 - \kappa \). \( Z(t) \) can be rewritten as \( Z(t) = \left((Z(0)^{1} + Z(0)^{1+\nu}e^{-t/c}) + \frac{Z(0)^{1+\nu}}{K}\right)^{\frac{1}{\nu}} \).

Finally, we calculate what \( C \) and \( \gamma \) are for 1-dimensional case for Eq.\((19)\). Eq.\((19)\) for 1-dimensional case can be rewritten as

\[
\frac{\partial p(w, t)}{\partial t} = \frac{\partial}{\partial w}(h(w - \nu^*) \cdot p(w, t) + \frac{\eta \sigma_j}{(1 - \kappa_j)} \frac{\partial^2}{\partial w^2}p(w, t)^{1-\kappa_j}), \tag{20}
\]
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because \((1 + \beta_j \kappa_j (w_j - w_j^*)^2) \propto p(w)^{-\kappa_j}\). Thus we have \(C = \frac{\eta \sigma}{(1-\kappa_j)}\).

As for \(\gamma\), for fixed \(t\), we have

\[
1 = \int_{-\infty}^{\infty} Z(t)^{-1} (1 + \beta(t) \kappa (w - w_M(t))^2)^{-1/\kappa} \, dw
\]

\[
= \frac{Z(t)^{-1}}{\sqrt{\beta(t)\kappa}} \int_{0}^{\infty} y^{-1/2} (1 + y)^{-1/\kappa} \, dy = \frac{2B\left(\frac{1}{2}, \frac{1}{2} - \frac{1}{\kappa}\right)}{Z(t)\sqrt{\beta(t)\kappa}},
\]

where the last equation is established according to Beta distribution. So we have \(\gamma = B\left(\frac{1}{2}, \frac{1}{2} - \frac{1}{\kappa}\right)^2\).

Because each dimension evolves independently, we have \(p(w, t) = \prod_{j=1}^{d} p(w_j, t)\). Combining all the above results together, we can get the result in Proposition. \(\square\)

We plot the un-normalized distribution density for 1-dimensional power-law dynamics with different \(\kappa\) in Figure 5. For the four curves, we set \(\beta = 10\). We set \(\kappa = 1, 0.5, 0.1, 0\) and use green, red, purple and blue line to illustrate their corresponding density function, respectively. When \(\kappa = 0\), it is Gaussian distribution. From the figure, we can see that the tail for \(\kappa\)-distribution is heavier than Gaussian distribution.

7.2 Proofs for Theorems in Section 4

**Theorem 9** Suppose that \(w_t\) follows the power-law dynamic in Eq. (16), we have \(\mathbb{E}[(w_t - w^*)^2] = O(\sum_{j=1}^{d} \eta \sigma_j t \frac{\beta_j(t) \kappa_j}{\eta \sigma_j})\), where \(\kappa_j = \frac{\eta \sigma_j}{\eta \sigma_j} < \frac{2}{3}\), where \(\kappa_j = \frac{\eta \sigma_j}{\eta \sigma_j} < \frac{2}{3}\). The upper bound for \(\epsilon\)-escaping time is \(O\left(\frac{2^{1-\min\{\kappa_j\}}}{\epsilon \tau(\Sigma)}\right)\), where \(\Sigma = \text{diag}(\eta \sigma_1, \cdots, \eta \sigma_d)\) and \(\text{Tr}(\cdot)\) denote the trace of the matrix.

**Proof:** According to Proposition 2 the distribution density of \(w_{t,j}\) when it starts at \(w^*\) follows the power-law distribution \(p(w_{t,j}, t) = Z_j(t)^{-1}[1 + \beta_j(t)\kappa_j (w_j - w_j^*)^2]^{-\frac{1}{\kappa_j}}\), where \(\kappa_j, Z_j(t)\) and \(\beta_j(t)\) are defined in Proposition 2. The second-order moment can be calculated as

\[
\mathbb{E}[(w_{t,j} - w_j^*)^2] = \int_{-\infty}^{\infty} (w_{t,j} - w_j^*)^2 \cdot Z_j(t)^{-1}[1 + \beta_j(t)\kappa_j (w_{t,j} - w_j^*)^2]^{-\frac{1}{\kappa_j}} \, dw_{t,j}
\]

\[
= \int_{-\infty}^{\infty} \frac{1}{Z_j(t) (\beta_j(t) \kappa_j)^\frac{1}{2}} \int_{0}^{\infty} u^{\frac{1}{2}} (1 + u)^{-\frac{1}{\kappa_j}} \, du
\]

\[
= \frac{B\left(\frac{3}{2}, \frac{1}{\kappa_j} - \frac{3}{2}\right)}{Z_j(t) (\beta_j(t) \kappa_j)^\frac{1}{2}},
\]

where the last equation is established according to Beta distribution.
According to Proposition 2, \( \kappa_j = \frac{\eta_j}{\sigma_j}, \) \( Z_j(t) = \left| -\frac{1}{\gamma_j} e^{-t/\gamma_j} + \frac{1}{\gamma_j} \right| \), \( K_j = \frac{b_j}{\sigma_j \gamma_j}, \) \( c_j = \frac{1}{\gamma_j(2 - \gamma_j)}. \) \( \beta_j(t) = \gamma_j \left( \frac{1}{Z_j(t)} \right)^2. \) \( \gamma_j = \frac{\kappa_j (B \frac{1}{2} - \frac{1}{4})^2}{\kappa_j}. \) Then we have

\[
\mathbb{E}[|w_{t,j} - w^*|^2] = \frac{B (\frac{3}{2} \frac{1}{2} - \frac{3}{2}) (\beta_j(t))^2}{2(1 \frac{1}{4})^2} \left( \frac{1}{K_j c_j} \right)^2 \approx \frac{B (\frac{3}{2} \frac{1}{2} - \frac{3}{2}) (\beta_j(t))^2}{2(1 \frac{1}{4})^2} \left( \frac{1}{K_j c_j} \right)^2 \approx \frac{B (\frac{3}{2} \frac{1}{2} - \frac{3}{2}) (\beta_j(t))^2}{2(1 \frac{1}{4})^2} \left( \frac{1}{K_j c_j} \right)^2.
\]

Thus we have \( \mathbb{E}[|w_t - w^*|^2] = O(\sqrt{\gamma_j} t^{2 \gamma_j}) \leq O(\sqrt{\gamma_j} t^{2 \gamma_j}). \) Let \( \mathbb{E}[|w_t - w^*|^2] = \mathbb{E}[|\tilde{w}_t|^2], \) \( t \geq \mathbb{E}[(\tilde{w}_t)] = \mathbb{E}[|w_t - w^*|^2] \)

To prove the next theorem, we reformulate the power-law dynamic as

\[
dw_t = -\nabla L(w_t)dt + \sqrt{2D(w_t)}dB_t,
\]

Then we have \( \mathbb{E}[|w_t - w^*|^2] = O(\sqrt{\gamma_j} t^{2 \gamma_j}) \leq O(\sqrt{\gamma_j} t^{2 \gamma_j}). \) Let \( \mathbb{E}[|w_t - w^*|^2] = \mathbb{E}[|\tilde{w}_t|^2], \) \( t \geq \mathbb{E}[(\tilde{w}_t)] = \mathbb{E}[|w_t - w^*|^2] \)

Theorem 10 (High-dim) The \( \Omega \)-escaping time of the power-law dynamic in Eq. (21) is as below;

\[
\tau = \frac{2\pi \sqrt{\det(H_0)}}{(1 - \frac{\eta \sigma}{\gamma})} \cdot \frac{1}{h_{\text{be}}} \prod_{j=1}^{d} \left( 1 + \frac{\mu_j}{\sigma_j} \Delta t \right)^{\frac{\eta \sigma}{\gamma} - \frac{1}{2}},
\]

where \( h_{\text{be}} \) is the only negative eigenvalue of \( H_0 \) and \( \det(\cdot) \) denote the determinant of a matrix.\(^4\)

Proof: According to [28], \( \Omega \)-escaping time \( \tau \) is expressed as \( \tau = \frac{P(w \in V_a)}{\int_{\Omega} Jd\Omega}. \) The probability current produced by \( \int_{\Omega} Jd\Omega \) is the probability flux (surface integrals of probability current). We denote \( \kappa_j = \frac{\eta_j}{\sigma_j}, \) \( \phi_j(w_j) = \frac{\eta_j D_j(w_j)}{2}. \) The probability current along the escaping direction \( e \) satisfies the Smoluchowski equation

\[
-\nabla J_e(w_e, t) = \frac{\partial}{\partial w_e} \left( \nabla \ell_e(w_e) \cdot p(w, t) \right) + \frac{\partial}{\partial w_e} \left( \phi_e(w_e) \frac{\partial p(w, t)}{\partial w_e} \right).
\]

So we obtain \( J_e(w_e) = -\phi_e(w_e) \cdot \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(w_e) \right)^{\frac{1}{\gamma}} \frac{\partial}{\partial w_e} \left( \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(w_e) \right)^{\frac{1}{\gamma}} p(w, t) \right) \). Because there is no field source on the escape path, \( J_e(w_e) \) is fixed constant on the escape path. Multiplying \( \phi_e(w_e)^{-1} \cdot \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(w_e) \right)^{\frac{1}{\gamma}} \) on both sizes, we have

\[
J_e \cdot \int_{a}^{c} \phi_e(w_e)^{-1} \cdot \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(w_e) \right)^{\frac{1}{\gamma}} dw_e = -\int_{a}^{c} \frac{\partial}{\partial w_e} \left( \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(w_e) \right)^{\frac{1}{\gamma}} p(w, t) \right) \frac{1}{w_e} dw_e
\]

\[
= -0 + \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(a_e) \right)^{\frac{1}{\gamma}} \quad p(a, t)
\]

\[
= \frac{1}{Z_e(a)}
\]

\(^4\)Without loss of generality, we assume there’s no zero eigenvalue in matrix \( H_0 \) and \( H_0 \). The result in Theorem 6 can be extended to general case by following the same technique in the work [34].
As for the term \( \int_a^c \phi_e(w_e)^{-1} \cdot \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(w_e) \right)^{\frac{1}{2}} dw_e \), we have

\[
\int_a^c \phi_e(w_e)^{-1} \cdot \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(w_e) \right)^{\frac{1}{2}} dw_e = \frac{2}{\eta \sigma_e} \int_a^c \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(w_e) \right)^{-1 + \frac{1}{\eta} \sigma_e} dw_e
\]

\[
\approx \frac{2}{\eta \sigma_e} \int_{b_k} \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(b_k) - \frac{1}{2} \left| h_{be} \right| (w_e - b_k)^2 \right)^{-1 + \frac{1}{\eta} \sigma_e} dw_e
\]

\[
= \frac{2}{\eta \sigma_e} \int_{b_k} \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(b_k) - \frac{1}{2} \left| h_{be} \right| (w_e - b_k)^2 \right)^{-1 + \frac{1}{\eta} \sigma_e} dw_e
\]

\[
= \frac{2}{\eta \sigma_e} \int_{b_k} \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(b_k) \right)^{-1 + \frac{1}{\eta} \sigma_e} \int_c \left( 1 - \mu_e \frac{2 h_{be}}{1 + \frac{\mu_e}{\sigma_e} \ell_e(b_k)} \right)^{-1 + \frac{1}{\eta} \sigma_e} dy
\]

\[
= \frac{2}{\eta \sigma_e} \int_{b_k} \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(b_k) \right)^{-1 + \frac{1}{\eta} \sigma_e} \int_c \left( 1 - \mu_e \frac{2 h_{be}}{1 + \frac{\mu_e}{\sigma_e} \ell_e(b_k)} \right)^{-1 + \frac{1}{\eta} \sigma_e} d\Omega,
\]

where the third formula is based on the low temperature assumption. Under the low temperature assumption, we can use the second-order Taylor expansion around the saddle point \( b \).

Under the low temperature assumption, the probability current concentrates along the direction corresponding the negative eigenvalue of \( h_{be} \), and the probability flux of other directions can be ignored.

So we have

\[
\int_{\Omega} J d\Omega = J_e \cdot \int_{\Omega} \prod_{j \neq e} P(w_j) d\Omega = \int J_e dw_e \cdot \int_{\Omega} \prod_{j \neq e} \frac{1}{Z_j} \cdot \left( 1 + \frac{\mu_j}{\sigma_j} \ell_j(b_j) \right)^{-\frac{1}{\eta_j} \mu_j h_{bj} \left( b_j - w_j \right)^2} \int_{\Omega} y^{-1/2} \left( 1 - y \right)^{-1 + \frac{1}{\eta_j} \sigma_j} d\Omega.
\]

By calculating the integral (which is similar with the calculation of Eq. (26)), we have

\[
\int_{\Omega} J d\Omega = \left( \frac{Z_e \cdot \left( 1 + \frac{\mu_e}{\sigma_e} \ell_e(b_k) \right)}{\prod_{j \neq e} \frac{1}{Z_j} \left( 1 + \frac{\mu_j}{\sigma_j} \ell_j(b_j) \right)^{\frac{1}{\eta_j} \mu_j h_{bj} \left( b_j - w_j \right)^2}} \right)^{\frac{1}{2} - \frac{1}{\eta_j} \mu_j h_{aj} \left( a_j - w \right)^2} \int_{\Omega} y^{-1/2} \left( 1 - y \right)^{-1 + \frac{1}{\eta_j} \sigma_j} B\left( 1 + \frac{1}{2} \kappa_j \right) d\Omega.
\]

As for the term \( P(w \in V_a) \), we have

\[
P(w \in V_a) = \int_{V_a} P(w) dV = \int_{V_a} P(w) dV = \prod_{j=1}^{30} \left( 1 + \frac{\mu_j}{\sigma_j} \ell_j(a_j) \right)^{\frac{1}{2} - \frac{1}{\eta_j} \mu_j h_{aj} \left( a_j - w \right)^2} \sqrt{\frac{2 \sigma_j}{\mu_j h_{aj}}} B\left( \frac{1}{2} \frac{1}{\kappa_j} - \frac{1}{2} \right),
\]

where we use Taylor expansion of \( L(w) \) near local minimum \( a \).

Combined the results for \( P(w \in V_a) \) and \( \int_{\Omega} J d\Omega \), we can get the result. \( \square \)

### 7.3 Implementation Details of the Experiments

As for the detailed architecture of our CNN in Section 5.1, both Conv1 and Conv2 use 5 × 5 kernels with 10 channels and no padding. Dimensions of full connected layer fc1 and fc2 are 1600 × 50 and 50 × 10 respectively. The initialization method is the Kaiming initialization \([10]\) in PyTorch. The learning rate of gradient descent is set to be 0.1. After 3000 iterations, GD converges with almost 100% training accuracy and the training loss being 1e−3.

For the approximation experiments on ResNet18 in Section 5.1, we carry out our experiment on stratified random 1000 data of kaggle’s dogs-vs-cats dataset. The initialization method is the Kaiming initialization \([10]\) in PyTorch. The learning rate of gradient descent is set to be 0.001. After 10000 iterations, GD converges with 100% training accuracy and the training loss being 1e−3.

As for the experiments for 2-D model, we also calculate coefficient of the second-order term for the quadratic curve shown in Figure 3(b) and its value is roughly 30, which matches the result in Figure 3(c) in the sense that the result for SGD is similar with the result for power-law dynamic with \( \lambda_1 \approx 92 \).